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A HAMILTONIAN
∐
n
BO(n)-ACTION, STRATIFIED MORSE
THEORY AND THE J-HOMOMORPHISM
XIN JIN
Abstract. We use sheaves of spectra to quantize a Hamiltonian
∐
n
BO(n)-
action on lim
−→
N
T ∗RN that naturally arises from Bott periodicity. We employ
the category of correspondences developed in [GaRo] to give an enrichment of
stratified Morse theory by the J-homomorphism. This provides a key step in
a forthcoming work [Jin] on the proof of a claim in [JiTr]: the classifying map
of the local system of brane structures on an (immersed) exact Lagrangian
submanifold L ⊂ T ∗RN is given by the composition of the stable Gauss map
L→ U/O and the delooping of the J-homomorphism U/O → BPic(S).
We put special emphasis on the functoriality and (symmetric) monoidal
structures of the categories involved, and as a byproduct, we produce several
concrete constructions of (commutative) algebra/module objects and (right-
lax) morphisms between them in the (symmetric) monoidal (∞, 2)-category of
correspondences, generalizing the construction out of Segal objects in [GaRo],
which might be of interest by its own.
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1. Introduction
Let X be a smooth manifold whose cotangent bundle T ∗X is equipped with the
standard Liouville form α = pdq. Let L be any (immersed) Lagrangian submanifold
in T ∗X exact1 with respect to α, i.e. α|L is an exact 1-form. Let S denote for the
sphere spectrum. In a joint work with D. Treumann [JiTr], we use microlocal
sheaf theory to construct a local system of stable ∞-categories on L with fiber
equivalent to the∞-category of spectra, which we call the sheaf of brane structures
and denoted by BraneL. The sheaf of brane structures admits a classifying map
L→ BPic(S), where the target is the delooping of the E∞-groupoid of (suspensions
of) S-lines. In [JiTr], we make the following claim (without proof):
Claim 1.1. The classifying map of BraneL factors as
L
γ
→ U/O
BJ
→ BPic(S),
in which γ is the stable Gauss map2 into the stable Lagrangian Grassmannian U/O
and BJ is the delooping of the J-homomorphism
J : Z×BO → Pic(S) ≃ Z×BGL1(S)
as an E∞-map.
The goal of this paper is three-fold. First, it will combine with a forthcoming
work [Jin] to give a proof of the claim. Secondly, it enhances the Main theorem
of stratified Morse theory with the rich structures of the J-homomorphism. Lastly
but not least, this work employs the category of correspondences developed in
[GaRo], and we have produced several concrete constructions of (commutative)
algebra/module objects and (right-lax) morphisms between them in the symmetric
monoidal (∞, 2)-category of correspondences, which we hope could lead to more
applications.
In the following, we summarize the key ingredients and main results. We also
sketch the remaining steps in [Jin] to complete the proof of the above claim.
1The exact condition can be dropped.
2More precisely, one should compose γ with the canonical involution on U/O.
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1.1. A Hamiltonian
∐
n
BO(n)-action and Bott periodicity. In T ∗RN , for
any quadratic form A on RN , we consider the quadratic Hamiltonian function
FA(q,p) = A(p). Here we identify (R
N )∗ with RN using the standard inner
product on RN . The time-1 flow ϕ1A of FA sends (q,p) to (q+ ∂pA(p),p). In the
following, we assume that A as a symmetric matrix is idempotent, i.e. there exists
a subspace EA ⊂ R
N such that A(p) = |projEAp|
2. If we start with the linear
Lagrangian L0 that is the graph of the differential of −
1
2 |q|
2, and do ϕ1A to it,
then the resulting Lagrangian LA is the graph of the differential of −
1
2 |q|
2 +A(q).
Moreover, the Maslov index of the loop starting from L0, going towards LA via the
Hamiltonian flow of FA and finally going back to L0 through the path by decreasing
the eigenvalue of A from 1 to 0 is exactly the rank of A (up to a negative sign). We
can conjugate this loop by the path connecting the zero-section to L0 through the
graphs of differentials of − 12 t|q|
2, t ∈ [0, 1] so then the base point is always at the
zero-section.
If we take the stabilization lim
−→
N
T ∗RN , then the above picture tells us a way to
assign a based loop in the stable Lagrangian Grassmannian U/O from an element
in
∐
n
Gr(n,R∞) =
∐
n
BO(n), which is exactly the content of (a part of) Bott peri-
odicity that the latter after taking group completion is the based loop space of the
former. Now it is natural to assemble the Hamiltonian map for different choices
of A as a Hamiltonian
∐
n
BO(n)-action on lim
−→
N
T ∗RN . Here we take the standard
commutative topological monoid structure on
∐
n
BO(n) as in [Har], where the ad-
dition operation is only defined for two perpendicular finite dimensional subspaces
in lim
−→
N
RN .
1.2. Quantization of the Hamiltonian
∐
n
BO(n)-action and a natural “mod-
ule”. We use microlocal sheaf theory to study the Hamiltonian
∐
n
BO(n)-action
described above. The standard way to do this is to find a sheaf over prescribed
coefficient with singular support in a conic Lagrangian lifting of the graph of the
Hamiltonian action, called sheaf quantization (cf. [GKS], [Tam]). Here we take the
coefficient to be the universal one, the sphere spectrum S, so sheaves are taking
values in the stable ∞-category of spectra Sp (see [JiTr] for basic properties of
microlocal sheaves of spectra). The commutative monoid structure on
∐
n
BO(n)
endows the associated sheaf category with a symmetric monoidal convolution struc-
ture (we will make this precise by using the category of correspondence developed
in [GaRo]), and it is natural to ask the sought-for sheaf to be a commutative al-
gebra object in it. Moreover, to establish a connection of the Hamiltonian action
with Maslov index and Bott periodicity, etc., we need to quantize a “module” of
it generated by (the stabilization of) L0 as well. We will make this more precise
below.
For any smooth manifold X , let T ∗,<0(X ×Rt) be the negative half of T ∗(X ×
Rt), where every covector has strictly negative component in dt. For any exact
Lagrangian submanifold L in T ∗X , a conic lifting L of L in T ∗,<0(X ×Rt) is any
conic Lagrangian determined by the properties that the projection of L to T ∗X is
exactly L and the 1-form −dt + α vanishes along L. For any exact Lagrangian in
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general position, L is completely determined by its front projection in X ×Rt, i.e.
its image under the projection T ∗,<0(X ×Rt)→ X ×Rt to the base. Moreover, if
L is closed and the front projection of L is a smooth submanifold, then L is just
half of the conormal bundle of the submanifold with negative dt-component, and
we say it is the negative conormal bundle of the smooth submanifold.
A (stabilized) conic Lagrangian lifting of the graph of the Hamiltonian action
has front projection in
∐
n
BO(n)× lim
−→
M
RM × lim
−→
M
RM ×Rt consisting of points
(A,q,q+ ∂pA(p), t = A(p)),q,p ∈ lim−→
M
RM ,(1.2.1)
which is a smooth subvariety. Here and after, by some abuse of notation, we will
use A to denote for its eigenspace EA of 1 as well, so then A also represents an
element in
∐
n
BO(n).
Note that we can equally represent a point in (1.2.1) by
(A,q,q + 2p, t = |p|2),q ∈ lim
−→
M
RM ,p ∈ A.
Then modulo the roles of q and t, which contribute trivially to the topology, the
front projection is just the tautological vector bundle on
∐
n
BO(n).
Let
GN =
∐
n
Gr(n,RN ), V GN = the tautological vector bundle on GN ,(1.2.2)
G = lim
−→
N
GN =
∐
n
BO(n), V G = lim
−→
N
V GN .(1.2.3)
A quantization of the Hamiltonian G-action is then given by a commutative algebra
object in
Loc(V G; Sp) := lim
←−
N
Loc(V GN ; Sp)
equipped with the convolution symmetric monoidal structure, whose restriction to
the unit (A = 0,p = 0) of V G is the constant sheaf S on a point. Here the limit of
above is taken for the !-pullback along the natural embeddings V GN →֒ V GN ′ for
N ≤ N ′. A canonical candidate of such a quantization is the dualizing sheaf ̟V G.
Now what do we mean by to quantize a “module” of the Hamiltonian action
generated by the stabilization of L0? First, we can quantize L0 ⊂ T ∗RM by the
∗-extension of a local system on
Q0M := {s < −
1
2
|q|2} ⊂ RMq ×Rs
to RMq ×Rs, whose boundary has negative conormal bundle equal to a conic lifting
of L0. Second, we can assemble the images of (the stabilization of) L0 under the
Hamiltonian G-action, i.e. LA = ϕ
1
A(L0), into a single Lagrangian L̂ in the stable
sense, and we can present a conic lifting of it as the stabilization of the negative
conormal bundle of the boundary of the following domain
Q̂N,M := {s < −
1
2
|q|2 +A(q), A ∈ GN} ⊂ GN ×R
M
q ×Rs(1.2.4)
for M ≥ N .
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Now the point is that given any quantization of L0, represented by an object
in Loc(Q0; Sp) := lim
←−
M
Loc(Q0M ; Sp), and the canonical quantization of the Hamil-
tonian G-action ̟V G, we should automatically get a quantization of L̂, which is
represented by an object in
Loc(Q̂; Sp) := lim
←−
N,M
Loc(Q̂N,M ; Sp).
This can be made precise using correspondences for sheaves. If we view L̂ as a
“module” of the Hamiltonian action generated by the stabilization of L0, then the
resulting quantizations of L̂ as above are the ones that we are interested in. A main
question that we will answer is a characterization of these quantizations of L̂, for
example, what are the monodromies of the corresponding local systems on Q̂.
1.3. Stratified Morse theory. Let X be a smooth manifold and S = {Sα} be a
Whitney stratification of X . Let
ΛS =
⋃
Sα∈S
T ∗SαX
be the union of the conormal bundles of the strata, which is a closed conic La-
grangian in T ∗X . Now given any S-constructible sheaf F and a covector (x, p) in
the smooth locus of ΛS, denoted by Λ
sm
S
, one can define the local Morse group or
microlocal stalk of F at (x, p). The definition depends on a choice of a local function
f near x whose differential at x is p, and which is a Morse function restricted to
the stratum containing x. Such a function is called a local stratified Morse func-
tion. Roughly speaking, the microlocal stalk measures how the local sections of F
change when we move across x in the way directed by f . One uses the microlocal
stalks to define the singular support of F, denoted by SS (F), which is a closed conic
Lagrangian contained in ΛS. The microlocal stalks and singular support play an
essential role in microlocal sheaf theory and the theory of perverse sheaves. For
example, a central question in microlocal sheaf theory is to calculate the microlo-
cal sheaf category associated to a conic Lagrangian (or equivalently a Legendrian),
which is roughly speaking a localization of the category of sheaves whose singular
support are contained in the conic Lagrangian.
The Main theorem in stratified Morse theory [GMac] states (in part) that the
microlocal stalk defined above is independent of the choice of the local stratified
Morse functions f , in the sense that the microlocal stalks at (x, p) for two different
f1, f2 are isomorphic up to a shift of degree by the difference of their Morse indices
along the stratum containing x.
We will enhance the main theorem in stratified Morse theory by exhibiting the
(stabilized) monodromies of the microlocal stalks along the space of all choices
of local stratified functions f . This is an application of the quantization of the
Hamiltonian G-action and its “module” described above.
1.4. The J-homomorphism. The J-homomorphism is an E∞-map
J :
∐
n
BO(n)→ Pic(S) ≃ Z×BGL1(S),
where Pic(S) is the classifying space of stable sphere bundles. If one takes the
group completion of
∐
n
BO(n), Z×BO, then one can uniquely extends J (up to a
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contractible space of choices) to an Ω∞-map from Z×BO to Pic(S). By the Thom
construction, every vector bundle gives rise to a stable sphere bundle, and J is the
map between the corresponding classifying spaces.
There are several equivalent models of J to express its E∞-structure. Here we
give a model of J using correspondences for sheaves. Let
πV G,N : V GN → GN
be the vector bundle projection, where GN , V GN are defined in (1.2.2). Since G and
V G are commutative topological monoids, their local system categories Loc(G; Sp)
and Loc(V G; Sp) are equipped with the convolution symmetric monoidal structures
(using !-pullback and !-pushforward). Then J can be viewed as a commutative
algebra object in Loc(G; Sp) whose costalks are isomorphic to suspensions of the
sphere spectrum.
Proposition/Definition 1.2. The functor
(πV G)∗ = lim←−
N
(πV G,N)∗ : Loc(V G; Sp)→ Loc(G; Sp)
is symmetric monoidal, and the local system (πV G)∗̟V G is the commutative alge-
bra object in Loc(G; Sp) classified by J .
We emphasize that the functor (πV G)∗ is not well defined if we regard πV G as a
morphism in the∞-category of spaces Spc, for it is not invariant under homotopies
(note that (πV G)! is well defined but gives trivial information). This is a place where
we need to work in the ordinary 1-category of locally compact Hausdorff spaces,
and the validity of (πV G)∗ (which follows from base change) and its symmetric
monoidal structure leads us to employ the category of correspondences.
1.5. Statement of the main results. Now we are ready to state our main results.
The space Q̂ = lim
−→
N,M
Q̂N,M (see (1.2.4) for the definition of Q̂N,M) is naturally
homotopy equivalent to G, so we can view Q̂ as a G-torsor in Spc (i.e. a free G-
module generated by a point), and Loc(Q̂; Sp) ≃ Loc(G; Sp) is naturally a module
of Loc(G; Sp). Let Loc(Q̂; Sp)J be the stable ∞-category of J-equivariant local
systems on Q̂, which is a full subcategory of J-modules in Loc(Q̂; Sp). Here we use
J to represent the local system on G ≃ Q̂ that it classifies. Since Q̂ is a G-torsor,
Loc(Q̂; Sp)J consists of objects J ⊗
S
R, R ∈ Sp, and the mapping spectrum from
J ⊗
S
R1 to J ⊗
S
R2 is isomorphic to the mapping spectrum from R1 to R2. There is a
general definition of Loc(Y ; Sp)χ for any commutative topological monoid H acting
on a space Y and χ : H → Pic(S) an E∞-map called a character (see Definition
4.13).
Consider the map
ψN,M :V GN ×Q
0
M → Q̂N,M ,
(A,p;q, s) 7→ (A,q+ 2p, s+A(p)), p ∈ A,
whose stabilization represents the Hamiltonian G-action that sends L0 to LA, A ∈
G.
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Theorem 1.3. The family of correspondences
V GN ×Q0M
π
Q0
M
%%❏
❏❏
❏❏
❏❏
❏❏
❏
ψN,M
yyrr
rr
rr
rr
rr
Q̂N,M Q
0
M
induces a canonical equivalence
ψ∗π
!
Q0 := lim←−
N,M
(ψN,M )∗π
!
Q0M
: Loc(Q0; Sp)
∼
−→ Loc(Q̂; Sp)J
Now we state an application of the above theorem to stratified Morse theory. Al-
though stratified Morse theory is aimed at constructible sheaves over ordinary rings,
there is a direct generalization of it over ring spectra (cf. [JiTr]). Let ShvS(X ; Sp)
be the full subcategory of Shv(X ; Sp) consisting of sheaves whose restriction to
each stratum Sα is locally constant. The notion of microlocal stalk can be directly
generalized to take values in spectra. Following the notations in Subsection 1.3, we
can stabilize X and S as X ×Ry1 ×Ry2 × · · · , {Sα×Ry1 × · · · }, and the space of
local stratified Morse functions associated to (x, p), where x ∈ Sβ for some β, can
be stabilized by adding − 12 (y
2
1 + y
2
2 + · · · ) in the newly added variables y1, y2, · · · .
Moreover, for a fixed F ∈ ShvS(X ; Sp), one can allow (x, p) ∈ SS (F)sm instead
of Λsm
S
. Then the space of stabilized local stratified Morse functions for (x, p) is
canonically homotopy equivalent to G, through the map taking f to the sum of the
positive eigenspaces of the Hessian of f |Sβ×R×··· at x in TxSβ ×R × · · · . We can
view this space as a G-torsor in Spc.
Theorem 1.4. For any F ∈ ShvS(X ; Sp), the process of taking microlocal stalks at
(x, p) ∈ SS (F)sm ( or (x, p) ∈ Λsm
S
) under stabilization canonically gives rise to a
J-equivariant local system on the space of stabilized local stratified Morse functions
associated to (x, p).
Moreover, this builds a canonical equivalence between the microlocal sheaf cate-
gory associated to a small open set of SS(F) centered at (x, p) and the category of
J-equivariant local systems of spectra on the space of stabilized local stratified Morse
functions associated to (x, p).
The process of taking microlocal stalks has a natural translation to correspon-
dences via the notion of contact transformations defined in [KaSc, A.2]. A contact
transformation is just a local conic symplectomorphism that transforms a local piece
of conic Lagrangian to another piece of conic Lagrangian, and the local stratified
Morse functions correspond to a generic class among them (modulo some obvious
equivalences that affect trivially on the microlocal stalks), which we call Morse
transformations3 (see Subsection 5.1). This enables us to reveal the interesting
structures underlying the “local system of microlocal stalks” on the space of stabi-
lized local stratified Morse functions, by applying the category of correspondences
and using Theorem 1.3.
3In [JiTr], we called this generic class of contact transformations simply contact
transformations.
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1.6. Sketch of the proof of Claim 1.1. The idea of the proof is easier to express
if G =
∐
n
BO(n) were a group. Let us first assume that this were the case. Let
L be an (immersed) exact Lagrangian in T ∗RN and let L be a conic lifting of
L in T ∗,<0(RN × Rt). The argument holds for L being non-exact and can be
generalized to the case when RN is replaced by a smooth manifold via a standard
treatment as in [AbKr]. Now we cover L by small open sets {Ωi}i∈I whose finite
intersections are all contractible if not empty (this is called a good cover), which
gives a sufficiently fine covering of the front projection of L. In [JiTr], we show that
for each finite intersection
k⋂
s=1
Ωis , the associated microlocal sheaf category with
coefficient S is (non-canonically) equivalent to the ∞-category of spectra, which
defines a local system of stable∞-category on L with fiber equivalent to Sp denoted
by BraneL. Such an equivalence of categories follows from the correspondence given
by a choice of Morse transformation, and Theorem 1.4 implies that if we consider
the Morse transformations altogether (again modulo some obvious equivalences),
then the microlocal sheaf category associated to
k⋂
s=1
Ωi is canonically equivalent
to the category of J-equivariant local systems of spectra on the space of Morse
transformations associated to
k⋂
s=1
Ωi which is a G-torsor.
Let Cˇ•L be the Cˇech nerve of the covering {Ωi}i∈I , and let G-torsors denote the
E∞-groupoid of G-torsors in Spc, which is equivalent to BG (assuming G were a
group). The above implies that the classifying map for BraneL factors as
Cˇ•L
γˇ
−→ G-torsors
Loc(−;Sp)J
−→ BPic(S)
where the first map γˇ is taking the space of Morse transformations and the latter is
taking a G-torsor M to Loc(M ; Sp)J . Here we use a compatibility result of Morse
transformations under the restriction from a small open set to a smaller one in
the Cˇech cover. One can show that γˇ is homotopic to the stable Gauss map after
passing to the geometric realization |Cˇ•L| ≃ L, and Loc(−; Sp)J exactly models the
delooping of the J-homomorphism (up to the canonical involution on BG). This
proves Claim 1.1 under the assumption that G were a group.
For the actual situation in which G =
∐
n
BO(n) is not a group, some more work
needs to be done, which involves a more detailed study of the space U/O and the
compatibility of Morse transformations under restrictions (see Subsection 5.5).
In the following, we give a brief overview of the category of correspondences,
the results we have obtained and how we apply these results to the quantization
process.
1.7. The category of correspondences and the functor of taking sheaves
of spectra. For any ordinary 1-category C that admits fiber products, one can
define an ordinary 2-category Corr(C) (cf. [GaRo]) with the same objects as C and
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whose set of morphisms from an object X to Y consists of correspondences
W
f
//
g

X
Y
.(1.7.1)
A 2-morphism between 1-morphisms is presented by the left one of the following
commutative diagrams (1.7.2), and a composition of two 1-morphisms is presented
by the outer correspondence on the right.
W1 X
W2
Y
W1 ×
Y
W2 W1 X
YW2
Z(1.7.2)
There is a higher categorical analogue of this where C is an ∞-category and
Corr(C) is an (∞, 2)-category. One can also forget the non-invertible 2-morphisms,
and get an ∞-category Corr(C). If C is (symmetric) monoidal then Corr(C) is
(symmetric) monoidal, and so is Corr(C).
In [GaRo], the authors introduce the (∞, 2)-category of correspondences and use
it to give a systematic treatment of the six-functor formalism for dg-categories of
quasi/ind-coherent sheaves. A similar treatment without using (∞, 2)-categories
has been taken in [LiZh]. The approach of [GaRo] can be adapted to the case of
sheaves of spectra, given the foundations on∞-topoi [Lu1] and stable∞-categories
[Lu3]. Let SLCH be the ordinary 1-category of locally compact Hausdorff spaces,
equipped with the Cartesian symmetric monoidal structure, i.e. the tensor product
is just the Cartesian product. The starting point is the symmetric monoidal functor
(cf. [Lu1])
ShvS :(SLCH)
op → PrL
X 7→ Shv(X ; S)
(f : X → Y ) 7→ (f∗ : Shv(Y ; S)→ Shv(X ; S)),
where Shv(X ; S) denotes the (presentable) ∞-category of sheaves of spaces on X
and PrL denotes the ∞-category of presentable∞-categories with continuous func-
tors. Taking stabilizations of Shv(X ; S) to Shv(X ; Sp) and running the approach
in [GaRo], one gets all six functors, and one has the following statement that is
crucial for our purposes mentioned above:
Theorem 1.5. There is a canonical symmetric monoidal functor
ShvSp : Corr(SLCH)→ Pr
L
st
sending X to Shv(X ; Sp) and any correspondence (1.7.1) to the functor g!f
∗ :
Shv(X ; Sp)→ Shv(Y ; Sp).
Here PrLst is the ∞-category of presentable stable ∞-categories. Now to define
a symmetric monoidal structure on Shv(X ; Sp) for some X ∈ SLCH, it suffices to
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endow X with the structure of a commutative algebra object in Corr(SLCH). This
is exactly the motivation for us to develop general and concrete constructions of
(commutative) algebra objects in Section 2, together with their modules, (right-
lax) homomorphisms between algebras, etc. in Corr(C), for a Cartesian symmetric
monoidal ∞-category C.
Let
Loc∗! : Corr(SLCH)fib,all → Pr
L
st,
be the functor induced from ShvSp, which restricts the vertical arrows in correspon-
dences to locally trivial fibrations and takes the local system categories instead of
the full sheaf categories. Taking the ∞-categorical version of Verdier duality for
sheaves of spectra, we get
Loc!∗ : Corr(SLCH)fib,all → Pr
L
st,
which takes any correspondence (1.7.1) to g∗f
! : Loc(X ; Sp) → Loc(Y ; Sp). In
our applications, we will mainly use the functor Loc!∗, which is right-lax symmetric
monoidal.
1.8. Applications of the category of correspondences to quantizations.
For simplicity, we only explain the application of correspondences to define the
symmetric monoidal convolution structure on Loc(V G; Sp) and the module struc-
ture on Loc(Q̂; Sp). Other applications follow from a similar line of ideas. In order
to apply the functor Loc!∗ whose source is Corr(SLCH)fib,all, we need to first work
with V GN and Q̂N,M and then show the compatibility of the structures with tak-
ing limit over N and (N,M) respectively. In fact, using our approach we can show
that the symmetric monoidal structure and module structure already exist at finite
levels, i.e. on Loc(V GN ; Sp) and Loc(Q̂N,M ; Sp) respectively.
The convolution structures at finite levels come from the following correspon-
dences
V G
〈2〉
N

 ιN //
aN

V GN × V GN
V GN
, Q̂
〈1〉†
N,M

 N,M
//
aN,M

V GN × Q̂N,M
Q̂N,M
,(1.8.1)
where (i) ιN is the embedding of the subvariety of pairs (A1,p1;A2,p2),pi ∈ Ai
where A1 ⊥ A2, and aN is the natural addition (A1 ⊕ A2,p1 + p2); (ii) N,M is
defined similarly as ιN and
aN,M : (A1,p1;A0,q, s) 7→ (A1 ⊕A0,q+ 2p1, s+A1(p1)),p1 ∈ A1, A1 ⊥ A0.
The structure functors are given by
(aN )∗ι
!
N ◦⊠ : Loc(V GN ; Sp)⊗ Loc(V GN ; Sp)→ Loc(V GN ; Sp),
(aN,M )∗
!
N,M ◦⊠ : Loc(V GN ; Sp)⊗ Loc(Q̂N,M )→ Loc(Q̂N,M ).
However, to give a precise definition of the symmetric monoidal structure on Loc(V G; Sp)
and the module structure on Loc(Q̂; Sp), it is not enough to just list the functors
above: there are coherent homotopies that encode the commutativity and asso-
ciativity properties and their compatibility with taking limit, which is an infinite
amount of data.
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The category of correspondences is an ideal tool to resolve the above issues.
The upshot is that all the homotopy coherence data can be packaged inside the
category of correspondences where things can be checked on the nose. For example,
to present the desired symmetric monoidal structure on Loc(V GN ; Sp), we can
construct a commutative algebra object in Corr(SLCH)fib,all whose underlying object
is V GN and whose multiplication rule is given by (1.8.1). To show that the inclusion
ιN,N ′ : V GN →֒ V GN ′ , N ′ ≥ N induces a symmetric monoidal functor ι!N,N ′ :
Loc(V GN ′ ; Sp)→ Loc(V GN ; Sp), we just need to show that ιN,N ′ can be upgraded
to an algebra homomorphism from V GN ′ to V GN as commutative algebra objects.
In view of the following theorem (stated informally), these can be encoded by
discrete data.
Let Fin∗ denote the ordinary 1-category of pointed finite sets, where any mor-
phism between two pointed sets preserves the marked point.
Theorem 1.6. Let C be an ∞-category endowed with the Cartesian symmetric
monoidal structure.
(a) Any simplicial object (resp. Fin∗-object) C
• in C canonically determines an
associative (resp. commutative) algebra object in Corr(C) if a prescribed class of
diagrams are Cartesian in C.
(b) Let C•,W •, D• be simplicial objects (resp. Fin∗-objects) in C that satisfy the
condition in (a). Any correspondence
W • //

C•
D•
canonically induces a (right-lax) homomorphism from the associative (resp. commu-
tative) algebra object corresponding to C• to that corresponding to D• in Corr(C)
if a prescribed class of diagrams are Cartesian in C respectively.
Indeed, we construct Fin∗-objects V G
•
N and morphisms V G
•
N →֒ V G
•
N ′ and ap-
ply the above theorem to show the symmetric monoidal structure on Loc(V G; Sp).
The module structure on Loc(Q̂) can be obtained appealing to a similar theorem
as above for modules. We make a couple of remarks. First, one can also con-
struct a simplicial object V G•N that represents an associative algebra object in
Corr(SLCH)fib,all, but it is not a Segal object (it is not even a Segal object in Spc),
so the above theorem strictly generalizes the construction from Segal objects in
[GaRo]. Second, the vertical map aN,M of the right correspondence in (1.8.1) is
not proper, so one cannot regard the correspondence as in Spc.
1.9. Related results and future work. Claim 1.1 in [JiTr] was motivated by the
Nadler-Zaslow theorem ([NaZa], [Nad]) and the notion of brane structures on an ex-
act Lagrangian submanifold L ⊂ T ∗X in Floer theory (cf. [Sei]), whose obstruction
classes are given by the Maslov class in H1(L,Z) and the second (relative) Stiefel-
Whitney class in H2(L;Z/2Z). The obstruction classes are exactly the obstruction
to the triviality of the composite map
L
γ
→ U/O
BJ
→ BPic(S)
ϕZ
→ BPic(Z) ≃ S1 ×B2(Z/2Z),
where ϕZ is induced from the canonical commutative ring spectrum homomorphism
S→ Z.
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For L a compact exact Lagrangian submanifold in the cotangent bundle of a
compact manifold, it is a prediction from Arnold’s nearby Lagrangian conjecture
that the classifying map L→ BPic(S) is trivial. This is confirmed in [AbKr] whose
approach is based on Floer (homotopy) theory (cf. [CJS]). Using sheaf quantization
over Z, it is proved in [Gui] that this is the case when S is replaced by Z. The sheaf
of brane structures in our setting is called the Kashiwara-Schapira stack there. It
is interesting to give a proof of the triviality of the classifying map using microlocal
sheaf theory over ring spectra, and we will investigate this in a future work.
The E∞-structure of BJ in Claim 1.1 is used when the Gauss map γ has an
E∞-structure or more generally En-structure. An example that is crucial to the
sheaf-theoretic approach to symplectic topology is the E∞-map U → U/O that
comes from taking stabilization of the linear symplectic group actions on T ∗RN .
In [Lu4], it is conjectured that the obstruction to define a Fukaya category over S
on a symplectic 2n-manifold M is the composition
M −→ BU
B2JC−→ B2Pic(S),(1.9.1)
where the first map is the stabilization of the classifying map for the tangent bundle
as an U(n)-bundle, and JC : Z×BU → Pic(S) is the complex J-homomorphism. By
the compatibility of the complex J-homomorphism with the real J-homomorphism,
one has B2JC is homotopic to the delooping of the classifying map of brane struc-
tures U → U/O→ BPic(S).
The analogue of the Fukaya category in sheaf theory for a Weinstein manifold
M with a choice of Lagrangian skeleton Λ is the microlocal sheaf category along Λ.
We will show in a future work that the obstruction to defining a microlocal sheaf
category along Λ is exactly the obstruction given by (1.9.1) and this is based on the
E1-structure on the classifying map U → BPic(S). There is a different approach
to this using h-principle given in [She].
1.10. Acknowledgement. I would like to thank David Nadler, Dima Tamarkin,
David Treumann and Eric Zaslow for their interest and helpful discussions related
to this paper. I am also grateful to John Francis, Yifeng Liu and Jacob Lurie for
answering several questions on higher category theory and for help with references.
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2. Background and results on the (∞, 2)-categories of
correspondences
We recall the definition of the (∞, 2)-categories of correspondences for an ∞-
category C and its (symmetric) monoidal structure when C is (symmetric) monoidal.
Then we present several concrete constructions of (commutative) algebra objects,
their modules and (right-lax) homomorphisms when C has the Cartesian symmetric
monoidal structure.
2.1. The definition of the (∞, 2)-categories of correspondences. The mate-
rials in this subsection are following [GaRo, Chapter A.1 and Chapter V.1]. Let
1-Cat denote for the (∞, 1)-category of (small) (∞, 1)-categories. Let 2-Cat be the
(∞, 1)-category of (∞, 2)-categories, defined as the full subcategory of complete
Segal objects in (1-Cat)∆
op
. The tautological full embedding is denoted by
Seq• : 2-Cat −→ (1-Cat)
∆op .
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We use the convention that a category in bold face means an (∞, 2)-category. For
example, PrLst means the (∞, 2)-category of presentable stable ∞-categories with
2-morphisms given by natural transformations.
Let C be an (∞, 1)-category which admits finite limits. Let ([n]× [n]op)≥dgnl be
the full subcategory of [n]× [n]op, consisting of objects (i, j), j ≥ i, and is pictorially
given by
(0, n) //

(0, n− 1)

// · · · //

(0, 0)
(1, n) //

· · · //

(1, 1)
... //

...
(n, n)
.
Let ′Grid≥dgnln (C) be the 1-full subcategory of Fun(([n] × [n]
op)≥dgnl,C) whose ob-
jects, viewed as diagrams in C, have each square a Cartesian square in C, and whose
morphisms η : F1 → F2 satisfy that the induced morphisms F1(i, i) → F2(i, i) are
isomorphisms for 0 ≤ i ≤ n. Let ′′Grid≥dgnln (C) be the maximal Kan subcomplex
of ′Grid≥dgnln (C), i.e. the 1-morphisms η : F1 → F2 in
′′Grid≥dgnln (C) further sat-
isfy that the morphism at each entry F1(i, j) → F2(i, j) is an isomorphism for all
0 ≤ i ≤ j ≤ n.
Define Corr(C) to be the (∞, 2)-category, considered as an object in (1-Cat)∆
op
,
given by
Seqn(Corr(C)) =
′
Grid≥dgnln (C).
Let Corr(C) be the (∞, 1)-category given by
Seqn(Corr(C)) =
′′
Grid≥dgnln (C).
More generally, if we fix three classes of morphisms in C denoted by vert, horiz, adm
satisfying some natural conditions (see [GaRo, Chapter 7, 1.1.1] for the precise
conditions), then we can define Corr(C)admvert,horiz to be the 2-full subcategory of
Corr(C) with the vertical (resp. horizontal) arrow in a 1-morphism belonging to
vert (resp. horiz), and the 2-morphisms lying in adm. If adm = isom, where
isom is the class of isomorphisms, then we will also denote Corr(C)isomvert,horiz by
Corr(C)vert,horiz .
2.2. (Symmetric) monoidal structure on Corr(C). Following [GaRo, Chapter
9, 4.8.1], one can give a description of a 2-coCartesian fibration4 Corr(C)⊗,∆
op
→
N(∆)op (resp. Corr(C)⊗,Fin∗ → N(Fin∗)) for the (symmetric) monoidal structure
on Corr(C) inherited from a (symmetric) monoidal structure C⊗ as follows (See
[LiZh] for a similar construction in the (∞, 1)-categorical setting).
4The construction in loc. cit. only gives a coCartesian fibration for the (∞, 1)-category Corr(C).
Our construction of a 2-coCartesian fibration for Corr(C) is a slight modification of it in the
(∞, 2)-setting.
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Let p : C⊗,∆ → N(∆) (resp. p : C⊗,(Fin∗)
op
→ N(Fin∗)op be the Cartesian
fibration associated to the (symmetric) monoidal structure C⊗. Then we have
Seqk(Corr(C)
⊗,∆op) := Fun′′(([k]× [k]op)≥dgnl,C⊗,∆)
Seqk(Corr(C)
⊗,Fin∗) := Fun′′(([k]× [k]op)≥dgnl,C⊗,(Fin∗)
op
),
where Fun′′(([k] × [k]op)≥dgnl,C⊗,∆) is defined as follows. First, let Maps′(([n] ×
[n]op)≥dgnl, N(∆)) be the full subcategory of Maps(([n]×[n]op)≥dgnl, N(∆)) consist-
ing of functors that map vertical arrows in ([n]× [n]op)≥dgnl to identity morphisms
(more precisely, the contractible component of each self-morphism space containing
the identity morphism) in N(∆), and we have Fun′(([n]× [n]op)≥dgnl,C⊗,∆) defined
as the pullback
(2.2.1) Fun′(([n]× [n]op)≥dgnl,C⊗,∆) //

Fun(([n]× [n]op)≥dgnl,C⊗,∆)

Maps′(([n]× [n]op)≥dgnl, N(∆)) // Fun(([n]× [n]op)≥dgnl, N(∆))
.
Then Fun′′(([n]×[n]op)≥dgnl,C⊗,∆) is the 1-full subcategory of Fun′([n]×[n]op)≥dgnl,C⊗,∆)
whose objects F and morphisms q : F → F ′ are those satisfying (Obj) and (Mor)
below respectively:
(Obj) For every square ∆1vert × ∆
1
hor in ([n] × [n]
op)≥dgnl, its image under F
is an edge (f : x → y) ∈ Fun(∆1vert,C
⊗,∆), where p(x) = id[k], p(y) =
id[m]. Let h be a Cartesian edge ending at y of the Cartesian fibration
p˜ : Fun(∆1vert,C
⊗,∆) → Fun(∆1vert, N(∆)) over p˜(f). Then there exists a
(contractible space of) morphism(s) g in Fun(∆1vert,C
⊗,∆) together with
a homotopy f ≃ h ◦ g. We require that the square in C⊗,∆[k] ≃ (C)
×k
determined by g is a Cartesian square.
(Mor) q((i, i)) : F ((i, i))→ F ′((i, i)) is an isomorphism for all 0 ≤ i ≤ k.
The ∞-category Fun′′(([n] × [n]op)≥dgnl,C⊗,(Fin∗)
op
) is defined in the same way.
We first prove that the natural functor pCorr(C) : Corr(C)
⊗,∆op → N(∆)op (resp.
pComm
Corr(C) : Corr(C)
⊗,Fin∗ → N(Fin∗)) represents a monoidal (resp. symmetric
monoidal) structure on Corr(C).
Proposition 2.1. The functor pCorr(C) : Corr(C)
⊗,∆op → N(∆)op (resp. pComm
Corr(C) :
Corr(C)⊗,Fin∗ → N(Fin∗)) is a 2-coCartesian fibration in the sense of [GaRo,
Chapter 11, Definition 1.1.2].
Let’s first state the definition of a 2-coCartesian fibration (see [GaRo, Chapter
11, Definition 1.1.2] for a 2-Cartesian fibration). Let F : D → E be a functor
of (∞, 2)-categories. We say f : x → y, a 1-morphism in D, is a 2-coCartesian
morphism with respect to F if the induced functor
(2.2.2) MapsD(y, z) −→MapsD(x, z)×MapsE(F (x),F (z)) MapsE(F (y), F (z))
is an equivalence of ∞-categories for every z ∈ D.
Let F : D → E be a functor of (∞, 2)-categories. We say F is a 2-coCartesian
fibration if
(i) For any morphism f : s→ t in E and any object x in D over s, there exists
a 2-coCartesian 1-morphism in D emitting from x that covers f ;
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(iia) For every objects x, y in D, one has MapsD(x, y) → MapsE(F (x), F (y)) a
coCartesian fibration;
(iib) For any 1-morphisms f : x→ y and g : z → w, the induced functors
MapsD(y, z)→ MapsD(x, z), MapsD(y, z)→MapsD(y, w)
sends coCartesian morphisms over MapsE(F (y), F (z)) to coCartesian mor-
phisms over MapsE(F (x), F (z)) and MapsE(F (y), F (w)), respectively.
Proof of Proposition 2.1. We claim that a 1-morphism inCorr(C)⊗,∆
op
represented
by any element in f ∈ Fun′′(([1] × [1]op)≥dgnl,C⊗,∆) is 2-coCartesian if both its
horizontal and vertical arrows go to Cartesian arrows in C⊗,∆. Once this is proved,
(i) becomes an immediate consequence. To see the claim, for any f : x→ y and z
in Corr(C)⊗,∆
op
over pCorr(C)(f)
op : [m]→ [ℓ] and [n] respectively,
U //

x
W //

y
z
[n] // [m] // [ℓ]
where the vertical arrow in the diagram representing f is an isomorphism, we have
MapsCorr(C)⊗,∆op (y, z) ≃ (C
⊗,∆
[n] )/z ×C⊗,∆ C
⊗,∆
/y
and the right-hand-side of (2.2.2) equivalent to
(C⊗,∆[n] )/z ×C⊗,∆ (C
⊗,∆
/x ×N(∆)/[ℓ] N(∆)/pCorr(C)(f)op).
The functor (2.2.2) is homotopic to the composition
(C⊗,∆[n] )/z ×C⊗,∆ C
⊗,∆
/y
∼
→ (C⊗,∆[n] )/z ×C⊗,∆ C
⊗,∆
/fhor
→ (C⊗,∆[n] )/z ×C⊗,∆ (C
⊗,∆
/x ×N(∆)/[ℓ] N(∆)/pCorr(C)(f)op),
where fhor is the horizontal arrow that represents f . Now the horizontal arrow in
the graph representing f is Cartesian in C⊗,∆ means that
C
⊗,∆
/fhor
≃ C⊗,∆/x ×N(∆)/[ℓ] N(∆)/pCorr(C)(f)op ,
which implies that f is a 2-coCartesian morphism.
It’s clear that pCorr(C) satisfies (iia) and (iib), since the mapping space of any two
objects in N(∆) is discrete and then a coCartesian morphism in MapsCorr(C)(y, z)
over MapsN(∆)op(F (y), F (z)) is the same as an isomorphism.
A similar proof works for pComm
Corr(C) : Corr(C)
⊗,Fin∗ → N(Fin∗). 
Proposition 2.2. The 2-coCartesian fibration pCorr(C) : Corr(C)
⊗,∆op → N(∆)op
(resp. pComm
Corr(C) : Corr(C)
⊗,Fin∗ → N(Fin∗)) represents a monoidal (resp. symmet-
ric monoidal) structure on Corr(C).
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Proof. Firstly, the fiber of pCorr(C) at [1], denoted asCorr(C)
⊗,∆op
[1] , has Seqk(Corr(C)
⊗,∆op
[1] )
the full subcategory of Fun′′(([k] × [k]op)≥dgnl,C⊗,∆) consisting of objects whose
image in Map′(([k] × [k]op)≥dgnl, N(∆)) are the constant functor to [1] ∈ N(∆).
Therefore, Corr(C)⊗,∆
op
[1] is equivalent to Corr(C
⊗,∆
[1] ) ≃ Corr(C).
Secondly, it is clear from unwinding the definitions that the natural functor
induced from all the convex morphisms [1]→ [n] in N(∆),
Seqk(Corr(C)
⊗,∆op
[n] ) −→ (Seqk(Corr(C))
⊗,∆op
[1] )
×n
is an equivalence for all k > 0. It is also clear that the fiber Corr(C)⊗,∆
op
[0] ≃ ∗.
Hence the proposition follows.
A similar argument works for pComm
Corr(C). 
2.2.1. A construction of Cartesian fibration C×,∆ → N(∆) (resp. C×,(Fin∗)
op
→
N(Fin∗)
op) for a Cartesian monoidal structure. We give a model of C×,∆ → N(∆)
representing a Cartesian monoidal structure on C that is a modification of the
one constructed in [Lu2, Notation 1.2.7]), which will be later convenient for us to
construct algebra objects in Corr(C)⊗,∆
op
from a collection of concise and discrete
data.
We define ordinary 1-categories T and T 1 over N(∆) as follows. The category
T 1 consists of objects ([n], i ≤ j) with any morphism ([n], i ≤ j) → ([m], i′ ≤ j′)
given by a morphism f : [n] → [m] in ∆ satisfying [i′, j′] ⊂ [f(i), f(j)] (note the
slight difference from ∆× in [Lu2, Notation 1.2.5]). Let T be the full subcategory
of T 1 consisting only of subintervals of length 1, i.e. ([n], i ≤ i+1). It is clear that
T 1 → N(∆) is a coCartesian fibration, with a morphism f : ([n], i ≤ j)→ ([m], i′ ≤
j′) being coCartesian if and only if [i′, j′] = [f(i), f(j)].
By the exactly same construction and argument as in [Lu2, Notation 1.2.7,
Proposition 1.2.8], for an ∞-category C admitting finite products, one can define
C˜×,∆,1 to be the simplicial set over N(∆) determined by the property that for any
simplicial set K over N(∆)
HomN(∆)(K, C˜
×,∆,1) ≃ Hom(K ×N(∆) T
1,C),
which is a Cartesian fibration over N(∆), and define C×,∆,1 to be the full subcate-
gory of C˜×,∆,1 consisting of F ∈ C˜×,∆,1[n] , [n] ∈ ∆, such that the natural morphism
(2.2.3) F ([n], i ≤ j)→ F ([n], i ≤ i+ 1)× · · · × F ([n], j − 1 ≤ j)
is an isomorphism for all 0 ≤ i ≤ j ≤ n, which is a Cartesian fibration over N(∆)
as well. A morphism p : F → F ′ over f : [n]→ [m] is a Cartesian morphism if and
only if
(2.2.4) F ([n], i ≤ j)→ F ′([m], f(i) ≤ f(j))
is an isomorphism for all 0 ≤ i ≤ j ≤ n.
Now we define C×,∆ overN(∆) as the simplicial set characterized by the property
that for any simplicial set K over N(∆)
HomN(∆)(K,C
×,∆) ≃ Hom(K ×N(∆) T,C).
Proposition 2.3. There is a natural equivalence R : C×,∆,1 → C×,∆ over N(∆),
which is surjective on vertices of C×,∆. Thus C×,∆ is a Cartesian fibration over
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N(∆) and p : F → F ′ is a Cartesian morphism over f : [n]→ [m] if and only if
(2.2.5) F ([n], i ≤ i + 1)→
∏
[j,j+1]⊂[f(i),f(i+1)]
F ′([m], j ≤ j + 1)
is an isomorphism for all 0 ≤ i < n.
Proof. The functor R is induced from the compatible system of restriction mor-
phisms
Hom(K ×N(∆) T
1,C) −→ Hom(K ×N(∆) T,C),
for all K over N(∆). For each ∞-category D over N(∆), we have a map
(2.2.6)
MapsN(∆)(D,C
×,∆,1) ≃ Maps′(D×N(∆)T
1,C)→ Maps(D×N(∆)T,C) ≃MapsN(∆)(D,C
×,∆),
where Maps′(D×N(∆)T
1,C) is the full subcategory of Maps(D×N(∆)T
1,C) spanned
by the functors F satisfying an analogue of (2.2.3), i.e. for every object x ∈ D,
let [nx] denote for p(x) where p : D → N(∆) is the projection, then the natural
morphism
F (x, ([nx], i ≤ j))→ F (x, ([nx], i ≤ i+ 1))× · · · × F (x, ([nx], j − 1 ≤ j))
is an isomorphism for all 0 ≤ i ≤ j ≤ nx. We want to show that the middle arrow in
(2.2.6) is a trivial Kan fibration, then this proves C×,∆,1
∼
→ C×,∆ and it is surjective
on vertices.
We will apply [Lu1, 4.3.2.15] by showing that every functor F : D×N(∆) T → C
has a right Kan extension to D ×N(∆) T
1, and Maps′(D ×N(∆) T
1,C) is the full
subcategory of Maps(D×N(∆) T
1,C) spanned by right Kan extensions of functors
F : D×N(∆) T → C. For any object (x, ([nx], i ≤ j)) in D×N(∆) T
1 with j ≥ i+2,
we have
(D×N(∆) T )(x,([nx],i≤j))/ ≃
∐
i≤k≤j−1
(D×N(∆) T )(x,([nx],k≤k+1))/,
for every arrow (x, ([nx], i ≤ j))→ (y, ([ny], s ≤ s+ 1)) has a unique factorization
(x, ([nx], i ≤ j))→ (x, ([nx], k ≤ k + 1))→ (y, ([ny], s ≤ s+ 1))
for a unique k ∈ [i, j − 1], where the first map is defined by the identity on x and
the inclusion [k, k + 1] ⊂ [i, j]. Since (x, ([nx], k ≤ k + 1)) is the initial object
in (D ×N(∆) T )(x,([nx],k≤k+1))/, for any F : D ×N(∆) T → C, the limit of the
induced functor F(x,([nx],i≤j)) : (D ×N(∆) T )(x,([nx],i≤j))/ → C is isomorphic to∏
i≤k≤j−1
F (x, ([nx], k ≤ k+1)), it follows that the middle map in (2.2.6) is a trivial
Kan fibration.
Lastly, since R is surjective on vertices, a morphism p : F → F ′ is Cartesian
in C×,∆ if and only if it is the image of a Cartesian morphism through R. This is
clearly the condition (2.2.5). 
One can define C×,(Fin∗)
op
→ N(Fin∗)op in a similar way. Let T 1,Comm be the
ordinary category consisting of objects (〈n〉, S), S ⊂ 〈n〉◦, and morphisms αop :
(〈n〉, S)→ (〈m〉, S′) given by a morphism 〈m〉 → 〈n〉 in Fin∗ such that α−1(S) ⊃ S′.
The projection T 1,Comm → N(Fin∗)op is a coCartesian fibration with a morphism
αop : (〈n〉, S)→ (〈m〉, S′) being coCartesian if and only if S′ = α−1(S). Let TComm
be the full subcategory of T 1,Comm consisting of (〈n〉, S) where S contains exactly
one element.
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Define C×,(Fin∗)
op
over N(Fin∗)
op to be the simplicial set characterized by that
for any simplicial set K over N(Fin∗)
op, we have
HomN(Fin∗)op(K,C
×,(Fin∗)
op
) ≃ Hom(K ×N(Fin∗)op T
Comm,C).
Then we have the commutative analogue of Proposition 2.3.
Proposition 2.4. The projection C×,(Fin∗)
op
→ N(Fin∗)op is a Cartesian fibration
over N(Fin∗)
op representing the Cartesian symmetric monoidal structure on C. A
morphism p : F → F ′ is a Cartesian morphism over αop : 〈n〉 → 〈m〉 if and only if
(2.2.7) F (〈n〉, {i})→
∏
j∈α−1(i)
F ′(〈m〉, {j})
is an isomorphism for all i ∈ 〈n〉◦.
2.3. Construction of (commutative) algebra objects of Corr(C×). From now
on, we assume that C has the Cartesian (symmetric) monoidal structure, and
Corr(C) is endowed with the induced (symmetric) monoidal structure. Note that
the latter is not Cartesian in general, for the final object in Corr(C) is the initial
object in C.
It is shown in [GaRo, Corollary 4.4.5, Chapter V.3] that every Segal object C• of
C gives an algebra object in Corr(C). Here we give a more general construction of
(commutative) algebra objects in Corr(C) out of simplicial or Fin∗-objects in C (see
Theorem 2.6). Moreover, we provide a concise condition for defining a (right-lax)
homomorphism between two (commutative) algebra objects constructed in this way
(see Theorem 2.11). We expect that this construction gives “all” the (commutative)
algebra objects and (right-lax) homomorphisms between them in the sense of the
equivalences in Remark 2.13. We will address this point in a separate note.
Let πI : I → N(∆)op (resp. πCommI : I
Comm → N(Fin∗)) be the coCarte-
sian fibration (actually a left fibration) from the Grothendieck construction for
Seq•(N(∆)
op) : N(∆)op → Sets (resp. Seq•(N(Fin∗)) : N(∆)
op → Sets). More
explicitly, the set of objects of I is the union of discrete sets
⊔
n
Seqn(N(∆)
op), and
the morphisms are induced from the maps Seqm(N(∆)
op) → Seqn(N(∆)
op), for
[n]→ [m] in ∆.
The assignment
fI : I
op −→ 1-Catord,
([n], s) 7→ ([n]× [n]op)≥dgnl ×N(∆) T,
in which the map ([n]× [n]op)≥dgnl → N(∆) is the composition of the projection of
([n]× [n]op)≥dgnl to the second factor with sop : (∆n)op → N(∆) and fI(α) is the
identity on the factors N(∆) and T for any (α : ([n], s) → ([m], t)) in Iop, gives a
Cartesian fibration
πT : T → I
from the Grothendieck construction. Similarly, we have a Cartesian fibration
πTComm : T
Comm → IComm.
Consider the functors
fCI : I −→ 1-Cat,(2.3.1)
([n], s) 7→ Fun(([n]× [n]op)≥dgnl ×N(∆) T,C)
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which is a composition of fopI with Fun(−,C) : (1-Cat
ord)op → 1-Cat, and
fC∆• : N(∆)
op −→ 1-Cat
(2.3.2)
[n] 7→
∐
s∈Seqn(N(∆)
op)
Fun(([n]× [n]op)≥dgnl ×N(∆) T,C) ≃ Fun
′([n]× [n]op)≥dgnl,C×,∆),
where Fun′([n]× [n]op)≥dgnl,C×,∆) was defined above (2.2.1). It is clear that fC∆ is
a left Kan extension of fCI through the projection πI .
We state a lemma before proceeding further on the constructions. Assume S =
N(D) is the nerve of a small ordinary category D. Let f : Dop → Set+∆ be a
fibrant object in (Set+∆)
D
op
. Let N+,op• (D) : (Set
+
∆)
D
op
→ (Set+∆)/S and N
+
• (D) :
(Set+∆)
D → (Set+∆)/S be the relative nerve functor as in [Lu1, §3.2.5]. Let X
♮ −→ S
denote for N+,opf (D) ∈ (Set
+
∆)/S , and let Z
♮ ∈ Set+∆ be an ∞-category. Here we use
the notation following [Lu1, Definition 3.1.1.8], that if X → S is a (co)Cartesian
fibration, then X♮ is the marked simplicial set with all its (co)Cartesian edges
being marked. In particular, for an ∞-category Z, an edge is marked in Z♮ if
and only if it is an isomorphism. Let g : D → Set+∆ denote for the composition
D
fop
→ (Set+∆)
op (Z
♮)(−)
→ Set+∆. We define
(2.3.3) (Z♮)X
♮
= N+g (D).
Following [Lu1, Corollary 3.2.2.12], let TX
Z
be the simplicial set defined by the
property
HomS(K,T
X
Z ) := HomS(K ×S X,Z× S), for any K ∈ (Set∆)/S ,
then TX
Z
→ S is a coCartesian fibration and (TX
Z
)♮ ∈ (Set+∆)/S can be characterized
by the property
HomS(K, (T
X
Z )
♮) = HomS(K ×S X
♮, (Z× S)♮), for any K ∈ (Set+∆)/S .
Lemma 2.5. Under the above assumptions, there is a weak equivalence (Z♮)X
♮
−→
(TX
Z
)♮ with respect to the coCartesian model structure on (Set+∆)/S .
Proof. We have a natural map in (Set+∆)/S
N+g (D)×S X
♮ −→ (Z × S)♮
induced from the evaluation maps
(Z♮)f(j) × f(j) −→ Z♮
for j ∈ D. By the definition of (TX
Z
)♮, this corresponds to a map
(2.3.4) N+g (D) −→ (T
X
Z )
♮
in (Set+∆)/S . Since both sides of (2.3.4) are fibrant objects in (Set
+
∆)/S and the map
induces isomorphisms on the fibers, (2.3.4) is a weak equivalence with respect to
the coCartesian model structure on (Set+∆)/S . 
Now coming back to the construction of algebra objects, we let (C♮)T
♮
→ I
denote for the coCartesian fibration defined by N+
fCI
(I). Then Lemma 2.5 implies
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that
MapsI(T
♮, (C× I)♮) ≃MapsI(I
♮, (C♮)T
♮
) ≃Maps(πI)!I♮((πI)!I
♮, (πI)!(C
♮)T
♮
)
(2.3.5)
≃ Maps(1-Cat)∆op/Seq•(N(∆)op)
(Seq•(N(∆)
op), fC∆•).
There is a totally analogous construction of fCommI , f
C,Comm
I and f
C,Comm
∆ ,T
Comm
in which one does the following replacement
I  IComm, N(∆) N(Fin∗)
op, T  TComm,C×,∆  C×,(Fin∗)
op
,
fC∆•  f
C,Comm
∆• .
Recall that a morphism f : [n]→ [m] in N(∆) (resp. f : 〈m〉 → 〈n〉 in N(Fin∗))
is called active if [f(0), f(n)] = [0,m] (resp. f−1(∗) = {∗}). A morphism f : [n]→
[m] in N(∆) (resp. f : 〈m〉 → 〈n〉 in N(Fin∗)) is called inert if f is of the form
f(i) = i + k, 0 ≤ i ≤ n for a fixed k (resp. f−1(i) has exactly one element for
every i ∈ 〈n〉◦). It is clear that every inert morphism f : [n]→ [m] in N(∆) (resp.
f : 〈m〉 → 〈n〉 in N(Fin∗)) corresponds to a unique embedding [n] →֒ [m] (resp.
〈n〉◦ →֒ 〈m〉◦).
Theorem 2.6.
(i) Given any simplicial object C• in C such that for any active f : [n] → [m] in
N(∆) and 0 ≤ j ≤ n− 1, the following square
(2.3.6) C [m] //

∏
[i,i+1]⊂[n]
C [f(i),f(i+1)]

C [n] //
∏
[i,i+1]⊂[n]
C [i,i+1]
is Cartesian in C, where the vertical morphisms are induced by f and the horizontal
morphisms are induced from the inert morphisms [i, i+1] →֒ [n], [f(i), f(i+1)] →֒
[m], then C• canonically determines an associative algebra object in Corr(C×).
(ii) Given any functor C• : N(Fin∗) −→ C such that for any active f : 〈m〉 −→ 〈n〉,
the following diagram
(2.3.7) C〈m〉 //

∏
i∈〈n〉◦
C(f
−1(i)⊔{∗})

C〈n〉 //
∏
i∈〈n〉◦
C({i,∗})
is Cartesian in C, where the vertical morphisms are induced by f and the horizontal
morphisms are induced from the inert morphisms corresponding to the embeddings
{i} →֒ 〈n〉, f−1(i) →֒ 〈m〉, then C• canonically determines a commutative algebra
object in Corr(C×).
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Proof. (i) In view of (2.3.5), we just need to construct an element in HomI(T
♮,C♮×
I), and check that its image in the rightmost term gives a section ofCorr(C)⊗,∆
op
→
N(∆)op satisfying the properties required for an algebra object.
First, there is a natural functor FT,∆op : T −→ N(∆)op given by
([n], s, (i, j), u ≤ u+ 1) 7→ [sj,i(u), sj,i(u+ 1)]
(2.3.8)
(αop : [n]← [m], s→ t, (i1, j1)→ (α
op(i2), α
op(j2)), u2 ≤ u2 + 1 ⊂ [sj1,αop(j2)(u1) ≤ sj1,αop(j2)(u1 + 1)])
(2.3.9)
7→ ([sj1,i1(u1), sj1,i1(u1 + 1)]→ [tj2,i2(u2), tj2,i2(u2 + 1)]),
(2.3.10)
in which sj,i : s(j)→ s(i), j ≥ i is the morphism in N(∆) determined by s, (2.3.9)
represents a morphism αˆ : ([n], s, (i1, j1), u1 ≤ u1+1)→ ([m], t, (i2, j2), u2 ≤ u2+1)
in T consisting of the data of a morphism αop in N(∆), and the relations t(j) =
s(αop(j)), ta,b = sαop(a),αop(b), i1 ≤ α
op(i2) ≤ αop(j2) ≤ j1 and [u2, u2 + 1] ⊂
[sj1,αop(j2)(u1), sj1,αop(j2)(u1 + 1)]. The morphism (2.3.10) in N(∆)
op comes from
the composition
[sαop(j2),αop(i2)(u2), sαop(j2),αop(i2)(u2 + 1)] →֒ [sj1,αop(i2)(u1), sj1,αop(i2)(u1 + 1)]
sαop(i2),i1−→ [sj1,i1(u1), sj1,i1(u1 + 1)]
in N(∆).
It is not hard to check that the assignment (2.3.10) is compatible with composi-
tions. If we have two morphisms
([n], s, (i1, j1), u1 ≤ u1+1)
αˆ
−→ ([m], t, (i2, j2), u2 ≤ u2+1)
βˆ
−→ ([ℓ], r, (i3, j3), u3 ≤ u3+1),
then we have the relations
[u3, u3 + 1] ⊂ [tj2,βop(j3)(u2), tj2,βop(j3)(u2 + 1)] ⊂ [sj1,(βα)op(j3)(u1), sj1,(βα)op(j3)(u1 + 1)].
Then (FT,∆op(βˆ) ◦ FT,∆op(αˆ))
op in N(∆) is the same as the composition
[tβop(j3),βop(i3)(u3), tβop(j3),βop(i3)(u3 + 1)] →֒ [tj2,βop(i3)(u2), tj2,βop(i3)(u2 + 1)]
tβop(i3),i2−→ [tj2,i2(u2), tj2,i2(u2 + 1)] = [sαop(j2)αop(i2)(u2), sαop(j2),αop(i2)(u2 + 1)]
→֒ [sj1,αop(i2)(u1), sj1,αop(i2)(u1 + 1)]
sαop(i2),i1−→ [sj1,i1(u1), sj1,i1(u1 + 1)],
and (FT,∆op(βˆαˆ))
op is the composition
[tβop(j3),βop(i3)(u3), tβop(j3),βop(i3)(u3 + 1)] →֒ [sj1,(βα)op(i3)(u1), sj1,(βα)op(i3)(u1 + 1)]
s(βα)op(i3),i1−→ [sj1,i1(u1), sj1,i1(u1 + 1)].
Now it is clear that (FT,∆op(βˆ) ◦ FT,∆op(αˆ))op = (FT,∆op(βˆαˆ))op.
Consider the functor FC• : T → C from the composition
(2.3.11) FC• : T
FT,∆op
−→ N(∆)op
C•
−→ C.
A morphism αˆ (2.3.9) in T is Cartesian over I if and only if i1 = α
op(i2), j1 =
αop(j2) and u1 = u2, so FC• sends a Cartesian morphism in T over I to an iso-
morphism in C, and therefore, it belongs to HomI(T
♮,C♮ × I), whose image in
HomI(I
♮, (C♮)T
♮
) will be denoted by FC• as well. For any ([n], s) ∈ I
♮, FC•([n], s)
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is the functor in Fun(([n] × [n]op)≥dgnl ×N(∆) T,C) that sends ([n], s, (i, j), u ≤
u+ 1) to C [sj,i(u),sj,i(u+1)]. We check that FC•([n], s) satisfies the condition (Obj)
in Subsection 2.2 for any ([n], s), which would imply that the image of FC• in
Hom(1-Cat)∆op/Seq•(N(∆)op)
(Seq•(N(∆)
op), fC∆) corresponds to a functor fromN(∆)
op
to Corr(C)⊗,∆
op
over N(∆)op.
The condition (Obj) is equivalent to that the following diagram
C [sj1,i1 (u),sj1,i1(u+1)] //

∏
[v,v+1]⊂[sj1,j2 (u),sj1,j2 (u+1)]
C [sj2 ,i1(v),sj2,i1 (v+1)]

C [sj1,i2 (u),sj1,i2(u+1)] //
∏
[v,v+1]⊂[sj1,j2 (u),sj1,j2 (u+1)]
C [sj2 ,i2(v),sj2,i2 (v+1)]
is Cartesian in C for all i1 ≤ i2 ≤ j2 ≤ j1 and 0 ≤ u ≤ u + 1 ≤ s(j1). It can
be further reduced to the case when i2 = j2. Then the diagram is fits into (2.3.6)
and all diagrams (2.3.6) occur in this way, and thus the assumption in the theorem
guarantees that FC• gives a section of pCorr(C). Since N(∆)
op is a 1-category, the
condition (Mor) is vacuous.
The last thing we need to check is that the section sends any inert morphism
αop : [n]→ [m] in N(∆) to a 2-coCartesian morphism. By construction, FC•([1], α)
is determined by the collection of diagrams
C [α
op(u),αop(u+1)] //

∏
[v,v+1]⊂[αop(u),αop(u+1)]
C [v,v+1]
C [u,u+1]
for all 0 ≤ u < n. The condition that αop is inert implies that [αop(u), αop(u + 1)]
is of length one, so the horizontal and vertical arrows are isomorphisms in C and it
corresponds to a 2-coCartesian morphism in Corr(C)⊗,∆
op
as desired.
(ii) The proof is very similar to that of (i). There is a canonical functor
FTComm,Fin∗ : T
Comm −→ N(Fin∗)(2.3.12)
([n], s, (i, j), u) 7→ s−1i,j (u) ⊔ {∗}
(αop : [n]← [m], s→ t, (i1, j1)→ (α
op(i2), α
op(j2)), u2 ∈ s
−1
αop(j2),j1
(u1))
7→ (s−1i1,j1(u1) ⊔ {∗} → t
−1
i2,j2
(u2) ⊔ {∗}),
in which si,j : s(i) → s(j), i ≤ j is a morphism in N(Fin∗), the second line
represents a morphism αˆ : ([n], s, (i1, j1), u1) → ([m], t, (i2, j2), u2) consisting of
the data of a morphism αop : [n] ← [m] in N(∆), ta,b = sαop(a),αop(b), i1 ≤
αop(i2) ≤ αop(j2) ≤ j1 and u2 ∈ s
−1
αop(j2),j1
(u1). The morphism s
−1
i1,j1
(u1) ⊔ {∗} →
t−1i2,j2(u2) ⊔ {∗} comes from the composition
s−1i1,j1(u1) ⊔ {∗}
ρ
−→ s−1i1,αop(j2)(u2) ⊔ {∗}
si1,αop(i2)−→ s−1αop(i2),αop(j2)(u2) ⊔ {∗},
in which ρ is the inert morphism that is the right inverse to the inclusion s−1i1,αop(j2)(u2)⊔
{∗} →֒ s−1i1,j1(u1)⊔{∗}. It is straightforward to check that FTComm,Fin∗ is compatible
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with compositions. The remaining steps of the proof are direct analogues of those
for (i). 
Recall that a simplicial object C• in C (that admits finite limits) is called a Segal
object if the morphism
Cn → C1 ×
C0
C1 ×
C0
· · · ×
C0
C1
induced from the n distinct inert morphisms [1] →֒ [n] is an isomorphism in C.
Similarly, we say a functor C• : N(Fin∗) → C is a commutative Segal object, if
for any m, the diagram
C〈m〉 //

∏
j∈〈m〉◦
C{j,∗}

C〈0〉
∆ //
∏
j∈〈m〉◦
C〈0〉
associated with the m distinct inert morphisms αj : 〈m〉 → 〈1〉, α
−1
j (1) = j, is a
Cartesian diagram.
Corollary 2.7. Let C be an (∞, 1)-category which admits finite limits. Then every
(commutative) Segal object C• in C corresponds to an (commutative) algebra object
in Corr(C×).
Remark 2.8. For each X ∈ C×, the constant Fin∗-object mapping to X in C,
denoted byXconst,•, gives a commutative Segal object and so a commutative algebra
object in Corr(C), by Corollary 2.7.
2.4. Construction of (right-lax) algebra homomorphisms in Corr(C×). Let
⋆ be the Gray tensor product of two (∞, 2)-categories (cf. [GaRo, Chapter A.1,
Section 3.2]), which agrees with the usual Gray product in the case of ordinary
2-categories. We have a description of Seq•(N(∆)
op ⋆ [1]): Seqk(N(∆)
op ⋆ [1]) is an
ordinary 1-category5 consisting of objects (α, β; τ0, τ1)
[ξ]
τ0
||①①
①①
①①
①①
①
[n0]0 · · ·
α1,0
oo [nµ−1]0
αµ−1,µ−2
oo [m0]1
τ0τ1oo
τ1
aa❉❉❉❉❉❉❉❉
· · ·
β1,0
oo [mk−µ]1,
βk−µ,k−µ−1
oo
where [a]ǫ means the object ([a], ǫ) ∈ Obj(N(∆)op × [1]) = Obj([N(∆)op ⋆ [1]), ǫ =
0, 1 (note that the marked morphisms αi,j , βi,j are in N(∆)). Here we allow µ = 0
and µ = k + 1, so then τ0, τ1 = ∅. For two objects (α, β; τ0, τ1) and (α, β; τ ′0, τ
′
1), a
morphism from the former to the latter is corresponding to a map ϕ : [ξ′]→ [ξ] in
5Here [1] = ∆1.
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N(∆) such that the following diagram commutes
[ξ]
τ0
{{①①
①①
①①
①①
①
[nµ−1]0 [m0]1
τ1
bb❉❉❉❉❉❉❉❉
τ ′1||③③
③③
③③
③③
[ξ′]
ϕ
OO
τ ′0
cc❋❋❋❋❋❋❋❋❋
Here is a picture illustrating a morphism (α, β; τ0, τ1) → (α, β; τ
′
0, τ
′
1) (the red
and blue arrow directions indicate morphisms in N(∆)op).
[ξ′]0
[ξ]0
[ξ′]1
[ξ]1
(τ ′1)
op
ϕop
(τ0)
op
For a map σ : [ℓ]→ [k] inN(∆), the functor σ∗ : Seqk(N(∆)
op ⋆ [1])→ Seqℓ(N(∆)
op ⋆ [1])
sends an object (α, β, τ0, τ1) to σ
∗(α, β; τ0, τ1) defined by
(1) (σ∗α, ∅; ∅, ∅) if σ(ℓ) ≤ µ− 1,
(2) ((σ|[0,ν−1])
∗α, (σ|[ν,ℓ])
∗β;αµ−1,σ(ν−1) ◦ τ0, τ1 ◦ βσ(ν)−µ,0), if there exists ν ∈
[ℓ] such that σ(ν − 1) ≤ µ− 1 < σ(ν),
(3) (∅, σ∗β; ∅, ∅) if σ(0) ≥ µ.
Similarly, we can describe Seqk(N(Fin∗)⋆ [1]): an object is a four-tuple (α, β; τ0, τ1),
represented by the diagram
〈ξ〉
τ1
""❊
❊❊
❊❊
❊❊
❊
〈n0〉0
α0,1
// · · ·
αµ−2,µ−1
// 〈nµ−1〉0
τ0
;;✇✇✇✇✇✇✇✇✇
τ1τ0 // 〈m0〉1
β0,1
// · · ·
βk−µ−1,k−µ
// 〈mk−µ〉1,
and a morphism from (α, β; τ0, τ1) to (α, β; τ
′
0, τ
′
1) corresponds to a morphism ϕ :
〈ξ′〉 → 〈ξ〉 in Fin∗ such that the following diagram commutes
〈ξ〉
τ1
""❋
❋❋
❋❋
❋❋
❋
ϕ

〈nµ−1〉0
τ0
;;✇✇✇✇✇✇✇✇✇
τ ′0 ##●
●●
●●
●●
●●
〈m0〉1
〈ξ′〉
τ ′1
<<①①①①①①①①
For any map σ : [ℓ]→ [k], the functor σ∗ : Seqk(N(Fin∗)⋆ [1])→ Seqℓ(N(Fin∗)⋆ [1])
is similar as above.
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Let π⋆ : IN(∆)op ⋆ [1] → N(∆)
op (resp. πComm⋆ : I
Comm
N(∆)op ⋆ [1] → N(∆)
op) be the
coCartesian fibration from the Grothendieck construction for Seq•(N(∆)
op ⋆ [1]) :
N(∆)op → 1-Catord (resp. Seq•(Fin∗ ⋆ [1]) : N(∆)
op → 1-Catord), where 1-Catord
means the full subcategory of 1-Cat consisting of ordinary 1-categories. We intro-
duce another coCartesian fibration πI+ : I+ → N(∆)
op, which is the Grothendieck
construction of the functor
N(∆)op → Sets
[n] 7→ {(s, e)|s : ∆n → N(∆)op, e ∈ {−1, 0, · · · , n}}
([n]← [m] : αop) 7→ (f : (s, e) 7→ ((αop)∗s, e′ =


−1, if αop(0) > e;
m, if αop(n) < e+ 1;
the unique element u such that
[e, e+ 1] ⊂ αop([u, u+ 1]), otherwise
)).
Here we think of e as a marked edge {i, i+ 1} in ∆n when i ∈ [0, n− 1], and when
i = −1, n, we get a degenerate marked edge at 0 and n respectively. In a similar
way, we can define πCommI+ : I
Comm
+ → N(Fin∗).
Lemma 2.9. The natural functors
π⋆,I+ : IN(∆)op ⋆ [1] −→ I+
(α, β; τ0, τ1) 7→ ((α, τ0τ1, β), e = µ− 1),
and
πComm⋆,I+ : IN(Fin∗)⋆ [1] −→ I
Comm
+
(α, β; τ0, τ1) 7→ ((α, τ1τ0, β), e = µ− 1),
are coCartesian fibrations.
Proof. By construction, every edge in I+ is πI+ -coCartesian. By [Lu1, Proposition
2.4.1.3], every π⋆ -coCartesian edge in IN(∆)op ⋆ [1] is also π⋆,I+ -coCartesian. Since
π⋆ is a coCartesian fibration, the claim for π⋆,I+ follows. The part for π
Comm
⋆,I+
follows similarly. 
Lemma 2.10. For any ∞-category S, a coCartesian fibration X → S, a Cartesian
fibration Y → S and an ordinary 1-category C, to give a functor F : X ×S Y → C,
it suffices to give the following data:
(a) a functor Fs : Xs × Ys → C for each fiber over s ∈ S,
(b) for each edge (α, β) : (x0, y0)→ (x1, y1) in X×SY over an edge p(α) : s→ t
in S, given by a coCartesian edge (α : x0 → x1) and a Cartesian edge
(β : y0 → y1) over p(α), a morphism in C from Fs(x0, y0) to Ft(x1, y1),
such that for any commutative diagrams in X,Y respectively
x0 //

x1

x′0 // x
′
1
, y0 //

y1

y′0 // y
′
1
,
where the horizontal arrows are respectively coCartesian/Cartesian, and the
left (resp. right) vertical arrow in each diagram is in Xs, Ys (resp. Xt, Yt)
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respectively, the following diagram commutes
Fs(x0, y0) //

Ft(x1, y1)

Fs(x
′
0, y
′
0) // Ft(x
′
1, y
′
1)
(2.4.1)
in C.
Proof. Any morphism f : (x0, y0)→ (x1, y1) over s→ t in S factors uniquely as
(x0, y0)

(x0, y01)
(α01,β01)
// (x01, y1)

(x1, y1)
where the vertical arrows are contained in Xs × Ys and Xt × Yt respectively, and
the horizontal arrow (α, β) has α (resp. β) a coCartesian (resp. Cartesian) arrow.
Now if in addition we have g : (x1, y1)→ (x2, y2) over t → u in S and g ◦ f factor
as follows
(x1, y1)

(x1, y12)
(α12,β12)
// (x12, y2)

(x2, y2)
, (x0, y0)

(x0, y02)
(α02,β02)
// (x02, y2)

(x2, y2)
,
then we have a commutative diagram
(x0, y0)

(x0, y01)
(id,γ12)

(α01,β01)
// (x01, y1)
xxrr
rr
rr
rr
rr
(x01, y12)
&&▲
▲▲
▲▲
▲▲
▲▲
▲
(α012,β12)
11(x1, y1)

(x02,y2)
(η01,id)

(x0, y02)
(α01,β012)
88rrrrrrrrrr
(x1, y12) // (x12, y2)

(x2, y2)
(2.4.2)
in which the arrows β012 (resp. α012) is Cartesian (resp. coCartesian), and γ12
(resp. η01) is the image under pullback (resp. pushforward) along the Cartesian
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(resp. coCartesian) arrows from Fs → Ft (resp. Ft → Fu). Therefore, to define a
functor X ×S Y → C, we just need to define functor Fs : Xs × Ys → C for every
s ∈ S, and a morphism Fs(x0, y0) → Ft(x1, y1) for each edge (α01, β01) as above,
so that diagram (2.4.2) is sent to a commutative diagram in C. It’s easy to see that
these are exactly the data (a) and (b) in the Lemma. 
By [GaRo, Chapter 9, 1.4.5, Chapter 10, 3.2.7], to give a right-lax homomorphism
between two associative (resp. commutative) algebra objects in Corr(C)⊗,∆
op
(resp. Corr(C)⊗,Fin∗) is the same as to construct a functor from N(∆)op ⋆ [1] (resp.
N(Fin∗)⋆ [1]) toCorr(C)
⊗,∆op (resp. Corr(C)⊗,Fin∗) overN(∆)op (resp. N(Fin∗)),
such that the restriction of the functor to N(∆)op×{ǫ} (resp. N(Fin∗)×{ǫ}), ǫ =
0, 1 coincides with the two associative (resp. commutative) algebra objects respec-
tively (up to homotopy). Therefore, we are aiming to define for each (α, β; τ0, τ1) ∈
Seqk(N(∆)
op ⋆ [1]) (resp. (α, β; τ0, τ1) ∈ Seqk(N(Fin∗)⋆ [1])) a diagram Wα,β;τ0,τ1
in Fun′′(([k]× [k]op)≥dgnl,C⊗,∆) (resp. Fun′′(([k]× [k]op)≥dgnl,C⊗,(Fin∗)
op
)) satisfy-
ing required properties.
By the approach in Subsection 2.3, we just need to construct an element in
HomI(I
♮
N(∆)op ⋆ [1] ×
I
T♮, (C× I)♮) (resp. HomI(I
♮
N(Fin∗)⋆ [1]
×
I
T♮, (C× I)♮)). For this
purpose, we first define a Cartesian fibration πT+ : T+ → I+ which can be thought
of as an extension of πT : T → I. Consider the ordinary 1-category
Γ[n],e := ([0, e]× [0, n]
op)≥dgnl)× {0}1
∐
[0,e]×[e+1,n]op×{0}1
([0, e]× [e+ 1, n]op × (∆11
∐
∆{1}
∆12))
∐
[0,e]×[e+1,n]op×{0}2
([0, n]× [e+ 1, n]op)× {0}2,
which has a natural functor to [n]op from projecting to the second factor (see Figure
2.4.1). The functor πT+ comes from the Grothendieck construction of the following
functor
fI+ : I
op
+ −→ 1-Cat
ord
([n], (s, e)) 7→ Γ[n],e ×
N(∆)
T,
for any morphism ([m], ((αop)∗s, e′))→ ([n], (s, e)) in Iop+ induced by α
op : [m]→ [n]
in N(∆), the corresponding morphism under fI+ is the natural one that sends
(i, j, η;u ≤ u+1) ∈ [m]× [m]op×{{0}1, {0}2, {1}} to (αop(i), αop(j), η;u ≤ u+1).
2.4.1. Construction of the main functor. Now we define a functor from F⋆,T+ :
IN(∆)op ⋆ [1] ×
I+
T+ → N(∆)op × (∆{W,C}
∐
∆{W}
∆{W,D}) as follows. First, on the
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object level, we have
F⋆,T+ : IN(∆)op ⋆ [1] ×
I+
T+ → N(∆)
op × (∆{W,C}
∐
∆{W}
∆{W,D})
(2.4.3)
(α, β, τ0, τ1; [n], (s, e); i, j, {0}1;u ≤ u+ 1) 7→ ([αji(u), αji(u+ 1)], {C}), if i ≤ j ≤ e;
(α, β, τ0, τ1; [n], (s, e); i, e+ 1 + j, {0}1;u ≤ u+ 1) 7→ ([αeiτ0τ1βj0(u), αeiτ0τ1βj0(u+ 1)], {C}), i ≤ e, j ≥ 0;
(α, β, τ0, τ1; [n], (s, e); i, e+ 1 + j, {1};u ≤ u+ 1) 7→ ([τ1βj0(u), τ1βj0(u+ 1)], {C}), i ≤ e, j ≥ 0;
(α, β, τ0, τ1; [n], (s, e); i, e+ 1 + j, {0}2;u ≤ u+ 1) 7→ ([τ1βj0(u), τ1βj0(u + 1)], {W}), i ≤ e, j ≥ 0;
(α, β, τ0, τ1; [n], (s, e); e+ 1 + i, e+ 1 + j, {0}2;u ≤ u+ 1) 7→ ([βji(u), βji(u+ 1)], {D}), if 0 ≤ i ≤ j.
By Lemma 2.10, to give a complete definition of F⋆,T+ , we just need to give the
following data
(a) For any ([n], (s, e)) ∈ I+,
F⋆,T+;[n],(s,e) :(IN(∆)op ⋆ [1])[n],(s,e) → Fun((T+)[n],(s,e), N(∆)
op × (∆{W,C}
∐
∆{W}
∆{W,D}))
(2.4.4)
Let [0, n]e,+ be the ordered set [0, n] ⊔ {e+} with e < e+ < e + 1. Consider the
ordinary 1-category
S[n],e+ =(([0, n]e,+ × [0, n]
op)≥dgnl × {0}1)
∐
([e+,n]×[e+1,n]op)≥dgnl×{0}1
(([e+, n]× [e+ 1, n]
op)≥dgnl ×∆{{0}2,{0}1}),
which has a natural functor to [n]op by projecting to the second factor (see Figure
2.4.1). There is a unique functor
C˜e : Γ[n],e → S[n],e+
that
(i) collapses the vertical edges (i, j, η)→ (i+ 1, j, η) to the identity morphism
at (e+, j, η) for i < e, j ≥ e+ 1, η ∈ {{1}, {0}2}
(ii) is the identity on the subcategories (([0, e] × [0, n]op)≥dgnl × {0}1) and re-
stricts to an equivalence of subcategories
([e, n]× [e + 1, n]op)≥dgnl × {0}2
∼
→ ([e+, n]× [e + 1, n]
op)≥dgnl × {0}2
{e} × [e+ 1, n]op ×∆12
∼
→ {e+} × [e+ 1, n]
op ×∆12
(iii) restricts to an equivalence of subcategories
{e} × [e+ 1, n]op ×∆11
∼
→ [e, e+]× [e + 1, n]
op × {0}1.
Property (ii) (resp. (iii)) is illustrated by the white wall at the back and gray faces
(resp. blue faces) in both Figure 2.4.1 and Figure 2.4.1.
For any ([n], s, e) ∈ I+, let
C[n],s,e : (T+)([n],(s,e)) ≃ Γ[n],e ×
N(∆)
T → S[n],e+ ×
N(∆)
T
be the functor induced from C˜e.
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Given any sτ = (α, β, τ0, τ1) ∈ (IN(∆)op ⋆ [1])[n],(s,e) which we will also think of as
a functor [n]e,+ → N(∆)op, let
F2,τ : S[n],e+ ×
N(∆)
T → N(∆)op × (∆{W,C}
∐
∆{W}
∆{W,D})
be the functor given by the product of G1,τ ◦ proj and G2 ◦ proj defined as follows.
S[n],e+ ×
N(∆)
T
proj
→ ([0, n]e,+ × [0, n]
op)≥dgnl ×
N(∆)
T
G1,τ
→ N(∆)op
S[n],e+ ×
N(∆)
T
proj
→ ([0, n]e,+ × [0, n]
op)≥dgnl ×∆{{0}2,{0}1}
G2→ ∆{W,C}
∐
∆{W}
∆{W,D},
where G1,τ is defined similarly as FT,∆op that is induced by s
τ and G2 is the one
sending (i, j, {0}1) to C, (e+, j, {0}2) to W, and (e+ i, j, {0}2) to D for i > 0.
Now for each ([n], sτ ) ∈ (IN(∆)op ⋆ [1])[n],(s,e), where s
τ = (α, β, τ0, τ1) as above,
we define
F⋆,T+;[n],(s,e)([n], s
τ ) = F2,τ ◦ C[n],s,e,
(as in (2.4.4)). For any morphism ([n], sτ ) 7→ ([n], sτ
′
) defined by ϕ : [ξ′] → [ξ]
in N(∆), let [n]e,+,+ = [n]e,+ ⊔ {e′+} with the ordering e+ < e
′
+ < e + 1, and let
sτ,τ
′
: [n]ope,+,+ → N(∆), such that s
τ,τ ′ |[n]ope,+ = (s
τ )op, sτ,τ
′
(e′+ → e+) = ϕ and
sτ,τ
′
(e+ 1→ e′+) = τ
′
1. Consider the composition
∆1 × (T+)[n],s,e
(id∆1 ,C[n],s,e)−→ ∆1 × (S[n],e+ ×
N(∆)
T )
p
→ ∆1 × (([0, n]e,+ × [0, n]
op)≥dgnl ×
N(∆)
T )
(2.4.5)
C+
→ ([0, n]e,+,+ × [0, n]
op)≥dgnl ×
N(∆)
T
Fτ,τ′
→ N(∆)op,
where
(i) p is determined by the projection S[n],e+ → ([0, n]e,+ × [0, n]
op)≥dgnl,
(ii) C+ is the contraction determined by sending the arrow ((0, e+, j; [u, u +
1]) → (1, e+, j; [u, u + 1])) to ((e+, j; [u, u + 1]) → (e
′
+, j; [u, u + 1])), and
sending (ǫ, i, j; [u, u+ 1]) to (i, j; [u, u+ 1]) for ǫ = 0, 1, i 6= e+,
(iii) Fτ,τ ′ is defined similarly as FT,∆op induced by s
τ,τ ′ .
The composite functor (2.4.5) gives a natural transformation
Tτ,τ ′ : F⋆,T+;[n],(s,e)([n], s
τ )→ F⋆,T+;[n],(s,e)([n], s
τ ′).
By the naturality of the definition, it is easy to see that Tτ ′,τ ′′ ◦ Tτ,τ ′ = Tτ,τ ′′.
(b) Over any edge ([n], (s, e1)) → ([m], (σ∗(s), e2)) in I+ induced by σ : [m] → [n]
in N(∆), we have any π⋆,I+ -coCartesian edge of the form σ1 : ([n], (α, β; τ0, τ1))→
([m], (σ∗(α, β; τ0, τ1))), and any πT+ -Cartesian edge of the form σ2(σ(i), σ(j), η; [u, u+
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1])→ (i, j, η; [u, u+1]), where η ∈ {{0}1, {0}2, {1}}. For any commutative diagrams
([n], (α, β; τ0, τ1)) //

([m], σ∗(α, β; τ0, τ1))

([n], (α, β; τ ′0, τ
′
1))
// ([m], σ∗(α, β; τ ′0, τ
′
1))
,
(σ(i), σ(j), η; [u, u + 1]) //

(i, j, η; [u, u+ 1])

(σ(i′), σ(j′), η; [u′, u′ + 1]) // (i′, j′, η; [u′, u′ + 1])
,
we denote σ∗(α, β; τ0, τ1) by (α˜, β˜; τ˜0, τ˜1) and similarly for σ
∗(α, β; τ ′0, τ
′
1). By the
commutativity of the following diagram
∆1 × (T+)[n],(s,e1)
C+p◦(id∆1 ,C[n],s,e1)
// ([0, n]e1,+,+ × [0, n]
op)≥dgnl ×
N(∆)
T
Fτ,τ′
// N(∆)op
∆1 × (T+)[m],(σ∗s,e2)
OO
C+p◦(id∆1 ,C[m],σ∗s,e2 )
// ([0,m]e2,+,+ × [0,m]
op)≥dgnl ×
N(∆)
T
OO
Fτ˜,τ˜′
55❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧
,
we see that we just need to make F⋆,T+(σ1, σ2) = id, then the diagrams (2.4.1) are
all commutative. So we have finished the definition of F⋆,T+ .
(e, e, {0}1)
(e+ 1, e+ 1, {0}2)
Figure 1. A picture of Γ[n],s,e.
Let C•, D•,W • be simplicial objects in C, and let D• ← W • → C• represent
a fixed functor SW ∈ Fun(N(∆)op × (∆{W,C}
∐
∆{W}
∆{W,D}),C) whose restriction
to N(∆)op × ∆{?} is the simplicial object (?)• for ? = C,D,W . We say SW is a
correspondence from C• to D•. If all of C•, D• andW • are Segal objects of C, then
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(e, e, {0}1)
(e+, e+, {0}1)
(e+ 1, e+ 1, {0}2)
Figure 2. A picture of S[n],e+ .
we say SW is a correspondence of Segal objects from C
• to D•. The composition
SW ◦ F⋆,T+ gives a functor IN(∆)op ⋆ [1] ×
I+
T+ → C, which also gives a functor
I♮N(∆)op ⋆ [1] ×
I+
T
♮
+ → (C× I+)
♮ over I+.
Next, we take the right Kan extension of SW ◦ F⋆,T+ along the projection
pT+ : IN(∆)op ⋆ [1] ×
I+
T+ → IN(∆)op ⋆ [1] ×
I
T. defined by forgetting the coordinate
{0}1, {0}2, {1} in T+. This gives the desired functor
F⋆,SW : IN(∆)op ⋆ [1] ×
I
T → C,(2.4.6)
which also lies in
MapsI(I
♮
N(∆)op ⋆ [1] ×
I
T
♮, (C× I)♮) ≃MapsI(I
♮
N(∆)op ⋆ [1], (C
♮)T
♮
)
≃Maps(1-Cat)∆op
/Seq•(N(∆)
op)
(Seq•(N(∆)
op ⋆ [1]), fC∆•),
where fC∆• was defined in (2.3.2). In the following, we also think of F⋆,SW as a
functor Seq•(N(∆)
op ⋆ [1])→ fC∆• over Seq•(N(∆)
op). In a totally similar fashion,
we can define a functor
FComm⋆,SW : IN(Fin∗)⋆ [1] ×
IComm
T
Comm → C,(2.4.7)
from any correspondence D• ←W • → C• of Fin∗-objects in C from C• to D•.
2.4.2. Right-lax homomorphism from correspondence of simplicial/Fin∗-objects.
Theorem 2.11. Let D• ←W • → C• be a correspondence of simplicial (resp. Fin∗-
) objects (from C• to D•). Suppose that C• and D• represent associative (resp.
commutative) algebra objects in Corr(C×). Then F⋆,SW (2.4.6) (resp. F
Comm
⋆,SW
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(2.4.7)) gives a right-lax homomorphism between the associative (resp. commuta-
tive) algebra objects if and only if W • represents another associative (resp. com-
mutative) algebra object and the following diagrams are Cartesian in C
W [k] //

∏
[v,v+1]⊂[k]
W [v,v+1]

D[k] //
∏
[v,v+1]⊂[k]
D[v,v+1]
(2.4.8)
for any [k] ∈ N(∆)op. (resp.
W 〈n〉 //

∏
j∈〈n〉◦
W {j,∗}

D〈n〉 //
∏
j∈〈n〉◦
D{j,∗}
(2.4.9)
for any 〈n〉 ∈ N(Fin∗)).
Moreover, if the following diagrams are also Cartesian in C
W [ℓ] //

C [ℓ]

W [1] // C [1]
(2.4.10)
for the unique active f : [1]→ [ℓ] for each [ℓ] in N(∆) (resp.
W 〈m〉 //

C〈m〉

W 〈1〉 // C〈1〉
(2.4.11)
for the unique active f : 〈m〉 → 〈1〉 for each 〈m〉 in N(Fin∗)), then F⋆,SW (resp.
FComm⋆,SW ) induces an algebra homomorphism between the associated (resp. commu-
tative) algebra objects in Corr(C).
Proof. We will only prove the associative case; the commutative case follows in a
completely similar way. Like in the proof of Theorem 2.6, to make F⋆,SW correspond
to a functor N(∆)op ⋆ [1]→ Corr(C)⊗,∆
op
overN(∆)op, we just need F⋆,SW to send
any object ([n];α, β, τ0, τ1) ∈ Seqn(N(∆)
op ⋆ [1]) to an element F ∈ Fun′′(([n] ×
[n]op)≥dgnl,C×,∆), i.e. F satisfying (Obj) below (2.2.1), and for any morphism
(([n];α, β, τ0, τ1) → ([n];α, β, τ ′0, τ
′
1)) to a morphism q : F → F
′ satisfying (Mor)
below (2.2.1). It is clear from the construction of F⋆,SW that the latter is satisfied
by F⋆,SW regardless of the conditions on C
•,W •, D•.
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For any ([n];α, β, τ0, τ1) ∈ Seqn(N(∆)
op ⋆ [1]), its image under F⋆,SW is a functor
F([n],sτ ) : ([n]× [n]
op)≥dgnl ×
N(∆)
T → C in C which takes
((i, j), [u, u+ 1]) 7→C [αji(u),αji(u+1)], i ≤ j ≤ µ− 1
((i, µ+ j), [u, u+ 1]) 7→W [τ1βj,0(u),τ1βj,0(u+1)] ×
C[τ1βj,0(u),τ1βj,0(u+1)]
C [αµ−1,iτ0τ1βj,0(u),αµ−1,iτ0τ1βj,0(u+1)]
0 ≤ i ≤ µ− 1, 0 ≤ j ≤ n− µ
(µ+ i, µ+ j; [u, u+ 1]) 7→D[βji(u),βji(u+1)], 0 ≤ i ≤ j ≤ n− µ.
Now if C• ←W • → D• is a correspondence of simplicial objects with C• and D•
representing algebra objects in Corr(C), then to show that F([n],sτ ) satisfies (Obj),
it suffices to check that the following diagrams are Cartesian in C:
W [τ1βj,0(u),τ1βj,0(u+1)] ×
C
[τ1βj,0(u),τ1βj,0(u+1)]
C[αµ−1,iτ0τ1βj,0(u),αµ−1,iτ0τ1βj,0(u+1)]
//

∏
[v,v+1]⊂[αµ−1,i+1τ0τ1βj,0(u),
αµ−1,i+1τ0τ1βj,0(u+1)]
C [αi+1,i(v),αi+1,i(v+1)]

W [τ1βj,0(u),τ1βj,0(u+1)] ×
C
[τ1βj,0](u),τ1βj,0(u+1)]
C[αµ−1,i+1τ0τ1βj,0(u),αµ−1,i+1τ0τ1βj,0(u+1)]
//
∏
[v,v+1]⊂[αµ−1,i+1τ0τ1βj,0(u),
αµ−1,i+1τ0τ1βj,0(u+1])]
C [v,v+1]
(2.4.12)
i+ 1 ≤ µ− 1,
W [τ1βj,0(u),τ1βj,0(u+1)] ×
C
[τ1βj,0(u),τ1βj,0(u+1)]
C[αµ−1,iτ0τ1βj,0(u),αµ−1,iτ0τ1βj,0(u+1)]
//

∏
[v,v+1]⊂[βj,j−1(u),βj,j−1(u+1)]
(W [τ1βj−1,0](v),τ1βj−1,0(v+1)] ×
C
[τ1βj−1,0](v),τ1βj−1,0(v+1)]
C[αµ−1,iτ0τ1βj−1,0(v),αµ−1,iτ0τ1βj−1,0(v+1)])

D[βj,j−1(u),βj,j−1(u+1)] //
∏
[v,v+1]⊂[βj,j−1(u),βj,j−1(u+1)]
D[v,v+1]
(2.4.13)
i ≤ µ− 1.
The first diagram (2.4.12) is Cartesian directly follows from the assumption that
C• represents an algebra object, and the second (2.4.13) is Cartesian is equivalent
to the condition that the following diagram
W [f(0),f(k)] //

∏
[v,v+1]⊂[k]
W [f(v),f(v+1)]

D[k] //
∏
[v,v+1]⊂[k]
D[v,v+1]
(2.4.14)
is Cartesian for any f : [k]→ [ℓ] in N(∆). The latter is equivalent to the assump-
tions on W • in the theorem. So this proves (a).
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For (b), we just need to check that for any morphism ([n], α, β; τ0, τ1)→ ([n], α, β; τ ′0, τ
′
1)
in Seqn(N(∆)
op ⋆ [1]) induced by τ : [ξ′]→ [ξ] in N(∆), the morphisms
W [τ1βj,0(u),τ1βj,0(u+1)] ×
C
[τ1βj,0(u),τ1βj,0(u+1)]
C[αµ−1,iτ0τ1βj,0(u),αµ−1,iτ0τ1βj,0(u+1)]
→
W [τ
′
1βj,0(u),τ
′
1βj,0(u+1)] ×
C
[τ′
1
βj,0(u),τ
′
1
βj,0(u+1)]
C[αµ−1,iτ0τ1βj,0(u),αµ−1,iτ0τ1βj,0(u+1)]
are isomorphisms for 0 ≤ i ≤ µ− 1, 0 ≤ j ≤ n− µ. It then suffices to show that for
any [n]
f
→ [m]
g
→ [k] in N(∆), the following diagram is Cartesian
W [gf(u),gf(u+1)] //

C [gf(u),gf(u+1)]

W [f(u),f(u+1)] // C [f(u),f(u+1)]
.(2.4.15)
But these are exactly the diagrams (2.4.10). So (b) is established. 
Now Theorem 2.11 immediately implies the following.
Corollary 2.12. (a) Any correspondence of Segal objects (resp. commutative
Segal objects) D• ← W • → C• gives a right-lax homomorphism from the
associative algebra object (resp. commutative algebra object) in Corr(C×)
represented by C• to that represented by D•.
(b) In the same setting of (a), if the correspondence further satisfies that for
any r ≥ 0, the following diagram is Cartesian in C,
(2.4.16) W [r] //

C [r]

W [1] // C [1].
(resp.
(2.4.17) W 〈r〉 //

C〈r〉

W 〈1〉 // C〈1〉.
),
where the vertical maps are induced by the unique active map [1] → [r] in
N(∆) (resp. 〈m〉 → 〈1〉 in N(Fin∗)), then it gives a homomorphism in
Corr(C×) between the corresponding associative (resp. commutative) alge-
bra objects.
Remark 2.13. From the above description, it is easy to see that the composition
of two (right-lax) homomorphisms between (commutative) algebra objects given by
correspondences
D• ←W • → C•, E• ← Y • → D•(2.4.18)
of simplicial objects (resp. Fin∗-objects). The composition is homotopic to the one
given by the correspondences
E• ← W • ×
D•
Y • → C•.(2.4.19)
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Moreover, using the machinery that we have developed, one can construct functors
Corr(Fun′(N(Fin∗),C
×))inert,all → CAlg(Corr(C
×))right-lax,
Corr(Fun′(N(Fin∗),C
×))inert,active → CAlg(Corr(C
×)),
where Fun′(N(Fin∗),C
×) is the full subcategory of Fun(N(Fin∗),C
×) consisting
of Fin∗-objects satisfying the condition in Theorem 2.6, inert (resp. active) is the
class of morphisms satisfying that (2.4.9) (resp. (2.4.11))) is Cartesian. There is
an obvious analogue for the associative case. it is reasonable to expect that the
functors are equivalences and we will address this in a separate note.
Let Funinert(N(∆)
op,C) (resp. Funinert(N(Fin∗),C)) be the 1-full subcategory
of Fun(N(∆)op,C) (resp. Fun(N(Fin∗),C)) consisting of simplicial objects (resp.
Fin∗-objects) in C that satisfy the condition in Theorem 2.6 (i) (resp. (ii)), and
whose morphisms fromW • toD• consisting of those satisfying (2.4.8) (resp. (2.4.9)).
It is not hard to deduce from the above constructions the following proposition.
Proposition 2.14. There are canonical functors
Funinert(N(∆)
op,C)→ AssocAlg(Corr(C×)),
Funinert(N(Fin∗),C)→ CommAlg(Corr(C
×)).
Proof. We will prove the commutative case; the associative case is entirely similar.
Let I∆n → N(∆)op (resp. I∆n×N(Fin∗) → N(∆)
op) be the coCartesian fibration of
ordinary 1-categories from the Grothendieck construction of Seq•(∆
n) : N(∆)op →
1-Catord (resp. Seq•(N(Fin∗) × ∆
n) : N(∆)op → 1-Catord). Then we have an
isomorphism of coCartesian fibrations over IComm.
I∆n×N(Fin∗) ≃ I∆n ×
N(∆)op
(IComm).
We will define the sought-for functor by first exhibiting a morphism in Spc∆
op
:
Seq•(Fun(N(Fin∗),C))→ MapsIComm(I∆• ×
N(∆op)
T
Comm,C)(2.4.20)
To this end, we just need to construct a canonical morphism
I∆• ×
N(∆)op
T
Comm → ∆• ×N(Fin∗)(2.4.21)
in (1-Cat)∆. The construction is very similar to that of (2.3.12). For any [n] ∈
N(∆)op, the fiber of
I∆• ×
N(∆)op
T
Comm → N(∆)op
over [n] is Seqn(∆
•)× (
⊔
s∈Seqn(N(Fin∗))
T
Comm
([n],s) ). Now we define
Seqn(∆
•)× (
⊔
s∈Seqn(N(Fin∗))
T
Comm
([n],s) )→ ∆
• ×N(Fin∗)(2.4.22)
(ϑ(m); (s, (i, j), u)) 7→ (ϑ(m)(i); s−1i,j (u) ⊔ {∗}),
in which ϑ(m) : ∆n → ∆m represents an element in Seqn(∆
m) and the functor
on morphisms is the obvious one. With the input from FTComm,Fin∗ , the functors
(2.4.22) for different [n] ∈ N(∆)op assemble to be the desired morphism (2.4.21). It
is easy to see that the image under (2.4.20) of any object in Seq•(Fun(N(Fin∗),C))
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lies in MapsIComm(I
♮
∆•×N(Fin∗)
×
IComm
(TComm)♮, (C× IComm)♮), therefore we have a
well defined morphism in Spc∆
op
:
Seq•(Fun(N(Fin∗),C))→ Maps(1-Cat)∆op
/Seq♣(N(Fin∗))
(Seq♣(∆
• ×N(Fin∗)), f
C,Comm
∆♣
).
(2.4.23)
Lastly, one just need to check that the image of any object in (2.4.23) gives
rise to a functor ∆k × N(Fin∗) → Corr(C)
⊗,Fin∗ over N(Fin∗) for any k. Like in
the proof of Theorem 2.6, this is guaranteed by the assumptions on objects and
morphisms in FunCart(N(Fin∗),C). 
An immediate corollary of Proposition 2.14 is the following.
Corollary 2.15. [GaRo, Chapter 9, Corollary 4.4.5] For any c ∈ C, there is a
canonically defined functor
Seg(c)→ AssocAlg(Corr(C)).
Let Funactive(N(∆)
op,C) (resp. Funactive(N(Fin∗),C)) be the 1-full subcategory of
Fun(N(∆)op,C) (resp. Fun(N(Fin∗),C)) consisting of the simplicial (Fin∗-) objects
in C that satisfy the condition in Theorem 2.6 (i) (resp. (ii)), whose morphisms
from W • to C• consist of those satisfying (2.4.10) (resp. (2.4.11)).
Proposition 2.16. There are canonical functors
Funactive(N(∆)
op,C)op → AssocAlg(Corr(C×)),(2.4.24)
Funactive(N(Fin∗),C)
op → CommAlg(Corr(C×)).(2.4.25)
Proof. The idea is similar to that of Proposition 2.14. In the commutative case, we
define a functor
I∆• ×
N(∆)op
T
Comm → (∆•)op ×N(Fin∗)
([n];ϑ(m); (s, (i, j), u)) 7→ ((ϑ(m))op(j); s−1i,j (u) ⊔ {∗}),
where (ϑ(m); (s, (i, j), u)) is in the fiber of I∆• ×
N(∆)op
TComm over [n] (cf. (2.4.22)).
This induces a functor
Seq•(Fun(N(Fin∗),C)
op)→ MapsIComm(I
♮
∆•×N(Fin∗)
×
IComm
(TComm)♮, (C× IComm)♮)
for any C, and hence a morphism in Spc∆
op
:
Seq•(Fun(N(Fin∗),C)
op)→ Maps(1-Cat)∆op
/Seq♣(N(Fin∗))
(Seq♣(∆
• ×N(Fin∗)), f
C,Comm
∆♣
).
(2.4.26)
It is straightforward to see that the restriction of the morphism (2.4.26) to the sim-
plical subspace Seq•(Funactive(N(Fin∗),C)
op) induces the desired functor (2.4.25).
The proof for the associative case proceeds in the same vein. 
Proposition 2.17. Let K,L be two ∞-categories. Assume F : K × Lop →
Fun(N(Fin∗),C) is a functor satisfying
(i) For any ℓ ∈ L (resp. k ∈ K), F |K×{ℓ} (resp. F |{k}×Lop) factors through
the 1-full subcategory Funinert(N(Fin∗),C) (resp. Funactive(N(Fin∗),C));
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(ii) The induced functor ev〈1〉 ◦ F : K × L
op → C satisfies that for any square
α : [1] × [1]op → K × Lop determined by a functor α ∈ Fun([1],K) ×
Fun([1]op, Lop), the diagram ev〈1〉 ◦ F ◦ α : [1] × [1]
op → C is a Cartesian
square,
then F canonically determines a functor FCAlg : K × L→ CAlg(Corr(C×)).
Proof. Let IK×L×N(Fin∗) be the coCartesian fibration overN(∆)
op from the Grotherdieck
construction of
Seq•(K × L×N(Fin∗)) : N(∆)
op → 1-Catord.
Define IK and IL in the same way, and we have
IK×L×N(Fin∗) ≃ IK ×
N(∆)op
IL ×
N(∆)op
IComm.
We define a functor
IK×L×N(Fin∗) ×
IComm
T
Comm ≃ IK ×
N(∆)op
IL ×
N(∆)op
T
Comm −→ K × Lop ×N(Fin∗)
([n];ϑK , ϑL; (s, (i, j), u)) 7→ (ϑK(i), (ϑL)op(j); s−1i,j (u) ⊔ {∗}).
The composition of the above with F determines a morphism in (1-Cat)∆
op
/Seq•(N(Fin∗))
Seq•(K × L×N(Fin∗))→ f
C,Comm
∆• .(2.4.27)
To make (2.4.27) into a functor K×L×N(Fin∗)→ Corr(C)⊗,Fin∗ over N(Fin∗), we
need for every square α ∈ Fun([1],K)×Fun([1]op, Lop)→ Fun([1]× [1]op,K ×Lop)
in K × Lop and every active morphism f : 〈m〉 → 〈n〉 in N(Fin∗), the following
diagram
(F ◦ α(0, 1))〈m〉 //

∏
j∈〈n〉◦
(F ◦ α(0, 0))(f
−1(j)⊔{∗})

(F ◦ α(1, 1))〈n〉 //
∏
j∈〈n〉◦
(F ◦ α(1, 0)){j,∗}
is Cartesian in C. Assumption (i) in the proposition reduces the above family of
Cartesian diagrams to the following Cartesian diagram
(F ◦ α(0, 1))〈1〉 //

(F ◦ α(0, 0))〈1〉

(F ◦ α(1, 1))〈1〉 // (F ◦ α(1, 0))〈1〉
,
for each α. This is exactly condition (ii) in the proposition and the above determines
the desired functor FCAlg : K × L→ CAlg(Corr(C×)). 
2.5. Module objects of an algebra object C• in Corr(C×). Let e : N(∆)op →
N(∆)op be the natural functor taking [n] to [n] ⋆ [0] = [n + 1], and let α : e → id
be the obvious natural transformation from e to id. These notions have been used
in the path space construction for a simplicial space (cf. [Seg]).
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Definition 2.18. For any monoidal ∞-category C⊗,∆
op
over N(∆)op, and an al-
gebra object C defined by a section s ∈ HomN(∆)op(N(∆)
op,C⊗), a left C-module
M is given by a functor
M : ∆1 ×N(∆)op → C⊗,∆
op
over N(∆)op, where the projection ∆1×N(∆)op → N(∆op) is given by the natural
transformation θ : e→ id, satisfying that
(i) it sends every edge ∆1 × {[k]} to a coCartesian edge in C⊗,∆
op
;
(ii) the restriction of M to {1}×N(∆)op is equivalent to the algebra object C;
(iii) For any [n] ∈ N(∆)op, the inclusion ι(0,[j,n]) : (0, [j, n]) →֒ (0, [n]) in N(∆)
is sent to a coCartesian morphism in C⊗,∆
op
over α(ιop(0,[j,n])) : [0, n+ 1]→
[j, n+ 1] in N(∆)op.
Definition 2.19. For any symmetric monoidal ∞-category C⊗,Fin∗ over N(Fin∗),
and a commutative algebra object C given by a section s : N(Fin∗)→ C⊗,Fin∗ over
N(Fin∗), a C-module M is defined to be a functor
M : N(Fin∗)〈1〉/ → C
⊗,Fin∗
over N(Fin∗) satisfying that
(i) its restriction to the null morphisms from 〈1〉 (as objects in N(Fin∗)〈1〉/)
gives C;
(ii) it sends every inert morphism to an inert morphism (i.e. coCartesian mor-
phism) in C⊗,Fin∗ .
Let I∆1×N(∆)op be the 1-category from the Grothendieck construction of the
functor Seq•(∆
1 × N(∆)op) : N(∆)op → Sets. Let πθ : I∆1×N(∆)op → I be the
functor corresponding to θ : ∆1 ×N(∆)op → N(∆)op which is a coCartesian fibra-
tion by the same argument as in Lemma 2.9.
Given a morphism of simplicial objects M• → C• in C×, we are aiming to
construct a functor
FM,C : I
♮
∆1×N(∆)op ×
I
T
♮ → (C× I)♮(2.5.1)
over I. We will represent every object in I∆1×N(∆op) by (α, β; τ)
[n0]0 · · ·
α1,0
oo [nµ−1]0
αµ−1,µ−2
oo [m0]1
τoo · · ·
β1,0
oo [mk−µ]1,
βk−µ,k−µ−1
oo
where as before, the subscripts indicate the vertices in ∆1 and the arrows indicate
the morphisms in (∆1)op ×N(∆). The image of (α, β; τ) in I is
[n0] ⋆ [0] · · ·
θ(α1,0)
oo [nµ−1] ⋆ [0]
θ(αµ−1,µ−2)
oo [m0]
θ([nµ−1])◦τ
oo · · ·
β1,0
oo [mk−µ],
βk−µ,k−µ−1
oo
Now we define a functor Fθ : I∆1×N(∆)op×
I
T → ∆1×N(∆)op in a similar way as
we defined for FT,∆op in the proof of Theorem 2.6. First, we have the composition
F˜θ : I∆1×N(∆)op ×
I
T → T
FT,N(∆)op
→ N(∆)op. On the object level,
(i) for any object (α, β, τ ; (µ+ i, µ+ j), [u, u+1]) ∈ I♮∆1×N(∆)op ×
I
T♮, F˜θ sends
it to [βji(u), βji(u+ 1)] ∈ N(∆)
op;
A HAMILTONIAN
∐
n
BO(n)-ACTION 39
(ii) for any object (α, β, τ ; (i, j), [u, u+ 1]) with i, j ≤ µ− 1, if u < nj , then Fθ
sends it to [αji(u), αji(u+1)]. If u = nj , then F˜θ sends it to [θ(αji)(nj), ni+
1];
(iii) for any object (α, β, τ ; (i, µ + j), [u, u + 1]) with i ≤ µ − 1, F˜θ sends it to
[αµ−1,iτβj,0(u), αµ−1,iτβj,0(u+ 1)].
Now we do the following modification of F˜θ on the object level to the above as
follows:
(i) [βji(u), βji(u + 1)] ∈ N(∆)
op
 (1, [βji(u), βji(u + 1)]) ∈ ∆
1 ×N(∆)op
(ii) If u < nj , [αji(u), αji(u + 1)] ∈ N(∆)op  (1, [αji(u), αji(u + 1)]) ∈ ∆1 ×
N(∆)op. If u = nj , then [θ(αji)(nj), ni+1] ∈ N(∆)op  (0, [θ(αji)(nj), ni]) =
(0, [αji(nj), ni]) ∈ ∆1 ×N(∆)op
(iii) [αµ−1,iτβj,0(u), αµ−1,iτβj,0(u+1)] ∈ N(∆)op  (1, [αµ−1,iτβj,0(u), αµ−1,iτβj,0(u+
1)]) ∈ ∆1 ×N(∆)op.
Since θ(αji) maps nj + 1 to ni + 1 and nj to a number less than or equal to ni,
it is easy to see that the above modification defines a functor I∆1×N(∆)op ×
I
T →
∆1 ×N(∆)op and that is Fθ.
Now viewing M• → C• as a functor MC : ∆1 ×N(∆)op → C, the composition
MC ◦ Fθ gives the functor FM,C (2.5.1).
Theorem 2.20. Given a morphism of simplicial objects M• → C• in C×, if C•
represents an algebra object in Corr(C), i.e. it satisfies the conditions in Theorem
2.6 (i), and M• satisfies that for any morphism f : [m] → [n] in N(∆), we have
the following diagram
M [f(0),n]

//
∏
[u,u+1]⊂[0,m])
C [f(u),f(u+1)] ×M [f(m),n]

M [0,m] //
∏
[u,u+1]⊂[0,m]
C [u,u+1] ×M{m}
(2.5.2)
is Cartesian in C, then the data canonically determine a left module of C in Corr(C).
Moreover, the condition on M• is both necessary and sufficient.
Proof. Assuming C• gives an algebra object in Corr(C), to make FM,C a functor
from ∆1×N(∆)op to Corr(C)⊗,∆
op
, we need for every object (α, β; τ) in I∆1×N(∆)op
and any i ≤ j ≤ µ− 1, the diagram
M [αj,i−1(nj),ni−1]

//
∏
[u,u+1]⊂[αji(nj),ni])
C [αi,i−1(u),αi,i−1(u+1)] ×M [αi,i−1(ni),ni−1]

M [αj,i(nj),ni] //
∏
[u,u+1]⊂[αji(nj),ni])
C [u,u+1] ×M [ni,ni]
is Cartesian in C. But this is exactly the condition that (2.5.2) is Cartesian in C.
By construction, FM,C certainly satisfies (ii) in Definition 2.18. Condition (i) and
(iii) can be easily checked by the characterization of a 2-coCartesian morphism in
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Corr(C)⊗,∆
op
at the beginning of the proof of Proposition 2.1 and the characteri-
zation of a Cartesian morphism in C×,∆ in Proposition 2.3. 
In a similar fashion, for the commutative case, introduce Fin∗,† to be the ordinary
1-category consisting of 〈n〉† := 〈n〉 ⊔ {†}, and morphisms 〈n〉† → 〈m〉† being
maps of sets that send ∗ to ∗ and † to †. Note that there is a natural functor
π† : N(Fin∗,†) → N(Fin∗) that sends 〈n〉† to 〈n〉, and sends f : 〈n〉† → 〈m〉† to
f˜ : 〈n〉 → 〈m〉 where f˜ sends f−1({†, ∗})\{†} to ∗ and others in the same way as
f . Let Iπ† be the Grothendieck construction of π† : ∆
1 → 1-Catord. We will denote
each object in Iπ† by (0, 〈n〉†) or (1, 〈n〉) if it projects to 0 or 1 in ∆
1 respectively.
Note that there is a canonical equivalence N(Fin∗)〈1〉/ → Iπ† that takes the object
b : 〈1〉 → 〈m〉 to (1, 〈m〉) if b is null and to (0, 〈m− 1〉†) otherwise.
We will define a natural functor FCommθ : IN(Fin∗)〈1〉/ ×
IComm
TComm → Iπ† as
follows, where the functor N(Fin∗)〈1〉/ → N(Fin∗) is the natural projection. First,
we have the composition functor
F˜Commθ : IN(Fin∗)〈1〉/ ×
IComm
T
Comm → TComm
F
TComm,Fin∗−→ N(Fin∗).(2.5.3)
We denote every object in IN(Fin∗)〈1〉/ by (α, β; τ) represented by
〈n0〉0
α01 // · · ·
αµ−2,µ−1
// 〈nµ−1〉0
τ // 〈m0〉1
β01 // · · ·
βk−µ−1,k−µ
// 〈mk−µ〉1,
〈1〉
γ0
OO
33❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣
where the morphism 〈1〉 → 〈•〉ǫ is null if and only if ǫ = 1. We will abuse notation
and denote the image of (α, β, τ) in IComm under the obvious projection by the
same notation. On the object level,
(i) For any object (α, β, τ ; (µ + i, µ + j), t) ∈ IN(Fin∗)〈1〉/ ×
IComm
TComm, for
0 ≤ i ≤ j ≤ k − µ, F˜Commθ sends it to β
−1
ij (t) ⊔ {∗};
(ii) For any object (α, β, τ ; (i, j), t), 0 ≤ i ≤ j ≤ µ − 1, F˜Commθ sends it to
α−1ij (t) ⊔ {∗};
(iii) For any object (α, β, τ ; (i, µ + j), t), for 0 ≤ i ≤ µ − 1, F˜Commθ sends it to
(β0jταi,µ−1)
−1(t) ⊔ {∗};
We will modify F˜Commθ on the object level in each of the above cases
(i) β−1ij (t) ⊔ {∗} (1, β
−1
ij (t) ⊔ {∗}) ∈ Iπ† ;
(ii) If t is the image of 1 ∈ 〈1〉, then α−1ij (t) ⊔ {∗}  (0, (α
−1
ij (t)\(α0iγ0)(1)) ⊔
{†, ∗}) ∈ Iπ† , i.e. we replace α0iγ0(1) by †. If t is not in the image of
1 ∈ 〈1〉, then α−1ij (t) ⊔ {∗} (1, α
−1
ij (t) ⊔ {∗});
(iii) (β0jταi,µ−1)
−1(t) ⊔ {∗} (1, (β0jταi,µ−1)−1(t) ⊔ {∗}).
This modification uniquely determines a functor FCommθ : IN(Fin∗)〈1〉/ ×
IComm
(TComm)→
Iπ† : if we think of the coCartesian morphism (0, 〈n〉†)→ (1, 〈n〉) in Iπ† as an inert
morphism sending † to ∗, then the modification of F˜Commθ is just replacing the
image of 1 ∈ 〈1〉 in each 〈ni〉0 (and its subsets containing the image) by † and mark
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it with 0 ∈ ∆1; since † can be only mapped to † or ∗, whose projection to ∆1 is id0
and 0→ 1 respectively, FCommθ is well defined.
Given a diagram
N(Fin∗,†)
M•,† //
π†

C
N(Fin∗)
C•
;;✇✇✇✇✇✇✇✇✇✇
,
and a natural transformation η : M•,† → C• ◦ π†, which we can view as a functor
MCComm : Iπ† → C, the composition MC
Comm ◦FCommθ induces a functor between
coCartesian fibrations
FCommM,C : I
♮
N(Fin∗)〈1〉/
×
IComm
(TComm)♮ → (C× IComm)♮
over IComm.
Theorem 2.21. Assume we are given a Fin∗,†-object M
•,† and a Fin∗-object C
•
in C×, together with a natural transformation η :M•,† → C• ◦ π†. If C
• represents
a commutative algebra object in Corr(C), i.e. it satisfies the conditions in Theorem
2.6 (ii), and M•,† satisfies that for any active morphism f : 〈n〉† → 〈m〉†, i.e.
f−1(∗) = ∗, we have the following diagram
M 〈n〉†

//
∏
s∈〈m〉◦
Cf
−1(s)⊔{∗} ×Mf
−1(†)⊔{∗}

M 〈m〉† //
∏
s∈〈m〉◦
C{s,∗} ×M{†,∗}
(2.5.4)
is Cartesian in C, then the data canonically determine a module of C in Corr(C).
Moreover, the condition on M•,† is both necessary and sufficient.
Proof. The proof is completely similar to that of Theorem 2.20. For any object
(α, β, τ) ∈ IN(Fin∗)〈1〉/ , we just need to make sure that for any t = α0jγ0(1), the
diagram
M (α
−1
i−1,j(t)\α0,i−1γ0(1))⊔{†,∗} //

∏
s∈α−1ij (t)\α0iγ0(1)
Cα
−1
i−1,i(s)⊔{∗} ×M (α
−1
i−1,i(α0iγ0(1))\α0,i−1γ0(1))⊔{†,∗}

M (α
−1
ij (t)\α0iγ0(1))⊔{†,∗} //
∏
s∈α−1ij (t)\α0iγ0(1)
C{s,∗} ×M{†,∗}
is Cartesian in C.
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The condition is equivalent to that for any morphism f : 〈n〉 → 〈m〉 and any
a ∈ 〈n〉◦ such that f(a) 6= ∗ in N(Fin∗), we have the following diagram
M (f
−1〈m〉◦\{a})⊔{†,∗}

//
∏
s∈〈m〉◦\{f(a)}
Cf
−1(s)⊔{∗} ×M (f
−1(f(a))\{a})⊔{†,∗}

M (〈m〉\{f(a)})⊔{†} //
∏
s∈〈m〉◦\{f(a)}
C{s,∗} ×M{†,∗}
(2.5.5)
is Cartesian in C. This is equivalent to (2.5.5) 
Recall the definition of
ModO(C)⊗ → O⊗ ×Alg/O(C)(2.5.6)
given in [Lu3, Definition 3.3.3.8] for any map C⊗ → O⊗ of generalized ∞-operads.
For O⊗ = N(Fin∗), we use Mod
N(Fin∗)(C) to denote the fiber product
ModN(Fin∗)(C)⊗ ×
N(Fin∗)×Alg/N(Fin∗)(C)
({〈1〉} ×Alg/N(Fin∗)(C)),
and any object is represented by a pair (A,M), where A is a commutative algebra
object in C and M is an A-module. In the following, we represent every object
(〈1〉 → 〈n〉) in N(Fin∗)〈1〉/ by a pair (〈n〉, s), where s ∈ 〈n〉 is the image of 1 ∈ 〈1〉
and is regarded as the marking.
When C⊗ = (PrLst)
⊗, any object in ModN(Fin∗)(PrLst) can be represented by a
coCartesian fibration
M→ N(Fin∗)〈1〉/(2.5.7)
satisfying that
(i) The pullback of (2.5.7) along the inclusion of null morphisms N(Fin∗) →֒
N(Fin∗)〈1〉/ gives a coCartsian fibration C
⊗ → N(Fin∗) that represents a
symmetric monoidal stable ∞-category C ≃M(〈1〉,∗);
(ii) For any object (〈n〉, s) ∈ N(Fin∗)〈1〉/, the coCartesian morphisms over the
n inert morphisms ρi : (〈n〉, s)→ (〈1〉, ρi(s)) gives an equivalence
M(〈n〉,s)
∼
→
n∏
i=1
M(〈1〉,ρi(s))(2.5.8)
of ∞-categories;
(iii) The fiber M(〈1〉,1) is stable, and any morphism in M over α : (〈m〉, s) →
(〈n〉, α(s)), given by n functors via (2.5.8),
Fi :
∏
j∈α−1(i)
M(〈1〉,ρi(s)) →M(〈1〉,ρiα(s)), i ∈ 〈n〉
◦,
satisfies that each Fi is exact and continuous in each variable.
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Moreover, a right-lax morphism (resp. morphism) between two objects M →
N(Fin∗)〈1〉/ and N → N(Fin∗)〈1〉/ in Mod
N(Fin∗)(PrLst) is given by a commuta-
tive diagram
M //
%%❏
❏❏
❏❏
❏❏
❏❏
❏ N
yytt
tt
tt
tt
tt
N(Fin∗)〈1〉/
that restricts to exact and continuous functors M(〈1〉,1) → N(〈1〉,1) and M(〈1〉,∗) →
N(〈1〉,∗) and that sends coCartesian morphisms in M over inert morphisms (resp.
all morphisms) in N(Fin∗)〈1〉/ to coCartesian morphisms in N.
Given two pairs (C•,M•,†), (D•, N•,†) of a module over a commutative algebra
in Corr(C×), similarly to the construction of (right-lax) algebra homomorphisms
in Corr(C×), we can construct a (right-lax) morphism between the two pairs in
the sense of [GaRo, Chapter 8, 3.5.1] from a correspondence
N•,†

W •,†oo //

M•,†

D• ◦ π† P • ◦ π† //oo C• ◦ π†
(2.5.9)
of modules over commutative algebras. Let Iπ˜† be the ordinary 1-category from
the Grothendieck construction of the functor
π˜† : N(Fin∗,†)× (∆
{W,M}
∐
∆{W}
∆{W,N})→ N(Fin∗)× (∆
{P,C}
∐
∆{P}
∆{P,D}),
which is given by (π†, (W 7→ P,M 7→ C,N 7→ D)). We can regard (2.5.14) as a
functor
MWN : Iπ˜† → C.(2.5.10)
Now we are going to construct a functor
FCommθ,module : IN(Fin∗)〈1〉/ ⋆∆1 ×
IComm+
T
Comm
+ → Iπ˜† .(2.5.11)
First, we have the composite functor
F˜Commθ,module : IN(Fin∗)〈1〉/ ⋆∆1 ×
IComm+
T
Comm
+ → IN(Fin∗)⋆∆1 ×
IComm+
T
Comm
+
→ N(Fin∗)× (∆
{W,M}
∐
∆{W}
∆{W,N}),
in which the first functor comes from the projection N(Fin∗)〈1〉/ → N(Fin∗) and
the second functor is the commutative version of F⋆,T+ defined in Subsection 2.4.1
(note that we have changed C,D to M,N respectively in the target).
Next, we modify F˜Commθ,module to get F
Comm
θ,module in a similar way as we did for F˜
Comm
θ
(2.5.3). The objects in N(Fin∗)〈1〉/ ⋆∆
1 can be divided into unmarked ones and
marked ones, depending on whether its projection to N(Fin∗)〈1〉/ is null or not null.
If an object α : 〈1〉 → 〈n〉 in N(Fin∗)〈1〉/ is not null, then we say α(1) is the marking
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or marked element in 〈n〉. For any object x of in IN(Fin∗)〈1〉/ ⋆∆1 ×
IComm+
TComm+ over
an object of the form
(〈ξ〉, 1)
τ1 // (〈m0, 1)〉 // · · · // 〈(mk−µ〉, 1)
(〈n0〉, 0) // · · · // (〈nµ−1〉, 0)
τ0 // (〈ξ〉, 0)
id〈ξ〉
OO
〈1〉
OO
in IN(Fin∗)〈1〉/ ⋆∆1 , the projection of F˜
Comm
θ,module(x) to N(Fin∗) is by definition a subset
of one of the above 〈ni〉, 0 ≤ i ≤ µ − 1 and 〈mj〉, 0 ≤ j ≤ k − µ. If it contains
the image of 〈1〉 in the latter, i.e. the marked element, then we say the image
F˜Commθ,module(x) is marked, otherwise we say it is unmarked.
Now for any object x in IN(Fin∗)〈1〉/ ⋆∆1 ×
IComm+
TComm+ , if F˜
Comm
θ,module(x) is unmarked
in the above sense, we define FCommθ,module(x) to be the corresponding element of
F˜Commθ,module(x) in Iπ˜† ×
∆1
{1} under the identification
Iπ˜† ×
∆1
{1} ≃ N(Fin∗)× (∆
{P,C}
∐
∆{P}
∆{P,D}) ≃ N(Fin∗)× (∆
{W,M}
∐
∆{W}
∆{W,N}),
where in the latter identification, we send P 7→W,M 7→ C,N 7→ D. If F˜Commθ,module(x)
is marked, then we define FCommθ,module(x) to be the corresponding element in Iπ˜† ×
∆1
{0} ≃ N(Fin∗,†) × (∆{W,M}
∐
∆{W}
∆{W,N}), that makes the marking in 〈nx〉 to be
†. It is easy to see that these extend to a well defined functor FCommθ,module (2.5.11).
The right Kan extension of the composition MWN ◦ FCommθ,module (2.5.10) along
pTComm+ : IN(Fin∗)〈1〉/ ⋆∆1 ×
IComm+
TComm+ → IN(Fin∗)〈1〉/ ⋆∆1 ×
IComm
TComm gives a functor
between coCartesian fibrations
FCommMWN : I
♮
N(Fin∗)〈1〉/ ⋆∆1
×
IComm
(TComm)♮ → (C× IComm)♮.
over IComm.
Proposition 2.22. Assume we are given a commutative diagram (2.5.14) which
exhibits M•,†, W •,† and N•,† as modules over the commutative algebra objects C•,
P • and D• in Corr(C×), respectively. Assume that the correspondence D• ← P • →
C• determines a right-lax algebra homomorphism from the commutative algebra C•
to D• in the sense of Theorem 2.11. Then the correspondence (2.5.14) of the pairs
canonically determines a right-lax morphism from the pair (C•,M•,†) to (D•, N•,†)
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if the diagram
W 〈n〉† //

∏
j∈〈n〉◦
P {j,∗} ×W {†,∗}

N 〈n〉† //
∏
j∈〈n〉◦
D{j,∗} ×N{†,∗}
(2.5.12)
is Cartesian for every 〈n〉† in Fin∗,†. If in addition the correspondence D• ← P • →
C• determines an algebra homomorphism and the following diagram
W 〈m〉† //

M 〈m〉†

W 〈0〉† // M 〈0〉†
(2.5.13)
is Cartesian for the active morphism f : 〈m〉† → 〈0〉† in N(Fin∗,†), i.e. f
−1(∗) = ∗,
then the same correspondence canonically determines a morphism between the pairs.
Proof. The proof is almost the same as the proof of Theorem 2.11, in which we only
need to check the Cartesian property of the (commutative version of the) diagrams
(2.4.12), (2.4.13) and (2.4.15) in the marked case. These are exactly the conditions
listed in the proposition. 
Proposition 2.22 immediately implies the following.
Corollary 2.23. Assume we are given a commutative algebra object C in Corr(C×),
determined by a Fin∗-object C
• in C, and a correspondence of Fin∗,†-objects
N•,†
$$■
■■
■■
■■
■■
■ W
•,†oo

// M•,†
zz✉✉
✉✉
✉✉
✉✉
✉✉
C• ◦ π†
in C as modules over C in Corr(C×). Then the correspondence canonically deter-
mines a right-lax C-module morphism from M•,† to N•,† if the diagram
W 〈n〉† //

∏
j∈〈n〉◦
C{j,∗} ×W {†,∗}

N 〈n〉† //
∏
j∈〈n〉◦
C{j,∗} ×N{†,∗}
is Cartesian for every 〈n〉† in Fin∗,†. If in addition the following diagram
W 〈m〉† //

M 〈m〉†

W 〈0〉† // M 〈0〉†
is Cartesian for the active f : 〈m〉† → 〈0〉† in Fin∗,†, then the same correspondence
canonically determines a C-module morphism.
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Remark 2.24. As one would expect, the composition of two (right-lax) morphisms
between pairs given by two correspondences
N•,†

W •,†oo //

M•,†

D• ◦ π† // P • ◦ π† // C• ◦ π†
,(2.5.14)
R•,†

Y •,†oo //

N•,†

E• ◦ π† H• ◦ π† //oo D• ◦ π†
(2.5.15)
is homotopic to the one given by the correspondence
R•,†

W •,† ×
N•,†
Y •,†oo //

N•,†

E• ◦ π† (P
• ×
D•
H•) ◦ π† //oo C
• ◦ π†
Let Funinert(Iπ† ,C) (resp. Funactive(Iπ† ,C)) be the 1-full subcategory of Fun(Iπ† ,C)
consisting of objects satisfying the condition in Theorem 2.21 and whose morphisms
fromW •,† → P •◦π† toN•,† → D•◦π† (resp. W •,† → P •◦π† toM•,† → C•◦π†) sat-
isfy that the diagrams (2.5.12) (resp. (2.5.13)) are Cartesian for every 〈n〉† ∈ Fin∗,†.
One can show with the same argument as in Proposition 2.14 for the following.
Proposition 2.25. There are canonical functors
Funinert(Iπ† ,C)→Mod
N(Fin∗)(Corr(C×)),
Funactive(Iπ† ,C)
op →ModN(Fin∗)(Corr(C×)).
Proposition 2.26. Let K,L be two ∞-categories. Assume F : K × Lop →
Fun(Iπ† ,C) is a functor satisfying
(i) For any ℓ ∈ L (resp. k ∈ K), F |K×{ℓ} (resp. F |{k}×Lop) factors through
the 1-full subcategory Funinert(Iπ† ,C) (resp. Funactive(Iπ† ,C));
(ii) The induced functor ev〈1〉 ◦ F : K × L
op → C (resp. ev〈0〉† ◦ F ) satisfies
that for any square α : [1] × [1]op → K × Lop determined by a functor
α ∈ Fun([1],K)×Fun([1]op, Lop), the diagram ev〈1〉 ◦F ◦α : [1]× [1]
op → C
(resp. ev〈0〉† ◦ F ◦ α) is a Cartesian square,
then F canonically determines a functor FMod : K × L→Mod
N(Fin∗)(Corr(C×)).
Remark 2.27. There is a complete analogue of Proposition 2.22, Corollary 2.23,
Proposition 2.25, Proposition 2.26 for the associative case. We leave the details to
the reader.
3. The functor ShvSp out of the category of correspondences
In this section, we will define the functor
ShvSp :Corr(SLCH)→ Pr
L
st
X 7→ Shv(X ; Sp)
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from the category of correspondences of locally compact Hausdorff spaces to PrLst,
that takes a space X to the category of sheaves of spectra on X and takes a
correspondence
Z
f
//
g

X
Y
(3.0.1)
to the functor g!f
∗ : Shv(X ; Sp)→ Shv(Y ; Sp). Moreover, we will show that ShvSp
is canonically symmetric monoidal. These follow from a direct application of the
approach in [GaRo] to define the functor of taking ind-coherent sheaves out of
the category of correspondences of schemes, and the application is based on the
foundations of ∞-topoi ([Lu1]) and stable ∞-categories ([Lu3]). We have provided
the references for each step as explicit as possible.
At the end of this section, we restrict ourselves to local system categories and
by applying an ∞-categorical version of Verdier duality, we get the functor
Loc!∗ :Corr(SLCH)fib,all → Pr
L
st
X 7→ Loc(X ; Sp)
that sends a correspondence (3.0.1) to g∗f
! : Loc(X ; Sp) → Loc(Y ; Sp). Here
Corr(SLCH)fib,all means the 1-full subcategory of Corr(SLCH) whose vertical mor-
phism in a correspondence needs to be a locally trivial fibration. The functor Loc!∗
is right-lax symmetric monoidal and this is the functor that we will mainly use in
our quantization process.
3.1. The functor ShvSp! : SLCH → Pr
L
st. We recall some basic definitions and
useful facts about the ∞-category of sheaves on a topological space with values
in an (stable) ∞-category from [Lu1] and [Lu3]. For any topological space X ,
let U(X) be the poset of open subsets in X . There is the standard Grothendieck
topology on U(X) whose covering sieves on any U ∈ U(X) are {Ui ⊂ U}i∈I such
that U =
⋃
i∈I
Ui. Let C be any ∞-category that admits small limits. Let P(X ;C) =
Fun(N(U(X))op,C) be the ∞-category of C-valued presheaves on X .
Definition 3.1. A C-valued sheaf on X is an object F in P(X ;C) satisfying that
if {Ui ⊂ U}i∈I is an open cover of U that is closed under finite intersections, then
the natural morphism
F(U)→ lim
←−
i∈I
F(Ui)
is an isomorphism in C. We denote the full subcategory of P(X ;C) consisting of
C-valued sheaves by Shv(X ;C).
For any continuous map f : X → Y , it induces a functor f−1 : N(U(Y ))op →
N(U(X))op, which gives rise to the functor f∗ : P(X ;C) → P(Y ;C). It is straight-
forward from the definition that f∗ sends a sheaf to a sheaf. So we have a well
defined functor ShvC : STop → 1-Cat from the ordinary 1-category of topological
spaces to the ∞-category of ∞-categories.
Now following notations in [Lu1], let Shv(X) (resp. P(X)) denote the ∞-
category of Spc-valued sheaves (resp. presheaves) on X . The functor f∗ admits a
left adjoint f∗.
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In particular, by [Lu1, Lemma 6.2.2.7], we have f∗ preserves small colimits and
finite limits, and f∗ preserves small limits and finite colimits.
When f is an open embedding, f∗ preserves small limits, so it admits a left
adjoint denoted by f!. When f is proper, f∗ preserves small colimits. In the
following, we will focus on Shv(X ; Sp), the stable ∞-category of sheaves of spectra
on X , which can be obtained by taking stabilization of Shv(X).
Let SLCH be the ordinary 1-category of locally compact Hausdorff spaces. There
are two ways to define f! : Shv(X ; Sp)→ Shv(Y ; Sp) for any morphism f : X → Y
in SLCH. One is to use the fact that f! is the left (resp. right) adjoint of f
∗ for
f an open embedding (resp. proper), and decompose every morphism into the
composition of an open embedding followed by a proper map. The construction
needs to invoke the machinery developed in [GaRo]. The other way is to use the
self-duality of Shv(X ; Sp) as a dualizable object in PrLst proved in [Lu3], and f! is
just the dual of f∗, and we also get f ! directly as the right adjoint of f!. We will
adopt the latter definition, for it gives us a convenient way to follow the steps in
[GaRo] to define the functor ShvSp of taking sheaves of spectra out of the category
of correspondences in SLCH. We will denote the resulting functor as
ShvSp! :SLCH → Pr
L
st(3.1.1)
X 7→ Shv(X ; Sp),
(f : X → Y ) 7→ (f! : Shv(X ; Sp)→ Shv(Y ; Sp)).
We state a lemma which will be used soon.
Lemma 3.2. Let
W
q
//
p

X
p′

Y
q′
// Z
be any Cartesian diagram of locally compact Hausdorff spaces.
(i) If q′ is an open embedding (then so is q), we have the natural transformation
p!q
∗ → (q′)∗(p′)! : Shv(X ; Sp)→ Shv(Y ; Sp)
arising from applying adjunctions to the natural isomorphism
(q′)!p! ≃ p
′
!q!
is an isomorphism of functors.
(ii) If q′ is proper (then so is q), we have the natural transformation
(q′)∗(p′)! → p!q
∗ : Shv(X ; Sp)→ Shv(Y ; Sp)
arising from applying adjunctions to the natural isomorphism
(q′)∗p! ≃ p
′
!q∗
is an isomorphism of functors.
Proof.
(i) Since q′ and q are open embeddings, this is clear from the definition of the
functors.
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(ii) Applying the self-duality on the sheaf categories, it suffices to prove that the
natural transformation
(p′)∗q′! → q!p
∗
is an isomorphism of functors. Since q′! ≃ q
′
∗, q! ≃ q∗, this is just the stable version
of the Nonabelian Proper Base Change Theorem [Lu1, Corollary 7.3.1.18]. 
3.2. Definition of ShvSppropall,all : Corr(SLCH) → (Pr
L
st)
2-op. We follow the steps in
[GaRo, Chapter 5, Section 2] to define the canonical functor
ShvSppropall,all : Corr(SLCH)
prop
all,all → (Pr
L
st)
2-op,
where the superscript 2-op means reversing the 2-morphisms. Moreover, we will
show that ShvSppropall,all is canonically symmetric monoidal.
First, let
vert = horiz = all, adm = prop, co-adm = open,
which satisfy the conditions in [GaRo, Chapter 7, 5.1.1-5.1.2]. We start from the
functor (3.1.1)
ShvSp! :SLCH → Pr
L
st
First, by Lemma 3.2 (i), ShvSp! satisfies the left Beck-Chevalley condition (cf.
[GaRo, Chapter 7, Definition 3.1.2]) with respect to open maps, therefore by The-
orem 3.2.2 in loc. cit., it uniquely determines a functor
ShvSpopenall,open : Corr(SLCH)
open
all,open → Pr
L
st.
Now by Theorem 4.1.3 in loc. cit., the restriction of ShvSpopenall,open to
ShvSpisomall,open : Corr(SLCH)
isom
all,open → Pr
L
st
loses no information.
Next, we apply [GaRo, Chapter 7, Theorem 5.2.4] to give the canonical extension
of ShvSpisomall,open to
ShvSppropall,all : Corr(SLCH)
prop
all,all → (Pr
L
st)
2-op.
Note that the restriction ShvSpisomall,open|(SLCH)vert satisfies the left Beck-Chevalley
condition for adm = prop ⊂ vert = all if we view the target as (PrLst)
2-op. This
follows from Lemma 3.2 (ii). Hence to apply the theorem, we only need to check
the conditions in Chapter 7, 5.1.4 and 5.2.2 in loc. cit..
The condition in 5.1.4 in our setting says the following. For any α : X → Y in
horiz = all, consider the ordinary 1-category Factor(α) of factorizations of α into
an open embedding followed by a proper map:
(i) An object in Factor(α) is a sequence of maps
X
f
→ Z
g
→ Y
such that g ◦ f = α, f ∈ open and g ∈ prop.
(ii) A morphism from
X
f
→ Z
g
→ Y
to
X
f ′
→ Z ′
g′
→ Y
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is a morphism β : Z → Z ′ that makes the following diagram commutes
Z
g
  
❆❆
❆❆
❆❆
❆❆
β

X
f
>>⑥⑥⑥⑥⑥⑥⑥⑥
f ′   ❆
❆❆
❆❆
❆❆
❆ Y
Z ′
g′
>>⑥⑥⑥⑥⑥⑥⑥
.
We need to show that Factor(α) is contractible. Recall that a 1-category is con-
tractible if the geometric realization of its nerve is contractible.
Lemma 3.3. For any α, Factor(α) is contractible.
Proof. The proof follows the same line as the proof of [GaRo, Chapter 5, Proposition
2.1.6], but significantly simpler than the scheme setting there. First, one shows
that Factor(α) is nonempty. Choose a compactification X of X , say the one-point
compactification, and let
Z = graph(α) ⊂ X × Y.
Then the natural embedding X →֒ Z is open and the projection from Z to Y is
proper, and their composition is α.
Let Factor(α)dense be the full subcategory of Factor(α) whose objects are factor-
izations X
f
→ Z
g
→ Y with f(X) = Z. Because of the transitivity of taking closures
for any sequence of maps A
u
→ B
v
→ C, i.e. v ◦ u(A) = v(u(A)). The inclusion
Factor(α)dense →֒ Factor(α) admits a right adjoint, so one just need to show that
Factor(α)dense is contractible.
Lastly, one shows that Factor(α)dense admits products, so then we have a func-
tor Factor(α)dense × Factor(α)dense → Factor(α)dense that admits a left adjoint,
and this would imply Factor(α)dense is contractible. For any two factorizations in
Factor(α)dense,
X
f
→ Z
g
→ Y, X
f ′
→ Z ′
g′
→ Y,(3.2.1)
letW be the closure of the image of X in Z×
Y
Z ′ under (f, f ′). One can easily check
that the factorization X →W → Y serves as the product of the two in (3.2.1). 
Next, we check the condition of Chapter 7, 5.2.2 in loc. cit., which says that for
any Cartesian diagram
X1
jX //
p1

X2
p2

Y1
jY // Y2
with jX , jY ∈ open and p1, p2 ∈ prop, the natural transformation
p∗1j
!
Y → j
!
Xp
∗
2
arising from applying adjunctions to the isomorphism from base change
j!Y (p2)∗ ≃ (p1)∗j
!
X
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needs to be an isomorphism. Since j!X ≃ j
∗
X , j
!
Y ≃ j
∗
Y , the condition obviously
holds.
Having finished the check of the conditions for applying [GaRo, Chapter 7, The-
orem 5.2.4], we now obtain the canonical functor
ShvSppropall,all : Corr(SLCH)
prop
all,all → (Pr
L
st)
2-op.
3.3. Symmetric monoidal structure on ShvSppropall,all.
3.3.1. The symmetric monoidal structure on ShvSp! : SLCH → Pr
L
st. Let
Shv∗ :SopLCH → Pr
L
X 7→ Shv(X)
(f : X → Y ) 7→ (f∗ : Shv(Y )→ Shv(X))
be the functor associated to ∗-pullback. It is proven in [Lu1] that the functor Shv∗ is
symmetric monoidal ([Lu1, Proposition 7.3.1.11]). Since ShvSp! is the composition
of Shv∗ with the functor PrL → PrLst of taking stabilizations, followed by the functor
of taking the dual category on the full subcategory of dualizable objects in PrLst, we
have
ShvSp! : SLCH → Pr
L
st
is symmetric monoidal as well.
Now applying the same argument as in [GaRo, Chapter 9, Proposition 3.1.2]
twice, we get that the symmetric monoidal structure on ShvSp! uniquely extends
to a symmetric monoidal structure on ShvSpisomall,open, which further uniquely extends
to a symmetric monoidal structure on ShvSppropall,all. In summary, we have proved the
following:
Theorem 3.4. The functor
ShvSppropall,all : Corr(SLCH)
prop
all,all → (Pr
L
st)
2-op(3.3.1)
is equipped with a canonical symmetric monoidal structure.
3.3.2. Right-lax symmetric monoidal structure on taking local system categories out
of correspondences. Now we restrict our vertical arrows to locally trivial fibrations,
denoted by fib, and consider the functor induced from ShvSppropall,all by restricting the
image to the full subcategory of local systems:
Loc∗! :Corr(SLCH)fib,all → Pr
L
st(3.3.2)
X 7→ Loc(X ; Sp).
It is a right-lax symmetric monoidal functor.
Recall the Verdier duality for sheaves of spectra on a locally compact Hausdorff
space X (cf. [Lu3, Theorem 5.5.5.1]) is an equivalence
D : Shv(X ; Sp)
∼
→ Shv(X ; Spop)op,(3.3.3)
that sends a sheaf F to a cosheaf whose value on U ∈ U(X) is Γc(U,F). Restricting
to the full subcategory of local systems Loc(X ; Sp) in Shv(X ; Sp), we have
DLoc : Loc(X ; Sp)
∼
→ Loc(X ; Sp),(3.3.4)
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and under DLoc we have the following change of functors:
f∗  f !, f ∈ all
f!  f∗, f ∈ fib.
We remark that (3.3.3) and (3.3.4) are the∞-categorical version of Verdier duality,
which are different from the usual Verdier duality that further uses the duality
functor on (cochain complexes of) vector spaces over a field (see [Lu3, Remark
5.5.5.2]). The above determines the dual version of (3.3.2):
Loc!∗ :Corr(SLCH)fib,all → Pr
L
st
X 7→ Loc(X ; Sp)
( Z
f
//
g

X
Y
) 7→ (g∗f
! : Loc(X ; Sp)→ Loc(Y ; Sp)),
which is also right-lax symmetric monoidal.
4. Quantization of the Hamiltonian
∐
n
BO(n)-action and the
J-homomorphism
In this section, we use sheaves of spectra to quantize the Hamiltonian
∐
n
BO(n)-
action and its “module” generated by the stabilization of L0 = graph(d(−
1
2 |q|
2))
in T ∗RM . This is an application of the various results that we have developed
in Section 2 concerning (commutative) algebra/module objects in Corr(C) and the
morphisms between them, for the case C = SLCH. We first list the relevant alge-
bra/module objects in Corr(SLCH)fib,all and morphisms between them, and then we
give a model of the J-homomorphism based on correspondences, and the quantiza-
tion result will be an immediate consequence of these.
4.1. The relevant algebra/module objects in Corr(SLCH)fib,all. Recall that
we let A denote for a quadratic form on RN whose symmetric matrix relative to
the standard basis of RN is idempotent. We equally view A as the eigenspace
of eigenvalue 1 of its symmetric matrix and in this way A is also regarded as an
element of
∐
n
BO(n).
We first define the Fin∗-object G
•
N in SLCH. Let
G
〈n〉
N = {(A1, · · · , An) : Ai ⊂ R
N , Aj ⊥ Ak for k 6= j}.
Here G
〈0〉
N = pt . For any f : 〈n〉 → 〈m〉 in N(Fin∗), define the associated morphism
G
〈n〉
N → G
〈m〉
N
(Ai)i∈〈n〉◦ 7→ (
⊕
i∈f−1(j)
Ai)j∈〈m〉◦ .
Here we take the convention that if f−1(j) = ∅, then
⊕
i∈f−1(j)
Ai = 0. It is easy to
see that G•N is a well defined Fin∗-object in SLCH.
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Lemma 4.1. The Fin∗-object G
•
N represents a commutative algebra object in
Corr(SLCH)fib,all in the sense of Theorem 2.6.
Proof. By Theorem 2.6, we just need to check that every diagram (2.3.7) is Carte-
sian and the vertical maps are in fib, for any active morphism f : 〈m〉 → 〈n〉, but
this is straightforward. 
Remark 4.2. We can also use a simplicial object G•N to represent the associative
algebra structure on GN in Corr(SLCH)fib,all. The Fin∗-object (resp. simplicial
object) G•N is not a commutative Segal object (resp. Segal object) in SLCH, but it
represents a commutative (resp. associative) algebra object in Corr(SLCH)fib,all.
Similarly to G•N , let
Ĝ
〈n〉
N,M ={(A1, · · · , An;q,q+
n∑
i=1
∂pAi(pi); t =
n∑
i=1
Ai(pi)) : pi ∈ R
M}
⊂ G
〈n〉
N ×R
M ×RM ×R
Equivalently, we can denote an element in Ĝ
〈n〉
N,M by
(A1, · · · , An;p1, · · · ,pn;q, t),pi ∈ Ai, t =
n∑
i=1
|pi|
2.
Note that lim
−→
N,M
Ĝ
〈1〉
N,M is the front projection of the (stabilized) conic Lagrangian
lifting of the graph of the Hamiltonian action of
∐
n
BO(n) (see the beginning of
Subsection 5.1 for the definition of conic Lagrangian liftings). For any f : 〈n〉 → 〈m〉
in N(Fin∗), we define
Ĝ
〈n〉
N,M → Ĝ
〈m〉
N,M
((Ai)i∈〈n〉◦ ;q,q+
n∑
i=1
∂pAi(pi); t =
n∑
i=1
Ai(pi))) 7→
((
⊕
i∈f−1(j)
Ai)j∈〈m〉◦ ;q,q+
∑
i∈f−1(〈m〉◦)
∂pAi(pi); t =
∑
i∈f−1(〈m〉◦)
Ai(pi)).
It is direct to check that Ĝ•N,M defines a Fin∗-object in SLCH.
Lemma 4.3. The Fin∗-object Ĝ
•
N,M defines a commutative algebra object in Corr(SLCH)fib,all
in the sense of Theorem 2.6, and the natural projection Ĝ•N,M → G
•
N , viewed as a
correspondence from Ĝ•N,M to G
•
N defines an algebra homomorphism from Ĝ
•
N,M
to G•N in Corr(SLCH)fib,all in the sense of Theorem 2.11.
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Proof. For the first part of the lemma, we just need to check that for any active
map f : 〈m〉 → 〈n〉 the following diagram
Ĝ
〈m〉
N,M
//

∏
i∈〈n〉◦
Ĝ
f−1(i)⊔{∗}
N,M

Ĝ
〈n〉
N,M
//
∏
i∈〈n〉◦
Ĝ
{i,∗}
N,M
is Cartesian in SLCH. This is easy to see, for the image of the bottom horizontal
map consists of (Ai,q,q + ∂pAi(pi), t = Ai(pi))1≤i≤n, where Ai, 1 ≤ i ≤ n are
mutually orthogonal, and the right vertical arrow further decomposes each Ai into
orthogonal pieces (or makes it 0 if f−1(i) = ∅).
For the second part of the lemma, we only need to check the diagram
Ĝ
〈n〉
N,M
//

∏
j∈〈n〉◦
Ĝ
{j,∗}
N,M

G
〈n〉
N
//
∏
j∈〈n〉◦
G
{j,∗}
N
is Cartesian in SLCH for each n. This is also straightforward. 
Let V G•N : N(Fin∗)→ SLCH be the Fin∗-object that takes 〈n〉 to the tautological
vector bundle on G
〈n〉
N , and we have an obvious isomorphism
V G
〈n〉
N
∼= {q = 0} ⊂ Ĝ
〈n〉
N,M .
Note that Ĝ•N,M
∼= V G•N × (R
M )const,•, where (RM )const,• is the constant Fin∗-
object mentioned in Remark 2.8 that gives a commutative algebra object in Corr(SLCH).
Since there is a canonical equivalence
Loc(ĜN,M ; Sp)
⊗c ≃ Loc(V GN ; Sp)
⊗c ,
where ⊗c represents the symmetric monoidal convolution structure induced after
taking Loc!∗, in the following quantization process, we will replace Ĝ
•
N,M by V G
•
N
without losing any information.
Lemma 4.4. The correspondence of Fin∗-objects G
•
N ← V G
•
N → G
•
N determines
an algebra endomorphism of the commutative algebra object in Corr(SLCH)fib,all cor-
responding to G•N .
Proof. This directly follows from Theorem 2.11. 
4.1.1. A module object Q̂•,†N,M of V G
•
N . Let Q̂
〈n〉†
N,M be the subvariety of G
〈n〉
N ×(GN×
RM ×RM ×R) consisting of points
(A1, · · · , An;A,q,q+
n∑
i=1
∂pAi(pi); s), s < −
1
2
|q|2 +A(q), A ⊥
⊕
i∈〈n〉◦
Ai.(4.1.1)
Here and after, we use the convention that for a simplicial object (resp. Fin∗-
object) C• in C that represents an associative (resp. commutative) algebra object
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in Corr(C), we regard C〈[1]〉 (resp. C〈1〉) as the underlying object of the algebra
object and denote it by C. Similar convention applies to module objects. For any
f : 〈n〉† → 〈m〉† in N(Fin∗,†), we let
Q̂
〈n〉†
N,M → Q̂
〈m〉†
N,M(4.1.2)
(A1, · · · , An;A,q,q+
n∑
i=1
∂pAi(pi); s) 7→
((
⊕
i∈f−1(j)
Ai)j∈〈m〉◦ ;A+
⊕
i∈f−1(†)\{†}
Ai,q+
∑
i∈f−1(†)\{†}
∂pAi(pi),
q+
∑
i∈f−1(〈m〉◦∪†)\†
∂pAi(pi); s+
∑
i∈f−1〈†〉\{†}
Ai(pi)).
In the following, for any A ∈
∐
n
BO(n), we use qA (resp. qA
⊥
) to denote the
orthogonal projection of q onto A (resp. the orthogonal complement of A).
Lemma 4.5.
(a) The map (4.1.2) is well defined, i.e. we have
s+
∑
i∈f−1(†)\{†}
Ai(pi) <−
1
2
|q+
∑
i∈f−1(†)\{†}
∂pAi(pi)|
2 +A(q+
∑
i∈f−1(†)\{†}
∂pAi(pi))
(4.1.3)
+
∑
i∈f−1(†)\{†}
Ai(q +
∑
j∈f−1(†)\{†}
∂pAj(pi)).
(b) For any active map f : 〈n〉† → 〈0〉† in N(Fin∗,†), the map
Q̂
〈n〉†
N,M → Q̂
〈0〉†
N,M
is in fib.
Proof. For (a), we only need to show the case for f : 〈n〉† → 〈0〉† an active map
in N(Fin∗,†). We will prove (a) and (b) simultaneously. For any fixed (A˜, q˜, s˜) ∈
GN×RM×Rs˜, we are going to solve for (A1, · · · , An,p1, · · · ,pn;A,q, s) satisfying
s+
∑
i
Ai(pi) = s˜, A⊕
⊕
i
Ai = A˜, q+
∑
i
2pi = q˜,
s < −
1
2
|q|2 +A(q).
This amounts to the inequality for Ai,pi, i = 1, · · · , n
s˜−
∑
i
Ai(pi) < −
1
2
|q˜−
∑
i
2pi|
2 + |q˜A|2
⇔s˜+
1
2
|q˜|2 − A˜(q˜) < −
∑
i
|q˜Ai − pi|
2.(4.1.4)
Only when
s˜+
1
2
|q˜|2 − A˜(q˜) < 0
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the inequality (4.1.4) has a solution. So (a) is established. The fiber over (A˜, q˜, s˜) ∈
Q̂
〈0〉†
N,M is the union of (open) disc bundles (or a point if A = A˜) over the partial flag
varieties of A˜
{(A1, · · · , An, A) : A⊕
⊕
i
Ai = A˜},
so (b) follows. 
Now it is easy to see that Q̂•,†N,M is a Fin∗,†-object. We have a natural map
Q̂
〈n〉†
N,M → V G
〈n〉
N
(A1, · · · , An;A,q,q+
n∑
i=1
∂pAi(pi); s) 7→ (A1, · · · , An;
n∑
i=1
∂pAi(pi); t =
n∑
i=1
Ai(pi)),
for each n, that defines a natural transformation Q̂•,†N,M → V G
•
N ◦ π†.
Lemma 4.6. The natural transformation Q̂•,†N,M → V G
•
N ◦ π† exhibits Q̂
•,†
N,M as a
module of V G•N in Corr(SLCH)fib,all.
Proof. By Theorem 2.21, we just need to show that for any active f : 〈n〉† → 〈m〉†,
the diagram
Q̂
〈n〉†
N,M

// (
∏
k∈〈m〉◦
V G
f−1(k)⊔{∗}
N )× Q̂
f−1(†)⊔{∗}
N,M

Q̂
〈m〉†
N,M
// (
∏
k∈〈m〉◦
V G
{k,∗}
N )× Q̂
{†,∗}
N,M
is Cartesian in SLCH. Writing things out explicitly, the bottom horizontal map is
(A1, · · · , Am;A,q,q+
m∑
i=1
∂pAi(pi); s) 7→
((Ak, ∂pAk(pk), tk = Ak(pk))k∈〈m〉◦ , (A,q,q; s))
and the right vertical map is
((Ak,jk )jk∈f−1(k);
∑
jk∈f−1(k)
∂pAk,jk(pk,jk ), tk)k∈〈m〉◦ ,
(Aα)α∈f−1(†)\†;A,q,q+
∑
α∈f−1(†)\†
∂pAα(pα); s) 7→
((
⊕
jk∈f−1(k)
Ak,jk ,
∑
jk∈f−1(k)
∂pAk,jk (pk,jk), tk)k∈〈m〉◦ ,
A+
∑
α∈f−1(†)\†
Aα,q+
∑
α∈f−1(†)\†
∂pAα(pα),q+
∑
α∈f−1(†)\†
∂pAα(pα), s+
∑
α∈f−1(†)\†
Aα(pα)).
It is then straightforward to see that the diagram is Cartesian. 
Let
Q0M = {(q, s) : s < −
1
2
|q|2} ⊂ RM ×R.
A HAMILTONIAN
∐
n
BO(n)-ACTION 57
Let (FNQ
0
M )
•,† be the free V G•N -module generated by Q
0
M . By the universal prop-
erty of free modules, a V G•N -module homomorphism from (FQ
0
M )
•,† to Q̂•,†N,M is
determined by a morphism Q0M → Q̂
〈0〉†
N,M in Corr(SLCH). Let
ψN,M : (FNQ
0
M )
•,† → Q̂•,†N,M(4.1.5)
denote for the V G•N -module homomorphism corresponding to the 1-morphism
{A = 0} ×Q0M
//

Q0M
Q̂
〈0〉†
N,M
,(4.1.6)
where the horizontal map is the identity map and the vertical map is the natural
embedding of the connected component of Q̂
〈0〉†
N,M defined by A = 0 (the unit of the
commutative algebra V G•N ). In particular, on the underlying module we have
(FNQ
0
M )
〈0〉† = V G
〈0〉†
N ×Q
0
M −→ Q̂
〈0〉†
N,M(4.1.7)
(A, ∂pA(p);q, s) 7→ (A,q+ ∂pA(p),q + ∂pA(p), s+A(p)).
Let πN,M : Q̂
〈0〉†
N,M → GN be the obvious projection.
The following statement is an immediate consequence of Lemma 4.5.
Lemma 4.7. The map (4.1.7) is a fiber bundle on each component of Q̂
〈0〉†
N,M iso-
morphic to the pullback bundle π−1N,MV GN .
4.1.2. Stabilization of the local system categories of GN , V GN and Q̂N,M . Let G
•,†
N
be the Fin∗,†-objects that represent G
•
N as a module of itself.
Lemma 4.8.
(a) The inductive system of Fin∗-objects in SLCH
X•0 →֒ · · ·X
•
N →֒ X
•
N+1 →֒ · · ·
for X = G, V G canonically defines a functor
X♣ : N
op → CAlg(Corr(SLCH)fib,all).
respectively.
(b) The inductive system of Iπ†-objects over (N×N)
≥dgnl in SLCH
· · · // Y •,†N,M

// Y •,†N ′,M ′

// · · ·
· · · // X•N ◦ π†
// X•N ′ ◦ π†
// · · ·
for (X,Y ) = (G,Q), (V G, Q̂) canonically defines a functor
(X♣, Y♣,♠) : ((N×N)
≥dgnl)op →ModN(Fin∗)(Corr(SLCH)fib,all).
respectively.
Proof. Part (a) follows from Proposition 2.16, and part (b) follows from Proposition
2.25. 
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By Lemma 4.8, under the right-lax symmetric monoidal functor
Loc!∗ : Corr(SLCH)fib,all → Pr
L
st,
we can form the limit in CAlg(PrLst):
Loc(X ; Sp)⊗
!
∗ := lim
←−
N
Loc(XN ; Sp)
⊗!∗
for X = G, V G. Similarly, we can form the limit in ModN(Fin∗)(PrLst)
(Loc(X ; Sp)⊗
!
∗ ,Loc(Y ; Sp)) := lim
←−
N,M
(Loc(XN ; Sp)
⊗!∗ ,Loc(YN,M ; Sp))
for (X,Y ) = (G,Q), (V G, Q̂).
Note that for X = G, V G,
X• = lim
−→
N
X•N
gives a commutative algebra object in Spc, so under the right-lax symmetric monoidal
functor LocSp! : Spc→ Pr
L
st, the local system category Loc(X, Sp) carries a natural
symmetric monoidal structure, denoted by Loc(X ; Sp)⊗c . Since for any active map
f : 〈m〉 → 〈n〉 in N(Fin∗), the morphism
X
〈m〉
N → X
〈n〉
N
is proper for any X = G, V G, the symmetric monoidal structure on Loc(X ; Sp)⊗
!
∗
agrees with the above.
Proposition 4.9. The commutative diagram over (N×N)≥dgnl ×∆2
(FN ′Q
0
M ′)
•,†

ψN′,M′
// Q̂•,†N ′,M ′
rr
(FNQ
0
M )
•,†

ψN,M
//
88♣♣♣♣♣♣♣♣♣♣♣
Q̂•,†N,M
;;✇✇✇✇✇✇✇✇✇
qq
V G•N ′ ◦ π†
V G•N ◦ π†
77♦♦♦♦♦♦♦♦♦♦♦♦
(4.1.8)
in Fun(N(Fin∗,†), SLCH) canonically determines a functor
Fψ :((N×N)
≥dgnl)op ×∆1 →ModN(Fin∗)(Corr(SLCH)fib,all)
(N,M ; 0) 7→ (V G•N , (FNQ
0
M )
•,†)
(N,M ; 1) 7→ (V G•N , Q̂
•,†
N,M).
Proof. The proposition follows immediately from Lemma 4.7 and Proposition 2.26.

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By Proposition 4.9 and passing to ModN(Fin∗)(PrLst) through Loc
!
∗, we have a
morphism (which is an isomorphism)
(id, ψ∗) : (Loc(V G; Sp)
⊗c ,Loc(V G×Q0; Sp))→ (Loc(V G; Sp)
⊗c ,Loc(Q̂; Sp)).
(4.1.9)
4.2. The J-homomorphism and quantization result. Recall that the corre-
spondence (4.1.6) induces a V G•N -module homomorphism inMod
N(Fin∗)(Corr(SLCH)fib,all)
from the free module generated by Q0M , denoted by (FNQM )
•,†, to the module
Q̂•,†N,M . Using Proposition 4.9 and passing to Mod
N(Fin∗)(PrLst) through the right-
lax symmetric monoidal functor Loc!∗, we can define a functor
Loc(Q0; Sp)→ Loc(V G×Q0; Sp)→ Loc(Q̂; Sp)(4.2.1)
that determines a morphism from the free module of Loc(V G; Sp)⊗c generated by
Loc(Q0; Sp) to the module Loc(Q̂; Sp) of Loc(V G; Sp)⊗c . The first arrow in (4.2.1)
is the exterior tensor with the monoidal unit of Loc(V G; Sp)⊗c (i.e. the constant
sheaf S supported at the unit of V G), and the second arrow is ψ∗ (4.1.9). We
denote the resulting morphism in ModN(Fin∗)(PrLst) by
FQ0 : (Loc(V G; Sp)
⊗c ,Loc(V G; Sp)⊗ Loc(Q0; Sp)) −→ (Loc(V G; Sp)⊗c ,Loc(Q̂; Sp))
F ⊗ R 7→ ψ∗(F ⊠ R)
Consider the diagram of objets in ModN(Fin∗)(PrLst)
(Loc(V G; Sp)⊗c ,Loc(V G; Sp)⊗c ⊗ Loc(Q0; Sp))
FQ0
// (Loc(V G; Sp)⊗c ,Loc(Q̂; Sp))
(Loc(G; Sp)⊗c ,Loc(G; Sp)⊗c ⊗ Loc(Q0; Sp))
p∗
OO
.
The composition FQ0 ◦p
∗ is clearly an isomorphism inModN(Fin∗)(PrLst). Moreover,
there is a canonical identification
(Loc(G; Sp)⊗c ,Loc(G; Sp)⊗ Loc(Q0; Sp) ≃ (Loc(G; Sp)⊗c ,Loc(Q̂; Sp)),
which follows from that Q0 is contractible and Q̂ is isomorphic to G as a G-module
in Spc, and it is easy to see that under this identification FQ0 ◦ p
∗ induces the
identity functor on Loc(Q̂; Sp), the common underlying category of the modules.
Therefore, we have:
Proposition 4.10. There is a natural isomorphism in ModN(Fin∗)(PrLst)
FQ0 ◦ p
∗ : (Loc(G; Sp)⊗c ,Loc(Q̂; Sp))→ (Loc(V G; Sp)⊗c ,Loc(Q̂; Sp)),(4.2.2)
which induces the identity functor on the common underlying module category
Loc(Q̂; Sp).
We state a well known result (cf. [MMSS, Section 22]).
Proposition 4.11. For any K⊗ ∈ CAlg(Spc×), we have a canonical equivalence
CAlg(Loc(K; Sp)⊗c)
∼
→ Funright-lax(K⊗, Sp⊗)(4.2.3)
F 7→ (x 7→ ι!xF).
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Let̟V G be the commutative algebra object in Loc(V G; Sp)
⊗c,! that corresponds
to the symmetric monoidal functor
V G⊗ → pt⊗ → Sp⊗,
where the latter map takes pt⊗ to the monoidal unit, the sphere spectrum.
Proposition/Definition 4.12. Under the canonical equivalence
p∗ : Loc(V G; Sp)
⊗c ≃ Loc(G; Sp)⊗c ,
the commutative algebra object p∗̟V G corresponds to the J-homomorphism
J : G⊗ → Pic(S)⊗
through (4.2.3).
Proof. A model of J as an infinite loop space map from G to Pic(S) is given as
follows (cf. [Lu4] for the complex J-homomorphism). Let Vect≃R be the topolog-
ically enriched category of real finite dimensional vector spaces, with morphisms
being linear isomorphisms. The direct sum of vector spaces makes N(Vect≃R) into
a symmetric monoidal ∞-groupoid. For any V ∈ Vect≃R, let V
c be the one-point
compactification of V . The functor V 7→ Σ∞V c of forming S-lines determines the
symmetric monoidal functor
J : N(Vect≃R)
⊗ → Pic(S)⊗.(4.2.4)
By Proposition 4.11, p∗̟V G gives a right-lax symmetric monoidal functor
G⊗ → Sp⊗,
V 7→ ι!V p∗̟V G.
By definition, the above is symmetric monoidal and factors through Pic(S)⊗. It
agrees with (4.2.4) because both of them are defined using the following data
(i) the symmetric monoidal functor p : V G⊗ → G⊗,
(ii) the functoriality of forming S-lines, which is encoded in p∗̟V G (as a
cosheaf).

For any H⊗ ∈ CAlg(Spc×) and X ∈ Spc an H-module, we have Loc(X ; Sp) a
Loc(H ; Sp)⊗c -module. Let a : H ×X → X denote for the action map. We call any
object in Fun(H⊗,Pic(S)⊗) a character of H (in S-lines).
Definition 4.13. For any χ ∈ Fun(H⊗,Pic(S)⊗), we define Loc(X ; Sp)χ to be the
full (stable) subcategory of Modχ(Loc(X ; Sp)) consisting of χ-modules L satisfying
that the structure map
χ⊠ L→ a!L
is an equivalence in Loc(H × X ; Sp). We call any object in Loc(X ; Sp)χ a χ-
equivariant local system on X .
Lemma 4.14. If X ≃ H is an H-torsor, i.e the free module of H generated by
a point, then there is a canonical equivalence between the (stable ∞-)category of
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χ-equivariant local systems on X and the category of local systems on a point, i.e.
Sp, via
Loc(pt ; Sp)→ Loc(X ; Sp)χ,
R 7→ χ⊗
S
R
whose inverse is pullback along the inclusion ιpt : pt →֒ X that exhibits X as a free
H-module.
Proof. First, consider the sequence of H-module maps
H × pt
id×ιpt
→֒ H ×X
a
→ X
which exhibits X as an H-torsor. Given a χ-equivariant local systemM on H , from
definition, we have
(id× ιpt )
!a!M ≃ χ⊠ ι!ptM,
which implies that M is isomorphic to χ ⊗
S
R where R is the costalk of M at the
image of ιpt . Then the lemma follows. 
A direct consequence of Proposition 4.10 and the above identification of J with
p∗̟V G is the following:
Corollary 4.15.
(a) For any S-module R, the local system ψ∗(̟V G ⊠ R) ∈ Loc(Q̂; Sp) as an ̟V G-
module is corresponding to the J-equivariant local system J ⊠R, under the natural
isomorphism FQ0 ◦ p
∗ (4.2.2).
(b) The correspondence
V G×Q0
πQ0
##❍
❍❍
❍❍
❍❍
❍❍
❍
ψ
{{✇✇
✇✇
✇✇
✇✇
✇✇
Q̂ Q0
induces a canonical equivalence
Loc(Q0; Sp)
∼
−→ Loc(Q̂; Sp)J
through the functor ψ∗π
!
Q0 .
Thus, we have achieved the desired quantization results on the Hamiltonian∐
n
BO(n)-action on lim
−→
N
T ∗RN and its “module” generated by the stabilization of
L0: the Hamiltonian
∐
n
BO(n)-action is canonically quantized by the dualizing
sheaf ̟V G as a commutative algebra object in Loc(V G; Sp)
⊗c , and the “module”
generated by the stabilization of L0 is quantized by the objects in the stable ∞-
category of J-equivariant local systems on Q̂.
5. Morse transformations and applications to stratified Morse
theory
In this section, we introduce the notion of Morse transformations associated to
a (germ of) smooth conic Lagrangian, which is a special class of contact trans-
formations that has intimate relation with stratified Morse functions. We give a
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classification of (stabilized) Morse transformations, then we apply the quantization
results from the previous section to give an enrichment of the main theorem in
stratified Morse theory by the J-homomorphism.
5.1. Morse transformations. For any smooth manifold X , let T ∗,<0(X × Rt)
denote the open half of T ∗(RM × Rt0) consisting of covectors whose components
in dt are strictly negative. We implicitly assume that all the geometric objects and
maps are taken in an analytic-geometric category, e.g. we can assume that they
are subanalytic. For an exact Lagrangian submanifold L ⊂ T ∗X (not necessarily
closed), a conic Lagrangian lifting L of L is a conic Lagrangian in T ∗,<0(X ×Rt)
such that its projection to T ∗X is L and the 1-form −dt + α|L vanishes. Note
that the conic Lagrangian liftings of L are essentially unique up to a shift of a
constant in the t-coordinate. Moreover, if the exact Lagrangian L is in general
position, i.e. its projection to X is finite-to-one, then any conic Lagrangian lifting
L is determined by its front projection in X×Rt, i.e. its image under the projection
T ∗,<0(X×Rt)→ X×Rt to the base. For example, if the front projection of L is a
smooth hypersurface, then L is just half of the conormal bundle of the hypersurface
contained in T ∗,<0(X ×Rt), and we say it is the negative conormal bundle of the
smooth hypersurface.
Let (L, (0, p0)) be a germ of smooth Lagrangian (in general position) in T
∗RM
with center (0, p0) and let (L, (0, p0; t0 = 0,−dt0)) be the germ of a conic La-
grangian lifting of (L, (0, p0)) in T
∗,<0(RM × Rt0). Following [KaSc], a germ of
a contact transformation with respect (0, p0; t0 = 0,−dt0) is a germ of conic La-
grangian L01 ⊂ (T ∗,<0(RM × Rt0))
− × T˚ ∗(RM × Rt1) such that L01 induces a
conic symplectomorphism from a germ of open set in T ∗,<0(RM × Rt0) centered
at (0, p0; t0 = 0,−dt0) to a germ of open set in T˚ ∗(RM ×Rt1), where T˚
∗X means
the cotangent bundle with the zero-section deleted for any X . In the following, any
(conic) Lagrangian is understood as a germ of (conic) Lagrangian, and any contact
transformation is understood as a germ of contact transformation, unless otherwise
specified.
It is proved in [KaSc] that there exists a contact transformation L01 such that
L01 is locally the conormal bundle of a smooth hypersurface near the center, and
it corresponds to a conic symplectomorphism which takes (L, (0, p0; t0 = 0,−dt0))
to a conic Lagrangian that is locally the conormal bundle of a smooth hypersurface
in RM × Rt1 . We call such a contact transformation a Morse transformation
with respect to (L, (0, p0; t0 = 0,−dt0)). The space of Morse transformations form
an open dense subset in the space of all contact transformations with respect to
(0, p0; t0 = 0,−dt0). There is an obvious action by the group of diffeomorphisms of
RM ×Rt1 on the space of Morse transformations.
We state some useful facts about the space of Morse transformations modulo
the action by Diff(RM × Rt1). In particular, we will assume that the image of
(0, p0; t0 = 0,−dt0) is a fixed point (0, p1; t1 = 0,−dt1) in T ∗,<0(RM ×Rt1). For
any cotangent bundle involved, we let π denote for its projection to the base. Let
AL(0,p0) be the quadratic form on π∗T(0,p0)L determined by the linear Lagrangian
T(0,p0)L in T(0,p0)(T
∗RM ). We will equally view AL(0,p0) as a quadratic form on
π∗T(0,p0;t0=0,−dt0)L as a linear subspace in R
M ×Rt0 .
Proposition 5.1.
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(a) The space of Morse transformations L01 with respect to (L, (0, p0; t0 = 0,−dt0))
modulo the action of Diff(RM×Rt) is canonically homotopy equivalent to the space
of quadratic forms AS on π∗T(0,p0)L satisfying that AS −AL(0,p0) is nondegenerate.
(b) For each quadratic form AS as above, viewed as a quadratic form on π∗T(0,p0;t0=0,−dt0)L
as well, it corresponds to a Morse transformation given by the negative conormal
bundle (negative in dt1) of
t1 − t0 − p1 · q1 + p0 · q0 + AS(q0)− q0 · q1 = 0,(5.1.1)
where p0, p1 are fixed and AS(q0) is from extending by zero along the orthogonal
complement of π∗T(0,p0;t0=0,−dt0)L in R
M ×Rt0 .
(c) For two (globally defined) quadratic forms AS,1 and AS,2 on R
M , the negative
conormal bundle of the hypersurface (5.1.1) for AS,i determines a symplectomor-
phism Φi on T
∗RM , respectively. Let H12(q1,p1) = (AS,2 − AS,1)(p1 − p1) and
ϕ1H12 be the time-1 map of the Hamiltonian flow of H12. Then
Φ2 = ϕ
1
H12 ◦ Φ1.
Proof. Since a germ of a contact transformation is determined by the tangent space
of its center up to a contractible space of homotopies, (a) and (b) are linear problems
and can be solved using a similar consideration as in the proof of [KaSc, Proposition
A.2.6]. We leave the details as an exercise for the reader.
For (c), if we write down the negative conormal of (5.1.1) explicitly,
(t0, dt0,q0, (−p0 − ∂q0AS(q0) + q1) · dq0; t1,−dt1,q1, (p1 + q0) · dq1),
then we see that it corresponds to the symplectomorphism on T ∗RM given by
(q0,p0) 7→ (−p0 + p0 + ∂q0AS(q0),q0 + p1).
Thus (c) follows. 
Note that when p0, p1 and AS(q0) are all zero, the contact transformation (5.1.1)
gives the Fourier transform on T ∗RM .
5.2. The relevant localization of sheaf categories. For a germ of smooth conic
Lagrangian (L, (0, p1; t1 = 0,−dt1)) in T ∗,<0(RM ×Rt0) as above, we can choose a
diffeomorphism between a sufficiently small ball containing the front projection of
L with RM ×Rt0 which is the identity near the origin and sends negative covectors
to negative covectors, so then the germ of front is sent to a closed front inRM×Rt0.
Let L˜ be the conic Lagrangian determined by the resulting front. For any interval
in I ⊂ (−∞,∞), we have a correspondence
RM ×Rt × I
π12
''❖
❖❖
❖❖
❖❖
❖❖
❖❖
mI
ww♦♦
♦♦
♦♦
♦♦
♦♦
♦
RM ×Rt RM ×Rt
where π12 is the projection to the first two factors and mI is the addition operation
Rt × I → Rt and projection in RM . We define the convolution functor TI to be
TI = (mI)!π
∗
12 : Shv(R
M ×Rt; Sp)→ Shv(R
M ×Rt; Sp).
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The convolution functor T(−∞,0] defines a localization functor which corresponds to
the localizing subcategory Shv≥0(RM × Rt0 ; Sp). The above procedure produces
(canonically) equivalent localized sheaf categories
Shv
L˜∪T∗,≥0(RM×Rt0 )
(RM ×Rt0 ; Sp)/Shv
≥0(RM ×Rt0 ; Sp)(5.2.1)
regardless of the choice of the diffeomorphism. Hence, we will abuse notation and
use Shv0L(R
M×Rt0 ; Sp) to denote the localized category in (5.2.1) without reference
to any particular choice of L˜.
Given any Morse transformationL01 sending (L, (0, p0; t0 = 0,−dt0)) to (L1, (0, p1; t1 =
0,−dt1)), it determines a (global) correspondence
π(L01)
p0
%%▲
▲▲
▲▲
▲▲
▲▲
▲
p1
yyrr
rr
rr
rr
rr
RM ×Rt1 R
M ×Rt0
that induces an equivalence of localized sheaf categories
(p1)∗p
!
0 : Shv
0
L(R
M ×Rt0 ; Sp) ≃ Shv
0
L1
(RM ×Rt1 ; Sp).
In particular, since by assumption L1 is the negative conormal bundle of a germ
of smooth hypersurface defined by f(q1, t1) = 0, the latter category is canonically
equivalent to Loc({f(q1, t1) < 0} ∩Bǫ(0); Sp) ≃ Sp.
If we drop the condition s < − 12 |q|
2 + A(q) in (4.1.1), then we can view GN ×
RM × Rs as the underlying space of a V G•N -module in Corr(SLCH)fib,all, and we
have a natural morphism of V G•N -modules
ιN,M : Q̂N,M →֒ GN ×R
M ×R.
Let LQ̂N,M be the negative conormal of the boundary of Q̂N,M in GN ×R
M ×Rs.
Then Shv0LQ̂N,M
(GN ×RM×Rs; Sp) is equivalent to the essential image of (ιN,M )∗.
Since ιN,M is open and for any (N
′,M ′) ≥ (N,M) the diagram
Q̂N,M //

Q̂N ′,M ′

GN ×RM ×Rs // GN ′ ×RM
′
×Rs
is Cartesian, a direct application of Proposition 2.26 gives an isomorphism
lim←−
N,M
(ιN,M )∗ :
(Loc(V G; Sp)⊗c ,Loc(Q̂; Sp))
∼
→ (Loc(V G; Sp)⊗c , lim
←−
N,M
Shv0LQ̂N,M
(GN ×R
M ×Rs; Sp))
in ModN(Fin∗)(PrLst). Similarly, let LQ0M denote for the negative conormal of the
boundary of QM0 . Then we have a canonical equivalence
Loc(Q0; Sp)
∼
→ lim
←−
M
Shv0L
Q0
M
(RM ×Rs; Sp).
Now we can rewrite Proposition 4.10 in the following form.
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Corollary 5.2. There is a natural isomorphism in ModN(Fin∗)(PrLst)
FQ0 ◦ p
∗ : (Loc(G; Sp)⊗c , lim
←−
N,M
Shv0LQ̂N,M
(GN ×R
M ×Rs; Sp))(5.2.2)
∼
→ (Loc(V G; Sp)⊗c , lim
←−
N,M
Shv0LQ̂N,M
(GN ×R
M ×Rs; Sp)).
that induces the identity functor on the common underlying module category
lim
←−
N,M
Shv0LQ̂N,M
(GN ×RM ×Rs; Sp).
5.3. Composite correspondences. Let (L, (0, p0)) be a germ of smooth La-
grangian in T ∗RM+k, whose tangent space at (0, p0) intersect the tangent space
of the cotangent fiber in dimension k, equivalently dimπ∗T(0,p0)L = M . We will
view π∗T(0,p0)L
∼= RM as a subspace of RM+k and we will think of RM+k as the
product (π∗T(0,p0)L)× (π∗T(0,p0)L)
⊥.
In the following, to make the exposition simpler, we assume without loss of
generality that p0 = 0 and p1 = 0. Note from (5.1.1), the shift of p0 and p1 to 0
only changes (5.1.1) by a linear function in q0,q1, so it does not cause any essential
difference. Assume that we have chosen AS as in Proposition 5.1 (a) such that
AS −AL(0,0) = −
1
2
|q0|
2(5.3.1)
for q0 in π∗T(0,0)L, and let L01 be the corresponding Morse transformation (i.e.
the negative conormal of (5.1.1)). It is easy to check that the resulting germ of
Lagrangian (L1, (0, 0)) has tangent space T(0,0)L1 equal to the tangent space at
(0, 0) of the graph of the differential of − 12 |projRMq0|
2, where projRM means the
orthogonal projection to RM ∼= π∗T(0,0)L. Motivated by Proposition 5.1 (c), we
consider the following diagram of composite correspondences (from right to left):
X012=(V GN×R
M+k
q1
×Rt1) ×
R
M+k
q1
×Rt1
π(L01)
uu❦❦❦
❦❦❦
❦❦❦
❦❦❦
((◗
◗◗◗
◗◗◗
◗◗
◗◗
V GN×R
M+k
q1
×Rt1
p0,V GN
**❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚
p1,V GN
xxqq
qq
qq
qq
qq
π(L01)
p0,AS
  
❅❅
❅❅
❅❅
❅❅
p1,AS
uu❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
GN×R
M+k
q˜1
×Rt˜1
RM+kq1
×Rt1 R
M+k
q0
×Rt0 ,
(5.3.2)
where p0,AS , p1,AS are the natural projections, and
p0,V GN : (A,p,q1, t1) 7→ (q1, t1),
p1,V GN : (A,p,q1, t1) 7→ (A, q˜1 = q1 + 2p, t˜1 = t1 +A(p)).
Let
π˜N,M : X012 = (V GN ×R
M+k
q1
×Rk) ×
RM+k×Rt1
π(L01)→ GN ×R
M+k ×Rt0 ×R
M+k ×Rt˜1
(A,p, t0, t1,q0,q1) 7→ (A, t0, t˜1 = t1 +A(p),q0, q˜1 = q1 + 2p)
be the projection. Let HAS ,GN denote for the hypersurface
t˜1 − t0 + (AS +A)(q0)− q˜1 · q0 = 0, A ∈ GN(5.3.3)
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in GN ×RM+k ×Rt0 ×R
M+k ×Rt˜1 , and consider the (global) correspondence
HAS,GN
p0,HAS,GN
&&◆
◆◆
◆◆
◆◆
◆◆
◆◆p1,HAS,GN
vv♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
GN ×R
M+k
q˜1
×Rt˜1 R
M+k
q0
×Rt0 ,
(5.3.4)
where p0,HAS,GN and p1,HAS,GN are the obvious projections. Let L1,GN be the conic
Lagrangian in T ∗,<0(GN ×RM+k ×Rt˜1) assembled from the family of (germs of)
conic Lagrangians in T ∗,<0(RM+k×Rt˜1) which are the image of L under the family
of Morse transformations given by the negative conormal of (5.3.3) over A ∈ GN .
Lemma 5.3. We have πN,M is proper and
(π˜N,M )!SX012 ≃ SHAS,GN
in
Shv(GN ×R
M+k
q˜1
×Rt˜1 ×R
M+k
q0
×Rt0 ; Sp)/Shv
≥0(GN ×R
M+k
q˜1
×Rt˜1 ×R
M+k
q0
×Rt0 ; Sp).
Therefore, we have a canonical isomorphism of functors
(p1,HAS,GN )∗p
!
0,HAS,GN
≃ (p1,V GN )∗p
!
0,V GN (p1,AS )∗p
!
0,AS :
Shv0L(R
M+k
q0
×Rt0)→ Shv
0
L1,GN
(GN ×R
M+k
q˜1
×Rt˜1).
Proof. We look at the image and the fibers of π˜N,M . Fixing (A, t0, t˜1,q0, q˜1) in the
target, the fiber over it consists of points satisfying the equation
t˜1 − t0 +AS(q0)− q˜1 · q0 + 2p · q0 −A(p) = 0
⇔|p− qA0 |
2 = t˜1 − t0 +AS(q0)− q˜1 · q0 + |q
A
0 |
2.
So the image of π˜N,M is along
t˜1 − t0 +AS(q0)− q˜1 · q0 + |q
A
0 |
2 ≥ 0,(5.3.5)
and the fiber is a point (resp. a sphere) when (5.3.5) is an equality (resp. inequality).
Hence the lemma easily follows. 
Note that (L1, (0, 0; t1 = 0,−dt1)) has the same tangent space as LQ0M ×T
∗
Rk
Rk
at (0, 0; t1 = 0,−dt1), thus we have a commutative diagram
Shv0L1(R
M+k
q1
×Rt1 ; Sp)
(p1,V GN )∗p
!
0,V GN

∼ // Shv0L
Q0
M
(RM ×R; Sp)
(ψN,M)∗π
!
Q0
M

Shv0L1,GN
(GN ×R
M+k
q˜1
×Rt˜1 ; Sp)
∼ // Shv0LQ̂N,M
(GN ×RM ×R; Sp),
(5.3.6)
which represents a canonical isomorphism between the left vertical arrow and the
right vertical arrow as objects in Fun(∆1,PrLst).
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5.4. The process of stabilization. Now consider the family of (5.3.2) over (N×
N)≥dgnl(N,M)/:
(i) For each (N ′,M ′) ≥ (N,M), set
LM
′
= L× T ∗
RM
′−MR
M ′−M ⊂ T ∗RM
′+k,
AM
′
S (q0) = AS(projRM+kq0)−
1
2
|projRM′−Mq0|
2.
and let
LM
′
01 ⊂ (T
∗,<0(RM
′+k
q0
×Rt0))
− × T ∗,<0(RM
′+k
q1
×Rt1)
be the negative conormal bundle of
t1 − t0 +A
M ′
S (q0)− q0 · q1 = 0.
The factors RM+k, V GN and GN in the entries of (5.3.2) are replaced by
RM
′+k, V GN ′ and GN ′ , respectively. The morphisms pi,V GN and pi,AS in
the diagram are replaced by their obvious extensions, denoted by pi,V GN′
and pi,AM′S
respectively.
(ii) For each morphism (N1,M1) ≤ (N2,M2) in (N×N)
≥dgnl
(N,M)/, the connecting
morphisms between the corresponding entries in the diagrams (5.3.2) are
the obvious embeddings induced from
RM1+k →֒ RM2+k, V GN1 →֒ V GN2 , GN1 →֒ GN2 .
First, for each (N1,M1) ≤ (N2,M2), the diagram
V GN1 ×R
M1+k
q1
×Rt1
p1,V GN1



// V GN2 ×R
M2+k
q1
×Rt1
p1,V GN2

GN1 ×R
M1+k
q˜1
×Rt˜1


// GN2 ×R
M2+k
q˜1
×Rt˜1
is Cartesian.
Second, we look at the following diagram for (N1,M1) ≤ (N2,M2):
π(LM101 ) 
y
ι01,M1
++❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
p
1,A
M1
S

❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁
ιM1
&&▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼
YM1,M2 //

J
π(LM201 )
p
1,A
M2
S

RM1+kq1 ×Rt1


q1,M1
// RM2+kq1 ×Rt1
(5.4.1)
in which
YM1,M2 = {t1 − t0 +A
M1
S (projRM1+kq0)−
1
2
|projRM2−M1q0|
2 − q1 · projRM1+kq0 = 0}
⊂ RM2+kq0 ×R
M1+k
q1
×Rt0 ×Rt1 ,
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and ιM1 : π(L
M1
01 ) → YM1,M2 represents the deficiency of the outer square from
being Cartesian. Since the projection
π˜Y,M1,M2 :YM1,M2 → R
M1+k
q0
×RM1+kq1 ×Rt1
(q0,q1, t0, t1) 7→ (projRM1+kq0,q1, t0, t1)
behaves similarly as π˜N,M (see the proof of Lemma 5.3) in the sense that its image
is
{t1 − t0 +A
M1
S (q0)− q1 · q0 = r, r ≥ 0} ⊂ R
M1+k
q0
×RM1+kq1 ×Rt1 ,
with fiber either a point or a sphere given by 12 |projRM2−M1q0|
2 = r, we have
(π˜Y,M1,M2)!SYM1,M2 ≃ Sπ(LM101 )
in Shv0
L
M1
01
(RM1+kq0 ×R
M1+k
q1 ×Rt1 ; Sp). Therefore, we have a canonical isomorphism
of functors
(p
1,A
M1
S
)∗ι
!
01,M1 ≃ 
!
q1,M1(p1,AM2S
)∗ :
Loc(π(LM201 ); Sp) ≃ Shv
0
L
M2
01
(RM2+kq0 ×R
M2+k
q1
×Rt1 ×Rt0 ; Sp)→ Shv
0
L
M1
1
(RM1+kq1 ×Rt1 ; Sp).
Similarly, we can consider the family of diagrams (5.3.4) over (N × N)≥dgnl(N,M)/,
where for each (N ′,M ′), HAS ,GN is replaced by HAM′S ,GN′
(defined in (5.3.3)),
RM+k
q˜1
is replaced by RM
′+k
q˜1
, and GN is replaced by GN ′ . The connecting mor-
phisms over (N1,M1)→ (N2,M2) are directly induced from the embeddingsGN1 →֒
GN2 and R
M1+k →֒ RM2+k. Similar to (5.4.1), the diagram
H
A
M1
S ,GN1

 ιH,M1,M2 //
p1,H
A
M1
S
,GN1

H
A
M2
S ,GN2
p1,H
A
M2
S
,GN2

GN1 ×R
M1+k
q˜1
×Rt˜1


G,N1,N2
// GN2 ×R
M2+k
q˜1
×Rt˜1
is not Cartesian, but the deficiency of it from being Cartesian induces an invertible
2-morphism on the localized sheaf categories, hence we have a canonical isomor-
phism of functors
(p1,H
A
M1
S
,GN1
)∗ι
!
H,M1,M2 ≃ 
!
G,N1,N2(p1,HAM2
S
,GN2
)∗ :
Loc(H
A
M2
S ,GN2
; Sp)→ Shv0LQ̂N2,M2
(GN2 ×R
M2+k
q˜1
×Rt˜1 ; Sp).
Now applying the dual version of ShvSppropall,all (whose target is Pr
R
st) to the family
of diagrams over (N×N)≥dgnl(N,M)/, passing to the localized sheaf categories and taking
limits over (N×N)≥dgnl(N,M)/, we get a canonical isomorphism of functors
(p1,HAst
S
,G
)∗p
!
0,HAst
S
,G
≃ (p1,V G)∗p
!
0,V G(p1,AstS )∗p
!
0,AstS
:
lim
←−
M ′
Shv0
LM
′ (RM
′+k
q0
×Rt0 ; Sp)→ lim←−
N ′,M ′
Shv0L1,G
N′
(GN ′ ×R
M ′+k
q˜1
×Rt˜1 ; Sp).
Lastly, using diagram (5.3.6) and Corollary 4.15, we immediately get the follow-
ing:
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Theorem 5.4. The correspondences (5.3.4) for allM ′ ≥ N ′ give rise to a canonical
equivalence
lim
←−
M ′
Shv0
LM
′ (RM
′+k ×Rt0 ; Sp)
∼
−→Loc(Q̂; Sp)J ≃
( lim
←−
N,M
Shv0LQ̂N,M
(GN ×R
M ×Rs; Sp))
J .
5.5. Compatibility among different choices of AS. In this subsection, we
briefly discuss the compatibility of the above results for the particular choice of
AS (5.3.1), especially Theorem 5.4, with other choices of AS by adding to it some
A ∈ GN . We will go into more details of this in [Jin].
For any A ∈ GN , we define the Fin∗-object (GA
⊥
N )
• in SLCH to be
(GA
⊥
N )
〈n〉 = {(A1, · · · , An) ∈ G
〈n〉
N : Ai ⊥ A, i = 1, · · · , n}.
Similarly, we define
(V GA
⊥
N )
• = (V GN )
• ×
G•N
(GA
⊥
N )
•.
It is clear that the obvious inclusions
ι
GA
⊥
N
: (GA
⊥
N )
• →֒ G•N
ι
V GA
⊥
N
: (V GA
⊥
N )
• →֒ V G•N
thought as correspondences
(GA
⊥
N )
• id← (GA
⊥
N )
• →֒ G•N
(V GA
⊥
N )
• id← (V GA
⊥
N )
• →֒ V G•N
induce morphisms in CAlg(Corr(SLCH)fib,all), which induce a commutative diagram
of equivalences
Loc(V G; Sp)⊗c
ι!
VGA
⊥
//
π∗

Loc(V GA
⊥
; Sp)⊗c := lim←−
N
Loc(V GA
⊥
N ; Sp)
⊗c
πA
⊥
∗

Loc(G; Sp)⊗c
ι!
GA
⊥
// Loc(GA
⊥
; Sp)⊗c := lim
←−
N
Loc(GA
⊥
N ; Sp)
⊗c .
Let
Q̂A
⊥
N,M = {(A1,q, s) ∈ G
A⊥
N ×R
M ×Rs : s < −
1
2
|q|2 + (A1 +A)(q)},
Q0,AM = {(q, s) ∈ R
M ×Rs : s < −
1
2
|q|2 +A(q)}.
Consider the following Cartesian diagram
V GA
⊥
N ×A×Q
0
M


0
M,A
//
ψM,A

V GN ×Q0M
ψM

Q̂A
⊥
N,M

 ̂M,A
// Q̂N,M
,(5.5.1)
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where
0M,A : (A1,p1,p ∈ A,q, s) 7→ (A1,p1,q, s),
̂M,A : (p, A1,q, s) 7→ (A1 ⊕A,q, s+A(p))
ψM,A : (A1,p1,p ∈ A,q, s) 7→ (p, A1 ⊕A,q+ p1, s+A1(p1)).
We view V GA
⊥
N × A × Q
0
M (resp. V GN × Q
0
M ) as a free module of (V G
A⊥
N )
•
(resp. V G•N ) in Corr(SLCH)fib,all generated by A × Q
0
M (resp. Q
0
M ), and Q̂
A⊥
N,M
(resp. Q̂N,M ) as a module of (V G
A⊥)• (resp. V G•) as in Lemma 4.6. The induc-
tive system of (5.5.1) under inclusions over (N × N)≥dgnl gives rise to a functor
[1] × [1]op → Fun(Iπ† ,C) (with [1]
op corresponding to the horizontal arrows) that
satisfies the properties in Proposition 2.26, hence applying the right-lax symmetric
monoidal functor Loc!∗ to the diagram and taking limit over (N×N)
≥dgnl, we get
a commutative diagram in ModN(Fin∗)(PrLst):
(Loc(V G; Sp)⊗c ,Loc(V G×Q0))
(0A)
!
//
(ψA)∗

(Loc(V GA
⊥
; Sp)⊗c ,Loc(V GA
⊥
×A×Q0))
ψ∗

(Loc(V G; Sp)⊗c ,Loc(Q̂))
̂!A // (Loc(V GA
⊥
; Sp)⊗c ,Loc(Q̂A
⊥
; Sp))
.
This canonically induces a commutative diagram of isomorphisms inModN(Fin∗)(PrLst)
( Loc(V G;Sp)
⊗c ,
Loc(V G;Sp)⊗c⊗Loc(Q0;Sp)
) //

( Loc(V G
A⊥ ;Sp)⊗c ,
Loc(V GA
⊥
;Sp)⊗c⊗Loc(A×Q0;Sp)
)

(Loc(V G; Sp)⊗c ,Loc(Q̂; Sp)) // (Loc(V GA
⊥
; Sp)⊗c ,Loc(Q̂A
⊥
; Sp))
,
which further induces a commutative diagram of equivalences
lim
←−
M ′
Shv0
LM
′ (RM
′+k ×Rt0 ; Sp)
∼ // Loc(Q0; Sp)
∼ //
∼
''◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
Loc(Q̂; Sp)J
∼

Loc(Q̂A
⊥
; Sp)J
.
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