A new result for stability of Markov semigroups is presented. We apply this result to the equation of the passive tracer in a compressible random flow showing that the velocity of a particle converges weakly to some random vector.
Introduction
The main aim of this paper is to show the utility of lower bound technique in the theory of Markov semigroups acting on measures. For the first time this technique was used by Lasota and Yorke in [10] . The authors proved therein the existence and uniqueness of an absolutely continuous invariant measure for the Frobenius-Perron operator corresponding to piecewise monotonic transformations (see [10] ). The methods developed by Lasota and Yorke were applied to Markov operators and semigroups of Markov operators defined on densities (see [9] and the references therein).
Lower bound technique demonstrates its utility in examining Markov semigroups acting on measures as well (see [11] ).
Our paper is closely related to paper [8] where we established sufficient conditions for the existence of an invariant measure for Markov semigroups. Here we extend these results and formulate criteria for stability. We also prove some results concerning the sweeping property of a Markov semigroup.
In the second part of our paper these results are applied to general stochastic differential equations. Finally, we show that a good example of application of our results is the equation describing the passive tracer in a compressible random flow. Further references to this equation may be found in [6] . Indeed, applying our results we obtain then that the velocity of the passive tracer converges weakly to some random vector.
Markov semigroups
Let (X, ρ) be a Polish space and let B(X) denote the σ-algebra of Borel sets. By B b (X) we denote the space of bounded Borel-measurable functions equipped with the supremum norm. Let (P t ) t≥0 be the Markovian semigroup defined on B b (X). For each t ≥ 0 we have P t 1 = 1 and P t ψ ≥ 0 if ψ ≥ 0. Throughout this paper we shall assume that the semigroup is Feller, i.e. P t (C b (X)) ⊂ C b (X) for all t > 0 and stochastically continuous, i.e. for ψ ∈ C b (X) and x ∈ X we have lim t→0+ P t ψ(x) = ψ(x). Here C b (X) is the subspace of bounded continuous functions. By L b (X) we will denote the subspace of bounded Lipschitz functions. Let M 1 denote the space of all probability Borel measures on X. By supp µ we denote the support of the measure µ. By M 1 (A) for A ∈ B(X) we denote the subspace of probability Borel measures that are supported in A.
We say that µ * ∈ M 1 is invariant for (P t ) t≥0 if
for every ψ ∈ B b (X) and t ≥ 0. Alternatively, we can say that P * t µ * = µ * for all t ≥ 0, where (P * t ) t≥0 denotes the semigroup dual to (P t ) t≥0 , i.e. for a given Borel measure µ and t ≥ 0 we set
for A ∈ B(X).
Let µ * ∈ M 1 be an invariant measure for a semigroup (P t ) t≥0 . The semigroup (P t ) t≥0 is called asymptotically stable if the sequence (P * t µ) t≥0 converges weakly to µ * for any µ ∈ M 1 . We shall denote this by w-lim t→∞ P * t µ = µ * . We say that a transition semigroup (P t ) t≥0 has the e-property if the family {P t ψ} t≥0 is equicontinuous at every point x of X for any bounded and Lipschitz continuous function ψ.
We say that a semigroup (P t ) t≥0 is sweeping from some family Ξ ⊂ B(X) if
for every set A ∈ Ξ and every measure µ ∈ M 1 . For a given t > 0 and µ ∈ M 1 define Q t µ := t −1 t 0 P * s µds. When t = 0 we adopt the convention Q 0 µ := µ. We also write Q t (x, ·) in the particular case when µ = δ x . Let (2.1) T := x ∈ X : the family of measures Q t (x, ·) t≥0 is tight . Proposition 1. Assume that (P t ) t≥0 has the e-property. Then the set T is a G δ -set. In particular T is Borel measurable.
Proof. Let x ∈ T and let n ∈ N. Since (Q t (x, ·)) t≥0 is tight, there is a compact set K x,n ⊂ X such that
Let f x,n ∈ L b (X) be an arbitrary function satisfying where K ε := {y ∈ X : dist (y, K) < ε}, ε > 0, denotes an ε-neighborhood of K ⊂ X. By the e-property we may choose δ x,n > 0 such that
For y ∈ B(x, δ x,n ) we have (2.2)
To finish the proof we show that
Then for any n ∈ N there exists y n ∈ T such that y ∈ B(y n , δ yn,n ). From (2.2) it follows that
LeCam's theorem (see [2] ) shows that (Q t (y, ·)) t≥0 is tight. This completes the proof. Lemma 1. Let Γ t : X → 2 X , t ≥ 0, be the multifunction given by the formula
has the e-property, then
Proof. Assume, contrary to our claim, that Γ T (x) \ T = ∅ for some T > 0 and x ∈ T . Let y ∈ Γ T (x) \ T . From the definition of T and Theorem 3.1 in [12] it follows that there exist a strictly increasing sequence of positive numbers (T i ) i≥1 satisfying lim i→+∞ T i = +∞, a positive number ε and a sequence of compact sets (
This part of the proof parallels mostly the proof of Proposition 2.1 in [13] but we provide it here in full for the convenience of the reader and since some details are different. Indeed,
and Lip(f n ) ≤ 4/ε, for n ≥ 1.
The above is shown by induction on n. Let n = 1. Since y ∈ supp P * T δ x , we have P * T δ x (B(y, δ)) > 0 for all δ > 0. Define the probability measure ν 1 by the formula ν 1 (·) = (P * T δ x (B(y, 1)))
, from the fact that x ∈ T and Lemma 2 in [8] it follows that the family (Q t ν 1 ) t≥0 is tight. Thus, there exists a compact set K such that (2.10)
= ∅ only for finitely many i-s, by (2.6). Hence there exists an integer m 1 such that
Letf 1 be an arbitrary Lipschitz function satisfying 1
and Lip(f 1 ) ≤ 4/ε.
Assume now that for a given n ≥ 1 we have already constructedf 1 , . . . ,f n , ν 1 , . . . , ν n , m 1 , . . . , m n satisfying (2.7)-(2.9). Since (P t f n+1 ) t≥0 is equicontinuous we can choose δ < 1/(n + 1) such that |P t f n+1 (x) − P t f n+1 (y)| < ε/4 for all t ≥ 0 and y ∈ B(x, δ). Suppose furthermore that ν n+1 := (P *
Since the measure is supported in B(x, δ) condition (2.9) holds with f n+1 in place of f n and ν n+1 in place of ν n . Tightness of (Q t ν n+1 ) t≥0 can be argued in the same way as in case n = 1. In consequence, one can find m n+1 > m n such that
Finally, we letf n+1 be an arbitrary continuous function satisfying (2.7). Observe that conditions (2.6) and (2.7) imply that the series f := ∞ i=1f i is uniformly convergent and f ∈ L b (X). We easily check (see the argument given in [8] ) that
Hence, there must be a sequence (t n , y n ) such that t n ∈ [0, T mn ], y n ∈ supp ν n ⊂ B(x, 1/n) for which P tn f (y) − P tn f (y n ) > ε/2, n ≥ 1. This clearly contradicts equicontinuity of (P t f ) t≥0 at the point y.
Remark 1. From the proof of Lemma 1 it follows that if (Q t µ) t≥0 is tight for some µ ∈ M 1 , then supp µ ⊂ T .
In [8] it has been proved the following theorem. Theorem 1. Assume that (P t ) t≥0 has the e-property and that there exists z ∈ X such that for every δ > 0 and x ∈ X,
Then (P t ) t≥0 admits a unique invariant probability measure µ * . Moreover
In [8] we have also provided an example showing that the set T for the semigroup (P t ) t≥0 satisfying the assumptions of the above theorem may not be the entire space X.
Remark 2. From the above theorem it follows that if a probability measure ν is supported in T , then (Q t ν) t≥0 is weakly convergent. Hence (Q t ν) t≥0 is tight, by Alexandrov's theorem.
Remark 3. Let (P t ) t≥0 satisfy the assumptions of Theorem 1 and let µ * be its invariant measure. Then z ∈ supp µ * . Indeed, by Fatou's lemma and (2.11) we have
Proposition 2. If (P t ) t≥0 satisfies the assumption of Theorem 1, then the set T given by (2.1) is closed.
Proof. Assume, contrary to our claim, that x ∈ cl T \ T . Since (Q t (x, ·)) t≥0 is not tight, there exists (see Theorem 3.1 in [12] ) a strictly increasing sequence of positive numbers (T i ) i≥1 with lim i→+∞ T i = +∞, a positive numbers ε and a sequence of compact sets
Let µ * be a unique probability measure for (P t ) t≥0 , by Theorem 1. By Ulam's lemma we may choose a compact set K ⊂ X such that
Further, let f be an arbitrary Lipschitz function such that (2.17)
Since (P t f ) t≥0 is equicontinuous, we may choose r > 0 such that
Since x ∈ cl T , we have T ∩ B(x, r) = ∅. Fix y ∈ T ∩ B(x, r). From (2.13) it follows that
By the definition of f we obtain then
Consequently, by (2.18) we have
which, in turn, by (2.16) gives
On the other hand, from the fact that w-lim t→∞ Q t δ y = µ * , it follows that lim inf 
which contradicts condition (2.19). This finishes the proof.
The following lemma is a straightforward application of the Arzela-Ascoli theorem.
Lemma 2. Let F be a family of uniformly bounded and equicontinuous functions. Then
The proof is standard and we leave it for the reader. Indeed, it is enough to observe that by the Prokhorov theorem (see [1] ) we may assume, without loss of generality, that X is compact. Application of the Arzela-Ascoli theorem finishes then the proof.
For a given closed set A ⊂ X and positive constants η and α with α < 1, we set
Observe that M η α (A) is a convex set and (2.20)
The following lemma will be useful in the sequel. Choose σ > 0 such that γ + σ < η and let ϕ be a Lipschitz function such that
Fix (µ n ) n≥1 such that w-lim n→∞ µ n = µ. Since (P t ) t≥0 has the e-property, the family {P t ϕ} t≥0 is equicontinuous and
by Lemma 2. On the other hand, we know that (2.22)
for t large enough and some Θ > 0. From (2.21) and (2.22) it follows that
for n and t large enough. Since
we finally obtain lim inf
for n large enough. This completes the proof.
Proposition 3. If (P t ) t≥0 satisfies the assumptions of Theorem 1, then (P t ) t≥0 is sweeping from compact sets disjoint from T .
Proof. Assume, contrary to our claim, that there exists a compact set K disjoint from T , a positive constant α and a probability measure µ such that
Since the assumptions of Proposition 2 are satisfied, T is closed. Therefore there exists η > 0 such that inf{ρ(x, y) : x ∈ K, y ∈ T } > η.
and observe that M = ∅. Indeed, from Lemma 1 we obtain that δ z ∈ M. Since M is open in the weak topology, by Lemma 3 there exists σ > 0 such that ν ∈ M provided that supp ν ⊂ B(z, σ).
Let x ∈ K. Since lim inf t→∞ Q t (x, B(z, σ/2)) > 0, there exists t x > 0 such that α x := P * tx δ x (B(z, σ/2)) > 0. Further, since P * t * is a Feller operator, there exists r x > 0 such that P * tx δ y (B(z, σ/2)) > α x /2. Obviously,
and since K is compact, there exist, say,
Set Θ := min 1≤i≤m α x i /2. Define the constant γ := sup{β ≥ 0 : P * t 0 µ ≥ βν for some ν ∈ M and t 0 > 0}.
Choose ν ∈ M and t 0 > 0 such that P * t 0 µ ≥ βν holds with β > γ − Θα/(2m). Observe that if P * t 0 µ ≥ βν for some ν ∈ M, then from (2.20) it follows that P * t µ ≥ βν t for t ≥ t 0 with some ν t ∈ M. Therefore we may assume that P * t 0 µ(K) > α, by (2.23), and consequently
Hence there exists j ∈ {1, . . . , m} such that
Further, we have
and observe thatν ∈ M, since suppν ⊂ B(z, σ). Let
Since P * tx j ν,ν ∈ M and M is convex, we obtain thatν ∈ M. Further
which is impossible as β + Θα/(2m) > γ. This completes the proof.
Our note is aimed at proving the following generalization of Theorem 1.
Theorem 2. Let (P t ) t≥0 satisfy the assumptions of Theorem 1 and let µ * be its invariant measure. Assume also that Proof. We divide the proof into two steps.
Step I: We are going to show that for every δ > 0 there exists α > 0 such that
for every ν ∈ M 1 supported in T . To do this fix δ > 0. From the e-property it follows that there exists η > 0 such tht
It is shown in the same way as condition (3.42) , η) ) ≥ µ * (B(z, η) ).
Hence there exists t 0 > 0 such that
Consequently,
Since ν was an arbitrary probability measure supported in T ,
Step I is complete.
Step II: To finish the proof we will show that
for any f ∈ L b (X) and ν 1 , ν 2 ∈ M 1 supported in T . Fix an ε > 0 and let f ∈ L b (X). By the e-property we may find γ > 0 such that
for t ≥ 0 and y 1 , y 2 ∈ B(z, γ). Fix ν 1 , ν 2 ∈ M 1 that are supported in T . From
Step I we may choose α > 0 such that condition (2.26) holds. By induction we will define a sequence of positve reals (t i ) i≥0 and four sequences of probability measures (ν
If k = 0, we set t 0 = 0, ν
are given, by Step I and the fact that supp µ
From (2.32) it follows that µ
. On the other hand, from Lemma 1 and Proposition 2 it follows that supp P * t k µ k−1 i ⊂ T for i = 1, 2 and consequently supp µ
Using (2.32) it is easy to verify that (2.35)
for all t ≥ 0, by (2.30), we conclude from (2.35) that lim sup
Since ε > 0 was arbitrary, this finishes
Step II. The proof is complete.
An application to stochastic partial differential equations
Using Theorems 2 we establish the stability for the family defined by the stochastic evolution equation of the form (3.1) dZ(t) = (AZ(t) + F (Z(t))) dt + RdW (t).
Here we assume that X is a real separable Hilbert space, A is the generator of a C 0 -semigroup S = (S(t)) t≥0 acting on X , F is a mapping (not necessarily continuous) from D(F ) ⊂ X to X , R is a bounded linear operator from another Hilbert space H to X , and W = (W (t)) t≥0 is a cylindrical Wiener process on H defined over a certain filtered probability space (Ω, F, (F t ) t≥0 , P). Let Z 0 be an F 0 -measurable random variable. By a solution of (3.1) starting from Z 0 we mean a solution to the stochastic integral equation (the so called mild solution)
see e.g. [3] , where the stochastic integral appearing on the right hand side is understood in the sense of Itô. We suppose that for every x ∈ X there is a unique mild solution Z x = (Z x t ) t≥0 of (3.1) starting from x, and that (3.1) defines in that way a Markov family. We assume that for any x ∈ X , the process Z x (t), t ≥ 0 is stochastically continuous. The corresponding transition semigroup is given by P t ψ(x) = E ψ(Z x (t)), t ≥ 0, ψ ∈ B b (X ), x ∈ X . We assume that it is Feller.
A function Φ : X → [0, +∞) will be called a Lyapunov function, if it is measurable and lim
We shall assume that the deterministic equation
defines a continuous semi-dynamical system, i.e. for each x ∈ X there exists a unique continuous solution to (3.2) that we denote by Y x = (Y x (t), t ≥ 0) and for a given t the mapping x → Y x (t) is measurable. Furthermore, we have Y Y x (t) (s) = Y x (t + s) for all t, s ≥ 0 and x ∈ X .
A set K ⊂ X is called a global attractor for equation (3.2 
) if
• it is invariant under the semi-dynamical system generated by (3.2), i.e. Y x (t) ∈ K, t ≥ 0 for any x ∈ K, • for any ε, R > 0 there exists T such that Y x (t) ∈ K + εB(0, 1) for t ≥ T and x X ≤ R.
If for any ψ ∈ B b (X ) and t ≥ 0 we have
we say that ν * ∈ M 1 is invariant for (3.2).
The family (Z x (t)) t≥0 , x ∈ X , is stochastically stable if for every ε, R, t > 0
We derive from Theorem 2 the following result concerning stability of Z.
Theorem 3. Assume that:
• a global attractor K of the semi-dynamical system (Y x (t), t ≥ 0) defined by (3.2) is a singleton, • there exists a certain Lyapunov function Φ such that
• the family (Z x (t)) t≥0 , x ∈ X , is stochastically stable and its transition semigroup has the e-property.
Then, the corresponding transition semigroup (P t ) t≥0 is asymptotically stable.
Proof. Let K = {z}. In [8] we have checked that (P t ) t≥0 satisfies the assumption of Theorem 1 and T = X . To finish the proof it is enough to show that condition (2.24) holds. Fix δ > 0. Since sup t≥0 E(Φ(Z z (t))) < +∞ for some Lyapunov function Φ, there exists a bounded Borel set D ⊂ X such that
On the other hand, from the fact that the family (Z x (t)) t≥0 , x ∈ X , is stochastically stable we have inf
Let t 0 > 0 be such that Y x (t 0 ) ∈ B(z, δ/2) for x ∈ D and let ε = δ/2. Then
This completes the proof.
Application to the Passive Tracer Model
In the last section we are concerned with some model of transport of a passive tracer in a compressible random flow (see [5, 6, 7] ). Applying Theorem 3 we will be able to prove that the distribution of velocity of a particle is weakly convergent to some distribution. This result is in the same spirit as results in [8] , where was derived the weak law of large numbers for the trajectory of a particle described by the model mentioned above.
Let us consider the ordinary differential equation
where V is the random field. We assume that this field is spatially periodic, i.e. Here TrA denotes a trace of a given matrix A. We will also need the following nondegeneracy assumptions of the spectrum (4.6)
Given r ≥ 0 we denote by H r the Sobolev space which is the completion of Since the operator is self-adjoint it generates a C 0 -semigroup (S r (t)) t≥0 on H r . Moreover, for u > r, A u is the restriction of A r and S u is the restriction of S r . From now on, we will omit the subscript r writing A and S instead of A r and S r .
Let Q be a symmetric positive-definite bounded linear operator on L 
