Abstract-There have been a number of studies on sparse signal recovery from one-bit quantized measurements. Nevertheless, little attention has been paid to the choice of the quantization thresholds and its impact on the signal recovery performance. This paper examines the problem of one-bit quantizer design for sparse signal recovery. Our analysis shows that the magnitude ambiguity that ever plagues conventional one-bit compressed sensing methods can be resolved, and an arbitrarily small reconstruction error can be achieved by setting the quantization thresholds close enough to the original unquantized measurements. Note that the unquantized data are inaccessible by us. To overcome this difficulty, we propose an adaptive quantization method that iteratively refines the quantization thresholds based on previous estimate of the sparse signal. Numerical results are provided to collaborate our theoretical results and to illustrate the effectiveness of the proposed algorithm.
I. INTRODUCTION
Compressive sensing is a recently emerged paradigm of signal sampling and reconstruction, the main purpose of which is to recover sparse signals from much fewer linear measurements [1] , [2] 
where A ∈ R m×n is the sampling matrix with m ≪ n, and x denotes the n-dimensional sparse signal with only K nonzero coefficients. Such a problem has been extensively studied and a variety of algorithms that provide consistent recovery performance guarantee were proposed, e.g. [1] - [4] . Conventional compressed sensing assumes infinite precision of the acquired measurements. In practice, however, signals need to be quantized before further processing, that is, the real-valued measurements need to be mapped to discrete values over some finite range. Besides, in some sensing systems (e.g. distributed sensor networks), data acquisition is expensive due to limited bandwidth and energy constraints [5] . Aggressive quantization strategies which compress real-valued measurements into one or only a few bits of data are preferred in such scenarios. Another benefit brought by low-rate quantization is that it can significantly reduce the hardware complexity and cost of the analog-to-digital converter (ADC). As pointed out in [6] , lowrate quantizer can operate at a much higher sampling rate than high-resolution quantizer. This merit may lead to a new data acquisition paradigm which reconstructs the sparse signal from over-sampled but low-resolution measurements.
Inspired by practical necessity and potential benefits, compressed sensing based on low-rate quantized measurements has attracted considerable attention recently, e.g. [7] - [9] . In particular, the problem of recovering a sparse or compressible signal from one-bit measurements b = sign(y) = sign(Ax) (2) was firstly introduced by Boufounos and Baraniuk in their work [10] , where "sign" denotes an operator that performs the sign function element-wise on the vector, the sign function returns 1 for positive numbers and −1 otherwise. Following [10] , the reconstruction performance from one-bit measurements was more thoroughly studied and a variety of onebit compressed sensing algorithms such as binary iterative hard thresholding (BIHT) [11] , matching sign pursuit (MSP) [12] , and many others [13] - [15] were proposed. Despite all these efforts, very little is known about the optimal choice of the quantization thresholds and its impact on the recovery performance. In most previous work (e.g [6] , [10] - [15] ), the quantization threshold is set equal to zero. Nevertheless, such a choice does not necessarily lead to the best reconstruction accuracy. In fact, in this case, only the sign of the measurement is retained while the information about the magnitude of the signal is lost. Hence an exact reconstruction of the sparse signal is impossible without additional information regarding the sparse signal. In some other scenarios such as intensitybased source localization in sensor networks, since all sampled measurements are non-negative, comparing the original measurements with zero yields all ones wherever the sources are located, which makes identifying the true locations impossible.
From the above discussions, we can see that quantization is an integral part of the sparse signal recovery and is critical to the recovery performance.
There have been some interesting work [16] - [18] on quantizer design for compressed sensing. Specifically, the work [16] utilizes the high-resolution distributed functional scalar quantization theory for quantizer design, where the quantization error is modeled as random noise following a certain distribution. Nevertheless, such modeling holds valid only for high-resolution quantization, and may bring limited benefits when a low-rate quantization strategy is adopted. In [17] , [18] , authors proposed a generalized approximate message passing (GAMP) algorithm for quantized compressed sensing, and studied the quantizer design under the GAMP reconstruction. The method [17] , [18] was developed in a Bayesian framework by modeling the sparse signal as a random variable and minimizing the average reconstruction error with respective to all possible realizations of the sparse signal. This method, however, involves high-dimensional integral or multidimensional search to find the optimal quantizer, which makes a close-form expression of the optimal quantizer design difficult to obtain. In [18] , an adaptive algorithm was proposed which adjusts the thresholds such that the hyperplanes pass through the center of the mass of the probability distribution of the estimated signal. Albeit intuitive, no rigorous theoretical guarantee was available to justify the proposed adaptive method. The problem of reconstructing image from one-bit quantized data is considered in [19] , where the quantization thresholds are set such that the binary measurements are acquired with equal probability. Such a scheme has been shown to be empirically effective. Nevertheless, it is still unclear why it leads to better reconstruction performance.
In this paper, we investigate the problem of one-bit quantization design for recovery of sparse signals. The study is conducted in a deterministic framework by treating the sparse signal as a deterministic parameter. We provide an quantitative analysis which examines the choice of the quantization thresholds and quantifies its impact on the reconstruction performance. Analyses also reveal that the reconstruction error can be made arbitrarily small by setting the quantization thresholds close enough to the original unquantized measurements y. Since the original unquantized data samples y are inaccessible by us, to address this issue, we propose an adaptive quantization approach which iteratively adjusts the quantization thresholds such that the thresholds eventually come close to the original data samples and thus a small reconstruction error is achieved.
The rest of the paper is organized as follows. In Section II, we introduce the one-bit compressed sensing problem. The main results of this paper are presented in Section III, where we show that, by properly selecting the quantization thresholds, sparse signals can be recovered from one-bit measurements with an arbitrarily small error. A rigorous proof of our main result is provided in Section IV. An adaptive quantization method is developed in V to iteratively refine the thresholds based on previous estimate. In Section VI, numerical results are presented to corroborate our theoretical analysis and illustrate the effectiveness of the proposed algorithm, followed by concluding remarks in Section VII.
II. PROBLEM FORMULATION
We consider a coarse quantization-based signal acquisition model in which each real-valued sample is encoded into onebit of information
where
T are the binary observations, and
T denotes the quantization threshold vector. As mentioned earlier, in most previous one-bit compressed sensing studies, the quantization thresholds are set equal to zero, i.e. τ = 0. A major issue with the zero quantization threshold is that it introduces a magnitude ambiguity which cannot be resolved without additional information regarding the sparse signal. The reason is that when τ = 0, multiplying x by any arbitrary nonzero scaling factor will result in the same quantized data {b n }. To circumvent the magnitude ambiguity issue, in [11] , [13] , a unit-norm constraint is imposed on the sparse signal and it was shown that unit-norm signals can be recovered with a bounded error from one bit quantized data. Nevertheless, the choice of the zero threshold is not necessarily the best. In this paper, we are interested in examining the choice of the quantization thresholds and its impact on the reconstruction performance.
Specifically, we consider the following canonical form for sparse signal reconstruction
Such an optimization problem, albeit non-convex, is more amenable for theoretical analysis than its convex counterpart (41). Supposex is a solution of the above optimization. In the following, we examine the choice of τ and its impact on the reconstruction error x −x 2 .
III. ONE-BIT QUANTIZATION DESIGN: ANALYSIS To facilitate our analysis, we decompose the quantization threshold vector τ into a sum of two terms:
T can be treated as a constrained deviation from the original unquantized measurements y. Substituting (5) into (3), we get
Supposex is the solution of (4). Let h x − x be the residual (reconstruction error) vector. Clearly, h is a 2K-sparse vector which has at most 2K nonzero entries sincex has at most K nonzero coefficients. Also, the solutionx yields estimated measurements that are consistent with the observed binary data, i.e.
Combining (6) and (7), the residual vector h has to satisfy the following constraint
In the following, we will show that the residual vector h can be bounded by the deviation vector δ if the number of measurements are sufficiently large and A satisfies a certain condition. Thus the reconstruction error h can be made arbitrarily small by setting δ close to zero. Our main results are summarized as follows.
is the sampling matrix. Suppose there exist an integer κ ≥ 2K and a positive parameter µ such that any κ × n submatrixĀ constructed by selecting certain rows of A satisfies
for all 2K-sparse vector u. Also, assume that each entry of δ is independently generated from a certain distribution with equal probabilities being positive or negative. Letx denote the solution of the optimization problem (4). For any arbitrarily small value η > 0, we can ensure that the following statement is true with probability exceeding 1 − η: if the number of measurements, m, is sufficiently large and satisfies
then the sparse signal can be recovered from (4) with the reconstruction error bounded by
where (10) represents the base of the natural logarithm, and c in (10) is defined as
which is a constant only dependent on κ.
We have the following remarks regarding Theorem 1. Remark 1: Clearly, the condition (9) is guaranteed if there exists a constant γ 2K < 1 such that any κ × n submatrix of A satisfies
for all 2K-sparse vector u. As indicated in previous studies [1] , when the sampling matrix is randomly generated from a Gaussian or Bernoulli distribution, this restricted isometry property is met with an overwhelming probability, particularly when κ is large. Hence it is not difficult to find an integer κ and a positive µ such that the condition (9) holds.
Remark 2: Note that the term on the left hand side of (10) is a monotonically increasing function of m when m is greater than a certain value. Thus for fixed values of K, κ, n, and η, we can always find a sufficiently large m to ensure the condition (10) is guaranteed. In addition, a close inspection of (10) reveals that, for a constant η, the number of measurements required to guarantee (10) is of order O(K log(n)), which is the same as that for conventional compressed sensing.
Remark 3: From (11), we see that the sparse signal can be recovered with an arbitrarily small error by letting δ → 0, or in other words, by setting the threshold vector τ sufficiently close to the unquantized data y. This result has two important implications. Firstly, sparse signals can be reconstructed with negligible errors even from one-bit measurements. We note that [11] , [13] also showed that sparse signals can be recovered with a bounded error from one bit quantized data. But their analysis ignores the magnitude ambiguity and confines sparse signals on the unit Euclidean sphere. Such a sphere constraint is no longer necessary for our analysis. Secondly, our result suggests that the best thresholds should be set as close to the original data samples y as possible. So far there has no theoretical guarantee indicating that other choice of thresholds can also lead to a stable recovery with an arbitrarily small reconstruction error.
IV. PROOF OF THEOREM 1
Let a T i denote the ith row of the sampling matrix A. Clearly, to ensure the sign consistency (8) for each component, we should either have
or
Note that in the latter case the sign of (a T i h + δ i ) does not flip regardless of the sign of a T i h. Therefore if there exists a 2K-sparse residual vector h such that each component of Ah satisfies either (14) or (15), thenx = x + h is the solution of (4). Our objective in the following is to show that such a residual vector h is bounded by the deviation vector δ with an arbitrarily high probability.
Without loss of generality, we decompose A and δ into two parts:
T , according to the two possible relationships between a T i h and δ i :
where We now analyze the probability of the residual vector h being greater than λǫ, given that the condition (16) is satisfied. This conditional probability can be denoted as P ( h 2 > λǫ|E), where we use "E" to denote the event (16) . Clearly, P ( h 2 > λǫ|E) can also be explained as the probability that the event h 2 > λǫ will occur, when the event E has occurred. To facilitate our analysis, we divide the event (16) into two disjoint sub-events which are defined as E1: The event (16) holds true for m 2 ≥ κ E2: The event (16) holds true for m 2 < κ Clearly, the union of these two sub-events is equal to the event (16) . Utilizing Bayes' Theorem, the probability P ( h 2 > λǫ|E) can be expressed as
where (a) holds because the events (16) is a prerequisite condition that is always met to ensure the sign consistency, i.e. P (E) = 1, and (b) follows from the fact that the probability of the union of two disjoint events is equal to the sum of their respective probabilities. Let us first examine the probability P ( h 2 > λǫ, E1). We show that the events h 2 > λǫ and E1 are two mutually exclusive events which cannot occur at the same time. To see this, note that when the event E1 occurs, we should have
in which A 2 ∈ R m2×n and m 2 ≥ κ. On the other hand, recalling that any κ×n sub-matrix formed by selecting certain rows of A satisfies the condition (9), we have
Combining (18) and (19) , we arrive at
which is contradictory to the event h 2 > λǫ. Hence the events E1 and h 2 > λǫ cannot occur simultaneously, which implies
Substituting (21) into (17), the probability P ( h 2 > λǫ|E) is simplified as
The probability P ( h 2 > λǫ, E2), however, is still difficult to analyze. To circumvent this difficulty, we, instead, derive an upper bound on P ( h 2 > λǫ, E2):
where (a) comes from the definition of the event E2, and in (b), the event Ω i is defined as
where A 1 ∈ R m1×n , and
which means that there exist at least m − i components in Ah whose signs are consistent with the corresponding entries in δ. Note that since the rest i components are not explicitly specified in Ω i , the event Ω i include all possibilities for the rest i components. Based on the definition of Ω i , we can infer the following relationship: Ω i1 ⊃ Ω i2 for i 1 > i 2 . This is because Ω i2 can be regarded as a special case of the event Ω i1 with some of the unspecified i 1 components also meeting the sign consistency requirement. With this relation, the upper bound derived in (23) can be simplified as
We note that for the event Ω κ−1 , A 1 is not specified and can be any submatrix of A. Considering selection of m − κ + 1 rows (out of m rows of A) to construct A 1 , the event Ω κ−1 can be expressed as a union of a set of sub-events
where 
where the inequality (a) follows from the fact that the probability of a union of events is no greater than the sum of probabilities of respective events. The inequality becomes an equality if the events are disjoint. Nevertheless, the subevents {Ω We now analyze the probability P (Ω j κ−1 ). To begin with our analysis, we introduce the concept of orthant originally proposed in [11] for analysis of one-bit compressed sensing. An orthant in R m is a set of vectors that share the same sign pattern, i.e.
A useful result concerning intersections of orthants by subspaces is summarized as follows. Lemma 1: Let S be an arbitrary k-dimensional subspace in an m-dimensional space. Then the number of orthants intersected by S can be upper bounded by
where C(m, k) denotes the number of k-combinations from a set of n-elements.
Proof: See [20, Lemma 8] . The probability P (Ω j κ−1 ) of our interest can be interpreted as, the probability of the vector A 1 h lying in the same orthant as δ 1 for a given A 1 . We first examine the number of sign patterns the vector A 1 h could possibly have. Let S denote the set of all possible sign patterns for A 1 h, i.e.
n is a 2K-sparse vector,
Also, let T denote the support of the sparse residual vector h, we can write
where g ∈ R m−κ+1 , and A 1 [:, T ] denotes a submatrix of A 1 obtained by concatenating columns whose indices are specified by T . We see that g is a linear combination of 2K columns of A 1 , and thus g lies in an 2K-dimensional subspace spanned by the columns of A 1 [:, T ]. Recalling Lemma 1, we know that the number of orthants intersected by this subspace is upper bounded by 2 2K C(m − κ + 1, 2K). Therefore the vector g which lies in this subspace has at most 2 2K C(m − κ + 1, 2K) possible sign patterns. Note that this result is for a specific choice of the index set T . The selection of the support T from n entries has at most C(n, 2K) combinations. Therefore, in summary, the number of sign patterns in the set S is upper bounded by
The probability P (Ω j κ−1 ) can be calculated as
where (a) comes from the fact that δ is a vector whose entries are independently generated from a certain distribution with equal probabilities being positive and negative, and δ 1 has 2 (m−κ+1) possible sign patterns.
Combining (22), (25), (28) and (34), we arrive at
where the last inequality comes from J = C(m, m − κ + 1) = C(m, κ − 1). Utilizing the following inequality [11]
in which e ≈ 2.718 denotes the base of the natural logarithm, the probability P ( h 2 > λǫ|E) can be further bounded by
where a n(m − κ + 1)e
Examine the condition which ensures that a/b is less than a specified value η, where 0 < η < 1. Taking the base-2 logarithm on both sides of (a/b) ≤ η and rearranging the equation, we obtain
is a constant only dependent on κ. In summary, for a specified η, if the condition (38) is satisfied, then we can ensure that the probability of the residual vector h being greater than λǫ is smaller than η, i.e.
The proof is completed here.
V. QUANTIZATION DESIGN: ADAPTIVE METHODS
In this section, we aim to develop a practical algorithm for one-bit compressed sensing. Previous analyses show that a reliable and accurate recovery of sparse signals is possible even based on one-bit measurements. This theoretical result is encouraging but we are still confronted with two practical difficulties while trying to recover the sparse signal via solving (4). Firstly, the optimization (4) is a non-convex and NP hard problem that has computational complexity growing exponentially with the signal dimension n. Hence alternative optimization strategies which are more computationally efficient in finding the sparse solution are desirable. Secondly, our theoretical analysis suggests that the quantization thresholds should be set as close as possible to the original unquantized measurements y. However, in practice, the decoder does not have access to the unquantzed data y. To overcome this difficulty, we will consider a data-dependent adaptive quantization approach whereby the quantization threshold vector is dynamically adjusted from one iteration to next, in a way such that the threshold come close to the desired values.
A. Computational Issue
To circumvent the computational issue of (4), we can replace the ℓ 0 -norm with alternative sparsity-promoting functionals. The most popular alternative is the ℓ 1 -norm. Replacing the ℓ 0 -norm with this sparsity-encouraging functional leads to the following optimization
which is convex and can be recast as a linear programming problem that can be solved efficiently. Although a rigorous theoretical justification for ℓ 1 -minimization based optimization is still unavailable 1 , our simulation results indeed suggest that (41) is an effective alternative to ℓ 0 -minimization and is able to yield a reliable and accurate reconstruction of sparse signals.
In addition to the ℓ 1 -norm, another alternative sparsepromoting functional is the log-sum penalty function. The optimization based on the log-sum penalty function can be formulated as
where ǫ > 0 is a parameter ensuring that the penalty function is well-defined. Log-sum penalty function was originally introduced in [21] for basis selection and has gained increasing attention recently [22] , [23] . Experiments and theoretical analyses show that log-sum penalty function behaves more like ℓ 0 -norm than ℓ 1 -norm, and has the potential to present superiority over the ℓ 1 -minimization based methods. The optimization (42) can be efficiently solved by resorting to a bound optimization technique [22] - [24] . The basic idea is to construct a surrogate function Q(z|ẑ (t) ) such that where L(z) is the objective function and the minimum is attained when z =ẑ
Optimizing L(z) can be replaced by minimizing the surrogate function Q(z|ẑ (t) ) iteratively. An appropriate choice of such a surrogate function for the objective function (42) is given by [22] Q(z|ẑ
Therefore optimizing (42) can be formulated as reweighted ℓ 1 -minimization which iteratively minimizes the following weighted ℓ 1 function:
where the weighting parameters are given by w
The optimization (45) is a weighted version of (41) and can also be recast as a linear programming problem. By iteratively minimizing (41), we can guarantee that the objective function value L(x) is non-increasing at each iteration. In this manner, the reweighted iterative algorithm eventually converges to a local minimum of (42).
B. Adaptive Quantization
As indicated earlier, in addition to the computational issue, the other difficulty we face in developing a practical algorithm is that the suggested optimal quantization thresholds are dependent on the original unquantized data samples y which are inaccessible to the decoder. To overcome this difficulty, we consider an adaptive quantization strategy in which the thresholds are iteratively refined based on the previous estimate/reconstruction.
The basic idea of one-bit adaptive quantization is described as follows. At iteration t, we compute the estimated measurementsŷ (t) at the decoder based on the sparse signalx
recovered in the previous iteration:ŷ (t) = Ax (t−1) . This estimate is then used to update the quantization thresholds:
, where δ (t) is a vector randomly generated from a certain distribution. In practice, the deviation δ (t) should be gradually decreased to ensure that the thresholds will eventually come close to y. The updated thresholds τ (t) are then fed back to the encoder. At the encoder, we compare the unquantized measurements y with the updated thresholds τ (t) , and obtain a new set of one-bit measurements b (t) , which are sent to the decoder. Based on τ (t) and the new data b (t) , at the decoder, we compute a new estimate of the sparse signalx (t) via solving the optimization (41) or (42). A schematic of the proposed adaptive quantization scheme is shown in Fig. 8 . Note that throughout this iterative process, the unquantized measurements y are unchanged. For clarity, the one-bit adaptive quantization scheme is summarized as follows.
One-bit adaptive quantization scheme 1) Given an initial estimateŷ (0) , and randomly generate an initial deviation vector δ (0) according to a certain distribution.
. Based onŷ (t) , update the thresholds as:
, where δ (t) for t > 0 is randomly generated according to a certain distribution with a decreasing variance. Compare y with the updated thresholds τ (t) and obtain a new set of onebit measurements b (t) . 3) Based on τ (t) and b (t) , compute a new estimate of the sparse signalx (t) via solving the optimization (41) or (42). 4) Go to Step 2 if
> ω, where ω is a prescribed tolerance value; otherwise stop.
As indicated in [6] , [19] , an important benefit brought by the one-bit design is the significant reduction of the hardware complexity. One-bit quantizer which takes the form of a simple comparator is particularly appealing in hardware implementations, and can operate at a much higher sampling rate than the high-resolution quantizer. Also, one-bit measurements are much more amiable for large-scale parallel processing than high-resolution data. With these merits, the proposed adaptive architecture enables us to develop data acquisition devices with lower-cost and faster speed, meanwhile achieving reconstruction performance similar to that of using multiplebit quantizer.
The proposed adaptive quantization scheme shares a similar architecture with the method [18] in that both methods iteratively refine the thresholds using estimates obtained in previous iteration. Nevertheless, the rationale behind these two methods are different. Our proposed adaptive quantization scheme is based on Theorem 1 which suggests that an arbitrarily small reconstruction error can be attained if the thresholds are set close enough to the unquantized measurements y, whereas for [18] , a similar theoretical guarantee is unavailable.
VI. NUMERICAL RESULTS
We now carry out experiments to corroborate our previous analysis and to illustrate the performance of the proposed adaptive quantization scheme. In our simulations, the K-sparse signal is randomly generated with the support set of the sparse signal randomly chosen according to a uniform distribution. The signals on the support set are independent and identically distributed (i.i.d.) Gaussian random variables with zero mean and unit variance. The measurement matrix A ∈ R m×n is randomly generated with each entry independently drawn from Gaussian distribution with zero mean and unit variance. To circumvent the difficulty of solving (4), we replace the ℓ 0 norm with alternative sparsity-encouraging functionals, namely, ℓ 1 norm and the log-sum penalty function. The new formulated optimization problems (c.f. (41) and (42)) can be efficiently solved.
A. Performance under Different Threshold Choices
We first examine the impact of the quantization design on the reconstruction performance. The knowledge of the original unquantized measurements y is assumed available in order to validate our theoretical results. The thresholds are chosen to be the sum of the unquantized measurements y and a deviation term δ, i.e. τ = y+δ, where δ is a vector with its entries being independent discrete random variables with P (δ i = −a) = 0.5 and P (δ i = a) = 0.5, in which the parameter a > 0 controls the deviation of τ from y. Fig. 2 depicts the reconstruction normalized mean squared error (NMSE), E[
, vs. the number of measurements m for different choices of a, where we set n = 50, and K = 3. Results are averaged over 10 4 independent runs. From Fig. 2 , we see that the reconstruction performance can be significantly improved by reducing the deviation parameter a. In particular, a NMSE as small as 10 −6 can be achieved when a is set 0.001. This corroborates our theoretical analysis that sparse signals can be recovered with an arbitrarily small error by letting δ → 0. Also, as expected, the reconstruction error decreases with an increasing number of measurements m. Nevertheless, the performance improvement due to an increasing m is mild when m is large. This fact suggests that the choice of quantization thresholds is a more critical factor than the number of measurements in achieving an accurate reconstruction. From Fig. 2 , we also see that ℓ 1 -minimization and log-sum minimization provide similar reconstruction performance. In Fig. 3 , we plot the root mean squared error (RMSE), E[ x −x 2 ], as a function of the deviation magnitude ǫ = δ 2 = √ ma, where we set m = 100, n = 120, K = 2 and a varies from 10 −3 to 1. It can be observed that the RMSE decreases proportionally with the value ǫ, which coincides with our theoretical analysis (11) .
To further corroborate our analysis, we consider a different way to generate the deviation vector δ, with its entries randomly generated according to a Gaussian distribution with zero mean and variance σ 2 . Fig. 4 depicts the NMSE vs. the number of measurements m for different values of σ. Again, we observe that a more accurate estimate is achieved when the thresholds get closer to the unquantized measurements y.
Experiments are also carried out on real world images in order to validate our theoretical results. As it is well-known, images have sparse structures in certain over-complete basis, such as wavelet or discrete cosine transform (DCT) basis. In our experiments, we sample each column of the 256 × 256 image using a randomly generated measurement matrix A ∈ R m×256 . We then quantize each real-valued measurement into one bit of information by using the threshold τ i = y i + δ i , in which δ i is drawn from a Gaussian distribution N (0, 0.01). Fig. 5 shows the original image and the reconstructed images based on m × 256 one-bit measurements, where m is equal to 150, 200, and 250, respectively. We see that the images restored from one-bit measurements still provide a decent effect, given that the thresholds are well-designed.
B. Performance of Adaptive Quantization Scheme
We now carry out experiments to illustrate the performance of the proposed adaptive quantization algorithm. For simplicity, the algorithm uses the optimization (41) at Step 3 of each iteration. In our experiments, we set n = 50, K = 2, τ (0) = δ (0) and the threshold vector is updated as τ (t) =ŷ (t) + ξ (t) δ (t) for t > 0, where δ (t) , ∀t is a random vector with its entries following a normal distribution with zero mean and unit variance. The parameter ξ (t) controls the magnitude of the deviation error. We set ξ (0) = 1, and to gradually decrease the deviation error, ξ (t) is updated according to ξ (t+1) = ξ (t) /10. The NMSE vs. the number of iterations is plotted in Fig. 6 , where we set m = 40. Results are averaged over 10 3 independent runs, with the sampling matrix and the sparse signal randomly generated for each run. From Fig. 6 , we see that the adaptive algorithm provides a consistent performance improvement through iteratively refining the quantization thresholds, and usually provides a reasonable reconstruction performance within only a few iterations. Fig. 7 depicts the NMSEs as a function of the number of measurements for the one-bit adaptive quantization scheme and a non-adaptive one-bit scheme which uses τ (0) as its thresholds. For the adaptive scheme, the iterative process stops if x (t) −x (t−1) 2 < 0.01. Numerical results show that the adaptive scheme usually converges within ten iterations. We observe from Fig. 7 that the adaptive scheme presents a clear performance advantage over the non-adaptive method.
We examine the effectiveness of the adaptive quantization scheme for image recovery. In the experiments, we sample each column of the 128 × 128 image using a randomly generated measurement matrix A ∈ R m×128 , and then quantize each real-valued measurement into one bit of information. The initial threshold vector is set to be τ (0) = y + ξ (0) δ (0) , where ξ (0) is chosen as y l /m such that the deviation is comparable to the magnitude of entries in y. For t > 0, the threshold is then updated as τ (t) =ŷ (t) + ξ (t) δ (t) , with ξ (t) = ξ (t−1) /10. Fig. 8 plots the images reconstructed by the proposed one-bit adaptive scheme and the non-adaptive one-bit scheme which uses τ (0) as its thresholds, where we set m = 256. Fig. 8 demonstrates that the adaptive quantization scheme improves the reconstruction of the image significantly.
VII. CONCLUSION
We studied the problem of one-bit quantization design for compressed sensing. Specifically, the following two questions were addressed: how to choose quantization thresholds, and how close can the reconstructed signal be to the original signal when the quantization thresholds are well-designed? Our analysis revealed that sparse signals can be recovered with an arbitrarily small error by setting the thresholds close enough to the original unquantized measurements. The unquantized measurements, unfortunately, are inaccessible to us. To address this issue, we proposed an adaptive quantization method which iteratively refines the quantization thresholds based on previous estimate. Simulation results were provided to corroborate our theoretical analysis and to illustrate the effectiveness of the proposed adaptive quantization scheme. 
