Abstract. Greenhouse-gas emissions have created a planetary energy imbalance that is primarily manifested by 10 increasing ocean heat content (OHC 
have been made to detect the historical OHC change (Smith and Murphy, 2007; Domingues et al., 2008; Ishii and Kimoto, 2009; Lyman et al., 2010; Levitus et al., 2012; Balmaseda et al., 2013; Cheng et al., 2015a) and attribute causes to its variation Gleckler et al., 2012) . However, large uncertainties exist in OHC estimates (Abraham et al., 2013; Balmaseda et al., 2013; Rhein et al., 2013) , which can confound our understanding of the changes in Earth's energy imbalance since the 1970s. 5
A major source of error in the historical in situ temperature data that underpin OHC estimates are time-varying systematic biases in expendable bathythermograph (XBT) temperature measurements (Gouretski and Koltermann, 2007; Lyman et al., 2010; Abraham et al., 2013) . Numerous correction schemes have been proposed to remove the time-varying XBT biases (Cheng et al., 2015b) , but these schemes vary in their formulation and 10 performance. Hence, the XBT community met in 2014 and made a series of recommendations on the factors that should be accounted for when designing and implementing an XBT bias-correction scheme (Cheng et al., 2015b) .
Only one bias correction scheme ) meets all of these recommendations and has been shown to correct the overall bias to less than 0.02 o C (for the 0-700m layer, less than 10% of the total 0-700m temperature change since 1970), and also reduce the spatio-temporal variation of bias. 15 Prior to 2004, observations of the upper ocean were predominantly confined to the Northern Hemisphere and concentrated along major shipping routes; the Southern Hemisphere is particularly poorly observed. In this century, the advent of the Argo array of autonomous profiling floats (Roemmich et al., 2015; von Schuckmann et al., 2014) has significantly increased ocean sampling to achieve near-global coverage for the first time over the 20 upper 1800m since about 2005.
The lack of historical data coverage requires a gap-filling (or mapping) strategy to infill the data gaps in order to estimate the global integral of OHC. A pioneering study showed that an improved strategy for gaps-filling method and corrections for XBT biases improved the consistency between models and observations of upper 700m OHC 25 (Domingues et al., 2008) . Owing to sparse observations in the Southern Hemisphere, Durack et al., (2014) explored this region as a primary source of under-estimation of OHC trends using climate models from the Coupled Model Inter-comparison Project Phase 3/5 (CMIP 3/5) (Meehl et al., 2007; Taylor et al., 2012) . examined the observation system evolution in this century, identifying a spurious signal from [2001] [2002] [2003] in global OHC estimates due to inadequate sampling of the Southern Hemisphere prior to Argo. 30 Accordingly, these studies imply that many past estimates likely underestimate the long-term trend.
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The aim of this study is to use these improved XBT bias corrections and gap-filling methods designed to minimize the impact of historical sampling changes and to confront CMIP5 models with the state-of-the-art observational estimates of OHC change. We note that the work presented here is broadly similar to the recent study of Gleckler et al (2016) and provides an important independent verification of some of their key findings. However, the present 5 study also makes use of a larger number of CMIP5 models (24 compared to 15) and observation-based estimates of the 0-700m ocean heat content changes (8 compared to 3), including improved XBT bias corrections and new mapping approaches. We are therefore able to more fully characterise the uncertainties associated with CMIP5 models and place our new observation-based estimates of OHC in the context of several previous estimates (including those of Gleckler et al). The manuscript is arranged as follows. In section 2 the data and methods are 10 introduced. The various observation-based OHC estimates used are discussed in Section 3.1, CMIP5 model similatuions presented in Section 3.2. We summarize our findings in section 4.
Data and Methods
The new observation-based estimates of OHC presented here use the XBT bias correction scheme from applied to the most recent version of the World Ocean Database (WOD2013) (Boyer et al., 2013) . 15
Because the choice of reference climatology to compute anomalies can lead to errors due to the sparseness and inhomogeneity of the historical ocean sampling (Lyman and Johnson, 2014; Cheng and Zhu, 2015) it is preferable to construct the climatology based on data with near-global data coverage (Cheng and Zhu, 2015) , i.e., the Argo period. In this study, we use a climatology constructed for the period , similar to Cheng and Zhu, (2014 and Cheng et al., (2015a) . 20 We apply two approaches to mapping the OHC data. The first Ocean Sci. Discuss., doi:10.5194/os-2016 Discuss., doi:10.5194/os- -16, 2016 Manuscript under review for journal Ocean Sci. provides a smooth OHC field in data-sparse regions. This is appropriate for the Southern Hemisphere where there is more homogeneity, less land and an absence of boundary currents.
In addition to our new observation-based OHC estimates, we also present two recent sets of estimates that make use of dynamical models. The first uses climate model simulations (Durack et al., 2014) to adjust five of the 5 existing upper 700m OHC estimates (Domingues et al., 2008; Durack and Wijffels, 2010; Ishii and Kimoto, 2009; Levitus et al., 2012; Smith and Murphy, 2007) , which may have underestimated trends due to the very limited data coverage in the Southern Hemisphere. In addition to the Durack et al., (2014) global OHC adjustments which are based on comparing hemispheric ratios of heat uptake in the CMIP5 models, it is desirable to also use other estimates from independent studies. The second is the ORAS4 dataset, which is an ocean reanalysis product 10 (Balmaseda et al., 2013) . Ocean reanalyses have the advantage of synthesizing a large number of different observations into a dynamically consistent estimate of the historical ocean state and can potentially provide greater physical insight into the mechanisms of OHC change (Balmaseda et al., 2013; Palmer et al., 2015; Xue et al., 2012) . The five ensemble members in ORAS4 sample plausible uncertainties in the wind forcing, observation coverage, and the deep ocean. OHCs with the layers of 0-700m, 700-2000m and 2000-bottom are all used in this 15 study.
Combining our new OHC estimates with existing estimates provides an ensemble of observational-based estimates of historical upper 0-700m OHC changes and the spread is a simple measure of the observational uncertainty. Differences across the ensemble arise not only from mapping methods, but also from choice of 20 climatology, input data quality control procedures and XBT correction scheme (Palmer et al., 2010) .
To arrive at estimates of full-depth OHC change, we adapted and adjusted the Levitus et al. (2012) estimate for the 700-2000m layer and for the deepper ocean for the period 1990-2010, we use information from Purkey and Johnson (2010) , which was also used in the IPCC-AR5 report (Rhein et al, 2013) bound of the 700m-bottom OHC change is equal to ~13% (~10%) of the full-depth OHC change during 1970-1991 (1970-2005) , which indicates the maximum error induced by this assumption. The ORAS4 data also provide estimates on OHC changes deeper than 700m. We estimate the uncertainty for the OHC changes below 700m by computing the standard error from the ensemble members of Levitus et al., (2012) , Purkey and Johnson (2010) and ORAS4 ensembles and presenting the 5-95% confidence interval. 5
We compare our observation-based OHC ensemble with 24 CMIP5 model simulations (Table 1 ) of historical OHC changes. Climate models suffer from so-called "drift" (Sen Gupta et al., 2013; Hobbs et al., 2015) , i.e. spurious long-term trends arising the slow model adjustment to the initial conditions and/or imperfect representation of the energy budget. This drift can bias the long-term representation of the ocean temperature, 10 especially in deeper layers. Because there is no general consensus on how to correct for climate drift in models, we applied two different drift correction strategies by using available pre-industrial control ("piControl") runs of 24 CMIP5 models. We applied both a linear and a quadratic fit to the OHC time series of pi-control runs for OHC0-700m, 700-2000m and 2000-6000m. The resulting regression function is removed from the historical simulations for each model. The two methods show nearly identical results (Table 2 and Table 3 ) and we present 15 the results for quadratic drift correction as the basis of our discussions.
To quantify the OHC changes for a given time period, we fit a linear trend. An alternative method calculating the OHC difference between the two ends of a time series shows consistent results (compare Table 2 with Table 3 ).
For both observational-based OHC and CMIP5-OHC results, we calculate the median of the ensemble to reduce 20 the impact of outliers, together with the 5% to 95% confidence interval of the median assuming that the values were independently and randomly sampled from a population distributed according to a Gaussian distribution. Therefore, the 5%-95% confidence interval is: ± Standard Error × 2.10. The Student-t test is used to examine the significance of the difference between observations and CMIP5 models. Ocean Sci. Discuss., doi:10.5194/os-2016 Discuss., doi:10.5194/os- -16, 2016 Manuscript under review for journal Ocean Sci. Pinatubo, indicating the strong ocean cooling. The negative radiative forcing to the ocean (and climate system) due to the volcano eruption is probably the major reason for this decrease (Church et al., 2005 , Domingues et al., 2008 Balmaseda et al. 2013) . But the unforced ocean variability (such as ENSO) and the insufficiency of data coverage (which could induce spurious inter-annual OHC change) could partly contribute to the values calculated above. There is also indication of substantial heat discharge from the upper 700m ocean following the extreme 25 1997-1998 El Niño event (Balmaseda et al., 2013; Roemmich and Gilson, 2011) Ocean and into the other ocean basins via atmosphere teleconnections (Mayer et al., 2013) .
Results 25

Observation-based full-depth OHC estimates
For deeper ocean layers, we adopt the 700-2000m ocean heat content estimate from 1970 to 2005 in Levitus et al., (2012) , where all of the historical in situ data are objectively analyzed. According to Levitus et al., (2012) 
Climate Model Assessments
It is important to quantify the agreement of models, such as those in CMIP5 (Taylor et al., 2012; Durack et al., 2014; Gleckler et al., 2016) , with observations both to validate the models and also reconcile the observations with expectations based on radiative forcing estimates. Comparisons are made (Fig. 3a) between the updated OHC observations and 24-run ensemble climate models from 1970 to 2005, which is the limit for reasonable 5 observational coverage (Lyman and Johnson, 2014) and is also restricted to the end time of the CMIP5 model are weaker than for observations. 25 Table 2 provides a summary of observed and simulated OHC change for different time periods and depths. CMIP5 results are shown for the upper ocean both with linear and quadratic drift corrections. Within the drift-corrected CMIP5 models, the rate of ocean warming has nearly doubled since 1992 ( Figure 5 , for an acceleration of ocean warming due to the increasing radiative forcing from rising greenhouse gases and from the effects of volcanic eruptions near the intersection of those two time periods (Myhre et al., 2013) . This acceleration of ocean warming is also found by a recent study (Gleckler et al., 2016) . 5 Furthermore, the model ensemble median of full-depth OHC agrees well with observations, but significantly under-estimates the OHC change in the upper 700m (Figure 5b ). Yet OHC changes for 700-6000m in the models is likely to over-estimate the warming rate prior to 1990. Together these are indicative that the models might be too diffusive and the vertical distribution of heat may not be correct, as suggested by previous studies (Forest et 10 al., 2008; Kuhlbrodt and Gregory, 2012) .
Although the comparison between the observational and CMIP5 full-depth OHC results in an insignificant difference, CMIP5 models show a large spread (Figure 3 Ocean Sci. Discuss., doi:10.5194/os-2016 Discuss., doi:10.5194/os- -16, 2016 Manuscript under review for journal Ocean Sci. Ocean Sci. Discuss., doi:10.5194/os-2016 Discuss., doi:10.5194/os- -16, 2016 Manuscript under review for journal Ocean Sci. 
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