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Hydrodynamic limit for weakly asymmetric
simple exclusion processes in crystal lattices
Ryokichi Tanaka ∗†‡§
Abstract
We investigate the hydrodynamic limit for weakly asymmetric simple exclu-
sion processes in crystal lattices. We construct a suitable scaling limit by using a
discrete harmonic map. As we shall observe, the quasi-linear parabolic equation
in the limit is defined on a flat torus and depends on both the local structure of
the crystal lattice and the discrete harmonic map. We formulate the local ergodic
theorem on the crystal lattice by introducing the notion of local function bundle,
which is a family of local functions on the configuration space. The ideas and
methods are taken from the discrete geometric analysis to these problems. Results
we obtain are extensions of ones by Kipnis, Olla and Varadhan to crystal lattices.
1 Introduction
The purpose of this paper is to discuss the hydrodynamic limit for interacting particle
systems in the crystal lattice. Problems of the hydrodynamic limit have been studied
intensively in the case where the underlying space is the Euclidean lattice. We extend
problems to the case where the underlying space has geometric structures: the crystal
lattice. The crystal lattice is a generalization of classical lattice, the square lattice, the
triangular lattice, the hexagonal lattice, the Kagome´ lattice (Figure1) and the diamond
lattice. Before explaining difficulties for this extension and entering into details, we
motivate to study these problems.
There are many problems on the scaling limit of interacting particle systems, which
have their origins in the statistical mechanics and the hydrodynamics. (See [7], [15]
and references therein.) The hydrodynamic limit for the exclusion process is one of
the most studied models in this context. Here we give only one example for exclusion
processes in the integer lattice, which is a prototype of our results, due to Kipnis, Olla
and Varadhan ([8]). From the view point of physics and mathematics, it is natural to ask
for the scaling limit of interacting particle systems evolving in more general spaces and
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Figure 1: Crystal Lattices
to discuss the relationship between macroscopic behaviors of particles and geometric
structures of the underlying spaces. In this paper, we deal with the crystal lattice, which
is the simplest extension of the Euclidean lattice Zd. Although the crystal lattice has
periodic global structures, it has inhomogeneous local structures.
On the other hand, crystal lattices have been studied in view of discrete geometric
analysis by Kotani and Sunada ([9], [10], [11], and the expository article [16]). They
formulate a crystal lattice as an abelian covering graph, and then they study random
walks on crystal lattices and discuss the relationship between asymptotic behaviors of
random walks and geometric structures of crystal lattices. In [10], they introduce the
standard realization, which is a discrete harmonic map from a crystal lattice into a
Euclidean space to characterize an equilibrium configuration of crystals. In [9], they
discuss the relationship between the Albanese metric which is introduced into the Eu-
clidean space, associated with the standard realization and the central limit theorem
for random walks on the crystal lattice. Considering exclusion processes on the crystal
lattice, one is interested to ask what geometric structures appear in the case where the
interactions depend on the local structures.
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Given a graph, the exclusion process on it describes the following dynamics: Parti-
cles attempt to jump to nearest neighbor sites, however, they are forbidden to jump to
sites which other particles have already occupied. So, particles are able to jump to near-
est neighbor vacant sites. Then, the problem of the hydrodynamic limit is to capture
the collective behavior of particles via the scaling limit. If we take a suitable scaling
limit of space and time, then we observe that the density of particles is governed by a
partial differential equation as a macroscopic model. Here it is necessary to construct
a suitable scaling limit for a graph and to know some analytic properties of the limit
space.
A crystal lattice is defined as an infinite graph X which admits a free action of a
free abelian group Γ with a finite quotient graph X0. We construct a scaling limit of
a crystal lattice as follows: Let N be a positive integer. Take a finite index subgroup
NΓ of Γ, which is isomorphic to NZd when Γ is isomorphic to Zd. Then we take the
quotient of X by NΓ-action: XN . We call this finite quotient graph XN the N-scaling
finite graph. The quotient group ΓN := Γ/NΓ acts freely on XN . Here we consider
exclusion processes on XN . To observe these processes in the continuous space, we
embed XN into a torus. We construct an embedding map ΦN from XN into a torus by
using a harmonic mapΦ in the discrete sense in order that the imageΦN(XN) converges
to a torus as N goes to the infinity. (Here the convergence of metric spaces is verified
by using the Gromov-Hausdorff topology, however, we do not need this notion in this
paper.) Then we obtain exclusion processes embedded by ΦN into the torus.
In this paper, we deal with the simplest case among exclusion processes: the sym-
metric simple exclusion process and its perturbation: the weakly asymmetric simple
exclusion process. In the latter case, we obtain a heat equation with nonlinear drift
terms on torus as the limit of process of empirical density (Theorem3.1 and Examples
below). We observe that the diffusion coefficient matrices and nonlinear drift terms can
be computed by data of a finite quotient graph X0 and a harmonic map Φ. (See also
examples in Section 2.2.) The hydrodynamic limit for these processes on the crystal
lattice is obtained as an extension of the one on Zd. So, first, we review the outline
of the proof for Zd, following the method by Guo, Papanicolaou and Varadhan in [5].
Since the lattice Zd is naturally embedded into Rd , the combinatorial Laplacian on the
scaled discrete torus converges to the Laplacian on the torus according to this natural
embedding. The local ergodic theorem is the key step of the proof since it enables us to
replace local averages by global averages and to verify the derivation of the limit par-
tial differential equation. It is formulated by using local functions on the configuration
space and the shift action on the discrete torus. The proof of the local ergodic theorem
is based on the one-block estimate and the two-blocks estimate. Roughly speaking, the
one-block estimate is interpreted as the local law of large numbers and the two-blocks
estimate is interpreted as the asymptotic independence of two different local laws of
large numbers.
Second, we look over the outline of the proof for the crystal lattice. There are two
main points with regard to the difference between Zd and the crystal lattice, that are
the convergence of the Laplacian and the local ergodic theorem. Although the crystal
lattice X is embedded into an Euclidean space by a harmonic map Φ, the combinatorial
Laplacian on the image of the N-scaling finite graph ΦN(XN) does not converge to the
Laplacian on the torus straightforwardly. It is proved by averaging each fundamental
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domain by Γ-action because of the local inhomogeneity of the crystal lattice. Thus, it
is necessary to obtain the local ergodic theorem compatible with the convergence of
the Laplacian. Furthermore, it is also necessary to obtain the local ergodic theorem
compatible with the local inhomogeneity of the crystal lattice. For these reasons, we
have to modify the local ergodic theorem in the case of crystal lattices. To formulate
the local ergodic theorem in the crystal lattice, we introduce the notion of Γ-periodic
local function bundles. A Γ-periodic local function bundle is a family of local functions
on the configuration space which is parametrized by vertices periodically. Moreover,
we introduce two different ways to take local averages of a Γ-periodic local function
bundle. The first one is to take averages per each fundamental domain as a unit. The
second one is to take averages on each Γ-orbit. The local ergodic theorem in the crystal
lattice is formulated by using Γ-periodic local function bundles, two types of local av-
erages and the ΓN-action on the N-scaling finite graph XN . In fact, we use only special
Γ-periodic local function bundles to handle the weakly asymmetric simple exclusion
process. The proof of this local ergodic theorem is also based on the one-block esti-
mate and the two-blocks estimate. Proofs of these two estimates are analogous to the
case of the discrete torus since we use the fact that the whole crystal lattice is covered
by the Γ-action of a fundamental domain in the first type of the local average and we
restrict to a Γ-orbit in the second type of the local average. In this paper, we call the
local ergodic theorem the replacement theorem and prove it in the form of the super
exponential estimate. The derivation of the hydrodynamic equation is the same manner
as the case of the discrete torus.
Let us mention related works. Interacting particle systems are categorized into the
gradient system and the non-gradient system, according to types of interactions. We
call the system the gradient system when the interaction term is represented by the
difference of local functions. Otherwise, we call the system the non-gradient system.
We mention a recent work on the non-gradient system by Sasada [13]. The symmetric
simple exclusion process is a model of the gradient system. Our problems essentially
correspond to problems for the gradient system since the hydrodynamic limit for the
weakly asymmetric simple exclusion process is reduced to the one for the symmetric
simple exclusion process, following [8]. As for the hydrodynamic limit on spaces other
than the Euclidean lattice, Jara investigates the hydrodynamic limit for zero-range pro-
cesses in the Sierpinski gasket ([6]). As for the crystal lattice, there is another type of
the scaling limit. In [14], Shubin and Sunada study lattice vibrations of crystal lattices
and calculate one of the thermodynamic quantities: the specific heat. They derive the
equation of motion by taking the continuum limit of the crystal lattice. As a further
problem, we mention the following problem: Recently, attentions have been payed for
interacting particle systems evolving in random environments (e.g., [1], [3] and [12]).
For example, the quenched invariance principle for the random walk on the infinite
cluster of supercritical percolation of Zd with d ≥ 2 is proved by Berger and Biskup
([1]). Their argument is based on a harmonic embedding of percolation cluster into
R
d
. Our use of the harmonic map Φ and local function bundles will play a role in the
systematic treatment of particle systems in more general random graphs. Furthermore,
the hydrodynamic limit on the inhomogeneous crystal lattice is considered as the case
where the crystal lattice has topological defects. This problem would be interesting in
connection with material sciences.
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This paper is organized as follows: In Section 2, we introduce the crystal lattice
and construct the scaling limit by using discrete harmonic maps. In Section 3, we for-
mulate the weakly asymmetric simple exclusion process on the crystal lattice and state
the main theorem (Theorem 3.1). In Section 4, we introduce Γ-periodic local function
bundles and show the replacement theorem (Theorem 4.1). We prove the one-block es-
timate and the two-blocks estimate. In Section 5, we derive the quasi-linear parabolic
equation, applying the replacement theorem and complete the proof of Theorem 3.1.
Section 6 is Appendix;A. We prove some lemmas related to approximation by com-
binatorial metrics to complete the scaling limit argument. Section 7 is Appendix;B.
We refer an energy estimate of a weak solution and a uniqueness result for the partial
differential equation to this appendix.
Landau asymptotic notation. Throughout the paper, we use the notation a = oN to
mean that a → 0 as N → ∞. We also use the notation a = oǫ to mean that a → 0 as
ǫ → 0.
2 The crystal lattice and the harmonic realization
In this section, we introduce the crystal lattice as an infinite graph and its realization
into the Euclidean space.
2.1 Crystal lattices
Let X = (V, E) be a locally finite connected graph, where V is a set of vertices and E
a set of all oriented edges. The graph X may have loops and multiple edges. For an
oriented edge e ∈ E, we denote by oe the origin of e, by te the terminus and by e the
inverse edge of e. Here we regard X as a weighted graph, whose weight functions on
V and E are all equal to one.
We call a locally finite connected graph X = (V, E) a Γ-crystal lattice if a free
abelian group Γ acts freely on X and the quotient graph Γ\X is a finite graph X0 =
(V0, E0). More precisely, each σ ∈ Γ defines a graph isomorphism σ : X → X and the
graph isomorphism is fixed point-free except for σ = id. In other words, a Γ-crystal lat-
tice X is an abelian covering graph of a finite graph X0 whose covering transformation
group is Γ.
2.2 Harmonic maps
Let us construct an embedding of a Γ-crystal lattice X into the Euclidean space Rd of
dimension d = rankΓ.
Given an injective homomorphism φ : Γ → Rd such that there exits a basis
u1, . . . , ud ∈ Rd,
φ(Γ) =
 d∑
i=1
kiui | ki integers
 ,
then we define a harmonic map associated with φ.
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Definition 2.1. Fix an injective homomorphism φ as above. We call an embedding
Φ : X → Rd, a φ-periodic harmonic map if Φ satisfies the followings: Φ is Γ-periodic,
i.e., for any x ∈ V and any σ ∈ Γ, Φ(σx) = Φ(x) + φ(σ) and Φ is harmonic, i.e., for
any x ∈ V, ∑e∈Ex [Φ(te) −Φ(oe)] = 0, where Ex = {e ∈ E | oe = x}.
We note that a φ-periodic harmonic map Φ depends on φ and call Φ a periodic
harmonic map in short when we fix some φ.
For e ∈ E0, we take a lift e˜ ∈ E of e, and define v(e) := Φ(te˜)−Φ(oe˜) ∈ Rd. By the Γ-
periodicity, v(e) does not depend on the choices of lifts. For v(e) = (v1(e), . . . , vd(e)) ∈
R
d
, let us define a d × d-matrix by
D :=
1
4|V0|
∑
e∈E0
vi(e)v j(e)

i, j=1,...,d
.
Here the matrix is symmetric and positive definite. We call the matrix D the diffusion
coefficient matrix.
Examples
0. The one dimensional standard lattice.
0a. The one dimensional standard lattice X which we identify the set of vertices V
with Z and the set of (unoriented) edges with the set of pairs of vertices {(x, x +
1) | x ∈ Z}. Now Z acts freely on X by the additive operation in Z and the quotient
finite graph consists of one vertex and one loop as un oriented graph. When we
regard X as an oriented graph, we add both oriented edges to X and the quotient
graph consists of one vertex and two oriented loops (Figure 2).
Let us choose a canonical injective homomorphism φ : Z → R. In our formula-
tion, choose a basis e1 = 1 in R and define φ : Z → R by setting φ(n) = ne1 for
n ∈ Z so that φ(Z) = {ne1 | n ∈ Z}. By identifying the set of vertices of X with Z,
we define an embedding map Φ(x) = φ(x), x ∈ Z. This embedding map Φ is a
Z-periodic harmonic map. In this case, D = 1/2.
0b. Let us give another example of periodic harmonic map for the one dimensional
standard lattice X. Now we define a Z-action on X in the following way: For
σ ∈ Z, x ∈ V , define σx := 2σ + x. Then this induces a free Z-action on X
and the quotient graph consists of two vertices and two edges between them as
an unoriented graph. Let φ be the injective homomorphism as the same as in
Example 0a. We define an embedding map Φ : X → R by setting Φ(σ0) :=
0 + φ(σ), Φ(σ1) := −1 + φ(σ). Then Φ is a periodic harmonic map. The image
of Φ is not isomorphic to the previous one (Figure 3). In this case, D = 5/4.
1. The square lattice.
1a. The square lattice has the standard embedding inR2 and this embedding is shown
to be periodic and harmonic in our sense in the following. We identify the set of
vertices of the square lattice X with Z2 and the set of edges with the set of pairs
of vertices {(x, x + (1, 0)), (x, x + (0, 1)) | x ∈ Z2)}. Now Z2 acts freely on X by
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Figure 2: The one dimensional standard lattice and the quotient graph in Example 0a.
Figure 3: The image of Φ in Example 0b.
the additive operation in Z2 and the quotient graph is the bouquet graph with one
vertex and two unoriented loops. When we regard X as an oriented graph, we
add both oriented edges to X and the quotient finite graph is the bouquet graph
with one vertex and four oriented loops.
Let us choose a canonical injective homomorphism φ : Z2 → R2. That is,
choose a basis {e1 = (1, 0), e2 = (0, 1)} in R2 and define φ : Z2 → R2 by setting
φ((m, n)) = me1 + ne2 for (m, n) ∈ Z2 so that φ(Z2) = {∑2i=1 kiei | ki integers}.
By identifying the set of vertices of X with Z2, we define an embedding map
Φ(x) = φ(x), x ∈ Z2. This embedding map Φ is a Z2-periodic harmonic map. In
this case, D =
(
1/2 0
0 1/2
)
.
1b. Let us give another example of periodic harmonic map for the square lattice X.
Choose a basis {u1 = (1, 0), u2 = (1/2, 1)} in R2 and define φ : Z2 → R2 by set-
ting φ((m, n)) = mu1+nu2 for (m, n) ∈ Z2 so that φ(Z2) = {∑2i=1 kiui | ki integers}.
In the same way as above Example 1a, we define an embedding mapΦ(x) = φ(x),
x ∈ Z2. (Figure 4.) This embedding map Φ is a Z2-periodic harmonic map. In
7
this case, D =
(
5/8 1/4
1/4 1/2
)
.
u1
u2
Figure 4: The square lattice embedded as in Example 1b. and the quotient graph.
1c. Let us give an example an embedding mapΦwhich is periodic but not harmonic.
We choose an action of Z2 on the square lattice X in the following way: Again,
we identify the set of vertices V of X with Z2. For σ = (σ1, σ2) ∈ Z2, x =
(x1, x2) ∈ V , define σx := (σ1 + x1, 2σ2 + x2). Then this induces a free Z-
action and the quotient graph consists of two vertices, two edges between them
and one loop on each vertex (two loops) as an unoriented graph. Let φ be the
same as in Example 1a. We define an embedding map Φ′ : X → R2 by setting
Φ
′(σ(0, 0)) = (0, 0) + φ(σ), Φ′(σ(0, 1)) = (1, 1/2) + φ(σ) for σ ∈ Z2. Then Φ′
is periodic but not harmonic since for x = (0, 0) ∈ Z2, ∑e∈Ex [Φ′(te) −Φ′(oe)] =
(1, 0) + (−1, 0) + (1, 1/2) + (1,−1/2) = (2, 0) , (0, 0).
2. The hexagonal lattice.
The hexagonal lattice admits a free Z2-action with the quotient graph consist-
ing of two vertices and three edges as an unoriented graph. We define a fun-
damental subgraph D by setting the set of vertices {x0, x1, x2, x3} and the set
of (unoriented) edges {(x0, x1), (x0, x2), (x0, x3)}. Then the hexagonal lattice has
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a subgraph isomorphic to D and is covered by copies of the subgraph trans-
lated by the Z2-action. Choose a basis {u1 = (
√
3, 0), u2 = (
√
3/2, 3/2)} in R2
and define φ : Z2 → R2 by setting φ((m, n)) = mu1 + nu2 for (m, n) ∈ Z2
so that φ(Z2) = {∑2i=1 kiui | ki integers}. We define an embedding map Φ by
setting Φ(σx0) = (0, 0) + φ(σ), Φ(σx1) = (−
√
3/2, 1/2) + φ(σ), Φ(σx2) =
(√3/2, 1/2)+ φ(σ) and Φ(σx3) = (0,−1)+ φ(σ) for σ ∈ Z2. (Figure 5.) Then Φ
is a periodic harmonic map. In this case, D =
(
3/8 0
0 3/8
)
.
u1
u2
x0
x1 x2
x3
Figure 5: The hexagonal lattice embedded as in Example 2. and the quotient graph.
3. The Kagome´ lattice.
The Kagome´ lattice admits a free Z2-action with the quotient graph consisting of
three vertices and six edges (two edges between each pair of vertices) as an un-
oriented graph. We define a fundamental subgraph D by setting the set of vertices
{x0, x1, x2, x3, x4} and the set of (unoriented) edges {(x0, x1), (x0, x2), (x0, x3), (x0, x4)}.
Then the Kagome´ lattice has a subgraph isomorphic to D and is covered by
copies of the subgraph translated by theZ2-action. Choose a basis {u1 = (
√
3, 0), u2 =
(√3/2, 3/2)} in R2 and define φ : Z2 → R2 as the same as in Example 2.
We define an embedding map Φ by setting Φ(σx0) = (0, 0) + φ(σ), Φ(σx1) =
(−√3/2, 0)+φ(σ),Φ(σx2) = (−
√
3/4,−3/4)+φ(σ),Φ(σx3) = (
√
3/2, 0)+φ(σ),
Φ(σx4) = (
√
3/4, 3/4) + φ(σ) for σ ∈ Z2. (Figure 6.) Then Φ is a periodic har-
monic map. In this case, D =
(
3/8 0
0 3/8
)
.
Remark.
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x0x1
x2
x3
x4
u1
u2
Figure 6: The Kagome´ lattice embedded as in Example 3. and the quotient finite graph.
The notion of periodic harmonic map on Γ-crystal lattice is studied by Kotani and
Sunada and including the standard realization which they introduced in [10] as a special
case. They use harmonic maps to characterize equilibrium configurations of crystals.
In fact, a periodic harmonic map is characterized by a critical map for some discrete
analogue of energy functional. The standard realization is not only a critical map but
also the map whose energy itself is minimized by changing flat metrics on torus with
fixed volume. (More precisely, see[10]). The existence of periodic harmonic map
for every injective homomorphism producing lattices in Rd and the uniqueness up to
translation is proved in Theorem 2.3 and Theorem 2.4 in [10].
2.3 Scaling Limits
Let us construct the scaling limit of the crystal lattice. Suppose that Γ is isomorphic
to Zd. Let N ≥ 1 be an arbitrary positive integer and NΓ the subgroup isomorphic to
NZd. The subgroup NΓ acts also freely on X and its quotient graph NΓ\X is also a
finite graph XN = (VN , EN). Then Γ/NΓ  Zd/NZd acts freely on XN . We call XN the
N-scaling finite graph. The map
1
N
Φ : X → Rd,
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satisfies that (1/N)Φ(σN x) = (1/N)Φ(x) + ψ(σ) for all x ∈ V and all σ ∈ Γ since Φ is
Γ-equivariant. We have the torus Td := Rd/ψ(Γ), equipped with the flat metric induced
from the Euclidean metric. The torus depends on ψ, however, we do not specify it in
the following. Then the map (1/N)Φ : X → Rd induces the map
ΦN : XN → Td.
We call ΦN the N-scaling map. (Figure7.)
X
1
NΦ−−−−−→ Rdy y
XN −−−−−→
ΦN
T
d
N
N
N
1
Figure 7: The image of the N-scaling finite graph by a harmonic map in the covering
space
Next, we observe convergence of the combinatorial Laplacian on XN . Since the
degrees of x ∈ VN might be different, depending on each x, we consider “average” of
the combinatorial Laplacian on a fundamental domain.
Let d(x) be the degree of a vertex x ∈ VN , i.e., the cardinality of the set EN,x = {e ∈
EN | oe = x}. Define the combinatorial Laplacian ∆cN associated with XN = (VN , EN)
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acting on the space of continuous functions C(Td) by
∆
c
N J(ΦN(x)) :=
1
d(x)
∑
e∈EN,x
[J(ΦN(te)) − J(ΦN(oe))] ,
for J ∈ C(Td) and x ∈ VN . We show that the combinatorial Laplacian converges to the
Laplacian on Td in the following sense: For every twice continuous derivative functions
J ∈ C2(Td), for every x ∈ Td, for each x ∈ V0, take an arbitrary sequence of vertices
xN ∈ VN such that xN is a lift of x and ΦN(xN) → x as N → ∞, then by the Taylor
formula,
N2∆cN J(ΦN(xN))
=
1
d(x)
∑
e∈EN,xN
N d∑
i=1
∂J
∂xi
(ΦN(xN))vi(e) + 12
d∑
i, j=1
∂2J
∂xi∂x j
(ΦN(xN))vi(e)v j(e)
 + oN .
Since Φ is harmonic,
1
|V0|
∑
x∈V0
d(x)N2∆cN J (ΦN(xN)) =
1
2|V0|
∑
x∈V0
∑
e∈EN,xN
d∑
i, j=1
∂2J
∂xi∂x j
(x)vi(e)v j(e) + oN .
Since ∑x∈V0 ∑e∈EN ,xN vi(e)v j(e) = ∑e∈E0 vi(e)v j(e), the last term is equal to 2∇D∇J(x),
where D is a diffusion coefficient matrix and ∇D∇ = ∑i, j di j(∂2/∂xi∂x j) and D =
(di j)i, j=1,...,d.
3 Hydrodynamic limit for exclusion processes
We formulate the symmetric simple exclusion process and the weakly asymmetric sim-
ple exclusion process in crystal lattices. As we see below, the former is a particular case
of the latter.
Let XN = (VN , EN) be the N-scaling finite graph of X. We denote the configuration
space by ZN := {0, 1}VN . We denote the configuration space for the whole crystal lattice
X = (V, E) by Z := {0, 1}V . Each configuration is defined by η = (ηx)x∈VN ∈ ZN with
ηx = 0 or 1 and by η ∈ Z in the same way.
We consider the Bernoulli measure νNρ and νρ on ZN , Z, respectively, for 0 ≤ ρ ≤ 1.
They are defined as the product measures of the Bernoulli measure ν1ρ on {0, 1}, where
ν1ρ(0) = 1 − ρ, ν1ρ(1) = ρ.
Let L2(ZN , νNρ ) be the L2-space of R-valued functions on ZN . The action of ΓN on
XN lifts on ZN by setting (ση)x := ησ−1 x for σ ∈ ΓN and x ∈ VN . The group ΓN also acts
on L2(ZN , νNρ ) by σF(η) := F(σ−1η) for F ∈ L2(ZN , νNρ ). For e ∈ EN and η ∈ ZN , we
denote by ηe the configuration defined by exchanging the values of ηoe and ηte, i.e.,
ηex :=

ηte x = oe
ηoe x = te
ηx otherwise.
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For each e ∈ EN , we define the operator πe : L2(ZN , νNρ ) → L2(ZN , νNρ ) by setting
πeF(η) := F(ηe) − F(η). We see that ηe = ηe and πeF = πeF for e ∈ EN . The above
notations also indicate corresponding ones for Z = {0, 1}V the configuration space on
the whole crystal lattice.
The symmetric simple exclusion process is defined by the generator LN acting on
L2(ZN , νNρ ) as
LN F(η) = 14
∑
e∈EN
πeF(η), F ∈ L2(ZN , νNρ ).
The weakly asymmetric simple exclusion process is defined as a perturbation of
the symmetric simple exclusion process. We denote by C1,2([0, T ] × Td) the space of
continuous functions with continuous derivatives in [0, T ] and the twice continuous
derivatives in Td. For each function H ∈ C1,2([0, T ] × Td), the weakly asymmetric
simple exclusion process on XN is defined by the generator LHN acting on L2(ZN , νNρ ) as
LHN F(η) =
1
2
∑
e∈EN
cH(e, η, t)πeF(η), F ∈ L2(ZN , νNρ ),
where
cH(e, η, t) := ηoe (1 − ηte) exp [H(t,ΦN(te)) − H(t,ΦN(oe))] .
Here ΦN : XN → Td is the N-scaling map. The meaning of the perturbation is as
follows: We introduce a “small” drift depending on space and time in particles. In the
original process, a particle jumps with rate 1/2 from oe to te (e is an edge) at time t,
while in the perturbed process, a particle jumps approximately with rate
1
2
(
1 + 1
N
H(t,ΦN(oe))
)
.
Therefore, the external field which is now (1/2N)∇H gives a small asymmetry of the
order 1/N in the jump rate. Notice that we obtain the symmetric simple exclusion
process when H is constant.
Remark
The weakly asymmetric simple exclusion process which we introduced here does
not include the well-studied case where for one dimensional lattice, the external field is
(1/2N)E for some constant E > 0 and its limit equation produces the viscous Burgers
equation (e.g., [2]). This process corresponds to the case with ∇H ≡ E which we do
not treat here.
Let D([0, T ], ZN) be the space of paths which are right continuous and have left
limits for some arbitrary fixed time T > 0. For a probability measure µN on ZN , we
denote by PHN the distribution on D([0, T ], ZN) of the continuous time Markov chain
ηN(t) generated by N2LHN with the initial measure µN .
The main theorem is stated as follows:
Theorem 3.1. Let ρ0 : Td → [0, 1] be a measurable function. If a sequence of proba-
bility measures µN on ZN satisfies that
lim
N→∞
µN

∣∣∣∣∣∣∣ 1|VN |
∑
x∈VN
J (ΦN(x)) ηNx (0) −
∫
Td
J(u)ρ0(u)du
∣∣∣∣∣∣∣ > δ
 = 0,
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for every δ > 0 and for every continuous functions J : Td → R, then for every t ≥ 0,
lim
N→∞
P
H
N

∣∣∣∣∣∣∣ 1|VN |
∑
x∈VN
J (ΦN(x)) ηNx (t) −
∫
Td
J(u)ρ(t, u)du
∣∣∣∣∣∣∣ > δ
 = 0,
for every δ > 0 and for every continuous functions J : Td → R, where ρ(t, u) is the
unique weak solution of the following quasi-linear parabolic equation:
∂
∂t
ρ = ∇D∇ρ − 1
2|V0|
∑
e∈E0
∇v(e)
(
ρ(1 − ρ)∇v(e)H) , ρ(0, ·) = ρ0(·). (3.1)
Here we define ∇v(e) :=
∑d
i=1 vi(e)(∂/∂xi) for e ∈ E0.
We give examples corresponding to ones in Section 2.2.
Examples
0. The one dimensional standard lattice.
For the embedding in Example 0a., we recover the equation in Theorem 3.1 in
[8]:
∂
∂t
ρ =
1
2
∂2
∂x2
ρ − ∂
∂x
(
ρ(1 − ρ)∂H
∂x
)
.
For the embedding in Example 0b., we have the following equation:
∂
∂t
ρ =
5
4
∂2
∂x2
ρ − 5
2
∂
∂x
(
ρ(1 − ρ)∂H
∂x
)
.
1. The square lattice.
For the square lattice and its embedding in Example 1a., we have the following
equation:
∂
∂t
ρ =
1
2
(
∂2
∂x2
+
∂2
∂y2
)
ρ − ∂
∂x
(
ρ(1 − ρ)∂H
∂x
)
− ∂
∂x
(
ρ(1 − ρ)∂H
∂y
)
.
For the square lattice and its embedding in Example 1b., we have the following
equation:
∂
∂t
ρ =
(
5
8
∂2
∂x2
+
1
4
∂2
∂x∂y
+ +
1
4
∂2
∂y∂x
+
1
2
∂2
∂y2
)
ρ
− 5
4
∂
∂x
(
ρ(1 − ρ)∂H
∂x
)
− 1
2
∂
∂x
(
ρ(1 − ρ)∂H
∂y
)
− 1
2
∂
∂y
(
ρ(1 − ρ)∂H
∂x
)
− ∂
∂y
(
ρ(1 − ρ)∂H
∂y
)
.
2. The hexagonal lattice, the Kagome´ lattice.
For the hexagonal lattice, the Kagome´ lattice and their embeddings in Example
2. and 3., we have the following same equation:
∂
∂t
ρ =
3
8
(
∂2
∂x2
+
∂2
∂y2
)
ρ − 3
4
∂
∂x
(
ρ(1 − ρ)∂H
∂x
)
− 3
4
∂
∂y
(
ρ(1 − ρ)∂H
∂y
)
.
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4 Replacement theorem
In this section, we formulate the replacement theorem and give its proof. The replace-
ment theorem is given by the form of super exponential estimate and follows from the
one-block estimate and the two blocks estimate.
4.1 Local function bundles
For our purpose, we introduce local function bundles which describe the local interac-
tions of particles and the two types of local averages for local function bundles.
Definition 4.1. A local function bundle f on V × Z is a function f : V × Z → R, which
satisfies that for each z ∈ V there exists r > 0 such that fz : Z → R depends only on
{ηx | d(x, z) ≤ r}. Here d is the graph distance in X. We say that a local function bundle
f : V × Z → R is Γ-periodic if it holds that fσx(ση) = fx(η) for any σ ∈ Γ, x ∈ V and
η ∈ Z.
Here we give examples of Γ-periodic local function bundles on V × Z. We use the
first one and the third one later.
Examples
• If we define f : V × Z → R by for x ∈ V and η ∈ Z
fx(η) = ηx,
then f is a Γ-periodic local function bundle on V × Z.
• If we define f : V × Z → R by for x ∈ V and η ∈ Z
fx(η) =
∏
e∈Ex
ηte,
then f is a Γ-periodic local function bundle on V × Z.
• Fix e ∈ E0. If we define f (e) : V × Z → R by
f (e)x (η) =
ηoσeηtσe there exists (unique) σ ∈ Γ such that x = oσe,0 otherwise,
then f is a Γ-periodic local function bundle on V × Z.
Note that a Γ-periodic local function bundle f : V × Z → R induces a map f :
VN ×ZN → R for large enough N in the natural way. To abuse the notation, we indicate
the induced map by the same character f .
First, for R > 0, we define the R-ball by
B(Dx0 ,R) :=
⋃
σ∈Γ,|σ|≤R
σDx0 ⊂ V.
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Here | · | is the word metric appearing in Section 6.1. We regard that B(Dx0 ,R) ⊂ VN
via the covering map when N is large enough for R. For a local function bundle f :
V × Z → R, we define the local average of f on blocks {σDx0 }σ∈Γ by for x ∈ V ,
f x,R :=
1∣∣∣[x]B(Dx0 ,R)∣∣∣
∑
z∈[x]B(Dx0 ,R)
fz : Z → R,
where [x] is a unique element σ ∈ Γ such that x ∈ σDx0 and
∣∣∣[x]B(Dx0 ,R)∣∣∣ denotes the
cardinality of the set, which is equal to
∣∣∣B(Dx0 ,R)∣∣∣. Note that f x,R = f x0,R for every
x ∈ Dx0 . As a special case, we define for η ∈ Z and x ∈ V ,
ηx,R :=
1∣∣∣[x]B(Dx0 ,R)∣∣∣
∑
z∈[x]B(Dx0 ,R)
ηz : Z → R.
Second, we define the local average of f on each Γ-orbit, {σx}σ∈Γ by for x ∈ V ,
f˜x,R := 1|{σ | |σ| ≤ R}|
∑
σ∈Γ,|σ|≤R
fσx : Z → R.
Note that f ·,R and f˜·,R are Γ-periodic when f is Γ-periodic.
If a local function bundle f is Γ-periodic and N is large enough, then f ·,R, f˜·,R induce
the functions on ZN in the natural way. To abuse the notation, we indicate the induced
maps by the same characters f ·,R, f˜·,R.
4.2 Super exponential estimate
For a local function bundle f : V × Z → R, for x ∈ V , let us define 〈 fx〉(ρ) := Eνρ
[ fx],
the expectation with respect to the Bernoulli measure νρ.
The following estimate allows us to replace the local averages of the local function
bundle by the global averages of the empirical density. We call the following theorem
the replacement theorem. We prove it in the form of the super exponential estimate.
Theorem 4.1. (Super exponential estimate of the replacement theorem)
Fix T > 0. For any Γ-periodic local function bundles f : V × Z → R, for every
x ∈ Dx0 and for every δ > 0, it holds that
lim
K→∞
lim sup
ǫ→0
lim sup
N→∞
1
|ΓN |
logPHN
(
1
|ΓN |
∫ T
0
Vx,N,ǫ,K(η(t))dt ≥ δ
)
= −∞,
where
Vx,N,ǫ,K(η) :=
∑
σ∈ΓN
∣∣∣∣ f˜σx,K(η) − 〈 fx〉(ησx0,ǫN)∣∣∣∣ .
Note that for every x ∈ Dx0 , ησx0,R = ησx,R (R > 0).
We denote by PN the corresponding distribution on D([0, T ], ZN) of continuous
time Markov chain ηN(t) generated by N2LN with the initial measure µN . Furthermore,
we denote by PeqN the corresponding distribution on D([0, T ], ZN) of continuous time
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Markov chain ηN(t) generated by N2LN with the initial measure νN1/2, i.e., an equilib-
rium measure. We denote by EHN the expectation with respect to PHN , by EN the one with
respect to PN and by EeqN the one with respect to P
eq
N . For a probability measure µ on
some probability space, we also denote by Eµ the expectation with respect to µ.
By the following proposition, we reduce the super exponential estimate for PHN to
the one for PN .
Proposition 4.1. There exists a constant C(H, T ) > 0 such that
dPHN
dPN
≤ exp C(H, T )|ΓN |.
Proof. To simplify the notation, put H(t, x) = H(t,ΦN(x)) for x ∈ VN . To calculate the
Radon-Nikodym derivative:
dPHN
dPN
= exp
[ ∑
x∈VN
H(T, x)ηx(T ) −
∑
x∈VN
H(0, x)ηx(0)
−
∫ T
0
e−
∑
x∈VN H(t,x)ηx(t)(∂t + N2LN)e
∑
x∈VN H(t,x)ηx(t)dt
]
= exp
[ ∑
x∈VN
H(T, x)ηx(T ) −
∑
x∈VN
H(0, x)ηx(0) −
∫ T
0
{ ∑
x∈VN
∂H
∂t
(t, x)ηx(t)
+
N2
4
∑
e∈EN
(
ηoe(1 − ηte)eH(t,te)−H(t,oe) + ηte(1 − ηoe)eH(t,oe)−H(t,te)
− ηoe(1 − ηte) − ηte(1 − ηoe)
)}
dt
]
= exp
[ ∑
x∈VN
H(T, x)ηx(T ) −
∑
x∈VN
H(0, x)ηx(0) −
∫ T
0
{ ∑
x∈VN
∂H
∂t
(t, x)ηx(t)
+
N2
2
∑
x∈VN
∑
e∈EN,x
ηx
(
eH(t,te)−H(t,oe) − 1
)
− N
2
4
∑
e∈EN
(
eH(t,te)−H(t,oe) + eH(t,oe)−H(t,te) − 2
)
ηoeηte
}
dt
]
.
By the inequality |ez − 1 − z − (1/2)z2| ≤ (1/6)|z|3e|z| for z ∈ R, we have that∣∣∣∣N2 ∑
e∈EN,x
[
eH(t,te)−H(t,oe) − 1
]
− N2
∑
e∈EN,x
(H(t, te) − H(t, oe)) − 1
2
N2
∑
e∈EN,x
(H(t, te) − H(t, oe))2
∣∣∣∣
≤ 16 N
2
∑
e∈EN,x
|H(t, te) − H(t, oe)|3 e|H(t,te)−H(t,oe)|,
17
and thus, since Φ is harmonic,
N2
∑
e∈EN,x
[
eH(t,te)−H(t,oe) − 1
]
=
1
2
∑
e∈EN,x
d∑
i, j=1
∂2H
∂xi∂x j
(t, x)vi(e)v j(e) + 12
∑
e∈EN,x
(∇v(e)H(t, x))2 + oN .
Furthermore,
N2(eH(t,te)−H(t,oe) + eH(t,oe)−H(t,te) − 2) = (∇v(e)H(t, oe))2 + oN .
Hence, there exists a constant C(H, T ) > 0 depending only on H and T such that
dPHN/dPN is bounded from above by exp C(H, T )|ΓN |. It completes the proof. 
The super exponential estimate for PN induces the one for PHN since it holds that
for any Borel sets A ⊂ D([0, T ], ZN), PHN (A) ≤
(
exp C(H, T )|ΓN |)PN(A). Furthermore,
it is enough to prove the super exponential estimate for PeqN since for any Borel sets
A ⊂ D([0, T ], ZN), PN(A) ≤ 2|VN |PeqN (A).
Let P(ZN),P(Z) be the spaces of probability measures on ZN , Z, respectively. De-
fine νN := ⊗VNν11/2, ν := ⊗Vν11/2 the (1/2)-Bernoulli measure on ZN , Z, respectively.
Here we introduce a functional on P(ZN), which is the Dirichlet form for the density
function.
Definition 4.2. For µ ∈ P(ZN), put the density φ = dµ/dνN . The Dirichlet form of √φ
is defined by
IN(µ) = −
∫
ZN
√
φLN
√
φdνN .
Note that IN(µ) = (1/4)
∫
ZN
∑
e∈EN (πe
√
φ)2dνN ≥ 0.
Remark.
The functional IN is also called the I-functional in the different literatures.
Let us define the subset of the space of probability measures on ZN by for C > 0,
PN,C :=
{
µ ∈ P(ZN) | µ is ΓN-invariant and IN(µ) ≤ C |VN |N2
}
.
The proof of the super exponential estimate for PeqN is reduced to the following:
Theorem 4.2. For every C > 0 and every x ∈ Dx0 ,
lim
K→∞
lim sup
ǫ→0
lim sup
N→∞
sup
µ∈PN,C
Eµ
∣∣∣∣ f˜x,K − 〈 fx〉(ηx0,ǫN)∣∣∣∣ = 0.
First, we prove Theorem4.1 by using Therem4.2.
Proof of Theorem4.1. Fix any T > 0. By the above argument, it is enough to show that
for any Γ-periodic local function bundles f : V × Z → R, for every x ∈ Dx0 and for
every δ > 0,
lim
K→∞
lim sup
ǫ→0
lim sup
N→∞
1
|ΓN |
logPeqN
(
1
|ΓN |
∫ T
0
Vx,N,ǫ,K(η(t))dt ≥ δ
)
= −∞,
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where
Vx,N,ǫ,K(η) :=
∑
σ∈ΓN
∣∣∣∣ f˜σx,K(η) − 〈 fx〉(ησx0,ǫN)∣∣∣∣ .
By the Chebychev inequality, for every a > 0 and every δ > 0,
P
eq
N
(
1
|ΓN |
∫ T
0
Vx,N,ǫ,Kdt ≥ δ
)
≤ EeqN exp
(
a
∫ T
0
Vx,N,ǫ,Kdt − aδ|ΓN |
)
.
Now, the operator N2LN +aVx,N,ǫ,K acting on L2(ZN , νN) is self-adjoint for all a > 0
and all x ∈ Dx0 . Let λx,N,ǫ,K(a) be the largest eigenvalue of N2LN + aVx,N,ǫ,K . By using
the Feynman-Kac formula,
E
eq
N exp
(
a
∫ T
0
Vx,N,ǫ,Kdt
)
≤ exp Tλx,N,ǫ,K(a).
Therefore, it is suffice to show that for every a > 0,
lim
K→∞
lim sup
ǫ→0
lim sup
N→∞
1
|ΓN |
λx,N,ǫ,K(a) = 0, (4.1)
since (4.1) implies that
lim
K→∞
lim sup
ǫ→0
lim sup
N→∞
1
|ΓN |
logPeqN
(
1
|ΓN |
∫ T
0
Vx,N,ǫ,K(η(t))dt ≥ δ
)
≤ −aδ,
and we obtain the theorem by taking a to the infinity.
By the variational principle, the largest eigenvalue λx,N,ǫ,K(a) is represented by the
following:
λx,N,ǫ,K(a) = sup
µ∈P(ZN )
{
a
∫
ZN
Vx,N,ǫ,Kdµ − N2IN(µ)
}
.
See [7] Appendix 3 for more details.
Denote the average of µ by ΓN-action by µ˜ := (1/|ΓN |)∑σ∈ΓN µ ◦ σ. Then µ˜ is
ΓN-invariant so that
1
|ΓN |
∫
ZN
Vx,N,ǫ,Kdµ =
1
|ΓN |
Eµ
[
Vx,N,ǫ,K
]
= Eµ˜
∣∣∣∣ f˜x,K − 〈 fx〉(ηx0,ǫN)∣∣∣∣ .
The functional IN(·) is also ΓN-invariant, i.e., IN(µ ◦ σ) = IN(µ) for µ ∈ P(ZN),
σ ∈ ΓN . Thus, it is suffice to consider ΓN-invariant measures µ to estimate the largest
eigenvalue λx,N,ǫ,K(a). Furthermore, it is suffice to consider the case where µ satisfies∫
ZN
Vx,N,ǫ,Kdµ ≥ N2IN(µ). There exists a constant C( f ) > 0 depending on f such that
Vx,N,ǫ,K ≤ C( f )|ΓN |, thus we reduce µ ∈ P(ZN) to every ΓN-invariant measure satisfy-
ing that for every C > 0, IN(µ) ≤ C|VN |/N2. This shows that we can reduce to PN,C for
every C > 0, and thus it is enough to show for every C > 0 and every x ∈ Dx0 ,
lim
K→∞
lim sup
ǫ→0
lim sup
N→∞
sup
µ∈PN,C
Eµ
∣∣∣∣ f˜x,K − 〈 fx〉(ηx0,ǫN)∣∣∣∣ = 0,
to obtain (4.1). This follows from Theorem4.2. It completes the proof. 
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4.3 The one-block estimate
In this section, we prove the one-block estimate. We regard a probability measure µ
on ZN as one on Z by periodic extension. Let prN : V → VN be the covering map by
NΓ-action, and define the periodic inclusion iNper : ZN →֒ Z by (iNperη)z := ηprN (z), η ∈
ZN , z ∈ V . We identify µ on ZN with its push forward by iNper . On the other hand, we
identify an NΓ-invariant probability measure on Z with a probabiltiy measure on ZN .
First, for a finite subgraph Λ = (VΛ, EΛ) of X, we define the restricted state space
ZΛ := {0, 1}VΛ and the (1/2)-Bernoulli measure by νΛ := ⊗VΛν11/2 on ZΛ. Let us define
the operator acting on L2(Z, ν) by L◦
Λ
:= (1/2)∑e∈EΛ πe. For µ ∈ P(Z), µ|Λ stands
for the restriction of µ on ZΛ and φΛ := dµ|Λ/dνΛ its density. We also define the
corresponding Dirichlet form of
√
φΛ by
I◦
Λ
(µ) := −
∫
ZΛ
√
φΛL◦Λ
√
φΛdνΛ.
For large enough N, we regardΛ as a subgraph of XN by taking a suitable fundamental
domain in V for NΓ-action.
By the convexity of the Dirichlet form,
I◦
Λ
(µ) ≤ 1
4
∑
e∈EΛ
∫
ZN
(πe
√
φ)2dνN ,
by putting φ := dµ/dνN .
The one-block estimate is stated as follows:
Theorem 4.3. (The one-block estimate.) For every Γ-periodic local function bundles,
f : V × Z → R, every x ∈ Dx0 and every C > 0,
lim
K→∞
lim sup
N→∞
sup
µN∈PN,C
EµN
∣∣∣∣ f˜x,K − 〈 fx〉 (ηx0,K)∣∣∣∣ = 0.
Proof. For any probability measure µN ∈ PN,C , we apply the above argument by setting
Λ as VΛ := B(Dx0 , K) and EΛ := {e ∈ E | o(e), t(e) ∈ VΛ}. Since µN and νN are ΓN-
invariant,
I◦
Λ
(µN) ≤ 14
∑
σ∈ΓN ,|σ|≤K
∑
e∈σE0
∫
ZN
(πe
√
φ)2dνN
≤ |{σ ∈ ΓN | |σ| ≤ K}| ·
1
|ΓN |
IN(µN).
Since µN ∈ PN,C and |VN |/|ΓN | = |V0|, it holds that
I◦
Λ
(µN) ≤ (2K)d ·C |V0|N2 → 0 as N → ∞.
We note that P(Z) is compact with respect to the weak topology, and thus {µN } ⊂
P(Z) has a subsequence which convergences to some µ in P(Z). Let A be the set of
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all limit points of {µN } in P(Z). By the above argument, I◦Λ(µ) = 0 for all µ ∈ A.
Therefore, since I◦
Λ
(µ) = (1/4)∑e∈EΛ ∑η∈ZΛ (πe √µ|Λ(η))2 = 0 for every µ ∈ A by the
definition of I◦
Λ
, we obtain that µ|Λ(ηe) = µ|Λ(η) for every e ∈ EΛ and every η ∈ ZΛ.
This shows that random variables ηx, x ∈ V are exchangeable under µ. By the de Finetti
theorem, there exists a probability measure λ on [0, 1] such that µ =
∫ 1
0 νρλ(dρ). Since
lim sup
N→∞
sup
µN∈PN,C
EµN
∣∣∣∣ f˜x,K − 〈 fx〉 (ηx0,K)∣∣∣∣ ≤ sup
µ∈A
Eµ
∣∣∣∣ f˜x,K − 〈 fx〉 (ηx0,K)∣∣∣∣ ,
it is enough to show that
lim sup
K→∞
sup
ρ∈[0,1]
Eνρ
∣∣∣∣ f˜x,K − 〈 fx〉 (ηx0,K)∣∣∣∣ = 0,
for every Γ-invariant local function bundles f .
By the definition of the Γ-periodic local function bundle, there exists a constant
L > 0 such that for every x ∈ V , fx : Z → R depends on at most {ηz | z ∈ [x]B(Dx0 , L)}.
Therefore we obtain that there exists a constant C( f ) > 0 depending only on f such
that
Eνρ
[
f˜x,K − Eνρ
[
f˜x,K
]]2 ≤ C( f ) · Ld
Kd
→ 0 as K → ∞.
Note that 〈 fx〉(ρ) = Eνρ
[
f˜x,K
]
for every x ∈ Dx0 since the Bernoulli measure νρ
is ΓN-invariant. In addition, we also obtain that there exists a constant C′ > 0 not
depending on ρ,
Eνρ
∣∣∣ηx0,K − ρ∣∣∣2 ≤ C′Kd → 0 as K → ∞.
Finally, since 〈 fx〉(ρ) is a polynomial with respect to ρ, in particular, uniformly contin-
uous on [0, 1], we obtain that
lim
K→∞
sup
ρ∈[0,1]
Eνρ
∣∣∣∣ f˜x,K − 〈 fx〉(ηx0,K)∣∣∣∣ = 0 for every x ∈ Dx0 .
This concludes the theorem
lim
K→∞
lim sup
N→∞
sup
µN∈PN,C
EµN
∣∣∣∣ f˜x,K − 〈 fx〉(ηx0,K)∣∣∣∣ = 0 for every x ∈ Dx0 .

4.4 The two-blocks estimate
In this section, we prove the two-blocks estimate. We identify a probability measure
on ZN with its periodic extension on Z in the same manner as Section4.3.
Theorem 4.4. (The two-blocks estimate) For every C > 0,
lim
K→∞
lim sup
ǫ→0
lim sup
L→∞
lim sup
N→∞
sup
σ∈Γs.t.L<|σ|≤ǫN
sup
µN∈PN,C
EµN
∣∣∣ηx0,K − ησx0,K ∣∣∣ = 0.
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Let us denote by P(Z × Z) the space of probability measures on Z × Z. We define
the map for σ ∈ Γ, σˆ : Z → Z × Z by σˆ(η) := (η, ση), η ∈ Z. For µ ∈ P(Z), we define
the push forward of µ by σˆ via σˆµ := µ ◦ σˆ−1 ∈ P(Z × Z).
Let us denote by A◦ǫ,L ⊂ P(Z × Z) the set of all limit points of {σˆµN | L < |σ| ≤
ǫN, µN ∈ PN,C} in P(Z × Z) as N → ∞ and by A◦ǫ ⊂ P(Z × Z) the set of all limit points
of A◦ǫ as L → ∞. We put (x0, x′0) ∈ V × V , where x′0 stands for a copy of x0. Then, it
holds that ∫
Z
∣∣∣ηx0,K − ησx0 ,K ∣∣∣ µ(dη) = ∫
Z×Z
∣∣∣∣ηx0,K − η′x′0,K ∣∣∣∣ (σˆµ)(dηdη′).
Note that
lim sup
L→∞
lim sup
N→∞
sup
σ∈Γs.t.L<|σ|≤ǫN
sup
µ∈PN,C
∫
Z×Z
∣∣∣∣ηx0,K − η′x′0,K ∣∣∣∣ (σˆµ)(dηdη′)
≤ sup
µ∈A◦ǫ
∫
Z×Z
∣∣∣∣ηx0,K − η′x′0,K ∣∣∣∣ µ(dηdη′).
We introduce two types of generators acting on L2(Z×Z, ν⊗ν) and the correspond-
ing Dirichlet forms. The first one is used for treating two different states at the same
time independently. The second one is used for treating exchanges of particles between
two different states.
As in Section4.3, we define a subgraph Λ = (VΛ, EΛ) of X by setting VΛ :=
B(Dx0 , K), EΛ := {e ∈ E | o(e), t(e) ∈ VΛ} and the operator acting on L2(Z, ν) by
L◦
Λ
:=
1
2
∑
e∈EΛ
πe.
For µ ∈ P(Z × Z), we denote by µ|Λ×Λ the restriction of µ on ZΛ × ZΛ. Define the
Dirichlet form of
√
φΛ×Λ by
I◦
Λ×Λ(µ) := −
∫
ZΛ×ZΛ
√
φΛ×Λ(L◦Λ ⊗ 1 + 1 ⊗ L◦Λ)
√
φΛ×Λd(νΛ ⊗ νΛ).
Let us introduce the notation which describes exchanges of states for (η, η′) ∈ Z×Z.
For (x, y) ∈ V×V , (η, η′)(x,y) ∈ Z×Z is the configuration obtained by exchanging values
ηx and η′y, i.e., (η, η′)(x,y) := (ζz, ζ′z′)(z,z′)∈V×V is defined by setting
ζz :=
η′y z = xηz z , x,
ζ′z :=
ηx z = yη′z z , y.
Moreover, for F ∈ L2(Z × Z, ν ⊗ ν), we define πx,yF ((η, η′)) := F
(
(η, η′)(x,y)
)
−
F ((η, η′)). We define the operator acting on L2(Z × Z, ν ⊗ ν) by
L◦x0,x′0 := πx0,x′0 .
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The corresponding Dirichlet form of
√
φΛ×Λ is defined by
I(x0,x
′
0)
Λ×Λ (µ) := −
∫
ZΛ×ZΛ
√
φΛ×ΛL◦x0,x′0
√
φΛ×Λd(νΛ ⊗ νΛ).
We prove two lemmas needed later. The first one is easy to show, so we omit the
proof.
Lemma 4.1. There exist constants c1, c′1, c2 > 0 such that for all σ ∈ Γ,
c′1|σ| − c2 ≤ d(x0, σx0) ≤ c1|σ|,
where d is the graph distance of X.
For x, y ∈ VN and for η ∈ ZN , η(x,y) is the configuration obtained by exchanging two
values ηx and ηy, i.e.,
η
(x,y)
z :=

ηy z = x
ηx z = y
ηz otherwise,
and moreover for x, y ∈ VN , we define the operator πx,yF(η) := F
(
η(x,y)
)
− F(η) for
F ∈ L2(ZN , νN). These notations also indicates ones for Z.
The second one is the following:
Lemma 4.2. For every ΓN-periodic functions F ∈ L2(ZN , νN) and every σ ∈ ΓN ,∫
ZN
(πx0,σx0 F)2dνN ≤ 4d(x0, σx0)2
∑
e∈E0
∫
ZN
(πeF)2dνN .
Proof. For x0, σx0 ∈ VN , there exists a path c = (e1, . . . , el) such that x0 = o(e1), t(el) =
σx0 and d(x0, σx0) = l. Define a sequence of edges c˜ = ( f1, . . . , fl, fl+1, . . . , f2l+1) by
setting c˜ = (e1, . . . , el, el−1, . . . , e1). For η ∈ ZN , let us define η(0) := η, η(i) := η fi(i−1), 1 ≤
i ≤ 2l − 1, inductively. We note that ηx0,σx0 = η(2l−1). Then we have that
(
πx0,σx0 F(η)
)2
= (F (ηx0,σx0 ) − F (η))2 =
2l−1∑
i=1
π fi F
(
η(i−1)
)
2
≤ (2l−1)
2l−1∑
i=1
(
π fi
(
η(i−1)
))2
.
If F is ΓN-periodic, then for each i = 1, . . . , 2l − 1,∫
ZN
(
π fi F
(
η(i−1)
))2 dνN ≤ ∑
e∈E0
∫
ZN
(πeF)2 dνN .
Therefore∫
ZN
(
πx0,σx0 F
)2 dνN ≤ (2l − 1)2 ∑
e∈E0
∫
ZN
(πeF)2 dνN ≤ 4d(x0, σx0)2
∑
e∈E0
∫
ZN
(πeF)2 dνN .
It completes the proof. 
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Let us define the subset of P(Z × Z) by for a constant C˜ > 0,
Aǫ,C˜ :=
{
µ ∈ P(Z × Z) | I◦
Λ×Λ(µ) = 0, I
(x0,x′0)
Λ×Λ (µ) ≤ C˜ǫ2
}
.
Then we have the following lemma.
Lemma 4.3. There exists a constant C˜ > 0 such that
A◦ǫ ⊂ Aǫ,C˜ .
Proof. As in Section4.3, we define a subgraph Λ := (VΛ, EΛ) of X by setting VΛ :=
B(Dx0 , K), EΛ := {e ∈ E | o(e), t(e) ∈ VΛ} for K. We take large enough L, N for the
diameter ofΛ, K, so that VΛ∩σVΛ = ∅ for L < |σ| and VΛ∪σVΛ ⊂ XN for L < |σ| ≤ ǫN
by taking a suitable fundamental domain in V by NΓ-action. Take µ ∈ PN,C , σ ∈ Γ.
For (η, η′) ∈ ZΛ × ZΛ, if we define η˜ ∈ ZΛ∪σΛ by η˜|Λ = η and σ−1η˜|Λ = η′ then
(σˆµ)|Λ×Λ(η, η′) = µ|Λ∪σΛ(˜η). Let us consider the operator acting on L2(Z, ν) by
L◦
Λ∪σΛ :=
1
2
∑
e∈EΛ∪σΛ
πe.
For µ ∈ PN,C , we denote the density of µ|Λ∪σΛ by φΛ∪σΛ := dµ|Λ∪σΛ/dνΛ∪σΛ. Then
I◦
Λ×Λ(σˆµ) = I◦Λ∪σΛ(µ) = −
∫
ZΛ∪σΛ
√
φΛ∪σΛL◦Λ∪σΛ
√
φΛ∪σΛdνΛ∪σΛ.
For any µ ∈ PN,C , we put φ := dµ/dνN . By the convexity of the Dirichlet form and the
ΓN-invariance of φ,
I◦
Λ×Λ(σˆµ) ≤
1
4
∑
e∈EΛ∪σΛ
∫
ZN
(
πe
√
φ
)2
dνN ≤ |EΛ∪σΛ|
4
∑
e∈E0
∫
ZN
(
πe
√
φ
)2
dνN
≤ |EΛ|
2
1
|ΓN |
IN(µ).
Since IN(µ) ≤ C|VN |/N2,
I◦
Λ×Λ(σˆµ) ≤
|EΛ|
2
|VN |
|ΓN |
C
N2
=
|EΛ|
2
|V0| CN2 → 0 as N → ∞.
Therefore I◦
Λ×Λ(µL) = 0 for any µL ∈ A◦ǫ,L. Furthermore I◦Λ×Λ(˜µ) = 0 for any µ˜ ∈ A◦ǫ
by the continuity of the functional I◦
Λ×Λ.
For µ ∈ PN,C , by the convexity of the Dirichlet form,
I(x0,x
′
0)
Λ×Λ (σˆµ) := −
∫
ZΛ∪σΛ
√
φΛ∪σΛπx0,σx0
√
φΛ∪σΛdνΛ∪σΛ ≤
1
2
∫
ZN
(
πx0,σx0
√
φΛ∪σΛ
)2
dνN .
By the ΓN-invariance of µ ∈ PN,C and by Lemma4.2,∫
ZN
(
πx0,σx0
√
φ
)2
dνN ≤ 4d(x0, σx0)2
∑
e∈E0
∫
ZN
(
πe
√
φ
)2
dνN ≤ 4d(x0, σx0)2 4|ΓN | IN(µ).
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By Lemma4.1 and the definition of µ ∈ PN,C , for all σ ∈ Γ such that L < |σ| ≤ ǫN,
I(x0,x
′
0)
Λ×Λ (σˆµ) ≤ 4c21|σ|2 ·
4
|ΓN |
·C |VN |
N2
≤ 16ǫ2c21C|V0|.
By setting C˜ = 16c21C|V0| and the continuity of the I◦Λ×Λ, for every µ˜ ∈ A◦ǫ , we have
that I(x0,x
′
0)
Λ×Λ (˜µ) ≤ ǫ2C˜. It concludes that A◦ǫ ⊂ Aǫ,C˜ . 
Let us prove Theorem4.4.
Proof of Theorem4.4. Denote by A0 the set of all limit points of Aǫ,C˜ as ǫ → 0. For
every µ˜0 ∈ A0, it holds that I◦Λ×Λ(˜µ0) = 0 and I
(x0,x′0)
Λ×Λ (˜µ0) = 0 by the continuity of the
functionals I◦
Λ×Λ and I
(x0,x′0)
Λ×Λ . These show that for any x, y ∈ VΛ × VΛ, πx,y (˜µ0|Λ×Λ) = 0
and thus for any x, y ∈ VΛ and for any η, η′ ∈ Z, µ˜0|Λ×Λ
(
(η(x,y), η′)
)
= µ˜0|Λ×Λ ((η, η′)),
µ˜0|Λ×Λ
(
(η, η′(x,y))
)
= µ˜0|Λ×Λ ((η, η′)) and µ˜0|Λ×Λ
(
(η, η′)(x,y)
)
= µ˜0|Λ×Λ ((η, η′)), i.e., µ˜0 is
exchangeable on Z × Z. By the de Finetti theorem there exists a probability measure λ
on [0, 1] such that µ˜0 =
∫
[0,1] νρ ⊗ νρλ(dρ).
As in the proof of Theorem4.3, limK→∞ supρ∈[0,1] Eνρ
∣∣∣ηx0,K − ρ∣∣∣2 = 0, therefore, by
the triangular inequality,
sup
µ˜0∈A0
Eµ˜0
∣∣∣∣ηx0,K − ηx′0,K ∣∣∣∣ ≤ sup
ρ∈[0,1]
Eνρ⊗νρ
∣∣∣∣ηx0,K − ηx′0,K ∣∣∣∣
≤ 2 sup
ρ∈[0,1]
Eνρ
∣∣∣ηx0,K − ρ∣∣∣ → 0 as K → ∞.
Finally, by Lemma4.3, A◦ǫ ⊂ Aǫ,C˜ for some C˜ > 0 and thus,
lim sup
ǫ→0
lim sup
L→∞
lim sup
N→∞
sup
σ∈Γs.t.L<|σ|≤ǫN
sup
µ∈PN,C
Eµ
∣∣∣∣ηx0,K − ησx′0,K ∣∣∣∣
≤ lim sup
ǫ→0
sup
µ˜∈A◦ǫ
Eµ˜
∣∣∣∣ηx0,K − η′x′0,K ∣∣∣∣ ≤ sup
µ˜0∈A0
Eµ˜0
∣∣∣∣ηx0,K − η′x′0,K ∣∣∣∣ → 0 as K → ∞.
This completes the theorem
lim
K→∞
lim sup
ǫ→0
lim sup
L→∞
lim sup
N→∞
sup
σ∈Γs.t.L<|σ|≤ǫN
sup
µ∈PN,C
Eµ
∣∣∣∣ηx0,K − ησx′0,K ∣∣∣∣ = 0.

4.5 The proof of Theorem4.2
Let us prove Theorem4.2 by using the one-block estimate Theorem4.3 and the two-
blocks estimate Theorem4.4.
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Proof of Theorem4.2. First, we note that there exist positive constants C0,C1 and C2
such that for any η ∈ Z,∣∣∣∣∣∣∣∣ηx0,ǫN − 1∣∣∣∪L<|σ|≤ǫNσDx0 ∣∣∣
∑
z∈∪L<|σ|≤ǫNσDx0
ηz,K
∣∣∣∣∣∣∣∣
≤ C0
Ld
(ǫN)d +C1
Kd
(
(ǫN)d − (ǫN − 1)d
)
(ǫN)d +C2
Kd
(
(L + 1)d − Ld
)
(ǫN)d ,
and thus there exists a constant C(ǫ, L, K) > 0 depending on ǫ, L and K such that for
any η ∈ Z, ∣∣∣∣∣∣∣∣ηx0,ǫN − 1∣∣∣∪L<|σ|≤ǫNσDx0 ∣∣∣
∑
z∈∪L<|σ|≤ǫNσDx0
ηz,K
∣∣∣∣∣∣∣∣ ≤ C(ǫ, L, K)N ,
uniformly. Then, since µ is Γ-invariant as a probability measure on Z,
Eµ
∣∣∣ηx0,K − ηx0,ǫN ∣∣∣ ≤ Eµ
∣∣∣∣∣∣∣∣ηx0,K − 1∣∣∣∪L<|σ|≤ǫNσDx0 ∣∣∣
∑
z∈∪L<|σ|≤ǫNσDx0
ηz,K
∣∣∣∣∣∣∣∣ + C(ǫ, L, K)N
≤ 1∣∣∣∪L<|σ|≤ǫNσDx0 ∣∣∣
∑
z∈∪L<|σ|≤ǫNσDx0
Eµ
∣∣∣ηx0,K − ηz,K ∣∣∣ + C(ǫ, L, K)N
≤ sup
σ∈Γ,L<|σ|≤ǫN
sup
µ∈PN,C
Eµ
∣∣∣ηx0,K − ησx0,K ∣∣∣ + C(ǫ, L, K)N ,
where the last inequality comes from the fact that for any z ∈ σDx0 it holds that ησx0,K =
ηz,K .
Applying Theorem4.4, we have that
lim
K→∞
lim sup
ǫ→0
lim sup
N→∞
sup
µ∈PN,C
Eµ
∣∣∣ηx0,K − ηx0,ǫN ∣∣∣ = 0.
For every Γ-periodic local function bundles f , 〈 fx〉(·) is uniformly continuous on [0, 1].
Therefore,
lim
K→∞
lim sup
ǫ→0
lim sup
N→∞
sup
µ∈PN,C
Eµ
∣∣∣∣〈 fx〉 (ηx0,K) − 〈 fx〉 (ηx0,ǫN)∣∣∣∣ = 0.
Furthermore, applying the one-block estimate Theorem4.3, for every x ∈ Dx0 ,
lim
K→∞
lim sup
ǫ→0
lim sup
N→∞
sup
µ∈PN,C
Eµ
∣∣∣∣ f˜x,K − 〈 fx〉 (ηx0,ǫN)∣∣∣∣ = 0.
It completes the proof of Theorem4.2. 
26
5 The proof of Theorem3.1
In this section, we prove Theorem3.1.
Let ΦN : XN → Td be the N-scaling map. We define the empirical density by
ξN(t, dµ) := 1|VN |
∑
x∈VN
ηNx (t)δΦN (x)(dµ),
where δz is the delta measure at z ∈ Td. The empirical density is the measure val-
ued process. We denote by C1,2([0, T ] × Td) the space of continuous functions with
continuous derivatives in [0, T ] and twice continuous derivatives in Td. For every
J·(·) ∈ C1,2([0, T ] × Td), we define
〈Jt, ξN(t)〉 := 1|VN |
∑
x∈VN
ηNx (t)Jt (ΦN(x)) .
To abuse the notation, we denote the inner product in L2(Td, νN) by
〈F,G〉 =
∫
Td
FGdνN for F,G ∈ L2(Td, νN).
Let us define the process as follows:
MN(t) := 〈Jt, ξN(t)〉 − 〈J0, ξN(0)〉 −
∫ t
0
bN(s)ds,
where bN(t) := 〈(∂/∂t)Jt, ξN(t)〉 + N2LHN 〈Jt, ξN(t)〉 and
NN (t) := |MN(t)|2 −
∫ t
0
AN(s)ds,
where
AN(s) := N
2
2
∑
e∈EN
cH(e, η, s) (πe〈Js, ξN(s)〉)2 .
Here MN (t), NN(t) are martingales with respect to the filtration {Ft}t≥0, where Ft :=
σ
{
ηN(s) | 0 ≤ s ≤ t
}
and it holds that
E
H
N |MN(t)|2 = EHN
∫ t
0
AN(s)ds.
Then we have the following lemma by applying the Doob inequality.
Lemma 5.1.
lim
N→∞
E
H
N
[
sup
0≤t≤T
|MN(t)|2
]
= 0.
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Proof. For J ∈ C1,2([0, T ] × Td) and for each e ∈ EN , we have that
πe〈Js, ξN(s)〉 = 1|VN |
∑
x∈VN
πe
(
ηNx (s)Js (ΦN(x))
)
=
1
|VN |
[
ηNoe(s) − ηNte(s)
]
[Js (ΦN(te)) − Js (ΦN(oe))] .
By the regularity of J and the compactness of Td, we note that there exists a con-
stant C(J) depending only on J, such that uniformly,
|Js (ΦN(te)) − Js (ΦN(oe))| ≤ C(J)N .
Thus
AN(s) ≤ N
2
2
∑
e∈EN
cH(e, η, s)
[
1
|VN |
C(J)
N
]2
≤ N2|EN |C′ C(J)
2
|VN |2N2
=
C′′
|VN |
,
where C′ is a constant such that cH(·, ·, ·) ≤ C′ and C′′ = C′C(J)2|E0|/|V0|. Then we
obtain that
E
H
N |MN(T )|2 = EHN
∫ T
0
AN(s)ds ≤ C
′′T
|VN |
→ 0 as N → ∞.
Applying the Doob inequality for the right continuous martingale {MN (t)}t,
E
H
N
[
sup
0≤t≤T
|MN(T )|2
]
≤ 4EHN |MN(T )|2 ,
we conclude that limN→∞ EHN
[
sup0≤t≤T |MN(t)|2
]
= 0. 
5.1 Relative compactness of a sequence of probability measures
We denote by M := M(Td) the space of nonnegative Borel measures with the total
measure less than or equal to one on Td, endowed with the weak topology. Since Td
is a compact metric space, the space of continuous functions C(Td) with the supre-
mum norm is separable. Fix a dense countable subset {Jk}∞k=0 of C(Td), then the weak
topology of M is given by the distance dM(·, ·) by
dM(µ, µ′) :=
∞∑
k=0
1
2k
· |〈Jk, µ〉 − 〈Jk, µ
′〉|
1 + |〈Jk, µ〉 − 〈Jk, µ′〉|
,
for µ, µ′ ∈ M where 〈Jk, µ〉 :=
∫
Td
Jkdµ. We note that M with the weak topology is
compact.
Define the space of paths in M by
D([0, T ],M) := {ξ· : [0, T ] →M | ξ is right continuous with left limits.} ,
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equipped with the Skorohod topology. For a given process ξN : [0, T ] → M such that
P
H
N (ξN ∈ D([0, T ],M)) = 1, we denote by QHN the distribution of ξN on D([0, T ],M).
Then we show that the sequence {QHN }N has a subsequential limit. The following
proposition gives a sufficient condition for this. See [7] Section 4, Theorem 1.3 for the
proof.
Proposition 5.1. If for every Jk, k = 0, 1, . . . , and every δ > 0,
lim
γ→0
lim sup
N→∞
QHN
 sup
|t−s|≤γ
∣∣∣∣〈Jk, ξN(t)〉 − 〈Jk, ξN(s)〉∣∣∣∣ > δ = 0,
then there exists a subsequence {QHNk }∞k=0 and a probability measure QH on D([0, T ],M)
such that QHNk weakly converges to QH as k → ∞.
The next proposition claims that each subsequential limit QH in Proposition5.1 is
absolutely continuous with respect to Lebesgue measure on the torus for each time t,
and its density has the value in [0, 1] a.e. The proof is the same as in [7] Section 4,
pp.57, so we omit the proof.
Proposition 5.2. All limit points QH of {QHN }N are concentrated on trajectories of ab-
solutely continuous measures with respect to the Lebesgue measure for each time t, i.e.,
there exists a Borel set W ⊂ D([0, T ],M) such that QH(W) = 1 and for every ξ· ∈ W
and every t ∈ [0, T ], ξt is absolutely continuous with respect to the Lebesgue measure
du. Moreover, the density ρ(t, u) := dξt/du satisfies that 0 ≤ ρ(t, u) ≤ 1, du-a.e.
To simplify the notation, we put J(t, x) := J(t,ΦN(x)), H(t, x) := H(t,ΦN(x)) for
J, H ∈ C1,2([0, T ],Td), respectively.
Then we have:
N2LHN 〈Jt, ξN(t)〉 =
N2
2|VN |
∑
e∈EN
exp [H(t, te) − H(t, oe)] · (−ηoeηte + ηoe)(J(t, te) − J(t, oe))
=
N2
2|VN |
∑
x∈VN
∑
e∈EN,x
[{
exp (H(t, te) − H(t, oe)) − 1} · (J(t, te) − J(t, oe)) ηoe + (J(t, te) − J(t, oe)) ηoe]
− N
2
4|VN |
∑
e∈EN
{
exp (H(t, te) − H(t, oe)) − exp (H(t, oe) − H(t, te))} · ηoeηte(J(t, te) − J(t, oe)).
For e ∈ E, we denote the directional derivative along v(e) by
∇v(e)H(t, x) :=
d∑
i=1
∂H
∂xi
(t, x)vi(e), for [0, T ] × Td.
Applying the inequality |ez − 1 − z| ≤ (1/2)|z|2e|z| for z ∈ R, by the regularity of H
and by the compactness Td, there exists a constant C > 0 not depending on each point
of [0, T ] × Td such that for every N and for every e ∈ EN ,∣∣∣N{exp (H(t, te) − H(t, oe)) − 1} − ∇v(e)H(t, oe)∣∣∣ ≤ CN ,
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∣∣∣N{exp (H(t, oe) − H(t, te)) − 1} + ∇v(e)H(t, oe)∣∣∣ ≤ CN ,∣∣∣N {J(t, te) − J(t, oe)} − ∇v(e)J(t, oe)∣∣∣ ≤ CN .
By the convergence of the combinatorial Laplacian in Section2.3, we have that
N2
∑
e∈EN,x
(J(t, te) − J(t, oe)) = 1
2
∑
e∈EN,x
d∑
i, j=1
∂2J
∂xi∂x j
(t, x)vi(e)v j(e) + oN .
Hence,
N2LHN 〈Jt, ξN(t)〉 =
1
2|VN |
∑
e∈EN
∇v(e)H(t, oe) · ∇v(e)J(t, oe)ηoe
+
1
4|VN |
∑
x∈VN
∑
e∈EN,x
d∑
i, j=1
∂2J
∂xi∂x j
(t, x)vi(e)v j(e)ηoe
− 1
2|VN |
∑
e∈EN
∇v(e)H(t, oe) · ∇v(e)J(t, oe)ηoeηte + oN . (5.1)
We replace PHN by QHN regarding the empirical density ξN as the measure on D([0, T ],M).
Let us prove the following lemma:
Lemma 5.2. For every J ∈ C(Td) and for every δ > 0,
lim
γ→0
lim sup
N→∞
QHN
 sup
|t−s|≤γ
∣∣∣∣〈J, ξN(t)〉 − 〈J, ξN(s)〉∣∣∣∣ > δ = 0.
Proof. For every continuous functions J : Td → R, it holds that
〈J, ξN(t)〉 − 〈J, ξN(s)〉 =
∫ t
s
bN
(
ηN(s)
)
ds + MN(t) − MN(s).
Since by (5.1) there exists a constant C such that for large enough N, bN(t) = 〈(∂/∂t)Jt, ξN(t)〉+
N2LHN 〈Jt, ξN(t)〉 ≤ C uniformly, we obtain that by the Chebychev inequality and by the
triangular inequality, for every δ > 0, for every γ > 0 and for large enough N,
QHN
 sup
|t−s|≤γ
∣∣∣∣〈J, ξN(t)〉 − 〈J, ξN(s)〉∣∣∣∣ > δ ≤ (1/δ)EHN [Cγ + 2 sup
0≤t≤T
|MN(t)|
]
.
Then by Lemma5.1,
lim sup
N→∞
QHN
 sup
|t−s|≤γ
∣∣∣∣〈J, ξN(t)〉 − 〈J, ξN(s)〉∣∣∣∣ > δ ≤ C γ
δ
.
Therefore for every δ > 0,
lim
γ→0
lim sup
N→∞
QHN
 sup
|t−s|≤γ
∣∣∣∣〈J, ξN(t)〉 − 〈J, ξN(s)〉∣∣∣∣ > δ = 0.
It completes the proof. 
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5.2 Application of replacement theorem
We have the following estimate: There exists a constant C(H, J) > 0 depending only
on H and J such that for every e ∈ EN and for every σ, σ′ ∈ ΓN ,∣∣∣∇v(σ′e)H(t, oσ′e) · ∇v(σ′e)J(t, oσ′e) − ∇v(σe)H(t, oσe) · ∇v(σe)J(t, oσe)∣∣∣
≤ C(H, J)‖σ′ − σ‖1 1N .
Thus, by the regularity of H and J, putting GN(oe) := ∇v(e)H(t, oe) ·∇v(e)J(t, oe) for
e ∈ EN ,
1
|VN |
∑
e∈E0
∑
σ∈ΓN
∣∣∣GN(oσe) − G˜N oσe,K ∣∣∣ ≤ C KN for some constant C > 0.
Here we regard G(·) as a local function bundle independent of states and denote by
G˜N oσe,K the local average. By the uniform continuity of the twice derivative of J,
putting
FN(x) :=
∑
e∈EN,x
d∑
i, j=1
∂2J
∂xi∂x j
(t, x)vi(e)v j(e) for x ∈ VN ,
it holds that
1
|VN |
∑
x∈Dx0
∑
σ∈ΓN
∣∣∣FN(σx) − F˜Nσx,K ∣∣∣ = oN .
Here we also regard FN(·) as a local function bundle.
By the above argument, we obtain that
N2LHN 〈Jt, ξN(t)〉 =
1
2|VN |
∑
e∈E0
∑
σ∈ΓN
GN(oσe) · η˜oσe,K + 14|VN |
∑
x∈Dx0
∑
σ∈ΓN
FN(σx) · η˜σx,K
− 1
2|VN |
∑
e∈E0
∑
σ∈ΓN
GN(oσe) f˜ (e)oσe,K + oN .
Here f (e) is the local function bundle appearing in the third example in Section4.1
and f˜ (e) ·,K its local average.
By applying Theorem4.1 and by the continuity of (∂2/∂xi∂x j)J, ∇v(e)H and ∇v(e)J
on the compact space [0, T ] × Td, it holds that for every t ∈ [0, T ] and for every δ > 0,
lim
K→∞
lim sup
ǫ→0
lim sup
N→∞
1
|ΓN |
logPHN
( ∫ t
0
∣∣∣∣ 1|VN |
∑
x∈Dx0
∑
σ∈ΓN
FN(σx)
{˜
ησx,K − ησx,ǫN
} ∣∣∣∣ds > δ) = −∞,
lim
K→∞
lim sup
ǫ→0
lim sup
N→∞
1
|ΓN |
logPHN
( ∫ t
0
∣∣∣∣ 1|VN |
∑
e∈E0
∑
σ∈ΓN
GN(oσe)
{˜
ηoσe,K − ηoσe,ǫN
} ∣∣∣∣ds > δ) = −∞,
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and
lim
K→∞
lim sup
ǫ→0
lim sup
N→∞
1
|ΓN |
logPHN
( ∫ t
0
∣∣∣∣ 1|VN | ∑
e∈E0
∑
σ∈ΓN
GN(oσe)
{
f˜ (e)oσe,K −
(
ηoσe,ǫN
)2} ∣∣∣∣ds > δ) = −∞.
Here we use 〈 f (e)x 〉(ρ) = ρ2 for every x ∈ VN in the third estimate above. By the
triangular inequality, it holds that for every t ∈ [0, T ] and for every δ > 0,
lim sup
ǫ→0
lim sup
N→∞
P
H
N
( ∫ t
0
∣∣∣∣N2LHN 〈Js, ξN(s)〉
− 12|VN |
∑
e∈E0
∑
σ∈ΓN
∇v(e)H(s, oσe) · ∇v(e)J(s, oσe) · (ησx0,ǫN)
− 1
4|VN |
∑
x∈Dx0
∑
σ∈ΓN
∑
e∈EN,σx
d∑
i, j=1
∂2J
∂xi∂x j
(t, σx)vi(e)v j(e) · (ησx0,ǫN)
+
1
2|VN |
∑
e∈E0
∑
σ∈ΓN
∇v(e)H(s, oσe) · ∇v(e)J(s, oσe) · (ησx0,ǫN)2
∣∣∣∣ds > δ) = 0.
Applying the convergence of the combinatorial Laplacian in Section 2.3, we have
that
1
4|VN |
∑
x∈Dx0
∑
σ∈ΓN
∑
e∈EN,σx
d∑
i, j=1
∂2J
∂xi∂x j
(t, σx)vi(e)v j(e) = 1|ΓN |
∑
σ∈ΓN
∇D∇J(t, σx0) + oN .
Recall that
〈Jt, ξN(t)〉 − 〈J0, ξN(0)〉 =
∫ t
0
{
〈∂sJs, ξN(s)〉 + N2LHN 〈Js, ξN(s)〉
}
ds + MN(t).
By Lemma5.1 and by the Chebychev inequality, for every δ > 0,
QHN
(
sup
0≤t≤T
|MN(t)| > δ
)
≤ (1/δ)EHN
(
sup
0≤t≤T
|MN(t)|
)
→ 0 as N → ∞.
Furthermore, by the triangular inequality, we have that for every δ > 0 and for every
t ∈ [0, T ],
lim sup
ǫ→0
lim sup
N→∞
QHN
(∣∣∣∣∣∣〈Jt, ξN(t)〉 − 〈J0, ξN(0)〉 −
∫ t
0
{
〈∂sJs, ξN(s)〉
+
1
2|VN |
∑
e∈E0
∑
σ∈ΓN
∇v(e)H(t, oσe) · ∇v(e)J(t, oσe) · (ησx0,ǫN) +
1
|ΓN |
∑
σ∈ΓN
∇D∇J(t, σx0) · (ησx0,ǫN)
− 1
2|VN |
∑
e∈E0
∑
σ∈ΓN
∇v(e)H(t, oσe) · ∇v(e)J(t, oσe) ·
(
ησx0,ǫN
)2 }
ds
∣∣∣∣∣∣ > δ
)
= 0.
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By Lemma6.2, we replace ησx0,ǫN by 〈ξN , χΦN (σx0),ǫ〉 and the summation for σ ∈ ΓN
by the integral. Since by Lemma5.2 and by Proposition5.1, the sequence {QHN } is rel-
atively compact in the weak topology, for a limit point QH there exists a subsequence
{QHNk } weakly converging to QH . By Proposition5.2, the empirical density ξNk concen-
trates on an absolutely continuous trajectory ρtdµ as k → ∞. By the assumption of
Theorem3.1, we replace 〈J0, ξN(0)〉 by 〈J0, ρ0〉, and then we have that for every δ > 0
and for every t ∈ [0, T ],
lim sup
ǫ→0
QH
(∣∣∣∣∣∣〈Jt, ρt〉 − 〈J0, ρ0〉 −
∫ t
0
{
〈∂sJs, ρs〉
+
1
2|V0|
∑
e∈E0
∫
Td
∇v(e)H(t, z) · ∇v(e)J(t, z) · 〈ρt, χz,ǫ〉µ(dz) +
∫
Td
∇D∇J(t, z) · 〈ρt, χz,ǫ〉µ(dz)
− 1
2|V0|
∑
e∈E0
∫
Td
∇v(e)H(t, z) · ∇v(e)J(t, z) · 〈ρt, χz,ǫ〉2µ(dz)
}
ds
∣∣∣∣∣∣ > δ
)
= 0.
Here we replace v(e) for e ∈ E0 by v(e) for e ∈ E0 by the Γ-invariance of v(·).
By the Lebesgue dominated convergence theorem as ǫ → 0 and by the triangular
inequality, we have that for every δ > 0 and for every t ∈ [0, T ],
QH
(∣∣∣∣∣∣〈Jt, ρt〉 − 〈J0, ρ0〉 −
∫ t
0
{
〈∂sJs, ρs〉 + 12|V0|
∑
e∈E0
〈∇v(e)J · ∇v(e)H, ρt〉 + 〈∇D∇J, ρt〉
− 1
2|V0|
∑
e∈E0
〈∇v(e)J · ∇v(e)H, ρ2t 〉
}
ds
∣∣∣∣∣∣ > δ
)
= 0.
This shows ξNk (t) concentrates on ρ, which is a weak solution of the quasi-linear
parabolic equation (3.1). Furthermore, ρ has finite energy by Lemma7.1. By the
uniqueness result of the weak solution Lemma7.2 in Section7, we conclude that the
limit point QH of {QHN }N is unique and ξN concentrates on ρdµ as N goes to the infinity.
That is, for every δ > 0,
lim
N→∞
QHN
(
dS k. (ξN , ρdµ) > δ
)
= 0,
where dS k. is the Skorohod distance in D([0, T ],M). In particular, since T > 0 is
arbitrary, it follows that for every t ≥ 0, for every δ > 0 and for every continuous
functions J ∈ C(Td),
lim
N→∞
P
H
N

∣∣∣∣∣∣∣ 1|VN |
∑
x∈VN
J (ΦN(x)) ηNx (t) −
∫
Td
J(u)ρ(t, u)µ(du)
∣∣∣∣∣∣∣ > δ
 = 0.
It completes the proof of Theorem3.1.
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6 Appendix;A
6.1 Approximation by combinatorial metrics
Take a Z-basis σ1, . . . , σd of Γ and identify Γ with Zd. Define the standard generator
system of Γ by S = {σ1, . . . , σd,−σ1, . . . ,−σd}. We introduce the length function
associated with S , | · | : Γ→ N by
|σ| := min
l ∣∣∣∣ σ = l∑
k=1
ǫikσik , ǫik ∈ {−1, 1}, ik ∈ {1, . . . , d}

for σ ∈ Γ. Then the map (σ, σ′) ∈ Γ × Γ 7→ |σ − σ′| ∈ N induces the met-
ric in Γ, which is called the word metric associated with S . Let σ1, . . . , σd ∈ ΓN
be the image of σ1, . . . , σd by the natural homomorphism Γ → ΓN . Then S :=
{σ1, . . . , σd,−σ1, . . . ,−σd} generates ΓN . The length function associated with S , | · | :
ΓN → N is also defined in the same way. To abuse the notation, we denote the word
metric in ΓN associated with S by the same symbol | · |.
We define an l1-norm in Γ ⊗ R  Rd by
‖x‖1 :=
d∑
i=1
|xi|
for x = (x1, . . . , xd) ∈ Rd and the distance d˜1 in Rd by d˜1(x, x′) := ‖x − x′‖1 for
x, x′ ∈ Rd. Denote by d1 the induced metric in Td from d˜1.
Fix x0 ∈ V and a fundamental domain Dx0 ⊂ V such that x0 ∈ Dx0 and Dx0 is
connected in the following sense: For any x, y ∈ Dx0 there exist a path e1, . . . , el in E
such that oe1 = x, tel = y and oe1, te1, . . . , oel, tel are all in Dx0 . This kind of set Dx0
always exists if we take a spanning tree in X0 and its lift in X. To abuse the notation, we
denote by x0 ∈ VN , Dx0 ⊂ VN the images of x0, Dx0 by the covering map, respectively.
We also fix a fundamental domain E0 ⊂ E which is identified with E0. To abuse the
notation, we denote by E0 ⊂ EN the image of E0 by the covering map.
We define the map [·] : V → Γ as follows: For x ∈ V , there exists a unique element
σ ∈ Γ such that x ∈ σDx0 since Γ acts on X freely. Define [x] := σ. Since there exists
a constant C0 := maxx∈V ‖Φ([x]x0) −Φ(x)‖1 by the Γ-perodicity, we have that
‖Φ([x]x0) − Φ([z]x0)‖1 − 2C0 ≤ ‖Φ(x) − Φ(z)‖1 ≤ ‖Φ([x]x0) −Φ([z]x0)‖1 + 2C0
for any x, z ∈ V . Furthermore, since ‖Φ([x]x0) − Φ([z]x0)‖1 = |[x] − [z]|, we have that
|[x] − [z]| − 2C0 ≤ ‖Φ(x) −Φ(z)‖1 ≤ |[x] − [z]| + 2C0.
As in Section2.2, suppose that we have an injective homomorphism ψ : Γ → Rd
such that
ψ(Γ) =
 d∑
i=1
kiui | ki integers and ui ∈ Rd, u1, . . . , ud are linearly independent
 .
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Take a fundamental parallelotope P :=
{∑d
i=1 aiui | 0 ≤ ai < 1
}
⊂ Γ ⊗ R. In the similar
way to the above, we define the map [·] : Γ ⊗ R → Γ as follows: For x ∈ Γ ⊗ R, there
exists a unique element σ ∈ Γ such that x ∈ σP. Define [x] := σ. Since there exists a
constant C1 := maxx∈Γ⊗R ‖Φ([x]x0) − x‖1 by the Γ-periodicity, we have that
‖Φ([x]x0) − Φ([z]x0)‖1 − 2C1 ≤ ‖x − z‖1 ≤ ‖Φ([x]x0) − Φ([z]x0)‖1 + 2C1
for any x, z ∈ Γ ⊗ R. Furthermore, we have that
|[x] − [z]| − 2C1 ≤ ‖x − z‖1 ≤ |[x] − [z]| + 2C1.
Let us define an ǫ-ball in Td of the center z ∈ Td by B1z(ǫ) := {x ∈ Td | d1(x, z) ≤ ǫ}.
We show the following:
Lemma 6.1. There exists a constant C(ǫ) depending only on ǫ such that for any z ∈ Td
and for any N ≥ 1, ∣∣∣∣∣∣∣∣
vol
(
B1z(ǫ)
)
vol (Td) −
∣∣∣∪|σ|≤ǫNσDx0 ∣∣∣
|VN |
∣∣∣∣∣∣∣∣ ≤ C(ǫ)N .
Here vol(T ) stands for the volume of a Borel set T and |U | the cardinality of a set U.
Proof. For any z ∈ Td, take a lift z˜ ∈ Rd then ‖Φ([z˜]x0) − z˜‖1 ≤ C1. For sufficiently
small ǫ > 0, take a lift B˜1
z˜
(ǫ) ⊂ Rd of B1z(ǫ) ⊂ Td. Again, from the above argument, it
holds that ∪|σ|≤ǫN−2C1σ[z˜]P ⊂ B˜1z˜(Nǫ) ⊂ ∪|σ|≤ǫN+2C1σ[z˜]P.
Note that vol
(
B˜1z˜(ǫ)
)
= vol
(
B1z(ǫ)
)
, and thus
∣∣∣∣Ndvol (B1z(ǫ)) − vol (∪|σ|≤ǫNσ[z˜]P)∣∣∣∣ ≤
vol (P) (2d/d!)
(
(ǫN + 2C1)d − (ǫN − 2C1)d
)
.
Since |{σ ∈ Γ | |σ| ≤ ǫN}| = vol (∪|σ|≤ǫNσ[z˜]P) /vol (P) = ∣∣∣∪|σ|≤ǫNσ[z˜]Dx0 ∣∣∣ /|V0| and
vol (P) = vol
(
T
d
)
, it concludes that there exists a constant C(ǫ) > 0 depending only on
ǫ such that ∣∣∣∣∣∣∣∣
vol
(
B1z(ǫ)
)
vol (Td) −
∣∣∣∪|σ|≤ǫNσ[z˜]Dx0 ∣∣∣
Nd |V0|
∣∣∣∣∣∣∣∣ ≤ C(ǫ)N .
The cardinality of the set ∪|σ|≤ǫNσDx0 is invariant under translation. It completes the
proof. 
Let us define a measure µ on Td by µ :=
(
1/vol
(
T
d
))
dx. Let χz,ǫ : Td → R be a
characteristic function defined by
χz,ǫ :=
1
µ
(
B1z(ǫ)
)1B1z(ǫ) on Td.
For the empirical density ξN := (1/|VN |)∑x∈VN ηxδΦN (x) on Td, η ∈ ZN , then we have
the following lemma.
35
Lemma 6.2. There exists a constant C(ǫ) > 0 depending only on ǫ > 0, such that for
any η ∈ ZN and any z ∈ VN ,∣∣∣∣∣∣∣∣〈ξN , χΦN (z),ǫ〉 − 1∣∣∣∪|σ|≤ǫNσ[z]Dx0 ∣∣∣
∑
x∈∪|σ|≤ǫNσ[z]Dx0
ηx
∣∣∣∣∣∣∣∣ ≤ C(ǫ)N ,
where
〈ξN , χΦN (z),ǫ〉 =
1
|VN |
∑
x∈VN
χΦN (z),ǫ(ΦN(x))ηx.
Proof. Take a lift z˜ ∈ V of z ∈ VN and a lift B˜1(1/N)Φ(z˜)(ǫ) ⊂ Γ ⊗ R of B1ΦN (z)(ǫ) ⊂ Td. In
the similar way to the proof of Lemma6.1, we obtain that⋃
|σ|≤ǫN−2C0
σ[z˜]Dx0 ⊂
{
x ∈ V
∣∣∣∣∣∣
∥∥∥∥∥ 1NΦ(x) − 1NΦ(z˜)
∥∥∥∥∥
1
≤ ǫ
}
⊂
⋃
|σ|≤ǫN+2C0
σ[z˜]Dx0 .
Furthermore, we take a lift η˜ ∈ Z of η ∈ ZN , then it holds that
∑
x∈VN ,ΦN (x)∈B1ΦN (z)(ǫ)
ηx =∑
x∈VN ,(1/N)Φ(x)∈B˜1(1/N)Φ(z˜)(ǫ) η˜x and∣∣∣∣∣∣∣∣∣
1
|VN |
∑
x∈V,‖ 1N Φ(x)− 1NΦ(z˜)‖1≤ǫ
η˜x − 1|VN |
∑
x∈∪|σ|≤ǫNσ[z˜]Dx0
η˜x
∣∣∣∣∣∣∣∣∣ ≤
1
|VN |
∑
x∈∪ǫN−2C0≤|σ|≤ǫN+2C0 σ[z˜]Dx0
η˜x.
The last term is bounded by (|V0|/|VN |)(2d/d!)
(
(ǫN + 2C0)d − (ǫN − 2C0)d
)
, and thus
there exists a constant C1(ǫ) depending only on ǫ such that∣∣∣∣∣∣∣∣∣
1
|VN |
∑
x∈V,‖ 1NΦ(x)− 1NΦ(z˜)‖1≤ǫ
η˜x − 1|VN |
∑
x∈∪|σ|≤ǫNσ[z˜]Dx0
η˜x
∣∣∣∣∣∣∣∣∣ ≤
C1(ǫ)
N
.
By Lemma6.1 and
∣∣∣∪|σ|≤ǫNσ[(1/N)Φ(z)]Dx0 ∣∣∣ = ∣∣∣∪|σ|≤ǫNσDx0 ∣∣∣ = ∣∣∣∪|σ|≤ǫNσ[z]Dx0 ∣∣∣,∣∣∣∣∣∣∣∣ 1|VN |µ (B1ΦN (z)(ǫ)) −
1∣∣∣∪|σ|≤ǫNσ[z]Dx0 ∣∣∣
∣∣∣∣∣∣∣∣ ≤ 1|VN |µ (B1ΦN (z)(ǫ))
1∣∣∣∪|σ|≤ǫNσ[z]Dx0 ∣∣∣ C(ǫ)N |VN |
≤ C2(ǫ)
Nd+1
,
where C2(ǫ) is a constant depending only on ǫ. Finally,∣∣∣∣∣∣∣∣〈ξN , χΦN (z),ǫ〉 − 1∣∣∣∪|σ|≤ǫNσ[z]Dx0 ∣∣∣
∑
x∈∪|σ|≤ǫNσ[z]Dx0
ηx
∣∣∣∣∣∣∣∣ ≤ 1µ (B1
ΦN(z)(ǫ)
) C1(ǫ)
N
+
C2(ǫ)
Nd+1
|V0|(ǫN)d
≤ C3(ǫ)
N
,
where C3(ǫ) is a constant depending only on ǫ. It completes the proof. 
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7 Appendix;B
7.1 Energy estimate
In this section, we prove the following lemma.
Lemma 7.1 (Energy estimate). Suppose that {QN }N≥1 is a sequence of probability
measures on D([0, T ],M). For any limit point Q∗ of {QN }N≥1, Q∗-a.s. there exists
a measurable function ρ(t, u) such that ξt = ρtdµ, ρ has
∂
∂xi
ρ ∈ L2([0, T ] × Td),
for 1 ≤ i ≤ d, and satisfies∫ T
0
∫
Td
∂
∂xi
Jρdµdt = −
∫ T
0
∫
Td
J
∂
∂xi
ρdµdt,
for every J ∈ C0,1([0, T ] × Td) and 1 ≤ i ≤ d.
Proof. For fixed x0 ∈ VN , we define a lattice XSN = (VSN , ESN) whose vertex set VSN is the
subset of VN in the following: VSN is the orbit of x0 by ΓN , i.e., ΓN x0 ⊂ VN . Define ESN
the set of oriented edges f such that f = (x0, σx0) for some σ ∈ {σi,−σi | 1 ≤ i ≤ d}.
Then ΓN acts on XSN naturally. A configuration η on XN induces the one on X
S
N by
restriction. We use the same symbol η for this restriction. For J ∈ C1,2([0, T ]×Td) and
for i ∈ {1, . . . , d}, we define ω(i) : ESN → C1([0, T ],R),
ω
(i)
f :=
J(o f ) if there exists σ ∈ ΓN such that f = σ(x0, σi x0)0 otherwise,
and
F(i)J,N(η) :=
∑
f∈ESN
ω
(i)
f (ηo f − ηt f ).
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For any µ ∈ P(ZN), we have that∫
ZN
F(i)J,Ndµ =
∫
ZN
∑
f∈ESN
ω
(i)
f (ηo f − ηt f )

√
dµ
dνN
2 (η)dνN
= −
∫
ZN
∑
f∈ESN
ω
(i)
f ηo f · π f

√
dµ
dνN
2 (η)dνN
= −
∫
ZN
∑
f∈ESN
ω
(i)
f ηo f ·
π f
√
dµ
dνN (η)
 · 
√
dµ
dνN (η
f ) +
√
dµ
dνN (η)
 dνN
= −
∫
ZN
∑
f∈ESN
ω
(i)
f ηt f ·
−π f √ dµdνN (η)
 · √ dµdνN (η)dνN
−
∫
ZN
∑
f∈ESN
ω
(i)
f ηo f ·
π f
√
dµ
dνN (η)
 ·
√
dµ
dνN (η)dν
N
= −
∫
ZN
∑
f∈ESN
ω
(i)
f (ηo f − ηt f ) ·
π f √ dµdνN (η)
 · √ dµdνN (η)dνN
≤
√∫
ZN
∑
f∈ESN
(ω(i)f (ηo f − ηt f ))2
dµ
dνN dν
N ·
√√√∫
ZN
∑
f∈ESN
π f
√
dµ
dνN
2 dνN .
We use the Cauchy-Schwarz inequality in the last inequality. By using the argument in
the proof of Lemma4.2, there exists a constant C such that∫
ZN
∑
f∈ESN
π f
√
dµ
dνN
2 dνN ≤ C ∫
ZN
∑
e∈EN
πe
√
dµ
dνN
2 dνN .
Since IN(µ) =
∫
ZN
∑
e∈EN
(
πe
√
dµ/dνN
)2
dνN and∑ f∈ESN (ω(i)f (ηo f−ηt f ))2 ≤ 2∑σ∈ΓN J(σx0)2,
we get ∫
ZN
F(i)J,Ndµ ≤
√∑
σ∈ΓN
J(σx0)2 ·
√
16CIN(µ).
Note that
∑
σ∈ΓN J(σx0)2 ≤ 2|ΓN | · ‖J‖2L2(Td) for large enough N. Consider for a > 0 the
self-adjoint operator
N2LN + aF(i)N : L
2(ZN , νN) → L2(ZN , νN),
and suppose λ(i)N (a) to be the largest eigenvalue of this operator. By the variational
formula
λ
(i)
N (a) = sup
µ∈P(ZN )
{
a
∫
ZN
F(i)J,Ndµ − N2IN(µ)
}
≤ sup
µ∈P(ZN )
{
2a
√
|ΓN | · ‖J‖2L2 (Td) ·
√
16CIN(µ) − N2IN(µ)
}
.
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By the simple inequality for p, q ≥ 0, 2pq − q2 ≤ p2, the last formula is bounded
by a2|ΓN | · ‖J‖2L2(Td) · (16C/N2). We put a = N. On the other hand,
1
|ΓN |
NF(i)J,N = −
∑
σ∈ΓN
∇ui J(oσ(x0, σix0)) · ηoσ(x0,σi x0) + oN ,
where ∇ui is the directional derivative along ui and ui = ψ(σi) ∈ Rd.
By the entropy inequality,
EN
∫ T
0
NF(i)J,Ndt ≤ logE
eq
N exp
{
N
∫ T
0
F(i)J,Ndt
}
+ H(PN |PeqN ).
Since H(PN |PeqN ) ≤ |VN |C′ for some constant C′, by the Feynman-Kac formula, we
obtain
lim sup
N→∞
1
|ΓN |
EN
∫ T
0
NF(i)J,Ndt ≤ 16CT‖J‖2L2([0,T ]×Td ) + |V0|C′.
For a limit point of {QN }N≥1, Q∗, we get
EQ∗
[
−
∫ T
0
∫
Td
∇ui J · ρdµ
]
≤ 16CT‖J‖2L2([0,T ]×Td ) + |V0|C′.
Denote a countable dense subset of C0,1([0, T ] × Td) by J , we also get the following
estimate:
EQ∗
[
sup
J∈J
∫ T
0
∫
Td
(−∇ui J)ρdµdt − 16CT
∫ T
0
∫
Td
J2dµdt
]
≤ |V0|C′.
See [7] pp.107, Section 5.7 for details. Therefore for almost all ρ, there exists B(ρ)
such that for every J ∈ C0,1([0, T ] × Td),∫ T
0
∫
Td
(−∇ui J)ρdµdt − 16CT
∫ T
0
∫
Td
J2dµdt ≤ B(ρ),
that is, ∣∣∣∣∣∣
∫ T
0
∫
Td
(−∇ui J)ρdµdt
∣∣∣∣∣∣ ≤ 2
√
16CT
∫
Td
J2dµdt ·
√
B(ρ).
This implies the linear functional lρ : C0,1([0, T ] × Td) → R defined by lρ(J) :=∫ T
0
∫
Td
(−∇ui J)ρdµdt is extended on L2([0, T ] × Td). By the Riesz representation theo-
rem, there exists ∇uiρ ∈ L2([0, T ] × Td) such that∫ T
0
∫
Td
(−∇ui J)ρdµdt =
∫ T
0
∫
Td
J∇uiρdµdt
for every J ∈ C0,1([0, T ] × Td) and every i = 1, . . . , d. This yields Lemma7.1. 
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7.2 The uniqueness result
We state the uniqueness result used in Section5.2. The following lemma follows from
the argument by using the Grownwall inequality.
Lemma 7.2. For any H ∈ C1,2([0, T ]×Td), a weak solution of the quasi-linear partial
differential equation
∂
∂t
ρ = ∇D∇ρ − 1
2|V0|
∑
e∈E0
∇v(e)(ρ(1 − ρ)∇v(e)H)
with the measurable initial value ρ0 : Td → [0, 1], of bounded energy, i.e,∫ T
0
∫
Td
‖∇ρ‖2dµdt < ∞
is unique.
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