Control Chart Patterns (CCPs) can be considered as time series. They are used in monitoring the control process, therefore an ability to recognize these patterns are essential in manufacturing as abnormalities can then be detected at early stage. Feeding CCPs directly to classifiers has proven unsatisfactory, especially in existence of noises. Therefore, there have been different kinds of preprocessing of CCPs to aid the classification. This research has two main objectives, first, is to study how the lengths of CCPs affect the performance of the classification. Second, the study attempts to determine the most suitable preprocessing techniques that have been applied to CCPs. Three preprocessing techniques are selected, these are Kalman filter, statistical features and symbolic representation known as Symbolic Aggregate ApproXimation (SAX). The Minimum Descriptive Length (MDL) algorithm for selecting SAX parameters is also investigated. Neural network is chosen as the tool to implement classifiers. The study concludes that longer patterns are more preferable than shorter ones. Statistical features is found as the best preprocessing techniques.
Introduction
Control Chart Patterns (CCPs) can be considered as a kind of Time Series. CCPs are widely used in monitoring irregularities that may occur in process control. This implies that ability to classify CCPs is vital. Accuracy of the classification becomes more difficult when noises CCPs are affected by noises containing in them. In some cases where normality and some types of abnormalities appear quite similar, accurate or satisfactory classification can be problematic. Therefore, accurate classification in timely manner is essential.
In general, in order to improve accuracy in time series classification in present of high level of noises, preprocessing becomes necessary and several techniques exist. In essence, these techniques transform the original signals in the time series to something more appropriate to ease the classification. Selection suitable preprocessing techniques for time series, and CCPs included, is a science in its own as no omniscient technique exists for all type of time series.
From classification of CCPs perspectives, there are four different facets which have direct effect, there are :
The level of noise in CCPs : As stated earlier, high the level of noise existed in CCPs makes the classification inevitable more difficult.
The length of the CCPs : The length of CCPs may have a direct effect in correct identification of patterns even in existence with same level of noise.
Preprocessing technique : As mentioned above, several preprocessing techniques exist, selecting a suitable one for the task is essential to satisfactory performance.
Classifier : Many tools to develop classifiers exist. Selecting the right tool for developing a classifier require careful study and consideration also.
This study is concerned with two of the four facets above. First, to study whether the length of the CCPs affects the classification performance. Second, studies of preprocessing techniques that exist in literature on CCPs. The Multi Layer Perceptron Neural Network is selected as the tool to implement classifiers due to its popularity and common general purposes. The level of noise is selected to a value appropriately high in order to studies the two facets mentioned.
Control Chart Patterns (CCPs)
Control Chart Patterns (CCPs) exist in various length and forms. They also receive many research attentions recently. Literature in this area had reported various number of patterns from 3, 6 8 and 9 [1] , [2] . In practice, CPPs may be different to acquires due to many obstacles. They can be costly and time consuming to collect sufficient numbers to carry out proper in depth research. Therefore, research in CCPs adopt synthetic mathematical models of real and frequently occurred instead. Among these models, the two most prolific models are the GARH (Generalized Autoregressive Conditional Heteroskedasticity Model) [3] which generates six patterns, these are normal, cyclic, decreasing trend, increasing trend, downward shift and upward shift. Another is commonly known as chart [4] which covers all the six patterns in GARH model with additional of three more patterns, these are Stratification, Systematic and Mixture.
This study adopts this nine patterns control charts. Apart from the fact that they cover the GARH model, they contain most patterns that previous research had been carried out. Figure 1 illustrates these nine patterns. All nine patterns above can be generated by the equations (1) to (9) as follows :
Normal
Cyclic
Increasing trend
Decreasing trend
Upward shift
Downward shift
Stratification
Systematic
Mixture
Parameters and values of the equations which have been used in previous literature are described in Table 1 . Note that the level of noise in this model is the σ value.
Related Work
As research in time series and CCPs are plentiful, this section focusses on length of the CCPs and preprocessing techniques aspects as they are directly related to this study. Prolific research had been carried out on various lengths of time series classification. This range from 32 to 2,000 points in [5] to 128 to 3,000 points in [6] . There were more research done on prediction of time series rather than classification, especially on financial data. However, research on CCPs classification had not been carried out on many varieties of length. The most popular were of 32 point signals on nine patterns CCPs [7] , [8] and 60 point signals on six patterns CCPs [9] , [10] . From this perspective, previous research had not put much emphasis on length of CCPs and most assumed that if sufficient number of points was used, the results ought to be valid for all lengths.
The simplest way to classify CCPs is to simply feed each signal point in the pattern straight into a classifier without any kind of preprocessing. This had been done in early classification of CCPs [11] where neural network was the classifier. Synergy of neural networks was also introduced in the classification using raw values [12] . Capability of neural networks in classification of CCPs, by using signals directly as input vector to neural networks, was carried out in [13] . Preprocessing is proven necessary in order to improve the classification performance. Extraction four features used in image processing (mean, standard deviation, skewness and kurtosis) was an early method for preprocessing of CCPs [14] . This was further improved by inclusion of extraction of these four features from the 2nd order transformation of the original CCPs in [15] . Smoothing technique by means of moving averages had also been introduced. The work in [16] introduced two more features extraction (slope and correlation coefficient). These six features were extracted from original CCPs and from their moving averages, so they formed twelve value input vector to the neural networks classifier.
Recently, there has been a convincing argument that using real values in time series in general is not very effective, especially if data mining algorithms are to be performed on them. Transforming a times series into symbolic representation had been introduced with some degrees of success as data mining algorithms can work with symbolic attributes better than real and decimal values. The essence of the symbolic representation is to preserve the characteristics of the time series by symbolic values. One such representation is known as Symbolic Aggregate Approximation (SAX) [17] . This representation had been adopted as preprocessing methods with some success in [18] , [10] . Suitable In order for application of SAX to be effective, it relies on determining the right values for cardinality and dimensionality in CCPs, and is commonly known as Minimum Descriptive Length [19] . Algorithms for these determinations have been proposed in [20] . Nevertheless, comprehensive studies on these algorithms have yet to be carried out. A quite extensive survey of classification scheme of CCPs can be found in [21] .
The above discussion suggests that research which puts emphasis on various lengths of CCPs merits a study. To date, comparison on the suitability and effectiveness of preprocessing techniques for CCPs has not been carried out. This study is the attempt to address these two issues specifically.
The Level of Noise in CCPs
As stated in Section 2, this study adopts the model for nine CCPs as described in equations (1) to (9) . From level of noise perspective, it is governed by the crucial parameter σ. The higher the σ value, the more levels of noise exists in the CCPs. Previous works carried out on this model had set σ to be 5. Setting σ too low results in CCPs with relatively low noise level, this means that relatively high accuracy is very achievable and may not allow valid conclusion to be drawn. On the other hand, setting σ too high can equally jeopardizes the results too, as there simply exist too much noise and not enough signals. Note that objective of this study is not to implement CCPs classifiers with satisfactory performance for very high σ values.
Therefore, this study is intended to use σ sufficiently high in order to evaluate the effect of both lengths and preprocessing techniques for CCPs and to validate any conclusions. The σ value is set to 10 as it is considerably high and no previous work had attempt at this level before.
Selected Preprocessing Techniques for CCPs
Extensive study of preprocessing techniques on CCPs reveals that there essentially three approaches to preprocessing. The first approach is the traditional signal processing approach, another is the statistical features extraction and the last is the recent symbolic representation.
In this study, Kalman filter is selected as the signal processing approach, the statistical features extraction approach selected is the one similar to previous work [18] , [10] . SAX is chosen for the symbolic representation approach. There descriptions are as follows :
Kalman Filtering
Many consider that Kalman filter is, in fact, an estimator [22] , nevertheless the result of applying Kalman filter to a given time series or set of signals is a new time series or a transformation of the original but appears to contain less noise (i.e. smoothing out effect). For a given time series, Kalman filter transformation can be determined by the following equations :
zk = Hxk + vk
where; xk = discrete time state vector zk = the measurement value vk = a random variable of measurement noise wk = a random variable of process noise H = measurement function uk = control signal
Statistical Features Extraction
Features extraction is a process where by essential information or characteristics are extracted from original dataset. [23] . This process has numerous applications, especially in the field of knowledge discovery. The six statistical features that are extracted from CCPs are, Mean, Standard deviation, Skewness, Kurtosis, Slope, and Pearson correlation. Their determination are shown in equations (12) to (17) as follows :
Standard deviation:
Skewness:
Kurtosis:
Pearson correlation: r = (17)
Symbolic Aggregate Approximation (SAX)
SAX was first introduced in [17] , it transforms the original time series by both dimensionality and noise reductions. It preserves the original characteristics by using symbols instead or real values. In SAX, the number of Piecewise Aggregate Approximation segments (l), or cardinality, is defined to reduce dimensions of the time series. Hence, a time series data T of length n can now be represented in of length l. Each element of is calculate by the following equation :
( 1 8 ) The Alphabet Size (s), or dimensionality is then defined. For example, if alphabets 'a', 'b', 'c' and 'd' are to be used, then the dimensionality (s) is 4. Each value of is now represented by an alphabet that is determined by breakpoint. Because the distribution of the data is normal, the breakpoint is defined by value from statistical table  (Z-table) . For example, Figure 2 illustrates SAX representation of an upward shift control chart for n = 60, l = 6 and s = 4. Fig. 2 . An example of SAX representation [10] The result of the SAX representation for the upward shift control chart above is '1a2b3b4b5d6d'. The crucial factor in a successful application of SAX is the suitable determinations of cardinality (l) and dimensionality (s). An algorithm known as 'Minimum Descriptive Length (MDL)' has been implemented which attempts to find best values for l and s for a given time series can be found in [20] .
Methodology
As stated in Section 1, the objectives of this study focus on variety of CCPs length and preprocessing techniques. The lengths of CCPs chosen for this study were the same as previous works reported in literature with some additions. Six different lengths are chosen altogether, they are 32, 45, 60, 75, 90 and 105. The three selected preprocessing techniques selected are described in Section 6. The levels of noise (i.e. value of σ ) is taken to be ten as described in Section 4.
Datasets
In this study, all nine CCPs were generated by equations described in Section 2. For each length, a CCPs dataset was generated which comprised 240 samples for each pattern. Therefore, there were altogether 6 datasets where each comprises 2,160 samples.
In order to ensure validity of the study, for each length, the dataset was duplicated into 5 datasets. Samples in each pattern (240 samples) were split into 192 samples (80%) for training and 48 samples (20%) for testing. Hence, classification was carried out 5 times for each dataset. Note that a dataset represents CCPs of different length.
Implementation of CCPs Classifiers
Samples in each dataset was normalized so that the highest value of all samples in that set had a value of 1 while the lowest has the value of 0. Once normalization was carried out, three classifiers were implemented for each dataset. As setting the cardinality and dimensionality are required for preprocessing using SAX, the MDL algorithm was applied in order to determine these two values. Figure 3 depicts the implementation of CCPs classifiers based on the three selected preprocessing techniques. 
Results

Discussion
Results of the comparisons in Figure 4 and Table 2 reveals several interesting facts. Note that the objective of this study is not about implementing CCPs classifiers with high degrees of accuracy. Apart from SAX which yielded low accuracy when the length of CCPS were relative short (i.e. at 32 and 45), longer length tends to yield marginally better accuracy by both Kalman filter and statistical features. This is likely due to the fact that longer patterns allow characteristics to be extracted or drawn from better than shorter patterns.
Form preprocessing perspectives, SAX yields the least satisfactory, but rejecting this technique out right may be premature. This is because utilizing SAX successfully relies on the ability to determine suitable values for cardinality and dimensionality for the task at hand. In this study, determination of these values relies on the results given from the MDL algorithms. Therefore, this study also assesses the suitability of the algorithm for CCPs classification as well. It was observed that MDL algorithm provided poor choices for these two crucial parameters. In fact, it suggested values which were too low for both cardinality and dimensionality. Numerous experiments with higher values yielded better results than what MDL algorithm suggested. From computational perspective, however, it must be said that utilizing SAX demands more computation time than the other two preprocessing techniques.
Preprocessing using both Kalman filter and the six statistical features yielded similar performances, Results from using statistical features were marginally superior. Kalman filter performed reasonably well, especially when the technique was not invented with classification in mind. From computational perspective, using the six statistical features has an advantage as they are simpler and quicker to determine. 
Conclusion and Future work
This study is the first attempts to investigate the effect of different lengths of CCPs on their classification. It can be concluded that in classification of CCPs, longer patterns are preferable than shorter ones. Nevertheless, it must be borne in mind that, in practice, the contrary is preferable. The ability to detect abnormalities at early stage, which means shorter lengths, is likely to be less harmful, especially in manufacturing. The study is also the first to compare and determine the best preprocessing techniques which had been used in literature. Among the three techniques selected, the six statistical features is the most suitable one from both performance and computational perspectives.
Future works can be carried out in different directions. Other types of time series merit similar study. Time series in speech recognition is a good candidate for this. Inclusion of other statistical features may improve the accuracy further. Other kinds of filtering techniques in signal processing may be experimented on.
