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Abstract. State-of-the-art numerical simulations of laser plasma by means of 
the Particle-in-Cell method are often extremely computationally intensive. 
Therefore there is a growing need for development of approaches for efficient 
utilization of resources of modern supercomputers. In this paper, we address the 
problem of a substantially non-uniform and dynamically varying distribution of 
macroparticles in a computational area in simulating quantum electrodynamic 
(QED) cascades. We propose and evaluate a load balancing scheme for shared 
memory systems, which allows subdividing individual cells of the computa-
tional domain into work portions with subsequent dynamic distribution of these 
portions between OpenMP threads. Computational experiments on 1D, 2D, and 
3D QED simulations show that the proposed scheme outperforms the previous-
ly developed standard and custom schemes in the PICADOR code by 2.1 to 10 
times when employing several Intel Cascade Lake CPUs. 
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1 Introduction 
Numerical simulation of plasma by the Particle-in-Cell (PIC) method [1] for re-
search in the use of high-intensity lasers is a rapidly developing area of computational 
physics. Interaction of intense laser pulses with different targets provides the possibil-
ity of exciting a complex collective electron dynamics in the plasma produced during 
this process. It opens up new opportunities for both research and solving important 
applied problems. One of the leading directions in this area is the study of effects of 
quantum electrodynamics (QED) in superstrong electromagnetic fields [2–6]. Large 
laser complexes planned for construction in the near future will allow creating elec-
tromagnetic fields necessary for the experimental observation of these processes. 
Today, an active study of future experiments is being carried out [6–9], with the cen-
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tral role being played by numerical simulation. Such simulations are performed with 
the Particle-in-Cell method extended with a module accounting for QED effects, a 
combination referred to as QED PIC. 
QED PIC simulations are very computationally intensive and therefore are per-
formed on supercomputers using highly optimized parallel software [10–18]. The 
problem of efficient implementation of the PIC method for parallel machines is quite 
well studied [19–27]. Fortunately, the method has a large potential for parallelization 
due to the local nature of the interactions. The spatial decomposition of the computa-
tional domain allows organizing parallel processing on distributed memory using 
MPI. Shared memory parallelization is usually done either by launching an MPI pro-
cess on each core, or by using a combination of MPI and OpenMP. In this case, com-
putationally intensive loops on particles or cells (supercells) are parallelized. This 
parallel processing scheme is widely used for plasma simulation codes. However, 
when modeling the QED effects, the problem of the explosive growth of the number 
of particles involved in the simulation resulting from the development of electromag-
netic cascades comes to the fore. The exponential increase in the number of particles 
in a small area requires the development of special approaches to overcome the unac-
ceptable expenditure of RAM and computational imbalance. The proper use of special 
procedures for thinning and merging particles (see, for example, [28]) allows us to 
control the memory usage but does not solve the problem of load balancing. Given the 
growing number of cores in modern CPUs, the problem of effectively parallelizing 
QED PIC codes for shared memory systems is becoming increasingly important. 
Our previous study [29] compared five load balancing schemes for parallelizing a 
computational loop on cells containing substantially different numbers of particles. 
For problems with a relatively small workload imbalance, these schemes enabled 
achieving acceptable scaling efficiency. However, in case of a substantially non-
uniform distribution, none of the considered schemes showed good results. As a unit 
of work all those schemes used processing particles in a cell. This is a natural choice 
for PIC codes using cell-based particle storage, it also simplifies parallel processing 
on shared memory. In this paper we propose a new, more sophisticated, scheme of 
parallel processing and load balancing. As a unit of work it uses processing all or 
some particles in a cell. It also handles the additional synchronization required when 
particles of the same cell are processed concurrently by different threads. Essentially, 
the new parallel processing scheme it is a generalization of the previously considered 
ones with some cells split into several portions of work. It increases the number of 
portions of work and allows avoiding the typical scenario of QED PIC simulations, 
when few cells with a huge number of particles limit scaling on shared memory. At 
the same time, the vast majority of cells remain as a single portion of work. We dis-
tinguish between the two types of cells at run time and only apply additional synchro-
nization for the split cells, thus avoiding significant overheads. 
The paper is organized as follows. In Section 2 we overview the QED PIC method. 
Section 3 introduces a baseline parallel algorithm. In Section 4 we give a detailed 
description of the new load balancing scheme. Section 5 presents numerical results. 
Section 6 concludes the paper. 
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2 An Overview of the Quantum Electrodynamics Particle-
in-Cell Method 
The Particle-in-Cell method [1] is commonly used to describe self-consistent dynam-
ics of charged particles in electromagnetic fields. These entities are represented nu-
merically as the main sets of data. Electromagnetic fields and current density are set 
on a grid, and particles are modeled as an ensemble of macroparticles with continuous 
coordinates. Each macroparticle in the simulation represents a cloud of physical parti-
cles of the same kind (with equal mass and charge) closely located in the coordinate 
space and with the same momentum. According to this duality of data representation, 
fields and particles are updated on different stages. There are four main PIC stages. 
A field solver updates the grid values of the electromagnetic fields based on the 
Maxwell's equations. In PICADOR the conventional finite-difference time-domain 
Yee method based on the staggered grid is used [30]. On the particle motion stage the 
position and velocity of each particle are updated according to the Newton's law in the 
relativistic form, numerically integrated using an explicit method. Field interpolation 
from the grid to the particle positions is performed to compute the Lorenz force af-
fecting the particles. Individual particle motion creates electric current, which is add-
ed to grid values on the current deposition stage, to be used in the field solver, thus 
completing the self-consistent system of equations. For efficiency, it is usually con-
venient to combine the stages of field interpolation, Lorenz force computation and 
integrating equations of particle motion into one stage, referred to as the particle push. 
This standard PIC scheme can be extended by different modules which take into 
account various physical processes, such as ionization and collisions [12, 19, 31]. In 
the case of extremely strong electromagnetic fields QED processes come into play. 
Charged particles accelerated in extreme laser field may emit highly energetic pho-
tons, which in turn may decay into a pair of electron and positron [4, 32]. When re-
peatedly occurring, these processes may lead to an avalanche-like pair density growth, 
similar to avalanche gas breakdown, leading to development of the so-called QED 
cascades [33]. This dynamics may lead to formation of localized highly absorbing 
pair density distribution efficiently converting laser source energy into highly energet-
ic gamma photons and charged particles, thus it can be treated as a source of antimat-
ter (positrons), extremely dense electron-positron plasma, highly energetic electron 
bunches and photons [6, 7, 34, 35]. 
The QED cascade development is a complex process which depends not only on 
intensity, wavelength and polarization of the electromagnetic fields, but also on their 
structure. This makes theoretical analysis of laser-plasma dynamics very complex and 
nearly impossible when it comes to the highly non-linear stage of interaction. This 
makes computer simulation extremely useful for study of the plasma-field dynamics 
in complex field. At high laser intensity, when radiation reaction becomes essentially 
stochastic, it is important to consider single particle trajectories to describe plasma 
dynamics correctly. A PIC code by design relies on particles’ representation as an 
ensemble of macroparticles and allows direct modeling of particle trajectories. More-
over, the extended PIC approach allows for treating high-energy photons as particles 
that are generated by electrons and positrons and can later decay into pairs [32, 33]. 
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This approach utilizes dual treatment of the electromagnetic field: grid field values for 
the coherent low-frequency part and particles for the incoherent high-frequency part 
[18]. Photon emission and pair generation are probabilistic processes and their rates 
can be calculated under certain assumptions using expressions of QED based on the 
local field approximation [6]. Handling the considered QED events implies adding 
new particles associated with either emitted photons or produced particles. 
During QED cascade development the number of physical particles may rapidly 
increase by many orders of magnitude, so the numerical scheme should be adapted for 
such conditions, preserving a reasonable number of macroparticles. This can be done 
by reweighting macroparticles in the scope of the thinout procedure. In this paper, we 
consider the PIC code PICADOR equipped with the adaptive event generator, which 
automatically locally subdivides the time step to account for several QED events in 
the case of high process rates. It employs a separate thinout module for each type of 
particles, which allows effective processing of the rapidly increasing number of parti-
cles. Methodological and algorithmical aspects of such an extended PIC scheme have 
been considered in [18]. Notably, a distribution of generated electron-positron plasma 
can be extremely localized due to the avalanche-like character of cascade develop-
ment, its strong dependence on field intensity, and peculiarities of particles’ motion. 
Particle processing in this case becomes a non-trivial problem due to a large workload 
imbalance, thus the technique of reducing the imbalance is of great interest. 
3 Baseline Parallel Algorithm 
Parallel processing in PICADOR is organized as follows. On distributed memory we 
use spatial domain decomposition of the simulation area, essentially standard for PIC 
codes of this kind. Each MPI process handles a subarea and stores all particles and 
grid values, with a few layers of ghost cells. Our previous work included load balanc-
ing on the level of distributed memory based on Cartesian rectilinear partitioning [24]. 
Inside each MPI process we employ parallelism with OpenMP, which is the focus of 
this paper. Notably, this shared-memory parallelism is largely independent of the 
distributed memory one and thus could be effectively considered separately. 
The main computational workload of QED PIC simulations are particle operations: 
both particle-grid interactions in the core PIC algorithm and QED-specific processing. 
These operations are spatially local, which has important implications in terms of 
implementation. Firstly, particles need to be stored according to their positions so that 
processing nearby particles involves compact access to grid values. Two widely used 
strategies are periodical spatial sorting of particles, or storing them according to cells 
or supercells. Secondly, processing particles sufficiently far away from one another is 
completely independent and thus allows parallelization. It is particularly straightfor-
ward in case of cell- or supercell-based particle storage. 
PICADOR follows this strategy. Particles are stored and processed separately for 
each cell, with each particle interacting only to closely located grid values. The radius 
of such interaction depends on the particle form factor and numerical schemes being 
used, but is constant throughout a particular simulation. It allows us to separate cells 
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into subsets, so that particles in different cells of each subset do not affect each other 
and can therefore be processed in parallel without any synchronization. This scheme 
has been presented in our earlier work [29] and is illustrated in Fig. 1. We refer to 
processing each of these groups, as a ‘walk’. Due to the subdivision, each loop over 
cells in a walk has independent iterations and synchronization has to be done only 
between walks. The minimum unit of workload is then processing particles of a cell. 
We have investigated influence of load balancing schemes in the paper [29]. The 
first scheme parallelized the loop on cells in each walk using the standard OpenMP 
static schedule. Such a scheme worked excellent only in relatively balanced scenarios. 
The second scheme used OpenMP dynamic scheduling. This scheme substantially 
reduced imbalance, but led to large balancing overhead. In the other three schemes, 
the cells in each walk were occasionally sorted by decreasing the number of particles 
in order to improve load balancing potential. The third scheme then used OpenMP 
dynamic scheduling, the fourth scheme manually distributed the cells into threads, 
using a greedy strategy and avoiding the overhead of dynamic balancing of OpenMP. 
The fifth scheme at times used the OpenMP dynamic schedule, saved the distribution 
obtained and used it for several subsequent iterations over time. In this way, effective 
load distribution was achieved for systems with relatively slow dynamics. 
 
Fig. 1. An example of cells split into four walks. Particles are represented with the grey dots. 
Cells inside each walk are processed independently in parallel. Walks are performed sequential-
ly with a barrier between walks. 
For many PIC simulation scenarios, particle distribution changes rather slowly rel-
ative to the cell size, thus the standard OpenMP static schedule or one of the custom 
schemes provide excellent load balancing. For QED PIC, however, some cells can 
have significantly more particles than others and the distribution of particles in the 
simulation area can vary significantly over time. In such a case a cell is too coarse of 
a workload unit. Therefore we developed a new load balancing scheme employing 
cell subdivision, which is described in the following section. 
4 Dynamic Load Balancing Scheme 
The main idea of the new scheme is to treat subsets of particles in a cell as separate 
pieces of work. This allows balancing the workload so that each thread processes 
almost the same number of particles. An illustration of the algorithm is given in Fig. 
2, a more detailed description is presented below. 
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Compared to the schemes described in the previous section, the walks play the 
same role, but now processing a cell can consist of several tasks, each handling a 
subset of particles. Importantly, tasks of the same cell are dependent, but tasks of 
different cells are not. Each thread has a queue of tasks in which no more than one 
task corresponds to a subdivided cell. Thus, a relatively small number of cells not 
exceeding the number of threads can be subdivided. 
 
Fig. 2. An example of the new load balancing scheme applied to a single walk. The numbers 
represent the amounts of particles in cells. The blue and red arrows illustrate two threads work-
ing in parallel. One of the cells is subdivided into two tasks. 
The pseudocode of this scheme is as follows: 
1. updateField(Grid); 
2. for Walk in Walker: 
3.   createTasksQueue(); 
4. #pragma omp parallel: 
5.   for Task in TasksQueue[threadIndex]: 
6.     for Particle in Task:  
7.        process(Particle); 
8. for walk in walker: 
9. #pragma omp parallel for: 
10.   for Task in TasksQueue[threadIndex]: 
11.     for Particle in Task:  
12.       currentDeposition(Particle);  
We use the following greedy algorithm, which is linear-time in terms of number of 
cells. At the beginning, an empty queue is created for each thread. Further, the current 
cell with particles is completely added to the tasks queue of the thread if the total size 
of the tasks in the queue does not violate the ideal balance by more than 𝑀 times (𝑀 
is a parameter of the algorithm). Otherwise, the cell is divided into two parts so that 
the including of the first batch of work to the queue of the current thread corresponds 
to the ideal balance. Then, the tasks queues of other threads are computed in a similar 
fashion. 
The main implementation challenge is avoiding time-consuming synchronizations 
caused by the subdivision of cells and their distribution between threads. For exam-
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ple, when processing the movement of particles between cells, the algorithm remem-
bers the numbers of the corresponding particles and processes them last so that each 
cell is processed by only one thread. Similarly, atomic operations have to be used at 
the current deposition stage. However, experiments have shown that these complica-
tions do not lead to significant overhead, whereas the scheme substantially speeds up 
the QED PIC simulations. 
5 Numerical Results 
First, we analyze the effectiveness of the load balancing schemes for a two-
dimensional test problem. We use a 160 × 160 grid and 2.56 × 106 particles, 100 
particles per cell on average. Initial sampling of particles is done with the normal 
distribution with the mean in the center of the simulation area and a diagonal covari-
ance matrix with the same variance for both variables (the spatial steps are also the 
same). We consider three variance values: 𝜎1
2 = 25𝛥𝑥/8, 𝜎2
2 = 2𝜎1
2, 𝜎3
2 = 3𝜎1
2. The 
smallest variance 𝜎1
2 corresponds to the most non-uniform distribution. Simulations 
were performed for 1000 time steps without the QED effects. Computations were 
carried out on a node of a supercomputer with the following parameters: 2 × Intel 
Xeon Gold 6132 (28 cores overall), 192 GB RAM. We measured the computation 
time using 5 load balancing schemes implemented in [29] and the new scheme. Ex-
periments have shown that for the first (most unbalanced) problem, the new scheme 
outperforms the best of the others by factor of 4.4, the corresponding speedups for the 
second and third problems are 1.9 and 1.1. 
 
Fig. 3. Scaling efficiency and workload imbalance in 3 test problems with different values of 
variance when employing 3 load balancing schemes on the 28-core CPU. 
Fig. 3 shows the scaling efficiency and the imbalance of the computational load 
when using from 1 to 28 cores when solving 3 test problems. Same as in [29], we 
estimate workload imbalance as 𝐼 = max𝑤 ( mean
𝑖∈{0,…,𝑁−1}
(
max𝑡 𝑃𝑤𝑡𝑖
mean𝑡 𝑃𝑤𝑡𝑖
)), where 𝑃𝑤𝑡𝑖  is a 
number of particles processed by the thread 𝑡 within walk 𝑤 on 𝑖-th out of total 𝑁 
iterations. In order not to overload the figure, only the data for static balancing (‘Stat-
ic’), the best of the previously introduced dynamic schemes (‘ManDist’) and the new 
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scheme (‘PartDist’), are presented. It is shown that in the substantially unbalanced 
task, the new scheme reduces the imbalance and improves the scaling efficiency. 
Secondly, we study performance of the load balancing schemes in state-of-the-art 
simulations that take into account the QED effects. In these applications, the process-
es become much more complicated, since the concentration of particles in the local 
regions of the computational area is not only highly unbalanced, but also changes 
substantially over time. It is particularly interesting to estimate the gain from the use 
of the new dynamic scheme in such scenarios. 
We consider a highly unbalanced problem of the QED cascade development in ex-
treme laser fields described in detail in [36]. According to recent studies [8, 32, 35, 
37] the more preferable field structure is counterpropagating laser beams. We would 
like to pay particular attention to the case of circular polarization, as one of the fun-
damental cases. In a wide range of intensities of the circularly polarized field highly 
localized electron-positron structures can be formed in the vicinities of electric field 
nodes, antinodes or in both types of regions [36]. 
The maximum intensity of each of counter-propagating pulses is chosen to be 
𝐼0 = 10
25 𝑊/𝑐𝑚2, which can be obtained on planned 100 𝑃𝑊 laser systems. The 
wavelength is 0.8𝜇𝑚. For the sake of simplicity we consider half infinite pulses with 
a 1 wave period front edge. An electron-positron plasma slab with width of one wave-
length and density 1𝑐𝑚−3 serves as a seed and is located at the center of the simula-
tion area. Incident laser pulses compress seed plasma. Laser pulses overlap, standing 
wave is formed and a QED cascade starts to develop. At the considered intensity dur-
ing its development plasma is highly localized in the vicinity of the antinode. 
All experiments were performed on the Intel Endeavour supercomputer with high-
end CPUs of the Cascade Lake generation. Performance results were collected on the 
following cluster nodes: 2 × Intel Xeon Platinum 8260L CPU (48 cores overall), 192 
GB of RAM. In all runs we employed 1 MPI process per socket, 2 OpenMP threads 
per core. The code was built using the Intel Parallel Studio XE software package. 
First, we consider the 1D case where the number of cells most populated by parti-
cles is minimal. The simulation box is 2𝜇𝑚 long and the number of cells is 128. The 
time step is equal to 1/200 of the laser period. The initial number of particles and the 
threshold of particle thinning are 106 and 2 × 106, respectively. In the 1D simulation 
we employ 1 node of the supercomputer (48 cores). 
Experiments show that computation time of the static scheme and two most flexi-
ble of the old dynamic schemes are roughly the same, while the new scheme is better 
by almost an order of magnitude. This is due to the fact that the new scheme balances 
the workload much better by subdividing the cells. Fig. 4 shows how imbalance of the 
computational load changes over time. It is calculated for every chunk of 100 consec-
utive iterations. The imbalance in Fig. 4 on the left is calculated using the profiler 
based on computation time measurements. The imbalance in Fig. 4 on the right is 
estimated by the number of particles processed by the threads. Given that for the 2D 
and 3D simulations we obtained similar results, we can conclude that the employed 
model of particle imbalance works well in the case of modeling of the QED cascades. 
In 2D and 3D simulations the box is 2𝜇𝑚 × 8𝜇𝑚(× 8𝜇𝑚), the number of cells is 
64 × 112(× 112), the initial number of macroparticles and the threshold of particle 
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thinning are 5 × 106 in the 2D case and 2.5 × 106 in the 3D case. We consider 
Gaussian beams with 1 wavelength waist radius. The time step is the same as in the 
1D case. The 2D and 3D cases are much more computationally intensive, therefore 
we employ 2 nodes of the supercomputer (4 CPUs, 96 cores overall). The PICADOR 
code has load balancing schemes for clusters, but in the considered case, workloads at 
different nodes are balanced due to the symmetry of the problem. In contrast, uni-
formly distributing the work among dozens of cores on a single node is problematic. 
 
Fig. 4. ‘Time imbalance’ vs. ‘Particles imbalance’ in the 1D simulation of the QED cascades. 
 
Fig. 5. Computation time of different load balancing schemes in the 3D simulation of the QED 
cascades. The new scheme (‘PartDist’) outperforms other schemes. 
Fig. 5 shows how different load balancing schemes work for the considered 3D 
simulation. In the first 300 iterations, there is no imbalance (Fig. 5, on the right) and 
all the schemes work for approximately the same time (Fig. 5, on the left). Further, 
the electromagnetic cascade begins to develop and the new scheme, unlike the others, 
allows keeping the imbalance under control. Similar behavior is observed in the 2D 
simulation. Finally, when calculating 1300 iterations, the new scheme speeds up the 
simulation by 2.5 times in the 2D problem and by 2.1 times in the 3D problem. 
6 Conclusion 
In the paper, we addressed the problem of the inefficient utilization of new CPUs with 
a large number of cores in PIC laser plasma simulations. We concentrated on simula-
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tions including the development of electromagnetic cascades, which often led to a 
non-uniform and time-varying concentration of particles in the computational domain. 
To overcome the load imbalance, we developed and implemented a special scheme in 
the PICADOR code that allows subdividing cells with a large number of particles. 
This approach substantially increased the potential for parallelization. The scheme 
was tested on several QED simulations. The results showed that, in the absence of a 
significant imbalance, the new scheme performs approximately the same as the 
schemes previously developed in PICADOR, whereas in other cases it is ahead of 
them by a factor of 2.1 to 10, depending on the simulation. 
Note that the current results were obtained for the problems whose internal sym-
metry allows using several cluster nodes in a straightforward way, or relying on the 
rectilinear load balancing scheme (see [24] and references therein for details). How-
ever, if a problem requires the use of dozens of nodes, there is a need for a smart 
combination of balancing schemes on shared and distributed memory. Development 
and analysis of such schemes is one of the directions of further work. 
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