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ABSTRACT
We found in 2016 a few results on the mathematical structure of the conformal Killing differen-
tial sequence in arbitrary dimension n, in particular the rank and order changes of the successive
differential operators for n = 3, n = 4 or n ≥ 5. They were so striking that we did not dare to
publish them before our former PhD student A. Quadrat (INRIA) could confirm them while using
new computer algebra packages that he developped for studying extension modules in differential
homological algebra. In the meantime, as a complementary result, we found in 2017 the ”missing
link ” justifying the doubts we had since a long time on the origin and existence of Gravitational
Waves in General Relativity. In both cases, the main tool is the explicit computation of certain
extension modules for the classical or conformal Killing differential sequences. These results there-
fore lead to revisit the work of C. Lanczos and successors on the existence of a parametrization of
the Riemann or Weyl operators and their respective formal adjoint operators. We also provide an
example showing how these extension modules are depending on the structure constants appearing
in the Vessiot structure equations (1903), still not acknowledged after one century even though
they generalize the constant Riemannian curvature integrability condition of L.P. Eisenhart (1926)
for the Killing equations. The present paper is written from a lecture gven at the recent 24 th
conference on Applications of Computer Algebra (ACA 2018) held in Santiago de Compostela,
Spain, june 18-22, 2018.
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1) INTRODUCTION
We start this paper with a brief synthetic review introducing a few notations allowing to de-
scribe the standard procedure used in any book on General relativity (GR) in order to justify the
existence of gravitational waves. A main idea, rarely pointed out, is the concept of linearization
(”lin” for short) and its systematic use in mathematical physics. When X is a manifold of dimen-
sion n and E is a fibered manifold over X , we may introduce the vertical bundle V (E) as a vector
bundle over E and, for any section f of E , introduce the reciprocal image f−1(V (E)) as a vector
bundle over X with the same fiber dimension ([13],[15],[21]). In the formulas below, L is the Lie
derivative and the order of a differential operator is written under its representative arrow. All
the results presented are formal and local but the corresponding global notations will be used for
simplicity.
1 METRIC: ω = (ωij) = (ωji) ∈ S2T ∗, det(ω) 6= 0
lin
−→ Ω ∈ ω−1(V (S2T ∗)) = S2T ∗
2 CHRISTOFFEL SYMBOLS: γkij =
1
2ω
kr(∂iωrj + ∂jωir − ∂rωij)
lin
−→ Γ ∈ S2T ∗ ⊗ T
3 RIEMANN TENSOR: ρkl,ij = ∂iγ
k
lj − ∂jγ
k
li + γ
r
liγ
k
rj − γ
r
ljγ
k
ri
lin
−→ R ∈ ∧2T ∗ ⊗ T ∗ ⊗ T
ωkrρ
r
l,ij = ρkl,ij = −ρlk,ij = −ρkl,ji = ρij,kl ⇒ ρ
r
r,ij = 0
ρkl,ij + ρ
k
i,jl + ρ
k
j,li = 0⇒ ρ
r
i,rj = ρ
r
j,ri
4 KILLING OPERATOR: D : T → S2T ∗ : ξ → L(ξ)ω = Ω
Dξ = 0,Dη = 0⇒ D[ξ, η] = 0 (Lie operator)
The corresponding first order system R1 = R1(ω) ⊂ J1(T ) with symbol g1 = R1 ∩ T ∗⊗ T ⊂ J1(T )
is defined by the equations (See [13,15,28] for more details on jet theory):
5 KILLING EQUATIONS: (L(ξ)ω)ij ≡ Ωij ≡ ωrj∂iξr + ωir∂jξr + ξr∂rωij = 0
6 KILLING SYMBOL: ωrjv
r
i + ωirv
r
j = 0
Looking for successive compatibility conditions (CC) we may exhibit:
7 KILLING SEQUENCE: Θ = { Killing vector fields }
0 → Θ → T
D
−→
1
S2T
∗ D1−→
2
F1
D2−→
1
F2
n
Killing
−→ n(n+1)2
Riemann
−→ n
2(n2−1)
12
Bianchi
−→ n
2(n2−1)(n−2)
24
8 RICCI TENSOR: ρij = ρ
r
i,rj = ρji
lin
−→ (Rij) ∈ S2T ∗
9 EINSTEIN TENSOR: ǫij = ρij −
1
2ωijω
rsρrs
lin
−→ (Eij) ∈ S2T ∗
10 EINSTEIN EQUATIONS: (Einstein) div(E) = 0⇒ Eij ∼ Σij ⇐ div(Σ) = 0 (Cauchy)
2
11 WAVE EQUATIONS: Ω¯ij = Ωij −
1
2ωijω
rsΩrs ⇒ ✷Ω¯ij + ... ∼ Σij
As we shall see, these results, which are of course mathematically correct, are not conceptu-
ally coherent with differential homological algebra and the well known Poincare´ duality existing
between GEOMETRY (Killing sequence) and PHYSICS ( adjoint sequence). Such results, based
on the search for parametrizing an operator, will AUTOMATICALLY lead to revisit the work of
C. Lanczos ([8],[9]) for parametrizing Riemann or Weyl operators both with their formal adjoint
operators, explaining in particular why the many papers written by his followers during more than
50 years are containing so many contradictory claims ([1-4],[10],[12]).
2) PARAMETRIZATION
Looking for a differential sequence of the form ξ
D
−→ η
D1−→ ζ in which D1 generates all the
compatibility conditions (CC) of D and (ξ, η, ζ) are sections of certain vector bundles, two problems
can be proposed at once:
DIRECT PROBLEM D given, find D1 : M. Janet (1920), D.C. Spencer (1970)
m
INVERSE PROBLEM D1 given, find D : not always possible
Before solving negatively in ([14]) the challenge of J. Wheeler (1970) concerning the possibility
to parametrize Einstein equations (See also [30]), we quote a few references on the direct problem
([ 6],[13],[15],[16],[21],[24],[28]) or the inverse problem ([16],[17],[30]) and present below the best
elementary but absolutely non-trivial example we know from control theory:
THEOREM 2.1: When n = 1, a classical control system is controllable if and only if it is
parametrizable, that is if and only if it generates the CC of a previous operator describing therefore
a parametrization as there may be many different ones.
COROLLARY 2.2: A classical control system defined over an ordinary differential field K by
equations linearly independent over the ring D = K[d] of differential operators with coefficients
in K is controllable if and only if the formal adjoint of the corresponding differential operator is
injective, even when D is non-commutative.
EXAMPLE 2.3: DOUBLE PENDULUM
Rigid bar of length L moving along the left to right horizontal axis 0x, downwards vertial axis
0y parallel to gravity g, first pendulum made by a mass m1, having length l1 and moving by an
angle θ1 with respect to the vertical, second pendulum made by a mass m2, having length l2 and
mouving by an angle θ2 with respect to the vertical.
Control system: x¨+ l1θ¨1 + gθ1 = 0, x¨+ l2θ¨2 + gθ2 = 0
Parametrization:
• l1 6= l2: 

−l1l2d4φ− g(l1 + l2)d2φ− g2φ = x
l2d
4φ+ gd2φ = θ1
l1d
4φ+ gd2φ = θ2
• l1 = l2 = l, θ = θ1 − θ2 ⇒ lθ¨ + gθ = 0, θ(0) = 0, θ˙(0) = 0⇒ θ(t) = 0.
3
Multiplying on the left the two OD equations by two test functions (λ1, λ2) and integrating by
parts, we let the reader check by himself the second theorem as follows:
λ¨1 + λ¨2 = 0, l1λ¨
1 + gλ1 = 0, l2λ¨
2 + gλ2 = 0
l1 6=l2⇐⇒ λ1 = 0, λ2 = 0
We finally notice that COMPUTER ALGEBRA IS ABSOLUTELY NEEDED for treating the case
l1 = cst, l2 = l2(t) ([16]).
3) DOUBLE DUALITY TEST
The test is based on a systematic use of the (formal) adjoint (ad) of an operator and has five
steps described in the diagram below ([7,15,16,24]):
ζ ′ 5
D1
′
ր
4 ξ
D
−→ η
D1−→ ζ 1
3 ν
ad(D)
←− µ
ad(D1)
←− λ 2
ad(ad(D)) = D, ad(D) ◦ ad(D1) = ad(D1 ◦ D) = 0
⇒ D1 ◦ D = 0⇒ D1 AMONG the CC of D
Step 5 ⇒ D1
′ GENERATES the CC of D ⇒ D1 ≤ D1
′
THEOREM 3.1: D1 parametrized by D ⇔ D1 = D1
′ .
COUNTEREXAMPLE 3.2: EINSTEIN EQUATIONS CANNOT BE PARAMETRIZED
Contrary to the Ricci operator (4 terms only), the Einstein operator (6 terms) is SELF-ADJOINT,
the sixth terms being exchanged between themselves under ad:
λij(ωrsdijΩrs)
ad
←→ (ωrsdijλ
ij)Ωrs = (ωijdrsλ
rs)Ωij
Riemann 20
ր
4
Killing
−→ 10
Einstein
−→ 10
4
Cauchy
←− 10
Einstein
←− 10
4
4) VARIATIONAL CALCULUS WITH CONSTRAINTS
In order to explain the motivation of Lanczos in ([8]) for using the Lagrange multiplier λ, let us
suppose that D1 generates the CC of D AND that ad(D) generates the CC of ad(D1). There are
two possible points of view, exactly like in continuum mechanics:
Dξ = η ⇒ Φ =
∫
V
ϕ(η)dx⇒ δΦ =
∫
∂ϕ
∂η
δηdx
=
∫
∂ϕ
∂η
Dδξdx
=
∫
(ad(D)∂ϕ
∂η
)δξdx+ ...
⇒ Cauchy
D1η = 0 ⇒ Φ =
∫
V
(ϕ(η) − λD1η)dx⇒ δΦ =
∫
(∂ϕ
∂η
δη − λD1δη)dx
=
∫
(∂ϕ
∂η
− ad(D1)λ)δηdx + ...
⇒ µ =
∂ϕ
∂η
= ad(D1)λ (parametrization by λ)
ad(D)
−→ ad(D)µ = 0 (elimination of λ)
EXAMPLE 4.1: n = 2 Airy parametrization (1863)
2
Killing
−→ 3
Riemann
−→ 1 → 0
2
Cauchy
←− 3
Airy
←− 1
THEOREM 4.2: Cauchy = ad(Killing), Airy = ad(Riemann)
λ(d22Ω11 − 2 d12Ω12 + d11Ω22) = (d22λΩ11 − 2 d12λΩ12 + d11λΩ22) + ...
σijΩij = σ
11Ω11 + 2 σ
12Ω12 + σ
22Ω22
Cauchy d1σ
11 + d2σ
12 = f1, d1σ
21 + d2σ
22 = f2
Airy σ11 = d22λ, σ
12 = σ21 = −d12λ, σ22 = d11λ
It is an open problem to know why one may sometimes find a SELF-ADJOINT OPERATOR:
EXAMPLE 4.3: n=3 We now present the BELTRAMI PARAMETRIZATION (1892):


σ11
σ12
σ12
σ13
σ23
σ33


=


0 0 0 d33 −2d23 d22
0 −d33 d23 0 d13 −d12
0 d23 −d22 −d13 d12 0
d33 0 −2d13 0 0 d11
−d23 d13 d12 0 d11 0
d22 −2d12 0 d11 0 0




φ11
φ12
φ13
φ22
φ23
φ33


which does not seem to be SELF-ADJOINT .
⇔ drσ
ir = 0 (Cauchy)
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Accordingly, the Beltrami parametrization of the Cauchy operator for the stress is nothing else
than the formal adjoint of the Riemann operator, namely:
ad(Riemann) = Beltrami
However, modifying slightly the rows, we get the new operator matrix:


σ11
2σ12
2σ13
σ22
2σ23
σ33


=


0 0 0 d33 −2d23 d22
0 −2d33 2d23 0 2d13 −2d12
0 2d23 −2d22 −2d13 2d12 0
d33 0 −2d13 0 0 d11
−2d23 2d13 2d12 0 d11 0
d22 −2d12 0 d11 0 0




φ11
φ12
φ13
φ22
φ23
φ33


which is indeed SELF-ADJOINT .
We end this section by noticing that MOST TEXTBOOKS, using the infinitesimal deformation
tensor (12Ωij) in the Helmholtz free energy, are claiming that σ
ij = 2 ∂ϕ
∂Ωij
⇒ σij = σji but, as
we have seen, such a claim is not correct at all (See [21] for the problems brought while using
computer algebra computer with these tricky factors ”2” involved).
5) CONTRADICTIONS
Coming back to the mathematical origin of gravitational waves, we obtain:
FIRST CONTRADICTION
n=4 ad(Killing) = Cauchy, ad(Riemann) = Beltrami
4
Killing
−→ 10
Riemann
−→ 20
Bianchi
−→ 20 −→ 6 → 0
‖ ց ↓ ↓
10
Einstein
−→ 10
div
−→ 4 −→ 0
↓ ↓
0 0
0← 4
Cauchy
←− 10
Beltrami
←− 20
ad(Bianchi)
←− 20
‖ տ ↑ ↑
10
Einstein
←− 10
ad(div)
←− 4
↑ ↑
0 0
Comparing the two above diagrams, it becomes clear that the Cauchy operator has NOTHING
TO DO with the div operator classically induced from the Bianchi operator by contracting indices
because the 4 on the left has has a quite different mathematical meaning than the 4 on the right.
SECOND CONTRADICTION
Eij = Rij −
1
2
ωijω
rsRrs ⇒ E = C ◦R
E : Ω
C−→ Ω¯ = Ω−
1
2
ωtr(Ω)
X−→ S2T ∗
6
Einstein operator E (6 terms) → wave operator X (4 terms only)
E = X ◦ C ⇒ E = ad(E) = ad(C) ◦ ad(X) = C ◦ ad(X) = C ◦R
⇒ ad(X) = Ricci ⇒ X=ad(Ricci)
We may therefore surprisingly conclude by saying that:
THE EINSTEIN OPERATOR IS USELESS while ONLY THE RICCI OPERATOR IS USEFUL.
6) LANCZOS POTENTIAL
We first notice that the Poincare´ sequence for the exterior derivative d, namely:
∧0T ∗
d
−→ ∧1T ∗
d
−→ ∧2T ∗
d
−→ ....
d
−→ ∧nT ∗ → 0
IS SELF ADJOINT UP TO SIGN :
EXAMPLE 6.1: n=3 ∧0T ∗
grad
−→ ∧1T ∗
curl
−→ ∧2T ∗
div
−→ ∧3T ∗ → 0
ad(grad) = −div, ad(curl) = curl, ad(div) = −grad
However, if we start from the following sequence and its formal ajoint:
ξ −→
{
d22ξ = η
2
d12ξ = η
1 −→ d1η
2 − d2η1 = ζ
ξ
D
−→ η
D1−→ ζ
ν
ad(D)
←− µ
ad(D1)
←− λ
d12µ
1 + d22µ
2 = ν ←−
{
−d1λ = µ2
d2λ = µ
1 ←− λ
ւ
d1µ
1 + d2µ
2 = ν′
then, even if D1 generates the CC of D, in general ad(D) may not generate all the CC of ad(D1).
Such a ”GAP ”, namely the lack of formal exactness of the adjoint sequence when the initial se-
quence is formally exact, led to introduce the extension modules ([11],[27]) because of the following
(difficult) theorems (See [11,27] or [22,23,24] for more details):
THEOREM 6.2: If M is the differential module defined by D, the extension modules exti(M)
do not depend on the sequence used for their computation.
THEOREM 6.3: The Spencer sequence for any Lie operator D which is coming from a Lie group
of transformations is (locally) isomorphic to the tensor product of the Poincare´ sequence by the
corresponding finite Lie algebra G.
COROLLARY 6.4: ext1(M) = 0, ext2(M) = 0, ...⇒ NO GAP
REMARK 6.5: Lanczos has been trying in vain to do for the Bianchi operator what he did for
the Riemann operator, a useless but possible SHIFT BY ONE STEP and to do for theWeyl oper-
ator what he did for the Riemann operator. However, we shall discover that the dimension n = 4,
which is particularly ”fine ” for the classical Killing sequence, is particularly ”bad ” for the confor-
mal Killing sequence, a result not known after one century because it cannot be understood without
using the Spencer δ-comology in the following commutative diagram which is explaining therefore
what we shall call the ”LANCZOS SECRET ”. This diagram allows to consruct the Bianchi op-
erator D2 : F1 → F2 as generating CC for the Riemann operator D1 : F0 = S2T ∗ → F1 = H2(g1)
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defined by a similar diagram and thus only depends on the symbol g1.
0 0 0 0
↓ ↓ ↓ ↓
0→ g4 → S4T
∗ ⊗ T → S3T
∗ ⊗ F0 → T
∗ ⊗ F1 → F2 → 0
↓ ↓ ↓ ‖
0→ T ∗ ⊗ g3 → T
∗ ⊗ S3T
∗ ⊗ T → T ∗ ⊗ S2T
∗ ⊗ F0 → T
∗ ⊗ F1 → 0
↓ ↓ ↓ ↓
0→ ∧2T ∗ ⊗ g2 → ∧
2T ∗ ⊗ S2T
∗ ⊗ T → ∧2T ∗ ⊗ T ∗ ⊗ F0 → 0
↓ ↓ ↓
0→ ∧3T ∗ ⊗ g1 → ∧
3T ∗ ⊗ T ∗ ⊗ T → ∧3T ∗ ⊗ F0 → 0
↓ ↓ ↓
0→ ∧4T ∗ ⊗ T = ∧4T ∗ ⊗ T → 0
↓ ↓
0 0
All the vertical down arrows are δ-maps of Spencer and all the vertical columns are exact but the
first, which may not be exact only at ∧3T ∗⊗g1 with cohomology equal to H3(g1) because we have:
g1 ≃ ∧
2T ∗ ⊂ T ∗ ⊗ T, g2 = 0⇒ g3 = 0⇒ g4 = 0
A snake-type chase provides the identification: F2 = H
3(g1) SPENCER COHOMOLOGY)
As g2 = 0, the vector bundle F2 providing the Bianchi identities is defined by the short exact
sequence:
0 −→ F2 −→ ∧3T ∗ ⊗ g1
δ
−→ ∧4T ∗ ⊗ T −→ 0
0 −→ 20 −→ 24
δ
−→ 4 −→ 0
When n = 4, using the duality with respect to the volume form dx1 ∧ dx2 ∧ dx3 ∧ dx4 in order
to change the indices, we obtain successively (care to the signs):
Bi1,234 − B
i
2,341 + B
i
3,412 − B
i
4,123 = 0
Bi1,1 − Bi2,2 + Bi3,3 − Bi4,4 = 0
i = 4⇒ B41,1 − B42,2 + B43,3 = 0
L23,1 + L31,2 + L12,3 = 0
and finally exhibit the Lanczos potential L ∈ ∧2T ∗ ⊗ T ∗ as a 3-tensor satisfying:
Lij,k + Lji,k = 0, Lij,k + Ljk,i + Lki,j = 0 (24− 4 = 20)
7) CLASSICAL VERSUS CONFORMAL
We obtain successively the following differential sequences for various dimensions:
CLASSICAL KILLING OPERATOR: L(ξ)ω = 0
n = 2 2 −→
1
3 −→
2
1 −→ 0
n = 3 3 −→
1
6 −→
2
6 −→
1
3 −→ 0
n = 4 4
K
−→
1
10
R
−→
2
20
B
−→
1
20 −→
1
6 −→ 0
8
Euler-Poincare´ characteristic: 4− 10 + 20− 20 + 6 = 0
CONFORMAL KILLING OPERATOR: L(ξ)ω = A(x)ω
metric density ⇔ ωˆij = ωij | det(ω) |
− 1
n , L(ξ)ωˆ = 0
n = 3 3 −→
1
5
?
−→
3
5 −→
1
3 −→ 0
n = 4 4 −→
1
9 −→
2
10 −→
2
9 −→
1
4 −→ 0
n = 5 5
CK
−→
1
14
W
−→
2
35
?
−→
1
35 −→
2
14 −→
1
5 −→ 0
Euler-Poincare´ characteristic: 5− 14 + 35− 35 + 14− 5 = 0
We notice that the changes of the successive orders is totally unusual and refer to ([21]) for more
details on the computer algebra methods. In particular, when n = 4, the analogue of the Bianchi
operator is now of order 2, a result explaining why Lanzos and followers never succeeded adapting
the Lanczos tensor potential L for the Weyl operator. In particular, thanks to Theorems 6.2,6.3
and Corollary 6.4, we have thus solved the Riemann-Lanczos and Weyl-Lanczos parametrization
problems in arbitrary dimension.
8) VESSIOT STRUCTURE CONSTANTS
We shall describe the Vessiot structure equations in the following systematic procedure that can
be applied to an arbitrary Lie pseudogroup and ask the reader to compare it with the one adopted
in the Introduction. Surprisingly, the example used below has been first exhibited by Vessiot in
1903 ([29]) and one may refer to ([21,23,24]) for more examples, in particular the case of the Lie
pseudogroup of contact transformations when n = 2p+ 1 = 3.
1 LIE PEUDOGROUP:
y = f(x) ∈ aut(R2),∆(x) = det(∂if
k(x)) 6= 0
Γ = {y1 = f(x1), y2 = x2/∂1f(x
1)}
2 /,/,SYSTEM: y2dy1 = x2dx1 ⇒ dy1 ∧ dy2 = dx1 ∧ dx2 ⇔ ∆ = 1
3 GENERAL OBJECT: ω = (α, β) ∈ F = ∧1T ∗×X∧2T ∗
4 LIE OPERATOR: Dξ ≡ L(ξ)ω = 0⇔ {L(ξ)α = 0,L(ξ)β = 0}
5 MEDOLAGHI EQUATIONS:
{αr∂iξ
r + ξr∂rαi = 0, β∂rξ
r + ξr∂rβ = 0}
6 VESSIOT STRUCTURE EQUATIONS: dα = cβ, c = cst
7 SPECIAL OBJECT: , α = x2dx1, β = dx1 ∧ dx2 ⇒ ω = (x2, 0, 1)⇒ c = 1
α¯ = dx1, β¯ = dx1 ∧ dx2 ⇒ ω¯ = (1, 0, 1)⇒ c = 0⇒ Γ¯ = {y1 = x1 + a, y2 = x2 + f((x1)}
8 DIFFERENTIAL SEQUENCE: 0→ Θ→ ξ
D
−→ η
D1−→ ζ → 0
{
ξ1
ξ2
−→
{
αr∂iξ
r + ξr∂rαi = η
i
β∂rξ
r + ξr∂rβ = η
3 −→ ∂1η
2 − ∂2η
1 − cη3 = ζ
9
or, with D = Q(x1, x2)[d1, d2] and the rules of differential module theory ([7,15,24]):
0→ D → D3 → D2 →M → 0
9 ADJOINT SEQUENCE: ν
ad(D)
←− µ
ad(D1)
←− λ
λ | ∂1η
2 − ∂2η
1 − cη3
ad(D1)


η1 → ∂2λ = µ1
η2 → −∂1λ = µ2
η3 → −cλ = µ3
INJECTIVE ⇔ c 6= 0⇔ ext2(M) = 0
ad(D)
{
ξ1 → −α1∂rµr + β(cµ2 − ∂1µ3) = ν1
ξ2 → −α2∂rµr + β(−cµ1 − ∂2µ3) = ν2
{
• c = 0 ⇒ ∂1µ1 + ∂2µ2 = 0, µ3 = 0
• c 6= 0 ⇒ ∂1µ1 + ∂2µ2 = 0, ∂1µ3 − cµ2 = 0, ∂2µ3 + cµ1 = 0
In both cases we have ext1(M) 6= 0.
9) CONCLUSION
We hope to have convinced the reader that:
COMPUTER ALGEBRA IS DESPERATELY WANTED
for studying all these new topics by means of new packages.
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