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Abstract – The accurate characterization of the business cycles in the nonlinear dynamic 
financial and economic systems in the time of globalization represents a formidable research 
problem, which is in the scope of interest by the commercial, investment and central banks. The 
central banks and other financial institutions make their decisions on the minimum capital 
requirements, countercyclical capital buffer allocation and capital investments, going from the 
precise data on the business cycles. The business cycles forecast is a computing intensive 
mathematical task, which can usually be solved with the application of both the complex 
algorithms and the parallel computing techniques at the supercomputers. However, in our 
opinion, the existing computing algorithms need to be improved, because they don’t take to the 
account the fact that the parameters of the business cycles may change during their interactions 
with the nonlinear dynamic financial and economic systems. We consider the two possible 
interaction scenarios, when there are 1) the linear interaction, and 2) the non-linear interaction. In 
our opinion, the main parameters of the business cycle may deviate during the business cycle’s 
nonlinear interaction with the nonlinear dynamic financial and economic systems, because of the 
origination of the nonlinear effects such as the Four Waves Mixing (FWM), Stimulated Brillouin 
Scattering (SBS), Stimulated Raman Scattering (SRS), Carrier-Induced Phase Modulation. We 
emphasis that, in the case of highly nonlinear interaction, the problem of the nonlinear 
interaction between the business cycles and the nonlinear dynamic financial and economic 
systems may have the non-stable solutions. Using the econophysical analysis of the nonlinear 
dynamical financial and economic systems, we propose that, in the frames of new virtuous 
central bank strategy, there is an increasing necessity to introduce the innovative central bank 
monetary and financial policies toward the monetary and financial instabilities management in 
the finances. 
PACS numbers: 89.65.Gh, 89.65.-s, 89.75.Fb 
Keywords: business cycles, Juglar fixed investment cycle, Kitchin inventory cycle, Kondratieff 
long wave cycle, Kuznets infrastructural investment cycle, econophysics, econometrics, Four 
Waves Mixing (FWM), Stimulated Brillouin Scattering (SBS), Stimulated Raman Scattering 
(SRS), Carrier-Induced Phase Modulation nonlinearities, nonlinear dynamic financial and 
economic systems. 
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Introduction 
 
The modern definition of the business cycle is given in Wikipedia (2013): “The term 
business cycle (or economic cycle) refers to economy-wide fluctuations in production, trade and 
economic activity in general over several months or years in an economy organized on free-
enterprise principles in Burns, Mitchell (1946). These fluctuations occur around a long-term 
growth trend, and typically involve shifts over time between periods of relatively rapid economic 
growth (an expansion or boom), and periods of relative stagnation or decline (a contraction or 
recession). Business cycles are usually measured by considering the growth rate of real gross 
domestic product. Despite being termed cycles, these fluctuations in economic activity do not 
follow a mechanical or predictable periodic pattern.” 
Juglar (1862) discovered the 7 –11 years Juglar fixed investment cycle, which is still in 
the scope of research interest by many scientists in Schumpeter (1939), Grinin, Korotayev, 
Malkov (2010), Korotayev, Tsirel (2010), Ledenyov V O, Ledenyov D O (2012), Ledenyov D O, 
Ledenyov V O (2013). It makes sense to explain that Schumpeter (1939) showed that there are 
the four stages in the Juglar cycle: 1) expansion; 2) crisis; 3) recession; 4) recovery. 
Kitchin (1923) proposed that there is the 3 – 7 years Kitchin inventory cycle. This 
proposition was investigated in Schumpeter (1939), Korotayev, Tsirel (2010), Ledenyov V O, 
Ledenyov D O (2012), Ledenyov D O, Ledenyov V O (2013). 
Kondratieff (1922, 1925, 1926, 1928, 1935, 1984, 2002) made a significant contribution 
to the science of economics. The Kondratieff’s early research was focused on the big cycles of 
conjuncture in the World economy in Kondratieff (1922, 1925, 1926, 1928). The discovery of 
the 45 – 60 years Kondratieff long wave cycle in Kondratieff, Stolper (1935) had a considerable 
impact on the science of economics. The Kondratieff’s research achievements are 
comprehensively analyzed in Kondratieff (1984, 2002). Since that time, the Kondratieff long 
wave cycle has been a subject of intensive research by many scientists in Schumpeter (1939), 
Garvy (1943), Silberling (1943), Rostow (1975), Kuczynski (1978, 1982), Forrester (1978, 1981, 
1985), Barr (1979), Van Duijn (1979, 1981, 1983), Eklund (1980), Mandel (1980), Van der 
Zwan (1980), Tinbergen (1981), Van Ewijk (1982), Cleary, Hobbs (1983), Glismann, Rodemer, 
Wolter (1983), Wallerstein (1984), Bieshaar, Kleinknecht (1984), Zarnowitz (1985), Summers 
(1986), Freeman (1987), Goldstein (1988), Solomou (1989), Berry (1991), Tylecote (1992), Metz 
(1992, 1998, 2006), Cooley (1995), Freeman, Louçã (2001), Modelski (2001, 2006), Perez 
(2002), Rennstich (2002), Rumyantseva (2003), Diebolt, Doliger (2006), Linstone (2006), 
Thompson (2007), Papenhausen (2008), Taniguchi, Bando, Nakayama (2008), Korotayev, Tsirel 
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(2010), Ikeda, Aoyama, Fujiwara, Iyetomi, Ogimoto, Souma, Yoshikawa (2012), Ledenyov V O, 
Ledenyov D O (2012), Ledenyov D O, Ledenyov V O (2013). 
Kuznets (1973) introduced the 15 – 25 years Kuznets infrastructural investment cycle in 
Kuznets (1973), based on his research on the cyclical fluctuations of the production and prices in 
Kuznets (1930). The researches on the nature of the Kuznets cycles were conducted by 
Abramovitz (1961), Rostow (1975), Solomou (1989); Diebolt, Doliger (2006, 2008), Korotayev, 
Tsirel (2010), Ledenyov V O, Ledenyov D O (2012), Ledenyov D O, Ledenyov V O (2013). Most 
recently, Korotayev, Tsirel (2010) conducted the spectral analysis and proposed that there is a 
tight connection between the Kondratieff long wave cycle and the Kuznets infrastructural 
investment cycle, suggesting that the Kuznets swings represent a third frequency harmonic of the 
main frequency oscillation, which is generated by the Kondratieff long wave cycle, hence the 
Kuznets cycle is not an independent oscillation in Korotayev, Tsirel (2010). 
In the macroeconomics, the multiple origins of business cycles were proposed:               
1) fluctuations in the aggregate demand in agreement with the Keynes theory; 2) fluctuations in 
the credit in accordance with the Minsky theory; 3) fluctuations in the technological innovations 
as explained in the real business cycle theory; 4) fluctuations in the land price in agreement with 
the George theory in George (1881, 2009); 5) fluctuations in the politics. Presently, there are 
many sophisticated theoretical models, which attempt to explain the origin of business cycles in 
Schumpeter (1939), Samuelson (1947), Hicks (1950), Inada, Uzawa (1972), Arnord (2002), 
Sussmuth (2003), Taniguchi, Bando, Nakayama (2008). It makes sense to explain that, before 
2008, the great moderation theory on the decrease of the business cycle’s volatility magnitude in 
the developed countries was very popular among the scientists in Stock, Watson (2002), Kim Ch-
J, Nelson Ch (1999), McConnell, Pérez-Quirós (2000), Bernanke (2004), Summers (2005). 
Ledenyov V O, Ledenyov D O (2012, 2013) made the investigations on the nonlinearities 
in the economics and finances. In particular, the authors researched the mixing of various 
business cycles oscillations, resulting in the origination of the nonlinear dynamic chaos in the 
nonlinear dynamic financial and economic systems in the time of globalization in Ledenyov V O, 
Ledenyov D O (2012, 2013). 
The main purpose of this research is to understand the nature of the interaction between 
the business cycles and the nonlinear dynamic financial and economic systems with the 
purpose to precisely characterize the amplitude, phase and frequency of the business cycle, 
making it possible to perform the accurate economic forecasts by the central banks and other 
financial institutions. Authors use the econophysics approach to make the advanced research in 
the finances and economics, utilizing the knowledge base on the interaction between the 
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electromagnetic waves (light) and the nonlinear media, which can have place in the microwave 
resonators, optical resonators, fibers and crystals in Ledenyov D O, Ledenyov V O (2012, 2013), 
Dutton (1998). 
 
Business cycles detection, filtering and measurement 
 
“The time dependence of real Gross Domestic Product (GDP) usually consists of the 
fluctuations under the long term growth period,” in Taniguchi, Bando, Nakayama (2008). The 
fluctuations of the GDP have the cyclical nature. Making the research on the business cycle in 
the economics, Taniguchi, Bando, Nakayama (2008) state: “The observed data show that there 
exist the business cycles in the economies of almost all modern countries in the world. It is a 
quite general feature of economic system, and has long been one of the most interesting 
questions how to explain such business cycle.” Taniguchi, Bando, Nakayama (2008) introduced 
the following expression: ΔG(i) = ΔG(i) - ΔG(i-1), with the purpose to accurately characterize 
the business cycle. Taniguchi, Bando, Nakayama (2008) continue: “Such business cycle may be 
classified into several types according to characteristics, especially its period: the Kitchin 
inventory cycle, the Juglar fixed investment cycle, the Kuznets infrastructural investment cycle 
and the Kondratieff wave, which have the period 3 – 5, 7 –11, 15 – 25, and 45 – 60 years 
respectively.” 
 
Fig. 1. Dependence of ΔG(i),which is calculated from GDP per capita (constant 1995 US 
dollar), shows presence of business cycle with periods of depression and prosperity in Japan 
(after Taniguchi, Bando, Nakayama (2008). 
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Let us consider the business cycle’s characteristics comprehensively. In the simplified 
case, the business cycle can be represented as a periodic continuous wave oscillation, which is 
characterized by the amplitude, frequency, and phase parameters. Going from the characteristics 
of business cycles such as their amplitudes, frequencies and phases, the five main types of 
business cycles are distinguished in Juglar (1862), Kitchin (1923), Kondratieff, Stolper (1935), 
Kuznets (1973), Taniguchi, Bando, Nakayama (2008), Ikeda, Aoyama, Fujiwara, Iyetomi, 
Ogimoto, Souma, Yoshikawa (2012): 
1. The 3 – 7 years Kitchin inventory cycle in Kitchin (1923); 
2. The 7 –11 years Juglar fixed investment cycle in Juglar (1862); 
3. The 15 – 25 years Kuznets infrastructural investment cycle in Kuznets (1973); 
4. The 45 – 60 years Kondratieff long wave cycle in Kondratieff, Stolper (1935); and 
5. The 70+ Grand super-cycle. 
The business cycle is considered as a macroeconomic phenomenon in Bernanke (1979). 
In every economy, there are many economic variables, which can fluctuate over the time. 
Bernanke (1979), who made the original researches on the long-term commitments, dynamic 
optimization, and the business cycle, writes: “Economic theorists are usually willing to assume 
the existence of a great deal of flexibility in the economy. Factors are mobile, prices shift readily, 
techniques of production are changed, the capital stock is as easily decreases as increased.” 
Bernanke (1979) continues: “Analysis of the business cycle – a short to medium term 
phenomenon – needs to recognize the difficulty the economy may have in adjusting to new 
events.” Considering his investment decision model, Bernanke (1979) explains that the volatility 
in the investment demand has the cyclical fluctuations nature. Moreover, Bernanke (1979) 
argues that the investment decisions depend on the business cycle strongly. 
Korotayev, Tsirel (2010) completed their advanced research on the spectral analysis of 
world GDP dynamics with the particular interest in the Kondratieff, Kuznets, Juglar and Kitchin 
cycles spectroscopy in the conditions of global economic development. The main aim of spectral 
analysis was to detect the presence cyclic fluctuations in the world GDP dynamics The 
completed spectral analysis evidently confirmed that there are the Juglar, Kitchin, Kondratieff 
cycles in the world GDP dynamics, suggesting that the Kuznets cycle has to be regarded as the 
third harmonic of the Kondratieff wave rather than as a separate independent cycle. 
In Fig. 2, the dynamics of World GDP annual growth rates (%) in 1871–2007 is shown in 
Korotayev, Tsirel (2010), Maddison (1995, 2001, 2003, 2009), World Bank (2009a). 
In Fig. 3, the Kondratieff waves and U.S. wholesale prices are pictured in Dickson 
(1983), Korotayev, Tsirel (2010). 
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Fig. 2. Dynamics of World GDP annual growth rates (%) in 1871–2007 (after Korotayev, Tsirel 
(2010), Maddison (1995, 2001, 2003, 2009), World Bank (2009a)). 
 
 
 
Fig. 3. Kondratieff waves and U.S. wholesale prices (after Dickson (1983), Korotayev, Tsirel 
(2010)). 
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In Tabs. 1 and 2, Korotayev, Tsirel (2010) show the long waves and their phases, which 
were identified by Kondratieff and the “Post-Kondratieff” long waves and their phases. 
In Tab. 3 and Fig. 4, Korotayev, Tsirel (2010) provide the information on the average 
annual World GDP growth rates (%) during phases A and B of Kondratieff waves in 1871–2007. 
 
Tab. 1. Long Waves and Their Phases Identified by Kondratieff (after Korotayev, Tsirel (2010)). 
 
 
Tab. 2. “Post-Kondratieff” Long Waves and Their Phases (after Korotayev, Tsirel (2010)). 
 
 
Tab. 3. Average annual World GDP growth rates (%) during phases A and B of Kondratieff 
waves in 1871–2007 (after Korotayev, Tsirel (2010)). 
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Fig. 4. Average annual World GDP growth rates (%) during phases A and B of Kondratieff 
waves in 1871–2007 (after Korotayev, Tsirel (2010)). 
 
Baxter, King (1999) made the research titled: “Measuring business cycles: approximate 
band-pass filters for economic time series,” considering the application of various signal filtering 
techniques to detect the business cycles in the economics. We would like to demonstrate the 
modern mathematical technique to analyse the oscillations of GNP, which originate the business 
cycles. Using the research data in Hodrick, Prescott (1997), U.S. Federal Reserve Economic 
Data FRED (2012), it is possible to plot the cyclical component of GNP in Matlab R2012 
(2012). Let us provide an example, which shows how to use the Hodrick-Prescott filter to 
decompose a time series in Matlab R2012 (2012). The Hodrick-Prescott filter transforms a time 
series into the cyclical components in Matlab R2012 (2012) 
 
 
where yt is a time series, gt is the growth component of yt, and ct is the cyclical component of yt 
for t = 1, ... , T. 
The objective function for the Hodrick-Prescott filter has the form in Matlab R2012 (2012) 
 
 
 
with the smoothing parameter lambda. The programming problem is to minimize the objective 
over all the g1, ... , gT in Matlab R2012 (2012). The conceptual basis for this programming 
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problem is that the first sum minimizes the difference between the data and its growth 
component (which is the cyclical component) and the second sum minimizes the second-order 
difference of the growth component, which is analogous to minimization of the second 
derivative of the growth component in Matlab R2012 (2012). 
In Fig. 5, the plot of cyclical GNP, created with the Hodrick-Prescott filter to analyze 
GNP cyclicality is shown in Hodrick, Prescott (1997), U.S. Federal Reserve Economic Data 
FRED (2012), Matlab R2012 (2012)). 
As explained in Matlab R2012 (2012), the blue line is a cyclical component with the 
smoothing parameter 1600 and the red line is a difference with the respect to the de-trended 
cyclical component. The difference is smooth enough to suggest that the choice of smoothing 
parameter is appropriate in Matlab R2012 (2012). There are some differences in the graphs due 
to the differences in the sources for the pair of adjustments since the GNP data in Fig. 5 and in 
the research paper in Hodrick, Prescott (1997) are both adjusted for the seasonal variations with 
the conversion from the nominal to the real values. The research statistical data comes from the 
U.S. Federal Reserve Economic Data FRED (2012). 
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Fig. 5. Plot of cyclical GNP, created with Hodrick-Prescott filter to analyze GNP cyclicality 
(after Hodrick, Prescott (1997), U.S. Federal Reserve Economic Data FRED (2012), Matlab 
R2012 (2012)). 
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Most recently, Ikeda, Aoyama, Fujiwara, Iyetomi, Ogimoto, Souma, Yoshikawa (2012) 
researched the coupled oscillator model of the business cycle as shown in Figs. 6, 7, 8. 
 
Fig. 6. Single machine connected to infinite bus and synchronizing force (after Ikeda, Aoyama, 
Fujiwara, Iyetomi, Ogimoto, Souma, Yoshikawa (2012)). 
 
Fig. 7. System consisting of six oscillators: (a) the Nearest Neighbor (NN) graph; (b) the 
Complete (C) graph; oscillators and goods markets are indicated by circles and rectangles, 
respectively (after Ikeda, Aoyama, Fujiwara, Iyetomi, Ogimoto, Souma, Yoshikawa (2012)). 
 
Fig. 8. Price elasticity and stability of synchronization in fluctuating goods market (after Ikeda, 
Aoyama, Fujiwara, Iyetomi, Ogimoto, Souma, Yoshikawa (2012)). 
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Interaction of business cycles with nonlinear dynamic financial  and economic 
systems 
 
“The business cycle is observed in most of industrialized economies. Economists have 
studied this phenomenon by means of mathematical models, including various kinds of linear 
non-linear, and coupled oscillator model,” as it is explained in Ikeda, Aoyama, Fujiwara, 
Iyetomi, Ogimoto, Souma, Yoshikawa (2012). In addition, Ikeda, Aoyama, Fujiwara, Iyetomi, 
Ogimoto, Souma, Yoshikawa (2012) write: “The business cycle is an example of synchronization, 
and this has been studied in nonlinear physics.” 
We will use the econophysics approach to research the nature of interaction between the 
business cycles and the nonlinear dynamic financial and economic systems with the aim to 
precisely characterize the amplitude, phase and frequency of the business cycle in the economics 
and finances. Therefore, let us describe the nonlinear effects in the field of physics, and then 
search for the possible similarities in the economics and finances.  
It is a well known fact in the optical physics that the different wavelengths of the light do 
not interact with one another, when the light propagates in the vacuum in Dutton (1998). 
However, the different wavelengths of the light can interact with one another, when the light 
propagates in the optical fibers or crystals in Dutton (1998). This interaction can originate the 
changes of characteristics of the light wave itself, including the amplitude, wavelength, and 
phase in Dutton (1998). Moreover, the interaction of the light with the material can have the 
linear or non-linear nature in Dutton (1998). At the increased levels of light power, the following 
nonlinear effects, which have the exponential dependences, can originate in Dutton (1998): 
1. The Four Waves Mixing (FWM) effect, when the two different light wavelengths can 
mix together to generate the new signals at the wavelengths, which are spaced at the same 
intervals as the mixing signals. The light signal with the frequency of ω1 mixes with the 
light signal with the frequency ω2 to generate the two new signals at the frequency of 
2ω1-ω2 and at the frequency of 2ω2-ω1. 
2. The Stimulated Brillouin Scattering (SBS) effect, when the forward propagating light 
scatters backward, because of the acoustic vibrations in the optical fiber. The BCS effect 
is caused by the light being reflected by the diffraction grating created by the regular 
pattern of the refraction index changes in the optical fiber or crystal. The reflected light is 
reflected backward from a moving grating, hence its frequency is shifted by the Doppler 
effect. 
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3. The Stimulated Raman Scattering (SRS) effect, when the forward propagating light 
scatters backward, because of the molecular vibrations in the optical fiber. The power of 
light signal with the shorter wavelength can transfer to the light signal with the longer 
wavelength in the optical fiber. 
4. The Carrier-Induced Phase Modulation effect, which includes both the Self Phase 
Modulation (SPM) and Cross Phase Modulation (XPM), when the presence of light in a 
fiber causes a tiny change in the refractive index of the fiber, because of the action by the 
light on the atoms and molecules of the glass (plastic)- the Kerr effect, resulting in the 
SPM and XPM. There are the linear Kerr effect and nonlinear Kerr effect, depending on 
the intensity of the applied light in the fiber. The SPM causes the change of phase of the 
light waves in the pulse, because of the RI difference at the leading edge, trailing edge, 
middle of the light waves pulse in the fiber. Therefore, the frequency spectrum of the 
pulse is broadened. In the case of XPM, there are multiple signals at different 
wavelengths in the same fiber and the Kerr effect caused by one signal can result in the 
phase modulation of the other signal(s). There is no power transfer between the optical 
signals at the XPM, but there may be the asymmetric spectral broadening and distortion 
of the pulse shape. 
Thus, we can see that the interaction between the light waves and the nonlinear medium 
may result in an origination of the four well known nonlinear effects such as Stimulated 
Brillouin Scattering (SBS), Stimulated Brillouin Scattering (SBS), Stimulated Raman 
Scattering (SRS) and Carrier-Induced Phase Modulation. 
In our opinion, the interaction between the business cycles and the nonlinear dynamic 
financial and economic systems in the economics and finances is not researched yet. Therefore, 
we propose to consider the nonlinear dynamic financial and economic systems as a nonlinear 
medium. The interaction between the business cycles (the business cycle has its amplitude, 
frequency and phase) and the nonlinear dynamic financial and economic systems can be 
described by the two possible types of interactions: 
1. The linear interaction: The output sinusoid signal (the business cycle) has the same 
frequency, but may undergo the amplitude and phase changes, without the additional 
signals creation; 
2. The non-linear interaction: The output signal (the business cycle) has the shifted 
frequency and may undergo the amplitude and phase changes, with the additional signals 
creation such as the harmonics or the inter-modulation products. 
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We make the theoretical proposition that the following four nonlinear effects 
may originate as a result of the nonlinear interaction between the business cycles and 
the nonlinear dynamic financial and economic system: 
1. Four Waves Mixing (FWM) effect, when the two different business cycles 
wavelengths can mix together to generate the new signals at the wavelengths, which 
are spaced at the same intervals as the mixing signals in the nonlinear dynamic 
financial and economic systems. The business cycle’s oscillation with the frequency 
of ω1 mixes with the business cycle’s oscillation with the frequency ω2 to generate 
the two new business cycle’s oscillations at the frequency of 2ω1-ω2 and at the 
frequency of 2ω2-ω1 in the nonlinear dynamic financial and economic systems. 
2. Stimulated Brillouin Scattering (SBS) effect, when the forward propagating 
business cycle’s oscillatory signal of certain wavelength scatters backward, because 
of the acoustic-like vibrations in the nonlinear dynamic financial and economic 
systems. The BCS effect may be caused by the forward propagating business cycle’s 
oscillatory signal of certain wavelength being reflected by the diffraction grating, 
created by the regular pattern of the refraction index changes in the nonlinear 
dynamic financial and economic systems. It is necessary to note that the reflected 
business cycle’s oscillatory signal of certain wavelength is reflected backward from a 
moving diffraction grating, hence its frequency will be shifted by the Doppler effect. 
3. Stimulated Raman Scattering (SRS) effect, when the forward propagating business 
cycle’s oscillatory signal of certain wavelength scatters backward, because of the 
molecular-like vibrations in the nonlinear dynamic financial and economic systems. 
The power of the business cycle’s oscillatory signal with the shorter wavelength can 
transfer to the business cycle’s oscillatory signal with the longer wavelength in the 
nonlinear dynamic financial and economic systems. 
4. Carrier-Induced Phase Modulation effect, which includes both the Self Phase 
Modulation (SPM) and Cross Phase Modulation (XPM), when the presence of the 
forward propagating business cycle’s oscillatory signal of certain wavelength in the 
nonlinear dynamic financial and economic systems causes a tiny change in the 
refractive index of the nonlinear dynamic financial and economic systems, because of 
the action by the business cycle on the economic agents in the nonlinear dynamic 
financial and economic systems - the Kerr effect in the nonlinear dynamic financial 
and economic systems, resulting in the origination of the SPM and XPM. There may 
be the linear Kerr effect and nonlinear Kerr effect, depending on the intensity of the 
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applied light in the in the nonlinear dynamic financial and economic systems. The 
SPM causes the change of phase of the forward propagating business cycle’s waves 
in the pulse, because of the RI difference at the leading edge, trailing edge, middle of 
the light waves pulse in the nonlinear dynamic financial and economic systems. 
Therefore, the frequency spectrum of the pulse is broadened. In the case of XPM, 
there are multiple signals at different wavelengths in the same fiber and the Kerr 
effect, caused by one signal can result in the phase modulation of the other signal(s). 
There is no power transfer between the forward propagating business cycle’s 
oscillatory signals at the XPM, but there may be the asymmetric spectral broadening 
and distortion of the pulse shape. 
 
Central bank monetary and financial policies improvement due to accurate 
characterizations of business cycles 
 
The central bank is the principal monetary authority of a nation, which performs several 
key functions, including conducting monetary policy to stabilize the economy and level of prices 
in Fox, Alvarez, Braunstein, Emerson, Johnson, Johnson, Malphrus, Reinhart, Roseman, 
Spillenkothen, Stockton (2005). 
The Federal Reserve System is the central bank of the United States in Fox, Alvarez, 
Braunstein, Emerson, Johnson, Johnson, Malphrus, Reinhart, Roseman, Spillenkothen, Stockton 
(2005). It was founded by Congress in 1913 to provide the nation with a safer, more flexible, and 
more stable monetary and financial system in Fox, Alvarez, Braunstein, Emerson, Johnson, 
Johnson, Malphrus, Reinhart, Roseman, Spillenkothen, Stockton (2005). The Federal Reserve 
System’s duties fall into four general areas in Fox, Alvarez, Braunstein, Emerson, Johnson, 
Johnson, Malphrus, Reinhart, Roseman, Spillenkothen, Stockton (2005): 
1. Conducting the nation’s monetary policy by influencing the monetary and credit 
conditions in the economy in pursuit of maximum employment, stable prices, and 
moderate long-term interest rates. 
2. Supervising and regulating banking institutions to ensure the safety and soundness of the 
nation’s banking and financial system and to protect the credit rights of consumers. 
3. Maintaining the stability of the financial system and containing systemic risk that may 
arise in financial markets. 
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4. Providing financial services to depository institutions, the U.S. government, and foreign 
official institutions, including playing a major role in operating the nation’s payments 
system. 
In the time of globalization, the accurate characterization of the business cycles in the 
nonlinear dynamic financial and economic systems represents a formidable challenge for the 
commercial, investment and central banks. The central banks develop the monetary and 
financial policies, including the minimum capital requirements and countercyclical capital 
buffer requirements, with the use of the data on the business cycles in Bernanke, Blinder (1992), 
Bernanke, Gertler (1995), Bernanke (1995, 2004, 2007, 2009, 2010, 2013), Bernanke, 
Blanchard, Summers, Weber (2013), Swiss National Bank (2013), Central Banking Newsdesk 
(2013). Moreover, the inability to accurately characterize the business cycles may result in the 
execution of very wrong central bank polices and the subsequent strong necessity for the 
introduction of the crisis management policies, including the classic prescriptions of liquidity 
provision, liability guarantees, asset re-evaluation and disposition, and re-capitalization in 
Bernanke (2013). In addition, the commercial and investment banks make the capital investment 
and budgeting decisions, going from the obtained precise data on the business cycles in 
Bernanke, Blanchard, Summers, Weber (2013). 
Drehmann, Borio, Tsatsaronis (2011) mention: “Financial boom-and-bust cycles are 
costly for the banks involved and for the economy at large.” Drehmann, Borio, Tsatsaronis 
(2011) continue to explain: “… the experience added impetus to policymakers’ and academic 
economists’ efforts to better understand the mechanisms that drive financial system pro-
cyclicality and to devise policy tools that can mitigate it.” Drehmann, Borio, Tsatsaronis (2011) 
add that the time-varying regulatory capital buffers for banks can provide a reliable guide for 
regulatory capital requirements to dampen banks’ pro-cyclical behavior, restraining risk taking 
during booms and cushioning financial distress during busts. It is necessary to explain that 
Drehmann, Borio, Tsatsaronis (2011) distinguish the three objectives of countercyclical policies: 
1. To smooth the business cycle through the influence of capital requirements on banks, i.e., 
to use them as a demand management tool. Setting such an objective is commensurate to 
calibrating time-varying prudential capital requirements to achieve a macroeconomic 
goal. 
2. To smooth the financial (credit) cycle. We think of this approach as using capital 
requirements as a means of achieving a broad macroprudential goal. 
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3. To protect the banks from the build-up of system-wide vulnerabilities. We call this a 
narrow macroprudential goal, designed to strengthen systemic resilience without taking 
explicit account of its influence on the financial and business cycles. 
We would like to state that the business cycles forecast is a computing intensive 
mathematical task, which can usually be solved with the application of the parallel computing 
techniques at the supercomputers. In our opinion, the existing computational algorithms need to 
be significantly improved, because they don’t take to the account the fact that the main 
parameters of the business cycle may deviate during its nonlinear interactions with the nonlinear 
medium such as the nonlinear dynamic financial and economic systems, because of the Four 
Waves Mixing (FWM), Stimulated Brillouin Scattering (SBS), Stimulated Raman Scattering 
(SRS), Carrier-Induced Phase Modulation effects. We think that the nonlinear interaction 
between the business cycles and the nonlinear dynamic financial and economic systems, results 
in both the changes of the business cycles amplitude, phase and frequency and the appearance of 
harmonics and inter-modulation products (see the book on the nonlinearities in microwave 
superconductivity in D O Ledenyov, V O Ledenyov (2012)). 
We considered the two possible scenarios of the interaction between the business cycle 
and the nonlinear dynamic financial and economic systems: 1) the linear interaction, and 2) the 
non-linear interaction. 
We argue that the described changes in the business cycle characteristics, caused by the 
nonlinear interaction between the business cycle and the nonlinear dynamic financial and 
economic systems, have to be taken to the consideration during the process of accurate 
characterization of the business cycle by the central banks. 
We would like to comment that, in the case of highly nonlinear interaction, the problem 
of the nonlinear interaction between the business cycles and the nonlinear dynamic financial and 
economic systems may have the non-stable solutions in D. O. Ledenyov, V O Ledenyov (2013). 
The estimation of stability of the financial and monetary systems is not an easy task in Swiss 
National Bank (2012), because it is increasingly difficult to estimate the stability of the nonlinear 
dynamic financial and economic systems in view of the fact that there is no a general approach 
on the stability assessment in the case of the nonlinear systems, comparing to the linear systems 
as explained in Adhikari (2013). Of course, it is well known that: “There is a perception that the 
stability is a basic condition for the practically useful systems, because the unstable systems just can 
be thought as useless” in Adhikari (2013). However, in our opinion, the inherently unstable 
systems have one very important advantage, namely these unstable systems can instantly react 
on the constantly changing external conditions. For example, the modern jets and some other 
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aerospace systems are inherently unstable and they use the near real time fly-by-wire concept to 
react promptly on a sequence of fast external changes in the aerospace. Therefore, going from 
the econophysical analysis of the nonlinear dynamical financial and economic systems, we 
propose that, in the frames of new central bank strategy, there is an increasing necessity to 
introduce the innovative central bank monetary and financial policies toward the monetary and 
financial instabilities management, based on the data about the accurately characterized business 
cycles, in the finances in Ledenyov D O, Ledenyov V O (2012).  
 
Conclusion 
 
We would like to conclude by saying that the accurate characterization of the business 
cycles in the nonlinear dynamic financial and economic systems in the time of globalization 
represents a formidable research problem, which is in the scope of interest by the commercial, 
investment and central banks. The central banks and other financial institutions make their 
decisions on the minimum capital requirements, countercyclical capital buffer allocation and 
capital investments, going from the precise data on the business cycles. The business cycles 
forecast is a computing intensive mathematical task, which can usually be solved with the 
application of both the complex algorithms and the parallel computing techniques at the 
supercomputers. However, in our opinion, the existing computing algorithms need to be 
improved, because they don’t take to the account the fact that the parameters of the business 
cycles may change during their interactions with the nonlinear dynamic financial and economic 
systems. In the presented research, we consider the two possible interaction scenarios, when 
there are 1) the linear interaction, and 2) the non-linear interaction. In our opinion, the main 
parameters of the business cycle may deviate during the business cycle’s nonlinear interaction 
with the nonlinear dynamic financial and economic systems, because of the origination of the 
nonlinear effects such as the Four Waves Mixing (FWM), Stimulated Brillouin Scattering (SBS), 
Stimulated Raman Scattering (SRS), Carrier-Induced Phase Modulation. These changes have to 
be taken to the account during the precise characterization of the business cycles. We emphasis 
that, in the case of highly nonlinear interaction, the problem of the nonlinear interaction between 
the business cycles and the nonlinear dynamic financial and economic systems may have the 
non-stable solutions. Using the econophysical analysis of the nonlinear dynamical financial and 
economic systems, we propose that, in the frames of new virtuous central bank strategy, there is 
an increasing necessity to introduce the innovative central bank monetary and financial policies 
toward the monetary and financial instabilities management in the finances. 
18 
 
 
Acknowledgement 
 
This research article is a result of our scientific collaborations with a number of leading 
researchers in the economics and finances in the Western Europe, North America, Asia and 
Australia, which have been conducted over the last 25 years. Authors would like to thank 
Dr. Ben Shalom Bernanke, Chairman of the Board of Governors of the Federal Reserve System 
for giving us his kind permission to obtain a copy of his Ph. D. thesis from the Massachusetts 
Institute of Technology in the U.S.A.; the insightful presentation titled: “What should economists 
and policymakers learn from the financial crisis?” at the London School of Economics and 
Political Sciences in London, U.K.; the thoughtful discussions on the policies towards the 
financial and monetary stabilities by the Federal Reserve System in the U.S.A.; and his tireless 
personal efforts toward the promotion of the economic and financial knowledge globally. We 
think that a set of our original ideas, which was presented and discussed in our research article, 
definitely requires more theoretical investigation in view of the complexity of considered 
research problems and the novelty of obtained research results. 
 
*E-mail:  dimitri.ledenyov@my.jcu.edu.au . 
 
References: 
1. Juglar C 1862 Des Crises Commerciales et de leur retour périodique en France en 
Angleterre et aux États-Unis Guillaumin Paris France. 
2. Schumpeter J A 1939 Business Cycle McGraw-Hill New York USA. 
3. Grinin L E, Korotayev A V, Malkov S Y 2010 A Mathematical Model of Juglar Cycles 
and the Current Global Crisis in History & Mathematics edited by Grinin L, Korotayev 
A, Tausch A URSS Moscow Russian Federation. 
4. Kondratieff N D 1922 The world economy and its trends during and after war Regional 
branch of state publishing house Vologda Russian Federation. 
5. Kondratieff N D 1925 The big cycles of conjuncture The problems of conjuncture 1 (1) 
pp 28–79. 
6. Kondratieff N D 1926 Die langen Wellen der Konjunktur. Archiv fuer Sozialwissenschaft 
und Sozialpolitik 56 (3) pp 573–609. 
7. Kondratieff N D 1928 The big cycles of conjuncture Institute of Economics RANION 
Moscow Russian Federation. 
19 
 
8. Kondratieff N D, Stolper W F 1935 The Long Waves in Economic Life Review of 
Economics and Statistics The MIT Press 17 (6) pp 105–115 doi:10.2307/1928486 
JSTOR 1928486. 
9. Kondratieff N D 1984 The Long Wave Cycle Richardson & Snyder New York USA. 
10. Kondratieff N D 2002 The big cycles of conjuncture and theory of forecast Economics 
Moscow Russian Federation. 
11. Barr K 1979 Long Waves: A Selective Annotated Bibliography Review 2 (4) pp 675–718. 
12. Cleary M N, Hobbs G D 1983 The Fifty Year Cycle: A Look at the Empirical Evidence 
in Long Waves in the World Economy edited by Freeman Chr Butterworth London UK 
pp 164–182. 
13. Bieshaar H, Kleinknecht A 1984 Kondratieff Long Waves in Aggregate Output? An 
Econometric Test Konjunkturpolitik 30 (5) pp 279–303. 
14. Berry B J L 1991 Long Wave Rhythms in Economic Development and Political Behavior 
Johns Hopkins University Press Baltimore MD USA. 
15. Diebolt C, Doliger C 2006 Economic Cycles Under Test: A Spectral Analysis in 
Kondratieff Waves, Warfare and World Security edited by Devezas T C IOS Press 
Amsterdam The Netherlands pp 39–47. 
16. Eklund K 1980 Long Waves in the Development of Capitalism? Kyklos 33 (3) pp 383–
419. 
17. Forrester J W 1978 Innovation and the Economic Long Wave MIT System Dynamics 
Group working paper Massachusetts Institute of Technology Cambridge USA. 
18. Forrester J W 1981 The Kondratieff Cycle and Changing Economic Conditions MIT 
System Dynamics Group working paper Massachusetts Institute of Technology 
Cambridge USA. 
19. Forrester J W 1985 Economic Conditions Ahead: Understanding the Kondratieff Wave 
Futurist 19 (3) pp 16–20. 
20. Freeman C 1987 Technical Innovation, Diffusion, and Long Cycles of Economic 
Development in The Long-Wave Debate  edited by Vasko T Springer Berlin Germany pp 
295–309. 
21. Freeman C, Louçã F 2001 As Time Goes By: From the Industrial Revolutions to the 
Information Revolution Oxford University Press Oxford UK. 
22. Garvy G 1943 Kondratieff's Theory of Long Cycles Review of Economic Statistics 25 (4) 
pp 203–220. 
20 
 
23. Glismann H H, Rodemer H, Wolter W 1983 Long Waves in Economic Development: 
Causes and Empirical Evidence in Long Waves in the World Economy edited by Freeman 
Chr Butterworth London UK pp 135–163. 
24. Goldstein J 1988 Long Cycles: Prosperity and War in the Modern Age Yale University 
Press New Haven CT USA. 
25. Kuczynski Th 1978 Spectral Analysis and Cluster Analysis as Mathematical Methods for 
the Periodization of Historical Processes . . . Kondratieff Cycles – Appearance or 
Reality? Proceedings of the Seventh International Economic History Congress vol 2 
International Economic History Congress Edinburgh UK pp 79–86. 
26. Kuczynski Th 1982 Leads and Lags in an Escalation Model of Capitalist Development: 
Kondratieff Cycles Reconsidered Proceedings of the Eighth International Economic 
History Congress vol B3 International Economic History Congress Budapest Hungary  
pp 27. 
27. Linstone H A 2006 The Information and Molecular Ages: Will K-Waves Persist? 
Kondratieff Waves, Warfare and World Security edited by Devezas T C IOS Press 
Amsterdam The Netherlands pp 260–269. 
28. Mandel E 1980 Long Waves of Capitalist Development Cambridge University Press 
Cambridge UK. 
29. Metz R 1992 Re-Examination of Long Waves in Aggregate Production Series New 
Findings in Long Wave Research edited by Kleinknecht A, Mandel E, Wallerstein I St. 
Martin’s New York USA pp 80–119. 
30. Metz R 1998 Langfristige Wachstumsschwankungen – Trends, Zyklen, Strukturbrüche 
oder Zufall? Kondratieffs Zyklen der Wirtschaft. An der Schwelle neuer 
Vollbeschäftigung? edited by Thomas H, Nefiodow L A, Herford pp 283–307. 
31. Metz R 2006 Empirical Evidence and Causation of Kondratieff Cycles Kondratieff 
Waves, Warfare and World Security edited by Devezas T C IOS Press Amsterdam The 
Netherlands pp 91–99. 
32. Modelski G 2001 What Causes K-waves? Technological Forecasting and Social Change 
68 pp 75–80. 
33. Modelski G 2006 Global Political Evolution, Long Cycles, and K-Waves Kondratieff 
Waves, Warfare and World Security edited by Devezas T C IOS Press Amsterdam The 
Netherlands pp 293–302. 
34. Modelski G, Thompson W R 1996 Leading Sectors and World Politics: The Co-evolution 
of Global Politics and Economics University of South Carolina Press Columbia SC USA. 
21 
 
35. Summers L H 1986 Some Skeptical Observations on Real Business Cycle Theory 
Federal Reserve Bank of Minneapolis Quarterly Review 10 pp 23–27 
36. Papenhausen Ch 2008 Causal Mechanisms of Long Waves Futures 40 pp 788–794. 
37. Perez C 2002 Technological Revolutions and Financial Capital – The Dynamics of 
Bubbles and Golden Ages Edward Elgar Cheltenhem UK. 
38. Rennstich J K 2002 The New Economy, the Leadership Long Cycle and the Nineteenth 
K-Wave Review of International Political Economy 9 pp 150–182. 
39. Rostow W W 1975 Kondratieff, Schumpeter and Kuznets: Trend Periods Revisited 
Journal of Economic History 25 (4) pp 719–753. 
40. Rumyantseva S Yu 2003 Long Waves in Economics: Multifactor Analysis St. Petersburg 
University Publishing House St. Petersburg Russian Federation. 
41. Silberling N J 1943 The Dynamics of Business: An Analysis of Trends, Cycles, and Time 
Relationships in American Economic Activity since 1700 and Their Bearing upon 
Governmental and Business Policy McGraw-Hill New York USA. 
42. Solomou S 1989 Phases of Economic Growth, 1850–1973: Kondratieff Waves and 
Kuznets Swings Cambridge University Press Cambridge UK. 
43. Thompson W 2007 The Kondratieff Wave as Global Social Process in World System 
History, Encyclopedia of Life Support Systems edited by Modelski G EOLSS Publishers 
http://www.eolss.net Oxford UK. 
44. Tinbergen J 1981 Kondratiev Cycles and So-Called Long Waves: The Early Research 
Futures 13 (4) pp 258–263. 
45. Tylecote A 1992 The Long Wave in the World Economy Routledge London UK. 
46. Van der Zwan A 1980 On the Assessment of the Kondratieff Cycle and Related Issues in 
Prospects of Economic Growth edited by S K Kuipers, Lanjouw G J North-Holland 
Oxford UK pp 183–222. 
47. Van Duijn J J 1979 The Long Wave in Economic Life De Economist 125 (4) pp 544–576. 
48. Van Duijn J J 1981 Fluctuations in Innovations over Time Futures 13(4) pp 264–275. 
49. Van Duijn J J 1983 The Long Wave in Economic Life Allen and Unwin Boston MA 
USA. 
50. Van Ewijk C 1982 A Spectral Analysis of the Kondratieff Cycle Kyklos 35 (3)                
pp 468–499. 
51. Wallerstein I 1984 Economic Cycles and Socialist Policies Futures 16 (6) pp 579–585. 
52. Zarnowitz V 1985 Recent Work on Business Cycles in Historical Perspective: Review of 
Theories and Evidence Journal of Economic Literature 23 (2) pp 523–580. 
22 
 
53. Korotayev A V, Tsirel S V 2010 A Spectral Analysis of World GDP Dynamics: 
Kondratieff Waves, Kuznets Swings, Juglar and Kitchin Cycles in Global Economic 
Development, and the 2008–2009 Economic Crisis Structure and Dynamics vol 4 issue 1 
pp 1-55 http://www.escholarship.org/uc/item/9jv108xp . 
54. Cooley Th editor 1995 Frontiers of Business Cycle Research Princeton University Press 
USA ISBN 0-691-04323-X. 
55. Kitchin J 1923 Cycles and Trends in Economic Factors Review of Economics and 
Statistics The MIT Press 5 (1) pp 10–16 doi:10.2307/1927031 JSTOR 1927031. 
56. Kuznets S 1930 Secular Movements in Production and Prices. Their Nature and their 
Bearing upon Cyclical Fluctuations Houghton Mifflin Boston USA. 
57. Kuznets S 1973 Modern Economic Growth: Findings and Reflections American 
Economic Review 63 pp 247-58. 
58. Abramovitz M 1961 The Nature and Significance of Kuznets Cycles Economic 
Development and Cultural Change 9 (3) pp 225–248. 
59. Diebolt C, Doliger C 2008 New International Evidence on the Cyclical Behaviour of 
Output: Kuznets Swings Reconsidered. Quality & Quantity. International Journal of 
Methodology 42 (6) pp 719–737. 
60. Taniguchi M, Bando M, Nakayama A 2008 Business Cycle and Conserved Quantity in 
Economics Journal of the Physical Society of Japan vol 77 no 11. 
61. Ikeda Y, Aoyama H, Fujiwara Y, Iyetomi H, Ogimoto K, Souma W and Yoshikawa H 
2012 Coupled Oscillator Model of the Business Cycle with Fluctuating Goods Markets 
Progress of Theoretical Physics Supplement no 194 pp 111-121. 
62. Uechi L, Akutsu T 2012 Conservation Laws and Symmetries in Competitive Systems 
Progress of Theoretical Physics Supplement no 194 pp 210 - 222. 
63. Wikipedia 2013 Business Cycle. 
64. Burns A F, Mitchell W C 1946 Measuring business cycles National Bureau of Economic 
Research New York USA. 
65. Dickson D 1983 Technology and Cycles of Boom and Bust Science 219 (4587) pp 933–
936. 
66. Devezas T C, Corredine J T 2001 The biological determinants of long-wave behavior in 
socioeconomic growth and development Technological Forecasting & Social Change 68           
pp 1–57. 
23 
 
67. Devezas T C, Corredine J T 2002 The nonlinear dynamics of technoeconomic systems. 
An informational interpretation Technological Forecasting & Social Change 69 pp 317–
357. 
68. Hirooka M 2006 Innovation Dynamism and Economic Growth A Nonlinear Perspective 
Edward Elgar Cheltenham UK Northampton MA USA. 
69. Dupriez L H 1947 Des mouvements economiques generaux vol 2 pt 3 Institut de 
recherches economiques et sociales de 1'universite de Louvain Louvain. 
70. Jourdon Ph 2008 La monnaie unique europeenne et son lien au developpement 
economique et social coordonne: une analyse cliometrique Thèse Universite Montpellier 
France. 
71. Kleinknecht A 1981 Innovation, Accumulation, and Crisis: Waves in Economic 
Development? Review 4 (4) pp 683–711. 
72. Kleinknecht A, Van der Panne G 2006 Who Was Right? Kuznets in 1930 or Schumpeter 
in 1939? in Kondratieff Waves, Warfare and World Security edited by Devezas T C IOS 
Press Amsterdam The Netherlands pp 118–127. 
73. Marchetti C 1980 Society as a learning system: Discovery, invention, and innovations 
cycles revisited Technological Forecast and Social Change 18 pp 257–282. 
74. George H 1881, 2009 Progress and Poverty Kegan Paul; reissued by Cambridge 
University Press ISBN 978-1-108-00361-2. 
75. Drehmann M, Borio C, Tsatsaronis K 2011 Anchoring Countercyclical Capital Buffers: 
The Role of Credit Aggregates International Journal of Central Banking vol 7 no 4 pp 
189 - 240. 
76. Swiss National Bank 2012 Swiss National Bank Financial Stability Report 2012 
http://www.snb.ch/en/mmr/reference/stabrep_2012/source/stabrep_2012.en.pdf . 
77. Swiss National Bank 2013 Countercyclical capital buffer: proposal of the Swiss National 
Bank and decision of the Federal Council 
http://www.snb.ch/en/mmr/reference/pre_20130213/source/pre_20130213.en.pdf . 
78. Central Banking Newsdesk 2013 Swiss board member supports counter-cyclical capital 
buffer http://www.centralbanking.com/central-banking/speech/2203857/swiss-board-
member-supportscountercyclical-capital-buffer . 
79. Union Bank of Switzerland 2013 UBS Outlook Switzerland 
http://www.ubs.com/global/en/wealth_management/wealth_management_research/ubs_o
utlook_ch.html . 
24 
 
80. Adhikari R 2013 A treatise on stability of autonomous and non-autonomous systems: 
Theory and illustrative practical applications LAP LAMBERT Academic Publishing AV 
Akademikerverlag GmbH & Co KG Germany ISBN 978-3-659-34219-6 pp 1-75; 
www.arxiv.org 1302.6259.pdf . 
81. Helfat C E, Peteraf M A 2003 The dynamic resource-based view: capability life cycles 
Strategic Management Journal 24 (10) pp 997-1010. 
82. Ledenyov V O, Ledenyov D O 2012 Shaping the international financial system in century 
of globalization Cornell University NY USA www.arxiv.org 1206.2022.pdf pp 1-20. 
83. Ledenyov V O, Ledenyov D O 2012 Designing the new architecture of international 
financial system in era of great changes by globalization Cornell University NY USA 
www.arxiv.org 1206.2778.pdf pp 1-18. 
84. Ledenyov D O, Ledenyov V O 2012 On the new central bank strategy toward monetary 
and financial instabilities management in finances: econophysical analysis of nonlinear 
dynamical financial Systems Cornell University NY USA www.arxiv.org 1211.1897.pdf 
pp 1-8. 
85. Ledenyov D O, Ledenyov V O 2012 On the Risk Management with Application of 
Econophysics Analysis in Central Banks and Financial Institutions Cornell University 
NY USA www.arxiv.org 1211.4108.pdf pp 1-10. 
86. Ledenyov D O, Ledenyov V O 2013 On the optimal allocation of assets in investment 
portfolio with application of modern portfolio management and nonlinear dynamic chaos 
theories in investment, commercial and central banks Cornell University NY USA 
www.arxiv.org 1301.4881.pdf pp 1-10. 
87. Ledenyov D O, Ledenyov V O 2013 On the theory of firm in nonlinear dynamic financial 
and economic systems Cornell University USA www.arxiv.org 1206.4426v2.pdf pp 1-
918. 
88. Ledenyov D O, Ledenyov V O 2012 Nonlinearities in Microwave Superconductivity 
Cornell University USA www.arxiv.org 1302.6721.pdf pp 1-27. 
89. Hodrick R J, Prescott E C 1997 Postwar U.S. Business Cycles: An Empirical 
Investigation Journal of Money, Credit, and Banking vol 29 no 1 pp. 1-16. 
90. U.S. Federal Reserve Economic Data (FRED) 2012 Federal Reserve Bank of St. Louis 
http://research.stlouisfed.org/fred. 
91. Bernanke B S 1979 Long-Term Commitments, Dynamic Optimization, and the Business 
Cycle Ph. D. Thesis Department of Economics Massachusetts Institute of Technology 
USA. 
25 
 
92. Bernanke B S, Blinder A S 1992 The Federal Funds Rate and the Channels of Monetary 
Transmission American Economic Review 82 (4) pp 901–21. 
93. Bernanke B S, Gertler M 1995 Inside the Black Box: The Credit Channel of Monetary 
Policy Transmission Journal of Economic Perspectives 9 (4) pp 27–48. 
94. Bernanke B S 2004 The Great Moderation www.federalreserve.gov. 
95. Bernanke B S 2007 The Financial Accelerator and the Credit Channel Speech at The 
Credit Channel of Monetary Policy in the Twenty-first Century Conference Federal 
Reserve Bank of Atlanta Georgia USA. 
96. Bernanke B S 2009 On the Outlook for the Economy and Policy Bank for International 
Settlements Basel Switzerland http://www.bis.org/review/r091119a.pdf . 
97. Bernanke B S 2009 The Federal Reserve's Balance Sheet – an Update Bank for 
International Settlements Basel Switzerland http://www.bis.org/review/r091013a.pdf . 
98. Bernanke B S 2009 Regulatory Reform Bank for International Settlements Basel 
Switzerland http://www.bis.org/review/r091006a.pdf . 
99. Bernanke B S 2009 Policy Responses to the Financial Crisis Public Lecture on 
13.01.2009 London School of Economics London UK. 
http://richmedia.lse.ac.uk/publicLecturesAndEvents/20090113_1300_policyResponsesTo
TheFinancialCrisis.mp3 . 
100. Bernanke B S 2010 Monetary Policy and the Housing Bubble Speech at the 
Annual Meeting of the American Economic Association Atlanta Georgia USA. 
101. Bernanke B S 2013 Financial and Economic Education 13th Annual Redefining 
Investment Strategy Education (RISE) Forum Dayton Ohio USA. 
102. Bernanke B S, Blanchard O, Summers L H, Weber A A 2013 What should 
economists and policymakers learn from the financial crisis? Public Lecture on 
25.03.2013 London School of Economics and Political Science London UK 
http://media.rawvoice.com/lse_publiclecturesandevents/richmedia.lse.ac.uk/publiclecture
sandevents/20130325_1715_whatShouldEconomistsAndPolicymakersLearn.mp4 ; 
http://www.federalreserve.gov/newsevents/speech/bernanke20130325a.htm. 
103. Fox L S, Alvarez S G, Braunstein S, Emerson M M, Johnson J J, Johnson K H, 
Malphrus S R, Reinhart V R, Roseman L L, Spillenkothen R, and Stockton D J 2005 The 
Federal Reserve System: Purposes and Functions Board of Governors of Federal Reserve 
System Washington DC 20551 USA 9th edition Library of Congress Control Number 
39026719 pp 1-146. 
26 
 
104. Stock J, Watson M 2002 Has the business cycle changed and why? NBER 
Macroeconomics Annual. 
105. Kim Ch-J, Nelson Ch 1999 Has the U.S. economy become more stable? A 
Bayesian approach based on a Markov-switching model of the business cycle Review of 
Economics and Statistics. 
106. McConnell M, Pérez-Quirós G 2000 Output fluctuations in the United States: 
what has changed since the early 1980s? American Economic Review. 
107. Summers P M 2005 What caused the Great Moderation? Some cross-country 
evidence Economic Review Federal Reserve Bank of Kansas City 90. 
108. Dutton H J R 1998 Understanding Optical Communications Prentice-Hall Inc 
ISBN 0-13-020141-3 pp 1-760. 
109. Mussoa A, Straccaa L, Van Dijkb D 2009 Instability and Nonlinearity in the Euro-
Area Phillips Curve International Journal of Central Banking vol 5 no 2 pp 181-212. 
110. Baxter M, King R G 1999 Measuring Business Cycles: Approximate Band-Pass 
Filters for Economic Time Series Review of Economics and Statistics 81 (4) pp 575–93. 
111. Maddalonia A, Peydro J-L 2013 Monetary Policy, Macroprudential Policy, and 
Banking Stability: Evidence from the Euro Area International Journal of Central 
Banking vol 9 no 1 pp 121-169. 
112. Samuelson P A 1947 Foundations of Economic Analysis Harvard University 
Press Cambridge MA USA. 
113. Hicks J R 1950 A Contribution to the Theory of the Trade Cycle Oxford 
University Press Oxford UK. 
114. Inada K, Uzawa H 1972 Economical Development and Fluctuations Iwanami 
Tokyo Japan. 
115. Arnord L 2002 Business Cycle Theory Oxford University Press Oxford UK 2002. 
116. Sussmuth B 2003 Business Cycles in the Contemporary World Springer Berlin 
Heidelberg Germany. 
117. Iyetomi H, Nakayama Y, Yoshikawa H, Aoyama H, Fujiwara Y, Ikeda Y, Souma 
W 2011 Journal of the Japanese and International Economies 25 246. 
118. Selover D D, Jensen R V, J. Kroll J 2003 Studies in Nonlinear Dynamics & 
Econometrics 7 1. 
