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DIOPHANTINE APPROXIMATION OF MAHLER NUMBERS
JASON P. BELL, YANN BUGEAUD, AND MICHAEL COONS
Abstract. Suppose that F (x) ∈ Z[[x]] is a Mahler function and that 1/b is
in the radius of convergence of F (x) for an integer b ≥ 2. In this paper, we
consider the approximation of F (1/b) by algebraic numbers. In particular,
we prove that F (1/b) cannot be a Liouville number. If, in addition, F (x) is
regular, we show that F (1/b) is either rational or transcendental, and in the
latter case that F (1/b) is an S-number or a T -number in Mahler’s classification
of real numbers.
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1. Introduction
One of the interesting classes of numbers from the perspective of Diophantine
approximation is the set of automatic real numbers. In this setting, one has natural
numbers b and k with b, k ≥ 2, and a sequence f : Z≥0 → {0, . . . , b− 1} such that
the value f(n) is generated by a finite-state automaton that reads as input the
base k expansion of n and outputs a number in the range. We call such a sequence
{f(n)}n≥0 k-automatic (or just automatic) and call the real number whose n-th
b-ary digit is f(n) a k-automatic number.
In a series of papers in the 1980s, Loxton and van der Poorten [LvdP82, LvdP88]
used Mahler’s method to investigate whether or not an automatic number could
be both irrational and algebraic, a problem posed by Cobham [Cob68] in 1968.
Mahler’s method [Mah29, Mah30a, Mah30b, N96] is a method in transcendence
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theory whereby one uses a function F (x) ∈ Q[[x]] that satisfies a functional equation
of the form
(1)
d∑
i=0
ai(x)F (x
ki ) = 0
for some integers k ≥ 2 and d ≥ 1 and polynomials a0(x), . . . , ad(x) ∈ Z[x] with
a0(x)ad(x) 6= 0, to give results about the nature of the numbers F (1/b) with b ≥ 2
an integer such that 1/b is in the radius of convergence of F (x). We refer to
such numbers F (1/b) as Mahler numbers. Indeed, it is well-known that automatic
numbers are special cases of Mahler numbers (see [Bec94, Theorem 1]).
Some twenty years after Loxton and van der Poorten’s work, Adamczewski and
Bugeaud [AB07, ABL04] answered the question concerning automatic numbers by
substituting Schmidt’s Subspace Theorem in place of Mahler’s method. Adam-
czewski and Bugeaud showed that such numbers are either rational or transcenden-
tal [AB07]. Their result naturally leads to the question of irrationality measures
for automatic numbers.
Let ξ be a real number. The irrationality exponent, µ(ξ), of ξ is defined to be
the supremum of the set of real numbers µ such that the inequality
0 <
∣∣∣∣ξ − pq
∣∣∣∣ < 1qµ
has infinitely many solutions (p, q) ∈ Z× N. Computing the irrationality exponent
of a given real number is generally very difficult, although there are several classes
of numbers for which irrationality exponents are well-understood. All rational
numbers have irrationality exponent one, and a celebrated theorem of Roth [Rot55]
gives that all irrational algebraic numbers have irrationality exponent precisely two.
In fact, the set of real numbers with irrationality exponent strictly greater than
two has Lebesgue measure zero. Roth’s theorem built on work of Liouville [Lio44],
who showed that if ξ is an algebraic number of degree d over Q, then µ(ξ) ≤ d.
Using this fact, Liouville produced the first examples of transcendental numbers
by constructing real numbers with infinite irrationality exponent; numbers with
infinite irrationality exponent are now called Liouville numbers in his honour.
Towards classifying irrationality exponents of automatic numbers as well as set-
tling a conjecture of Shallit [Sha99], Adamczewski and Cassaigne [AC06] proved
that a Liouville number cannot be generated by a finite automaton.
In this paper, we use Mahler’s method to provide the following significant gen-
eralisation of Adamczewski and Cassaigne’s result.
Theorem 1.1. A Mahler number cannot be a Liouville number.
Historically, the application of Mahler’s method had one major impediment. In
order to consider numbers F (1/b) one must ensure that a0((1/b)
ki) 6= 0 for all
i ≥ 0; this condition is commonly referred to as Mahler’s condition. Note that in
the statement of Theorem 1.1 no such condition is stated. Indeed, we are able to
remove Mahler’s condition within the setting of this paper. As far as we know, this
is the first time that Mahler’s condition has been removed. We suspect that our
trick, presented in Section 5, has further applications.
Theorem 1.1 is obtained via a more general quantitative version (see Theo-
rem 5.3) in which we give a bound for the irrationality exponent of the number
F (a/b) in terms of information from the functional equation (1) and the rational
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number a/b when |a| is small enough compared to b. Futhermore, the rational
approximations constructed to get the quantitative bound are of high enough qual-
ity that we may apply a p-adic version of Schmidt’s Subspace Theorem to extend
Adamczewski and Bugeaud’s above-mentioned result to a much larger class of num-
bers.
To explain this extension formally, let a = {a(n)}n≥0 be a sequence taking values
in a field K. We define the k-kernel of a, denoted by Kk(a), as the set of distinct
subsequences of the form {a(kℓn + r)}n≥0 with ℓ ≥ 0 and 0 ≤ r < kℓ. Christol
[Chr79] showed that a sequence is k-automatic if and only if its k-kernel is finite.
We say the sequence a is k-regular (or just regular) provided the K-vector space
spanned by Kk(a) is finite-dimensional. The notion of k-regularity was introduced
by Allouche and Shallit [AS92, AS03]. We also use the term regular to refer to both
the function
∑
n≥0 a(n)x
n and its values at rationals 1/b, with b ≥ 2 an integer, for
k-regular sequences a.
Theorem 1.2. An irrational regular number is transcendental.
As an immediate corollary of this result, we have that if F (x) is a Mahler func-
tion satisfying (1) with a0(x) a nonzero integer, then F (1/b) is either rational or
transcendental (see [Bec94, Theorem 2]).
A particular case of Theorem 1.2 is the transcendence of irrational automatic
numbers, a result first established in [AB07]. While both proofs ultimately rest on
the Schmidt Subspace Theorem, they are quite different; see the discussion after
Theorem 8.1 for details.
As all regular numbers are Mahler numbers (see Becker [Bec94, Theorem 1]),
Theorem 1.1 shows that regular numbers cannot be too well approximated by ra-
tional numbers. In the final result of this paper, we show that one may control the
strength of the approximations of regular numbers by algebraic numbers of higher
degree. Before stating the result, we need a few definitions.
Mahler [Mah32] in 1932, and Koksma [Kok39] in 1939, introduced two related
measures of the quality of approximation of a complex transcendental number ξ by
algebraic numbers. For any integer m ≥ 1, we denote by wm(ξ) the supremum of
the real numbers w for which
0 < |P (ξ)| < 1
H(P )w
has infinitely many solutions in integer polynomials P (x) of degree at mostm. Here,
H(P ) stands for the na¨ıve height of the polynomial P (x), that is, the maximum of
the absolute values of its coefficients. Further, we set
w(ξ) = lim sup
m→∞
wm(ξ)
m
.
According to Mahler [Mah32], we say that ξ is an
• S-number, if w(ξ) <∞;
• T -number, if w(ξ) =∞ and wm(ξ) <∞ for any integer m ≥ 1;
• U -number, if w(ξ) =∞ and wm(ξ) =∞ for some integer m ≥ 1.
Almost all numbers are S-numbers in the sense of Lebesgue measure, and Liouville
numbers are examples of U -numbers. The existence of T -numbers remained an open
problem for nearly forty years, until it was confirmed by Schmidt [Sch70, Sch71].
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Following Koksma [Kok39], for any integer m ≥ 1, we denote by w∗m(ξ) the
supremum of the real numbers w for which
0 < |ξ − α| < 1
H(α)w+1
has infinitely many solutions in complex algebraic numbers α of degree at most
n. Here, H(α) stands for the na¨ıve height of α, that is, the na¨ıve height of its
minimal defining polynomial. Koksma [Kok39] defined S∗-, T ∗- and U∗-numbers
as above, using w∗m rather than wm. He proved that this classification of numbers
is equivalent to Mahler’s classification. For more information on the functions wm
and w∗m, the reader is directed to Bugeaud’s monograph [Bug04].
We may now state our final result.
Theorem 1.3. An irrational regular number is an S-number or a T -number.
Since automatic numbers form a subset of regular numbers, Theorem 1.3 implies
that any irrational automatic number is either an S-number or a T -number, a result
already established in [AB11].
Theorems 1.1, 1.2, and 1.3 combine to give a rather satisfactory answer to the
following problem, posed by Allouche and Shallit [AS92, page 195]:
Obtain transcendence results for the real numbers
∑
n≥0 s(n)p
−n,
where s(n) is p-regular and
∑
n≥0 s(n)x
n is not a rational function.
This paper is organised as follows. In Section 2, we produce a family of ratio-
nal function approximations to a power series F (x) satisfying a Mahler functional
equation. We then show that specialisation of our family of rational functions at
a given rational number a/b inside the radius of convergence of F (x) produces a
family of good approximations of F (a/b) under very general conditions on a and
b. In Section 3, we show that the rational approximations produced in Section 2
cannot be too strong and we are able to combine these results in Section 4 to give
an upper bound on the irrationality exponent for F (a/b) in terms of data from
the functional equation and the rational number a/b under Mahler’s condition. In
Section 5, we remove Mahler’s condition. In Section 6, we prove a quantitative
result on the unimodular completion of matrices with polynomial entries which are
of use in Section 7. Section 7 considers regular (and hence also automatic) numbers;
specifically, in the case of a regular function, the results of Section 6 are used to
provide an alternative method for removing Mahler’s condition. This alternative
method produces a functional equation based on information from the k-kernel,
which is used in Section 8 alongside an appropriate version of the p-adic Schmidt
Subspace Theorem to prove general versions of Theorems 1.2 and 1.3.
2. Upper bounds on rational approximations
In this section, we consider power series F (x) satisfying a k-Mahler equation and
construct a family of rational function approximations of F (x), which we then use to
give good rational approximations to F (α) for rational numbers α inside the radius
of convergence of F (x). We approach this problem by looking at finite-dimensional
Q(x)-vector subspaces of Q((x)) that are stable under the ring homomorphism
∆k : Q((x)) → Q((x)) given by x 7→ xk. Throughout this paper, unless stated
otherwise, we take all complex matrix norms ‖ · ‖ to be the operator norm; i.e.,
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‖A‖ = sup‖v‖=1 ‖Av‖, where the norm of a vector v is the ordinary Euclidean
norm.
Notation 2.1. We adopt the following assumptions and notation.
(1) We take k and d to be natural numbers that are both greater than or equal
to 2.
(2) We take ai,j(x) ∈ Z[x] to be polynomials for i, j ∈ {1, . . . , d}.
(3) We take B(x) to be a polynomial with integer coefficients such that B(0) 6=
0.
(4) We take H := max1≤i,j≤d{deg ai,j(x), degB(x)}.
(5) We take A(x) to be the d× d matrix whose (i, j)-entry is ai,j(x)/B(x) and
we assume that det (A(x)) is a nonzero rational function.
(6) We take 1 = F1(x), F2(x), . . . , Fd(x) ∈ Z[[x]] to be power series that are
linearly independent over Q(x) and which satisfy
[F1(x), . . . , Fd(x)]
T
= A(x)[F1(x
k), . . . , Fd(x
k)]T .
(7) We let F(x) denote the d× 1 vector [F1(x), . . . , Fd(x)]T .
(8) We take a, b ∈ Z with a 6= 0, b ≥ 2, and ρ := log |a|/ log b ∈ [0, 1/(d + 1))
such that |a/b| is in the radius of convergence of Fi(x) for each i ∈ {1, . . . , d}
and B((a/b)k
n
) 6= 0 for all n ≥ 0.
(9) We let ν : Q((x))→ Z ∪ {∞} be the valuation defined by ν(0) =∞ and
ν

 ∑
n≥−m
cnx
n

 := inf{i : ci 6= 0}
when
∑
n≥−m cnx
n ∈ Q((x)) is a nonzero Laurent power series.
We begin with a simple norm estimate.
Lemma 2.2. Assume the notation and assumptions of Notation 2.1 and let t ∈
(0, 1). If B(tk
n
) is nonzero for every nonnegative integer n, then there is a positive
constant C = C(t) > 1 such that for all n ≥ 1 we have
n−1∏
ℓ=0
‖A(tkℓ)‖ < Cn.
Moreover, there exists a closed disc containing the origin in which the constant C
can be taken to be independent of t.
Proof. Since B(0) 6= 0, there is some closed disc containing the origin such that
B(x) 6= 0 for x in the disc. Thus by compactness there is some ε > 0 such that we
have that ‖A(x)‖ ≤ ‖A(0)‖+ 1 for x ∈ [0, ε].
Furthermore, there is some N0 = N0(t) such that t
kℓ < ε for ℓ ≥ N0 and in
particular, we have ‖A(tkℓ)‖ < ‖A(0)‖+ 1 for all ℓ ≥ N0. Since B(tkn) is nonzero
for every nonnegative integer n, we have that ‖A(tki)‖ exists for i < N0.
Let
C = C(t) := max
0≤ℓ<N0
{‖A(tkℓ)‖, ‖A(0)‖+ 1}.
Then we have
n−1∏
ℓ=0
‖A(tkℓ)‖ < Cn.
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This proves the first assertion.
Notice that for t ∈ (0, ε), we can take N0 = 0 and so we can take C = ‖A(0)‖+1,
which does not depend upon t. 
Our next lemma establishes good rational approximations to power series.
Lemma 2.3. Assume the notation and assumptions of Notation 2.1. Then there
are ε > 0, polynomials P1(x), . . . , Pd(x), Q(x) ∈ Z[x] of degree at most (d − 1)(d +
2)H with Q(0) = 1, and a positive constant C = C(ε) such that for i ∈ {1, . . . , d}
we have
|Fi(t)− Pi(t)/Q(t)| ≤ Ctd(d+2)H
for t ∈ (0, ε).
Proof. For i ∈ {2, . . . , d}, the theory of simultaneous Pade´ approximation (see
[NS91, Chapter 4] for details) provides polynomials Pi(x) and Q(x) of degree each
bounded by (d− 1)(d+ 2)H , and Q(0) = 1, such that
ν (Q(x)Fi(x)− Pi(x)) ≥ d(d+ 2)H.
Since F1(x) = 1, we take P1(x) = Q(x).
For i ∈ {1, . . . , d} we thus have
ν
(
Fi(x)− Pi(x)
Q(x)
)
≥ d(d+ 2)H.
Since Q(0) = 1 and each of F1(x), . . . , Fd(x) has positive radius of convergence
(see [Dum93, Theorem 31, page 151] and [BCR13, Lemma 4]), there exists an R > 0
such that Fi(x)−Pi(x)/Q(x) is analytic on B(0, R) for i ∈ {1, . . . , d}. Hence there
exist power series G1(x), . . . , Gd(x) that are analytic on B(0, R) such that
Fi(x)− Pi(x)
Q(x)
= xd(d+2)HGi(x)
for i ∈ {1, . . . , d}. Let ε ∈ (0, R). Then there is a positive constant C such that
|G1(x)|, . . . , |Gd(x)| ≤ C
for |x| ≤ ε. Thus for i ∈ {1, . . . , d},∣∣∣∣Fi(t)− Pi(t)Q(t)
∣∣∣∣ ≤ Ctd(d+2)H
whenever t ∈ (0, ε). 
Lemma 2.4. Assume the notation and assumptions of Notation 2.1 and let t ∈
(0, 1) be less than the radius of convergence of each Fi(x) and satisfy B(t
kn) 6= 0 for
all n ≥ 0. Then for each n ≥ 0 there are polynomials P1,n(x), . . . , Pd,n(x), Qn(x) ∈
Z[x] satisfying:
(i) max1≤i≤d{degPi,n(x), degQn(x)} ≤ ((d+ 2)(d− 1) + 1)Hkn;
(ii) if Φn(x) = [P1,n(x)/Qn(x), . . . , Pd,n(x)/Qn(x)]
T for n ≥ 0, then
Φn(x) = A(x)Φn−1(x
k);
(iii) Qn(x) = B(x)B(x
k) · · ·B(xkn−1)Q0(xkn );
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(iv) there exists an ε > 0 and positive constants C0 = C0(ε) and C1 = C1(ε),
not depending on t, such that for i ∈ {1, . . . , d} and for all n sufficiently
large we have Qn(t) 6= 0 and
|Fi(t)− Pi,n(t)/Qn(t)| ≤ C1Cn0 td(d+2)Hk
n
,
whenever t ∈ (0, ε) and in particular the order of vanishing of Fi(t) −
Pi,n(t)/Q(t) at t = 0 is at least d(d+ 2)Hk
n;
(v) P1,n(x) = Qn(x).
Proof. By Lemma 2.3, there are ε > 0, polynomials P1,0(x), . . . , Pd,0(x), Q0(x) ∈
Z[x] of degree at most (d+ 2)(d− 1)H with Q0(0) = 1, and a positive constant C
such that for i ∈ {1, . . . , d} we have
|Fi(t)− Pi(t)/Q0(t)| ≤ Ctd(d+2)H
whenever t ∈ (0, ε).
We define
(2) Φ0(x) := [P1,0(x)/Q0(x), . . . , Pd,0(x)/Q0(x)]
T
and for n ≥ 1, we take
(3) Φn(x) = A(x)Φn−1(x
k).
We note that there exist integer polynomials Pi,n(x) for i ∈ {1, . . . , d} and Qn(x)
such that
(a) Φn(x) = [P1,n(x)/Qn(x), . . . , Pd,n(x)/Qn(x)]
T ;
(b) Qn(x) = B(x)Qn−1(x
k) for n ≥ 1.
From (b), we immediately get Qn(x) = B(x)B(x
k) · · ·B(xkn−1)Q0(xkn). Since the
entries of A(x) are all polynomials of degree at most H , we see that if we define
dn := max
1≤i≤d
{degPi,n(x), degQn(x)},
then (3) gives dn ≤ kdn−1 + H . By induction we see, using the fact that d0 ≤
(d− 1)(d+ 2)H , that
(4) dn ≤ d(d+ 2)H · kn +H(kn−1 + · · ·+ k + 1)
= knd0 +H · k
n − 1
k − 1 ≤ ((d − 1)(d+ 2) + 1)Hk
n.
By assumption,
F(x) = A(x)F(xk),
and hence for n ≥ 1 we have
F(x) −Φn(x) = A(x)A(xk) · · ·A(xkn−1 )
(
F(xk
n
)−Φ0(xkn)
)
.
8 JASON P. BELL, YANN BUGEAUD, AND MICHAEL COONS
Then for n sufficiently large we have tk
n
< ε. Hence if ei denotes the d × 1
column vector whose i-th coordinate is 1 and all other coordinates are zero, then
|Fi(t)− Pi,n(t)/Qn(t)| =
∥∥eTi (F(t)−Φn(t))∥∥
=
∥∥∥eTi A(t)A(tk) · · ·A(tkn−1 )(F(tkn)−Φ0(tkn))∥∥∥
≤
∥∥∥(F(tkn)−Φ0(tkn))∥∥∥ · n−1∏
ℓ=0
∥∥∥A(tkℓ)∥∥∥
≤ C
√
dtd(d+2)Hk
n ·
n−1∏
ℓ=0
∥∥∥A(tkℓ )∥∥∥ .
Applying Lemma 2.2, we see there is a positive constant C0 = C0(t) such that
n−1∏
ℓ=0
∥∥∥A(tkℓ)∥∥∥ < Cn0
for all n ≥ 1 and hence we have
|Fi(t)− Pi,n(t)/Qn(t)| < C
√
dCn0 t
d(d+2)Hkn
for all i ∈ {1, . . . , d} and all n sufficiently large. Also, applying Lemma 2.2, in a
neighbourhood of the origin, we see that there exists ε > 0 such that the constant
C0 can be taken to be independent of t (and dependent only on ε) for t ∈ (0, ε). To
see that this gives the statement about the order of vanishing at t = 0, note that
if Fi(t) − Pi,n(t)/Qn(t) has a zero of order ℓ at t = 0 then we can write Fi(t) −
Pi,n(t)/Qn(t) as t
ℓG(t) where G(0) 6= 0. It follows that there is a neighbourhood
of zero such that |tℓG(t)| > |G(0)||t|ℓ/2 for t in this neighbourhood. Letting t
approach 0 from the right and using the fact that
|Fi(t)− Pi,n(t)/Qn(t)| < C
√
dCn0 t
d(d+2)Hkn
gives ℓ ≥ d(d + 2)Hkn and so Fi(t) − Pi,n(t)/Qn(t) has a zero at t = 0 of order at
least d(d+ 2)Hkn. The result follows. 
We now give the key result of this section, which shows that if F1(x), . . . , Fd(x)
are power series and a and b are integers as in Notation 2.1 then there are many
good rational approximations to Fi(a/b).
Proposition 2.5. Assume the notation and assumptions of Notation 2.1. Then
there exists a sequence of positive integers {qn}n≥0 such that:
(i) for δ = 13d3 , i ∈ {1, . . . , d} and each n ≥ 0, there is an integer pi,n such
that
|Fi(a/b)− pi,n/qn| < q−(1+δ)n
for all n sufficiently large;
(ii) there is a positive constant C such that qn < qn+1 < Cq
k
n for all n suffi-
ciently large.
Proof. By assumption, |a| = bρ for some ρ < 1/(d+ 1), and so by definition of δ it
is easy to check that
(5) (1− ρ)d(d+ 2) > (1 + δ)((d + 2)(d− 1) + 1).
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In particular, we take
(6) ε := (1− ρ)d(d + 2)− (1 + δ)((d + 2)(d− 1) + 1)
and note that ε > 0. By Lemma 2.4, we have that for each n ≥ 0 there are
polynomials P1,n(x), . . . , Pd,n(x), Qn(x) satisfying:
(a) max1≤i≤d{degPi,n(x), degQn(x)} ≤ ((d+ 2)(d− 1) + 1)Hkn;
(b) Qn(x) = B(x)B(x
k) · · ·B(xkn−1)Q0(xkn );
(c) there exist positive constants C0 and C1 such that for i ∈ {1, . . . , d} and
for all n sufficiently large we have Qn(a/b) 6= 0 and
|Fi(a/b)− Pi,n(a/b)/Qn(a/b)| ≤ C1Cn0 (a/b)d(d+2)Hk
n
.
Let N0 ≥ 0 be such that Qn(a/b) 6= 0 for n ≥ N0. For n < N0, we take qn = 1
and pi,n = 1 for i ∈ {1, . . . , d}. For each n ≥ N0, we have max1≤i≤d{degPi,n(x), degQn(x)} ≤
((d+ 2)(d− 1) + 1)Hkn, and hence we define integers
(7) qn := b
((d+2)(d−1)+1)Hkn |Qn(a/b)| ∈ Z
and
(8) pi,n := b
((d+2)(d−1)+1)HknPi,n(a/b) · Qn(a/b)|Qn(a/b)| ∈ Z.
Observe that
Qn(a/b) =
∣∣∣∣∣Q0((a/b)kn)
n−1∏
ℓ=0
B((a/b)k
ℓ
)
∣∣∣∣∣ .
Since ∑
ℓ≥0
(
B
(
(a/b)k
ℓ)−B(0))
is absolutely convergent, B(0) 6= 0, and Q0((a/b)kn) → Q0(0) = 1 as n → ∞, we
see that there are positive constants C2, C3 such that
(9) C2|B(0)|n ≤ |Qn(a/b)| ≤ C3|B(0)|n
for all n ≥ N0. Thus
(10) C2|B(0)|nb((d+2)(d−1)+1)Hkn ≤ qn ≤ C3|B(0)|nb((d+2)(d−1)+1)Hkn
for n ≥ N0. Using the fact that |B(0)| ≥ 1, we see that there is some C > 0 such
that
qn+1 ≤ C3|B(0)|n+1b((d+2)(d−1)+1)Hkn+1 ≤ Cqkn
for n sufficiently large. Finally, by (5) and (6), we have
(1− ρ)d(d+ 2)Hkn = (1 + δ)((d + 2)(d− 1) + 1)Hkn + εHkn
for all n and hence by inequality (10), for n sufficiently large, we have
|Fi(a/b)− Pi,n(a/b)/Qn(a/b)| ≤ C1Cn0 |a/b|d(d+2)Hk
n
= C1C
n
0 b
−(1−ρ)d(d+2)Hkn
= C1C
n
0 b
−(1+δ)((d+2)(d−1)+1)Hknb−εHk
n
≤ C1Cn0 (C3|B(0)|n)1+δb−εHk
n
q−(1+δ)n
< q−(1+δ)n ,
for all n sufficiently large. The result now follows. 
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We make the remark that the estimates obtained in the proof of Proposition 2.5
do not imply that the Fi(a/b) are irrational; they do, however, show that if one of
Fi(a/b) is rational then pi,n/qi,n = Fi(a/b) for all n sufficiently large.
3. Lower bounds on rational approximations
In this section, we continue the work we began in the preceding section and anal-
yse the rational approximations to special values of functions satisfying a k-Mahler
equation. The purpose of this section is to show that these rational approximations
cannot be too good.
In addition to the assumptions and notation of Notation 2.1, we adopt the fol-
lowing.
Notation 3.1. We adopt the following assumptions and notation.
(1) We take P1,n(x), . . . , Pd,n(x), Qn(x) ∈ Z[x] for n ≥ 0 to be polynomials
satisfying conditions (i)–(iv) of Lemma 2.4.
(2) We take the integers pi,n and qn to be as defined in Equations (7) and (8).
(3) We take Φn(x) := [P1,n(x)/Qn(x), . . . , Pd,n(x)/Qn(x)]
T for n ≥ 0.
Lemma 3.2. Assume the notation and assumptions of Notation 2.1 and let N be
a positive integer. If c1(x), . . . , cd(x) ∈ Q[x] are polynomials of degree at most N ,
not all of which are zero, then
ν
(
d∑
i=1
ci(x)Fi(x)
)
≤ 2HdNk2d+3.
Proof. We define Cartier operators Λi : Q((x))→ Q((x)) by
Λi

∑
n≥−j
cnx
n

 = ∑
n≥(−j−i)/k
ckn+ix
n
for i = 0, . . . , k − 1.
Let v0 := ν
(∑d
i=1 ci(x)Fi(x)
)
. We have
d∑
i=1
ci(x)Fi(x) = [c1(x), . . . , cd(x)]F(x) = [c1(x), . . . , cd(x)]A(x)F(x
k).
Note that
[c1(x), . . . , cd(x)]A(x) =
[
c1,1(x)
B(x)
, . . . ,
cd,1(x)
B(x)
]
,
where c1,1(x), . . . , cd,1(x) are polynomials of degree at most N +H . It follows that
(11) ν
(
d∑
i=1
ci,1(x)Fi(x
k)
)
= v0 + ν(B(x)) = v0,
since B(0) 6= 0.
Let j0 ∈ {0, . . . , k − 1} be such that v0 ≡ j0 (mod k). Applying the Cartier
operator Λj0 to
∑d
i=1 ci,1(x)Fi(x
k) we have
ν
(
d∑
i=1
Λj0 (ci,1(x))Fi(x)
)
= (v0 − j0)/k.
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Set v1 := (v0 − j0)/k. Then
(12) v0/k − 1 ≤ v1 ≤ v0/k.
Moreover, Λj0 (c1,1(x)) , . . . ,Λj0 (cd,1(x)) have degree at most N1 := (N + H)/k.
Similarly,
[Λj0 (c1,1(x)) , . . . ,Λj0 (cd,1(x))]A(x) =
[
c1,2(x)
B(x)
, . . . ,
cd,2(x)
B(x)
]
,
for some polynomials c1,2(x), . . . , cd,2(x) of degree at most N1 +H and we have
ν
(
d∑
i=1
ci,2(x)Fi(x
k)
)
= v1.
Let j1 ∈ {0, . . . , k− 1} be such that v1 ≡ j1 (mod k). Applying the operator Λj1
to
∑d
i=1 ci,2(x)Fi(x
k) we see that
ν
(
d∑
i=1
Λj1 (ci,2(x))Fi(x)
)
= (v1 − j1)/k.
Now set v2 := (v1 − j1)/k. Then
(13) v1/k − 1 ≤ v2 ≤ v1/k
and thus by (12) we have
(14) v0/k
2 − 1/k − 1 ≤ v2 ≤ v0/k2.
Moreover, Λj1 (c1,2(x)) , . . . ,Λj1 (cd,2(x)) have degree at most
N2 := (N1 +H)/k ≤ N/k2 +H/k2 +H/k.
Continuing in this manner, for each n, we can construct polynomials c1,n(x), . . . ,
cd,n(x) such that for some j ∈ {0, . . . , k − 1} we have
ν
(
d∑
i=1
Λj (ci,n(x))Fi(x)
)
= vn,
where
(15) v0/k
n − k/(k − 1) ≤ vn ≤ v0/kn,
and the degrees of
[b1,n(x), . . . , bd,n(x)] := [Λj (c1,n(x)) , . . . ,Λj (cd,n(x))]
are at most
N/kn +H/k + · · ·+H/kn ≤ N/kn +H/(k − 1).
Let n0 be the unique natural number such that k
n0 > N ≥ kn0−1. Then for
n ∈ {n0, n0 + 1, . . . , n0 + ⌊H/(k − 1) + 2⌋d}
the constructed vectors [b1,n(x), . . . , bd,n(x)] are in the vector space of d-tuples of
polynomials of degree less than H/(k−1)+1, which has dimension at most ⌊H/(k−
1)+ 2⌋d as a Q-vector space. Hence for n ∈ {n0, n0+1, . . . , n0+ ⌊H/(k− 1)+2⌋d}
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the vectors [b1,n(x), . . . , bd,n(x)] are linearly dependent over Q. In particular, there
exist constants λn, not all of which are zero, such that
n0+⌊H/(k−1)+2⌋d∑
n=n0
λn · [b1,n(x), . . . , bd,n(x)] = 0.
But this gives that
0 =
n0+⌊H/(k−1)+2⌋d∑
n=n0
λn · [b1,n(x), . . . , bd,n(x)] · F(x)
=
n0+⌊H/(k−1)+2⌋d∑
n=n0
λn ·
d∑
i=1
bi,n(x)Fi(x),
which immediately yields that the functions
Gn(x) :=
d∑
i=1
bi,n(x)Fi(x)
for n ∈ {n0, n0 + 1, . . . , n0 + ⌊H/(k − 1) + 2⌋d} are linearly dependent over Q.
Suppose, towards a contradiction, that
v0 >
k2
(k − 1)2 k
n0+(H/(k−1)+2)d.
Then for i ∈ {0, . . . , ⌊H/(k − 1) + 2⌋ · d− 1} we have by Inequality (15) that
vn0+i − vn0+i+1 ≥
v0
kn0+i
− k
k − 1 −
v0
kn0+i+1
= v0k
−n0−i
(
1− 1
k
)
− k
k − 1 > 0.
Thus the numbers
vn0 , vn0+1, . . . , vn0+⌊H/(k−1)+2⌋d
are all distinct, and so for n ∈ {n0, n0+1, . . . , n0+ ⌊H/(k− 1)+2⌋d} the functions
Gn(x) are linearly independent over Q, as we have ν(Gn(x)) = vn for all n. This
is a contradiction.
Hence
v0 ≤ k
2
(k − 1)2 k
n0+(H/(k−1)+2)d ≤ k
2
(k − 1)2 · (kN)k
Hd
k−1 k2d.
Note that k1/(k−1) ≤ 2 and thus
v0 ≤ 2HdNk2d+3.
The result follows. 
Lemma 3.3. Assume the assumptions and notation of Notations 2.1 and 3.1 and
let m be a natural number with the property that km ≥ 2Hdk2d+3. Then for each
n ≥ 0, we have that Φn(x),Φn+m(x), . . . ,Φn+m(d−1)(x) are linearly independent
over Q(x).
Proof. We prove this by induction on n ≥ 0. We first prove the base case n = 0 by
showing by induction on i that Φ0(x),Φm(x), . . . ,Φmi(x) are linearly independent
over Q(x) for all i < d. When i = 0, Φ0(x) is linearly independent over Q(x) as it
is nonzero.
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Suppose that Φ0(x),Φm(x), . . . ,Φmi(x) are linearly independent over Q(x) for
all i with i < j < d and consider the case i = j. ThenΦ0(x),Φm(x), . . . ,Φm(j−1)(x)
are linearly independent over Q(x).
If Φ0(x),Φm(x), . . . ,Φmj(x) are linearly dependent over Q(x) then the col-
umn spaces of the matrices (Φ0(x),Φm(x), . . . ,Φmj(x)) and (Φ0(x),Φm(x), . . . ,
Φm(j−1)(x)) are the same, and hence if b1(x), . . . , bd(x) ∈ Q(x) are such that
(16) [b1(x), . . . , bd(x)](Φ0(x),Φm(x), . . . ,Φm(j−1)(x)) = 0,
then we have
[b1(x), . . . , bd(x)]Φmj(x) = 0.
By Cramer’s rule, there is a nonzero solution to (16) with bi(x) equal—up to sign—
to the determinant of a j × j submatrix of (Φ0(x),Φm(x), . . . , Φm(j−1)(x)) for
i = 1, . . . , j+1 and bi(x) = 0 for i = j+2, . . . , d. By Lemma 2.4, if we define dn to
be max1≤i≤d {deg(Pi,n(x)), deg(Qn(x))} and define hn to be min1≤i≤d{ν(Fi(x) −
Pi,n(x)/Qn(x))} for n ≥ 0, then we have
(17) hn ≥ d(d + 2)Hkn
and
(18) dn ≤ ((d+ 2)(d− 1) + 1)Hkn
for all n ≥ 0. Observe that each determinant of a j×j submatrix of (Φ0(x),Φm(x), . . . ,
Φm(j−1)(x)) is a rational function with numerator and denominator of degree at
most d0 + dm + · · · + dm(j−1); moreover, they all have a common denominator of
at most this degree. Thus there exist polynomials b1(x), . . . , bd(x) ∈ Q[x], not all
zero, of degree at most d0 + dm + · · ·+ dm(j−1) such that
[b1(x), . . . , bd(x)](Φ0(x),Φm(x), . . . ,Φm(j−1)(x)) = 0,
which gives
[b1(x), . . . , bd(x)]Φmj(x) = 0.
Thus
ν
(
d∑
i=1
bi(x)Fi(x)
)
= ν
(
d∑
i=1
bi(x)Fi(x) −
d∑
i=1
bi(x)Pi,jm(x)/Qjm(x)
)
= ν
(
d∑
i=1
bi(x)(Fi(x)− Pi,jm(x)/Qjm(x))
)
≥ hjm ≥ d(d+ 2)Hkjm.(19)
But the polynomials bi(x) are of degree at most d0 + dm + · · ·+ dm(j−1) and so
by Lemma 3.2 and (18) we have
d(d+ 2)Hkjm ≤ ν
(
d∑
i=1
bi(x)Fi(x)
)
≤ 2Hd(d0 + dm + · · ·+ dm(j−1))k2d+3
≤ 2Hd((d+ 2)(d− 1) + 1)H k
jm
(km − 1)k
2d+3.
Dividing this inequality by d(d+ 2)Hkjm we get
km ≤ 1 + 2Hd ((d+ 2)(d− 1) + 1)
d(d+ 2)
k2d+3 < 2Hdk2d+3,
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a contradiction.
This completes the base case for our induction on n.
Next assume that the result is true for all natural numbers less than or equal to
n. Notice by construction Φn+1(x) = A(x)Φn(x
k), and A(x) is invertible. Thus
we have that
(20)
(
Φn(x),Φn+m(x), . . . ,Φn+m(d−1)(x)
)
= A(x)
(
Φn−1(x
k),Φn−1+m(x
k), . . . ,Φn−1+m(d−1)(x
k)
)
.
By the inductive hypothesis, the matrix(
Φn−1(x
k),Φn−1+m(x
k), . . . ,Φn−1+m(d−1)(x
k)
)
is invertible. Since A(x) is also invertible, the product
A(x)
(
Φn−1(x
k),Φn−1+m(x
k), . . . ,Φn−1+m(d−1)(x
k)
)
is invertible, and thus the equality (20) gives the desired result. This proves the
lemma. 
We will need a few more estimates for the norms of matrices.
Lemma 3.4. Let d and H be natural numbers and let B(x) be a d × d invertible
matrix whose (i, j)-entry is the rational function bi,j(x)/b(x) for 1 ≤ i, j ≤ d,
where bi,j(x), b(x) are polynomials of degree at most H. Then there exist ε > 0 and
a positive constant C such that for all α ∈ (−ε, ε) \ {0} we have∥∥B(α)−1∥∥ ≤ C|α|Hd .
Proof. Define D(x) := b(x)B(x), and let ∆i,j(x) denote the determinant of the
(d − 1) × (d − 1) submatrix of D(x) formed by removing the i-th row and j-th
column of D(x). Note that ∆i,j(x) is a polynomial of degree at most H(d − 1).
The classical adjoint of the square matrix B(x) is the d× d matrix
adj(B(x)) = b(x)−(d−1)
(
(−1)i+j∆j,i(x)
)
1≤i,j≤d
.
Note that each entry of
(
(−1)i+j∆j,i(x)
)
1≤i,j≤d
is a polynomial of degree at most
H(d− 1).
Since
B(x)−1 =
adj(B(x))
det(B(x))
,
and
det(B(x)) = det
(
b(x)−1 ·D(x)) = det(D(x))b(x)−d,
we have that
B(x)−1 =
b(x)
det(D(x))
· ((−1)i+j∆j,i(x))1≤i,j≤d .
Note that the entries of D(x) are all polynomials of degree at most H , and so
det(D(x)) is a polynomial of degree at most Hd. In particular, there is some ε > 0
such that det(D(x)) has no zeros on {x ∈ C : 0 < |x| ≤ ε} and so xHd/ det(D(x))
is continuous on the compact set {x ∈ C : |x| ≤ ε}. In particular, there is some
constant C0 > 0 such that
|xHd/ det(D(x))| ≤ C0
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for |x| ≤ ε. Similarly, there is a positive constant C1 such that |b(x)∆i,j(x)| ≤ C1
for |x| ≤ ε and for 1 ≤ i, j ≤ d.
Thus for α ∈ (−ε, ε) \ {0} we have
∥∥B(α)−1∥∥ ≤

 ∑
1≤i,j≤d
∣∣∣∣b(α)∆i,j(α)det(D(α))
∣∣∣∣
2


1/2
≤ (d2C21C20 |α|−2Hd)1/2.
The result follows taking C = dC1C0. 
Applying the preceding results gives the following lemma. As is customary, when
working with a vector space Kn over a field K, we let ei denote the 1×n row vector
with a 1 in the i-th coordinate and zeros in the remaining coordinates.
Lemma 3.5. Assume the assumptions and notation of Notations 2.1 and 3.1 and
let m be a natural number with the property that km ≥ 2Hdk2d+3. For each natural
number n ≥ 1, let Cn(x) denote the d × (d − 1) matrix whose j-th column is
Φn(x) − Φn+jm(x). Then Cn(x) has rank d − 1. Moreover, there are positive
constants c0 and c1 such that for i ∈ {2, . . . , d} we either have
‖eTi Cn(a/b)‖ ≥ c0cn1 |a/b|(d−1)(d
2+d)Hkm(d−1)kn .
for all n sufficiently large or ‖eTi Cn (a/b) ‖ is eventually zero.
Proof. For the first part of the lemma, suppose to the contrary that Cn(x) has
rank strictly less than d− 1. Then the vectors {Φn(x)−Φn+im(x)}d−1i=1 are linearly
dependent. Thus there exist a1(x), . . . , ad−1(x) ∈ Q(x), not all zero, such that
d−1∑
i=1
ai(x)(Φn(x)−Φn+im(x)) = 0.
Hence
(a1(x) + a2(x) · · ·+ ad−1(x))Φn(x) −
d−1∑
i=1
ai(x)Φn+im(x) = 0,
and so the set of vectors {Φn+im(x)}d−1i=0 is linearly dependent over Q(x). But this
contradiction the conclusion of Lemma 3.3.
Recall from Lemma 2.4 (v) that P1,n(x)/Qn(x) = 1 for all n and hence the top
row of Cn(x) is zero. We let C
(1)
n (x) denote the (d− 1)× (d − 1) matrix obtained
by deleting the first row of Cn(x). Then C
(1)
n (x) must have rank (d− 1) and thus
it is invertible.
Then Lemma 2.4 (ii) gives
(21) Cn(x) = A(x)A(x
k) · · ·A(xkn−1 )C0(xkn)
for each n ≥ 1. Let i ∈ {2, . . . , d}. By construction we have
‖eTi−1C(1)n (α)‖ = ‖eTi Cn(α)‖
for α ∈ (−1, 1) at which Cn(x) is defined.
From the first part of the lemma we have that C
(1)
0 (x) has nonzero determinant
and by Lemma 2.4, its entries are rational functions with numerator and common
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denominator having degree bounded by ((d − 1)(d + 2) + 1)Hkm(d−1). Hence by
Lemma 3.4, there is some ε > 0 and some constant C0 > 0 such that
‖C(1)0 (α)−1‖ < C0|α|−(d−1)((d−1)(d+2)+1)Hk
m(d−1)
for α ∈ (−ε, ε) \ {0}.
Since F1(x) = 1 we have
1 = eT1 F(x) = e
T
1A(x)F(x
k).
Since F1, . . . , Fd are linearly independent over Q(x), we see that the first row of
A(x) is eT1 . Let B(x) denote the (d− 1)× (d − 1) submatrix of A(x) obtained by
deleting the first row and first column. This fact along with (21) imply that
(22) C(1)n (a/b) = B(a/b)B((a/b)
k) · · ·B((a/b)kn−1)C(1)0 ((a/b)k
n
).
By Notation 2.1 the entries of B(x) are rational functions with numerator and
common denominator of degree at most H and so by Lemma 3.4 there exists some
ε0 ∈ (0, ε) such that
(23) ‖B(α)−1‖ ≤ C1|α|−H(d−1)
for α ∈ (−ε0, ε0) \ {0}.
Pick a natural number r such that (a/b)k
n ∈ (−ε0, ε0) for n ≥ r. Then (22) and
the definition of B(x) imply that for i ∈ {2, . . . , d} we have
(24)
∥∥eTi Cn(a/b)∥∥ ≥ ∥∥∥eTi A(a/b)A((a/b)k) · · ·A((a/b)kr−1 )∥∥∥
×
(∥∥∥C(1)0 ((a/b)kn)−1∥∥∥ ·
n−1∏
ℓ=r
∥∥∥B((a/b)kℓ)−1∥∥∥
)−1
.
If
eTi A(a/b)A((a/b)
k) · · ·A((a/b)kr−1 ) = 0
then eTi Cn(a/b) is zero for all n ≥ r and so we may assume that
C2 := ‖eTi A(a/b)A((a/b)k) · · ·A((a/b)k
r−1
)‖ > 0.
Inequality (23) gives(
n−1∏
ℓ=r
∥∥∥B((a/b)kℓ)−1∥∥∥
)−1
≥ Cr−n1 |a/b|H(d−1)k
n−1 · · · |a/b|H(d−1)kr
≥ Cr−n1 |a/b|H(d−1)k
n/(k−1).(25)
Hence by (24) we have
(26)
‖eTi Cn(a/b)‖ ≥ C2C−10 Cr−n1 |a/b|(d−1)((d−1)(d+2)+1)Hk
m(d−1)kn |a/b|H(d−1)kn/(k−1).
Note that
((d− 1)(d+ 2) + 1)km(d−1) + 1/(k − 1) < (d2 + d)km(d−1)
and so taking c0 = C2C
−1
0 C
r
1 and c1 = C
−1
1 in (26) gives
‖eTi Cn(a/b)‖ ≥ c0cn1 |a/b|(d−1)(d
2+d)Hkm(d−1)kn .
The result follows. 
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Definition 1. We call an infinite subset S of the natural numbers syndetic if there
exists a natural number m such that for each s ∈ S there exists some t ∈ S with
0 < t− s ≤ m.
We have the following lemma.
Lemma 3.6. Assume the assumptions and notation of Notations 2.1 and 3.1 and
let m be the smallest natural number with the property that km ≥ 2Hdk2d+3. If
i ∈ {1, . . . , d}, then either Fi(a/b) is a rational number or
|Fi(a/b)− Pi,n(a/b)/Qn(a/b)| ≥ b−(1−ρ)d3Hkm(d−1)kn
for a syndetic set of natural numbers n with gaps eventually bounded by at most
(d− 1)m.
Proof. Let L := d3Hkm(d−1). If the conclusion of the statement of the theorem is
not true, then there are infinitely many natural numbers N such that
|Fi(a/b)− Pi,n(a/b)/Qn(a/b)| < b−(1−ρ)Lkn
for n = N,N +m, . . . , N + (d− 1)m. So by triangle inequality
|Pi,N (a/b)/QN(a/b)− Pi,N+jm(a/b)/QN+jm(a/b)| < 2b−(1−ρ)LkN
for j = 1, . . . , d− 1.
As defined in the previous lemma, let Cn(x) denote the d× (d−1) matrix whose
j-th column is Φn(x)−Φn+jm(x). Then
|Pi,N (a/b)/QN(a/b)− Pi,N+jm(a/b)/QN+jm(a/b)|
is the j-th coordinate of eTi CN (a/b) and so we have
∥∥eTi CN(a/b)∥∥ < 2
√
d− 1
b(1−ρ)LkN
.
But by Lemma 3.5, we have that either eTi Cn(a/b) is zero for all n sufficiently large
or there exist positive constants c0 and c1 such that
‖eTi Cn(a/b)‖ ≥ c0cn1 (a/b)(d−1)(d
2+d)Hkm(d−1)kn
for n sufficiently large. If the former possibility occurs then there is some r > 0
such that
|Pi,r(a/b)/Qr(a/b)− Pi,r+nm(a/b)/Qr+nm(a/b)| = 0
for all n ≥ 0 sufficiently large, and since Pi,n(a/b)/Qn(a/b) → Fi(a/b) as n → ∞,
we see Fi(a/b) = Pi,r(a/b)/Qr(a/b) ∈ Q.
If the latter possibility occurs then we have
(27) c0c
n
1 b
−(1−ρ)(d−1)(d2+d)Hkm(d−1)+n < 2(d− 1)1/2b−(1−ρ)Lkn
for infinitely many n. Taking logarithms of both sides, dividing by (1−ρ)Hkn+m(d−1),
and taking the limit supremum of both sides over all n for which the inequality (27)
holds, we see that
(d− 1)(d2 + d) ≥ d3,
a contradiction. The result follows. 
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Proposition 3.7. Assume the assumptions and notation of Notations 2.1 and 3.1,
let i ∈ {2, . . . , d}, and let m be the smallest natural number with the property that
km ≥ 2Hdk2d+3. Then either Fi(a/b) is a rational number or for each sufficiently
large natural number n, there is j ∈ {n, n+ 1, . . . , n+m(d− 1)} such that∣∣∣∣Fi(a/b)− pi,jqj
∣∣∣∣ ≥ 1/q(1−ρ)dkm(d−1)j .
Proof. Suppose that Fi(a/b) is irrational. From (7), we have
(28) qn := b
((d+2)(d−1)+1)Hkn |Qn(a/b)| ∈ Z.
Equation (10) shows there exist positive constants C2 and C3 that
(29) C2|B(0)|nb((d+2)(d−1)+1)Hkn ≤ qn ≤ C3|B(0)|nb((d+2)(d−1)+1)Hkn
for all n sufficiently large. Since pi,n/qn = Pn(a/b)/Qn(a/b) we see from Lemma 3.6
that for each n sufficiently large there is some j ∈ {n, n+1, . . . , n+m(d− 1)} such
that ∣∣∣∣Fi(a/b)− pi,jqj
∣∣∣∣ ≥ b−(1−ρ)d3Hkm(d−1)kj .
For n sufficiently large we have
b−(1−ρ)d
3Hkm(d−1)kj ≥ q−(1−ρ)dkm(d−1)j
by inequality (29). This proves the proposition. 
4. Mahler numbers are not Liouville
In this section, combining Propositions 2.5 and 3.7, we give a quantitative bound
on the irrationality exponent of a Mahler number assuming Mahler’s condition is
satisfied. That is, we prove the following result.
Theorem 4.1. Suppose that F (x) ∈ Z[[x]] satisfies the Mahler equation (1), that
a/b is inside the radius of convergence of F (x), log |a|/ log b ∈ [0, 1/(d + 2)), and
a0((a/b)
kn) 6= 0 for n ≥ 0. Then
µ(F (a/b)) ≤ 4H(kd+1)d2k5d2 ,
where H = max0≤i≤d{deg ai(x)}.
We use a slightly modified version of the following classical lemma.
Lemma 4.2. Let ξ, δ, ̺ and ϑ be real numbers such that 0 < δ 6 ̺ and ϑ > 1. Let
us assume that there exists a sequence {pn/qn}n>1 of rational numbers and some
positive constants c0, c1 and c2 such that both
qn < qn+1 6 c0q
ϑ
n,
and
c1
q1+̺n
6
∣∣∣∣ξ − pnqn
∣∣∣∣ 6 c2q1+δn .
Then we have that
µ(ξ) 6 (1 + ̺)
ϑ
δ
.
Proof. See Adamczewski and Rivoal [AR09, Lemma 4.1]. 
As a consequence of this lemma, we have the following result.
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Lemma 4.3. Let ξ, δ, ̺ and ϑ be real numbers such that 0 < δ 6 ̺ and ϑ > 1
and let d ∈ N. Let us assume that there exists a sequence {pn/qn}n>1 of rational
numbers and some positive constants c3, c4 and c5 such that for all n ≥ 1 we have
(i) 0 < qn < qn+1 ≤ c3qϑn,
(ii)
∣∣∣ξ − pnqn
∣∣∣ 6 c4
q1+δn
,
(iii) and that there is a syndetic subset S of N with gaps eventually bounded by
ℓ such that
(30)
c5
q1+̺n
6
∣∣∣∣ξ − pnqn
∣∣∣∣
for all n ∈ S.
Then
µ(ξ) 6 (1 + ̺)
ϑℓ
δ
.
Proof. Let S be the set described in assumption (iii) of the lemma, and let S′ be
an infinite subset of S for which the difference of consecutive elements is at most ℓ.
Set s1 := min{k ∈ S′} and for n > 2 set
sn := min
{
k ∈ (sn−1, sn−1 + ℓ] : c5
q1+̺n
6
∣∣∣∣ξ − pnqn
∣∣∣∣
}
.
By assumption (iii) the number sn exists and for n > 2 we have sn 6 sn−1 + ℓ.
Define the sequence {Qn}n>1 by Qn = qsn for all n > 1. By assumption (i) we
have that
0 < qsn < qsn+1 6 qsn+ℓ 6 c3q
ϑ
sn+ℓ−1 6 c
2
3q
ϑ2
sn+ℓ−2 6 · · · 6 cℓ3qϑ
ℓ
sn+ℓ−ℓ = c
ℓ
3q
ϑℓ
sn ,
so that
(31) 0 < Qn < Qn+1 ≤ C0Qϑℓn ,
where C0 = c
ℓ
3 is a positive constant independent of n. Also, we have for all sn that
c5
q1+̺sn
6
∣∣∣∣ξ − psnqsn
∣∣∣∣ 6 c4q1+δsn ,
so that setting Pn = psn , we have that
(32)
c5
Q1+̺n
6
∣∣∣∣ξ − PnQn
∣∣∣∣ 6 c4Q1+δn .
We now apply Lemma 4.2 to the sequence {Pn/Qn}n>1 of rational numbers using
(31) and (32) to give that
µ(ξ) 6 (1 + ̺)
ϑℓ
δ
.
This proves the lemma. 
We are now ready to prove one of the main results of this section.
Theorem 4.4. Assume the assumptions and notation of Notation 2.1. Then
µ (Fi(a/b)) < 4
Hd2k5d
2
.
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Proof. By Propositions 2.5 and 3.7, we may apply Lemma 4.3 using
1 + ̺ = (1 − ρ)dkm(d−1) ϑ = k, δ = 1/(3d3), ℓ = m(d− 1).
This gives
µ(Fi(a/b)) ≤ 3(1− ρ)d4k2m(d−1).
Since m is the smallest natural number such that km ≥ 2Hdk2d+3, we have
km < 2Hdk2d+4. Thus
(33) µ(Fi(a/b)) ≤ 3(1− ρ)d422Hd(d−1)k2(d−1)(2d+4).
Since d4 ≤ 22Hd, we see that
µ(Fi(a/b)) ≤ 22Hd · 3(1− ρ)22Hd(d−1)k2(d−1)(2d+4)
= 3(1− ρ)22Hd2k4d2+4d−8
< 4Hd
2
k5d
2
,
which is the desired result. 
In the proof of our main theorem, we will use the well-known fact that if ξ is a
real number, then
(34) µ
(
x
y
· ξ
)
= µ
(
x
y
+ ξ
)
= µ(ξ)
for any nonzero rational x/y ∈ Q.
Proposition 4.5. Suppose that F (x) ∈ Z[[x]] satisfies
p(x) +
d∑
i=0
ai(x)F (x
ki ) = 0
for some integers k ≥ 2 and d ≥ 1 and polynomials a0(x), . . . , ad(x), p(x) ∈ C[x]
with a0(x)ad(x) 6= 0, which is minimal with respect to d. Suppose that a and b are
integers with b > 0 satisfying
(i) a/b is inside the radius of convergence of F (x),
(ii) |a| = bρ for some ρ ∈ [0, 1/(d+ 2)), and
(iii) a0((a/b)
kn) 6= 0 for all n ≥ 0.
Then
µ(F (a/b)) ≤ 4H(d+1)2k5(d+1)2 ,
where
H = max
0≤i≤d
{deg p(x), deg ai(x) + kiν(a0(x))}.
If, in addition, we have a0(0) 6= 0, then H = max0≤i≤d{deg p(x), deg ai(x)} suffices.
Proof. In this proof, we will consider two preliminary cases based on conditions
of our coefficient polynomials and then proceed to prove the general result, as the
third case, based on the two previous cases.
Case I. Assume in addition to the assumptions of the theorem that a0(0) 6= 0.
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Let F1(x) = 1 and Fi(x) = F (x
ki−2 ) for i = 2, . . . , d + 1. It is clear that
F1(x), F2(x), . . . , Fd+1(x) are linearly independent over Q(x) since d is minimal.
Let AF (x) denote the (d+ 1)× (d+ 1) matrix
(35)


1 0 0 · · · 0
− p(x)a0(x) −
a1(x)
a0(x)
−a2(x)a0(x) · · · −
ad(x)
a0(x)
0 0
... Id−1
...
0 0

 ,
where Id−1 is the (d− 1)× (d− 1) identity matrix. Then we have
(36) [F1(x), . . . , Fd+1(x)]
T = AF (x)[F1(x
k), . . . , Fd+1(x
k)]T.
Taking the determinant of AF (x) by using cofactor expansion along the right-most
column gives
detAF (x) =
ad(x)
a0(x)
6= 0.
Applying Theorem 4.4 (replacing d by d+ 1), gives the result in this case where
H := max
0≤i≤d
{deg p(x), deg ai(x)}.
Case II. Set j := min1≤i≤d{i : ai(x) 6= 0} and assume in addition to the assump-
tions of the theorem that(
kj − 1) · ν(F (x)) ≥ ν(a0(x)) and ν(p(x)) ≥ ν(a0(x)) + ν(F (x)).
Define the polynomial A(x) and the power series G(x) by
a0(x) = x
ν(a0(x))A(x) and F (x) = xν(F (x))G(x).
Then
0 = p(x) + a0(x)F (x) +
d∑
i=1
ai(x)F (x
ki )
= x−ν(F (x))−ν(a0(x))p(x) +A(x)G(x) +
d∑
i=1
ai(x)x
(ki−1)ν(F (x))−ν(a0(x))G(xk
i
),
where x−ν(F (x))−ν(a0(x))p(x) ∈ Z[x] since by assumption ν(p(x)) ≥ ν(a0(x)) +
ν(F (x)). Also, since we have (kj − 1)ν(F (x)) − ν(a0(x)) ≥ 0 and A(0) 6= 0, the
above equality shows that G(x) satisfies a Mahler-type functional equation with
A(0)ad(x)x
(kd−1)ν(F (x))−ν(a0(x)) 6= 0. Thus Case I applies to give that
µ (G(a/b)) ≤ 4H(d+1)2k5(d+1)2 ,
where
H := max
0≤i≤d
{
deg p(x), deg ai(x) +
(
ki − 1) · ν(F (x))} .
Since F (x) = xν(F (x))G(x) we have that F (a/b) is just a rational multiple of G(a/b),
and so µ(F (a/b)) = µ(G(a/b)). This proves the theorem under this added assump-
tion.
Case III. Assume that neither Case I nor Case II applies.
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We have that ν(a0(x)) 6= 0. Define the series G(x) and the polynomial P (x) by
G(x) := xν(a0(x)) +
∑
n>ν(a0(x))
f(n)xn and P (x) := F (x)−G(x).
Then
0 = p(x) +
d∑
i=0
ai(x)F (x
ki )
= p(x) +
d∑
i=0
ai(x)P (x
ki ) +
d∑
i=0
ai(x)G(x
ki )
= Q(x) +
d∑
i=0
ai(x)G(x
ki ),(37)
where Q(x) := p(x) +
∑d
i=0 ai(x)P (x
ki ). Notice that by construction ν(G(x)) =
ν(a0(x)). Also, note that by (37) we have that
(38) ν(Q(x)) = ν
(
d∑
i=0
ai(x)G(x
ki )
)
≥ min
0≤i≤d
{
ν(ai(x)) + k
iν(G(x))
}
.
If the minimum occurring in the right-hand side of (38) is at i = 0, then we can
apply Case II to the functional equation (37) to give
(39) µ (G(a/b)) ≤ 4H(d+1)2k5(d+1)2 ,
where
H := max
0≤i≤d
{
degQ(x), deg ai(x) +
(
ki − 1) · ν(a0(x))} .
If the minimum occurring in the right-hand side of (38) is at some i ≥ 1, then
we at least have that
ν(Q(x)) ≥ k · ν(G(x)) ≥ 2 · ν(G(x)) = ν(G(x)) + ν(a0(x)),
since ν(a0(x)) = ν(G(x)), and again we can apply Case II to give the same bound
as in (39). Since G(a/b)− F (a/b) is rational we have that µ(G(a/b)) = µ(F (a/b)).
Noting that
degQ(x) ≤ max
0≤i≤d
{
deg p(x), deg aj(x) + k
iν(a0(x))
}
,
gives the desired result, finishing the proof of the theorem. 
Notice that Proposition 4.5 is very similar to Theorem 4.1; it has the added
condition that d be minimal. In fact, there is no need for this minimality condition,
which we will demonstrate in the following results.
Let k ≥ 2 be a positive integer and let ∆k : Q[[x]] → Q[[x]] be defined by
∆k(F (x)) = F (x
k). Let F (x) be a k-Mahler function and S(∆k) ∈ Q(x)[∆k] be
the minimal degree annihilator of F (x); note that since Q(x)[∆k] is a left principal
ideal domain, S(∆k) is well defined. Write
S(∆k) = q0(x) + q1(x)∆k + · · ·+ qs(x)∆sk
where qs(x)q0(x) 6= 0 and without loss of generality suppose that qi(x) ∈ Q[x] for
i = 0, . . . , s and gcd(q0(x), . . . , qs(x)) = 1.
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Suppose that there is some
R(∆k) =
a0(x)
b0(x)
+
a1(x)
b1(x)
∆k + · · ·+ ar(x)
br(x)
∆rk,
with gcd(ai(x), bi(x)) = 1 such that R(∆k)S(∆k) = h0(x) + h1(x)∆k + · · · +
hd(x)∆
d
k ∈ Q[x][∆k] is an annihilator of F (x) of degree s+ r and height
(40) H := max{deg(hi(x)) : 0 ≤ i ≤ d},
where, as is clear from (40), we use height in this context to mean the maximum of
the degrees of the polynomial coefficients.
Proposition 4.6. The height of S(∆k) is at most H, where H is as defined in
(40).
We will use the following two lemmas to prove Proposition 4.6.
Lemma 4.7. We have that br divides q0(x)q0(x
k) · · · q0(xkr−1 ).
Proof. We will first show that bℓ divides q0(x)q0(x
k) · · · q0(xkℓ ) for all ℓ. To see
this note that the constant coefficient of R(∆k)S(∆k) is a0(x)q0(x)/b0(x) ∈ Q[x].
Since gcd(a0(x), b0(x)) = 1 we have that b0(x) divides q0(x). Now suppose that bi
divides q0(x)q0(x
k) · · · q0(xki ) for all i < ℓ. The coefficient of ∆ℓk in R(∆k)S(∆k) is
ℓ∑
j=0
aj(x)qℓ−j(x
kj )
bj(x)
= hℓ(x) ∈ Q[x].
Thus multiplying through by the product of the bj(x)s, with minor rearrangement
we have
hℓ(x)
ℓ∏
j=0
bj(x) −
ℓ−1∑
j=0
aj(x)qℓ−j(x
kj )
b0(x) · · · bℓ(x)
bj(x)
= b0(x) · · · bℓ−1(x)aℓ(x)q0(xkℓ);
we note here that each term in the sum is a polynomial. Since bℓ(x) divides each
term on the left-hand side, it must divide the right-hand side. That is, bℓ divides
b0(x) · · · bℓ−1(x)aℓ(x)q0(xkℓ). Since for i < ℓ we assumed that bi divides q0(xki ),
we have by transitivity of division that bℓ divides q0(x)q0(x
k) · · · q0(xkℓ ). This
completes the first step of the proof of the lemma.
Now let j ∈ {0, . . . , s} and consider hr+s−j(x), and note that since hr+s−j(x) is
the coefficient of ∆r+s−jk ,
(41)
ar(x)
br(x)
qs−j(x
kr ) = −
r−1∑
i=0
ai(x)
bi(x)
qr+s−j−i(x
ki ) + hr+s−j(x).
By the first step of this proof, we have that the right-hand side of (41) is a poly-
nomial if we multiply it by q0(x)q0(x
k) · · · q0(xkr−1 ), and we thus also have this for
the left-hand side of (41); that is,
ar(x)qs−j(x
kr )q0(x)q0(x
k) · · · q0(xkr−1 )
br(x)
∈ Q[x].
Since gcd(ar(x), br(x)) = 1, we thus have that for each j ∈ {0, . . . , s}, br(x) divides
the qs−j(x
kr )q0(x)q0(x
k) · · · q0(xkr−1 ). Since gcd(q0(x), . . . , qs(x)) = 1, there exist
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u0(x), . . . , us(x) such that
s∑
i=0
qi(x)ui(x) = 1,
and since br(x) divides the qs−j(x
kr )q0(x)q0(x
k) · · · q0(xkr−1 ) for each j ∈ {0, . . . , s},
we have that br(x) divides any linear combination of these. In particular, br(x)
divides
s∑
j=0
us−j(x
kr )qs−j(x
kr )q0(x)q0(x
k) · · · q0(xkr−1 )
= q0(x)q0(x
k) · · · q0(xkr−1 )
s∑
j=0
us−j(x
kr )qs−j(x
kr )
= q0(x)q0(x
k) · · · q0(xkr−1 ).
This completes the proof of the lemma. 
Lemma 4.8. Let ei := deg ai(x) − deg bi(x) for i ∈ {0, . . . , r}, dj := deg qj(x) for
j ∈ {0, . . . , s}, and H be as given in (40). Then ei + kidj ≤ H for all i and j.
Proof. Pick j such that dj is maximal and such that dk < dj for k < j. Next pick
the smallest i such that ei+ k
idj is maximal; that is, et+ k
tdj < ei+ k
idj for t < i.
Now consider the coefficient
hi+j(x) =
i+j∑
ℓ=0
aℓ(x)
bℓ(x)
qi+j−ℓ(x
kℓ)
in the product R(∆k)S(∆k). Notice that we look at the term when ℓ = i in the
above sum we get a contribution of ai(x)bi(x) qj(x
kℓ ), which has a pole at x =∞ of order
ei + k
idj > H . Since deg hi+j(x) ≤ H , we see that hi+j(x) has a pole at x = ∞
of order at most H and so there must be some cancellation in the above sum; that
is, necessarily there is some other term that has a pole at x =∞ of order ei + kidj
and so eℓ + k
ℓdi+j−ℓ = ei + k
idj for some ℓ 6= i. If ℓ > i, then
eℓ + k
ℓdi+j−ℓ < eℓ + k
ℓdj ≤ ei + kidj = eℓ + kℓdi+j−ℓ,
a contradiction. And if ℓ < i, then
eℓ + k
ℓdi+j−ℓ ≤ eℓ + kℓdj < ei + kidj = eℓ + kℓdi+j−ℓ,
which is again a contradiction. 
Proof of Proposition 4.6. Let j ∈ {0, . . . , s} be such that dj is maximal. By Lemma 4.7
we have that
er = deg ar(x)− deg br(x) ≥ 0− d0(1 + k + · · ·+ kr−1) ≥ −dj(1 + k + · · ·+ kr−1).
By Lemma 4.8 we have that er + k
rdj ≤ H , and so using the preceding inequality
we have
H ≥ er + krdj ≥ dj(kr − kr−1 − · · · − k − 1) = dj
(
kr+1 − 2kr + 1
k − 1
)
≥ dj ,
where the last inequality follows from the fact that k ≥ 2. 
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Proof of Theorem 4.1. Let d ≥ 1 be an integer and suppose that F (x) ∈ Z[[x]]
satisfies a Mahler equation
d∑
i=0
ai(x)F (x
ki ) = 0,
where a0(x)ad(x) 6= 0. By Proposition 4.6, the Mahler equation which is minimal
with respect to length, say
(42)
dmin∑
i=0
bi(x)F (x
ki ) = 0,
where b0(x)bdmin(x) 6= 0, has coefficients which are polynomials with integer coeffi-
cients which satisfy max0≤i≤dmin{deg bi(x)} ≤ max0≤j≤d{deg aj(x)}.
Now suppose that a and b are integers with b > 1 satisfying
(i) a/b is inside the radius of convergence of F (x),
(ii) |a| = bρ for some ρ ∈ [0, 1/(d+ 2)), and
(iii) a0((a/b)
kn) 6= 0 for n ≥ 0.
Then by Proposition 4.5 we have
µ(F (a/b)) ≤ 4N(dmin+1)2k5(dmin+1)2 ,
where
N = max
0≤i≤dmin
{deg bi(x) + kiν(b0(x))}.
Since ν(b0(x)) ≤ deg b0(x), applying Proposition 4.6 again, we have
N = max
0≤i≤dmin
{deg bi(x) + kiν(b0(x))} ≤ (kdmin + 1) · max
0≤j≤d
{deg ai(x)}.
Since dmin ≤ d, the result follows. 
5. Removal of Mahler’s condition
While no general method for removing Mahler’s condition is known, our interest
is focused on irrationality exponents of Mahler numbers, and in this context we are
able to remove Mahler’s condition. We require Dumas’ characterisation of Mahler
functions [Dum93, Theorem 31].
Theorem 5.1 (Structure Theorem of Dumas [Dum93]). A k-Mahler function is
the quotient of a power series and an infinite product which are analytic in the unit
disk. Specifically, if F(x) := [F1(x) = F (x), . . . , Fd(x)]
T satisfies
F(x) =
A(x)
B(x)
F(xk),
where A(x) ∈ Q[x]d×d with detA(x) 6= 0 and B(x) ∈ Z[x], then there exist k-
regular series Gi(x) (i = 1, . . . , d) such that
Fi(x) =
Gi(x)∏
j≥0 β(x
kj )
,
where B(x) = αxδβ(x), with α 6= 0 and β(0) = 1.
We also require the following lemma, which is based upon [AB13, Lemma 6.1],
although more care is needed in keeping track of certain estimates.
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Lemma 5.2. Suppose that F (x) =
∑
n≥0 f(n)x
n ∈ Z[[x]] satisfies the Mahler
equation (1) and suppose that F (x) is not a polynomial. If δ is the order of the zero
of a0(x) at x = 0 and H denotes the maximum of the degrees of a0(x), . . . , ad(x),
then there exist some natural number M ≤ H + kdδ and some polynomial P (x)
of degree at most δ such that F (x) = P (x) + xME(x) where E(0) 6= 0 and E(x)
satisfies a Mahler equation of the form
d+1∑
i=0
bi(x)E(x
ki ) = 0
with b0(0) 6= 0 and such that the degrees of b0, . . . , bd+1 are at most (H+kd)2(k+1).
Furthermore, the following hold:
(i) if α is a nonzero complex number and a0(x) has a zero at x = α of order
s, then b0(x) has a zero at x = α of order at most s+H + k
dδ;
(ii) if h is the maximum of the absolute values of the coefficients of a0(x), . . . , ad(x),
then the leading coefficient of b0(x) is, in absolute value, bounded above by
(d+ 1)h2(δ + 1) ·max{|f(0)|, . . . , |f(δ)|}.
Proof. Let P (x) be the unique polynomial of degree at most δ such that F (x)−P (x)
has a zero at x = 0 of order at least δ + 1. (In other words, P (x) is the Taylor
polynomial approximation to F (x) of degree at most δ.) Let M denote the order
of zero at x = 0 of F (x)−P (x) and let E(x) be such that F (x) = P (x) + xME(x).
Then E(0) 6= 0, by construction and M ≥ δ + 1. We claim that M ≤ H + kdδ. To
see this, let
(43) Q(x) =
d∑
i=0
ai(x)P (x
ki ).
Then making the substitution F (x) = P (x)+xME(x) into the Mahler equation (1)
gives
(44)
d∑
i=0
ai(x)x
MkiE(xk
i
) = −Q(x).
Notice that Q(x) has degree at most H + kdδ. Thus if M > H + kdδ then we must
have Q(x) = 0 since the left-hand side has a zero of order at least M at x = 0. On
the other hand if Q(x) = 0 then we must have
d∑
i=0
ai(x)x
MkiE(xk
i
) = 0,
and this cannot occur if M > H + kdδ since the order of vanishing at x = 0 for
ai(x)x
MkiE(xk
i
) is exactly δ +M for i = 0 and is at least Mki > M + δ for i > 0.
It follows that M ≤ H + kdδ.
Observe that the order of vanishing of a0(x)x
M at x = 0 is precisely xδ+M , which
is strictly less than the order of vanishing of ai(x)x
kiM at x = 0 for i > 0 since
M > δ. We let ci(x) = ai(x)x
kiM−M−δ for i = 0, . . . , d and R(x) = −Q(x)x−M−δ.
Then the ci(x) and R(x) are all polynomials. Moreover, each ci(x) has degree at
most H+kdM−M−δ ≤ H+kdM and R(x) has degree at most H+kdδ−M−δ ≤
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H + kdM . Then we have
(45)
d∑
i=0
ci(x)E(x
ki ) = R(x)
where c0(0) 6= 0 and ci(0) = 0 for i > 0. In particular, R(0) 6= 0 since c0(0) 6= 0
and E(0) 6= 0. Applying the operator x 7→ xk to (45) gives
(46)
d∑
i=0
ci(x
k)E(xk
i+1
) = R(xk).
Finally, multiplying both sides of (45) by R(xk) and subtracting the result of mul-
tiplying both sides of (46) by R(x) gives
(47)
d+1∑
i=0
bi(x)E(x
ki ) = 0,
where bi(x) = ci(x)R(x
k) − ci−1(xk)R(x), and we take c−1(x) = cd+1(x) = 0. We
observe now that each bi(x) has degree at most (H + k
dM)(k + 1). Using the fact
that M ≤ H + kd now gives us the desired bound of (H + kd)2(k + 1).
Finally, we note that b0(x) = c0(x)R(x
k) = −a0(x)Q(xk)x−M−δ. Thus the
order of vanishing of b0(x) at x = α is s more than the order of vanishing of Q(x)
at x = αk, which is at most s+H + kdδ, since Q(x) has degree at most H + kdδ.
Next note that the leading coefficient of b0(x) is, up to sign, equal to the leading
coefficient of a0(x) times the leading coefficient of Q(x), which is at most h times the
absolute value of the leading coefficient of Q(x). To estimate the size of the leading
coefficient of Q(x), we use Equation (43) and observe that P (x) is just
∑
j≤δ f(j)x
j .
If Q(x) has degree r, then we have that the leading coefficient of Q(x) is at most the
sum of the absolute values of the coefficients of xr in ai(x)P (x
ki ) as i ranges from 0
to d. Since P (xk
i
) has at most δ+1 nonzero coefficients, we see that the coefficient
of xr in ai(x)P (x
ki ) is at most h(δ + 1) times the maximum of |f(0)|, . . . , |f(δ)|.
Since there are a total of d+1 such terms that contribute to the leading coefficient
of Q(x), we see that its leading coefficient is at most (d + 1)h(δ + 1) times the
maximum of |f(0)|, . . . , |f(δ)|. The result now follows. 
We are now ready to prove the main result of this section.
Theorem 5.3. Suppose that F (x) =
∑
n≥0 f(n)x
n ∈ Z[[x]] satisfies the Mahler
equation (1) and that a/b is in the radius of convergence of F (x). Then
µ(F (a/b)) ≤ (4dHh3)1536H6k10dd2k320H4k6dd2
whenever log |a|/ log b ∈ [0, 1/8H2dk2d+1), where H = max{1, deg a0(x), . . . , deg ad(x)}
and h is the maximum of max{|f(0)|, . . . , |f(H)|} and the absolute values of the co-
efficients of a0(x), . . . , ad(x).
Proof. To see how Theorem 5.3 is deduced from Theorem 4.4 suppose that F (x)
satisfies Mahler’s equation (1), that is,
d∑
i=0
ai(x)F (x
ki ) = 0,
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a/b is in the radius of convergence of F (x), and that log |a|/ log b ∈ [0, 1/6H2dk2d+1).
Let δ be the order of the zero of a0(x) at x = 0.
By Lemma 5.2, there exists some natural number M ≤ H + kdδ and some
polynomial P (x) of degree at most δ ≤ H such that F (x) = P (x) + xME(x) where
E(0) = 0 and E(x) satisfies a Mahler equation
d+1∑
i=0
bi(x)E(x
ki ) = 0
with b0(0) 6= 0 and such that the degrees of b0, . . . , bd+1 are at most (H+kd)2(k+1).
It is immediate from Equation (34) that µ(F (a/b)) = µ(E(a/b)). We continue by
bounding µ(E(a/b)).
To set us up to use Theorem 4.4, note that
E(x) := [E1(x) = E(x), . . . , Ed+1(x)]
T
satisfies
E(x) =
A(x)
B(x)
E(xk),
where Ej(x) = E(x
kj−1 ) for j = 1, . . . , d+ 1, B(x) = b0(x), and
A(x) =


−b1(x) −b2(x) · · · −bd+1(x)
1 0 · · · 0
0 1
...
. . .
...
0 1 0

 .
We note that if there does not exist some i ≥ 0 such that B((a/b)ki) = 0, then
we can apply Theorem 4.1 to give an upper bound on the irrationality exponent of
E(a/b) that is better than the one given in the statement of the theorem. Thus
it is sufficient to consider the case that B((a/b)k
i
) = 0 for some i ≥ 0. We shall
give an upper bound on the irrationality exponent for E(a/b), if B((a/b)k
i
) = 0 for
some i ≥ 0, by applying Dumas’ theorem and then using L’Hoˆpital’s rule.
By Theorem 5.1, there exist k-regular functions G1(x), . . . , Gd+1(x) such that
Ei(x) =
Gi(x)∏
j≥0 β(x
kj )
,
where β(x) = b0(x)/b0(0).
If we let G(x) := [G1(x) = G(x), . . . , Gd+1(x)]
T , then we have
G(x) =
β(x)
B(x)
A(x)G(xk) =
A(x)
b0(0)
G(xk).
Differentiating we have that

G1(x)
...
Gd+1(x)
G′1(x)
...
G′d+1(x)


=
1
b0(0)
[
A(x) 0r×r
A′(x) kxk−1A(x)
]


G1(x
k)
...
Gd+1(x
k)
G′1(x
k)
...
G′d+1(x
k)


.
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We note that the entries of the above matrix all have degree at most k − 1 + (H +
kd)2(k + 1). Continuing in this manner one can write for any n ∈ N the equation
(48) Gn(x) =
1
b0(0)


A(x)
∗ kxk−1A(x)
...
. . .
. . .
∗ · · · ∗ knxn(k−1)A(x)

Gn(xk),
where
Gn(x) := [G1(x), . . . , Gd+1(x), G
′
1(x), . . . , G
′
d+1(x), . . . , G
(n)
1 (x), . . . , G
(n)
d+1(x)]
T ,
and the upper triangular part of the matrix in the equality is all zeros. Again the
degrees of all entries in this matrix are bounded by n(k − 1) + (H + kd)2(k + 1).
We are now set up to show that Mahler’s condition can be removed. Towards
this, suppose that a, b ∈ Z, b > 0, and gcd(a, b) = 1.
Since B(x) = b0(x), Lemma 5.2 gives that the leading coefficient of B(x) is at
most
(d+ 1)(δ + 1)h21max{|f(0)|, . . . , |f(δ)|},
where h1 is the maximum of the absolute values of the coefficients of a0(x), . . . , ad(x).
We note that h1 ≤ h and max{|f(0)|, . . . , |f(δ)|} ≤ max{|f(0)|, . . . , |f(H)|} ≤ h
and so the leading coefficient of B(x) is at most (d + 1)(H + 1)h3. Using the
rational roots theorem and the fact that gcd(a, b) = 1, we have that B((a/b)k
n
) 6= 0
whenever bk
n
> (d+1)(H+1)h3. In particular, there exists a unique positive integer
N such that
(49) kN−1 ≤ max
{
1,
log((d+ 1)(H + 1)h3)
log b
}
< kN .
Then, by the remarks above, we have that for all n ≥ N ,
B
((a
b
)kn)
6= 0.
If E(a/b) is defined, then G(a/b), as defined above, must be zero. Define the
integers si ≥ 0 and the polynomial τ(x) by
β(x) = τ(x)
N−1∏
i=0
(
x−
(a
b
)ki )si
,
where τ((a/b)k
i
) 6= 0 for i ≥ 0. Thus there is a polynomial T (x) ∈ Q[x] such that
N−1∏
i=0
β(xk
i
) =
(
x− a
b
)s
T (x),
where s = s0 + · · ·+ sN−1 and T (a/b) 6= 0; note that 0 ≤ s ≤ deg β(x). Then G(x)
has a zero of order at least s at x = a/b. A routine calculation shows that
E
(a
b
)
=
G(s)
(
a
b
)
s! · T (ab )∏i≥N β ((ab )ki) .
Now s! · T (a/b) ∈ Q \ {0}, so using Equation (34), we see that we need not worry
about it in order to determine the irrationality exponent.
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Set
Li,j(x) =
G
(j)
i (x)∏
n≥N β(x
kn)
,
and write
L(x) :=
Gs(x)∏
n≥N β(x
kn)
,
so that we have
(50) L(x) =
1
b0(0) · β(xkN )


A(x)
∗ kxk−1A(x)
...
. . .
. . .
∗ · · · ∗ ksxs(k−1)A(x)

L(xk).
Recall that β((a/b)k
N+i) 6= 0 for all i ≥ 0 and that deg β(x) = degB(x). Also,
we have that
E
(a
b
)
· s! · T
(a
b
)
=
G(s)
(
a
b
)
∏
i≥N β
((
a
b
)ki) = L1,s
(a
b
)
.
Finally, we note that the matrix in (50) has entries whose degrees are at most
s(k − 1) + (H + kd)2(k + 1)
and β(xk
N
) has degree at most
kN(H + kd)2(k + 1),
which by (49) gives
(51) deg β(xk
N
) ≤ max
(
1,
log((d+ 1)(H + 1)h3)
log b
)
(H + kd)2(k + 1)k.
Thus using the vector equation of length (s+1)(d+1) in (50), we can apply Theorem
4.4 to L1,s(a/b)
1 to obtain
(52)
µ(F (a/b)) = µ(E(a/b)) = µ(L1,s(a/b)) ≤ 4H0(1+(s+1)(d+1))2k5(1+(s+1)(d+1))2 ,
where
(53)
H0 = max
(
max
(
1,
log((d+ 1)(H + 1)h3)
log b
)
(H + kd)2(k + 1)k, s(k − 1) + (H + kd)2(k + 1)
)
.
The bound s ≤ deg β(x) implies
s+ 1 ≤ 1 + deg β(x) ≤ 1 + degB(x) ≤ 1 + (H + kd)2(k + 1).
Thus (s+1)(d+1)+ 1 ≤ (1+ (H + kd)2(k+1))(d+1)+ 1. It is straightforward
to check that (1+(H+kd)2(k+1))(d+1)+1 ≤ 8H2k2d+1d for d,H ≥ 1 and k ≥ 2.
Using this estimate along with (52), we see that
µ(F (a/b)) ≤ 4H0(8H2k2d+1d)2k5(8H2k2d+1d)2 .
1We must actually work with a vector equation of length (s+1)(d+1)+1 to apply Theorem 4.4
since we must throw the constant function 1 into our system. This has the net effect of adding a
new row and column to the matrix in (50) that has their shared entry exactly equal to b0(0)β(xk
N
)
and all other entries equal to zero.
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To finish the proof, we estimate H0. Notice from the above remarks, we have
s(k−1)+(H+kd)2(k+1) ≤ (H+kd)2(k+1)(k−1)+(H+kd)2(k+1) = (H+kd)2k(k+1)
and it is straightforward to check that this is at most 8H2k2d+2 for H, d ≥ 1 and
k ≥ 2. On the other hand, for H, d ≥ 1 and k ≥ 2, we have
log((d+ 1)(H + 1)h3)
log b
(H + kd)2(k + 1)k ≤ 12 log((d+ 1)(H + 1)h3)H2k2d+2.
Since (H + kd)2(k + 1)k ≤ 12 log((d+ 1)(H + 1)h3)H2k2d+2, the definition (53) of
H0 gives
H0 ≤ 12 log((d+ 1)(H + 1)h3)H2k2d+2.
Using this estimate for H0 now gives
µ(F (a/b)) ≤ 4768 log((d+1)(H+1)h3)H6k6d+4d2k5(8H2k2d+1d)2 .
Since 4 < e2, 6d+ 4 ≤ 10d, and 4d+ 2 ≤ 6d, we see that this estimate is less than
((d+ 1)(H + 1)h3)1536H
6k10dd2k320H
4k6dd2 .
We now obtain the desired result by noting that (d+1)(H +1)h3 ≤ 4dHh3. More-
over, we notice this upper bound applies whenever
ρ = log |a|/ log(b) ≤ 1/((s+ 1)(d+ 1) + 1),
thus, in particular, it applies for ρ < 1/8H2dk2d+1. 
6. Free modules over polynomial rings
In this section, we prove a quantitative result on the unimodular completion of
matrices with coefficients in Q[x] which is used in the next section to give a quanti-
tative bound on the irrationality exponent of regular numbers (see Proposition 6.8
and Theorem 7.2). This result is a quantitative version of a special case of the
following result of Quillen and Suslin: given a unimodular m×n matrix A (m ≤ n)
over C[x1, . . . , xr], there exists a unimodular n×n matrix U over C[x1, . . . , xr] such
that
A ·U =


1 0 · · · 0 0 · · · 0
∗ 1 · · · 0 0 · · · 0
...
. . .
. . .
...
...
...
∗ · · · ∗ 1 0 · · · 0

 .
See Fitchas and Galligo [FG90] and Logar and Sturmfels [LS92] for more general
algorithms and less specialised degree bounds on the entries of U.
Definition 2. Let A be an m × n matrix with m ≤ n and with entries in a
commutative ring R. We say that A is unimodular if the induced map A : Rn → Rm
is surjective.
Definition 3. Let A and B be matrices of the same size with entries in a commuta-
tive ring R. We say that matrix A is row equivalent to a matrix B if matrix B can
be obtained by applying a finite sequence of invertible elementary row operations
to A. We will denote this equivalence by A ≡ B.
32 JASON P. BELL, YANN BUGEAUD, AND MICHAEL COONS
Lemma 6.1. Let A(x) ∈ Q[x]m×n be a matrix with polynomial entries of degree at
most H. Then there is a polynomial a(x) ∈ Q[x] with deg a(x) ≤ H and a matrix
B(x) ∈ Q[x]m×(n−1) with polynomial entries of degree at most 2H such that A(x)
is row equivalent to the m× n matrix
(54)
[
a(x)
0(m−1)×1 B(x)
]
.
Proof. Let A(x) = (ai,j(x)) ∈ Q[x]m×n be a matrix with polynomial entries of
degree at most H . If the first column of A(x) contains only zero entries then the
result follows trivially. Thus we can assume that there is some nonzero entry in the
first column. Interchanging rows as necessary, we can assume that the (1, 1)-entry
of A(x) is nonzero of minimal degree within the first column.
By now adding the appropriate multiple of row 1 to each of the other rows we
can reduce the degrees of the first entry of each row i for i ∈ {2, . . . ,m}, and we
have that
(55) A(x) ≡


a
(1)
1,1(x)
... B(1)(x)
a
(1)
m,1(x)

 ,
where deg a
(1)
i,1 (x) < deg a
(1)
1,1(x) ≤ H for i = 2, . . . ,m, and the entries of B(1)(x)
are bounded in degree by 2H − deg a(1)1,1(x) = 2H − deg a(1)1,1(x). Now interchange
rows so that again the (1, 1)-entry of the matrix on the right-hand side of (55) is
of minimal degree within the first column (note that this degree is now strictly less
than H). Repeat the process of adding the appropriate multiple of the new row 1
to each of the other rows to again reduce the degrees of the first entry of each row
i for i ∈ {2, . . . ,m}. Thus we have that
(56) A(x) ≡


a
(2)
1,1(x)
... B(2)(x)
a
(2)
m,1(x)

 ,
where
deg a
(2)
i,1 (x) < deg a
(2)
1,1(x) < deg a
(1)
1,1(x) ≤ H
for i = 2, . . . ,m, and the entries of B(2)(x) are bounded in degree by
H +H − deg a(1)1,1(x) + deg a(1)1,1(x)− deg a(2)1,1(x) = 2H − deg a(2)1,1(x).
Continuing in this manner, since the maximum degree of the elements of the first
column decreases at each step, there is a k with 0 ≤ k ≤ H , such that
(57) A(x) ≡
[
a
(k)
1,1(x)
0(n−1)×1 B
(k)(x)
]
,
where deg a
(k)
1,1(x) ≤ H and the entries of B(k)(x) are bounded in degree by
2H − deg a(k)1,1(x) ≤ 2H.
This proves the lemma. 
Remark 6.2. Note that a(x) in the matrix in (54) as given by the proof of Lemma 6.1
is the greatest common divisor of the entries in the first column of A(x).
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Lemma 6.3. If a Q[x]-submodule W of Q[x]d is spanned by polynomial vectors
whose coordinates all have degree at most H, then W has a Q(x)-basis consisting
of polynomial vectors whose coordinates all have degree at most 2mH, where m =
rk(W ).
Proof. For i ∈ {1, . . . , n} let vi(x) be the 1 × d vector whose coordinates all have
degree at most H such that W = span1≤i≤n{vi(x)}. Applying Lemma 6.1 we have
that


v1(x)
...
vn(x)

 ≡


a1(x) ∗ · · · ∗
0 · · · 0 a2(x) ∗ · · · ∗
. . .
0 am(x) ∗ · · · ∗
0
...
... B(x)
0 · · · 0


,
where the entries in row i are bounded in degree by 2iH for i ∈ {1, . . . ,m} and
B(x) is a matrix whose entries are of degree at most 2mH . Now if there are any
nonzero entries in B(x) then we have rk(W ) > m, and so since this is not the case,
we necessarily have that B(x) has only zero entries. Thus the first m row vectors
of the right-hand matrix in the above equivalence are a Q[x]-module basis for W .
Since these vectors have entries of degree at most 2mH we arrive at the desired
result. 
Lemma 6.4. Let d ≥ 2 and w(x) ∈ Q[x]d be a unimodular row all of whose coordi-
nates have degree bounded by H. Then there exist d polynomials q1(x), . . . , qd(x) ∈
Q[x] each of degree less than (d− 1)H such that
[q1(x), . . . , qd(x)] ·w = 1.
Proof. Write w(x) = [w1(x), w2(x), . . . , wd(x)]. We may assume without loss of
generality that the degree of wd is at least as large as the degree of wi for i < d.
By unimodularity, there exist polynomials q1(x), . . . , qd(x) such that∑
i
qi(x)wi(x) = 1.
We pick q1, . . . , qd satisfying this equation with
max(deg(q1), . . . , deg(qd)}
minimal. We claim that each qi has degree less than (d − 1)H . To see this, let
ti(x) =
∏
j 6=i wj(x) for i = 1, . . . , d. Then each ti(x) has degree at most H(d − 1)
and so by the division algorithm, we may write qi(x) = si(x)ti(x) + ri(x) for some
polynomials s1(x), . . . , sd(x). We note that ri(x) is nonzero for some i < d since
otherwise, we would have wd(x)|qi(x) for i < d, which is impossible.
By construction, ti(x)wi(x) − td(x)wd(x) = 0 for all i and so we see
[r1(x), r2(x), . . . , rd−1(x), s1(x)td(x) + · · ·+ sd−1(x)td(x) + qd(x)]w(x) = 1.
Let u(x) = s1(x)td(x) + · · ·+ sd−1(x)td(x) + qd(x). Then
u(x)wd(x) = 1−
∑
i<d
ri(x)wi(x).
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Since the right-hand side has degree strictly less than (d − 1)H + deg(wd), we see
that u(x) has degree strictly less than (d− 1)H , which gives the desired result. 
Lemma 6.5. Let w(x) ∈ Q[x]d be a unimodular row with entries that have degree
bounded by H and let A : Q[x]d → Q[x] be the map defined by A(v(x)) = v(x)·w(x).
Then kerA is spanned by a finite number of vectors all of whose coordinates have
degree bounded by H. In particular, kerA has a Q[x]-module basis consisting of
vectors whose coordinates have degree at most 2d−1H.
Proof. Let d ≥ 2 and w(x) ∈ Q[x]d be a unimodular row with entries that have
degree bounded by H and let A : Q[x]d → Q[x] be the map defined by A(v(x)) =
v(x) ·w(x). For i, j ∈ {1, . . . , d}, let bi,j(x) denote the 1×d row vector with −wj(x)
in the i-th position and wi(x) in the j-th position and with all other entries equal
to zero. We note that
kerA ⊇ span1≤i<j≤d {bi,j(x)} .
We let W0 denote the Q[x]-span of {bi,j(x)}. We claim that kerA is spanned by
W0 along with a set of vectors with the property that every coordinate has degree
strictly less than H .
To see this, note that we may assume without loss of generality that the degree
of wd(x) is at least as big as the degree of wi(x) for i < d. Let u(x) ∈ kerA
and let ui(x) denote the i-th coordinate of u(x). Then, for each i < d, we have
deg(ui(x) − pi(x)wd(x)) < deg(wd(x)) for some polynomial pi(x). Then u0(x) :=
u(x) +
∑
i<d pi(x)bi,d(x) has the property that each of its coordinates has degree
less than H , except for possibly the d-th coordinate. We let u0,i(x) denote the i-th
coordinate of u0(x) for i ∈ {1, . . . , d}. Then we have∑
i
u0,i(x)wi(x) = 0.
By construction, ∑
i<d
u0,i(x)wi(x)
has degree at most 2 deg(wd(x)) − 1. It follows that u0,d(x) must have degree at
most deg(wd(x)) − 1 and so u0(x) has the property that each of its coordinates
has degree at most H − 1. Thus we see that we may use the procedure above
to produce a basis for W0 consisting of the elements {bi,j(x)} along with a set of
vectors with the property that every coordinate has degree strictly less than H .
Thus kerA is spanned by a set of vectors with the property that every coordinate
in each vector has degree at most H . Thus there is a Q[x]-module basis for kerA
consisting of polynomial vectors whose coordinates all have degree at most 2d−1H
by Lemma 6.3. 
Lemma 6.6. Let w(x) ∈ Q[x]d be a unimodular row with entries that have degree
bounded by H and let A : Q[x]d → Q[x] be the map defined by A(v(x)) = v(x)·w(x).
Suppose that q(x) ∈ Q[x]d is a unimodular row with entries that have degree bounded
by (d − 1)H such that A(q(x)) = 1. Then q(x) taken together with a Q[x]-module
basis for kerA is a Q[x]-module basis for Q[x]d. Moreover, this basis can be taken
so that the coordinates of the basis vectors have degree bounded by 2d−1H.
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Proof. This follows from
0→ kerA id−→ Q[x]d−1 ⊕Q[x] A−→ Q[x] −→ 0.
Since this exact sequence splits, we have that
kerA⊕Q[x] ∼= Q[x]d.
Now since q(x) is a unimodular row such that A(q(x)) = 1, the above isomorphism
implies that q(x) taken together with a Q[x]-module basis for kerA is a Q[x]-module
basis for Q[x]d. By Lemma 6.5 since kerA has a basis with coordinates of degree at
most 2d−1H and since q(x) has coordinates of degree at most (d − 1)H this basis
for Q[x]d can be taken so that the coordinates of the basis vectors have degree
bounded by 2d−1H . This proves the lemma. 
We are now in a position to prove the main goal of this section (see also Logar and
Sturmfels [LS92] or Fitchas and Galligo [FG90]). This result is a direct consequence
of the following lemma.
Lemma 6.7. Let W be a Q[x]-submodule of Q[x]d of rank m that has Q[x]-module
basis of row vectors w1(x), . . . ,wm(x) whose coordinates all have degree at most H.
Then there is a G(x) ∈ SLd(Q[x]) with entries of degree bounded by (m+1)H such
that 

w1(x)
w2(x)
...
wm(x)

G(x) =


a(x) 0 · · · 0
c1(x)
... B(x)
cm−1(x)


where B(x) is an (m−1)× (d−1) matrix, and all of the entries of B(x), as well as
a(x), c1(x), . . . , cm−1(x), have degree at most 2H. Moreover, the matrix (G(x))
−1
has entries of degree bounded by (2m− 1)H.
Proof. To prove this lemma, we need only apply Lemma 6.1 to

w1(x)
w2(x)
...
wm(x)


T
noting that, in the proof of Lemma 6.1, we produce matricesG(x),B(x) ∈ SLd(Q[x])
such that
G(x)T


w1(x)
w2(x)
...
wm(x)


T
=


a(x) 0 · · · 0
c1(x)
... B(x)
cm−1(x)


T
,
where a(x) is the greatest common divisor of the entries of w1(x), and the entries
of B(x) all have degree at most 2H .
There is necessarily an m ×m invertible submatrix, W(x), consisting of some
subset of m columns of 

w1(x)
w2(x)
...
wm(x)

 .
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We let D(x) denote the m×m submatrix of

a(x) 0 · · · 0
c1(x)
... B(x)
cm−1(x)


T
made from the corresponding columns. Then we have
W(x)G(x) = D(x),
and so D(x) is invertible and we have
G(x) =W(x)−1D(x)
and
G(x)−1 = D(x)−1W(x).
We see that det(W(x)) ·G(x) = adj(W(x)) ·D(x), where, as previously, adj(E) is
the classical adjoint of a matrix E. Since the entries of adj(W(x)) all have degree
at most (m− 1)H and the entries of D(x) all have degree at most 2H , we see that
det(W(x))·G(x) is a polynomial matrix whose entries have degree at most (m+1)H .
Since G(x) is a polynomial matrix and det(W(x)) is a polynomial, we see that the
entries ofG(x) are each of degree at most (m+1)H . A similar argument shows that
the entries of G(x)−1 are each of degree at most (m− 1)2H +H = (2m− 1)H . 
Proposition 6.8. Let W be a Q[x]-submodule of Q[x]d of rank m that has Q[x]-
module basis of row vectors w1(x), . . . ,wm(x) whose coordinates all have degree at
most H. Then there exist m matrices B1(x),B2(x), . . . ,Bm(x) ∈ SLd(Q[x]) such
that

w1(x)
w2(x)
...
wm(x)

B1(x)B2(x) · · ·Bm(x) =


a1(x) 0 · · · 0 0 · · · 0
∗ a2(x) · · · 0 0 · · · 0
...
. . .
. . .
...
...
...
∗ · · · ∗ am(x) 0 · · · 0


is lower triangular with nonzero polynomials on the diagonal. Moreover, the entries
of the matrices B1(x)B2(x) · · ·Bm(x) and (B1(x)B2(x) · · ·Bm(x))−1 are bounded
in degree by (m+1)H2m and (2m+1)H2m respectively. In addition, if the matrix

w1(x)
w2(x)
...
wm(x)


is unimodular then we can take a1(x) = · · · = am(x) = 1.
Proof. The bounds on degrees of entries follow immediately by induction using
Lemma 6.7. If 

w1(x)
w2(x)
...
wm(x)


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is unimodular, then so is

a1(x) 0 · · · 0 0 · · · 0
∗ a2(x) · · · 0 0 · · · 0
...
. . .
. . .
...
...
...
∗ · · · ∗ am(x) 0 · · · 0

 .
This can only occur if a1(x), . . . , ad(x) are units inQ[x], and thus by right-multiplying
by an invertible scalar matrix if necessary, we may assume that a1(x) = · · · =
am(x) = 1. 
7. Application to k-regular power series
Concerning the irrationality exponent of an automatic number, Adamczewski
and Cassaigne [AC06] proved the following result. We recall for the reader’s ben-
efit that the definition of the k-kernel of a k-automatic sequence is given in the
introduction.
Theorem 7.1 (Adamczewski and Cassaigne [AC06]). Let k, b ≥ 2 be two integers
and let a = {a(n)}n≥0 be a k-automatic sequence taking values in {0, 1, . . . , b− 1}.
Let m be the cardinality of the k-kernel of a and let d be the number of values in
{0, 1, . . . , b− 1} which the sequence a actually assumes. Then
µ

∑
n≥0
a(n)
bn

 ≤ dk(km + 1).
In this section, as an application of Theorem 4.4, we provide a generalisation of
Theorem 7.1. In particular, we prove the following result.
Theorem 7.2. Let k ≥ 2 be an integer, f := {f(n)}n≥0 be a k-regular sequence,
and F (x) =
∑
n≥0 f(n)x
n ∈ Z[[x]]. Let L denote the dimension of the Q-vector
space spanned by the k-kernel of f and a/b be a rational number with log |a|/ log b ∈
[0, 1/(L+ 2)) and b ≥ 2. Then
µ (F (a/b)) ≤ 39(26k)L .
To this end, let k ≥ 2 be a positive integer and f : N ∪ {0} → Z ⊆ Q be a
k-regular sequence. Let
(58) {f(n)}n≥0 = {f1(n)}n≥0, {f2(n)}n≥0, . . . , {fL(n)}n≥0
be a basis for the Q-vector space spanned by Kk({f(n)}n≥0). Let
(59) Fi(x) :=
∑
n≥0
fi(n)x
n ∈ Z[[x]]
for i = 1, . . . , L. Then
Fi(x) =
k−1∑
j=0
∑
n≥0
fi(kn+ j)(x
k)nxj ,
and by construction, each {fi(kn+ j)}n≥0 is a Q-linear combination of {f1(n)}n≥0,
. . . , {fL(n)}n≥0. Thus we may write
(60) Fi(x) =
L∑
j=1
pi,j(x)Fj(x
k)
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where for each i, j we have pi,j(x) ∈ Q[x] and deg pi,j(x) ≤ k − 1. Thus, writing
F(x) := [F1(x), . . . , FL(x)]
T , we have
(61) F(x) = A(x)F(xk),
where
A(x) = (pi,j(x))1≤i,j≤L ∈ Q[x]L×L,
and the polynomials pi,j(x) are given by (60).
Let S denote the dimension of the span of {F1(x), . . . , FL(x)} as a Q(x)-vector
space; that is,
(62) S := dimQ(x)
L∑
i=1
Q(x)Fi(x),
and note that 1 ≤ S ≤ L. Then
(63) W :=
{
[ψ1(x), . . . , ψL(x)] ∈ Q(x)L :
L∑
i=1
ψi(x)Fi(x) = 0
}
is a subspace of Q(x)L of codimension S. We can pick a spanning subset A of W
with the following properties:
(i) A ⊆ Q[x]L, and
(ii) if D is the largest degree polynomial which occurs as a coordinate of some
w(x) ∈ A, then any other spanning subset of W satisfying (i) has some
polynomial of degree at least D occurring as a coordinate; that is, A is a
minimal spanning set ofW with respect to maximum degree of coordinates
of elements of A.
We have the following lemma.
Lemma 7.3. Let k ≥ 2 be a positive integer, F1(x), . . . , FL(x) ∈ Q[[x]] be as defined
in (59), and W be as given in (63). Then there is a spanning set for W each of
whose coordinates are polynomials of degree at most 2L(kL − 1).
Proof. Note that for the system in question, A(x) is an L × L polynomial matrix
and has entries of degree at most k − 1. Set
B(x) := A(x)A(xk) · · ·A(xkL−1 )
and denote by KB(x) the left kernel of B(x). Note that the entries of B(x) are all
of degree at most kL − 1 and observe that KB(x) is equal to the left kernel of
A(x)A(xk) · · ·A(xkj )
for all j > L− 1 as well.
We start our proof, by finding a basis for KB(x), each of whose coordinates are
polynomials of degree at most 2L(kL−1). We use a reduction similar to that within
the proof of Lemma 6.3; we row reduce [B(x)|IL×L] using Lemma 6.1 to obtain the
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row equivalent matrix
[B(x)|IL×L] ≡


a1(x) ∗ · · · ∗
0 · · · 0 a2(x) ∗ · · · ∗
. . .
0 am(x) ∗ · · · ∗
0 · · · 0
...
...
. . .
...
0 · · · 0 · · · 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
C(x)


,
where m = rk B(x), and the matrix C(x) has entries whose coordinates are poly-
nomials of degree at most
2L(kL − 1).
Performing row operations on the matrix [B(x)|IL×L] is equivalent to left multi-
plying by an invertible L×L matrix; in this case the row operations are the result
of left multiplying by C(x). Thus the bottom L −m rows of C(x)B(x) are zero.
Since C(x) is invertible and B(x) has rank m, we see that the bottom L−m rows
of C(x) form a basis, which we denote by B0, for KB(x).
Also, B0 ⊂W since if [c1(x), . . . , cL(x)] is in B0, then by construction we have
0 = [c1(x), . . . , cL(x)]B(x)[F1(x
kL), . . . , FL(x
kL )]T =
∑
i
ci(x)Fi(x)
and so [c1(x), . . . , cL(x)] ∈ W .
If B0 spans W , then we are done. If not, let
{w1(x),w2(x), . . . ,wn(x)}, (wi(x) = [wi,1(x), . . . , wi,L(x)])
be a such that
B0 ∪ {w1(x),w2(x), . . . ,wn(x)}
is a basis for W with wi(x) /∈ KB(x) for each i, and with
D := max{degwi,j(x)}
minimal according to property (ii) above. Note that to prove the lemma, it is
sufficient to prove that D = 1.
To this end, set
vi(x) = wi(x)B(x).
Then writing, vi(x) = [vi,1(x), . . . , vi,L(x)], we have that the vi,j(x) are polynomials
of degree at most D + kL − 1, and also that
vi(x)F(x
kL ) = wi(x)B(x)F(x
kL ) = wi(x)F(x) = 0.
For each ℓ ∈ {0, 1, . . . , kL − 1}, define v(ℓ)i (x) by
(64) vi(x) =
kL−1∑
ℓ=0
xℓv
(ℓ)
i (x
kL).
By construction v
(ℓ)
i (x
kL)F(xk
L
) = 0, so that v
(ℓ)
i (x)F(x) = 0 for each ℓ ∈
{0, 1, . . . , kL − 1}; that is, each v(ℓ)i (x) ∈ W . Also, at least one of the v(ℓ)i (x)
is nonzero, since otherwise wi(x) would be in KB(x). Define
W0 := span
(
B0 ∪
{
v
(ℓ)
i (x) : ℓ ∈ {0, 1, . . . , kL − 1}, i ∈ {1, . . . , n}
})
.
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We claim that the set W0 = W . To see this, note that if W0 6= W , then the
dimension of W0/KB(x) is strictly less than m. Since right multiplication by B(x)
has kernel KB(x), applying this map to W0 induces a map on W0/KB(x) and thus
W0B(x) has dimension strictly less thanm as well. It follows that there are L−m+1
linearly independent column vectors t1(x), . . . , tL−m+1(x) in Q(x)
L such that
W0B(x)ts(x) = 0
for all s. Thus
v
(ℓ)
i (x
kL)B(xk
L
)ts(x
kL) = 0,
for all i, ℓ and s. This then gives that
vi(x)B(x
kL )ts(x
kL) = 0,
for all i and s, which in turn gives that
wi(x)B(x)B(x
kL )ts(x
kL) = 0,
for all i and s. Since B0 ∪ {w1(x),w2(x), . . . ,wn(x)} is a basis for W and B0 is a
basis for KB(x), we have that the images of w1(x),w2(x), . . . ,wn(x) in W/KB(x)
form a basis for the quotient space. In particular, w1(x)B(x), . . . ,wn(x)B(x) are
linearly independent. By construction, the left kernel of B(x) is equal to the left
kernel of B(x)B(xk
L
) and so we have that the set{
wi(x)B(x)B(x
kL ) : i = 1, . . . , n
}
is linearly independent. Define
ui(x) := wi(x)B(x)B(x
kL ).
Then we have
ui(x)ts(x
kL ) = 0
for all i and s. That is, we have an m dimensional set (the span of the ui(x)) whose
orthogonal complement is at least L −m + 1 dimensional, a contradiction. Thus
W0 =W .
We are now in a position to prove that D = 1. Note that since F1(x), . . . , FL(x)
are linearly independent over Q, we have D ≥ 1. By the definition of W0, the fact
thatW0 =W , and by the minimality of D, we must have that the maximum degree
of the coordinates of the v
(ℓ)
i (x) is at least D, since otherwise we could pick some
subset whose images in W/KB(x) form a basis for the quotient space; this would
then contradict the minimality of D.
Using Equation (64), we see
deg v
(ℓ)
i (x) ≤
D + kL − 1− ℓ
kL
,
and so we have that
D ≤ max
0≤ℓ≤kL−1
{
D + kL − 1− ℓ
kL
}
= 1− D − 1
kL
.
If D > 1, then we must have L = 0, which we are assuming is not the case. Thus
D = 1. Hence there is a spanning set for W , namely
B0 ∪ {wi(x) : i ∈ {1, . . . , n}} ,
whose elements have polynomial coordinates of degree at most 2L(kL − 1). 
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Lemma 7.4. Let S be as given in (62), W be as given in (63), and suppose that
{w1(x), . . . ,wL−S(x)} is a Q[x]-module basis for W ∩Q[x]L. Then the matrix T(x)
whose i-th row is wi(x) is unimodular.
Proof. We have a surjectiveQ[x]-module homomorphism ϕ : Q[x]L → U :=∑Li=1 Q[x]Fi(x),
with kernel W ∩ Q[x]L. Since U is finitely generated and torsion free as a Q[x]-
module, the map splits and we have Q[x]L = W ⊕ U. Moreover, if we choose
v1(x), . . . ,vS(x) ∈ Q[x]L such that ϕ(v1(x)), . . . , ϕ(vS(x)) is a basis for U then
w1(x), . . . ,wL−S(x),v1(x), . . . ,vS(x) is a basis for Q[x]
L. It follows that the L×L
matrix
V(x) := [w1(x), . . . ,wL−S(x),v1(x), . . . ,vS(x)]
T
is invertible and hence has determinant equal to a nonzero scalar in Q. In particular
the column span ofV(x) is Q[x]L and so the column span of T(x) is Q[x]L−S , which
says that T(x) is unimodular. 
Applying Lemma 6.3, Lemma 7.3, and Lemma 7.4 immediately gives the follow-
ing result.
Lemma 7.5. Let k ≥ 2 be a positive integer, F1(x), . . . , FL(x) ∈ Q[[x]] be as
defined in (59), and W be as given in (63). Then W ∩ Q[x]L has a Q[x]-module
basis consisting of polynomial vectors whose coordinates all have degree at most
22L−S(kL − 1), where S is as defined in (62).
We are now ready to prove Theorem 7.2.
Proof of Theorem 7.2. Let w1(x), . . . ,wL−S(x) be the Q[x]-module basis for W ∩
Q[x]L as given by Lemma 7.5 and, as above, define
T(x) :=


w1(x)
...
wL−S(x)

 .
By Proposition 6.8 there is a B(x) ∈ SLL(Q[x]), such that B(x) and (B(x))−1 have
entries of degree at most (L−S+1)23L−2S(kL−1) and (2L−2S+1)23L−2S(kL−1),
respectively, and
T(x)B(x) =


1 0 · · · 0 0 · · · 0
∗ 1 · · · 0 0 · · · 0
...
. . .
. . .
...
...
...
∗ · · · ∗ 1 0 · · · 0

 ,
since T(x) is unimodular. Define
M(x) :=
[
T(x)B(x)
0S×(L−S) | IS×S
]
,
and note that by construction detM(x) = 1 and the matrix T(x)B(x)M(x)−1 is
the the first L− S rows of the L× L identity matrix. Now set
Y(x) :=M(x)B(x)−1 =
[
T(x)
R(x)
]
,
for some S × L matrix R(x). By construction we have that detY(x) = 1 and that
the entries of Y(x) are polynomials of degree at most (2L− 2S+1)23L−2S(kL− 1).
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Moreover, the matrix (Y(x))−1 = B(x) has entries of degree at most (L − S +
1)23L−2S(kL − 1)
By the definition of Y(x), we have
Y(x)F(x) =


0(L−S)×1
G1(x)
...
GS(x)

 ,
where each of G1(x), . . . , GS(x) is a Q[x]-linear combination of F1(x), . . . , FL(x).
We claim that G1(x), . . . , GS(x) are linearly independent over Q(x). To see this,
suppose that there is some non-trivial linear combination that is equal to zero:
S∑
i=1
ui(x)Gi(x) = 0.
Let
u(x) = [01×(L−S) u1(x) · · · uS(x)].
Then by construction, we have
u(x)Y(x)F(x) = 0.
In particular, since u(x)Y(x) is a vector that annihilates F(x), we have that it is
a Q(x)-linear combination of w1(x), . . . ,wL−S(x). That is, there is some v(x) ∈
Q(x)1×(L−S) such that v(x)T(x) = u(x)Y(x). But Y(x) = M(x)B(x)−1 and so
we see that
v(x)T(x)B(x)M(x)−1 = u(x).
But this is impossible, since
T(x)B(x)M(x)−1 =
[
I(L−S)×(L−S) 0(L−S)×S
]
and so the last S entries of v(x)T(x)B(x)M(x)−1 must be zero, contradicting the
fact that u(x) is nonzero.
Let a/b ∈ Q with b > 1 and log |a|/ log b ∈ [0, 1/(L + 2)). Note that we are
interested in an irrationality measure of F (a/b) and also that F1(x) = F (x) is in
the Q[x]-span of G1(x), . . . , GS(x). Thus there is a Q-linear combination
H(x) :=
S∑
j=1
rjGj(x)
ofG1(x), . . . , GS(x) such that when specialised at x = a/b we haveH(a/b) = F (a/b)
and for at least one j0 ∈ {1, . . . , S} we have rj0 6= 0. Permuting G1(x), . . . , GS(x)
if needed, we can assume that j0 = S. Thus we have, setting
R :=
[
I(L−1)×L
01×(L−S) r1 · · · rS
]
∈ QL×L,
that detR 6= 0 and
R ·Y(x)F(x) =


0(L−S)×1
G1(x)
...
GS−1(x)
H(x)

 .
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Since F(x) = A(x)F(xk) we have that
(R ·Y(x))−1


0(L−S)×1
G1(x)
...
GS−1(x)
H(x)

 = A(x)(R ·Y(x
k))−1


0(L−S)×1
G1(x
k)
...
GS−1(x
k)
H(xk)

 ,
and so 

0(L−S)×1
G1(x)
...
GS−1(x)
H(x)

 = R ·Y(x)A(x)(R ·Y(x
k))−1


0(L−S)×1
G1(x
k)
...
GS−1(x
k)
H(xk)

 .
Define the matrices C1,1(x),C1,2(x),C2,1(x), and C2,2(x) by
R ·Y(x)A(x)(R ·Y(xk))−1 =
(
C1,1(x) C1,2(x)
C2,1(x) C2,2(x)
)
,
where C1,1(x) is (L− S)× (L− S), C1,2(x) is (L− S)× S, C2,1(x) is S × (L− S),
and C2,2(x) is S × S. Then

G1(x)
...
GS−1(x)
H(x)

 = C2,2(x)


G1(x
k)
...
GS−1(x
k)
H(xk)

 .
Note that
R ·Y(x)A(x)(R ·Y(xk))−1 ∈ Q[x]S×S ,
so that the matrix C2,2(x) has the form
(65) C2,2(x) =
(
ci,j(x)
q
)
1≤i,j≤S
where q ∈ Z \ {0} and all of the polynomials ci,j(x) are polynomials with integer
coefficients and have degree bounded by the degrees of the entries of
R ·Y(x)A(x)(R ·Y(xk))−1,
degrees for which the bound
L(2L− 2S + 1)23L−2S(kL − 1) + (k − 1)
= L(2L+ 1)23L−2S(kL − 1) + (k − 1)− 2SL23L−2S(kL − 1)
≤ 2L223L−2kL + L23L−2S(kL − 1) + (k − 1)− 2L23L−2S(kL − 1)
≤ 1
2
L223LkL + (k − 1)− L2L(kL − 1)
≤ 1
2
L223LkL + (k − 1)− 2(kL − 1)
<
1
2
L223LkL.(66)
holds.
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Now note that since G1(x), . . . , GS−1(x), H(x) are linearly independent over
Q(x), the matrix C2,2(x) is invertible. So also the matrix[
1 01×S
0S×1 C2,2(x)
]
is invertible. Thus we can apply Theorem 4.4 to the system

1
G1(x)
...
GS−1(x)
H(x)

 =
[
1 01×S
0S×1 C2,2(x)
]


1
G1(x
k)
...
GS−1(x
k)
H(xk)

 ,
using H as given in the right-hand side of (66) and taking d = S+1 ≤ L+1; since
H(a/b) = F (a/b), this gives us that the irrationality exponent of F (a/b) is at most
2L
2(L+1)223LkLk5(L+1)
2
.
It is straightforward to check, using elementary estimates, that this is in turn
bounded by 39(2
6k)L , which is the desired result. 
8. Approximation of regular numbers by algebraic numbers
Adamczewski and Bugeaud [AB07, AB11] showed that automatic irrational num-
bers are transcendental and are not U -numbers within Mahler’s classification re-
called in the Introduction. In this section, we use the system constructed at the
end of the proof of Theorem 7.2 together with Lemma 2.4 and the p-adic Schmidt
Subspace Theorem to extend their result to irrational regular numbers.
Theorem 8.1. Let k ≥ 2 be an integer, f := {f(n)}n≥0 be a k-regular sequence, and
F (x) =
∑
n≥0 f(n)x
n ∈ Z[[x]]. Let L denote the dimension of the Q-vector space
spanned by the k-kernel of f and a/b be a rational number with ρ := log |a|/ log b ∈
[0, 1/(L+2)) and b ≥ 2. Then F (a/b) is either rational or transcendental. Moreover,
if m ≥ 2 is an integer, then we have
wm(F (a/b)) ≤ max
{
39(2
6k)L , (8m)c(log 8m)(log log 8m)
}
,
where the constant c can be explicitly given and depends on F (x) and ρ, but is
independent of b and m.
Since, by Theorem 7.2, we already know that F (a/b) is not a Liouville number,
that is, w1(F (a/b)) is finite, it only remains for us to control the approximation to
F (a/b) by algebraic numbers of any given degree m ≥ 2. We will not only show
that F (a/b) is transcendental or rational, but also bound from below the distance
between F (a/b), when irrational, and any irrational algebraic number. To do this,
we proceed as in [AB10, AB11] using a suitable quantitative version of the Schmidt
Subspace Theorem.
Since automatic numbers form a subset of regular numbers, Theorem 8.1 implies
that any irrational automatic number is either an S-number or a T -number, a
result already established in [AB11]. Although both proofs depend ultimately on
the Schmidt Subspace Theorem, there are some important differences. Indeed,
the transcendence results obtained in [AB07, AB11] depend on a result of Cobham
[Cob72] asserting that an automatic sequence has sublinear complexity, while in the
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present paper we make use of the functional equation satisfied by the generating
series of an automatic sequence.
Before proceeding with the proof of Theorem 8.1, we present a few auxiliary
results.
We state below an immediate consequence of Theorem 5.1 of [BE08].
For a linear form L =
∑n
i=1 αiXi with real algebraic coefficients, let Q(L) denote
the number field generated by α1, . . . , αn and define the height of L by
H∗(L) :=
n∏
i=1
dH(αi),
where d is the degree of Q(L).
Let n be an integer with n ≥ 2. Let ε be a positive real number and S =
{∞, p1, . . . , pt} be a finite subset of the set of places of Q containing the infinite
place. Further, let Li,∞ (i = 1, . . . , n) be linear forms in X1, . . . , Xn with real
algebraic coefficients and Li,p (p ∈ {p1, . . . , pt}, i = 1, . . . , n) be linear forms in
X1, . . . , Xn such that
| det(L1,∞, . . . , Ln,∞)| = 1,
[Q(Li,∞) : Q] ≤ D for i = 1, . . . , n,
H∗(Li,∞) ≤ H for i = 1, . . . , n,
and let ei,p (p ∈ S, i = 1, . . . , n) be real numbers satisfying ei,∞ ≤ 1 (i = 1, . . . , n),
and ei,p ≤ 0 (p ∈ S \ {∞}, i = 1, . . . , n), such that
∑
p∈S
n∑
i=1
ei,p = −ε.
Let ‖x‖ denote the sum of the absolute values of the coordinates of the integer
vector x. We consider the system of inequalities
(67) |Li,p(x)|p ≤ ‖x‖ei,p (p ∈ S, i = 1, . . . , n) in x ∈ Zn with x 6= 0.
Theorem 8.2. The set of solutions of (67) with
‖x‖ > max
{
2H,n2n/ε
}
is contained in the union of at most
(68)
{
8(n+9)
2
(1 + ε−1)n+4 log(4nD) log log(4nD) if n ≥ 3
232(1 + ε−1)3 log(4nD) log
(
(1 + ε−1) log(4nD)
)
if n = 2.
proper linear subspaces of Qn.
We will make use of the following lemmas.
Lemma 8.3. Let m ≥ 1 be an integer. For every real irrational number ξ we have
wm(ξ) + 1
2
≤ w∗m(ξ) ≤ wm(ξ).
In particular, wm(ξ) is finite if, and only if, w
∗
m(ξ) is finite.
For a proof of Lemma 8.3, see e.g. [Bug04].
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Lemma 8.4. Let α be a real algebraic number of degree m and P (X) be an integer
polynomial of degree n. If P (X) does not vanish at α, then
|P (α)| ≥ (m+ 1)−n−1 (n+ 1)−m−1H(α)−nH(P )−m+1.
Lemma 8.4 follows from [Bug04, Theorem A.1].
Let us recall that the height H(p) of an integer vector p in Zn is the maximum
of the absolute values of its coefficients and that the height H(H) of a hyperplane
H of Qn given by the equation y1x1+ . . .+ ynxn = 0, where y1, . . . , yn are integers,
not all zero and without a common prime divisor, is equal to the maximum of the
absolute values of y1, . . . , yn.
For given vectors x1, . . . ,xn in Z
n, we denote by rk(x1, . . . ,xn) the dimension
of the Q-vector space generated by these vectors.
Lemma 8.5. Let n and N be integers with N > 2n and p1,p2, . . . ,pN be nonzero
elements of Zn such that
H(p1) ≤ H(p2) ≤ · · · ≤ H(pN )
and
rk(p1,p2, . . . ,pN ) < n.
Then, there exist integers 1 ≤ j1 < j2 < · · · < jl with l ≥ N/2n and such that the
points pj1 ,pj2 , . . . ,pjl belong to a hyperplane H of Qn whose height satisfies
H(H) ≤ n!H(pj1)n.
This is [AB10, Lemma 8.4].
We are now in a position to establish Theorem 8.1.
Proof of Theorem 8.1. We give here, the proof for the case a = 1; see the remark
following this proof for the explanation of the general case.
Let F (x) ∈ Z[[x]] be a k-regular power series and b ≥ 2 be a positive integer.
Let H(x) be the series given
In the proof of Theorem 7.2, we have associated to F (x) power seriesG1(x), . . . , GS(x)
and H(x) such that H(x) is a Q-linear combination of G1(x), . . . , GS(x) chosen to
have the property that H(1/b) = F (1/b). Furthermore, there is a matrix C2,2(x)
described in the proof of Theorem 7.2 that satisfies

1
G1(x)
...
GS−1(x)
H(x)

 =
[
1 01×S
0S×1 C2,2(x)
]


1
G1(x
k)
...
GS−1(x
k)
H(xk)

 .
We pick a positive integer B such that BC2,2(x) has entries in Z[x]. For clarity, set
d := S + 1. Note that d ≤ L+ 1.
By Lemma 2.4, there exist polynomials P1,n(x), . . . , Pd,n(x), Qn(x) ∈ Z[x] such
that
(69) Qn(x) = B
nQ0(x
kn),
and positive constants C0, C1 such that, for i ∈ {1, . . . , d} and for sufficiently large
n, we have Qn(1/b) 6= 0 and
(70)
∣∣∣∣F (1/b)− Pd,n(1/b)Qn(1/b)
∣∣∣∣ =
∣∣∣∣H(1/b)− Pd,n(1/b)Qn(1/b)
∣∣∣∣ ≤ C1Cn0bd(d+2)Hkn .
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Write
Q0(x) :=
D∑
i=0
aix
i =
δ∑
i=1
aℓix
ℓi ,
where
{i : 0 ≤ i ≤ D, ai 6= 0} := {ℓ1, . . . , ℓδ},
with 0 = ℓ1 < ℓ2 < . . . < ℓδ = D.
Lemma 2.4 asserts that
(71) D ≤ (d2 + d− 1)H,
where H is the maximum of the degrees of the entries of C2,2(x), and that
(72) Qn(x) = B
nQ0(x
kn) =
δ∑
i=1
aℓiB
nxℓik
n
.
Set
pn := b
DknPd,n(1/b) and qn := b
DknQn(1/b).
Note that pn and qn are both integers.
It follows from (69) and (72) that
(73) |qn| = Bn
∣∣∣∣∣
δ∑
i=1
aℓib
(D−ℓi)k
n
∣∣∣∣∣ ≤ Bn
δ∑
i=1
|aℓi |b(D−ℓi)k
n ≤ C2BnbDkn ,
where C2 is a positive constant depending only on F . Thus, by (70), (71) and using
that d ≥ 2, we obtain
(74) |qnF (1/b)− pn| ≤ C1C2(C0B)
nb(d
2+d−1)Hkn
bd(d+2)Hkn
=
C1C2(C0B)
n
bdHkn
<
1
bHkn
.
We proceed in two steps. First, we prove that F (1/b) is rational or transcenden-
tal. Second, we show that F (1/b) cannot be too well approximated by irrational
algebraic numbers of any fixed degree.
For simplicity, we set ξ = F (1/b).
Assume that ξ is algebraic. We consider the linear forms in the δ + 1 variables
X1, . . . , Xδ+1:
Li,∞(X1, . . . , Xδ+1) = Xi, (1 ≤ i ≤ δ),
Lδ+1,∞(X1, . . . , Xδ+1) =
δ∑
i=1
aℓiξXi −Xδ+1,
and, for every prime divisor p of b,
Li,p(X1, . . . , Xδ+1) = Xi, (1 ≤ i ≤ δ + 1).
For n ≥ 1, set
xn = (B
nb(D−ℓ1)k
n
, . . . , Bnb(D−ℓδ)k
n
, pn).
Define ε′ by the equality
ε′ = min
{
log 2
2D log b
,
1
6δ(1 + ω(b))d2
}
,
where ω(b) denotes the number of distinct prime factors of b.
Set
(75) e1,∞ = 1, ei,∞ =
D − ℓi
D
+ ε′ (2 ≤ i ≤ δ), and eδ+1,∞ = − 1
4d2
,
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and, for every prime divisor p of b,
(76) ei,p =
log |b|p
log b
· D − ℓi
D
+ ε′ (1 ≤ i ≤ δ), and eδ+1,p = 0.
Recall that the p-adic absolute value is normalised such that |b|p = p−v if pv divides
b and pv+1 does not. Set S = {∞} ∪ {p : p divides b}. We check that
ei,∞ ≤ 1, ei,p ≤ 0, (1 ≤ i ≤ δ + 1, p ∈ S \ {∞}),
and
−ε :=
∑
p∈S
δ+1∑
i=1
ei,p ≤ δ(1 + ω(b))ε′ + eδ+1,∞ ≤ 1
6d2
− 1
4d2
= − 1
12d2
.
Observe that there exists a positive real number C3 such that
(77) BnbDk
n ≤ ‖xn‖ ≤ C3BnbDkn ,
for n sufficiently large.
We claim that, if n is large enough, then (74) implies that the tuple xn satisfies
the system of inequalities
(78) |Li,p(x)|p ≤ ‖x‖ei,p (p ∈ S, i = 1, . . . , δ + 1),
where | · |∞ means the ordinary absolute value. To see this, first observe that, for
any positive real number η at most equal to (log 2)/(2D log b), we have
|Li,∞(xn)| = Bnb(D−ℓi)kn ≤ (BnbDkn)η+(D−ℓi)/D
≤ ‖xn‖η+(D−ℓi)/D,
for i = 2, . . . , δ, and
|Li,p(x)|p ≤ |b|(D−ℓi)knp ≤ (C3BnbDk
n
)η+(D−ℓi) log |b|p/(D log b)
≤ ‖xn‖η+(D−ℓi) log |b|p/(D log b)
for i = 1, . . . , δ − 1 and every prime divisor p of b, provided that n is sufficiently
large. Since
|L1,∞(xn)| = BnbDkn ≤ ‖xn‖
and
|Lδ,p(x)|p ≤ 1, |Lδ+1,p(x)|p ≤ 1,
for every prime divisor p of b, it only remains for us to check that
(79) |Lδ+1,∞(xn)| ≤ ‖xn‖eδ+1,∞
holds for every sufficiently large integer n. To this end, observe that the combination
of (74), (71) and d ≥ 2 gives
|Lδ+1,∞(xn)| = |qnF (1/b)− pn| < b−Hkn ≤ (bDkn)−1/(2d2),
for n large enough, which, by (77), gives (79).
By Theorem 8.2, the tuples xn, n ≥ 1, satisfying (78) are contained in a finite
union of proper rational subspaces of Qδ+1. Thus, we deduce that there exist an
infinite set N of positive integers and rational integers y1, . . . , yδ+1, not all zero,
such that
(80) y1B
nb(D−ℓ1)k
n
+ . . .+ yδB
nb(D−ℓδ)k
n
+ yδ+1pn = 0,
DIOPHANTINE APPROXIMATION OF MAHLER NUMBERS 49
for every n in N . Dividing (80) by Bnb(D−ℓ1)kn and letting n tend to infinity along
N , we deduce that
y1 + a0ξyδ+1 = 0.
If ξ is irrational, we get that y1 = yδ+1 = 0 and, using again (80), we deduce that
y1 = . . . = yδ+1 = 0,
a contradiction. Consequently, the real number ξ is either rational or transcenden-
tal.
We will now use the full strength of Theorem 8.2, that is, the upper bound for
the number of subspaces provided by (68), to estimate from below the distance
between ξ and irrational algebraic numbers of any fixed degree.
Let m ≥ 2 be an integer and α be a real algebraic number of degree m and
sufficiently large height. Let j be the integer determined by the inequalities
(81) bd(d+1)Hk
j−1 ≤ H(α) < bd(d+1)Hkj .
In the sequel, the integer j is implicitly assumed to be sufficiently large. This causes
no trouble, since we can safely omit the case |ξ − α| for α of bounded degree and
height.
Let us define the real number χ by
|ξ − α| = 1
H(α)χ
.
We will bound χ from above in terms of m.
It follows from (70) that
(82)
∣∣∣∣ξ − pnqn
∣∣∣∣ < 12bd(d+1)Hkn ,
when n is large enough.
Let M be the greatest integer for which
2bd(d+1)Hk
j+M−1
< H(α)χ.
For every integer h = 0, . . . ,M −1, we have 2bd(d+1)Hkj+h ≤ 2bd(d+1)Hkj+M−1 , thus,
by (82), ∣∣∣∣α− pj+hqj+h
∣∣∣∣ ≤
∣∣∣∣ξ − pj+hqj+h
∣∣∣∣+ |ξ − α|
≤ 1
2bd(d+1)Hkj+h
+
1
H(α)χ
<
1
bd(d+1)Hkj+h
.(83)
By (71), (73) and (83), we then have
|qj+hα− pj+h| =
∣∣∣∣∣
δ∑
i=1
aℓiB
j+hb(D−ℓi)k
j+h
α− pj+h
∣∣∣∣∣
< qj+hb
−d(d+1)Hkj+h
< b−Hk
j+h/2.
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We proceed as in the proof of [BE08, Theorem 2.1]. We consider the linear forms
in the δ + 1 variables X1, . . . , Xδ+1:
L′i,∞(X1, . . . , Xδ+1) = Xi, (1 ≤ i ≤ δ),
L′δ+1,∞(X1, . . . , Xδ+1) =
δ∑
i=1
aℓiαXi −Xδ+1,
and, for every prime divisor p of b,
L′i,p(X1, . . . , Xδ+1) = Xi, (1 ≤ i ≤ δ + 1).
For h = 0, . . . ,M − 1, set
x′h = (B
j+hb(D−ℓ1)k
j+h
, . . . , Bj+hb(D−ℓδ)k
j+h
, pj+h).
By (77), if j is large enough, then the tuple x′h satisfies the system of inequalities
(84) |L′i,p(x)|p ≤ ‖x‖ei,p (p ∈ S, i = 1, . . . , δ + 1),
with the same ei,p as defined above in (75) and (76). We omit the detailed proof,
which is very similar to that of (78).
In the sequel, the constants c1, c2, . . . are independent of the degree m of α.
Theorem 8.2 and (81) imply that the tuples x′h with ⌊M/2⌋ ≤ h ≤M −1 satisfying
(84) are contained in a finite union of T proper rational subspaces of Qδ+1, where
(85) T ≤ ⌈c1 log(8m) log log(8m)⌉.
Let U be a positive integer and assume that one of these proper rational sub-
spaces contains 2δ+1U integer tuples x′h all of which satisfy (84). By Lemma 8.5,
there exist a nonzero integer tuple (z1, . . . , zδ+1) and integers ⌊M/2⌋ ≤ i1 < · · · <
iU < M such that
(86) z1B
j+iub(D−ℓ1)k
j+iu
+ · · ·+ zδBj+iub(D−ℓδ)kj+iu + zδ+1pj+iu = 0,
for 1 ≤ u ≤ U , and
(87) Z := max{|z1|, . . . , |zδ+1|} ≤ (δ + 1)!
(
C3B
j+i1bDk
j+i1 )δ+1
.
Note that∣∣∣∣ pj+iUa0Bj+iU bDkj+iU − α
∣∣∣∣ ≤
∣∣∣∣pj+iUqj+iU −
pj+iU
a0Bj+iU bDk
j+iU
∣∣∣∣+
∣∣∣∣pj+iUqj+iU − α
∣∣∣∣ ≤ 2bkj+iU /2 .
It then follows from (86), with u = U , and (87) that
(88) |z1 + zδ+1a0α| ≤ Z
bk
j+iU /3
.
Since α is irrational of degree m, Lemma 8.4, (81) and (87) imply that
(89) |z1 + zδ+1a0α| ≥ 2−2m|a0Z|−m+1H(α)−1 ≥ 2−2m|a0Z|−m+1b−d(d+1)Hkj .
Combining (88) and (89) gives
bk
j+iU /3 ≤ |4a0Z|mbd(d+1)Hkj ≤ b2D2mkj+i1 ,
for j sufficiently large. This implies that
U ≤ c2 logm.
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Thus, each of the T subspaces introduced above contains at most c2 logm ele-
ments in the set {x′h, 0 ≤ h ≤M − 1}. The upper bound for T given by (85) then
implies
M < c3(log 8m)
2(log log 8m).
Moreover, (81) and the definition of χ give
H(α)χ ≤ 2bd(d+1)Hkj+M ≤ 2H(α)kM+1 ,
whence
χ ≤ 2kM+1 ≤ (8m)c4(log 8m)(log log 8m).
Consequently, Lemma 8.3 implies that
wm(ξ) ≤ max
{
w1(ξ), (8m)
c5(log 8m)(log log 8m)
}
,
for every integer m ≥ 1.
Furthermore, we have already established that ξ is not a Liouville number, that
is, that w1(ξ) is finite. A bound for its value is given in Theorem 7.2. It then
follows that wm(ξ) is finite for every positive integer m, showing that ξ cannot be
a U -number.
Since we have already established that ξ is either rational or transcendental, this
completes the proof of the theorem. 
Remark 8.6. Inequality (82) is less precise than what we have actually obtained.
Indeed, we have ∣∣∣ξ − pn
qn
∣∣∣ < 1
2bd(d+2)(1−ε)Hkn
,
for every ε > 0 and every n sufficiently large. Keeping this in mind, we can prove
that the conclusion of Theorem 8.1 holds for the real numbers F (a/b) provided that
ρ = (log |a|)/(log b) < 1/(L + 2) ≤ 1/(d + 1). To see this, we proceed exactly as
above, enlarging the set S in such a way that it contains all the prime divisors of
a. We need to check that the product of the linear forms is sufficiently small, that
is, that
(a/b)d(d+2−ε)Hk
n
b(d
2+d−1)Hkn
is smaller than b−ηHk
n
for some positive real number η. This is true, since
d2 + d− 1− d(d+ 2− ε)(1− ρ) < 0,
when ε is small enough.
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