This paper formulates infinite dimensional graphon dynamical systems to study the limit problem of linear quadratic Gaussian graphon mean field game (LQG-GMFG). The limit problem is characterized by forward and backward graphon dynamical system equations. Based on this representation, sufficient conditions on the existence of a unique fixed point are established. Furthermore, under the finite rank assumption on the underlying graphon, exact numerical solution methods are presented.
I. INTRODUCTION
Applications such as stock market networks, large-scale social networks, advertising networks, 5G communication networks and smart grids involve strategic decisions over very large-scale networks. The complexity of the underlying networks, dynamics and decisions makes such problems difficult. There is an obvious need to model and study such strategic decision problems on very large-scale networks.
Graphon theory provides an important framework to model very large networks and study the convergence of dense graphs [1] - [3] . It has been applied to study dynamical systems [4] - [6] , network centrality [7] , random walks [8] , signal processing [9] , epidemic models [10] , [11] and the Graphon Control of dynamical systems coupled over very large-scale networks [10] , [12] - [15] , and static and dynamic game problems on graphons [16] - [21] .
The solutions for Graphon Control problems for nonuniformly coupled dynamical systems are either centralized solutions [10] , [12] - [14] or social optimal solutions [15] , [22] . For competitive situations where a large number of agents weakly coupled over a non-uniform network and each agent perceives a different mean field, Graphon Mean Field Game (GMFG) theory was proposed and developed [18] , [19] . Nash equilibria and ε-Nash results have been established in both non-linear and linear quadratic cases. A recent work [21] studies similar problems with discrete time controlled Markov process formulations and presents a solution method.
It is worth pointing out that mean field game problems with cost couplings over non-uniform networks started in the seminal paper [23] where each node represents an agent. Mean field games on networks have also appeared in [24] - [26] . In [24] , [25] , the graph is the state space of the mean-field game problem, representing physical constraints on the state space. While in [26] linear-quadratic meanfield games over Erds-Rnyi graphs are studied where the associated asymptotic game is a classical mean field game. These formulations are different from the current work in both the finite and the asymptotic formulations.
Note that there are two classes of closely related problems with different couplings: (i) networks of mean-field (or measure) couplings where each node on the network represents a population [18] , [19] ; (ii) networks of individual state couplings where each node represents an agent (see for instance [20] , [23] , [26] ).
The contribution of this current paper to the line of work initiated in [18] , [19] includes: (a) the formulation of infinite dimensional (vectorized) graphon dynamical systems to characterize the limit LQG-GMFG problem, (b) the establishment of sufficient conditions on the existence of a unique solution to the limit problem; (c) a solution method for the limit problem based on subspace decompositions; (d) the study of exact numerical solutions when the underlying graphon is of finite rank. 
Notation
Finally, let ⊕ denote direct sum.
II. GRAPHON DYNAMICAL SYSTEMS: VECTOR CASE
In this section we formulate the time-varying (vectorized) graphon dynamical system model following [22] . This will be used in characterizing the solution equations for limit GMFG-LQG problems.
A. State Space and Graphon Operators
Consider the following space
The inner product in (L 2 [0, 1]) n is defined as follows:
. . , n}, denotes the ith component of u and u(α) ∈ R n denotes the vector associated with α ∈ [0, 1]. The space (L 2 [0, 1]) n with the above inner product is a Hilbert space. The corresponding induced norm 
Similarly, for the identity operator I, the operation DI is defined as follows:
(4) where δ α (·) denotes the Dirac measure that satisfies the following: δ α (S) with S ⊂ [0, 1] is 1 when α ∈ S and 0 otherwise.
Based on the definitions of the operations of [DM] and [DI] in (3) and (4), it may be verified that the kth (k ≥ 1) power functions of [DM] and [DI] are respectively given by
Furthermore, for any A, D ∈ R n×n , T 1 ,
The square bracket [·] is used to indicate that it is an operator in L((L 2 [0, 1]) n ). Since [DM] is a bounded linear operator from L 2 ([0, 1]) n to L 2 ([0, 1]) n , it generates a uniformly continuous (hence strongly continuous) semigroup [27] given by
where M 0 I is the identity operator from L 2 [0, 1] to L 2 [0, 1].
B. Graphon Dynamical Systems
Let L 2 ([0, T ]; (L 2 [0, 1]) n ) denote the Hilbert space of equivalence classes of strongly measurable (in the Böchner sense [28, p.103] ) mappings [0, T ] → (L 2 [0, 1]) n that are integrable with the norm
(8) Consider the following time-varying graphon dynamical system model
For any t ∈ [0, T ], A(t), B(t), D(t) and E(t) are n × n dimensional matrices. Consider the following assumption:
(A1) For any x ∈ R n , A(·)x, B(·)x, D(·)x and E(·)x are continuous functions from [0, T ] to R n .
Lemma 1 Under Assumption (A1), the system (9) is well defined and has a unique (mild and strong) solution in C([0, T ]; (L 2 [0, 1]) n ) as
where the evolution operator is given by
✷ PROOF Since for any v ∈ R n , A(·)v, B(·)v and D(·)v are continuous functions from [0, T ] to R n as stated in Assumption (A1), we obtain that for any v ∈ (L 2 [0, 1]) n , A(·)I + D(·)M v and B(·)I + D(·)M v are continuous functions from [0, T ] to (L 2 [0, 1]) n . By the Uniform Boundedness Principle, there exists c > 0 such that
that is, it is Böchener measurable. Therefore, all the conditions in [29, Part II, Proposition 3.4, 3.6] are verified and we obtain that the system (9) is well defined and has a unique (mild and strong) solution in C([0, T ]; (L 2 [0, 1]) n ) as (10) with the evolution operator given by (11) .
C. Relations with Finite Network Systems
Consider a network of N agents with the following nodal dynamics over the time horizon [0, T ]
where x i (t) ∈ R n and u i (t) ∈ R n represent respectively the state and the control of ith agent at time t, and
represent respectively the network influence of states and that of the controls at time t.
, D(·) and E(·) are strongly continuous function from [0, T ] to R n×n (that is, they satisfy the conditions in Assumption (A1)). We note that problems with m-dimensional control inputs (m < n) for the nodal dynamics can be considered by filling zeros into columns (with indices between m and n) of D(t) and
where 1 P i (·) represents the indicator function, that is,
Then the corresponding graphon dynamical system for the network system in (12) is given bẏ The trajectories of the graphon dynamical system in (13) correspond one-to-one to the trajectories of the network system in (12) . Moreover, the system in (9) can represent the limit system for a sequence of systems represented in the form of (13) when the underlying step function graphon sequences convergence in the operator norm or L 2 [0, 1] 2 metric following a similar proof to that in [13] .
III. LINEAR QUADRATIC GAUSSIAN GRAPHON MEAN FIELD GAMES
Consider a graph with each node representing a homogeneous population of individual agents. Each individual agent is influenced by the mean field of other nodes (i.e. populations) over a network.
A. Finite Nodal Population Problems on Finite Networks
The dynamics of an individual agent i is given by
, and z i (t) are respectively the state, the control, the network field influence, which are all of dimension n. {w i , 1 ≤ i ≤ N } are independent standard n-dimensional Wiener processes and are independent of the initial conditions {x i (0), 1 ≤ i ≤ N } which are also independent. A, B, D and Σ are constant n × n matrices. Problems with m-dimensional control inputs (m < n) for the nodal dynamics can be considered by filling zeros into columns (with indices between m and n) of B. Let V c denote the set of nodes representing the clusters and N c = |V c | denote the total number of such nodes. Let C q denote the set of agents in the q th cluster. Then Nc q=1 |C q | = N . For any i ∈ C q , the network field influence is given by
where M = [m qℓ ] represents the adjacency matrix of the underlying network. The individual agent's cost is given by
B. Infinite Nodal Population Problems on Finite Networks
In the asymptotic problem by taking the local population limit (i.e. |C q | → ∞ for all q ∈ {1, ..., N c }), the dynamics of the generic agent α in the cluster C q is then given by
The corresponding cost is given by
where µ ℓ (t, ·) denote the measure at cluster ℓ at time t. Hence the dynamics of mean fieldx ℓ for the cluster C ℓ (with ℓ ∈ V c ) is given byẋ
wherē
Based on (17), the network weighted mean field for cluster C q with q ∈ V c is then given by the deterministic dynamicṡ
The best response for a generic agent α in cluster C q following the classical LQG tracking solution is given by
where
and ν q γ(z q + η). If every agent follows the best response in (28) , then the evolution of thez process is given bẏ
If there exists a unique solution pair
to equations (21) and (22), then the best response strategy for each agent is unique. The joint equations (21) and (22) can also be represented in a compact form by two nN c dimensional equations as follows:
where I Nc denotes the identity matrix of dimension N c × N c ,z(t) (z 1 (t) ⊺ , ...,z Nc (t) ⊺ ) ⊺ ,s(t) andx(t) are similarly defined. The solutions of these two joint equations together with the sufficient conditions for existence and uniqueness can be easily generated based on the standard fixed point method in [23] or the solution method based on Riccati equations following the ideas in [30] , [31] . In the following section, we formulate the equivalent graphon dynamical system representations for arbitrary-size networks, which could also represent the limit graphon system. The corresponding solution results that will be presented in Sections IV and V also apply to the finite network situation (i.e. equations (24) and (25)).
C. Infinite Nodal Population Problems on Graphons
If we embed the functionsz ands into the Hilbert space L 2 [0, T ]; (L 2 [0, 1]) n with the norm in (8), denoted by z and s, following Section II-C, then the problem given by (28) and (22) can be transformed into equations given by the following graphon dynamical systems (solutions to the two formulations are equivalent up to a discrepancy on a set in [0, T ] with measure zero):
This enables us to represent arbitrary-size networks with each node representing the mean field of a nodal population, since any network of a finite size can be represented by M through step function graphon representations. Moreover, after taking double limits (both the nodal population limit and the graphon limit), the limit equations of (24) and (25) can also be represented by (26) and (27) .
If the joint solutions z and s to (26) and (27) exist in L 2 ([0, T ]; (L 2 [0, 1]) n ), then by Lemma 1 they also lie in
After taking double limits, the best response for a generic agent α in cluster C θ with θ ∈ [0, 1] is given by
where (s θ (t)) θ∈[0,t],t∈[0,T ] is given by the joint equations (26) and (27) , and Π is given by
IV. SOLUTIONS BASED ON THE FIXED POINT METHOD
In this section, we establish a sufficient condition for the existence of a unique solution pair to the equations (26) and (27) following the method in [23] , [32] , [33] .
Denote the following evolution operators
Then equations (26) and (27) have the following equivalent integral representations
Assume the initial boundary condition z(0) is known and define the following operator Γ(·): 
Next we will invoke the Contraction Mapping Principle in the Banach space C [0, T ]; (L 2 [0, 1]) n endowed with uniform norm to establish conditions for the existence of a unique solution pair to the joint equations (26) and (27) above.
Let · op denote the operator norm for L((L 2 [0, 1]) n ).
Theorem 1 Let Assumption (A1) hold and assume the following
Then there exists a unique solution pair (z, s) with z, s ∈ C([0, T ]; (L 2 [0, 1]) n ) to the equations (26) and (27) . Hence we find the unique solution pair to equations (26) and (27) .
V. SOLUTIONS BASED ON RICCATI EQUATIONS

A. Equivalent Problems Based on Riccati Equations
Following the general methods introduced in [30] , [31] , [35] , we decouple equations (26) and (27) 
where A(t) = (A − BR −1 B ⊺ Π t )I and Π is the solution to (29) . Consider the following assumption (A2) The operator Riccati equation (36) has a unique strongly differentiable solution (that is, for any
The conditions for the existence of solutions to a general operator Riccati equation are discussed in [36] , [37] and if satisfied, the solution to the Riccati equation (36) is unique within the class of strongly differentiable solutions and moreover the solution is also in C [0, T ]; L u (L 2 [0, 1]) n (c.f. [36] , [37] ). 
Then e is explicitly given by
where e(T ) = P(T )z(T ) − s(T ) = −[γQ T I]η and
Substituting s(t) in (27) based on s(t) = P(t)z(t) − e(t), we obtain that z is given bẏ
(39) Furthermore, based on s(t) = P(t)z(t) − e(t) for all t ∈ [0, T ], we also obtain s. Therefore we obtain the solution pair (z, s) for (26) and (27) . It may be easily verified that z and s lie in C([0, T ]; (L 2 [0, 1]) n ) by Lemma 1.
B. Decompositions Based on Invariant Subspaces
Let H denote a Hilbert space. An invariant subspace of a bounded linear operator T ∈ L(H) is defined as any subspace S H ⊂ H such that
Then the subspace S H is T-invariant. Let the subspace S ⊂ L 2 [0, 1] be the non-trivial invariant subspace of M such that for any v ∈ S, Mv ∈ S, and for any v ∈ S ⊥ , Mv = 0.
Clearly, by definition, (S ⊕ S ⊥ ) n = (L 2 [0, 1]) n . Any v ∈ (L 2 [0, 1]) n can be uniquely decomposed through its components as
We call this component-wise decomposition of v into (S) n and (S ⊥ ) n and denote it by v =v + v ⊥ wherev ∈ (S) n and v ⊥ ∈ (S ⊥ ) n .
T is called the equivalent operator of T ∈ L((L 2 [0, 1]) n ) in the subspace (S) n if for any v ∈ (S) n and u ∈ (S ⊥ ) n the following hold
LetP(t) ∈ L((L 2 [0, 1]) n ) denote the equivalent operator of P(t) in the subspace (S) n and let I S (resp. I S ⊥ ) denote the equivalent operator of I in the subspace S (resp. S ⊥ ).
Theorem 2 Assume (A1) and (A2) hold. Then the solution to the infinite dimensional Riccati equation (36) is given by
where P ⊥ (t) ∈ R n×n andP(t) ∈ L((L 2 [0, 1]) n ) are respectively given by
✷ PROOF Let us define the following operator corresponding to the right-hand side of the Riccati equation (36) [Θ(P(t))] A(t)
Clearly, both (S) n and (S ⊥ ) n are invariant subspaces of 
whereP(t) (resp. P ⊥ (t)) is the equivalent operator of P(t) in the subspace (S) n (resp. (S ⊥ ) n ). Hence the Riccati equation
(48) Therefore, based on the feature (43) of equivalent operators, we obtain the following decoupled equations:
That is
and
Now we can easily verify that the solutions are equivalently given byP and P ⊥ = P ⊥ I S ⊥ with (45) and (46) where solutions to (46) are strongly differentiable and the solutions are also in C [0, T ]; L u (L 2 [0, 1]) n . Since the decomposition in (48) holds for any v ∈ (L 2 [0, 1]) n , this implies that the solution to the Riccati equation (36) is given by (44).
C. Finite-Rank Graphon Case
If the underlying graphon admits a finite rank representation, then by projecting the corresponding operation into the finite dimensional subspace, one can achieve a finite dimensional solution to the graphon mean field game equations. More specifically, the infinite dimensional Riccati equation in (36) can be solved based on a finite set of Riccati equations. For example, graphons admit community structures and the connections among nodes are characterized by the connections among and within the different communities.
Readers are referred to [10] , [38] for more discussions on finite-rank graphons.
Consider the following finite rank assumption on the underlying graphon. 
We present two corollaries of Theorem 2. 
and P ⊥ (t) ∈ R n×n ,P ℓ (t) ∈ R n×n are respectively given by (45) and
VI. DISCUSSION
To generate the best response law, each agent needs to know the underlying (limit) graphon M and the graphon aggregates of the inital condition z(0) = Mx of the nodal mean field to compute the solutions to equations (26) and (27) , but is not required to know the states of individual neighborhood.
The complexity of solutions based on Riccati equations involves solving a special operator Riccati equation (36) , which admits decompositions. When the underlying graphon is of finite rank, then the operator Riccati equation can be solve via a finite set of finite dimensional Riccati equations.
The solutions based on the fixed-point approach may be generated via iterative numerical methods (based on gradient decent).
VII. CONCLUSION
Extensions of this work could include gradient based methods and spectral approximation methods for computing the solution of the fixed-point and the Riccati equation. It is also worthwhile to study the case of heterogeneous dynamics parameterized by a distribution function as in [23] .
