We apply a recently developed method for the analysis of spatiotemporal data to extract the dynamical equations that describe an experiment on traveling-wave convection in a binary fluid. The technique is based on nonlinear regression analysis and allows the nonparametric estimation of the functions involved in these equations. We find that the system is well described by a pair of coupled complex Ginzburg-Landau equations, and the coefficient of the term that describes the interaction between the two oppositely propagating waves can be determined.
A fundamental problem in the study of spatially extended dynamical systems is the quantitative comparison of experimental data with models based on partial differential equations. In the study of nonlinear pattern-forming systems, theoretical models usually take the form of amplitude equations whose derivation is based on symmetry considerations and separation-of-scales arguments [1] . In many cases, comparisons between data and such models are only qualitative. In the case of Rayleigh-Bénard convection in pure fluids, a first-principles derivation of the amplitude-equation model from the Navier-Stokes equations, and quantitative comparison of that model with experimental data, were performed long ago [2] . In the dynamically richer case of traveling-wave convection in binary fluids, the complex Ginzburg-Landau equation (CGLE) model has also been derived directly from the Navier-Stokes equations [3] . (For a review of the literature on this system, see [4] .) Given the quality of the experimental data available in this system, a quantitative comparison of this model with data is also warranted.
Here, we apply a recently proposed method [5, 6 ] based on nonparametric nonlinear regression analysis, for the analysis of a simple dynamical state of convective traveling waves. This analysis allows the estimation of the coefficients in the CGLE that yield a best fit to the experimental data. Furthermore, this nonparametric approach allows the estimation of the functions appearing in the CGLE, including the nonlinear terms that describe the coupling between oppositely propagating waves. The agreement between the data and the results of this analysis can be taken as strong evidence for the quantitative validity of the CGLE model for the description of binaryfluid convection near onset.
We analyze data from an experiment on convection in an ethanol͞water mixture in a long, narrow, annular container which is heated from below. The system can be considered approximately one dimensional, with periodic boundary conditions. The bifurcation parameter´is defined as the fractional distance above the temperature difference DT co applied across the fluid layer at onset, i.e.,´ ͑DT 2 DT co ͒͞DT co . The convection pattern is visualized by a shadowgraph system which illuminates a circular array of photodiodes, whose signals are digitized to provide data for analysis.
The first dynamical state observed above onset (´ 0) consists of pairs of weakly nonlinear wave packets which propagate around the system in opposite directions, referred to as "left" and "right" [7] (see Fig. 1 ). The leftand right-going complex wave amplitudes A L ͑x, t͒ and A R ͑x, t͒ are extracted from the shadowgraph data using complex demodulation [8] . This technique consists, in essence, of Fourier transforming the data in time and space, isolating the peaks corresponding to the left-and right-going waves, and transforming these components separately back into real space, so that their complex amplitudes can be independently measured.
The actual data fields we analyze are the real amplitudes and phases a L ͑x, t͒, a R ͑x, t͒, f L ͑x, t͒, and f R ͑x, t͒, defined by For the first dynamical states above onset, theory proposes as a quantitative description by amplitude equations two coupled CGLEs for left-and right-going traveling waves [7] . For ease of notation, we consider only rightgoing waves coupled to left-going waves and suppress the "R" subscript. The equations for left-going waves follow symmetrically with a change of the sign of the velocity s from negative to positive. The complex amplitude A͑x, t͒ is described by the CGLE
The parameter j 0 is a characteristic length scale, and t 0 is a characteristic time which is determined experimentally by measuring the growth rate g ´t 21 0
at several values of´and fitting the slope [4] . s is the linear group velocity, c 0 c 3 are dispersion coefficients, g is a nonlinear saturation parameter, and h is a nonlinear coupling coefficient which reflects the stabilizing interaction between oppositely propagating traveling-wave components [9] . Inserting Eq. (1), two equations for real amplitude and phase are obtained,
The main purpose of this Letter is to extract the governing amplitude equations from the experimentally measured data fields. Following the analysis method described in [5] , we fit the amplitude equations in a nonparametric way to the data, using a truly nonlinear estimation procedure. Thus, our approach differs from other recently published linear parametric approaches applied to similar problems [10, 11] . We note that methods based on the phase space reconstruction principle [12] are not directly applicable for extracting amplitude equations from spatiotemporal data.
The method consists of two steps: (1) Estimation of all derivative fields ≠ t a, ≠ x a, ≠ x f, etc., that appear in Eqs. (3) and (4) from the experimental measurements of a͑x, t͒ and f͑x, t͒. Here we use spectral estimators. Estimation by a simple differencing scheme [5] yields only slightly cruder results. (2) Performance of a nonparametric nonlinear regression analysis of all terms estimated in the first step.
Since we can apply the method to each of the Eqs. (3) and (4) 
The functions F i are varied in the space of all measurable functions until the maximum is achieved. We calculate the F i from the data sets I and II numerically by using the ACE algorithm [13] . The resulting optimal transformations are nonparametric function estimators and constitute the main result of the analysis. The quality of the fit with optimal transformations is measured by the maximal correlation C͑y 0 , . . . , y K ͒ [14] : A value of C close to unity means that the terms y 0 to y K possess a strong (nonlinear) dependence. In case of a linear dependence, the optimal transformations are linear functions, too. Numerical studies on several dynamical model equations [5] revealed that the CGLE could be estimated with high accuracy from noise-free data, leading to a maximal correlation of almost unity.
As a first question, we want to check that the spatiotemporal evolution of the system can be described by the coupled CGLEs (3), (4) . In this case, one expects the following optimal transformations: The function F 0 should be the identity, F 2 should be a third-order polynomial in a, and all the other functions should be linear, with slopes corresponding to the coefficients in Eqs. (3) and (4) . As a check, below we will compare our results with experimentally obtained coefficients from the same experiment as presented in [4] . There it was also shown that most of the experimental values agree reasonably well with the ones calculated from first principles [3] . These experimental values are represented as smooth curves in Fig. 2 Fig. 2 the range on the abscissa that is covered by 96% of the data values is marked by vertical dotted lines. Since the optimal transformations are harder to estimate for very sparse data, we consider each 2% of the transformed data values at the edges as outliers.
For the seven analyzed data sets we obtain the following results (Fig. 2) :
For large bifurcation parameters (´t 21 0 $ 12.07 3 10 23 ), the expected functions coincide quite well with the coefficients found in [4] . In particular, set I (top row of Fig. 2 ): The estimate for the left-hand side, F 0 , turns out to be approximately the identity; the estimate for F 1 is an approximately linear function in ≠ x a with a slope in good agreement with the wave velocity s measured in [4] ; the estimate for F 2 can be described by a cubic polynomial in a; the estimates for F 3 and F 4 are approximately linear, also with correct slopes. The estimate for the coupling term, F 5 , appears to be approximately linear in a 2 L a with a clearly negative coupling coefficient.
Set II (second row of Fig. 2 ) yields similar results, but obviously the estimates for F 3 and F 4 are worse. The reason is the following: Because of the law of error propagation, the error of the amplitude a p ͑ReA͒ 2 1 ͑ImA͒ 2 is of the order of the error of the measurement A, but the error of the phase f arctan
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ReA depends on A in such a way that for the particular data considered here it is on average 2 orders of magnitude larger than the error of the amplitude. This leads to worse estimates for the derivatives and, consequently, to worse results for the optimal transformations Finally, for the three data sets with highest signalto-noise ratio, we clearly find that the coupling term is approximately of the form h͑1 1 ic 3 ͒ jA L j 2 A. This allows one to fit linear functions to the optimal transformations F 5 to yield estimates for the coefficients h and hc 3 (Fig. 3) . Averaging the results for the three data sets with highest signal-to-noise ratio, we estimate the coupling coefficients to be ht 21 0 213.7 6 4.7 and hc 3 t 21 0 2142 6 15. Note that, as far as we are aware, the coefficients of the coupling term could not be determined with other methods, so we present them for the first time. The negativity of the coupling coefficients indicates a stabilizing nonlinear competition between the two traveling-wave components and a slowing down of the traveling-wave group velocity. This is in agreement with the experimentally observed slight decrease in phase and group velocities measured during the interaction of the oppositely propagating wave packets [7] .
To summarize our results, we have shown from an analysis of the dynamics of a state of traveling-wave convection that it is possible to extract the governing amplitude equations from high-quality experimental data.
