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Abstract  
 
This paper proposes a machine vision system suitable for the automatic 
classification of animal species. Edge tracking and silhouette 
encapsulation using s- psi coding is used to match the outline shape of the 
animal against a normalised library. An experimental system is described, 
and results from initial tests are reported. The proposed system has great 
potential for a low-cost, robust system to remotely monitor or classify 
animals. 
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1. INTRODUCTION 
In an open agricultural environment such as the Australian outback, resource 
management is a key issue. There is an increasing demand to ensure that the 
available feed and water are used in the most efficient and effective manner. Feral 
animals and other wildlife use resources provided for livestock, which means that 
more must be supplied to compensate, or the stock will get less. A major problem 
with solutions to this issue is the large distances involved. Stations in the Australian 
outback cover extremely large areas, typically on the order of thousands of 
hectares. In these settings, it is impossible for human supervision on any regular 
basis. 
 
Machine vision systems are an ideal solution to these problems as they can be used 
remotely and can be robust by design. An important feature of these systems is that 
there is no physical contact, reducing the need for system maintenance and also 
stress on the animals being monitored. Computing capabilities have developed to 
the point that systems processing real-time video data are now feasible.  This paper 
presents a low-cost, robust system that can be easily generalised for identifying any 
particular species or animal features based on given criteria.  
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Previous work has been done in detecting lameness and behaviour prediction in 
livestock [1]. This research uses statistical modelling and complex predictive 
algorithms to calculate the most likely position and orientation of the object in the 
next time step. This method uses prior knowledge of the object and features in the 
determination.  
  
 
2. SORTING SHEEP FROM GOATS  
An experimental machine vision system has been implemented as a proof of 
concept to automatically classify sample herds of sheep and goats penned together 
in the same area.   
 
2.1 System details 
The vision system is based on the fast processing of streaming video captured by a 
colour CCD camera mounted 2m away from the livestock route.  Blue screen 
technology is used for the experimental trials, wherein a blue tarpaulin is fixed to 
the far side of the route to provide a constant background. This provides an 
7effective method of discriminating the silhouette of the animal as it passes in front 
of the camera. Due to the size of the race, only one animal can pass before the 
camera at a time.  Animals will typically move at a walking pace of around 2 m/s 
and the length may be anywhere from 50cm to 300cm. Given a field of view of 4m, 
the full animal will be in frame anywhere from 0.5 to 2 seconds. Figure 1 shows an 
overview of the experimental trial setup. 
 
 
 
Fig 1. System top view 
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Figure 2 displays an example frame captured in the experimental trials. Unless the 
animal passing in front of the camera is similar colour to the tarpaulin, there will 
always be a high level of blue/non-blue difference between foreground and 
background pixels. 
 
 
 
Fig 2. Example video frame 
 
 
2.2 Algorithms 
The main task in any pattern recognition application in real time is to condense the 
available data into a meaningful subset. For a standard video stream with 320 
columns and 240 rows digitised into 8-bit colour (i.e. 24 bits per pixel), there are 
76,800 pixels or 230,400 bytes of data. This system uses 256 bytes of object shape 
data for matching, which reduces the computation time considerably.  This data 
must be processed fast enough to provide a response at a maximum of 0.25 seconds 
to ensure that no animals are missed. 
 
2.2.1 Image Acquisition  
The CCD camera used gives composite output that can be input to the computer via 
a standard PCI frame grabber board, which converts from composite to RGB video. 
Microsoft DirectShow™ filters have been written to process each frame of data, at 
up to 25 frames per second. Directshow™ is an emerging technology from 
Microsoft enabling fast processing of streaming data. The application has access to 
data buffers with RGB colour information for each pixel in the image without 
requiring detailed knowledge of the capture hardware attached.  
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2.2.2 Check Object Existence 
There are many methods of region segmentation in images with natural 
backgrounds [2-4], however as we can control the image capture situation we can 
use a blue background (chroma key technology), to quickly identify whether there 
are points of interest in the current image . As we are investigating known species 
of animals, there will be certain parts of the image that must be non-blue when an 
animal is in frame. A coarse grid in these areas can be searched for non-blue points, 
with an adaptive threshold set to indicate the presence of an object of interest. 
 
2.2.3 Edge Detection 
A good overview of most methods of edge detection can be found in [5]. In our 
circumstances, the unordered set of edge pixels usually given by a standard edge 
detection technique is of less value than an ordered set of directional steps. This 
can be achieved by ‘stitching’ the perimeter of the object in a certain direction [6]. 
From an identified object point, the algorithm steps vertically until a blue pixel is 
found. This point is the first outside edge of the object. From this point, the 
algorithm steps clockwise around the silhouette of the object by keeping blue points 
on the left and non-blue points on the right. An edge is defined as the boundary 
between blue/non-blue transitions. At each step, the algorithm determines the 
direction stepped from the last pixel. This direction is stored with the distance 
stepped from the start point, thus building up an s-psi graph for the object. As 
figure 3 shows, complex edges can be digitised and coded with little loss of 
information.  
 
 
Fig 3. (a) Original and digitised edge (b) s-psi graph 
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Once the start point has been reached again in the original direction, the object has 
been completely described by N steps around the perimeter of the shape. The 
lowest leading and trailing points are identified and the chain of steps from the rear 
to the front is retained. This provides some invariance to leg position, pose and 
travel direction. This chain can be normalised to a set of 256 steps to reduce 
computation time while still retaining adequate information to ensure the correct 
identification is made. 
 
2.2.4 Template matching 
In most situations that this system can be applied, there are a limited number of 
patterns that need to be identified. In a rural setting, depending on the herd, animals 
such as sheep, goats, cattle and horses may appear. In addition, there may be wild 
animals such as kangaroos, pigs, dingoes, emus and camels. Given this small 
library to match against, a simple template matching algorithm can be implemented 
with high accuracy. As the data has been normalised, size of the animal becomes 
mainly redundant, but is retained for validation (for example, a sheep cannot be 
larger than some maximum value.) A simple correlation algorithm has been 
implemented to match against a library of normalised ‘standard’ animal data.  
 
2.2.5 Animal Identification 
When an animal has been identified with a high degree of certainty, the library 
templates are updated with a small weighted factor of the current values. Some data 
are retained for assistance in processing the next frame. A goat in one frame should 
not be identified as a sheep in the next. Similarly, the size of the animal should not 
change substantially between frames. This spatiotemporal information aids the 
identification and verification process. 
 
 
3. EXPERIMENTAL RESULTS 
The system described above was created and run in a live environment. A sample 
of six sheep and six goats were combined in an area where the access to a water 
trough was past a camera and blue screen.  Data was obtained over two days of the 
animals randomly passing in front of the camera. In all cases where the animals 
passed singly in front of the camera (22 of 24 occurrences), they were identified as 
the correct species. In the other two occurrences, an object was identified, but 
species could not be determined with high enough probability due to multiple 
animals bunching together as they passed the camera.  
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Fig 4.  Example frame and processed image 
 
 
Fig 5.  Example frame and processed image 
 
Figures 4 and 5 show example processed frames. The image on the left is the 
original video frame being processed. The image on the right shows the digitised 
detected edge, the boundaries of the animal and the matched template underneath.  
 
 
4. CONCLUSIONS  
The system developed demonstrates the feasibility of machine vision systems for 
remote sensing and monitoring in the agricultural field. A high degree of accuracy 
has been achieved with simple robust algorithms.  
 
The limitations of the current system are that the animals must pass before the 
camera in single file. If there is no space between animals, the silhouette boundary 
method becomes incorrect. Further work is being conducted to implement a 
probabilistic match on only the top half of the object. Given the object direction, 
the system should be able to identify the animal very early in the trace from the 
shape of the head and neck, giving an approximate position for the start of the next 
animal.  Further work is also underway on feature extraction and identification to 
assist in the identification process. 
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