In this paper we introduce several modifications to the Baum&Welch (BW) formulas used to reestimate the parameters of a Hidden Markov Model (HMM). The estimated parameter is the channel impulse response (CIR) of a communication system which is known to be timevarying. With these modifications, channel tracking properties of a BW-based algorithm are improved. The resulting algorithm is tested in a specific mobile radio environment (the GSM system), exhibiting good performance at expenses of higher computational complexity.
Introduction
It's well known that no high-speed band-limited digital communication can be carried out without the help of an equalizer. Conventional approaches to the adjustment of this equalizer require the transmission of a rruining sequence (i.e. known a priori by the receiver and the transmitter), which provides an accurate initial estimate for the equalizer taps; afterwards, slighter adjustments can be made on-line to adapt this first estimate to the, almost always, changing environment. Of course, the transmission of these training sequences, when possible, brings down the capacity of the system. For that reason, there is an increasing interest around blind equalizers [1, 2, 3] which deal with the problem of the adjustment without training sequences (i.e. blindly).
In [3] , an Estimation-Modification (EM) Viterbi-based algorithm is proposed to perform jointly a Maximum Likelihood (ML) channel estimation and sequence detection. However, modelling the received signal as a HMM allows us to make use of the complete theory developed for these models. For example, the Baum&Welch (BW) algorithm was proposed in [7] to estimate the parameters of the channel and the characteristics of the modulation. This algorithm is known to lead, at least, to a local maximum of the likelihood function [4] , what is not guaranteed by the Viterbi algorithm (VA). In this paper, several modifications to this previously proposed algorithm are introduced to cope with the special features of mobile radio channels.
Signal model
As mentioned before, the environment in which the new algorithm is tested is the Paneuropean Mobile Radio System, also known as GSM. In this system, a constant-envelope Gaussian Minimum Shift Keying (GMSK) modulation scheme with equivalent bandwidth (BT) equal to 0.3 is used. The access strategy is TDMA with 8 timeslots per carrier and 156.25 bit-intervals per timeslot in Normal bursts. At the chosen bit rate (270.8 kbk), multipath propagation leads to deep fades and to uncontrolled Intersymbol Interference (ISI). Besides, and due to the mobile nature of the receiver, Doppler effect is also observed. Taking into account the above mentioned features, the signal at the input of the BW detector can be modelled as: . , n=l provide the components of the desiredl vector and an estimate for the variance of the AWGN.
Finally, special measures should be taken for tlhe cases above mentioned in which mi(' and m,(' remain undefined. In the first case, cl), those components of the means vector are not considered in order to obtain h. The method adopted 111s blocking them with a (diagonal) Weighting Matrix to be included in the LS estimate of step 3. The elements, of such matrix are a measure of the reliability in the estimation of every component of vector m, as a fimction of the times this state was observed along the sequence. To be precise:
In the second case, c2), the static estimate for m replaces the linear aplproximation. That is:
n=l m!' = 0 The resulting algorithm will be referred from now on as the Time-Dependent BW (TDBW) algorithm.
Simulation results
We 'tested the performance of the algorithm for the channels described in the ETSI recommendations. The speed for the mobiles in each environment was chosen according to [8]. Among all the cases, the most interesting ones were RA250 auld RA100 (Rural Area Environment: speed equal to 100 and 250 km/h), since channel coherence time-intervals are the lowest ones. It should also be remarked that a sampling rate of 2 sampledsymbol was considered to compensate for possible timing errors. Channel tracking properties of the proposed algorithm are shown in Fig. 2 and Fig. 3 . It can be observed that such propertiles are good as long as the linear approximation for the channel evolution is feasible. Comparing those figures with those obtained with the ABW algorithm (Fig. 4) , we concludle that CIR tracking is now much less noisy.
In addition to this, now there is no need for waiting the algorithm to converge within the first samples of each timeslot. Moreover, the TDBW version is far more robust against deep fades which usually make the ABW algorithm to lose tracking. The reason for this robustness is that TDBW is a batch-type algorithm, where every sample in the timeslot is used to estimate the CIR in every instant (even though in deep local fades), whereas in the ABW version the estimate relies mainly on the previous and, maybe, alreadyfaded samples. Of course, those improvements are conditioned to an approximately linear variation of the channel, what is not required in the ABW algorithm. However, if this requirement was not met, it would always be possible to increase polynomial order to obtain a better approximation for the channel evolution. The main advantage with respect to the BBW algorithm described in section 3, is the ability to track the evolution of the CIR along the timeslot, instead of approximating each 166 tap by a constant value (Fig. 5) . For mobile stations exhibiting rather high speed, it reverts in a lower BER.
On the other hand, the main drawback of the proposed TDB W algorithm is the increase in the computational burden when compared with both the BBW and ABW versions.
And, what is more, now the number of parameters to be estimated is double the quantity required before (m" and m" vs. m), whereas the amount of data available to perform that estimation is just the same (one timeslot). Consequently, for
CIRs exhibiting large delay-spreads such as HT (Hilly Terrain environment), the variance increase in the estimation of some components in m[n] is very severe and the Weighting Matrix cannot prevent the system from "ability.
In those cases, the only way to make the algorithm to converge is considering larger timeslots which contain more symbols.
Conclusions
A new technique to include the time-varying nature of the parameters of a HMM in the BW reestimation formulas has been presented. The resulting algorithm for blind channel estimation, TDBW, has been compared with those proposed in previous references (BBW and ABW), and its performance qualitatively evaluated in a very concrete environment (the GSM system). The most important drawback of the algorithm is its high computational cost.
Future work is concerned about applying the theory of HMMs and the developed BW-based algorithms to other communication environments such as Underwater Acoustics (UWA), or in other communication problems.
Modified algorithm
Severall strategies can be considered to cope with the time-varying nature of the channel: estimating the CIR with a recursive aldaptation scheme such as LMS what is referred in [7] as the Adaptive BW (ABW) algorithm; or fragmenting each timeslot in subblocks. As opposed to those methods, we will try tio include the time-varying nature of the channel directly in1 the reestimation formulas.
We can approximate the evolution of every tap in the CIR, Ii,, by means of a polynomial in n:
For the channels specified in the ETSI recommendations and assuming l.he speed of the mobile to be less than 250 W h , the linear approximation was observed to be good enough. Assembling all the taps in a single column vector:
and applying the linear transformation above described we observe that the evolution for the means is also linear.
Vectors m/' and m(l will be obtained in order to minimize the MSE g,iven by the following expression:
