Quasilinear first-order PDEs with hysteresis  by Visintin, A.
J. Math. Anal. Appl. 312 (2005) 401–419
www.elsevier.com/locate/jmaa
Quasilinear first-order PDEs with hysteresis
A. Visintin
University of Trento, Trento, Italy
Received 23 July 2004
Available online 27 April 2005
Submitted by J. Lavery
Abstract
This paper deals with the Cauchy problem for a quasilinear first-order equation that includes a pos-
sibly discontinuous hysteresis operator F :
∂
∂t
[
u +F(u)]+ ∂u
∂x
= f in R, for t > 0.
Existence of a weak solution is proved for F equal to a completed relay operator. In the case of
f ≡ 0, an entropy-type condition yields Lipschitz-continuous and monotone dependence on the ini-
tial data, hence uniqueness.
 2005 Elsevier Inc. All rights reserved.
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Introduction
In this paper we deal with the Cauchy problem for a first-order quasilinear PDE that
contains an either continuous or discontinuous hysteresis operator F :{
∂
∂t
[u +F(u)] + ∂u
∂x
= f in R × ]0, T [,
(u + w)|t=0 = u0 + w0 in R.
(1)
More specifically, we assume that F is equal either to a relay operator or to its reg-
ularization, cf. Figs. 1 and 2. The latter operator is continuous, whereas the former is
E-mail address: visintin@science.unitn.it.0022-247X/$ – see front matter  2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2005.03.048
402 A. Visintin / J. Math. Anal. Appl. 312 (2005) 401–419discontinuous; it seems then necessary to replace the relay by its (multivalued) closure
with respect to appropriate topologies, i.e. the completed relay, that we formulate along
the lines of [18,20]; the latter is also the limit of the regularized relays, as the regulariza-
tion parameter vanishes.
We introduce a weak formulation of (1), and prove existence of a solution; for f ≡ 0
we also show continuous dependence on the data, whence uniqueness. These results might
easily be extended to the larger class of either continuous or discontinuous Preisach oper-
ators (i.e., linear combinations of a possibly infinite family of relays).
This work is in the framework of a research on models of hysteresis phenomena and
on related PDEs, author started several years ago; see [17] and references therein. In the
last years research on mathematical aspects of hysteresis has been progressing, see, e.g.,
the monographs [3,4,8,11,14,17]. It seems that so far little attention has been paid to the
above problem; however, for a large class of either continuous or discontinuous hysteresis
operators, that includes those dealt with in this work, (1)1 can be set in the form
dU
dt
+AU  F (U := (u,w), F := (f,0)); (2)
here A is a multivalued m-accretive operator in L1-type spaces, that obviously depends
onF . The theory of nonlinear semigroups (see, e.g., [1,2,5]) then yields the well-posedness
for a rather weak notion of solution, cf. [17, Chapter VIII]. Here accretivity is based on a
fundamental inequality due to Hilpert [7], that also plays a major role in the proof of
well-posedness (for f ≡ 0) for the formulation of this work. A problem like (1), with a
different hysteresis operator, was studied in [15] as a model of transport with adsorption
and desorption; in that paper the reader may also find several references to engineering
applications of (1).
Second-order quasilinear hyperbolic equations of the form ∂2
∂t2
[u + F(u)] + Au = f ,
with A an elliptic operator, were studied in [18,20] using the formulation of the completed
relay we also apply in this work. A different approach was used by Krejcˇí [9,10], see also
[11, Chapters III, IV], for F equal to a Prandtl–Ishlinskiı˘ operator.
The plan of this paper is as follows. In Section 1 we review the relay operator and
its closure, regularize it, and provide a weak formulation. In Section 2 we formulate the
Cauchy problem for Eq. (1) in the framework of Sobolev spaces. In Section 3 we derive
a discrete version of Hilpert’s inequality, and in Section 4 we prove existence of a solu-
tion of the Cauchy problem, for F equal either to a completed relay operator or to its
regularization. In Section 5 we assume that f ≡ 0, and prove Lipschitz-continuous and
monotone dependence of the solution on the initial data (whence uniqueness), by introduc-
ing an entropy-like condition and then proceeding along the lines of the classic argument
of Kružkov [12,13]. In a work apart [21] this technique is also used to prove uniqueness of
the solution for a quasilinear parabolic equations with discontinuous hysteresis.
1. Discontinuous hysteresis
In this section we briefly review the definition of the (delayed) relay, and specify the
functional framework. In view of inserting this operator into PDEs, we also provide a weak
formulation and introduce a regularization.
A. Visintin / J. Math. Anal. Appl. 312 (2005) 401–419 403Fig. 1. Relay operator.
Let us fix any pair ρ := (ρ1, ρ2) ∈ R2, with ρ1 < ρ2. For any continuous function
u : [0, T ] → R and any ξ ∈ {−1,1}, we set Xu(t) := {τ ∈ ]0, t]: u(τ) = ρ1 or ρ2} and
w(0) :=


−1 if u(0) ρ1,
ξ if ρ1 < u(0) < ρ2,
1 if u(0) ρ2,
(1.1)
w(t) :=


w(0) if Xu(t) = ∅,
−1 if Xu(t) = ∅ and u(maxXu(t)) = ρ1, ∀t ∈ ]0, T ],
1 if Xu(t) = ∅ and u(maxXu(t)) = ρ2,
(1.2)
cf. Fig. 1. Any continuous function u : [0, T ] → R is uniformly continuous, hence it may
just have a finite number of oscillations (if any) between the thresholds ρ1, ρ2; therefore
w ∈ BV(0, T ). The operator
hρ :C
0([0, T ])× {−1,1} → BV(0, T ) : (u, ξ) → w
is thus defined. For any increasing continuous function ϕ : R+ → R+, if w = hρ(u) then
w ◦ ϕ = hρ(u ◦ ϕ), that is, hρ is rate-independent; thus it is a hysteresis operator.
Completed relay operator
It is easy to see that the operator hρ(·, ξ) :C0([0, T ]) → L1(0, T ) is not closed. We then
introduce the completed relay operator, kρ : C0([0, T ])× [−1,1] →P(BV(0, T )) (the set
of the parts of BV(0, T )), we define as follows. For any u ∈ C0([0, T ]) and any ξ ∈ [−1,1],
we set w ∈ kρ(u, ξ) if and only if w is measurable in ]0, T [,
w(0) :=


−1 if u(0) < ρ1,
ξ if ρ1  u(0) ρ2,
1 if u(0) > ρ2,
(1.3)
and, for any t ∈ ]0, T ],
w(t) ∈


{−1} if u(t) < ρ1,
[−1,1] if ρ1  u(t) ρ2, (1.4)
{1} if u(t) > ρ2,
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Fig. 2. The graph of the completed relay operator is outlined in part (a). Any point of the rectangle
[ρ1, ρ2] × [−1,1] is accessible to the pair (u,w). If u(t) = ρ1 (u(t) = ρ2, respectively) then w is locally
nonincreasing (nondecreasing, respectively); if ρ1 < u(t) < ρ2 then w is locally constant. The graph of the
corresponding regularized relay operator is represented in part (b).

if u(t) = ρ1, ρ2, then w is constant in a neighbourhood of t,
if u(t) = ρ1, then w is nonincreasing in a neighbourhood of t,
if u(t) = ρ2, then w is nondecreasing in a neighbourhood of t,
(1.5)
cf. Fig. 2(a). The graph of kρ in the (u,w)-plane invades the whole rectangle [ρ1, ρ2] ×
[−1,1]. The operator kρ is the closure of hρ(·, ξ) :u → w with respect to the strong topol-
ogy of C0([0, T ]) for u and the weak topology of L1(0, T ) for w, and then seems to be
more prone than hρ to be coupled with PDEs. This formulation of the completed relay op-
erator slightly differs from that of [17, Section VI.1], where the closure of hρ : (u, ξ) → w
is derived; the present formulation may be justified via a simplification of the argument
of [17].
It is not difficult to see that the conditions (1.4) and (1.5) are respectively equivalent to
|w| 1,
{
(w − 1)(u − ρ2) 0,
(w + 1)(u − ρ1) 0
a.e. in ]0, T [, (1.6)
t∫
0
udw 
t∫
0
ρ2 dw
+ −
t∫
0
ρ1 dw
− =: Ψ 0ρ
(
w; [0, t]) ∀t ∈ ]0, T ] (1.7)
(these are Stieltjes integrals), cf. [18]. Notice that Ψ 0ρ (w; [0, t]) is finite whenever ∂w/∂t ∈
C0(RT )′.
Regularized relay operator
Now we approximate the completed relay operator, kρ , as it is shown in Fig. 2(b). After
[17, Chapter II], the dynamics that is illustrated by this graph and by the arrows defines a
continuous hysteresis operator
kερ :C
0([0, T ])× [−1,1] → C0([0, T ])∩ BV(0, T ) :u → w. (1.8)
Notice that
w = kερ(u, ξ) ⇔ w ∈ kρ(u − εw, ξ). (1.9)
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the latter inclusion is equivalent to the following system of inequalities:
|w| 1,
{
(w − 1)(u − εw − ρ2) 0,
(w + 1)(u − εw − ρ1) 0 a.e. in ]0, T [, (1.10)
t∫
0
(u − εw)dw  Ψ 0ρ
(
w; [0, t]) ∀t ∈ ]0, T ]. (1.11)
The latter inequality also reads
t∫
0
udw  Ψ 0ρ
(
w; [0, t])+ ε
2
[
w(t)2 − w(0)2]=: Ψ ερ (w; [0, t]) ∀t ∈ ]0, T ].
(1.12)
Preisach models
The large class of Preisach models [16] is constructed by combining a (possibly infinite)
family of relay operators having different thresholds. First we define the so-called Preisach
(half-)plane as the set of admissible thresholds of relay operators
P := {ρ = (ρ1, ρ2) ∈ R2: ρ1 < ρ2}, (1.13)
denote byR the family of Borel measurable functions P → {−1,1}, and by {ξρ} a generic
element of R. For any finite (signed) Borel measure µ over P , we then define the (com-
pleted) Preisach operator
Hµ :C0
([0, T ])×R→ L∞(0, T ),[Hµ(u, {ξρ})](t) :=
∫
P
[
kρ(u, ξρ)
]
(t) dµ(ρ) ∀t ∈ [0, T ]. (1.14)
This operator is obviously determined by the Preisach measure µ; Hµ is causal and rate-
independent, namely, it is a hysteresis operator. Whenever the measure µ is absolutely
continuous with respect to the Lebesgue measure, it is not difficult to see that the function
Hµ(u, {ξρ}) is continuous; under this hypothesis the operator Hµ(·, {ξρ}) is also contin-
uous in C0([0, T ]), cf. [17, Chapter IV]. It should also be noticed that the regularized
operator kερ is an example of Preisach operator.
The above formulation is easily extended to the Preisach model: it suffices to regard
ρ as a parameter, denote the output of the corresponding relay operator by wρ , and then
average (1.10) and (1.11) over all wρ ’s with respect to the prescribed Preisach measure µ.
However, in the remainder of this paper we confine ourselves to relay operators; we do so
only out of simplicity, since all the results we derive might easily be extended to Preisach
operators.
Detailed accounts of the Preisach model may be found, e.g., in the monographs [3,4,8,
11,14,17].
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In this section we formulate an initial-value problem in the framework of Sobolev spaces
for Eq. (1) of the Introduction. We set Rt := R × ]0, t[ for any t > 0, fix any T > 0, and
assume that
u0,w0 ∈ L2(R), |w0| 1 a.e. in R, f ∈ L1(RT ) ∩ L2(RT ). (2.1)
We also assume that ε  0, and provide a unified formulation of our problem for both the
completed relay operator kρ (= k0ρ ) and its regularization kερ (ε > 0).
Problem 2.1ε . Find uε ∈ L∞(0, T ;L2(R)) and wε ∈ L∞(RT ) such that
|wε| 1 a.e. in RT , ∂wε
∂t
∈ C0(RT )′, (2.2)∫∫
RT
(
(uε + wε − u0 − w0)∂v
∂t
+ uε ∂v
∂x
+ f v
)
dx dt = 0
∀v ∈ H 1(RT ) ∩ W 1,1(RT ), v(·, T ) = 0, (2.3){
(wε − 1)(uε − εwε − ρ2) 0,
(wε + 1)(uε − εwε − ρ1) 0
a.e. in RT , (2.4)
1
2
∫
R
[
uε(x, t)
2 − u0(x)2]dx + ∫
R
Ψ ερ
(
wε; [0, t]
)
dx

∫∫
Rt
f uε dx dτ for a.a. t ∈ ]0, T [, (2.5)
wε(·,0) = w0 a.e. in R. (2.6)
Interpretation
Initial condition (2.6) makes sense because of the second part of (2.2).
Equation (2.3) entails
∂
∂t
(uε + wε) + ∂uε
∂x
= f in D′(RT ). (2.7)
As f − ∂uε/∂x ∈ L2(0, T ;H−1(R)), this equation also holds in the latter space. We then
get the initial condition in the sense of traces:
(uε + wε)|t=0 = u0 + w0 in H−1(R). (2.8)
Let us denote by 〈·, ·〉 the duality pairing between the spaces H−1(R) and H 1(R). If
uε ∈ L2(0, T ;H 1(R)), we can multiply (2.7) by uε , getting
t∫ 〈
∂
∂τ
(uε + wε),uε
〉
dτ =
∫∫
f uε dx dτ.0 Rt
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t∫
0
〈
∂
∂τ
(uε + wε),uε
〉
dτ  1
2
∫
R
[
uε(x, t)
2 − u0(x)2]dx + ∫
R
Ψ ερ
(
wε; [0, t]
)
dx
for a.a. t ∈ ]0, T [, (2.9)
which may be regarded as a reformulation of (1.12). By (1.8)–(1.12) the conditions (2.4)–
(2.6) then stand for the relation
wε ∈ kερ(uε,w0) a.e. in R. (2.10)
This argument is rigorously justified only if uε ∈ L2(0, T ;H 1(R)), and this property
is far from being obvious for the solutions of Problem 2.1ε . This problem may then be
interpreted as a weak formulation of an initial-value problem for the system (2.7), (2.10).
Henceforth we shall write (u,w) in place of (uε,wε).
3. Hilpert-type inequalities
In view of proving the well-posedness of Problem 2.1ε (for f ≡ 0), we review a fun-
damental property of a class of continuous hysteresis operators, and provide a discretized
version. First let us set
s0(η) := −1 if η < 0, s0(0) := 0, s0(η) := 1 if η > 0.
Lemma 3.1 (Hilpert’s inequality [7]). Let ε > 0. Then for any (ui, ξi) ∈ W 1,1(0, T ) × R
(i = 1,2), setting w˜ := kερ(u1, ξ1) − kερ(u2, ξ2) we have
dw˜
dt
s0(u1 − u2) d
dt
|w˜| a.e. in ]0, T [. (3.1)
For the proof of this statement we refer to [7] and [17, Section III.2]. Let us now set
G0ρ(u, ξ) :=


{−1} if u < ρ1,
[−1, ξ ] if u = ρ1,
{ξ} if ρ1 < u < ρ2,
[ξ,1] if u = ρ2,
{1} if u > ρ2,
∀(u, ξ) ∈ R × [−1,1], (3.2)
cf. Fig. 3(a). Notice that for any ε > 0 the relation w ∈ G0ρ(u − εw, ξ) defines a single-
valued maximal monotone function Gερ , cf. Fig. 3(b):
w = Gερ(u, ξ) ⇔ w ∈ G0ρ(u − εw, ξ).
It is not difficult to see that the recursive equation
wn = Gερ(un,wn−1) ∀n (3.3)
defines a time-discretized version of the relay relation w = kερ(u,w0); indeed if u is the
piecewise-linear interpolate of the un’s with time step h, then w(nh) = wn for any n.
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Fig. 3. (a) Graphs of the multi-valued function G(·, ξ); (b) the corresponding single-valued function Gε(·, ξ), for
any ξ ∈ [−1,1].
Lemma 3.2 (Time-discretized Hilpert’s inequality). For i = 1,2, let ε > 0 and {uni } and{wni } be two real sequences such that
wni = Gερ(uni ,wn−1i ) ∀n, for i = 1,2. (3.4)
Then, setting u˜n := un1 − un2 and w˜n := wn1 − wn2 ,
(w˜n − w˜n−1)s0(u˜n) |w˜n| − |w˜n−1| ∀n ∈ N. (3.5)
Proof. First let us set u∗ni := uni − εwni , u˜∗n := u∗n1 − u∗n2 , and notice that for i = 1,2
ρ1 < u
∗n
i < ρ2 ⇒ wni = wn−1i ,
u∗ni  ρ1 ⇒ wni wn−1i ,
u∗ni  ρ2 ⇒ wni wn−1i . (3.6)
To prove (3.5) it suffices to show that, by a suitable choice of σn ∈ sign(w˜n),
(w˜n − w˜n−1)(s0(u˜n) − σn) 0 ∀n ∈ N. (3.7)
This inequality is here checked by distinguishing the different cases that may occur at
any n:
(i) if either w˜n > 0 and u˜n > 0, or w˜n < 0 and u˜n < 0, then σn = s0(u˜n) and (3.7) is
fulfilled;
(ii) if w˜n = 0, then we can take σn = s0(u˜n) and (3.7) is fulfilled;
(iii) if w˜n > 0 and u˜n  0, then u˜∗n < 0. By Fig. 2(a) it is clear that ρ1  u∗n1 < u∗n2  ρ2,
whence u∗n1 < ρ2 and ρ1 < u
∗n
2 . By (3.6), u∗n1 < ρ2 (ρ1 < u∗n2 , respectively) entails
that wn1 w
n−1
1 (wn2 wn−12 , respectively); hence w˜n  w˜n−1. As s0(u˜n) = −1, (3.7)
follows;
(iv) if w˜n < 0 and u˜n  0, then exchanging the indices 1 and 2 we are reduced to the
case (iii). 
Remark. Let us denote the Heaviside function by H . As s0 + 1 = 2H , (3.1) and (3.5) are
respectively equivalent to
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dt
H(u1 − u2) d
dt
(w˜)+ a.e. in ]0, T [, (3.8)
(w˜n − w˜n−1)H(u˜n) (w˜n)+ − (w˜n−1)+ ∀n ∈ N. (3.9)
4. Existence
In this section we prove existence of a solution of Problem 2.1ε for any ε  0 via time-
discretization, derivation of a priori estimates, and passage to the limit.
Theorem 4.1. Let ε  0. If (2.1) is fulfilled then Problem 2.1ε has a solution. Moreover,
for any p ∈ [1,+∞],
u0,w0 ∈ BV(R), f ∈ Lp(0, T ;BV(R)) ⇒
u,w ∈ L∞(0, T ;BV(R))∩ W 1,p(0, T ;C0(R¯)′). (4.1)
Proof. (i) Approximation. Let us fix any m ∈ N, and set h := T/m,
u0m := u0, w0m := w0, f nm :=
1
h
nh∫
(n−1)h
f (·, t) dt for n = 1, . . . ,m.
We now approximate our problem via an implicit time-discretization scheme.
Problem 2.1ε,m. For n = 1, . . . ,m, find unm ∈ H 1(R) and wnm ∈ L2(R) such that
wnm ∈ Gερ
(
unm,w
n−1
m
)
a.e. in R, for n = 1, . . . ,m, (4.2)
unm − un−1m
h
+ w
n
m − wn−1m
h
+ du
n
m
dx
= f nm a.e. in R, for n = 1, . . . ,m. (4.3)
We note that if ε > 0, (4.2) is an equality.
As Gερ is maximal monotone with respect to the first argument, existence of an approx-
imate solution can easily be proved step by step.
(ii) A priori estimates. For any family {vnm}n=1,...,m of functions R → R, let us first set
vm := piecewise-linear interpolate of v0m, . . . , vmm in [0, T ], a.e. in R,
v¯m(·, t) := vnm a.e. in R ∀t ∈ ](n − 1)h,nh[, for n = 1, . . . ,m. (4.4)
Let us multiply Eq. (4.3) by hunm, and sum for n = 1, . . . , 
, for any 
 ∈ {1, . . . ,m}. As
D(R) is dense in H 1(R), it is easy to see that∫
R
dunm
dx
unm dx =
1
2
∫
R
d
dx
(
unm
)2
dx = 0 ∀n.
By (4.2) we then get
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∫
R
[(
u
m
)2 − (u0)2]dx + ∫
R
Ψ ερ
(
wm; [0, 
h]
)
dx 

∑
n=0
∫
R
f nmu
n
m dx
 ‖f ‖L1(0,T ;L2(R)) max
n=0,...,

∥∥unm∥∥L2(R) for 
 = 1, . . . ,m. (4.5)
A simple calculation then yields
‖um‖L∞(0,T ;L2(R)),
∥∥Ψ ερ (wm; [0, t])∥∥L∞(0,T ;L1(R))  C1. (4.6)
(By C1,C2, . . . we denote suitable positive constants independent of m,ε.) Hence∥∥∥∥∂wm∂t
∥∥∥∥
L1(RT )
 C2, (4.7)
and by comparing the terms of (4.3) we get∥∥∥∥∂um∂t + ∂um∂x
∥∥∥∥
L1(RT )
 C3. (4.8)
(iii) A contraction property. First let us assume that ε > 0, and set
sj (ζ ) := max
{
min{jζ,1},−1} ∀ζ ∈ R, ∀j ∈ N,
δkv(x) := v(x + k) − v(x) ∀x ∈ R, ∀k > 0, ∀v : R → R.
Notice that sj → s0 pointwise in R. By applying δk to (4.3) we have
δku
n
m − δkun−1m
h
+ δkw
n
m − δkwn−1m
h
+ dδku
n
m
dx
= δkf nm a.e. in R, ∀n. (4.9)
Let us multiply this equation by hsj (δkunm) and integrate over R; as
∫
R
dδku
n
m
dx
sj
(
δku
n
m
)
dx =
∫
R
(
d
dx
δku
n
m∫
0
sj (ζ ) dζ
)
dx = 0 ∀n,
we get∫
R
(
δku
n
m − δkun−1m
)
sj
(
δku
n
m
)
dx +
∫
R
(
δkw
n
m − δkwn−1m
)
sj
(
δku
n
m
)
dx
 h
∫
R
∣∣δkf nm∣∣dx ∀n.
By passing to the limit as j → ∞ we get the same inequality with s0 in place of sj . Note
that (
δku
n
m − δkun−1m
)
s0
(
δku
n
m
)

∣∣δkunm∣∣− ∣∣δkun−1m ∣∣;
moreover, by the discretized Hilpert inequality (3.5),(
δkw
n
m − δkwn−1m
)
s0
(
δku
n
m
)

∣∣δkwnm∣∣− ∣∣δkwn−1m ∣∣.
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R
(∣∣δkunm∣∣− ∣∣δkun−1m ∣∣)dx +
∫
R
(∣∣δkwnm∣∣− ∣∣δkwn−1m ∣∣)dx  h
∫
R
∣∣δkf nm∣∣dx ∀n,
whence, summing with respect to n,
∫
R
(∣∣δku
m∣∣+ ∣∣δkw
m∣∣)dx 
∫
R
(∣∣δku0∣∣+ ∣∣δkw0∣∣)dx + h 
∑
n=0
∫
R
∣∣δkf nm∣∣dx
for 
 = 1, . . . ,m. (4.10)
(iv) Limit procedure. By the above estimates, there exist u,w such that, as m → ∞
along a suitable sequence,
u¯m,um → u weakly star in L∞
(
0, T ;L2(R)),
w¯m,wm → w weakly star in L∞(RT ),
∂wm
∂t
→ ∂w
∂t
weakly star in C0(RT )′. (4.11)
Moreover, by (4.7) and (4.10), the classic Riesz compactness criterion yields
w¯m,wm → w strongly in L1loc(RT ); (4.12)
hence∫∫
RT
w¯mu¯mϕ dx dt →
∫∫
RT
wuϕ dx dt ∀ϕ ∈D(RT ). (4.13)
The formulae (4.3) and (4.5) also read
∂
∂t
(um + wm) + ∂u¯m
∂x
= f¯m in H−1(R), a.e. in ]0, T [, (4.14)
1
2
∫
R
[
u¯2m(t) − (u0)2
]
dx +
∫
R
Ψ ερ
(
w¯m; [0, t]
)
dx 
∫ ∫
Rt
f¯mu¯m dx dτ
∀t ∈ ]0, T ]; (4.15)
by passing to the limit in (4.14) and to the inferior limit in (4.15) as m → ∞, we then get
(2.7) and (2.5). For any nonnegative ϕ ∈D(RT ) the inclusion (4.2) entails∫∫
RT
(w¯m − 1)(u¯m − ρ2)ϕ dx dt  ε
∫∫
RT
( |w¯m|2
2
− w¯m
)
dx dt,
∫∫
RT
(w¯m + 1)(u¯m − ρ1)ϕ dx dt  ε
∫∫
RT
( |w¯m|2
2
+ w¯m
)
dx dt; (4.16)
by (4.13), passing to the inferior limit as m → ∞ we then get (2.4).
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and wm are uniformly bounded in L∞(0, T ;BV(R)). By comparison in (4.14) we then get
that ∂(um + wm)/∂t is uniformly bounded in Lp(0, T ;C0(R¯)′). By (4.2)∣∣∣∣∂um∂t
∣∣∣∣+
∣∣∣∣∂wm∂t
∣∣∣∣
∣∣∣∣ ∂∂t (um + wm)
∣∣∣∣ a.e. in RT ; (4.17)
we then infer that ∂um/∂t and ∂wm/∂t are both uniformly bounded in Lp(0, T ;C0(R¯)′),
and (4.1) follows. 
Remark. The estimates (4.6)–(4.8) and (4.10) are uniform with respect to ε  0. Therefore
apparently there is no gain of regularity in replacing the completed relay operator by its
regularization.
Proposition 4.2 (Robustness). Let ε  0, and for any n ∈ N let ρ1n < ρ2n and (un,wn) be
a corresponding solution of Problem 2.1ε . If
ρ1n → ρ1, ρ2n → ρ2, ρ1 < ρ2, (4.18)
then there exists (u,w) such that, as n → ∞ along a subsequence,
un → u weakly star in L∞
(
0, T ;L2(R)),
wn → w weakly star in L∞(RT ) and strongly in L1loc(RT ),
∂wn
∂t
→ ∂w
∂t
weakly star in C0(RT )′,
un + wn → u + w weakly star in L∞
(
0, T ;L2(R))∩ H 1(0, T ;H−1(R)). (4.19)
Moreover, (u,w) is a solution of Problem 2.1ε corresponding to the pair (ρ1, ρ2).
Outline of the proof. The argument follows the lines of the above estimate and limit
procedure. In particular, ρ1 < ρ2, (4.19)2 and (4.19)3 entail
lim inf
n→∞ Ψ
ε
ρn
(
wn; [0, t]
)
 Ψ ερ
(
w; [0, t]). 
The latter result applies also if ρ1 = ρ2; however, in that case the convergence (4.19)3
drops.
5. Uniqueness
In this section we study the uniqueness of the solution of Problem 2.1ε for any ε  0.
Apparently the low regularity of the solution does not allow one to apply Hilpert’s argu-
ment based on the inequality (3.1), cf. [7]. Indeed, even under the regularity of (4.1), in
general, Eq. (2.7) does not hold pointwise, and thus it cannot be multiplied by a discontin-
uous function.
We then use a different technique. In order to select a unique solution, we append an
entropy-type condition; we show that any limit of solutions of the above time-discretized
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Lipschitz-continuously and monotonically on the initial data; of course this entails the
uniqueness of the solution, too. This mimics the classic procedure that Kružkov introduced
for quasilinear first-order equations without hysteresis [12,13].
For technical reasons, we are able to perform this program only assuming that the source
term identically vanishes (i.e., f ≡ 0), although the well-posedness of the semigroup solu-
tion of problem (2) suggests that the solution might be unique in general.
Let us denote by Lρ the hysteresis region, namely, the subset of R2 that represents
admissible pairs (u,w); this set consists of the rectangle [ρ1, ρ2] × [−1,1] and of the two
half-lines ]−∞, ρ1[ × {−1} and ]ρ2,+∞[ × {1}. Notice that, trivially,
θˆ ∈ k0ρ(θ, θˆ) ∀(θ, θˆ) ∈ Lρ. (5.1)
Theorem 5.1. Let ε  0 and assume that
u0,w0 ∈ L2(R), ∃α > 0: u0,w0 ∈ Wα,1(R), (5.2)
|w0| 1 a.e. in R, f ≡ 0 a.e. in RT . (5.3)
Then there exists a solution of Problem 2.1ε such that∫∫
RT
((|u − θ | + |w − θˆ |)∂v
∂t
+ |u − θ |∂v
∂x
)
dx dt  0
∀v ∈D(RT ), v  0, ∀(θ, θˆ) ∈ Lρ. (5.4)
If u ∈ L∞(RT ), taking θ = ±‖u‖L∞(RT ) one easily sees that (5.4) entails the PDE (2.7),
for f ≡ 0.
Proof. (i) First we improve the convergences (4.11). Let {unm}, {wnm}, u and w be con-
structed via the approximation procedure of the previous section. By (4.10) and (5.2)
‖um‖L∞(0,T ;Wα,1(R)), ‖wm‖L∞(0,T ;Wα,1(R)) C4. (5.5)
By the approximate equation (4.14) and by (4.11)3 we have∥∥∥∥∂um∂t
∥∥∥∥
L1(RT )+L2(0,T ;H−1(R))

∥∥∥∥∂wm∂t
∥∥∥∥
L1(RT )
+
∥∥∥∥∂um∂x
∥∥∥∥
L2(0,T ;H−1(R))

∥∥∥∥∂wm∂t
∥∥∥∥
L1(RT )
+ ‖um‖L2(RT ) C5. (5.6)
By the classic Aubin’s lemma, the two latter estimates and (4.11)3 yield
um → u, wm → w strongly in L1loc(RT ). (5.7)
(ii) Now we come to the main part of the argument. Let us assume that θ = ρ1, ρ2,
so that there exists ε > 0 such that kερ maps θ to θˆ . Once we prove our statement for
any pair (θ, θˆ ) like this, an obvious approximation procedure will then provide it for any
(θ, θˆ ) ∈ Lρ .
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vnm :=
1
h
nh∫
(n−1)h
v(·, t) dt a.e. in R,
multiply Eq. (4.3) by hs0(unm − θ)vnm, and sum for n = 1, . . . ,m. Notice that(
unm − un−1m
)
s0
(
unm − θ
)

∣∣unm − θ ∣∣− ∣∣un−1m − θ ∣∣,
dunm
dx
s0
(
unm − θ
)
 d
dx
∣∣unm − θ ∣∣;
as ε > 0 we can also apply the discretized Hilpert inequality (3.5), that yields(
wnm − wn−1m
)
s0
(
unm − θ
)

(
wnm − wn−1m
)
s0
(
wnm − θˆ
)

∣∣wnm − θˆ ∣∣− ∣∣wn−1m − θˆ ∣∣.
Thus we get
m∑
n=0
∫
R
[(∣∣unm − θ ∣∣− ∣∣un−1m − θ ∣∣+ ∣∣wnm − θˆ ∣∣− ∣∣wn−1m − θˆ ∣∣)vnm
+ d|u
n
m − θ |
dx
vnm
]
dx  0 ∀v ∈D(RT ), v  0, (5.8)
or also, by continuous and discrete partial integration,
h
m∑
n=0
∫
R
[(∣∣unm − θ ∣∣+ ∣∣wnm − θˆ ∣∣)vnm − vn−1mh +
∣∣unm − θ ∣∣dvnmdx
]
dx  0.
Passing to the limit as m → ∞, by (5.7) we get (5.4) for any ε > 0. We now pass to the
limit as ε → 0; as all the estimates we derived are uniform with respect to ε, we then get
(5.4) also for ε = 0. 
Theorem 5.2 (Lipschitz-continuous and monotone dependence on the initial data). Assume
that ε  0 and f ≡ 0. For i = 1,2 let
u0i ∈ L2 ∩ L1(R), w0i ∈ L1(R), |w0i | 1 a.e. in R, (5.9)
and (ui,wi) ∈ L∞(0, T ;L2(R)) × L∞(RT ) be a corresponding solution of Problem 2.1ε
that fulfils (5.4). Then
u1 − u2,w1 − w2 ∈ L∞
(
0, T ;L1(R)), (5.10)∫
R
(|u1 − u2|(x, t) + |w1 − w2|(x, t))dx 
∫
R
(∣∣u01 − u02∣∣+ ∣∣w01 − w02∣∣)dx
for a.a. t ∈ ]0, T [, (5.11)∫
R
[
(u1 − u2)+(x, t) + (w1 − w2)+(x, t)
]
dx 
∫
R
[(
u01 − u02
)+ + (w01 − w02)+]dx
for a.a. t ∈ ]0, T [. (5.12)
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By writing the inequality (5.4) for (u1(x, t),w1(x, t)) and (θ, θˆ ) = (u2(ξ, τ ),w2(ξ, τ ))
for almost any fixed (ξ, τ ) ∈ RT , we get∫∫
RT
(∣∣u1(x, t) − u2(ξ, τ )∣∣+ ∣∣w1(x, t) − w2(ξ, τ )∣∣)∂v
∂t
(x, t) dx dt
+
∫∫
RT
∣∣u1(x, t) − u2(ξ, τ )∣∣ ∂v
∂x
(x, t) dx dt  0 ∀v ∈D(RT ), v  0; (5.13)
by writing the same inequality for (u2(ξ, τ ),w2(ξ, τ )) and (θ, θˆ ) = (u1(x, t),w1(x, t)) for
almost any fixed (x, t) ∈ RT , we similarly get∫∫
RT
(∣∣u2(ξ, τ ) − u1(x, t)∣∣+ ∣∣w2(ξ, τ ) − w1(x, t)∣∣)∂v
∂τ
(ξ, τ ) dξ dτ
+
∫∫
RT
∣∣u2(ξ, τ ) − u1(x, t)∣∣∂v
∂ξ
(ξ, τ ) dξ dτ  0 ∀v ∈D(RT ), v  0. (5.14)
In both of these inequalities let us now take any nonnegative v = v(x, t, ξ, τ ) ∈
D((RT )2), and then integrate (5.13) ((5.14), respectively) with respect to (ξ, τ ) (to (x, t),
respectively) over RT . By summing these two inequalities we get∫∫∫∫
(RT )2
[(∣∣u1(x, t) − u2(ξ, τ )∣∣+ ∣∣w1(x, t) − w2(ξ, τ )∣∣)
(
∂v
∂t
+ ∂v
∂τ
)
+ ∣∣u1(x, t) − u2(ξ, τ )∣∣
(
∂v
∂x
+ ∂v
∂ξ
)]
dx dt dξ dτ  0. (5.15)
Let us now fix a mollifier ψ ∈D(R) such that
ψ  0, ψ(s) = 0 if |s| 1,
∫
R
ψ(s) ds = 1,
and set ψη(s) := ψ(s/η)/η for any s ∈ R and any η > 0. For any nonnegative z ∈D(RT ),
let us then take
vη(x, t, ξ, τ ) = ψη(x − ξ)ψη(t − τ)z
(
x + ξ
2
,
t + τ
2
)
in (5.15), and pass to the limit as η → 0. Denoting by δ0 the Dirac measure in R concen-
trated at the origin, for any fixed (x, t) ∈ RT , δ0(x − ξ)δ0(t − τ) equals the Dirac measure
in R2 concentrated at the point (x, t). Denoting by D1z and D2z the two partial derivatives
of the function z, we have
∂vη
∂t
+ ∂vη
∂τ
= ψη(x − ξ)ψη(t − τ)D2z
(
x + ξ
2
,
t + τ
2
)
→ δ0(x − ξ)δ0(t − τ)D2z(x, t) in D′(RT ), as η → 0,
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∂x
+ ∂vη
∂ξ
= ψη(x − ξ)ψη(t − τ)D1z
(
x + ξ
2
,
t + τ
2
)
→ δ0(x − ξ)δ0(t − τ)D1z(x, t) in D′(RT ), as η → 0.
We then get∫∫
RT
[(|u1(x, t) − u2(x, t)∣∣+ ∣∣w1(x, t) − w2(x, t)∣∣)D2z(x, t)
+ ∣∣u1(x, t) − u2(x, t)∣∣D1z(x, t)]dx dt  0 ∀z ∈D(RT ), z 0. (5.16)
For any t˜ ∈ ]0, T [ and any η ∈ ]0, t˜[, let us denote by gη the indicator function of the
rectangle ]−1/η,1/η[ × ]η, t˜[, and set
zη(x, t) =
∫∫
RT
gη(x − ξ, t − τ)ψη(ξ)ψη(τ) dξ dτ ∀(x, t) ∈ R × ]0, t˜[, ∀η ∈ ]0, t˜ [.
Taking z = zη (∈D(R)) in (5.16) and passing to the limit as η → 0, we get (5.11), whence
(5.10). Finally, integrating Eq. (2.7) in time we also have∫
R
(u1 − u2 + w1 − w2)(x, t) dx =
∫
R
(
u01 − u02 + w01 − w02
)
dx
for a.a. t ∈ ]0, T [,
and by adding this equality to (5.11) we get (5.12). 
Extension to the Preisach model
Let us prescribe a positive, finite Borel measure µ over the set of admissible thresholds,
P , cf. (1.13); denoting the ordinary N -dimensional Lebesgue measure by λN , let us then
equip RN × P with the product measure λN × µ (here we are interested to the case of
N = 2 or 3). Let us assume that
u0 ∈ L2(R), f ∈ L1(RT ) ∩ L2(RT ), w0 ∈ L2
(
R;L1(P)),
|w0| 1 a.e. in R ×P, (5.17)
and set
w˜0(x) :=
∫
P
w0(x,ρ) dµ(ρ) for a.a. x ∈ R. (5.18)
For any ε  0 we can now provide a weak formulation of the Cauchy problem (1) of the
Introduction, for F equal to the Preisach operator associated to the measure µ.
Problem 2.2ε . Find uε ∈ L∞(0, T ;L2(R)) and wε ∈ L∞(RT ×P) such that, setting
w˜ε(x, t) :=
∫
wε(x, t, ρ) dµ(ρ) for a.a. (x, t) ∈ RT , (5.19)P
A. Visintin / J. Math. Anal. Appl. 312 (2005) 401–419 417one has
|wε| 1 a.e. in RT ×P, ∂wε
∂t
∈ L∞(P;C0(RT )′), (5.20)∫∫
RT
((
uε + w˜ε − u0 − w˜0
)∂v
∂t
+ uε ∂v
∂x
+ f v
)
dx dt = 0
∀v ∈ H 1(RT ) ∩ W 1,1(RT ), v(·, T ) = 0, (5.21){
(wε − 1)(uε − εwε − ρ2) 0,
(wε + 1)(uε − εwε − ρ1) 0
a.e. in RT ×P, (5.22)
1
2
∫
R
[
uε(x, t)
2 − u0(x)2]dx + ∫∫
R×P
Ψ ερ
(
wε; [0, t]
)
dx dµ(ρ)

∫∫
Rt
f uε dx dτ for a.a. t ∈ ]0, T [, (5.23)
wε(·,0, ·) = w0 a.e. in R ×P . (5.24)
(Thus wε depends on (x, t, ρ), whereas uε and w˜ε only depend on (x, t).)
The results of two latter sections can be extended to this problem. For instance, it is
easy to see that here the estimate procedure is unchanged. We do not develop this somehow
routinely procedure, that the reader can find detailed for a different equation, e.g., in [18].
We just mention the extension of the entropy-type condition (5.4): setting
L¯ := {(θ, θˆ ): θ ∈ R, θˆ :P → [−1,1], (θ, θˆ(ρ)) ∈ Lρ for µ-a.a. ρ ∈ P},
one can show that for any ε  0 Problem 2.2ε has one and only one solution such that∫∫
RT
[(
|uε − θ
∣∣+∫
P
∣∣wε(·, ·, ρ) − θˆ (ρ)∣∣dµ(ρ)
)
∂v
∂t
+ |uε − θ |∂v
∂x
]
dx dt  0
∀v ∈D(RT ), v  0, ∀(θ, θˆ) ∈ L¯. (5.25)
Open questions
(i) In Theorem 5.2 we assumed that the source term vanishes: of course it would be of
interest to remove or at least to relax this hypothesis.
A related question concerns the connection between the present notion of solution and
that based on the theory of nonlinear semigroups of [17, Chapter VIII].
(ii) Further investigation on Eq. (1) might concern the study of the associated time-
periodic problem, under a time-periodic source term f .
(iii) For any nondecreasing, continuous real function α, it seems possible to extend the
well-posedness to the Cauchy problem for the equation
∂ [
u + α(u) +F(u)]+ ∂u = 0 in R × ]0, T [. (5.26)∂t ∂x
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increments.
(iv) The following system arises in modelling traffic flow, see, e.g., [6]:{
∂u
∂t
+ ∂w
∂x
= f,
u = ϕ(w) in RT . (5.27)
Here ϕ is a nonmonotone real function; in a very simplified setting its graph might be
N -shaped, without vertical parts. In alternative, one might also consider a system of the
form {
∂u
∂t
+ ∂w
∂x
= f,
w ∈ cu + kρ(u) in RT , (5.28)
c being a positive constant and kρ a completed relay operator. The passage from the sys-
tem (5.27) to (5.28) might be supported by a similar argument to that of [19]; however, a
rigorous derivation is not completely clear, and for either system it is not obvious that the
associated Cauchy problem has a solution. This final issue looks as relevant as challenging.
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