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ABSTRACT
Keystroke Dynamics Based on Machine Learning
by Han-Chih Chang
The development of active and passive biometric authentication and identification
technology plays an increasingly important role in cybersecurity. Biometrics that utilize
features derived from keystroke dynamics have been studied in this context. Keystroke
dynamics can be used to analyze the way that a user types by monitoring various
keyboard inputs. Previous work has considered the feasibility of user authentication
and classification based on keystroke features. In this research, we analyze a wide
variety of machine learning and deep learning models based on keystroke-derived
features, we optimize the resulting models, and we compare our results to those
obtained in related research. We find that a model that combines a convolutional
neural network (CNN) and a gated recurrent unit (GRU) preforms best in our
experiments. This model also outperforms previous research in this field.
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CHAPTER 1
Introduction
Today, popular forms of biometric authentication include fingerprint and facial
recognition. However, such biometric techniques do not solve all authentication issues.
For example, studies show that the elderly are reluctant to use facial recognition
and fingerprint recognition for authentication on mobile phones, while young people
prefer to type instead of using other ways to authenticate [1]. Therefore, some passive
biometric have recently emerged. In this research, we consider biometric based on
keystroke dynamics. Such techniques are applicable to the authentication problem,
and can also potentially play a role in intrusion detection system (IDS).
Keystroke dynamics is based on typing behavior. This approach typically relies
on features such as the duration of keyboard events, the duration of the ‘‘bounce,’’ the
time difference between each character, and so on. Such data can be collected through
monitoring keyboard input and recording, for example, the time intervals between
each keystroke. However, it is worth noting that a biometric based on keystroke
dynamics is unlikely to be powerful enough to serve as a standalone authentication
technique. That is, keystroke dynamics based authentication generally must be used
in conjunction with other types of authentication, such as passwords. In its related
role as an IDS, keystroke dynamics can be competitive with other approaches.
Compared with biometric technologies such as fingerprints and iris scans,
keystroke dynamics has some advantages. First, in terms of hardware, keystroke
dynamics can be implemented through a simple API interface, with the collected
keystroke features passed to a model for fitting. Hence, no additional hardware deployment is involved, which reduces the user’s cost. Second, as alluded to above, keystroke
information can be obtained in a more passive and natural manner, which eases the
collection burden on the user. Third, keystroke dynamics can be used in an ongoing,
1

real-time IDS mode to judge whether behavior is consistent with a specific user’s
previous behavior. In contrast, in a typical username and password authentication,
such ongoing monitoring is not an option. Therefore, keystroke dynamics can serve to
enhance security beyond the authentication phase.
Of course, there are also some disadvantages to using keystroke dynamics for
authentication. One disadvantage is that if a user has an injured hand or is simply
distracted or overly emotional, their typing patterns might not be consistent with
the patterns used for training. Furthermore, another disadvantage is that typing
patterns may vary based on different keyboards or even due to new applications or
software updates, which suggests that models must be updated regularly. Although
such concerns are legitimate, it is clear that these issues can be mitigated, and hence
the utilization of keystroke dynamics is likely to grow in the near future.
In this research, we analyze various keystroke dynamics data and train machine
learning and deep learning models to distinguish between users. Features include
individual key presses and flight time, among others. Note that for the sake of user
privacy, we do not store sequences of actual keystrokes, which implies that the text
itself is not used for modeling purposes.
We consider a variety of learning techniques, including convolutional neural
networks (CNN), recurrent neural networks (RNN), long short-term memory (LSTM)
networks, gated recurrent unit (GRU) networks, extreme gradient boosting (XGBoost),
and multilayer perceptrons (MLP). Except the timing features, we also experiment
with non-conventional features and we make use of ideas from Siamese networks [2]
to combine them together. Then, we further experiment with pre-trained models and
attention mechanism.
We consider both fixed text and free text datasets [3]. For our fixed text data,
we have selected [4], a popular benchmark dataset that includes 51 users’ keystroke
2

dynamics information. For the free-text data, we will used [5], which contains keystroke
data from 148 participants.
The primary goal of this research is to achieve high accuracy in a low-cost AIbased biometric system using keystroke dynamics. Ideally, we hope to use a relative
small amount of data for authentication (or ongoing monitoring). We would also like
our models to be scalable and robust. In surveying of previous work in this field, we
find that robustness, in particular, has seldom been considered.
The remainder of this paper is organized as follows. Chapter 2 discusses relevant
background topics, including a survey of previous work. Chapter 3 describes the
data set used in our experiments and outlines the machine learning techniques that
have been used. Then, we discusses implementation details, present and analyze
our experimental results in Chapter 4 for fixed-text and Chapter 5 for free-text.
Lastly, Chapter 6 summarizes our main results and we include a discussion of possible
directions for future work.

3

CHAPTER 2
Background
In this chapter, we will first introduce the idea and history background for
keystroke dynamics. Then, we will further study some previous works from other
researchers.
2.1

Keystroke Dynamics
According to [6], ‘‘keystroke dynamics is not what you type, but how you type.’’

Most previous work on typing biometrics can be divided into either classification
based on a fixed-text or authentication based on free-text [7]. For fixed text, the text
used to model the typing behavior of a user and to authenticate the user is the same.
This approach is usually applied to short text sequences, such as passwords. The
classification can be made with the timing between each character in the same phrase
along with multiple attempts [8]. Moreover, with the methodology of combining
password along with username, researchers can further strengthen the model [9]. A
comprehensive evaluation related to fixed-text data is mentioned in [7]. As for free
text, the text used to model the typing behavior of a user and to authenticate the user
is not necessarily the same. This approach is usually applied to long text sequences,
and can be viewed as a continuous form of authentication or IDS.
In the early years, keystroke dynamics had been studied with many different
distance-based methods such as the Euclidean distance, the Mahalanobis distance,
and the Manhattan distance. Nowadays, lots of machine learning techniques had also
been researched such as Support Vector Machine (SVM), RNN and so on [10]. These
techniques will be discussed in more details in the following subsections.
2.2

Previous Work
In this section, previous works which include distance-based methods and machine

learning techniques will be discussed.
4

2.2.1

Distance-based Method

The concept of keystroke dynamics first appears in 1970s which focused on the
fixed-text data [11]. In the following years, method which calculated the mean and
variance in time interval among two keys and three keys were applied to further
analyzed the keystroke features with the Euclidean distance and Bayesian classifiers
had shown up in [12]. The result in [12] claims the accuracy is 92% with their own data
set which contains 63 users. Therefore, early researches usually applied the nearest
neighbor classifier with different distance-based methods to measure the similarities
among those keystroke features.
In distance-based techniques, Euclidean distance is used as the default methods in
the beginning because of its simplicity and geometric intuitiveness. However, as times
goes by, other distance-based methods have also been explored, and are reviewed as
follows.
Since Euclidean distance can not handle the correlation between the vectors and
it is hard to distinguish differences in the extracted features, Mahalanobis distance
has been used. The difference from Euclidean distance is that Mahalanobis distance
takes into account the correlation between various characteristics. Therefore, it fixs
the inconsistency and relevance of each dimension in the Euclidean distance and has
been used in keystroke dynamics as well [13].
Another distance-based technique is Manhattan distance whose advantage is easy
to compute and has the ability to decompose the contributions made by variables.
Furthermore, this method is more robust to the effect of outliers. A comparison
of performance in [4] showed that among all distance-based techniques, the best
performance is the nearest neighbor classifier which uses scaled Manhattan distance
with an Equal Error Rate (EER) of 0.096.
EER is a point on the curve formed by false acceptance rate (FAR) and false
5

rejection rate (FRR) where the two identification error rates are the same. At
this point, the sum of the two identification error values of FRR and FAR is at
minimum. Generally, the value of EER is used as an indicator of the performance of
the identification system. The lower the value of EER, the better the performance of
the identification system.
2.2.2

Machine Learning Techniques

Nowadays, research of keystroke dynamics grows rapidly due to many existing
machine learning techniques including 𝐾-nearest neighbors (𝐾-NN) [14], 𝐾-means [15],
random forests [16], fuzzy logic [17], Gaussian mixture model [18] and so on. In the
following paragraphs, we will mention some techniques to elaborate the process.
The concept of SVM is to construct a hyperplane, so that the data can be divided
into two categories in space. In [19], SVM is used to extract features from the data
then applied in classification. Another technique has been used is Hidden Markov
Model (HMM), which is a statistical model of a sequence of hidden parameters with
causal or conditional dependency. In [20], the author uses a HMM to learn the time
intervals in keystroke dynamics.
Neural Networks (NN) has also been applied in keystroke dynamics in the recent
years [21, 22]. However, the traditional NN may be stuck in the local minimums which
may damage the performance. Fortunately, with the improvement in deep learning
techniques, this risk has been reduced and researchers can build more well-trained
model. Therefore, deep learning techniques has also been applied in classification and
achieve better performance compared to other techniques which mentioned before
in [23]. Since these models usually require a long time for training process, Adam
optimization and Leaky Rectified Linear Unit are used for faster learning process [24].
Also, in [25], a type of genetic algorithm named Neuro Evolution of Augmenting

6

Topologies (NEAT), has come up with a high accuracy using their own data set.
Another study applied Deep Belief Nets (DBN) to extract hidden feature detectors
and those feature detectors were used building a pre-trained artificial neural network
for training process [26]. Furthermore, in [26] claims that deep learning technique has
significantly outperformed other algorithms on the CMU fixed-text data set. Noted
that some studies are not comparable since they use different data sets.
The CMU keystroke data set is a well known public fixed-text data set and
has been deeply studied because it contains huge number of samples within each
individual [4]. In [4], the authors achieved a baseline result of an average EER for 9.6%.
There are many studies use this data set and outperform this baseline. For example,
in [27], the experiment obtains an EER of 2.3% with a CNN with data augmentation.
While in [24], the experiment obtains an EER of 3% using a Multi-Layers Perceptron
(MLP).
Compared to fixed-text, the number of researches done with free-text is much
smaller. A research published in 2013 which had been cited more than 150 references
claims that the amount of researched done with fixed-text are roughly eight times
more compared to free-text [28]. Nevertheless, since the all users type different things
in free-text data and the amount of data is usually larger than fixed-text, the models
used in free-text are usually more scalable compared to fixed-text model. Furthermore,
short fixed-text are usually easier to distinguish the users since the data can be
transformed into a certain size of feature vector, while free-text is relatively hard to
do so because the number of keys typed among users are different.
Other research had studied the effectiveness with different length of keys for
free-text data and conclude that the result is word-specific [29]. Another interesting
research had studied the keystroke acoustics for user authentication [30]. The authors
come up with a new type of symbols which based on the sound of keyboards and
7

further extract the keystrokes features from that symbols. The experiments are done
with the data set which contains 50 users and get a result of EER for 11% which
claims that keystroke acoustics can also be used for user authentication.
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CHAPTER 3
Implementation
In this chapter, we will first introduce the data sets for keystroke dynamics. Then,
we will go through all the techniques that have been applied in this project.
3.1

Datasets
The data in keystroke dynamics can be further divided into fixed-text and free-

text data. In this section, we will introduce two fixed-text data which collected by
CMU and CUHK [4, 31]. As for free-text data, we choose to use the Buffalo free-text
data set in this project [5].
3.1.1

CMU Fixed-text Dataset

The CMU fixed data set is a benchmark data set which used for keystroke
dynamics. The data set collects 51 users’ keystroke dynamics information where
each user typed the same password .tie5Roanl 400 times over 8 sessions and there
are 50 repetitions in each session. During different session, all of the users have to
wait at least one day, so that the day-to-day variation of each subject’s typing can
be captured [4]. Furthermore the password .tie5Roanl has been specially designed
and chosen to be representative of a strong 10-character password since it contains a
special symbol, a number, lowercase letters and a capital letter.
3.1.2

CUHK Fixed-text Dataset

This CUHK data set contains keystroke dynamics data of 100 users typing the
same password try4-mbs. This data set collects a total of ten timing samples and
ten pressure samples from each participant. There are two files in each user’s folder,
latency.txt and pressure.txt [31].
Each row of the matrix in latency.txt corresponds to a sample and each column
corresponds to the time interval between two keys. The timing data samples are
captured at an accuracy of milliseconds. In pressure.txt, each column corresponds to
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a sample where a time-series of pressure which measured in volt imposed on a key.
3.1.3

Buffalo Free-text Dataset

The Buffalo keystroke data set was collected by researchers of SUNY Buffalo,
which contains long fixed-text and free-text keystroke data from 157 participants
who could use the keyboard skillfully in 3 different sessions [5]. In long fixed-text,
users are requested to type Steve Jobs’ commencement speech which is split into
three pieces. In free-text, users are requested to answer 2 survey style questions and 1
scene description. The time duration within each session takes about 50 minutes, and
contains about 5700 keystrokes. The total average of the number of keystrokes in the
3 sessions exceeded 17,000. Furthermore, there is a 28 days time interval between
two sessions, and four different types of keyboards are used across sessions. In this
experiment, we focus on the Buffalo free-text keystroke data.
Note that in the free-text data set, it can be divided into two subsets which are
baseline subset and rotation subset. In the baseline subset, there are 75 users which
ID from 001 to 075 using the same type of keyboard across 3 sessions. While, in the
rotation subset, there are 73 users which ID from 075 to 148 using 3 different types
of keyboard across 3 sessions. In each txt file, the entities are separated by space
in each line. The first entity is the name of the key. The second entity is the key
event (key-down or key-up) and the third entity is the timestamp which measured in
milliseconds.
3.2

Background of Techniques on Fixed-text Dataset
In this section, we will discuss the techniques which have been used for fixed-text

data set in our project. Those techniques can be classified into clustering techniques
and classification methods.
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3.2.1

T-distributed Stochastic Neighbor Embedding (T-SNE)

T-SNE is a non-linear dimensionality reduction method proposed by L.J.P. van
der Maaten and G.E. Hinton in 2008 [32]. It is typically use for data visualization,
reducing the feature space and clustering. In contrast to Principal Component Analysis
(PCA), T-SNE is better at capturing non-linear relationships in the data.
3.2.2

K-Nearest Neighbor

𝐾-NN is a simple machine learning method that classifies according to the distance
between different feature values. Noted that its training materials are all labeled data.
The main application field of the 𝐾-NN algorithm is to classify unknown labels. The
judgment idea is usually based on the Euclidean distance to find the characteristics
of unknown labels which are closest to the known labels of data. By finding the k
nearest neighbors of a sample, and assigning the average value of the attributes of
these neighbors to the sample, the attributes of the sample can be obtained.
3.2.3

eXtreme Gradient Boosting (XGBoost)

XGBoost is an optimized distributed gradient boosting library and it is currently
the fastest open source boosted tree toolkit, which is more than 10 times faster
compared to common toolkit. It uses a presorted algorithm and a histogram-based
algorithm to calculate the best segmentation. In terms of data science, a large number
of Kaggle players choose it for data exploration competitions.
3.2.3.1

XGBoost with Data Augmentation

Data Augmentation is a technique to generate more data from the existing data
set for the model to learn. In other words, it creates more fake data to make up for
the lack of data set. Although the generated data is fake data, it is also generated
from the modification of the original data content. Therefore, data augmentation has
been proven to solve the problem of insufficient data and improve the accuracy of
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model training.
3.2.4

Long Short-Term Memory (LSTM) and Bi-directional LSTM (BiLSTM)

LSTM is a special Recurrent Neural Network (RNN) and mainly been used to solve
the problem of gradient disappearance and gradient explosion in the training process
of long sequences. In other words, LSTM can perform better in longer sequences than
ordinary RNN and it is very suitable for modeling time series data, such as text data.
Bi-LSTM is a combination of forward LSTM and backward LSTM. It is very
suitable for sequence labeling tasks that are related up and down, so it is often used
to model contextual information in Natural Language Processing (NLP). In some
situations, there has a problem when using LSTM to model sentences which is it is
impossible to encode information from back to front. Therefore, Bi-LSTM can better
capture the two-way semantic dependence.
3.2.4.1

LSTM and Bi-LSTM with one-hot encoding

In one-hot encoding, if each feature has m possible values, then after one-hot
encoding, it becomes m binary features. Furthermore, these features are mutually
exclusive, and only one is enabled at a time. Therefore, the data will become sparse.
One benefit of one-hot encoding is that it can solve the problem where the classifier
cannot handle the labeled data. Another advantage is that it also played a role in
expanding features.
3.2.4.2

Bi-LSTM with Attention Mechanism

The basic idea of the attention mechanism is to break the limitation that the
traditional encoder and decoder structure relies on an internal fixed-length vector
when encoding and decoding. The implementation of the attention mechanism is to
retain the intermediate output results of the LSTM encoder on the input sequence,
and then train a model to selectively learn these inputs and associate the output
12

sequence with it when the model outputs.
3.2.5

Gate Recurrent Unit (GRU)

GRU is a type of RNN and it is also proposed to solve problems such as long-term
memory and gradients in back propagation just like LSTM. In other words, the
structure of GRU input and output is similar to that of ordinary RNN, and the
internal idea is similar to that of LSTM. Compared with LSTM, there is one less gate
inside the GRU, which means that it has fewer parameters than LSTM. But ideally, it
can also achieve functions equivalent to LSTM. For the purpose of saving computing
power and time cost of the hardware, people sometimes will choose to use GRU.
3.2.6

Convolutional Neural Network (CNN) and Multi-kernel CNN

The CNN architecture is composed of three types of layers which are convolution, pooling and fully-connected. The typical CNN method is through multi-layer
convolution and pooling, the extracted features are used as input, and then connected
to one or more fully connected layers for classification.
3.2.7

Multi-layer Perceptron (MLP)

The structure of the multi-layer perceptron includes the input layer, hidden layer
and output layer. Noted that each time the data passes through a node, it will pass
an activation function, which is the key to the multilayer perceptron’s ability to solve
non-linear problems. After the activation function is passed, a non-linear conversion
is performed. Assuming that the hidden layer and the output layer have n nodes in
total, it has undergone n non-linear conversions. The MLP in this experiment contains
LinearBRDopout layers and each layer contains Linear, BatchNorm1d, Dropout and
leaky relu which is the activation function. After LinearBRDopout layers, the output
needs to go through another Linear layer and perform BatchNorm1d to get the final
classification [24].
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Figure 1: Architecture of MLP
3.2.8

Light Gradient Boosting Machine (LightGBM)

LightGBM is Microsoft’s open source distributed high-performance Gradient
Boosting framework, which uses a learning algorithm based on decision trees [33].
LightGBM uses a new gradient-based one-sided sampling (GOSS) technology to filter
data samples to find segmentation values. The main idea of the GOSS method
is that sample points with large gradients play a major role in the calculation of
information gain, which means more information gain. Therefore, in order to maintain
the accuracy of information gain evaluation, it needs to keep these sample points
with large gradients, and randomly sample the sample points with small gradients
proportionally.
3.3

Background of Techniques on Free-text Dataset
In our experiments, techniques which have been applied in free-text data set can

be further divided into two parts which are the techniques applied on the text data
and the techniques applied on the keystroke data.
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3.3.1

Bidirectional Encoder Representations from Transformers (BERT)

BERT is a language representation model that Google uses in an unsupervised
way to refine a large amount of unlabeled text [34]. Its architecture is the encoder in
the transformer. Note that encoders can convert the words which are inputted into a
vector, and then the decoder can read the information of this vector and generate the
output. BERT training is divided into two major steps which are pre-training and
fine-tuning. In the pre-training part, Google uses a large amount of text data to train
the model in an unsupervised learning manner. In the fine-tuning part, it fine-tune
the model with labeled data.
3.3.2

Proposed CNN-GRU Model

The proposed model, which we refer to as CNN-GRU, will be used to learn a
sequence of individual keystroke vectors to obtain individual keystroke features for
binary classification of all users [35]. The core idea of selecting GRU is that it can take
advantage of sequential information which we have observed that a user’s behavior
may change slightly, even within a session. Since a GRU is a type of recurrent
neural network, it has the ability to learn the current characteristics of the input
while retaining previous characteristics. In addition, we intend to use a CNN before
the GRU, with the aim of providing improved features to the GRU. In effect, the
CNN can be viewed as a form of feature engineering. In this CNN, the length of
the convolutional kernel corresponds to the number of sequences that are covered.
After the convolution operation, each kernel has the ability to produce a higher-level
keystroke signature. Subsequently, these signatures become input into the GRU. After
training the GRU, a user’s keystroke behavior patterns can be obtained.
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3.3.2.1

Dropout

We also implement the dropout function within the proposed model. The idea of
dropout was introduced in [36] as a regularization technique for Deep Neural Network,
which will randomly drop units along with their connections from the neural network
during training. Noted that it is just drop for the time being. As for stochastic
gradient descent since it is randomly discarded, each mini-batch is training a different
network. The meaning of dropout is to prevent over-fitting and improve the effect for
CNN.
3.3.2.2

Activation Function

In this project, we select BCEWithLogitalLoss as the activation function instead
of sigmoid is because that according to [37], using BCEWithLogitalLoss will be more
stable than using sigmoid and BCELoss separately. However, there are still some
benefits when using sigmoid function, since it mapping the score to the probability
distribution interval of [0, 1], the output probability can be further used to calculate
the ROC curve.
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CHAPTER 4
Experiments and Results on Fixed-text Dataset
This chapter will provide the experimental results of using different machine
learning techniques on fixed-text dataset and we will also do some comparisons and
analysis.
4.1

CMU Fixed-text Dataset
The introduction of CMU fixed-text dataset is mentioned in Section 3.1.1.

4.1.1

Data Pre-processing

In the CMU fixed data set, the data are arranged as a table with 31 columns.
The size of the table is 20400 rows x 31 columns. Each row of data corresponds to
the timing information for a single repetition of the password by a single subject.
The first column, subject, is a unique identifier for each subject, for example s003 or
s053. Noted that even though the data set contains 51 subjects, the identifiers do
not range from s001 to s051 since not every subject participated in every experiment.
The second column ’sessionIndex’ is the session where the password was typed which
ranges from 1 to 8. The third column ’rep’ which ranges from 1 to 50 is the repetition
of the password within the session.
The remaining 31 columns represent the information of timing in the password
and the title of the column indicates the type of timing information. For example,
a column named ’H.period’ means a hold time for the period key. The hold time is
the time when the key was pressed until it was released. Another example is the
column named ’DD.period.t’ means the time interval between period key-down and t
key-down. In other words, ’DD.period.t’ can also represent the time where the period
key was pressed to where the t key was pressed. The last example is the column named
’UD.period.t’, it means the time interval between period key-up and t key-down, also
known as the time where period was released to the time where t was pressed. Note
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that in some cases, the UD times may be negative, and the H time plus UD time
equals to DD time. See Figure 2 for more information. Note that this type of data
pre-processing method can be applied in all kinds of keystroke dynamics field.

Figure 2: Keystroke Dynamics Features
4.1.2

Feature Engineering

Since there are 31 timing features in this data set, which can be divided into
3 main groups, DD, UD and H. The first experiment is to see whether there is any
difference among these 3 main groups. In this experiment, we take 6 out of 51 subjects
and observe the result.
4.1.2.1

Key-down Key-down

In Figure 3, each blue line is a record and each subject contains 400 records of
input. From Figure 3, we can observe that most of the records have similar pattern
within same subject which can indicate that same subject tend to have same typing
pattern. This observation is good for the classification experiment. However, when
six subjects together in Figure 3, the results show that all of subjects also have similar
pattern. The reason may because all subjects type in same characters since this is a
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fixed text data set. We further compare the average Key-down Key-down records
among 6 subjects in Figure 4 and a slightly difference can be found. This observation
shows that this Key-down Key-down feature has the ability to distinguish the subjects
which can be further used in classification.

Figure 3: Key-down Key-down within Six Subjects for 400 Times

Figure 4: Average Key-down Key-down within Six Subjects

4.1.2.2

Key-up Key-down

In this section, the results and observations are almost the same as Key-down
Key-down section.
4.1.2.3

Hold (Pressure Duration)

In Figure 5, when compare six subjects together with hold feature, the difference
can be easily observed compare to Section 4.1.2.1. Furthermore, there are much
more difference can also be found in Figure 6. These results show that hold (press
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duration) may be an important feature since it is much more simpler to classify all
users compared to other features.

Figure 5: Hold Time within Six Subjects for 400 Times

Figure 6: Average Hold Time within Six Subjects
4.1.3

Clustering

First, we choose to use the T-SNE as a clustering technique which mentioned in
Section 3.2.1 to see how the data distributed. In the experiment, we create a subset
of the first seven subjects with T-SNE, where each subject has 400 records. Then,
the result shows that the subjects can roughly be classified into different groups in
Figure 7.
4.1.4

Classification

During the experiment of classification, we first use four features which are H, DD,
UD and total to classify the CMU data set with 𝐾-NN which mention in Section 3.2.2
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Figure 7: T-SNE of All Features for the First Seven Subjects
and perform 5-fold cross validation as baseline performance. The accuracy of multiclassification among 51 subjects using 𝐾-NN is shown in Table 1. The result shows
that compared to DD and UD features, H feature can obtain higher accuracy which
proves the observation in Section 4.1.2.3 is correct.
Table 1: Accuracy of Four Features on 𝐾-NN
Feature

Description

Accuracy

H
DD
UD
Total

Hold time
Key-down Key-down
Key-up Key-down
H, DD and UD

65.00%
55.00%
60.00%
69.00%

After the experiment of 𝐾-NN, we further classify the data set with XGBoost
using the same four features and the accuracy of multi-classification among 51 subjects
are shown in Table 2. The comparison result between two models is shown in Figure 8.
The comparison result can easily observe that XGBoost achieves a higher accuracy.
Therefore, we decide to do more experiment with XGBoost. The technique we choose
to apply is data augmentation. In this experiment, we generate 2 times of data from
the original data set by simply add random numbers which range from -0.02 to 0.02 on
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Table 2: Accuracy of Four Features on XGBoost
Feature

Description

Accuracy

H
DD
UD
Total

Hold time
Key-down Key-down
Key-up Key-down
H, DD and UD

76.91%
76.39%
81.10%
95.15%

Figure 8: Overall Results on Four Features
each timing features and the result data augmentation slightly improved the accuracy
of 1% which is shown in Table 3.
Table 3: Accuracy on XGBoost with Data Augmentation
Description
Non-Augmentation
Augmentation

Data length
16320
48960
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Accuracy
95.42%
96.39%

We also apply the LSTM and Bi-LSTM with one-hot encoding on this data set.
In this experiment, one-hot encoding is applied on both the label and the timing
feature and then be applied in LSTM and Bi-LSTM. In the experiment, the accuracy
of LSTM and Bi-LSTM is shown in Table 4.
Table 4: Accuracy of LSTM and Bi-LSTM with One-hot Encoding
Description

Technique

Accuracy

LSTM
Bi-LSTM

one-hot encoding
one-hot encoding

91.28%
90.02%

Furthermore, we expand the Bi-LSTM with attention mechanism hopes to find
out which feature is more important. In the experiment, the accuracy of Bi-LSTM
with attention mechanism is 78.04%. After training, we can further analyze the
attention matrix after all the epochs. Attention matrix is the result of using attention
to classify the CMU data. It is mainly the weight trained by the targeted attention
layer to compare with the changes in the training process between each function
and the training results. The result is shown in Figure 9. The x-axis is 31 features
which are split into three pictures, 10, 10, and 11. The y-axis randomly takes 20
consecutive training data. we observe that after several epochs, the attention seems
to have a tendency to converge to certain features. At the end of the training, we
find several features which may be more important than others such as UD.period.t,
H.t, DD.five.Shift.r, UD.five.Shift.r, DD.l. and Return.
However, the results show that the attention weight graphs vary (the important
features are differently) when we try different training data. Maybe more epochs need
to be experimented and see whether the result will converge more fixedly at a higher
epochs. Therefore, we can prove that which inputs features affects more.
Lastly, we apply GRU, CNN and MLP which mention in Section 3.2.5, Sec23

Figure 9: Attention Matrix
tion 3.2.6 and Section 3.2.7. The results show that the accuracy of GRU is 92.72%;
the accuracy of CNN is 82.25%; the accuracy of multi-kernel CNN is 70.49%. Lastly,
the accuracy of MLP is 95.69%.
4.1.5

Overall Results for CMU Fixed-text Dataset

The overall results for CMU fixed-text dataset is shown in Figure 10. The
result shows that among all models we have build, the model of XGBoost with data
augmentation achieves a highest accuracy of 96.39%. Since some models achieve high
accuracy such as MLP and XGBoost with data augmentation, we further compare
the training time. The results show that XGBoost with data augmentation take 18
minutes to train while MLP take around half an hour to train. Therefore, we conclude
that the XGBoost model with data augmentation is more efficient
4.2

CUHK Fixed-text Dataset
The CUHK fixed-text data set is mentioned in Section 3.1.2. Noted that this data

set is not a standard data set since it only contain the latency and does not mention
the difference among key-up key-up, key-up key-down, and key-down key-down, which
makes the data set not representative.
Although this CUHK data set is not a wonderful one, we still do some simple
experiment using LightGBM and XGBoost which introduce in Section 3.2.8 and
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Figure 10: Overall Results on CMU Fixed-text Dataset
Section 3.2.3. The accuracy of LightGBM and XGBoost is mentioned in Table 5.
Table 5: Accuracy of XGBoost and LightGBM on CUHK Dataset
Description

Data set

XGBoost
LightGBM

CUHK
CUHK
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Accuracy
96.00%
98.50%

CHAPTER 5
Experiments and Results on Buffalo Free-text Dataset
This chapter will provide the experiments results of using different machine
learning techniques on free-text data set. Since the data in free-text is different among
all users, we will study on both the text data and the keystroke data. Lastly, we will
also provide some comparisons and analysis for the experiments. Noted that Buffalo
free-text data set contains three different sessions and each session’s data are collected
through different time slot. Therefore, in the following experiments we decide to
use two sessions for training and the remaining for testing. When an experiment is
finished, we will change the session for testing data. At the end, the result will be
obtained after calculating the average result from three different testing sessions. It
can also been seen as a 3-fold cross validation. For example, s01-train-s2-test in this
experiment means we use session 0 and session 1 for training, the remaining session 2
for testing.
5.1

BERT
First, we want to see whether the free-text part of the data (the word typed by

users) will benefit the result. If the results matter, then may combine this result with
the keystroke data can achieve a better performance. We first have some hand-on
experiment on the BERT model which used a popular fake news data set from Kaggle
and built a binary classification model to distinguish the data and the accuracy is
91.59% which shown in Table 6. The confusion matrix of this experiment is shown in
Table 7. Then, we further apply this BERT model with Buffalo free-text data set.
5.1.1

BERT-word

In this experiment, the BERT model is designed for multi-classification and there
are 148 users in the Buffalo data set. Noted that we focus on the free-text part of data
not the keystroke part. This experiment spent some time with the data pre-processing
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Table 6: Classification Report for BERT Fake News Data
Label
1
0
Accuracy

precision

Metrics
recall

f1-score

96.80%
87.48%
-

85.90%
97.20%
-

91.03%
92.08%
91.59%

Support
2816
2854
5670

Table 7: Confusion Matrix for BERT Fake News Data

Fake
Real

Fake

Real

2419
80

397
2774

part since the original input is character-based with some special symbols. We use
our own way trying to reconstruct the characters back to a word. Some examples are
shown in Table 8. In this part, the result seems good due to the reason that some
words can definitely be recognized from the free-text. But there are some strange
words that are hard to identify may due to user’s typo which may affect the result.
After data pre-processing, we feed those words in a BERT model which mention in
Section 5.1.
Table 8: Few Examples of Pre-processing Results for BERT-word
Label

Text

87
12
127
146
7
41

badly1 children are enjoying the snow and maki...
even network security . five years from now i ...
are to get into a place where i can play best ...
i believe after rigorous research about variou...
holidays . its snow aoell over and snow games ...
no sense to this image . the people are just d...

However, the overall result is bad which is almost close to zero and the testing
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loss did not decrease. One reason may be the data set is not large enough. Although
the original free-text data set is not small, when it converts into words, the size of
the data set shrinks. Moreover, big portion of the data size is occupied by keystroke
part. After analyzing the size of data, we found out that for training parts each user
only has nearly 15 lines of words, and 2 lines for testing. In contrast, in normal NLP
which usually apply thousands of lines for training. The other reason may be that
some users make some typos or type some strange words which do not exist so that
when we converts characters to words, the final result is poor.
5.1.2

BERT-char

We then continue experimenting on a BERT char-based model, during the data
pre-processing part, the size of the data is almost 8 times bigger than the BERT
word-based model. However, the result shows that the BERT-char model also can
not classify the users and the accuracy is almost 0% as BERT-word. The reason may
due to the BERT model is trained on word not characters and the size of data is still
not sufficient.
To make sure that there are no bugs in the BERT model, we uses another data
set for multi-classification, which contains 10 different categories of news. The result
in Section 5.1 shows that the accuracy is 92% which proves that there’s no bug in the
BERT model. Somehow BERT just can not work with the free-text data. Noted that,
the data used in this experiment is the free-text part in the data, not the keystroke
part.
5.2

Proposed CNN-GRU Model
After the experiment on the text part, we then focus the experiment on the

keystroke part of free-text data. In this project, we choose to a CNN-GRU which
mention in Section 3.3.2.

28

5.2.1

Baseline Subset

The goal of this project is to build an authentication model and achieve the
purpose of IDS. For the data part, we decide to use the baseline subset which has
75 users using the same type of keyboard across three sessions first. After having
the best model, we then apply it on the rotation subset and whole Buffalo data set.
Furthermore, since there is no additional data can be added, we choose to use two
sessions for training and one session for testing which is more realistic because user
may type things in different time.
5.2.2

Feature Fusion

There are three types of features in our experiments which include timing features,
non-convention features and mixed features which combine timing and non-convention
features together.
5.2.2.1

Timing Feature

First, we transforms the free-text keystroke data into a fixed-length keystroke
sequence, then further converts the sequence into a keystroke vector sequence according
to the time feature of the keystroke sequence.
The format of the keystroke vector is presented in Figure 11, where the ID[x]
represents the number of the keys. For example, character A represent one, character
B represent two and so on. The reason why we use the number of keys instead of
character is because we want to make sure that no one will record the character and
recreate it. In this way, we can achieve the security purpose. The H[x] means the
hold duration of the key. The U[x] means the key-up time of the key which can also
refer to the timestamp of key is released. The D[x] means the key-down time of the
key which can also refer to the timestamp of key is pressed. Therefore, the D[x]U[x]
means the time duration of a key is pressed until it is released and the D[x]D[x] means
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the time duration between two keys are pressed. In this case, x indicates any key [35].

Figure 11: Keystroke Vector of Timing Feature
After obtaining the keystroke vectors, we further calculates normalization of the
timing features since some traditional authentication models use the mathematical
ways to calculate the means, variances, and other mathematical characteristics between
various keystrokes [38].
5.2.2.2

Non-conventional Feature

Traditional keystroke dynamics uses a single feature which is timing latency.
However, typing habits are also an important indicator of keyboard input, which can
well reflect a person’s keystroke habits. For example, features which related to left
and right may help the model to classify users’ handedness.
In this project besides the conventional timing feature, we further add seven
non-conventional features with the Buffalo data set which expect to further analyze
the keystroke data [39]. The features are shown in Table 9 and the features such as
left shift rate and right shift rate may help the model to classify users’ handedness.
Table 9: Non-conventional Features
Non-conventional features

Description

Back-rate
Left shift rate
Right shift rate
Left caps rate
Right caps rate
Ctrl rate
Left-right rate

Measures the percentage of delete
Measures the percentage of left shift
Measures the percentage of right shift
Measures the percentage of left caps
Measures the percentage of right caps
Measures the percentage of control
Measures the percentage of left and right arrow key
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In the first experiment, since we think the key-length of non-conventional features
should be longer to get the user’s pattern, we use the different key-length where timing
features with key-length 100 and non-conventional features with key-length 500 to do
the experiment. Therefore, in the data pre-processing section, due to the reason that
the key-length is not the same, the number of timing and non-conventional features
will not match. Then, we decide to randomly append the non-conventional features
after the timing features according to the user id. At the end, we can test the models
with three different kinds of input features which are timing, non-conventional and
mixed. The result is shown in Table 10 and Table 11.
Table 10: Accuracy of Timing Features on CNN-GRU
Feature
Timing

Session used for testing
s0
s1
s2
85.01%

85.61%

Average Accuracy

83.56%

84.72%

Table 11: Accuracy of Three Features on CNN-GRU
Feature

Average Accuracy

Timing
Non-conventional
Mixed

84.72%
94.00%
90.82%

However, there are some problems that have been observed. For example, one of
the circumstance show that when user-id equals to 1, if use the timing feature alone,
the accuracy is only about 60%. But if combined with non-conventional feature, it
can reach 95% up several times during training. In this case, the mixed features seem
to be effective.
Whereas, when user-id equals to 7, if use the timing feature alone, its accuracy
will be around 82%. But if combined with non-conventional feature, the accuracy is
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only 50% for all epochs. While considering non-conventional alone, the accuracy is
87.5%. In some cases it seems to be better to use timing alone while in some other
cases, it is better to combine together or just use non-convention. But in most of the
users’ cases, the accuracy can be rushed to about 85% up when combined.
Furthermore, the reason why the accuracy of non-conventional feature is high may
due to long key-sequence is used which means less training and testing data. Noted
that small keystroke length will have more data but non-conventional features will be
doubted since some feature may not have enough data. Meanwhile, larger keystroke
length will have less data but non-conventional features will be more trustful.
5.2.2.3

Fusion

In the section of fusion, we mixed the timing feature together with the nonconventional feature using same key length. Therefore, the keystroke vector will be
extended correctly. Also, we have done more experiments on different key-length size.
First, we combine non-conventional features with timing feature using the idea
from Siamese network [40]. Siamese network has two inputs which are fed into two
neural networks and respectively map the inputs into a new space. The distancerelated loss function is used to train the network parameters, so that the trained
network can measure the similarity of the two inputs. In this experiment, we design
to let non-conventional use fully connected Neural Network (NN) while conventional
features use Multi-kernel CNN-GRU. Then combine the result together and go through
another fully connected NN to obtain the desired output.
The result is shown in Table 12. From the experiment result, we observe that
when we apply longer key length, the result will also become better. However, for
the reason why we stop at key length 250 is due to the lack of data which is shown
in Figure 12. We think that there are some users who do not pay attention when
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collecting the data in the Buffalo data set. Thus, the words they type is much more
less than other users which can refers to Figure 13. Lastly, this fusion experiment
shows that the overall effect after fusion is better than that of using a feature alone,
and achieves the ideal accuracy.
Table 12: Feature Fusion with Different Key Length
Model
CNN-GRU
CNN-GRU
CNN-GRU
CNN-GRU

Parameters
kernel key-length

Session used for testing
s0
s1
s2

2,2,2
2,2,2
2,2,2
2,2,2

89.2%
92.5%
93.4%
95.4%

50
150
200
250

89.7%
93.1%
93.6%
94.5%

Figure 12: User-id 17

Figure 13: User-id 17-1
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89.6%
93.7%
94.3%
94.0%

Average
89.5%
93.1%
93.8%
94.6%

5.2.3

Parameter Tuning

After several experiments, we are not satisfied with the result. Thus, we perform
parameter tuning on the CNN-GRU model. Note that the proposed model is designed
in cuda format and there are some hyper-parameters that can be experimented in
which includes learning rate, kernel size of CNN and keystroke length.
5.2.3.1

Multi-kernel

In the beginning, the original model is a single kernel CNN-GRU model and
achieve an average accuracy of 84.7%. Then, we decides to transform the CNN into
a multi-kernel CNN where the kernel is a list so that different combinations can
be experimented. The result of the best average accuracy is 92.1% which shown in
Table 13.
In multi-kernel, when kernel size different, it can observe features of different
sizes. When the kernel sizes is large which means the receptive field is big and bigger
input can be observed. However, larger kernel size may lead to over-fitting. Therefore,
we consider the case when keystroke feature may need kernels of different levels and
would like to see whether it’s better to see different size of kernels mixed together.
Furthermore, when combine different kernels together, the padding issues should
be aware of. In CNN, padding is to increase the number of pixels on each side, the
purpose is to keep the feature map not too small. However, it does not need to exceed
the size of the original image, so it can not be any number. The upper limit of padding
is to keep the size of the feature map consistent with the size of the original image.
The specific increase in the number of pixels is determined by the size of the filter and
the size of the stride. The meaning of padding is not to discard the original image
information and to keep the size of the feature map consistent with the original image.
Moreover, it can let the input of the deeper layer still have enough information.
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Noted that, when combining the multi-kernel together, different dimensions will
result in different effects. For example, when connected along the last dimension
indicates that sequence of different sizes is shown to GRU several times, which is
not the meaning of multi-kernel CNN. While connecting with the first dimension is
the correct way to achieve the purpose for observing features of different sizes. The
experiment result with different kernel sizes is shown in Table 13.
Table 13: Accuracy of Parameter Tuning with Kernel

5.2.3.2

Model

Parameters
kernel

CNN-GRU
CNN-GRU
CNN-GRU
CNN-GRU
CNN-GRU

2
2,4,6
2,4,6,8
2,2,2
4,4,4

Session used for testing
s0
s1
s2
85.0%
89.2%
87.9%
91.7%
89.6%

85.6%
90.1%
88.1%.
92.4%.
90.4%.

83.5%
90.7%
87.9%
92.3%
90.0%

Average
84.7%
90.0%
88.0%
92.1%
90.3%

CNN Out Channel

The parameter of CNN out channel sizes had also be experimented and the result
is shown in Table 14.
Table 14: Accuracy of Parameter Tuning with CNN Out Channel
Model
CNN-GRU
CNN-GRU
CNN-GRU
CNN-GRU
CNN-GRU
CNN-GRU

Parameters
kernel out-channel
2
2
2
2
2
2

16
32
48
64
96
128

Session used for testing
s0
s1
s2
90.9%
92.4%
92.6%
92.6%
91.6%
92.1%
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90.4%
92.1%
92.4%
92.2%
92.3%
92.5%

90.7%
91.4%
91.8%
91.8%
92.3%
91.6%

Average
90.6%
92.0%
92.3%
92.2%
92.1%
92.1%

5.2.3.3

Convolution sizes

We also experimented with the parameter of convolution sizes (deeper) and the
result is shown in Table 15. This result indicates that multi-layer of convolutions
doesn’t seem to help with the accuracy. Therefore, we think the future work may try
to use ResNet, DenseNet and SENet to observe the result.
Table 15: Accuracy of Parameter Tuning with CNN Convolution
Model

Parameters
Convolution learning rate

CNN-GRU
CNN-GRU
CNN-GRU
CNN-GRU

5.2.3.4

3
3
6
9

0.001
0.01
0.01
0.01

Session used for testing
s0
s1
s2
91.1%
91.6%
92.1%
91.5%

90.6%
92.3%
92.1%
92.1%

Average

89.9%
91.6%
91.8%
90.8%

90.5%
91.8%
91.8%
91.5%

Summarize on Parameter Tuning

After the parameter tuning on the CNN-GRU model, we get a great improvement
on the accuracy which improves from 84% to 92%. The result shows that longer
keystroke sequence and bigger CNN out-channel size can result in higher accuracy
while more convolution layers do not work better on this model. The result of the
best model for parameter tuning on baseline subset is shown in Table 16.
5.2.4

Attention Layer

In this experiment, we add the attention mechanism to the single kernel and
multiple kernel model to compare accuracy. The result is shown in Table 17. However,
out of our expectation, the accuracy only has a slightly improved. We further show
the result when the model includes the attention layer and non-convention features
together in Table 18.
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Table 16: Best Model for Parameter Tuning on Baseline Subset
Model

Hyper-parameter

values

Session used for testing
s0
s1
s2

CNN-GRU

CNN kernel
CNN out
RNN size
learning rate
weight-decay
step-scheduler
key-length
epochs

2
48
8
0.001
1e-5
70
100
80

92.6%

92.4%

Average

91.8%

92.3%

Table 17: Comparison of Attention Layer
Parameters
kernel attention

Model
CNN-GRU
CNN-GRU
CNN-GRU
CNN-GRU

2
2
2,2,2
2,2,2

a
a

Session used for testing
s0
s1
s2
90.16%
89.91%
91.7%
92.0%

88.37%
89.17%
92.4%
92.4%

Average

88.54%
88.92%
92.3%
92.5%

89.02%
89.00%
92.1%
92.3%

Table 18: Best Model with Attention Layer and Non-convention Features on Baseline
Subset
Model

Hyper-parameter

values

Session used for testing
s0
s1
s2

CNN-GRU

CNN kernel
CNN out
RNN size
learning rate
weight-decay
step-scheduler
key-length
epochs
attention
num of non-convention

2
48
8
0.001
1e-5
70
250
80
yes
7

95.4%

37

94.5%

94.0%

Average

94.6%

5.2.5

Fine Tuning

After parameter tuning, we decide to build a model for multi-classification of all
75 users in baseline subset and then use this model as a pre-trained model to construct
a binary classification model (original model) which refers to fine tuning.
5.2.5.1

Multi-classification

In the process of multi-classification, we first select session zero and one for training
while session two for testing and experiment with lots of parameters which include
kernel-size, out-channel, RNN-size, learning-rate, weight-decay and step-scheduler.
For kernel-size, the result is shown in Table 19. We can observe the best accuracy
65.57% is achieved when kernel-size equals to three. For out-channel part, the result is
shown in Table 20 and the best accuracy 63.31% is occurred when out-channel is 192.
This result shows that we can obtain higher accuracy when having more out-channels.
As for RNN-size, the result is shown in Table 21 with best accuracy of 65.57% when
RNN-size is equals to 32. Lastly, with the previous experiments, we come up with an
accuracy of 76.96% as final result which is shown in Table 22. Then, we apply this
model to three different sessions to get the overall result in Table 23.
Table 19: Parameter Tuning on Kernel-size in Multi-classification with Baseline Subset

Model
CNN-GRU
CNN-GRU
CNN-GRU
CNN-GRU
CNN-GRU
CNN-GRU
CNN-GRU

kernel
2
3
5
7
9
11
16

Parameters
out-channel RNN-size
128
128
128
128
128
128
192
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32
32
32
32
32
32
64

Accuracy
55.30%
65.57%
62.84%
59.68%
56.27%
57.84%
43.43%

Table 20: Parameter Tuning on Out-channel in Multi-classification with Baseline
Subset
Model

kernel

CNN-GRU
CNN-GRU
CNN-GRU

Parameters
out-channel RNN-size

5
5
5

64
128
192

32
32
32

Accuracy
50.61%
62.12%
63.31%

Table 21: Parameter Tuning on RNN-size in Multi-classification with Baseline Subset
Model
CNN-GRU
CNN-GRU
CNN-GRU

kernel
3
3
3

Parameters
out-channel RNN-size
128
128
128

32
64
128

epochs
50,280,300
50,280,300
50,280,300

Accuracy
65.57%
60.26%
57.21%

Table 22: Final Results in Multi-classification with Baseline Subset
Model
CNN-GRU
CNN-GRU
CNN-GRU
CNN-GRU

5.2.5.2

kernel
3
3
3
3

Parameters
out-channel RNN-size
128
128
192
192

32
64
32
16

epochs
80,350,390
80,350,390
80,350,390
80,350,390

Accuracy
74.55%
69.29%
76.96%
62.01%

Final Model

After having the pre-trained model, we further apply it to a binary classification
model and the best accuracy is 97.2% as shown in Table 24. Noted that to prove
the pre-trained model is really worthy implemented, we test on the parameter freeze.
When this parameter is setting to true which means no training process is applied
before. Therefore, the model runs faster and form this comparison in Table 24. From
this experiment, we can see the meaning of pre-trained. Lastly, the result of fine tune
model along with its best parameters is shown in Table 25.
39

Table 23: Best Model Parameters for Multi-classification on Baseline Subset
Model

Hyper-parameter

Tested values

CNN-GRU

CNN kernel-size
CNN out-channel
RNN size
learning rate
weight-decay
step-scheduler
key-length
epochs

3
192
32
0.01
1e-5
[80,350,390]
250
400

Session used for testing
s0
s1
s2

77.74%

77.38%

76.96%

Table 24: Fine Tune on Baseline Subset with Freeze
Model
Fine-tune
Fine-tune
Fine-tune
Fine-tune
Fine-tune
Fine-tune

5.2.6

Parameters
freeze learning rate

Session used for testing
s0
s1
s2

False
False
False
True
True.
True

96.7%
97.3%
94.5%
94.4%
94.0%
84.5%

0.01
0.001
0.0001
0.01
0.001
0.0001

97.4%
97.3%
95.2%
94.7%
93.9%
84.5%

97.1%
96.9%
94.6%
93.6%
94.0%
85.1%

Average
97.1%
97.2%
94.7%
94.2%
94.0%
84.7%

Train, Eval and Test

After having the best model, we further divide test data set into two parts which
are validation set and test set. Then, we use validation set to find out the best model
and use this best model to calculate the accuracy on the test data set.
Moreover, we further confirm the ratio of positive and negative samples in val
data set and test data set. It can be seen from the result in Table 26 that the ratio of
positive samples to negative samples on the val and test data set is roughly similar,
which means that in the case of random segmentation, we can cut out two data sets
with similar distributions for evaluation and testing. In Table 26, we take uid from 1
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Table 25: Best Model Parameters for Fine Tune Model on Baseline Subset
Session used for testing
s0
s1
s2

Model

Hyper-parameter

Tested values

Pre-trained

CNN kernel-size
CNN out-channel
RNN size
learning rate
weight-decay
step-scheduler
key-length
epochs

3
192
32
0.01
1e-5
[80,350,390]
250
400

77.74%

77.38%

76.96%

CNN-GRU

CNN kernel-size
CNN out-channel
RNN size
learning rate
weight-decay
step-scheduler
key-length
epochs

3
192
32
0.001
1e-5
[70]
250
80

97.38%

97.31%

96.92%

to 5 and set random seed equals to 42 as an example.
Table 26: Test and Validation Ratio
Uid
1
2
3
4
5

pos
310
182
248
173
184

testing
neg
ratio
12797
12925
12859
12934
12923

0.02422
0.01408
0.01929
0.01338
0.01424

pos

validation
neg
ratio

2643
1673
2109
1697
1607

115319
116289
115853
116265
116355

0.02292
0.01439
0.01820
0.01460
0.01381

In addition, since both the training set and the validation set runs with the
sampler to make sure the balance of data, while test set runs all samples. The number
of labels 0 (not users) in test set is much more than the number of labels 1 (users).
This may be the reason why the results in the test set are better compared to val set.
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In the experiment, we re-run the performance of the multi-kernel model on the val
and test data set. The result is shown in Table 27 and this result can indicate that if
the ability of model which can discriminate samples whose label is 0 is stronger, the
results in the test set will be better.
Table 27: Test and Validation
Session used for testing
s0
s1
s2

Data
val
test

5.2.6.1

89.67%
94.74%

87.98%
89.22%

87.70%
90.05%

Average
88.45%
91.34%

Label Switching

We further analyze the confusion matrix and perform label switching for the
label 0 and 1. Noted that originally, label 1 (the user is judged to be the user) is
used as the positive label. However, since the data is too unbalanced, and one of our
main purpose should be to capture data that is not the user (label 0) just like IDS.
Thus, we swap the positive and negative labels to observe the result on the model of
multi-kernel (2-2-2) on testing data set which is shown in Table 28. From the result,
we observe that this model has the strong ability to capture the wrong data since the
precision is almost 100% which is appropriate for IDS.
Table 28: Label-swap
Metrics
Accuracy
Precision
Recall
F1 Score

Session used for testing
s0
s1
s2
94.74%
99.60%
95.05%
97.25%

89.22%
99.58%
89.45%
94.04%
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90.05%
99.49%
90.40%
94.46%

Average
91.34%
99.57%
91.63%
95.25%

5.2.7

Word Embedding

Except the keystroke feature, we would also like to experiment with some key-id
feature. The current implementation uses one number to represent one key, T: 1, H:
2, A: 3 etc. The advantage of this method is that it is easy to implement, but this
method is hard to realize the relationship between keys. Therefore, we choose use a
vector to represent the key, which can be tuned during training. This technique will
extract the position relationship of two keys on the keyboard. For example, the keys
which are positioned next to each other on the keyboard can be classified as adjacent
and their vector should be similar. Furthermore, those relationships can determine
that both keys are on the same side or different side of the keyboard. However, this
method will raise the security concern since it will record what user typed. The
concept is shown in Figure 14.

Figure 14: Word Embedding Concept
We implement word embedding and express ID[x] and ID[x] in different dimensions
and observe the effect of different dimension word embedding on GRU model. Noted
that CNN is not used in this experiment. Then, we compare the experimental results
of different dimension word embedding with or without attention. The result is shown
in Table 29. However, this model suffers from over-fitting and the effect of adding
attention is similar. Therefore, it is speculated that the over-fitting problem must be
solved first. Thus, we try to pre-train the key vector before training.
In this experiment, Word2vec is selected as the keyboard embedding to initialize
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Table 29: Word Embedding on GRU
Model
GRU
GRU
GRU
GRU
GRU
GRU

Parameters
embedding size attention
3
3
5
5
10
10

a
a
a

Session used for testing
s0
s1
s2
85.53%
85.10%
83.22%
83.41%
81.31%
80.96%

83.68%
84.52%
81.98%
81.95%
79.29%
79.27%

83.54%
82.67%
80.76%
80.64%
78.57%
77.99%

Average
84.25%
84.10%
81.99%
82.00%
79.72%
79.41%

the embedding layer of the model and implement on the GRU model. The result of
Word2vec is shown in Figure 14 which indicates generating training sentence for 2
directions on keyboard with random length from 6 to 12. The Table 30 and Table 31
further show that the keys which are close to the testing key will result in higher
score. The experiment result of comparing random initialization and initialization
with pre-trained vector on GRU model is shown in Table 32. However, the result is
not as expected, and there are still some over-fitting problems as shown in Figure 15.
After embedding is used, the model can reach an accuracy of about 0.998 during
training, but the loss during testing is getting higher and higher.
Table 30: Similar Keys Example on Target Key: F
Similar Keys

Score

R
A
G
B
E
D

0.9976414442062378
0.9955205917358398
0.9921301603317261
0.991856024742126
0.9898536205291748
0.9883954524993896

Surprisingly, when we apply the word embedding model on CNN-GRU model,
the over-fitting issue has been solved and found that the effect is improved which is
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Table 31: Similar Keys Examples
Similar Key

Score

A, Q
A, S
A, O
A, P

0.9255871
0.9917958
0.8566488
0.78905505

Figure 15: Word Embedding with GRU Over-fitting
Table 32: Word Embedding with Pre-trained Vector on GRU
Model
GRU
GRU

Parameters
embedding size pre-trained
3
3

no
yes

Session used for testing
s0
s1
s2
85.53%
84.99%

83.68%
83.47%

83.54%
82.53%

Average
84.25%
83.66%

shown in Table 33. But the result of word embedding do not outperform our previous
experiment. The reason may due to there might be some cases that the words which
typed by users are the same. Thus, the effect of word embedding will become poor.
However, in such cases, the time intervals among them are different. Therefore, the
keystroke feature can still work well.
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Table 33: Word Embedding on CNN-GRU
Parameters
kernel embedding

Model
Word-CNN-GRU
CNN-GRU

5.2.8

2
2,2,2

2
No

Session used for testing
s0
s1
s2
91.28%
94.74%

93.07%
89.22%

88.56%
90.05%

Average
90.07%
91.34%

Transformer

We also transform the CNN-GRU model into the CNN-Transformer model.
However, when researching on the transformer, a sequence of targets are needed which
we do not have that kind of target. For example, sentence i love you, when i put it in
the transformer, it should output Chinese word i. Then, put Chinese word i into the
decoder of the transformer, in the meanwhile love should also be put into the encoder
at this time. The transformer can output Chinese word love. Lastly, put you into the
encoder and Chinese word love into the decoder, then the model will output Chinese
word you. Since we do not have an output target corresponding to the keystroke data,
there is nothing to enter in the decoder part.
Furthermore, since we are going to build a classifier, we do not actually need the
output result of each sequence. Also, due to the reason that we have used positional
encoding in front of the transformer, we think that we can only use the encoder in
the first half of the transformer. The result is shown in Table 34.
Table 34: Accuracy on CNN-Transformer
Model
CNN-Encoder

Session used for testing
s0
s1
s2
89.89%

86.22%
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84.97%

Average
87.03%

5.2.9

Cross-Entropy-Loss

Cross entropy is mainly used to determine how close the actual output is to
the expected output. This loss function combines the two functions which are
nn.LogSoftmax() and nn.NLLLoss() together and it is very useful when doing classification (specific categories) training. In the training process, it will assign weights to
each class, and the parameter weight should be a 1D tensor. Since this function is
very useful when having an unbalanced training set, we also build a model with this
function.
In this experiment, we first change the last layer of the network architecture,
then use softmax and cross-entropy to train. When testing, take the output result
and apply argmax function to determine the classification result. The result is shown
in Table 35.
Table 35: Accuracy on CNN-GRU-Cross-Entropy
Model
CNN-GRU-Cross-Entropy

5.2.10

Session used for testing
s0
s1
s2
98.3%

96.7%

95.2%

Average
96.7%

Rotation Subset

After finishing the baseline subset, we have obtained the best model which is
using the fine tune technique mentioned in Section 5.2.5. We start to work on the
rotation subset which contain 73 users using different keyboards in different sessions.
Since the way we split data is split by session to correspond to the real world scenario,
the result of rotation subset is expected to be worse than baseline subset. However,
we think that in the application view, the keyboard is installed on the machine, so
model can directly know what keyboard has been used.
In this experiment, we first build a multi-classification model on rotation subset
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and the result is shown in Table 36. Compare to Section 5.2.5.1, the classification
result is much worse as expected since the data in each session is using different
keyboards. Then, we use the model on multi-classification as pre-trained model to
build a binary classification model. The fine-tune result of rotation subset is shown in
Table 37.
Table 36: Multi-classification on Rotation Subset
Model

kernel

CNN-GRU
CNN-GRU

2
16

Parameters
out-channel RNN-size
96
192

8
64

epochs

Accuracy

120,240
40,80

58.22%
49.16%

Table 37: Fine Tuning on Rotation Subset
Model
CNN-GRU
CNN-GRU

5.2.11

Parameters
freeze learning rate

Session used for testing
s0
s1
s2

false
false

86.9%
89.8%

0.001
0.01

83.7%
86.7%

91.1%
93.2%

Average
87.2%
89.9%

Robustness

We also consider the case of robustness on our model. There are many definitions
of robustness, some claims that robustness evaluates the good performance on the
new independent (but similar) data set while the testing error is close to the training
error. Others says that robustness can mean the model perform stably after adding
noise or attack.
In image-based model, the usual way to measure robustness is through Gaussian
noise method. However, there is no standard way to measure robustness on keystroke
dynamics related. Therefore, we choose to use SMOTE to measure robustness in this
experiment.
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5.2.11.1

SMOTE

One key point of authentication will be the IDS. However, the Buffalo data set is
already been collected by other researchers, which means that there will not be more
new data to test whether the proposed model works properly or not on the new data.
For this kind of situation, one way is to let us collect the new data on our own and
the other way may be to generate some fake data on the original data set. However,
the standard of fake data will become a problem which needs to be discussed. In this
experiment, we apply a technique called SMOTE which usually been applied to the
imbalanced data set. The idea is using SMOTE to generate similar samples as data
augmentation to further train the model [41]. The concept of SMOTE is shown in
Figure 16. In this figure, the star points will be the data augmentation for the red
points. Furthermore, these star points are not generated randomly, they are generated
based on the positive samples.
In this experiment, we use 6*250 dimensional vector as the feature vector, and
use the imbalanced-learn python package to generate SMOTE data points and join
the training process.

Figure 16: SMOTE
First, we try to use SMOTE to increase the positive samples and apply the
smooth ratio to 0.1 which indicates the increase the number of positive data to 0.1
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times the number of negative data. Take the original training data as an example,
the original number of positive/negative is 5509/262543. After applying SMOTE, the
ratio becomes 26254/262543.
We also tried different ratios of smote ratio 0.5. Noted that when the SMOTE
ratio increased, and the training time also lengthened. Note that the val and test data
set does not add the SMOTE data in this experiment. Also, test data set does not
add random sampler while train and val set contain random sampler to deal with the
imbalance of data. The results of evaluation set and testing set are shown in Table 38
and Table 39.
Table 38: SMOTE Result on Validation
Model
CNN-GRU
CNN-GRU
CNN-GRU

Parameters
kernel SMOTE ratio
2,2,2
8
8

0.1
0.5

Session used for testing
s0
s1
s2
89.57%
79.76%
73.47%

87.56%
77.91%
71.02%

87.66%
77.93%
71.32%

Average
88.26%
78.35%
71.94%

Table 39: SMOTE Result on Test
Model
CNN-GRU
CNN-GRU
CNN-GRU

Parameters
kernel SMOTE ratio
2,2,2
8
8

0.1
0.5

Session used for testing
s0
s1
s2
94.74%
98.05%
98.49%

89.22%
97.39%
98.32%

90.05%
96.50%
98.07%

Average
91.34%
97.31%
98.26%

The performance shows that after adding SMOTE data on ratio 0.1 to positive
samples, the accuracy decreases on the validation set. While the performance on the
test set improves. It is speculated that SMOTE brings noise to the positive label,
which makes the model’s judgment of the positive label worse. Furthermore, since
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there is no sampler for the testing data, most of the test sets are negative labels, so
the performance looks better.
Moreover, when adding a higher proportion of SMOTE data, the performance on
the validation set will reduce and the performance on the test improves. Therefore,
we concludes that SMOTE will weaken the model’s ability to discriminate positive
labels, but further analysis of metrics such as TP, FP, TN and FN are still needed.
We also perform the experiments on different ratios of under sample. A sample
ratio of 1 in under sample means that the number of negative samples is reduced to
the same as the positive sample. If the original number positive and negative samples
is 5509 and 262543, then the after the under sample, the number becomes 5509 and
5509. While a sample ratio of 0.1 in under sample means that the number of positive
samples and negative samples is 5509/55090. Noted that val and test data will not be
under sample. The results of evaluation set and testing set are shown in Table 40 and
Table 41.
Table 40: SMOTE Result on Validation Under
Model
CNN-GRU
CNN-GRU
CNN-GRU
CNN-GRU

Parameters
kernel SMOTE ratio
2,2,2
8
8
8

0.1 under
0.5 under
1.0 under

Session used for testing
s0
s1
s2
89.57%
82.82%
82.70%
82.60%

87.56%
81.40%
80.64%
81.09%

87.66%
80.80%
80.49%
80.77%

Average
88.26%
81.67%
81.28%
81.49%

After the experiments on both positive and negative data using SMOTE, we
further analyzed the precision, recall and f1 score of the model. Noted that, in this
experiment we performs label switching which mentions in Section 5.2.6.1 due to
the reason that one of the goal is to achieve IDS. We would like to see how is the
performance on the data which created by SMOTE. The result is shown in Table 42
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Table 41: SMOTE Result on Test Under
Parameters
kernel SMOTE ratio

Model
CNN-GRU
CNN-GRU
CNN-GRU
CNN-GRU

2,2,2
8
8
8

0.1 under
0.5 under
1.0 under

Session used for testing
s0
s1
s2
94.74%
93.61%
93.38%
93.03%

89.22%
89.90%
91.11%
91.17%

90.05%
90.47%
89.96%
90.01%

Average
91.34%
91.33%
91.48%
91.40%

and Table 43.
During the experiments, when SMOTE ratio is 1.0, the result on the test set of
session two cannot be calculated because some user-id models predict that label is all
1 (label equals to 1 is the negative sample when perform label switching) where tp
and fp are both 0.
Table 42: SMOTE 1.0 Metrics with Label-switch
Metrics
Accuracy
Precision
Recall
F1 Score

Session used for testing
s0
s1
s2

Average

98.49%
98.80%
99.68%
99.23%

98.44%
98.80%
99.63%
99.21%

98.38%
98.79%
99.57%
99.18%

x%
x%
x%
x%

Table 43: SMOTE 0.5 Metrics with Label-switch
Metrics
Accuracy
Precision
Recall
F1 Score

Session used for testing
s0
s1
s2
98.49%
98.81%
99.67%
99.24%

98.22%
98.79%
99.42%
99.10%

98.08%
98.81%
99.24%
99.02%

Average
98.26%
98.80%
99.44%
99.12%

Compare with the result in Section 5.2.6.1 Table 28, we conclude the results that,
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the higher the SMOTE ratio, the higher the recall rate, and the lower the precision
rate. It means that the model is more capable of capturing data with label 0 (positive),
but the accuracy of the model’s judging label as 0 is also lower.
In the experiments, the current feature vector is [id, id, time1, time2, time3,
time4] * sequence-length where two ids are discrete values. Therefore, we are not sure
whether the SMOTE concept is applicable. An extension of the idea is to replace two
ids with word embedding so that SMOTE can sample in continuous space. However,
security issues will still be a concern.
5.2.12

Local Interpretable Model-agnostic Explanations (LIME)

From regression to decision tree, SVM to gradient boosting, NN, machine learning
models are getting stronger and stronger but more difficult to understand what they
are modeling. Therefore, how to interpret the prediction results of machine learning
models has been a question which is worth exploring.
In this project, we use LIME [42] and try to explain the model and features.
Noted that LIME is model-agnostic and user can perturb the input and see how the
predictions change. The concept of LIME is shown in Figure 17. Figure 17 is a
complex classifier where red and blue represent two categories. The classifier will
classify the points that fall in the red area as ‘+’, and the points that fall in the blue
area as ‘o’. Now, a point is classified into ‘+’ (bold ’+’ on the figure). LIME will use
a simple linear model to explain why this sample is predicted to be ‘+’. If this linear
model is used to classify the blue and red categories, the performance may be very
poor. However, if people only look at the neighboring sample point of ’bold+’, it is
actually quite close to the original complex model.
In this experiment, we select user-id 20 in s02-train-s1-test where its best val
accuracy is 97% and its best test accuracy is 99%. The result is shown in Figure 18 and
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Figure 17: LIME
Figure 19. In the Figure 18, LIME judge this sample as label one correctly based on
the features on the left-hand side which is mark in blue. In contrast, in theFigure 19,
LIME judge this sample as label zero correctly based on the features on the right-hand
side which is mark in orange.

Figure 18: LIME Result User
The observation from the results shows that good models tend to find evidence
that supports the features to be user. Once the evidence is not strong enough, the
model classify the case to not-user. Furthermore, good models will focus more on
holding time and difference time, while bad models often focus on key-id, which may
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Figure 19: LIME Result not User
not a good feature to distinguish if the case is user or not.
5.2.13

Different Data-splitting

The original way of data-splitting is spit by session since we think that in the
optimal scenario, the model should have the ability to recognize the users from different
time sessions and achieve the goal of authentication in real world case.
We perform another experiment with the model which had been used in Section 5.2.2.1 and the result shows that the original model can achieve a better result
when data has appeared in same session. For example, in the left side of Figure 20,
we use only session two and split the training and testing data by 80 and 20. Then
test on a particular user four to compare with results. The results can achieve 98.44%
which look convincing.
However, the model is hard to identify some users in different sessions. For
example, we use session zero and one as training data and session two as testing data.
The accuracy on user four can only achieve around 75% which shown in the left side
of Figure 20. Therefore, more experiments can be done in the situation that three
sessions mixed together and observe the result.
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Figure 20: Result in Same and Different Session on User 4
5.2.14

Equal Error Rate (EER)

EER is an objective standard to measure classifiers. It is a biometrics security
system algorithm which used to predetermine its FAR and its FRR threshold. When
the rates are equal, the value is called equal error rate. The lower the EER value,
the higher the accuracy of the biometrics system. Developers can use the algorithm
to adjust between high security and convenience by adjusting the threshold of the
algorithm according to different application scenarios. For example, in a financial
solution that requires high security requirements, the FAR should be as low as possible,
while the FRR will increase, which will sacrifice user experience.
In this experiment, we use a sigmoid function to obtain the prediction result in
a probability format. Then, use the prediction and ground-truths to calculate the
confusion matrix. After obtaining labels, we use the roc-curve in scikit-learn package
to get FPR and TPR, then we further apply the result into a EER function and get
the final result. Noted that sigmoid function can also be added to calculate ROC and
AUC. The result of EER with s01 for training and s2 for testing on different models
in baseline subset is shown in Table 44. The best EER we get is 0.0386 with fine tune
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model, then we use this model as the best model and further apply it on all sessions
to get an average EER of 0.0394 which is shown in Table 45.
After having the best result on baseline subset, we then apply this model on all
148 users. The result of EER for all subset with different models is shown in Table 46.
However, we found out that the result becomes worse. This observation may due to
the reason that the rotation subset are using different keyboards across sessions and
some users do not type as much as data in baseline subset. Thus, we set a threshold
for key length with different users and obtain a best EER result in Table 47 along
with its accuracy in Table 48.
Table 44: EER Result of Baseline Subset on Different Models
Model

s12-train-s0-test

Pre-trained word embedding with CNN-GRU
CNN-Transformer-encoder
CNN-GRU-cross-entropy-loss
CNN-GRU-without-sampler-at-best-val
CNN-GRU-without-sampler-at-best-eer
CNN-GRU-without-sampler-at-non-best-val
CNN-GRU-with-sampler
CNN-GRU-without-sampler-fine-tune
CNN-GRU-without-sampler-fine-tune

0.1091
0.1257
0.1502
0.0609
0.0611
0.0594
0.0718
0.0412 (0.7187-multi)
0.0314 (0.7599-multi)

Table 45: Best Model for EER Result on Baseline Subset
Session used for testing
s0
s1
s2

Model
CNN-GRU-without-sampler-fine-tune

5.2.15

0.0314

0.0484

0.0386

Average
0.0394

Knowledge Distilling

Knowledge Distillation is a type of model compression. Its method is to extract
the essence of complex model training and use it for another simple model, so that
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Table 46: EER Result of All Subset on Different Models
Model

s01-train-s2-test

CNN-GRU-attention-without-sampler
CNN-GRU-attention-non-without-sampler
CNN-GRU-fine-tune

0.1389
0.1239
0.1029

Table 47: Best Model for EER Result on All Subset
Session used for testing
s0
s1
s2

Model
CNN-GRU-without-sampler-fine-tune

0.069

0.0841

0.0557

Average
0.069

Table 48: Best Model for Accuracy on All Subset
Session used for testing
s0
s1
s2

Model
CNN-GRU-without-sampler-fine-tune

99.50%

99.17%

Average

99.28%

99.31%

this small simple model can achieve the same effect as a complex model.
This method was first proposed in [43], it mentioned a method to compress the
functions learned by a large model into a smaller and faster model, and obtain results
that can match the results of the large model. Then in [44], it come up with the
framework of the teacher and student models from the concept of mentoring. First,
the teacher model trains the weights, then extract (distill) the essence as the training
material of the student model, so that the student can also achieve the effect of the
teacher. The essence of this method is the trained parameter weight. In one sentence,
the output of the teacher network is used as a soft label to train a student network.
The result of EER using knowledge distilling with different parameters is shown in
Table 49.
In this experiment, we use the multi-classification model which mention in
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Section 5.2.5.1 as teacher model and select the binary classification as student model.
With this method, we hope to that the feature from teacher can benefit the ground
truth in student model so that we can achieve a lower EER. However, the final result
of this experiment does not outperform the previous result of fine tuning model and the
result also shows that teacher model would have more effect on knowledge distilling.
More experiments can be done with substituting different teacher and student models.
Table 49: EER Result of Knowledge Distilling

5.2.16

Model

s01-train-s2-test

Student-1-Teacher-1
Student-1.5-Teacher-0.5
Student-1.99-Teacher-0.01
Student-0.99-Teacher-0.01
Student-0.5-Teacher-1.5
Student-0.5-Teacher-1.99
Student-0.01-Teacher-1.99
Student-0.01-Teacher-2.99
Student-0.01-Teacher-3.99

0.1333
0.1409
0.1762
0.1355
0.0864
0.1097
0.0925
0.0791
0.0770

Ensemble Models

In this section, we tried ensemble three models which are fine tune, soft-max and
transformer together with baseline subset and observe the result which is shown in
Table 50. Note that the result in Table 50 is an average result among three different
test sessions. However, since the results in soft-max and transformer models are
much worse than the fine-tune model, the result of ensemble model only improve
slightly on precision and recall rate in some users. If we have more models with better
performance, the performance of ensemble model should be better.
5.2.17

Weighted Loss

In the CNN-GRU fine tune model, we select BCEWithLogitsLoss as our criterion
to calculate the loss. However, we did not specify the parameter of pos-weight which
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Table 50: Average Result of Model Ensemble in Baseline Subset
Metrics

Ensemble

ERR
Accuracy
Precision
Recall
F1 Score
AUC

0.082
99.28%
76.71%
78.34%
74.29%
95.18%

fine-tune
0.0395
99.33%
78.46%
76.88%
74.63%
98.84%

Models
soft-max transformers
0.1644
96.80%
41.69%
71.30%
47.46%
84.23%

0.1449
87.03%
19.10%
76.26%
23.21%
93.37%

is a weight of positive samples in the original experiment. In this experiment, we use
the fine tune model as backbone and try to tune weighted positive weight and compare
with the previous result which shown in Table 51. Note that the result in Table 51
is an average result among three different test sessions. From the result we observe
that, when the value of pos-weight is set to 0.1, the precision can achieve a better
performance while the recall rate decrease compare to the original fine tune model.
Moreover, when the value of pos-weight goes higher, the precision rate will decrease
while the recall rate will increase which is a kind of trade-off. With this result, we can
adjust the value of pos-weight for different application scenario. Furthermore, we can
ensemble the models which trained with different positive weight for the future work.
Table 51: Average Result of Tuning Weighted Pos-weight in Baseline Subset
Metrics

Fine-tune

ERR
Accuracy
Precision
Recall
F1 Score
AUC

0.0395
99.33%
78.46%
76.88%
74.63%
98.84%

0.1
0.0428
99.41%
84.57%
69.45%
72.92%
98.74%
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Pos-weight
2
10
0.0413
99.21%
74.82%
78.92%
73.40%
98.87%

0.0392
99.03%
67.51%
83.28%
71.64%
98.88%

50
0.0813
96.81%
50.87%
82.77%
56.64%
98.28%

CHAPTER 6
Conclusion and Future Work
In this chapter, we will first make a conclusion on both fixed-text and free-text
data. Then, we will discuss some future works we would like to experiment with.
6.1

Conclusion
The evaluation in the project is focused on the accuracy and EER. In fixed-text

data set, we have build several models and achieved a highest accuracy of 96.39% on
XGBoost model with data augmentation as shown in Figure 10. While in the free-text
data set, we build a CNN-GRU model along with attention layer, non-convention
features and a multi-classification pre-trained model. The accuracy of this model on
148 users is 99.31% and the EER is 0.069.
For the result of free-text data set, we first perform the experiments on the
baseline subset and select the best model to apply on the rotation subset. The result
is shown in Figure 21. From the result we can observe that the average performance
on the baseline is higher than rotation which indicates that when users using different
keyboards will lead to slightly different typing pattern. Lastly, we select the best
model and apply on the whole data set.
During data pre-processing part, we choose two sessions for training and one
sessions for testing, then do an average among three sessions. Also, we further split
the testing part into val and test section. Therefore, we can choose the best model on
the val data set and further apply this model with test data set. When choosing the
best model state, we have done the experiment with two choices which are choosing
through best val accuracy or best EER. The results in Figure 22 and Figure 23 show
that although the model with best val accuracy and best EER on the val set would
result in similar EER on test set, the average accuracy on test set of best EER is
lower than best val accuracy. Thus, we choose to select the best model state through
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Figure 21: Comparison of Baseline and Rotation Subsets
best val accuracy.

Figure 22: Comparison of EER of Different Models on Baseline Subset
Furthermore, we have applied sampler to train and val data-loader to prevent the
situation of imbalanced data. As for test data-loader, we also compare the result where
test data-loader is with or without sampler. The experiment result has shown that
when test data-loader is without sampler, the number of negative samples increased
which will lead to the decrease of FPR and the recall is not affected. At the end, the
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Figure 23: Comparison of Accuracy of Different Models on Baseline Subset
model which is without sampler on test set has higher accuracy and lower EER as
shown in Figure 22 and Figure 23. Thus, we choose not to apply sampler on the test
data-loader. Moreover, we think without sampler is more reasonable to do so in the
real-world case.
In the feature engineering part, we transform the data into a vector which include
the label of the key and the timing features. Then, we further apply mean and
variance on the vector to achieve better performance. However, the result shows
that with or without those mathematics functions, the result will not be affected.
Furthermore, we perform the parameter tuning on the CNN-GRU model and get a
great improvement on the accuracy. The result shows that longer keystroke sequence
and bigger out-channel size can result in higher accuracy while more convolutions do
not work better on this model which mention in Section 5.2.3. After parameter tuning,
we then use the attention layer on the outputs of GRU and finds out some users’
accuracy will have a slightly improved. Moreover, we expand the original feature
with non-convention features. Although the result of accuracy only improve slightly,

63

the result of EER has achieved a better performance on several users as shown in
Figure 22.
Lastly, we use a multi-classification model as a pre-trained model then apply on
the binary classification model. The result in Figure 22 and Figure 23 indicate that
the pre-trained multi-classification model which has higher accuracy on the test set
can lead to lower EER on test set of the fine tune model.
The optimal goal of this project is to come up with an authentication model
for free-text data. Taking a general login scenario as an example, when a new user
registers for an application, the system will record the user’s input mode and create
the user’s personal data. Then, when the user tries to log in to the application and
authenticate, the system will record the typing pattern again and match it with the
user’s personal data. After completes the identity authentication, he will further
interact with the product. Those data can also be collected and this system will
continuously update the cognition and improve the accuracy of identification.
6.2

Future work
For the future work, we plan to do model optimization and model fusion on the

free-text data set. For model optimization, we would like to research for contrastive
learning and self-supervised technique to see whether these techniques can benefit the
model. As for model fusion, we want to use CNN-GRU and other models such as
XGBoost for ensemble.
Then, we also consider designing an algorithm to handle typos, although the key
error rate feature has already been experimented under non-conventional features in
Table 9. The concept is quite different. The idea comes from a paper which mentions
that the features in the experiment only use the correct key timestamp for features.
In other words, it means that the experiment needs to remove the duration between
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the wrong key and back-end key, also back-end key and the correct key to obtain the
correct key timestamp. Same methods are performed when multiple consecutive typos
occur.
Last but not least, we will use an algorithm named Popcorn to evaluate the
robustness [45]. The main idea of popcorn is to observe the outside disturbance to
the model and define the lower and upper bound. The lower bound decide how much
disturbance this model can accept and when the outside attack reach the upper bound,
it will become an successful attack. In other words, small lower bound means that it
easier to attack because the disturbance space is small. Furthermore, when it measure
the robustness, this algorithm has the ability to see the importance of features. The
concept of popcorn is shown in Figure 24.

Figure 24: Popcorn
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