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Abstract 
A shift is occurring in modern robotics, from industrial to domestic 
applications, necessitating safe and low cost robots. As a result, robots are 
encountering added complexities from real world problems that are difficult to model 
or control. One solution which can account for these difficulties is to give a robot the 
ability to learn its own control system. 
A robot that can learn its own control system can account for complex 
situations and adapt to changes in control conditions to maximise its performance and 
reliability in the real world. This research aims to develop a novel approach to robot 
control that learns to account for the robot’s dynamic complexities while executing 
various control tasks using inspiration from biological sensorimotor control and 
learning robot control methods. The principal aim of the project is to provide new 
learning methodologies for robot control.  
The field of learning robot control is dominated by Locally Weighted Learning 
(LWL) methods, which are supervised non-parametric model learning techniques that 
employ online recursive algorithms and optimise hyper-parameters to improve model 
approximation. Locally Weighted Learning methods have been demonstrated to learn 
the control of rigid body robots for a variety of tasks. Applying LWL to other types of 
robots however, such as robots with elastic joints becomes problematic, due to the 
issue of temporal dependence, having no direct relationship between control inputs 
and outputs; the problem of learning to control the trajectory of the robot cannot be 
formulated to use only the current states. If LWL is to be applied to other types of 
robots, such as robots with elastic joints, or if LWL is to be applied more generally to 
other types of systems, then the technique must be adapted to deal with temporally 
dependent learning problems. 
This research has developed two novel LWL methods, with the aim of solving 
issues with learning control of robots that incorporate additional complexities, such as 
temporal dependence. The new learning control system was evaluated on a real three 
degree-of-freedom elastic joint robot arm with a number of experiments: initially 
vi 
validating the LWL method and testing its ability to generalise to new tasks, then 
evaluating the system during a learning control task requiring continuous online model 
adaptation. 
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Chapter 1 
Introduction  
 This dissertation aims to develop a system that enables a robot to learn to control its 
joint trajectories from observation of its own response while performing its usual 
operations. A robot that can learn its own control system can: (i) account for variations 
between the intended parameters of the robot design and the actual parameters of the 
manufactured robot; (ii) adapt control laws to maximise performance; and (iii) modify 
the controller over time to account for non-stationary properties, such as sudden model 
changes from interactions with its environment or variation from wear and fatigue. 
The intended outcome of the thesis is a learning control system that can demonstrate 
fast online learning and adaptation on a non-rigid robot arm. In particular, this thesis 
focuses on the problem of learning a control law which computes the joint inputs 
required to execute a predetermined desired motion.  
As the robotics industry moves towards domestic applications, economic 
efficacy and safety become essential especially where human interaction is involved. 
Popular solutions for safe robot human interaction involve passive elastic or active 
compliance (De Santis, Siciliano, De Luca, & Bicchi, 2008). For this reason robots are 
becoming increasingly complex as compliant cables or elastic elements introduce wear 
and fatigue effects that are both difficult to model and control on a real system (De 
Luca & Book, 2008). These problems require resources, such as time and money, to 
be invested for the design and servicing of modern robots. If the robot is designed to 
be financially viable, further challenges are found; problems such as stiction and 
deadzones from geared DC motors and nonlinear forces from non-ideal springs and 
bearings come into play. All of these difficulties could be accounted for if the robot 
has the ability to learn its own control system. Giving a robot the ability to learn its 
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own controller allows a robot to account for its own nonlinear dynamics, including 
internal changes from wear, fatigue and its environment. 
1.1 Learning Robot Control 
Learning robot control is a recent field in machine learning which aims to develop 
systems that learn to control the way a robot moves. There are obvious parallels 
between the aims of learning robot control and the function of the cerebellum, and 
even some systemic similarities between the machine learning systems and the 
biological system, as some proponents of learning robot control have pointed out (S. 
Schaal, 2002). The challenge for developing learning techniques for robot control is to 
learn unknown, nonlinear and non-stationary approximations of the robot model using 
techniques that are computationally efficient and run incrementally and online. The 
learning system must effectively characterise the complexities of the robot’s dynamics 
in a manner that can be applied to real world systems. 
The field of learning robot control is dominated by Locally Weighted Learning 
(LWL) techniques. Locally weighted learning is a model learning method that 
approximates a nonlinear and non-stationary function by continually building local 
linear models in the functions input space, weighted by a specified region of validity. 
Locally weighted learning can be interpreted as analogous to the learning process in 
biological neural networks which allows global nonlinear functions to be 
approximated using independent, local-linear models. The current state-of-the-art 
algorithms in LWL are: (i) Locally Weighted Projection Regression (LWPR), an O(n) 
incremental algorithm that performs dimensionality reduction within each local model; 
and (ii) Local Gaussian Process Regression (LGP), an O(n2) model learning technique 
which has better accuracy then LWPR. The current methods to apply model-learning 
techniques to a robot for control involve the process of learning inverse dynamics of 
the system for use in a computed torque control scheme.  
1.2 Biological Control Systems 
Biological sensorimotor systems are highly noisy and complex, with sensory systems 
that are imprecise and delayed, and motor systems comprised of numerous flexible 
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components that introduce nonlinear and non-stationary properties. However, animals 
and humans have a remarkable ability to control their own body under these 
circumstances using the cerebellum, an evolutionarily ancient component of the 
central nervous system.  
The cerebellum is a highly ordered learning system that gives animals the 
ability to learn appropriate motor commands based on the current sensorimotor 
variables and the control task to be performed (Middleton & Strick, 1998). The 
cerebellum is capable of learning to control the highly complex and noisy sensorimotor 
system to perform feats beyond the capabilities of the most advanced robots. 
Understanding the cerebellum will provide insight for the design of a learning robot 
controller that can account for uncertainties, nonlinearities and non-stationary 
properties of a real robot, and provide improved control performance to enable robots 
to perform more complex and demanding tasks. The cerebellum is believed to 
simultaneously learn different models while producing appropriate motor signals to 
achieve the desired movement, therefore, enabling it to learn from errors and store 
individual complexities of the motor system experienced during the movement.  
Biological control methods suffer from problems of practicality when applied 
to real world robots, such as computational inefficiencies and dimensionality 
problems. Evidence of this is apparent by the lack of biological methods applied on 
robots with more than two degrees-of-freedom. 
1.3 The Problem 
Learning control techniques spanning across the fields of learning robot control and 
bio-inspired methods have only been applied to a small set of rigid robots. Additional 
problems have been found when attempting to apply them to more complex robots, 
requiring significant and tailored modifications to the learning methods. For the case 
of a rigid robot, the inverse dynamics consist of a unique mapping from joint 
accelerations to joint torques, and therefore can be directly learned. This specific 
characteristic of rigid robots allows the learned inverse dynamics to be applied within 
a computed torque control scheme cancelling the robots nonlinear dynamics, resulting 
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in a decoupled linearised system often referred to as the process of feedback 
linearisation.  
 However, the inverse dynamics of non-rigid robots, such as elastic jointed 
robots are not as straightforward. Specifically, elastic jointed robots are not feedback 
linearisable and require indirect inverse methods for use with computed torque control. 
A new process is, therefore, required to apply learning control techniques to robots 
with complicated dynamics, such as elastic jointed robots.  
1.4 Aims of Thesis 
The aim of this thesis is to develop a novel approach to robot control that learns to 
account for the robot’s dynamic complexities while executing various control tasks. 
This thesis aims to pave the way towards a generalised approach for learning robot 
control which is applicable to a larger set of robots, including rigid and non-rigid 
robots. In doing so, this work aims to resolve the problem of having to individually 
tailor learning methods to work for complex real world robots. The approach that this 
thesis takes is largely experimental and relies on initial theoretical analysis then 
validating proposed ideas with empirical investigation. 
This thesis aims to address the problems with current learning robot control 
techniques when applied to robots that do not follow the general rigid body dynamics: 
specifically focusing on the problem of temporal dependence; where the joint inputs 
do not affect the controlled output of the robot at the same time.  This research also 
seeks to address the problems associated with model adaptation while continuously 
learning control on a real non-rigid robot in order to maintain control performance 
during interaction with the environment.  
This research investigates the required modifications to current learning robot 
control techniques for application to non-rigid robots, by examining two approaches 
to the problem. The first method attempts to solve the problem by learning a control 
law directly from sampled data while the second method learns indirectly, using 
locally weighted forward models, and computing a locally weighted optimal control 
law. This research focuses on using LWL methods to develop two novel approaches 
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to learning control. As with other LWL based methods, the system will also be able to 
account for unknown, nonlinear and non-stationary dynamics.  
The proposed novel methods is evaluated on a three Degree-of-Freedom 
(DoF), Elastic Joint Robot (EJR) arm through three key studies. The first study tests a 
direct learning robot control approach on the real EJR. The aim of this study is to 
validate the novel direct approach and allow computational enhancements of the 
learning method for use with online and continuous learning. The second study 
evaluates a novel indirect approach for learning robot control on the EJR. In particular, 
this study evaluates the ability of the indirect method to generalise to new learning 
spaces during online operation. The last experiment validates the ability of the indirect 
method to adapt to sudden model changes on the EJR. 
1.5 Contributions  
This thesis makes contributions to the field of learning robot control via two novel 
learning methods; Receding Horizon Locally Weighted Regression (RH-LWR), and 
Locally Weighted Learning Model Predictive Control (LWL-MPC). The contributions 
produced by both learning methods include: 
 A thorough conceptual analysis of the problem encountered when learning 
robot control of temporally dependent systems, including the in-depth 
evaluation of a case study using a simple example toy system; 
 The framework and control method for a novel learning robot control method 
defined as RH-LWR;  
 Empirical analysis of the RH-LWR method including experimental validation 
of the novel method on a real one DoF series elastic actuator, and within a 
simulated environment for a three DoF elastic joint robot arm; 
 A method for the novel LWL-MPC approach to learning robot control, 
including a description of the framework involved in learning forward 
predictive models using LWL and combining them with model predictive 
control; 
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 Empirical analysis of the LWL-MPC method on a real three DoF EJR arm 
validating the novel online learning control algorithm for the task of 
generalising to new learning spaces and the ability to adapt to sudden model 
changes. 
1.6 Outline  
This thesis begins with a review of the current theory of robot control from the 
perspective of biological sensorimotor control and learning robot control. The review, 
presented in Chapter 2, will outline the key concepts of learning robot control, 
highlighting the current difficulties and limitations with their application on modern 
robots, such as EJRs. 
Chapter 3 firstly discusses the concept of temporal dependence and why it 
poses a problem for learning control of non-rigid body robots. A case study is then 
presented for a two mass spring damper, analogous to an elastic joint, in order to 
motivate and clarify the problems with learning to control non-rigid robots. The 
chapter proposes the idea of incorporating a window of outputs in order to directly 
learn a control law for the example system. An initial analysis and simulation of this 
idea is then given to evaluate the concept.  
Chapter 4 outlines the novel approach of RH-LWR which builds on the ideas 
proposed in Chapter 3. The new learning robot control approach is then evaluated on 
a one DoF elastic joint, in both simulation and on a real system. After showing that 
RH-LWR is capable of learning control on a real elastic joint the system is tested on a 
multi-DoF EJR. It was found that despite successful results in simulation the method 
was unable to learn control on a real multi-DoF EJR. Possible reasons for this include 
difficulties with the inverse nature of the control law being approximated.  
The conceptual framework for LWL-MPC is presented in Chapter 5, followed 
by two key experiments on a real EJR arm. The first experiment shows the ability of 
LWL-MPC to continually learn robot control on a real EJR arm while also testing its 
capacity to generalise online to different desired trajectories outside of its current 
learning space. The second experiment will evaluate the novel LWL-MPC method and 
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its capabilities of adapting online to model changes to the EJR by attempting the same 
desired trajectory with and without holding a significant, heavy object.   
Lastly, the contributions of this project will be reviewed in Chapter 6. Key 
findings of this thesis will be highlighted and discussed in more detail within Chapter 
6. More specifically, problems encountered and future areas of work will be discussed. 
  
8 Introduction  
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Chapter 2 
Literature Review 
The control problem for robot manipulators is the problem of determining the sequence 
of joint inputs required to cause the end effector to execute a commanded motion 
(Spong, Hutchinson, & Vidyasagar, 2006).  This literature review brings together both 
biological and technological methods for learning robot control, particularly focusing 
on methods for controlling robots that have unknown, non-stationary and nonlinear 
dynamics.  
Learning control is defined as the process of acquiring a sensory-motor control 
model for a particular movement task of the movement system by trial and error (S. 
Schaal & Atkeson, 2010). A subfield of this is learning robot control which applies 
machine learning techniques to robot control. Learning robot control offers an 
integration of ideas from machine learning that has the most potential to resolve the 
problems of unknown, non-stationary and nonlinear dynamics for the problem of robot 
control.  
Firstly, this review presents background theory in standard techniques for the 
control of modern robots. Secondly, the state-of-the-art techniques within the field of 
learning robot control are then presented, including background theory relevant to each 
method. Following this, the review outlines learning robot control techniques that have 
been developed from biological inspirations. A concise summary of the functional 
neuroanatomy of the cerebellum is given in order to compare the state-of-the-art in the 
use of computational models of the cerebellum for learning control of robots.  
Lastly, a summary of advantages and disadvantages for the theories and 
methods presented is given. In particular, a gap is highlighted within the current state 
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of research justifying the need for improvements and modifications. This overview 
provides the motivation for the proposed aims and methodology of this thesis. 
2.1 Robot Control 
The problem of robot control can generally be deconstructed into two main tasks: path 
planning and path following (see Figure 2.1). Path planning is defined as the problem 
of determining a path that will move the robot to a goal state while considering 
obstacles in the environment and taking into account costs of achieving the task. In 
general, path planning may or may not take time and forces into consideration when 
planning the path. A path is generally provided within joint space or task space.  
 
Figure 2.1. Simplified standard robot control architecture. The standard approach to robot 
control consists of a path planner and path follower or controller. The problem of path 
7following or determining the controller is the main focus of this thesis highlighted with a 
red circle. 
 The joint space refers to the space of a robot where the coordinate system is 
based at each joint. Alternatively the task space refers to the space in which the 
coordinate system is based on the actual task of the robot, such as the task frame of its 
end effector. The research in this thesis does not consider the problem of path planning 
for robot control and assumes that a path planner is available for the robots that apply 
to this work.  
It is assumed in this work that if the goal of the robot is to follow a trajectory 
in the task space then the inverse kinematics of the robot is required to be known a-
priori. Knowing the kinematics of a robot allows a path planner to determine the joint 
paths for a desired path in the task space.  
This research focuses on the problem of path following. Path following is the 
problem of generating joint inputs for a given path, where the joint inputs could be 
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torques, voltages or other types on inputs to the actuators of a robot. When a path is 
specified in joint space, then the path following problem is defined as joint space 
control. Alternatively, if the path is given in task space then the problem is defined as 
operational space control. Operational space control is advantageous when 
complicated environments require the online modification of the path in task space. In 
general, operational space control is most advantageous when used for controlling 
robots with a large number of redundant DoFs (J Peters, Mistry, Udwadia, Nakanishi, 
& Schaal, 2008). In this research, we do not consider the problems involved with 
redundant robots and therefore do not investigate operational space techniques for 
robot control.  
2.1.1 Joint Space Control 
There are two types of classic approaches for joint space control. The first is 
independent joint control and refers to the strategy of using independent controllers 
for each joint on a robot, approximated as a Single-Input Single-Output (SISO) system 
(Spong et al., 2006). As each controller is designed independently, only the dynamics 
of the joint itself are taken into account, where any coupled dynamics of additional 
links are incorporated as disturbances. The objective for this problem is to design the 
controller so that the output of the plant, y, follows the desired output, yd, while also 
rejecting the disturbances of the system. The general approaches to controller design 
for independent joint control fall into either classical compensation techniques using 
frequency design, such as PID controllers, or state feedback control using state space 
design, both outlined in Figure 2.2. 
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Figure 2.2. Feedback Compensation and State Feedback block diagrams. a) Classic feedback 
compensation control architecture which computes the input u, given the error between the 
desired and actual outputs of a joint b) State feedback control where x, represents the state 
vector of the joint. 
In reality, the dynamic coupling effects (regarded as disturbances) among the 
joints of a robot are complex and nonlinear, generally caused by Coriolis effects, joint 
friction and gravity. Controllers can be designed for better performance and stability 
by accounting for the dynamics of a robot. Multivariable joint control computes the 
control effort of each joint by incorporating the coupled dynamics. The well-known 
generalised form for the dynamics of an n-link rigid robot are specified with respect to 
the vectors of joint position 
nq , velocity nq  and acceleration nq  as 
 ( ) ( , ) ( ) ( )   τ M q q C q q q B q q g q ,  (2.1) 
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where ( ) n nM q  is the inertia matrix incorporating the inertias of the links and 
actuators, ( , ) n nC q q  is the matrix of Coriolis and centrifugal generalised forces, 
( ) n nB q  sometimes omitted, is the friction forces due to the actuators and joints, 
( ) ng q  is the gravity vector and nτ  is a vector of input torques generated by 
the actuators.  
One way to perform multivariable joint control is by using inverse dynamics 
control also referred to as computed torque control (Kreutz, 1989). Computed torque 
control uses the dynamic model of the robot to compute the desired input torque which 
should counteract the forces produced by its own dynamics. This is formulated by 
using the computed torque control law with a new input 
n
d a  as 
 ( ) ( , ) ( ) ( )d   τ M q a C q q q B q q g q  (2.2) 
which becomes a nonlinear feedback control law in the form of 
 ( , , )dfτ q q a . (2.3) 
Ideally, if the computed torque input cancels the dynamics, by substituting 
Equation (2.2) with Equation (2.1) the system is reduced to 
 dq a   (2.4) 
which results in a system of n decoupled linear double integrators. The process of 
reducing the system down to a set of double integrators results in a linear system and 
is referred to as the process of feedback linearisation. The computed torque control 
law can also be modified to include compensation for model error by redefining the 
input da  as 
 d d v pK K  a q e e .  
where d e q q  and d e q q  are the position and velocity errors, and Kv and Kp 
are derivative and proportional gains respectively. Computed torque control usually 
comes in two different forms, the classic form referred to as inverse dynamics 
control, and a recent feedforward version (Chung, Fu, & Hsu, 2008). The difference 
between the two forms is outlined in Figure 2.3. The difference between the 
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feedforward and inverse dynamics control methods is related to where the feedback 
path is placed. For the inverse dynamics approach the feedback path is situated in the 
outer loop, which adjusts the desired acceleration depending on the error of the joint 
positions and velocities. On the other hand, the feedforward method places the 
feedback path in the inner loop therefore adapting the joint torques directly with 
respect to the feedback error. The two methods are very similar, it has been found 
that the inverse dynamics approach is more sensitive to model inaccuracies as both 
the feedback and feedforward terms are given to the inverse model.  
Inverse 
Dynamics
+
-
Robot
Linearised System
 
(a) 
Robot
Inverse 
Dynamics
-
+
Linearised System
 
(b) 
Figure 2.3. Inverse Dynamics and Feedforward Computed Torque control block diagrams. a) 
Inverse dynamics control uses a compensated desired joint acceleration along with actual 
joint positions and velocities to compute torque input using inverse dynamics. b) 
Feedforward computed torque control separates the feedback signal and computes the inverse 
dynamics straight from desired acceleration, velocity and position as a feedforward term 
creating a linearised system. 
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2.1.2 Joint Space Control for Elastic Joint Robots 
Joint space control has also been formulated for use on robots with elastic joints. For 
EJRs the dynamics of the actuators and the links are coupled through an elastic element 
and therefore have two degrees of freedom. The torque generated from each actuator 
is dissipated through the elastic joint of the robot determined by its impedance sK . 
This can be shown using an extension to the general robot dynamics equation for an 
n-link elastic robot. For this case, the two degrees of freedom are represented by the 
joint positions q after the elastic component and the actuator positions nθ  after the 
elastic component. Therefore, the dynamics form two coupled differential equations 
 
0 ( ) ( , ) ( ) ( ) ( )
( )
s
m m s
     
   
M q q C q q q B q q g q K q θ
τ J θ B θ K θ q
  (2.5) 
where mJ  is the inertia of the actuator and mB  is the damping ratio of the actuator.  
The model presented here is a reduced model of the EJR which ignores the 
effect of the inertia and damping terms of the actuator to the joint variables on the other 
side of the spring link. This is not the case in practice, and the actuator dynamics can 
be found to affect the joint dynamics. This is represented as a complete model defined 
as, 
 1
T
2
( ) ( ) 0( , ) ( , , ) ( ) ( ) ( )
( ) ( , ) ( )
s
m m s
          
       
        
M S c q q c q q θ B q q g q K q θ
S J θ τB θ c q q K θ q
q q q
q
  (2.6) 
where S(q) represents a matrix of inertial couplings between the actuator variable and 
the joint variables of the system. Additional Coriolis terms 1( , , )c q q θ  and 2( , )c q q  are 
also included that reflect the influence of the joint and actuator on each other. For the 
complete model using an inverse dynamics approach to controlling an EJR is not 
straightforward. A result of S ≠ 0 means that the system cannot be feedback linearised 
(De Luca & Book, 2008).  
The complexity of the inverse dynamics of the complete model is further 
described in (De Luca & Book, 2008). For this case, the inverse dynamics is derived 
with respect to the desired trajectory of the desired joint position dq  and the joint 
torques. The computed torque control law in this case is 
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   T [2( 1)]( ) ( ) ( , ) ( ) ( ) ( , , )nd d d d d d d m d d d d d
      τ M q S q q C q q q g q J S q θ q q q  (2.7) 
where ( )d θ  is a function that approximates the desired acceleration of the actuators 
with respect to the desired joint position dq  up to the 2(n+1)
th derivative of dq .  
This result shows that the computed torque control of an EJR is a highly 
complex problem (De Luca & Book, 2008) as: 
 the computed torque relies on knowledge of state variables that are difficult 
to access; and 
 the formulation of the coupling matrices is a challenging problem in itself. 
The EJR equations are a closer approximation of the dynamics seen in 
biological systems (for example, a human arm) than the rigid body dynamic equations 
that dominate robot control.  Clearly, biology has found methods to overcome the 
challenges of elastic joint control. 
2.1.3 Other Control Issues 
Further issues can also occur within robot control, such as manufacturing changes and 
time-varying characteristics, for instance wear and fatigue of the robot. These issues 
are difficult to solve and are typically not addressed in the literature within standard 
robot control techniques, as it is assumed that the robot design makes these issues 
insignificant. One area in control theory that attempts to address some of these issues 
is adaptive control (Astrom & Wittenmark, 1994). Learning control distinguishes itself 
from adaptive control by permitting itself to fail during the training or learning phases 
while adaptive control emphasises fast convergence without failure. This area 
addresses the problem of time-varying characteristics or non-stationary properties of 
the system being controlled (S. Schaal & Atkeson, 2010). 
The design of high performance autopilots was one of the main motivations for 
the research into adaptive control in the 1950’s. This was due to the problem of 
aircrafts operating over a wide range of altitudes and speeds, causing their dynamics 
to be non-stationary and nonlinear. Following this initial motivation, there have been 
many types of adaptive control schemes developed to address this issue. Significant 
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methods include high-gain adaptive control, gain scheduling, adaptive sliding control, 
and one of the main approaches, model reference adaptive control (Ioannou & Sun, 
2012). 
In general, adaptive control schemes rely on the estimation of system 
parameters from data using system identification techniques (Khalil & Dombre, 2004). 
Using these parameter estimations, adaptive control methods adjust control parameters 
to improve the performance of the controller. However, estimating these open 
parameters are not straightforward and become increasingly difficult as the complexity 
of the system increases (Narendra & Annaswamy, 1987), (Nguyen-Tuong & Peters, 
2011b). 
The problem of adaptive control can also be compared to biological 
sensorimotor control methods with an in-depth comparison found in (Tin & Poon, 
2005). In this work, analogies between the previous adaptive control methods and 
biological models are presented, highlighting the adaptive characteristics of both. This 
work clearly shows that biological sensorimotor control employing learning methods 
are a viable method for incorporating non-stationary and time-varying characteristics 
of a system. 
2.2 Learning Robot Control 
Learning robot control has the potential to be both practical for robot control and to 
reduce biological models to simpler mathematical concepts. The field can generally be 
divided into the areas of model-based learning for control, model-based learning for 
trajectory optimization and model-free learning. The recurring theme within biological 
models of the cerebellum is the ability to learn internal models for control (Daniel M 
Wolpert & Ghahramani, 2003). One of the most dominant hypotheses of the 
cerebellum is that it learns internal models of a sensorimotor system (M Ito, 2005), 
(Bursztyn, Ganesh, Imamizu, Kawato, & Flanagan, 2006). Furthermore, it was 
suggested in (D. Wolpert & M. Kawato, 1998) that internal models provide the most 
versatile and compatible computational entity that satisfies the role of the cerebellum 
within the sensory, cognitive and motor domains. For this reason, the most relevant 
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area of learning robot control for the use within biological models is model learning 
for robot control.  
2.2.1 Model learning 
Model learning techniques have been shown to be an effective tool for use with various 
robotic applications, such as inverse dynamics control (Alessi, Zollo, Lonini, De Falco, 
& Guglielmelli, 2010),  (Duy Nguyen-Tuong, Matthias Seeger, & Jan Peters, 2008), 
learning inverse kinematics (Ting, Mistry, Peters, Schaal, & Nakanishi, 2006), 
(D'Souza, Vijayakumar, & Schaal, 2001), robot manipulation (Steffen, Klanke, 
Vijayakumar, & Ritter, 2009), robot navigation (Angelova, Matthies, Helmick, & 
Perona, 2006) and locomotion (Kalakrishnan, Buchli, Pastor, & Schaal, 2009). Some 
well-known robots where model learning has been used are shown in Figure 2.4. 
   
 (a) (b) (c) 
Figure 2.4. Well-known robot platforms where model learning techniques have been applied. 
a) Model learning was used to predict slip of the mobile LAGR robot (Angelova et al.). b) 
Model learning was applied to the BARRETT robot arm for computed torque control 
(Nguyen-Tuong, Seeger, & Peters, 2009). c) Learning was applied to produce foothold 
quality models and applied to the Little Dog (Kalakrishnan et al., 2009) 
Within the field of learning control, there are a handful of different model types 
that have been used for various robot applications. Most of these models fall into the 
following types: forward models, inverse models, mixed models and multi-step 
models. These models are shown in graphical form in Figure 2.5. For these types, a 
discrete state space model is used which is a common representation of a dynamic 
system for learning techniques. This represents a system which has a state kx  
undergoing an action from the input ku , taking the system to its next state 1kx   where 
we can observe an output ky , which is a function of the current state and action. The 
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subscript k, denotes the time index of the discrete variable. This dynamic system is 
represented as 
 
1 ( , )
( , )
k k k
k k k
x f x u
y g x u
 
  (2.8) 
where f and g represent the state transition and output functions. 
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 (d) Multi-step forward model 
Figure 2.5. Network Graphs of different model types. The white nodes indicate observed 
information, whereas the grey nodes indicate the information to be inferred a) Forward 
model: infers the next state given the current state and action. b) Inverse model: infers the 
action required to move the system to the next state given the current state. c) Mixed model: 
combines the forward and inverse models in which a unique inverse does not exist. For this 
case estimation of latent variables zk are produced before inferring the current actions. d) 
Multi-step forward model: infers a sequence of future states using a set of actions and current 
state. 
The approach to learning models is based on the idea of learning the underlying 
functions associated with each model type. A common method to achieve this is to use 
supervised learning methods for continuous function approximation, commonly 
referred to as regression. As regression methods are supervised learning techniques, 
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they rely on the input and output training data being observable within the system. For 
robot control, this is generally available using sensory feedback to produce the actual 
response given a desired command/action applied to the robot.  
Forward Models 
As shown in Figure 2.5a, a forward model infers/predicts the next state and represents 
the causal relationship between state and actions. As a forward model represents the 
physical properties of a real system they can be learned relatively simply by using the 
output of the system, the current state and the applied action (Nguyen-Tuong & Peters, 
2011b). The functional equivalent of the forward model is the same as Equation (2.8)
. Forward models in most cases have the property of a many-to-one mapping of 
inputs/actions to outputs/states, also referred to as a convex mapping (Jordan & 
Rumelhart, 1992) (Miall & Wolpert, 1996). Forward models have had various uses in 
control, particularly with application to the technique of model reference adaptive 
control (Narendra & Annaswamy, 1989). This approach uses a forward model to 
predict the future states of the system and adjust the action based on the error between 
the predicted state and the actual state. 
Inverse Models 
In contrast to forward models, inverse models infer/predict the action required to move 
the system from the current state to a desired future state. Inverse models represent an 
anti-causal relationship, which means that they are ill posed, depending on the type of 
system. An inverse model can be represented by the following equation 
 
1
1( , )k k ku f x x

  (2.9) 
where the output is the action that will move the current state to a given desired future 
state. The crucial problem with learning inverse models is that there may be an 
unbounded number of solutions to an inverse model of a system. The realization of 
this problem comes from the fact that if the forward model is a many-to-one mapping 
then the inverse of this model is a one-to-many mapping.  
The use of standard learning methods is problematic when attempting to learn 
the inverse relationship of a system, as the result tends to average over the multiple 
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solutions to the problem, producing incorrect models. This problem is illustrated in 
Figure 2.6, highlighting the forward and inverse relationships between the input and 
output space of the system. 
Input Space Output Space
Ψ(X)
Ψ-1(Y)
X
Y
 
Figure 2.6. Learning the relationship between input and output space. The forward map Ψ 
has a two-to-one mapping of the input space to the output space. Alternatively, the inverse 
Ψ-1 has a one-to-two mapping and therefore learning this relationship produces an averaging 
over the input space. 
The problem of learning an inverse model is referred to as the non-convexity 
problem due to the fact that the forward model of the system is a convex function 
(many-to-one mapping), resulting in a non-convex mapping of the inverse function 
(Jordan & Rumelhart, 1992). The problem of non-convexity in inverse models for 
robots is generally found in redundant robots (Kopicki, 2010). 
The solution to learning inverse models with non-convexity problems 
commonly involves incorporating additional constraints on the inverse model to 
remove the one-to-many mapping (Nguyen-Tuong & Peters, 2011b). Methods that can 
be used to learn the inverse model even if the solution is non-convex include a 
biological inspired Feedback Error Learning (FEL) method described in section 2.3, 
and the distal teacher learning method (Jordan & Rumelhart, 1992).  
The inverse model in the distal teacher learning method is estimated using a 
forward model to produce an identity mapping when combined with the inverse model 
which yields a unique solution. In this case, the inverse model provides a solution 
consistent to the unique forward model. The learning of the inverse model is achieved 
by back-propagating the error of the system through a forward model to approximate 
the error associated with the inverse model. This is similar to the MOSAIC model 
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described in section 2.3, which also incorporates forward and inverse models. 
However, the MOSAIC method does not learn the inverse model via use of a forward 
model, instead using the FEL method (Nguyen-Tuong & Peters, 2011b). The idea of 
using forward and inverse models can be combined as a mixed model representation 
of a system which is represented by the graph in Figure 2.5c. 
Model learning techniques 
In general, model learning methods for robot control employ nonparametric regression 
techniques which do not have a pre-defined fixed model structure, but adapt the 
underlying model structure to the data complexity. This avoids the problems of 
parametric modelling techniques with fixed model structures, which experience 
persistent excitation issues (Narendra & Annaswamy, 1987), physical inconsistencies 
and therefore require physical consistency constraints (Ting et al., 2006). Parametric 
modelling techniques are commonly found in adaptive control methods, as they rely 
on stringent analysis of the model parameters to ensure stability and convergence of 
the control system. As previously outlined, model learning distinguishes itself from 
adaptive control by using repeated trial and error learning of nonparametric models.  
There is a range of machine learning methods that have been used in model 
learning, such as Support Vector Regression (SVR) (Schölkopf & Smola, 2002), 
Incremental Support Vector Machine (ISVM) (Ma, Theiler, & Perkins, 2003), 
Bayesian Committee Machine (BCM) (Tresp, 2000), Gaussian Mixture Model 
(GMM) (Jacobs, Jordan, Nowlan, & Hinton, 1991), Gaussian Process Regression 
(GPR) (Rasmussen, 2004), Local Gaussian Process Regression (Nguyen-Tuong et al., 
2009), and Locally Weighted Projection Regression (Sethu Vijayakumar & Stefan 
Schaal, 2000). All of these regression methods include specific advantages and 
disadvantages for use with model learning. 
The stand out approaches that have had the most use for robot control are LGP 
and LWPR, which are both local, incremental and online methods that are 
computationally efficient and accurate for model learning. The comparison between 
these two well-known approaches has been comprehensively analysed (Nguyen-
Tuong, Peters, Seeger, & Schölkopf, 2008), (D Nguyen-Tuong, M Seeger, & J Peters, 
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2008), and results show that LWPR provides the most computationally efficient and 
fastest model learning technique to date (Nguyen-Tuong & Peters, 2011b). Gaussian 
process regression methods are found to achieve higher learning accuracy when 
compared to locally weighted regression approaches. Both of these methods have been 
used for applications for robot control, where the most useful applications for this work 
have been learning the robot inverse dynamics for control.  
2.2.2 Regression 
To give an overview of non-parametric regression techniques, background into the 
method of least squares regression is presented here which underlies the locally 
weighted learning techniques for model learning. Least squares regression is a standard 
approach to approximate the solution of an over-determined system. The standard 
approach for regression aims to minimise the error or cost function based on a model 
of the system and measured system data.  
The aim of the regression is to find the parameters of the model which minimise 
the error or cost. The standard cost function that is widely used is the sum of the 
squared errors. The advantage of using the sum of squared errors is it creates a convex 
solution with a global minimum, ensuring a unique solution. Using the sum of squared 
errors is often referred to as the least squares problem, and is defined as 
  
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where r is the number of training points, ris   is the i
th  output from the training 
points, pi z  is the i
th input, ( )f  is the model function selected to match the type 
of system being fitted and 
pβ  is the vector of adjustable regression parameters 
within the model.  
The minimum solution to Equation (2.10) can be found by setting the gradient 
with respect to β  to zero. For a problem with p regression parameters, there are p 
corresponding gradient equations. This is expressed using the chain rule as 
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When the regression parameters of the model function can be expressed as a 
linear combination with respect to the input data then Linear Least Squares (LLS) 
regression can be used. The equivalent model function can then be expressed as 
 1
( , )
p
i j ij
j
f 

z β Z , (2.12) 
where r pZ  is the matrix of input data. The partial derivative of the model function 
simply becomes  
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Substituting Equation (2.13) into the gradient Equation (2.11) and rearranging 
produces a set of normal equations in the form of 
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The normal equations can also be represented in matrix notation as 
 
T TZ Zβ Z s , (2.15) 
where rs  is the vector of sampled outputs. The solution to the normal equations 
can be solved provided that the p columns of Z are linearly independent. The solution 
to the normal equations, which produce an estimate of the regression parameters, 
denoted by βˆ  can then be found by taking the inverse of ZTZ  in the form 
  
1
T T †ˆ  β Z Z Z s Z s  (2.16) 
where † represents the Moore-Penrose pseudoinverse of a matrix. Using the 
pseudoinverse provides a best fit solution to the LLS problem even if the system lacks 
a unique result (Ben-Israel & Greville, 2003). Using the pseudoinverse also provides 
a more robust solution to the LLS problem when the Z matrix is poorly conditioned 
and does not have full rank. 
One of the assumptions that are common to least squares regression, is that all 
training points provide equally precise information about the deterministic parameters 
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of the system being regressed (Sheather, 2009). In other words, the errors in the 
training points have the same variance. If this assumption is not true, then the 
regression will not fit the data effectively and will produce biases in the solution. One 
way to resolve this problem is by weighting each training point with respect to their 
variances, thereby biasing the regression with how precise the training points are. The 
optimal weightings for each training point can be shown to be the reciprocal of their 
corresponding variance (Sheather, 2009). This problem is referred to as Weighted 
Least Squares (WLS) and has the form  
  
2
1
arg min ( , )
r
ii i i
i
WLS s f

 
β
W z β  (2.17) 
where W is a diagonal matrix of weights with diagonal elements 
21ii iW  and 
2
i  
is the variance of the training point. Using the same methods to solve the LLS problem 
as previously outlined, the solution to the Weighted Linear Least Squares (WLLS) 
problem for a linear model function becomes 
  
1
T T †ˆ  β Z WZ Z Ws Z Ws . (2.18) 
2.2.3 Locally Weighted Learning  
Instead of using a single global model to fit training data, local models are used in 
LWL, a supervised lazy-learning method for estimating models (C. Atkeson, A. 
Moore, & S. Schaal, 1997). Lazy learning refers to learning methods that defer the 
processing of training data until a query is given and is also referred to as memory-
based learning (C. Atkeson et al., 1997). LWL uses local models to fit the training data 
only in the region around the location of the query point, therefore, deferring the 
processing of the training data until a query is made. The motivation for LWL is due 
to their suitability for online robot learning as they are fast and computationally 
efficient. Another advantage of locally weighted methods is they avoid the problem of 
negative interference, which is a side effect of the regression’s ability to generalise 
from previously learned data. Learning with local models are robust towards 
interference as ideally the learning method is spatially localised and updates to local 
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parameters are independent of each other resulting in interference being spatially 
localised.  
Some examples of local models include nearest neighbour, weighted average 
and locally weighted regression. Nearest neighbour local models simply select the 
closest point to the query and use its output value. Weighted average local models 
extend this method by taking the average of the outputs of a selection of nearby points, 
inversely weighted by their distance to the query point. Locally weighted regression 
takes both methods one step further and fits a local model function to nearby points 
using a distance weighted regression. Atkeson shows that the preferred method of 
performing locally weighted learning for robot applications is locally weighted 
regression (C. Atkeson et al., 1997).  
Another advantage of LWL is its ability to avoid negative interference. 
Essentially, for other global regression methods, incremental updates can cause 
degradation of the overall fit of the model. As LWL is a local learning method it avoids 
this problem and an example comparing a global method versus local method is shown 
in Figure 2.7  
 
Figure 2.7. Comparison of global learning method versus local method for effects of negative 
interference.  a) Results from global neural network model before and after new training data. 
b) Result of fitting local models using RFWR, where the predicted y before and after new 
training show little variation. This figure has been adapted from (Stefan Schaal & Atkeson, 
1997) 
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Locally Weighted Regression 
Locally Weighted Regression (LWR) uses a weighted regression method to develop a 
local model function where the weights correspond to the distance between the query 
point and previous training points, instead of using the reciprocal of the variance for 
each training point. The motivation behind this method is that if the global model 
function does not provide a good approximation to the system, then a larger, more 
complex global function should be used. However, if a simpler model function is fitted 
to a local patch then a better approximation is found (Hastie & Loader, 1993). In other 
words, by using a simpler local model the computational complexities are reduced for 
systems which require a complicated model. By using simpler local models, nonlinear 
parameters in the global model can be approximated locally, providing a 
computationally simpler method to approximate nonlinear systems (C. G. Atkeson, A. 
W. Moore, & S. Schaal, 1997).  
To use LWR for learning models, a linear model function is typically used as 
it is a favourable compromise between computational complexity and quality of 
function approximation (Hastie & Loader, 1993). As the system is locally weighted 
around linear models, the approach can be framed using the WLLS approach. 
For a lazy learning implementation of LWR, all the training points are required 
to be stored in memory in order to be computed when a query is made. For online 
applications, where never ending streams of data are possible, this is insufficient, as 
the computational complexity is proportional to O(rp2), where r is the number of 
training points, and p is the number of inputs (S Schaal, Atkeson, & Vijayakumar, 
2002). To reduce the computational cost for online implementations, a non-memory 
based approach was developed, called Receptive Field Weighted Regression (RFWR), 
(S. Schaal & Atkeson, 1996).   
Instead of deferring the computation of the local linear model until a query is 
made, RFWR continuously builds multiple local models in the input space of the 
training points. Each local model is independently trained on a weighted set of sample 
points determined by the region of the local model. The weights, which also define the 
local region are given for each training point based on the distance to the query point, 
calculated using a kernel function. 
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Many different kernel functions can be used, but typically do not provide 
further optimisations for generalised problems (S Schaal et al., 2002).  The kernel 
function that is commonly used for LWR is the Gaussian kernel and has the form 
 
 T 1( ) exp 0.5( ) ( )i i i ik    z z c Σ z c  (2.19) 
where ci is the centre of the i
th local model and Σi is a positive, semi-definite covariance 
matrix that determines the size and shape of the region for the local model. The kernel 
function in the LWR algorithm is used to compute the weight wi for the i
th local model 
given the input z. 
Locally Weighted Projection Regression 
One of the main computational problems associated with LWR and RFWR, are that 
computational cost increases as the number of the input and output dimensions 
increases. To reduce this computational cost, dimensionality reduction techniques 
were applied to RFWR. A Partial Least Squares regression (PLS regression) can be 
used which projects the input and output data into a new space before performing linear 
regression. The new space is computed in the direction of the maximum correlation 
between the input and output, reducing the space with minimum loss of information. 
The dimension of the new space can be arbitrarily selected or determined using a 
minimum error criterion.  
The method of incorporating PLS regression into RFWR is referred to as 
Locally Weighted Projection Regression (Vijayakumar, D'souza, & Schaal, 2005). 
LWPR achieves the fastest incremental algorithm for nonlinear and high dimensional 
function approximation, with a resulting computational complexity of O(r) where r 
represents the number of training points (S. Vijayakumar & S. Schaal, 2000). Hence, 
LWPR is regarded as the current state-of-the-art in model learning techniques 
(Larsson, Jonsson, & Felsberg, 2007), (Sigaud & Peters, 2010).  
The recursive approach to LWPR regression is to project the input data into a 
single dimension of highest correlation with the output, develop the linear regression 
parameters for that dimension; reduce the input and output data and then repeat for the 
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next dimension of highest correlation for the reduced set of data. The training 
procedure for LWPR is outlined in Algorithm 1. 
Algorithm 1: LWPR Training Procedure 
1. Given the initial training point  ,k ksz  
2. For each local model where  1,2,...,i I  
3.   Compute the local weight 
 T 1
1
exp ( ) ( )
2
i k i i k iw
     
 
z c Σ z c    
4.   Update the local means, given 1k k iW W w    where   is a forgetting 
factor 
  1 1k k k i k kW w W   z z z  
  1 1k k k i k ks W s w s W     
5.   Initialise res k k z z z  and res k ks s s   
6.   For each dimension reduction step where  1,2,...,j J  
7.    Project the input to the direction of highest correlation with output 
  
T 1k
pr res jz
 z p , where 1k k i res resj j
i res res
w s
w s
  
z
p p
z
 
8.    Calculate the regression parameters using a recursive update 
 
1 2k k
zz zz i pra a w z
     
 
1k k
zs zs pr resa a wz s
    
 
1 1/k kj zs zza a
   
9.    Calculate alternate regression parameters for reduction of input data 
 
1k k
zz zz res prw z
  a a z  
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1 1
, ,/
k k k
j zz j zz ja
 α a  
10.    Calculate residuals by removing projected data 
 
1k
res res pr jz
 z z α  & res res pr js s z    
11.    end 
12. end 
Algorithm 1 calculates two sets of regression parameters, βj and αj. The first 
parameter βj is the linear relationship between the jth projection of the output and the 
input, and αj is the orthogonal projection between the input and the projected input. 
Computing the orthogonal relationship ensures the reduced input of the next step is 
orthogonal to the projected input, allowing the output regression to be computed 
incrementally.  The number of dimensionality reduction steps for each model can be 
determined using the simple heuristic  
 
2
,
2
, 1
, where [0,1]
res j
res j
s
s
 

   , (2.20) 
which compares the ratio of squared residual errors between two reduction steps. If the 
error is not reduced by the threshold  , the algorithm will stop adding projections as 
no sufficient performance increase will be found. 
Once the projections and regressions have been calculated a prediction can be 
made. The prediction method of LWPR is computed using a weighted average of local 
predictions and is outlined in Algorithm 2. 
Algorithm 2: LWPR prediction 
1. Given the query point qz  
2. For each local model where  1,2,...,i I  
3.  Initialize local output as i is s  and local input res q i z z z  
4.   Compute the local weight 
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T 11exp ( ) ( )
2
i q i i q iw
     
 
z c Σ z c   
5.   For each dimension reduction step where j =1,2,…,r 
6.     Produce the prediction for the projected query point 
 ˆ ˆi i j prs s z   where 
T
pr res jz  z p   
7.    Produce the residuals for the query point 
  res res pr jz z z  α  
8.   end 
9. end 
10. Compute the global prediction 
 1
1
ˆ
ˆ
I
i i
i
I
i
i
w s
s
w





 
The increase in the number of projections can be computed by using the ratio 
of mean square error of output residuals for current projections to the previous 
projections. If the error between the current and previous projections is constant then 
there is no benefit of adding a new projection. 
The LWPR algorithm can be seen as a process of producing a nonlinear 
transform of the input signal to an output signal, using local receptive fields and linear 
projections with the training signal. The corresponding information processing unit of 
this system can also be outlined using the diagram in Figure 2.8. It can be seen here 
that there are distinct similarities of this process diagram to the processing units within 
a neural network (Zollo et al., 2005). 
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Figure 2.8. LWPR information processing unit. The input signals are passed to each receptive 
field and subsequently reduced using linear projections via a partial least squares rule with 
the training signal. The linear units are then weighted and summed to form the output signal. 
In this diagram adapted from (D'Souza et al., 2001), x, and y are the inputs and outputs of the 
regression and D is the inverse covariance matrix. 
LWPR has been applied to learning the inverse kinematics of a high-
dimensional, 30 DoF SARCOS humanoid robot (D'Souza et al., 2001), (Vijayakumar 
et al., 2005). This work validates the use of LWPR as a method of learning high 
dimensional models in a computationally efficient and online manner. The results, 
shown in Figure 2.9, found problems when learning within the null space of the inverse 
kinematics causing interference between task space and null space. Recent work with 
learning operational space control has been developed in order to account for these 
issues (J. Peters & Schaal, 2008). As previously mentioned, this project is not 
investigating the problems associated with operational space control. 
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 (a) (b) 
Figure 2.9. Learning Inverse kinematics of a high dimensional robot. a) A 30 DoF SARCOS 
humanoid robot was used to learn inverse kinematics using LWPR. b) Trajectory followed 
in the first 3 minutes of the learning the inverse kinematics while performing a figure of eight 
trajectory. 
2.2.4 Locally Weighted Learning for Robot Control 
LWL techniques have been used for different robot learning tasks such as learning 
inverse kinematics, reinforcement learning of complicated tasks and learning inverse 
dynamics for robot control. Recent applications of LWL for robot control utilise the 
unique, nonlinear, inverse mapping of the rigid body dynamics from joint accelerations 
to joint torques for a robot (Nguyen-Tuong & Peters, 2011b). This allows the inverse 
dynamics to be learned using nonlinear regression techniques. Learning inverse 
dynamics has been used on a range of robots, from a seven DoF robot arm to a 30 DoF 
humanoid robot. This section will outline the most significant examples of LWL 
methods used for robot control.  
To learn the inverse dynamics of a robot, an appropriate amount of training 
points are required in order for the learning system to converge to an accurate model. 
If the system is learning from a naïve state, then the act of “motor babbling” for 
generating training points (C. G. Atkeson et al., 1997) is used. This method refers to 
the process of using safe random inputs to produce useful motion data to guide the 
initial learning. Work has been developed to improve the quality of this motor babbling 
technique in order to produce autonomous learning with active motor babbling 
(Saegusa, Sakka, Metta, & Sandini, 2010), (Saegusa, Metta, Sandini, & Sakka, 2008) 
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which uses confidence bounds in the learning process to drive the motor babbling for 
safe operation.   
After the initial stage of motor babbling is accomplished and the initial learning 
is achieved, the inverse dynamics model can be used for control purposes. For the case 
of LWL, two significant model learning methods have been used, these are LWPR and 
LGP. 
 
Figure 2.10. Learning Inverse dynamics of a high dimensional robot. A desired figure eight 
trajectory is used to compare the learned inverse dynamic models for durations of 10-300 
seconds. 
LWPR has been used to learn the inverse dynamics of the same 30 DoF 
SARCOS humanoid robot in (Vijayakumar et al., 2005). For this work the inverse 
dynamics of the humanoid robot were learned using all of the joint positions q, 
velocities q , and accelerations q  for each DoF, corresponding to an input of 90 
dimensions. The output for learning the inverse dynamics corresponded to joint 
torques τ for each DoF, producing an output of 30 dimensions. The inverse model that 
was learned predicts joint torques in the form 
  ( , , )fτ q q q . (2.21) 
The experiment for learning inverse dynamics within this body of work 
involved the task of drawing a figure of eight pattern using the robots right hand. The 
procedure for the experiment involved a batch learning process of controlling the 
figure of eight pattern with a low gain conventional PD controller for 10 seconds, then 
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learning was stopped and the robot attempted to draw the figure of eight pattern at a 
rate of 2 Hz per figure eight cycle, afterwards learning was continued for another 300 
seconds, enough time for the inverse model to converge to a final solution. The 
solution involved 50 local models within LWPR to produce the inverse model across 
the figure of eight pattern. The results of this experiment are illustrated in Figure 2.10 
and show that, after 300 seconds, the control task using the converged inverse 
dynamics out performs the low gain PD controller. 
Another nonparametric regression method useful for learning robot control has 
also been developed entitled Local Gaussian Process Regression which combines the 
theory of Gaussian process regression and locally weighted learning (Nguyen-Tuong 
& Peters, 2008). At its core, LGP employs Gaussian Process Regression (GPR) which 
is a nonlinear function approximation method useful in high dimensions due to an 
underlying multivariate Gaussian process with infinite dimensionality (Rasmussen, 
2004). Instead of matching data to a model function a Gaussian process assumes that 
r observations in the data set represents a multivariate (r-variate) Gaussian distribution 
with a mean and covariance.  
The problem with GPR is a large computational cost is required for inverting 
the covariance matrix at the core of the Gaussian process, which is a cost of O(r3), 
where r is the number of training points. This computational cost is due to the 
prediction requiring a large set of previous data points. Attempts have been made to 
reduce the cost of this computation, one method is sparse Gaussian Processes (SGP), 
which only uses a subset of the data points to develop the prediction {Csató, 2002 
#314}, (Edward Snelson & Zoubin Ghahramani, 2007), (Nguyen-Tuong & Peters, 
2011a). Another technique is using a mixture of Gaussian process experts (Rasmussen 
& Ghahramani, 2002), which uses a gating network to divide the input space and learn 
a local Gaussian Process expert, based on a mixture of experts technique (Jacobs et al., 
1991). This approach reduces the data within each local Gaussian process and reduces 
the computation cost to O(r3/I), where r is the number of training points, and I is the 
number of local models.   
One way to reduce the computational cost of GPR which has shown to be 
useful for robot control is by localising the regression method into local spaces using 
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the technique of locally weighted learning. This method bases its work on RFWR to 
incrementally add local GPR models and weight them across the input space using a 
kernel function (Nguyen-Tuong & Peters, 2008). 
LGP has been used for learning the inverse dynamics of a robot for control. 
This work presents the application of LGP within the framework of a feedforward 
computed torque control model (D Nguyen-Tuong et al., 2008). Using this approach 
LGP has been applied to two different robot arms (see Figure 2.11), a seven DoF 
SARCOS anthropomorphic master arm and a seven DoF BARRETT whole arm 
manipulator (WAM). Initially, it was shown the LGP could effectively perform online 
and real time model learning of the inverse dynamics using collected training data for 
both robot arms. After the models had learned, they were validated on the real robot 
arms. Essentially, these experiments are implemented using offline learning of the 
inverse dynamics first then applied to the real robot. Similar to the LWL methods for 
learning inverse dynamics, the models that were learned, use the joint positions, 
velocities and accelerations as inputs, along with the corresponding joint torques for 
the output.  
 
  (a) (b) 
Figure 2.11. Robotic platforms used for LGP computed torque control. a) A Seven DoF 
SARCOS master arm robot b) A Seven DoF BARRETT WAM robot.  
Recent work on LGP has been presented in (Nguyen-Tuong & Peters, 2011a) 
which presents a method for online model learning and adaption using feedforward 
computed torque control. The equivalent computed torque control diagram for model 
learning is shown in Figure 2.12. This is different to the previous experiments which 
Literature Review  37 
do not perform online model learning and adaption while the control task is being 
completed. This experiment was performed on the same seven DoF BARRETT WAM 
robot comparing the method to previous work.  
Robot
Inverse 
Dynamics
-
+
 
Figure 2.12. Modified feedforward computed torque control method for online model 
learning.  The system uses desired joint accelerations, velocities and positions to compute the 
torque required. The desired velocities and positions are also used with the actual joint values 
to compute a PD compensation term added to the computed torque term. Both the final torque 
command the actual system values are then used to learn the inverse dynamics. 
For this experiment low gain Kv and Kp constants were chosen to allow the 
robot to initially produce suboptimal controlled movements, generating training data 
for learning the inverse dynamics. The experiment using this online model learning 
method involved first learning the inverse dynamic model of the current system, then 
a dynamic object (water bottle) is attached to the end effector which modifies the 
dynamics of the system. After enough time for the model learning system to converge 
to the new inverse dynamic model, the water bottle is removed.  
This experiment validates the feedforward computed torque model with online 
model learning as a viable control model for use with real robot systems for learning 
the inverse dynamics and adapting for changes in the dynamics. To date, this is the 
only experiment that has verified both online model learning and online model 
adaption for changes in dynamics for a real robot system. The results of each stage of 
the experiment during the online learning are illustrated below in Figure 2.13. The 
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results show that the compensated feedback torques are reduced when the inverse 
dynamic model has converged. It can be seen that when the dynamics are modified, 
the feedback torques stabilise the system until the inverse dynamics can converge, 
therefore, reducing the feedback torques. 
 
Figure 2.13. Online model learning and adaption of a seven DoF BARRETT WAM.  The 
online adaption and learning of the inverse dynamics is shown as a bottle is attached to the 
robot arm, changing the dynamics of the system. 
2.2.5 Temporal Dependence 
An analysis of learning robot control was presented in (C. G. Atkeson et al., 1997) 
which highlighted some issues of using learning methods for control of different tasks. 
One of the main problems highlighted in this work was the property that control tasks 
require consideration of current actions on future states and was referred to as 
temporally dependent task. This idea of a learning task dependent on the future was 
also mentioned in (Jordan & Rumelhart, 1992). In this literature temporal dependence 
is defined as the property of a system where the future output can be influenced by 
previous states (C. G. Atkeson et al., 1997); a simple example given is when the 
outcome is the next state, defined as 
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 1 ( , )k k kf u x x . (2.22) 
However, the property of temporal dependence does not only cover the next 
state, but can extend itself to future states as well, such as 
 ( , )k h k kf u x x . (2.23) 
In this work, one approach to performing control of temporally dependent tasks is to 
use one-step deadbeat control which chooses the input to cause the next state to reach 
the desired state. Deadbeat control refers to the problem of finding the control input 
that will bring the state of the system to the desired state in the smallest number of 
time steps. Therefore, for a one-step deadbeat controller the goal is to bring the state 
of the system to the desired state in one step. This approach was based on the 
assumption that temporal dependencies are ignored, and the next state is attainable in 
one step. The method was used with LWL to approximate the inverse function  
 
1
1( , )k k ku f

 x x . (2.24) 
The estimated inverse function was then used to predict the input for a given desired 
state dx  by substituting it with 1kx  in Equation (2.24).  
Problems were found to occur with this approach when applied to learning 
devil sticking, a task requiring juggling a stick (shown in Figure 2.14b) using RFWR. 
Problems such as significantly unstable and large input commands are required to 
achieve the desired next output. Further problems also occurred with learning the 
inverse models, such as averaging of the solution space causing the system to become 
stuck. This result shows that the inverse model for this task experiences non-convexity 
issues as previously outlined.  
One solution to the problem of learning devil sticking was proposed to use 
dynamic regulation, which outlines that it is not always possible to use one-step 
deadbeat control to move the current state to a desired state in one step. An attempt in 
doing one-step would require inputs of infinite magnitude or cause the size of the input 
to grow without limit. This work also outlined that one-step deadbeat control will fail 
on some non-minimum phase systems, such as pole balancing. 
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Dynamic regulation was used to solve these issues with temporally dependent 
systems as it computed an appropriate input using the optimisation technique of a 
linear quadratic regulator (LQR). The advantage of using LQR is that it only requires 
a forward model instead of an inverse model to predict future states. LQR uses this 
forward model and a cost function to search over future predictions of the state space 
and produce an appropriate input that minimises the output error and input command. 
The appropriate command is found to produce the desired state in a number of steps 
rather than the next step 
In this application, limits of LQR applied to locally weighted learning methods 
were found when the task required operation outside of the locally linear region of the 
model. This work found that the LQR control can become unstable, depending on the 
choice of criteria in the cost function (Q and R terms).  
   
  (a) (b) 
Figure 2.14. Robot platforms using LWL temporally dependent control tasks.  a) A seven 
DoF SARCOS arm was used to learn the control task of pole balancing. b) A diagram of a 
devil stick robot apparatus used to learn the control task of devil sticking. 
Despite the instabilities that can be caused by LQR with LWL techniques, 
temporally dependent systems have been learned using this particular method. 
Examples of these include learning robot juggling using devil sticks (S. Schaal & 
Atkeson, 1994a), (S. Schaal & Atkeson, 1994b) and pole balancing using a seven DoF 
SARCOS robot arm (S. Schaal, 1997) (S Schaal et al., 2002). For both these 
applications, the forward model of the system was learned using LWL and then the 
LQR controller was designed to produce the appropriate input commands.  
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2.2.6 Varying Contexts  
A recent application of LWPR was developed which combines the MOSAIC model 
for learning varying contexts with LWPR (Petkos, Toussaint, & Vijayakumar, 2006), 
(Hoffmann, Petkos, Bitzer, & Vijayakumar, 2007). This work was used to switch 
between multiple learned models using LWPR, which is different to the MOSAIC 
method which mixed the output of multiple models. The method incorporates a context 
estimator which uses an expectation maximisation procedure to extract latent variables 
appropriate to determine different contexts and then switch to the appropriate LWPR 
model (Petkos & Vijayakumar, 2007).  
The problem defined within this work is described as inferring the control input 
using the current state, the next state and estimation of the current context. This can be 
represented by the graph model shown in Figure 2.15. For this work, the learning of 
the inverse models requires another parameter, referred to as the predicted context of 
the control task and is denoted as π.  
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xk xk+1
πk
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xk xk+1
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 (a) Forward model (b) Inverse model 
Figure 2.15. Network Graphs of system with varying contexts.  a) Forward context model: 
infers the next state given the current state and action which is dependent on the context πk. 
b) Inverse context model: infers the action given the current context, state and next state. 
A multiple model approach to controlling a robot that is experiencing varying 
contexts has been developed using the control architecture outlined in Figure 2.16.  
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Figure 2.16. Multiple models for robot control with varying contexts. This method 
incorporates a switching mechanism, a set of multiple inverse models and a context estimator 
to learn different models for different contexts and apply the appropriate command to the 
plant. 
This control method was tested on a simulation of the DLR light-weight arm 
III shown in Figure 2.17. The experiment compared the use of sensor information to 
the dynamic estimation of contexts. The results showed that a similar control 
performance can be achieved by either using context estimation or direct sensory 
mapping. The problem that was described for using direct sensor mappings was that 
the system would fail if there are additional hidden context variables that are not 
accounted for from the sensor information. 
 
 (a) Simulated DLR arm III (b) Performance of multiple contexts 
Figure 2.17. Multiple models for robot control of a simulated DLR arm with varying contexts. 
(a) Illustration of the simulation model and actual DLR arm III grasping an object. (b) Results 
of the simulation experiment with three different contexts. 
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2.3 Biological Sensorimotor Control 
The human body is a highly nonlinear and non-stationary system comprised of elastic 
joints and links. The nervous system solves the problem of controlling such a 
challenging system by learning and adapting to the complex dynamics that it 
experiences. The fact that humans learn to control their own bodies under a range of 
extreme circumstances is the main motivation for investigating the biology of 
sensorimotor control. The majority of the research for investigating the way humans 
learn sensorimotor control is based on the neurological properties of the brain, well-
known to be an essential component for controlling the human body (Fine, Ionita, & 
Lohr, 2002). Building on top of this work are theories and models that are relevant for 
robot control based on the theories of cerebellar function.  
The cerebellum has been extensively studied from neurological, physiological 
and theoretical positions and is an important part of sensorimotor integration that 
allows biological systems to learn motor control (Strata, 2009), (M Ito, 2002). 
Understanding the function of the cerebellum and how it allows biological systems to 
learn motor control provides insight into possible methods that could be used in 
learning robot control (Van Der Smagt, 2000). Despite rigorous studies of the 
cerebellum, all of its functions are still not fully understood, and new findings are 
causing models of the cerebellum to be continually re-evaluated.  
This section outlines important contributions to the function and theory of the 
cerebellum in order to establish relevant concepts of how the cerebellum learns 
biological sensorimotor control. Firstly, an introduction to the known organization of 
the cerebellum is given, followed by significant theories and models of the cerebellum 
useful for learning robot control. 
2.3.1 Neurophysiological Structure of the Cerebellum  
Research shows that the cerebellum has a highly ordered internal structure containing 
a repeating unit within its core, the Cerebellar Cortex. This repeating unit has been 
studied in-depth and found to contain a specific microcircuit that is thought to be the 
key learning function within the cerebellum (M Ito, 2006). Understanding and 
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modelling this microcircuit has been a major interest to the science community, as it 
provides an understanding of how the cerebellum uses sensorimotor signals to learn 
motor control. This section outlines the key aspects of this internal microcircuit in 
order to give the reader a better functional view of the cerebellum. A more detailed 
neurophysiological review of the cerebellum’s microcircuit and structure can be found 
in (Apps & Garwicz, 2005). 
The cerebellar cortex is made up of three layers, determined by the neural cell 
bodies that occupy them: the granular layer, Purkinje cell layer and molecular layer. 
The organisation of the cerebellar microcircuit can be best described in terms of the 
signals and connections found to be essential in the function of the circuit. The inputs 
to the cerebellar cortex arise from mossy and climbing fibres, where the output of the 
cerebellar cortex is solely provided by the Purkinje cells, projecting to deep cerebellar 
nuclei. This organisation can be seen in Figure 2.18. 
 
Figure 2.18. Basic Structure of the cerebellar cortex. Sensorimotor information is conveyed 
through mossy fibres, which produce positive connections to granule cells and Golgi cells. 
The inputs are filtered through the granule cells in the granular layer and conveyed to 
Purkinje cells through parallel fibres. The positive input from the parallel fibres and the 
training signal from the climbing fibres are combined to produce an output at the Purkinje 
cells to the deep nuclei, generating an output motor command. Adapted from (Felten & 
Shetty, 2010). 
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An in-depth research into the microcircuit of the cerebellum has revealed some 
important aspects of its functional role within sensorimotor control. In general, the 
cerebellum can be viewed as a system with two significant functional areas: a sensory 
layer and a learning layer. Firstly, the sensory layer comprises of the granular layer 
which transforms the input sensorimotor information from mossy fibres to parallel 
fibres via the organisation of granule and Golgi cells. Secondly, the learning layer 
encompasses the learning mechanisms within Purkinje cells which are influenced by 
the transformed sensorimotor information from parallel fibres and the training signal 
from climbing fibres. The learning mechanism adjusts Purkinje cell output signals to 
produce appropriate adjustments to motor signals producing an output motor 
command to respective sensorimotor areas of the body. This functional summary is 
outlined in Figure 2.19. 
 
Figure 2.19. Signal diagram of the cerebellar cortex. Sensorimotor information is 
transformed in the sensor layer predominantly by the organization of mossy fibres, granule 
and Golgi cells, and is conveyed to the learning layer. The learning layer uses the transformed 
sensorimotor information along with a training signal to adjust the output of Purkinje cells 
producing a motor command as the output signal. 
2.3.2 Cerebellum Theories and Models 
Even as recent discoveries on the properties of the cerebellum are continually evolving 
(D'Angelo & De Zeeuw, 2009) due to advances in technology, the research of 
cerebellar microzones has created many corresponding theories and models of 
cerebellar function useful for learning sensorimotor control. This section outlines the 
significant models that have been developed. By understanding well-known models of 
the cerebellum, it is possible to understand how to apply them to real robot systems. 
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Some work has been conducted which applies these biological theories of the 
cerebellum for robot control and the most significant contributions are outlined here. 
Marr-Albus Framework 
The first significant theory of cerebellar function that was developed is typically 
referred to as the Marr-Albus model. The theory combines the works of (Marr, 1969) 
and (J. S. Albus, 1971) which contain similar views on the function of the cerebellum. 
The ideas that Marr and Albus proposed led to the development of a significant 
computational model of the cerebellar cortex, the Cerebellar Model Articulation 
Controller (CMAC). This model created the foundation for modern models of the 
cerebellum. 
Cerebellar Model Articulation Controller 
The CMAC, shown in Figure 2.20, is an associative memory model that uses local 
generalisation to map a nonlinear function of mossy fibre inputs to Purkinje cell 
outputs (J. Albus, 1975). Inputs to the CMAC start in the Sensory layer and are 
projected to binary receptive fields before being expanded and sparsely remapped into 
an Associative layer. This expansion and sparse encoding represent the mossy fibre 
inputs projecting sparse information to Granule cells. A receptive field is used within 
this model to incorporate the region of space inside the Granular layer where Granule 
cells are affected by Mossy fibres. Weights are applied to the associative layer before 
being summed to produce an output signal. Weights are updated using a least mean 
squares training rule (Widrow & Stearns, 1985). The associative layer models the 
learning within Purkinje cells using the sparse sensory information from parallel fibres 
(Sensory layer) and the error signal from climbing fibres. The block diagram illustrated 
in Figure 2.20 is a simplified version of a CMAC network, which will be used to 
compare with modern cerebellum models. The block diagram does not specify what 
the input or training error signals are; nor does it specify how the motor command is 
used outside of the cerebellum. 
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Figure 2.20. A simplified representation of the CMAC network. Sensory input is passed into 
the sensory layer which is made up of granule cells and is passed to the association layer via 
parallel fibres. The association layer uses the sparse sensor input along with the training error 
to adjust the weights of each Purkinje cell and summed at the output to produce a motor 
output. 
The CMAC model of the cerebellum has been applied to various robots ranging 
from humanoids for gait stabilisation (Kee & Wyeth, 2005) to mobile robots for 
trajectory based learning control (Gáti & Horváth, 2011), (Collins & Wyeth, 2000).  
Adaptive Filters 
A different approach for modelling the cerebellum microcircuit was introduced in 
(Fujita, 1982) and uses the idea that the cerebellar microcircuit can be compared to the 
adaptive filter, developed by Widrow and Hoff (Widrow & Stearns, 1985). Dean and 
Porrill have taken this idea further and comprehensively compared the model of the 
cerebellum microcircuit to adaptive filter theory (P Dean, Porrill, Ekerot, & Jörntell, 
2009). The comparison between the cerebellar microcircuit and an adaptive filter can 
be seen in Figure 2.21. 
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(a) 
 
(b) 
Figure 2.21. The Cerebellum as an adaptive filter. (a) The basic cerebellar microcircuit. (b) 
An adaptive filter with signal values corresponding to the cerebellum microcircuit. Adapted 
from (Porrill & Dean, 2007). 
The adaptive filter model represents the input of the cerebellar microcircuit as 
a vector of inputs 1 2[ , ..., ]nu u uu  from mossy fibres undergoing expansion recoding 
through granule cells producing parallel fibre signals 1 2[ , ..., ]np p p . Each parallel fibre 
signal is modelled as a linear function ( )jG u  which computes the expansion recoding 
process. The selection of the transformation function ( )jG  determines the type of 
functionality for which the cerebellum is used. General types of this function are not 
typically specified and are left to the user to determine how the model functions. It is 
suggested that the function can incorporate dynamic values that are encoded in parallel 
fibres by supplying a portion of the history of iu  to the function, in the form of tapped 
delay lines. The output of each Purkinje cell is a weighted linear combination of its 
parallel fibre inputs in the form 
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 ( )ij ijz w G u  (2.25) 
where wij is the synaptic weight of the n
th parallel fibre on the ith Purkinje cell, and 
  ( ) (0, , ( ), ,0)ij jG Gu u  (2.26) 
is the vector with the jth parallel fibre signal as its ith entry and zeros elsewhere. 
The error signal is conveyed through climbing fibres, given that both the error 
signal and parallel fibre signals are assumed to be coded in firing rates, then the change 
in synaptic weights is in the form of the least mean squares learning rule, the same 
learning method as the CMAC network. 
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Figure 2.22. Recurrent Control model. The control model feeds a copy of the motor command 
u, into the cerebellum and is trained via the sensor error e. The correlation between the sensor 
error and efferent copy of the motor command produces the output of the learning block and 
is added to the desired trajectory to control the output of the plant. B represents a feedforward 
compensator. 
Dean and Porrill proposed that the adaptive filter model of the cerebellum is 
used within a recurrent architecture in the brain, matching the structure of the 
cerebellum in a number of ways (Porrill & Dean, 2007). The recurrent scheme was 
developed as it decorrelates sensory error from a copy of the efferent motor command, 
hence reducing the effect of incorrect commands that produce error (Paul Dean, Porrill, 
& Stone, 2002).  
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The design of the recurrent architecture has been outlined in Figure 2.22, 
highlighting where the cerebellum lies within the architecture. The design consists of 
a feedforward filter block B and the recurrent cerebellar learning block which takes a 
copy of the motor command u, and is trained from the sensory error signal e . Figure 
2.22 shows that the underlying cerebellum structure is very similar to the CMAC 
model but hypothesizes that the mossy fibre input signals are efferent copies of motor 
commands and the climbing fibre error signal is the difference between the actual 
trajectory and the desired trajectory (P Dean & Porrill, 2008). One of the main 
differences that can be noticed about this model is the granule cell and parallel fibre 
block is modelled as a linear transformation G(u) of the input signal which can be 
predefined to learn different properties of the system. This linear transformation allows 
for further functionality of the cerebellum model, where it also can be comparable to 
the CMAC network if the transformations are chosen as sparsification processes. 
The benefit of the recurrent model is that it learns from the sensory error and 
not the motor command error. Using the motor error as the training signal is a problem 
as it is difficult to understand how climbing fibres encode the unobservable motor 
error, referred to as the motor error problem (Porrill, Dean, & Stone, 2004). If sensory 
error can be used to drive the learning, then it provides a plausible model for the 
cerebellum, in which climbing fibres are primarily comprised of sensor error 
information. Another benefit of the recurrent control model is that the learning rule 
does not rely on prior knowledge of the system.  
The adaptive filter model of the cerebellum was validated on a robotic eye 
(Figure 2.23) built with actuated pneumatic muscles (Lenz et al., 2009). This system 
is also similar to earlier work on a cerebellum model for control of a single joint robot 
arm with McKibben artificial muscles (Eskiizmirliler, Forestier, Tondu, & Darlot, 
2002). For the adaptive filter model an experiment was conducted which simulated the 
Vestibulo–Ocular Reflex (VOR) of the human, which has been frequently modelled 
using the cerebellum (Kawato & Gomi, 1992), (Gomi & Kawato, 1992), (M. Ito, 
1998). The system uses gyroscopes to produce the rotational velocity of the eye and a 
web cam to compute the error of the retinal slip when the system undergoes a simulated 
head movement. Finally, a predefined filter was determined empirically which 
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represents a brainstem filter found within the VOR model of the human. The filter is 
used as the B block in the recurrent block diagram.  
Applying an adaptive filter cerebellum model to a robotic eye confirmed that 
it improves the tracking performance of the robot eye as a reproduction of the VOR. 
However, problems did occur with the recurrent model when delay was added to the 
system, causing the system to be unstable at higher bandwidths (Porrill & Dean, 2007). 
Furthermore, this experiment was based on a linear adaptive filter implementation and 
did not learn the nonlinear properties of the robotic eye, which were described as future 
work and analysis.  
 
Figure 2.23. Pneumatically actuated robot eye with a two stack embedded control system for 
the two DoF system.  
Feedback Error Learning 
Another well-known model of cerebellar learning is the Feedback Error Learning 
model. FEL was initially proposed almost three decades ago (Kawato, Furukawa, & 
Suzuki, 1987), and is a popular theory that is still relevant today. The FEL method is 
centred on the idea that the cerebellum learns the inverse dynamics model of the 
system being controlled (Kawato, 1990). This method proposes a different theory of 
what the inputs, outputs and training signal of the cerebellum are, but also has its 
foundations based on the Marr-Albus model. FEL is based on neurological evidence 
that the cerebellum contains internal models of the human sensorimotor system 
(Miyamura & Kimura, 2002), (Kawato & Gomi, 1991), (Kawato, 1999). 
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The FEL method proposes that the cerebellum is accompanied by a feedback 
controller functioning as a crude inverse model, which is used to train the cerebellum. 
The significant hypothesis of the FEL method is that a compensated motor feedback 
signal is used as the climbing fibre error which trains the cerebellar network. This 
climbing fibre error is referred to as the feedback motor error and is an approximation 
to the error of the desired motor command given the desired input and the actual 
output. The corresponding FEL model is illustrated in Figure 2.24. 
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Figure 2.24. Cerebellar Feedback Error Learning block diagram. Mossy fibres input the 
desired output to the cerebellum where the feedback motor error is used to train the 
cerebellum and adjust the motor command generated by the feedback controller. 
The main difference between the FEL model and the adaptive filter model is 
that the FEL method hypothesizes that climbing fibres in the cerebellum contain 
feedback motor errors, instead of sensory errors. However, similar to the adaptive filter 
model, the FEL method also uses the idea that input signals are sparsely encoded, and 
the learning primarily occurs within Purkinje cells.  
The FEL model assumes that the feedback compensation acts as a linear 
approximation of the inverse model and provides closed loop stabilisation of the plant. 
The advantage of using a feedback controller is that the error indicates when 
significant changes occur to the plant, and can therefore be used to adapt the 
cerebellum inverse model to these changes. On the other hand, due to linear 
approximations of the feedback controller, instabilities can occur if the plant changes 
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dramatically. The main disadvantage with the FEL method is that the feedback 
controller needs to be predesigned, typically using feedback compensation methods to 
provide a useful feedback motor error.  
An example of predefining the feedback controller to produce a stable FEL 
control is found in (Shibata & Schaal, 2001), which validates the FEL method for use 
as a robotic visual gaze stabilisation controller. This work conducts the experiment 
with an anthropomorphic humanoid, using feedback from cameras and a three-axis 
gyro. An illustration of the robot is shown in Figure 2.25. The FEL model has also 
been used to control various robotic manipulators, such as, position control of a 
SCARA arm (Passold & Stemmer, 2004), and trajectory control of a PUMA 260 arm 
(Miyamoto, Kawato, Setoyama, & Suzuki, 1988). 
 
Figure 2.25. Visual gaze stabilisation robot system using feedback error learning (Shibata & 
Schaal, 2001). 
Multiple Model Control (MOSAIC) 
After the foundation of the FEL model was developed, it was extended to incorporate 
multiple inverse models, based on the idea that humans can learn to control even under 
different environmental conditions, such as picking up different objects of varying 
mass (Imamizu, Kuroda, Miyauchi, Yoshioka, & Kawato, 2003), (D. M. Wolpert, 
Miall, & Kawato, 1998). Multiple models in the cerebellum have been commonly 
suggested due to the fact that the cerebellum has multiple repeating microzones for 
different sagittal areas of the body (Oscarsson, 1979), (Jordan & Rumelhart, 1992). It 
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is easy to comprehend how these microzones could also be used to learn the dynamics 
for different environmental contexts for the same sagittal area.  
By using multiple inverse models, the dynamics of different contexts can be 
learned independently. However, learning multiple inverse models is not straight 
forward due to the problem of selecting the appropriate inverse model as the system is 
being controlled (D. Wolpert, Doya, & Kawato, 2003). The solution to this problem 
was produced using multiple forward models to estimate which inverse model is most 
reliable at the current time. Each forward model is paired to an inverse model, and 
hence is referred to as Multiple Paired Forward and Inverse Models (MPFIM) (D. M. 
Wolpert & M. Kawato, 1998). 
The MPFIM method was more recently reformulated as the Modular Selection 
and Identification for Control (MOSAIC) model, which developed practical learning 
methods that underlie the forward and inverse models, which were not theoretically 
outlined in previous work (Masahiko Haruno, Wolpert, & Kawato, 2003). The learning 
methods outlined in this scheme included a gradient based approach and a Hidden 
Markov Model (HMM) method. Both these learning methods allow nonlinear function 
approximation using a mixture of weighted linear functions (Wilson & Bobick, 1997). 
The idea behind MOSAIC is by using state and contextual information as 
feedback, the system can separate the learning process into multiple inverse models 
that are weighted based on how relevant the model is for controlling at the current 
time. This weight is referred to as the responsibility of the model and allows the inverse 
models to be learned independently using the same training signals required by the 
FEL method.  
The responsibility for each model is implemented using learned forward 
models and responsibility estimators, which are trained using state and context signals 
that are combined to produce a weighted responsibility signal for each inverse model. 
In order to produce a final motor command, the weighted outputs of each inverse 
model are summed and added to the feedback motor command.  
The responsibility estimator is similar to the forward model but estimates the 
responsibility given only contextual signals, equivalent to a priori of the responsibility. 
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Combining the likelihood estimation from the forward model and the priori from the 
responsibility predictor, Bayes rule can be used to give a posterior or estimated 
responsibility by normalising it across all modules. Each learning block is trained 
using the error relevant to each model and weighted across each module using the 
calculated posterior. Further details of how this is implemented within MOSAIC are 
described in (M Haruno, Wolpert, & Kawato, 2001).  
Even though there is evidence to support the theory of multiple models, the 
underlying functional diagram of how the cerebellum achieves modular selection has 
not been well documented (Wagner & Smith, 2008). For this reason, a simplification 
of the MOSAIC model is illustrated in Figure 2.26, which combines the forward model 
and responsibility estimator into a responsibility block within the cerebellum model. 
It can be seen from the diagram that the multiple model scheme is very similar to the 
FEL cerebellum model, the only difference being that state feedback and context 
signals are introduced to estimate the responsibility for each inverse model. 
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Figure 2.26. Multiple model control scheme. Each model is given the desired output and 
feedback motor error as with the FEL scheme. The state and context are then used as feedback 
to learn and identify the validity of each model with respect to the current control task. The 
red arrows indicate the responsibility signal weighting the training and output signal for each 
inverse model. 
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The MOSAIC method for learning sensorimotor control has been applied to a 
humanoid robot and validated for two different tasks, a squatting task for nonlinear 
control and an object carrying task for testing non-stationary dynamics with different 
contexts (Sugimoto, Morimoto, Hyon, & Kawato, 2010). However, it was found that 
the performance of the MOSAIC model was limited to simple simulations, and an 
extension to the architecture was required in order to work on a real robot, referred to 
as eMOSAIC (Sugimoto et al., 2010). The eMOSAIC scheme involved adding a 
conventional Kalman filter into the framework (Kalman, 1960) to deal with large 
observation noise and partially observable systems. This extension added the 
requirement to solve the optimal estimation problem (Lewis, 1986) requiring 
predefined cost function parameters. 
Using state estimators, the eMOSAIC model was validated on a SARCOS CB-
i humanoid robot shown in Figure 2.27. Using PD servo controllers as the feedback 
controllers for stability and training the inverse models, both the squatting task and the 
object carrying task were successfully demonstrated. It was also shown that using a 
single model did not succeed in controlling both tasks, therefore, verifying the use of 
a multiple model scheme for learning a nonlinear system with different contexts. 
           
(a) SARCOS CB-i humanoid (c) Object carrying task 
Figure 2.27. eMOSAIC experiment on SARCOS CB-i humanoid robot. (a) Image of the 
SARCOS CB-i humanoid robot used in the experiment. (b) Squatting task using the hip and 
ankle joints (c) Object carrying task for a light dish and a heavier book (circled in red). 
(b) Squatting task 
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2.4 Summary 
Understanding the inverse dynamics of a robot plays an integral role in developing 
appropriate control strategies. It has been shown that a model of the inverse dynamics 
of a robot can greatly improve its performance, commonly used within a computed 
torque control approach. However, modern robots which incorporate nonlinear and 
non-stationary dynamics can be difficult to model for standard computed torque 
control strategies; particularly high DoF elastic jointed robots. If we are to develop 
controllers for robots approaching the complexity of the human body, then issues of 
elasticity in high DoF structures must be addressed. 
The human nervous system has been shown to solve this control problem using 
learning centred on the cerebellum. The complex structure of the cerebellum 
microcircuit is still today a mystery, as shown by the variety of theories and models of 
the cerebellum. Various attempts have been made to validate these theories on robots, 
yet they have not been successful in operating online and in real time, and do not scale 
well to different robot systems.  
Model learning for robot control resembles the learning within biology and is 
practical for use with robot control. Model learning has been shown to be applicable 
to nonlinear, non-stationary robots and can also scale well from low to high 
dimensional systems. A comparison of the different model learning methods for robots 
is given in Table 2.1 (Nguyen-Tuong & Peters, 2011b). The reviewed literature shows 
that Locally Weighted Learning is suitable for learning robot control, offering superior 
computational complexity and space requirements allowing incremental and online 
capabilities. Specifically, the literature highlights the effectiveness of LWPR in terms 
of applicability to online learning and computational effectiveness.  
The techniques that have applied LWL to robots such as feedforward computed 
torque control successfully demonstrate an online learning and adaption technique that 
has been applied to a real world robot. The approach that both LWPR and LGP have 
taken involves the use of all the joint positions, velocities and accelerations along with 
the torques of the system. This technique is based on the assumption that the inverse 
dynamics is a unique mapping of joint accelerations to joint torques. In reality, this can 
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be seen as one problem that may limit the application of these model learning 
techniques to other robotic systems, such as EJRs which may not have a 
straightforward inverse model.  
The problem with the practical application of biological learning methods on 
robotic systems is that they are computationally inefficient and do not scale well to 
high dimensional robots without significant modifications (Van Der Smagt & 
Hirzinger, 2000). Evidence of this idea is also apparent by the lack of biological 
methods applied on robots with more than two degrees-of-freedom. In reality, the 
gradient-descent-based learning algorithms that are common across biological models 
cannot satisfy the real-time learning needs associated with online and continuous 
learning of robot controllers (Guang-Bin, Qin-Yu, & Chee-Kheong, 2006), (Huang, 
Zhu, & Siew, 2006).  
TABLE 2.1. COMPARISON OF MODEL LEARNING FOR ROBOTS. 
Method Type Mode Online Complexity 
Locally Weighted Projection Regression 
(LWPR) 
Local Incremental Yes O(r) 
Local Gaussian Process Regression (LGP) Local Incremental Yes O(i2) 
Receptive Field Weighted Regression 
(RFWR) 
Local Incremental Yes O(r) 
Gaussian Mixture Model (GMM) Semi-
Local 
Batch No ( )O Ir   
Bayesian Committee Machine (BCM) Semi-
Local 
Batch No 2( )O i r  
Sparse Gaussian Process Regression 
(SGP) 
Global Incremental Yes O(r2) 
Gaussian Process Regression (GP) Global Batch No O(r3) 
Support Vector Regression (SVR) Global Batch No O(r2) 
Incremental Support Vector Machine 
(ISVR) 
Global Incremental Yes O(r 2) 
This table presents a comparison of state-of-the-art model learning for robots. The type of method 
is distinguished between local, global or in between (semi-local) along with whether the learning is 
processed in a batch form or incremental form. The complexity of the method is compared using r 
as the number of training points, i as the number of training points in a local model and I as the 
number of models.  
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The human sensorimotor system is also resilient to sudden changes in system 
dynamics. It has been shown that using multiple model paradigms both from a 
biological model standpoint and model learning approach has the potential to solve 
this issue. This is a recent application of model learning techniques that have also been 
shown to resemble the way humans learn to control under varying contexts. However, 
at this stage the majority of the work has only been produced in simulation.  
The MOSAIC scheme currently is one of the first attempts to apply a cerebellar 
inspired multiple model method on a real robot system. However, this application was 
found to be susceptible to noise and required an optimal state estimation technique 
using prior knowledge of the system. Furthermore, the experimental work presented 
only tests the application to a balancing task, incorporating two different masses.  
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Chapter 3 
Motivating Case Study  
It was discussed in the previous chapter that the standard approach to learning robot 
control is to learn the nonlinear inverse dynamics and apply it within a computed 
torque control scheme. This approach can be generalised well to robots that can be 
represented by standard rigid body dynamics. In some cases a robot system falls 
outside of this definition, for example, when a robot cannot provide control inputs as 
joint torques or the system is comprised of non-rigid bodies. In this case, the standard 
learning computed torque control scheme may fail. Cases where this may occur are 
robots that possess elastic joints, or alternative actuators, such as pneumatic muscles 
or propellers instead of DC motors.  
This thesis proposes an alternative method to learning robot control and the 
motivation behind the new method is presented in this chapter. Firstly, a case study is 
presented to show how, in certain cases, the standard learning approach fails to learn 
inverse dynamics. This problem provides the motivation to explore alternative 
methods for learning controllers for these types of robotic systems.  
The proposed learning control system (outlined in Figure 3.1) consists of a 
learning block that uses a history of measured input, output and state from the real 
robot to directly learn a controller that uses a desired trajectory of outputs and states 
to compute inputs to the robot. The idea of the learning control system presented here 
is to propose a more generalised approach to learning robot control for robots that have 
non-rigid body dynamics. 
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Figure 3.1. Learning robot control system architecture. The output, state and input are fed 
back to the learning system to estimate the control parameters which are then used to compute 
the input to the robot given a desired output and the current state.  
The control system aims to generalise the input to work with a range of 
different input signals, such as motor voltages, instead of using the standard joint 
torques as inputs. Furthermore, the aim of the learning control system is to explicitly 
define the output, y of the robot which is the desired signal to be controlled using the 
input of the robot. For example, the output would be defined as joint accelerations for 
a standard learning computed torque control method which can then be applied to 
rigid-body robots. The last key signal required with this proposed approach is the state 
of the robot which is used to estimate the controller and as state feedback to compute 
the input to the robot.  
This chapter aims to motivate the reader towards the proposed approach for 
learning robot control. Firstly, this chapter will review the concept of temporal 
dependence, to further clarify and describe the problem with attempting to learn robot 
control of non-rigid body systems. 
A case study will then be presented in order to outline the key problems with 
attempting to learn the inverse dynamics of non-rigid robots. In particular this case 
study steps through the process for both a linear and nonlinear system describing how 
a control law can be learned based on a generalised input, output and state of the 
system. 
Motivating Case Study  63 
3.1 Problem of Temporal Dependence 
 Temporal dependence is not a novel concept in the field of learning control, and has 
been described in (C. G. Atkeson et al., 1997) (Jordan & Rumelhart, 1992). Temporal 
dependence is the property of a system where the future output can be influenced by 
previous states; a simple example given is when the outcome is the next state 
  1 ( , )k k ky f u  x . (3.1) 
However, there may also exist the case, when a system’s output is not affected by the 
input and state until i time steps later. 
  ( , )k i k ky f u  x . (3.2) 
An example of this type of system is presented in the next section; for a two mass 
spring damper system where the input is the force on the first mass and the output is 
the position of the second. 
The property of temporal dependence becomes a problem when attempting to 
learn a control law of an unknown system, which computes the current input with 
respect to the current state and output. If the output is temporally dependent on the 
input and state, and the system is unknown, then it is difficult to choose the appropriate 
number time steps i which will define a feasible control law in the form, 
  
1( , )k k k iu f y

 x . (3.3) 
The problem of temporal dependence can be alternatively explained by 
studying the input-output relationship of a discrete Linear Time Invariant (LTI) SISO 
state space system defined by 
 
1k k
k ky u
    
    
    
x xΦ Γ
C D
 (3.4) 
where ku   is the current input, ky   is the current output, 
m
k x  is a vector of 
m states and 
m mΦ , 1mΓ , 1 mC , and 
1 1D  are the state transition 
matrix, input distribution matrix, output matrix, and feedforward matrix respectively. 
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 Referring to the output equation of the state space system, if the state space 
system has no feedforward relationship, in other words D is zero the input does not 
directly influence the output in the same time step. In this case, the control law  
  ( , )k k ku f y x ,  (3.5) 
is not feasible for a system with no feedforward relationship. In many cases, there is 
no feedforward term, and thus no inverse relationship exists between the input and 
output at the same time step.  
Using the state space equations, the output for multiple future time steps can 
be expressed as 
 1 1
1
0 0
0
k k
k k
k
h h
k h k h
y u
y u
y u
 

 
      
      
       
      
      
      
C D
CΦ CΓ D
x
CΦ CΦ Γ CΦΓ D
. (3.6) 
If the feedforward matrix D is zero then the current input ku  influences the output in 
the next time step by a factor of CΓ found in the second row of the input-output 
equations. However, if CΓ is also zero, the input would not affect the next output of 
the current time step but a subsequent two time steps, by a factor of CΦΓ. Systems 
with zero feedforward terms and/or succeeding CΦh−1Γ terms are examples of systems 
with temporal dependence.  
Considering these cases, it is possible to have controllable systems where the 
input does not affect the current or next output, but some future time step. In this case, 
we express this property by extending the definition of temporal dependence and 
introduce the notion of a horizon of temporal dependence, where the horizon h, is 
defined by 
 ( , )k h k ky f u  x . (3.7) 
In other words, the horizon defines the number of time steps before a given 
input at the current time, affects the output, starting at an initial state kx . Therefore, a 
temporally dependent system with horizon h will have a zero D matrix and the matrix 
formed by iCΦΓ  equal to zero for all 0 < i < h − 2. The concept of the horizon of 
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temporal dependence (shown in Figure 3.2) illustrates the nonzero relationship via 
arrows to the respective output at different time steps later for increasing horizon sizes. 
 
Figure 3.2. The relationship of the current input to its temporally dependent output for 
horizons of 0 to h. The horizon, h defines the number of time steps before a given input at 
the current time, affects the output, starting at an initial state. 
3.2  Example System 
In order to demonstrate the problem of learning a temporally dependent task using 
computed torque/force control, an example of controlling the second mass of a two 
mass system is presented here. The example system is shown in Figure 3.3 consisting 
of two masses sliding on a frictionless surface connected via a spring and damper, 
where the first mass is actuated by an input force. This system is chosen as it illustrates 
an example where a robotic system does not have input from a standard actuator, but 
still has the ability to control the desired output, often referred to as output controllable. 
Horizon of temporal dependence
kt k ht 
k hy 
k
u
0h 
1h 
1k
y
k
y
h
y
u
t
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Figure 3.3. Two mass system sliding on a frictionless surface. The system is comprised of 
two masses connected via a spring and damper with spring constant Ks, and damping ratio 
Ds, respectively. 
Given the discrete input force ku  applied to the first mass the discrete equations 
of motion for this example system are  
 
2 1 1 2
1 2
1 2
2 2 2 1
2 1
2 2
( ) ( )
0 ( ) ( )
k k k
k s s k k
k k k
s s k k
x x x
u M D K x x
t t t
x x x
M D K x x
t t t
  
    
  
  
    
  
  (3.8) 
where Δt is the sampling interval and variables at time kΔt are denoted by the time 
index k. The constants sK  and sD  are the spring constant and damping ratio 
respectively. For this example 
1
kx  and 
2
kx  are defined as the positions of the first and 
second mass, respectively. For clarity, the difference operator i  is used to represent 
the ith order forward difference.  
The example system can be expressed as a LTI SISO discrete state space 
system using Equation (3.4). For this system, the discrete state variables are defined 
as 
T1 1 2 2
k k k k kx x x x
    x and the output is the position of the second mass  
2
k ky x . 
The state space matrices for this system are therefore 
M2M1
Ks
Ds
1
kx
2
ky x
ku
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1 1 1 1
2 2 2 2
1 0 0
1
0 0 1
1
s s
s s
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tD tDtK tK
m m m m
t
tD tDtK tK
m m m m
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   
  
 
  
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 
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/
0
0
t m
 
 
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 
 
 
Γ , 
  0 0 1 0C , and  0D . 
The corresponding output equation for this example problem is 
    0 0 1 0 0k k ky u x . (3.9) 
Equation (3.9) shows that since the output is selected to control the position of 
the second mass, the input has no feedforward relationship with the output. Therefore, 
if we attempted to use the standard approach and define the inverse dynamics (the 
inverse of Equation (3.9) with respect to the input), it would not be possible as the 
inverse does not exist. 
3.3 Computed Force Control 
One way to obtain a relationship between the input and output for the two mass system 
is to look at the next time step of the output, computed by substitution of the state 
equation into the output equation 
 1k k k ky u u   CΦx CΓ D . (3.10) 
Substituting for system parameters results in 
  1 10 0 1 0 0k k k ky t u u      x . (3.11) 
For this system the matrices C and Γ are orthogonal, resulting in no association 
between the output 1ky   for the next time step and the input ku  at the current time step. 
No association is also found in the next time step k+2 as the product of the C, Φ and 
Γ matrices equates to zero where the output equation is 
 
2
1 1 2k k k k ky u u u     CΦ x CΦΓ CΓ D .  (3.12) 
68 Motivating Case Study  
However, considering the next time step k+3, a correlation between the input and 
output is finally revealed. Repeated substitution of the state equation into the output 
equation for three time steps produces the equation 
 
3 2
3 1 2 3k k k k k ky u u u u       CΦ x CΦ Γ CΦΓ CΓ D .  (3.13) 
For this system the product of 2CΦ Γ  is nonzero and produces the following equation 
 
3
3
3 1 2 3
1 2
0 0 0sk k k k k k
D t
y u u u u
M M
   

       CΦ x  (3.14) 
where 3CΦ  has not been substituted for simplicity. 
By rearranging Equation (3.14) with respect to the input produces the following 
control law  
 31 2 1 2
33 3k k k
s s
M M M M
u y
D t D t

   
    
    
CΦ x . (3.15) 
This control law computes the input at the current time given the current state, which 
can be measured, and the desired future output three time steps in the future. The form 
of the control law has a feedforward gain 
3
1 2ff sK M M D t   and negative feedback
3 3
1 2( )fb sK M M D t  CΦ . Given that the control law uses a desired future output of 
three time steps, this indicates that the approach is a three-step-ahead deadbeat 
controller. A diagram indicating how the control law can be applied to the robot is 
shown in Figure 3.4. 
Robot
 Input OutputDesired Output 
State
 Kfb
Kff +
ydk+h uk
xk
yk
 
Figure 3.4. State space feedforward and feedback controller. The desired output 
d
k hy   and 
state are combined by the feedforward gain, Kff and the state feedback gain, Kfb respectively 
to produce the input ku . 
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The closed loop system matrices can be determined using the standard state 
space closed loop formula 
 
( )
.
closedloop fb
closedloop ff
K
K
 

Φ Φ Γ
Γ Γ
 (3.16) 
The stability conditions on the closed loop system require the poles of the new discrete 
system to be within the unit circle of the z-plane. For this example the poles of the 
closed loop system are  
  0 0 0 1
s
K t
poles
D
 
  
 
.  (3.17) 
The three poles at zero indicate that the closed loop system has three pure time delays, 
a product of the control law based on the output 3ky   at three time steps ahead. The 
stability condition of this control law stems from the last pole, where 0sK t D   in 
order for the pole to be within the unit circle. In this case, for a real world system the 
controller will be stable as the spring constant, damping ratio and sampling time are 
all positive, real numbers. However, as the sampling time decreases the pole will move 
closer to the edge of the unit circle indicating it will eventually become marginally 
stable at very small sampling intervals. 
This result illustrates that for this example system, using a direct inverse 
dynamics approach is not feasible by computing the current input given the current 
state and desired output. An alternative approach would be to look at the relationship 
between the current input and future output, multiple time steps later, depending on 
the system type. This is the key idea of the proposed learning robot control architecture 
that will be investigated. 
3.3.1 Simulation 
A simulation of the computed force controller illustrated in Figure 3.4, was performed 
to evaluate the analytical control law defined by Equation (3.15). The system 
parameters for the simulation were selected as M1 = 2kg and M2 = 3kg for the first and 
second masses, and Ks = 3 N/m and Ds = 10 Ns/m, for the spring constant and damping 
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ratio, respectively. A sampling rate of 100 Hz was selected for the simulation 
corresponding to a step time of t =0.01 seconds.  Using these parameters the 
feedforward and feedback gains for this trial were calculated to be 
  
3 5
1 2
3 3 5 4
1 2
6.00 10 and
( ) 175 583.9 5.99825 10 1.7416 10 .
ff s
fb s
K M M D t
K M M D t
   
      CA
  
3.3.2 Computed Force Control Results 
The results of the controller are shown in Figure 3.5 and Figure 3.6 for a system with 
zero noise and a system with added zero mean white noise having a standard deviation 
of 1×10-4 respectively. It was found that the controller was able to track the desired 
output for both cases. However, it can be seen that once a small amount of noise was 
added to the system the controller computed infeasible input forces due to large 
feedforward and feedback gains. 
 
Figure 3.5. Computed force control performance with zero noise. a) The controlled output is 
plotted in red and the desired output trajectory as the blue dashed line. b) A plot of the input 
force computed by the controller.  
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Figure 3.6. Computed force control performance with noise. a) The controlled output is 
plotted in red and the desired output trajectory as the blue dashed line. b) A plot of the input 
force computed by the controller showing the effect of using high gains. 
3.4 Learning Force Control 
So far, the assumption has been that the model of the system is known. This study will 
now look at how the control law can be estimated based on measurements from an 
unknown system. This section will look at the simple linear two mass system and 
demonstrate how linear regression can be used to learn a control law. The study is 
setup in two parts, firstly the regression is performed using pre-generated training data 
of inputs, states and outputs. Secondly, the estimated control law is then applied in a 
simulation to evaluate its performance for tracking a desired output. 
For the case of an unknown system, it would not be possible to know the 
minimum time steps required (i.e. three in the example system), and whether other 
factors contribute to the minimum steps necessary before a nonzero inverse 
relationship between the output and input could be estimated. One possible method, in 
order to ensure a correlation between input and output is achieved would be to use a 
window of future outputs. More specifically, instead of using the single output 3ky   in 
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the control law defined by Equation (3.15), a vector of outputs is used from ky  to k hy   
where h is the horizon of temporal dependence, which is an unknown property of the 
system. In this case the form of the control law would be 
      1 1
T
k h k k h h h m ku y y       x   (3.18) 
where βi are control parameters estimated by a linear regression, and i is defined from 
one to h+m where m is the number of states. In some cases, the output of the system 
is selected as a single state. If this is the case, in order to remove repeated variables in 
the regression, an alternative form of the control law is used starting the vector of 
outputs at k+1 instead of k, as  
      
T
1 1 1k n k k h h h m ku y y        x .  (3.19) 
There are two advantages of defining the control law with a window of outputs 
instead of a single output. Firstly, it improves the probability that a nonzero 
relationship between the input and output is defined when regressing with 
measurements of state and output. Secondly, it increases the number of desired outputs 
given to the control law ensuring the uniqueness of the solution. In other words, when 
the control law computes the input for a window of desired outputs and a measurement 
of the current state, there is a unique input that will achieve the set of desired outputs 
at the current state. However, the strict uniqueness of the solution will depend on the 
order of the system and the window size 1h .     
The first step to estimating the control law parameters for this example problem 
is to generate the training data. Using the generated system data, a standard linear 
regression algorithm can then be used to estimate the control parameters, defined as 
 1 h m  β . In this case the control parameters are estimated using the 
standard least squares rule,  
   
1
T T

β Z Z Z s  (3.20) 
where  Z Y X  and  
T
1k k k ru u u s . The matrix Y is the collection of 
sampled outputs for a given window size h defined as  
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1
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k k k h
k r k r k h r
y y y
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    
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 
 
 
Y  
where r is the number of training samples and X is a matrix of sampled states 
  
T
1k k k r X x x x . 
After computing the linear regression the estimated control parameters β  are then 
applied to the system given a desired and feasible output trajectory 
dy  using the 
following control law 
  
T
d d
k k k h ku y y    β x .  (3.21) 
The control law can be applied to the robot using the same control block 
diagram presented in Figure 3.4 where the desired output trajectory 
dy  is now the 
vector of desired outputs from k to k+h. For clarity Figure 3.7 presents an updated 
version of the control block diagram used for the learned force controller. For this 
learned controller the feedforward gains contain the initial estimated parameters, 
 
1ff hK    and the negative feedback gains include the preceding parameters 
 1fb h h mK     .  
 
Figure 3.7. Computed force control for two mass system. The estimated control parameters 
from the linear regression form the components of the feedforward and feedback gains to 
compute the force required for the current state and desired output trajectory given. 
3.4.1 Simulation 
For this problem, the system parameters M1, M2, Ks and Ds where kept the same 
as the previous simulation. State and output data were generated using MATLAB with 
Robot
Input OutputDesired Output 
State
T
1
d d d
k k k hy y y   
fbK
ffK
ku
kx
ky
+
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a sinusoidal swept-frequency input from 0.5 Hz to 3 Hz, with an amplitude of 1 N to 
sufficiently excite the states of the system. A desired smooth output trajectory was 
generated using the Robotics Toolbox to move the second mass from zero to one meter 
and back over an interval of four seconds. The desired output was then given to the 
controller to evaluate its performance. A summary of the learning control method is 
given in Algorithm 3. 
Algorithm 3: Learning Control Method 
1. Generate the swept frequency training input signal  
 
2
2 1
1
1
2 ( )
5cos 2
2
train f f t f t
T


 
  
 
u   
where 1f  and 2f  are start and stop frequencies and 1T  is the time interval. 
2. Apply training input to system and estimate regression parameters using 
recorded training output and state information 
 
train train   Z Y X , and 
trains u  
   
1
T T

β Z Z Z s  
3. Set the controller feedforward and feedback gains from estimated parameters 
   1ff hK    and  1fb h h mK      
4. For the number of time steps in desired trajectory 1,2, ,k K   
5.   Estimate and apply the input to the system using the controller gains 
 
T
T
1
d d d
k ff k k k h fb ku K y y y K     x  
6.  (Optional) Update the data matrices using past information (this can only 
be done after the first h time steps to build a history of outputs) 
 
T
1 1 1;k k k k     Z Z z  and 1 1[ ; ]k k k hu  s s  
  given  
T
1 1k k h k h k k hy y y    z x  
7. end 
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3.4.2 Learning Force Control Results 
Results were collected for learning force control using 1×103 training samples with 
zero noise. For this experiment updates were not required during control and thus the 
update (step 6) of Algorithm 3 was not implemented. It was found that the controlled 
system was able track a desired position trajectory given the estimated control 
parameters when using a window size greater than thirteen. The system failed for 
window sizes from zero to twelve, producing an unstable controller with poles outside 
the unit circle of the z-plane. The initial trial with zero noise tested the ideal case of 
whether a control law can be estimated using regression methods.  
The computed force inputs shown in Figure 3.8b are nearly identical to the 
ideal case previously presented. Another trial was run for 1×103 training samples with 
added white noise with a standard deviation of 1×10-4. Figure 3.8a shows the 
performance of the controller for a window size of 15 which was found to produce one 
of the best performances across a range of window sizes. It can be seen that when a 
sufficient window size is used to estimate a control law, feasible inputs are computed 
and when applied to the system produce an output that follows the desired trajectory 
with negligible error.  
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Figure 3.8. Performance for an estimated control law on the two mass spring damper system 
with and without noise. a) Compares the desired output to the actual output produced by the 
closed loop system with added noise, where the window size for this controller was 15. b) A 
plot comparing the calculated input force for the desired output and measured state for the 
two mass system with and without noise. The red line corresponds to the input computed 
with zero noise and the greed dashed line with added noise. 
Figure 3.9 compares the mean squared error between the desired and actual 
outputs for a range of window sizes for the same number of training samples and added 
white noise. It can be seen from this figure, in order to produce a mean squared error 
with good performance, a window size of twelve or greater is required. Figure 3.9 also 
plots the coefficient of determination or the R2 statistic from the regression for each 
trial. The coefficient of determination indicates how well a linear model is estimated 
compared to using a model based on the mean of the data (i.e. a flat line or plane 
through the mean of the samples). It can be seen that the coefficient of determination 
increases as the window size increases, indicating that as more variables are given to 
the regression a better model is fitted to the data.  
The results show that a larger window size of thirteen is required than the 
theoretically predicted value of three. Reasons for this discrepancy could be due to the 
ability of the regression to constrain the solution with added noise. Increasing the 
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window size empirically shows that the solution becomes easier to estimate with noisy 
data. Both the coefficient of determination and mean squared error reach a plateau for 
larger window sizes. This trend indicates that an upper limit exists where no further 
improvements in control performance are found by increasing the window size with 
respect to this system. 
 
Figure 3.9. Control performance versus the window size, h. The performance of the controller 
is shown in red determined by the log of the mean squared error between the desired and 
actual output. The coefficient of determination or R2 statistic (a metric of how well the 
parameters fit a linear model) is overlaid on the plot in blue using a secondary axis. 
For varying window sizes, the feedforward and feedback gains were recorded. 
The values of the feedforward gains are plotted in Figure 3.10 illustrating how the 
feedforward gains are distributed across the window size as it increases. Figure 3.11 
also shows how the feedback gains vary as the window size increases. Both figures 
feature a distinct peak in gain values after a specific window size is reached. This peak 
also correlates well with the point at which the performance of the controller stabilizes 
at windows sizes greater than twelve shown in Figure 3.9.  
It can be seen from Figure 3.9 that a lower mean squared error is found for 
windows sizes from one to four then compared to windows sizes five to twelve. 
However, it was found that all of these results from one to twelve produced an unstable 
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controller. The discrepancy is attributed to larger deviations of the actual trajectory 
compared to the desired as the window size increases most likely due to an increase in 
magnitude of unstable feedback gains. The trend in the magnitude of the feedback 
gains for increasing windows sizes is shown in Figure 3.10. 
 
Figure 3.10. Feedforward gain values for varying window sizes. The estimated feedforward 
gain values for the learned controller is plotted for each parameter. Each line is mapped to a 
colour corresponding to its respective window size. 
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Figure 3.11. Estimated feedback gain for increasing window sizes. The feedback gain values 
for the position and velocity of the first and second masses are plotted for increasing window 
sizes.  
The stability of the system using the learned controllers can be analysed by 
computing the poles of the closed loop with a model of the system using Equation 
(3.16). Figure 3.12 plots the trajectory of the closed loop poles on the z-plane as the 
window size increases. It can be seen initially that poles exist outside the unit circle 
which correspond to an unstable closed loop system. As the window size increases the 
poles move into the unit circle producing a stable system. This result further 
corroborates the results shown in Figure 3.9.  
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Figure 3.12. Map of closed loop poles for varying window sizes on z-plane. The closed loop 
poles are plotted on the z-plane coloured with respect to the window size used to estimate the 
control parameters. 
 
3.5 Learning Nonlinear Force Control 
The advantages of learning force control for a linear two mass spring damper system 
were investigated. It was found that traditional methods for computed force control 
required modification to define a relationship between the control input and the desired 
output. Consequently, the learning method also requires modification, where one 
proposed alteration is to include a window of outputs within the learning method to 
improve the estimate of the control law.  
This section extends the investigation to a nonlinear problem, where the two 
mass system includes a nonlinear disturbance. In particular this section explores the 
use of the nonlinear learning method, Locally Weighted Regression, to estimate a 
nonlinear control law for the new example two mass system. Firstly this section 
presents a model of the nonlinear system, followed by a description of the offline lazy 
learning LWR method which stores all past training samples in memory. Initially, the 
offline approach was used because it was simpler to implement and analyse. The LWR 
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algorithm is then used to estimate a nonlinear control law for the example two mass 
system and its control performance is evaluated. 
A new two mass example system is illustrated in Figure 3.13 where a nonlinear 
disturbance 
2( )kf x  is applied to the second mass. The nonlinear disturbance could be 
representative of nonlinear friction or gravity which disturbs the joint of a robot. 
 
Figure 3.13. Two mass spring damper system with nonlinear disturbance. The system is 
comprised of two masses connected via a spring with constant Ks and damper with damping 
ratio Ds. 
The example system can be expressed with the new SISO discrete state space 
system defined as  
 
T
1 2
2
0 0 0 ( ) 0
k k
k
k k
t
f x
y u M
       
       
      
x xΦ Γ
C D
  (3.22) 
where the state space matrices Φ, Γ, C and D are the same as the previously defined 
system matrices. The nonlinear disturbance is defined as a periodic sinusoidal function 
of the form, 
 
2 2 2 2
1( ) (  + sin( )cos(2 ))k k k kf x F x x x    (3.23) 
where 1F  is the amplitude of the disturbance, and   is the frequency of the 
disturbance. 
Locally Weighted Regression is a supervised learning method that fits models 
to local regions of the input space in order to approximate a nonlinear function using 
a distance weighted regression. The LWR method involves approximation of a 
nonlinear function in the form of 
M2M1
Ks
Ds
1
kx
2
ky x
2( )kf xku
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 ( )s f  z  (3.24) 
where pz  is the input vector, s  is the output and   , is a zero mean white 
noise term.  
The lazy learning memory based LWR algorithm predicts an output qs  given 
a query input qz  using the stored set of training data, Z and s. The LWR first computes 
the weight from the query point qz  to all the training samples in Z using a kernel 
function. Computationally, it is intractable for online use with large datasets, as the 
weights must be recomputed for all training samples every time a prediction is 
required.  However, for this initial problem, online performance is not an issue. For 
this work, the standard Gaussian kernel is used 
  
T 1( ) exp( 0.5( ) ( ))q q qk
   z c z Σ c z   (3.25) 
where 1Σ  is the inverse covariance matrix which determines the shape of the 
Gaussian kernel and c is the centre or location of the kernel. The kernel function is 
computed for all sample points where the Gaussian kernels centres are located at each 
sample point. In other words, the weights for a query point are computed by taking the 
distance between the query point and all other sample points and then passing them 
through the kernel function.  Figure 3.14 illustrates the advantage of using multiple 
linear models to estimate a nonlinear function based on the weighted average between 
each model. The steps to use LWR for prediction of a nonlinear function given a set 
of training samples is outlined in Algorithm 4. 
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Figure 3.14. Single versus multiple linear model approximations. The single model averages 
the global function across the region of validity. By introducing multiple models, separated 
across the same region, the approximation of the global function is improved. 
Algorithm 4: LWR prediction  
1. Given the query point qz  and stored training data Z and s  
2.  Compute the weights for each sample iz  where 1,2i r   
   
T 1exp( 0.5( ) ( ))i i q i qw
   z z Σ z z  
3.   Compute the local least squares parameters 
  
1
T T

β Z WZ Z Ws  (3.26) 
where W is a diagonal matrix with diagonal elements ii iwW  
4. Use the estimated parameters to predict the output 
  q qs z β  
5.  end 
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An experiment was conducted to investigate whether LWR could estimate an 
appropriate nonlinear control law using a method, similar to the one previously 
outlined, that included a window of outputs. The first step of the experiment was to 
construct a training data set using the same method as the previous learning force 
control example, which involved applying a sinusoidal swept-frequency input from 
0.1 Hz to 1 Hz for a total of 20 seconds. Furthermore, improvement to the performance 
of the learning algorithm was facilitated by the addition of new sample points to the 
algorithm during execution of the control task. The block diagram also shows the 
history of state, inputs and outputs being fed back as updates to the LWR algorithm. 
 
Figure 3.15. Locally Weighted Regression control block diagram. The controller takes the 
given desired trajectory and current state to estimate the next input to the system. The model 
data is also updated based on the history of inputs, state measurements and outputs. 
The method for applying LWR to control example two mass system is summarised in 
Algorithm 5. The control method firstly generates training data used as the initial 
samples in the LWR algorithm. After initialization, the method then makes predictions 
of the input force required for the current window of desired outputs and the current 
state. The data matrices used in the LWR are then updated only after enough time steps 
to produce a history of actual outputs from k−h to k. 
Algorithm 5: Learning Nonlinear Control Method 
1. Generate the training input signal  
Robot
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xk
L
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RegressionT
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2
2 1
1
1
2 ( )
( ) 5cos 2
2
train f f tu t f t
T


 
  
 
  
where 1f  and 2f  are start and stop frequencies and 1T  is the time interval. 
2. Apply training input to system and setup data matrices using recorded output 
and state information. 
 1
train train   Z Y X , and 1
trains u  
3. For the number of time steps 1,2, ,k K   
4.    Set the query point for the LWR as 
 
T
d d
q k k h ky y    z x  
5.    Estimate and apply the input to the system using LWR prediction 
 LWR_predict( , , )k q q k ku s  z Z s  
6.   Update the data matrices using past information (this can only be 
done after the first h time steps to build a history of outputs), 
 
T
1 1 1;k k k k     Z Z z  and 1 1[ ; ]k k k hu  s s  
  given  1 1k k h k h k k hy y y    z x . 
7. end 
3.5.1 Learning Nonlinear Force Control Results 
Using the results from the linear analysis, previously presented, a window size of 15 
was chosen under the assumption that this window size is sufficient to ensure 
appropriate local control parameters are produced. By conducting multiple trials, it 
was found empirically that an appropriate value for the variance of the Gaussian kernel 
1Σ  was 5×104. Two trials were completed, the first with zero noise and the second 
with added white noise with a standard deviation of 1×10-4.  
It was found that the Locally Weighted Regression algorithm was successfully 
able to estimate a nonlinear controller for the two mass system with a nonlinear 
disturbance. Figure 3.16a shows the resulting performance of the nonlinear controller 
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for both zero noise and added white noise. It can be seen (Figure 3.16b) that the 
nonlinear disturbance, plotted as a dashed blue line, is reflected within the resulting 
computed input force to the system. 
 
Figure 3.16. Control performance of Locally Weighted Regression on the nonlinear two mass 
spring damper system. a) Compares the desired output to the actual output (produced by the 
closed loop system), where the window size for this controller was 15. b) Plot of the 
computed input force, where the red line is the case without noise and the green dashed line 
is with the addition of white noise. The nonlinear disturbance force has also been added as a 
blue dash dot line. 
The closed loop poles of the system were estimated based on a linearisation of 
the nonlinear disturbance at each point along the trajectory. The derivative of the 
nonlinear function,  
 
2 2 2 2 2
1 1 1( ) cos( )cos(2 )  2 sin( )sin(2 )  k k k k kf x F x x F x x F           (3.27) 
is used to compute the linearisation at each time step by calculating a new state 
transition matrix of the form 
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 
  
 
 
 
Φ Φ   (3.28) 
which can then be used to estimate the closed loop poles at the current time step. Figure 
3.17 shows the distribution of the closed loop poles across the control task. It can be 
seen from the distribution of poles that the system stays within the stability margin of 
the unit circle throughout the trajectory, which correlates with the successful 
performance of the controller. 
 
Figure 3.17. Map of closed loop poles produced by the Locally Weighted Regression 
algorithm while controlling the given desired output trajectory.  
3.6 Summary 
The standard approach to learning robot control is to learn the inverse dynamics of a 
robot and apply it within a feedforward computed torque control scheme. The 
assumption for this standard approach is that the robot is defined by standard rigid 
body dynamics. In some cases, however, this approach may fail to produce a robust 
control system. 
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A two mass spring damper system was presented as a simple example to 
explain and motivate the necessity for an alternative method to learning robot control. 
It was shown that the inverse dynamics for this example system could not be well 
defined with respect to the input force and output position. Alternatively, in order to 
obtain an inverse relationship between the input and output for the discrete system, 
future outputs can be incorporated. However, the specific number of future outputs 
required for an unknown system is similarly unknown.  
The proposed solution for an unknown system is to, therefore, include a 
window of future outputs which improves the probability that a nonzero relationship 
between the input and output is estimated, improving the likelihood of the system 
having a unique solution. In other words, when the control law computes the input for 
a window of desired outputs and measurement of the current state, there is a unique 
input that will achieve the set of desired outputs at the current state. 
It was demonstrated that by using a window of future outputs within a linear 
regression, a control law could be learned using samples of a systems input, state and 
output. It was further shown that there was a minimum window size required before 
stable feedback and feedforward gains could be estimated.  
The method of using a window of future outputs was then successfully 
demonstrated within a Locally Weighted Regression algorithm to learn a nonlinear 
control law for the same two mass spring damper system experiencing a nonlinear 
disturbance. The resulting control law was shown to be stable throughout the control 
task and was able to counteract the nonlinear disturbance. 
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Chapter 4 
Receding Horizon Locally 
Weighted Regression 
It was shown in the previous chapter that using the standard approach of learning 
computed torque control is not feasible on a non-rigid body system. An example 
system was presented and it was shown that a control law could be defined using the 
future output instead of the current output. It was then proposed, given an unknown 
system, that a control law could be learned by including a window of future outputs 
within the method to ensure a relationship between input and output was estimated. 
The idea of using a window of outputs was validated on a simulation of both a linear 
and nonlinear system.  
This chapter aims to formulate a new approach to learning robot control that 
builds on the findings of Chapter 3. In particular this approach will incorporate the 
idea of using a window of outputs to learn a nonlinear control law between the input 
and output of a robot.  
This chapter will present the concept of Receding Horizon Locally Weighted 
Regression which incorporates the LWL method of RFWR. After introducing the 
method of RH-LWR the RFWR method is outlined. The RH-LWR approach is 
validated within a simulation of a one DoF Series Elastic Actuator (SEA) undergoing 
nonlinear forces from gravity. Using the findings from the simulation study the method 
is then applied to learn control of a real one DoF SEA.  
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Following the initial experiment on a real one DoF robot, the approach is then 
attempted on a simulation of a multi-DoF robot. Unfortunately, problems were 
encountered when attempting this method on a multi-DoF robot. The contributions of 
this chapter were published in the International Conference of Intelligent Robotics and 
Systems 2011 (C. Lehnert & Wyeth, 2011a) and Australasian Conference of Robotics 
and Automation in 2011 (C. Lehnert & Wyeth, 2011b).  
The concept of RH-LWR incorporates a window of outputs within a RFWR 
algorithm, to build an online recursive locally weighted regression technique suitable 
for learning control on a real non-rigid robot. As the system involves feeding back a 
window of outputs into the learning algorithm it creates a receding horizon effect and 
hence is entitled ‘Receding Horizon Locally Weighted Regression’. 
The objective of the RH-LWR controller is to estimate control parameters and 
use state measurements of a robot to track a given desired trajectory. The RH-LWR 
controller has two aspects which are learned through the use of the RFWR algorithm. 
Firstly, it contains a state feedback term to compensate for disturbances to the state of 
the system. Secondly, it incorporates a feedforward term which computes the control 
effort for the given vector of future desired outputs. The key properties of this proposed 
learning control method include:  
 An online incremental learning algorithm to estimate a nonlinear control law; 
 An approximated control law based on a horizon window of past 
measurements of the output, state and inputs; 
 A desired trajectory given as a window of future desired outputs; 
 An estimated control law utilising full state feedback to stabilise the system 
along the given, desired trajectory. 
This section aims to conceptualise the method of RH-LWR by representing a robot 
model as a discrete multi-step state space system. Both linear and nonlinear concepts 
will be presented along with the methodology to apply RH-LWR to a real robot.  
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Figure 4.1. Receding Horizon Locally Weighted Regression controller concept diagram. The 
concept of RH-LWR is to learn a control law using RFWR to build multiple local models 
(multiple overlapping RFWR blocks) to estimate the input using a weighted average of 
predictions from each model.   
Figure 4.1 outlines the concept of the proposed RH-LWR method in a control 
block diagram. In particular, the diagram illustrates the main conceptual difference 
from the initial method outlined in the previous chapter. The difference is to 
incorporate RFWR to build multiple models on the nonlinear control law  
4.1 Linear Regression with a Horizon Window  
This section builds on the concept of using a horizon window with a linear regression 
method to estimate a linear control law for non-rigid robots. Assuming that a system 
has a horizon of temporal dependence, one possible way to learn to control this system 
is to incorporate the horizon into the learning control method. It was shown in the 
previous chapter that a potential solution was to incorporate a window of future 
outputs. The theory behind this idea is developed further in this section.  
The robot representation used in the RH-LWR scheme is based on a discrete 
LTI SISO state space system defined by 
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 (4.1) 
where ku   is the current input, ky   is the current output, 
m
k x  is a vector of 
m states and 
m mΦ , 1mΓ , 1 mC  and 
1 1D  are the state transition 
matrix, input distribution matrix, output matrix and feedforward matrix respectively. 
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White noise is represented by ke   and 
m mK  represents the Kalman gain of the 
process noise. 
Using the state space equations, the output for multiple future time steps can 
be expressed as 
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where h denotes the horizon or number of time steps the model looks into the future. 
Therefore, using this convention the model has a horizon window size of h+1. 
Equation (4.2) can be simplified where the input and outputs have been defined as a 
vector of future values  
 
T
1
f
k k k k hy y y y ,  
T
1
f
k k k k hu u u u  and 
 
T
1:
f
k k k k he e e e  
which produces the following simplified equation 
  
f d f s f
k  y Πx H u H e  (4.3) 
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. 
The matrix 
h mΠ  is the observability matrix of the discrete state space system 
extended to h time steps. The matrices 
hd hH  and hs hH  are lower block 
triangular Toeplitz matrices that represent the deterministic and stochastic influence 
of the input and white noise on the output. 
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A linear control law that estimates the current input based on a window of 
future outputs and current state can now be defined using this model representation by 
the taking the inverse of Equation (4.3) resulting in 
 
† † †f d f d d s f
k k k k  u H y H Πx H H e . (4.4) 
The superscript † in Equation (4.4) represents the Moore-Penrose pseudoinverse and 
is used to represent the inverse of rectangular matrices. In some cases, the matrix dH  
is rectangular and the Moore-Penrose pseudoinverse can be used to provide the 
minimum-norm solution for an over-determined system of linear equations. In this 
case, using measurements of the input-output equations and finding the least squares 
solution which determines the minimum-norm solution is analogous to the 
pseudoinverse (Eldén, 1982).  
In order to determine the inverse parameters from system data, the solution can 
be formulated for a linear model as follows. The control law being approximated is 
defined as 
 
T
;fk k ku    β y x   (4.5) 
where β  denotes the control parameters to be estimated by linear regression. Instead 
of estimating the control law for the whole set of future inputs 
f
ku , only the first input 
is required ku . A linear regression problem with multiple output variables is the 
equivalent to performing the regression multiple times for each output variable (as they 
are independent). In this case, the least squares solution is only performed once with 
respect to the current input ku . The least squares solution can be found by using a 
matrix of sampled output data Y  which is a block Hankel matrices of the form  
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and sampled input data  1
T
k k k k ru u u u . The sampled states are also 
defined as 
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  
T
1k k k r X x x x   
where r is the sample size.  
Using the solution to the least squares problem an estimate of the regression 
parameters can be computed using the sampled data matrices as 
  
1
T T

β Z Z Z s  (4.6) 
where  Z Y X  and  
T
1k k k ru u u s . This solution results in a linear 
method for learning the inverse model of an LTI discrete system with temporal 
dependence. Based on the model representation previously described, the control 
parameters estimated by the linear regression can be approximated as  
 
† †ˆ ˆ ˆd d  
 
β H H Π  (4.7) 
and the residuals of the regression ε  should approximately be 
 
†d s f
k ε H H e . (4.8) 
This approximation, like all linear regression problems, depends on sample 
size and the condition of the data used in the regression.  
The conceptual analysis presented here can also be used to learn a nonlinear control 
law by integrating the idea into a locally weighted regression algorithm. In order to 
enable this method to be a fast, incremental and online learning technique suitable to 
learn to control a real robot the method is integrated with RFWR. This method was 
chosen because it is the state-of-the-art in LWL methods, analogous to LWPR, but 
does not feature dimensionality reduction. This both simplifies the implementation for 
initial experimentation and allows analysis of the regression parameters within each 
local model, without loss of information by projected parameters into lower 
dimensional spaces. An outline of the RFWR method is presented here. 
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4.2 Receptive Field Weighted Regression 
RFWR is an efficient online and recursive method for approximating a nonlinear and 
time varying function from sampled data (Stefan Schaal & Atkeson, 1997). The RFWR 
method involves estimation of a nonlinear function in the form: 
 ( )s f  z  (4.9) 
where pz  is the input vector, s  is the output and    is a zero mean white 
noise term. The RFWR algorithm estimates this nonlinear function by introducing 
locally linear models across the input space and forms an output prediction, based on 
a weighted average of local predictions.  
The weights of an input iw   are computed for each local model using a 
kernel function; typically a Gaussian kernel in the form, 
  T 1( ) exp 0.5( ) ( )i i i ik    z z c Σ z c   (4.10) 
where pi c  is the centre or mean of the kernel within the input space of the i
th local 
model and 1 p pi
 Σ  is a positive semi-definite distance metric defining the size of 
the Gaussian kernel. The function is then approximated using a weighted recursive 
least squares rule which independently updates each linear regression model weighted 
on the distance of the model to the training point. The output function can be 
represented as a weighted average of each local model in the following form 
 
1
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i
f k 

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W
 (4.11)   
 given 
1
( )
I
i
i
k

W z  
where W  is the sum of all weights acting as the normalising factor, and ( )i z  is the 
ith local model represented by a linear equation in the form 
 T 0( ) .i i i  z β z   (4.12) 
where pi β  is a vector of regression parameters equivalent to the slope of the linear 
model and 0i   is the mean of the output or the intercept of the linear model. 
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The shape of the Gaussian kernels are then learned online to minimise the 
prediction error using a gradient descent update rule. This rule updates 1i
Σ  
representing the inverse covariance of the Gaussian kernel. Lastly, a forgetting factor 
 0,1   is also applied to the recursive least squares rule which down-weights 
previous training data, allowing the system to optimize the shape of the Gaussian 
kernels and adapt to changes in the model. In other words, the forgetting factor is a 
decay term which determines how fast old training data will be decayed or forgotten. 
Figure 4.2 shows an example of RFWR learning to predict a nonlinear function based 
on noisy sample points, illustrating how the Gaussian kernels are shaped within the 
input space to fit the nonlinearities of the function. 
 
Figure 4.2. Receptive Field Weighted Regression for a one dimensional, nonlinear function. 
Plot of the predicted output from RFWR compared to the desired nonlinear function with 
sample points used to learn the function. (b) A plot of the Gaussian kernels across the input 
space illustrate how the shape has been adapted to nonlinear regions of the function. 
4.2.1 Adding Models Online 
RFWR is desirable as it is computationally efficient in both space and time. The only 
parameters that are stored are local and each local model can be evaluated 
0 0.2 0.4 0.6 0.8 1
-0.5
0
0.5
1
1.5
2
2.5
O
u
tp
u
t 
(s
)
(a) RFWR Prediction Result
 
 
Desired Function
Sample points
Predicted Output
0 0.2 0.4 0.6 0.8 1
0
0.5
1
Input (Z)
W
e
ig
h
t 
(w
)
(b) Gaussian Kernels
Receding Horizon Locally Weighted Regression  97 
independently and recursively for each training point thus, allowing it to be computed 
in an online manner. Figure 4.2 illustrates how the weights vary across a one 
dimensional input space for each local model, with different centres and distance 
metrics.  
The approach for generating local models online is to add new models as new 
training points are given and defining the centre of the local model with respect to the 
input space of the training point. New local models are only added if a training point 
does not lie within a region of validity of any local model. This can be determined by 
comparing the weight of the training point for each local model to a threshold, thrw . If 
the training point is above the threshold for any of the local models then it fits within 
that region of validity, otherwise a new model is added. The weight threshold, 
therefore, determines the amount of overlap or generalization between local models. 
The resulting addition of online models using a threshold improves the prediction by 
averaging the solution over the input space but minimizes the growth of models to only 
the input space that is required. With the addition of more models, the algorithm can 
improve the prediction of the global function by averaging over all the local models.  
4.2.2 Receptive Field Weighted Regression Algorithm 
A locally weighted least squares approach to solving the regression for each local 
model requires storing the past training points for each local model. Storage is not 
computationally efficient as memory increases while each local model is trained. To 
solve this problem, the well-known recursive least squares algorithm can be used 
(Ljung & Söderström, 1983), which provides an incremental update of the regression 
parameters instead of a batch update. The recursive least squares approach stores the 
inverse square matrix 
T 1( )Z WZ  which has a constant size and therefore, does not 
increase in memory with the addition of training points. 
Use of an incremental regression approach requires the system to be trained 
with enough points in order to produce an approximation for each local linear model 
before a relevant prediction for a query point can be made. The RFWR algorithm is 
split into two sections, the update and the prediction rules. The update rule incorporates 
the recursive update for the regression parameters for each local model and a method 
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to continuously add new local models to the input space as training points are given. 
The update method is outlined below in Algorithm 6. The variable kiP  represents the 
inverse information matrix and 
k  is the residual. 
Algorithm 6: RFWR update  
1. Given the training point  , ,k local ksz z , where localz  is the input passed to the 
kernel function 
2. For each local model where 1,2 ,i I  
3.   Compute the local weight ( )i i localw k z  
4.  Update the local means, given ikk w 1WW   
  
  kkikikki w WzzWz   1,1,    
   0, 1 , 1i k k i k i k ks w s    W W  
5.   Compute mean zero data 
  ( )k k i z z z  and 
0( )k k is s    
6.  Update inverse information matrix kiP  
 
1 1 T 1
2
T 1
k k k
k i i k k i
i
k
k i k
iw

  

 

P P z z P
P
z P z
 (4.13) 
7.  Calculate the error vector 
T
k k k ks  β z  
8.  Update the local least squares parameters 
 1k k i k k kw  β β P z  (4.14) 
9. end 
10. If wmax < wthr, where  max 0 1max , , , Iw w w w  
Add new local model where jn zc 1  
11.  end 
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One of the important parameters of this algorithm is the distance metric 
1
i
Σ  of 
the kernel. The shape of the kernels affect how well nonlinear regions are 
approximated. Areas with a high density of kernels have better performance in areas 
of high nonlinearities. However, as more models are added, the computational cost 
increases. Therefore, it would be beneficial to determine the optimal kernel shape that 
minimises the global prediction error while also taking into account the cost of adding 
models. The cost function for this optimization is defined as  
 
 
2
1 2
T
1 , 1
ˆ1
( )
1
r I
i i i
ijk
i i ji i i i
w s s
J
W w
 
 

 

  Σ
z P z
. (4.15) 
where   determines a penalty term that keeps the shape of the kernels from 
asymptotically shrinking. An analysis of the optimization procedure and a recursive 
update algorithm of the distance metric can be found in (S. Schaal & Atkeson, 1998). 
After sufficient training is complete, a prediction can be computed using the weighted 
average of local predictions. This is computed using the prediction rule outlined in 
Algorithm 7. 
Algorithm 7: RFWR prediction 
1. Given the query point qz and local point localz . 
2. For each local model where i =1,2,…,I. 
3.   Compute the local weight ( )i i localw k z  . 
4.  Compute the local prediction 
 T 0ˆ ( )i i q i i  s β z z   
5. end 
6. Compute the global prediction 
 1
1
ˆ
ˆ
I
i i
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I
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i
w
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
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
s
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4.3 Receding Horizon Locally Weighted Regression 
The linear least squares solution can be extended to incorporate nonlinearities in the 
system by using the locally weighted learning method of RFWR to build up multiple 
linear models. This approach is defined as Receding Horizon Locally Weighted 
Regression and is outlined in this section. In particular, RH-LWR incorporates a 
horizon window within each local model and approximates a control law in its local 
region. Initially, a theoretical framework is presented in this section, followed by an 
outline of RFWR and corresponding algorithms used in this work. 
Firstly, a nonlinear system is modelled using a nonlinear discrete state space 
system defined as 
 
1
0
( , )
( , )
k k k
k k k
f u
y g u
 

x x
x
  (4.16) 
A nonlinear vector valued function can then be defined to compute the future outputs 
of the system, defined as 
 0 1 1( , ) ( , ), ( , , ) ( , )
f f f
k k k k k k k k h k kh g u g u u g y x u x x x u  . (4.17) 
In this case, ( )ig   
represents the nonlinear function determined by the ith iterated 
composition of ( )g   within ( )f   for example 
 1 1 1 1 1( ( , ), ) ( , ) ( , , )k k k k k k k kg f u u g u g u u    x x x . (4.18) 
The aim of RH-LWR is to approximate a control law which computes the current input 
required for a desired window of outputs and the current state. Essentially, the goal is 
to approximate the inverse of the vector valued function in the form,  
 
1
( , )f fk k kh

u x y   (4.19) 
where the current input ku  is taken from the vector of future inputs 
f
ku . 
By approximating the inverse vector valued function using locally linear 
models, produces multiple linear approximations to the inverse function. The 
assumption is that each linear approximation should be locally linear where the linear 
parameters follow Equation (4.4).  
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Ideally, depending on the data, the locally linear parameters, should converge 
to the Jacobian 1
i
h
J  determined by the partial derivatives of the inverse vector valued 
function evaluated at the ith local region. 
  1
1
† †
1 1
.
i i i
k k k h
i d d
h
k k k hy y
h h h
y y


  

   
          x
J H H Π
x
  (4.20) 
Theoretically, it is difficult to prove this assumption, and so from this point forward, 
the mathematical analysis is not presented, and only the empirical analysis is presented 
for this chapter.  
The control law to be estimated using RFWR will incorporate locally weighted 
linear models with a small modification to the locality of the models with respect to 
the original algorithm. The locally weighted nonlinear control law is defined as 
  
1
1
( , ) ( ) ( , )
I
f f
k k k i k i k k
i
u f k 

  x y x x y
W
 (4.21)   
 given 
1
( )
I
i k
i
k

W x   
where W  is sum of the all weights and i  is the i
th local model represented by a linear 
equation in the form 
 
T 0( , ) [ ; ]f fi k k i k k i  x y β x y  (4.22) 
where kx  and 
f
ky  are means of the state and future outputs respectively.  
The standard RFWR technique uses the full input within the kernel function to 
compute the weight of the local region. In this method a subset of the input is used, 
defining a different locality of each model. The locality of the linear model is reduced 
to only use the current state kx  in the kernel function and excludes the future outputs 
f
ky . This modification is indicated by the input to the kernel function ( )i kk x  in 
Equation (4.21). The assumption for this modification is that in most cases the 
nonlinearities of a system are a function of its states. If nonlinearities are thought to 
occur with respect to the window of future outputs then this can be incorporated 
without any major changes. The advantage of just using the states to define the local 
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regions is that it reduces the dimensionality of the kernel function. The effect of 
decreasing the dimensionality of the kernel function is the number of linear models to 
cover the input space is reduced, and the computational complexity of optimizing the 
shape of the kernels is also reduced.  
A summary of the RH-LWR method is outlined in Algorithm 8 which is 
predominantly based on the ideas proposed in the previous section. The main 
difference is now the algorithm consists of a RFWR update and the prediction step as 
defined previously in Section 4.2.  
Algorithm 8: RH-LWR Method 
1. Given the desired output trajectory dy   
2. For each discrete time step 
3.   Set the current window of future desired outputs as 
 
T
1[ ]
d d d d
k k k k hy y y y  
4.  Take a measurement of the current state, input and output ( , , )k k ku yx . 
5.    Compute the input by predicting with current state and desired trajectory 
  = RFWR_predict( , )k q localu z z  
where 
T
;dq k   z y x  and local kz x  
6.   Apply the predicted input to the robot. 
7.   Add output to a buffer of past outputs and delay the current input and state 
  
T
1
p
k h k h k ky y y  y  
8.   Update the regression given the new buffer of past data 
  RFWR_update( , , )local sz z   
where ;
p
k h k h 
   z y x , local k hz x and k hs u   
9. end 
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A block diagram of the controller is illustrated in Figure 4.3 which presents 
more detail of the key components of the RH-LWR learning control method. The 
diagram illustrates how the current measurements of the state, input and output are 
integrated into the update step of the learning algorithm using a buffer of data from 
k−h to k. The current state and desired trajectory is directly fed into the model for use 
in the prediction step of the algorithm.  
 
Figure 4.3. Block diagram of the RH-LWR controller. The controller continuously updates 
and builds multiple linear models using a buffered history of inputs, states and outputs 
measured from the robot. The next input to the robot is computed using a weighted average 
of local models. 
4.4 RH-LWR for a One Degree of Freedom Robot 
This section and subsequent sections investigates the method of RH-LWR when 
applied to a simulated and real one DoF SEA. The simulation aims to compare the 
performance of the RH-LWR method with and without a horizon window. The SEA 
was simulated as a pendulum in order to match the setup of a real one DoF SEA joint 
as presented in the next section. By simulating the SEA in a pendulum position, the 
nonlinear force of gravity is applied which can be easily simulated.  
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4.4.1 Modelling a Series Elastic Actuator 
A dynamic model of the SEA was developed using the schematic diagram illustrated 
in Figure 4.4. The SEA consists of a geared DC motor attached to an output load via 
two parallel springs. The springs of the real SEA are preloaded to operate in their ideal 
linear region and for modelling purposes, is assumed to be the case. 
 
Figure 4.4. Schematic of a one DoF SEA in a pendulum orientation. The SEA is made up of 
a DC motor attached to the output load through an elastic link. The system variables consist 
of the motor angle θ, spring deflection δ, and joint position q. 
The system variables of the SEA are the motor angle  , the deflection of 
the spring  , (which is proportional to the torque transmitted through the spring) 
and the position of the output q . The equations of motion for the SEA are as 
follows 
 
2 2
( )
0 ( ) sin( )
a m b t s
t a t t
L L s L
R J N K K N K
v q
K N R K N K N
J q D q K q M gL q
  

   
    
  (4.23) 
DC Motor
Elastic Link
Output Load

q
( )q  
mJ
LJ
Receding Horizon Locally Weighted Regression  105 
where the input is the motor voltage v and the output is selected as the joint position 
q. The definitions for each parameter of the SEA can found in Table 4.1. 
TABLE 4.1. SERIES ELASTIC ACTUATOR PARAMETERS 
Parameter Description Value 
tK  
Torque constant 1.94×10-2 N.m/A  
BK  
Back Electromotive Force (EMF) 
constant 
1.94×10-2 V/rad.s-1 
N  Gear ratio 159 
aR  
Armature resistance 1.1 Ω 
mJ  
Armature inertia 6.55×10-6 kg.m2 
sK  
Spring constant 20.7 N/rad 
LJ  
Joint inertia 1.47×10-2 kg.m2 
ML Joint mass 1.2 kg 
L Link length 0.45 m 
LD  
Damping ratio 0.1 N.m/rad.s-1 
Table of SEA parameters and there corresponding values. 
For this system, the armature inductance of the motor is ignored as it is 
assumed to be small compared to the armature resistance. Gravity is modelled as a 
sinusoidal force proportional to the mass of the joint ML, and the link length L. 
The nonlinear dynamics can be converted to a discrete state space form where 
the states are the motor velocity k , spring deflection k k kq   , joint position kq , 
and joint velocity kq . The state vector and input are  
  
T
k k k k kq q    x  and ku v   
where the discrete state space equation is defined as 
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where ∆t represents the discrete sample time or step size. 
The nonlinear dynamics were simulated using Simulink MATLAB® (2012b, 
Mathworks, Natick, MA). The Simulink block diagram is shown in Figure 4.5 and 
illustrates the relationships between the state variables, inputs and outputs of the SEA. 
  
Figure 4.5. Simulink block diagram of one DoF SEA in pendulum configuration.  
The system parameters of the SEA where selected from the parameters of the 
real SEA used in the following section. The parameter values were also validated by 
comparing the responses of the real SEA to the simulated model. The parameters of 
the simulated SEA are approximated from the mechanical design, and were 
empirically adjusted to approximate the real system.  
In order to validate the simulation, a response was generated from the real SEA 
in the pendulum configuration. The input given to the real SEA was a swept frequency 
sinusoid with amplitude of seven volts with a frequency of range 0 Hz to 1.5 Hz across 
four seconds. The system variables were measured across this input for the real system 
and a simulation of the same input was generated. A comparison of the system 
variables for the real and simulated case is shown in Figure 4.6.  
It can be seen from this result that the simulated model matches the real SEA 
except for minor variations in some parameters. The joint velocity has the most error 
v    q q
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between the real and simulated system, possibly due to the nonlinear effects of the 
spring element producing minor deviations in joint position but larger changes in joint 
velocity. The estimates of the joint position and velocity are based on the combination 
of a spring deflection sensor and motor encoder. Therefore, noise from these sensors 
may induce larger errors in joint position and velocity estimates contributing to the 
differences in the simulation. 
 
Figure 4.6. Plot of measured SEA versus simulated state response. Measured state response 
is shown in blue compared to the simulated states in red, and the applied motor voltage for 
both systems is shown in black. 
4.4.2 Series Elastic Actuator Simulation  
The RH-LWR control method was applied to the simulated SEA to investigate its 
performance. The simulation was divided into two steps, a training phase and a control 
phase. Firstly, a training phase was executed in order to build up a set of training points 
to initialize the RH-LWR controller. The training phase involves applying a motor 
babbling signal to the input of the SEA in order to excite the system to cover a 
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sufficient amount of its state space. Initial training is performed using motor babbling 
data at the beginning of the control phase. 
The control phase involves using the initial model to compute the current input 
to the system based on a measurement of the current state and a given desired 
trajectory. The initial model is then updated based on new measurements of the state 
and output given the computed input from the previous step. By updating the controller 
in an online manner, the system can refine the model in the area of the state space 
associated with the desired output trajectory.    
TABLE 4.2. RH-LWR PARAMETER LIST 
Parameter Value Description 
h1 15 Horizon Window Trial 1 
h2 1 Horizon Window Trial 2 
λ 0.999 Forgetting factor 
γ 1×1012 Learning rate 
1
0
  5×104 Initial Gaussian distance metric 
wthr 0.9 Weight threshold for adding models 
This table presents the parameter values used within the RH-LWR algorithm. 
For this simulation, the motor babbling was performed using a chirp with an 
amplitude of seven volts and a swept frequency from 0 Hz to 1.5 Hz in four seconds. 
The chirp was applied as input to the motor and the resulting states and outputs were 
collected. The chirp signal was then reversed and repeated for a further four seconds 
in order to excite the system in the opposite direction. The simulation was run at 100 
Hz for a total of 20 seconds, generating 5000 training samples. Added white noise with 
a standard deviation of 1×10-4 was also applied to the states of the SEA. 
Training Results 
Using the training samples, an initial model of the SEA was generated for a horizon 
window of 15 and one, where a size of one essentially uses no horizon window but 
only a single output. The performance of the training phase for the first eight seconds 
is shown in Figure 4.7. It can be seen from this result that there is no discernible 
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difference in estimation performance for the learning algorithm when using a horizon 
window compared to using no horizon window.   
 
Figure 4.7. Reconstruction of input motor voltage from training phase. Plot of the training 
results for the first 8 seconds, where the input motor voltage is estimated with and without a 
horizon window. (b) A plot of the absolute error between the estimated motor voltage and 
the actual for both cases. 
Control Results 
The initialized control system was then applied to the simulated one DoF SEA for 60 
seconds. The desired joint position was defined as a smooth trajectory from zero to π/2 
over two seconds, which covers the full range of the nonlinear force due to gravity. 
The Experiment was run for two trials, the first without a horizon window and the 
second with a horizon window. The results for the last two cycles of the desired 
trajectory for both trials of the RH-LWR controller are presented in Figure 4.8. 
Additionally the states of the system for the last two cycles are also presented in Figure 
4.9. 
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Figure 4.8. Controller result of RH-LWR on simulated SEA. (a) Plot of the desired versus 
actual joint position for the first 4 seconds of the simulated controller with and without the 
use of a horizon window. (b) A plot of the computed input motor voltages for both cases 
(note the results have been plotted on two different axes). 
 
Figure 4.9. Plot of states simulated control of SEA. Plot of the motor velocity in radians per 
second for the first 4 seconds of the experiment (b) A plot of spring torque proportional to 
the difference between the motor position and joint position in radians. (c) The joint velocity 
of the SEA in radians per second. 
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It can be seen from the results that using a RH-LWR with a horizon window of 
15 enables the system to learn a nonlinear control law to track a desired trajectory. The 
simulation also shows that using a horizon window is a key requirement for learning 
the control law, as the system is unable to estimate an appropriate control law without 
a horizon window.  
The training results show that the regression can predict the training data for 
both cases with and without a horizon window. However, the control results show that 
the regression parameters found without a horizon window produce an unstable 
controller whereas the parameters found when using a horizon window create a stable 
controller. This result indicate that without a horizon window the system was unable 
to generalise to new data and produces an unstable controller as a result. On the other 
hand using a horizon window produces parameters that can generalises into an 
appropriate control law producing stable results. Furthermore, when using a horizon 
window the control law computes feasible and relatively smooth motor voltages across 
the trajectory, without causing the states to grow to unrealistic values. 
 
Figure 4.10. Learning Curve for simulated RH-LWR on SEA. A plot of the log mean squared 
error for each iteration of the desired trajectory for both trials of the experiment, where the 
blue line is the learning curve for the trial without a horizon window and the red line is the 
learning curve for the trial with a horizon window. 
The learning curve for the total 60 second experiment is illustrated in Figure 
4.10, where the log mean squared error for each cycle of the desired trajectory is used. 
In particular, the learning curve for the controller with a horizon window highlights 
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the ability of the learning algorithm to continually improve its approximation of the 
nonlinear control law across the experiment. On the other hand, the learning curve for 
the controller without a horizon window demonstrates that the system cannot converge 
to a sufficient control law that improves the performance of the control system. 
4.4.3 Real Series Elastic Actuator 
The previous simulation validates the concept of RH-LWR for use on a one DoF SEA. 
An experiment was conducted in order to test the performance of the RH-LWR 
algorithm on a real one DoF SEA, which experiences nonlinear dynamics. The 
platform used in this experiment is a novel low cost single DoF SEA shown in Figure 
4.11a. where the design of the elastic joint is further highlighted in Figure 4.11b. The 
control problem for this experiment is similar to the previous simulation, which is to 
perform position control of the output load using motor voltage as the input. The RH-
LWR algorithm was setup using the similar methods as previously outlined and used 
to learn a control law to compute the input for a desired output trajectory given 
measurement of the current state. For clarity, the variables used in the following 
experiment are the same as the previous simulation where the output, state and input 
are k ky q , 
T[ ]k k k k kq q x  and k ku v  respectively. 
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 (a) 
Figure 4.11. Series Elastic Actuator used to evaluate the Receding Horizon LWR. (a) The 
SEA consists of a single DC motor, spring link and output load and is controlled using a DC 
motor controller and embedded 16 bit microcontroller. (b) Shows the internal design of how 
the motor shaft is connected through a spring to the output joint. The magnetic sensor is 
highlighted which is attached to the joint to measure the spring deflection between the joint 
and the motor shaft. 
For the real SEA, measurements of the state were achieved using the 
combination of a position encoder attached to the motor and a magnetic encoder 
attached to the spring element. The position encoder was used to estimate the motor 
velocity k  where the magnetic encoder was used to compute the spring deflection  
k . The joint position kq  was then estimated by subtracting the spring deflection from 
the motor position and subsequently used to estimate the joint velocity kq . 
Similar to the previous simulation, this experiment first used a motor babbling 
procedure to generate training data in order to capture the dynamics of the output and 
states with respect to the actual input voltage of the motor. Using this training data the 
RH-LWR algorithm was used to learn an initial control law for the system. In order to 
validate the use of the receding horizon for temporally dependent systems, two trials 
were conducted with the RH-LWR algorithm. One trial with a horizon window and 
one trial without. The first trial used was a horizon window of one, equivalent to not 
using a receding horizon. As the following experiment was conducted prior to further 
evaluation and analysis, a horizon window of four was empirically chosen, as this was 
Spring
Motor shaft
Magnetic Sensor
Link
(b)
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the order of the system (the system has four states). However, given the results 
presented in Chapter 3, using a larger window size could have improved the 
performance. An improvement that was added for this experiment was found when 
implementing noise filters for each state. It is hypothesised that by adding noise filters 
the system was able to handle a smaller window size. 
Training Results 
For the training phase the same swept frequency sinusoidal signal from the simulation 
was used as the motor babbling input to the system. The reconstruction of the motor 
voltage for both trials is shown in Figure 4.12. The results show, similar to the 
simulation results, that both learning algorithms, with and without a horizon window 
are able to approximate the input motor voltage sufficiently.  
 
Figure 4.12. The performance of the training stages for output position control of a series 
elastic actuator. (a) Reconstruction of the motor babbling training signal in solid black, where 
the blue dashed line is the prediction without using a horizon window and the red dash dot 
line is using a horizon window. (b) The corresponding error of both controllers across the 
training signal.  
Control Results 
After the controllers were learned using the training data they were applied to the SEA 
and given a desired output trajectory of a sinusoidal wave with a 0.5 rad amplitude and 
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frequency of 2 Hz. Figure 4.13 shows the performance of both controllers on the SEA 
along with their corresponding errors. The results compare the performance between 
a horizon window of one (in other words without a receding horizon) and four. These 
results show a marked improvement in control performance for the SEA when an 
appropriate receding horizon is added to the learning algorithm.   
 
Figure 4.13. The performance of the output position control of a series elastic actuator. (a) 
The actual output position against the desired where the black solid line is the desired output 
of the system. The blue dashed line corresponds to the output using no horizon window and 
the red dash dot line represents the output using a horizon window of 4. (b) The output 
position error for both results. N.B. the difference in magnitude of scale for both y axes for 
the error plot. 
Further validation of the performance for each controller can be seen within 
the evolution of the states as its being controlled. Figure 4.14 shows that not using a 
horizon window leads to a controller which generates voltages that are irrelevant to 
control the output position. On the other hand, the controller developed by using a 
horizon window of four produces feasible input voltages, resulting in a stable 
advancement of states across the control task. 
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Figure 4.14. The evolution of the states of the SEA during the 5 second control task. The blue 
dashed line corresponds to the controller using a horizon of 0 and the red dash dot line is the 
controller with a horizon of 3. (a) Motor velocity, (b) Spring deflection (c) Output velocity 
and (d) is the input voltage applied. 
Table 4.3 compares the total mean squared errors for both the training and 
control phase of the experiment. In particular, the control phase for a horizon window 
of four shows a five time decrease in magnitude of mean squared error. 
TABLE 4.3. RH-LWR PERFORMANCE COMPARISON 
 
This table presents the performance of two different horizons with respect to the 
prediction error of the training data and the overall performance of the controlled output. 
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Mean Squared 
Error 
Training 
0 0.18 V2 
4 0.11 V2 
 Control 
0 0.74 rad2 
4 1.7 x105 rad2 
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4.5 RH-LWR for Multiple Degrees of Freedom 
The motivation for the previous experiment was to investigate the method of RH-LWR 
to learn a nonlinear control law for a one DoF robot where the inputs and outputs are 
temporally dependant.  The study showed that by incorporating a receding horizon of 
future outputs into the learning method, a suitable control law can be approximated.  
The simulation and experiment on a real one DoF robot validated the use of a 
receding horizon when a system’s inputs are temporally dependent on its outputs. This 
section will now investigate the application of RH-LWR to multivariable joint control 
for robots with multiple DoF. The motivation for multivariable joint control is that it 
allows the controller to account for the nonlinearities and forces that each joint exerts 
on one another.  
If RH-LWR was applied to learn individual SISO controllers for each joint, 
this would be problematic as it ignores the coupling effects between joints. The 
framework of the RH-LWR does not require changing but now incorporates the vector 
of multiple inputs and multiple outputs.  
For the multi-DoF system the state space kx  is increased to incorporate all the 
states across all joints of the robot. The multistep linear model is also unchanged from 
Equation (4.3) but now incorporates a vector of inputs ku  and a vector of outputs ky  
instead of scalars. Furthermore, the future vector of outputs and inputs now contains 
the multiple inputs and outputs as well.  
With respect to learning a control law of the multi-DoF system there are now 
multiple dependant output variables for the regression algorithm. The standard process 
to learn a function with multiple dependant variables is to compute the regression 
separately for each dependant variable with the same set of independent variables. In 
other words, to compute the RH-LWR nonlinear control law multiple nonlinear 
functions are estimated with separate outputs in the form 
  
1
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where the superscript n
ku  indicates the index of the input vector. The future outputs 
also incorporate the outputs from each joint in the form 
  
T
T T T
1
f
n k k k h 
   y y y y  where 
T
1 2 n
k k k k hy y y    y  
given each output is a vector consisting of multiple outputs. The procedure for learning 
each separate nonlinear control law is the same as previously outlined for RH-LWR 
and can be computed independently for each joint of the robot. 
4.5.1 Robot Arm Platform 
This section outlines the setup and design of an EJR arm that is used for the subsequent 
experiments within this thesis. The robot arm was originally designed to play the violin 
using a bow on its end effector. The EJR arm has been adopted for use as a testing 
platform for the learning control algorithms presented in this thesis. The robot arm is 
setup in a planar arm configuration illustrated in Figure 4.15 and consists of three low 
cost SEA for joints. Each joint is composed of a geared DC motor with encoder 
feedback and a spring element with an attached magnetic encoder that measures the 
spring deflection. The resolution of the motor encoders are 9 bit for the first and third 
joint and 10 bit for the second joint. The measurement of spring deflection provides 
both an estimate of the torque acting on the joint and when combined with the motor 
position (using encoder measurements) an estimate of the joint position after the 
spring.  
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Figure 4.15. Drawing of three DoF elastic joint robot arm. The arm consists of three geared 
DC motors, three spring elements and three links connected in series forming a planar arm 
configuration, where each joint and link has been label correspondingly. The magnetic 
encoder is located underneath each joint and measures the spring deflection of each joint. 
Figure 4.16 shows the experimental setup of the robot arm outlining the x and 
y axis of the base frame, where the z axis is coming out of the page. A desired figure 
of eight trajectory has also been overlaid on the figure, which is used as the desired 
output position trajectory for most of the experimental work presented from here on. 
Red, green and blue colour markers can also be seen in this image which are used with 
an overhead camera to visually track the joints and end effector. The overhead camera 
is used to visually confirm the robot arm is tracking the desired trajectory. No tracking 
information from the camera was used within the learning control algorithms. 
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Figure 4.16. Top down view of three DoF elastic joint robot arm. The relative x and y axis 
have been annotated to illustrate the direction of the base frame. The desired trajectory of a 
figure of eight used in future experiments has also been annotated onto the figure. 
The robot arm is controlled from a PC via a National Instruments Multifunction 
Data Acquisition (NI-DAQ) card. A schematic diagram of the robot platform is given 
in Figure 4.17 showing how each component is interconnected. The NI-DAQ card 
provides the hardware to drive the robot arm through the PCI bus of a standard desktop 
computer. The functionalities of the NI-DAQ include: PWM drivers for motor control; 
quadrature decoders for motor encoder feedback; and Analog to Digital Converter 
(ADC) channels for spring deflection measurements using analog magnetic encoders. 
The PWM signals from the NI-DAQ are connected to low level analog motor drivers 
providing control over motor voltages as inputs to the robot arm. The NI-DAQ card is 
controlled through MATLAB using legacy c drivers. The learning control algorithm 
is compiled using MATLAB’s Real-Time Workshop and synchronisation is achieved 
via hardware timers in the NI-DAQ to produce a closed loop real time system. 
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Figure 4.17. Schematic diagram of robot arm platform. The platform consists of a PC running 
the learning control algorithm synchronized with hardware timers on the NI-DAQ via NI c 
drivers. The NI-DAQ handles the real time control loop via PWM outputs to analog motor 
drivers and sensor feedback using quadrature decoders for measuring the motor encoders and 
ADC for measurement of the analog magnetic encoders. An overhead camera is also used 
externally to track joint positions and the tool point in order to obtain a ground truth and 
visually validate the desired trajectories are achieved (no information from the camera was 
used during the experiments). 
4.5.2 Rigid Robot Simulation  
It was shown that RH-LWR can successfully learn position control of a single DoF 
SEA. This control application was identified as a temporally dependent system from 
the actuator inputs (motor voltages) to its output position. This experiment also 
confirmed that using an approach with no horizon window fails to learn a suitable 
controller based on current state and output; where no appropriate inputs generated 
across a trajectory of desired output positions. This section presents simulations of 
RH-LWR method to learn control of a three DoF robot in order to investigate the 
efficacy of RH-LWR to learn a multi-DoF system. Firstly, the simulation uses a rigid 
robot model and then elastic joint robot model. 
 The simulation was conducted using MATLAB and the Robotics Toolbox (P. 
I. Corke, 1996) (P. Corke, 2011). Both a rigid robot arm and elastic joint arm have 
been configured using the Robotics Toolbox. As the rigid body dynamics are a 
standard feature within the Robotics Toolbox it makes the simulation simple to 
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implement and validate the concept first before moving to a more complicated EJR 
arm. In order to validate the use of RH-LWR for a rigid robot a temporally dependent 
task is required. In this case, two different tasks of learning joint position and velocity 
control without the measurement of joint accelerations would satisfy this criterion. In 
other words, the task of learning a control law to estimate joint torques based only on 
measurements of state and the desired output (defined as joint positions) is temporally 
dependent.  
 
Figure 4.18. The simulated rigid joint arm in a series planer configuration consisting of three 
rigid links. 
The simulated model was based on the real three DoF EJR outlined in the 
previous section and a simplified diagram of the robot arm is shown in Figure 4.18. 
For the first simulation, the robot was modelled with rigid joints. Notably these control 
tasks for the rigid robot can be learned using the standard feedforward computed 
torque control methods by estimating the inverse dynamics using measurements of 
joint accelerations. However, the idea of this experiment is to show that RH-LWR can 
learn a model by only using the state and output of the system.   
The parameters of the robot arm where derived both empirically and by using 
mechanical modelling software based on the design of the real robot platform. Table 
4.4 presents the parameter values for the robot arm, noting that the parameters for the 
spring elements are also given but not used for the initial simulation of the rigid robot 
arm. The parameter notation has been kept consistent with the model parameters of the 
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SEA presented in the previous section, however, they now consist of three values 
representing joint one, two and three respectively. 
TABLE 4.4. ROBOT ARM MODEL PARAMETERS 
Parameter Description Values 
Kt Torque constant [ 1.94×10-2,  1.39×10-2,   1.72×10-2 ]  N.m/A 
Kb 
Back Electromotive 
Force (EMF) constant 
[ 1.94×10-2,   1.39×10-2,   1.72×10-2 ]  V/rad.s-1 
N Gear ratio [ 159,  111,  157 ] 
 Encoder counts                    [ 500,  1024,  512 ] Counts/rev 
Ra Armature resistance [ 1.1,  0.9,  6.1 ]  Ω 
Jm Armature inertia [ 6.55×10-6,  3.35×10-6,  0.43×10-6 ]  kg.m2 
K Spring constants [ 20,  11,  3 ]  N/rad 
JL Joint inertia   [ 9.27×10-2,  6.12×10-2,  8.11×10-4 ]  kg.m2 
ML Joint mass [ 1.5, 0.9, 0.3 ]  kg 
L Link lengths [ 0.43, 0.45, 0.09 ]  m 
DL Damping ratio [ 1×10-1,  0.9×10-1,  0.7×10-1 ] N.m/rad.s-1 
This table presents the parameter values for each joint of the robot arm. 
The Denavit-Hartenburg (DH) parameters for the simulated robot arm are 
given in Table 4.5. The DH parameters are used to simulate the robot dynamics using 
the Robot Toolbox in MATLAB and also to produce the joint trajectories via inverse 
kinematics. In order for the end effector trajectories to match the real robot arm joint 
angle offsets are also used to adjust the pose of the zero joint angle. The joint offsets 
can also be found in Table 4.5. 
TABLE 4.5.THE DENAVITE-HARTENBURG PARAMETERS OF ROBOT ARM 
Joint 
Number 
Link Length 
(ai) 
Link twist 
(αi) 
Link offset 
(di) 
Joint angle 
(θi) 
Joint Offset 
(degrees) 
1 L1 0 0 q1 −7.685° 
2 L2 0 0 q2  −75.9° 
3 L3 0 0 q3 83.6° 
This table presents the Denavit-Hartenburg parameters for the robot arm used in this 
thesis. Specifically the robot arm consists of three revolute joints with joint angles q and 
link lengths L. 
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The simulation of the three DoF arm incorporated the system state as a vector of three 
joint positions and velocities 
  
T
1 2 3 1 2 3q q q q q qx  
and the input was chosen as the set of three actuator torques for each joint as 
 
T
1 2 3
     u . 
Lastly, the output of the system for the velocity and position tasks were defined as 
   
T
1 2 3v q q qy  and  
T
1 2 3p q q qy . 
In order to estimate a control law of the robot arm a training phase was firstly 
used to generate an initial model of the system. For simplicity the training data was 
pre-computed for the desired trajectory that would be used to control. This was done 
using the Newton Euler inverse dynamics function found in the robotic toolbox. The 
training data was generated at a rate of 100 Hz for a desired joint position trajectory 
from zero to  2 4 4   , over a time frame of five seconds. 
The second phase of the experiment used the trained system to control the 
desired trajectory of velocities and positions. The controller was run at the same 
sampling rate as the generated training data and if required the control task was 
repeated to allow further training of the inverse model eliminating small prediction 
errors. 
Training Results 
Figure 4.19 shows the results from the training phase of the velocity controller. The 
training results show that the inverse model can accurately reproduce input torques of 
a robot arm that was generated using the Newton Euler inverse dynamic equations. 
The trained RH-LWR system only required a total of 15 local models in the space of 
the given velocity trajectory in order to reproduce it. 
In particular the plot of errors between the actual input torques and the 
reproduced ones illustrate regions of high nonlinearities, therefore producing 
fluctuations in prediction error for constant kernel spacing’s. Similar results were also 
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found with the training procedure of the position controller. However, it was found 
that in order to produce a similar prediction result, the size of the 1
i
Σ  term of the local 
kernel function needed to be decreased. This is due to the fact that the position 
controller has a larger horizon of temporal dependence and therefore incorporates 
higher nonlinearities when trying to reproduce the joint torques. This change in kernel 
size increased the required number of local models from 15 to 102. 
 
 
Figure 4.19. Training performance of learning a velocity controller for 5 seconds of training. 
(a) Shows the plot of the desired inputs in black versus the reproduced signal from the learned 
model in blue, green and red, for each DoF respectively. (b) Shows the error of the actual 
signal to the predicted one for each DoF. 
Control Results 
After the controllers where learned using the generated training data they were applied 
to the modelled rigid robot arm in order to control the desired velocity and position 
trajectories. The RH-LWR algorithm was applied using the control block diagram 
previously outlined in Figure 4.3 
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Figure 4.20. Performance of joint velocity control for a velocity trajectory over 5 seconds. 
(a) Shows desired joint velocities in black versus actual in blue, green and red, for each DoF. 
(b) A plot of error of actual joint velocities against desired. (c) Computed control input from 
the learned inverse model using RH-LWR 
Figure 4.20 shows the results of the velocity control task. This result shows 
that the learned model successfully estimated torques that control the multi-DoF robot 
arm to follow the desired trajectory. Specifically, it can be seen in Figure 4.20c that 
the function of torque matches the inverse dynamic torques produced by the robot 
toolbox in the training procedure. 
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Figure 4.21. Performance of joint position control for a position trajectory of 0 to π/2, π/4 
and –π/4 over 5 seconds. (a) Shows desired joint velocities in black versus actual in blue, 
green and red, for each DoF. (b) The plot of errors of actual joint velocities to desired. (c) 
Plot of computed torques from the learned inverse model. 
Figure 4.21 shows that by increasing the horizon window the learning 
algorithm can estimate a suitable control law to track a desired position trajectory of a 
robot arm. It can also be seen from Figure 4.21c that the system computes similar input 
torques compared to the ideal torques computed in the training phase. This result 
demonstrates the ability of using a receding horizon within RFWR to learn temporally 
dependent systems of multi-DoF systems, requiring only a set of future outputs and 
the current state of the system.  
In order to verify that the use of a horizon window is the key for RH-LWR to 
learn a suitable control law the same training and control procedure for position control 
was attempted without a horizon window.  Figure 4.22 shows that the method fails to 
estimate a suitable joint position control law for the temporally dependent task. It can 
be seen that the prediction of torque exceeds a selected motor saturation threshold. 
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Figure 4.22. Performance of a learned position controller using a receding horizon of zero. 
(a) Shows the actual joint positions in black versus the desired in blue, green and red, for 
each DoF. (b) The plot of errors of actual joint positions to desired. (c) Plot of computed 
torques from the learned inverse model. 
It can be seen in Figure 4.21c that small oscillations of the predicted input occur 
at the beginning and end of the position trajectory. This result could have been caused 
by a limited ability of RH-LWR to approximate discrete derivatives. As this portion 
of the trajectory is locally flat the derivative of this region could produce an increased 
error when approximating the torque. 
However, despite these small oscillations the results show that RH-LWR can 
be used to learn robot control of temporally dependent multi-DoF systems. The results 
also show that for different temporally dependent control tasks the computed joint 
torques that is produced by RH-LWR is consistent with the ideal torques from the 
inverse dynamics of the modelled three DoF robot arm. 
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4.5.3 Elastic Joint Simulation 
Following the initial simulation of RH-LWR for a three DoF rigid robot arm the 
method was then applied to an EJR arm with a significant nonlinear gravity load. The 
elastic joint was modelled based on the following simplified elastic joint equations 
  
0 ( ) ( , ) ( ) ( ) ( )
( ) ( )
s s
m m s s
      
     
M q q C q q q g q D q θ K q θ
u J θ B θ D θ q K θ q
  (4.25) 
Figure 4.23 shows a block diagram of the modelled EJR arm. The block diagram 
consists of a motor and robot block, both containing their respective dynamics. The 
motor and robot block are connected through a spring via the damping and spring 
constant terms sD  and sK  respectively.  
In the previous simulation gravity was not affecting the robot arm as it was 
acting along the z axis, which is coming out of the page with respect to Figure 4.18.  
In order to fully evaluate the capabilities of RH-LWR to learn a nonlinear control law, 
the gravity vector of the robot arm was rotated to be in the direction of the y axis. 
 
Figure 4.23. Block diagram of simplified elastic joint robot arm developed in Simulink. The 
block diagram consists of a Motor block to compute the motor dynamics for each joint, a 
spring to connect the motor to the joints of the robot which are modelled using the Robotics 
toolbox and defined within the Robot block. 
The setup of the RH-LWR controller was further modified to reduce the 
dimensionality of the problem. Instead of incorporating all the outputs into the control 
law for each joint, the output is reduced to only contain the output related to its 
respective joint. The new control laws to be estimated by the algorithm for the three 
DoF robot arm is defined as 
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where the subscripts of the output indicate the index of each joint. 
For the training phase of this simulation a PD compensator was used to sub-
optimally control the desired figure of eight trajectory in order to produce initial 
training data. The PD compensator was applied at the joint level to control the desired 
joint trajectories using measurements of the joint positions and velocities. This training 
method was chosen over typical motor babbling methods for two reasons: Firstly, it 
provides a baseline result, showing how well a linear compensator can handle the 
control task; and secondly it produces more training samples where the state of the 
system is closer to the desired trajectory, improving the probability of learning an 
appropriate initial control law.  
A desired end effector trajectory of a figure of eight for the robot arm was 
chosen to fully evaluate the performance of the controller. A figure of eight was chosen 
as this smooth trajectory requires a range of dynamic movements. The joint trajectories 
were generated using the inverse kinematics of the real three DoF planar arm, using 
actual measurements of the link dimensions. The inverse kinematics was computed 
using the robotics toolbox (P. I. Corke, 1996) in MATLAB. The figure of eight was 
selected to take 10 seconds to execute. 
Training Results 
Figure 4.24 shows the performance of the PD compensator by plotting the trajectory 
of the end effector versus the desired figure of eight trajectory. The data from this 
simulation was used to initialise the RH-LWR controller. The simulation was then run 
for a total of 100 seconds, where each figure of eight trajectory was repeated every 10 
seconds.  
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Figure 4.24. End effector trajectory for elastic robot arm with PD compensation. The end 
effector of the elastic joint robot has been plotted for the training phase of the simulation. A 
PD compensator has been used to generate training data close to the desired trajectory. The 
PD gains where empirically chosen to produce the best performance whilst maintaining 
stability across the task. 
Control Results 
Figure 4.25a shows the performance of the last iteration of the simulation. It can be 
seen from this result that RH-LWR was able to approximate a suitable nonlinear 
control law to track the desired joint trajectories. This result also shows that the learned 
control laws can handle the nonlinearities caused by gravity, which is reflected in the 
computed motor voltages presented in Figure 4.25b. 
A plot of the end effector performance for consecutive iterations compared to 
the desired is given in Figure 4.26. The results show a marked improvement compared 
to the baseline result from the PD compensator. It can also be seen that the RH-LWR 
is able to incrementally improve the approximation of the control law producing better 
figure of eight trajectories of the actual end effector. Figure 4.27 plots the mean 
squared error for each iteration of the simulation. It can be seen from this figure that 
there is a significant drop in error after the first iteration and there is a trend where the 
error is slowly increasing over each iteration. This could indicate a possibly instability 
of this type of learning system over time. 
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Figure 4.25. Control Performance RH-LWR for elastic joint robot. (a) The actual joint 
positions are plotted with corresponding desired joint positions in black. (b) The input motor 
voltage computed by the learned control law for each joint. 
   
Figure 4.26. Control performance over figure of eight trajectory for multiple iterations. The 
end effector trajectory is plotted for multiple cycles of figure of eight traverses, where the 
desired trajectory is plotted as the dashed black line.  
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Figure 4.27. Mean squared error plotted over each iteration one figure of eight. The mean 
squared error has been plotted as a log on the y axis as the first iteration has a significantly 
larger error compared to the following iterations.  
4.5.4 Real Elastic Joint Robot 
The same methods for training the system were employed on the real EJR used as the 
basis for the simulation. A wide range of motor babbling signals were applied to the 
real robot, including using the PD compensation technique to produce more suitable 
training data. After collecting a wide range of training samples, a diverse set of 
parameters for the RH-LWR method was employed to learn to control the system. 
However, even after a multitude of testing on the real system it was found to be more 
difficult to reproduce the results found in simulation. 
The reason for the failure to learn on the real robot remains unclear, and the 
mass of data from the experiments does not provide insights into the reasons. 
Critically, it is not possible to rule out an empirical error, although all reasonable steps 
were taken to do so.  
The main assumption for the method of RH-LWR to work was that the vector 
valued function 
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requires the inverse 
  
1
( , )fk k kh

u x y   
to be sufficiently defined, in order to estimate the control law using a regression 
algorithm. Theoretically this is difficult to prove and define and is why this work 
approached the problem empirically, relying on simulation and experiments to validate 
the idea.  
In the simplified model, the coupling effects between the motor acceleration 
and joint accelerations were not modelled. The real system may have coupling effects, 
represented as S(q) in the full EJR dynamics 
  1
T
2
( ) ( ) 0( , ) ( , , ) ( ) ( )
( ) ( , ) ( )
s
m s
         
       
        
M S c q q c q q θ g q K q θ
S J θ τB θ c q q K θ q
q q q
q
 
which may cause difficulties in approximating the control law. 
One theory as to why RH-LWR was not able to learn to control the real EJR 
was possibly due to the difference between the real system dynamics and the simplified 
dynamics used in simulation. Real world problems such as nonlinear stiction, 
deadzones and other un-modelled effects could cause problems when trying to 
estimate the control law via the inverse of the vector valued function. It may be due to 
the nonlinear properties become highly nonlinear or ill-posed when taking their 
inverses on the real system.  
4.6 Summary 
A horizon of temporal dependence defines the number of time steps before a given 
input at the current time, affects the output.  The problem of temporal dependence was 
found to occur when using current model learning techniques for robot control, such 
as computed torque control with systems which do not have a direct relationship 
between inputs and outputs. The solution proposed is to incorporate a horizon window 
into the learning technique to improve the probability of learning a relationship 
between input and output.  
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Simulated and experimental results were presented for learning to control a 
single DoF Series Elastic Actuator using the method of RH-LWR. The result concurs 
with the idea of a horizon of temporal dependence: the voltage applied to the motor at 
step, k, does not have a direct impact on the output position at step, k, nor on the state 
variables such as the spring length or the speed of the motor armature in that instant.  
The results show a marked improvement in control performance for the SEA 
when an appropriate horizon window is added to the RFWR algorithm for learning 
control. In addition, it was shown that by not including a horizon window the resulting 
control law produced infeasible and unstable performance when applied to the SEA. 
Following the initial validation of the RH-LWR with a one DoF temporally 
dependent system, the method was applied to a multi-DoF robot arm in simulation. 
The first test case was using a standard rigid arm and learn joint position and velocity 
control based only on measurements of state and output, removing the measurement 
of acceleration previously used in learning computed torque control. The simulation 
showed that RH-LWR was able to learn a nonlinear control law for a standard robot 
arm.  
Based on this result the RH-LWR method was then tested on a simulation of a 
multi-DoF EJR arm. It was shown, similar to previous studies that RH-LWR was 
indeed able to learn to control a multi-DoF temporally dependent system using only, 
input, state and output information.  
Unfortunately after thorough testing in simulation and experimentation it was 
found that the method of RH-LWR was unable to learn a feasible control law on a real 
EJR. It was stipulated that unforseen real world properties could be causing problems. 
Problems such as the inverse of real world nonlinearities on this type of system may 
be highly nonlinear or ill-posed, causing the regression to run into difficulties when 
approximating the nonlinear control law.  
Regardless of this result, the studies and information gathered in this chapter 
proved useful for understanding the key information required to learn robot control of 
temporally dependent systems. However, further work is still required to fully develop 
a learning control method applicable to temporally dependent robots in the real world. 
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Chapter 5 
Locally Weighted 
Learning Model 
Predictive Control 
The previous chapter investigated the problem of learning nonlinear control laws for 
temporally dependent systems, by adding a horizon window of outputs to the learning 
regression algorithm. It was shown that for the case of a single joint, online learning 
with a horizon window enabled the system to learn a stable controller for a Series 
Elastic Actuator. The algorithm was also demonstrated to be successful on a simulated 
multi-DoF EJR with gravity loading, although it failed to learn stable controllers on a 
real EJR arm. 
It can be seen from these results that by using a horizon window the system 
was able to learn a stable controller even if the robot contains temporal dependence 
between its input and the desired controlled output. This result motivates an alternative 
novel approach presented in this chapter for learning multi-DoF robot control. 
This chapter approaches the problem differently by looking at using a horizon 
window within a forward model of the robot. As with the previous method the model 
was approximated using locally weighted learning which estimates a nonlinear 
function via multiple linear models. The new approach utilises this tactic by 
approximating locally linear control laws by inverting each locally linear model in a 
computationally efficient and optimal way. By looking at the problem in the forward 
domain the learning problem is hypothesised to become more stable as the approach 
does not suffer from issues of being ill-posed or difficult to approximate inverses.  
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Using a horizon window within a forward model is found to be comparable to 
the theory of Model Predictive Control (MPC), and work developed in this field can 
be utilised within this approach. Model Predictive Control is a useful sub-optimal 
control method that has been frequently used in the control industry for other 
applications such as chemical plants and power systems. In this case, research in the 
field of MPC can be utilised to produce an online learning robot control strategy.  
Model Predictive Control is simple to formulate, can incorporate real world 
constraints, is robust to model variation, and is an efficient method for computing a 
linear optimal control law. The motivation for using MPC is due to its online linear 
nature, which has the potential to complement the online learning techniques of locally 
weighted learning. 
Using the techniques of MPC, this chapter investigates and presents a novel 
approach to learning robot control, titled Locally Weighted Learning Model Predictive 
Control. This chapter firstly introduces the theory of Model Predictive Control for 
linear systems. It then explores how a linear model approximated using regression 
techniques can be integrated into MPC, and how this approach can be extended to 
nonlinear systems by using multiple locally weighted linear models. The novel 
approach is then evaluated experimentally on a real multidimensional EJR arm and its 
online learning and control performance is presented. The contributions of this chapter 
were published in the International Conference of Robotics and Automation and 
Systems 2013 (Christopher Lehnert & Wyeth, 2013) and the Australasian Conference 
of Robotics and Automation in 2012 (C. Lehnert & Wyeth, 2012). 
5.1 Model Predictive Control 
The general idea of MPC is that by iteratively computing a control input based on a 
finite horizon optimization of a model, the system can be efficiently stabilised to a 
desired set point or trajectory (García, Prett, & Morari, 1989). What sets MPC apart 
from other optimization strategies, is only the next input is applied to the system and 
the optimization method is then repeated at each control step. Model Predictive 
Control, therefore, handles any accumulation of prediction error from the model by 
recomputing the control input, based on new measurements of the system at the next 
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time step. As MPC can handle accumulation of error it is well suited to model learning 
methods where the models in most cases consist of approximation errors. 
One advantage of MPC is that the control input is computed at each time step 
with a relatively short prediction horizon using a numerical optimization technique, 
which can also incorporate optimization constraints such as upper and lower bounds 
on the input or states of the system. This allows MPC to be deployed as an online sub-
optimal feedback controller.  
 
Figure 5.1. Concept diagram of Model Predictive Control. Model Predictive Control 
computes the next input by optimizing a cost function which compares the desired output to 
a predicted output based on a model of the system and a cost of applying the input. The cost 
function is defined from the current time up to a finite prediction horizon. Measurements of 
the actual output are then used to re-compute successive inputs each time step by repeating 
the optimization process. 
The concept of MPC is shown in Figure 5.1 which defines a finite prediction 
horizon h, with a sequence of predicted outputs, predicted inputs and desired outputs. 
The control law is determined based on a cost function defined over a finite horizon. 
The standard choice for a cost function is a linear quadratic cost, but other forms can 
also be defined. For this work, the cost function is defined as 
 2 2
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d d
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where yw  weights the tracking error of the system and uw  weights the magnitude of 
the control input. For this cost function the selection of weights determines the 
effective trade-off between tracking performance and input energy. If the model of the 
system can be well-defined by a set of linear differential equations then the 
optimization problem can be solved using standard Quadratic Programming (QP) 
methods. However, if the system is nonlinear then nonlinear optimization methods are 
used, such as differential dynamic programming (DDP). A more in depth review of 
MPC can be found in (Morari & H. Lee, 1999). 
The disadvantage with most nonlinear optimal control techniques is that they 
require large amounts of computation to find the solution to the Hamilton-Jacobi-
Bellman (HJB) equation using DDP. The amount of computation required results in 
most nonlinear optimization methods being executed offline with their solutions being 
subsequently executed on the real platform in an open loop manner. 
The method of LWL-MPC introduced in this chapter aims to reduce the 
computational complexity of a nonlinear optimization technique by computing 
multiple finite horizon optimal control laws which exist in a local linear space of the 
nonlinear system. The computation improvements offered by both the linear and finite 
horizon properties allow this technique to be implemented as an online algorithm.  
5.2 Learning Based Model Predictive Control 
Similar work has been done which investigates the use of machine learning methods 
with MPC. A Fuzzy Multi-Model predictive control (FMMPC) has been proposed in 
(M. Li, Yang, Gao, & Wang, 2001), that uses Weighted Recursive Least Squares 
(WRLS) to adapt fuzzy local models. The system then applies model predictive control 
to the global fuzzy model. The system was demonstrated to model and control 
thermoplastic injection moulding. This method was found to not yield satisfactory 
control due to the time variance of the system process and difficulty with initialization 
of the learning rules of the fuzzy models. This system proposed a batch learning 
method in response to this result. 
Another method using LWPR combined with a model predictive control 
method has been proposed for predictive force control for assistive beating heart 
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surgery (Florez, Bellot, & Morel, 2011). However this technique, similar to FMMPC 
applies the method of MPC to the global nonlinear function. The proposed technique 
of LWL-MPC removes this computational cost by computing local linear control laws 
inside the locally weighted framework. Other similar methods propose neural 
networks as the learning method combined with model predictive control (Wan & 
Bogdanov, 2001). 
A robust and stable Learning Based Model Predictive Control strategy has also 
been developed in (Aswani, Gonzalez, Sastry, & Tomlin, 2011), which analyses the 
conditions of the learning system necessary to provide a robust and stable control 
system. This work generalises the problem and is a good framework for learning robust 
and stable model predictive control. However, the method relies on a good initial 
estimate of the physical model in order to ensure the robustness properties. This work 
has also been applied on a real quadrotor. The stability and robustness of this approach 
is based on a given linearised model, where an additional learning algorithm is added 
to approximate the un-modelled dynamics of the quadrotor, such as ground effects 
[Aswani, et al., 2012]. This system was demonstrated to robustly track an altitude set 
point. 
Other optimal control techniques have been combined with model learning 
methods. Iterative Linear Quadratic Gaussian with Learned Dynamics (ILQG-LD) (W. 
Li & Todorov, 2007) is an approach that iteratively computes local optimal control 
policies for a specified end goal state of a system. In this method a policy is the 
combined optimal path and feedback control law along the path. The method uses 
LWPR to compute a nonlinear dynamics model and uses this to iteratively compute an 
optimal policy. In this approach both the path planning and control law are iteratively 
computed for the given forward nonlinear dynamics model. ILQG-LD has been 
applied to control a single Variable Stiffness Actuator (VSA) (Mitrovic, Klanke, & 
Vijayakumar, 2011), and has been further shown to compute effective optimal 
controllers on simulated arms (Mitrovic, Klanke, & Vijayakumar, 2008) (Mitrovic, 
Klanke, & Vijayakumar, 2010). A disadvantage with this method is the computational 
cost of iteratively computing the path and control law to the end goal until convergence 
is found. Consequently, the approach has only been applied to simulation problems 
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and a single DoF VSA. However, this approach is presently the most computationally 
efficient technique for computing a globally optimal path and feedback control law to 
move a system to a goal state.  
5.3 Learning Linear Model Predictive Control 
The theoretical framework of learning linear model predictive control is presented in 
this section.  For this method a linear discrete state space defined as 
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where ku , ky  and kx  is the input, output and states respectively. The discrete state 
space matrices are Φ , Γ , C  and D . System and measurement noise is represented 
by ke  and K , which represents the Kalman gain of the process noise. Model predictive 
control uses the future outputs and inputs to compute the optimal input to the system. 
In this case, the future outputs and inputs are defined as 
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where the superscript f denotes the future from the current time k to h steps later, where 
h defines the prediction horizon. The past inputs pk hu  and outputs 
p
k hy  can also be 
similarly defined in this manner which represents a history of inputs and outputs from 
k – h to the current time step k.  
The future outputs can further be defined with respect to the system matrices 
as a set of input-output equations from k to h in the form of 
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The matrices Π , dnH  and 
s
nH , are the extended observability matrix, the deterministic 
and stochastic input output parameters respectively. The future output vector can also 
be chosen to start at 1k   for example as 
1
f
ky  in order for 
d
H  to have CΓ along its 
diagonal, improving the conditioning of the matrix as in most systems D may be zero. 
For this work, we chose to start the output vector at 1k  . 
If r samples of the future outputs, states and inputs are collected then an 
estimate of the input-output matrices can be made by defining the regression matrices,  
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 (5.4) 
and then computing the least squares solution for the input-output matrices as  
 T T 1 Tˆ ˆ[ ] ( )d Π Η Z Z Z S . (5.5) 
where [ ]f fZ X U  and S Y . The residuals of this least squares problem is then the 
stochastic process of future errors 
 
sε H E  (5.6) 
where T1[ ]
f f f
k k k r E e e e . 
An estimate of the future outputs can then be predicted with respect to the current state 
and a set of future inputs,  
 ˆ ˆˆ .f d fk k k y Πx H u   (5.7) 
Using the estimated system parameters, a control law can be formulated that 
estimates optimal inputs based on minimising a cost function across a finite horizon 
trajectory. For the linear case the cost can be defined as a linear quadratic cost, with 
respect to the predicted output ˆ fky , desired output 
d
ky  and future inputs as 
 Tˆ ˆ( ) ( ) ( )d f d f d f fk k k y k k k u kJ    y y y W y y u W u , (5.8) 
given 1
d d d d
k k k k hy y y    y , 
and hy
hW  and hu
hW  are matrices of weights related to the input cost and 
output performance of the cost function. Substituting Equation (5.7) into the cost 
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function and removing terms that are independent of the input, as in later steps the cost 
function is derived with respect to the input, results in the optimization problem,  
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In this case, the cost function has been presented in quadratic form. A QP 
method can now be used to solve the optimization problem, where constraints can be 
included, such as upper and lower bounds of the inputs and outputs. However, in this 
work only the unconstrained solution is evaluated under the assumption that the 
desired trajectory implemented does not require large inputs to be constrained. In this 
case, a closed form unconstrained solution can be computed using the following 
approach. Taking the derivative of the cost function and setting it to zero gives, 
 0.fkf
k
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Ψu Ω
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 (5.10) 
Therefore, the optimal set of future inputs is found to be 
 1fk
 u Ψ Ω , (5.11) 
and substituting for system parameters becomes, 
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Equation (5.12), is the unconstrained linear feedback control law for the discrete state 
space system. It can be seen that the feedback law is the pseudoinverse of ˆ dH  weighted 
by Wy where Wu acts as a regularisation parameter. In particular, the term 
TT 1ˆ ˆ ˆ( )d d dy u y
H W H W H W  determines the feedforward gains of the controller where 
TT 1ˆ ˆ ˆ ˆ( )d d dy u y
H W H W H W Π  defines the state feedback gains. In order to apply this 
control law in a model predictive control strategy, only the first prediction of the first 
input ku  from the vector 
f
ku  is applied to system and the control law is then 
recomputed based on new measurements of state and the next set of desired outputs. 
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5.4 Locally Weighted Learning Model Predictive Control  
The formulation of estimating the linear MPC law has been presented in the previous 
section. This section now presents the theory involved in extending the linear MPC 
method for use with nonlinear systems via the use of multiple locally weighted linear 
models. The idea of LWL-MPC is to use the concept of LWL by simultaneously 
learning locally linear models and compute the linear model predictive control law 
within each local region. For this work the method of RFWR is used to estimate 
appropriate locally linear models of the nonlinear system.  Firstly, the nonlinear 
discrete state space system is defined as 
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where ( )f   is the state equation and 0( )g   is the output equation. A local first order 
linearisation of the nonlinear dynamics can be defined illustrating the relationship 
between the nonlinear and linear state space model. This approach can be used to 
represent local linear models of a nonlinear state space system. A locally-linearised 
state space model is defined as  
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where ik k k  x x x  and 
i
k k ku u u    are small deviations from the operating points 
i
kx  and 
i
ku , where the linearisation is approximated. For the case of a locally weighted 
learning approach, the operating points are the centres ic  of the kernel for each linear 
model.  Based on this formulation, the system matrices Φ, Γ, C and D can now be 
represented as the Jacobian matrices of the functions ( )f   and 0( )g   approximated as 
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This approach relies on the nonlinear state and output functions to be 
differentiable over the interval of its local region in order for the linear model to be 
realisable. In the case of locally weighted models, this would be equivalent to being 
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differentiable over the region of validity defined by the kernel function. Under this 
assumption, the nonlinear state space system can then be represented using the concept 
of locally weighted learning. 
The framework can also be extended to define the local linearisation of a 
multistep model. The future inputs and outputs can be incorporated in the nonlinear 
discrete state space model defined by  
 ( , )f fk k khy x u  (5.15) 
where ( )h   is a vector valued function of the form 
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The function ( )ig   represents the nonlinear function determined by the i
th iterated 
composition of ( )g   with ( )f   for example 
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 A linearisation of the multistep system can then be evaluated using the previously 
defined first order approximation method to obtain 
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  (5.18) 
where  
T
1
f
k k k k hu u u    u  is the future vector of deviations from the 
point of linearisation. Equation (5.18) shows that the linear approximation contains the 
matrix of partial derivatives of the vector valued function ( )h  . In other words, the 
linearisation is approximated by taking the Jacobian of the vector valued function that 
describes the multistep system model. The nonlinear multistep model can now be 
approximated by the following linear parameters 
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Using this result, the Jacobian 
h
J  of the vector valued function can be defined as 
 
( , )f dk k
fh
k k
h
     
x u
J Π H
x u
. (5.19) 
Using this linearisation framework, the nonlinear multistep system can be 
approximated by using multiple linear models evaluated at local regions of the state 
and input space. In this case, the deviations from the local regions are defined by a 
weighted kernel function centred at the point of linearisation. An estimation of the 
output vector can then be made by computing the weighted average between these 
models based on the locally weighted learning technique of RFWR. Using the RFWR 
technique the nonlinear system can be expressed as the set of locally weighted linear 
models in the form 
 
1
1
ˆ ( , ) ( , )
I
f f
k i k k i k k
i
k u 

 y x x u
W
  (5.20) 
  given 
T 0( , ) [ ; ]f fi k k i k k i  x u β x u   
where i  represents the local linear model and 
( )h h
i
m β  are local regression 
parameters. It is noted that in the literature, the RFWR algorithm, uses the same input 
to the kernel function that is given to the linear model. However, in this work the 
RFWR is modified to only use the current input ku  within the kernel function defining 
the local region of the model, where the future inputs 
f
ku  are given to the linear model.  
As previously mentioned, the local linear regression parameters are the 
gradients of the nonlinear function at their respective local regions and hence provide 
an estimate of the multistep parameters  
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  ˆ ˆ ˆi d Ti i ih
   J Π H β . 
This method is based on the assumption that each region defined by the 
learning algorithm is approximately locally linear. Using the state-of-the-art approach 
LWPR would initially not be suitable as it employs dimensionality reduction 
techniques which projects the model parameters, defined over a finite horizon, into a 
lower dimensional space. The lower dimensional space is a different space compared 
to the space of the optimal controller and it is not clear what the dimensionality 
reduction would do to the optimisation. As the spaces are different, the optimal control 
law would become less straightforward to determine theoretically in this formulation. 
For this reason, RFWR which doesn’t implement dimensionality reduction is chosen 
for this initial work.  
Under the assumption that the system is locally linear, the feedback control law 
can be computed from Equation (5.12) to estimate a sequence of local control inputs 
 1
,
ˆ ˆˆ f
k i i i
 u Ψ Ω  (5.21) 
 given 
Tˆ ˆ ˆd d
i i y i u Ψ H W H W  and 
Tˆ ˆ ˆ( )d di i y i k k Ω H W Π x y  
where ˆ diH  and 
ˆ
iΠ  are the local model parameters estimated by the RFWR. The 
estimated next input 1ˆ
i
ku  from each local model is then taken out of the sequence of 
inputs and combined as a weighted average across all models producing an estimate 
of the next control input as 
 1 1
1
1
ˆ ˆ( , ) .
I
i
k i k k k
i
w u 

 u x u
W
 (5.22) 
The performance and stability of each local predictive controller can be 
dependent on the balance of uW  and yW . The smaller the uW  term, the more control 
effort is permissible to achieve a better performance whereas increasing the weight 
causes the controller to reduce the control effort attempting to produce the same 
performance. However, if the estimated parameters Πˆ  and ˆ dH  have poor condition or 
are inaccurate then the inverse 1ˆ Ψ  in Equation (5.21) is poorly conditioned producing 
incorrect input predictions. In this case, uW  is the regularisation parameter that can be 
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used to improve the condition of the inverse, therefore improving the robustness when 
using real world data to approximate the control parameters.  
It was empirically found that the kernel function or local weights iw  can be 
used to improve the conditioning of the local controllers by inversely weighting the 
cost of control effort uW  with the distance to the current local region. The weighted 
cost for each model is defined as 
 
i
u h
iw

W I  (5.23) 
where   is a constant defining an initial weighted cost for control effort. By using the 
weights produced by the Gaussian kernel results in a smoothing effect to improve the 
performance of local controllers closer to the locally linear regions. On the other hand, 
local controllers that are further away from local regions have an increase in the cost 
for control effort resulting in a more relaxed controller. This was found to improve the 
stability of the overall system as the further away the local controllers are to the local 
region the worse the linear approximation to the system is. The method of LWL-MPC 
is summarised in Algorithm 9. 
Algorithm 9: LWL-MPC Method 
1. Given the desired output trajectory 
d
y   
2. For each discrete time step 
3.   Set the current window of future desired outputs as 
 
T
1[ ]
d d d d
k k k k hy y y y  
4.  Take a measurement of the current state, input and output ( , , )k k ku yx . 
5.   For each local model where 1,2,...,i I     
6.   Compute the local weight  
  ( )i i localw k z  where  
T
;local k kuz x  
7.   Compute the local input  
  1
,
ˆ ˆˆ f
k i i i
 u Ψ Ω  
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 given 
Tˆ ˆ ˆd d i
i i y i u Ψ H W H W , 
Tˆ ˆ ˆ( )d di i y i k k Ω H W Π x y  and
i
u h
iw

W I  
8.   end   
9.   Compute the weighted average of inputs and apply to the robot 
 1 1
1
1
ˆ ˆ( , )
I
i
k i k k k
i
w u 

 u x u
W
 
10.   Add output to a buffer of past outputs and delay the current input and state 
  
T
1
p
k h k h k ky y y  y and  
T
1
p
k h k h k ku u u  u  
11.   Update the regression given the new buffer of past data 
  RFWR_update( , , )local sz z   
where ;
p
k h k h 
   z x u ,  ;local k h k hu z x and 
p
k hs y  
12. end 
The LWL-MPC system is also illustrated in the diagram Figure 5.2. Using the 
RFWR algorithm the models can be learned online by introducing a delay term to build 
up a history of inputs, states and outputs from k − h to k. For every control step that 
each local controller estimates, a new input is then averaged based on how close the 
local controller is to the current state and input of the system. 
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Figure 5.2. Illustration of our LWL-MPC control scheme. Each model is represented by a 
page that incorporates a linear forward model and a shared local controller. A history of past 
inputs, outputs and states are given to update each linear model. The current state is also 
given to each controller to estimate local inputs. The current input and state then defines the 
weighted average of each local controller to produce an estimate of the next input applied to 
the robot.  
5.5 Simulation 
The method of LWL-MPC was firstly evaluated with a simulation of a three DoF EJR 
arm. The same simulated model of the EJR from Chapter 4 was used for this work. 
The EJR was again orientated in simulation so gravity was acting along the y axis of 
the robot arm in order to verify the ability of LWL-MPC to learn control of the EJR 
while under the nonlinear effects of gravity. This was not possible on the real EJR as 
the joints were not designed to operate under the load of gravity. The setup for this 
simulation, similar to the RH-LWR’s implementation was to separate the method of 
LWL-MPC across the three joints. Each controller includes their individual input and 
output but incorporates the state for the whole robot. In this case the LWL-MPC 
method estimates three separate forward models for each joint of the form 
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where the subscripts denotes the index of each joint. Using the forward model of each 
joint the LWL-MPC then computes the control law for each joint in the form 
  
1 1
1 1 1
2 1
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3 1
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The state for the simulation is defined as 
T[ ]x θ δ q q  which is a vector 
of motor velocities, joint torques, joint positions and joint velocities respectively for 
each DoF. The inputs to the system are the motor voltages 
T
1 2 3
[ ]v v vu  for each 
joint. Lastly, the output of the system was defined as the joint positions
 
T
1 2 3[ ]q q qy . For this simulation the sampling rate was selected as 100 
Hz to match achieved rates for subsequent experiments on the real EJR. 
Other parameters selected for the simulation of the LWL-MPC system include 
the size of the prediction horizon h, the step size T defining the control rate, and the 
initialisation parameters for the RFWR algorithm. The prediction horizon was chosen 
as a balance between having a large enough look ahead window whilst still being small 
enough to decrease the computational time in computing the control law every control 
cycle. A list of the LWL-MPC parameters for the simulation is given in Table 5.1. 
TABLE 5.1. LWL-MPC SIMULATION PARAMETER LIST 
Parameter Value Description 
h 25 Horizon Window  
λ 0.9995 Forgetting factor 
γ 1×1010 Learning rate 
1
0
   1×103 Initial Gaussian distance metric 
 1 2 3     
4 4 37 10 9 10 5 10        Initial cost for control effort 
yW   hI   Cost for performance 
wthr 0.9 Weight threshold for adding models 
This table presents the parameter values used within the LWL-MPC simulation. 
The method for generating training data for this simulation was the same as 
outlined in the previous chapter in Section 4.5.3, where the PD compensation training 
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method was not changed. The model parameters of the EJR were also the same as the 
previous chapter and therefore resulted in the same training data. The training data was 
then used to produce an initial model of the robot arm using the RFWR algorithm. The 
initialised model was applied to the simulated robot arm in order to learn control for 
20 iterations of a figure of eight trajectory.  
5.5.1 Control Results 
The LWL-MPC method was found to successfully learn a forward model of the 
simulated EJR and subsequently use the local models to estimate local model 
predictive controllers. The control performance of each joint for the final iteration of 
the simulation is shown in Figure 5.3.  
 
Figure 5.3. Control performance of joint positions for LWL-MPC applied to a simulated 
elastic joint robot arm. A plot of the actual joint positions versus the desired joint positions 
for the applied LWL-MPC over one cycle of the figure of eight. (b) A plot of the motor 
voltages computed by LWL-MPC during one cycle of the simulation. 
A plot of the performance of the end effector versus the desired figure of eight 
trajectory is given Figure 5.4. The results show that LWL-MPC can incrementally 
improve the model of the system after each cycle while taking into account the 
nonlinearities caused by gravity. 
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Figure 5.4. Control performance of LWL-MPC on simulated three DoF EJR. A plot of the 
actual figure of eight trajectories produced by the simulated LWL-MPC controller for 
different iteration numbers over a total of 20 iterations. The final performance after 20 
iterations is shown in red where the desired trajectory is the dashed black line. 
5.6 LWL-MPC on Real Elastic Joint Robot 
The performance of LWL-MPC was investigated by applying the system to the real 
three DoF EJR shown in Figure 5.5. The goal of this experiment was to learn joint 
position control of the robot undergoing nonlinear effects from the real world, with no 
prior knowledge of the system model. The experiment can be separated into two main 
steps, the first step is the training phase which allows the learning algorithm to generate 
an initial model of the system. The second step is the control phase where the LWL-
MPC system is given a desired trajectory and simultaneously performs online learning 
while attempting to track a desired figure of eight trajectory. 
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Figure 5.5. Three DoF elastic joint robot arm. The motor drivers and analog electronics for 
sensor feedback are contained in the black box. The coloured markers shown are used to 
track each joint for additional validation of the performance of the robot arm. 
For both parts of the experiment the LWL-MPC system was setup similar to 
the simulation where the state was defined as 
T[ ]x θ δ q q  for each DoF. The 
inputs to the system were given as the motor voltages T1 2 3[ ]v v vu  for each joint. 
Lastly, the output of the system was defined as the joint positions T1 2 3[ ]q q qy . 
For this system a window size of 25 was experimentally selected. For this 
work, as with the simulation method, although the LWL-MPC controller was split up 
into three subsystems for each joint. For each subsystem all the states of the full system 
were still incorporated across each subsystem. This allowed the system to be computed 
independently across three separate threads, improving the computational cost of the 
system. The LWL-MPC algorithm was able to achieve a control rate of 100 Hz using 
a 3.4 GHz i7 based desktop machine, where all model updates and control predictions 
were implemented at every control step.  
The learning rates, forgetting factor and initialisation parameters for the local 
models of the RFWR were experimentally chosen to produce stable results while 
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performing online updates of the model. The parameter values for this experiment are 
summarised in Table 5.2. 
TABLE 5.2. LWL-MPC PARAMETERS FOR EXPERIMENT 1 
Parameter Value Description 
h 25 Horizon window size 
λ 0.999 Forgetting factor 
γ 2×108 Learning rate 
1
0
  70 Initial Gaussian distance metric 
   5×10-3 Initial weighted cost 
This table presents the parameter values used within the LWL-MPC algorithm for 
experiment 1. 
In order to keep the states of the system continuously smooth, the figure of 
eight trajectory is concatenated with a smooth start up trajectory that joins the robot 
arm at the initial rest position to a point along the figure of eight which has zero 
velocity. This step is taken so no initial jerk is experienced during start up. For this 
experiment the figure of eight was selected to take 7.5 seconds to execute. 
Once the offline training is complete, the LWL-MPC system is applied to the 
real robot arm. The controller is then given the desired figure of eight trajectory. For 
this experiment the controller performs both an online update of the forward model 
from a history of the inputs and outputs, and then uses the updated model with the 
MPC to produce a prediction of the next input required for the desired trajectory.  
After applying the predicted input, the update and prediction steps are 
continuously repeated at every sample time over the whole trajectory. In order to 
demonstrate the online learning capabilities of this system, 20 iterations of the figure 
of eight are executed. After the first 20 iterations are complete, a second figure of eight 
that has been rotated by 90 degrees and was not given in the training phase is given to 
the controller. This demonstrates the capabilities of the LWL-MPC method when the 
robot arm explores new areas of the learning space.  
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5.6.1 Baseline Training Results 
The training phase was executed for a total of four iterations of the figure of eight, 
taking 30 seconds to complete. The training data generated a total of 3000 sample 
points. Figure 5.6 shows a plot of the joint positions and resulting end effector position 
for the last iteration of the figure of eight for the PD controller. The performance of 
this controller was tuned to achieve the minimum joint position error without creating 
an unstable closed loop system. Figure 5.6a indicates that there is a significant phase 
delay and error between the actual and desired trajectory.  
It was found that if the gains of the PD controller were increased to improve 
this phase lag the system started to become unstable. This is a result of the elastic 
properties of each joint of the system having complex poles (defining the resonance of 
the elastic joint) which are close to the real axis. Increasing the gain to reduce the 
steady state error moves the closed loop poles over to the negative real axis. Therefore, 
in order to achieve better performance, further system analysis to identify the open 
loop complex poles for each joint would be required. After sufficient system 
identification is complete, an advanced controller would then be required to ensure the 
complex poles do not move onto the negative real axis. Generally, this is a complicated 
and time consuming task. 
 
Figure 5.6. Plot of the arm and the resulting end effector trajectory versus the desired figure 
of eight. 
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The states of the system during the training phase are shown in Figure 5.7, 
illustrating the range of the state space that was explored. In particular it can be seen 
that some nonlinear friction and dead-zones appear in the motor and joint velocity 
states around zero. 
 
Figure 5.7. Plot of system states and input during the training phase, illustrating the coverage 
of the state space with the training data. The joint positions are not plotted as they were 
presented in the previous figure. Real world problems such as striction and dead zones can 
be seen within the motor and joint velocities. 
Applying the learning algorithm offline using training data produced a total of 
10 local models for each joint for the initial learning parameters selected. During this 
offline training, the learning rates were adjusted in order to provide stable gradient 
descent updates of the local models without any over estimation of the gradient causing 
unstable updates. 
5.6.2 Control Results 
After sufficient offline training, LWL-MPC was applied to the real robot arm. The 
controller was executed for a total of 5 minutes which included 20 iterations of the 
first figure of eight and a subsequent 20 iterations of the second figure of eight. The 
performance of the controller was simultaneously recorded during the experiment, 
including overhead video footage at 20 frames per second to produce a reasonable 
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ground truth of the end effector. The LWL-MPC successfully learned to control the 
joint position of the robot arm and incrementally improved its performance every 
iteration of the trajectory. Figure 5.8 illustrates the performance of the controller 
during the last iterations of both types of figures of eight. This figure shows that the 
controller produces a significant improvement when compared to the PD controller 
shown in Figure 5.6. 
Figure 5.8b further shows that not only can LWL-MPC learn to control one 
type of trajectory, it can perform online exploration of new areas in its learning space 
when attempting to track a different trajectory. This shows the ability of LWL-MPC 
to generalise and apply the learned dynamics to new trajectories. 
 
Figure 5.8. Plot of control performance for the last iteration of the control phase for both 
types of figures of eight after 20 iterations of each trajectory. 
By using the forward kinematics of the robot arm and the measured joint 
positions, the resulting end effector trajectory is constructed in x and y coordinates. 
Figure 5.9 shows the resulting trajectory of the end effector for the last iterations of 
both types of figures of eight. The results show LWL-MPC learns to track the desired 
trajectory with a mean distance error of 50mm ± 17mm for the first figure of eight. 
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Similar results are also produced for the second figure of eight with a mean distance 
error of 50mm ± 28mm. For this result, a total of 171 models were added to 
approximate the system across both figure of eight trajectories. 
After 20 iterations there are still some points along the trajectory that prove to 
be difficult for the controller to improve. These points are found to lie on parts of the 
trajectory where the joints exhibit changes in direction, explicitly points where the 
velocity of the joints are zero. This may be related to the underlying performance of 
the RFWR to identify and learn the nonlinearities of the forward model.  
 
Figure 5.9. Performance of end effector. A plot of the final end effector trajectories for both 
initial and rotated figures of eight after 20 iterations of each trajectory. 
The learning curves of both figures of eight for the experiment is shown in 
Figure 5.10. The learning curves show the mean and standard deviation of Euclidean 
distance between the end effector position and the desired position for each iteration 
of the controlled trajectories. The learning curves show that LWL-MPC incrementally 
improves the performance of the system with every iteration. After approximately 20 
iterations the curves indicate that the performance plateaus to an approximate steady 
state for both figure of eight trajectories. 
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Figure 5.10. Mean error per iteration of figure of eight. Demonstrating the learning 
performance of the system. Error bars show one standard deviation above and below the 
mean. 
A video recording of the experiment was also used as an estimate of ground 
truth to further validate the results. A trace of the end effector from the video frames 
was generated by post-processing the image and performing colour tracking of the 
coloured dots that were placed on the robot arm. 
Figure 5.11 shows a sequence of images for specific iterations of the 
experiment. The images validate that the traces of the end effector indeed follow a 
figure of eight pattern. The figure of eight pattern in the image generated for 20 
iterations also correlates with the trajectory shown in Figure 5.9. Furthermore, the 
images show the incremental improvement of the figure of eight trajectories after a set 
number of iterations. 
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Figure 5.11. Additional Visual confirmation of end effector performance. The sequences of 
images have end effector traces overlayed and show the performance of the controller as the 
number of iterations increases. The red line indicates the initial figure of eight for each 
iteration and the blue line indicates the rotated figure of eight after each iteration. 
5.7 LWL-MPC with Time Varying Dynamics 
The online learning and adaption of LWL-MPC was investigated by applying the 
system to the real three DoF EJR as shown in Figure 5.12. The aim of this experiment 
is to validate LWL-MPC’s ability to learn nonlinear and time varying dynamics using 
only motor voltages as inputs and state feedback with no prior knowledge of the 
system. The greatest challenge in this experiment is to learn joint position control of 
the arm while the system experiences a significant change in dynamics, by placing an 
object on the tool point of the robot arm shown in Figure 5.12.  
The object selected for this experiment was a water bottle filled with weights 
which summed up to a total weight of 1kg. Modelling this object as a point mass at the 
end effector of the robot arm approximates to a moment of inertia of 2.48 kg.m2 about 
the third joint axis. This added inertia is approximately 15% of the total inertia of the 
joint. 
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Figure 5.12. Three DoF elastic joint robot arm with object added at tool point. The robot has 
been fitted with a mechanism to hold a bottle at its end effector. A water bottle is shown 
which is used to change the dynamics of the robot during the experiment. 
The window size for this system was empirically selected as 30, producing 
stable control and good performance for a small horizon window. The LWL-MPC 
system was implemented in the same form as the previous experiment, where the robot 
is separated into three subsystems for each joint and is given the full states for the 
whole robot. The control rate was also 100 Hz for this experiment.  
The learning rates and initial parameters for the LWL-MPC algorithm were 
experimentally chosen producing stable learning while performing online updates. The 
forgetting factor λ for this task, was empirically chosen such that good performance 
was achieved while adapting to a sudden change in dynamics. The parameters chosen 
for the experiment are shown in Table 5.3. 
164 Locally Weighted Learning Model Predictive Control  
TABLE 5.3. LWL-MPC PARAMETERS FOR EXPERIMENT 2 
Parameter Value Description 
h 30 Horizon window size 
λ 0.9995 Forgetting factor 
γ 5×107 Learning rate 
1
0
  30 Initial Gaussian distance metric 
   1×10-3 Initial weighted cost 
This table presents the parameter values used within the LWL-MPC algorithm for 
experiment 2. 
The same PD controller from the previous experiment was used to produce the 
initial training data on the real robot arm. For this experiment, the figure of eight was 
executed with a four second cycle time (compared to the 7.5 seconds for the previous 
experiment) in order to produce significant differences in nonlinear dynamics with and 
without the object. Approximately halfway through the training phase an object is 
placed on the end effector to evaluate the model free controller’s ability to handle 
changes to the system’s dynamics. For this experiment, to test LWL-MPCs ability to 
adapt to model changes, the training data used did not include sample points with the 
object. 
After sufficient offline training, the initialized LWL-MPC system is applied to 
the real robot arm. After 20 iterations of learning to control the initial system, the object 
from the training phase is then placed on the tool point. 20 iterations of the figure of 
eight are then performed while adapting to the change in dynamics. Once this is 
achieved the object is removed, and a final set of 20 iterations is performed in order to 
readapt to the initial system. 
5.7.1 Baseline Training Results 
The training phase was executed for a total of 20 iterations of the figure of eight, with 
and without the object, taking 80 seconds to complete. The training data generated a 
total of 2000 sample points; however, only the first half without the object were used 
for training. The offline training produced a total 14 local models for the initial system. 
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Figure 5.13Error! Reference source not found.a shows a plot of the resulting 
end effector position for the PD controller with and without an object. The results show 
that even for a model free controller the change in dynamics causes a change in control 
performance. Figure 5.13Error! Reference source not found.b further highlights the 
difference between the joint positions for PD controller with and without the object. 
It was found that stable gains of the PD controller produced a large delay and 
increasing the gain resulted in the system becoming unstable. This is related to the 
elastic properties of each joint having complex poles (defining the resonance of the 
joint) which are close to the real axis. Increasing the gain or introducing integration to 
reduce the steady state error pushes the closed loop poles over to the real axis. 
Therefore, in order to achieve better performance, further system analysis to identify 
the open loop complex poles for each joint would be required. After sufficient system 
identification is completed, an advanced controller would then be required to cancel 
each complex pole. This generally is a complicated and time consuming task (Wyeth, 
2008). 
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(a) PD controller end effector positions 
 
(b) PD controller joint positions 
 
Figure 5.13. PD controller with and without object.  (a) Actual end effector positions for the 
baseline PD controller versus the desired figure of eight. (b) Joint positions versus desired 
for the PD controller. 
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5.7.2 Control Results 
The controller was executed for a total of 4 minutes which included 60 iterations of 
the figure of eight. The performance of the LWL-MPC controller was recorded during 
the experiment, including overhead video footage at 25 frames per second to produce 
a reasonable ground truth of the end effector. A total of 154 local models were 
produced by the end of the experiment to model the robot arm while adapting to 
changes in dynamics. 
LWL-MPC successfully learned to control and adapt to the change in dynamics 
when the object was placed on the tool point and subsequently removed. Figure 5.14 
illustrates the performance of the controller during the last iterations after adapting to 
the dynamics with and without an object. This figure shows that the controller 
produces a significant improvement when compared to the PD controller shown in 
Error! Reference source not found.. Furthermore, it validates that the system can 
dapt and produce a similar control performance when a change in the systems 
dynamics occurs. 
Figure 5.15 shows the learning curves across the 60 iterations. It can be seen 
that when the system undergoes an abrupt change in dynamics, the performance 
initially decreases. However, the model learning algorithm is able to adapt to the 
change, slowly improving the controller performance as the previous system is 
forgotten. Furthermore, the learning curves show that once a new model is adapted it 
has the ability to readapt to the original system and produce similar control 
performance. 
A video recording of the experiment was also used as an estimate of ground 
truth to further validate the results. A trace of the end effector from the video frames 
was generated by post-processing the image and performing colour tracking of 
coloured dots placed on the robot arm. Figure 5.16 shows the resulting tool point figure 
of eight traces of the experiment, comparing the initial performance up to the last 
iteration with and without an object.  
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Figure 5.14. LWL-MPC Control performance. End effector trajectory of arm using LWL-
MPC. Actual versus desired joint positions for the last iteration of control phase with and 
without object 
 
Figure 5.15. LWL-MPC learning curve. Plot of the mean squared error between the desired 
and actual end effector positions per iteration.  
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Figure 5.16. Sequence of images with end effector traces overlayed. The top row with the red 
line corresponds to learning without the object, and the bottom row with blue line 
corresponds to learning with the object. 
5.8 Summary 
A new approach for learning control of temporally dependent systems was outlined in 
this chapter. The new method involved learning locally linear forward models using 
receptive field weighted regression and estimating a linear control law using the theory 
of model predictive control. The caveat with this new method is the addition of two 
extra cost function parameters to be defined in order to determine a suitable control 
law for the robot. This novel method was defined as Locally Weighted Learning Model 
Predictive Control. 
The new LWL-MPC approach was firstly validated on a simulation of a three 
DoF EJR arm and shown to effectively learn to control a figure of eight trajectory. In 
particular, this simulation showed that LWL-MPC was able to learn to control the 
trajectory even under the nonlinear effects of gravity, which was not able to be tested 
on the real robot arm.  
Two experiments were conducted to evaluate LWL-MPC on a real three DoF 
EJR arm. The aim of the first experiment was to validate the novel method on a real 
robot while also testing its ability generalise to other areas of its state space. The 
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objective of the second experiment was to test the ability of LWL-MPC to adapt online 
to sudden model changes.  
The results of the first experiment showed that LWL-MPC produced a marked 
improvement in control performance compared to the baseline result. The results also 
showed that the learning method was able to generalise to new areas of the robots state 
space while continuously controlling the system in an online fashion. Small areas of 
error were observed causing distortions in the final tool point trajectory. It was 
observed that these areas correspond to zero velocity points along the trajectory. In 
this case, the highly nonlinear stiction and dead-zones of the real system could be the 
cause of the larger errors in this area. Further investigation is required to look at ways 
the learning system can be improved to better account for these areas. One possible 
way is to investigate some of the trade-offs between learning rates and penalty terms 
of the RFWR which limit the minimum size of the local regions.  
The results of the second experiment showed that even if there is a small 
change in the model of the robot, the learning system is able to maintain control while 
adapting to the changes. The results showed that the learning system was able to 
produce comparable control performance after adapting to changes in its model. 
The LWL-MPC system is widely applicable in robotic applications. In this 
experiment, the system rapidly learned the raw motor voltages required to control a 
compliant multi-DoF arm. It achieved this result despite the low cost design of the 
elastic joint arm, which involves real world problems such as high stiction and 
deadzones from geared DC motors, non-ideal springs that experience fatigue and 
nonlinear friction from bearings. The only caveat to its deployment in other robotic 
applications is the initial selection of hyper-parameters in the learning algorithm, and 
MPC parameters, such as cost function weights and horizon window size. 
The underlying performance of LWL-MPC was found to depend on the density 
of models in the RFWR algorithm, and control effort determined by the MPC cost 
function. The only caveat to LWL-MPC deployment in other robotic applications is 
the initial selection of hyper-parameters in the learning algorithm and MPC 
parameters, such as cost function weights and horizon window size. 
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Chapter 6 
Discussion and Conclusion 
The aim of this thesis was to develop a novel approach to robot control that learns to 
account for a robot’s dynamic complexities while executing various control tasks. This 
thesis addressed the problems with current learning robot control techniques for non-
rigid robots, focusing on the problem of temporal dependence. 
This thesis presented two novel approaches to improving current learning robot 
control techniques for application on non-rigid robots. The first method RH-LWR 
approached the problem by learning a control law directly for the robot. The second 
method, LWL-MPC, took an indirect approach, by learning locally weighted forward 
models and computing a locally weighted optimal control law.  
As RH-LWR estimates a control law directly from data, its biggest advantage 
is that its computational complexity is less than the indirect LWL-MPC approach. 
However, the RH-LWR approach comes at the price of being less reliable when 
attempting to estimate a control law. LWL-MPC’s main advantage is that as it takes 
the indirect approach to learning a control law, by using a local optimization step, the 
method is able to be more reliable when using data from a real robot. The disadvantage 
with LWL-MPC on the other hand, is this optimization procedure incurs an added 
computational complexity.  
6.1 Summary of Thesis 
The control problem for robot manipulators is the problem of determining the sequence 
of joint inputs required to cause the end effector to execute a commanded motion 
(Spong, Hutchinson, & Vidyasagar, 2006). A review of the literature involved in 
solving the robot control problem via the use of learning was presented in Chapter 2.  
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The field of learning robot control employs machine learning techniques to 
learn models of robots and subsequently use them to control a robot. It was shown that 
a range of supervised learning techniques have been used to model the dynamics of a 
robot. It was further shown that the state-of-the-art method for applying learned 
models to robots involved implementing it within a feedforward computed torque 
control scheme. The assumption with this approach is that the applied robot complies 
with the definition of a standard rigid robot. In particular, it was found that there was 
a problem when it comes to applying learning robot control techniques to non-rigid 
robots, for example EJRs. 
The fact that animals and humans learn to control their own flexible and 
complicated bodies under a range of extreme circumstances was the main motivation 
for investigating the biology of sensorimotor control. A review of literature within this 
field was conducted and shown to predominantly involve theoretical models of the 
cerebellum. It was found that despite the large range of theoretical and functional 
models of the cerebellum, they have only been applied to a limited set of real robots. 
Most biological methods suffer from computational inefficiencies limiting their use 
for online applications and to high dimensional robots. However, despite their 
inefficiencies, the concept of local internal models is widespread amongst most 
methods. This idea is very similar to the concept of Locally Weighted Learning and 
parallels between these two concepts have been identified.  
Given the limited application of learning methods to non-rigid robots a case 
study was presented in Chapter 3. The objective of this study was to demonstrate why 
learning inverse dynamics within a computed torque control scheme failed when 
applied to non-rigid bodies. The test case presented was a two mass spring damper 
system, where the objective was to learn to compute the input force on one mass to 
control the position of a second mass. 
It was shown for the two mass system that a direct control law from the current 
input (force) on the first mass to the output (position) of the second mass could not be 
defined. The proposed solution was to define a control law from the current input to 
the output three time steps later. In the case of an unknown system, the required 
number of time steps would be also unknown in order to determine the control law 
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between input and output. Using a window of outputs was proposed as a solution to 
learning the control law for an unknown system.  
 A comparison between using a predefined control law from known system 
parameters and learning a control law based on a window of outputs was then 
presented. Using a window of outputs has two advantages: it improves the uniqueness 
of the solution as more independent variables are added to the regression problem; and 
it increases the probability that a nonzero relationship is defined from the input of the 
system to the output when directly learning a control law.   
Results showed that by estimating control parameters using a window of 
outputs within a regression, the two mass system was able to be controlled. It was also 
found that a minimum sized window was required to ensure the control law was 
appropriately defined.  
The idea of using a window of outputs within the learning control algorithm 
was then applied to the method of RFWR and the framework of the RH-LWR method 
was presented in Chapter 3. The RH-LWR was then tested in simulation and on a real 
one DoF SEA. The simulation was based on a model of the real SEA using real system 
response information. It was shown that by including a horizon window within the 
RFWR method the learning algorithm was able to directly approximate a successful 
control law to track a desired position trajectory of a simulated and real SEA. It was 
also shown that the system failed if no horizon window was used. 
The method of RH-LWR was then applied to a simulated multi-DoF robot arm. 
The robot platform chosen for experimental work was a low cost three DoF EJR, 
originally designed as a robotic violinist. Two simulations were presented applying the 
RH-LWR method to a rigid and non-rigid version of the EJR. Firstly, the rigid robot 
arm simulation was used to test whether the RH-LWR could learn to control 
temporally dependent tasks using joint torques, state and a window of outputs. The 
results showed that the RH-LWR method was able to reconstruct the ideal joint torques 
necessary to achieve the desired output trajectories.  
The second simulation tested the RH-LWR method on a simplified EJR model. 
It was found that the RH-LWR algorithm was able to directly learn to control the EJR 
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even under significant nonlinear effects from gravity. RH-LWR was shown to 
incrementally improve the control law to track a desired figure of eight trajectory of 
the end effector. 
It was found that when applying the RH-LWR method to the real EJR the 
system was unable to directly learn a control law to track the figure of eight. Despite 
numerous attempts the reason for this failure still remains unclear. It was hypothesised 
that by directly learning a control law using a horizon window did not fully constrain 
the nonlinear inverse problem when applied to the real EJR. Further work is needed to 
investigate ways to address this. 
The proposed approach to address the problems faced with RH-LWR was to 
take an indirect approach to learning the control law. The framework of LWL-MPC 
was proposed which used the ideas from RH-LWR by learning a forward model with 
a horizon window and combining it with model predictive control theory to estimate a 
control law for temporally dependent systems.  
The LWL-MPC is novel as it computes local model predictive control laws 
using local linear approximations of a forward model and combines them using a 
weighted average determined by each local kernel. By separating the nonlinear 
problem into local regions by the use of RFWR, a reduction in computational 
complexity was achieved allowing the system to be implemented online and to 
incrementally learn to control a real EJR.  
The LWL-MPC was then validated in simulation on a three DoF EJR under the 
nonlinear effects of gravity and shown to learn to control each joint to track a figure 
of eight trajectory. LWL-MPC was then applied to the real EJR and was shown to 
successfully learn a forward model of the robot and simultaneously estimate a control 
law to track a figure of eight. The experiment on the real robot also validated the ability 
of LWL-MPC to generalise to new learning spaces by giving the system a rotated 
figure of eight requiring motion in an unvisited part of the systems state space. 
A final experiment was presented to test the ability of LWL-MPC to learn 
sudden model changes on a real EJR. The model of the EJR was changed suddenly by 
placing a heavy water bottle on the robots tool point. The LWL-MPC was able to adapt 
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and readapt online to the change in the EJR’s dynamics and incrementally improve the 
control law to track a desired figure of eight.  
6.2 Contributions 
This thesis has made contributions to the field of learning robot control via two novel 
learning methods, Receding Horizon Locally Weighted Regression and Locally 
Weighted Learning Model Predictive Control. The contributions presented in this 
thesis include: 
 The thorough theoretical analysis of the problem of temporal dependence 
including the evaluation of a case study using a simple example two mass 
system; 
 A theoretical framework for the novel Receding Horizon Locally Weighted 
Regression method for directly learning a control law of a robot;  
 Experimental validation of the novel RH-LWR method on a real one degree 
of freedom series elastic actuator, and within a simulated environment for a 
three degree of freedom elastic joint robot arm; 
 A novel LWL-MPC approach to learning robot control, including an outline 
of the framework involved in learning forward models using RFWR and 
combining them with local control laws; 
 Experimental validation of the LWL-MPC method in simulation and on a real 
three degree of freedom EJR.  
 Evaluation of the novel online learning control algorithm for the task of 
generalising to new learning spaces and the ability to adapt/readapt to a 
sudden change in dynamics. 
6.3 Future Work 
The work presented in this thesis is a preliminary attempt at developing a generalised 
approach to learning robot control for a wide range of robotic platforms. However, 
there are still areas of work needed to be conducted in order to produce a complete 
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learning control strategy for a range of robot systems. This section discusses some of 
the areas that require future work. 
6.3.1 Addressing Difficulties with RH-LWR 
The RH-LWR method was able to learn to control a real SEA and a multi-DoF EJR in 
simulation. Future work would continue the theoretical analysis of the direct learning 
method, focusing on how the method suffers from difficulties with inverse problems 
and what can be done to improve the probability of obtaining effective control 
parameters on real robots. Understanding what causes inverse problems would be a 
main area of concern, and how this can be addressed when directly learning control on 
a real robotic systems.   
6.3.2 Improving Parameter Selection 
For all the successful results shown in this thesis, there were also a fair share of 
failures.  This is attributed to the selection of key parameters within the learning control 
algorithm. It was found that poor selection of even one key parameter could cause the 
initialisation phase to develop poor approximations of the initial control law, especially 
when most training data is sparse and in some cases far from the sample space of the 
desired control law.  
If the initialisation phase produces a poor estimate of the control law, the online 
control phase has an even smaller chance of success. Future work could be conducted 
to move towards a more robust initialisation procedure which relied less on the correct 
selection of initial parameters to ensure successful learning. 
Some of the key parameters include the horizon window size, learning rate, 
forgetting factor, initial Gaussian size and the cost function weights. It was found that 
the horizon window size, Gaussian size and cost function weights were among the 
most sensitive parameters to tune.  
The horizon window required a minimum threshold before the system was able 
to stabilise and this result was shown in Chapter 3. On the other hand it’s inefficient 
to choose an arbitrarily large horizon window as this increased the computational 
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complexity. Future work could look into the optimal selection of a horizon window, 
perhaps looking into whether this parameter could be automatically selected. 
Chapter 3 presented the theoretical analysis for an example two mass system. 
It was found that the theoretically minimum window size is not equal to the actual 
window size needed to create a stable controller in simulation. The coefficient of 
determination of the regression or the R2 term increased as the window size increased, 
which in turn related to the stability of the learned controller. Future work could look 
into the possibility of using statistical information from the data to determine the 
minimum or optimal horizon window. Future work could also look into using the 
statistical properties of the regression to determine a formal proof of the minimum 
horizon window necessary for stability. 
The control frequency for this work was kept fixed at 100 Hz for all 
experiments and was largely due to the computational complexity of the algorithm 
when implemented in real time. It was found that the sampling rate influences the 
horizon window as this is parameter is related to a time window of the continuous time 
system. For example, a window size of 10 for a control frequency of 100 Hz would be 
equivalent to a window size of 20 for a 200 Hz frequency. Future work would be 
required to look into the direct effects of using different control frequencies and how 
to scale the window size and the computation costs involved with working at different 
frequencies. 
The initial Gaussian size affects the starting number of linear models that are 
placed in the input space. The initial model size affects the final shape and location of 
the Gaussians and therefore effects the optimal solution.  
Another set of sensitive parameters are the cost function weights that balance 
the cost between control effort and performance. While there was a large uncertainty 
in the model, a higher weight for performance in the cost function created a higher 
chance of the system being unstable. On the other hand, if the controller had a higher 
weight for control effort then the system was more stable but the final performance of 
the system once the learning system had converged was worse.   
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Future work could look at possible ways to adjust these cost function 
parameters with respect to the uncertainty of the models. For example, if there is high 
uncertainty of a linear model then the system could adjust the weights to be safer with 
less performance until more data could be used to lower the uncertainty of that 
particular model. 
6.3.3 Towards Robust and Stable Online Learning 
One of the key premises with the field of learning robot control method are they rely 
on trial and error in order to improve. In this case most learning robot control methods 
have no stringent criteria to test whether the system will catastrophically fail or become 
unstable when applied to a real system.  
As this work was predominantly tested on an EJR, the flexible joints have the 
potential to resonate, causing instabilities and failure. Care was taken during 
experimentation to ensure initialisation and continuous operation did not cause failure 
of the physical robot but no strict safety criteria or checks were applied within the 
learning algorithm itself. Future work could be conducted to analyse ways robustness 
and stability criteria can be incorporated into the learning algorithms to ensure safe 
operation while operating for long periods of time. 
This thesis did not directly address the issue of input and output constraints 
such as actuator torques and joint limits. Future work could look at incorporating these 
constraints into the optimization problem within the MPC. This would require a 
different optimization procedure to the closed form solution presented in this thesis.  
The figure of eight trajectory that was tested on the elastic joint arm 
incorporated a level of dynamic complexity by operating over a large range of joint 
velocities. Future work could also be aimed at testing the learning system for different 
desired trajectories in order to test the robustness of the learning system to other 
dynamic situations. For example, future work could investigate how the system 
performs at the maximum joint velocity and how would the system handle these 
limitations.   
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6.3.4 Addressing Higher Dimensions 
One problem that was not addressed in this work was the application of RH-LWR and 
LWL-MPC to robots with higher DoF. The current state-of-the-art LWPR tackles the 
problem of learning in high dimensions by performing dimensionality reduction 
techniques.  
The work proposed in this thesis could be modified in future work to utilise a 
similar dimensionality reduction process in order to improve the computational 
efficiency when applied to higher DoF robots. However, as both methods, RH-LWR 
and LWL-MPC, rely on the premise of a horizon window, consideration will be needed 
in order to not remove crucial information from the model needed to produce an 
effective control law. In other words, the dimensionality reduction technique in LWPR 
considers the performance of the model estimation and not the resulting control 
performance. Future work could be done to develop a dimensionality reduction 
technique which takes into account the model accuracy and subsequent control 
performance.  
6.3.5 Testing on Other Platforms 
The two novel methods presented in this thesis were developed to be applicable to 
other robotic platforms besides robotic manipulators. However, the methods were not 
validated on other real robot platforms. Future work would aim to validate the direct 
and indirect learning methods on other platforms such as unmanned aerial vehicles 
(UAV), autonomous underwater vehicles (AUV) and possibly bio-inspired flexible 
manipulators. All of these platforms experience significant nonlinear effects that could 
be accounted for by the proposed learning methods in this thesis.  
6.3.6 Model Changes using Context Information 
It was shown that LWL-MPC could adapt online to changes in dynamics when an 
object was placed on the end effector of the EJR. However, when the object was 
removed from the EJR, the LWL-MPC had to re-adapt to a previously learned model. 
This property of the algorithm could be improved in future work to not forget previous 
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models by using additional context information about the task to separate the learned 
models. This approach would either require the ability to automatically estimate 
different contexts by sudden changes in the model, for example when an object is 
placed on the robot.  
6.4 Conclusion 
The robotics industry is making a shift to new environments where human interaction 
is inevitable and essential, where cost and safety is an important factor when designing 
modern robots. Elastic joint or compliant robots are hence becoming increasingly 
popular but introduce added real world complexities which are difficult to model and 
control. If the robot is designed to be low cost, other challenges such as stiction and 
deadzones from actuators, and nonlinear forces from non-ideal components become 
detrimental. Most of these difficulties can be accounted for by employing learning 
robot control techniques. This thesis has shown that giving a robot the ability to learn 
its own controller is advantageous by allowing the robot to account for its own 
nonlinear dynamics, including model changes from its environment. 
The methods in this thesis have shown in one way or another that a learning 
robot control system can (i) account for variations between the intended parameters of 
the robot design and the actual parameters of the manufactured robot; (ii) adapt control 
laws to maximise performance, and (iii) modify the controller over time to account for 
non-stationary properties such as sudden model changes from interactions with its 
environment or variation from wear and fatigue. In conclusion, this dissertation has 
made a key step towards developing methods that enable a robot to learn to control its 
joint trajectories from observation of its own response while performing its usual 
operations.  
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