General image retrieval systems exploit text and link structure to "understand" the content of the web images and lack the discriminative power to deliver visually diverse search results. The result list often contains hundreds of pages, most of which may not be visited, costing a lot of time and energy of users. Unfortunately, many high quality images, containing more visual and semantic information, may appear at these back pages. To tackle this problem, we introduce a re-ranking method called Dual-Rank to improve web image retrieval by clustering and reordering the images retrieved from an image search engine. We first utilize multipartite graph model to represent images and features, then formulate clustering as a constrained multi-objective optimization problem, which can be efficiently solved by semi-definite programming (SDP). The framework of Dual-Rank is composed of Inter-cluster Rank and Intra-cluster Rank, and could rank clusters and images respectively. Our method is evaluated against a standard search engine and significant improvements are reported in terms of M AP , D@n and user experience.
INTRODUCTION
Generally, there are two important ways for web image retrieval: text-based retrieval and image-based retrieval. Most Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. of web image search engines focus on the text-based index, e.g., Google Image Search 1 , which are high-dimensional, difficult and ambiguous for image understanding, and the query may have several aspects to it that are not sufficiently covered by the ranking [6, 21] . Content-based image retrieval (CBIR) is quite popular and successful in the last two decades, the breathtaking publication rates since 1997 [7] . Unfortunately, it suffers from a so-called "semantic gap" problem between visual low-level features and semantic high-level ones. Consequently, retrieval models operating in the textual metadata domain are therefore deployed here [21] .
In these search engines, image search results are usually displayed in a long ranked list. This ranking reflects the similarity of the image metadata to the textual query, while web images are different from web pages. Although the textual ranking model and algorithm could be employed to tackle the image ranking problem, there may exist some problems with this ranking. (1) The "fate" of the web images cannot be decided only by the pages information they embed in, such as the surrounding text, link analysis, e.t.. It is also commonly acknowledged that an image has to be "seen" to fully understand its meaning, significance, beauty, or context, simply because it conveys information that words cannot capture. Therefore, the quality factors and some visual information must be employed to describe the web images. ( 2) The ranking list may be too long to find the satisfying images. To name a few, for query "apple", Google Image Search returns 900 web images of about 127,000,000 ones in 
pages
2 . Usually, users just focus on few pages. However, many high quality images, containing more visual and semantic information, may appear at the pages behind, that is to say, users will have little chance to find the results that they may satisfied, and these perfect results will, unfortunately, be buried forever.(3) It may be lacking visual diversity. For instance, Fig.1 is the first 18 results for the query "sun" on Google Image Search. It is evident that the images in Fig.1 are almost visual similar. If users want to find more information as shown in Fig.2 by query "sun", they will continue browse the next results pages until they got it or until they become tired. Therefore, more relevant but visual diverse results need be ranked at the first few pages. The cost of time and energy must be reduced.
Outline and Contributions
In order to address the aforementioned problems, in this paper we introduce a new re-ranking method called DualRank to improve web image retrieval by clustering and reordering the images retrieved from an image search engine. The framework of Dual-Rank is composed of Inter-cluster Rank and Intra-cluster Rank. Illumined by the idea of spectral clustering based on spectral graph partitioning [2] and 'co-clustering theory in [11] , we first utilize multipartite graph model to represent the relations among web images, visual features, textual features and image quality, then formulated the clustering as a constrained multi-objective optimization problem, and can be efficiently solved by semi-definite programming (SDP).
After clustering, there exist two problems with the ranking: (1) how to rank the image clusters and (2) how to rank the images in a cluster. To tackle these problems, we introduce Inter-cluster-Rank to compute the ranking values of every cluster, introduce Intra-cluster-Rank to calculate the ranking values of every images in a cluster. Inter-cluster Rank algorithm integrated Squared Error (SE) and Original Rank Fusion (ORF) to assign each cluster a rank value. What we want to emphasize in this paper is that each image in a cluster will affect the rank value of this cluster. Intra-cluster Rank algorithm integrates normal original rank value, distance from centroid, and simple image quality to rank the images in a cluster. A representative image is selected from each cluster, which together form a diverse result set. Our method is evaluated against a standard search engine and significant improvements are reported in terms of MAP, D@n and user experience.
The rest of this paper is organized as follows. It starts with a brief review of related works in Section 2 while the novel model for image re-ranking is proposed in Section 3. The experimental results and discussions are provided in Section 4. Concluding remarks and future work directions
RELATED WORK
Recently, some approaches are proposed for re-organizing text based search results by incorporating visual information [4, 6, 8, 14, 16, 17] . [4] takes a subset of images and segments all images into blobs. When clustered, densities of blob clusters become directly proportional to the relevancy of images in that cluster to the query. Remaining images are inserted to appropriate clusters and images are re-ranked. In [16] a method that uses user intervention to re-rank the results is proposed. In [14] , the authors adapt the PageRank algorithm to image retrieval in order to find "authority nodes" in a visual similarity graph. [21] proposes techniques for diversifying image search results based on visual clustering. [8] discusses the joint optimization of search precision and diversity, with a focus on diversity. They implement a dynamic programming algorithm applied on top of a greedy selection and test their approach on a heterogeneous test database. [6] proposes to use both textual and visual contents of retrieved images to re-rank web retrieved results. [17] introduces a lightweight re-ranking method that compares each result to an external, contrastive class. Through a diversification function to ensure that different aspects of a query are presented to the user.
Spectral clustering [2, 19] refers to a class of techniques which rely on the eigen-structure of a similarity matrix to partition points into disjoint clusters. However, the efficiency of this method in image clustering is low in many cases [11] . To depress these problems, Qiu [18] used the undirected bipartite graph in to represent the relationship between images and their low-level features. Gao [11] proposed tripartite graph model to represent the relations among low-level features, images and surrounding texts. Illumined by these ideas, we first utilized multipartite graph model to represent more web image information.
THE DUAL-RANKING MODEL

Image Features
For our experiment we have extracted several visual features, textual features and some simple quality features from each image to describe the web images. Below follows a short description.
(1) Textual Features Query : Users used to find images in a text-based image search engine.
Surrounding Text: Text surrounding the images in the web pages.
Alternate Text: The text entry of the "alt" field in the img formatting instruction.
(2) Visual Features Region Color histogram: We segment the image into five blocks and define a discretization of the RGB color space into 8 color bins for each block. Each bin contains the number of pixels in the image that belong to that color range. Two color histograms are matched using the Bhatta Charrya Distance [5] .
Edge Orientation histogram: Edge detection is performed to images and calculated the gradient orientation of the pixels on edges. In the histogram, 360 degree is grouped in 72 groups, each of which is 5 degree. For matching two feature vectors the standard L1−norm is used.
Tamura Texture: Tamura et al. [20] identified properties of the images that play an important role to describe textures based on human visual perception.
Grey Level Co-occurrence Matrix : GLCM (also called the Grey Tone Spatial Dependency Matrix) is a tabulation of how often different combinations of pixel brightness values (grey levels) occur in an image [13] .
(2) Quality Features Segment Count: We segment each image and count the number of segments covered by the convex hull. Any standard segmentation algorithm may be used; we used the method in [10] .
Image Resolution: Higher resolution means more image detail [1] . The resolution of digital images can be described in many different ways, in our work, we used pixel count to describe it.
Original Rank : Since the images to be re-ranked are collected from the current popular image search engines. Then it is evident that there is an original rank value for each image, e.g. GoogleRank, BingRank 3 , e.t.. Original rank is important because it involves link analysis, page rank, relevant and many other evidences of web images. If an image is at the first position, then the original rank value is assigned to 1.
Clustering
In this section, a multipartite graph model is first proposed to represent the relations among web images, visual features, textual information and image quality.
Multipartite Graph Based Image Clustering
Roughly speaking, when users search images by an image search engine, they usually focus on the images which are "good-looking"− the images may be high quality or fresh, and contain rich information. Therefore, under the premise of ensuring the efficiency of the clustering algorithm, we should consider more web image descriptors to present them. In this paper, we extend the tripartite graph model [11, 18] and propose multipartite graph model as shown in Fig.3 to model the relations between web images and their descriptors such as visual features, textual information and image quality.
In this figure, circles, squares, diamonds and triangles represent images I = {I1, I2, . . . , In}, low-level visual features F = {f1, f2, . . . , fm}, terms in text(surrounding text, query) 3 http://www.bing.com/images W = {w1, w2, . . . , wt} and image quality S = {s1, s2, . . . , s l } respectively. The weight of an edge between image j and low-level visual feature i equals the value of low-level visual feature i in image j, the weight of an edge between image j and term k equals the frequency of term k in the text information of image j, and weight of an edge between image j and quality l equals the value of quality l of image j. If we use A, B and C to denote the inter-relationship matrices between images and low-level visual features, between images and terms, and between images and quality respectively, it is easy to derive the adjacency matrix for Fig.3 :
It is evident that if we move the vertices of low-level visual features in Fig.3 to the up side, the original multipartite graph will turn to be a bipartite graph. Then we can transform the original problem to the fusion of the pair-wise coclustering problems over these there bipartite graphs. However, if we conduct bipartite spectral graph partitioning [9, 12, 18] on these three bipartite graphs independently, it will have a great probability that the partitioning schemes for images are different in the three solutions. Actually, we are looking for the globally optimal partitions for these there bipartite graphs. As the methods in [11] do, we will focus on bi-partitioning as well. For this purpose, we let h, f , w, s act as the indicating column vectors of n, m, t, l dimensions for images, low-level visual features, terms and quality respectively. We denote 
In order to compute the solution of the optimization problem (2), we linearly combining the three objective functions as shown in Eq. (3):
where α, β and γ are weighting parameters to balance which local graph we trust more. Then we can solve this multiobjective programming problems using the approach mentioned in [11] .
Then the algorithm Clustering-MGM (Clustering based After images clustering, we could rank these clusters and the images in them.
Inter-cluster Ranking
Given a query q, we could get several image clusters relevant to it. To tackle the problem ranking these clusters, we propose a simple and effective algorithm called Inter-cluster Rank. Inter-cluster Rank can be carried out when do the clustering work. What we want to emphasize is that each image in a cluster will affect the rank value of this cluster.
We utilized SE (Squared Error) to represent the cluster cohesion of a cluster. For each point, the error is the distance to the nearest cluster. Then the cohesion of cluster Ci can be calculated as:
where x is a data point (an image) in cluster Ci and mi is the representative point for cluster Ci. Roughly speaking, what we want is the cluster C k that satisfy the constraint as below:
Moreover, besides use SE to measure clusters, we utilize the quality of each image in cluster Ci to measure the rank value of Ci. The most important element in quality eigenvector S is the original rank of each image. Then we define the Original Rank Fusion (ORF ) of cluster Ci as bellow:
where x is a data point (an image) in cluster Ci, Ro(x) is the original rank value of image x, rel(x) is the rating of image x. rel(x) is set to 1 if image x is relevant to the query and is set to 0 if the image is irrelevant. According to Eq.(6), the gain of a retrieved image is discounted by a ranked position based factor log(Ro(x)). This is based on the observation that the greater the ranked position of a relevant image, the less valuable it is for the user. We define the Inter-cluster Rank (InterR) value for a cluster Ci by integrating SE(Ci) and ORF (Ci) as shown below:
where η is weighting parameter to balance which value is more import. It is evident that 0 ≤ InterR(Ci) ≤ 1. 
Intra-cluster Ranking
To organize the display of the image search results, a cluster representative is shown to the user. Depending on the interest of the user in one of the representatives, he can explore the other images in that cluster. This approach guarantees that the user will be presented a visually diverse set of images. A representative image must be selected from each cluster, which together form a diverse result set. We focus on three constrains: (1) minimum distance (M inD), (2) low original rank value and (3) high quality (segments count and image resolution).
We can find image x k which is the nearest point from center of cluster Ci by formula below:
where x is a data point (an image) in cluster Ci and mi is the representative point for cluster Ci. Assume that the Intracluster Rank value of image xj in cluster Ci is IntraR(i, j), the original rank value is Ro(j), the quality is S(xj), then IntraR(i, j) can be computed as the formula below:
{S(x)} 0 <η0, η1, η2 < 1 and η0 + η1 + η2 = 1 (9) It is not difficult to see that 0 ≤ IntraR(i, j) ≤ 1. If IntraR(i, j) < IntraR(i, k), then xj ≺ x k , i.e. x k is better than xj. We summarized the Intra-cluster Rank algorithm as below: When all the images in cluster Ci have been assigned a Intra-cluster Rank value, a representative image can be selected from each cluster, which together form a diverse result set.
EXPERIMENTAL SETUP AND RESULTS
In this section, we present the experiments to evaluate the effectiveness of the proposed re-ranking model. For this purpose, we compare the proposed model to the original ranking model in terms of average precision, diversity, search time and energy respectively.
Data Preparation
We tested our re-ranking model on 33 text queries to a large-scale web image search engine, Google Image Search, which has indexed billions of web images, and testing on the search engine of this scale will be more realistic. 33 queries are chosen, as listed in Table 1 , some of which are among image categories in Corel Image Database. Each text query is typed into Google Image Search, and about top 100 entries are saved for evaluation. The default browsing setting for Google Image Search is to return 20 entries per page, and thus 100 entries takes users five times "Next" button clicks to see all the results. apple  112  laugh  100  elephant 101  mountain  100  flower  100  Africa  100  bridge  101  fish  105  beach  100  war  100  tiger  105  football  100  bus  100  bird  103  train  100  coco cola  100  bike  100  fox  60  house  102  MacDonald  100  tree  99  sunset  100  car  100  death valley  100  horse  100  Holland  100  bear  106  Hong Kong  100  plane  100  Eiffel tower  101  sadness  100  run  100  jump 100 Total 3295
After total 3295 images for 33 queries are fetched, they are manually labeled into three categories: relevant, ambiguous, and irrelevant. We totally extracted 123-dimension low-level visual features and 3-dimension image quality features, as shown in Table 2 . For the text information, we removed the stop words such as prepositions, conjunctions, articles and pronouns, e.t., and then calculated the tf − idf value as the text features. 
Parameter Tuning
The most important weighting parameters in our re-ranking model are α, β and γ in the optimization problem (3), which affect the accuracy of image clustering. Therefore, we employ the accuracy of a bi-clustering problem to tune the parameters. First, we mixed the images in the categories of "bear" and "flower" as shown in To evaluate different algorithms, we also used cross accuracy as metric, as the method mentioned in [11] . If the concerned subset is mixed with category I and category II with n1 and n2 images respectively, the ground truth can be represented by a Boolean vector rt, rt = (1, 1, ..., 1, 0, 0, ..., 0) (10) in which the first n1 elements are set to 1 and the rest n2 elements are set to 0. After image clustering, the results can also be converted to a Boolean vector rc, the element arrangement of which is the same with rt. Then the definition of cross accuracy is given as follows, where XOR means the exclusive-OR operator.
We chose α = 0.6, β = 0.3 and γ = 0.1 as the basic setting of the following experiments. Other parameters in (7) and (9) can be assigned as below according to our experience: η = 0.3, η0 = 0.3, η1 = 0.6, η2 = 0.1.
Results
The motivation we do the re-ranking work is that we want to provide a better method to users that they could find the satisfying web images with less time and energy cost. Therefore, we must make sure that the re-ranking results could not be worse than the original ranking at precision. Furthermore, the re-ranking model could display more diversiform results to users and provide better user experience.
MAP (Mean Average Precision)
MAP [3] is obtained as the mean of average precisions over a set of queries. Given a query, its M AP is computed by Eq. (12) , where N rel is the number of relevant images, N is the number of total retrieved images, rel(n) is a binary function indicating whether the nth image is relevant, and P (n) is the precision at n.
In our experiment, we randomly selected 20 categories of images from the dataset and computed the M AP of proposed re-ranking model and original rank (GoogleRank) as shown in Fig.5 . The re-ranking results are not worse than the original ranking. 
D@n(Diversity at Position n)
Generally, the semantic presentation of a complex image is ambiguous. Furthermore, an ambiguous query may be submitted to the system (e.g., "Apple", fruit or computer). In these cases, two images different in visual content may be both relevant to the same query, if the search system provides results various in content but all relevant to the query, then users may get more choices and find the one they need more rapidly. Therefore, in this paper we employed D@n [15] to describe the diversity of ranking results, defined as Eq. (13) D@n = N R reln N reln (13) where N R reln is the number of visual non-repetitive relevant images in top n results, N reln is the number of relevant images in top n results.
In the experiment, we also randomly selected 20 categories of images from the dataset and computed the D@n of proposed re-ranking model and original rank (GoogleRank) as shown in Fig.6 . 
User Experience
Most of the current image search engine indexed billions of images and return so many result pages for a query to users, that it cost lots of time and energy to find the satisfying images. Users usually click the "Next" button many times until they became tired. Therefore, enhancing the user experience is very important.
In order to compare the quality of user experience of our dual-ranking model to the original ranking, we recruited three volunteers to help us complete two experiments.
(1) Time Cost Measure We asked the volunteers to search a specified image twice. The first time we let them use Google Image Search, and the second time use our search system. We record the time respectively. After several experiments, we found that when the original rank value of an image is low (ranked in the front), there are no significant differences in time cost between two ranking models. However, if an image ranked in the deep pages, the time cost of Google Image Search will correspond increase. Fortunately, the cost of Dual-ranking model is almost stable, as shown in Fig.7 . 
Results of Our System
At the end of the section, we would like to show an application of our method. Fig.9 shows some results of our system, and the left column are the Inter-cluster Ranking results, the right is the Intra-cluster Ranking results of the image surrounded by a red rectangle, and they are in one cluster.
CONCLUSIONS
In this paper, we introduce a re-ranking method called Dual-Rank, to improve web image retrieval by clustering and reordering the images retrieved from an image search engine. We first utilize multipartite graph model, and formulated clustering as a constrained multi-objective optimization problem, which can be efficiently solved by semi-definite programming (SDP). The framework of Dual-Rank is composed of Inter-cluster Rank and Intra-cluster Rank. Intercluster Rank algorithm integrated Squared Error (SE) and Original Rank Fusion (ORF) to assign each cluster a rank value. What we want to emphasize in this paper is that each image in a cluster will affect the rank value of this cluster. Intra-cluster Rank algorithm integrates normal original rank value, distance from centroid, and simple image quality to rank the images in a cluster. A representative image is selected from each cluster, which together form a diverse result set. Our method is evaluated against a standard search engine and significant improvements are reported in terms of M AP , D@n and user experience.
In the future work, we will investigate means to set the parameters automatically. Furthermore, we will evaluate the quality of the cluster representatives and their suitability to serve as visually disambiguated query expansion in order to diversify the image search results beyond the scope of an initially returned set of images. 
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