Abstract. We present an implementation of Redelemeier's algorithm for the enumeration of lattice animals in high dimensional lattices. The implementation is lean and fast enough to allow us to extend the existing tables of animal counts, perimeter polynomials and series expansion coefficients in d-dimensional hypercubic lattices for 3 ≤ d ≤ 10. From the data we compute formulas for perimeter polynomials for lattice animals of size n ≤ 11 in arbitrary dimension d. When amended by combinatorial arguments, the new data suffices to yield explicit formulas for the number of lattice animals of size n ≤ 14 and arbitrary d. We also use the enumeration data to compute numerical estimates for growth rates and exponents in high dimensions that agree very well with Monte Carlo simulations and recent predictions from field theory.
Introduction
A polyomino of size n is an edge-connected set of n squares on the square lattice, a polycube of size n is a face-connected set of n cubes in the cubic lattice. Polyominoes and polycubes are a classical topic in recreational mathematics and combinatorics [1] . In statistical physics and percolation theory, polyominoes and polycubes are called lattice animals [2, 3] . Lattice animals are not restricted to dimension 2 or 3: a d-dimensional lattice animal of size n is a set of n face-connected hypercubes on Z d . In this contribution we will address the problem of counting the number of fixed animals of size n in dimension d > 2. Fixed animals are considered distinct if they have different shapes or orientations. Free animals, on the other hand, are distinguished only by shape, not by orientation. Figure 1 shows all fixed polyominoes of size 3 and all free polycubes of size 4.
We denote the number of d-dimensional fixed animals of size n by A d (n). There is no formula for A d (n), but we know that A d (n) grows exponentially with n. Using subadditivity and concatenation arguments [4] , one can show that there are constants 1 < λ d < ∞ such that
The constant λ 2 is known as Klarner's constant. A slightly stronger result due to Madras [5] asserts that Intuitively, the growth rate λ d should grow with the coordination number 2d of the lattice. In fact, in [6] it is shown that
and in the same paper it is conjectured that λ d = (2d − 3)e + O(1/d). For finite d, however, we know only lower and upper bounds for λ d . Numerical estimates for λ d can be derived from extrapolating A d (n + 1)/A d (n), which is one motivation to compute A d (n) for n as large as possible. We will try our hands at that in Section 6. In percolation theory one is interested in counting lattice animals of a given size n according to their perimeter t, i.e., to the number of adjacent cells that are empty (see Figure 1 ). If each cell of the lattice is occupied independently with probability p, the average number of clusters of size n per lattice site reads
where g (d) n,t denotes the number of fixed d-dimensional lattice animals of size n and perimeter t. The g's define the perimeter polynomials
n,t q t .
We can easily compute A d (n) from the perimeter polynomial P d (n, q) through
n,t .
In fact we can compute A d (n + 1) from the perimeter polynomials up to size n,
This equation follows from the observation that below the percolation threshold p c , each occupied lattice site belongs to some finite size lattice animal,
for p < p c . The right hand side is a power series in p, and Equation (7) follows from the fact that the coefficient of p n+1 must be zero. As we will see in the next section, the algorithm for counting lattice animals keeps track of the perimeter anyway. Hence it is reasonable to use the algorithm to compute the perimeter polynomials and to apply (7) to get an extra value of A d .
The Algorithm
The classical algorithm for counting lattice animals is due to Redelmeier [7] . Originally developped for the square lattice, Redelmeier's algorithm was later shown to work on arbitrary lattices and in higher dimensions [8] and to be efficiently parallelizable [9] . For two dimensional lattices there is a much faster counting method based on transfer matrices [10] , but for d ≥ 3 Redelmeier's algorithm is still the most efficient known way to count lattice animals.
The algorithm works by recursively generating all lattice animals up to a given size n max . Given an animal of size n, the algorithm generates animals of size n + 1 by adding a new cell in the perimeter of the given animal. The lattice sites that are available for extending the current animal are stored in a set U called the untried set. To avoid generating the same fixed animal more than once, lattice sites that have previously been added to the untried set are marked on the lattice. In order to break the translational symmetry we demand that the initial site, which is contained in all animals, is an extremal site with respect to the lexicographic order of lattice coordinates. Figure 2 illustrates how this can be achieved in the square lattice. We simply block all lattice sites from further consideration that are in a row below the initial site (marked with a cross) or in the same row and to the left of the initial site. The generalization to d > 2 is straightforward. These blocked sites are never added to the untried set, but they need to be taken into account when we compute the perimeter t.
We start with all lattice sites being marked "free" or "blocked," except for the initial site, which is marked "counted." Furthermore n = 1, t = 1 and the initial site being the only element of the untried set U. Redelemeier's algorithm works by invoking the following routine with this initial settings:
• Iterate until U is empty:
(1) Remove a site s from U. Since the algorithm generates each lattice animal explicitely, its running time scales like A d (n). This exponential complexity implies hard limits for the accessible animal sizes. All we can do is to keep the prefactor in the time complexity function small, i.e., to implement each step of Redelemeier's algorithm as efficiently as possible by using an appropriate data structure for the untried set and for the lattice, see [8] .
Another crucial element of tuning Redelmeier's algorithm is the computation of the neighborhood of a lattice cell. In a recent paper [11] , Aleksandrowicz and Barequet observed that Redelmeier's algorithm can be interpreted as the counting of subgraphs in a graph that represents the neighborhood relation of the lattice. Figure 2 illustrates this for the square lattice.
For any lattice, the neighborhood graph can be precomputed and be represented as an adjacency list which is then fed to the actual subgraph counting algorithm. That way the computation of the neighbors of a lattice cell is taken out of the counting loop, and the prefactor in the exponential scaling is reduced.
The size of the neighborhood graph or, equivalently, the number of lattice points required to host lattice animals of size n scales like Θ(n d ). Aleksandrowicz and Barequet [11] claimed that this exponential growth of memory with d represents a serious bottleneck for Redelmeier's algorithm in high dimensions. In a subsequent paper [12] , they therefore present a variation of the algorithm that avoids the storage of the full graph by computing the relevant parts of the graph on demand. This cuts down the space complexity to a low order polynomial in d, but it forfeits the gain in speed that can be obtained by precomputing the complete neighborhood graph.
We claim that in practice the space complexity of Redelmeier's algorithm is no bottleneck. The reason is that the prefactor in the Θ(n d ) scaling can be made small enough to hold the complete graph in memory for all values of n and d for which A d (n) is computable in reasonable time.
The key observation is that in [11] , Aleksandrowicz and Barequet used a hyper-cube of side length 2n of the lattice to host the lattice animals, whereas a hyper-sphere of radius n suffices. This is a significant difference, as can be seen from the analogous situation in R d . Here the volume of a cube is much larger than the volume of the inscribed Euclidean sphere, volume hypercube volume inscribed hypersphere
In the lattice Z d , the number of lattice points in a cube of side length 2n + 1 is
Let B(d, n) denote the number of lattice sites that are n steps or less away from the origin. This "volume of the crystal ball" can be computed recursively via 
The number of lattice sites needed to cage lattice animals of size n is very close to B(d, n − 1)/2 for spherical cages and C(d, n − 1)/2 for cubical cages. Figure 3 shows both numbers for the case d = 9. As you can see, d = 9 and n = 12 requires memory on the Terabyte scale if one uses cubic cages, but only a few Megabytes for spherical cages.
Performance
Our implementation of the Redelmeier algorithm consists of two programs. The first program computes the neighborhood graph of a specified lattice and writes this graph as an adjacency list into a file. The second program reads this file and computes the corresponding perimeter polynomials. The programs are written in C++ and can be downloaded from the project webpage [15] .
When run on a laptop with an Intel® Core™ 2 Duo CPU at 2 GHz, the program enumerates perimeter polynomials at a rate of roughly 2 · 10 7 animals per second. This means that generating and counting one lattice animal and measuring its perimeter takes about 100 clock cycles, which is reasonable for a program compiled from C++.
At this rate, our laptop needs 35 days to enumerate the perimeter polynomials for d = 9 and n ≤ 11 (see Table 2 ). Computing the next perimeter polynomial (n = 12) would take more than three years. Note that according to Figure 3 , the neighborhood graph for d = 9 and Table 1 . Range of perimeter polynomials and animal numbers in dimensions d ≥ 3 that have been found by exhaustive enumerations. The old perimeter polynomials are from [8] and [14] , the old values of A d (n) are from [11] and [12] . Table 2 . Number of lattice animals in the hypercubic lattice for d = 6 ... 9 obtained by direct enumeration. New results in boldface, the numbers of smaller animals are from [11, 12] and references therein. Note that in [16] , A 8 (n) and A 9 (n) for n ≤ 9 were computed rather than enumerated by the same method that we will use in Section 4 to extend this table to n ≤ 14 and all values of d. n = 12 easily fits into the memory of a run-of-the-mill laptop. These numbers illustrate that for for all practical purposes, the bottleneck of Redelemeier's algorithm is time, not memory.
Using a parallel implementation [9] that we ran on a Linux cluster with 128 Intel® Xeon® 3.2 GHz CPUs, or for the most demanding computations, on a SciCortex SC5832 with 972 MIPS64 6-core nodes, we could extend the table of known perimeter polynomials and animal counts considerably, see Table 1 The numbers for 6 ≤ d ≤ 9 are given in Table 2 , the corresponding perimeter polynomials can be found on the project webpage [15] . Before we evaluate the results, we will discuss a combinatorial argument that allows us to extend the enumeration data considerably.
Note that the most demanding computation in this paper was the enumeration of the perimeter polynomial for n = 14 in d = 6. On a single core of a MIPS64, this enumeration would have taken 77 CPU years, on our Laptop from above it would still have taken about 7 CPU years. In practice we used a parallel implementation that ran on many cores (and several different machines) such that no computation took longer than two weeks wall clock time.
Proper Animals
A lattice animal of size n can't span more than n − 1 dimensions. This simple observation allows us to derive explicit formulas for A d (n) for fixed n. 
For n = 4, we have again the "stick" that lives in one dimension, 17 animals that span 2 dimensions and 32 animals that span 3 dimensions:
In general we can write
where DX(n, i) denotes the number of fixed proper animals of size n in dimension i. An animal is called proper in dimension d if it spans all d dimensions. Equation (13) is due to Lunnon [17] . If we know A d (n) for a given n and d ≤ d max , we can use (13) to compute DX(n, d) for the same value of n and all d ≤ d max , and vice versa. Since DX(n, i) = 0 for i ≥ n, Lunnon's equation tells us that A d (n) is a polynomial of degree n − 1 in d, and since A 0 (n) = 0 for n > 1, it suffices to know the values A 1 (n), A 2 (n), . . . , A n−1 (n) to compute the polynomial A d (n). From our enumeration data (Table 1) , we can compute these polynomials up to A d (11) , see Table 3 .
In order to compute A d (12) , we need to know A 11 (12) or equivalently, DX (12, 11) . The latter can actually be computed with pencil and paper. That's because an animal of size 12 in 11 dimensions has to span a new dimension with each of its cells to be proper. In particular, its cells can't form loops. Hence computing DX (12, 11) is an exercise in counting trees. This is true for DX(n, n − 1) in general, so let's compute this function.
The adjacency graph of a lattice animal of size n is an edge labeled graph with n vertices, in which each vertex represents a cell of the animal and two vertices are connected if the corresponding cells are neighbors in the animal. Every edge of the adjacency graph is labeled with the dimension along which the two cells touch each other.
In the case DX(n, n − 1), every pair of adjacent cells must span a new dimension. Therefore the corresponding adjacency graph contains exactly n − 1 edges, i.e. it is a tree, and each edge has a unique label. There are two directions for each dimensions that we represent by the orientation of the edge in the tree. Hence DX(n, n − 1) equals the number of directed, edge-labeled trees of size n, where in our context "directed" means that each edge has an arbitrary orientation in addition to its label. Table 3 . Number of lattice animals of sizes 2,... ,14 in hypercubic lattices of dimension d. The polynomials for n ≤ 11 have been obtained by direct enumeration and confirm those listed in [6] . Polynomials for n > 11 have been computed from enumeration data and known values of DX(n,n − k).
The number of vertex labeled trees of size n is given by n n−2 , the famous fomula published by Cayley in 1889 [18] . The number of edge labeled trees seems to be much less known, at least it is proven afresh in recent papers like [19] . The following nice derivation is from [6] . Start with a vertex labeled tree of size n and mark the vertex with label n as the root. Then shift every label smaller than n from its vertex to the incident edge towards the root. This gives an edge labeled tree with a single vertex marked (the root). Since the mark can be on any vertex, the number of edge labeled trees equals the number of vertex labeled trees divided by the number of vertices. According to Cayley's formula, this number is n n−3 . And since each directed edge can have two directions, we get
This formula has been known in the statistical physics community for a long time [20] . We used it to compute DX(12, 11) and then A d (12) ( Table 3) . We can proceed further along this line. To compute A d (13) we have to extend our enumeration data by A 12 (13), . . . , A 8 (13) or equivalently by DX (13, 12) , . . . , DX (13, 8) . What we need are formulas DX(n, n − k) for k > 1.
For k > 1, there is no longer a simple correspondence between edge labeled trees and proper animals. We need to take into account that there are edge labels with the same value, that the adjacency graph may contain loops, and that some labeled trees represent a selfoverlapping and therefore illegal lattice animal. A careful consideration of these issues yields
see [6] for the derivation of (15). For k > 2, the computation of DX(n, n − k) gets very complicated and is better left to a computer. In Appendix A we show that
where g k (n) is a polynomial of degree 3k − 3. Hence we can compute g k from 3k − 2 data points, like the values of DX(n, n − k) for n = k, . . . , 4k − 3. Our enumeration data suffices to compute g 2 and g 3 with this method, but not g 4 . However, there is a trick that allows us to compute g k from many fewer data points. The free energy
has a well defined 1/d expansion whose coefficients depend on n. If we assume that these coefficients are bounded in the limit n → ∞, most of the coefficients in g k are fixed, and we only need to know k + 1 data points to fully determine g k . See Appendix B for the details of this argument. In our case this enables us to compute g k up to k = 7, see Table 4 , and consequently A d (13) and A d (14) , see Table 3 . We actually know all data to compute A d (15) with the exception of the number A 7 (15). On our laptop, the enumeration of the missing number A 7 (15) would take about 80 years. On a parallel system with a few hundred CPUs this would still take several months, which is not out of reach. Computing the formula for A d (16) , however, is definitely beyond the power of our machinery.
Before we turn our attention to the analysis of the enumeration data we note that Lunnon's equation (13) has a corresponding equation for perimeter polynomials: Table 4 . Polynomials g k (n) that appear in DX(n,n − k) (16) . The polynomials g 2 ,... ,g 6 can be found as g k,0 in Appendix 2 of [21] . As far as we know, the polynomial g 7 has not been published before. See the Appendix of this paper for the method how to compute the g k .
G (d) n,t denotes the number of proper d-dimensional animals of size n and perimeter t. Since G (d)
n,t = 0 for d > n − 1, we can write
For a given value of n, (18) represents the perimeter polynomial for general dimension d. Our enumeration data allowed us to compute the G
n,t and hence the formulas (18) for n ≤ 11 (see [15] for the data), extending the previously known formulas for n ≤ 7 [14] . A computation of the next formula P d (12, q) requires the knowledge of the perimeter polynomials for d ≤ 11 and n ≤ 12. The enumeration for d = 11 and n = 12 alone would take ca. 38 years on our laptop.
Mean Cluster Size
From the perimeter polynomials we can compute moments of the cluster statistics like the mean cluster size
The coefficients of the series expansion read 1  6  8  10  12  2  30  56  90  132  3  114  320  690  1272  4  438  1832  5290  12252  5  1542  9944  39210  115332  6  5754  55184  293570  1091472  7  19574  290104  2135370  10159252  8  71958  1596952  15839690 Since we can compute A d (r + 1) from the perimeter polynomials P d (n, q) for n ≤ r via (7), we can also compute the series coefficients b d (r) from this set of perimeter polynomials. If we happen to know A d (r + 2), we can get an extra coefficient through
This formula can be derived by solving (7) for ∑ t g n,t t and plugging the result into (20) . We used (21) to extend the table of coefficients (Table 5) for d ≥ 8, since here we know perimeter polynomials only up to n = 11, but the cluster numbers A d up to n = 14. 
Growth Rates and Exponents
The cluster numbers A d (n) are expected to grow asymptocically as
where the exponents Θ d and ∆ are universal constants, i.e., their value depends on the dimension d, but not on the underlying lattice, while C and b are nonuniversal, lattice dependent quantities [22] . The universality facilitates the computation of Θ d for some values of d using field theoretic arguments. We know Θ 3 = 3/2 [23, 24] 
for k = 0, 1, 2. We need three equations to eliminate the constant logC. Growth rate λ d and exponent Θ d are obtained by extrapolating the numbers λ d (n) and Θ d (n) to n → ∞. From (22) we expect that
for large values of n. We used the data points λ d (n) for the three largest values of n to fit the parameters log λ d , b and ∆ in (24) . A plot of log λ d (n) versus n −∆−1 (Figure 4 ) then shows that the data points in fact scale like (24) . The resulting estimates for log λ d are listed in Table 6 . They agree very well with the high precision values from large scale Monte Carlo simulations [27, 28] . The same approach can be used to compute the exponent Θ d . Here we expect
Again we used the data points Θ d (n) for the three largest values of n to fit the parameters Θ d , b and ∆. Figure 5 shows that Θ d (n) in fact scales like (25) . The resulting estimates for Θ d (Table 6 ) deviate from the Monte Carlo results and the exact values by no more than 3%. The estimates for λ d and Θ d based on the current known values of A d (n) are much more precise than previous extrapolations based on shorter sequences A d (n), see [14, 16] .
Conclusions
We have seen that the memory requirements of Redelmeier's algorithm can be kept low by using hyperspherical regions of the lattice. Even in high dimensions, the limiting resource in Redelmeier's algorithm is time, not space.
We used a lean and efficient implementation of arbitrary d. We've also used the new data to compute formulas for the perimeter polynomials P d (n; q) for n ≤ 11 and arbitrary d. We haven't shown these formulas here, but you can download them from the project webpage [15] .
We've also used our data to compute the formula for DX(n, n − 7), the number of proper animals of size n in dimension n − 7, and new coefficients in the series expansion of the mean cluster size S(p).
Based on the enumeration data, we've finally computed numerical values for the growth rates λ d and the critical exponents θ d that agree very well with the results of Monte Carlo simulations and field theoretical predictions.
All in all we have explored the limits of computerized counting of lattice animals in dimensions d ≥ 3. Any significant extension of the results presented here would require either a considerable amount of CPU time or an algorithmic breakthrough comparable to the transfer matrix methods for d = 2.
Appendix A. Formulas for DX(n, n − k): Structure
In the physics literature like [21] , equation (16) is usually assumed to be true just because it is supported by the available enumeration data. But as a matter of fact, one can actually motivate (16) using the type of arguments that were used in [6] to prove the formula for DX(n, n − 2). The idea is to show that the leading order of DX(n, n − k) is ∼ 2 n n n+k−4 whereas the lowest order contributions are ∼ 2 n n n−2k−1 . This is exactly the range of terms in (16) if g k is a polynomial of degree 3(k − 1).
Equation (16) is obviously correct for k = 1 (with g 1 = 1). For k > 1, we can still represent lattice animals by trees, namely the spanning trees of their adjacency graph. Each spanning tree is again an edge labeled tree, but this time there are only n − k labels for n − 1 edges, i.e., k − 1 edges will carry a label that is also used elsewhere in the tree. Consider a tree whose n − 1 edges are labeled with numbers 1, . . . , n − 1. If we identify each of the high value labels n − k + 1, n − k + 2, . . ., n − 1 with one of the low value labels 1, . . . , n − k, we get the right set of labels. Since there are (n − k) k−1 ways to this, the number of edge labeled trees with n − k distinct labels scales like n k−1 n n−3 = n n+k−4 in leading order. With two directions for every edge we get 2 n n n+k−4 for the leading order in DX(n, n − k).
For k > 1, a proper animal can contain loops. Figure A1 shows the simplest case: a loop that arises because one dimension (i) is explored twice. The result is a quadrilateral that lives in the i-j plane of the lattice. In the spanning tree, this corresponds to a part that is
Since graphs with loops have several spanning trees, our count of edge labeled trees overcounts the number of proper animals. We need to subtract Figure A2 . An animal that contributes to DX(n,n − k) uses at most k − 1 dimensions more than once, and the longest loop arises when each of these k − 1 dimensions is explored twice. Such a loop contains 2k vertices, as shown here. some contributions from loopy animals. The idea is to break up the part of the spanning tree that corresponds to the loop and to separately count the number of trees that are attached to the vertices on the loopy part.
Consider an animal with a loop that contains ℓ cells and one of its spanning trees. If we remove all the edges from the spanning tree that connect the vertices in the loop, the remaining graph is a forest, i.e., a collection of trees, where each tree is rooted in one of the ℓ vertices. The forest has n − ℓ vertices with a total of n − ℓ edges, and it is independent from the way that the root vertices have been connected in the loop. Now the number of ordered sequences of ℓ ≥ 1 directed rooted trees with a total of n − ℓ edges and n − ℓ distinct edge labels is
See [6] for a proof of (A.1). The lowest order corrections come from those animals for which the number ℓ of cells in a loop is maximal. This is the case for a loop that joins all k − 1 non-unique edge labels, see Figure A2 . The number of vertices in these loops is ℓ = 2k, hence the lowest order corrections are ∼ 2 n−2k n n−2k−1 .
If we want the exact number of spanning trees for loopy animals, we need to count the number of ways to reconnect the roots of the forest to form a single tree. But since this number does depend on k but not on n and we are interested only in the scaling with n, we don't need to enter this discussion here. The same is true for animals that contain several small loops instead of a single loop of maximal length. If we apply the separation trick to one of the shorter loops, we get a scaling of order larger than ∼ 2 n−2k n n−2k−1 , and the resulting forest is then labeled with fewer labels than edges, which increases the order even further. So the lowest order corrections from loops come in fact from single loops of maximum length, and these contributions are of order ∼ 2 n−2k n n−2k−1 , as claimed in (16) .
Besides the non-uniquess of spanning trees for loopy graphs, there is another type of error that needs to be corrected: some edge labeled trees correspond to animals with overlapping cells, i.e., to illegal animals. For instance, if a spanning tree contains the subtree These longest collision loops contain 2k − 1 vertices of the tree (representing 2k − 2 cells of the animal). According to (A.1), their number scales like 2 n−2k+1 n n−2k , one order above the lowest order of legal loops.
For the first order coefficient we get 1 n a n−2 a n−1 = n − 1 n DX(n, n − 2) DX(n, n − 1)
This is only bounded if the g 2 (n) term balances the second term, i.e., if the n 3 coefficient of g 2 equals 2. Using also the fact that DX(2, 0) = 0, we can write g 2 (n) = (n − 2)(2n 2 + bn + c) .
To compute the remaining coefficents, we only need to know DX(3, 1) = 1 and DX(4, 2) = A 2 (4) − 2 = 17 to get g 2 (n) = (n − 2)(2n 2 − 6n + 9) .
The postulation of bounded coefficients in the series (B.3) has saved us from knowing the value DX(5, 3) to compute g 2 . How much does it help us to compute g k ?
The polynomial g k enters the series expansion (B.3) via the term 1 n DX(n, n − k) DX(n, n − 1) (n − 1)! (n − k)! = 2 2−2k n 1−2k g k (n) (n − 1)(n − 2) · · ·(n − k + 1)
in the coefficient of d −(k−1) . The leading order of this term is n −k g k (n). All terms of degree larger than k in the polynomial g k lead to unbounded contributions to the series coefficient that need to be counterbalanced by other terms. These balancing terms always exist, a fact that gives additional support for the claim of bounded coefficients. The coefficients of the terms of order larger than k in g k are therefore computable from the known terms g k−1 (n), g k−2 (n), . . . that also enter the same coefficient. Only the k + 1 low order terms of g k are not fixed by the postulate of bounded coefficients and we need k + 1 data points DX(k, 0), DX(k + 1, 1), . . ., DX(2k, k) to complete g k . Our enumeration data suffices to compute g 7 (see Table 4 ). The computation of g 8 requires knowledge of DX (15, 7) and DX (16, 8) 
