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Resumen
La computación de propósito general con tarjetas grá-
ficas se basa en el uso de estas tarjetas (GPUs) para
realizar cálculos computacionales que tradicionalmen-
te son realizados por los procesadores (CPUs). Debido
al creciente uso de las GPUs, es importante que los
planes de estudio de informática incluyan los funda-
mentos de la computación paralela con GPUs, al tiem-
po que se equipan los laboratorios docentes con GPUs
a un coste razonable. En este sentido, instalar GPUs
en todos los ordenadores del laboratorio puede resultar
costoso a nivel económico, mientras que compartir un
servidor remoto con GPU entre los estudiantes puede
derivar en unas malas condiciones de aprendizaje.
En este trabajo proponemos una solución eficaz a este
problema: el uso de la tecnología rCUDA (CUDA re-
moto), que permite a las aplicaciones de un ordenador
utilizar, de forma concurrente y transparente, GPUs
instaladas en servidores remotos. De esta manera los
estudiantes pueden, desde sus puestos de trabajo, com-
partir una misma GPU instalada en un servidor remoto
sin tener que iniciar sesión en el mismo. Para demos-
trar que nuestra propuesta es factible, presentamos ex-
perimentos en un escenario real que muestran cómo el
coste del laboratorio es notablemente reducido, mien-
tras que la calidad del aprendizaje se mantiene.
Abstract
General-Purpose computing on Graphics Processing
Units consists in using Graphics Processing Units
(GPUs) to perform the computation of applications tra-
ditionally handled by regular processors (CPUs). Due
to their increasing use, it is important that Computer
Engineering and Computer Science curricula include
the basics of this new computing trend. As regards the
practical part of the training, one major issue is how
to introduce GPUs into a laboratory: buying GPUs for
all the workstations of the lab may be too expensive,
whereas installing one GPU in a server and requesting
the students to log into this server may lead to a low
teaching quality due to its associated overhead.
In this paper we suggest a new solution to introduce
GPUs into a laboratory: the rCUDA (remote CUDA)
framework, which allows applications running in a
computer to use GPUs installed in remote servers.
Hence, students will be capable of sharing a remote
GPU (concurrently and transparently) from their local
workstations in the lab, without logging into the ser-
ver. To prove that our approach is possible, we show
experiments in a real laboratory. The experiments de-
monstrate that our proposal reduces the cost of the la-
boratory, whereas the teaching quality still remains.
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1. Introducción
La computación paralela ha sido tradicionalmente
incluida en los planes de estudio de informática para
enseñar a los estudiantes cómo hacer frente a retos im-
puestos por problemas complejos. Estos problemas re-
quieren de una gran cantidad de recursos computacio-
nales, los cuales deben colaborar entre ellos para con-
seguir una computación de altas prestaciones.
Durante los últimos años, las unidades de proce-
samiento gráfico (Graphics Processing Units—GPUs)
han sido ampliamente utilizadas para acelerar aplica-
ciones en áreas tan diversas como, por ejemplo, análi-
sis de datos [1], física y química [2], análisis de imá-
genes [3], finanzas [4], algebra [5], dinámica de flui-
dos [6], etc. Para este tipo de aplicaciones, el uso de
GPUs se está generalizando debido a la buena rela-
ción coste/prestaciones que ofrecen. Además, el uso de
GPUs también resulta ventajoso desde un punto de vis-
ta energético, dado que ofrecen una excelente relación
Gflops/watt. Por este motivo los primeros ordenadores
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de la lista Green5001 incluyen GPUs. Cabe destacar,
no obstante, que hay ciertos problemas para los cuales
el uso de GPUs no es la mejor opción.
Debido al notable incremento que ha experimenta-
do el uso de GPUs, es importante que los planes de
estudio de informática incluyan los fundamentos de la
computación paralela con GPUs. En este sentido, aun-
que OpenCL [7] es el estándar de código abierto utili-
zado para programar GPUs, CUDA2 (Compute Unified
Device Architecture, arquitectura unificada de disposi-
tivos de cómputo), la arquitectura de computación pa-
ralela propuesta por NVIDIA—el principal fabricante
de GPUs durante los últimos años— es actualmente el
entorno de programación más utilizado en el ámbito
profesional, obteniendo además mejores prestaciones.
Por otra parte, hay programadores que opinan que el
código CUDA es más inteligible (y por tanto más pe-
dagógico) que el código OpenCL. Estas razones po-
drían influir en la decisión de los profesores para ense-
ñar CUDA en lugar de OpenCL.
En relación a la parte práctica de la formación de
CUDA, una cuestión importante es cómo introducir las
GPUs CUDA en el laboratorio de una manera eficien-
te, principalmente desde un punto de vista económico,
pero teniendo en cuenta al mismo tiempo la calidad del
aprendizaje. Por un lado, cuando estamos montando un
laboratorio CUDA, instalar GPUs CUDA en todos los
ordenadores del laboratorio podría no ser asequible en
términos del coste económico que conlleva esta estra-
tegia, dado el precio de estas tarjetas. Por otro lado, el
enfoque contrario consiste en pedir a los estudiantes
que inicien sesión en un servidor remoto con GPU, el
cuál podría estar bien en el propio laboratorio, bien en
otra sala de la universidad. Sin embargo, esta opción
podría derivar en unas malas condiciones de aprendi-
zaje, como se verá más adelante. Una solución inter-
media donde se usara un sistema de colas de trabajo
tampoco resulta eficaz, como se explicará después.
En este artículo proponemos una solución eficien-
te para dotar de GPUs un laboratorio docente. Nues-
tra propuesta se basa en usar rCUDA [8, 9] (CUDA
remoto), un middleware que permite a programas eje-
cutándose en un ordenador utilizar GPUs ubicadas en
servidores remotos de forma concurrente y transparen-
te. De esta manera, los estudiantes pueden compartir la
GPU de un servidor desde sus puestos de trabajo en el
laboratorio sin necesidad de iniciar sesión en dicho ser-
vidor, evitando de esta forma los problemas anteriores
al mismo tiempo que se mantiene la calidad del apren-
dizaje, tal y como se detallará en secciones posteriores.
El resto del artículo está organizado de la siguien-
te manera. En la Sección 2 presentamos el middleware
rCUDA. En la Sección 3 presentamos en detalle nues-
1http.//www.green500.org
2NVIDIA, CUDA API Reference Manual 6.5, 2014.
Red GPU 
Odenador 1 
Con rCUDA, la GPU del Ordenador 1 es 
compartida entre el resto de ordenadores 
de la red 
… 
Figura 1: Escenario de ejemplo con rCUDA.
tra propuesta, comparándola con las tres formas alter-
nativas mencionadas anteriormente. También se mues-
tran resultados de un escenario real para demostrar que
nuestra propuesta es factible. Finalmente, la Sección 4
resume las principales conclusiones de este trabajo.
2. rCUDA: CUDA remoto
Tal y como hemos adelantado anteriormente, CUDA
es una tecnología creada por NVIDIA que propor-
ciona una plataforma de computación paralela y un
modelo de programación para ser usado con GPUs
NVIDIA o compatibles. CUDA aprovecha el gran po-
der de cómputo de las GPUs para acelerar determina-
das partes de las aplicaciones, reduciendo así su tiempo
de ejecución. No obstante, es el programador quién de-
cide qué partes de la aplicación se ejecutan en la CPU
tradicional, y qué partes son ejecutadas en la GPU. Di-
cha decisión depende, básicamente, del nivel de para-
lelización que se puede conseguir para las diferentes
partes de la aplicación.
rCUDA [8, 9] (CUDA remoto) es un middleware
que permite compartir dispositivos remotos compati-
bles con CUDA de un modo totalmente transparente al
programador. De esta manera, una GPU instalada en
un ordenador de una red (el servidor proporcionando
servicios de GPU) puede ser utilizada de forma con-
currente por otros ordenadores de la red (los clientes
que requieren servicios de GPU) para acelerar aplica-
ciones CUDA, tal y como muestra la Figura 1. rCUDA
proporciona a las aplicaciones, de forma transparente,
acceso a GPUs instaladas en ordenadores remotos, de
manera que éstas no son conscientes de estar utilizando
un dispositivo remoto.
La Figura 2 muestra la arquitectura de rCUDA. Co-
mo podemos ver, se trata de una arquitectura distribui-
da cliente-servidor. Cuando una aplicación requiere los
servicios de la GPU, el cliente rCUDA redirige la pe-
tición al servidor a través de la red. Obsérvese que la
aplicación continúa utilizando la misma interfaz que
un programa ordinario CUDA (i.e., la API original de
CUDA). Así pues, no es necesario modificar la aplica-
ción. La forma de conseguir esto es mediante la susti-
tución en tiempo de ejecución de la librería de CUDA
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Figura 2: Arquitectura de rCUDA.
original por la de rCUDA, que presenta la misma in-
terfaz, tal y como hemos comentado. De esta mane-
ra, cuando una aplicación llama a una función CUDA,
realmente se ejecuta la función correspondiente de la
librería de rCUDA, la cual redirige la llamada al servi-
dor remoto.
Una vez el servidor de rCUDA recibe la petición del
cliente, ésta es ejecutada en la GPU real. Cuando fi-
naliza la tarea en la GPU, el servidor rCUDA reenvía
la respuesta al cliente rCUDA y, finalmente, el cliente
rCUDA entrega el resultado a la aplicación que inicial-
mente realizó la petición. Obsérvese que la aplicación
no es consciente de haber accedido a una GPU remota,
sino que todo el proceso es automático y transparente
a la aplicación.
La comunicación entre el cliente de rCUDA y el ser-
vidor se realiza a través de un protocolo de comunica-
ciones propietario que utiliza la red disponible entre el
ordenador donde se ejecuta la aplicación y el ordena-
dor donde se encuentra la GPU. Actualmente, rCUDA
proporciona dos implementaciones diferentes de este
protocolo de comunicaciones: (1) una optimizada pa-
ra redes InfiniBand, que utiliza InfiniBand Verbs y que
está dirigida a clusters de altas prestaciones; y (2) una
versión genérica que utiliza sockets TCP, compatible
con la gran mayoría de redes, y que va dirigida a los
entornos en los cuales el rendimiento no es tan impor-
tante, como por ejemplo los laboratorios docentes. En
este último escenario, es posible utilizar la red Ether-
net disponible en los propios laboratorios, no siendo
necesario así ningún coste adicional.
La última versión de rCUDA, disponible en http:
//rcuda.net/, soporta la Runtime API3 y la Dri-
ver API4 de la versión 6.5 de CUDA. También ofrece
soporte para la mayoría de las rutinas de las librerías
CUDA más comunes, como son cuBLAS5, cuFFT6,
cuRAND7 y cuSPARSE8. Además, rCUDA se distri-
3NVIDIA, CUDA API Reference Manual 6.5, 2014.
4NVIDIA, CUDA Driver API 6.5, 2014.
5NVIDIA, CUBLAS Library 6.5, 2014.
6NVIDIA, CUFFT Library 6.5, 2014.
7NVIDIA, CURAND Library 6.5, 2014.
8NVIDIA, CUSPARSE Library 6.5, 2014.
buye de forma gratuita, por lo que es posible utilizar
dicha tecnología sin ningún coste adicional.
A continuación detallamos los pasos a llevar a cabo
para comenzar a utilizar rCUDA en un laboratorio do-
cente. En primer lugar, copiaremos en el ordenador sin
GPU (el puesto de trabajo del alumno) el fichero que
contiene la librería cliente de rCUDA, que sustituye a
la librería de CUDA original. La librería de rCUDA
será la encargada de interceptar las llamadas CUDA
de los programas que creen los alumnos y reenviarlas
al servidor de rCUDA. En segundo lugar, iniciaremos
el servidor de rCUDA en el ordenador servidor con
GPU. El servidor de rCUDA es un proceso demonio
que se ejecuta en segundo plano y que permanece a
la escucha de peticiones en un puerto TCP determina-
do. Como puede apreciarse, el proceso de instalación
de rCUDA es tremendamente sencillo y no requiere de
conocimientos especiales.
Una vez tenemos la librería rCUDA instalada en el
puesto de trabajo del alumno y el demonio rCUDA
arrancado en el servidor con GPU, ejecutaremos las
aplicaciones CUDA de la forma habitual. rCUDA, de
forma transparente al alumno, interceptará cada lla-
mada CUDA y la hará llegar al servidor. Este último
la ejecutará en la GPU que tiene instalada y, cuan-
do finalice la llamada, retornará el resultado al cliente
rCUDA, el cual lo hará llegar a la aplicación que real-
mente realizó la llamada CUDA.
Nótese que no es necesario que los alumnos realicen
ninguna acción adicional a las que realizan cuando eje-
cutan un programa con CUDA. El servidor de rCUDA
es un demonio que, una vez instalado por los adminis-
tradores del laboratorio, se ejecutará en segundo plano
en el ordenador servidor de forma permanente. Mien-
tras que la librería de rCUDA instalada en los puestos
de trabajo de los estudiantes tiene el mismo nombre
que la librería CUDA original, por lo que éstos no se-
rán conscientes de estar utilizando una GPU remota.
3. Equipando los Laboratorios
Docentes con GPUs
Tal y como hemos comentado en la sección de in-
troducción, a la hora de equipar un laboratorio docente
con GPUs existen diversas opciones. En esta sección
profundizamos en las diferentes formas de dotar de
GPUs los laboratorios docentes, comparando sus cos-
tes y estudiando las ventajas e inconvenientes que pre-
sentan cada una de ellas. También presentamos nues-
tra propuesta de uso de rCUDA, comparándola con el
resto de opciones. No obstante, antes de abordar las
diferentes formas de equipar un laboratorio docente
con GPUs, mostramos la importancia de seleccionar
un modelo de GPU adecuado a los fines docentes.
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NVIDIA GeForce GT 52010 100e
NVIDIA GeForce GTX 59011 300e
NVIDIA GeForce GTX 780 Ti12 600e
Cuadro 1: Comparación de GPUs NVIDIA para orde-
nadores de sobremesa.
3.1. La importancia de seleccionar la
GPU adecuada
Desde nuestro punto de vista, es importante que los
estudiantes conozcan de los beneficios que proporcio-
na la computación paralela con GPUs, entre ellos la
importante reducción en el tiempo de ejecución, con
el objetivo de motivarles para que hagan el esfuerzo
de aprender un nuevo paradigma de programación. Así
pues, las GPUs utilizadas en el laboratorio deben supe-
rar claramente las prestaciones de las CPUs para que
realmente se aprecien los beneficios de las GPUs. De
lo contrario, los estudiantes podrían no estar motiva-
dos y no sacarían todo el provecho posible del tiempo
empleado en el laboratorio. En esta sección mostramos
la importancia de escoger un modelo de GPU adecua-
do con el fin de estimular a los estudiantes y tener, en
consecuencia, una buena calidad de aprendizaje.
El Cuadro 1 muestra los precios de tres GPUs
NVIDIA para ordenadores de sobremesa disponibles
actualmente en el mercado9. Como podemos ver, el
coste de las GPUs varía en un rango muy amplio, el
cual depende principalmente de la capacidad de cálcu-
lo de las mismas, así como de la cantidad de memo-
ria que incorporan. Aunque el Cuadro 1 compara las
tres GPUs desde el punto de vista económico, también
es necesario considerar su poder computacional, da-
do que una GPU con poca potencia podría desmotivar
a los alumnos. A continuación mostramos un sencillo
experimento comparando estas tres GPUs.
La Figura 3 presenta los resultados del programa
matrixMul extraído del paquete NVIDIA CUDA Sam-
ples 6.513. Este paquete, distribuido junto con CUDA,
contiene una serie de programas de ejemplo común-
mente utilizados durante el aprendizaje de CUDA. El
programa matrixMul realiza una multiplicación de ma-
trices en la GPU. Este programa ha sido selecciona-
9Aunque los centros de datos usan GPUs de gama alta, como
pueden ser los modelos Tesla K20 o Tesla K40, con un precio apro-
ximado de 2.000 y 4.000 euros por unidad, respectivamente, a la hora
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Figura 3: Ejecución del programa matrixMul con 3
GPUs diferentes y comparado, a su vez, con una mul-
tiplicación de matrices similar ejecutada en una CPU
utilizando la librería GotoBLAS2. Se utiliza arimética
de simple precisión.
do porque ilustra varios principios de la programación
paralela con CUDA y, en nuestra opinión, es un buen
punto de partida para motivar a los asistentes a un curso
de CUDA. Hemos ejecutado el programa utilizando las
3 GPUs detalladas en el Cuadro 1. Además, también
incluimos a modo de referencia los resultados de una
multiplicación de matrices similar realizada sin GPU,
utilizando la popular librería de álgebra lineal Goto-
BLAS2 [10] sobre una CPU moderna.
Como puede observarse en la Figura 3, utilizar una
GPU económica como la GeForce GT 520 podría no
ser suficiente para motivar a los estudiantes a aprender
un nuevo paradigma de programación, dado que pue-
den obtenerse mejores resultados utilizando una CPU
de coste medio. Utilizar una GPU de este estilo po-
dría incluso desmotivar a los estudiantes, dificultando
su atención durante el resto del curso de CUDA. En
cambio, si utilizamos GPUs más avanzadas, como por
ejemplo la GeForce GTX 590 o la GTX 780 Ti mos-
tradas en el Cuadro 1, el beneficio de la computación
paralela con GPUs resulta obvio. De esta manera, esta
tecnología de aceleración resulta más atractiva a los es-
tudiantes y la experiencia docente sería, en consecuen-
cia, mejor. En cualquier caso, desde nuestro punto de
vista, cuanto mejores sean las prestaciones de la GPU,
mejor será la experiencia docente. Por dicho motivo,
en las siguientes secciones utilizaremos el modelo de
GPU GTX 780 Ti.
A continuación mostramos cuatro maneras diferen-
tes de equipar un laboratorio docente con GPUs (inclu-
yendo nuestra propuesta de rCUDA) comparando sus
ventajas y sus puntos débiles.
3.2. Instalar GPUs CUDA en todos los or-
denadores del laboratorio
Instalar GPUs CUDA en todos los ordenadores del
laboratorio sería la opción más deseable en términos de
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NVIDIA GeForce GTX 780 Ti 20x600e
TOTAL 12.000e
Cuadro 2: Coste económico de equipar un laboratorio
compuesto por 20 ordenadores con GPUs.
prestaciones y calidad de aprendizaje. Por esta razón,
usaremos este enfoque como referencia a la hora de
comparar con el resto de propuestas.
En el Cuadro 2 presentamos el coste económico para
equipar un laboratorio compuesto por 20 ordenadores,
cada uno con una NVIDIA GeForce GTX 780 Ti. Para
los ordenadores de los puestos de trabajo de los alum-
nos se prevé una configuración basada en Intel Core
i3-3220 a 3,3GHz y 4GB de memoria RAM, tal y co-
mo se ha sugerido en la sección anterior.
Obsérvese que en el Cuadro 2 hemos omitido el cos-
te de los 20 ordenadores y de la red porque asumimos
que para equipar un laboratorio con GPUs se partiría
de una configuración donde ya se dispone de una red
Ethernet y de los puestos de trabajo de los alumnos,
y por lo tanto el coste de dicho equipamiento sería un
valor constante, no modificando así el coste relativo de
las diferentes propuestas mostradas en este trabajo.
3.3. Usar un servidor remoto con GPU
En un primer intento de reducir el coste del laborato-
rio CUDA, una posible solución sería disponer de una
única GPU en un servidor, de manera que los estudian-
tes iniciaran sesión en este servidor remoto desde sus
puestos de trabajo en el laboratorio. Con este enfoque,
evitaríamos la instalación de una GPU en cada ordena-
dor, y el coste total del laboratorio sería similar al que
mostramos en el Cuadro 3. En este cuadro se presenta
el coste de equipar un laboratorio con un servidor adi-
cional con una GPU NVIDIA GeForce GTX 780 Ti.
Obsérvese que la configuración del servidor es mucho
mejor que la configuración típicamente usada para los
ordenadores de los estudiantes, puesto que el servidor
tendrá que albergar los entornos gráficos de los estu-
diantes, así como sus herramientas de programación.
Como podemos observar, el coste total del labora-
torio disminuye notablemente. No obstante, esta pro-
puesta podría resultar en una mala experiencia docen-
te debido a la sobrecarga que conlleva en el servidor:
todos los estudiantes iniciando sesiones gráficas en el
servidor para utilizar los entornos gráficos de progra-
mación, todos los estudiantes consumiendo la memo-
ria principal del servidor, la sobrecarga adicional de la
CPU del servidor al compilar y ejecutar los programas,
etc. Seguidamente presentamos experimentos utilizan-
do un laboratorio similar al del Cuadro 3 con el fin de
Tarjeta Gráfica Coste
Intel Core i7-4790 3,6GHz 32GB RAM 1x1000e
NVIDIA GeForce GTX 780 Ti 1x600e
TOTAL 1.600e
Cuadro 3: Coste de equipar un laboratorio con 1 servi-
dor remoto con GPU.
mostrar esta sobrecarga.
Por ejemplo, la Figura 4 muestra cómo el tiempo
de compilación del programa matrixMul, utilizado en
secciones anteriores, aumenta de forma proporcional
al número de usuarios que compilan el mismo progra-
ma de forma simultánea. Los resultados de esta figura
muestran el tiempo medio de compilación para cada
usuario. Como podemos observar, el tiempo se incre-
menta de los 10 segundos iniciales cuando sólo hay
un alumno compilando, a los 40 segundos cuando los
20 estudiantes están compilando el programa al mismo
tiempo. Teniendo en cuenta que los estudiantes están
aprendiendo, las compilaciones van a ser muy frecuen-
tes y este tiempo de espera seguro que empeora la cali-
dad del aprendizaje. Obsérvese además que los proce-
sadores de los ordenadores de los estudiantes perma-
necen poco utilizados, no amortizando así su coste.
Otra desventaja del uso de un único servidor es la
disminución de las prestaciones cuando varios estu-
diantes están ejecutando programas que usan la GPU.
Por ejemplo, en la Figura 5 presentamos el rendimiento
medio del programa matrixMul cuando varios alumnos
lo están ejecutando al mismo tiempo. Nuevamente, los
resultados empeoran considerablemente si los compa-
ramos con la ejecución de una única instancia del pro-
grama. De esta manera, el rendimiento de la GPU se
reduce casi en un 80 % cuando 5 estudiantes ejecutan
el programa de forma simultánea, en comparación con


















Figura 4: Tiempo medio de compilación del progra-
ma matrixMul cuando uno o más usuarios han iniciado
sesión en el servidor remoto con GPU y están compi-
lando el programa al mismo tiempo.
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el rendimiento que se obtiene cuando un único estu-
diante utiliza la GPU. Este bajo rendimiento también
va a deteriorar la calidad del aprendizaje.
En cualquier caso, que todos los estudiantes compi-
len al mismo tiempo, o que usen la GPU a la vez, sería
el caso peor, dado que en general no se da este nivel
de concurrencia y sincronización en los laboratorios.
Una situación más razonable sería, por ejemplo, que 5
de los 20 alumnos compilaran al mismo tiempo. Del
mismo modo, es más razonable esperar que 5 de los 20
alumnos estén usando la GPU a la vez.
3.4. Utilizar un sistema de colas
Una solución alternativa es instalar un sistema de co-
las de ejecución en el laboratorio, de manera que los
programas se escriben y compilan en los puestos de
trabajo de los alumnos y para su ejecución se lanzan a
la cola. El servidor con GPU iría extrayendo los traba-
jos de la cola y los ejecutaría uno tras otro en la GPU.
No obstante, esta opción presenta un primer problema,
que es la sobrecarga de instalar y administrar el sistema
de colas. Alternativamente se podría prescindir del sis-
tema de colas y pedir a los alumnos que se conectaran
al servidor para ejecutar el programa, lo cual produ-
ciría los mismos tiempos de ejecución ya vistos en la
sección anterior.
En cualquier caso, estas dos opciones presentan el
inconveniente de que el alumno debe ejecutar el pro-
grama de forma manual, no pudiendo sacar partido de
las facilidades ofrecidas por entorno gráfico de progra-
mación, con lo que la calidad del aprendizaje se vería
seriamente disminuida.
3.5. Utilizar rCUDA
El enfoque presentado en las dos secciones anterio-
res disminuye considerablemente el coste del laborato-
rio docente, pero también afecta a la calidad del apren-
dizaje. En esta sección proponemos una solución con
el mismo coste que el mostrado en el Cuadro 3, pero
manteniendo la experiencia docente del enfoque pre-
sentado en la Sección 3.2.
Nuestra propuesta se basa en el uso del middlewa-
re rCUDA. Como hemos explicado en la Sección 2,
rCUDA permite a programas ejecutándose en un or-
denador utilizar GPUs ubicadas en servidores remotos
de forma concurrente. De esta manera, los estudian-
tes pueden compartir, de forma transparente y concu-
rrente, una misma GPU remota desde sus puestos de
trabajo en el laboratorio, sin necesidad de iniciar se-
sión en un servidor remoto. Así pues, los estudiantes
utilizan sus puestos de trabajo para cargar el entorno
gráfico de programación y para desarrollar y compilar
sus programas. De ese modo, el servidor que ofrece
los servicios de la GPU no se sobrecarga con dichas


















Figura 5: Rendimiento medio del programa matrixMul
cuando uno o más alumnos han iniciado sesión en el
servidor remoto con GPU y están ejecutando el pro-
grama al mismo tiempo.
tareas. Además, los ejercicios implementados durante
la sesión de laboratorio se ejecutan en los ordenado-
res de los estudiantes y rCUDA, de forma transparen-
te, ejecuta la parte de dichos programas que requiere
GPU en el servidor remoto, mientras que la parte que
no requiere GPU se ejecuta en los puestos de trabajo
de los estudiantes. Esto permite que el servidor tam-
poco se sobrecargue con las partes de los programas
de los estudiantes que no requieren el uso de la GPU.
Adicionalmente, rCUDA es completamente compati-
ble con CUDA, por lo que los programas no necesitan
ser modificados y los alumnos aprenden únicamente
CUDA sin necesidad de preocuparse por rCUDA, que
es transparente a los estudiantes.
En la Figura 6 mostramos el mismo experimento de
la Figura 5, con el mismo equipamiento que el mos-
trado en el Cuadro 3, pero utilizando rCUDA en lugar
de iniciar sesión en el servidor remoto. Como pode-
mos ver, en este caso las prestaciones de usar una GPU
remota (las barras etiquetadas como ‘rCUDA’ en la fi-
gura) también son inferiores, un 10 % menos cuando
5 estudiantes ejecutan el programa de forma simultá-
nea, en comparación con el rendimiento que propor-
ciona una GPU local (la línea negra etiquetada como
‘CUDA’ en la figura). No obstante, dicho rendimiento
sigue siendo claramente superior al proporcionado por
una CPU (véase la Figura 3). De este modo, el coste
del laboratorio ha sido notablemente reducido pero se
mantiene la calidad del aprendizaje.
A continuación, presentamos varios experimentos
adicionales con el fin de demostrar que el uso de
rCUDA en laboratorios docentes es factible y no su-
pone una reducción en la calidad del aprendizaje. Para
ello, hemos utilizado programas que pueden encontra-
se en el paquete NVIDIA CUDA Samples 6.5.
Los programas que hemos seleccionado son códi-
gos que pueden ser muy útiles en las prácticas de
CUDA, dada su fácil comprensión y enfoque didácti-
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Figura 6: Rendimiento medio del programa matrixMul
cuando uno o más alumnos están usando el servidor
remoto con GPU a través de rCUDA y están ejecutando
el programa al mismo tiempo.
co. En concreto, los programas utilizados han sido los
siguientes:
• deviceQuery: es un programa muy sencillo que
únicamente consulta las propiedades de la GPU
(capacidad de cómputo, memoria, número de co-
res...). Puede ser muy útil en sistemas con varias
GPUs, para seleccionar la GPU más potente.
• clock: este ejemplo muestra cómo utilizar la fun-
ción clock para medir las prestaciones de una fun-
ción ejecutada en la GPU. Además, muestra la no-
menclatura utilizada para ejecutar funciones en la
GPU (referidas con el término kernel en el ámbito
de CUDA).
• vectorAdd: un programa que implementa una su-
ma de vectores elemento a elemento. Además de
mostrar un kernel con funcionalidad, también in-
troduce el tratamiento de errores con CUDA.
• template: una plantilla simple que puede ser pos-
teriormente utilizada como punto de partida pa-
ra que los estudiantes realicen un nuevo proyecto
con CUDA.
• cppIntegration: este programa muestra cómo in-
tegrar CUDA en una aplicación C++ existente.
En la Figura 7 mostramos el tiempo necesario pa-
ra ejecutar los anteriores programas. El equipamiento
utilizado para estos experimentos ha sido el que apa-
rece en los Cuadros 2 y 3 de las secciones anteriores.
En el caso de CUDA, se ha usado el equipamiento del
Cuadro 2, dado que este caso corresponde al escenario
presentado en la Sección 3.2, donde cada alumno dis-
pone de un puesto de trabajo con GPU. En el caso de
rCUDA, se ha utilizado el equipamiento del Cuadro 3,
tal y como hemos descrito al inicio de esta misma sec-
ción. Finalmente, en el caso del servidor con GPU, el
equipamiento empleado es también el del Cuadro 3,
usado de la forma descrita en la Sección 3.3.


































rCUDA (5 usuarios concurrentes) 











Figura 7: Tiempo de ejecución normalizado de va-
rios programas extraídos del paquete NVIDIA CUDA
Samples con CUDA (el programa es ejecutado por un
único alumno), con rCUDA (el programa es ejecutado
simultáneamente por 5 alumnos diferentes que com-
parten la misma GPU remota), y utilizando un servidor
con GPU (5 estudiantes diferentes inician sesión en el
servidor y ejecutan el programa de forma simultánea).
ción normalizado de los programas cuando son ejecu-
tados en los diferentes escenarios. Se ha considerado
un nivel de concurrencia de 5 alumnos simultáneos eje-
cutando el mismo programa.
Tal y como podemos observar, el sobrecoste de uti-
lizar rCUDA es inferior al 5 %, mientras que la opción
de iniciar sesión en un servidor con GPU introduce, en
general, una sobrecarga entorno al 30 %. La única ex-
cepción se produce con el programa deviceQuery, para
el cual compartir un servidor con GPU no añade prácti-
camente sobrecoste con respecto a utilizar los propios
puestos de trabajo con GPUs. La razón la encontra-
mos analizando las aplicaciones en mayor detalle, sien-
do deviceQuery la única de todas ellas que no realiza
cómputo en la GPU (i.e., no ejecuta ningún kernel).
Dado que lo habitual será que las aplicaciones realicen
cálculos en la GPU, entendemos que estos experimen-
tos demuestran que el uso de rCUDA en laboratorios
docentes es una posibilidad a tener en cuenta a la hora
de crear un laboratorio docente para CUDA, mejoran-
do en gran medida los resultados obtenidos con respec-
to a utilizar un servidor con GPU, pero sin incrementar
el coste económico.
4. Conclusiones
En este artículo hemos propuesto una solución efi-
ciente para equipar con GPUs los laboratorios docen-
tes. Nuestra propuesta está basada en el uso de rCUDA
(CUDA remoto), un middleware que permite a progra-
mas ejecutándose en un ordenador utilizar GPUs ubi-
cadas en servidores remotos de forma concurrente. De
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esta manera, los estudiantes pueden compartir, de for-
ma transparente y concurrente, una misma GPU remo-
ta desde sus puestos de trabajo en el laboratorio, sin
necesidad de iniciar sesión en un servidor con GPU.
Adicionalmente, hemos comparado nuestra pro-
puesta con otras tres maneras más directas e inmediatas
de equipar un laboratorio docente: (1) instalando GPUs
en todos los ordenadores, (2) accediendo a un servi-
dor remoto con GPU y (3) añadiendo un servidor con
GPU e instalando un sistema de colas de trabajo. Pa-
ra comparar los cuatro enfoques considerados, hemos
mostrado resultados de un escenario real: los experi-
mentos han sido realizados en un laboratorio docente
con 20 ordenadores. En el caso de las propuestas 2, 3
y también de la nuestra propia, se ha utilizado además
un servidor con GPU.
Nuestro estudio demuestra que el planteamiento
consistente en instalar GPUs en todos los ordenadores
proporciona la mejor calidad de aprendizaje posible,
pero el coste que conlleva podría no ser asequible para
algunas instituciones docentes. Con el objetivo de re-
ducir dicho coste, la estrategia de no tener GPUs en los
puestos de trabajo, sino iniciar sesión en un servidor
remoto con GPU, reduce los gastos a más de la mitad.
Sin embargo, esta metodología también deteriora la ca-
lidad del aprendizaje. Finalmente, la propuesta basada
en el uso de rCUDA consigue ambos objetivos: el cos-
te del laboratorio se reduce notablemente mientras la
calidad del aprendizaje se mantienen.
Nótese, además, que nuestra propuesta es totalmen-
te compatible con la tendencia actual de proporcio-
nar máquinas virtuales a los alumnos para que puedan
completar sus trabajos prácticos desde fuera del labo-
ratorio docente. En este sentido, dentro de la máquina
virtual se introduce la parte cliente de rCUDA, que da-
ría acceso a la GPU instalada en el servidor con GPU.
De hecho, dado que proporcionar acceso a una GPU
a los programas que se ejecutan dentro de una máqui-
na virtual es difícil, nuestra propuesta para el uso de
rCUDA es una forma más sencilla de proporcionar di-
cho acceso.
Como trabajo futuro se plantea poner en marcha esta
propuesta en una asignatura de programación paralela.
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