カソクホウ ト ソノ ゼンカシキ ヒョウゲン ヒセンケイ カセキブンケイ ニヨル オウヨウ カイセキ by 降旗, 大介
Title加速法とその漸化式表現(非線形可積分系による応用解析)
Author(s)降旗, 大介









( [2, 4] )
2
889 1994 26-36 26
$\{y_{i}\}_{i\in\Lambda}$ { $i\in\Lambda$ $y(x)$
x $arrow$ x $\infty$ $y(x_{\infty})$
$n+1$
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3.1 : Neville algorithm
1
$\{yj\}_{j=1}^{\infty}$ }j$\infty=1$ : $\lim_{jarrow}$ $x_{j}=0$
$j$
$y(x)=a_{0}+a_{1}x+a_{2}x^{2}+\cdots$ (3.1)
$n$ { 1 $n-1$
$P[x_{1}, \cdots, x_{n}](x)$





$iarrow\infty$ $xarrow 0$ $n$














$m+n+1$ $\{x_{1},$ $\cdots,$ $x_{m+n+1}\}$
$R^{m_{2}n}[x_{1}, \cdots,x_{m+n+1}](x)\equiv\frac{P^{m,n}[x_{1},\cdot.\cdot,x_{m+n+1}](x)}{Q^{m,n}[x_{1},\cdot\cdot,x_{m+n+1}](x)}=\frac{a_{0}+a_{1}x+\cdot.\cdot.\cdot.+.a_{m}x^{m}}{b_{0}+b_{1}x++b_{n}x^{n}}$ (3.6)
29
( $P^{m,n}(x)\}hm$ $Q^{m_{r}n}$ ( $n$ )
$3\cong\{x_{1}, \cdots, x_{m+n}\}$
$R^{m+1,n}[S;x_{l}, x_{k}](x)$ $=$
$R^{m,n}[S;x_{l}](x)+ \frac{R^{m}\cdot x_{k}}{1-(\frac{nx-x[s_{k}}{x-x_{l}})\frac{R^{m,n}[S;x_{k}](x)-R^{mn-1}[S](x)](x)-R^{m,n}[S;.’ x_{l}](x)}{R^{m,n}[S;x_{l}](x)-R^{mn-1}[S](x)}}$ (3.7)
$R^{m,n+1}[S;x_{l}, x_{k}](x)$ $=$
$R^{m,n}[S;x_{l}](x)+ \frac{R^{m}’ x_{k}}{1-(\frac{nx-x[S;}{x-xl})\frac{R^{m,n}|x\rceil(x)-R^{m-1,n}|S\rceil(x)](x.)-R^{m,n}[S;x_{l}](x)}{R^{mn}[S;x\iota](x)-R^{m-1,n}[S](x)}}$ (3.8)
$R_{j}^{m_{1}n}(x)\equiv R^{m_{2}n}[x_{j}, \cdots, x_{j+m+n}](x)$ (3.9)
BS-algorithm
$R_{j}^{m+1,n}$ $=$











$———–\wedge Rm,n- 1,’"\prime j.\backslash$
$m+1,n$
$Rj+1\overline{\backslash \backslash \backslash \backslash \backslash m,n\nearrow}^{R}j$
$\backslash _{c_{\backslash _{s_{S}}}}$
$m+1_{i}n+1$




$j+2\vec{\backslash \backslash \backslash \backslash \backslash m,n\nearrow}^{R}1+1\overline{\backslash \backslash \backslash \backslash \backslash m+1,n+\nearrow}^{R}j$























( aj: $\lambda$ $1>|\lambda_{1}|>|\lambda_{2}|>\cdots$ )
$n$ $n$ $\{\backslash \iota_{j}\}_{j=1}^{n}$ $y(xj)=yj$











$\{yj\}_{j}^{\infty}=1$ $\{Xj\}_{j=1}^{\infty}:\lim_{jarrow}$ $Xj=\infty$ :
$x_{I+i-Xj}=$Const. $j$
$y(x)=a_{0}+a_{1}\lambda_{1}^{x}+a_{2}\lambda_{2}^{x}+\cdots$ (4.4)
( $a;$ , $\lambda$j: $1>|\lambda_{1}|>|\lambda_{2}|>\cdots$ )
$m+1$ $($ $2m+1)$
$S^{m}(x)\equiv a_{0}+a_{1}\lambda_{1}^{x}+a_{2}\lambda_{2}^{x}+\cdots+a_{m}\lambda^{m}$ (4.5)





$u_{k}$ $u_{k-1}$ .. . $u_{k-n+1}$
$k-1$ $u_{k-2}$ $u_{k-n}$
$H_{n}(u_{k})\equiv$ $:$ $..$ . :. (4.7)
: :
$u_{k-n+1}$ $u_{k-n}$ ... $u_{k-2n+2}$
32
$($ $\nabla u_{k}$ $\equiv u_{k}-u_{k-1}$ $)$




















$y_{j+m}-R$ $y_{j+m-1}-R$ ... $y_{j}-R$
Schmidt






$\epsilon_{j}^{1}$ $=$ $\frac{1}{\nabla yj}$ (4.13)
$\epsilon_{i}^{2k}$ $=$ $\frac{H_{k+1}(y_{j})}{H_{k}(\nabla^{2}y_{j})}=R[yj-2k, \cdots, y_{j}]$ (414)









( aj: gj(x): $\lim_{xarrow\infty}gi(x)=0$ )
$m+1$ ( $m+1$ ) $S^{m}(x)\equiv a_{0}+a_{1}g_{1}(x)+a_{2g_{2}}(x)+\cdots+a_{m}g_{m}(x)$
















$R-y_{j+2}$ $g_{1}(x_{j+2})$ $..$ . $g_{m}(x_{j+2})$ $=0$ (4.20)
$:$ : :
$R-y_{j+m}$ $g_{1}(x_{j+m})$ ... $g_{m}(x_{j+m})$
E- E-
$E_{j}^{0}=y_{j},$ $g_{j}^{0_{j}},=g_{i}(x_{j})$
$E_{j}^{n}$ $=$ $\frac{E_{j}^{n-1}g_{n,j+1}^{n-1}-E_{j+1}^{n-1}g_{n,j}^{n-1}}{g_{n,j+1}^{n-1}-g_{n,j}^{n-1}}$ (4.21)




Ford-Sidi alogrithm [3, 5]
$\epsilon$- E-
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