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A MULTILEVEL FRAMEWORK FOR SPARSE OPTIMIZATION
WITH APPLICATION TO INVERSE COVARIANCE ESTIMATION
AND LOGISTIC REGRESSION ∗
ERAN TREISTER† , JAVIER S. TUREK‡ , AND IRAD YAVNEH§
Abstract. Solving l1 regularized optimization problems is common in the fields of computa-
tional biology, signal processing and machine learning. Such l1 regularization is utilized to find sparse
minimizers of convex functions. A well-known example is the LASSO problem, where the l1 norm
regularizes a quadratic function. A multilevel framework is presented for solving such l1 regularized
sparse optimization problems efficiently. We take advantage of the expected sparseness of the so-
lution, and create a hierarchy of problems of similar type, which is traversed in order to accelerate
the optimization process. This framework is applied for solving two problems: (1) the sparse inverse
covariance estimation problem, and (2) l1-regularized logistic regression. In the first problem, the
inverse of an unknown covariance matrix of a multivariate normal distribution is estimated, under
the assumption that it is sparse. To this end, an l1 regularized log-determinant optimization prob-
lem needs to be solved. This task is challenging especially for large-scale datasets, due to time and
memory limitations. In the second problem, the l1-regularization is added to the logistic regression
classification objective to reduce overfitting to the data and obtain a sparse model. Numerical ex-
periments demonstrate the efficiency of the multilevel framework in accelerating existing iterative
solvers for both of these problems.
Key words. Sparse optimization, Covariance selection, Sparse inverse covariance estimation,
Proximal Newton, Block Coordinate Descent, Multilevel methods, l1-regularized logistic regression.
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1. Introduction. Sparse solutions of optimization problems are often sought
in various fields such as signal processing, machine learning, computational biology,
and others [55, 42]. Particular applications include sparse modelling of signals [12],
compressed sensing [11, 6], speech recognition [4], gene network analysis [10], and
brain connectivity [28]. To promote sparsity, an l1 norm regularization term is often
introduced, generally leading to convex optimization problems of the form
x∗ = arg min
x∈Rn
F (x) = arg min
x∈Rn
f(x) + λ‖x‖1, (1.1)
where the function f(x) is smooth (continuously differentiable) and convex, and λ is a
positive scalar parameter that balances between sparsity and adherence to minimizing
f(x). A larger parameter λ tends to produce a sparser minimizer x∗, but also a higher
value for f(x∗). Problem (1.1) is convex but non-smooth due to the regularizer, and
traditional optimization methods such as gradient descent tend to converge slowly.
For this reason, in many cases special methods are developed for specific instances of
(1.1). A well-known special case is the LASSO problem [43], where f(x) is a quadratic
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function,
x∗ = arg min
x∈Rn
1
2
xTHx + xTg + λ‖x‖1, (1.2)
with g ∈ Rn, and H ∈ Rn×n a positive semi-definite matrix. This problem can
often be solved quite efficiently by so-called “iterative shrinkage” or “iterative soft
thresholding (IST)” methods [15, 29, 8, 13, 5, 49, 47, 54] and other methods [16, 18,
50, 40, 36].
As a rule, iterative methods that have been developed for solving the quadratic
problem (1.2) can be generalized and used to solve the general problem (1.1). This
can be done by rather straightforward approaches: at each iteration the smooth part
f(x) in (1.1) is approximated by some quadratic function, whereas the non-smooth
l1 term remains intact. Then, a descent direction is computed by approximately
solving the resulting l1-regularized quadratic minimization problem of the form (1.2)
by iterative shrinkage methods. This approximation can be applied using only first
order information (i.e., ∇f), or second order information (both ∇f and ∇2f). The
former approach results in a gradient-descent-like method, while the latter approach,
on which we will focus in this paper, is called the “proximal Newton” method [32].
We give a precise description in the next section.
In this work we propose a multilevel framework for accelerating existing solvers
for problem (1.1), based on the work of [45] which introduced a similar framework
for the LASSO problem. In this framework, the convergence of existing iterative
methods is accelerated using a nested hierarchy of successively smaller versions of
the problem. Exploiting the sparsity of the sought approximation, the dimension
of problem (1.1) is reduced by temporarily ignoring ostensibly irrelevant unknowns,
which remain zero for the duration of the multilevel iteration. That is, each reduced
problem is defined by (1.1), restricted to a specially chosen subset of variables. This
yields a nested hierarchy of problems. Subspace corrections are performed by applying
iterative methods to each of the low dimensional problems in succession, with the aim
of accelerating the optimization process. Under suitable conditions, this algorithm
converges to a global minimizer of (1.1).
In the second and third parts of the paper, we apply our framework to the
solution of (1) the sparse inverse covariance estimation problem, and (2) the l1-
regularized logistic regression problem. Both of these have the form of (1.1), and
we focus on the first one in more details because it is significantly more compli-
cated and challenging. In this problem, the inverse of the covariance matrix of a
multivariate normal distribution is estimated from a relatively small set of samples,
assuming that it is sparse. Its estimation is performed by solving an l1 regularized
log-determinant optimization problem, on which we elaborate later in this paper.
Many methods were recently developed for solving the covariance selection problem
[3, 2, 7, 19, 22, 24, 25, 26, 33, 35, 44], and a few of those [26, 25, 35, 44] involve a
proximal Newton approach. In the present work we mostly focus on large-scale in-
stances of this problem, which are required in fMRI [25] and gene expression analysis
[10, 23] applications, for example. Such large scale problems are very challenging,
primarily because of memory limitations, and the only two published methods that
are capable of handling them are [25, 44]. In this paper we review the method of [44]
and accelerate it by our multilevel framework. Moreover, we show that our frame-
work is more efficient than other acceleration strategies for this problem. These ideas
can be exploited for other large-scale instances of log-determinant sparse optimization
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problems such as [48, 37, 27]. Following this, we briefly describe the l1-regularized
logistic regression problem, and accelerate the two methods [51] and [52] using our
multilevel framework.
2. First and second order methods for l1 regularized sparse optimiza-
tion. As mentioned above, problem (1.1) can be solved by adapting iterated shrinkage
methods for (1.2). To achieve that, at iteration k the smooth function f in (1.1) is
replaced by a quadratic approximation around the current iterate x(k) to obtain a
descent direction z(k). More specifically, z(k) is obtained by approximately solving
z(k) = arg min
z∈Rn
F˜ (x(k) + z)
= arg min
z∈Rn
f(x(k)) + 〈g(k), z〉+ 1
2
〈z, H(k)z〉+ λ‖x(k) + z‖1,
(2.1)
where g(k) = ∇f(x(k)), and H(k) is a positive definite matrix that is method spe-
cific. This problem is similar to (1.2) and can be solved using the shrinkage methods
mentioned earlier. The role of H(k) in (2.1) is to either incorporate second order in-
formation (H(k) = ∇2f(x(k)), the Hessian of f) or mimic it in a simpler and cheaper
way. If H(k) = ∇2f(x(k)) then this results in the “proximal Newton” method [32], and
in that case, if (2.1) is solved to sufficient accuracy, the proximal Newton method has
a superlinear asymptotic convergence rate [32]. Once z(k) is found, the next iterate is
obtained by
x(k+1) = x(k) + αz(k), (2.2)
where α > 0 is a scalar which may be chosen a priori or determined by a line-search
procedure. For example, one may use the Armijo rule [1] or an exact linesearch if
possible [47].
A simpler approach for defining (2.1) is to include only first order information,
and to use a simpler H(k), often chosen to be a diagonal positive definite matrix,
denoted D(k). In this case, the problem (2.1) has a closed-form solution
z(k) = Sλ(D(k))−1
(
x(k) − (D(k))−1g(k)
)
− x(k), (2.3)
where
Sλ(t) = sign(t) ·max(0, |t| − λ) (2.4)
is the “soft shrinkage” function, which reduces the absolute value of t by λ, or sets
it to zero if λ > |t|. This results in a first order shrinkage method, which is similar
to gradient descent or quasi Newton methods, and can be seen as a generalization of
existing shrinkage methods for (1.2). More specifically, a generalization of the separa-
ble surrogate functionals (SSF) method of [8] can be obtained by defining D(k) = cI,
where I is the identity matrix and c > ρ(∇2f(x(k))) is an upper bound on the spectral
radius of the Hessian. Similarly, a generalization of the parallel coordinate descent
(PCD) method [13] for (1.1) reads D(k) = diag(∇2f(x(k))) (the diagonal part of the
Hessian). Such generalizations, which are mentioned in [13] for example, are quite
straightforward. Moreover, in [49] for example, the general problem (1.1) is addressed
rather than the quadratic (1.2), which is the actual target of this work. We note that
the convergence guarantee of such methods for (1.1) requires modest assumptions on
the smooth function f (i.e., the level set {z : f(z) ≤ f(z0)} is compact, and the
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Hessian is bounded: ||∇2f(x)|| < M). Generally, such methods converge linearly, but
can be accelerated by subspace methods like SESOP [13, 54] and non-linear conjugate
gradients [54, 45].
Although the shrinkage methods are generally more efficient than other traditional
methods, they can be further accelerated. A main problem of these methods is that,
during the iterations, the iterates x(k) may be denser than the final solution. In
particular, if we start from a zero initial guess, we would typically get several initial
iterates x(k) which are far less sparse than the final minimizer x∗. The rest of the
iterates will gradually become sparser, until the sparsity pattern converges to that of
x∗. The main drawback is that those initial iterations with the denser iterates may
be significantly more expensive than the later iterations with the sparse iterates. For
example, when solving (1.2) a matrix-vector multiplication Hx(k) needs to be applied
at each shrinkage iteration (2.3). If the matrix H is given explicitly (i.e., not as a fast
operator) and x(k) is sparse, then computations can be saved by not multiplying the
columns of H that correspond to the zero entries of x(k).
One of the most common and simplest ways to address this phenomenon is by
a continuation procedure [47, 49]. In this procedure a sequence of problems (1.1)
that correspond to a sequence of decreasing regularization parameters λ is solved.
This sequence starts with a relatively large value of λ which is gradually decreased,
and at each stage the new initial guess is given by the approximate solution to (1.1)
obtained with the previous, bigger, λ. Since a bigger λ yields a sparser solution, this
continuation procedure may decrease the number of non-zeros in the iterates x(k) at
the expense of applying additional iterations for the larger λ’s.
3. A multilevel framework for l1 regularized sparse optimization. We
begin this section by providing some definitions and motivation that will be useful in
the remainder of the paper. Let
supp(x) = {i : xi 6= 0} (3.1)
denote the support of the vector x: the set of indices of its non-zero elements. The key
challenge of sparse optimization is to identify the best (small) support for minimizing
the objective f(x). Additionally, we must calculate the values of the non-zeros of this
minimizer. In many cases, if we were initially given the support of the minimizer,
it would make the solution of (1.1) easier1. For example, the LASSO problem (1.2)
has n variables, however, if the support of its minimizer C∗ = supp(x∗) is known and
consists of only about 1% of the n entries, we can ignore all entries not in C∗ and
solve the problem
min
xc∗∈R|c∗|
1
2
xTc∗Hc∗xc∗ + x
T
c∗gc∗ + λ‖xc∗‖1, (3.2)
where xc∗ , Hc∗ and gc∗ are the same components x, H and g from (1.2), restricted
to the entries in C∗. This is the same problem as (1.2), but is about 100 times smaller
and therefore much cheaper to solve. This motivates our approach.
In our multilevel framework, the convergence of common iterative methods is ac-
celerated using a nested hierarchy of smaller versions of the problem referred to as
1In such cases where a support is known or assumed, the l1 regularization may be dropped from
the problem. However, here we focus on the solution of (1.1) for an unknown support, and use the
known support case only as a motivation. Therefore, in this discussion we keep the l1 regularization
also if the support is known.
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coarse problems. At each multilevel iteration denoted by “ML-cycle”, we define a hi-
erarchy of such coarse problems using the sparsity of the iterated approximations x(k).
Each coarse problem is defined by (1.1), restricted to a subset of the variables, while
keeping the other variables as zeros. This process is repeated several times, yielding
a nested hierarchy of problems. In each ML-cycle we traverse the entire hierarchy of
levels, from the coarsest to the finest, applying iterations using methods like (2.3) or
proximal Newton over each of the coarse problems in turn. We henceforth refer to
such iterations as relaxations. These aim to activate the variables that comprise the
support of a minimizer. We iteratively repeat these ML-cycles until some convergence
criterion is satisfied.
3.1. Definition of the coarse problems and multilevel cycle. As noted, at
each level l we define a reduced coarse problem by limiting problem (1.1) to a subset
of entries, denoted by Cl ⊂ {1, ..., n}. In this subsection we assume that the subset Cl
is given and defer the discussion on how it is chosen to the next section. Given Cl,
the coarse problem for level l is defined by
min
x∈Rn,
supp(x)⊆Cl
F (x), (3.3)
where F is the same objective as in (1.1) and supp(x) is defined in (3.1). Effectively,
(3.3) has only |Cl| unknowns, hence it is of lower dimension. Furthermore, if Cl contains
the support of a minimizer of (1.1), i.e., Cl ⊇ supp(x∗), then x∗ is also a solution of
(3.3). Otherwise, the solutions of the two problems are not identical.
We define our multilevel hierarchy by choosing nested subsets of variables {Cl}Ll=0.
Given the current iterate, x(k) we define the hierarchy
{1, ..., n} = C0 ⊃ C1 ⊃ ... ⊃ CL = supp(x(k)). (3.4)
In the ML-cycle, we treat the levels from L to 0 in succession by applying relaxations
for the reduced problem (3.3) corresponding to each subset Cl. We typically apply
only one or two relaxations on levels L − 1, ..., 0. On the coarsest level L, more
relaxations may be applied because CL is typically small and they are not expensive.
The multilevel cycle procedure is presented in detail in Algorithm 1.
To define an iterative relaxation for (3.3) at each of the levels in (3.4), one can
adapt most iterative relaxations that are suitable for the finest problem (1.1) by
allowing only the elements in Cl to vary and fixing the other elements to zero. It is
important to choose a relaxation whose cost is at worst proportional to the number
of unknowns |Cl|. As an example, consider again the relation between the original
LASSO problem (1.2) and one restricted to a much smaller set of variables, |Cl|  n.
If the matrices are given explicitly in memory, then each shrinkage iteration for (3.2)
is significantly cheaper than a shrinkage iteration for (1.2), roughly proportional to
|Cl|. We note that any specific problem of the form (1.1), for which there exists some
relaxation whose cost is proportional to |Cl| when applied to the restricted problem
(3.3), is suitable to be accelerated with our ML approach.
3.2. Choosing the coarse variables. Given Cl, our task is to select a subset
of indices, Cl+1, that is significantly smaller than Cl (see below), and is deemed most
likely to contain the support of the ultimate solution we are seeking, supp(x∗). We
begin by choosing to include the indices that are in the support of the current iterate,
supp(x(k)). To these we add indices not in supp(x(k)), that are estimated to be
relatively likely to end up in supp(x∗), namely, indices corresponding to variables
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Algorithm: x(k+1) ← ML-cycle(x(k))
% Parameters:
% x(k+1) ← Relax(x(k), C) : a relaxation method for (3.3).
% Number of relaxations at each level: ν.
% Maximal number of relaxations on the coarsest level: νc.
1. Define the hierarchy {Cl}Ll=0 in (3.4).
2. Set x← x(k)
3. Apply x← Relax(x, CL) until coarsest-level convergence criterion is satisfied
4. For l = L− 1, ..., 0
Apply x← Relax(x, Cl) ν times for (3.3) restricted to Cl.
end
5. Set x(k+1) ← x
Algorithm 1: A multilevel cycle for sparse optimization.
i with a relatively large absolute value of the current gradient, |(∇f(x(k)))i|. To
motivate this choice, consider the minimization problem (2.1) restricted to a single
element of z, denoted zi, and assume that x
(k)
i = 0. We get the scalar minimization
problem
zopti = arg min
zi
1
2
az2i + bzi + c+ λ|zi|, (3.5)
where a = H
(k)
ii > 0, b = g
(k)
i = (∇f(x(k)))i, and c is a constant. A closed-form
solution of (3.5), is given by
zopti =

b−λ
a if b > λ
b+λ
a if b < −λ
0 otherwise,
(3.6)
which corresponds to element i in (2.3). This indicates that if |b| = |(∇f(x(k)))i| is
relatively large, then we have a relatively good chance that the variable zi will become
non-zero and i will enter the support in the next iterate x(k+1).
To summarize, for a given Cl we first decide on the size of Cl+1. In this work
we choose |Cl+1| = max
(d 12 |Cl|e, |supp(x(k))|), and terminate the coarsening (setting
L = l) when |Cl| = |supp(x(k))|. Then, to populate Cl+1, we first choose to include
supp(x(k)), and then add the indices of the |Cl+1| − |supp(x(k))| additional variables i
with the largest values of |(∇f(x(k)))i|. The choice of the coarsening ratio of approx-
imately 1/2 turns out to strike a good balance between ML-cycle cost and efficacy. If
the cost of the relaxation at level l is proportional to |Cl|, then the cost of a ML-cycle
with ν relaxations per level is approximately equal to 2ν relaxations on the finest
level. This means that, although we include a relatively large fraction of the variables
when we coarsen to the next level, the cost of the entire cycle remains relatively small.
Finally, we note that in practice we define the nested hierarchy {Cl}Ll=0 using the
gradient from the relaxation on the finest level of the previous cycle, which includes
all the variables. This relaxation is also used for monitoring convergence, as it is the
only place where the gradient is calculated for all variables.
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4. Theoretical results. In this section we state some theoretical observations
regarding the relaxation methods defined by (2.1)-(2.2), and our multilevel framework
in Algorithm 1.
4.1. Theoretical results for the relaxation methods. We show that under
suitable conditions any relaxation method defined by (2.1)-(2.2) is monotonically
decreasing and convergent. We first prove the following lemmas.
Lemma 4.1. (Monotonicity of the relaxation.) Assume that the Hessian is
bounded ||∇2f(x)|| < M , and that x(k+1) = Relax(x(k)) is defined by (2.1)-(2.2),
with g(k) = ∇f(x(k)) and H(k)  γminI  0, where γmin is a positive constant. Then
F (x(k))− F (x(k+1)) ≥ K · ‖x(k) − x(k+1)‖2 ∀x(k) ∈ Rn, (4.1)
where K is a positive constant. Furthermore, the linesearch parameter α in (2.2) can
be chosen to be bounded away from zero, i.e., α ≥ αmin > 0.
Proof. The following analysis is inspired by [26] and [49]. Let us drop the super-
script (k), and write for any x, z and 0 < α < 1
‖x + αz‖1 = ‖α(x + z) + (1− α)x‖1 ≤ α‖x + z‖1 + (1− α)‖x‖1. (4.2)
Next, since the Hessian is bounded we can write for any x, z and α
f(x + αz) ≤ f(x) + αzT∇f + 1
2
α2M‖z‖2. (4.3)
Now, let us assume that z was yielded by (2.1). We obtain
F (x)− F (x + αz) = f(x) + λ‖x‖1 − f(x + αz)− λ‖x + αz‖1
≥ λ‖x‖1 −
(
αzT∇f + 12α2M‖z‖2 + λ‖x + αz‖1
)
≥ − (αzT∇f + 12α2M‖z‖2 + λα‖x + z‖1 − λα‖x‖1)
= −α (zT∇f + 12zTHz + λ‖x + z‖1 − λ‖x‖1)
+ 12αz
THz− 12α2M‖z‖2≥ 12αzTHz− 12α2M‖z‖2,
(4.4)
where the first and second inequalities are obtained by (4.3) and (4.2), respectively,
and the third inequality follows from the fact that z achieves a better objective in
(2.1) than 0. Now, because we assume that H  γminI is used in the relaxation, then
following (4.4) we write
F (x)− F (x + αz) ≥ 12 (γmin − αM)α‖z‖2 = K · α‖z‖, (4.5)
which is always positive for any 0 < α < γminM . This proves (4.1) for K =
1
2 (γmin −
αM).
For the following results we use the notion of sub-gradients. ∂F (x), the sub-
differential of F , is the set
∂F (x) =
{
∇f(x) + λt : ti = sign(xi) if xi 6= 0
ti ∈ [−1, 1] if xi = 0
}
. (4.6)
A vector x∗ is a minimizer of (1.1), if and only if 0 ∈ ∂F (x∗) [17]. We now extend
Lemma 2 in [49] to any relaxation of type (2.1)-(2.2). This lemma shows that, under
suitable conditions, any point x¯ is either a stationary point of F (·), or else the result
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of Relax(x¯) is a substantial distance away from x¯. The proof for this lemma is similar
to the proof in [49].
Lemma 4.2. (No stagnation of the relaxation.) Let {x(k)} be a series of points
produced by x(k+1) = Relax(x(k)), defined by (2.1)-(2.2) with γmaxI  H(k)  γminI 
0. Let {x(kj)} be any infinite and converging subseries of {x(k)}, and let x¯ denote its
limit. Then x¯ is a stationary point of F (·) in (1.1).
Proof. Since the subseries {x(kj)} converges to x¯, then {F (x(kj))} converges
to F (x¯). Following Lemma 4.1, the full series {F (x(k))} is monotone and hence
convergent because {F (x(kj))} is convergent. Therefore {F (x(kj+1))−F (x(kj))} → 0,
which implies following (4.5) that ‖xkj − xkj+1‖ → 0, and limj→∞ x(kj+1) = x¯. By
(2.1), the condition
0 ∈ ∂F˜ = {∇f(x(kj)) +H(kj)z(kj) + λt} (4.7)
is satisfied for z(kj), where t = ∂‖x(kj) + z(kj)‖1. Then, by (2.2) we have x(kj+1) =
x(kj) +αz(kj). Because α > αmin by Lemma 4.1, ‖xkj−xkj+1‖ → 0 implies ‖z(kj)‖ →
0, which, due to the upper bound on H(kj), leads to ‖H(kj)z(kj)‖ → 0. Now as in
[49], by taking the limit as j →∞, and using outer semicontinuity of ∂‖ · ‖1, we have
that 0 ∈ ∂F (x¯) defined in (4.6), hence x¯ is a stationary point of F .
Next, we show that relaxation of type (2.1)-(2.2) converges to a stationary point
of (1.1), which is also a minimum because F (x) is convex. Our proof follows the
convergence proofs in [13, 45].
Theorem 4.3. (Convergence of the relaxation.) Assume that the level set R =
{x : F (x) ≤ F (x(0))} is compact, and the Hessian is bounded: ||∇2f(x)|| < M . Let
{x(k)} be a series of points produced by x(k+1) = Relax(x(k)), defined by (2.1)-(2.2),
with γminI ≺ H(k) ≺ γmaxI, starting from an initial guess x(0). Then any limit point
x∗ of the sequence {x(k)} is a stationary point of F in (1.1), i.e., 0 ∈ ∂F (x∗), and
F (x(k)) converges to F (x∗).
Proof. By Lemma 4.1, the series {F (x(k))} is monotonically decreasing. Since the
objective F in (1.1) is non-negative, it is bounded from below, and hence the series
{F (x(k))} converges to a limit. Because the level set R is compact by assumption,
we have that {x(k)} is bounded in R, and therefore there exists a sub-series {xkn}
converging to a limit point x∗. By Lemma 4.2, the point x∗ is a stationary point of
F (·). Since F (·) is continuous, x(kn) −→ x∗ yields F (x(kn)) −→ F (x∗). The limit
of {F (x(k))} equals to that of any of its sub-series, specifically {F (x(kn))}, and thus
F (x(k)) −→ F (x∗).
The results above are intriguing because they show that we can use any positive
definite H(k) in (2.1), and the resulting method converges. In particular, the analysis
shows that one can use a positive definite inexact Hessian as in [44, 25], and the method
still converges. In a way, this is similar to the property of preconditioners when solving
linear systems. Now, one may wonder if it is possible to generate preconditioners H(k)
for ∇2f which are “easily invertible” in the sense of minimizing (2.1), and solve (1.1)
more efficiently this way.
4.2. Theoretical results for the multilevel framework. From the defini-
tions of (1.1) and (3.3), we know that reducing F (x) on any of the coarser levels also
reduces F (x) for the fine level. Therefore, if Algorithm 1 is used with a monotonically
decreasing relaxation, then it is also monotonically decreasing. In addition, we have
the following properties.
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Lemma 4.4. (Coarse solution correspondence.) Let Cl ⊇ supp(x∗) be a subset of
the variables {1,...,n}, where x∗ is a solution of (1.1). Let xˆ be a solution of problem
(3.3) restricted to Cl. Then xˆ is also a solution of (1.1).
Proof. Because Cl ⊇ supp(x∗), then x∗ is a feasible point of (3.3). Since xˆ is a
solution of (3.3), then F (xˆ) ≤ F (x∗). Therefore, xˆ is also a solution of (1.1), because
otherwise we contradict the optimality of x∗.
For the next two properties we assume that the coarsest problem is solved exactly in
Algorithm 1. From lemma 4.4, the following corollary immediately holds.
Corollary 4.5. If CL ⊇ supp(x∗) at the k-th cycle of Algorithm 1, then problem
(1.1) is solved at that cycle.
Theorem 4.6. (No Stagnation of ML-cycle.) Assume that the conditions of
Lemma 4.1 hold for the relaxation method used in Algorithm 1. Let x be the solution
of the coarsest level problem at Step 3 of Algorithm 1. If CL 6⊇ supp(x∗), then at
least one iterated shrinkage relaxation on one of the levels L − 1, ..., 0 must change
supp(x).
Proof. Because x is a minimizer of the coarsest problem (3.3), then for all j ∈ CL
(∇f(x))j + λsign(xj) = 0 if xj 6= 0,
|(∇f(x))j | ≤ λ if xj = 0. (4.8)
Now, since CL 6⊇ supp(x∗), x is not a minimizer of the unrestricted problem (1.1), so
0 6∈ ∂F (x). Therefore, there exists at least one variable q 6∈ CL for which |(∇f(x))q| >
λ. Suppose that (4.8) holds for {Cl}Ll=lˆ−1, such that Clˆ is the coarsest level in the
multilevel hierarchy that includes such a variable. Because {Cl}Ll=lˆ−1 satisfy (4.8), x
is a stationary point of all the relaxations (2.3) on those levels. However, on level lˆ
(4.8) is violated, and the relaxation yields a direction zclˆ fulfiling
0 ∈ (∂F˜ )clˆ = {(∇f(x))clˆ +Hclˆzclˆ + λtclˆ}, (4.9)
where tclˆ = ∂‖xclˆ + zclˆ‖1, and (∇f(x))clˆ and (H)clˆ are the gradient and the Hessian
approximation of the relaxation restricted to the entries in Clˆ. Since zclˆ 6= 0 and
the linesearch parameter α > αmin, then ‖x − Relax(x)‖ > 0, and hence, following
Lemma 4.1, F (Relax(x)) < F (x). Now, if the support of x did not change following
this relaxation, i.e., supp(Relax(x)) = supp(x), this would contradict the optimality
of x with respect to the levels {Cl}Ll=lˆ−1.
Our last Theorem proves that Algorithm 1 converges when used with a suitable
relaxation method. The Algorithm falls into the block coordinate descend framework
in [46] where the blocks are the sets {Cl}Ll=0 in all levels. In particular, since C0 =
{1, ..., n}, then all multilevel cycles end with a relaxation that includes all the variables,
and hence the Gauss-Seidel rule in [46] is satisfied at most every L ·ν+νc relaxations.
Theorem 4.7. (Convergence of Algorithm 1.) Assume that the conditions of
Theorem 4.3 hold for f(x) and Relax(x). Let {x(k)} be a series of points produced by
x(k+1) = ML-cycle(x(k)), defined by Algorithm 1 with ν > 0 and νc > 0, starting from
an initial guess x(0). Then any limit point x∗ of the sequence {x(k)} is a stationary
point of F in (1.1), and F (x(k)) converges to F (x∗).
Proof. Let us now define {y(s)} to be the series of points generated by all the
relaxations that are performed within the cycles for producing {x(k)}. Lemma 4.1
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and the relation between the problems (1.1) and (3.3) imply that {F (y(s))} is mono-
tonically non-increasing. Similarly to the proof of Theorem 4.3, since F (·) in (1.1)
is bounded from below, the series {F (y(s))} converges to a limit, and therefore there
exists a sub-series {y(sn)} converging to a limit point x∗. Because we apply the same
type of relaxation on all levels then following (4.5), {F (y(sj))− F (y(sj+1))} → 0 im-
plies that ‖y(sj)−y(sj+1)‖ → 0, and limj→∞ y(sj+1) = x∗. In a similar way this leads
to limj→∞ y(sj+t) = x∗ for t = 1, ..., L · ν + νc. By the definition of Algorithm 1, a
full relaxation is applied on one of the points y(sj+t) (i.e., a relaxation that includes
all variables in C0 = {1, ..., n}). This means that at least one of the subseries y(sj+t)
includes an infinite subseries of fine-level points converging to x∗, and each direction
obtained by the corresponding relaxation satisfies (4.7). By the same arguments that
follow Equation (4.7) in the proof of Lemma 4.2, x∗ is a stationary point of F (·). Since
F (·) is continuous, y(sj) −→ x∗ yields F (y(sj)) −→ F (x∗). The limit of {F (y(s))}
equals to that of any of its sub-series, specifically {F (y(sn))}. Thus F (x(k)) which is
a subseries of {F (y(s))} converges to F (x∗).
Organization and notation. Until now we described a general framework for
l1 regularized convex optimization. The remainder of the paper is devoted to two
specific problems: one is the sparse inverse covariance estimation on which we focus
extensively, and the other is l1-logistic regression. For the first problem it is natural to
consider the unknowns as a matrix (the estimated inverse of the covariance matrix),
and hence we revert to the familiar matrix notation A ∈ Rn×n, instead of x ∈ Rn.
This is the only difference in notation between the first and second parts (e.g., we
minimize F (x) in sections 1-4, F (A) in sections 5-8, and F (w) in sections 9-10. In
all cases, F () is the l1-regularized non-smooth objective).
Sections 1-4: Sections 5-8: Section 9-10:
General Framework Sparse Inverse l1-regularized
Covariance Estimation Logistic Regression
x - unknown vector. A - unknown matrix. w - unknown vector.
n - dimension of x n - dimension of A n - dimension of w
(x ∈ Rn). (A ∈ Rn×n). (w ∈ Rn).
Data samples and matrix Data samples and matrix
{yi}mi=1 ∈ Rn, S ∈ Rn×n {xi}mi=1 ∈ Rn, X ∈ Rn×m,y ∈ Rm
Table 4.1
The notation used in the different sections of this paper.
5. The sparse inverse covariance estimation problem. Estimating the pa-
rameters of a multivariate Gaussian (Normal) distribution is a common problem in
many applications in machine learning, computational biology, and other fields [2].
Given a set of samples {yi}mi=1 ∈ Rn, where yi ∼ N (µ,Σ) , the objective is to esti-
mate the mean µ ∈ Rn, and either the covariance matrix Σ ∈ Rn×n or its inverse Σ−1,
which is also called the precision matrix. In particular, the inverse of the covariance
matrix, which represents the underlying graph of a Gaussian Markov random field
(GMRF), is useful in many applications [38].
Both the mean µ and the covariance Σ are often estimated using the maximum
likelihood estimator (MLE), given the samples {yi}mi=1. The MLE aims to maximize
the probability of sampling {yi}mi=1 given the parameters. In the Gaussian case, this
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leads to the maximization of the density function of the Normal distribution
µˆ, ΣˆMLE = arg max
Σ,µ
m∏
i=1
P(yi|Σ, µ)
= arg max
Σ,µ
m∏
i=1
1√
(2pi)m det (Σ)
exp
(
−1
2
(yi − µ)TΣ−1(yi − µ)
)
.
(5.1)
This yields µˆ = 1m
∑m
i=0 yi as estimation for the mean and
2
S
4
= ΣˆMLE =
1
m
m∑
i=0
(yi − µˆ)(yi − µˆ)T , (5.2)
which is also called the empirical covariance matrix. More specifically, by applying
− log to the MLE objective in (5.1) and minimizing it over the inverse covariance
matrix we get that Σ−1 is estimated by solving the optimization problem
min
A0
f(A)
4
= min
A0
− log(detA) + tr(SA), (5.3)
which also leads to (5.2).
However, if the number of samples is smaller than the problem dimension, i.e.,
m < n, then S in (5.2) is rank deficient and not invertible, whereas the true Σ
is assumed to be full-rank and positive definite. Nevertheless, in this case one can
reasonably estimate Σ−1 by adding further assumptions. It can be observed in the
probability density function in (5.1) that if (Σ−1)ij = 0, then the random variables
in the i-th and j-th entries of a vector y ∼ N (µ,Σ) are conditionally independent,
given that the rest of the variables are known [9]. Therefore, one may look at Σ−1
as a direct dependency matrix where each of its off-diagonal non-zeros indicates a
direct dependency between two variables. For this reason, many applications adopt
the notion of estimating a sparse inverse of the covariance, Σ−1. (Note that in most
cases Σ remains dense.) For this purpose, we follow [2, 3, 7], and minimize (5.3) with
a sparsity-promoting l1 prior:
min
A0
F (A)
4
= min
A0
f(A) + λ‖A‖1. (5.4)
Here, f(A) is the MLE objective defined in (5.3), ‖A‖1 ≡
∑
i,j |aij |, and λ > 0 is a
regularization parameter. The sparsity assumption is justified when most variables
are directly statistically dependent on only a small number of variables, and thus
conditionally independent of the rest. Problem (5.4) is also called Covariance Selection
[9] and it has a unique solution [2, 7]. It is an instance of (1.1), so it is non-smooth
and convex, but unlike (1.1) it is also constrained to the positive definite domain.
Many methods were recently developed for solving (5.4)—see [3, 2, 7, 19, 22,
24, 25, 26, 33, 35, 44] and references therein. However, as mentioned earlier, in this
work we are interested in efficiently solving large scale instances of (5.4), where n
is large such that O(n2) variables cannot fit in memory (we assume that the data
samples {yi}mi=1 do fit in memory). This makes the solution of (5.4) particularly
challenging, since the gradient of f(A) includes A−1, which is a dense n× n matrix,
2Equation (5.2) is the standard MLE estimator, derived from (5.1). However, sometimes the
unbiased MLE estimation is preferred, where m− 1 replaces m in the denominator.
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coming from the log det term. Because of this, most of the existing methods cannot
be used to solve (5.4), as they use the full gradient of f(A). The same applies for
the strategies of [2, 19] that target the dense covariance matrix itself rather than
its inverse, using the dual formulation of (5.4). Two exceptions are (1) BigQUIC - a
proximal Newton approach in [25], which was made suitable for large-scale matrices by
treating the Newton direction problem in blocks, and (2) a Block-Coordinate-Descent
for Inverse Covariance Estimation (BCD-IC) method [44] that directly treats (5.4) in
blocks. In the following sections we briefly describe the proximal Newton approach
for (5.4), and review the BCD-IC method of [44]. Following that, we describe how
to accelerate BCD-IC by our multilevel framework, and show improvements for it in
the case where problem (5.4) is solved for a given support—similarly to problem (3.3)
which is constrained to a given support.
5.1. Proximal Newton methods for sparse inverse covariance estima-
tion. A few of the current state-of-the-art methods [24, 25, 26, 35] for (5.4) involve
the “proximal Newton” approach described earlier in Section 2. To obtain the Newton
descent direction, the smooth part f(A) in (5.4) is replaced by a second order Taylor
expansion, while the non-smooth l1 term remains intact. This requires computing the
gradient and Hessian of f(A), which are given by
∇f(A) = S −A−1, ∇2f(A) = A−1 ⊗A−1, (5.5)
where ⊗ is the Kronecker product. The presence of A−1 in the gradient not only
imposes memory problems in large scales, it is also expensive to compute. Therefore,
the advantage of the proximal Newton approach here is the low overhead: by calcu-
lating the A−1 in ∇f(A), we also get the information needed to apply the Hessian
[25, 26, 35].
Similarly to (2.1), the Newton direction ∆(k) is the solution the LASSO problem,
∆(k) = arg min
∆∈Rn×n
F˜ (A(k) + ∆)
= arg min
∆∈Rn×n
f(A(k)) + tr(∆(S −W )) + 1
2
tr(∆W∆W ) + λ‖A(k) + ∆‖1,
(5.6)
where W =
(
A(k)
)−1
. The gradient and Hessian of f(A) in (5.5) are featured in the
second and third terms in (5.6), respectively. Once the direction ∆(k) is computed, it
is added to A(k) employing a linesearch procedure to sufficiently reduce the objective
in (5.4) while ensuring positive definiteness. To this end, the updated iterate is
A(k+1) = A(k) + α∆(k), where α > 0 may be obtained using Armijo’s rule [26].
5.2. Restricting the updates to free sets. In addition, [26] introduced a
crucial step: restricting of the Newton direction in (5.6) to a “free set” of variables,
while keeping the rest as zeros. The free set of a matrix A is defined as
F(A) = {(i, j) : Aij 6= 0 ∨ |(S −A−1)ij | > λ} . (5.7)
If one solves (5.6) with respect only to the variables outside this free set, they all
remain zero, suggesting that it is worthwhile to (temporarily) restrict (5.6) only to
the variables in this set [26]. This reduces the computational complexity of most
LASSO solvers: given the matrix W , the Hessian term in (5.6) can be calculated in
O(Kn) operations instead of O(n3), where K = |F (A(k)) |. This saves significant
computations in each Newton update, and at the same time does not significantly
increase the number of iterations needed for convergence [44].
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Fig. 6.1. Example of a BCD iteration. The blocks are treated successively.
6. Block coordinate descent for sparse inverse covariance estimation
(BCD-IC). In this section we review the iterative Block Coordinate Descent method
for solving large-scale instances of (5.4). In this method, we iteratively update the
solution in blocks of matrix variables, where each block is defined as the free set
of variables within a relatively small subset of columns of A. We iterate over all
blocks, and in turn minimize (5.4) restricted to each block by using a quadratic
approximation, while the other matrix entries remain fixed. Since we consider one
sub-problem at a time, we can fully store the gradient and Hessian for each block,
assuming that the blocks are chosen to be small enough.
We limit our blocks to subsets of columns because this way, the corresponding
portion of the gradient (5.5) can be computed as solutions of linear systems. Because
the matrix is symmetric, the corresponding rows are updated simultaneously. Figure
6.1 shows an example of a BCD iteration where the subsets of columns are chosen in
sequential order. In practice, theses subsets can be non-contiguous and vary between
the BCD iterations. We elaborate later on how to partition the columns, and on
some advantages of this block-partitioning. Partitioning the matrix into small blocks
enables our method to solve (5.4) in high dimensions (up to millions of variables),
requiring O(n2/p) additional memory, where p is the number of blocks (that is in
addition to the memory needed for storing the iterated solution A(k) itself, and the
data {yi}mi=1).
6.1. BCD-IC iteration. We now describe a BCD-IC iteration, in which we
divide the matrix into blocks, and iteratively update the solution matrix block by
block. Assume that the set of columns {1, ..., n} is divided into p subsets {Ij}pj=1,
where Ij contains the indices of the columns that comprise the j-th block. We denote
the updated matrix after treating the j-th block at iteration k by A
(k)
j and the next
iterate is defined once we finish treating all blocks, i.e., A(k+1) = A
(k)
p . However, for
simplicity of notation, let us denote the updated matrix A
(k)
j−1, before treating block
j at iteration k, by A˜.
To update block j, we form and minimize a quadratic approximation of problem
(5.4), restricted to the rows/columns in Ij :
min
∆j
F˜ (A˜+ ∆j), (6.1)
where F˜ (·) is the quadratic approximation of (5.4) around A˜, similarly to (5.6), and
∆j has non-zero entries only in the rows/columns in Ij . In addition, we restrict the
non-zeros of ∆j to the free set defined in (5.7). That is, ∆j in (6.1) is restricted to
the free set
FIj (A˜) = F(A˜) ∩ {(i, k) : i ∈ Ij ∨ k ∈ Ij} , (6.2)
while all other entries in ∆j are fixed to zero. To calculate (6.2), we check the condition
in (5.7) only in the columns Ij , which requires the gradient (5.5) for block Ij . For that,
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we calculate the columns Ij of A˜
−1 by solving |Ij | linear systems, with the canonical
vectors el as right-hand-sides for each l ∈ Ij , i.e., (A˜−1)Ij = A˜−1EIj . The solution
of these linear systems is one of the main computational tasks of our algorithm, and
can be achieved in various ways. For large dimensions, iterative methods such as
Conjugate Gradients (CG) are usually preferred, possibly with preconditioning [39].
6.1.1. Treating a block-subproblem by Newton’s method. To get the
Newton direction for the j-th block, we solve the LASSO problem (6.1) by using PCD
accelerated by non-linear Conjugate Gradients (PCD-CG) [54, 45]. For a complete
and detailed description of this algorithm see the Appendix of [44].
Let us denote W = A˜−1. To apply a PCD-CG iteration, we need to calculate
the objective of (6.1) and its gradient efficiently. For that, we need to calculate
the matrices W∆jW , S − W , and l1 term only at the entries (6.2), where ∆j is
non-zero. We compute only the columns of ∆j , because the rows are obtained by
symmetry. The main computational task here involves the “Hessian-vector product”
W∆jW . For that, we reuse the Ij columns of A˜
−1 calculated for obtaining (6.2),
denoted now by WIj . Since we only need the result in the columns Ij , we observe
that (W∆jW )Ij = W∆jWIj , and the product ∆jWIj can be computed efficiently
because ∆j is sparse.
In order to compute W (∆jWIj ) for the entries in (6.2), we follow the idea of [25]
and use the rows (or columns) of W that are represented in (6.2). Besides the columns
Ij of W we also need the “neighborhood” of Ij defined as
Nj =
{
i : ∃k /∈ Ij : (i, k) ∈ FIj (A)
}
. (6.3)
The size of this set will determine the amount of additional columns of W that we
need, and therefore we wish it to be as small as possible. To achieve that, we follow
[25] and define the blocks {Ij} using clustering methods, which aim to partition the
columns/rows into disjoint subsets, such that there are as few non-zero entries as
possible outside the diagonal blocks of the matrix that correspond to each subset. In
our notation, we aim that the size of Nj will be as small as possible for every block
Ij , which is chosen to be relatively small. We use METIS [30], but other methods
may be used instead. Note that only |Nj | × |Nj | numbers out of WNj are necessary
for computing the relevant entries of W (∆jWIj ). However, there might be situations
where the matrix has a few dense columns, resulting in some sets Nj of size O(n).
Computing WNj for those sets is not possible because of memory limitations. This
case is treated separately—see [44] for details.
6.1.2. Updating the solution with line-search. Denote the solution of the
Newton direction problem (6.1) by ∆
(k)
j . Now we wish to update the matrix A
(k)
j =
A
(k)
j−1 + α∆
(k)
j , where α > 0 is obtained by a linesearch procedure, which requires
evaluating the objective of (5.4) for several values of α.
First, for any sparse matrix A the cost of computing the trace and l1 terms in
(5.4) is proportional to the number of non-zero entries in A (and the number of sample
vectors). However, calculating the determinant of a general n × n sparse matrix for
evaluating the log det term of (5.4) may be costly. This may be done by using a sparse
Cholesky factorization, but here we assume that n is too large for that. In our case,
however, since ∆
(k)
j has a special block structure, we can reduce the log det term to a
log-determinant of a small dense |Ij | × |Ij | matrix, and compute it efficiently.
Let us introduce a partitioning of any matrix A into blocks, according to a subset
of indices Ij ⊆ {1, ..., n}. Assume without loss of generality that the matrix A has
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been permuted such that the columns/rows with indices in Ij appear first, and let
A =

A11 A12
A21 A22
 (6.4)
be a partitioning of A. The sub-matrix A11 corresponds to the elements in rows and
columns Ij in A. According to the Schur complement [39], for any invertible matrix
and block-partitioning as above, the following holds:
log det(A) = log det(A22) + log det(A11 −A12A−122 A21). (6.5)
Furthermore, for any symmetric matrix A the following applies:
A  0⇔ A22  0 and A11 −A12A−122 A21  0. (6.6)
Using the above notation and partitioning for A˜ and ∆
(k)
j , we write using (6.5):
log det (A˜+ α∆
(k)
j ) = log det (A˜22) + log det(B0 + αB1 + α
2B2) (6.7)
where B0 = A˜11 − A˜12A˜−122 A˜21, B1 = ∆11 −∆12A˜−122 A˜21 − A˜12A˜−122 ∆21, and
B2 = −∆12A˜−122 ∆21. (Note that here we replaced ∆(k)j by ∆ to simplify notation.)
If the set Ij is relatively small, then so are the matrices Bi ∈ R|Ij |×|Ij | in (6.7), and
given these matrices we can easily compute the objective F (·). Furthermore, following
(6.6), the constraint A˜+ α∆
(k)
j  0 involved in a linesearch for ∆(k)j is equivalent to
B0 + αB1 + α
2B2  0, assuming that A˜22  0. Calculating the matrices Bi in (6.7)
seems expensive, but they can be efficiently obtained from the previously computed
matrices WIj and WNj mentioned earlier—see Appendix A.1 for details. Therefore,
computing (6.7) can be achieved in O(|Ij |3) time complexity.
Using the properties described above, we can easily apply a linesearch for ∆
(k)
j ,
and guarantee in every update that our iterated solution matrix A˜ remains positive
definite throughout the iterations. More specifically, in this work we use a variant
of the Armijo backtracking rule that was also suggested in [53], approximately mini-
mizing the objective over α. That is, we choose α0 = 1, and 0 < β < 1(= 0.5), and
examine the values of F (·) for α = α0βi for i = 0, 1, 2, .... We iterate over i to find a
point where F (·) is minimized over the samples α0βi subject to A˜+ α∆(k)j  0. This
requires the initialization of the algorithm, A(0), to be positive definite.
6.2. Convergence of BCD-IC. The paper [44] states the following theorem:
Theorem 6.1. In Algorithm 2, the sequence
{
A
(k)
j
}
converges to the global
optimum of (5.4).
The proof of this theorem is based on the analysis of [46, 26]. In [46], a general
block-coordinate-descent approach is analyzed to solve minimization problems of the
form F (A) = f(A) + λh(A), where f(·) is a smooth function and h(·) is a separable
convex function, which in our case are (5.3) and ‖A‖1, respectively. Although this
setup fits the the problem (5.4), [46] treats the problem in the Rn domain, while
the minimization in (5.4) is being constrained over the symmetric positive definite
domain. To overcome this limitation, the authors in [26] extended the analysis in [46]
to treat the specific constrained problem (5.4). Except for the solution of the inner
LASSO problems, [26] is equivalent to BCD-IC using only one block which contains
all variables. Hence, the convergence proof of BCD-IC in [44] extends that of [26].
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Algorithm: BCD-IC(A(0),{xi}mi=1,λ)
for k = 0, 1, 2, ... do
Calculate clusters of elements {Ij}pj=1 based on A(k).
% Denote: A
(k)
0 = A
(k)
for j = 1, ..., p do
Compute WIj =
(
(A
(k)
j−1)
−1
)
Ij
. % solve |Ij | linear systems
Define FIj
(
A
(k)
j−1
)
as in (6.2), and define the set Nj in (6.3).
Compute WNj =
(
(A
(k)
j−1)
−1
)
Nj
. % solve |Nj | linear systems
Find the Newton direction ∆
(k)
j by solving (6.1).
Update the solution: A
(k)
j = A
(k)
j−1 + α∆
(k)
j by linesearch.
end
% Denote: A(k+1) = A
(k)
p
end
Algorithm 2: Block Coordinate Descent for Inverse Covariance Estimation
7. Application of the multilevel framework to sparse inverse covari-
ance estimation. Given an iterate A(k), proximal Newton methods like [26, 25, 35]
or BCD-IC limit their Newton directions to the variables in the free set, saving a sig-
nificant amount of computations. However, in [26] it is shown that if A(k) is far from
the optimal solution A∗, then |F(A(k))| may be several times larger than |F(A∗)|,
since the entries of the gradient of A(k) are typically large. This may impose exten-
sive computations: we get larger and more difficult Newton problems. Moreover, for
large scales, the cost of solving linear systems for the gradients is directly proportional
to the number of non-zeros in the matrices. As the iterates progress, the support size
of the iterated matrices reduces, until it converges to that of A∗. As mentioned in the
first part of this paper, if we knew the non-zeros of A∗, solving (5.4) would require
less computations—this again motivates the use of our multilevel framework for this
problem.
Even though (5.4) has many unique properties, we apply our multilevel framework
in Algorithm 1 as is, using a method like BCD-IC or [26, 25, 35] as the relaxation.
In particular, in this paper we use BCD-IC, because we target large-scale problems.
We now elaborate on how to define the ingredients of the multilevel approach, the
restricted relaxation, selection of hierarchy {Cl}Ll=0, and parameters ν and νc.
Similarly to (3.3), we define a coarse problem at level l by limiting problem (5.4)
to a subset of entries, denoted by Cl
min
A0, supp(A)∈Cl
f(A) + λ‖A‖1, (7.1)
where f(A) is defined in (5.3). To solve problem (7.1) using the proximal Newton
methods [26, 25], for example, one may restrict the Newton direction to F(A) ∩ Cl
instead of F(A). If one uses BCD-IC, the same applies for the free set (6.2). This
allows a significant improvement for BCD-IC in this case: unlike the original case
where we need all the rows of WIj for checking (6.2), now we apriori need only the
rows of WIj that are represented in Cl, because (6.2) is restricted to Cl. Using Schur
complement properties, we get those rows of WIj using only the columns of A
−1 that
correspond to the neighborhood of Ij in Cl, and as a result, we no longer need the
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solution of |Ij | linear systems. A detailed description is given in Appendix A.2. This
significantly reduces the cost of a BCD-IC relaxation.
Next, within each of the relaxation methods mentioned, there is an inherited
selection of variables in the form of free set. This affects the choice for the multilevel
hierarchy. As in (3.4), we choose all available variables for C0, and apply the finest
level relaxation for (5.4) without an additional constraint. However, if for example
we let C1 include half of the variables, the free set in the corresponding relaxation for
C1 will most likely be nearly the same as for C0, as the size of a free set is typically
much smaller than half of all the variables. Therefore, in order to inforce a significant
reduction in the problem size, we need to select a subset of the free set. So, to define
the multilevel hierarchy (3.4), we use the free set calculated in the fine level relaxation
in a previous cycle3. Now, let Fk be this free set, then similarly to Section (3.2), for
C1 we first choose the entries in supp(A(k)), and then choose d 12 |Fk|e − |supp(A(k))|
additional variables with the highest absolute value of the gradient. For the rest of
the levels, we chose |Cl+1| = max{d 12 |Cl|e, |supp(A(k))|} for 1 ≤ l < L, based on the
support and the size of the gradient, until CL = supp(A(k)).
Lastly, we apply our multilevel framework for solving (5.4) using ν = νc = 1
relaxations in Algorithm 1. We apply only one relaxation on each level because the
methods mentioned are quite effective and require only a few iterations to solve (5.4).
That is not only because these methods use second order information, but also since
there is no point in solving (5.4) up to high accuracy because of statistical noise. The
problem with these methods is that each of their iterations is expensive, especially if
the free set is large. Therefore, to get the most out of our multilevel structure, and
especially not to overdo the coarsest level solution, we apply only one relaxation on
each level, including the coarsest.
7.1. Convergence of the multilevel framework for inverse covariance
estimation. As noted before, problem (5.4) is different from (1.1) because it has the
positive definiteness constraint. Still, by Corollary 4.7, Algorithm 1 converges when
it is applied with any relaxation method that satisfies the conditions of Theorem 4.3,
and Lemmas 4.1 and 4.2. Indeed, the methods QUIC [26] (and BIG-QUIC [25]) and
BCD-IC [44] satisfy those conditions. By Lemma 2 in [26] we know that all iterates
of QUIC are contained in the compact level set U = {A : f(A) < f(A0), A  0}, so
throughout the iterations θminI  A  θmaxI, and therefore the Hessian ∇2f , which
is also used as the iteration matrix H(k), is bounded from below and from above. Also,
Propositions 3-5 in [26] include the result of Lemma 4.1, and those appear in [44].
Lemma 4.2 holds for both [26] and [44] because both satisfy its conditions and apply
(2.1)-(2.2) in blocks and cover all variables periodically (by satisfying the Gauss-Seidel
rule in [46]). Finally, the conditions of Theorem 4.7 hold for (5.4) and the relaxations
[26, 25, 44], and therefore, Algorithm 1 converges for the solution of (5.4) when used
with either one of the methods [26, 25, 44] as a relaxation.
8. Numerical results: sparse inverse covariance estimation. In this sec-
tion we compare the performance of several approaches to our multilevel framework,
for solving large-scale instances of (5.4). Our multilevel framework is applied on BCD-
IC (and denoted ML-BCD), and compared with “stand-alone” BCD-IC (Algorithm
3Calculating a free set is a relatively expensive procedure. Therefore, we use the most relevant
free set and gradient that we have from previous computations. If we use [25] as relaxation, that
would be the free set of the fine level relaxation from the previous cycle. If we use BCD-IC, then we
use the union of free sets determined for all the blocks as a free set. As an initial free set, one may
use {(i, j) : |Sij | > λ} ∪ supp(A(0)).
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2) and BIG-QUIC [25] (for our tests we adapted the authors’ software, which is writ-
ten and parallelized in C). Furthermore, we include other acceleration frameworks
applied on BCD-IC: (1) a continuation strategy (BCDcont.) and a (2) “divide and
conquer” strategy (DC-BCD) [24]. Our MATLAB-based code (including routines in
C) is available at: http://www.cs.technion.ac.il/~eran/.
The continuation strategy was generally described at the end of Section 2. More
precisely, here we use four decreasing values of regularization parameter λ in (1.1):
λ4 > λ3 > λ2 > λ1, and apply one BCD-IC iteration for each of those in decreasing
order. The final value, λ1 is the value in which we want to solve (1.1). Once this
sequence of iterations is over, we keep applying BCD-IC using λ1 until convergence.
Here we choose λ4 =
1+λ
2 , and the rest of the values are linearly spaced between λ4
and the original value λ1. We note that since we use normalized data, we know that
any reasonable λ for (5.4) must be smaller than 1.
The divide and conquer (DC) strategy relies on the fact that if we assume that
the solution of (5.4) is a block-diagonal matrix, then the problem can be separated
to a sum of smaller problems according to those blocks. Using this idea, the strategy
is applied as follows. We initialize A(0) with a diagonal matrix, and use the graph
induced by the free set (5.7) to create a hierarchy of nested partitioning of the original
matrix. We first partition the matrix indices {1, ..., n} into two sub-sets, then each of
those is divided into two to create four sub-sets, and so on until the subsets are small
enough (in our tests we terminate the partitioning at size smaller than 4000). Then,
assuming that the result of (5.4) is a block-diagonal matrix with blocks according
to the partitioning, we perform an iteration of BCD-IC for each of those block sub-
problems separately. Then, we perform a union of blocks opposite to the partitioning
process—each block that was split to two sub-blocks is now merged into one again.
We apply a BCD-IC iteration for the merged blocks, starting from the block-diagonal
approximation obtained from the previous partitioning. We repeat this process of
uniting the sub-problems and applying BCD-IC iterations until all the sub-blocks are
united to {1, ..., n} back again. From that point, we apply BCD-IC until convergence.
For more details, see [24].
We initialize all methods with the identity matrix. As a stopping criterion for all
methods, we follow [25, 44] and use the condition: minz ‖∂F (A(k))‖1 < 5e-3‖A(k)‖1,
where ∂F is the subdifferential (4.6). All solutions achieved by all algorithms corre-
spond to objective values F (A∗) which are identical up to several significant digits
and have an essentially identical support size. All the experiments were run on a
machine with 2 Intel Xeon4 E-2650 2.0GHz processors with 16 cores, 64GB RAM
and Windows 7 OS. For BCD-IC, we approximate WIj and WNj by using conjugate
gradients, which we stop once the relative residual drops below 10−5 and 10−4, re-
spectively. In addition, we approximate the solution of the Newton direction problem
(using PCD-CG) up to a relative precision of 10−4. The block size of BCD-IC for all
tests is 256.
8.1. Synthetic experiments. Our first set of experiments is performed on syn-
thetic data, where we use a homogenous random planar graph-Laplacian as a sparse
precision matrix. To generate the graph G(V,E) we choose n random points on the
unit square as the nodes V , and apply a Delaunay triangulation to generate edges in
E. A 2D example of such graph is shown in figure 8.1. Given the graph connectivity,
we create a true precision matrix Σ−1 which is defined by ∀(i, j) ∈ E : (Σ−1)i,j = −1,
4Intel and Xeon are trademarks of Intel Corporation in the U.S. and/or other countries.
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Fig. 8.1. Example of a synthetic unstructured planar graph.
and (Σ−1)ii = −
∑
i 6=j (Σ
−1)ij . These matrices are positive semi-definite and have the
constant vector as null-space. To make them PD, we remove the points (i, j) whose
coordinates are closer than 1/
√
n to the unit boundary. The resulting matrices have
about 6-7 non-zeros per row. To generate the data samples, we randomly generate m
Gaussian vectors vi ∼ N (0, I) and form the data samples by yi = L−1vi, where L
is the Cholesky factorization of the true Σ−1. Following that, the data is normalized
to have zero mean and unit variance for each variable (i.e., diag(S) = I). We gener-
ate matrices of sizes n varying from approximately 125,000 to 500,000, and generate
m = 200 samples for each. We show the results for four reasonable values of λ for
each example.
In the tables below, we show timings and number of iterations that it took for
each method to reach the convergence criterion. We also show the maximal support
size that was encountered throughout the iterations (denoted by max-supp), the sup-
port size of the minimizer (‖A∗‖0) and an estimate of its condition number (κ(A∗)),
calculated by MATLAB’s condest. For all methods except DC-BCD, the number of
iterations indicate the number of BCD-IC iterations (including coarse levels in ML-
BCD and continuation phase in BCDcont.) For DC-BCD, the DC phase is included
in the first iteration.
Table 8.1 summarizes the results for the synthetic tests. It shows that ML-BCD
is the fastest method in almost all the tests. The second-fastest method is DC-BCD,
which is also effective at accelerating BCD-IC because the matrices A∗ in these tests
are quite well-conditioned. This agrees with the analysis of DC in [24]. The methods
BCDcont and BCD-IC are comparable, with BCD-IC being faster for the high λ tests
and BCDcont being faster at the harder lower λ tests. For the low λ BCD-IC and
BIG-QUIC see an increase in the maximal observed support compared to the final
one. This harms the performance of these methods because some iterations require
computations with a less sparse matrix. All three acceleration methods prevent this
excess of non-zeros and significantly accelerate BCD-IC as this phenomenon becomes
more severe. In particular, ML-BCD managed to speedup BCD-IC approximately 4
times. We note that this is not the only reason for the acceleration—these methods
also exploit their ability to reduce the objective value using a relatively small support,
which is cheaper to process. BIG-QUIC is significantly outperformed by all methods
in these tests.
8.2. Experiments using real-world data sets. Next, we examine the perfor-
mance of the methods for large-scale real-world experiments. We use gene expression
data sets that are available at the Gene Expression Omnibus (http://www.ncbi.
nlm.nih.gov/geo/), and are reported in [23, 44]. As before, the data is preprocessed
to have zero mean and unit variance for each variable (i.e., diag(S) = I). Table 8.2
20 Eran Treister, Javier S. Turek and Irad Yavneh
Problem parameters ML-BCD BCD cont. DC-BCD BCD-IC BIG-QUIC
n λ time time time time time
(m) κ(A∗) (it) (it) (it) (it) (it)
‖Σ−1‖0 ‖A∗‖0 max-supp max-supp max-supp max-supp max-supp
0.70 545s 2024s 886s 1447s 3608s
4.19 (5) (6) (1) (4) (4)
491388 492744 497188 493076 501504 501528
124294 0.65 948s 2802s 1841s 4322s 10467s
(200) 9.31 (6) (6) (2) (8) (7)
867224 908680 911034 940648 910190 980758 981412
0.60 2187s 4668s 2751s 8420s 13704s
24.89 (7) (7) (2) (10) (7)
1505346 1505346 1621252 1505852 1853252 1858108
0.55 5006s 8786s 6674s 15647s 20636s
68.61 (8) (8) (3) (8) (6)
2324416 2324416 2612854 2325800 3598916 3617662
0.71 2054s 8237s 3547s 6093s 23233s
4.17 (5) (6) (1) (4) (4)
1040121 1042325 1051423 1043531 1060405 1060477
249045 0.66 3909s 11908s 5114s 13569s 57127s
(200) 9.50 (6) (6) (1) (6) (7)
1739435 1943239 1949805 2015077 1945279 2101425 2103019
0.61 7775s 20068s 11656s 31293s 67756s
26.65 (7) (7) (2) (8) (7)
3273373 3273373 3536169 3280735 4068427 4082373
0.56 18792s 40898s 23189s 66352s 121707s
90.60 (8) (8) (2) (7) (7)
5136827 5136827 5812203 5155709 8112377 8191103
0.73 5960s 30774s 13310s 23024s 94976s
2.96 (5) (6) (1) (4) (4)
1899994 1905608 1915628 1904166 1929250 1929358
498604 0.69 11958s 43500s 17806s 39646s 181759s
(200) 7.32 (6) (6) (1) (5) (6)
3484746 3352522 3361596 3444112 3358350 3539656 3541236
0.65 24507s 62334s 38014s 113950s 263444s
18.53 (6) (7) (2) (9) (7)
5310282 5310282 5647748 5348420 6156774 6168488
0.61 47647s 103961s 40169s 192403s 354082s
48.46 (7) (7) (1) (9) (7)
8170008 8170008 8923932 8183808 10930776 10990358
Table 8.1
Large-scale synthetic results for a random planar graph-Laplacian precision matrix.
shows the name-codes of the data sets, as well as the numbers of variables (n) and
samples (m), where m n. We included three values of λ for each data set.
Table 8.2 summarizes the results for these real-world experiments. We found
these datasets to be more challenging than the synthetic experiments above, which is
mostly evident in the higher condition number of the estimated matrices A∗. Here,
the advantage of the multilevel framework is even more evident. ML-BCD again out-
performs the other options by significant factors, and in particular again accelerates
BCD-IC by a factor of 3-4. Because of the relatively high condition numbers, DC-
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Problem parameters ML-BCD BCDcont. DC-BCD BCD-IC BIG-QUIC
Data
n λ time time time time time
(m) κ(A∗) (it) (it) (it) (it) (it)
‖A∗‖0 max-supp max-supp max-supp max-supp max-supp
0.73 183s 217s 406s 429s 4328s
347.5 (9) (7) (5) (7) (11)
GSE- 237911 237911 240507 266567 499361 776831
1898: 21775 0.70 243s 317s 1457s 1017s 6502s
Liver (182) 530.0 (9) (7) (5) (7) (13)
cancer 294285 294291 320019 1376909 1148951 1265145
0.67 491s 585s 1811s 2380s Not
766.3 (11) (8) (5) (8) converged
346999 348839 362069 1045079 1747431 1955983
0.75 62s 107s 101s 133s 1184s
177 (7) (7) (4) (7) (6)
GSE- 108895 108895 131497 109285 168465 189639
20194: 22283 0.70 146s 237s 263s 329s 3556s
Breast (278) 544 (8) (8) (4) (7) (11)
cancer 197809 197809 219671 233963 460665 559571
0.65 360s 515s 1424s 850s 11068s
1291 (11) (8) (5) (7) (18)
309665 311401 325839 839419 718461 1454469
0.81 177s 494s 500s 603s 8001s
220 (6) (6) (4) (6) (8)
GSE- 328441 329531 379859 350591 496529 640097
17951: 54675 0.78 494s 1258s 844s 1347s 13807s
Prostate (154) 381 (7) (9) (2) (6) (10)
cancer 538061 538061 559951 557277 980713 1370869
0.75 1484s 2125s 3432s 4567s 30850s
669 (8) (7) (4) (6) (14)
805883 805883 823593 921863 1633517 2644767
0.94 1472s 3333s 3353s 6051s 67562s
44 (7) (6) (3) (8) (8)
GSE- 1976582 1976582 2052722 2007554 2804832 3092670
14322: 104702 0.92 4571s 7590s 8308s 16794s 56089s
Liver (76) 104 (8) (6) (3) (8) (11)
cancer 3394500 3394500 3514358 3403044 5402144 6170556
0.90 14456s 19421s 21802s 65674s 155671s
181 (10) (7) (3) (9) (15)
4972394 4972394 5168408 4999572 11049268 10390290
Table 8.2
Large-scale gene-expression analysis results
BCD does not perform as well as before, and is generally outperformed by BCDcont.
In all cases, the accelerated versions outperformed BCD-IC and BIG-QUIC, because
of the decreased support/free set during the solution process. As noted, smaller
supports/free sets induce smaller Newton direction problems and faster solution of
linear systems, in which each matrix-vector multiplication costs proportionally to the
number of non-zeros in the matrix. By limiting the sparsity of the solution, the accel-
eration frameworks save significant computations and improve runtime substantially.
Out of the three methods, ML-BCD is the most efficient one.
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9. Application of the multilevel framework to l1-regularized logistic
regression. In the next two sections we consider the l1-regularized logistic regres-
sion problem. Logistic Regression is a popular classification method in the machine
learning literature. Recently, a l1-regularized version of the Logistic Regression prob-
lem was introduced to obtain a sparse model, and was shown to be less prone to
overfitting [34]. Given a set of samples {xi}mi=1 ∈ Rn and their respective labels
{yi}mi=1 ∈ {−1,+1}, the l1-regularized Logistic Regression classifier is obtained by
solving the following optimization problem5:
min
w∈Rn
L(w) + ‖w‖1 = min
w∈Rn
C
m∑
i=1
log
(
1 + e−yix
T
i w
)
+ ‖w‖1, (9.1)
where C is a regularization parameter that balances between the sparsity of the model
and the loss function L(w). By dividing this problem by C and setting λ = 1C , this
problem gets the same form as (1.1).
Many specialized iterative solvers for (9.1) are available in the literature—see
[51, 20, 52, 31, 21, 41] and references therein. In this section we demonstrate that
our multilevel framework can accelerate the existing solvers for this problem, and
in particular, we focus on accelerating the methods [52] and [51]. The method [52]
is a proximal Newton method, as generally described in Section 2, which restricts
the Newton direction to a free set (similarly to Section 5.2), and treats the Newton
problem using Coordinate Descent. The CDN algorithm [51] solves (9.1) using a
Coordinate Descent approach, where in each coordinate update, CDN solves a one-
dimensional proximal Newton problem with a one-dimensional line-search procedure.
For these purposes, the methods require the gradient and Hessian terms of L(w):
∇L(w) = C
m∑
i=1
(
τ(yix
T
i w)− 1
)
yixi, ∇2L(w) = CXDXT , (9.2)
where τ(s) = 11+e−s is the derivative of the logistic loss function log(1 + e
−s), D ∈
Rm×m is a diagonal matrix with elements Dii = τ(yixTi w)
(
1− τ(yixTi w)
)
, and X ∈
Rn×m is a matrix with all the data samples, i.e., X = [x1, . . . ,xm].
To accelerate the convergence of the iterative methods above, we apply Algorithm
1 using a hierarchy of supports as in (3.4). Since the methods [52] and [51] have a
restriction to a free set, we apply the same strategy for choosing C1 as in Section 7.
10. Numerical results: l1-regularized logistic regression. We compare be-
tween the performances of CDN [51] and the newGLMNET [52] and their accelerated
versions denoted by an ‘ML-’ prefix. The stopping criterion of all methods, suggested
by [52], is ‖∇SL(w(k))‖1 ≤ εmin(#pos,#neg)m ‖∇SL(w(1))‖1, where #pos and #neg are
the number of positive and negative labels in the samples, and ∇SL(w) is the min-
imum norm subgradient. All the methods were implemented in C++ based on the
implementation in LIBLINEAR [14]. All the experiments were executed on a machine
with 2 Intel Xeon6 E5-2699V3 2.30GHz processors with 36 cores, 128GB RAM, and
Linux Cent-OS.
We use the data sets news20, gisette, webspam, rcv1, and epsilon with values
for the regularizer C as reported in [52]. The ε value for news20 dataset is 1e-4, and for
5A bias term b can be added to the loss function. Therefore, xTi w is replaced with x
T
i w + b in
the loss function and the optimization is held over w and b.
6Intel and Xeon are trademarks of Intel Corporation in the U.S. and/or other countries.
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Problem parameters nGLM ML-nGLM CDN ML-CDN
Data
n C time time time time
(m) ‖w∗‖0 (it) (it) (it) (it)
news20
1355191 64 3.52s 1.87s 16.31s 7.57s
(15997) 2792 (13) (7) (182) (9)
rcv1
47236 4 37.89 36.43 167.54 90.72
(541920) 10893 (13) (14) (86) (19)
webspam
16609143 64 122.2 87.87 2228.4 532.0
(280000) 7914 (8) (1) (51) (1)
epsilon
2000 0.5 196.0 162.0 2933.6 1501.1
(400000) 1106 (13) (13) (139) (35)
gisette
5000 0.25 1.44 0.92 19.89 3.76
(6000) 554 (10) (4) (91) (7)
Table 10.1
Performance results for accelerating the solution of l1-regularized logistic regression.
the other data sets it is 1e-3. For ML-newGLMNET, the number of coordinate descent
iterations for the finest and mid-levels are selected small (one and two respectively),
and on the coarsest level we allow up to five iterations.
Table 10 summarizes the results of our experiments, where we present the tim-
ing results in seconds and the number of iterations in parentheses. The number of
iterations for newGLMNET is for each proximal Newton update, for CDN accounts
for updating all the variables (n one-dimensional proximal Newton problems), and
for the accelerated methods accounts for the number of ML-cycles. To save space in
Table 10, (ML-)newGLMNET is denoted by (ML-)nGLM.
The multilevel approach shows the best performance and runtime improvement for
both methods in almost all cases. In some cases ML-CDN achieves a runtime reduction
of factor 4 or 5 compared to CDN. This improvement comes from saving several
iterations until it achieves a support size comparable to that of the true solution. This
fact is reflected in the number of iterations of ML-CDN compared to those of CDN.
The reductions in runtime for ML-newGLMNET are more limited, as newGLMNET
usually converges in a few iterations. In particular, in the dataset rcv1, the support
of the solution concentrates 88% of the non-zeros in the matrix X, and the multilevel
acceleration is unable to save computations. Still, the number of iterations is reduced
or is similar, while the runtime decreases by up to 45%.
11. Conclusions. In this work we present a multilevel framework for solving
l1 regularized sparse optimization problems. To solve such problems efficiently, we
take advantage of the expected sparseness of the solution. A multilevel hierarchy of
problems of similar type is created and traversed in order to accelerate the optimiza-
tion process. This framework is then applied for solving the sparse inverse covariance
estimation and the l1-regularized Logistic Regression problems. The former is chal-
lenging especially for large-scale data sets, due to time and memory limitations. In
this case, the multilevel framework enables an incremental construction of the solution
in the number of non-zeros and avoids rather dense iterates. The biggest advantage
of our framework is observed when the problem is hard to solve (lower regularization
parameter, higher condition number).
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Appendix A. Supplementary material for BCD-IC.
A.1. Computing the Linesearch Matrices. In this section we describe how
to calculate the matrices Bi in (6.7) efficiently, using the matrices WIj and WNj that
are computed before the linesearch procedure (See Algorithm 2). These matrices can
be computed very efficiently using properties of the Schur complement, avoiding the
computational burden of solving large linear systems involving the sub-matrix A22.
First, B0 is readily available by inverting a small |Ij | × |Ij | matrix. Denoting
A−1 = W , and following Schur complement for the partitioning (6.4), we have
W11 = (A11 −A12A−122 A21)−1. (A.1)
Therefore, since the indices partitioned as ‘1’ are those in Ij , then
B0 = W
−1
11 (A.2)
is available as part of WIj , with little effort of inverting the small W11. Second, we
also have
W21 = −A−122 A21W11. (A.3)
Then, B1 is also available as B1 = ∆11 + T + T
T , where ∆ denotes ∆j and
T = −∆T21A−122 A21 = ∆12W21B0. (A.4)
The latter is available since W21 is again a part of WIj .
For B2 = −∆12A−122 ∆21, we only need A−122 in the block that correspond to Nj .
That is because ∆21, for example, is non-zero only in the rows that correspond to Nj .
Following Schur complement we have
W22 = A
−1
22 −A−122 A21W11A12A−122 , (A.5)
and after plugging in (A.2), (A.3) and considering symmetry, we get
A−122 = W22 −W21B0WT21. (A.6)
Now, we need the values of this matrix only at the block that corresponds to the
columns and rows in Nj (an Nj × Nj matrix). These, again are available from the
computation of WNj . Given this matrix, we compute
B2 = ∆
T
12W22∆21 +
[
∆T12W21
]
B0
[
WT21∆21
]
, (A.7)
where the matrix ∆T12W21 in brackets is computed also for (A.4).
A.2. Reducing matrix inversions in BCD-IC for a given support. In
this section we show how to efficiently calculate the rows of WIj = (A
−1)Ij which
are used in a BCD-IC update for a block Ij ⊂ {1, ..., n}, restricted to a given sparse
support C. Define the “C-neighborhood” of Ij as
NCj = {i : ∃k /∈ Ij : (i, k) ∈ C} . (A.8)
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Assume that we calculate WNCj , the columns of A
−1 that are in NCj . Now, the rows of
WIj that are needed for BCD-IC are those in Ij ∪NCj because these are the only rows
of WIj that are necessary for computing the objective and gradient of (6.1). Since
those NCj rows are available in WNCj from symmetry, we only need the full block WIjIj
to have all the needed rows.
Recall the partitioning (6.4), where the blocks denoted by ’1’ correspond to Ij
and those denoted by ’2’ correspond to {1, ..., n}\Ij . Following the Schur complement
property (A.3), we are able to compute the term
K = A12W21 = −A12A−122 A21W11, (A.9)
using the previously computed WNCj . This is not immediate, as W21 is a sub-matrix
of WIj . However, following symmetry we have the rows of W21 that correspond to
indices in N Cj in WNCj , and because A12 has non-zeros only in those columns, the
other rows of W21 are multiplied by 0 and are not necessary for (A.9).
Now, using the known matrix K, we compute W11 without solving linear systems.
By inverting (A.1) and multiplying by W11 from the right we get
I = A11W11 +K, (A.10)
where K is defined in (A.9) and I denotes the identity matrix of size |Ij | × |Ij |. This
helps us compute W11 = A
−1
11 (I−K) with little effort, assuming the block Ij is small.
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