Abstract. This paper proposes boosting-like deep learning (BDL) framework for pedestrian detection. Due to overtraining on the limited training samples, overfitting is a major problem of deep learning. We incorporate a boosting-like technique into deep learning to weigh the training samples, and thus prevent overtraining in the iterative process. We theoretically give the details of derivation of our algorithm, and report the experimental results on open data sets showing that BDL achieves a better stable performance than the state-of-the-arts. Our approach achieves 15.85% and 3.81% reduction in the average miss rate compared with ACF and JointDeep on the largest Caltech benchmark dataset, respectively.
Fig. 1. Comparison of channel features
The first column is the original input image, then the second column to the tenth column correspond to LUV, | G | and the G1-G6 channel features. The first row is the original ACF feature, and the second row is the one after normalization. The results show that regularization not only enhances the image resolution significantly, but also highlights the pedestrian details.
CNN structure
CNN is the neural network including multilayer, and each layer includes a plurality of two dimensional planes. Each plane also includes multiple neurons. The two-dimensional image data can be directly as input channels. Furthermore, feature extraction step has been embedded in the structure of CNN.
CNN mainly achieves deformation, shift and scale invariance [13] by local receptive fields, shared weights and down-sampling. The local receptive fields of two dimensional -space can make neural network extract primary visual features from the input image, such as edge, endpoint, corner and so on.
Subsequent layers obtain higher level features through combining these primary characteristics. Neurons can detect the same characteristics in different locations on the input image by shared weights. Then the input translation changes will be appeared in the output in the same direction and distance, but it doesn't cause other forms of change. At the same time, the weight sharing also significantly reduces the training weights number. Sub-sampling not only filters out the noisy characteristics, but also enhances features which are crucial to image recognition. CNN model in this paper is shown in Figure   2 : C4 is also a convolutional layer, and we use 20 filter kernels with different size, and gain 20 different size feature maps. When cascading all of them, we obtain a final fully connected layer. The number is 565 in the full connection layer of our network. Finally, it is the recognition classifier, which should be differentiable on weights. Only in this case, you can use BP algorithm to train the network.
CNN classifier used in this paper is a single fully connected neural network, other commonly used function such as logistic regression polynomial or radial basis function.
Fig. 3. Visualization of convolution kernel maps
The first row is the visual maps of the second layer convolution kernels, and the second row is the visual maps of the fourth layer convolution kernels. It can be seen that the filter kernels of the second layer mostly contain edges, lines features, and the fourth layer mainly consists of corner, point features.
Deep network extracts more and more essential features with layers increasing, which can describe the pedestrian nature characteristics.
the boost algorithm, which adjusts the update rate according to the samples classification situation in the training process. It ensures the convergence speed and prevents network overfitting, which makes the network more stable. Generally, the cost function of convolution neural network is square error function. Assuming the samples are divided into C classes, the individual error for n-th samples is given by:
.
Here denotes the k-th dimension of the n-th sample label, and is similarly the k-th output layer unit in response to the n-th sample. In the practical application, we always sum the square error of all samples. The input of the layer and output of layer have the following linear relationship:
Where denotes output layer weight and denotes the bias. They are constantly adjusted in the training process. is the layer output, and is a penalty weight. is the excitation function for the output layer, which is commonly chosen to be the sigmoid function or hyperbolic tangent function. Then the output layer sensitivity by the derivation is:
The derivative of error against weight is as follows:
Finally, the delta updating rule is applied to each neuron to gain the new weights. The formula is
given by:
Here is the learning rate, thus we can obtain the weight updating method. Actually, the convolution neural network itself can be seen as several cascaded feature extractors, and each layer can be considered as a feature extractor. The features extracted are from low-level to high-level, and the results have a mutual suppression, which is to say that a classifier output not only has a relationship with the previous layer but also the next one. According to the formula (8), we distribute the feedback weights of right and wrong classification samples, which is feedback propagated from the last layer to the beginning layer.
Where is the output error, is the actual detection value of the network, and is the sample target value. Meanwhile is the output layer sensitivity in our network. and are respectively the penalty coefficients of right and wrong classified samples. When the sample output value is different with its label, the penalty weight should be increased; on the contrary, when the same, it should be decreased. This idea is similar to the boost algorithm, which trains different classifier by constantly updating the weights of training samples. It can avoid overfitting, thus making the network performance more stable. In this paper, the overall pedestrian detection framework is shown in Figure 4 . 
Experimental results
Our pedestrian detection framework is evaluated on the Caltech dataset, which is currently the commonly used pedestrian dataset. It contains many complicated scenes including occlusion, illumination, deformation, and so on. In the experiment we use set00~set05 to train our model. There are about 60000 training samples, which include about 4000 positive ones. Set06~set10 are adopted as test sets. Usually sliding windows are used to traverse the pedestrian image in the detection stage. It is well known that the feedback process in the deep learning network structure takes a lot of time. Therefore, we use the strategy which is similar to UDN [8] . The detector using HOG+CSS and linear SVM is utilized for pruning candidate detection windows to save computation, and then the candidate windows are detected by deep network structure. These candidate windows have a high recall rate, and certainly contain a lot of false positive windows. This approach not only improves the training speed, but also meets the needs on testing the performance of our pedestrian detection structure. Figure 5 shows the comparison of using boosting-like algorithm or not in pedestrian detection structure. The abscissa represents training iterations, and the ordinate denotes the average miss rate which is tested by every trained model on Caltech-test dataset. This log-average miss rate is evaluated by the unified criteria proposed in [15] . Furthermore, the experiments are carried out on Caltech database.
Comparison of boosting-like stability

Fig. 5. Comparison of Boosting-like in terms of stability and detection performance
We can see from the comparison results: firstly, the curve is relatively stable when using boosting-like method in the feedback propagation, and volatility is smaller. Whi e it's poor in stability without the boosting-like, volatility is large. Secondly, the boosting-like algorithm achieves 0.48% pedestrian detection performance gain. Therefore, this method not only improves the network stability, but also slightly improves the system detection accuracy while it doesn't reduce the convergence speed.
Results of the Caltech dataset
The evaluation method proposed in [15] is used to check detection performance of our pedestrian detection framework which gains the curve between the log-average miss rate and false positive rate of each image. In the experiment, we evaluate the detection performance in the reasonable subset which is a commonly used pedestrian detection collection. It consists of pedestrians who are more than 49 pixels in height, and whose occluded portions are less than 35%. We compared with the popular approaches related to our method: VJ [16] , HOG, ConvNet [17] , ACF [18] , JointDeep [8] , HOGCSS.
These methods use various features, deformation models and different classifiers. Our experimental method is denoted by BDL. Figure 6 shows that the log-average miss rate of the pedestrian detection method we propose is 35.51%. It can be seen that our approach gets 15.85% and 3.81% performance gains compared with the ACF [10] and JointDeep [8] respectively on Caltech test. It should be noted that complicated methods such as deformation model, occlusion model, context information and joint training are not employed in our framework. Figure 7 shows some of pedestrian detection results on Caltech dataset.
Fig. 7. Samples of pedestrian detection results on Caltech dataset
Conclusion
In this paper, we propose a simple but effective pedestrian detection framework. We use a similar boost idea to train the network structure which not only improves the system stability but also reduces the average miss rate of pedestrian detection. Through interaction, it achieves 15.85% and 3.81% performance gains compared with the corresponding methods on the largest Caltech dataset, respectively.
Finally the experimental results demonstrate the validity and stability of our model. Through the experiments we can get the following conclusions: boosting-like method that we propose can improve detection stability and performance. The deep model is more time-consuming while training process, while the traditional handcrafted feature extraction owns poor adaptability. When we use low-level handcarfted features as input channels, less layers of deep structure can effectively improve the classification performance, meanwhile it can improve the training speed. We are certain that if the pedestrian detection measures such as momentum [19] , dropout [20] or multi-scale [21] techniques are carried out by our structure, the system performance will further enhance.
