Predicting future clinical events, such as death, is an important task in medicine that helps physicians guide appropriate action. Neural networks have particular promise to assist with medical prediction tasks related to clinical imaging by learning patterns from large datasets.
Introduction
Cardiovascular disease is prevalent, costly, and responsible for a large proportion of morbidity and mortality worldwide. 6 For example, approximately 1 in 3 deaths in the United States are attributable to cardiovascular disease, which amounts to more lives lost per year than cancer and chronic lower respiratory diseases combined. Cardiovascular disease is also the most common hospital discharge diagnosis and had an estimated global economic burden of $863 billion in 2010 7 .
Imaging is critical to treatment decisions in cardiovascular medicine, with the most ubiquitous modality being ultrasound of the heart, or echocardiography. During a routine echocardiogram, approximately 10-50 videos (~3,000 images) are acquired to assess heart anatomy and function. In clinical practice, a cardiologist realistically has 10-20 minutes to interpret these 3,000 images within the context of numerous other data streams such as laboratory values, vital signs, additional imaging studies (radiography, magnetic resonance imaging, nuclear imaging, computed tomography) and other diagnostics (e.g. electrocardiogram). While these numerous and evolving sources of data offer the potential for more precise predictions, human capacity can only integrate limited amounts information.
Machine learning, and specifically deep neural networks (DNNs), can help unlock the predictive power from numerous sources of data by providing intelligent computer assistance to physicians. While DNNs have already shown incredible promise in the medical field, existing applications have focused almost entirely on diagnosing current problems 1 , such as diabetic retinopathy 2 , skin cancer 3 , pulmonary nodules 4 , cerebral microhemorrhage 5, 8 , and etiologies of left ventricular hypertrophy 9 . Predicting future events, then, is both a natural but relatively unexplored extension of those efforts and a task with added complexity where computers may add significant value. For example, a recent article in 216,221 patients showed how a Random Forest model can predict in-hospital mortality with high accuracy 9 . In cardiology, variables derived from the electronic health record have been used to predict 2-5 year all-cause mortality in patients undergoing coronary computed tomography 10, 11 , 5-year cardiovascular mortality in a general clinical population 12 , and up to 5-year all-cause mortality in patients undergoing echocardiography 13 . However, none of these efforts have utilized DNNs to unlock the predictive power of the raw pixel data stored within the thousands of images in an echocardiogram.
Recent advances in DNN design have shown promising results in video-based prediction 14, 15 . During the acquisition of an echocardiogram, images of the heart and large blood vessels are acquired in different two-dimensional planes, or "views", that are standardized according to clinical guidelines 22 . We generated separate models for each of 22 standard views and showed that the proposed models are able to accurately predict 1-year survival using only the raw pixel data as inputs. Specifically, the areas under the receiver operating characteristic curves (AUCs) ranged from 0.68-0.75, depending on the view (Figure 2) . The highest performing model utilized the parasternal long axis (pl deep) view, which is typically reported by cardiologists as the most informative "summary" view of overall cardiac health since it contains elements of the left ventricle, left atrium, right ventricle, aortic and mitral valves, and whether or not there is a pericardial or left pleural effusion within a single view. These results were relatively insensitive to image resolution (no significant difference was observed between models using full native resolution images (400 x 600 pixels) and 4-fold down-sampled images (100 x 150 pixels); Extended Data Figure 3) . Similarly, adding derived optical flow velocity maps 23 to the models along with the pixel level data did not improve prediction accuracy (Extended Data Figure 4 ). Next we investigated the predictive accuracy of the models with the video input alone at additional survival intervals, including 3, 6, 9, and 12-month intervals after echocardiography. The models generally performed better at longer intervals, but AUCs for all cases were greater than 0.64, see Figure 3 . The error bars denote one standard deviation above and below the average across 5 folds
We then developed a software platform (see Methods) that we used to display an echocardiographic video of interest along with the 10 select clinical EHR variables to two independent cardiologist echocardiographers who were blinded to the clinical outcomes. The cardiologists assessed whether each of 600 patients (independent test set extracted randomly from the original dataset of parasternal long axis views and not used for training of the machine) would be alive at one year based on the data presented. The final trained model (trained in all but these 600) was also applied to the same independent test set and found to have significantly higher accuracy compared to the cardiologists (both p<1e-6) , see Figure 4 . Here we demonstrated the potential for DNNs to help cardiologists predict the survival of patients after echocardiography using both raw pixel data from videos and clinical data extracted from the electronic health record. For training the DNN, we leveraged ~723 thousand clinically-acquired videos of the heart consisting of ~45 million images. We showed that the ability of our DNN to discriminate 1-year survival surpassed that of trained cardiologists, suggesting that these models can add value beyond a standard clinical interpretation. We chose survival as a highly important, easily measured clinical outcome to demonstrate feasibility for this initial work. Further research will be needed to evaluate the performance of these models to predict additional clinically relevant outcomes in cardiology such as future hospitalizations or the need for major procedures such as a valve replacement. Though these data had inherent heterogeneity since they were derived from a large regional healthcare system with over 10 hospitals and hundreds of clinics, additional data from other independent healthcare systems will be required to assess generalizability. 
METHODS

Datasets and patients.
This retrospective study was approved by the Geisinger Institutional Review Board and was performed with a waiver of consent.
Image Collection and Preprocessing.
An echocardiography study consists of several videos containing multiple views of the heart. Two clinical databases, Philips iSite and Xcelera, contained all echocardiograms collected at Geisinger.
We used DCM4CHEE (version 2.0.29) and AcuoMed (version 6.0) software to retrieve a DICOM file for each echocardiography video.
The retrieved DICOM files contained an annotated video and a raw video when the equipment was configured to store it. The annotated video was stored in JPEG format with artificial markings on top of the raw video. The raw video contained only the beam-formed ultrasound image stored in a stream of bytes format (see Extended Data Figure 1 ). Without loss of generality, we used raw videos for all analyses. Learning from raw videos avoided potentially confounding features in the overlying artificial markings. Once a model is trained on raw videos, however, it could then be applied to annotated videos after preprocessing that removes the markings. Since the artificial markings on top of the raw video would be vendor dependent, the video preprocessing steps would be ad hoc designs.
Extended Data Figure 1: Examples of raw (left) and annotated (right) videos.
Using PyDICOM (version 1.0.2), we found that the raw video was stored in a DICOM element with code "(200D,3CF4)". We transformed the stream of bytes to a sequence of frames by reading in little-endian byte order. The first two unsigned integers were interpreted as the total size and number of frames. For each frame, all but the first 16 bytes were uncompressed using the ZLIB software to produce a string of pixels for the image. We re-arranged the stream of pixels to form frames with an approximately 2:3 row to column of pixels. The frame rate and dimensions were not documented or found in the DICOM tags. Thus, we calculated the total number of frames assuming that the annotated and raw videos spanned the same time duration. The frame dimensions were inferred by finding the integer combination of row and columns that provided the smoothest border of the image cone, as indicated by the number of times the first derivative of the row index of the first non-zero pixel sequence crossed zero. We linearly interpolated all raw videos to 30 frames per second.
Along with the pixel data, the DICOM file included tags that labelled the view as to which specific image orientation was acquired. These view tags had slight variations across studies for the same type of view. For example, an apical four chamber view could be tagged as "a4", "a4 2d", or "ap4".
We visually inspected samples of each unique tag and grouped them into 30 common views (Extended Data Table 1 ). We then cropped/padded each frame to the median dimensions among the view group. 
Extended Data
APICAL 2 ZOOM ap2
SHORT AXIS BASE sax base
We ultimately retrieved Philips-generated DICOM files with raw videos, view labels and at least one second duration.
Electronic health record data preprocessing.
Geisinger's EHR contained 594,862 echocardiogram studies from 272,280 unique patients performed over 19 years (February 1998 to September 2018). Each study included patient identifiers, date, and a findings report. We converted the study data into tabular format with 480 automatic and physician reported echocardiography measurements, vital sign measurements, and laboratory values.
We retrieved the closest (before or after) fasting LDL, HDL, blood pressure, heart rate, and weight measurements that were not taken at the time of the echocardiography study within a six-month window. When no measurement was available in that time window, we set the variable as missing.
All measurements were cleaned from physiologically out of limit values, which may be caused by input errors. In cases where no limits could be defined for a measurement, we removed extreme outliers that met two rules: 1) Value beyond the mean plus or minus three standard deviations and 2) Value below the 25 th percentile minus 3 interquartile ranges or above the 75 th percentile plus 3 interquartile ranges. The outlier values were set as missing.
Not all measurements were reported for all studies, however, the predictive models require all data to be complete. We imputed the missing data from continuous measurements in two steps. First, we conducted a time interpolation to fill in missing measurements using all available studies of an After imputation of the continuous measurements, we imputed the missing diastolic function assessment by training a logistic regression classifier (One-vs-All) using 278,160 studies where diastolic function was known. We coded the reported diastolic function in an ordinal fashion with -1 for normal, 0 for dysfunction (but no grade reported), and 1, 2 and 3 for diastolic dysfunction grades I, II, and III respectively.
We then selected the top ten 1-year survival predictors, as reported in a previous study 13 : Age (years), tricuspid regurgitation maximum velocity (cm/sec), left ventricular ejection fraction (%), pulmonary artery acceleration time (sec), pulmonary artery acceleration slope (cm/sec 2 ), heart rate (beats per minute), diastolic function (normal, dysfunction but no grade reported, grade I, II or III),
LDL (mg/DL) and diastolic and systolic blood pressures (mm[Hg]).
We calculated the patient's age and survival time from the date of the echocardiogram. The patient status (dead/alive) was based on the last known living encounter or confirmed death date, which is regularly checked against national databases in our system.
Data pruning.
The image collection and preprocessing resulted in 723,754 videos from 31,874 studies performed on 27,028 patients (an average of 22.7 videos per study). We linked the imaging and EHR data and discarded any imaging without EHR data. We then removed studies without enough follow up for a given survival experiment (3, 6, 9, and 12 months). Next, we kept studies that contained the required view and, because a single patient may have multiple echocardiographic studies in their lifetime, we randomly sampled one study per patient. This ensured that images from a single patient would not appear multiple times throughout training, validation, and testing groups.
We performed a sample size calculation using the Pearson Chi-square test which indicated that a total of 600 (300 alive, 300 deceased) studies were needed to estimate and compare prognostic accuracy between the model and the two cardiologists. We assumed a 10% difference in accuracy between machine and cardiologist (80% vs 70%), 80% power, a significance level of 5%, and an approximate 40% discordancy. This was calculated using Power Analysis Software (PASS v15).
Finally, we randomly sampled 600 studies for each view, as described by the sample size calculation, and set these aside from the valid samples to later compare the performance of the machine against two independent cardiologists. However, only the parasternal long axis view (representing the best performing model and the cardiologists' preference for the most comprehensive single view) was ultimately used for the cardiologist comparison. The total number of valid samples for each experiment and view is shown in Extended Data Table 2 , and Extended Data Figure 2 .
We excluded parasternal long mitral valve, parasternal long pulmonic valve, short axis apex zoom, short axis mid papillary zoom, parasternal long lax, apical 3 zoom, and apical 2 zoom views, as they did not have enough available samples to run the experiments. 
Extended Data
Model selection.
We implemented three different neural network architectures for video prediction: The third model combined the previous architectures with four 3D CNN layers and four subsequent 2D CNN layers with an LSTM layer, and the 3-layer perceptron for classification.
We evaluated the performance of these three models with a 5-fold cross-validation experiment on predicting 1-year survival from only the raw videos. Across all views, the second model showed better performance for most of the views (Extended Data Figure 3 ). To incorporate EHR data into the prediction, we trained a three-layer MLP with 100, 10, and 10 hidden units. Then, we concatenated the last 10 hidden units with the LSTM output (16 hidden units) and fed its output to the same three-layer MLP used for video-only prediction.
Training algorithm.
We used the RMSProp 26 algorithm to train the networks with LSTM coupling, and AdaGrad 27 for the pure 3D CNN architecture. Each iteration of the 5-fold cross validation contained a training, validation, and test set. The training and test sets were sampled such that they had the same prevalence of alive patients, but the validation set was sampled with a balanced proportion. The validation set comprised of 10% of the training set.
As we trained the DNN, we evaluated the loss (binary cross-entropy) on the validation set at each epoch. If the validation loss did not decrease for more than 10 epochs we stopped the training and reported the performance, in AUC, of the test set. We set the maximum number of epochs to 1000
and kept the default training parameters as defined by the software Keras (version 2.
2). Training always ended before the maximum number of epochs was reached.
Since the prevalence of each patient class is imbalanced (~16% deceased patients), we set the weights of each class as the total number of valid samples over two times the number of samples in each class. We also weighted each sample based on the actual time of survival. For example, when the patient survival was near 12 months, the patient sample was assigned a lower weight than when survival was close to 0 months. This was done to increase the influence of extremes in the model learning. We gave a weight of 5 to patients who survived 0 months after echocardiography, 0.1 for those who survived 12 months and 5 to those who survived more than 3 years. The weight for the patients in between was derived following two quadratic equations meeting at the study threshold, with 0.1 as the minimum.
All training was performed in an NVIDIA DGX1 platform. We independently fit each fold on each of the 8 available GPUs. The main experiment, shown in Figure 2 , took a total of six days to complete.
Effect of adding optical flow inputs.
Optical flow velocity maps have been shown to be informative along with the original videos for classification tasks 23 . Thus, we computed the dense optical flow vectors of the echocardiography raw videos using the Gunnar Farneback's algorithm as implemented in the OpenCV (version 2.4.13.7) software library. We set the pyramid scale to 0.5, the number of levels to 3, and the window size to 5 pixels. The vectors were then converted to color videos where the color indicated direction (as in the HSV color space) and the brightness denoted amplitude. This resulted in an image video that was fed to the neural network model through an independent 2D CNN with LSTM branch along with the raw video. As seen in Extended Data Figure 5 , this combination of the optical flow video to the raw video did not yield consistently improved model performance compared with models using the raw video alone. Therefore, we did not use optical flow for the final study analyses.
Extended Data Figure 5: One-year mortality prediction performance ranking for all echocardiography views using only the raw video (blue) versus the raw video with optical flow features (red).
Use of balanced outcomes in the cardiologist survey dataset. The 600-patient survey used to compare the accuracies of the cardiologists and the model, as described in the data pruning section, was intentionally balanced with respect to mortality outcomes (300 dead and 300 alive at one year) in order to ensure adequate power to detect differences in performance. The cardiologists were blinded to this distribution at the time of the review. We acknowledge that this balance is not reflective of typical clinical outcomes, particularly in a primary or secondary care setting, in which the base rate for 1-year survival is much higher. Hence, we cannot claim that this survey comparison between cardiologists and the model, as implemented, represents prediction in a realistic clinical setting. We do note, however, that the realistic clinical survival base rate was represented in the model training sets, just as in the conditioning experiences of the cardiologists (consistent with their preference-high specificity for death-in over-estimating 1-year survival).
Thus, the model was not advantaged in this regard by learning to expect this different outcome.
Instead, rather than prediction informed by clinical base rates, our comparison sought to evaluate the true discriminative abilities and accuracies of the cardiologists compared to the machine.
Software for cardiologists survey. We deployed a web application with the interface shown in Extended Data Figure 6 . The application required the cardiologist to input their institutional credentials for access. We showed the 10 EHR variables and the two versions of the video, raw and annotated. The application then recorded the cardiologist prediction as they clicked on either the "Alive" or "Dead" buttons. 
