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SUMMARY 
The hippocampus has long been known to be essential for all features of memory 
processing. Hippocampal function strongly depends on the orchestrated activity of 
transiently autonomous neuronal populations that create the code for individual memory 
traces. Under disease conditions, dysfunction of the hippocampal network is associated 
with cognitive deficits. However, the mechanisms of network failure and how they relate 
to pathophysiological changes remain poorly understood. In this study, I addressed several 
molecular and cellular factors that can contribute to mechanisms leading to conditions of 
hippocampal network dysfunction. For this purpose, I utilized in vivo two-photon calcium 
(Ca
2+
) imaging in order to record neuronal activity in the CA1 region of the hippocampus. 
Ryanodine receptor (RyR) 2, the major isoform of RyR in the hippocampus, is an 
important mediator of intracellular Ca
2+
 signaling cascades. In this study, I reveal that 
hippocampus-specific knockout of Ryr2 in adult mice led to neuronal hyperactivity and 
impaired place cell firing. Considering further evidence from electrophysiological and 
morphological studies, the observed effect most probably can be related to cell shrinkage 
and alterations of intrinsic excitability due to dysregulation of long-term potentiation 
(LTP). The network dysfunction also translated to the behavioral level, where I observed 
impairments of spatial learning under hippocampus-specific Ryr2 knockout conditions. 
These evidences further support the theory, that RyR2 is in fact involved in mechanisms of 
synaptic plasticity not only in early developmental stages, but also in the adult brain. 
I established a chronic cranial window, allowing the recording of Ca
2+
 transients from 
hippocampal cornu ammonis (CA) 1 pyramidal neurons for the first time in rats. Similar to 
mice with hippocampus-specific knockout of Ryr2, I detected neuronal hyperactivity in 
CA1 pyramidal neurons at the pre-plaque stage in a rat model with Alzheimer’s disease 
(AD)-like pathology. In this sense, the rat model recapitulates previously described 
observations from mouse models with AD-like pathology. The increase in network activity 
was accompanied by morphological alterations as well as changes in the 
electrophysiological properties of the CA1 pyramidal neurons. Interestingly, no 
impairment of inhibitory function was observed, indicating that an overall increase in 
intrinsic excitability rather than disturbance of inhibition is the underlying cause for the 
network effect.  
The data of this thesis also demonstrates that impairment of inhibitory function can 
contribute to dysfunction of specific neuronal circuits. I showed that oriens-lacunosum 
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 2 
moleculare (O-LM) inhibitory neurons in a mouse model with AD-like pathology exhibit a 
lack of cholinergic modulation, affecting information processing during associative-
learning. 
Using two-photon in vivo Ca
2+
 imaging in different rodent models I could show that 
molecular factors like RyR2-mediated Ca
2+
 signaling but also cellular factors like activity 
of excitatory neurons as well as inhibitory neurons can contribute to hippocampal network 
function. Overall, the findings of this work will further help to understand the mechanisms 
underlying circuit and network function in the hippocampus. 
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1. INTRODUCTION 
1.1. The hippocampal network 
1.1.1. General anatomy, circuitry and function of the hippocampus 
The hippocampus is an evolutionary conserved part of the vertebrate brain. Its name is 
derived from its characteristic form which resembles that of a seahorse. In the mammalian 
brain, the hippocampus is present as a bilateral structure. In the human, it resides in the 
medial temporal lobe (MTL) of the cerebrum and belongs to the limbic system. 
Anatomically, the term hippocampal formation is used to describe the hippocampus 
proper, the dentate gyrus (DG) and the subiculum. The hippocampus proper consists of the 
cornu ammonis (CA), which is further subdivided into the subfields CA1, CA2, and CA3. 
Another important associated structure of the hippocampal formation is the entorhinal 
cortex (EC) which represents a relay station for most of the cortical input to the 
hippocampal formation. In this text, the term hippocampus will mainly refer to the CA-
region together with the DG. The hippocampus lies at the end of a hierarchy of mainly 
MTL systems that is structured to promote memory. Various sub-regions of the MTL, like 
the perirhinal cortex (PRC), the parahippocampal cortex (PHC) and the entorhinal cortex 
(EC), have been identified as components of the “where” and “what” streams of 
experience-dependent sensory inputs. It is in the hippocampus where these streams 
converge and complex associations and representations are formed (Moscovitch et al. 
2016). All parts of the hippocampus have a very distinct level of structural organization 
and connectivity, which defines their respective functional role within the larger 
hippocampal circuit. The hippocampal circuit is organized in a tri-synaptic loop where 
information flow is mainly unidirectional (Daumas et al. 2005, Nicoll and Schmitz 2005, 
Nakashiba et al. 2008, Neves et al. 2008). The major cortical input source to the 
hippocampus is the EC. Via the perforant path, the majority of axons of pyramidal neurons 
in layer 2 of the medial entorhinal cortex project to granule cells in the dentate gyrus 
(Ramon y Cajal 1995). Only a small fraction of axons project to CA3 and CA1 (Naber et 
al. 2001). The DG is made up of four layers – the hilus, the granule cell layer, the inner 
molecular layer and the molecular layer. The major cell type responsible for most of the 
output of the DG is the granule cell, whose cell body resides in the granule cell layer 
whereas its dendritic tree extends into the molecular layer (Amaral et al. 2007). The 
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connection that is made between perforant path axons and granule cells is the first synapse 
in the tri-synaptic circuit. Following the flow of information, the granule cells then project 
to the CA3 subfield of the hippocampus proper. The axons of granule cells that originate 
from the DG are called mossy fibers and the connections they make onto CA3 pyramidal 
cell dendrites in stratum lucidum are the second synaptic connection in the tri-synaptic 
hippocampal circuit (Amaral and Witter 1989). CA3 consists of five horizontally arranged 
layers – the stratum lacunosum-moleculare, stratum radiatum, stratum lucidum (the target 
region of the mossy fibers), stratum pyramidale, and stratum oriens. CA3 pyramidal cells 
then project via the Schaffer collaterals to the CA2 and CA1 subfields and to a lesser 
extent also back to the hilus in DG and to the lateral septum. CA1 only has four layers, as 
it misses the stratum lucidum, and represents the major output region of the hippocampus. 
From CA1, pyramidal cells in stratum pyramidale send most of their axons back to the 
deep layers of EC realizing the third and final synaptic connection and thereby closing the 
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Figure 1.1 CA1 region embedded in the hippocampal tri-synaptic circuit. Simplified scheme of 
the classic hippocampal tri-synaptic loop and CA1. Axonal projections from pyramidal cells in 
layer II of entorhinal cortex (EC) connect to the dentate gyrus (DG) via the perforant path (PP). 
Mossy fibers (MF) then project to the CA3 subfield of the hippocampus proper. CA1 represents the 
final hub within the circuit and receives axonal projections via Schaffer collaterals (SC) from CA3 
and from pyramidal neurons in layer III of EC. It furthermore receives modulatory input from the 
medial septum (MS). The principal neurons of CA1, the pyramidal neurons, reside in the stratum 
pyramidale (SP). Other layers of the CA1 region are the stratum oriens (SO), the stratum radiatum 
(SR) and the stratum lacunosum-moleculare (S-LM). 
 
The knowledge of the pivotal role of the hippocampus in memory originated from the case 
of Henry Gustav Molaison, who had undergone bilateral resection of the hippocampus and 
adjacent medial temporal lobe structures (Scoville and Milner 2000). From that point on, 
Molaison was still capable of initial acquisition of new information, but afterwards 
memory rapidly faded to the point that Molaison was not able to remember a person he had 
met some minutes ago. It became obvious, that Molaison had become incapable to convert 
items and events – in short: experiences from daily life – into long-term memory. Over the 
years, other similar cases of patients with more or less severe damage to the hippocampus 
completed the picture, that damage to the hippocampus manifests in a global anterograde 
amnesia that affects all parts of acquisition, retention, and recollection of a specific and 
important type of memory that can be traced back and connected to an autobiographical 
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episode in the past: the episodic memory. Today, the general understanding is that the 
hippocampus integrates complex object representations from PRC and perspective-specific 
scene representations from PHC, via lateral EC and medial EC respectively, into a view-
invariant representation. Specifically, the features of locally existing objects are computed 
by the hippocampus and bound to a spatial framework that ultimately depicts the spatial 
relations among the various components of the environment (Bird and Burgess 2008, 
Nadel 2008, Hassabis and Maguire 2009, Nadel and Peterson 2013). By this, the 
hippocampus produces memories that are reflecting relational associations that at the same 
time maintain the distinctiveness of their individual parts (Moscovitch et al. 2016). During 
this process, the hippocampus constantly interacts with a wide variety of other brain 
regions: For instance the amygdala (Ikegaya et al. 1994, Maren and Fanselow 1995, 
Vazdarjanova and McGaugh 1999, Girardeau et al. 2017), which is associated with 
emotional processing, or the nucleus accumbens (LeGates et al. 2018, Sjulson et al. 2018), 
which is part of the reward system of the brain. This results in the integration of the 
complex association-objects of the previous processing steps into events or episodes that 
carry both, rich spatiotemporal context and the emotional value of the experience (Suzuki 
et al. 1997, Knierim et al. 2006). These episodes are then transferred for long-term storage 
to the cortex enabling a later retrieval resulting in an episodic recollection of the past. 
 
1.1.2. Memory processing within the hippocampal circuit 
As explained, the hippocampus is thought to support the formation and storage of memory 
by providing the brain with a general representation of physical space and associating 
events, objects, and emotions with spatial information. In general, the process of memory 
storage and stabilization can be separated into three distinct mechanisms, recruiting 
different areas especially in the MTL. Encoding is the term that describes the initial 
acquisition of the memory. The initially transient and labile memory trace then traverses 
phases of consolidation which eventually lead to its preservation and storage. Finally, 
retrieval refers to the process by which the stored memory is reactivated. Human cases of 
hippocampal damage (Squire et al. 1975, Scoville and Milner 2000, Manns et al. 2003, 
Bright et al. 2006) and lesion studies in animals (Penick and Solomon 1991, Kim and 
Fanselow 1992, Phillips and LeDoux 1992) but also recent experiments utilizing 
optogenetic or pharmacologic tools to selectively manipulate the hippocampal circuit 
indicate that the hippocampus, at least to a certain degree, is involved in encoding 
  1Introduction 
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(Corcoran et al. 2005, Ohkawa et al. 2015), consolidation (Goshen et al. 2011) as well as 
retrieval (Corcoran and Maren 2001, Goshen et al. 2011, Ramirez et al. 2013, Cowansage 
et al. 2014, Tanaka et al. 2014). On the circuit level this is achieved by feeding multimodal 
cortical input in the tri-synaptic hippocampal loop (Squire and Wixted 2011). During this 
feed in process, the information is processed by the three different functional units of the 
hippocampus. During this process, each of the single unit of the tri-synaptic pathway – the 
DG, the CA3 and the CA1 – carry out highly specialized computational operations that 
transform the input information in a specific way (Marr 1971, McClelland and Goddard 
1996, Nakazawa et al. 2002, Guzowski et al. 2004, Lee et al. 2004, Gold and Kesner 2005, 
Kesner and Rolls 2015). The DG, as first node in the circuit, mainly receives rich 
multimodal sensory information from the EC and is defined by sparse neuronal activity. 
The reason for this can be found in the structural organization of the DG, which is 
characterized by a high degree of lateral inhibition (Stefanelli et al. 2016). In this context, 
the DG can be described as a filter or a pattern separator, which transforms similar 
representations into highly dissimilar, non-overlapping representations (Neunuebel and 
Knierim 2014). The CA3, in turn, with its numerous recurrent connections serves as a 
pattern completer. Here, internally stored information is retrieved when the CA3 network 
is presented with degraded and partially incomplete input cues from the DG network (Lee 
et al. 2004, Leutgeb et al. 2004, Neunuebel and Knierim 2014). CA1, as a final hub, 
receives input from CA3 as well as EC and distributes the output of the hippocampus to a 
variety of brain structures. The local circuitry and the computations performed by CA1 are 
described in the following chapter. 
 
1.1.3. The hippocampal CA1 region 
Within the tri-synaptic hippocampal circuit, CA1 represents the major output region. 
Axonal projections from pyramidal neurons connect to layer IV neurons of the EC and 
from there information is distributed to downstream areas. Simultaneously, pyramidal cells 
integrate input from two different information streams. Pyramidal neurons are driven to 
fire action potentials by proximal dendritic excitation from CA3 as well as by distal 
dendritic innervation from the EC (Ahmed and Mehta 2009). Information provided by 
CA3 and directed to the proximal dendrites of CA1 pyramidal neurons includes a unified 
representation of the multisensory context that has undergone the process of pattern 
separation in DG and pattern completion in CA3 (Lovett-Barron et al. 2014). The input 
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from the EC targeting the distal dendritic parts, on the other hand, separately conveys 
information about the discrete sensory (Zhu et al. 1995, Young et al. 1997, Wan et al. 
1999) and spatial (Hafting et al. 2005, Sargolini et al. 2006, Savelli et al. 2008) character 
of the context (Lovett-Barron et al. 2014). Spiking of pyramidal neurons in CA1 is the 
result of non-linear integration of the input received at the distal as well as the proximal 
dendritic parts (Spruston 2008). Pyramidal neuron activity is further regulated by the 
influence of a variety of local inhibitory interneurons (Pelkey et al. 2017). Depending on 
the cellular compartment the interneurons innervate, they either affect firing strength or the 
timing of the spikes. CA1 is presumed to collate information generated through pattern 
completion in CA3 and to deliver it back to EC after having compared it with the current 
perceptual input. Therefore CA1 can act as a match-mismatch detector and facilitate the 
storage of new memories and retrieval of old ones (Ben-Yakov et al. 2014). This is the 
reason why selective damage to CA1 leads to extensive episodic memory loss (Zola-
Morgan et al. 1986, Bartsch et al. 2011). It is assumed that upon learning, CA1 forms a 
rather sparsely coded ensemble of neurons that represents a specific memory trace – the so 
called ‘engram’. This neuronal engram is then bound to a neuronal ensemble in the cortex 
in an index-like fashion, facilitating the transmission of information from the hippocampus 
to cortical structures and influencing behavior over time (O'Keefe and Nadel 1978, Nadel 
2008).  Furthermore, since the study of O’Keefe and Dostrovsky in 1971 in rats, it is 
known that the hippocampus and especially the hippocampal CA1 area harbors cells, that 
show firing patterns closely related to the animals position in space (O'Keefe and 
Dostrovsky 1971) (Fig. 1.2). 
  1Introduction 
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Figure 1.2 Place cells in CA1 of dorsal hippocampus. (A) Traces of exemplary Ca
2+
-recordings 
of two different CA1 pyramidal cells that show spatially tuned firing. (B) Upper panel: Exemplary 
heatmap for a place cell that shows a place field at ~150 cm of a linear track. Lower panel: 
Heatmap of 61 CA1 pyramidal cells plotted according to their peak firing along the 200 cm linear 
track.  
 
These so called ‘place cells’ show a highly predictable rise in firing rate when the animal 
passes through a very specific region – the ‘place field’ of the respective cell – in the 
environment. Outside of the field, the cells only show relatively low firing rates or even 
become totally silent. Previous experiments have shown that when rats enter a new 
environment, a subset of pyramidal neurons in the CA1 region readily forms place fields 
and – provided no bigger changes occur – most of them stay stable over the time spent in 
that particular environment. On the other hand, a change in visual cues or even in the shape 
of the testing arena, strongly affects the distribution and pattern of place cell firing, a 
process that is called remapping (O'Keefe 1976, Kubie and Ranck 1983, Gothard et al. 
1996, O'Keefe and Burgess 1996). Therefore, it is assumed that place cells are a key-
component of the circuit elements that encode for the contextual composition of a specific 
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scene. Even though, place cell firing is highly correlated with the spatial geometry of the 
environment, under closer investigation it becomes apparent that it not solely depends on 
external spatial cues. Place cells are also influenced by a variety of sensory features like 
for instance olfactory cues (Save et al. 2000, Radvansky and Dombeck 2018), auditory 
cues (McEchron and Disterhoft 1999) or somatosensory cues (Young et al. 1994, 
Hetherington and Shapiro 1997, Knierim 2002). In the absence of any obvious proximal 
and distal cues or in complete darkness, temporal (Eichenbaum 2014) and internal sensory 
or self-motion cues (McNaughton et al. 1996, Pastalkova et al. 2006, Villette et al. 2015) 
seem to play an increasing role in informing place cell firing. Furthermore, place cells 
show task-dependent adaptation of their firing properties (Gothard et al. 1996, Danielson et 
al. 2016). In summary, all these findings highlight the flexibility of neuronal firing patterns 
especially in CA1 and support the idea that place cell firing represents learning-dependent 
dynamics and that their spatial representation is a direct consequence of the spatial 
regularities associated with behavioral episodes. 
 
1.1.4. Inhibitory neurons in the hippocampal CA1 region 
Pyramidal neurons, the principal type of excitatory neurons in CA1, are responsible for 
most of the output from the hippocampal circuit. Apart from those excitatory cells, a 
second, much more diverse population of inhibitory neurons is present in the hippocampus. 
Inhibitory neurons have in common that they are secreting the neurotransmitter gamma 
amino butyric acid (GABA) and by doing this, they induce an inhibitory post-synaptic 
potential (IPSP) in the post-synaptic cell. Up to 21 GABAergic interneuron classes have 
been identified in the hippocampal CA1 region, each class being defined by the location of 
its cell bodies and neurites, its axonal target regions, the expression of specific marker 
proteins, and its distinct electrophysiological properties (Freund and Buzsaki 1996, 
Klausberger et al. 2003, Klausberger and Somogyi 2008, Allen and Monyer 2015, Roux 
and Buzsaki 2015). It is because of this diversity – consistently found in the entire brain –
that inhibitory interneurons can differently modulate and influence firing of excitatory 
principle neurons. Depending on when and where on the principle neurons somatic-
dendritic axis inhibitory interneurons exert their function, they affect a variety of features 
of input-to-output processing of the postsynaptic cell (Wehr and Zador 2003, Markram et 
al. 2004, Pouille and Scanziani 2004, Pouille et al. 2009, Isaacson and Scanziani 2011, 
Atallah et al. 2012, Lovett-Barron et al. 2012, Royer et al. 2012). For example, inhibitory 
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neurons deploy selective filtering of synaptic excitation, potentially biasing synaptic 
integration of specific subsets of synapses (Lovett-Barron et al. 2012). Also, inhibitory 
neurons can downregulate general excitability of pyramidal neurons, decreasing their 
readiness to fire action potentials and thereby changing their mode of firing (Pouille and 
Scanziani 2004, Royer et al. 2012). Overall, inhibitory neurons modulate all aspects – from 
timing to tuning – of excitatory principal neurons’ firing. This holds true for the 
hippocampal CA1 region. Inhibitory interneurons serve a key role in orchestrating CA1 
activity as they control input integration and enable pyramidal neurons to form transiently 
autonomous, highly synchronized subgroups that are essential for coordinated transfer of 
information (Csicsvari et al. 1999, Pouille et al. 2009). One type of inhibitory interneurons 
in the CA1 region of the hippocampus is the oriens-lacunosum moleculare (O-LM) 
interneurons (Fig. 1.3).  
 
Figure 1.3 O-LM interneuron gating distal dendritic input to pyramidal neuron. Simplified 
scheme of the local circuitry in the hippocampal CA1 region. Pyramidal neurons (PN) receive input 
from entorhinal cortex (EC) at their distal dendritic compartments in stratum lacunosum-
moleculare (S-LM) and CA3 input at their proximal dendritic compartments in stratum radiatum 
(SR) and stratum oriens (SO). OLM-interneurons in SO project to S-LM and specifically control 
the integration of excitatory input from EC. Activity of O-LM interneurons is partly driven by 
cholinergic input from long-range projections from medial septum (MS). 
 
The name of the O-LM interneurons is derived from the location of their cell bodies (in 
stratum oriens) and their axonal target (pyramidal distal dendrites in stratum lacunosum-
moleculare). They are a subgroup of the class of somatostatin-positive (SOM
+
) 
interneurons (Somogyi and Klausberger 2005). O-LM interneurons inhibit the distal 
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dendrites of pyramidal neurons (Maccaferri and McBain 1995, Somogyi and Klausberger 
2005, Losonczy et al. 2010, Lovett-Barron et al. 2012, Royer et al. 2012). They regulate 
burst firing of pyramidal neurons (Gentet 2012, Lovett-Barron et al. 2012, Royer et al. 
2012) and also seem to influence place cell firing, specifically at the end of the place field 
(Royer et al. 2012). Firing of O-LM interneurons is modulated by cholinergic input from 
the medial septum (MS) (Klausberger and Somogyi 2008) and they have been shown to be 
involved in the learning process during contextual conditioning (Lovett-Barron et al. 
2014). In contextual conditioning, the animal learns to associate an aversive event 
(unconditioned stimulus, US) with the multisensory and spatial context (conditioned 
stimulus, CS) in which the event occurred. In this process, the dorsal hippocampus encodes 
a representation of the CS, the context, which then can be associated with the US via 
synaptic plasticity mechanisms (Fanselow 1986, Kim and Fanselow 1992, Anagnostaras et 
al. 1999). This allows the animal to form a memory that shapes future expectations of 
similar experiences, which prepares it to resolve ambiguity and to respond with adequate 
behavioral strategies (Maren et al. 2013). Paradoxically, in the process of contextual 
learning, in order to encode an independent contextual representation, pyramidal neurons 
need to integrate information about the CS separately from information about the discrete 
US. Because of their position inside the local CA1 circuit, O-LM interneurons seem to be 
perfectly placed to coordinate the two different information streams that converge on the 
pyramidal neurons. By inhibiting the distal dendritic parts of pyramidal cells, O-LM 
interneurons can specifically gate the integration of input from EC (Fig. 1.3) (Lovett-
Barron et al. 2014). O-LM interneurons are an example of how different interneuron 
subtypes perform different tasks in very specific microcircuits. These microcircuits are 
embedded in larger networks; nevertheless, they are indispensable for respective sub-
function and thereby contribute to the operation of the network as a whole. That is why 
disturbance of these microcircuits can have a significant impact on the entire system. 
 
1.1.5. Molecular mechanisms of learning and memory 
The hippocampal network is designed in a way to support the formation of context-specific 
representations by constantly constructing new and updating old associations between 
salient cues and spatial features of the environment. Apart from the overall network 
activity, which is defined by the synchronization of neuronal subpopulations, also 
molecular mechanisms play an essential role by shaping the physical connections between 
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single neurons. In general, learning and memory can be understood as a complex and very 
dynamic interplay of network effects and precisely timed molecular processes that 
constantly influence each other in order to produce experience-dependent output. In this 
sense, synaptic plasticity is the term used to describe the changes in synaptic strength in 
response to different patterns of synaptic input (Ho et al. 2011). The direction of plasticity 
is depending on the timing of synaptic activation relative to the activity of the postsynaptic 
cell. If activation of the postsynaptic cell or cellular compartment follows the excitatory 
postsynaptic potential (EPSP), the synapse is potentiated resulting in long-term 
potentiation (LTP); if this activity precedes the EPSP, the synapse is depressed resulting in 
long-term depression (LTD). This mechanism, also termed spike-timing-dependent 
plasticity (STDP) by Donald Hebb, is now considered the key-mechanism by which the 
brain enables the formation of new associations and thereby mediates the learning of new 
behaviors (Morris 1999). Synaptic plasticity has been extensively studied at the Schaffer 
collaterals CA3-CA1 synapse (Wigstrom and Gustafsson 1983, Wiegert et al. 2018). In 
excitatory synapses, the ionotropic N-methyl-D-aspartate (NMDA) receptor plays an 
important role in inducing synaptic plasticity (Fig. 1.4).  
 
Figure 1.4 RyR2 in postsynaptic calcium-induced calcium release. Simplified schema that 
depicts the role of ryanodine receptor 2 (RyR2) in postsynaptic structures of CA1 pyramidal 
neurons. Initial Ca
2+ 
release is triggered by membrane depolarization due to Na
+
 influx via AMPA 
receptors and mediated by other membrane-associated channels like NMDA receptors or VGCCs. 
Ca
2+ 
then binds to RyR2 in the ER which results in further release of Ca
2+ 
into the cytosol by RyR2. 
This second wave of Ca
2+ 
then activates enzymes that induce further intracellular signaling 
cascades. 
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In a first step, basal synaptic transmission is mainly mediated by ionotropic α-amino-3-
hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) receptors, which allows Na
+
 influx 
and induces subsequent membrane depolarization in response to glutamate binding. The 
NMDA receptor, under resting membrane conditions, is blocked by Mg
2+
 ions. Only upon 
initial depolarization of the membrane, the Mg
2+
 block is released and the ion channel pore 
becomes permeable for Na
+
 and – importantly – also Ca2+ ions. Especially the elevation of 
Ca
2+
 concentration in the postsynaptic neuron then triggers a wide range of different signal 
cascades mainly via the activation of kinases (Berridge et al. 1998). It is worth noting, that 
this process requires precise timing of presynaptic glutamate release and postsynaptic 
activation. Only when the postsynaptic domain is still or already active at the moment the 
Mg
2+
 seal is released, an intracellular Ca
2+
 signal is generated. Besides the extracellular 
sources via NMDA receptors and also voltage-gated calcium channels (VGCC), there is 
another intracellular source of Ca
2+
. One is the endoplasmic reticulum (ER), which extends 
throughout most neuronal compartments. The ER plays an important role in a process 
called calcium-induced calcium release (CICR). The process of CICR was first proposed 
for cardiac muscle cells (Endo 1977, Fabiato 1985) but later it was also described for a 
variety of other cell types including neurons (Verkhratsky 2002). During CICR, influx of 
Ca
2+
 from extracellular sources promotes the release of Ca
2+
 from intracellular stores 
which results in an amplification and prolongation of the initial signal (Tsien and Tsien 
1990, Kano et al. 1995, Tully and Treistman 2004). The signal resulting from CICR is 
much slower than the initial Ca
2+
 signal, opening up an extended time-window that 
provides another mode of information processing. By this mechanism, the cell overcomes 
the retention of Ca
2+
-diffusion due to intracellular Ca
2+
-buffers and allows the initially 
localized signal to spread to other, remote cellular compartments (Emptage et al. 1999, 
Bootman 2012, Lee et al. 2016). Ryanodine receptor (RyR) is a homotetrameric channel 
that is located in the ER, where it mediates the release of Ca
2+
 from the ER into the soma. 
Three isoforms of RyR are described: RyR1, RyR2 and RyR3. RyR1 is mainly expressed 
in skeletal muscles but also shows lower level expression in smooth muscles, cerebellum, 
testis, adrenal gland, spleen, and ovary. RyR2 is most abundant in heart, lung, and brain. 
RyR3 is found in the brain, spleen, heart, and testis (Zalk et al. 2007, Del Prete et al. 2014). 
In situ hybridization experiments in the brain of rabbits and mice revealed that RyR2 is the 
most abundant of the three, being present in a wide range of different brain regions 
including the hippocampus, where it is especially expressed in DG and CA1 pyramidal 
neurons (Giannini et al. 1992, Furuichi et al. 1994). Due to its abundance in the brain and 
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its intracellular localization and function, RyR2 is potentially in the position of an 
influential hub that controls molecular mechanisms underlying learning and memory. In 
support of this, previous studies indicate an involvement in memory formation. One study 
showed that pharmacologic inhibition of RyR2 and RyR3 impaired learning of mice in a 
passive avoidance task (Galeotti et al. 2008). In another study, RyR2 mRNA and protein 
levels were up-regulated in the hippocampus of rats after extensive training in a water 
maze (Zhao et al. 2000). In spite of the existence of such studies, the involvement of RyR2 
in mechanisms of synaptic plasticity and consequently in disease-related neuronal 
dysfunction is not well understood. Especially due to this promising connection between 
RyR2 and memory processes, RyR2 could also be involved in diseases affecting the 
hippocampus. 
 
1.2. Two-photon in vivo Ca2+ imaging 
1.2.1. Physical principles of two-photon excitation fluorescence  
Fluorescence microscopy is a tool that finds broad application in biological and medical 
sciences as it allows the visualization of molecular structures and processes by optical 
imaging. In classical fluorescence microscopy a specimen is irradiated with a specific band 
of wavelengths respective to the excitation spectrum of fluorophores inside the specimen. 
Fluorophores are molecules that are excited by absorbing a photon of a specific 
wavelength and that subsequently emit a photon of a wavelength with lower energy and 
that is red shifted relative to the absorbed photon (Fig. 1.5A). For light, the relationship 
between wavelength (λ) and frequency (ƒ) is defined by: 
𝑐 =  𝜆 ∗  ƒ 
where c is the speed of light defined as c ≈ 3.00 * 108 m * s-1. Furthermore, there is a 
relationship between the energy of a photon and a certain frequency. This is 
𝐸 = ℎ ∗  ƒ 
where h is the Planck’s constant defined as h = 6.626 * 10-34 J * s. From these two 
relationships it can be derived that the wavelength of a photon is inversely proportional to 
its energy as it is: 
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In two-photon microscopy, the fluorophores are excited by light of approximately double 
the wavelength and consequently half the energy required for one-photon excitation (Fig. 
1.5B). The principles of two-photon excitation were first described in 1931 by Maria 
Goeppert-Mayer and occur when a fluorophore instead of only one photon simultaneously 
absorbs two photons in one single quantized event (Göppert-Mayer 2006). Absorption of a 
photon with half of the required energy initially moves the electron of the fluorophore into 
an instable virtual state. Only if the energy of the first photon is combined with the energy 
of a second absorbed photon, the electron transitions to the energetically stable excited 
state. From this excited state the electron falls back to the ground state within around 10
-7
 
s, emitting one photon with higher energy than each of the two absorbed photons in this 
process. 
 
Figure 1.5 Simplified Jablonski diagram of transition between energy levels within a 
molecule. (A) In one-photon excitation, a molecule – here a green fluorophore – absorbs one high-
energy photon (blue arrow) and subsequently emits a photon of a different wavelength with less 
energy (green arrow). Some of the energy is lost internally (red zig zag arrow). (B) In two-photon 
excitation, a molecule absorbs two low-energy photons (red arrows) and subsequently emits one 
photon with higher energy relative to the absorbed photons. 
 
As the virtual state is not stable, it is essential that the photons are absorbed by the 
fluorophore almost simultaneously (within ~10
-16
 s) (Zipfel et al. 2003). In order to 
maximize the availability of two photons for simultaneous absorption, a high peak flux of 
excitation photons is necessary. For comparison, in order to produce two-photon 
absorption events the photon density must be approximately one million times that 
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required to generate the same number of one-photon absorption events. As a consequence, 
extremely high laser power is necessary to generate significant two-photon excitation 
fluorescence. On the one hand, this power level is achieved by spatially focusing the 
photons by the use of objectives with high numerical aperture (Xu and Webb 1996). On 
the other hand, temporal focusing is achieved by using mode-locked (pulsed) lasers that, 
while maintaining a low average output power, produce photon pulses with high-peak 
power (Xu and Webb 1996). Only the combination of pulsed lasers with optical focusing 
produces a photon density which is sufficiently high for two-photon excitation. The overall 
relationships between the number of absorbed photons per fluorophore (nabs), the power of 
the incident light (Pavg), the laser pulse width (τ), the laser repetition rate (ƒ), and the 
numeric aperture of the objective can be described the following (Denk et al. 1990): 





ℎ ∗ 𝑐 ∗ 𝜆 
)² 
where σ is the cross section of the fluorophore. A key feature of two-photon excitation 
based microscopy is the limitation of fluorescence excitation to within a femtoliter sized 
focal volume. Since two-photon excitation depends on the almost simultaneous absorption 
of two photons, outside of this focal volume the probability of two-photon excitation 
decreases in a quadratic fashion. Consequently, for deep tissue imaging the application of 
microscopy techniques based on non-linear two-photon excitation results in several 
important advantages over classical linear microscopy techniques. First of all, the signal-
to-noise ratio is very high because the fluorescence signal from the focal volume can be 
measured against very low background fluorescence. Second, because of the use of long 
wavelength light in the infrared (IR) range there is a decreased interaction of photons with 
the tissue. This is due to the fact that light with long wavelengths is absorbed by 
endogenous chromophores with decreasing probability (Oheim et al. 2001, Yaroslavsky et 
al. 2002). As a consequence, there is less scattering and therefore loss of photons as the 
light passes through the tissue. This significantly improves imaging quality in applications 
of deep-tissue imaging. 
 
1.2.2. Neuronal Ca2+-signaling 
Calcium is an indispensable intracellular messenger in neurons. At resting membrane 
potential, intracellular Ca
2+
 concentration ranges between 50-100 nM. Compared to a 
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concentration of 1 mM outside the cell, this establishes a high gradient across the neuronal 
membrane (Simons 1988). During electrical activity, e.g. the firing of action potentials in 
neurons, the intracellular levels can increase by a factor 10 to 100 due to the influx of Ca
2+ 
ions into the soma (Berridge et al. 2000). The sources of somatic Ca
2+ 
influx can be various 
– it can be of extracellular origin or being derived from intracellular stores. The entry 
usually is mediated by a range of different channel or transporter proteins that are 
differentially expressed for different neuronal cell types and even for different cellular 
compartments. One class of proteins that mediate influx of Ca
2+ 
through the membrane are 
voltage gated calcium channels (VGCC). Furthermore, ionotropic glutamate receptors, 
nicotinic acetylcholine receptors (nAChR), and transient potential type C (TRPC) channels 
mediate Ca
2+
-influx (Fucile 2004, Ramsey et al. 2006, Higley and Sabatini 2008). Ca
2+
-
efflux from mitochondria is controlled by sodium-calcium exchanger (NCX) and from the 
endoplasmic reticulum (ER) by ryanodine receptor (RyR) and inositol triphosphate 
receptor (IP3R) (Santulli et al. 2017). The intracellular Ca
2+
 concentration is kept in a 
steady state, by balancing influx and efflux via different mechanisms. Ca
2+ 
efflux is 
mediated by the plasma membrane calcium ATPase (PMCA) and the NCX. The sarco-
/endoplasmic reticulum calcium ATPase (SERCA) ensures maintenance of high Ca
2+ 
concentrations inside the ER. In addition, somatic Ca
2+ 
concentration depends on the 
presence of variety of different Ca
2+
-binding proteins such as calbindin, calretinin, or 
parvalbumin (Baimbridge et al. 1992). These proteins act as buffers, contributing to the 
dynamics of biological active free cytosolic Ca
2+ 
(Schwaller 2010). As a consequence, 
cytosolic Ca
2+ 
is buffered hundred to one, which means that for every free Ca
2+ 
cation 
hundred are in a bound state. Distribution of Ca
2+
-binding proteins, composition of Ca
2+
-
channels, as well as passive diffusion properties eventually influence the function of 
intracellular Ca
2+
-signals that are specific for different cellular sub-compartments. For 
example, in dendritic spines Ca
2+
-signaling is essentially involved in local mechanisms 
controlling activity-dependent synaptic plasticity mechanisms (Zucker 1999), while in the 
nucleus Ca
2+ 
plays an important role in inducing changes in gene-expression (Lyons and 
West 2011). Overall, Ca
2+
 is a versatile intracellular messenger that depending on the 
cellular location can take different roles in local signaling cascades. 
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1.2.3. Basic principles of Ca2+ indicators 
In biological studies, Ca
2+
 indicators are a convenient tool to study Ca
2+
 dynamics in 
cellular environments. Ca
2+
 indicators are molecules that exhibit altered fluorescence 
properties when they bind Ca
2+
 ions that are freely available in the cell. The binding 
properties of an indicator are predicted by its dissociation constant (Kd) which represents a 
measure for the likelihood that a complex, consisting of indicator and Ca
2+
 ion, will 
separate. The Kd has a molar unit and corresponds to the Ca
2+
 concentration at which half 
of the indicator molecules are bound to Ca
2+
. By now, there is a broad range of indicators 
available that significantly differ in their affinities for Ca
2+
. Depending on the research 
question and scientific goal at hand, the choice of the indicator can be an essential one and 
can strongly impact the readout of the experiments. First of all, this is due to the fact that 
indicators as Ca
2+
-binding molecules themselves can exert buffering functions and thereby 
influence the signal that they are supposed to visualize (Neher and Augustine 1992, 
Helmchen et al. 1996). For example, low-affinity Ca
2+
 indicators that have low buffering 





 indicators only mildly affect the intracellular Ca
2+
 concentration, however 
they usually also display rather fast rise and decay times that lead to difficulties in 
visualizing their fluorescence changes (Helmchen et al. 1997). Furthermore, as they have a 
low-affinity they are not suitable for measuring small Ca
2+
 changes and are therefore less 
sensitive. Therefore, these low-affinity indicators might then be problematic when imaging 
is performed under rather noisy in vivo conditions or in small cellular structures like 
dendritic spines. Consequently, one would have to consider using high-affinity indicators 
under such in vivo conditions even though this would reflect the physiological Ca
2+
 signal 
to a lesser extent than a low-affinity indicator. Secondly, apart from the differences in 
affinity, Ca
2+
 indicators come in a broad range of different spectral characteristics. The 
optimal window of excitation and emission strongly affects the choice of optics for 
imaging and also determines if indicators can be combined. In general, indicators are 
separated into two distinct classes. The first class includes the synthetic or chemical Ca
2+
 
indicators. These indicators are the result of the chemical engineering of highly Ca
2+
-
selective chelators like EGTA or BAPTA with a fluorescence chromophore. Synthetic Ca
2+
 
indicators are generally characterized by very good signal-to-noise ratios (Helmchen et al. 
1997, Hendel et al. 2008). Another advantage of synthetic indicators is that one can choose 
from a large set of commercially available dyes that cover all spectral colors and that exert 
a variety of different Ca
2+
 affinities (Grienberger and Konnerth 2012). In addition, 
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application of synthetic dyes is relatively easy and time-saving. They exist in membrane-
permeable as well as membrane-impermeable forms, which make it possible to combine 
them with a variety of different loading techniques. For instance they can be delivered to 
single cells by using sharp electrodes (Jaffe et al. 1992, Svoboda et al. 1997), patch-clamp 
micropipettes (Margrie et al. 2002, Eilers and Konnerth 2009) or targeted electroporation 
(Nevian and Helmchen 2007, Kitamura et al. 2008, Judkewitz et al. 2009). It is also 
possible to target larger cell population by bulk loading of membrane-permeable 
acetoxymethyl (AM) or dextran-conjugated dyes (Connor et al. 1999, Stosiek et al. 2003, 
Garaschuk et al. 2006). Important members of this class of Ca
2+
 dyes are for example Fura-
2, Fluo-4, Calcium Green-1, and Oregon Green 488 BAPTA (Grienberger and Konnerth 
2012). The second class consists of genetically encoded Ca
2+
 indicators (GECIs). Single-
fluorophore GECIs like the GCaMP-series (Tian et al. 2009, Akerboom et al. 2012, Chen 
et al. 2013), RCaMP-series (Akerboom et al. 2012, Inoue et al. 2015), and RGeco-series 
(Zhao et al. 2011, Wu et al. 2013, Dana et al. 2016) are consisting of fluorophores that are 
flanked on one side by the calcium binding protein calmodulin (CaM) and on the other side 
by the calmodulin-binding peptide M13 (Nakai et al. 2001). CaM is a versatile Ca
2+
 




 M - 10
-6
 M) 
(Chin and Means 2000). When somatic Ca
2+
 concentration becomes sufficiently high, like 
for example after electrically induced extracellular Ca
2+
 influx, CaM binds Ca
2+
 ions with 
increasing probability. Binding of Ca
2+
 to calmodulin then first induces a conformational 
change in CaM, exposing the hydrophobic surfaces within the N- and C-lobes for Ca
2+
-
dependent interaction with its binding motif M13 (Zhang et al. 2012). The conformational 
change of the calmodulin/M13 complex results in modulation of solvent access and the 
pKa of the fluorophore, switching the protonation state of the fluorophore and thereby 
changing its spectral properties (Nakai et al. 2001, Barnett et al. 2017). Most commonly, 
GECIs are expressed in neurons by means of viral transduction. For this purpose, a viral 
vector containing the genetic construct usually is delivered to the brain region of interest 
by means of stereotaxic injection. Different viral vectors are used to express the GECIs in 
neurons. These viral vectors differ in the size of the construct they can carry, but also in 
their tropism for specific cell types (Nathanson et al. 2009). Viruses that are used for 
transduction of neurons include lenti- (LV) (Dittgen et al. 2004), adeno- (Soudais et al. 
2000), adeno-associated (AAV) (Monahan and Samulski 2000), herpes-simplex (Lilley et 
al. 2001), and rabies-based (Osakada et al. 2011) viruses. LVs and the AAVs are probably 
the most widely used and are characterized by high copy numbers of the viral vector per 
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cell. High copy numbers ensure high expression levels of the GECI over long periods of 
time (Davidson and Breakefield 2003). This feature of reliably expressing a fluorophore 
over longer periods of time in neurons is one of the major advantages of GECIs. While 
synthetic dyes are degraded or washed out of the cell, the levels of intracellular GECIs can 
be maintained over time periods of weeks or even months. The other advantage of GECIs 
are cell-type specific promoters (Shevtsova et al. 2005, Chhatwal et al. 2007, Nathanson et 
al. 2009), which allow expression of the GECI only in neurons that also express the 
required repertoire of transcription machinery components. The same result can be 
achieved by using transgenic cell-type specific Cre recombinase driver mouse and rat lines 
(Gong et al. 2007, Taniguchi et al. 2011, Witten et al. 2011). These driver lines can be 
combined with viral vectors carrying GECIs flanked by loxP sites (Wirth et al. 2007). This 
allows GECI-expression only in neurons that also express the Cre recombinase. Both 
approaches enable targeting of defined and more specific neuronal sub-populations. 
Another method to express GECIs in neurons is in utero electroporation, which usually 
results in sparse labelling of developmentally defined neuronal sub-populations (Tabata 
and Nakajima 2001, Mank et al. 2008). Finally, the generation of transgenic mouse lines 
expressing GECIs even further improves experimental conditions in terms of long-term 
stability of Ca
2+
 recordings (Grienberger and Konnerth 2012, Dana et al. 2019). Overall, 
Ca
2+
 indicators by now have been developed to an extent that they combine high 
sensitivity with stability. Depending on the research question and experimental setting, 
weighing up the pros and cons of each individual indicator might be necessary. 
Nevertheless, Ca
2+
 indicators are a powerful tool to monitor the intracellular dynamics of 
Ca
2+
 and even record neuronal activity. 
 
1.2.4. Using two-photon Ca2+-imaging for studying neuronal 
networks in the brain 
Historically, the development of Ca
2+
-based imaging of neurons and brain structures was 
driven by two parallel processes. On the one hand implementation of major advances in 
imaging technology, on the other hand the development and further improvement of Ca
2+
 
indicators. A first breakthrough happened with the development of the first generation of 
chemical or synthetic Ca
2+
 indicators by Roger Tsien and colleagues (Tsien 1980). This 
first generation of synthetic Ca
2+
 indicators was represented by Quin-2, Fura-2, Indo-1, and 
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Fluo-3. Quin-2 was the first compound to be used in a biological experiment – Ca2+ 
homeostasis was monitored in intact mouse lymphocytes (Pozzan et al. 1982, Tsien et al. 
1982). Another member of this class – Fura-2 – turned out to be especially useful and 
enabled to study dendritic Ca
2+
-dynamics in vitro in CA1 pyramidal neurons (Jaffe et al. 
1992) and in vivo in single layer 2/3 cortical neurons (Svoboda et al. 1997, Svoboda et al. 
1999). The latter studies already took advantage of another major breakthrough – this time 
driven by Winfried Denk and colleagues in the field of microscopy technology: The 
implementation of two-photon microscopy (Denk et al. 1990). Application of two-photon 
imaging was first described in hippocampal slices (Yuste and Denk 1995).  After that, Ca
2+
 
imaging was increasingly used to assess the function of entire neuronal networks. In the 
absence of effective voltage imaging approaches in vivo, imaging Ca
2+
 influx into the cell 
served as the best proxy to measure neuronal activity. Development of dextran-bound 
synthetic Ca
2+
 indicators allowed the labeling of larger neuronal populations by bulk-
loading. This was first performed in a study by Wachowiak et al. in 2001, where Calcium 
Green-1 dextran was used to monitor activity of anterogradely labeled olfactory receptor 
neurons (Wachowiak and Cohen 2001). This method was then further refined and 
developed with the usage of different synthetic Ca
2+
 indicators for cortical neurons in 
anaesthetized mice (Stosiek et al. 2003) and anaesthetized rats (Kerr et al. 2005). In these 
studies, two-photon imaging was performed either through the thinned skull or through an 
acute cortical window. Imaging of cortical layer 2/3 neurons in awake animals was 
performed for the first time in 2007 (Dombeck et al. 2007). The development of GECIs, 
again by the laboratory of Roger Tsien, represented another important step forward 
(Miyawaki et al. 1997). While being of limited use in the early years following the first 
description – mainly due to slow response kinetics and low signal-to-noise ratio – GECIs 
have undergone major improvements later on. In successive studies, the application of the 
improved GECI GCaMP3 allowed the longitudinal imaging of entire neuronal populations 
in the motor cortex of mice over months (Palmer and Tsien 2006, Tian et al. 2009). Using 
a GCaMP3 in combination with an implantation of a chronic cranial hippocampal window 
allowed recording for Ca
2+
 activity from neurons in this one millimeter deep brain region 
for the first time (Dombeck et al. 2010). Further improvements lead to GCaMP6 in 2014, 
available in three versions (fast, medium, and slow) that offer different rise- and decay-
kinetics. Furthermore, GCaMP6 possessed significantly improved signal-to-noise ratio and 
sensitivity compared to GCaMP3 (Ohkura et al. 2012). For example, functional imaging 
using GCaMP6 revealed sublayer-spcific coding dynamics in populations of spatially 
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tuned neurons in the hippocampal CA1 region (Danielson et al. 2016). One disadvantage 
of GCaMP-based Ca
2+
 indicators was its excitation/emission spectrum in the blue/green 
wavelength range. It was impossible to combine GCaMP with other frequently used 
genetically encoded tools that exhibited similar excitation or emission characteristics. For 
example opsins like channelrhodopsin-2 (ChR2) that allowed the light-driven activation of 
neurons exhibited a similar excitation wavelength, which excluded simultaneous Ca
2+
 
imaging and optogenetic manipulation (Nagel et al. 2003). Therefore, also red Ca
2+
 
indicators were developed as an alternative. The first red GECIs, named RCaMP1 
(Akerboom et al. 2013) and R-GECO (Zhao et al. 2011, Wu et al. 2013), were introduced 
around the same time, but showed lower sensitivity compared to the GFP-based GECIs. 
With the improved versions, jRCaMP1a and b as well as jRGECOa, red GECIs for the first 
time showed comparable sensitivity to the green counterparts (Dana et al. 2016). In 
addition, excitation of red GECIs is accompanied by less light scattering, which makes red 
GECIs useful for deep tissue imaging (Bethge et al. 2017). Another recent technical 
improvement represents the development of miniaturized head-mounted microscopes. A 
miniaturized, head-held two-photon microscope was first described by Helmchen et al. in 
2001, but its application was long limited due to the technical demands of the system 
(Helmchen et al. 2001). In 2017, an improved head-mounted two-photon microscope was 
implemented, that allowed robust imaging with spine-level resolution in the freely moving 
and behaving mouse (Zong et al. 2017). An epifluorescence-based version was first 
described in 2011 by the laboratory of Mark Schnitzer (Ghosh et al. 2011). Compared to 
the two-photon version this miniaturized epi-fluorescence microscope is low cost and has 
been widely used to perform Ca
2+
 imaging in freely moving mice (Ziv et al. 2013, Xu et al. 
2016, Grewe et al. 2017). Furthermore, due to its simplicity there are even assembly kits 
available that allow the self-constuction of these mini-microscopes (Cai et al. 2016, 
Skocek et al. 2018). Further advances on this side will also help to correlate activity of 
neuronal populations with natural behavior of freely moving animals. In summary, Ca
2+
 
imaging in vivo, in vitro, in anaesthetized or awake animals, with single- or two-photon 
excitation, has enabled scientists to study hippocampal neuronal activity and correlate it to 
behavior. The application of these techniques has tremendously impacted and improved 
our understanding of neuronal network function. In summary, two-photon Ca
2+
 imaging 
was involved in major studies that helped our understanding of basic mechanisms of circuit 
function. For example, functional imaging revealed sublayer-specific coding dynamics in 
populations of spatially tuned neurons in hippocampal CA1 region (Danielson et al. 2016). 
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It also was used to investigate network activity under pathological conditions. For instance, 
it helped identify hyperactive populations of neurons and impaired Ca
2+
 dynamics in 
neuronal structures in proximity of Aβ plaques (Busche et al. 2008, Kuchibhotla et al. 
2008). Overall, two-photon microscopy in combination with Ca
2+
 indicators is a powerful 
tool to study network activity as well as cellular dynamics in deep brain structures like the 
hippocampus. 
 
1.3. Dysfunction of the hippocampal network in Alzheimer’s disease 
In mammals, the hippocampus is one of the central areas for processing memory. Thanks 
to the observation of patients with severe hippocampal lesions, like Henry Gustav 
Molaison, a lot is known about the function of the hippocampus and related structures. In 
spite of the extensive knowledge about the hippocampal circuit itself, the mechanisms that 
lead to the collapse of this network under neurodegenerative conditions remain poorly 
understood. A major disease, which affects the hippocampus, is Alzheimer’s disease (AD). 
AD is the most common form of dementia named after the German physician Alois 
Alzheimer, who described the disease for the first time in 1907 (Alzheimer et al. 1995). In 
the early stages, the disease is defined by only mild cognitive deficits. Later, severe 
impairments of memory, especially episodic memory, occur. In the final stages of the 
disease, usually years after onset, the patients suffer from complete dementia, leading to 
the loss of most major cognitive functions. Today, AD is recognized as one of the most 
devastating neurodegenerative diseases, estimated to affect approximately 46 million 
people worldwide in 2015. According to current predictions in the light of a worldwide 
growing population as well as higher life expectancy of people especially in todays’ low 
and middle income countries, this number can be extrapolated up to 130 million in 2050 
(World Alzheimer’s Report 2015). Despite tremendous research efforts for several decades 
and the general acknowledgment of the major risk factor being age, the cellular and 
molecular mechanisms that lead to the eventual death of neurons remain elusive.  AD is 
associated with two major histopathological hallmarks: amyloid-beta (Aβ) plaques as well 
as intracellular accumulation of neurofibrillary tangles consisting of hyperphosphorylated 
tau-protein (Alzheimer et al. 1995). In addition, a growing body of evidence is supporting 
a causal role of microglia and neuroinflammatory processes for development and 
progression of the disease (Heneka et al. 2015). Brains of AD patients typically show 
lesions consisting of abundant Aβ plaques and neurofibrillary tangles, neuropil threads, 
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and dystrophic neurites containing hyperphosphorylated tau (Terry et al. 1991, Mandelkow 
and Mandelkow 1998, Trojanowski and Lee 2000, Serrano-Pozo et al. 2011). These 
lesions are accompanied by astrogliosis (Beach et al. 1989, Itagaki et al. 1989, Serrano-
Pozo et al. 2011) and activated microglia (Rogers et al. 1988, Itagaki et al. 1989, Masliah 
et al. 1991, Serrano-Pozo et al. 2011). While most cases of AD appear to be sporadic and 
late-onset, around 0.5% of cases are categorized as familial AD (FAD) with early-onset 
(Shea et al. 2016). The FAD cases provide a strong genetic link between Aβ and symptoms 
of AD underscoring the importance of Aβ for the pathology, even in sporadic AD cases. In 
FAD, the to-date identified disease-causing mutations are found in the PSEN1 and PSEN2 
(presenilin 1 and 2) genes (Sherrington et al. 1995, Baumeister et al. 1997, De Strooper et 
al. 1998), as well as in the APP (amyloid precursor protein) gene (Murrell et al. 1991, 
Mullan et al. 1992, Suzuki et al. 1994, Haass et al. 1995, Murrell et al. 2000, Nilsberth et 
al. 2001). Interestingly, the three proteins presenilin 1 (PS1), presenilin 2 (PS2), and APP 
are – in one way or the other – involved in a processing-mechanism, which results in the 
formation of Aβ. APP is a transmembrane protein that situated at the neuronal plasma 
membrane (Fig. 1.6). Both, ectodomain as well as the endodomain, of APP can become 
targets of different cleaving processes that eventually lead to the release of soluble peptides 
into the extracellular space and the cytosol. In general, there are two distinct mechanisms 
of APP-processing described – the non-amyloidogenic pathway and the amyloidogenic 
pathway. The non-amyloidogenic pathway of APP-processing involves the action of the 
intramembranous enzymes α-secretase and γ-secretase (Fig. 1.6A). These successively 
cleave APP into the soluble ectodomain sAPPα and the amyloid precursor intracellular 
domain (AICD). The amyloidogenic pathway, in contrast, involves β-secretase and γ-
secretase. Here, besides the soluble sAPPβ and AICD, Aβ peptides of varying length are 
generated (Fig. 1.6B).  




Figure 1.6 Two pathways of sequential cleavage of APP. (A) Non-amyloidogenic pathway: APP 
is cleaved by α-secretase to produce soluble APPα and membrane-anchored alpha-C-terminal 
fragment (α-CTF). Then cleavage of γ-secretase generates soluble p3 and AICD. (B) 
Amyloidogenic pathway: APP is cleaved by β-secretase to produce soluble sAPPβ and membrane-
anchored beta-C-terminal fragment (β-CTF). Subsequently, cleavage of γ-secretase generates 
AICD and Aβ. 
 
Whereas Aβ40 accounts for approximately 90% of Aβ production, the minor Aβ42 is more 
hydrophobic and thought to induce Aβ aggregation. Even though it has not been entirely 
clarified which of the different species of Aβ42 – the monomeric-, the oligomeric- or 
plaque-form – is the most toxic one, Aβ plaques are strongly associated with the 
progression of AD. An important observation is that in humans, while 
hyperphosphorylated tau formation seems to parallel the occurrence of symptoms, Aβ 
seems to peak before that time-point (Gomez-Isla et al. 1997, Serrano-Pozo et al. 2011, 
Palop and Mucke 2016). In addition, while almost all patients that suffer from AD show 
evidence of Aβ deposits in the cortex, this is also the case for 60% of people with mild 
cognitive impairments (MCI) (Pike et al. 2007). This lead to the hypothesis that people 
with MCI are actually in an early stage of AD and would later progress to show symptoms 
that are characteristic for AD. In humans, Aβ deposition is hierarchical, first occurring in 
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EC, PRC, and hippocampal CA subfields. Only after that it extends to the associations 
cortex and primary neocortex (Braak and Braak 1991). This puts the hippocampus in the 
focus of early Aβ-pathology. In addition, it has been observed that the hippocampus shows 
hyperactivity during memory-encoding in fMRI studies in cognitively normal individuals 
with cerebral amyloid deposits (Sperling et al. 2009), pre-symptomatic carriers of FAD-
causing mutations (Quiroz et al. 2010, Sepulveda-Falla et al. 2014) and patients with MCI 
(Dickerson et al. 2005, Celone et al. 2006, Bakker et al. 2012). Transgenic mouse-models, 
which have neuronal expression of FAD-mutant human or humanized APP with or without 
co-expression of mutant PSEN1 or PSEN2, have long been used to simulate key aspects of 
AD. This includes elevated levels of Aβ, amyloid beta plaques, neurite dystrophy, 
cognitive deficits and behavioral alterations (Ashe and Zahs 2010). These models have in 
common an increased occurrence of spontaneous epileptiform discharges and seizures 
detectable by EEG recordings (Palop and Mucke 2016). These aberrations also occur in the 
hippocampus and can be observed before deposition of Aβ plaques (Palop et al. 2007, 
Harris et al. 2010, Busche et al. 2012). Therefore, it is thought that the neuropathological 
alterations underlying AD presumably begin much earlier than clinical symptoms occur, 
presupposed a clinical diagnosis can be made (Jack et al. 2013). As a consequence, 
pharmacological interventions, which showed promising pre-clinical results later failed to 
improve clinical outcome, because patients at the time-point of diagnosis usually already 
show advanced, brain-wide neurodegeneration. Therefore, understanding the early 
mechanisms of disease progression, especially of those taking place in the hippocampus, 
will be essenial to identify early diagnostic markers and treatment strategies for AD.   
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1.4. Aim of the study 
The hippocampus plays a pivotal role in the memory system of the mammalian brain and 
as such is vulnerable to neurodegenerative diseases. Dysfunction of the hippocampal 
network has severe consequences on cognitive capacity as it affects the formation, storage, 
and retrieval of memory. Within the hippocampus, molecular, cellular, and network effects 
enable complex information processing and it is not yet fully understood, how and to what 
extent these different mechanisms are involved in hippocampal dysfunction. At the same 
time, advances in two-photon microscopy have opened up new technical opportunities to 
study structures that are residing deep in the brain. Also constant refinement of old and the 
development of new fluorescent Ca
2+
 indicators have improved the ability to visualize 
neuronal activity. This study utilizes in vivo two-photon Ca
2+
 imaging to investigate 
different molecular and cellular mechanisms underlying hippocampal dysfunction. 
Previous studies have indicated a role of RyR2 in hippocampus-dependent memory 
processes (Zhao et al. 2000, Galeotti et al. 2008). However, a direct correlation of CA1 
neuron function and behavior involving RyR2-function has not been addressed up to now. 
Therefore, this thesis investigates the role of a hippocampus-specific Ryr2 knockout on 
CA1 pyramidal neuron activity in awake head-fixed mice and correlates it with the impact 
on spatial learning and memory. Spatial learning and memory are affected in AD and 
mouse models with AD-like pathology recapitulate these memory deficits. Recently, a 
novel transgenic rat model has been generated aiming to more closely mimic human AD 
recently (Leon et al. 2010). However, whether neuronal network dysfunction of the 
hippocampus was also characteristic for the rat model remained an open question. In vivo 
Ca
2+
 imaging, even though established in mice, has not been available for rats. Therefore, 
in order to assess hippocampal function in rats, this thesis also aimed to establish a cranial 
hippocampal window for rats. The underlying reason for hippocampal dysfunction in AD 
remains disputed. It is has been proposed that impairment of inhibitory function can 
facilitate disruption of specific neuronal circuits. Therefore, this thesis assesses the role of 
cholinergic modulation in the Ca
2+
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2. METHODS 
2.1. Transgenic animals 
2.1.1. Transgenic mouse lines 
One to five animals were group-housed in individually ventilated cages (IVCs) with free 
access to acidified tap water and food (ssniff). The light/dark cycle was a 12/12 h and 
mice were kept under specific pathogen-free conditions (SPF). The temperature and 
relative humidity were constantly kept at 22 °C and 40% relative humidity (RH). 
Experiments were performed in accordance with the institutional animal welfare guidelines 
and were approved by the State Agency for Nature, Environment and Consumer Protection 
(LANUV) of North Rhine-Westphalia, Germany. The B.6129-Ryr2
tm1Krbr
/JnsnJ mouse line 
(Bround et al. 2012) (Stock number: 026628, The Jackson Laboratory) possesses a loxP 
site flanking neo cassette and exon 3 of the ryanodine receptor 2 (Ryr2) gene. The mice of 
this strain will be referred to as Ryr2
fl/fl 
mice. Experiments using the Ryr2
fl/fl 
mice were 
carried out at an age of six to nine months. The B6.Cg-
Tg(APPswe,PSEN1dE9)85Dbo(Mmjax) double transgenic mice (Jankowsky et al. 2004) 
(MMRRC Stock number: 34829-JAX) express a chimeric mouse/human amyloid precursor 
protein (Mo/HuAPP695swe) carrying the Swedish mutation (K595N/M596L) (Haass et al. 
1995). Furthermore, these mice carry a mutant human presenilin 1 (PS1) with a deletion of 
exon 9 (PS1-dE9). Both, the Swedish mutation in the amyloid precursor protein (APP) as 
well as the PS1 mutant, lead to increased production and secretion of Aβ from CNS 
neurons. The mice of this strain will be referred to as APP/PS1
+/+
 mice or as a mouse 
model of Alzheimer’s disease (AD). 
 
2.1.2. Transgenic rat line 
All experimental procedures were performed in accordance with the institutional animal 
welfare guidelines and were approved by the State Agency for Nature, Environment and 
Consumer Protection (LANUV) of North Rhine-Westphalia, Germany. We used a 
transgenic rat model with Aβ-pathology, named McGill-R-Thy1-APP, which expresses the 
human APP gene carrying both, the Swedish (K595N/M596L) (Haass et al. 1995) and the 
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Indian mutation (V717L) (Iwatsubo et al. 1994), under the control of the murine Thy1.2 
promoter (Leon et al. 2010). The rats of this strain are referred to as APP rats. Experiments 
using the APP rats were performed at an age of six to eight months. 
 
2.2. AAV injection 
Mice were anaesthetized using an intraperitoneal (i.p.) injection of ketamine (0.13 mg/g 
bodyweight, Ketavet) and xylazine (0.01 mg/g bodyweight, Rompun). The hair on the 
head was plucked using forceps and the skin was wiped using sterile collection swabs 
(EUROTUBO) soaked in 70% ethanol. Then the animal was placed in a stereotactic 
frame (custom build). Before starting the surgery, reflexes were tested by pinching the toes 
of the feet. When no reflexes were observed, anesthesia was sufficiently deep to start 
surgery. A small incision was made along the midline ranging approximately from bregma 
to lambda. Using swab and forceps, the periosteum was pushed aside revealing the skull. 
Before marking the injection site, it was made sure that bregma and lambda were aligned 
in one plane. For labelling neurons in the CA1 region in the dorsal hippocampus of mice 
and rats, the virus was delivered without damaging the pyramidal layer. For mice, the 
coordinates were: -1.9 mm anterior posterior (AP) and 1.25 mm mediolateral (ML), 
dorsoventral (DV). For rats the coordinates were: -4.2 mm AP and 2.6 mm ML. 
Depending on the type of the experiment, holes were drilled and the dura mater was 
incised on both hemispheres or on the right hemisphere exclusively. Then 1 µl of undiluted 
virus was injected (100 nl/min) for mice at -1 mm dorsoventral (DV) from brain surface 
and for rats at -3.3 mm, -3 mm, and -2.7 mm DV using a microliter syringe (Hamilton) 
equipped with 34-gauge (for mice) and 33-gauge (for rats) NanoFil needle (World 
Precision Instruments). The syringe was controlled by a four-channel micro controller 
(SYS-Micro4, World Precision Instruments). For injection volumes, please refer to table 
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Table 2.1 Injection volumes of different viruses and virus-combinations. AAV1-hSyn- 
GcAMP6m was used for mice and rats. A 1-to-1 mixture of AAV9-CamKIIa-Cre and AAV1-hSyn-
FLEX-GcAMP6m was used for experiments with mice. 
Virus Injection volume (µl) 
AAV1-hSyn- GcAMP6m 1 
AAV9-CamKIIa-Cre/ AAV1-hSyn-FLEX-
GcAMP6m 
0.5 + 0.5 
 
After injection, the needle was left in place for further 10 minutes to let the virus diffuse 
into the surrounding tissue. Finally, the wound was stitched and disinfected using 
povidone-iodine (Betaisodona). To wake up, the animals were placed in a warm cabinet 
at 25 °C. For the next three days, the animals’ behavior was monitored and the animals 
were injected subcutaneously (s.c.) with a dose (0.05 mg/kg) of burprenophine 
(Temgesic) every eight hours.  
 
2.3. Cranial hippocampal window 
2.3.1. Cranial hippocampal window in mice 
Implantation of the chronic hippocampal window was performed at the earliest one week 
after AAV injection. The preparation of the cranial window in principle followed the 
procedure described in the study by Dombeck et al. and Gu et al. (Dombeck et al. 2010, 
Gu et al. 2014). Mice were anesthetized using an intraperitoneal (i.p.) injection of ketamine 
(0.13 mg/g) and xylazine (0.01 mg/g bodyweight). In addition, preceding the surgery the 
animals received a subcutaneous (s.c.) dose of the analgesic drug buprenorphine (0.05 
mg/kg) and the immunosuppressant drug dexamethasone (0.2 mg/kg), which reduced 
swelling and inflammation of the tissue. Eye-ointment (Bepanthen, Bayer, Germany) was 
applied to the eyes and body temperature was maintained at 37 °C using a heating pad. The 
depth of anesthesia and analgesia was tested by pinching the toes of the hind paw with 
forceps. When sufficient depth was reached, the animal was fixed to a stereotactic frame. 
The skin above the skull was disinfected using a collection swab (EUROTUBO) soaked 
with 70% ethanol. Next, the skin above the skull was removed. The exposed cranial bone 
was cleaned and dried with Sugi absorbant swabs (Kettenbach GmbH, Germany) or using 
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an air pressure bottle. The surface of the bone was scraped and cleaned with a scalpel. For 
preparing a base-layer of glue to which the metal bar was subsequently fixed, we used a 
two-component dental glue (OptiBond, FL, Kerr, USA). After drying and roughening of 
the skull, a thin layer of the priming component was applied for 15 seconds to the skull 
surface with a slight scrubbing motion. The layer was gently air-dried for 5 seconds. Using 
the same applicator-brush, a layer of the adhesive component was applied to the skull 
surface the same way as it was done with the priming component. The glue was light-cured 
for 40 seconds. Using a dental drill, a circular piece (Ø 3 mm, 1.8 mm height) of the skull 
above the right somatosensory cortex (AP: -2.2, ML: -1.8 relative to bregma) was 
removed. Then the dura was removed using very fine forceps and the somatosensory 
cortex was aspirated with a 27-gauge needle attached to a syringe, a flexible tube and a 
vacuum pump. The surgery site was rinsed with sterile PBS (pH 7.4) over the entire time 
of the process. When the cortex tissue lying above the dorsal hippocampus was removed 
entirely, the external capsule was cautiously peeled away until the alveus was exposed. 
Again, the surgery site was rinsed with sterile PBS (pH 7.4) until bleeding stopped. Now, a 
stainless steel tube (Ø: 3 mm, h: 1.5 mm) sealed with a glass cover-slip (Ø: 3 mm, h: 0.17 
mm) was inserted and the upper tube edge was glued to the skull bone using super glue. 
When the super glue was hardened, dental cement was used to fix a stainless steel bar to 
the contralateral side of the window. After surgery, the animal received a dose of 
buprenorphine (0.05 mg/kg) and was allowed to wake up from anesthesia in an incubation 
box set to 25 °C. The animal was subsequently monitored and treated with buprenorphine 
(0.05 mg/g) every eight hours for three days. 
 
2.3.2. Cranial hippocampal window in rats 
Implantation of the chronic hippocampal window was performed at least one week after 
AAV injection. The preparation of the cranial window for rats in principle followed the 
former description for the procedure in mice (Dombeck et al. 2010, Gu et al. 2014), 
including some refinements. The animals were anesthetized by injecting – either i.p. or 
i.m. – a mixture of Ketamine/Xylazine (0.13/0.01 mg/g). During the procedure the body 
temperature was maintained at ~37 °C using a heating plate. The eyes of the rat were 
covered using eye ointment (Bepanthen, Bayer, Germany) during the surgery. After 
removing of hairs with tweezers and disinfecting with 70% ethanol, the skin was opened 
with a scalpel. The exposed cranial bone was cleaned and dried with Sugi absorbent swabs 
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(Kettenbach GmbH, Germany). The surface of the bone was scraped and cleaned with a 
scalpel. For preparing a base-layer of glue to which subsequently all parts of the 
headholding set were fixed, we used a two-component dental glue (OptiBond FL, Kerr, 
USA). After drying and roughening of the skull, a thin layer of the priming component was 
applied for 15 seconds to the skull surface with a slight scrubbing motion. The layer was 
gently air-dried for five seconds. Using the same applicator-brush, a layer of the adhesive 
component was applied to the skull surface the same way as it was done with the priming 
component. The glue was then light cured for 20 seconds. Using a dental drill, we 
performed a craniotomy (Ø 5 mm) around the injection site. Cortical tissue was gently 
aspirated with a blunt 27-gauge needle until the external capsule became visible. A 
stainless steel cannula (Ø 5 mm, 2.5 mm height) sealed with a cover glass (Ø 5 mm, 0.17 
mm thickness) was inserted into the free space between hippocampus and skull. The small 
cavity between skull and cannula was sealed with a mixture of dental acrylic cement 
(Cyano Veneer, Hagerwerken, Germany) and dental acrylic glue (Cyano Retarder, 
Hagerwerken, Germany). A custom-made metal headpiece with threaded holes and 
different dimensions was glued to the skull on the contralateral side in order to allow 
fixation of the animal under the microscope. In addition, a headbar was designed with 
holes of the same size as the headpiece. The two components then could be assembled on 
the head of the animal by screwing the headbar to the headpiece. This system allowed to 
stably fix the animal under the microscope. After surgery, the animals were treated with 
Carprofen (5 mg/kg) two times per day for two days and treated with antibiotics.  
 
2.4. Histology 
After in vivo experiments were finished, the animals received a lethal dose of Ketamine 
and Xylazin and were perfused using sterile 0.9% NaCl until the liver turned pale. 
Subsequently the animals were transcardially perfused using 4% paraformaldehyde (PFA, 
0.1 phosphate buffer, pH 7.4). The brain was removed and postfixed in 4% PFA at 4°C 
overnight. Brains were cut into free-floating 50 µm sagittal slices using a vibratome (Leica 
VT 1200S). The free-floating sections were incubated overnight in staining solution (4% 
Normal Goat Serum, 0.4% Triton-X 100 and 4% BSA) with , depending on the staining, 
either rat anti-GFAP antibody (1:1000, ThermoFisher), rabbit anti-Iba1 antibody (1:1000, 
Wako) or mouse anti-6E10 antibody (1:1000, Covance). After washing with PBS, the free-
floating sections, depending on the primary antibody, were incubated for 2 h in staining 
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solution together with anti-rat Alexa 594 and anti-rabbit Alexa 647 (1:400, ThermoFisher). 
Slices were mounted using Dako Fluorescent mounting medium (Agilent). Fluorescence 
images of each brain section were obtained using a confocal microscope (Zeiss LSM700). 
Alexa 594 was excited at 555 nm, emission was detected using a bandpass filter (603 – 627 
nm; Zeiss). Alexa 647 was excited at 639 nm, emission was detected using a longpass filter 
(640 nm; Zeiss). GCaMP6m was excited at 488 nm, emission was detected using a 
bandpass filter (490 – 555 nm; Zeiss). 
 
2.5. Behavior experiments 
2.5.1. Handling 
Mice were familiarized with the experimenter and accustomed to the handling procedure 
twice a day on two consecutive days prior to the start of the experiment. For this purpose, 
the animals were carefully grabbed at the most proximal part of the tail and placed on the 
palm of the hand of the experimenter for 30 seconds and then put back into their cage. 
The procedure was repeated five times with an interval of two to five minutes.  
 
2.5.2. Novel object recognition test 
The novel object recognition (NOR) test was performed in a white box with the 
dimensions 50 cm x 50 cm x 50 cm. On the first day of experiment, the mouse was placed 
in the center of the box and was allowed to freely explore the arena for 10 minutes. On the 
next day, two same objects were placed – each in the center of each half of the arena – in 
the box. The animals were placed in the center of the arena and allowed to freely explore 
the two objects for three minutes. This was repeated thrice with leaving a break of 30 
minutes between the individual sampling sessions. The first testing was performed three 
hours after the sampling. For this purpose one of the familiar objects was exchanged for an 
unfamiliar object with different shape. After that, the mice were allowed to freely explore 
the arena and objects for five minutes. The next day, 24 hours after sampling of the 
familiar objects, a second novel object was placed in the box. Again, the mice were 
allowed to explore the familiar and second novel object for five minutes (Fig. 2.1).  
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Figure 2.1 Novel object recognition test. Mice were initially placed in the arena equipped with 
two equally shaped objects thrice for three min each time. After three h, one of the familiar objects 
was removed and replaced by a novel object 1 of different shape. The mice were allowed to 
explore the arena and the objects for five min. After 24 h, the novel object 1 was exchanged for 
another differently shaped novel object 2. Again, the mice were allowed to explore the arena and 
the objects for five min.  
 
2.5.3. Radial arm maze 
During the first experimental day each animal was allowed to familiarize with the arena. 
For this purpose, the animals were placed inside the experimental arena for 10 minutes so 
that they were able to explore it freely. At this point, there were no rewards placed at the 
end of the arms. Testing was then performed on the following five consecutive days. For 
testing, each end of the eight arms was equipped with a 4 cm x 4 cm scale pan with a 100 
mg of peanut butter. The animals were allowed to search for the reward for 10 minutes. If 
the rewards had been eaten before the end of the 10 minutes testing period, the animals 
were removed from the arena after consumption of the last reward. After testing, the 
animal was placed not in the home cage but in a different, separated cage. It was taken 
care, that the animals were always tested at the same time of the day (Fig. 2.2).  




Figure 2.2 Radial arm maze. Mice were initially placed in the arena without rewards and allowed 
to freely explore the arena for 10 min. After the first day, every arm of the arena is equipped with 
rewards. The mice are allowed to freely explore the arena for 10 min. This procedure was repeated 
for five consecutive days. 
 
2.5.4. Automated tracking and analysis 
For tracking of animal behavior in the arena, the software EthoVisionXT was used. For the 
novel object recognition (NOR) test the travelled distance, the travelling speed and the 
position of the animal were determined automatically. For the radial arm maze (RAM) test, 
the moment of consumption of the bait as well as the number of errors was scored 
manually and blind to the experimental conditions. An error was defined as an arm entry 
without consumption of the bait and as a re-entry into an arm where the bait had already 
been consumed before. 
 
2.6. In vivo two-photon imaging in anaesthetized rats 
2.6.1. In vivo two-photon imaging 
The rats were anaesthetized using a precision isoflurane vaporizer (Kent Scientific) with 
1% isoflurane in oxygen at a constant flow of one liter per minute (LPM). Via the 
assembled headpiece and headbar the rats were fixed under the microscope in order to 
allow sable imaging. Time-laps recordings of Ca
2+
 transients in the pyramidal cell layer of 
the hippocampus were performed using a TriM Scope II (LaVision BioTec GmbH, 
Bielefeld, Germany) two-photon system equipped with a 25x water immersion objective 
with a numerical aperture of 1.0 (XLPLN25XSVMP2, Olympus, Tokyo, Japan) and a 
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titanium sapphire (Ti:Sa) 80 MHz two-photon laser (Coherent, Dieburg, Germany) that 
was tuned to 920 nm for GCaMP6m fluorescence excitation. GCaMP6m fluorescence 
emission was detected using a band-pass filter (510/20, IDEX Health and Science LLC, 
New York, USA). Image series were acquired at ~12 Hz. 
 
2.7. In vivo two-photon imaging in awake mice 
2.7.1. Handling 
For familiarizing the mice with the experimenter and habituating them to the transport 
procedure as well as to the experimental room, the animals were handled over a period of 
five to seven days. On the first day of handling, the experimenter placed his hand in the 
home cage of the animals for five to 10 minutes. During this time, the animals were 
allowed to freely explore the hand and getting used to its presence. This procedure was 
performed three times on day one, once in the morning, at noon, and in the afternoon 
respectively. On day two, the hand again was placed in the home cage. Those animals that 
were showing no sign of fear were carefully picked up by slowly pushing the hand below 
the animals’ body and lifting it up in the palm. The animal was kept on the palm of the 
hand for 30 seconds. Those animals that still showed clear signs of fear (e.g. freezing and 
retreating into a corner of the cage) were left alone for another day. This procedure was 
repeated thrice a day for three to five consecutive days until all animals were showing calm 
exploratory behavior in the palm of the hand. For the last two days, the animals were put 
into a transport cage and transferred to the experiment room. There, the animals were 
picked up the way described before and kept in the palm for ~30 seconds. This procedure 
was repeated twice per day. 
 
2.7.2. Spherical treadmill 
The spherical treadmill was adapted from the system described by Dombeck et al. 
(Dombeck et al. 2007). The system consists of a styrofoam ball (Ø 30 cm) that freely floats 
in a custom-build aluminum tub with inlets for pressurized air. The movement of the 
animal was read out using an optical computer mouse. The mice were transferred to a 
stereotactic frame that fixed the head of the animal and allowed running on the spherical 
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treadmill. We used a camera (Somikon PX-8262-919, Pearl GmbH, Germany) to record 
the animals’ behavior. An airpuff (20 PSI) was applied to the nose of the mouse using a 
20-gauge blunt injection needle and a picospritzer III (Parker Hannifin). For the temporal 
synchronization of the different hardware components we used an ITC-18 board (HEKA 
Instruments Inc., Bellmore, USA) and the IGOR Pro software (WaveMetrics Inc., 
Portland, USA). The airpuffs were applied at randomized time-points. 
 
2.7.3. Linear treadmill 
The linear treadmill was equipped with a two-meter long belt. The position of the animal 
on the belt was read out using an optical computer mouse. For every lap passage, the mice 
were rewarded with a drop of 20% sucrose solution. For in vivo Ca
2+
 imaging, a small 
metal adapter was attached to the head bar already glued to the head of the mice (Luigs and 
Neumann, Ratingen, Germany). The animals were transferred to a stereotactic frame that 
fixed the head of the animal and allowed running on the linear treadmill. We used a camera 
(Somikon PX-8262-919, Pearl GmbH, Germany) to record the animals’ behavior. Before 
recording of a time series, the camera was turned on manually. The recording of the linear 
treadmill position was triggered by the start of the scanner and controlled using a custom 
written Python 2.7 (Python Software Foundation, Delaware, USA) script. For the temporal 
synchronization of the different hardware components we used an ITC-18 board (HEKA 
Instruments Inc., Bellmore, USA) and the IGOR Pro software (WaveMetrics Inc., 
Portland, USA). The reward was delivered at every turn of the belt through a custom-built 
application system consisting of a pump and a blunt 21-gauge needle. 
 
2.7.4. Training on the treadmill 
Before starting experiments on the linear treadmill, the animals were habituated to the 
system as well as to the behavioral paradigm. For this purpose, the mice where placed on 
the treadmill for one hour per day for at least three consecutive days. As soon as the 
animals were running at least 20 rounds per hour they were transferred to the experiment. 
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2.7.5. Imaging 
Time-laps recordings of Ca
2+
-changes were performed with a galvo-resonant scanner 
(Thorlabs, Newton, USA) on a two-photon microscope equipped with a 16x water 
immersion objective with a numerical aperture of 0.8 (N16XLWD-PF, Nikon, Düsseldorf, 
Germany) and a titanium sapphire (Ti:Sa) 80 MHz Cameleon Ultra II two-photon laser 
(Coherent, Dieburg, Germany) that was tuned to 920 nm for GCaMP6m fluorescence 
excitation. GCaMP6m fluorescence emission was detected using a band-pass filter 
(525/50, AHF, Tübingen, Germany) and a GaAsP PMT (Thorlabs, Newton, USA). 
ThorImageLS software (Thorlabs, version 2.1) was used to control image acquisition. 
Image series (896 x 480 pixels, 0.715 µm/pixel) were acquired at 32.3 Hz. 
 
2.7.6. Imaging combined with pharmacological manipulation 
For pharmacological manipulation of O-LM interneurons, a hippocampal cranial window 
was implanted containing a small hole (~300 µm) that was sealed with  Kwik-Sil (World 
Precision Instruments). For imaging, the mice were briefly anaesthetized with 1% 
Isoflurane, the Kwik-Sil was removed. For baseline imaging, the cylinder of the 
hippocampal cranial window was filled with warmed cortex buffer (37 °C). To allow for 
diffusion, the cylinder was sealed with Kwik-Seal and the mice were placed back in their 
home cage for 30 minutes. For imaging, the cover was removed. After that, the cortex 
buffer in the cylinder was removed with cortex buffer containing pirenzepine (1 mM). 
Again, for allowing diffusion of the drug, the cylinder was sealed and the mice were placed 
back in their home cage for 30 minutes. Then the cover was removed and the animals were 
placed under the two-photon microscope. The position of baseline-imaging was retrieved 
and the same neurons were imaged under influence of pirenzepine. 
 
2.8. Analysis of time series 
2.8.1. Raw data processing, segmentation and data extraction 
Motion correction of time-series data was performed using either a combination of 
efficient subpixel registration and in-frame motion correction with the Lucas-Kanade 
method (Lucas and Kanade 1981) or by using the batch registration function of the custom 
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Fiji macro TurboReg (Dr. Philippe Thévenaz, Swiss Federal Institute of Technology). Data 
that showed shifts in z-direction of more than 10 µm for more than 10 consecutive frames 
after registration were discarded. To measure the fluorescence signal of principal CA1 
neurons over time from principal CA1 neurons with the aim to determine the Ca
2+
 event 
frequency analysis, one-minute periods during which the animal showed no movement 
were selected and an average intensity projection was created from the processed imaging 
data. Regions-of-interest (ROIs) were drawn manually around single cell bodies using the 
open source software ImageJ/Fiji. The change in mean grey value over time was extracted 
for each ROI and stored as text file. 
 
2.8.2. Analysis of Ca2+ event frequency 
First, the ΔF/F was calculated by subtracting the baseline fluorescence F0 from the signal 
and dividing the value by F0: 




F0 was defined as the mean of the smallest 20% of all values of a time series. In order to 
derive an approximation of the neuronal activity from the Ca
2+
-transient frequency, we 
inferred the underlying spiking activity from the ΔF/F traces. This method was applied for 
to the data of the RyR2 experiment (see chapter 3.1). We used the OASIS module for 
calcium deconvolution (Friedrich et al. 2017) that is implemented in the freely available 
CaImAn toolbox (Giovannucci et al. 2019). The algorithm we applied is using the 
threshold non-negative least square (NNLS) method with a deconvolution kernel. The 
kernel is modeled as the difference between two exponential functions: 
ℎ(𝑡) =  
(𝑒−
t
d −  𝑒−
t
 r)
d –  r
 
where d and r are the roots of the polynomial, which were chosen to simulate the kinetics 
of GCaMP6m: 
𝑓(𝑥) =  𝑥2 − 1.7𝑥 + 0.712 
The algorithm extracts a denoised trace from the original ΔF/F traces where the peaks in 
the original trace are fitted to the deconvolution kernel. All data points that are not part of 
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an identified peak are set to zero. The deconvolved trace typically has values of varying 
size in neighboring bins which reflects the uncertainty regarding the exact position of the 
spike. Also, in very noisy traces this can lead to noise being recognized as “partial spike”. 
The algorithm has implemented a constraint on the minimal spike size smin which we set in 
dependency of the calculated spectral noise (sn). 
smin =  sn ∗  2 
By doing this we correct for the difference in signal-to-noise ratio of the recordings. A 
higher smin value would require a Ca
2+
 event to be more prominent relative to baseline in 
order to be detected as spike. In turn, a small smin value already would allow Ca
2+
 events 
that have relatively small amplitude to get detected as spikes. For the Ca
2+
-event detection 
in other experiments (chapter 3.2 and chapter 3.3), the custom macro Taro Tools (Dr. Taro 
Ishikawa, https://sites.google.com/site/tarotoolsregister/) for Igor Pro 6 was used. The 
ΔF/F traces were smoothed using a 5-point, box-smoothing filter. Calcium peaks were 
identified according to the following criteria: First of all, a baseline ΔF/F for every peak 
was calculated as the mean of the 5s-window preceding the peak of the event. Calcium 
events were counted when the peak was three times the SD value of the baseline. Second, 
the ΔF/F amplitude of the smoothed Ca2+ event had to be at least 10% since this is the 
value that has been described as the Ca
2+
 increase in response to one action potential in the 
visual cortex (Chen et al. 2013). The third precondition was that two consecutive events 
had to be separated by at least 500 ms. 
 
2.8.3. Identification of spatially tuned cells 
The analysis was performed using ImageJ and custom scripts written in python (version 
2.7). Time series datasets were motion-corrected as previously described (see chapter 
2.8.1). ROIs were manually drawn around cells that showed an increase of at least 10% 
ΔF/F during phases where the animal was running. From these ROIs, mean gray values 
were extracted for those periods where the animal reached a velocity of three cm * sec
-1
. 
The ΔF/F was calculated as described (see chapter 2.8.2). The identification of place cells 
from Ca
2+
 activity is based on a slightly adjusted procedure described by Dombeck et al. 
(Dombeck et al. 2010). In the first step the ΔF/F signal was aligned with the respective 
position on the linear track. Therefore, the track (in total 2 m of length) was separated into 
spatial bins of two cm yielding 100 different spatial bins. For each cell, the ΔF/F was 
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calculated as a function of virtual position for the 100 positions. Potential place cells were 
first identified as contiguous regions of this plot in which all of the points were higher than 
25% of the difference between the peak ΔF/F value (for all 100 bins) and the baseline 
value (mean of lowest 25 out of 100 ΔF/F values). These identified potential place fields 
had to fulfil the following criteria: (i) The minimal length of the place field had to be >16 
cm (or eight bins). (ii) At least one value had to be 10% mean ΔF/F. (iii) The mean in-field 
ΔF/F had to be more than two times the out-field ΔF/F. (iv) A significant transient has to 
be present in at least 33% of the times the animal passed through the place field. A 
significant transient was defined as a ΔF/F transient that lead to four ΔF/F values being 




Shapiro-Wilko test was performed to test for normal distribution of data in sets with n<50, 
Kolmogorov-Smirnov test was performed to test for normal distribution of data in sets with 
n>50. Unpaired students t test analysis (two-tailed) or Mann Whitney test were performed 
dependent on whether the data was normally distributed or not. Data is depicted as mean ± 
standard deviation or, in the case of no Gaussian distribution, as median [25% percentile; 
75% percentile]. Kolmogorov-Smirnov test was performed to test the cumulative density. 
In experiments where more conditions were evaluated, one-way or two-way repeated 
measure (RM) ANOVA were performed followed by multiple comparisons testing using 
the Holm-Sidak’s correction method. n.s. p>0.5, * p<0.05, ** p<0.01, *** p<0.001, **** 
p<0.0001. 
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3. RESULTS 
3.1. The role of RyR2 in hippocampus-dependent learning and 
memory 
The hippocampus is one of the brain areas that are essentially involved in major 
components of memory formation. In the context of the large hippocampal circuit, CA1 
acts as a match-mismatch detector that compares experience-dependent contextual 
representations (provided by CA3) with the current sensory and spatial properties of the 
environment (provided by EC). Due to this, firing of CA1 neuronal populations is strongly 
mnemonic and coherent as it codes for spatial or temporal relations between items in a 
specific context and thereby mediates the formation of activity patterns that represent a 
unique memory trace. Place cells – neurons that exhibit spatially tuned firing – are thought 
to be a manifestation of this hippocampus-specific code. Nevertheless, the underlying 
molecular mechanisms of these associative learning processes remain poorly understood. 
RyR2 is a channel that is located at the ER and mediates the release of Ca
2+
 from the 
intracellular store into the soma (Berridge et al. 2003). Ca
2+
 signaling is involved in a wide 
range of intracellular signaling cascades leading to changes in gene expression (Berridge et 
al. 2000). Among others, Ca
2+
 signaling is also thought to be involved in synaptic 
plasticity. Previous studies have indicated that RyR2 is involved in learning and memory 
(Balschun et al. 1999, Zhao et al. 2000, Galeotti et al. 2008, Matsuo et al. 2009, Baker et 
al. 2010, Ziviani et al. 2011, Liu et al. 2012, More et al. 2018). In CA1 pyramidal cells, 
RyR are enriched in the dendritic spine (Segal et al. 2010) and RyR-dependent Ca
2+
 stores 
were shown to be associated with VGCCs and separated from IP3R-dependent Ca
2+
 stores 
(Chen-Engerer et al. 2019). LTP protocols induced a RyR-dependent persistent 
enhancement of spine-localized Ca
2+
 response (Johenning et al. 2015). These findings 
indicate the existence of a mechanism were RyR-related Ca
2+
 stores and RyR-dependent 
Ca
2+
 signaling contribute to specific forms of synaptic plasticity in dendritic spines of 
pyramidal cells in the hippocampal CA1 region. Regulation and balancing of LTP and 
LTD is elemental for maintenance of neuronal integrity and therefore also is thought to be 
essential for network function. In this study I wanted to investigate and extend the 
knowledge about the role of RyR2 in the maintenance of hippocampal network integrity.  
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3.1.1. Increased spontaneous Ca2+-inferred spike frequency in CA1 
neurons 
To test the impact of conditional Ryr2 knockout (Ryr2
-/-
) in the hippocampus on the local 
network, the spontaneous Ca
2+
 event frequency was monitored in the awake resting animal. 
The experimental procedure included the stereotactic injection of AAVs, implantation of 
chronic cranial hippocampal windows and subsequent imaging after three months of virus 
expression (Fig. 3.1A). In order to induce the knockout, an AAV9-CamKIIa-Cre was 
injected into the dorsal hippocampus of the right hemisphere of Ryr2
fl/fl 
mice to achieve 
Cre-recombinase expression specifically in neurons dependent on CaMKII promoter. 
Expression of Cre-recombinase in these neurons leads to the excision of the genomic 
sequence containing the Ryr2 gene and the knockout of Ryr2. To simultaneously label 
neurons that show the Ryr2 knockout, an AAV1-hSyn-FLEX-GcAMP6m was 
stereotactically injected in combination with the AAV9-CamKIIa-Cre. As controls 
(Ryr2
+/+
), wild-type C57BL/J6 mice were injected with the same combination of AAVs 
(Fig. 3.1B). For monitoring the activity of fluorescently labelled neurons in stratum 
pyramidale (SP) in the hippocampal CA1 region, a chronic cranial hippocampal window 
was implanted, that allowed stable imaging even three months after implantation (Fig. 
3.1C). Two-photon Ca
2+
 imaging allowed the simultaneous recording of neuronal 
populations of a size of up to 600 cells. From the shape of the Ca
2+
 transients, the putative 
action potentials/spikes were inferred (Fig. 3.1E). Analyzing the frequency distribution of 
the inferred spikes in Ryr2
-/-
 mice, a clear shift towards higher inferred spike frequencies of 
active cells (5-40 inferred spikes per minute) was observed (Fig. 3.1F, G). Analyzing the 
inferred spike frequency revealed a significantly increased average activity (Ryr2
+/+
: 1.64 
inferred spikes * min
-1
, [1.06; 2], Ryr2
-/-
: 6.2 inferred spikes * min
-1
, [2.53; 9.9]) in neurons 
that were RyR2 deficient (Fig. 3.1H). In summary, conditional knockout of Ryr2 in the 
dorsal hippocampus of mice results in a network hyperactivity, which is defined by an 
increased inferred spike frequency in CA1 neurons. 
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Figure 3.1. Inferred spiking of CA1 neurons in awake and resting mice. (A) Scheme of 





mice were stereotactically injected with AAV9-CamKII-Cre. (C) Scheme 
visualizing the hippocampal window preparation that allows imaging of CA1 neurons in the 
stratum pyramidale (SP). (D) Scheme of the linear treadmill equipped with spatial cues (orange 
arrow) that was used for imaging in awake mice. (E) Recording of Ca
2+
-signals in CA1 neurons of 
Ryr2
+/+
 mice and Ryr2
-/-
 mice. Upper panel: Average intensity projection image of CA1 neurons 
expressing GCaMP6m in the right dorsal hippocamps. Middle panel: Overlay of 20 exemplary 
ΔF/F-traces (black), deconvolved traces (red) and inferred spike trains (blue). Lower panel: 
Inferred spikes only (black). (F) Pooled relative frequency distribution of inferred spikes of all 
recorded cells in Ryr2
+/+
 (n=723, 5 mice). (G) Pooled relative frequency distribution of all 
recorded cells in Ryr2
-/-
 (n=2706, 6 mice). (H) Average frequency of inferred spikes in CA1 
neurons in Ryr2
+/+ 
mice (n=5, median=1.64 inferred spikes * min
-1
, [1.06; 2]) and Ryr2
-/-
 mice 
(n=6, median=6.2 inferred spikes * min
-1
, [2.53; 9.9]). Mann Whitney test (** p=0.0043). 




3.1.2. Knockout of Ryr2 disrupts place cell firing in hippocampus 
In order to further investigate, whether the conditional knockout of Ryr2 in the dorsal 
hippocampus affects spatial coding in the hippocampal network, place cell firing of CA1 
neurons was recorded three months after the start of AAV-mediated Ryr2 knockout (Fig. 
3.2A). Conditional knockout of Ryr2 in the dorsal hippocampus was achieved as described 
in chapter 3.1.1 (Fig. 3.2B). For place cell imaging, the mice were head-fixed and placed 
under a two-photon microscope. The mice moved on a linear treadmill with a length of two 
meter. The treadmill was equipped with local, tactile cues which subdivided the treadmill 
into three different, distinguishable zones (Fig. 3.2C, D). The animals were trained to 
associate a certain position on the belt with a reward (20% sucrose solution) and thereby 
motivated to run on the treadmill. Correlation of the recorded Ca
2+
 traces with the 
respective position of the mice allowed identification of spatially tuned neurons (Fig. 
3.2E). About 20% of CA1 pyramidal neurons showed spatially tuned firing. In the 
conditional knockout, this population was significantly smaller (Ryr2
+/+
: 18%, [16; 30] vs. 
Ryr2
-/-
: 11%, [2.5; 15]) (Fig. 3.2F). In addition, spatially tuned CA1 neurons of Ryr2
-/-
 
mice showed decreased probability of Ca
2+





: 67%, [65; 73] vs. Ryr2
-/-
: 50%, [46; 56]) (Fig. 3.2G). 
In summary, after conditional knockout of Ryr2, a smaller fraction of CA1 neurons in the 
dorsal hippocampus exerted spatially tuned firing. Moreover, neurons with spatially tuned 
firing showed a decreased probability of Ca
2+
 events inside its respective place field. 
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Figure 3.2. Altered place cell activity in CA1 of RyR2 KO mice. (A) Scheme of experimental 





mice were stereotactically injected with AAV9-CamKII-Cre. (C) Scheme of 
the linear treadmill equipped with spatial cues (orange arrow) that was used for imaging in awake 
mice.  (D) Exemplary normalized ΔF/F trace of a neuron that shows spatially tuned increase in 





 #1-3). (F) Fraction of place cells referred to all neurons that 
show Ca
2+
 transients during periods of running in Ryr2
+/+
 mice (n=4, median=18%, [16; 30]) and 
Ryr2
-/-
 mice (n=5, median=11%, [2.5; 15]). (Mann Whitney test, * p=0.0317).  
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(G) Probability of significant (see chapter 2.8.3) events during place field passage in Ryr2
+/+
 mice 
(n=4, median=67%, [65; 73]) and Ryr2
-/-
 mice (n=5, median=50%, [46; 56]). (Mann Whitney test,* 
p=0.0159). The red line indicates the defined threshold for the place cell classification. 
 
3.1.3. Intact recognition memory upon dorsal hippocampus-specific 
Ryr2 knockout 
The hippocampus-specific knockout of Ryr2 resulted in increased neuronal activity and an 
impairment of spatially tuned firing in CA1 pyramidal neurons. This led to the question, if 
this impairment of network function would also affect learning and memory. Therefore, I 
tested the recognition memory of RyR2-deficient mice. In order to assess learning and 
memory, the mice were tested in a novel object recognition (NOR) task. This test is 
specifically designed to test for object recognition memory, a type of memory that partially 
depends on the hippocampus but also on other MTL structures (like the PHC and PRC). 
The principle of the test depends on the ability of rodents to recognize a novel object or 
novel cue in the environment and discriminate it from familiar objects. The NOR task was 
performed one month after CA1-specific Ryr2 knockout via AAV-injection. The animals’ 
ability to identify a previously not explored object was tested after three and 24 hours (Fig. 




 mice were bilaterally injected with a 
combination of AAV9-CamKII-Cre and AAV1-hSyn-FLEX-GCaMP6m virus (Fig. 3.3B). 




 mice were only injected with AAV1-hSyn-
GCaMP6m virus. In the NOR task, the mice were subjected to two identical objects and 
allowed to explore those objects freely. After three hours and then again after 24 hours one 
of the two familiar objects was exchanged against a novel one (Fig. 3.3C). The time the 
mice spent exploring the novel objects served as a measure to quantify recognition 
memory. In order to rule out that difference in overall exploration behavior of the mice 
influence the results, the activity of the animals was assessed by quantifying the total travel 
distance during the habituation in the arena. No significant difference in the NOR task was 




mice (Fig. 3.3D). Analyzing the exploration time 
of the novel object three hours after sampling (Fig. 3.3E) and 24 hours after sampling (Fig. 
3.3F) revealed no significant difference in the two groups. In summary, no impairment of 
object recognition memory could be observed after condition knockout of Ryr2 in the 
dorsal hippocampus of mice. 
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Figure 3.3 No impairment in the NOR task after one month of Ryr2 knockout. (A) Scheme of 





 mice were stereotactically injected with AAV9-CamKII-Cre 




 mice were injected with AAV1-
hSyn-GCaMP6m. (C) Schematic illustration of the experimental arena and setting for the novel 
object recognition test. (D) Traveled distance of mice during habituation in arena (Ryr2
+/+
: n=8 
mice, mean=4387±638 cm; Ryr2
-/-
: n=9 mice, mean=4358±1727 cm). (E) Average relative amount 
of time spent at the novel object three hours after sampling (Ryr2
+/+
: n=7, mean=55±31 %; Ryr2
-/-
: 
n=8 mice, 71±23 %). (F) Average relative amount of time spent at the novel object 24 hours after 
sampling (Ryr2
+/+
: n=7 mice, mean=81±28 %; Ryr2
-/-
: n=7 mice, 60±27 %). (D), (E) and (F) 
Unpaired t test (n.s. p>0.05). 
 
3.1.4. Impaired spatial memory upon dorsal hippocampus-specific 
Ryr2 knockout 
In order to assess the impact of dorsal hippocampus-dependent Ryr2 knockout on spatial 
and working memory, mice were tested in a radial arm maze (RAM) (Fig. 3.4A). In the 
RAM, mice have to navigate through the eight arms to collect rewards that are placed at 
the end of each arm. Compared to the NOR, the RAM has a more pronounced spatial 
component and therefore is rather depending on the hippocampus. For this behavioral test 
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the same animals as for the NOR test (see chapter 3.3) were used (Fig. 3.4B). Therefore, 
the duration after the AAV-injection until the start of the RAM was three months. The 
mice needed to explore the eight arms of the RAM and find the baits that were placed at 
the end of each arm. Different distal cues were installed at each of the four surrounding 
walls so that the animals could navigate in a goal-oriented manner (Fig. 3.4C). To rule out 
any behavior differences due to altered mobility and movement, the two experimental 
groups were compared with regard to the traveled distance (Fig. 3.4D), the velocity (Fig. 
3.4E) and the relative time spent moving (Fig. 3.4F). The comparison of the two 
experimental groups revealed no significant difference in any of the three categories. The 
performance in the RAM was scored by measuring the number of successfully discovered 
rewards after 10 minutes (Fig. 3.4G). Already on the first test day, Ryr2
-/-
 mice found less 
rewards than Ryr2
+/+
 mice (1.4±1.5 rewards vs. 4.1±2.0 rewards). Over the five test days, 
Ryr2
-/-
 mice learned slower than Ryr2
+/+
 mice. While Ryr2
+/+
 mice reached a plateau at 
day three (7.0±1.4 rewards), Ryr2
-/-
 mice were hardly more successful than on day one (d1: 
1.4±1.5 vs. d3: 2.4±2.2 rewards) and after five days only reached the starting levels of 
Ryr2
+/+
 mice (4.3±2.1 rewards). In order to determine if the mice improved their strategies 
to solve the problem, the time required for consuming all rewards was quantified (Fig. 
3.4H). On the fifth test day, the Ryr2
+/+
 mice were significantly faster (450±162 sec) than 
the Ryr2
-/- 
mice (600±0 sec). In addition, the error rate was quantified (Fig. 3.4I). An error 
was defined as an arm entry without consuming the reward or an arm entry into an arm 
where the reward had already been consumed. Comparing the two groups, no difference in 
the error rate was observed over the five days of testing. In summary, the overall findings 
do not reveal an impairment of working memory but rather indicate that spatial memory is 
affected and impaired by the bilateral hippocampus-specific Ryr2 knockout.  
 
  3 Results 
 51 
 
Figure 3.4 Impairment in a RAM three months after Ryr2 knockout. (A) Scheme of 





 mice were stereotactically injected with AAV9-CamKII-Cre 




 mice were injected with AAV1-
hSyn-GCaMP6m. (C) Schematic illustration of the experimental arena and setting for the radial 
arm maze. (D) Traveled distance of mice on day one of testing (Ryr2
+/+
: n=7 mice, median=3051 
cm, [2444; 3446] cm vs. Ryr2
-/-
: n=7, median=2296 cm, [2101; 3884]). (E) Average velocity of 
mice on day one of testing (Ryr2
+/+
: n=7 mice, median=5.51 cm * s
-1
, [4.31; 6.12] vs. Ryr2
-/-
: n=7 
mice, median=4.08 cm * s
-1
, [3.5; 6.49]). (F) Average relative time spent moving of animals on day 
one of testing. (Ryr2
+/+
: n=7 mice, median=49.36%, [41.71; 52.75] vs. Ryr2
-/-
: n=7 mice, 
median=39.41%, [38.48; 53.9]). (G) Average number of consumed rewards at the end of each test 
day. (Ryr2
+/+
: n=7 mice, day1 mean=4.1±2.0, day2 mean=5.1±2.3, day3 mean=7.0±1.4, day4 
mean=7.0±1.2, day5 mean=7.1±1.5 vs. Ryr2
-/-
 n=7, day1 mean=1.4±1.5, day2 mean=1.6±2.1, day3 
mean=2.4±2.1, day4 mean=2.7±2.9, day5 mean=4.3±2.1). (H) Average time required for clearance 
of all rewards (Ryr2
+/+
: n=7 mice, day1 mean=579±57 sec, day2 mean=564±96 sec, day3 
mean=531±92 sec, day4 mean=538±83 sec, day5 mean=450±162 sec; Ryr2
-/-
: n=7 mice, day1 
mean=600 sec, day2 mean=600 sec, day3 mean=600 sec, day4 mean=579±57 sec, day5 mean=600 
sec). (I) Average number of errors (arm entries without consuming bait) during each trial day. 
(Ryr2
+/+
: n=7 mice, day1 mean=24.3±5.2, day2 mean=18.9±8.7, day3 mean=16.1±9.1, day4 
mean=14.0±3.9, day5 mean=12.6±7.9 SD; Ryr2
-/-
: n=7 mice, day1 mean=26.1±11.6, day2 
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mean=24.4±9.6, day3 mean=20.0±7.8, day4 mean=20.3±7.3, day5 mean=15.9±7.2). For (D), (E) 
and (F): Mann Whitney test (n.s. p>0.05). For (G), (H) and (I): Data is displayed as mean with 
SEM. Two-way RM ANOVA with Holm-Sidak’s multiple comparisons post-test. (***p<0.001, 
**p<0.01, *p<0.05). 
 
3.2. CA1 network activity in rat model with AD-like pathology 
Interference with the molecular machinery of neurons can have profound implications on 
network function. Such interference by hippocampus-specific depletion of the ER-
localized Ca
2+
 channel RyR2 lead to pronounced distortions of the hippocampal network 
characterized by neuronal hyperactivity and impaired spatially tuned firing. Network 
hyperactivity is also a feature of mouse models with AD-like pathology (Busche et al. 
2008, Busche et al. 2012) and Aβ-associated pathomechanisms are thought to affect 
synaptic plasticity and regulation of LTP and LTD (Bittner et al. 2012, Liebscher et al. 
2013, Schmid et al. 2016). Since the first introduction of a transgenic mouse model for 
AD-like amyloid pathology, there has been a demand for a rat model. This desirability is 
mainly derived from the fact, that rats show a richer behavioral display and could be used 
to assess subtle behavioral alterations with early pathomechanisms of Aβ (Dere et al. 2008, 
Crystal and Glanzman 2013). In addition, the larger brain size makes pharmacological 
manipulation and surgical procedures easier to perform. Many rat models of amyloid 
pathology failed to mimic all features of amyloid pathology (Echeverria et al. 2004, Ruiz-
Opazo et al. 2004, Folkesson et al. 2007). The McGill-R-Thy1-APP rat model, which is 
used in this study, shows intracellular accumulation of 6E10-positive material already 
starting from early postnatal ages (Sup. Fig. 5.1) and the generation of mature Aβ plaques 
and dystrophic neurites starting from the age of nine months (Leon et al. 2010). 
Nevertheless, impairment of hippocampus-dependent memory can already be observed at 
an age of four months, indicating hippocampal dysfunction well before the deposition of 
Aβ plaques (Leon et al. 2010, Iulita et al. 2014). In this experiment, I wanted to assess if 
CA1 pyramidal neurons in the McGill-R-Thy1-APP rat model show neuronal hyperactivity 
comparable to mouse models with AD-like pathology. For this purpose, I established a 
cranial hippocampal window for rats and specifically assessed network activity using two-
photon Ca
2+
 imaging at the late pre-plaque stage (6-9 months of age). 
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3.2.1. Increase in hyperactive neurons in McGill-R-Thy1-APP rats 
In order to assess the network activity in the hippocampus of rats, a cranial hippocampal 
window that enabled to carry out two-photon in vivo imaging in rats was established (Fig. 
3.5). A headpiece was constructed that was permanently attached to the skull using dental 
glue (Fig. 3.5A, B). The headpiece was designed in three different sizes – short (L1=1.4 
mm, L2=0.3 mm), medium (L1=1.6 mm, L2=0.4 mm), and large (L1=1.7 mm, L2=0.4 
mm) – so that depending on the size of the skull an appropriate headpiece could be 
selected. A specifically designed headbar was used as an adaptor for fixing the animal to 
the in vivo headpost stand (Fig. 3.5A). Importantly, the headbar was constructed in a way 
that it could be attached to the different sized headpieces. Since microgliosis and 
astrogliosis have been shown to be associated with hippocampal window implantation (Gu 
et al. 2014), both parameters were checked after the end of the experiments. The 
hippocampus was stained for glial fibrillary acid protein (GFAP) and ionized calcium-
binding protein 1 (Iba-1) (Fig. 3.5C). GFAP is an astrocyte-specific marker that can be 
used to detect astrogliosis following neurologic insult (Eng and Ghirnikar 1994). Iba-1 is 
marker that indicates the presence of microglia and is regularly used to identify microglia 
(Ahmed et al. 2007), which were recruited to the site of surgery injury. The number of 
GFAP-positive astrocytes was quantified in the hippocampus and revealed no difference 
between the ipsilateral and the contralateral side of hippocampal window surgery (Fig. 
3.5D). Moreover, counting Iba-1 positive microglia in the hippocampus after cranial 
window surgery revealed no difference in microglia number between the two hemispheres 
(Fig. 3.5E). 
 




Figure 3.5 Hippocampal cranial window in McGill-R-Thy1-APP rats. (A) Schematic 
illustrations of headpiece and headbar and the assembled pieces fixed to skull of a rat. For the 
headpiece, L1 and L2 were prepared in three different sizes (short: L1=1.4 mm, L2=0.3 mm; 
medium: L1=1.6 mm, L2=0.4 mm; large: L1=1.7 mm, L2=0.4 mm) to adapt the system for 
different skull sizes of male and female rats. (B) Schematic illustration of cranial hippocampal 
window that allows Ca
2+
 imaging in the CA1 region of rats. (C) Immunohistochemical staining of 
microglia (red, Iba1) and astrocytes (blue, GFAP) comparing the left hippocampus without cranial 
window (right column) with the right hippocampus with cranial hippocampal window (left 
column). Green color indicates CA1 neurons expressing GCaMP6m. Scale bar=50µm. (D) 
Quantitative analysis of GFAP-positive cells on ipsilateral (n=3 mice, median=2.54 cells/mm², 
[2.35; 2.79]) and contralateral (n=3 mice, median=2.354 cells/mm², [2.28; 2.38]) side. (E) 
Quantitative analysis of Iba1-positive cells on ipsilateral (n=3 mice, median=1.7554 cells/mm², 
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[1.59; 1.87]) and contralateral (n=3 mice, median=1.5554 cells/mm², [1.43; 1.59]) side. (D) and (E) 
Mann Whitney test (n.s. p<0.05).  
 
In order to assess hippocampal network function, AAV1-hSyn-GCaMP6m virus was 
stereotactically injected into the dorsal hippocampus of McGill-R-Thy1-APP. By 
implanting a hippocampal cranial window and using two-photon Ca
2+
 imaging, it was 
possible to record from neurons in the CA1 region (Fig. 3.6A). Before imaging, the rats 
were anesthetized under a constant flow of 1% of isoflurane. Neurons were detected 
manually using Fiji by marking the area of the cell body with a region-of-interest (ROI) 
(Fig. 3.6B). In total, a number of 1623 neurons was analyzed in wild-type rats (WT, 6-8 
months old, 31 imaging areas in 5 animals) and 2051 neurons in McGill-R-Thy1-APP rats 
(TG, 6-8 months old, 35 imaging areas in 6 animals). For each imaging area the Ca
2+
 
signal was recorded for two minutes. In order to assess the activity of the network, the 
occurrence of spontaneous somatic Ca
2+
 events as an indicator for the firing of an action 
potential was monitored. First, all neurons recorded in the WT rats were compared with all 
neurons recorded in the TG rats. Here, a general shift in the neuronal population towards 
higher frequencies of Ca
2+
 events was observed in the TG rats compared to the WT rats 
(Fig. 3.6C). The CA1 network activity was further assessed by determining the proportion 
of active neurons that exhibited at least one Ca
2+
 transient throughout the two-minutes 
recording (Fig. 3.6D). Furthermore, the mean Ca
2+
 transient frequency was calculated (Fig. 
3.6E). It was observed, that the proportion of active CA1 neurons and their mean Ca
2+
 
transient frequency was significantly increased in TG compared with WT rats (TG: 69.6%, 
[56.0; 80.2] vs. WT: 30.2%, [7.8; 55.2]; TG: 6.5 min
-1
, [2.5; 8.4] vs. WT: 0.6 min
-1
, [0.1; 
1.4]). In order to further specify this finding, the neurons were classified into categories of 
silent, normal, and hyperactive neurons according to previous reports (Busche et al. 2008, 
Busche et al. 2012). In WT rats (Fig. 3.6F), the majority (97%) of CA1 neurons were 
either categorized as silent (61%) or normal (36%). Hyperactive neurons only made up for 
a minor proportion (3%). In contrast, in TG rats (Fig. 3.6G), the proportions were shifted. 
Hyperactive CA1 neurons formed the largest population (38%), exceeding the normal 
population (34%) and the silent population (28%). Comparing the proportions of normal 
CA1 neurons between WT and TG rats revealed no change (WT: 8.7%, [7.5; 33.8] vs. TG: 
34.5%, [19.2; 42.6]). In contrast, the proportion of hyperactive CA1 neurons was 
significantly increased in the TG rats (TG: 34.5%, [16.3; 51.7] vs. WT: 0.9%, [0; 11.7]) 
(Fig. 3.6H, I). In summary, the results indicate a network-hyperactivity in the 
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hippocampus of McGill-R-Thy1-APP that is present at a stage where behavioral deficits, 
but no deposition of extracellular Aβ plaques can be observed.  
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Figure 3.6 Population of hyperactive neurons in hippocampus of rat model for APP. Imaging 
of CA1 neurons in the dorsal hippocampus of McGill-R-Thy1-APP rats. (A) Schematic illustration 
of chronic cranial window in rats that allows imaging of neurons in stratum pyramidale (SP) in 
CA1 region of dorsal hippocampus. (B) Exemplary picture of CA1 neurons and respective calcium 
traces in wild type (WT) and transgenic (TG) animals. Scale bar=20µm. (C) Cumulative density 
plot of pooled neurons of WT (n=1623, 5 rats) and of TG (n=2037, 6 rats) comparing Ca
2+
 event 
frequencies (Kolmogorov Smirnov test, **** p<0.0001, D=0.468). (D) Comparison of proportion 
of active cells (cells that show at least one Ca
2+
 transients during recording time) in WT animals 
(n=5 rats, median=30.2% [7.8; 55.3]) and TG animals (n=6 rats, median=69.6% [56.1; 80.2] ) 
averaged over animals (Mann Whitney test, p=0.017). (E) Comparison of mean Ca
2+
 transient 
frequency in WT rats (n=5 rats, median=0.6 Ca
2+
 transients * min
-1
 [0.1; 1.4]) and TG rats (n=6 
rats, median=6.5 Ca
2+
 transients * min
-1
 [2.5; 8.4]) averaged over animals (Mann Whitney test, 
p=0.0043). (F) Pooled cells (n=1623) from all WT rats categorized into silent cells (<0.4 Ca
2+
 
transients/min), normal cells (0.4-4 Ca
2+
 transients/min) and hyperactive cells (>4 Ca
2+
 
transients/min). (G) Pooled cells (n=2037) from all TG rats categorized into silent cells, normal 
cells and hyperactive cells. (H) Comparison of normal cells (0.4-4 Ca
2+
-transients/min) in WT rats 
(n=5 rats, median=8.7% [7.5; 33.8]) and TG rats (n=6, median=34.5% [19.2; 42.6]) averaged over 
animals (Mann Whitney test, p=0.178). (I) Comparison of hyperactive cells (>4 Ca
2+
-
transients/min) in WT rats (n=5 rats, median=0.9% [0; 11.7]) and TG rats (n=6 rats, median=34.5% 
[16.3; 51.7]) averaged over animals (Mann Whitney test, p=0.017). 
 
3.3. O-LM interneuron dysfunction in a mouse model with AD-like 
pathology 
The results from the Ca
2+
 imaging of CA1 pyramidal neurons in the hippocampus of a rat 
model with AD-like pathology revealed a population of hyperactive neurons. Network 
activity is known to be regulated by a fine balance of excitation and inhibition and from 
mouse models with AD-like pathology it is known that specifically impairment of 
inhibition can contribute to network hyperactivity (Palop and Mucke 2016). O-LM 
interneurons are responsible for gating information flow to the distal dendrites of 
pyramidal neurons (Maccaferri and McBain 1995, Losonczy et al. 2010, Lovett-Barron et 
al. 2012, Royer et al. 2012). It has been shown, that aversive stimulation activates O-LM 
interneurons via subcortical cholinergic input from the medial septum (Klausberger and 
Somogyi 2008, Lovett-Barron et al. 2014). Loss of cholinergic neurons is a well-
documented feature described in human cases of AD and mouse models for AD (Davies 
and Maloney 1976, Perez et al. 2007). How this cholinergic degeneration impacts 
inhibitory interneuron function – specifically that of O-LM interneurons in the 
hippocampal CA1 region – remains poorly understood. In order to find out if the 
cholinergic drive was impaired in a mouse model with AD-like pathology and underlies a 
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dysfunction of inhibition, I used awake in vivo two-photon Ca
2+
-imaging to record activity 
of large populations of putative O-LM interneurons in the hippocampal CA1 region. 
3.3.1. Cholinergic input drives O-LM interneuron firing 
The mice were subjected to mild airpuffs in order to evoke Ca
2+
 transients in O-LM 
interneurons (Fig. 3.7A). A chronic cranial hippocampal window (Dombeck et al. 2010, 
Gu et al. 2014) was equipped with a small hole that allowed acute application of 
pharmacological agents into the brain tissue (Fig. 3.7B). The selective type 1 muscarinic 
acetylcholine receptor (m1AChR) antagonist pirenzepine was used to block subcortical 
cholinergic input onto O-LM interneurons (Fig. 3.7B). Ca
2+
-changes of O-LM 
interneurons were recorded at baseline and in the presence of 1 mM pirenzepine in the 
same mice (Fig. 3.7C). During the two sessions (baseline and pirenzepine application), 
some neurons could not be tracked because of brain movements induced by opening of the 
hole in the coverslip. However, most neurons could be followed throughout both sessions. 
Interestingly, applying the m1AChR antagonist, in the wild-type (WT) mice the amplitude 
of the average Ca
2+
 response decreased by almost 50% (mean=10.7±13.0 %ΔF/F vs. 
5.9±8.1 %ΔF/F). This was not observed in the transgenic APP/PS1+/+ mice, where the 
antagonist-application had no effect on the Ca
2+
-response amplitude (Fig. 3.7D,E). In 
summary, the results indicate that cholinergic input is driving O-LM interneuron response 
to an aversive stimulus. In mice transgenic for a mutant chimeric mouse/human APP and 
for mutant human PS1, general Ca
2+
 response O-LM interneurons is decreased. It was not 
possible to further inhibit this response using pirenzepine, which indicates a decrease of 
cholinergic drive. 
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Figure 3.7 Decreased Ca
2+
-response of O-LM interneurons to air puff stimulation. (A) 
Schematic illustration of experimental setting. Animals were fixed on a spherical treadmill and 
received airpuffs directed to the nose. (B) Schematic illustration of chronic cranial window. A 
small hole in the glass cover slip allowed application of the drug into the tissue. (C) Exemplary 
images and traces of four putative O-LM interneurons treated with either vehicle or pirenzepine 
(Pir) responding to aversive stimulation. Scale bar=20µm. (D) Normalized averaged %ΔF/F of 
putative O-LM interneurons responding to airpuff. (E) Comparison of averaged %ΔF/F values 500 
milliseconds after airpuff stimulation (WT: n=76 neurons, mean=10.7±13.0 %ΔF/F; WT: +Pir: 
n=75, mean=5.9±8.1 %ΔF/F; APP/PS1+/+: n=47, mean=6.2±7.2 %ΔF/F; APP/PS1+/+ +Pir: n=55, 
mean=5.1±6.2 %ΔF/F). Ordinary one-way ANOVA with Holm-Sidak’s multiple comparisons 
post-test (**p<0.01, *p<0.05). 
 




4.1. Effect of conditional hippocampal knockout of Ryr2 
Ca
2+
 signaling drives processes like cytoskeleton re-organization and nuclear-encoded 
gene expression (Berridge et al. 2003). By regulation of these mechanisms, Ca
2+
 can 
contribute to the formation of new synapses as well as structural and functional changes in 
already existing synapse (Colgan and Yasuda 2014). In neurons, Ca
2+
 influx mediated by 
NMDA receptors and VGCCs in response to membrane depolarization is known to induce 
structural remodeling of synapse in the process of LTP and LTD (Ho et al. 2011). The 
initial Ca
2+
 influx from extracellular sources subsequently induces Ca
2+
 influx from the ER 
into the soma (Tully and Treistman 2004). This process – called CICR – is mediated by 
two channels: IP3R and RyR. EM analysis of the hippocampus indicated that IP3R are 
present at high concentrations in the dendritic shaft and cell bodies, whereas RyR are 
present primarily in the dendritic spines and axons (Sharp et al. 1993). An early study 
indicated that RyR seem to functionally associated with L-type Ca
2+
 channels, a type of 
VGCCs (Chavis et al. 1996). A more recent study performed in hippocampal slices of mice 
supported these early findings by demonstrating that in CA1 pyramidal neurons RyR-
specific Ca
2+
 signaling was dependent on the activity of VGCCs (Chen-Engerer et al. 
2019). These findings indicate the existence of functionally independent RyR-specific Ca
2+
 
stores. So far, the role of these RyR-specific Ca
2+
 stores in intracellular Ca
2+
 dynamics is 
not well understood. The localization of RyR mainly to the dendritic spines and the general 
knowledge about the importance of Ca
2+
 in structural remodeling processes imply an 
involvement of CICR and RyR in mechanisms of synaptic plasticity. In early postnatal 
stages, the coupling between NMDA receptors and CICR is potentiating initial synaptic 
input and mediates a rise in Ca
2+
 that can act across adjacent neighboring, co-active spines 
(Lee et al. 2016) and mediates the formation of new dendritic spines (Kwon and Sabatini 
2011). However, studies assessing the connection of RyR and synaptic plasticity in mature 
stages so far yielded controversial results. Initial studies in acute hippocampal slices were 
unable to detect an effect of RyR blockage on the rise of intracellular Ca
2+
 evoked by 
synaptic activation that were subthreshold for triggering postsynaptic action potentials 
(Mainen et al. 1999, Kovalchuk et al. 2000).  
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In contrast, Emptage et al. demonstrated in cultured CA1 neurons that intracellular rise of 
Ca
2+
 following synaptic activation in fact depends on RyR-specific stores (Emptage et al. 
1999). Another very recent study showed that in hippocampal slices, induction of LTP in 
synapses of CA1 neurons results in a RyR-dependent amplification of spine-specific Ca
2+
 
response to synaptic activation (Johenning et al. 2015). These findings stay in line with 
studies that report an effect of RyR agonists on spine morphology dynamics and LTP. For 
example, application of RyR agonist caffeine was shown to induce changes in spine 
morphology of cultured hippocampal neurons (Korkotian and Segal 1999) and application 
of RyR agonist 4-chloro-m-cresol was shown to promote consolidation of long-term 
memory in chicks (Baker et al. 2010). 
RyR2 is the major isoform of RyR in the brain and is abundantly expressed in the 
hippocampus (Zalk et al. 2007). There are growing numbers of studies indicating an 
involvement of specifically RyR2 in memory processes. Knockdown of RyR2 in mice 
resulted in an impairment of performance in a passive avoidance task (Galeotti et al. 2008). 
Ziviani et al. showed that administration of nicotine to mice resulted in significant 
upregulation of RyR2 in the hippocampus (Ziviani et al. 2011). In addition, Liu et al. 
showed that in a mouse model for stress-induced cognitive dysfunction, stabilization of 
RyR2 rescued deficits in learning and LTP at the CA3-CA1 synaptic connection (Liu et al. 
2012). On the basis of these findings, I wanted to investigate the role of RyR2 on 
hippocampal network function in the mature mouse. For this purpose I induced a 
conditional knockout of Ryr2 in the dorsal hippocampus and assessed general neuronal 
activity, spatial coding properties, and hippocampus-dependent memory. 
 
4.1.1. Increased inferred spiking frequency in Ryr2 knockout 
neurons 
Upon induction of the hippocampus-specific knockout of Ryr2, I observed a significantly 
increased frequency of inferred spikes (Fig. 3.1), indicating an overall increase of neuronal 
activity in the network of the CA1 region. It was demonstrated before that network 
hyperactivity is associated with disease conditions that affect synaptic plasticity.  
So far unpublished data indicates that neurons with knockout of Ryr2 showed a number of 
morphological and electrophysiological alterations, which could help explain the observed 
dysregulation of the CA1 network. Neurons with knockout of Ryr2 showed shrinkage of 
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the cell bodies as well as a decrease of dendritic length, diameter, branching, area and 
volume in almost all domains of CA1 (Bertan et al., in preparation). Analysis of miniature 
excitatory postsynaptic currents (mEPSC), a current that is mainly mediated by AMPA and 
NMDA receptors, showed that even though amplitude and rise-kinetics were unchanged, 
the overall number of mEPSCs was decreased in neurons with Ryr2 knockout (Bertan et 
al., in preparation). Both, the shrinking of cellular structures as well as the decrease in 
mEPSCs indicate a reduction in the number of excitatory synapses. Accordingly, further 
investigation of spine numbers of neurons with Ryr2 knockout showed that there was a 
decrease in spine densities on dendritic compartments in stratum oriens, stratum radiatum, 
and stratum lacunosum-moleculare (Bertan et al., in preparation). These findings were 
further supported as neurons with Ryr2 knockout showed increased input resistance, most 
likely due to reduced numbers of ion channels and therefore decrease in membrane 
conductance (Bertan et al., in preparation). The decrease in input resistance explains the 
network effect observed in population Ca
2+
 imaging as it renders neurons with Ryr2 
knockout more excitable. To further assess these findings, it was investigated whether 
processes of synaptic plasticity were impaired after Ryr2 knockout. It was shown that 
when performing a LTP protocol by pairing Schaffer collateral input with CA1 pyramidal 
neuron action potential firing, in neurons with Ryr2 knockout a more pronounced 
variability of long-term plasticity was detected (Bertan et al., in preparation). Also, while 
control neurons showed a positive correlation between postsynaptic depolarization and 
potentiation ratio, this correlation was missing in neurons with Ryr2 knockout (Bertan et 
al., in preparation).  
This data provides evidence for a dysregulation of LTP and LTD in neurons with Ryr2 
knockout. This dysregulation could lead to a loss of synapses, decreased conductivity, 
increased intrinsic excitability and eventually neuronal hyperactivity. By which exact 
mechanism RyR2 contributes to regulation of synaptic plasticity, requires further 
investigation. In this context, also the inconsistencies surrounding the controversial 
findings from other studies regarding the contribution of RyR to LTP need to be addressed. 
It could be possible that RyR-specific signaling depends on other factors that have not 
been identified yet. For example, it was shown that RyR co-localizes with synaptopodin 
(SP), a protein that shows upregulation in dendritic spines upon structural remodeling 
processes (Yamazaki et al. 2001, Vlachos et al. 2009, Segal et al. 2010). Therefore, it 
could be possible that RyR-dependent signaling could only be relevant for synapses with 
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high densities of SP. It could also be possible, that the experimental preparation – neuronal 
culture, hippocampal slice, or in vivo – could influence RyR activity. 
In the future, in vivo two-photon Ca
2+
 imaging could be used to study dendritic spine-
specific Ca
2+
 signaling in the context of Ryr2 knockout. This data could be supported by 
longitudinal structural imaging that allows for monitoring morphological changes of 
individual synapses in the living organism. By doing this, changes in spine-specific Ca
2+
 
response could be directly related to structural markers or structural alterations in the living 
organism.  
 
4.1.2. Impaired spatial tuning of place cells with knockout of Ryr2 
Features of the environment are thought to be represented by varying hippocampal 
neuronal ensembles that exhibit different firing patterns, informed by spatial aspects of the 
scene (Dombeck et al. 2010, Mizuseki et al. 2012, Ziv et al. 2013). Flexibility, diversity, 
and stability of spatial tuning of hippocampal CA1 neurons is thought to be a manifestation 
of local computations and have been linked to spatial memory, attention, and task 
performance (Rotenberg and Muller 1997, Kentros et al. 2004). Considering the effect of 
Ryr2 knockout that I observed on network activity, it could also mean that the knockout 
further compromises CA1-specific coding properties.  
In order to address the impact of Ryr2 knockout on computations in the hippocampal CA1 
network, I wanted to further quantify CA1-specific information processing by assessing 
the impact of Ryr2 knockout on place cell firing. In this work I demonstrated that in Ryr2 
knockout mice, the proportion of place cells was decreased (Fig. 3.2). To further assess 
this finding, I quantified the firing consistency of those spatially tuned CA1 neurons. I 
could observe that spatially tuned CA1 neurons with Ryr2 knockout were also 
characterized by a reduced probability of Ca
2+
 events during the passage of the place field 
(Fig. 3.2). These findings could indicate a contribution of RyR2 in mechanisms underlying 
place field formation or stabilization.  
To date, these mechanisms that support maintenance of stable spatially tuned firing in CA1 
pyramidal neurons are only partially understood. It has become clear, that pyramidal 
neurons integrate two different streams of information – one originating in CA3 and one 
originating in EC – and that non-linear dendritic events seem to drive coincidence 
4 Discussion   
 
 64 
detection and association mechanisms (Ahmed and Mehta 2009, Remy et al. 2009, 
Losonczy et al. 2010, Lovett-Barron et al. 2014). For instance, volumetric imaging of CA1 
pyramidal neurons’ soma and the associated basal dendritic structures indicate that NMDA 
receptor-dependent dendritic Ca
2+
 spikes (also known as plateau potentials) precede 
spatially tuned somatic output (Sheffield and Dombeck 2015). In another study, it was 
shown using in vivo intracellular recordings that the ramping of membrane potential in the 
dendrites as well as dendritic plateau potential are prerequisite for the typical place burst 
firing (Bittner et al. 2015). Just by applying artificial somatic depolarization and current 
injection mimicking propagated dendritic spike waveform, it was possible to induce the 
transformation of CA1 pyramidal neurons into place cells tuned to the location of 
stimulation (Lee et al. 2012, Bittner et al. 2015, Diamantaki et al. 2018). Based on this 
premise, a new mechanism of activity-dependent change of synaptic strength underlying 
learning was proposed: The behavioral time-scale plasticity (BTSP) (Bittner et al. 2017). 
BTSP differs from the previously described Hebbian plasticity in the way that it allows the 
integration and storage of synaptic input ranging from several seconds before and after the 
peaking of a dendritic plateau. Interestingly, not only the blockade of NMDA receptors, 
but also the inhibition of L-type Ca
2+
 channels using nimodipine significantly decreased 
the BTSP-induced potentiation (Bittner et al. 2017). Nimodipine also significantly 
decreased the amplitude of the depolarization that occurred in response to the plateau 
potential induction (Bittner et al. 2017). This indicates that formation of place fields 
depends on the initial recruitment of NMDA receptors and also L-type Ca
2+
 channels. The 
NMDA receptors and the L-type Ca
2+
 channels mediate the plateau potential, which stays 
confined to the dendritic compartment. This subthreshold dendritic depolarization opens a 
window for integration of synaptic units. RyR has been shown to be functionally 
connected to VGCCs, like for example L-type Ca
2+
 channels, in neurons (Chavis et al. 
1996, Chen-Engerer et al. 2019).  
Based on this premise, it could be hypothesized that RyR2, due to their demonstrated 
association with VGCCs, are activated by L-type Ca
2+
 channels and mediate the 
amplification of spine-specific Ca
2+
 signaling. This would promote the dendritic 
integration of a certain subset of synapses and would favor these synapses to undergo LTP. 
Overall, this mechanism is only speculative as besides the reported functional connection 
between RyR and VGCCs, there is no evidence clearly indicating the involvement of RyR 
in place field formation. The role of RyR2 in place field formation could be addressed by 




 signal in dendritic spines in response to plateau potential 
induction. Nevertheless, up to now the underlying mechanism remains elusive. 
 
4.1.3. Intact object recognition memory after hippocampal Ryr2 
knockout 
I demonstrated that hippocampus-specific knockout of Ryr2 results in neuronal 
hyperactivity and impaired spatially tuned firing of CA1 pyramidal neurons. Previous 
research has shown that RyR2 is necessary for hippocampus-dependent memory (Galeotti 
et al. 2008, Liu et al. 2012). As my data provides further indications that Ryr2 knockout 
affects hippocampal information processing and network integrity, I wanted to assess 
whether RyR2 deficiency also influences memory formation. For this purpose, I first tested 
mice with bilateral dorsal hippocampal Ryr2 knockout in a novel object recognition (NOR) 
test. During the NOR test, the mice are presented with familiar and novel objects. The 
NOR test takes advantage of the natural curiosity of rodents, which makes them prone to 
attend the novel cues and explore unfamiliar objects in their environment more 
extensively. Between the control group and the mice with Ryr2 knockout, I did not detect 
any difference in exploration time spent at the novel object (Fig. 3.3). 
There is debate whether the features of memory tested in NOR are fully dependent on the 
hippocampus. On the one side, it was shown that neuronal activity was increased in the 
hippocampus during the testing phase of the NOR, indicating a hippocampal response to 
novelty (Cohen et al. 2013). The same study also showed that reversible inactivation of the 
hippocampus by muscimol infusion significantly decreased performance in the NOR task 
(Cohen et al. 2013). On the other side, Gaskin et al., and Gareth and Warburton, reported 
that almost complete bilateral ablation or lesion of the hippocampus of rats before 
encoding did affect object location memory but not object recognition memory (Gaskin et 
al. 2003, Barker and Warburton 2011). If the lesion was performed after the encoding 
phase, retrograde amnesia for object recognition was observed (Gaskin et al. 2003). 
Another study showed that under conditions of low memory load – two familiar and one 
novel object in the arena – object recognition was not impaired in dorsal hippocampus 
lesioned mice. Deficits were only observed when the number of objects in the arena was 
increased (Sannino et al. 2012). The combination of these findings indicates that 
depending on the complexity, but also on the temporal sequence of events, the 
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hippocampus is differently involved in a recognition task. It seems, if the hippocampus has 
been previously recruited during encoding, hippocampal deactivation afterwards ablates 
memory retrieval. If the hippocampal network is chronically inhibited or disturbed, other 
brain areas seem to be capable of compensating for hippocampal dysfunction. This is 
further supported by a study that demonstrated that when the hippocampal CA1 region was 
temporarily optogenetically inhibited during memory retrieval, memory was impaired 
(Goshen et al. 2011). In contrast, when hippocampal CA1 was inhibited chronically, the 
memory stayed intact (Goshen et al. 2011). Chronic inhibition of the hippocampus was 
associated with an increased activity of the anterior cingulate cortex (ACC) (Goshen et al. 
2011). Only inhibition of the ACC then resulted in impairment of the memory (Goshen et 
al. 2011).  
The absence of deficits in object recognition memory I observed in mice with 
hippocampus-specific Ryr2 knockout could be explained by the decreased recruitment of 
the hippocampus for this specific memory task under conditions of chronic hippocampal 
dysfunction. The combination of chronic hippocampal dysfunction and the low number of 
spatial cues provided in the NOR, lead to the result that recognition memory is mainly 
processed by other brain regions than the hippocampus.  
 
4.1.4. Impaired spatial memory after hippocampal Ryr2 knockout 
As the object recognition memory only partially and only under certain conditions depends 
on the hippocampus, I wanted to test more specifically whether spatial learning would be 
affected by RyR2 depletion. For this purpose I performed a radial arm maze (RAM). In the 
RAM, the mice are placed in an eight-arm maze, where the end of each arm is equipped 
with a reward. In order to collect all rewards within the limited time of the task, the mice 
had to navigate between the arms as efficient as possible. For this purpose, the mice had to 
use spatial cues to always determine their exact location. In addition, they also need to 
constantly keep track of the arms they have already visited. The different readouts – like 
number of consumed rewards, time until all rewards are consumed, and error rate – can be 
used to measure the performance of the mice. The error rate – meaning the number of 
visits paid to previously visited arms and visits to arm without taking the reward – 
primarily informs about working memory function. High numbers of false arm-entries 
usually indicate that the mice are not able to recall the places they visited shortly before. 
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Compared to the control group, I observed that the mice with bilateral Ryr2 knockout did 
not show a significant change in the error rate (Fig. 3.4). This finding indicates that Ryr2 
knockout in the dorsal hippocampus does not affect working memory. Nevertheless, 
comparing the number of consumed rewards at every consecutive testing day, the control 
mice clearly showed an improvement of performance while the Ryr2 knockout mice did 
not show such a steep learning curve (Fig. 3.4). In addition, at day five the control mice 
were significantly faster in consuming all eight rewards than the Ryr2 knockout mice. This 
finding indicates that the hippocampal knockout of RyR2 affects spatial learning rather 
than only the working memory. Overall, the role of RyR2 on hippocampus-dependent 
learning needs to be further assessed in the future. For this purpose, the RAM could be 
used in a different setting, which allows testing for reference memory. Reference memory 
is a long-term memory that mimics two aspects of episodic memory, the ‘where’ and 
‘what’ (Pereira de Vasconcelos and Cassel 2015). In this setting of the RAM, only four of 
the eight arms are equipped with rewards. Here the mice have to use distal cues to identify 
the few rewarded arms and specifically navigate into these arms. Testing for reference 
memory could be used to more exactly test for impairment of spatial learning and to 
further characterize the effect of Ryr2 knockout on hippocampal function. 
 
4.2. CA1 network activity in a rat model with Aβ-pathology 
I showed that hippocampus-specific knockout of Ryr2 results in dysregulation of the 
hippocampal network. This dysregulation was defined by neuronal hyperactivity and 
impairment of spatially tuned firing. These findings indicate that the hippocampal network 
can be vulnerable to molecular interference. Damage to the hippocampal formation is a 
striking feature of early stages of AD (Braak and Braak 1991). It is assumed that the 
hippocampal network starts to collapse long before the development of the clinical 
manifestation of AD (Palop and Mucke 2016). While mouse models have provided 
valuable insight into the mechanisms of Aβ-related hippocampal dysfunction following 
onset of Aβ plaque deposition, little is known about the stages preceding plaque formation. 
In addition, so far there is not much known about how early pre-plaque pathomechanisms 
relate to changes in behavior. For this purpose, I wanted to investigate whether changes in 
network activity occur in a rat model for AD-like pathology before the onset of Aβ plaque 
deposition. 




4.2.1. A cranial window to image the rat hippocampus 
In mice, cranial hippocampal windows are routinely used to assess neuronal structures and 
network activity in the hippocampus. First established in 2005 and applied in 2010 for 
place cell imaging (Mizrahi et al. 2004, Dombeck et al. 2010), this was later used to 
identify the sublayer-specific organization of place cell exerting different coding-properties 
(Danielson et al. 2016). Functional Ca
2+
 imaging was used to assess network activity in a 
mouse model with AD-like pathology and helped to identify populations of hyperactive 
neurons in the hippocampus (Busche et al. 2012). Previous studies have shown that rats 
have a more detailed representation of past episodes compared to mice (Dere et al. 2008, 
Crystal and Glanzman 2013). As a consequence, there is growing evidence that rats 
provide a more sophisticated model also for the study of pathologies that are related to 
neurodegenerative disease in humans, because they display a more nuanced behavioral 
phenotype, especially with regard to mild cognitive deficits. In this light, only few 
experimental approaches were implemented before, with the aim to use the rat as a model 
for studying neuronal circuits. Functional imaging of neuronal Ca
2+
 transients in the visual 
cortex of rats was achieved using a head-mounted microscope (Greenberg et al. 2008). In 
another study, rats were implanted with cortical windows and trained to self-restrain 
themselves below a two-photon microscope (Scott et al. 2013). This procedure allowed for 
Ca
2+
 imaging with cellular resolution in different cortical areas (e.g. medial agranular 
cortex or visual area 1) for behavioral epochs of eight seconds. The same group later also 
described recordings of GCaMP signals in the cortex of freely moving rats by using a 
head-mounted widefield macroscope (Scott et al. 2018). These studies were all limited to 
cortical structures. So far, it was not possible to study neuronal Ca
2+
 dynamics in deep 
brain structures – like the hippocampus – in rats. In this study, I describe for the first time a 
cranial window that allows optical imaging of neuronal populations in the hippocampus of 
a transgenic rat model with AD-like pathology (Fig. 3.5). The application of the 
hippocampal cranial window has three major advantages compared to unit recordings 
using electrodes. First of all, it allows for stable longitudinal recordings of neuronal 
activity in the CA1 region of the hippocampus of rats. Using this cranial window, Ca
2+
 
activity of the same neuron or the same group of neurons can be acquired regularly over 
the time period of months. Second, the high spatial resolution allows the recording of Ca
2+
 
dynamics not only from the neuronal soma but also from other specific cellular 
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compartments like dendrites or axonal fibers. The third advantage is the amount of 
structural information that can be collected using optical imaging. For example, growth of 
Aβ plaques can be monitored in parallel to Ca2+ imaging. By doing this, information about 
the progression of pathology can be recorded and correlated with changes in neuronal 
activity and morphology. Overall, this opens up a new model for the study of hippocampal 
circuits in disease context with high spatial resolution, which potentially can be coupled to 
behavioral tests. 
 
4.2.2. Disturbed CA1 neuronal network prior to Aβ-deposition 
Studies in mouse models with AD-like pathology have reported changes in the 
morphology, structural plasticity, intrinsic excitability, and in vivo activity of neurons 
(Busche et al. 2008, Bittner et al. 2012, Liebscher et al. 2016, Schmid et al. 2016, Lerdkrai 
and Garaschuk 2018). Two-photon imaging of Ca
2+
 transients in the cortex and the 
hippocampus in these mouse models revealed the presence of hyperactive neurons, 
especially concentrated around Aβ plaques (Busche et al. 2008). In the hippocampus, 
neuronal hyperactivity was observed both, before and after the deposition of Aβ plaques 
(Busche et al. 2012). Pharmacological treatment with a γ-secretase blocker to inhibit the 
production of Aβ not only reduced the Aβ plaque associated instability of pre- and 
postsynaptic structures (Liebscher et al. 2013) – it also resulted in a decrease of the number 
of hyperactive neurons (Busche et al. 2012). This stresses the importance of Aβ for 
neuronal hyperactivity.  
In this study, I report the presence of a hyperactive population of neurons in the 
hippocampal CA1 region of a rat model with AD-like pathology before the onset of Aβ 
plaque deposition and thereby confirm findings previously described in mouse models 
(Fig. 3.6). This rat model is characterized by intra-neuronal APP-accumulation (Sup. Fig. 
5.1) already one week after birth as well as prominent Aβ plaque deposition in the 
hippocampus of homozygous animals starting at the age of 13 months. First deficits in 
spatial and associative fear learning become apparent by the age of three months (Leon et 
al. 2010, Iulita et al. 2014). At the age of four to seven months the homozygous McGill-R-
Thy1-APP rats exhibit a further gradual deterioration of other aspects of cognitive 
function, motor coordination, emotionality, sociability and circadian activity patterns 
(Galeano et al. 2014, Wilson et al. 2017, Petrasek et al. 2018). This profile resembles the 
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typical symptoms of early stages of AD (Drago et al. 2010, Buchman and Bennett 2011, 
Musiek et al. 2015). Electrophysiological changes like impairment of short- and long-term 
potentiation were already observed at three and a half months of age (Qi et al. 2014). 
Upregulation of inflammatory markers, especially in cells with intracellular APP-burden, 
was observed already at six months of age (Hanzel et al. 2014). The early onset of 
behavioral deficits, in combination with delayed onset and slow progression of 
extracellular Aβ-deposition indicate that this rat model with AD-like pathology could be 
used to study the mechanisms of pre-plaque Aβ-pathology in more detail compared to 
mouse models. The presence of hyperactive neurons in the hippocampus indicates that 
network dysfunction plays a causative role for some of the cognitive deficits reported.  
It has been hypothesized, that network hyperactivity is the consequence of Aβ-induced 
changes on synaptic connectivity which results in an inhibition-excitation imbalance in 
favor of excitation (Palop and Mucke 2016). Reduced inhibition has been identified as the 
underlying cause in mouse models with AD-like pathology. Inhibitory dysfunction has 
been associated with the occurrence of aberrant activity patterns, including neuronal 
hyperactivity (Palop et al. 2007), hyper-synchronization within neuronal networks 
(Minkeviciene et al. 2009, Verret et al. 2012, Ittner et al. 2014), and impaired oscillations 
(Siwek et al. 2015, Iaccarino et al. 2016). In contrast, evidence from other studies indicates 
a cell-autonomous mechanism on the basis of altered passive and active neuronal electrical 
properties that result in changes of intrinsic excitability (Siskova et al. 2014).  
Recent morphological data show that the neuronal hyperactivity in the McGill-R-Thy1-
APP rat model with AD-like pathology is accompanied by decreased dendritic complexity 
and cell size (Sosulina et al., under review). Reduced dendritic arborization and reduced 
cell size has been a consistent feature of the neuropathological changes observed in AD 
patients (Adlard and Vickers 2002, Falke et al. 2003, Spires and Hyman 2004) and mouse 
models (Le et al. 2001, Moolman et al. 2004, Grutzendler et al. 2007, Tsai and Kleinfeld 
2009). Modeling has shown that these morphological alterations may influence the input-
output function of pyramidal cells by increasing the input resistance of neurons and 
thereby facilitate the firing of action potentials upon synaptic input (Siskova et al. 2014). 
Indeed, the morphological changes were accompanied by electrophysiological alterations, 
including a decrease in input resistance and short-pulse rheobase (Sosulina et al., under 
review). Interestingly, no change in IPSPs was observed in the same study (Sosulina et al., 
under review).  
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Taken together, the collected evidence argue for an increase of intrinsic excitability and 
therefore a cell-autonomous rather than an inhibition-related mechanism as an underlying 
cause for network hyperactivity prior to plaque-deposition. The findings from this rat 
model could open up new perspectives for early diagnosis and also treatment of AD. So 
far, treatment strategies like passive immune therapy directed against Aβ were showing 
early promise, by decreasing Aβ-pathology and structural neuronal abnormalities, when 
applied to mouse models (Bard et al. 2000, Dodart et al. 2002, Adolfsson et al. 2012, 
Sevigny et al. 2016). Translation into clinical application failed, as these drugs did not 
improve clinical outcome in AD patients (Salloway et al. 2004). Compared to mice, rats 
show a richer set of different behaviors. This advantage potentially could provide an 
improved readout for the occurrence of mild cognitive deficits like for instance impairment 
of episodic memory and spatial learning – symptoms that are especially related to 
hippocampal network dysfunction. Advances in imaging technology, mainly by the 
application of three-photon excitation could enable easier access of hippocampal 
structures. Consequently, in rat models with AD-like pathology, drugs could be more 
efficiently tested for early beneficial effects. Apart from that, it needs to be further 
investigated if the observed pre-plaque network alterations causally relate to 
neuropathological changes and network dysfunction at later stages.  
 
4.3. O-LM dysfunction in mouse model of Aβ-pathology 
AD or other conditions that affect the hippocampus are defined by gradual manifestations 
of impairment affecting learning and memory. Network hyperactivity (Palop et al. 2007) 
and network hypersynchronization (Minkeviciene et al. 2009, Verret et al. 2012, Ittner et 
al. 2014) was observed in mouse models with AD-like pathology and is thought to be the 
underlying cause of circuit dysfunction. The general understanding is that this dysfunction 
causes the disturbance of information processing, which eventually results in the collapse 
of the network. A possible explanation for the hyperactivity of excitatory neurons is an 
imbalance between excitation and inhibition (Palop and Mucke 2016). The hippocampus is 
known to be involved in the acquisition (Kim and Fanselow 1992, Anagnostaras et al. 
1999) and retrieval (Goshen et al. 2011) of contextual memory. The clinical presentation of 
AD also shares features of impairment of contextual memory (El Haj and Kessels 2013). 
How dysfunction of circuits is contributing to impairment of contextual fear memory 
processing in AD remains elusive. I wanted to investigate whether the function of a 
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specific type of interneuron embedded in a local circuit in CA1 is impaired under disease 
conditions. 
 
4.3.1. Cholinergic input drives O-LM interneuron firing 
GABAergic O-LM interneurons are a subclass of inhibitory neurons that can be found in 
the CA1 region of the hippocampus (Bezaire and Soltesz 2013). While the cell bodies and 
the spiny dendrites are located in the SO, most of their axonal projections target the distal 
dendrites of pyramidal neurons in the SLM (Sik et al. 1995). By innervation of the distal 
dendritic compartments, O-LM inhibitory neurons function as a regulator of subcortical 
input from EC to the excitatory pyramidal neurons (Ali and Thomson 1998, Pouille and 
Scanziani 2004, Leao et al. 2012). GABAergic O-LM interneurons have been 
demonstrated to be critically involved in associative fear-learning by differentially gating 
EC input to CA1 pyramidal neurons (Lovett-Barron et al. 2014). It has been shown that O-
LM interneurons, besides feedback input from CA1 pyramidal neurons, receive subcortical 
modulatory input from cholinergic neurons (Fujii et al. 1999, Fujii et al. 2000, Leao et al. 
2012). The medial septum diagonal band (MSDB) represents the major source of 
cholinergic modulation to the hippocampus (Teles-Grilo Ruivo and Mellor 2013). Loss of 
cholinergic neurons is documented for human AD patients as well as for mouse models 
with AD-like pathology (Davies and Maloney 1976, Perez et al. 2011). Furthermore, from 
mouse models with AD-like pathology it is known, that the progression of Aβ-deposition 
is associated with deficits in a contextual fear conditioning task (Schmid et al. 2016). 
These reports point to an impairment of O-LM inhibitory neurons in the hippocampal CA1 
region which could be related to disturbance of cholinergic modulation.  
In agreement with this hypothesis, I reported that in a mouse model with AD-like 
pathology, O-LM interneurons showed a decreased Ca
2+
 response to an aversive stimulus 
compared to wild-type mice (Fig. 3.7). Furthermore, the activity of O-LM interneurons 
lacked cholinergic modulation as the amplitude of the Ca
2+
 response to the aversive 
stimulus was not affected by the cholinergic antagonist pirenzepine (Fig. 3.7). The 
dysfunction of the O-LM interneurons further related to structural impairments and 
morphological alterations. In the same mouse model, following onset of Aβ plaque 
deposition an increased structural remodeling of spines at the proximal dendritic 
compartment of O-LM interneurons was observed (Schmid et al. 2016), manifesting in an 
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increased turnover rate of spines in the transgenic animals after six months of age. In 
addition, upon contextual fear conditioning there was a decreased gain of synapses in 
APP/PS1
+/+
 mice, which correlated with impaired fear learning (Schmid et al. 2016). Also, 
the decreased degree of cholinergic modulation correlated with decreased retrograde back-
tracing from O-LM interneurons to the MSDB (Schmid et al. 2016). All these findings 
support the assumption that O-LM interneurons – probably due to degeneration of 
cholinergic fibers from MSDB – after onset of Aβ-pathology cease to be sufficiently 
recruited during contextual fear conditioning. As a consequence of O-LM interneuron 
dysfunction, EC-input to the distal dendrites of pyramidal neurons is not adequately 
inhibited. This results in failure of the integration of the two information streams – the one 
from CA3, the other from EC – converging on the CA1 pyramidal neurons. The 
disturbance of information processing in this specific local CA1 circuit eventually 
cumulates in the impairment of contextual-association mechanisms observed in the mouse 
model with AD-pathology.  
These findings introduce a mechanism of inhibitory dysfunction in the hippocampal 
network, which directly relates to cognitive impairment. As cholinergic degeneration and 
impairment of contextual learning is also a feature of AD in humans, this mechanism could 
explain some of the observed neuropathological changes and symptoms. 
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5.2. Supplementary data 
5.2.1. Staining for APP in hippocampal slices of McGill-R-Thy1-APP 
rats 
 
Supplementary figure 5.1. Staining for APP in sagittal slices of rat hippocampus. Comparison 
of DAPI- (blue) and 6E10-staining (red) in wild-type (WT) and transgenic McGill-R-Thy1-APP 
rats (TG). In order to determine the absence of mature Aβ plaques, the hippocampus was stained 
for APP and Aβ using antibodies directed at 6E10. 6E10-positive signal was detected in the cytosol 
but not extracellularly, which indicates the absence of extracellular, fibrillary Aβ. Scale bar=50 
µm. 




Designation Product no. Company 
Sugi®Eyespear 30601 Kettenbach (Eschenburg, Germany) 
Sterican® cannula, blunt, 
21G x 7/8" 
9180109 B Braun (Melsungen, Germany) 
Sterican® cannula, blunt, 
27G x 1" 
9180117 B Braun (Melsungen, Germany) 
Sterican® cannula, BL/LB, 
27G x 3/4" 
4657705 B Braun (Melsungen, Germany) 
TERUMO® Tuberculin 
Syringes 
SS-01T1 Terumo (Tokyo) 
EUROTUBO®, sterile 
collection swabs 
300202 DeltaLab (Barcelona, Spain) 
Norland Optical Adhesive 
81 
NOA 81 Norland Products (Cranbury, New 
Jersey) 
Cyano Fast 152261 Hager Werken (Duisburg, Germany) 
Cyano Veneer® Pulver 152255 Hager Werken (Duisburg, Germany) 
Cyano Veneer® 
Einwegpinsel 
152266 Hager Werken (Duisburg, Germany) 
Cyano Veneer® Pinselhalter 152267 Hager Werken (Duisburg, Germany) 
Cyano Veneer® 
Anmischblock 
152270 Hager Werken (Duisburg, Germany) 
Standard Biopsy Punch, 3 
mm 
48301 pfm medical (Cologne, Germany) 
Drill head H71.104.004 Gebr. Basseler (Lemgo, Germany) 
Cyano Fast 152261 Hager Werken (Duisburg, Germany) 
Cyano Veneer® Pulver 152255 Hager Werken (Duisburg, Germany) 





152266 Hager Werken (Duisburg, Germany) 
Pattex Sekundenkleber 
(Instant adhesive,  liquid) 
n/a Henkel (Düsseldorf, Germany) 
Pasteur-Pipette, disposable 211C COPAN (Brescia, Italy) 
GRADIA® DIRECT Flo 
BW 
2358 GC (Leuven, Belgium) 
OptiBond™ FL, two-
component bonding agent 
26684 E Kerr (Salerno, Italy) 
Disposable scalpels, sterile 







Swann-Morton (Sheffield, England) 
Hamilton (Reno, USA) 
WPI (Sarasota, USA) 
WPI (Sarasota, USA) 
5.3.2. Behavior 
Designation Product no. Company 
Hygienic paper n/a Unigloves (Troisdorf, Germany) 
 
5.4. Reagents 




AAV2-hSyn-FLEX-GcAMP6m UNC Vector Core n/a 
AAV1-hSyn-GcAMP6m PennVectors n/a 
AAV2-CamKIIa-Cre UNC Vector Core n/a 
5.4.2. Anaesthesia and medication 
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Designation Product no. Company 
Bepanthen® Augen- und 
Nasensalbe (ointment) 
n/a Bayer (Leverkusen, Germany) 
Dexamethasone 21-
phosphate disodium salt 
D1159-
500MG 




D3821-07 Pfizer (New York, USA) 
Rompun® 
(Xylazinhydrochloride) 2% 
KP09X0L Bayer (Leverkusen, Germany) 
Betaisodona® (Povidon-
iodine) 
10074524 Mundipharma (Limburg, Germany) 
Temgesic® 
(Buprenorphinhydrochlorid
e, 0.324 mg) 
n/a 
Reckitt Benckiser Healthcare (UK) 
 
Glucose 5% 11383011 B Braun (Melsungen, Germany) 
Isofluran 07253744 Actavis (New Jersey, USA) 
 
5.4.3. Immunohistochemistry 
Designation Product no. Company 
Alexa Fluor® 488 goat anti-
rabbit 
A11008 Life technologies (Carlsbad, USA) 
Alexa Fluor® 647 goat anti-
mouse 
A21235 Life technologies (Carlsbad, USA) 
NeuroTrace® 435/455 Nissl 
stain 
N21479 Life technologies (Carlsbad, USA) 
anti-Fos, rabbit sc-52 Santa Cruz (Dallas, USA) 
anti-GAD67, mouse  MAB5406 Millipore/Merck (Darmstadt, Germany) 
10% normal goat serum 50062Z Life technologies (Carlsbad, USA) 






Dako/Agilent Technologies (Santa Clara, 
USA) 
Triton-X100 A1388 Sigma-Aldrich (St. Louis, USA) 
Bovine serum albumine 0163 Roth (Karlsruhe, Germany) 
Phosphate buffered saline A0964 AppliChem (Darmstadt, Germany) 
 
5.4.4. Pharmacologic manipulation 
Designation Product no. Company 
Pirenzepine dihydrochloride 29868-97-1 Sigma-Aldrich  (St. Louis, USA) 
   
 
5.5. Equipment 
5.5.1. Microscopes  
Designation Product no. Company 
Detectors LSM BiG n/a s.a. 
Filter-set 1 (BP 450/60, 
Dichroic 490, BP 525/50) 
1756-083 s.a. 
Filter-set 2 (BP 525/50, 
Dichroic 555, BP 592.5/35) 
1756-085 s.a. 
 
Objective 16x (Water) 
 





Nikon Corp. (Tokio, Japan) 
 
 
Ti:Sa Laser  
Chameleon Ultra II, Coherent, Inc. 
(Santa Clara, USA) 
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Multiphoton microspcope 
Trim Scope II 




Hamamatsu Photonics K.K. 
(Hamamatsu, Japan) 
Filters   
BP 460/80 BrightLine HC n/a Semrock Inc. (Rochester, USA) 
LP 500 HC BS 500 Semrock Inc. (Rochester, USA) 









Carl Zeiss GmbH (Oberkochen, 
Germany) 
 
Thorlabs (Newton, USA) 
   
 
5.5.2. Surgery 
Designation Product no. Company 




World Precision Instruments (Sarasota, 
USA) 
UMP3 Ultra Micro Pump UMP3 
World Precision Instruments (Sarasota, 
USA) 
NanoFil Syringe 10 μL NANOFIL 
World Precision Instruments (Sarasota, 
USA) 
Remote Control SM-7 
200-100 900 
9050 
Luigs and Neumann (Ratingen, 
Germany) 
Control system SM7 
200-100 900 
7411 
Luigs and Neumann (Ratingen, 
Germany) 




Luigs and Neumann (Ratingen, 
Germany) 
5 Appendix   
 
 82 
Dentalbohrer A755983 Schick (Schemmerhofen, Germany) 
Stereomicroscope SZ 51 19320 Olympus (Tokyo, Japan) 
LED light source KL1500 LED Schott (Mainz, Germany) 
Sterilizer, Steri 250 031100 Keller (Burgdorf, Switzerland) 
Pipette holder UPN-1 Narishige (Tokyo, Japan) 
Pipette holder UPN-2 Narishige (Tokyo, Japan) 
Stereotactic frame for mice n/a Custom build 




World Precision Instruments (Sarasota, 
USA) 
Light-curing device, LED 














Designation Product no. Company 
Camcorder, DV-883.IR PX-8262-675 
Somikon (Pearl.GmbH, Buggingen, 
Germany) 
Open field box n/a Custom build 
Radial arm maze n/a Custom build 




  5 Appendix 
 83 
5.5.4. Awake imaging 
Designation Product. No Company 
Linear treadmill n/a Custom build 
 












Designation Product no. Company 
Automated Vibatome VT1200 S Leica (Nussloch, Germany) 
Vet Equip anesthesia system 800-466-6463 KF Technology (Rome, Italy) 
Eppendorf Research® plus 
pipettes  
31200000XX Eppendorf (Hamburg, Germany) 
Titramax 100, shaker 544-11200-00 Heidolph (Schwabach, Germany) 
5.5.6. Software 
Designation Company 
Adobe Illustrator CS5, 
Version 15.0.1 
Adobe Systems Inc., USA 
Adobe Photoshop CS5, 
Version 12.1 
Adobe Systems Inc., USA 
EthoVision XT11.5 Noldus, NL 
Fiji/ImageJ 2.0.0 Wayne Rasband, NIH, USA 
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GraphPad Prism  7 & 8 GraphPad Software, Inc., USA 
ThorImage LS Thorlabs (Newton, New Jersey, USA) 
Microsoft Excel Mac 2008 Microsoft Corp., USA 
Microsoft Word Mac 2011 Microsoft Corp., USA 
ZEN 2010 
Python 2.7 
Carl Zeiss AG, DE 
Python Software Found., USA 
 
  5 Appendix 
 85 
5.6. Contributions 
Lena Schmid performed the hippocampal surgeries for O-LM imaging experiment. Kerstin 
Hoffmann helped with the establishment of the cranial hippocampal window in rats. Julia 
Steffen did the Iba1, GFAP, and 6E10 histological stainings. Falko Fuhrmann provided 
technical advice and implemented the linear treadmill. Kevin Keppler provided constant 
technical assistance and support.  Claudio A. Cuello and Michael J. Rowan provided the 
McGill-R-Thy1-APP rat model. 
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