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Suppose	that	 𝑃 𝑀𝑎𝑟𝑟𝑖𝑒𝑑 = ³´¦«y´¦yµ¦¦«z¦¦ = 0.25,	 then	we	can	calculate	the	probabilities:	








4 Experiments	In	this	section,	the	results	of	the	classification	of	political	speech	titles	by	applying	different	classifiers	and	the	correlation	between	politicians´	characteristics	and	their	political	preference	are	presented	in	4.1	and	4.2	respectively.	Some	discussion	and	analysis	are	also	given.		4.1 	 Classification	of	Political	Speeches	
In this part, the results obtained by three classifiers: Naïve Bayes Classifier (NB), Random 
Forest Classifier (RF) and Support Vector Machine with linear kernel (SVM) are given. In 
order to know the influence of some parameters, the results of the same classifier with 
different parameters are compared in form of line charts and tables. At the end the best results 
of every classifier and among all the classifiers are presented as well as the best result´s 
confusion matrix. 
 
The data pre-processing is done by FreeLing, a natural language processing tool for Spanish 
as well as many other languages. The three potential kinds of features extracted to represent 
the dataset are a bag of lemmas (LM, with 20392 different lemmas), a bag of lemmas with 
gender (LG, size 11806) and a bag of lemma bi-grams (BLM, size 83510). These features are 
used to construct a vector that represents a single text in the dataset, in which the value of 
every feature can only be 1 or 0 (exist or not). This is because the texts are all titles which are 
short so that basically the maximum of the frequency of occurrence is 1 and it is more worthy 
the existence than the frequency. In every bag, there are some features that only occur once or 
twice in all the dataset texts which may not benefit to the classification. In order to know their 
influence, the eliminated features´ number of occurrence (EFN) is set as a parameter: EFN=i 
indicates that in this training session all the features that occur no more than i times are 
eliminated. Thus, the parameters for three classifiers in this experiment are: 
 NB: 𝛼 (additive smoothing parameter), feature and EFN; 
 RF: n (number of trees in the forest), feature and EFN; 
 SVM: C (penalty parameter of the error term), feature and EFN; 
where the possible values of feature are LM, LG, BLM and their combinations (LM+LG, 
LM+BLM, LG+BLM, LM+LG+BLM). 
  
Basically, I considered the influence of every parameter to be independent from each other 
(although it may not be true sometimes) and found out the influence of a single parameter by 
controlling variables. In this way, a theoretical best result of a classifier can be obtained by 
using the combination of the best parameters. However, the actual best result is also given by 
searching diverse combinations of parameters. In the comparing part, the results shown are 
given in form of the accuracy of classifying CODE (Appendix 1), which is the F1-score of all 
classes in CODE. However, the precision, recall and F1-score for every class of the best result 





There are 21 classes and 255 subclasses in the database. All the results obtained are based on 
a random split of 75% data for training and 25% for testing. 
 A. Naïve	Bayes	Classifier	In	the	experiment	of	this	project,	the	classifier	used	is	Bernouli	model.	The	text	examples	are	basically	titles	which	are	short.	It	is	obvious	that	the	appearance	of	a	word	is	more	worthy	much	more	than	its	frequency	of	occurrence	(basically	the	maximum	will	be	1).		1) Influence	of	 𝛼	 (feature	=	LM,	EFN	=	1):	 	




As	shown	in	Table	4,	different	types	of	feature	indeed	influence	the	result	a	lot.	It	can	be	seen	that	if	multiple	bags	of	feature	are	used	together,	the	result	is	always	better	than	the	worst	single-bag	result	and	worse	than	the	best	single-bag	result.	For	example:	 𝐴𝑐𝑐 𝐵𝐿𝑀 < 𝐴𝑐𝑐 𝐿𝐺 + 𝐵𝐿𝑀 < 𝐴𝑐𝑐	(𝐿𝐺);	 𝐴𝑐𝑐 𝐿𝐺 <𝐴𝑐𝑐 𝐿𝑀 + 𝐿𝐺 < 𝐴𝑐𝑐(𝐿𝑀).	It	can	be	understood	in	this	way:	for	a	multi-bag	feature,	only	the	better	single-bag	part	is	trying	to	give	a	good	performance	in	classification,	while	the	other	is	actually	misleading	the	performance	rather	than	giving	extra	information.	There	are	altogether	25329	texts	for	21	classes,	while	the	number	of	features	are	20392	for	LM,	11806	for	LG	and	83510	for	BLM.	Since	the	number	of	features	is	quite	a	lot	comparing	with	the	number	of	examples,	there	could	be	possible	correlations	between	different	features	which	make	NB	classifier	performs	poorly.	When	different	single-bag	features	are	combined,	this	kind	of	possible	correlations	also	occurs	more	frequently.	Among	all	the	single-bag	feature,	LM	has	the	best	performance,	which	is	the	optimal	option	for	this	parameter.	 		 3) Influence	of	EFN	(𝛼	 =	0.1,	feature	=	LM):		




	B. Random	Forest	Classifier	1) Influence	of	n	(feature	=	LM,	EFN	=	1):	 	As	shown	in	Figure	9,	as	n	gets	bigger,	there	are	more	trees	in	the	forest,	which	means	more	classifiers	are	used	 in	 the	classification,	 the	 result	gets	better	very	slightly.	 The	 tree	 number	 n	must	 be	 greater	 than	 zero	 and	 there	 is	 no	 need	 to	increase	the	number	of	trees	endlessly	as	the	result	does	not	change	a	lot.	Here	I	selected	n	=	200	to	be	the	optimal.	













perform	 better.	 Taking	 account	 of	 this,	 SVM	 should	 behave	 better	 with	 more	features.	Comparing	with	NB,	SVM	can	deal	with	the	possible	correlations	between	features	rather	 than	assuming	that	 the	 features	are	mutual	 independent	(which	rarely	happens	in	practice).	Because	of	this,	SVM	has	the	better	capacity	to	find	out	the	 relation	 between	 features	 and	 examples	 as	 features´	 increase	 and	 is	 less	affected	by	the	extra	misleading	information.	Obviously,	the	optimal	feature	is	the	combination	of	the	three	bags.		 3) Influence	of	EFN	(C	=	0.1,	feature	=	LM):	 		






CODE Precision Recall F1 
1 0.6503 0.6611 0.6556 
2 0.5548 0.5226 0.5382 
3 0.8031 0.8093 0.8062 
4 0.7638 0.8346 0.7976 
5 0.7528 0.784 0.7681 
6 0.7894 0.8366 0.8123 
7 0.7099 0.6647 0.6866 
8 0.874 0.75 0.8073 
9 0.5926 0.5517 0.5714 
10 0.8459 0.9232 0.8829 
12 0.8463 0.8528 0.8496 
13 0.6891 0.652 0.67 
14 0.7353 0.6667 0.6993 
15 0.7083 0.5129 0.595 
16 0.8779 0.8367 0.8568 
17 0.7802 0.6283 0.6961 
18 0.56 0.3784 0.4516 
19 0.75 0.8207 0.7838 
20 0.6667 0.6526 0.6596 
21 0.9056 0.8779 0.8915 
































Proof	of	Assumption	1:	 	Supposed	that	exist	a	politician	who	has	the	characteristics	represented	as	a	vector	of	features	{𝑓y, … , 𝑓{, … , 𝑓Ì},	where	 𝑓{	 is	the	value	of	i-th	feature	and	N	is	the	number	of	features.	This	politician	has	presented	M	speeches	of	which	CODE	and	SUBCODE	are	{𝐶y, … , 𝐶Ï, … , 𝐶Ð}	and	{𝑆y, … , 𝑆Ï, … , 𝑆Ð}	where	 𝐶Ï	 and	 𝑆Ï	 are	the	class	and	subclass	of	 	j-th	speech	title.	Therefore,	the	M	titles	of	different	speeches	raised	by	this	politician	can	be	represented	as:	 𝐶y, 𝑆y, 𝑓y, … , 𝑓{, … , 𝑓Ì⋮𝐶Ï, 𝑆Ï, 𝑓y, … , 𝑓{, … , 𝑓Ì⋮𝐶Ð, 𝑆Ð, 𝑓y, … , 𝑓{, … , 𝑓Ì 	
which	is	a	M*	(N+2)	matrix,	named	as	Matrix	1.	Supposed	there	a	M	different	politicians,	the	CODE	and	SUBCODE	of	the	speech	presented	by	the	j-th	politician	are	marked	as	 𝐶Ï	 and	 𝑆Ï.	The	j-th	politician	has	the	vector	of	feature	as	{𝑓yy, … , 𝑓{Ï, … , 𝑓ÌÏ}.	Thus,	the	M	titles	of	speeches	raised	by	M	different	politicians	can	be	represented	as:	𝐶y, 𝑆y, 𝑓yy, … , 𝑓{y, … , 𝑓Ìy⋮𝐶Ï, 𝑆Ï, 𝑓yÏ, … , 𝑓{Ï, … , 𝑓ÌÏ⋮𝐶Ð, 𝑆Ð, 𝑓yÐ,… , 𝑓{Ð, … , 𝑓ÌÐ 	










































CODEBOOK for the MEDIA  
  
Topic  Codigo  
1. Macroeconomía   
 
101. Inflación, precios y tipos de interés 
103. Desempleo 
104. Política monetaria, Banco de España (Central Nacional), reserva monetaria, tasa de descuento 
105. Presupuestos, gasto público y ley de presupuestos 
107. Impuestos, política fiscal y reforma tributaria 
108.  Política industrial 
110. Control y estabilización de precios  
199. Otros 
2. Derechos, libertades civiles, problemas relativos a las minorías  200. General 
 
201. Minorías étnicas y discriminación racial 
202. Discriminación de género e igualdad de derechos.  Discriminación a homosexuales y derechos de las parejas de un mismo sexo 
204. Discriminación relativa a la edad  
205. Discriminación relativa a las personas con enfermedades o discapacitadas 
206. Derechos y cuestiones sobre voto, participación y representación política 
207. Libertad de expresión y religión.  Igualdad de derechos en general. ABORTO.  
208. Derecho a la privacidad y al acceso a la información 
209. Actividades contra el Estado   
299. Otros 
3. Salud  300. General 
 
301. Reformas generales del Sistema Nacional de Salud (SNS) 
302. Cuestiones generales sobre la cobertura del SNS, seguro, costes y derecho a tratamiento.  
321. Regulación de la industria farmacéutica y otros servicios sanitarios como los dentistas 
322. Instalaciones sanitarias, hospitales, construcción y pago en el sistema sanitario.  .  
323. Acuerdos entre la Seguridad Social (o NHS) y compañias privadas. Proveedores, pagos de seguros y regulaciones.  
324. Negligencia médica, malas prácticas, fraude y sistemas de compensación 
325. Recursos humanos, educación y formación. Personal de sanidad 
331. Prevención de enfermedades, tratamiento y promoción de la salud 
332. Menores de edad 
333. Enfermedades mentales 
334. Tratamiento de larga duración, servicios de rehabilitación, enfermos terminales y problemas relativos al envejecimiento 
335. Gasto farmacéutico, consumo público y precios de los medicamentos  
341. Tabaco 




398. Investigación y desarrollo en salud 
399. Otros 
4. Agricultura e industria pesquera 400.  Agricultura General 
 
401. Exportaciones e importaciones agrícolas 
402. Subsidios y regulación en agricultura 
403. Inspección de alimentos y seguridad alimentaria  
404. Promoción y márketing agrícola 
405. Enfermedades animales, de cultivos y controles 
408. Política pesquera y caza 
498. Investigación y desarrollo en agricultura y ganadería 
499. Otros 
5. Trabajo 500. General  
 
501. Entorno y condiciones laborales, accidentes laborales y sistemas de compensación 
502. Política laboral activa, de formación y desarrollo de la mano de obra 
503. Pensiones y jubilación anticipada. Otros beneficios derivados del trabajador 
504. Cuestiones generales a cerca de los sindicatos  
505. Cuestiones generales sobre política de empleo y negociación colectiva. Lew de Empleo y regulación del mercado de trabajo. 
506. Empleo y juventud 
529. Trabajo e inmigración 
599. Otros  
6. Educación y cultura 600. General 
 
601. Formación universitaria 
602. Educación primaria y secundaria  
603. Educación especial para estudiantes con dificultades de tipo social, económico, etc.  
604. Formación profesional 
606. Educación especial para estudiantes con algún tipo de minusvalía.  
607. Excelencia Educativa. 
698. Investigación en educación 
699. Otros 
7. Medio Ambiente 700. General 
 701. Calidad del agua, polución y conservación de la costa 
 
703. Eliminación de desperdicios y basuras 
704. Problemas relativos a substancias, fluidos y desperdicios contaminantes y toxicos 
705. Contaminación del aire, ruido y calentamiento global 
707. Reciclaje 
708. Amenazas medioambientales procedentes del entorno interior 
709. Protección de especies y bosques 
711. Conservación de la tierra y el agua.  Cuestiones del medio ambiente relacionados con la agricultura 





8. Energía 800. General 
 801. Energía Nuclear  
 802. Electricidad y Hidroelectricidad  
 803. Gas natural y petróleo (incluyendo instalaciones offshore)  
 805. Minas y carbón 
 806. Energías alternativas y renovables  
 807. Conservación de la energía 
 898. Investigación y desarrollo:  
 899. Otros 
900. Inmigración y refugiados 900. Inmigración y refugiados 
10. Transporte 1000. General 
 1001. Transporte público y seguridad 
 1002. Construcción de carreteras, mantenimiento y seguridad en las carreteras 
 1003. Aeropuertos, tráfico aéreo y seguridad 
 1005. Transporte ferroviario y seguridad 
 1007. Asuntos Marítimos e industria naval 
 1010. Obras pública y servicios de transporte 
 1098. Investigación y desarrollo en temas de transporte 
 1099. Otros 
12. Crimen y justicia 1200. Cuestiones generales 
 
1201. Policía y autoridades de lucha contra el crimen, control de armas, fuerzas de seguirdad privada. Agencias que tratan el crimen o 
la ley.  
 
1202. Crimen financiero y crimen organizado. Fraude fiscal. Delito de cuello blanco.   
1203. Crímenes relativos al narcotráfico y consumo de drogas 
1204. Sistema judicial y administración de los tribunales 
1205. Carceles 
1206. Crimen juvenil  
1207. Abusos a menores y pornografía infantil 
1208. Violencia doméstica y violencia de género 
1210. Código penal y acciones civiles 
1211. Prevención del crimen 
1227. Terrorismo y lucha contra el terrorismo 
1299. Otros 
13.  Política social 1300. General 
 
1302. Pobreza y asistencia a las familias con pocos ingresos 
1303. Políticas orientadas a personas mayores  
1304. Asistencia a los discapacitados y personas con minusvalías 
1305. Asociaciones de voluntarios y fundaciones 





14. Planificación urbanística y política de vivienda 1400. General 
 1401. Política de vivienda en las ciudades 
 
1403. Desarrollo económico urbano y problemas generales en las ciudades 
1404. Política de vivienda en zonas rurales 
1405. Desarrollo económico rural y problemas generales de las zonas rurales 
1406. Viviendas de protección oficial 
1408. Residencias y viviendas para personas mayores y con minusvalías.  
1409. Programas de viviendas para personas sin casa, indigentes 
1499. Otros 
15. Política industrial y comercio 1500. General 
 1501. Política bancaria 
 1502. Mercado de valores 
 1504. Hipotecas, tarjetas de crédito y otros sistemas de crédito bancario 
 1505. Seguros 
 1507. Suspensión de pagos, bancarrota e insolvencia 
 1520. Legislación antitrust 
 1521. Problemas relativos a la pequeña y mediana empresa y pequeño comercio 
 1522. Derechos de propiedad y patentes 
 1523. Ayuda previstas en caso de desastres naturales, fuegos y accidentes 
 1524. Turismo 
 1525. Política de protección al consumidor y protección de datos 
 1526. Loterías y apuestas 
 1599. Otros 
16. Política de defensa 1600. General 
 1602. Alianzas en política de seguridad y defensa (OTAN) 
 1603. Inteligencia militar y espionaje, CIA 
 1604.Capacidad de las fuerzas armadas  
 1605. Controles a la proliferación de armas.  
 1606. Ayuda militar y venta de armas a otros paises 
 1608. Recursos humanos de las fuerzas armadas 
 1610. Adquisición de armas y compra de material militar 
 1611. Instalaciones militares, propiedad y edificios 
 1614. Problemas de medio ambiente causados por acciones militares 
 1615. Fuerzas armadas y protección civil 
 1616. Personal civil y el empleo de la industria de defensa 
 1617. Contratos militares 
 1619. Participación directa en conflictos bélicos.  
 1620. Violaciones de DDHH en tiempo de guerra y denuncias contra las fuerzas armadas 




 1699. Otros 
17. Investigación, tecnología y comunicaciones 1700. General 
 1701. Misiones de carácter aeroespacial 
 1704. Satélites y otros instrumentos aeroespaciles de uso comercial 
 1705. Transferencia de tecnología científica y cooperación internacional 
 1706. Servicios de telecomunicaciones y de telefonía.  
 1707. Medios de comunicación 
 1708. Previsión del tiempo y problemas geológicos 
 1709. Industria informática y seguridad informática 
 1798. Proyectos de I+D 
 1799. Otros 
18. Comercio exterior 1800. General 
 1802. Acuerdos de libre comercio, conflictos y regulación 
 1803. Promoción a la exportación y regulación 
 1804. Inversión extranjera. Inversiones en España e inversiones españolas en el exterior 
 1806. Competitividad y balanza de pagos 
 1807. Importaciones y regulación de importaciones.  
 1808. Mercado de divisas y tipo de cambio  
 1899. Otros 
19 . Política Exterior 1900. General  
 1901. Ayuda al desarrollo y cooperación internacional 
 
1902. Acuerdos internacionales relativos al medio ambiente 
1905. Paises en vías de desarrollo 
1906. Sistema financiero internacional y organizaciones económicas internacionales 
1910. Unión Europea: cuestiones institucionales 
1921. Pais o región especifica 
1925. Derechos humanos  
1926. Organizaciones internacionales 
1927. Terrorismo internacional 
1929. Diplomacia 
1999. Otros 
20. Gobierno y Administración Pública 2000. General 
 2001. Relaciones intergubernamentales  y entidades locales 
 
2002. Eficacia de la administración pública 
2003. Servicio postal 
2004. Administración Pública , beneficios para empleados del gobierno 
2005. Nombramientos y nominaciones (no codificables en otra parte) 
2006. Premios y reconocimientos 




2008. Privatización del sector público y nacionalizaciones.  
2009. Administración de hacienda  
2011. Parlamento y Constitución 
2012. Regulación de actividades políticas, elecciones y campañas electorales 
2015. Valoraciones, quejas y denuncias contra el gobierno, la Administración Pública o los políticos en general. 
2030. Días festivos y fiestas nacionales 
2099. otros 
21. Recursos naturales y gestión del agua 2100. General  
 
2101. Parques naturales y áreas protegidas 
2103. Utilización de recursos naturales  
2104. Recursos hídricos: desarrollo, obras públicas y puertos 
2199. Otros 
23. Eventos culturales, arte y humanidades 2300. General  
 
2301.  Cine, teatro, música y danza 
2302. Publicación de libros y obras literarias en general 
 2399. Otros 
27. Inclemencias meteorológicas y desastres naturales  2700. General  
29. Eventos deportivos 2900. General  
30. Obituarios y sucesos mortales 3001. Muerte natural 
 3002. Muerte violenta 






CODE Precision Recall F1 
1 0.6503 0.6611 0.6556 
2 0.5548 0.5226 0.5382 
3 0.8031 0.8093 0.8062 
4 0.7638 0.8346 0.7976 
5 0.7528 0.784 0.7681 
6 0.7894 0.8366 0.8123 
7 0.7099 0.6647 0.6866 
8 0.874 0.75 0.8073 
9 0.5926 0.5517 0.5714 
10 0.8459 0.9232 0.8829 
12 0.8463 0.8528 0.8496 
13 0.6891 0.652 0.67 
14 0.7353 0.6667 0.6993 
15 0.7083 0.5129 0.595 
16 0.8779 0.8367 0.8568 
17 0.7802 0.6283 0.6961 
18 0.56 0.3784 0.4516 
19 0.75 0.8207 0.7838 
20 0.6667 0.6526 0.6596 
21 0.9056 0.8779 0.8915 
23 0.6667 0.4167 0.5128 
- - - - 
SUBCODE_1 Precision Recall F1 
0 0.6 0.5 0.5455 
1 0.7778 0.5385 0.6364 
3 1.0 0.75 0.8571 
4 0.7143 0.7143 0.7143 
5 0.7797 0.92 0.844 
7 0.8429 0.8939 0.8676 
8 0.9444 0.7727 0.85 
10 0.0 0.0 0.0 












		7. Correlation	 found	 with	 logistic	 regression	 on	 SUBCODE	 level	 (some	 features	 with	some	subclasses):	












11. Strong	 correlation	 found	 with	 normalized	 pointwise	 mutual	 information	 (some	subclasses):	
			
