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Exact gate decompositions for photonic quantum computing
Timjan Kalajdzievski and Juan Miguel Arrazola
Xanadu, 372 Richmond St W, Toronto, M5V 2L7, Canada
We propose a method for decomposing continuous-variable operations into a universal gate set,
without the use of any approximations. We fully characterize a set of transformations admitting
exact decompositions and describe a process for obtaining them systematically. Gates admitting
these decompositions can be synthesized exactly, using circuits that are several orders of magnitude
smaller than those achievable with previous methods. Our method relies on strategically using
unitary conjugation and a lemma to the Baker-Campbell-Hausdorff formula to derive new exact
decompositions from previously known ones, leading to exact decompositions for a large class of
gates. We demonstrate the wide applicability of these exact gate decompositions by identifying
several quantum algorithms and simulations of bosonic systems that can be implemented with
higher precision and shorter circuit depths using our techniques.
I. Introduction
A quantum algorithm is usually specified by a sequence of high-level unitary transformations [1–7]. A physical
quantum computer, on the other hand, is only capable of performing a small set of elementary gates. The challenge
of programming a quantum computer is to find combinations of these elementary gates that can reproduce a desired
algorithm. It is known that specific sets of logical gates exist such that any arbitrary unitary operation can be
expressed as a finite product of gates from the set, to any desired precision [8–13]. Given their ability to reproduce any
desired transformation, these are referred to as universal gates sets. Programming a quantum computer to perform
a desired algorithm thus requires a method to decompose high-level unitaries in terms of universal gate sets. Ide-
ally, a decomposition method will reproduce the algorithm with high precision while requiring as few gates as possible.
Gate decompositions in the qubit model of quantum computing have been well studied. For example, the Solovay-
Kitaev theorem [5, 6] states that if a set of qubit gates generates a dense subset of SU(2), then it can approximate
any SU(2) unitary using a number of gates that is logarithmic in the precision. This means that any single-qubit
operation can be approximated to high precision using short circuits. These results have been strengthened to even
more efficient decompositions for single-qubit operations [14–17] and general multi-qubit operations [7].
In the continuous-variable (CV) model of quantum computing, registers are infinite-dimensional quantum systems
– namely quantum harmonic oscillators – and the logic gates are unitaries acting on the infinite-dimensional Hilbert
space [1–4, 12, 18–20]. This presents unique challenges for the task of decomposing arbitrary operations in CV
photonic quantum computers, where comparatively less progress has been made thus far. Ref. [12] introduced the
notion of universality in CV quantum systems based on the commutator algebra of quadrature operators. Following
this, Ref. [21] presented the first systematic approach for decomposing arbitrary CV transformations, while Refs. [1–4]
deal with decompositions for specific tasks. All these methods are approximate in the sense that the resulting
sequence of gates from the universal set only implements the desired unitary up to a certain error, which can be
decreased arbitrarily by employing longer circuits [21–23]. However, this can lead to very large circuit depths even if
a modest precision is desired.
In this work, we introduce a method for decomposing a wide class of quantum gates without the use of any
approximations. Exact decompositions are known for a few specific cases [1, 3, 21], but it is not well understood what
transformations allow exact decompositions nor how they can be derived. We remedy this by characterizing a set
of gates admitting exact decompositions and by describing a process for obtaining them systematically. This leads
to circuits that are several orders of magnitude shorter than for previously known techniques, with no errors due
to approximations. For example, decomposing the gate eiXˆ
4
with the commutator approximation method requires
approximately 1.8× 104 gates with precision 10−3, while using our method only 29 gates are needed and the gate is
decomposed exactly. We demonstrate the applicability of these operations by compiling a table of CV algorithms
and simulations of bosonic systems for which exact decompositions can be employed.
The remainder of this work is structured as follows. We begin by introducing the basic concepts and commonly used
tools in CV gate decomposition. We then outline our exact decomposition method and discuss how it can be used
in Sec. III. Finally, in Sec. IV, we compare our method to previous techniques and examine some specific examples
where our method may be applied. Sec. V offers a brief discussion and some insights into open questions.
2II. GATE DECOMPOSITIONS
In the CV model of quantum computing, each register is a quantum harmonic oscillator with corresponding creation
and annihilation operators aˆj and aˆ
†
j, where the subscript refers to the mode they act upon. For definiteness, we
henceforth assume that these registers are modes of the quantized electromagnetic field. The annihilation and creation
operators satisfy the bosonic commutation relations [aˆj , aˆ
†
j ] = 1, and [aˆj , aˆk] = [aˆ
†
j, aˆ
†
k] = 0 for j 6= k. An equivalent
operator description of a bosonic system uses the quadrature field operators Xˆ and Pˆ , which are related to the
annihilation and creation operators as
Xˆj =
1
2
(
aˆ†j + aˆj
)
, (1)
Pˆj =
i
2
(
aˆ†j − aˆj
)
, (2)
with commutator [Xˆj , Pˆj ] =
i
2 .
A universal gate set is a collection of gates such that any arbitrary unitary operation can be expressed as a finite
series of gates from the universal set, to any chosen approximation. We focus on the universal set specified by the
gates
{eipi2 (Xˆ2j+Pˆ 2j ), eit1Xˆj , eit2Xˆ2j , eit3Xˆ3j , eiτXˆjXˆk}, (3)
where t1, t2, t3, and τ are real parameters. This particular universal set is chosen for mathematical convenience
in our method. The gate eiτXˆ1Xˆ2 allows for decompositions of multiple modes, while the Fourier transform gate
Fˆ = ei
pi
2 (Xˆ
2+Pˆ 2) has the effect of mapping between the quadrature operators:
Fˆ †XˆFˆ = −Pˆ , (4)
Fˆ †Pˆ Fˆ = Xˆ. (5)
For convenience, we express an arbitrary unitary as U = eitHˆ with Hˆ =
∑N
j=1 Hˆj a Hermitian operator. When
decomposing gates into a universal set, it is often necessary to express this sum of operators in the exponent as a
product of exponential operators. More specifically, for Hˆ = Aˆ + Bˆ where Aˆ and Bˆ are Hermitian operators, the
Zassenhaus formula [24] states that
eit(Aˆ+Bˆ) = eitAˆeitBˆe
t2
2 [Aˆ,Bˆ]e
−it3
6 (2[Bˆ,[Aˆ,Bˆ]]+[Aˆ,[Aˆ,Bˆ]]) · · · (6)
In the trivial case where [Aˆ, Bˆ] = 0 the product ends immediately after the first two operations. In general, however,
it is possible that this product never terminates, resulting in a decomposition that is no longer finite. In this case, it
is possible to truncate the product at a designated stage in the expansion and neglect the proceeding commutators.
This strategy is referred to as a Trotter-Suzuki approximation [25], which can be stated in the general case as
eitHˆ =
N∏
j=1
(
ei
t
K Hˆj
)K
+O(t2/K), (7)
where Hˆ =
∑N
j=1 Hˆj . This approximation requires K = O(1/ε) gates to achieve precision ε for fixed t.
In general, the unitaries of the form eitHˆj are not part of the universal set, so the task remains to decompose them.
One way to achieve this is via the commutator approximation method detailed in Ref. [21]. This technique expresses
sums and products of the quadrature operators in terms of commutators and then approximates the exponentials of
these commutators as repeated products of their arguments. More specifically, given two Hermitian operators Aˆ and
Bˆ, it holds that [26]
et
2[Aˆ,Bˆ] =
(
ei
t
K Bˆei
t
K Aˆe−i
t
K Bˆe−i
t
K Aˆ
)K2
+O(t4/K). (8)
For fixed t, K = O(1/ε) gates are required to achieve an error of ε in the approximation, but the resulting circuit will
have a depth of O(1/ε2). This means that very large circuits are required for even a modest precision. To illustrate
3the use of the commutator approximation technique, consider an example where we wish to decompose the operator
eit(Xˆ
2Pˆ+Pˆ Xˆ2). First, using the equality Xˆ2Pˆ + Pˆ Xˆ2 = 23 [Xˆ
3, Pˆ 2] from Ref. [21], we have
eit(Xˆ
2Pˆ+Pˆ Xˆ2) = e
2t
3 [Xˆ
3,Pˆ 2]. (9)
Using Eq. (8) with Aˆ = Xˆ3 and Bˆ = Pˆ 2 leads to
e
2t
3 [Xˆ
3,Pˆ 2] =
(
ei
√
2t
3
K Pˆ
2
ei
√
2t
3
K Xˆ
3
e−i
√
2t
3
K Pˆ
2
e−i
√
2t
3
K Xˆ
3
)K2
+O
[(
2t
3
)2
/K
]
. (10)
Each of the gates on the right-hand side are contained within the universal set up to Fourier transforms, but in order
to obtain a precision of O(1/K), the product must be repeated O(K2) times. For instance, for t = 1, if the goal is to
impose a precision of 10−3, the product of four gates needs to be repeated approximately 105 times.
In fact, Ref. [27] examines the experimental error of implementing a sequence of gates on a qubit quantum computer.
The results show that as the number of gates is increased, the accumulated physical implementation error eventually
supersedes the precision gain from the repetitions. Thus, at some point, more repetitions do not lead to lower errors.
This problem remains on a CV quantum computer and further study is required to determine the optimal trade-off
between physical error in implementation and precision error in the decomposition. However, if it is possible to
find an exact decomposition, then there is no longer any need for this trade-off since the decomposition is fully precise.
In the literature on CV decompositions there are specific examples where the commutator approximation and even
sometimes Trotter-Suzuki can be bypassed [1, 3, 21]. These cases are desirable, but no general framework has been
proposed to characterize the set of gates admitting exact decompositions. In the following section, we detail such a
general method for performing exact decompositions.
III. METHOD FOR EXACT DECOMPOSITIONS
We describe a method to decompose multi-mode gates eitHˆ , where the operator Hˆ is of the form
Hˆ =

N−1∏
j=1
Xˆj

 XˆnN (11)
for n a positive integer, as well as single-mode gates eitHˆ with
Hˆ = XˆN . (12)
The label of the modes in Eq. (11) is arbitrary: the method works for any product where at most one operator
has an exponent n > 1. In both cases we require that N is divisible by either 2 or 3, and in the multi-mode case,
the product nN must also be divisible by 2 or 3. These gates can be extended to include momentum quadrature
operators Pˆj by Fourier transforms acting on individual modes. As we discuss later in the paper, this set of gates for
which exact decompositions can be obtained encompasses a large class of operators arising in several CV quantum
algorithms and simulations of bosonic systems.
The method relies on strategically employing: (i) unitary conjugation
UeitHˆU † = eitUHˆU
†
, (13)
(ii) a lemma to the Baker-Campbell-Hausdorff (BCH) formula
eABe−A = B + [A,B]+
1
2!
[A, [A,B]] + · · · , (14)
4and (iii), the identity
ei3α
2tPˆkXˆ
2
j = ei2αXˆjXˆkeitPˆ
3
k e−iαXˆjXˆke−itPˆ
3
k e−i2αXˆjXˆkeitPˆ
3
k eiαXˆjXˆke−itPˆ
3
k eiα
3t 34 Xˆ
3
j , (15)
with α and t real parameters. Before outlining the method in detail, we study simple examples to illustrate the main
idea behind our approach.
Suppose that the goal is to derive an exact decomposition for the unitary eiαXˆjXˆkXˆl . The first step of the method
is to express the operator XˆjXˆkXˆl as a linear combination of polynomials of degree three in the quadrature operators
Xˆj , Xˆk, and Xˆl. Namely, we employ the identity
XˆjXˆkXˆl =
1
6 [(Xˆj + Xˆk + Xˆl)
3 − (Xˆj + Xˆk)3 − (Xˆj + Xˆl)3 − (Xˆk + Xˆl)3 + Xˆ3j + Xˆ3k + Xˆ3l ], (16)
which implies the identity
eiαXˆjXˆkXˆl = e
iα
6 (Xˆj+Xˆk+Xˆl)
3
e
−iα
6 (Xˆj+Xˆk)
3
e
−iα
6 (Xˆj+Xˆl)
3
e
−iα
6 (Xˆk+Xˆl)
3
e
iα
6 Xˆ
3
j e
iα
6 Xˆ
3
ke
iα
6 Xˆ
3
l , (17)
since all the terms in the exponent commute. The right-hand side of this equation includes gates of the form e
i
6 Xˆ
3
that are part of the universal set, but it is still necessary to decompose the remaining terms. To do this, we employ
the decompositions
eiα(Xˆj+Xˆk)
3
= e2iPˆjXˆkeiαXˆ
3
j e−2iPˆjXˆk (18)
eiα(Xˆj+Xˆk+Xˆl)
3
= e2iPˆjXˆleiα(Xˆj+Xˆk)
3
e−2iPˆjXˆl , (19)
which can be derived from Eqs. (13) and (14) using U = e2iPˆjXˆk as the unitary of conjugation. In summary, we
have derived an exact decomposition by expressing XˆjXˆkXˆl as a linear combination of polynomials of operators,
allowing us to write the target gate eiαXˆjXˆkXˆl in terms of a product of gates, each of which can be exactly decomposed.
Now suppose that the goal is to derive an exact decomposition for the higher-order single-mode gate eiαXˆ
4
j . Following
our previous strategy, we seek to express the operator Xˆ4j as a linear combination of degree-four polynomials. It holds
that
Xˆ4j = (Xˆ
2
j + Xˆk)
2 − Xˆ2k − 2Xˆ2j Xˆk, (20)
which leads to the identity
eiαXˆ
4
j = eiα(Xˆ
2
j+Xˆk)
2
e−iαXˆ
2
ke−2iαXˆ
2
j Xˆk . (21)
Here, the gate e−iαXˆ
2
k is part of the universal set, while Eq. (15) gives an exact decomposition for e−iαXˆ
2
j Xˆk up to a
Fourier transform. As before, the remaining term can be decomposed using unitary conjugation:
eiα(Xˆ
2
j+Xˆk)
2
= e2iPˆkXˆ
2
j eiαXˆ
2
ke−2iPˆkXˆ
2
j , (22)
leading to a full decomposition for the target gate eiαXˆ
4
j . Note that an additional ancillary mode k was required in
this decomposition. To extend this method to a more general setting, we employ the same basic strategy: express
the target gate in terms of a linear combination of polynomials and decompose the resulting gates in terms of unitary
conjugation or previously derived decompositions.
A. Single-mode gates
We describe the method for decomposing single-mode gates of the form eiαXˆ
N
with N an integer divisible by 2 or
3. In the previous example, we showed how Eq. (15) could be employed to decompose eiαXˆ
4
. Generalizing Eq. (15)
to higher order similarly enables decompositions of single-mode gates with larger exponents. It can be shown that
5such a general form exists, given by the expression
e2iα
2PˆkXˆ
N
j = e2iαXˆ
N−2
j Xˆke−iαXˆ
2
j Pˆ
2
k e−2iαXˆ
N−2
j XˆkeiαXˆ
2
j Pˆ
2
k eiα
3Xˆ
2(N−1)
j , (23)
for N ≥ 2. The proof of this formula can be found in the Appendix. This formula holds with the addition of another
mode and can be proven in a similar manner.
e2iα
2PˆkPˆlXˆ
n
j = e2iαXˆ
n−2
j XˆkXˆle−iαXˆ
2
j Pˆ
2
k e−2iαXˆ
n−2
j XˆkXˆleiαXˆ
2
j Pˆ
2
k e−2iα
3Xˆ
2(n−1)
j Pˆl . (24)
These decompositions require the gate eiαXˆ
2
j Xˆ
2
k , which is not part of the universal set. However, an exact decomposition
also holds for this gate (see the Appendix for a proof):
eiαXˆ
2
j Xˆ
2
k = ei2PˆjXˆkei
α
12 Xˆ
4
j e−i4PˆjXˆkei
α
12 Xˆ
4
j ei2PˆjXˆke−i
α
6 Xˆ
4
j e−i
α
6 Xˆ
4
k , (25)
where we can employ the previously derived decomposition for eiXˆ
4
j . To obtain a general form for single-mode
decompositions, we use Eq. (25) as well as the fourth-order single-mode decomposition in Eq. (21) to first obtain a
higher-order version of Eq. (15):
e2iα
2PˆkXˆ
3
j = e2iαXˆjXˆke−iαXˆ
2
j Pˆ
2
k e−2iαXˆjXˆkeiαXˆ
2
j Pˆ
2
k e−2iα
3Xˆ4j . (26)
This can then be used to create a decomposition for eiXˆ
6
j in a similar way to the decomposition of the gate eiXˆ
4
j .
The decomposition for eiXˆ
6
j can once more be combined with Eq. (25) to derive an exact decomposition for the next
highest power of the two-mode gate, namely e2iα
2PˆkXˆ
4
j . This process can be continued until the general recursive form
in Eq. (23) is reached, as well as a more general decomposition of single-mode operations:
eiαXˆ
N
k = e2iPˆjXˆ
N/2
k eiαXˆ
2
j e−2iPˆjXˆ
N/2
k e−iαXˆ
2
j e−2iαXˆjXˆ
N/2
k , (27)
that holds when N is even. The proof of this equation is detailed in the Appendix, but follows similar steps to the
fourth-order single-mode gate in Eq. (21). If N is odd and a multiple of three, exact decompositions can also be
derived by noting the following relation:
2XˆNk =2
(
Xˆj + Xˆ
N/3
k
)3
− 3
(
Xˆl + Xˆ
2
j + Xˆ
N/3
k
)2
− 2Xˆ3j + 3Xˆ4j + 3Xˆ2N/3k − 6XˆjXˆ2N/3k + 6Xˆ2j Xˆl + 6XˆN/3k Xˆl + 3Xˆ2l .
(28)
Therefore, for N odd and divisible by 3, we can decompose the single-mode operation as
ei2αXˆ
N
k = e
i2α
(
Xˆj+Xˆ
N/3
k
)3
e
−i3α
(
Xˆl+Xˆ
2
j+Xˆ
N/3
k
)2
e−i2αXˆ
3
j ei3αXˆ
4
j ei3αXˆ
2N/3
k e−i6αXˆjXˆ
2N/3
k ei6αXˆ
2
j Xˆlei6αXˆ
N/3
k Xˆlei3αXˆ
2
l . (29)
Here, the gates e
i2α
(
Xˆj+Xˆ
N/3
k
)3
and e
−i3α
(
Xˆl+Xˆ
2
j+Xˆ
N/3
k
)2
can be decomposed using the expressions
e
i2α
(
Xˆj+Xˆ
N/3
k
)3
= e2iPˆjXˆ
N/3
k ei2αXˆ
3
j e−2iPˆjXˆ
N/3
k , (30)
e
−i3α
(
Xˆl+Xˆ
2
j+Xˆ
N/3
k
)2
= e2iPˆlXˆ
N/3
k e2iPˆlXˆ
2
j e−i3αXˆ
2
l e−2iPˆlXˆ
2
j e−2iPˆlXˆ
N/3
k , (31)
which as before are obtained using unitary conjugation. The other gates in Eq. (29) can be decomposed with the
previous general formulas Eq. (27) and Eq. (23).
B. Multi-mode gates
We study the case where Hˆ is given by
Hˆ =
N∏
j=1
Xˆ
nj
j , (32)
6where the nj are positive integers. We discuss later why restrictions are necessary on the exponents nj, leading to
exact decompositions for operators as in Eq. (11).
As discussed previously, the first step to decompose a multi-mode gate eitHˆ is to express Hˆ as a linear combination
of operators. Let [N ]k be the set of all k-subsets of {1, 2, . . . , N}, i.e., all subsets containing k elements. For example,
[3]2 = {{1, 2}, {1, 3}, {2, 3}}. The goal is to find coefficients c1, c2, . . . , cN such that [? ]
N∏
j=1
Xˆ
nj
j =
N∑
k=1
ck
∑
S∈[N ]k
(
k∑
i=1
Xˆ
nSi
Si
)N
, (33)
where S ∈ [N ]k = {S1, S2, . . . , Sk}. When expanded, the term on the right-hand side contains several monomials of
the position operators, including the desired term
∏N
j=1 Xˆ
nj
j . Each monomial is multiplied by a factor that is a linear
combination of the coefficients ck, and the goal is to set these factors to zero for all monomials except
∏N
j=1 Xˆ
nj
j . As
shown in the Appendix, this gives rise to a linear system of equations for the coefficients ck such that Eq. (33) holds
whenever the coefficients ~c = (cN , cN−1, . . . , c1) satisfy the linear system A~c = 0. The matrix A is independent of the
exponents nj and is given by
A =


1 1 0 0 . . . 0
1 2 1 0 . . . 0
1 3 3 1 . . . 0
...
...
...
...
. . .
...(
N−1
0
) (
N−1
1
) (
N−1
2
) (
N−1
3
)
. . .
(
N−1
N−1
)

 , (34)
i.e., the coefficients of A follow the structure of Pascal’s triangle. Note that this linear system is underdetermined
since there are N − 1 equations for N variables. However, by fixing cN , it is possible to find a simple specific solution,
as shown in the following observation.
Observation 1. A solution to the linear system A~c = 0 with ~c = (cN , cN−1, . . . , c1) and A as in Eq. (34) is given by
cN−k = (−1)kcN .
Proof. For simplicity and without loss of generality, let cN = 1. The base case for N = 2 is trivially true; it is simply
c2 + c1 = 0 =⇒ c1 = −1. Now examine the general structure for the case with N = k. Assume that the claimed
solution cN−k = (−1)k with k = 0, 1, . . . , N − 2 is true for N = K − 1, i.e., the system when the last row and last
column are omitted from the matrix A. For the case N = K, the last row of A determines an equation for the
remaining coefficient c1. We then have
K−1∑
k=0
(
K − 1
k
)
ck = 0 (35)
=
K−1∑
ℓ=0
(
K − 1
K − ℓ
)
cK−ℓ
=c1 +
K−2∑
ℓ=0
(
K − 1
K − ℓ
)
(−1)ℓ = 0. (36)
We want to show that c1 = (−1)K−1 is a solution to this equation. This yields
(−1)K−1 +
K−2∑
ℓ=0
(
K − 1
K − ℓ
)
(−1)ℓ =
K−1∑
ℓ=0
(
K − 1
K − ℓ
)
(−1)ℓ
= (−1 + 1)K−1 = 0 (37)
as desired, where the last line follows from the binomial theorem.
The solution cN−k = (−1)kcN is valid for any value of cN . In order to satisfy Eq. (33) exactly, we simply fix
cN = 1/N !. With this choice of coefficients ck, the sum of polynomials on the right-hand side of Eq. (33) is exactly
equal to the multi-mode product of operators on the left-hand side. Thus, the process for decomposing multi-mode
7gates is to find an exact decomposition for each polynomial appearing on the right-hand side of Eq. (33). As done
before, specifically in Eqs. (18), (19), (22), (30), and (31), decomposition of polynomials is performed using unitary
conjugation with the gate e2iPˆ1Xˆ
nj
j – with decomposition in Eq. (23) – and the lemma to the BCH formula. More
precisely, we employ the following identity to decompose an arbitrary polynomial:
eit(Xˆ1+Xˆ
n2
2 +Xˆ
n3
3 +···+Xˆ
nm
m )
N
= e2iPˆ1Xˆ
nm
m · · · e2iPˆ1Xˆn33 e2iPˆ1Xˆn22 eitXˆN1 e−2iPˆ1Xˆn22 e−2iPˆ1Xˆn33 · · · e−2iPˆ1Xˆnmm . (38)
Using Eq. (38), it is not possible to find exact decompositions for all operators
∏N
j=1 Xˆ
nj
j in Eq. (32), as there are
restrictions on the exponents nj . The restrictions are as follows:
1. There can exist at most one j such that nj 6= 1. This restriction arises from the fact that the central operator
in Eq. (38), namely Xˆ1, must have an exponent equal to one. Therefore, in order to use Eq. (38) to decompose
every polynomial
(∑k
i=1 Xˆ
nSi
Si
)N
on the right-hand side of Eq. (33), all k-subsets S with k > 1 must contain at
least one element Si ∈ S such that nSi = 1. This is only possible if there exists at most one j such that nj 6= 1.
2. The product Nnj must be divisible by either 2 or 3 for all j. This arises because the k = 1 terms in Eq. (33)
produce monomials that include only single-mode operators to the power of Nnj . As shown in the previous
section, the method only produces exact decompositions for single-mode operations with power divisible by 2
or 3.
To summarize, we employ Eq. (33) to express a multi-mode operator as a linear combination of polynomials. Each
polynomial can then be exactly decomposed using Eq. (38) and single-mode decompositions from the previous section.
This yields a method for constructing exact decompositions of operators of the form eitHˆ , for Hˆ =
(∏N−1
j=1 Xˆj
)
XˆnN ,
with both Nn and N divisible by either 2 or 3.
IV. APPLICATIONS AND IMPROVEMENTS
In this section we demonstrate the power of exact decompositions by comparing our method to the standard
commutator approximation in terms of circuit depth and precision. We also provide a table of CV algorithms and
simulations of bosonic systems which contain operations that are covered by our method. The following table examines
the gate counts for decompositions of some common operations. The gate counts neglect any Fourier transforms used
by either method as they are inexpensive to implement experimentally.
Target gate Commutator approx. Exact decomposition
(10−3 precision)
eitXˆ
4
1.8× 104 gates 29 gates
eitXˆ
2
j Xˆ
2
k 2.8× 104 gates 119 gates
eitXˆjXˆ
3
k 2.9× 108 gates 125 gates
eitXˆjXˆkXˆl 4.2× 108 gates 17 gates
eitXˆ
2
j XˆkXˆl 1.4× 109 gates 281 gates
eitXˆjXˆkXˆlXˆm 6.9× 1013 gates 440 gates
The two gates with the lowest gate counts in the exact method are the third-order three-mode gate and the
fourth-order single-mode gate, with 17 and 29 gates in their respective decompositions. This is in contrast to
the commutator approximation where the addition of the third mode greatly increases the circuit depth. The
structure of each method seems to indicate that the exact decompositions scale better under addition of more modes.
Also, the need to repeat the set of gates to improve precision in the commutator approximation produces several
orders-of-magnitudes increase in the resulting circuit depths.
To illustrate the applicability of these decompositions in quantum algorithms, the table below compiles a list of
cases where the algorithm requires a decomposition for gates covered by our method. In some cases, only part of a
desired operation might be decomposed exactly, but as demonstrated above, the exact decompositions even for these
portions can produce a significant decrease in circuit depth.
8Algorithm Hamiltonian and Circuit depth
Operators covered by method of operator
Vibrational dynamics of molecules, Hˆ = ~
∑
i≤j
xij
2
√
ωiωj
(
aˆ†i aˆi + aˆ
†
j aˆj + 2aˆ
†
i aˆ
†
j aˆiaˆj
)
119 gates
Ref. [27] eitHˆ contains elements of universal set and operator eitXˆ
2
j Xˆ
2
k
Non-homogeneous linear Hˆ =
∑N
j=1
(
ajXˆj + bjPˆj + αjXˆ
2
j + βjPˆ
2
j
)
XˆkXˆl 17 gates and
partial differential equations, Ref. [3] eitHˆ contains operators eitXˆjXˆkXˆl and eitXˆ
2
j XˆkXˆl 281 gates
Dipole interaction term of Hˆ = V
∑
i≤j aˆ
†
i aˆiaˆ
†
j aˆj 119 gates
Bose Hubbard model, Ref. [2] eitHˆ contains the operator eitXˆ
2
i Xˆ
2
j
One particle tunneling term of Hˆ = −T∑i≤j aˆ†i (nˆi + nˆj) aˆj 125 gates
Bose Hubbard model, Ref. [28] eitHˆ contains the operator eitXˆiXˆ
3
j
Nearest-neighbor tunneling term of Hˆ = P2
∑
i≤j aˆ
†
i aˆ
†
i aˆj aˆj 119 gates
Bose Hubbard model, Ref. [28] eitHˆ contains the operator eitXˆ
2
i Xˆ
2
j
Cross-Kerr Hamiltonian, Hˆ =
(
Xˆ2i + Pˆ
2
i
)
⊗
(
Xˆ2j + Pˆ
2
j
)
119 gates
Ref. [21] eitHˆ contains the operator eitXˆ
2
i Xˆ
2
j
Principal component analysis, R(PˆR) = e
iδPˆR(aˆ1aˆ
†
2+aˆ
†
1aˆ2) 17 gates
Ref. [1] R(PˆR) contains the operator e
iδXˆRXˆ1Xˆ2
Matrix inversion algorithm, R(PˆRPˆS) = e
iγPˆRPˆS(aˆ1aˆ
†
2+aˆ
†
1aˆ2) 440 gates
Ref. [1] R(PˆRPˆS) contains the operator e
iγXˆRXˆSXˆ1Xˆ2
Monte Carlo integration, eih(Xˆ1)Pˆ2Pˆ3Pˆφ , where h(Xˆ1) is a polynomial in Xˆ1 Depends on h(Xˆ1)
Ref. [29] can be decomposed by our method for any h(Xˆ1)
The final entry in the table contains a general operation that depends on the choice of h(Xˆ1), which is chosen to
be a polynomial in Xˆ1. This operation will be covered by the exact decomposition method regardless of the choice
of h(Xˆ1) because there are four total modes. Assuming h(Xˆ1) = Xˆ
n
1 , then Nn = 4n is always even and therefore the
single mode operation eitXˆ
4n
1 can be decomposed exactly. Also, since the final three modes are all to unit power, any
one of them may be used as the exponent of the central operator in unitary conjugation as detailed in the previous
section. Therefore both of the restrictions of the method have been met regardless of n. By linearity, the same holds
for a general polynomial h(Xˆ1) =
∑
n anXˆ
n
1 .
V. CONCLUSION
We presented a method for producing exact decompositions of continuous-variable operations into a product of
gates from a universal set. In essence, the method works by expressing target Hamiltonians as a linear combination
of polynomials, then finding exact decompositions of these polynomials using unitary conjugation in combination
with the lemma to Baker-Campbell-Hausdorff. The unitaries covered by this method cover a large set of operations
arising in photonic quantum algorithms and the simulation of bosonic system. Compared to previous techniques
such as the standard commutator approximation, our method can yield reductions in gate count of several orders of
magnitude, with the added advantage that the target unitaries are decomposed exactly.
Despite its wide applicability, our method does not produce exact decompositions for all possible bosonic gates.
Notably, Hamiltonians that contain products of both Xˆ and Pˆ quadrature operators – for instance operators of the
form Hˆ = XˆnPˆm+ PˆmXˆn – are not covered by the method. Additionally, if the operator to be decomposed contains
a sum of terms that do not commute, the Trotter-Suzuki approximation in Eq. (7) still needs to be used to split the
terms. An outstanding open question resulting from our work is to fully characterize the set of operations that can
be decomposed exactly.
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A. Appendix
1. Proof of Eq. (23)
Here we prove the identity
e2iα
2PˆkXˆ
N
j = e2iαXˆ
N−2
j Xˆke−iαXˆ
2
j Pˆ
2
k e−2iαXˆ
N−2
j XˆkeiαXˆ
2
j Pˆ
2
k eiα
3Xˆ
2(N−1)
j . (A1)
The middle three operators on the right-hand side can be expanded with unitary conjugation as
e−iαXˆ
2
j Pˆ
2
k e−2iαXˆ
N−2
j XˆkeiαXˆ
2
j Pˆ
2
k = e
−2iα
(
e
−iαXˆ2j Pˆ
2
k XˆN−2j e
iαXˆ2j Pˆ
2
k
)(
e
−iαXˆ2j Pˆ
2
k Xˆke
iαXˆ2j Pˆ
2
k
)
. (A2)
Then using the lemma to BCH, the two factors in the exponent can be simplified to get
e−iαXˆ
2
j Pˆ
2
k XˆN−2j e
iαXˆ2j Pˆ
2
k = XˆN−2j , (A3)
and
e−iαXˆ
2
j Pˆ
2
k Xˆke
iαXˆ2j Pˆ
2
k = Xˆk − αXˆ2j Pˆk. (A4)
The resulting two terms in the exponent are then separated using the Zassenhaus formula of Eq. (6):
e−2iαXˆ
N−2
j (Xˆk−αXˆ
2
j Pˆk) = e−2iαXˆ
N−2
j Xˆke2iα
2XˆNj Pˆke−
1
2 [−2iαXˆ
N−2
j Pˆk, 2iα
2XˆNj Pˆk]
= e−2iαXˆ
N−2
j Xˆke2iα
2XˆNj Pˆke−iα
3Xˆ
2(N−1)
j . (A5)
The two outside operators, e−2iαXˆ
N−2
j Xˆk and e−iα
3Xˆ
2(N−1)
j then cancel with the remaining two operators in Eq. (23),
leaving the desired operator e2iα
2XˆNj Pˆk .
2. Proof of Eq. (25)
Here we prove the following exact decomposition formula for the gate eiαXˆ
2
j Xˆ
2
k :
eiαXˆ
2
j Xˆ
2
k = ei2PˆjXˆkei
α
12 Xˆ
4
j e−i4PˆjXˆkei
α
12 Xˆ
4
j ei2PˆjXˆke−i
α
6 Xˆ
4
j e−i
α
6 Xˆ
4
k . (A6)
We begin by expressing the operator Xˆ2j Xˆ
2
k as a linear combination of polynomials:
Xˆ2j Xˆ
2
k =
1
12
(
Xˆj + Xˆk
)4
+ 112
(
Xˆj − Xˆk
)4
− 16Xˆ4j − 16Xˆ4k , (A7)
which leads to the identity
eiαXˆ
2
j Xˆ
2
k = ei
α
12 (Xˆj+Xˆk)
4
ei
α
12 (Xˆj−Xˆk)
4
e−i
α
6 Xˆ
4
j e−i
α
6 Xˆ
4
k . (A8)
Finally, from unitary conjugation it holds that
ei2PˆjXˆkei
α
12 Xˆ
4
j e−i4PˆjXˆkei
α
12 Xˆ
4
j ei2PˆjXˆk = ei
α
12 (Xˆj+Xˆk)
4
ei
α
12 (Xˆj−Xˆk)
4
, (A9)
which gives Eq. (A6) when replaced in Eq. (A8).
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3. Proof of Eq. (27)
Here we show the recursive decomposition for single-mode gates eiαXˆ
N
k :
eiαXˆ
N
k = e2iPˆjXˆ
N/2
k eiαXˆ
2
j e−2iPˆjXˆ
N/2
k e−iαXˆ
2
j e−2iαXˆjXˆ
N/2
k . (A10)
As usual, we begin by expressing the target operator as a linear combination of polynomials:
XˆNk =
(
Xˆj + Xˆ
N/2
k
)2
− Xˆ2j − XˆjXˆN/2k (A11)
which leads to the identity
eiαXˆ
N
k = e
iα
(
Xˆj+Xˆ
N/2
k
)2
e−iαXˆ
2
j e−2iαXˆjXˆ
N/2
k . (A12)
From unitary conjugation it holds that
e2iPˆjXˆ
N/2
k eiαXˆ
2
j e−2iPˆjXˆ
N/2
k = e
iα
(
Xˆj+Xˆ
N/2
k
)2
, (A13)
which leads to Eq. (A10) when replaced in Eq. (A12).
4. Derivation of the linear system of equations
Here we show that finding coefficients ck such that the relation
N∏
j=1
Xˆ
nj
j =
N∑
k=1
ck
∑
S∈[N ]k
(
k∑
i=1
Xˆ
nSi
Si
)N
(A14)
holds is equivalent to solving the linear system A~c = 0, with ~c = (cN , cN−1, . . . , c1) and A given by
A =


1 1 0 0 . . . 0
1 2 1 0 . . . 0
1 3 3 1 . . . 0
...
...
...
...
. . .
...(
N−1
0
) (
N−1
1
) (
N−1
2
) (
N−1
3
)
. . .
(
N−1
N−1
)

 . (A15)
Define Yj := X
nj
j such that Eq. (A14) becomes
N∏
j=1
Yˆj =
N∑
k=1
ck
∑
S∈[N ]k
(
k∑
i=1
YˆSi
)N
. (A16)
The expansion of the right-hand side of Eq. (A16) produces monomials of the form
∏N
j=1 Y
mj
j , where
∑N
j=1mj = N
and the exponents mj ≥ 0 are non-negative integers. Each monomial can be uniquely labelled by the vector of
exponents ~m = (m1,m2, . . . ,mN ). For each polynomial
(∑k
i=1 YˆSi
)N
, it follows from the multinomial theorem that
the coefficient in front of the monomial
∏N
j=1 Y
mj
j is always the same, namely the multinomial coefficient
(
N
m1,m2,...,mN
)
.
For example, the polynomials (Y1 + Y2)
3
and (Y1 + Y2 + Y3)
3
both produce a monomial Y1Y
2
2 with coefficient
(
3
1,1,0
)
=
3. Therefore, the overall coefficient χ~m accompanying the monomial
∏N
j=1 Y
mj
j is given by
χ~m =
(
N
m1,m2, . . . ,mN
) N∑
k=1
ckfk(~m), (A17)
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where fk(~m) is the number of times the monomial
∏N
j=1 Y
mj
j appears in polynomials of k variables. The goal is to
find coefficients ck such that χ~m = 0 for all ~m except the target case ~m = (1, 1, . . . , 1). This leads to the equations
N∑
k=1
ckfk(~m) = 0. (A18)
Suppose that ~m has ℓ non-zero elements, i.e., the monomial
∏N
j=1 Y
mj
j contains ℓ variables. The quantity fk(~m) is
then equal to the number of ways in which the remaining k − ℓ variables can be selected from the remaining N − ℓ
ones, which is simply
(
N−ℓ
k−ℓ
)
. Thus, fk(~m) =
(
N−ℓ
k−ℓ
)
, which depends only on ℓ, leading to N − 1 equations for each
ℓ = 1, 2, . . . , N − 1:
N∑
k=1
ck
(
N − ℓ
k − ℓ
)
=: A~c = 0, (A19)
with A as in Eq. (A15).
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