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Abstract

Many researchers recognize technology as an area where organisations require
adoption by employees for competitive advantage and safety. The implication is that
all employees require trust, confidence and understanding of system updates.
Research highlighted two areas that may impact technology adoption, age and
training, and as such are the two variables that were used in this study using the air
traffic management section of the Irish air navigation service provision.

The study adopted a positivistic quantitative research design using a questionnaire to
collect the data needed to test the hypotheses used and to highlight the demographics.
Descriptive and inferential statistics were used to determine whether the research was
valid and to ensure objectivity of the research.

A safeguard was inserted in the

training section of the questionnaire, which was qualitative and allowed for reasons to
be given should the test fail. This was the only qualitative data used, therefore, too
insignificant to assume a mixed method approach.
The hypotheses results showed that there is no significant statistical relationship
between training and technology in this sample, however, it did show a statistical
relationship between age and technology; age and systems overview, and age and job
related performance.

The descriptive analysis highlighted areas in training that

require further investigation and showed a limitation of the study being that the
training section was too broad, which perhaps requires a narrower approach focusing
on learning styles.

The findings of the tests suggest a further research area focusing on age and learning
styles for training purposes with technology updates. The results imply that there is a
peak age group for performance after which the sharp drop suggests deficits that may
be caused by lack of a systems overview knowledge, and training tailored to age
groups. Limitations of the study include the low participant sample of certain age
groups, and the training section was too broad to adequately ascertain training needs.
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Chapter 1: Introduction

Chapter 1: Introduction

1.1 Background to the Research

A change in work practices and increased automation necessitates that employees
have trust and confidence to interaet with the technology to allow for a smooth
transition with system updates (Lee and Kirik, 2013). The Air Traffic Management
(ATM) sector has seen substantial growth globally over the past decade with an
expectation of continued airspace growth going forward (Sears and Jacko, 2009). In
order to effectively manage this growth in a safe and practical manner, new
technology is being developed and introduced with a direct impact on all Air Traffic
Control Operatives (ATCO).

On the job training (OJT) ensures that every technological update is immediately
imparted on ATCO’s and the impetus of this research is to examine the relationship of
the three variables; age, training and technology in order to determine whether
training needs ehange as age increases. Existing theories were analysed for this study
(Chapter 2) and several variables impacting technology adoption were examined.
With the growth in ATM the effect of age and training on technology suggested a
niche for exploration within air traffic management to investigate whether or not the
OJT is sufficient for ATCO’s in giving them the information they require to
confidently adopt system updates.

1.2 Industry Overview

The Irish Aviation Authority (lAA) is a commereial semi State organization within
the air navigation service provision (ANSP) sector and has two main functions:

Air Traffic Management
Safety regulation of civil aviation in Ireland

It has been ranked in the top 10 globally, and is ranked 3"^^ in Europe for its safety
regulation (lAA, Annual Performance Report, 2012). The ANSP industry is one of
numerous industries that form the aviation sector. It is the sector that will be used in
this research with a focus on ATM.

1.3 Research Aims and Objectives

This research explores whether there is any relationship between age and training on
technology. The aim is to examine whether there is statistical evidence to warrant a
more in-depth, empirical study between these variables to ensure that employees have
confidence and trust for technology adoption.

The study is important as it allows training needs to be assessed from individuals who
rely on automation to conduct their job function. If there are any issues with
technology adoption this will directly impact their job related performance.

1.3.1 Research Objectives

The objectives are to statistically evaluate whether any training needs exists with
technology and to explore whether age is a factor on technology adoption.
Descriptive analysis will be used to analyse each variable independently, and
inferential statistics using hypotheses testing will help explore whether there is a
statistical interaction between the variables.

The descriptive analysis and inferential analysis of variance will assist in validating
the findings and will aid in ensuring the objectives are met in the most ethical manner
available.

1.3.2 Research Questions

•

Research Question 1: Is there a relationship between training and technology
use in ATM?

•

Research Question 2: Is there a relationship between age and technology use
in ATM?
■

Research Question 2.1: Is there a relationship between age and systems
overview knowledge in ATM

■

Research Question 2.2; Is there a relationship between age and job
related performance in ATM

1.3.3 Research Process

The existing body of research and theory was examined to explore current thinking
and theory. The secondary data collated in the literature review helped determine how
this research was going to be conducted. It was determined that a quantitative
hypothesis testing research would most appropriately suit the needs of this study. The
research is grounded in positivism and, therefore, quantitative measures will be used
by way of descriptive and inferential statistics to analyse variables and test
hypotheses. The data was collected using a questionnaire, which was designed with
the literature review headings and theories in mind and triangulated back to the aims
and objectives.

1.4 Chapter Outline

In chapter 2, the literature review examines the secondary data necessary to formulate
the primary data collection methods, in this research that would be the questionnaire.
The literature explores the existing theory surrounding technology adoption and
highlights two areas that do not have extensive existing research with regard to the
industry sector being used in this study. The areas that were highlighted for further
exploration were age and training on technology adoption taking systems overview
knowledge into account and testing age against job related performance.

In chapter 3, the methodology outlines the research aims and objectives and using
theory describes why positivism was chosen along with a quantitative research
design. It outlines how data was collected through use of a questionnaire and
describes how the questionnaire was designed and coded. The chapter continues by
describing the statistical data used to conduct the research and how both purposive
and stratified sampling were used to determine population relevant to the study. The
pilot study was discussed along with changes that needed to occur as a consequence
of pilot feedback. This was followed by the ethical considerations.

Chapter 4, the research findings show the descriptive and inferential statistical results.
The descriptive data was examined independently first in order to frame the
hypotheses results. This, in turn, allowed the results to be comprehensively analysed.
The hypotheses test results suggest that age has a statistically significant relationship
with technology. Training does not have a statistically significant relationship with
technology. Further tests concluded that age and systems overview knowledge had
statistical interaction and age and job related performance had statistical interaction.

Chapter 5 presents the research analysis. The results calculated in chapter 4 are
analysed by examining the descriptive and inferential statistics together with the
secondary data reviewed in Chapter 2. The research analysis highlights limitations of
the research design and also shows areas where further research may be beneficial.

Chapter 6 synopsises all the previous chapters from Chapter 1, which introduces the
research proposal through to chapter 5 the analysis and outlines the limitations the
research encountered and suggests areas for further research.

Chapter 2: Literature Review

Chapter 2: Literature Review

2.1 Introduction

The literature review offers insight to the impact technology has on job roles, skillset
management, knowledge management, training, age and trust of use. It infers
increased reliance on a human automation team particularly in the Air Navigation
Services Provision (ANSP). If there is a failure in the human-automation team, it has
been proffered that the reason is a misunderstanding due to inadequate mental visions
of the systems, increasing workloads and errors (Honeywell et al, 2000). Two of the
factors that emerged in the literature review regarding technology use were age and
training and consequently, are being used as two of the variables in the research being
undertaken.

The review explored the differing impacts of technology on organizations focusing on
employee skillsets, employee knowledge management and the changing job role,
which when investigated underlined potential training requirements for technology
adoption. The training section of the literature review endorsed the focus to be put on
age versus technology use and trust. It became apparent that the literature in this area
requires additional research.

2.2 Changing Job Role and Technology

Job roles, with advances in technology, have changed in accordance with the
changing business structures and culture caused by automation (Brynjolfsson and
McAfee, 2014; The Economist, 2014). The changes are construed to be both
advantageous, in allowing for increased productivity and safety by explaining the job
functions within an organization in what is called technological determinism
(Buchanan and Huczynski, 2004) and also, disadvantageous by reducing middle class
jobs due to technology innovation (Rothman, 2013). Technology unemployment was
a term that was coined to describe this disadvantageous effect of technology (Keynes,
1963).
5

Disruptive technology has been depicted as technology that overturns a traditional
business model, which makes it much harder for an established finn to embrace, or
innovation that results in worse product performance in the short term (Christensen ,
2000). Gartner Research recently stated it predicts that one in three jobs will be
converted to software, robots and smart machines by 2025 (Bailey, 2014) which
corresponds with the opinion that as the amount of data goes up, the importance of
human judgment should go down, and parallels the view that rather than technology
being used to enhance human expertise, human expertise should bow down to
technology (Ayers, 2007). The influence technology has on the workforce, where
knowledge is now technologically driven, and its increased use in education has
further highlighted the changes technology has introduced to organizations (Amowitz
et al., 2010).

In the field of ATM, Wise et al. (2010) proffer that future automation and computer
assistance programs in ATC could change the ATCO’s job but highlights that
currently the rules surrounding adaptive machines are not yet firm enough to be
applied. The control and safety checks that will be required for implementation in
ATM, along with the behavior requirements of adaptive machines, have been, and
will continue to be, widely reviewed to ensure business continuity (Lee and Kirik,
2013). The advantages of human and the machine continue to be highlighted by Wise
et al (2010) where it is posited that automation is being introduced to reduce
workload allowing less focus on immediate tasks and more focus on scheduling in
other work areas to increase safety.

Dillingham (2010), when discussing the aviation industry, conjectures on the effect
the satellite-based system (NextGen) will have on training needs for new and current
staff in a more automated environment. If human factors are not examined deeply
enough, delays and costs tend to rise due to bahavioural adaption factors, mistrust and
inadequate knowledge and training (Salvendy, 2012). Human factors are referred to
as the abilities people have, including their characteristics and limitations, regarding
the technology they use and their individual work environments (Dillingham 2010).
These environments are currently changing rapidly with technology tending to be
both reactive and proactive in the air traffic management industry, aircraft
performance is constantly improving, safety reactions caused by accidents are being
6

changed leading to reactive technology adaptation to improve aviation operations (De
Mik, 2008). Applied technology of human factors may be understood as one that
seeks to optimize the relationship between the individuals and their activities
systematically applying human sciences with systems engineering (Edwards, 1985).
More recently, it has been suggested that product development tends to fail due to
lack of understanding of users’ needs rather than advanced technology again
highlighted the human factors or human behaviour component of technology use
(Von Hippel, 2007)

Cook (2007), in his discussion on job roles using technology, posits three main types
of tasks, planning, monitoring and communication. There is ongoing discussion
regarding the changes that may occur with the envisioned automation in ATM and the
loss and change of current skillsets (Lee and Kirik, 2012; Dillingham, 2010; Wise et
ai, 2010). It is suggested that, should automation take a predominant role in ATM,
the controllers will have a supervisory role only intervening with system failures,
thereby potentially changing the skill requirements of ATCO’s (Cook 2007).

2.3 Skill Set Management and Technology

Human capital investment in employees enhances economic benefits for the
organization as a whole including individual employees, the organization and society
(Sistare et al, 2015; Sweetland, 1996). Becker (1960) proffers one of the more
influential theory’s regarding human capital, which is the distinction between general
and specific training and knowledge (Sistare et al, 2015). Organization-specific
knowledge and training are proffered as factors that ensure retention of employees
who directly contribute to the core competencies of the organization and, finds that
these competencies are the most difficult to replace (Sistare et al, 2015). The
suggestion is that intellectual capital has three components to enable maximum
performance, human capital which, is the skills and knowledge section; social capital
defined as the interdependency relationship between employees; structural capital
which are the internal processes of the organization such as culture (Edvinsson and
Malone, 1997).

Human resource employees are required to adapt to organizational change and help
implement advancing technology innovations strategically (Famham, 2010). With the
changing role of technology there is a requirement of rapid adaptation to align
strategic goals with training processes, particularly skillset development, which
requires agility to adapt to future technology innovation (Gratton, 1998). The
forecasted business plans along with HR contributions to these business plans, allow
for guidance when HR are strategically aligning business needs with necessary skills
and employee management (Baron and Armstrong, 2007).

Air traffic management is on the cusp of profound technological change (Eurocontrol,
2014) and in order to mitigate risk it seems necessary to facilitate communication
between control towers/centres and aircraft (Thompson, 2014). Ground based line of
sight systems know as Secondary Surveillance Radar (SSR) are being upgraded to
space-based global satellite air traffic suiweillance systems (Iridium, 2012). Astill,
Head of Operations at National Air Traffic Services (NATS) has explained that
automation has not yet taken over the air space traffic control, that the current
technology being used is to provide the required information to allow controllers
decide the course of action pending the information received by these technologies
(Thomson, 2014).

It is argued that increased emphasis on productivity due to advances in technology
has, in certain areas, adversely prejudiced human skillset, in an era of rapid
technological growth, at times the training is not fast enough leaving employees at a
disadvantage (Oakley and O’Connor, 2015). Technology innovation has been cited
interchangeably with words such as technology invention (Wiener, 1993) and
innovation (Freeman, 1992), and, in an attempt to define the concept of technology
innovation, Howells (2005) uses numerous definitions from dictionaries to portray
how the concept has similar but different meanings depending on industry sectors.
The Oxford Dictionary (online) defines to deskill as to ‘Reduce the level
of skill required to carry out a job’.

Atack et al. (2004) posit that the idea of deskilling and its measurements are
subjective in nature, and much of the hypotheses surrounding this concept refrain
from determining the skillset from initial employment to current employment
8

including skills learned on the job. In a more recent publication concurring with
Atack et al. it was highlighted how in some instances, when technology lowered
employee skillsets, organizations actually required additional lower skilled employees
to carry out the same work with the new technology (Fred and Osborne, 2012; Attack
et ah, 2008b). Air Traffic Controllers’ skillsets include the requirement to understand
all aspects of all the systems in place and the ability to understand radio and radar
systems, this is to ensure that if there is any failure they have an overview of what
happened and how to retrieve the information (Askill, 2014).

Technical skillset management and teehnology improvements being made in air
traffic management are important for its safety management with increased research
into efficient and safety adaptive systems constantly being studied (Eurocontrol,
2013). However, air traffic controllers have shown concern with the speed of the
changes and the impact these new systems may have on basic skills as they feel they
are losing vectoring skills, which is the manual ability to bring an aircraft into land
(cited in Eolas Magazine, 2012). Wickens et al. (1998) highlighted concerns
regarding deskilling, which they emphasized in a report investigating automation and
human factors in ATM, where part of the conclusion stated that there are risks of
deskilling of the core manual skills operators use with increased automation of
various functions. Wickens et al. (1998) posit that a result of the degradation of job
skills is that controllers will be more than likely to have slower reaction times in
cases of emergencies, as controllers may need to fall back on the manual skills
absorbed by automation.

Not all changes in automation are negative as ehanges in skillsets and staff levels are
due to the efficiencies that teehnology affords, (Gledhill, 2008; Cater-Steel, 2009.)
and are considered one of the benefits for organizational growth (Cavusgil et al.,
2012). Wiener (2010) discusses the advantages to changes in piloting skills as
technology assumes some of the core skill sets. Casner et al. (2006) offers additional
input to the changes outlined by Wiener by expressing a concern that even if pilots
are trained in the skills assumed by technology, lack of use allows for deterioration of
these eore, manual, piloting abilities whieh are important in the event of system
failures concurring with Wickens et al. (1998) above.

According to the World Bank 2012 (OECD 2014) skills can be placed in three
categories; academic skills, generic skills and technical skills. OECD (2014)
considers technical skills to be a mixture of specific knowledge of the job function
and the skillset acquired, as they are job specific. Crocoll-Birchara (2014)
hypothesized that with the modernization of the navigation systems in air traffic
management there is a need to rethink training and ATCO competencies and to align
training more to individual competencies (Airspace Magazine, 2014), thereby
introducing the concept of knowledge management.

2.4 Knowledge Management and Technology

The emergence of knowledge management occurred in the 1980’s where a
convergence of individual and team skill sets and corporate learning took place
(Ahmed and Shepherd, 2010). It is considered to be a process key to organization
adaption and survival by securing internal expertise and intelligence (Davenport et al,
1998) and has been posited as a process to secure, develop, share and use
organizational knowledge effectively (Davenport, 1994).

It has been proffered that knowledge in organizations has two forms, tacit and explicit
and depicts the difference between the two forms, tacit as cognitive and explicit as
symbolic (Niedergassel, 2011). The suggestion that the two forms of knowledge
require independent review is discounted by Alavi and Leidner (2001), who proffer
that it is ineffectual to view the forms of knowledge dichotomously as they are
mutually dependent to ensure all aspects of knowledge is observed. Kimmerle et al.
(2010) posit the various knowledge creating theories that concur with Nonaka (1994),
that in organizations the assumption is that the majority of knowledge derives from
tacit knowledge (Polani, 1996) rather than explicit knowledge (Nonaka and Toyama,
2003; Nonaka, 1991).

This would suggest that knowledge management is an important aspect in examining
how people experience technology innovation. Senge (1990), when looking at learning
as a whole within an organization, noted personal mastery regarding individual
proficiencies within the workplace, allowing for work competencies to be improved
10

upon. Individual proficiency creates tacit knowledge, which is mentally ingrained in
the individual and therefore allows for clear situational awareness. Endsley (1995b:
36) defines situational awareness as:

The perception of elements in the environment within a volume of time
and space, the comprehension of their meaning, and the projection of
their status in the near future.

The various knowledge management strategies highlight the importance of
understanding the link between knowledge management and learning particularly for
innovation and competitive advantage (Ahmed and Shepherd, 2010). One of the
strategies includes the technical perspective, which relies on technological tools to
access the internal knowledge of a company, however, due as tools such as e-mail,
web browsing and shared databases are readily accessible they are not strategic assets
unique to the organization. Another perspective is that knowledge management is a
human resource issue emphasizing culture and teamwork and is considered vital to
the internal learning organization, which in turn enhances competitiveness (Ordonez
de Pablos et ai, 2015).

Learning is the key component to knowledge management in any organization,
internal learning is generated by employees within an organization and external
learning is generated by employees bringing knowledge in to the organization from
external sources (Brierly and Chakrabarti, 1996). Weiss (1990:172) defines learning
as ‘a relatively permanent change in knowledge...produced by experience’. To ensure
competitive advantage there is a need for organizations to be fully aware of existing
knowledge within the organization and to ensure the speed of knowledge gain suits
the individual organization (Cohen and Levinthal, 1990).

High-speed learning is advantageous in a highly competitive market place as it allows
an organizations positioning in the market (Boisot,

1995). However, with

organizations such as the lAA, who are dependent or somewhat reactive in their
approach slower learning gives the benefit of knowledge evaluation and it also allows
external forces to develop at the same, if not, higher rate, allowing for ease of
integration (Brierly and Chakabarti, 1996). Investment in employee learning and
11

training are important components for organizational growth and knowledge
management using systematic processes to encompass the knowledge management
and training integration (O’Sullivan, 2008; Delaney and Huselid, 1996).

Ahmed and Shepherd (2010) proffer two types of learning, adaptive and generative,
both required to ensure the overall learning experience. Revans (1983) posited a
singular formula for learning which was that learning consisted of two variables,
firstly, programmed learning from books/lectures and other secondary sources and
secondly, learning based on experience, these potentially impact on training within
organizations, particularly with the changing role of technology.

2.5 Training with the Changing Role of Technology

Air traffic management has evolved substantially over the past 20 years and it has
been noted that controllers have faced an arduous challenge of an annual 4.5% growth
in air traffic (Boy, 2011). The forecast is that aircraft will be more reliant on
technology and, as such, there is the need for a human-automation team to ensure
safety as automation is an excellent operator, however technology is not a leader and it
has been inferred that both were needed to ensure overall safety management (Ziegler,
1996). There is interdependency between human and automation that requires
collaboration and coordination to achieve successful task completion, thereby creating
a human-automation team (Cuevas et al, 2001).

Ramlall and Sheppeck (2006) suggest training programs need to ensure that the
course of study is aligned to current and future business needs, which aligns itself to
the belief that is both reactive and proactive (De Mik, 2008). Therefore, the training
needs for ATCO’s are reactive to automation evolvement such as changes in piloting
technology, and also need to be proactive to ensure readiness for the oncoming
technology evolution envisioned by Cook (2007) and the partnership necessity
described by Ziegler (1996). As interdependency is apparent between operator and
automation, the training system that exists may also need to assume this type of
interdependency. A system is determined by looking at the interdependence of all its
variables (Buckley and Caple, 2009).
12

Buckley and Caple (2009:22) proffer the difference between an open training system
and a closed training system, outlining how open training systems are proactive in the
trainers approaeh with ‘outputs that include the knowledge, skills and attitudes
acquired by trainees’. In the past, the main training system used by organizations
would have been closed systems, which was unresponsive to organizational needs
(Buckley and Caple, 2009)

Research is needed to explore whether the automation evolution and training courses
for ATCO’s are balanced, not only for current needs but future expectations.
According to Endsley and Kiris (1995), people who in their work environment rely
strongly on automation lose proficieneies in eomplex tasks, for example, maintaining
situational awareness and there are increases in reaction times to correct problems
when automation fails. Honeywell et aJ. (2000) posit that if there is a failure in the
automation-operator system, in that, there is an issue with the shared understanding of
the situation or issues, this is due to the inadequate mental model the user has of the
system, thereby leading to increased workload and automation surprises.

Wickens et al. (1997) note that technology can aid human operator performance by
keeping the operator informed, trained, in the loop and ensuring that technology and
automation are both flexible and adaptive. Wickens et al. (2014) continue by
indicating that the important goal of human interaetion with systems is that it
enhances performance, increases safety, and increases user satisfaction.

The human factors element between automation and operator highlighted above
clearly depicts that training requirements are not simply a matter of ticking the box,
but rather they need to be tailored to each industry depending on the interdependeney
between user and machine. Dauda (2014) highlights the importanee of ensuring
employees are fully committed to change in technology and its training courses
eannot be overlooked when it eomes to ehanging job funetions and training as there
will be constant changes in technology and job functions, therefore the organizations
response to these changing environments is key to ensuring commitment and adequate
training (Dauda, 2014).
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The Air Traffic Management sector could be considered a specific-knowledge sector
where rigid application procedures are adhered to, as a specific skillset is required to
carry out the functions of air traffic controlling with a 6% pass rate on initial
application. (Eurocontrol, 2014). The continuous training involved for ATCO’s is a
vital component to the job. The industry is considered to be one of the most stressful
in the world due to the need to maintain high levels of concentration over long periods
of time along with the necessity to prioritise significant amount of tasks and rapid
decision making skills as any deviation from the above can lead to detrimental results
(Aerotime.com, 2015). Kuo-Wei et al. (2011) posit how the rapid growth in aviation
over the last two decades, with the same expected growth going forward, shows there
has been a predominance of pilot automation which has delegated the pilot to the role
of supervisor rather than operator. Kuo-Wei et al. (2011) also highlight the statistics of
aviation errors given by Darby (2006) where:

Statistics show that 55% of accidents can be attributed to the flight crew,
the aircraft accounts for a further 17%), the weather 13%o, airport or air
traffic control 5%o, and all others accounted for 10% of accidents from
1996 to 2005. (Kuo-Wei et al.,20\\\\51)\).

With expected adaption by ATCO’s to new systems, increased automation and
potential out of loop situations previously discussed, the exploration of training gaps
and training needs is important to ensure technology adoption by ATCO’s. The
adaptation of the new systems will be determined by the intended user’s adoption of
the system in question (Bekier et al, 2011). Employees without proper training will
likely have problems understanding the system and be more reluctant to use it
defeating the very purpose of new technology (Igbaria et al, 1997).

Research has shown that training is a significant influence on technology use and
adoption (Lewis et al, 2003). It has been noted that older adults take longer to cover
the training material (Hedge and Borman, 2013). In contrast, other research has also
shown mixed results on whether age has a bearing on training courses, it seems to
depend on how performance is measured internally and what experience and
behavioural attitudes employees possess (Nair et al., 2007). Three key issues have
been identified (Armstrong-Stassen and Templer, 2005) with training, one of which is
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been looked at in this research, that is the potential requirement to tailor training to age
group needs (Allen and Hart, 1998). Experience, particularly in the transport sector,
has been shown to combat aging affects (Marrow et al., 1994) and that experienced,
older pilots showed greater recall memory (Marrow et al, 2003).

Different authors reason that there are various factors in the automation and user
symbiosis, Riley (1994) cites trust in the automation as a factor in its acceptance,
Thompson and Bailey (2000) discuss age as a reason, other reasons include
understanding and ease of use. It can be assumed, therefore, that trust; age and
experience will play a key role in future automation in ATM.

2.6 Age and Technology

Singh et al (1998) posit an inverse correlation with age and training, in their research
older employees with years in service did not feel that there was a need for training,
however, they found that training had a positive correlation to education,
communication skills, job satisfaction, knowledge level and years of experience. There
are various strategy concepts regarding the relationship of age and training including
that semantic knowledge should be utilized with training plans for older employees
(Sharit et al, 2003), and the need to use analogies to aid the linking of training and
technology (Pak et al, 2000).

The affect of age and how it plays a role in technology use and acceptance was
examined by Morris et al (2005) and it has been suggested that even-though age may
be a barrier specifically with regard to anxiety of role adaption, age also allows for
more willingness to try (Turner et al, 2007). It has also been suggested that gender
differences in older workers have important implications in devising technology
implementation but that in the newer generation there was less implications due to
perhaps a bigger amount of exposure to technology allowing for ease of technology
adoption (Morris et al, 2005) and that different groups of employees in an
organization take different factors into account when determining use and adoption of
technology (Morris et al, 2005)
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Mn et al. (2009) in their research titled, ‘Situation awareness and performance of
student versus experienced ATCO’s found that whilst performance did not differ
between students and experienced ATCO’s in many variables examined, it was found
that when it came to situational awareness in high density traffic that the student was
more negatively affected, thereby highlighting Senge’s (1990) concept of personal
mastery and proficiencies that arise over time.

Research has illustrated that age is a factor that management needs to take into account
for technology adoption (Morris and Venkatesh, 2000) as age brings various ideas and
challenges to workplace management when it comes to any implementation plans
(Hannam and Yordi, 2011). In their report, Hannam and Yordi, highlight the different
communication requirements for the different age groups currently employed by the
Federal Aviation Administration (FAA) and their communication requirements, which
after vast research highlighted varying prerequisites dependent on age group.
(Business of Government Magazine, Spring 2011).

A key issue with the short-term adoption of technology is the perceived usefulness of
the technology for job enhancement and job performance (Davis, 1989). The use of
new technology depends on the importance attached to the extrinsic factors and it is
important to understand the differences younger and older groups attach to this
(Morris and Venkatesh, 2000). Long-term adoption of technology on the other hand is
dependent on individual, independent assessment of the perceived benefits of the
technology (Morris and Venkatesh, 2000; Warshaw, 1980). This infers that trust in the
benefits of new technology to ensure job enhancement and job performance is also a
factor in technology adoption.

2.7 Trust and Technology

Trust in technology is a critical component in management to ensure optimal
organizational outcomes (Riley, 2006; Muir, 1987). Technology with all of its
operational reliability and accuracy may fail if the user has any issues with its
trustworthiness (Bagheri and Jamieson, 2004; Sheridan, 1988) particularly as trust
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influences the impact of technology in safety-critical systems (Grabowski and
Sanborn, 2003).

Research findings suggest that for optimal results, training should include some
background knowledge to the technology as well as experience using the aid as
without proper instruction, distrust can rapidly increase particularly if the technology
malfunctions and the user cannot reason why. (Uden et al., 2013; Dzindolet et al.,
2005). The research findings of Grabowski and Sanborn (2003) correlated with
Dzindolet et al. (2005) as Grabowski and Sanborn found that familiarity, confidence
and satisfaction in the operator’s role aided the use of technology and this in turn
accentuated Riley’s (2006) concept that technology adoption by operators was
determined by their overall confidence, knowledge and experience leaning towards a
type of experiential training or learning style (Kolb, 1984).
A human-automation team is more beneficial particularly in specific knowledge
industries where safety is a key factor (Cummings et al., 2012; Ryan, 2011). Trust is
defined as the willingness of one party to be dependent and vulnerable to the actions
of another party with the expectation that the other party will perform that action with
or without the ability to monitor or control that party (Myer et al., 1995). Trust
positively influences behavioural intent by essentially depicting the individual’s
expectation of technology performance and the individual’s readiness to overcome
uncertainty (Pavlou, 2003). It is posited that the Technology Acceptance Model
(TAM) (Davis, 1989) is one of the foremost frameworks in determining technology
adoption (Belanche et al., 2012; Carter and Belanger, 2005).

Recent research examining the interaction between ATCO’s and automation,
particularly automated conflict detection tools, found that when there was 100% trust
and confidence in the tool, ATCO’s performed faster with increased accuracy,
however, it was found that in situations of imperfect automation, where there was a
lack of trust, ATCO’s felt more at ease disregarding the tool (Giddens, 2013;
Yamamoto, 2013; Rovira and Parasuraman, 2010). NextGen concepts were simulated
to ATCO’s in another study and it was found that with the increased automation,
ATCO’s experienced a more passive supervisory role:
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“Experienced they were unable to form expectations on traffic behavior
on the basis of their own intentions, so they were more heavily occupied
with tracing and integrating automation behavior into their mental
picture to understand what is happening and project what the system is
going to do. ” (Schultz & Eissfeldt, 2014 cited in Stanton et al, (2014:
514)

With the introduction of new automation (4-D trajectory management) to ATCO’s in
the research (Schultz and Eissfeldt, 2014) by means of a simulation various findings
where analysed. The result inferred potential recommendations for ATCO selection.
The findings in the research were an implied shift of job requirements for Terminal
Maneuvering Area ATCO’s to a ‘higher demand of vigilance, high demands for
perceptual speed, problem solving and situational awareness’, and as such their
concluding sentence was an infeiTed change in job skill requirements that may need
different recruitment and training programs (Stanten et al, 2014: 514). This research
highlighted that proactive training courses are definitely an area where future
automation pairing with controllers, needs to be addressed to ensure job continuity and
to ensure that ‘trust’ in the system is obtained by all users new automation as trust is a
universal issue with technology adoption across the different age groups (McCloskey,
2006).

2.8 Conclusion

The literature review has analysed the secondary data and highlighted a research area
that requires further exploration, which is the relationship between age, training and
technology.

It explored variables such as knowledge management, skillset

management and trust that directly impact technology adoption after examining the
exiting theory on job roles and technology. The training and technology section
inferred that age has a large part to play regarding technology adoption and the section
also highlighted theories on how age impacts technology adoption. The literature
review highlights key areas that may impact the relationship between age and
technology, such as increased systems overview knowledge and trust, noting these can
increase job related performance.
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The analysis of the seeondary data allowed for a hypothesis to be developed to
eonduet the researeh. The existing body of text did not inelude mueh theory or
researeh of the relationship between age and training on teehnology in the Irish Air
traffie management system and, as sueh, offered an opening for researeh to be
eondueted whieh was further enhaneed by a suggested researeh gap with training and
age on teehnology.

19

Chapter 3: Research Methodology

Chapter 3: Methodology

3.1 Introduction

In the previous chapter, the literature review explored the factors that technology
impacts within an organization. Following on from this, the following factors have
been identified for exploration to determine technology adoption:

•

Age

•

Training

•

Systems Overview Knowledge

•

Job Related Performance

This basis infers the research methodology to be used to conduct this study. The study
is descriptive as it places emphasis on a description of the Irish ATCO’s within ATM
(Mouton and Marais, 1990). As the aim of the research is to explore the relationship
between age and training on technology, the objectives outlined in the next section
need to be met and require analysis. The chapter will discuss the theory behind the
research methods chosen to conduct the research and will explore how and why the
quantitative methods of descriptive and inferential statistics were used through the use
of questionnaires and will outline the limitations that occurred.

3.2 Research Aims and Objectives

The research study is seeking to examine whether age and training have any impact
on technology adoption within the Irish ANSP. The aim is to explore whether or not
age/years in service impact technology adoption in order to determine whether there
is a training gap that needs to be filled.

Leading from this is the exploration of training’s impact on technology adoption,
whether current training is meeting controllers’ needs to ensure technology adoption.
The key questions to be explored are:
20

11
O

•

Research Question 1: Is there a relationship between training and technology
use in ATM?

•

Research Question 2: Is there a relationship between age and technology use
in ATM?
■

Research Question 2.1: Is there a relationship between age and systems
overview knowledge in ATM

■

Research Question 2.2: Is there a relationship between age and job
related performance in ATM

The objective of the study is to test the relationship between age and training in
technology use and adoption in the lAA by examining the relationship statistically,
using age and training and independent variables, against technology adoption, which
is the dependent variable. The following steps will be taken to explore the
relationship:

•

Age and training will be explored using descriptive analysis to examine the
whether there is a training need, this will then be further analysed per age
profile.

•

Descriptive analysis will be used to examine the relationship betw^een age and
technology adoption to find out whether there is a relationship between the
two variables.

•

Using SPSS for a two-way group factor ANOVA will validate the descriptive
analysis. This will statistically analyse the relationships between the three
variables being examined and will also determine validity of the exploration.

The descriptive analysis and ANOVA will allow answers to be inferred to the first
two questions outlined above. All three are linked to determine quantitatively the
impact of age and training on technology adoption.
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3.3 Qualitative versus Quantitative Research

To facilitate the choice of research paradigm, quantitative and qualitative research
methods were examined. As the research is seeking to explore the relationship
between variables by statistically examining significance, the assumption is that the
research will be deductive indicating that a quantitative approach would be most
appropriate as qualitative research is considered inductive in design and tends to
generate theory through observation (Morgan, 2014).

Tashakkori and Teddlie (2010) proffer the components of quantitative analysis as
being descriptive and inferential analyses, positing that descriptive analyses allows for
increased understanding of the research and that inferential analyses infers predictions
about a population. This aligns itself to the study aims and objectives outlined in
section 3.2 above. Contrastingly, qualitative data analysis seeks to analyse interpretive
data (Tashakkori and Teddlie, 2010) and group the data into themes to allow collation
and representation (Creswell, 2007).

As the aim of the study is to explore relationships between variables by using
descriptive and inferential statistics through hypothesis testing, quantitative data
analysis is the most suited to aid in achieving the objectives set out. Continuing with
this analyses choice, the research paradigms will be examined to determine best fit for
the overall research.

3.4 Paradigm Theory

To further explore the relationship between variables, hypotheses were developed to
test for validity or non-validity, which are by their nature deductive (Gulati, 2009).
Deductive research examines relationships between variables leading to a
development of hypothesis that requires validity or rejection (Snieder and Lamer,
2009). To determine the research design for this study, firstly the theories were
explored to establish which research theory had the best fit and to explore whether
causal or correlation links were more suitable. The three main research theories that
were considered for this research were positivism, interpretivism and pragmatism.
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The impact of paradigms on research methodology is an important consideration, as
the study will be conducted using the selected paradigms beliefs and practices
(Weaver and Olson, 2006).

Cuba and Lincoln (1994) state that a paradigm is a set of beliefs that allows research
to view the relationships and views of individuals in a worldwide context, specific to
their own world. This coincides with the interpretivist approach, where it has been
noted by Blaikie (2007) that it is important in any study of social phenomena to
understand the social world individuals have constructed through their personal
activities. Klenke (2008) in his description of interpretivism seems to contradict
Burrel and Morgan (1979), by proposing that the interpretive paradigm is actually a
group of paradigms that are used to embrace multiple realities.

To properly

understand this, he proffers that these multiple realities require understanding on an
individual basis by relating the use of human actions to their individual environments
(Klenke, 2008).

Contrastingly, pragmatism does not conform to one philosophy, rather it focuses on
the ‘what’ and ‘how’ of the research (Creswell, 2001). Due to its non-conformity to
either positivism or interpretivism, it is considered to be the middle ground to both
and, has been proffered to be the underlying paradigm to a mixed-method research
(Tashakkori and Teddlie, 2003). The pragmatist approach to mixed-method research
is also proffered by Teller (2010), who in agreeing with Tashakkori and Teddlie
(2003), believes the pragmatist association to mixed-method research to be useful as
it employs any research method that is useful to conduct a research.

Where Bryman (2001) believes that looking at problems socially in a scientific
manner is not appropriate, the positivist view suggests that positivists rely on an
unbiased, stable sense of reality, which is readily observable with objectivity (Levin,
1998). Sarantakos (2005) proposes any research needs to be derived from sensory
experiences and then scientifically examined. As such, the positivist approach can be
described as systematic with unbiased specific results (Kura, 2012; Bums and Grove,
1993). Positivists seek to use science to confirm or falsify research and posit that
there is a requirement for objectivity to facilitate this (Onwuegbuezi, 2002).
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This study is aiming to examine whether age and training have an impact on
technology use and adoption by developing hypotheses to aid in the exploration of
the research question as outlined in section 3.2. As a consequence, after examining
the three main paradigms, the most appropriate paradigm for this research is
considered to be positivism using quantitative analysis, with descriptive and
inferential analysis to examine hypotheses. However, the issue does arise regarding
inputting a safeguard to the analysis to ensure informed reasoning of the data
collected. To introduce this safeguard a subjective method is required, thereby
qualitative, and following the above paradigm descriptions, interpretivist in its
philosophy. This adds another dimension to the paradigm discussion on this research.

A multi-method or mixed method approach combines both the quantitative and
qualitative data (Greene, 2007; Bryman, 2006). There are various reasons for using
mixed method including explanation, where one method is used to help explain the
findings generated by another (Bryman, 2006); Illustration, where qualitative data is
used to put ‘meat on the bones’ of quantitative data (Bryman, 2006). The level of
interaction between the two methods of qualitative and quantitative research requires
exploration to determine whether there is a dependent level of interaction or
independent level of interaction (Greene, 2007). For this research the qualitative data
will only be used to act as a safeguard to the analysis of the quantitative data on
training and as such both quantitative and qualitative data will be independent of each
other where the two strands of data collection will only be used in interpreting the
data at the end of the study (Greene, 2007).
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3.5 Research Design

3.5.1 Secondary Research

Secondary research is the data collected from other researchers and institutions and
includes literature, documents and articles (Bryman and Bell, 2007). It can be both
internal and external and in this research both types were examined to aid in
determining the research to be conducted and the research methods. Commercial
providers such as Elsevier and Emerald were examined to explore articles in journals
relevant to this research, books were also used and the websites relevant to the
industry sector were also used to get background knowledge and published reports.
The list of secondary data includes:

•

Journals used include: MIS Quarterly; Aviation, Space and Environmental
Medicine; Safety Science; Ergonomics; Human-Computer studies; Human
Factors; Information Systems; Strategic Management; Economic History

•

Commercial providers: Elsevier; Emerald

•

Websites: lAA; Euroconrol; Harvard Business Review; Technology Review;
Yale; Iridium, Aviation Week; Flight deck automation;

•

Books/Magazines: HR Management, CIPD; Education books on HR, Business
Research, Computer Technology

The above list whilst not exhaustive but gives a clear indication of the secondary
research conducted to collect data for the research. Secondary data was the start point
for the research and was as important as collection of primary data (Churchill, 1999).
The secondary data allowed for the questionnaire to be drafted using terminology
from the Journal of Aviation, Space and Environment Medicine and the Journal of
Human Factors. These two journals were used in the review in Chapter 2.

3.5.2 Primary Data

Positivism is objective in nature (Sale et al., 2002) and uses quantitative measures that
will suit the collection of the primary data for this study due to the interaction and
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relationship testing requirements for the exploration between the variables in the
outlined study. Gamer et al. (2009) posit that quantitative research is generally used
to identify variables in order to establish a relationship between them. It is used to
quantify or numerical satisfy a query. The historical view of quantitative research is
that it is strictly part of the positivist paradigm (Sage, 2010).

There are various design methods to choose from to establish outcomes (McNabb,
2004), which include causal research which is quantitative in nature by analyzing
results to infer meaning (Bayens, 2010); exploratory research is used when little is
known about the subject matter and because of this is normally used with another
research design (McNabb, 2010); descriptive research, which is both concrete and
abstract and tends to ask the ‘why’ questions of exploratory research (De Vaus,
2001); the most beneficial for hypotheses testing is descriptive.

As descriptive research is based on quantifiable results it can be used to aid in the
validity and fact gathering of the quantitative results (Bulmer, 1977). It will assist in
excluding any potential manipulation or control (Parahoo, 1997). Complementing the
descriptive quantitative research method, the inferential statistics will also be used to
explore the relationship between the variables. Inferential statistics are also
considered quantitative in design (Yoost and Crawford, 2006). It is generally
considered useful for testing hypothesized relationships derived from theory
(Kiekofner, 2006). The explanatory design of hypothesis research aids in exploring
the extent to which variables eo-vary (Creswell, 2008). In this study five hypotheses
were developed to aid in the reasoning for the statistical results using the descriptive
method.

3.6 Data Collection

In a non-experimental positivistic, quantitative researeh design the main type of data
collection is surveys (Woodhead and Wicker, 2005). As questionnaires are the main
type of survey tool for collecting quantitative data, they will be used to earry out the
research (Woodhead and Wicker, 2005). Research at an empirical level is ‘a level of
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knowledge that is verifiable by experience or observation’ (Zikmund, 2003) i.e. the
researcher conducts experiments, observations, surveys.

3.6.1 Questionnaires

A questionnaire was used in the study, as it is a direct method to obtain the
information required (McColl 1993); Questionnaires are generally structured with a
choice of set possible answers to allow for ease of analysis (Goodwin and Goodwin,
2001). Questionnaires can contain both quantitative and qualitative elements by using
open and closed questions (Bums and Grove, 1993) offering objectivity in a research
proposal that is mainly subjective in its approach (Polit et ai, 2001). Questionnaires
remove interview bias but are not without their limitations, in that they do not provide
the flexibility that interviews have (Mills et al, 2010).

A questionnaire was drafted with specific section headings outlined below following
the conclusion of the literary review. The literary review (chapter 2) allowed for
hypotheses to be drafted outlining a need to explore the interaction of age and training
(independent variables) on technology (dependent variable). The questionnaire was
stmctured to ensure all the participants have the same possible choice of answers
(Polansky, 1995). The questions in the questionnaire are mainly closed to allow for
statistical analysis (Beri, 2010), however, there are open questions to allow for
inference of the results as outlined in section 3.3 of this chapter. A negligible
interpretivist approach will be taken to highlight reasoning for certain answers, which
can only be inferred through qualitative data.

The questionnaire consists of 25 questions including a demographic section; within
the questionnaire there are a total of nine questions using the likert scale. For ease of
statistical analysis each option was coded using numbers including the Likert scale
options. The likert scale gives attitudinal responses (Brace, 2008) however. Brace
proffers some limitations such as internal bias regarding this scales such as the order
effect, which suggests a natural tendency to concentrate on the left side of the scale
(Artingstall, 1978), and the central tendency, which is the tendency for respondents to
stay in the centre of the scale (Albaum, 1997).
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The design of the questionnaire used in this study was aligned to the literary review
analysis to deteiTnine the required outputs for analysis. The outputs that are required
for analysis are:

•

Age and Technology Adoption

•

Training and technology adoption

•

Age and systems overview knowledge

•

Age and job related performance.

To compute the four hypotheses the questionnaire was broken down into six sections
as follows:

1. Demographics
(This section was completed with the aid of the pilot study for terminology of
ATCOJob function)
2. Automation
(This section was completed with the aid of secondary data and the pilot study
for current systems in use in Ireland)
3. Training
(This section was completed with the aid of secondary data)

4. Influence of Age/Experience on Job Performance
(This section was completed with the aid of secondary data from the Literature
Review and also from templates on Survey Monkey)
5. Factors that influence Job Performance
(This section was completed with the aid of data collated through literature
review)
6. Influence of Technology on Job Performance
(This section was completed with the aid of data collated in the literature
review.)
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Statistically, the independent variables used were age and training and the dependent
variable used was technology adoption.

As stated, the research uses some qualitative data specifically as a safeguard for the
questionnaire design and, as such, there is an overlap of both qualitative and
quantitative methods. When used together, the two methods allow for a more in-depth
analysis of the research (Tashakkori and Teddlie, 1998; Greene et ciL, 1989).
Qualitative research examines both the ‘why’ and ‘what’ in data (Blumberg et ai,
2005) and it is deemed to be of use to this study as according to Alston and Bowles
(1998), it is based on the belief that reality depends on peoples experience and their
interpretation of these, and as such is socially constructed.

3.6.2 Coding of Questionnaire for Statistical Analysis
The questionnaire consisted of nine Likert scale questions. Age groups were coded 15, questions that had yes/no answer choices were coded 1, 2 respectively and each
statement within the Likert scale was also numerically coded to allow for correlation
and comparison. An SPSS spreadsheet was set up and the data from the
questionnaires was transcribed into this. This allowed for a validity check on data and
allowed for a statistical representation on the key areas of the research.

The data transcribed and the numerical code (Appendix 4) for each answer for the
initial analysis was as follows:

Example 1:
Questionnaire Section 1, Question 2 - Age Groups. Each age group had a number
assigned to it to allow for ease of calculating statistics.
Age group

Code Assigned

20-30
31-40
41-50
51-60
60+
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Coding of the age profiles allowed use of the demographic in the statistical analysis
where the assigned number was input to the SPSS program rather than the age group.

Example 2:

Questionnaire Section 3, Question 2 - Requirement of Training. There were two
options given to respondents and these were assigned numbers for statistical calculate.

Answer

Code Assigned

Yes

1

No

2

Coding was used to allow for statistic analysis of the text response options in the
questionnaire where all yes responses were inputted using the numerical code
assigned to it, 1.

Example 3:
Questionnaire: Section 6, Questions 1 - Technology’s effect on Job Performance. A
Likert Scale was used. Each response option was allocated a number code for
statistical calculations.

Answer Options

Number Assigned

Very Much Disagree

1

Disagree

2

Somewhat Agree

3

Agree

4

Very Much Agree

5

Each available response on the Likert Scale statements was assigned a numerical
code. The responses were calculated on an individual basis and added per Likert
scale. These total numbers were then used for the pre-coding of the SPSS spreadsheet.
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3.6.3 Statistics used to Determine Data

The questionnaire was designed to allow for descriptive and inferential and
descriptive statistical analysis. Nominal scales were used through dichotomous
response options of Yes/No. Interval Scale was used with the age grouping, as there
was the same distance between answer options (31-40; 41-50). Ordinal scales were
used throughout each section of the questionnaire with Likert scales.

The descriptive analysis was conducted using univariate analysis where one variable
at a time was explored and results were given in percentages through bar charts.
Histograms were also used to depict ordinal responses. Statistically, one the main
method of measuring central tendency is through use of the mean (Gilner and
Morgan, 2009), the measure of dispersion was calculated with the standard deviation
(Walford, 2011), which calculated the average amount of variation around the mean.
There is no independent or dependent variable in descriptive analysis (Campbell and
Stanley, 1963).

A one-way analysis of variance (ANOVA) was conducted to measure the relationship
of two variables at a time to explore the relationship between each variable (Babbie,
2010). The inferential data used to determine relationship was conducted through
hypotheses, a null hypotheses (Ho) is the base hypotheses where there is no difference
in the relationship and the alternate hypotheses (Ha) is where differences can be
generalized. With inferential statistics in general, a 95% confidence interval is used
for validity and as such the data will have to correlate or interact to 5% or 0.05.
Therefore, p = 0.05 and if the results show a value less than 0.05 then there is
significant interaction, if the results show a value higher than 0.05 there is no
significant interaction. The 0.05 value indicates that only 5% of the observation is due
to randomization allowing for validity of the testing. The two one-way ANOVA’s
used were between age and systems overview knowledge, and age and job related
performance.

A two-way analysis was conducted using a two way ANOVA where age and training
were used as independent variables and technology was used as the dependent
variable. The ANOVA showed the significance value of variables, whether there was
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an interaction or relationship between the variables and a two way ANOVA allows
testing of three possible hypotheses (Marcoulides and Hersberger, 1997). The r
squared value showed how much variance one variable experienced due to the other
variable. The two-way analysis is considered inferential in design and significance
factor is again utilized. Inferential statistics has two types, parametric and nonparametric. Parametric tests interval data and the non-parametric tests the nominal or
ordinal data.

In ANOVA hypothesis testing the F statistic is the statistic used for analysis of
variance. The larger F statistic, the less likely it is that the difference is due to natural
variance but rather is more likely to be the difference between samples. Each F
statistic is a ratio of mean squares. ANOVA separates the data set variation into two
parts: between groups and within groups, these are called the sum of squares. The F
ratio is calculated by dividing the mean of between groups by the mean of within
groups.
Levene’s test for equality of variance is also used in ANOVA to test the assumption
of homogeneity of variance. If the value is higher that 0.05, homogeneity is met. If
hypothesis fails the r value is the effect size, which shows the variability in the
dependent variable that can be accounted for by the independent variable, it is
calculated by square root, F value divided by the F value + df error.

The technology used for the ANOVA was IBM’s statistical package for social
sciences (SPSS) and Microsoft excel was used for the descriptive analysis. Upton and
Cook (2008) posit that the deduction process of data analysis is inferential as
inferential statistics infer meanings about a population.

3.7 Pilot Study

As pilot studies aid in understanding and phrasing logistical questions and also
substantiate the research questions (Yin, 2011). It was felt that a pilot study would be
pivotal to the questionnaire design, particularly with the terminology requirements for
this industry sector. The reason a pilot study was used in this research was to ensure
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data such as language was correct; to evaluate the time it took to complete the
questionnaire and any grammatical errors or unnecessary questions that could be
corrected (Hulley, 2007; Polit et al., 2001).

Once the questionnaire was drafted, a pilot study was undertaken to aid in ensuring
the accuracy of the questionnaire and to help determine whether the questions allowed
for the responses required for the research. Reporting on the issues found in pilot
studies ensures the ethical obligations of the research are met (Teijlingen and Hundle,
2007). The list of issues found with the original questionnaire are shown below, four
people took part in the Pilot Study;

1. Some of the phrases in the Likert scale (Section 4) did not suit the pre
determined response scale and needed to be rephrased to suit the
response ‘Beneficial to not Beneficial’.
2. The Likert Scales had not been numbered 1 - 5.
3. Air traffic Controller was used interchangeably with ATCO rather than
having one term.
4. Demographics Section: helped with the terminology regarding current
job function/title
Amendments made to the Questionnaire

1. The Likert Scales were numbered 1 - 5
2. Two phrases in the Section 4 likert scale were edited to suit the
response of Beneficial rather than Agree
3. All references to Air Traffic Controller were changed to ATCO
4. Demographics Section; Put in all the current ATCO job titles

An explanation was added to the beginning of the questionnaire outlining the reason
for the questionnaire and stating that it would only be used to conduct a Master’s
Degree thesis. An addendum was added to the end of the questionnaire, once again
reiterating that it would only be used for a Master’s Degree thesis and giving contact
details should anybody require a copy of the results. This was for ethical purposes.
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3.8 Research Ethics

The goal of ethics in research is to ensure that no one is harmed or
suffers adverse consequences from research activities. Cooper and
Schindler (2001: 112)

Bui (2014:88) discusses the Nuremberg Code regarding research ethics and
synopsized the Nuremberg Code into three main research ethic standards:

•

Voluntary informed consent

•

Avoiding mental and physical pain and suffering

•

Weighing risks against the expected benefits

As the research conducted is focused on quantitative, descriptive and correlative
analysis, an outline of questionnaire data and the reason for the study was given to all
participants to ensure there was no ambiguity or fear regarding the research direction.

The questionnaire was e-mailed to the operations manager to allow a check to be
conducted ensuring that the questionnaire did not harm or inadvertently cause any
adverse reactions to the organization. An agreement was made that findings would be
confidential and a full copy of the research would be given to the organization on
completion.

3.9 Sampling of Participants

As the air traffic management sector is specific and, as such, could be considered a
typical case where the Irish air traffic management is representative of the sector.
Two types of sampling were used, purposive and stratified. As the sample is small,
purposive sampling will allow selection of knowledge specific, key people to
interview (Whitely and Kite, 2012). Purposive sampling is defined as:
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A form of non-probability sampling in which decisions concerning the
individuals to be included in the sample are taken by the researcher,
based upon a variety’ of criteria, which may include specialist
knowledge oj the research issue, or capacity and willingness to
participate in the research. (Jupp, 2006: 244).

A single unit purposive sample will be used. One of the limitations of this type of
sampling is subjectivity (Jupp, 2006) particularly as the proposition of this research is
to ensure objectivity and as such clear reasoning is required to ensure objectivity in the
sampling.

Stratified sampling was also used as two groups could be formed from the population
and one of those groups was chosen to conduct the research. ATCO’s are divided into
two groups - en route controllers and tower/terminal controllers. The total number of
ATCO’s is 293, 190 of which are en route controllers and 103 of which are
tower/terminal. The tower/terminal group was used for this study, therefore 35% of the
total population.

With regard to the sampling for the questionnaires, a total of 80 questionnaires were
sent out ATCO’s asking them to participate in the questionnaire. Stoker in Strydom
and de Vos (1998:192) regarding population size proffered that, of a population of
100, a sample size of 40-45% would be required. 80 questionnaires make up 78% of
the tower/terminal population. Of the 80 candidates 43 completed the questionnaires
within the allocated timeframe giving a 54% response rate which according to Nulty
(2008) in on the higher end of response rates. Participants who responded where given
a printed copy of the questionnaire to fill out and return to their Station Manager.

Limitations occurred with sampling the questionnaires. The majority of the
questionnaires were printed out and handed to the ATCO’s during their shift to fill out
and return. Seventeen questionnaires were sent by e-mail, which amounted to 21% of
the sampling and only one response was returned by e-mail or 2%. Sixty-three were
handed to controllers to manually fill out with forty-two participating or 67% of the
ATCO’s returned the questionnaires manually. Follow up of questionnaires was not
practical in this organization.
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3.10 Validity

Patton (2004) posits three main principles to improve content validity and they include
the use of a broad sample of content, emphasis on the important material and ensure
questions are written to measure appropriate skills. A pilot study was used to
determine if the questionnaire data was correct with a particular focus on terminology
and understanding of questions being asked. Statistically, validity was checked using
Levene’s test for the inferential statistics, hypothesis testing.

Reliability involves the consistency of data collected and collated and in this study
Cronbach’s coefficient alpha was set at 5% to allow for a 95% confidence interval,
this was to ensure internal reliability. The r value or effect size was calculated for any
research hypothesis that was not valid to highlight the amount of variability in the
dependent variable that could be accounted for by the independent variable.

3.11 Conclusion

This chapter provides the framework of the methodology and instrumentation used to
conduct the research. The theory behind the study was examined particularly in
determining the aims and objectives of the research outlined in the introduction. The
reasoning for choosing positivism was outlined which determined the methodology to
be used as being objective, quantitative analysis with the use of descriptive and
inferential statistics to allow bias free results to be shown in the findings and analysis
shown in Chapter 4.

Limitations of the research methods and design have also been highlighted.
Positivism, being objective, can fail to include the social context of exploration;
inferential statistics cannot be used to determine causality; questionnaires rely on selfreport method of data collection and Likert Scales can be biased as it gives attitudinal
responses.
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Chapter 4: Research Findings

Chapter 4: Research Findings

4.1 Introduction

This chapter presents the results of the questionnaire used to conduct the exploration
of the research, exploring whether age and training impact on technology adoption.
The first section presents the hypotheses that were studied for the research. The
second section uses descriptive statistics to illustrate the breakdown of the three
variables being used in the research, age, training and technology. The third section
presents the outputs of a two-way group analysis of variance using the three variables
of the research, age, training and technology. The fourth section describes the output
of a Tukey HSD (honest significant difference) test on the two-way between group
analyses of the variables.

Following the results of the three variable analysis, the positive variable was further
analysed statistically using a one-way ANOVA with age and systems overview
knowledge and a one-way ANOVA with age job related performance of the
respondents. The final data analysed was the qualitative safeguard inserted into the
training section of the questionnaire and the response were put into themes for ease of
analysis.

4.2 Hypothesis for the research

Research Question 1 (RQl): Is there a relationship between training and
technology use in ATM?
Research Question 2 (RQ2): Is there a relationship between age and
technology use in ATM?
■

Research Question 2.1 (RQ 2.1): Is there a relationship between
age and systems overview knowledge in ATM

■

Research Question 2.2 (RQ 2.2): Is there a relationship between
age and job related performance in ATM
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4.2.1 Two Way between groups ANOVA to test hypotheses for RQl and RQ2

The study explores the impact of age and training on technology adoption and is using
hypotheses to test this. The hypotheses for the two-way analysis of variance
(ANOVA) for the research are as follows:

Interaction Hypothesis
Hypothesis 1
Ho: There will be no statistical difference with age and training on technology
adoption.
Ha: There will be a statistical difference with age and training on technology adoption

Main Effect Hypotheses
Hypothesis 2
Ho: There will be no statistical difference with age and technology adoption.
Ha: There will be a statistical difference with age on technology adoption
Hypothesis 3
Ho: There will be no statistical difference with training and technology adoption.
Ha: There will be a statistical difference with training on technology adoption

4.2.2 One Way ANOVA to test hypotheses for RQ 2.1 and RQ 2.2

The hypotheses for the one-way ANOVA are as follows:

RQ2.1:

Hypothesis 4
Ho: There will be no statistical difference with age and systems overview knowledge.
Ha: There will be a statistical difference with age and systems overview knowledge.
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RQ2.2

Hypothesis 5
Ho! There will be no statistical difference with age and job related performance.
Ha! There will be a statistical difference with age and systems overview knowledge.

4.3 Descriptive analysis of the three variables: Age, training, technology

This section provides a broad overview of the data collected using descriptive
analysis to show the age demographic of the participants and whether the participants
believed there was a need for additional training. Age and training are analysed
independently and then they are examined against technology.

4.3.1 Age Profile of Participants

Figure 1 depicts the age profile of the participants; It gives an indication of the age
range, with 43% between 20-40 years old, and 57% between 40 and 60 years old.

Figure 4.1. The Age Profile of Participants

Age Groups of Participants
■

1 = 20-30

1

17%

-

2

3

04

10%

2 = 31-40
3 = 41-50

33%

4 = 51-60
40%
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The largest age profiles are the 31-40 and the 41-50 age groups and needs to be
considered with the results of the two-way between groups ANOVA. The youngest
age group only makes up a total of 10% of the research population which may affect
results.

4.3.2 Training Requirement of Participants

Participants of the survey were asked to respond to four statements using a Likert
Scale focusing on training and technology use after which they were asked about
training changes (Are there any training changes you would like to see implemented?)
and given a yes/no response option. Figure 2 shows the response percentages to the
nominal question. The interesting factor is that 76% believe there is a training need
that would indicate this affects a high proportion across the different age groups rather
than one particular age group.

Figure 4.2. Training Requirement Response

The need for additional
training
■ Yes

No

When the training requirement was further analysed to determine which age profiles
were most affected by training, the findings were that the newer controllers do not
feel they required additional training on the systems however, there was a clear
indication that the other three age groups did feel that they had additonal training
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requirements. The breakdown in age groups of the 76% of ATCO’s that answered
‘yes’ to the need for training changes is as follows:

Table 4.1. Response to Training Requirement by Age Group
Age Group
20-30
31-40

Total Surveyed
4
16

Total that said ‘YES’
0
12

41 -50

16

15

51 -60

7

6

fNOTE: The ATCO’s in age group 20 -30 are new to controlling and have recently graduated within the last 12-24
months. After this age group the minimum years of service as an ATCO is 12 years and the maximum years of service is
42 years.)

These results were then further explored against the attitudinal responses of the Likert
scale statements. The median was taken of the Likert scale responses to highlight
current thinking of participants on training with system updates. The median was used
as Likert scales are ordinal, therefore only mode or median will be used. The median
results calculate the middle value of the range of responses to each question per age
group.

Figure 4.3. Median of Age Group comparison to Training with System Updates

Current training with System
Upgrades
Extremely Beneficial

Age Group

Very Beneficial
Beneficial

■ 20-30
Somewhat Beneficial
Not at all Beneficial

Prior PC
experience
helps with
upgrades

Simulation
Increased
Flexible
Training help Training Time Adaptation of
to familiarise for transition training time to
with new
period
individual
system
requirements

m

31-40

-

41-50

■ 51-60
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The results graphed in Fig. 3 suggest that the outlying group seems to be the 41-50
year olds when it comes to simulation training for system updates, the answer this
group gave has a strong distance from the nearest group. In order to validate the
results and check that the median results accurately reflect the participant’s response,
the mode was calculated for frequency of response.

Figure 4.4. Mode of Age Group Comparison to Training with System Updates

Current training with System
Upgrades
Extremely Beneficial

Age Group

Very Beneficial
Beneficial

■

20-30

•

31-40

-

41-50

■

51-60

Somewhat Beneficial
Not at all Beneficial

Prior PC
Simulation
Increased
Flexible
experience helpsTraining help to Training Time Adaptation of
with upgrades familiarise with for transition training time to
new system
period
individual
requirements

Regarding the simulation training both the mode and median exhibit the same
findings. The mode and median comparison of results highlights a particular variance
regarding prior personal computer (PC) experience and knowledge aiding technology
changes, it suggests that there were differences in perception within age groups with
this statement. The only age group that was consistent was the 31-40 year olds.

4.3.3. Technology
Section 6 of the questionnaire (Technology influence section, see Appendix 4)
examined ATCO’s confidence in the system and their knowledge of the
interdependencies of system updates, which was then firstly charted against the age
profiles. Figure 4.5 shows that age and the influence of system updates on job
performance in this research are inversely related. The younger controllers place
higher value on technology than the older controllers. What is noteworthy is the fact
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there is a drop in the graph with the 41-50 years age group. The 20-30 year olds and
the 31-40 year olds deviate slightly but the drop is more significant between the 20-30
year olds and the 41-50 year olds, which corresponds with the training requirements
results above. The younger controllers were less likely to have training requirements
in technology than older controllers.

Figure 4.5. The Influence of Technology on Job Performance per Age Group

Age V Technology Influence

"Age Group
"Technology Influence

Age Group

1-20-30
2- 31-40
3- 41-50
4- 51-60

The inverse relationship between age and technology when related back to training
suggests that certain age groups may have specific needs, particularly regarding
technology. The response to flexible learning to suit individual needs (Fig. 4.6) was
also noteworthy to graph as it offers a suggested reason for the results in Figure 4.5, it
suggests that 67% of the participants believed flexible learning to suit individual
needs to be either beneficial or very beneficial. It would suggest that participants in
each age profile believe that training may need to be tailored. This is also supported
with participants varying needs for background knowledge to the systems in order to
feel confident in the system.
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Figure 4.6. Flexible Training Benefits

Figure 4.7 below depicts the results of the participants when asked if increased
background knowledge of the new systems would be beneficial in giving a rounded
view of its impact on their job function.

Figure 4.7. Age Profile versus Increased Background Knowledge

Increased Background Knowledge
10

9
8

Age Group

7
6

■

5

20-30

4

«

31-40

3

.

41-50

2

•

51-60

1
0

Very Much Disagree Somewhat
Disagree
Agree

Agree

Very Much
Agree

Response

The results clearly show that the older age profile of 51-60 believe it would be
helpful, 44% of the 41-50 age profile don’t have a strong opinion that it would be
helpful; 31 % of the 31 -40 age group are in the middle regarding its benefit however
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69% of the 31-40 age group concur with the 100% of the 20-30 age group that it is
helpful to understand how the new technology works, the background knowledge, and
its impact on job function.

The results in the above graph illustrate that 74% of all participants, capturing all age
categories, either agree or very much agree that increased background systems
knowledge (the total score of section 6 of the questionnaire regarding knowledge of
back up systems, system confidence, interdependency of the systems, confidence in
functionality and systems functionality on job role) would be helpful in their job
function. Contrastingly, only 7% of participants disagreed with the statement. What is
noteworthy is that the 7% of participants that disagreed are in the same age group, 4150 year olds, this interaction will be further analysed in the Hypotheses testing
statistics, in particular the Tukey HSD in Section 4.5 below, which will statistically
break down the results.

4.4 Inferential Statistics

The descriptive analysis has shown that there is suggested relationship between age,
training and technology adoption. In order to test the validity of these results the
research hypotheses will be statistically explored against null hypothesis to find either
significant or no significant interaction between the three variables being examined.
Ho is the null hypothesis, which is the comparison hypothesis that states there will be
no statistical relationship between the variables; Ha is the alternate hypothesis or the
research hypothesis, which is the relationship to be tested. The hypothesis test will
prove which relationship is true. The validity will be set by using a level of
confidence percentage, this will show how confident the result is if re-sampling
needed to be done. The confidence interval for this research was set at 95%, there
p<0.05.

4.4.1 Hypothesis 1 - Interaction Hypothesis.

Ho! There will be no statistical difference with age and training on technology
adoption.
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Ha! There will be a statistical difference with age and training on technology adoption.

A two way ANOVA was conducted using a pre-coded SPSS spreadsheet. The
interaction hypothesis was age and training against technology adoption.

Table 4.2 ANOVA results for Age * Training
Type

III

Source

Sum

of

Mean
df

Sguares
training * age

18.340

F

Sig.

1.218

.308

Sguare
2

9.170

a. Computed using alpha = ,05

The interaction effect between age group and training was not statistically significant
with p=0.308 which is greater than p<0.05. This is also shown by the F statistic
results, F(2,41) = 1.218, where the F value is close to one. This value adopts the null
hypothesis as the F statistic depicts the distance between means of the variables and
the closer to one implies very little interaction and the alpha value or significance
value also adds to this conclusion with a value of 0.308. As there is no statistical
significance to these variables the r effect was calculated, which is the amount of
variability in the dependent variable that can be accounted for by the independent
variable, and the r effect for this hypothesis was r = 0.20.

4.4.2 Hypothesis 2 - Main Effect Hypothesis for Age

Ho: There will be no statistical impact with age and technology adoption.
Ha! There will be a statistical impact with age on technology adoption

When age as an independent variable was tested to see if there was a statistical
relationship to technology adoption, the results showed that there was a statistically
significant relationship between the two variables with p=0.007 which is less that the
set value of p=0.05. This thereby negated the null hypothesis and validated the
research hypothesis.
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Table 4.3 ANOVA results for age
Type

III

Sum

of

Source

Mean
df

Squares
age

F

Sig.

4.788

.007

Square

108.128

3

36.043

a. Computed using alpha = .05

The full result is F(3,42) = 4.788, p = 0.007. This indicates that as there is a larger F
statistic, it is more likely that the difference between samples is due to factor being
tested rather than the natural variation within a group. The F value/ratio is also higher
showing greater distance between the means of the variables being tested.

4.4.3 Hypothesis 3 - Main Effect Hypothesis for Training

Hq: There will be no statistical impact with training and technology adoption.
Ha! There will be a statistical impact with training on technology adoption

When training as an independent variable was tested against technology, the
dependent variable, to see if there was a statistical relationship between the two
variables, the results showed that there was no significant statistical relationship
between them with p = 0.952 which is greater than p = 0.05. This validated the null
hypothesis and invalidated the research hypothesis.

Table 4.4 ANOVA results for Training

Type

III

Source

Sum

of

Mean
df

Squares
training

.028

F

Sig.

.004

.952

Square
1

.028

a. Computed using alpha = .05

The results showed F (1,42) = 0.04, p = 0.952. This is a strong rejection of the
research hypothesis and validation of the null hypothesis. The distance F = 1 clearly
indicating a strong null hypothesis adoption with and F value of less that one and a
alpha value of 95%. This indicates that if the test was re run there is a 95% chance
that the results will vary. As the research hypothesis was rejected the effect size was
calculated to determine the variability of the dependent variable that can be accounted
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for by the independent variable and the value was found to be r = 0.01 indicating very
little if any interaction between the two variables.

4.4.4 Age and Training on Technology Hypothesis Conclusion

Hypotheses results:
There will be no statistical impact with age and training on technology adoption.
There will be a statistical impact with age on technology adoption
There will be no statistical impact with training and technology adoption.

The two-way between-groups ANOVA that was used to explore the whether there
was any interaction between training and age on technology showed that there was no
significant statistical relationship between training and technology adoption, however,
it did show a statistical relationship between age and technology. The ANOVA does
not indicate where there is a statistical relationship; in this case, which age groups
have a strong interaction with technology adoption. In order to explore what age
groups have a statistical relationship a comparison test is used and in this case the
Tukey HSD test.

4.5 Comparison Test for Age

In order to determine which age group was most affected with technology adoption a
Tukey HSD (honest significant difference) test was carried out. This was to validate
the descriptive analysis between age and teehnology. The post-hoc comparisons using
Tukey HSD test indicated that the mean score for the 20-30 years age group (M =
37.3, SD = 1.5) was significantly different from the 41-50 years age group (M =
31.13, SD - 2.96) and the 51-60 years age group (M = 29.86, SD = 2.7). The 31-40
years age group (M = 34, SD = 2.7) did differ significantly from the 41-50 years age
group and 51-60 years age group, but did not differ significantly from the 20-30 years
age group.
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Table 4.5 Tukey HSD age group comparison
Dependent Variable: TechKnow

(l)age

20-30

31-40
Tukey HSD
41-50

51-60

(J)age

Mean
Difference (l-J)

95% Confidence Interval
Std. Error

Sig.
Lower Bound

Upper
Bound

31-40

3.25

1.53381

0.166

-0.8809

7.3809

41-50

6.1250'

1.53381

0.002

1.9941

10.2559

51-60

7.3929'

1.71975

0.001

2.7612

12.0245

20-30

-3.25

1.53381

0.166

-7.3809

0.8809

41-50

2.8750'

0.97007

0.026

0.2624

5.4876

51-60

4.1429'

1.24337

0.01

0.7942

7.4915

20-30

-6.1250

1.53381

0.002

-10.2559

-1.9941

31-40

-2.8750'

0.97007

0.026

-5.4876

-0.2624

51-60

1.2679

1.24337

0.739

-2.0808

4.6165

20-30

-7.3929'

1.71975

0.001

-12.0245

-2.7612

31-40

-4.1429'

1 24337

0.01

-7.4915

-0.7942

41-50

-1.2679

1.24337

0.739

-4.6165

2.0808

Based on observed means.
The error term is Mean Square(Error) = 7.528.

*. The mean difference is significant at the .05 level.

4.6 Age and Systems Overview

Hypothesis 4
Hq: There will be no statistical difference with age and systems overview knowledge
Hi: There will be a statistical difference with age and systems overview knowledge

As age was the variable showing statically significant interaction with technology
with the hypotheses test, this was further explored using a one-way ANOVA. A one
way between-groups analysis of variance was conducted to explore the impact of age
on systems overview. Participants were divided into four groups according to their
age (Group 1: 20-30yrs or less; Group 2: 31 to 40yrs; Group 3: 41-50 yrs; Group 4:
51-60 yrs.). There was a statistically significant difference at the p < .05 level in LOT
scores for the age groups: F (3, 42) = 9.4, p = .000.
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Table 4.6. ANOVA for Age and Systems Overview
ANOVA
Sum of Squares

df

Mean Square

Between Groups

65.035

3

21.678

Within Groups

89.616

39

2.298

154.651

42

Total

F

Sig.
9.434

.000

The results highlight a stronger statistical significance between the two variables. The
distance between means is larger indicating a higher probability that the difference
between variables is due to the factor being studied rather that the natural variation
within a group. The larger distance between means also indicates a more statistically
significant relationship.

Figure 4.8. The Mean of Systems Overview versus Age

Post hoc analysis using Tukey HSD indicated that the mean score for the 20-30 age
group (M=18.75, SD = 0.5) was significantly different from the 31-40 age group
(M= 17.31, SD = 1.54), the 41-50 age group (M=16, SD = 1.83) and the 51-60 age
group (M=15.29, SD = 0.76).
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4.7 Age and Job Related Performance
Hypothesis 5
Ho: There will be no statistical difference with age and job related performance
Hi: There will be a statistical difference with age and systems overview knowledge

Age showed an interesting statistical interaction with job related performance. A one
way ANOVA was conducted to explore the relationship between the two. Once again
the participants were divided into the four age groups (Group 1: 20-30yrs or less;
Group 2: 31 to 40yrs; Group 3: 41-50 yrs; Group 4: 51-60 yrs.). There was a
statistically significant difference at the p < .05 level in LOT scores for the age
groups: F (3, 42) = 4.8, p = .006.
Table 4.7 ANOVA with Age and Job Related Performance
ANOVA
Jobrelatedper
Sum of Squares
Between Groups
Within Groups
Total

df

332.585

Mean Square
3

110.862

893.089

39

22.900

1225.674

42

F

Sig.
4.841

.006

The post hoc Tukey HSD analysis indicated that the mean for the 20-30 age group
(M=56.5, SD = 9.11) was significantly different to the 31-40 year age group
(M=61.31, SD = 3.44), the 51-60 year age group (M=55.94, SD = 4.63) and the 41-60
year age group (M=57.77, SD = 4.93).
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Figure 4.9. The Mean of Age versus Job Related Performance

The results would indicate that job related performance is at its highest in the 31-40
year age category and declines sharply to the 41-50 year old category with a more
gradual decline to the 51 -60 year old category.

4.8 Qualitative Data

The training section in the questionnaire had an option for respondents to outline
training changes they would like to see implemented, of the 33 respondents who
answered positive to training changes, only 19 gave reasons, a reason for this could be
that the questionnaires used mainly likert scales which suited the respondents rather
than having to fill out answers, alternatively, perhaps there was a time constraint for
some respondents. The responses were put into themes outlined below:

More formal and informal discussion on topics and concepts to clarify doubts
Simulations to suit traffic
Increased training on fall back procedures/unusual procedures
Standardized procedures
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Time allocated to training
Reduce staff notices on system changes, instead have more training

4.9 Conclusion

This chapter has transcribed the responses from the questionnaire to determine the
research results, which was to explore the interaction between age and training on
technology. The chapter has shown how the results were calculated and the outcomes
of the calculations. The two-way ANOVA produced three hypotheses, two of which
failed (Hypothesis 1; hypothesis 3) and one of which showed a significant interaction,
that of age on technology (hypothesis 2).

A comparison test was then conducted to determine how the different age groups
interacted to technology. This test showed that the mean values of age Group 1 and
age Group 2 were close as were the mean values of age Group 3 and age Group 4,
suggesting a difference of relationship between younger and older respondents. This
variance of interaction led to further analysis between age on systems overview
knowledge, and age on job related performance by use of a one-way ANOVA. The
results of these hypotheses were extremely significant with low p values portraying
the strength of the relationships. The post hoc comparisons clearly showed which age
groups reacted strongly to the dependent variable, either system overview or job
related performance.

The hypotheses results and the post hoc comparisons suggest that further research
might usefully be required to examine the interaction of age and its barriers to
technology adoption for this organization as the results suggest increased focus may
need to be put on system overview knowledge to increase job related performance.

The single variable descriptive analysis conducted at the beginning of the research
gives a strong background to the inferential statistics outlined above and this analysis
will also allow for discussion in the following chapter along with the short qualitative
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data section. The qualitative data was collected from the training section and the main
themes were chosen and outlined in section 4.8.

The descriptive analysis in section 4.3 regarding age aligns itself to the hypothesis
results. Section 4.3.2 and section 4.3.3 suggest that, contrary to rejection of the
research hypothesis 3 (training), there are training needs but infers that they may not
necessarily involve technology adoption but would seem to be learning style issues.
The results infer that there was value to the research, particularly with age and
technology as these two variables have a strong relationship. However, it also
highlighted some limitations to the study, which will be outlined in chapter 5.
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Chapter 5: Research Analysis

Chapter 5: Analysis

5.1 Introduction

This chapter analyses the results of the research. It has been conducted using the
results headings to allow ease of comparison. The analysis discusses the implications
of the hypotheses results and uses the descriptive data analysis to highlight limitations
to the research. The results of the research are that age has a significant statistical
relationship with technology; systems overview and job related performance but
training does not have a significant statistical relationship to technology. The
descriptive data analysis suggests that there are training issues but that they seem to
be determined by individual learning styles rather than technology ability. The results
are analysed using existing theory and the qualitative data from the questionnaire.

5.2 Descriptive Data Analysis of the Three Variables, Age, Training and
Technology

The main objective of this study was to explore whether there was a relationship with
age and training on technology adoption. In order to conduct the research and to
introduce the SPSS data, the quantitative data was analysed per variable using
descriptive statistics. The descriptive results suggest that age and training as
independent and co-dependent variables do have a relationship; that age and
technology independent and co-dependent variables have a strong relationship.
However, the results regarding training and technology adoption vary with training
issues being mainly learning abilities rather than technology driven.

The age demographic (Fig. 4.1) showed the percentage of respondents in each age
category and immediately highlighted a limitation in the research with only 10% of
respondents in the first age category. This may have impacted certain analysis of
variance results in the inferential statistics section. The training results against age
were interesting as they showed that 76% of respondents believed there are training
requirements that need to be met. The only age group that was unanimous in a
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negative response was the 20-30 year age group. This result contradicts research,
which proffers that older employees did not feel they required training for their job
(Singh et al, 1998). In this study it was the younger age group that felt they did not
have training requirements. As the research focused on training for technology use, it
could be inferred that the newer controllers who have just finished their training are
more at ease with the new system updates and less likely to have trust issues in their
use and, may have other training issues such as problems with situational awareness
as their tacit knowledge of the air traffic may not be as advanced as the older
contollers with additional years in service (Stanton et al., 2014; Endsley, 1995b)

Through further exploration it became apparent that older controllers had different
training needs, however, these training needs were more focused on extrinsic factors
such as time and learning methods (Fig. 4.3; Fig. 4.4), rather than intrinsic
organization training for technology use supporting Hedge and Borman (2013) who
posited that older adults take longer to cover the training material. The results (72% of
respondents) suggest that the time required in order to adequately cover the training
material increases with age concurring with Lewis et al. (2003). With 76% of
respondents believing that simulation training was beneficial, it could be suggested
that it is not necessarily training per se but learning methods that need to be analysed
further. Simulation is a visual training aid and allows for trust and confidence to be
built with system updates, which is important in industries that have large use of
automation (Grabowski and Sanborn, 2003). This is of particular importance as
employees overall confidence, knowledge and experience determine technology
adoption (Riley, 2006).

The results of the questionnaire depict an inverse relationship with age and
technology, as highlighted in Figure 4.5, inferring that as age increases the technology
influence on job performance decreases. The statements in the questionnaire
regarding technology encompassed safety and general systems functionality (Section
6 of the questionnaire see Appendix 4). The results exhibited that the younger
respondents (20-30 age group) embraced technology, and there was a gradual decline
per age category (Fig. 4.5). With further exploration, an inferred reason for the
inverse relationship could be that younger controllers have been raised with
technology as the norm in their day to day lives and, therefore, do not have any
56

confidence or trust issues with the increased use of technology. This is confirmed in
the research, which has posited that trust and confidence determines the use or
disregard of technology in the work place (Giddens, 2013; Yammamoto, 2013; Rovira
and Parasuraman, 2010).

Morris et al. (2005) suggest that different groups of employees take different factors
into account when choosing to adopt and use technology. They proffered that younger
employees adapted quicker, and suggested that the reason for this was increased
exposure to technology over older employees (Morris et al., 2005)

The question was put to the respondents regarding prior use of personal computers
(PC) benefiting technology adoption (Fig. 4.3; Fig. 4.4) and the response was
informative. The median results showed that respondents in the 51-60 year category
was between beneficial and very beneficial (Median = 3.5. 3 was the statistical code
for beneficial and 4 is the statistical code for very beneficial), however, when the
mode was calculated the results for the same age category showed that the most
frequent response was not at all beneficial. The reason for this was that the
respondents answered on the two extremes of the Scale.

The implication of the mode results is that the majority of the 51 -60 year age category
felt that prior PC knowledge did not interfere with their ability to perform the tasks.
The other inference regarding the results of this age category could be that this
generation of respondents do not have sufficient social technology ability and feel that
it would have benefited them to have this with system updates. Either of the two
above inferences and the results themselves suggests that this age category lies in the
highest bracket for learning changes/ training changes or tailoring of training (Allen
and Hart, 1998) corresponding to the results shown in Fig. 4.6 where 67% of
respondents replied that they would find it beneficial or very beneficial to have
flexible training to take individual needs into account.

The systems overview knowledge results highlighted in Figure 4.7 suggest that 73%
of respondents regardless of their age category believe that enhanced knowledge of
the fallback procedures and increased knowledge interconnectivity of the systems
would be beneficial. Increased systems overview knowledge could lead to increased
57

use of technology due to increased confidence of use corroborating Igbaria et al.
(1997). Systems ovei'view knowledge and trust in automation is important particularly
in safety critical systems where the human-automation team is core and trust and
confidence is vital (Grabowski and Sanborn, 2003).

The results suggested by each variable discussed here could be seen to infer that age
is an important factor with training and technology adoption. Training needs on the
other hand seem to be more involved with learning rather than having an impact on
technology use. This is a plausible inference as the industry sector being explored is
highly knowledge specific with a deeply integrated reliance on technology. To incur
validity on the descriptive results inferring age as the most significant variable,
inferential statistics were used testing hypothesis and the next section analyses those
results.

5.3 Inferential Statistic Analysis

The descriptive results analysed in Section 5.2 and the results of two-way analysis of
variance show that age has a relationship with technology (Hypothesis 2; p=0.007).
The results infer that training does not have a relationship with technology
(Hypothesis 1; p == 0.308, and Hypothesis 3; p = 0.952) correlating with the
conclusion drawn in Section 5.2, where the descriptive data was analysed. The results
in Section 5.2 highlighted that although 76% of respondents believe a need for
training exists, the results infer it is learning style that requires change rather than the
technological information (Fig. 4.4). This highlights the distinction made by the
World Bank in 2012, where skills were placed into three categories, academic skills;
generic skills, and technical skills (OECD 2014:134). The results would suggest that
perhaps the academic skillset require additional investigation in ATM.

These initial hypotheses findings are beneficial as they infer that learning ability
rather than training could be an issue with older age groups aligning to Senge (1990).
The results would also suggest that age significantly links to technology use and job
related performance, advocating an area of further investigation within the
aeronautical services industry with upcoming system changes (Eurocontrol, 2014).
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As this study is a preliminai'y research to explore whether there is an impact of age
and training on technology in the ATM sector in Ireland, the results highlighted
limitations with the information collated and therefore, in the questionnaire design.
The questions asked in the training section were, perhaps, too broad and focused
solely on technology not enough on age and learning abilities, which seem to be a
theme running through the results. The results would suggest a high degree of
interaction with age overall and following from the hypotheses 2 results. Further
exploration was conducted following the Tukey HSD comparison test focusing on age
and its relationship to systems overview and job related performance.

5.3.1 Hypothesis 1. Interaction Hypotheses for two way ANOVA with Age and
Training on Technology.
RQl was: ‘Do age and training have a relationship to technology adoption’, and the
null hypothesis was found to be valid in this instance with F (2,42) = 1.2 and p =
0.308. The distance between means was low showing that the results were leaning
towards a null hypothesis validation and the p value was greater that the 95%
confidence interval that was set for this hypothesis. This indicates that age does not
react with training pertaining to technology adoption.

The result concurs with the descriptive analysis results in Section 5.2 which suggests
that the issue with respondents is learning abilities rather than training, which
suggests that the human factors element of human-automation is prevalent in this
industry and successful concurring with Edwards (1985) who proffered that human
factors seeks to optimize the relationship between individuals and their activities by
using human sciences with systems engineering. The results would also suggest that
although ATCO’s believe there are training needs, it does not seem to be regarding
their ability to carry out their job function, but rather the training and learning styles
which concurs with Dillingham (2010) who referred to human factors as the abilities
people have including their characteristics and limitations to technology use and work
environments.
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5.3.2 Hypothesis 2. Main Effect Hypothesis (Age) for two way ANOVA.

RQ2 was to determine if age had a statistical relationship to technology adoption and
the research hypothesis was found to be true. The results were F(3,42) = 4.788; p =
0.007, which was less that the confidence interval and showed a statistically
significant relationship between the two variables. Therefore, the suggestion is that
age reacts to technology adoption and infers that it requires acknowledgment and
understanding within the work environment.

The results underscore Morris et al. (2005) who proffer that age contributes to
technology

acceptance

in

an

organization.

Morris

and Venkatesh

(2000)

complementing Morris et al. (2005) posit that the adoption of new technology
depends on the importance attached to extrinsic factors and suggests that this differs
between older and younger employees. The extrinsic factors arc potentially the reason
for the interaction hypothesis failing. The results show a reasonable reaction between
age and technology adoption and as such it could be inferred that as a result training is
an issue but the interaction hypothesis results have shown that training doesn’t react
to age suggesting that concurring with Morris et al. (2005) who proffered that
extrinsic factors may differ between age groups for technology adoption and is
perhaps a reason for further investigation.

5.3.3. Hypothesis 3: Main Effect Hypothesis (Training) for two way ANOVA.

The results unambiguously depicted that training in this instance does not react to
technology adoption clearly shown with a high alpha value of p = 0.952 and F (1, 42)
= 0.028, showing that there was no distance between means highlighted a null
hypothesis adoption.

The fact that there is no statistical significance between training and technology
adoption contradicts the descriptive results shown in Figure 4.2, where 76% of the
total population in this study believed there was a requirement for additional training.
The contrasting results suggest two things, firstly, perhaps there is a limitation with
the study particularly with the population of each age category (uneven age group
populations, see Table 4.1), or alternatively, the respondents training needs differ
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from this studies research area. There was a safeguard put in place in the training
section, which was qualitative in design and the results of the qualitative data will be
analysed in section 5.7 of this chapter.

However, the results as they stand suggest a skillset and knowledge management
analysis is necessary to understand why the training hypothesis failed. Becker (1960)
proffers that one of the more influential theories regarding human capital is the ability
to distinguish between general and specific training and knowledge to ensure peak
performance levels within an organization. It has been posited that intellectual capital
consists of three components for performance and they include the skills and
knowledge section; the interdependency between employees and the internal
processes of an organization such as culture (Edvinsson and Malone, 1997). The
contrasting results with regard to training infer that one of these areas may need
additional research when a comparison is drawn with age and job related performance
(Section 5.6 below).

According to Lewis et ai (2003) training has a significant influence on technology
use, which contradicts the hypothesis results in this study but concurs with the
descriptive results. Further research was conducted to statistically explore how age
reacts to system overview knowledge (Section 5.5 below), and how age reacts to job
related performance (Section 5.6 below) as these have been proffered to be a factor in
training and technology adoption (Lewis et al., 2003; Igbaria et al., 1997) and, as
such, will aid in determining why there are contradictory results regarding training.

5.4 Comparison Test Analysis (Age and Technology Adoption) for two way
ANOVA

The comparison test further explored the inferential results of hypotheses 2, where
age had a significant relationship to technology (Table 4.3; p = 0.07). The Tukey
HSD test allowed age categories to be compared against each other regarding
technology. It showed that the 20-30 year age category and the 31-40 year age
category reacted similarly to technology (Table 4.5; p = 0.166). There was a strong
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difference in interaction to technology with the 41 -40 year age group and the 51 -60
age group (Table 4.5; p = 0.739).

The results suggest a need for further study to determine the cause of the variance
between categories. As previously discussed the variance could be due to technology
trust, where younger controllers (20-30 year old category and the 31-40 year old
category) were more exposed to technology and therefore readily adopt the changes.
The 41-50 year age category is familiar with technology but not as fluent with its use
as the previous age categories and as such may find it more difficult to totally trust
changes, whereas the 51-60 year age category would have only interacted with
technology with job training as it was not as technology was not as available for
personal use 30 years ago as it is today and therefore lack the integral working
knowledge of technology external to the work environment.

Alternatively, it could be due to different learning styles, which would align to
Hannam and Yordi (2001), who posit that different age groups require different
communication and learning styles. This area warrants further research particularly
with the systems changes that are being developed at the moment to come online in
the next few years (Nextgen). The different learning styles would also suggest a
reason why the research hypothesis 3, training and technology adoption, failed as it
could be inferred that the training is sufficient for the job role but may need to be
tailored for each age group for optimal job related performance through trust (Riley,
1994).

As the results highlight how different age groups react to technology, they seem to
concur with the research proffering that systems familiarity with technology affords a
higher level of confidence and trust, and is an important factor with technology
adoption by employees (Uden et ai, 2013; Dzindolet et ai, 2005). Familiarity,
confidence and satisfaction with technology are key areas, which determine the level
of adoption (Riley, 2006., Grabowski and Sanborn, 2003;).

The Tukey HSD test showed the age groups, that were most affected by technology
adoption in this study. Further exploration of how age reacts to technology was
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conducted by testing the hypothesis of age versus systems overview knowledge, to
determine if the findings in hypothesis 2 could be corroborated further.

5.5 Hypothesis 4: One way ANOVA with Age and Systems Overview Knowledge

The results of the hypothesis showed a strong reaction with age and systems overview
knowledge (Table 4.6; p = 0.000). The mean results of each age group are shown in
Figure 4.8 and suggest that as age increases, systems knowledge decreases, inferring a
training and human factors element that may require additional organization input,
particularly as research has indicated that in order to produce optimum results in
technology adoption, systems overview knowledge is necessary to enable trust
(Dzindolet et ai, 2005). This also infers a training requirement to combat the results
of age and systems overview knowledge. Human factors will play a role as it
determines the abilities people have with regard to technology use in the work place,
which include individual characteristics and limitations (Dillingham, 2010).

The highlighted limitation of the training section (outlined in s.5.3.2) is again
prevalent with these results. At first glance, the results infer an obvious training gap
corroborating the 76% of respondents who believe this (Figure 4.2), however, that is
only one aspect of this inferred issue. More emphasis is placed on the humanautomation team in knowledge specific industries over any other industry, particularly
where safety plays a critical role (Cummings et al, 2012). It has also been proffered
that in order to perform at optimal levels, trust in automation plays a key role in
human-automation teams (Grabowski and Sanborn, 2003), and systems overview
knowledge is required to aid this trust issue (Dzindolet et al, 2005).

If the focus of the trust and systems overview knowledge discussion is imputed to the
training discussion, an inference could be made that the training to carry out the job
function is not an issue to technology and age, and this would concur with the
findings of Hypothesis 3 (s. 4.4.3). The training changes the respondents are seeking
can be seen in Figure 4.6 and Figure 4.7, the need for flexible training to suit
individual needs showed that 67% believed this would be beneficial; regarding
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increased background knowledge, 74% of respondents agreed that this was a
necessity.

The results infer that the systems are gradually becoming more automated, thereby
incurring change, and as such different training needs are arising (Wise et al, 2010).
The technology changes are only beginning to occur, for example, 4-D trajectory
management (Schultz and Eissfeldt, 2014), it is now that knowledge management,
skillset management and learning styles will need to be reviewed particularly as with
the technology changes ATCO’s will become more reliant on automation (Oakley and
O’Connor, 2015; Kuo-Wei et al., 2012; Mayer et al, 2005).

The following, and concluding hypothesis will examine how age reacts to job related
performance. It was used to determine if trust and systems overview knowledge
impact technology adoption. The existing results infer that all age groups believe
systems overview is important with 72% of respondents believing increased
background knowledge would be beneficial to their job performance and 21%
somewhat agreeing (Fig. 4.7).

5.6 Age versus Job Related Performance analysis

Job related performance analysis was measured using Section 4.6 of the questionnaire
and comparing individual results against age. The results highlighted in figure 4.8
suggest that peak performance is at the 31-40 year age group, and drops significantly
thereafter. The results infer that further research into skillset management and
knowledge management would be beneficial as they highlighted a limitation to this
study, which is that the sample groups for some age categories were perhaps too
small. The 20-30 year age category had a higher mean than the older age categories
inferring that newly qualified controllers have better job related performance than
controllers with increased years in service. The results may be accurate, however, the
sample size of the group may have affected the results and to increase validity, a
larger sample size may need to be explored.
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The theoretical comparison of the results is noteworthy as the assumption with job
related performance would be that tacit knowledge through years in service would
increase with age thereby increasing job related performance (Polani, 1996). The
results of this study infer the opposite. Knowledge management is considered a key
process to organizational adaption through leveraging internal expertise according to
Davenport (1994), the results show a high significant relationship with age and job
related performance (Table 7; p = 0.07) and the Tukey HSD comparison between ages
suggests that the most interactive age groups with the highest mean difference are 3140 year age group (mean = 61.31); the 41-50 age group (mean = 57.77) and the 51-60
age group (mean = 55.94). The mean variance amounts would suggest that there are
knowledge management and skillset management issues between these age groups.
According to Ahmed and Shepherd (2010) the link between knowledge management
and learning is vital with innovation and competitive advantage within an
organization.

The other suggested implication mentioned above is skillset management. This area is
considered to be subjective, as much of the research conducted on skillset
management has not determined skillset from initial employment to current
employment (Frey and Osborne, 2013; Atack et al., 2004). The results could infer that
there is a degradation of skillsets with age and what would need to be determined is
whether technology innovation has impacted this. The assumption could be that, in
this instance, it was technology, as this particular industry sector has a substantial
human-automation pairing. This would concur with Wickens et al. (1998) who noted
that controllers might incur slower reaction times to emergency situations where there
is job degradation due to technology innovation. This was further and more recently
highlighted in Eolas (2012) where controllers highlighted concerns, particularly with
the speed of systems changes, that there might be a potential loss of basic skills.

Trust and systems overview knowledge may also impact this area as research has
inferred, particularly to ATCO’s, that where there is trust and confidence in
technology, performance increases predominantly with speed and accuracy of the job
performance (Giddens, 2013; Yammamoto, 2013; Rovira and Parasuraman, 2010).
This concurs to the proffered changes required for training and recruitment of
ATCO’s as a consequence of skillset changes due to technology improvements
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(Stanten et al, 2014). This also coincides with the idea posited that training courses
may be required to be more open and proactive to ensure trust, which has been
proffered as being a universal factor regarding technology adoption across all age
groups (McCloskey, 2006).

As stated in section 5.2 of this chapter, a limitation of the training exploration was
that it was too broad and this is relevant in this section also, as the inference with
possible suggested knowledge and skillset management issues, is that a training gap
exists that would require further analysis. The questionnaire did, however, have a
qualitative training question (question 3.7), which was put in as a safeguard pending
results. The respondents were asked to state what training changes they would like to
see implemented and the results are analysed in the next section.

5.7 Qualitative Data Analysis

It has previously been highlighted that the hypothesis testing between training and
technology adoption rejected the research hypothesis (Ha3: There is a statistical
significance between training and technology) in favour of the null hypothesis. At
first instance, this would suggest that ATCO’s have no training needs, however, the
responses to the safeguard question inserted into the questionnaire (Appendix 4:
Question 3.7) suggest otherwise, coneurring with the 76% of respondents who do
believe there are training issues.

The themes that emerged through the qualitative question advoeate proeedural
training requirements, as they are focused on how the information is imparted rather
than if the information is imparted. The responses are themed into the following
categories:

1. Increased training on fall back procedures,

2. Increased formal and informal discussion on topics and changes
to clarify doubts,
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3. Simulations to suit traffic patterns,

4. Time allocated to training.

The responses are the areas ATCO’s believe require additional input by the
organization. To clarify, there is a limitation to the results, of the 76% of respondents
that believe there are training needs, only 57% gave a written reason and this amounts
to 45% of the total sample population.

5.7.1 Increased Training on Fall Back Procedures

One interpretation of this response is an implied issue with automation trust and
skillset/knowledge management, coinciding with section 5.5 of the analysis regarding
the decrease in systems overview knowledge with the increase in age. Human factors
and trust were addressed in section 5.5 as the implied factors that could potentially
affect this technology adoption focusing on systems overview knowledge, discussing
theorists such as Dzindolet et al. (2005), who suggest that technology adoption and
systems overview knowledge are interlinked to enable technology use and trust;
Dillingham (2010), was used to discuss the human factors element of peoples innate
abilities and limitations, and Grabowski and Sanborn (2003) were used to infer how
trust is a key factor required to ensure optimal human-automation teams.

The above theorists hold value to this qualitative response, however there is also a
contrasting inference that could be made. Although training was deemed irrelevant to
technology adoption, there is an implied training issue with this response.
Collaboration and coordination are deemed important to ensure task completion
between human and automation, and in order to affectively manage that collaboration
sufficient knowledge of system back up procedures is necessary (Cuevas et al, 2001).
The technical training does not seem to be a factor, rather the method of imparting the
information may be an issue, and perhaps a more in-depth exploration into the
interdependency or the emotive dependency of ATCO’s may be required to ensure
there is a feeling of security when interacting with the systems (Buckley and Caple,
2009).
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The analysis of this response also coineides to the second themed response, which
seeks more discussion on systems change implying another training issue. Trust again
comes to the fore alongside systems overview knowledge and skillset management.

5.7.2 Increased Formal and Informal Discussion on Changes to Clarify Doubts

The prevalent issues surrounding trust and knowledge none withstanding, previously
discussed in s.5.7, another issue that is suggested with this response is a cultural issue.

Section 5.6 touches on the concept of proactive training and this might be required to
fuse technology changes/systems updates and skillset changes (Stanton et al, 2004).
McCloskey (2006) concurs with this, and posits in order to ensure trust in the system,
is a universal issue across age groups, proactive training was required.

Further responses also highlighted that time allocate to training and the reduction of
staff notices explaining system changes instead of training, were training changes
respondents would like to see implemented. This infers that there may be a need to re
align training which concurs with Crocoll-Birchara (2014) who suggested that with
the updating of navigation systems in ATM, there may be a need to change ATCO
training and to align training to individual competencies. The results discussed in
section 5.6 of this chapter would concur with this. The drop in job related
performance with age could infer that after ATCO’s reach a certain age, a single
rating may be more suitable (over 90% of respondents had dual ratings meaning they
could work two positions) which would allow training to be focused in one direction
and thereby perhaps increase job related performance.

5.7.3 Simulations to suit Traffic Patterns

The questionnaire results show that 76% of respondents believe simulation training to
be beneficial, and Figure 4.3 and Figure 4.4 highlight the median and mode responses
per age group to this type of training. The results imply that as a training tool,
simulation works well and by its very design aids in situational awareness concurring
with Endsley (1995b) who proffered that individual proficiency creates tacit
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knowledge allowing for clear situational awareness. Individual proficiencies are also
highlighted by Senge (1990) as a key factor in ensuring increased work competencies.

The response infers an issue with current simulation training, in that it is not tailored
to traffic patterns of individual centres, which respondents believe is important. This
belief concurs with Ramlall and Sheppeck (2006), who proffer that training programs
need to ensure the training is aligned to current and future business needs. This is
particularly important for the transport sector where tacit knowledge is a vital
component of job performance (Vu et al., 2009).

A potential reason attributable to this being an issue is that newer controllers may not
have the tacit knowledge experience brings of traffic patterns within their centres,
which is important for situational awareness. Research has suggested that experience,
particularly in the transport sector, has combatted aging effects as older employees
have shown greater recall memory (Vu et al, 2009; Marrow et al, 2003).

5.7.4 Time allocated to Training

The descriptive statistic results in chapter 4 (Fig. 4.3 and Fig. 4.4) highlight that
increased training time would be considered beneficial concurring with Hubeck et al
(1996) who proffered that older adults require long training time to cover training
material. Armstrong-Stassen and Templer (2005) also identified age as being a key
factor to be taken into account with training.

Hannam and Yordi (2011) posit that different communication styles are required to
enhance training between different age groups, and this leads back to the statistical
rejection of the research hypothesis on training. The training requirements highlighted
seem to suggest that communication and flexible training (Fig. 4.3 and Fig. 4.4) are
potential requirements of respondents, thereby indicating that training may need to be
tailored to learning styles as different personality types require different learning
styles and perhaps with the older respondents a more experiential learning method
may be more beneficial (Lowy and Hood, 2004; Kolb, 1984).
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Technology adoption depends on the perceived usefulness of the technology for job
enhancement and if this key issue is being adequately and proactively catered for
through communication, issues may arise with the short term adoption of technology
(Morris and Venkatesh, 2000; Davis, 1989). This highlights the importance of
adequate training time and training adaption to suit age group learning styles.

5.8 Conclusion

The analysis of the results of chapter 4 suggest that the outcomes of the hypotheses
did supply sufficient information to suggest the need for further research to determine
the implications of age on technology focusing on learning styles and systems
overview training. The result of the variance test between training and technology
(hypothesis 3) showed no statistically significant relationship between the two
variables, however, when analysed independently highlighted certain areas where
training may need to change to align to individual needs, the analysis suggested that it
was perhaps that learning styles of age groups, rather than technology ability, differed
and that perhaps training needed to reflect this more. Therefore, although the
hypothesis failed, a potential reason for the failure was analysed.

The results showed a significant statistical relationship between age and technology
(hypothesis 2) leading to further analysis of age against system overview knowledge
(hypothesis 4), and age versus job related performance (hypothesis 5). The results
suggested a positive relationship between age and systems overview knowledge, as
age increased there was a suggested need for additional systems overview training.
The results between age and job related performance suggested that after a peak
performance (31-40 year age category) there was a strong decline in job related
performance as age increased. The analysis of the results were backed by existing
theory retrieved from the literature review which allowed inferences to be made
throughout the analysis.

The research analysis did highlight limitations to the study indicating a further
research area to include learning styles and training with regard to age. Another
limitation highlighted was the sample size of the age groups would need to increase to
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ensure validity of findings. The training section may have been too broad to
adequately infer meanings to certain results.

Although age and technology interaction has incurred various discussions amongst
experts, scholars and authors, the implication of age on technology in ATM in Ireland
has no published data and as such offered an area for analysis. The analysis discussed
the results per section title to ensure readability. As a preliminary exploration into the
relationship between age, training on technology, the study findings strongly suggest
that age and technology have significant interaction warranting further research to
ensure human-automation symbiosis in by ATCOs in ATM.
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Chapter 6: Conclusion, Limitations and Recommendations

Chapter 6: Conclusion, Limitations & Recommendations

6.1 Introduction

The aim of the research was to explore whether or not age and training had any
relationship with technology in the air traffic management section of the Irish Air
Navigation Service Provision sector. The impetus for the study was to determine
whether the results of this research would warrant further empirical research
examining aging affects in this highly automated industry with continuous systems
updates as existing research was limited. There has been very little previously
published peer reviewed literature specific to the impact of age and training on
technology adoption in the Irish ANSP and it was, therefore, considered an interesting
and important area for research as it sought to answer the following questions:

•

Research Question 1: Is there a relationship between training and technology
use in ATM?

•

Research Question 2: Is there a relationship between age and technology use
in ATM?
■

Research Question 2.1; Is there a relationship between age and systems
overview knowledge in ATM

■

Research Question 2.2: Is there a relationship between age and job
related performance in ATM

This chapter will summarise the research methods and findings. Following this the
research implications will be discussed and the limitations that occurred throughout
the research and finally recommendations will be suggested based on the research
findings and analysis.
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6.2 Research Methods and Findings

The research focused on three main variables, age and training, the independent
variables, and technology, the dependent variable. The data was collected through the
use of a questionnaire, which was designed by incorporating some of the secondary
data analysis outlined in the literature review (Chapter 2). Firstly, each variable was
analysed independently using descriptive analysis, highlighting additional background
knowledge for the hypotheses test results, but also to highlight additional information
that would not have been available with inferential statistics on its own merit.

The study was quantitative in design, and through quantitative data analysis including
hypotheses testing, it could be suggested that further research would be beneficial to
fully explore the impact of age on technology adoption with suggested focus on
learning styles and the human factors element of technology use to enable confidence
and trust.

Inferential statistics were used through hypotheses testing. There were five
hypotheses in total (Chapter 4.2), the first three hypotheses were tested in a two-way
between groups ANOVA using IBM’s SPSS software package (Appendix 1). The
final two hypotheses were tested using a one-way AVOVA with the same package
(Appendix 2, Appendix 3). The qualitative data question (Section 3 of questionnaire;
Appendix 4) was interpreted by using response themes and the results were shown in
Chapter 4.8.

6.2.1 Is there a Relationship between Training and Technology use in ATM?

The research results suggest that although training had no statistically significant
relationship to technology (hypothesis 3), the descriptive data (chapter 4, section 4.3)
emphasized training issues the respondents had. The results in this research also
suggest a contradiction to some existing research where research has posited that
older employees with years in service did not feel there was a need for training (Singh
et al, 1998), however the results in this study have the older employees advocating
additional training as outlined in Chapter 4 (4.2) and Chapter 5 (5.2). Further analysis
implied that although the research hypothesis was rejected, there are training needs
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but they seem to be attributable to learning styles (Hannam and Yordi, 2001), and
human factors rather than job training corresponding to Von Hippel, (2007) and
Dillingham (2010).

6.2.2. Is there a Relationship between Age and Technology use in ATM?

The main findings of the research are firstly, that age has a statistically significant
interaction with technology (hypothesis 2). This concurs with the secondary data in
the literature review (chapter 2). Section 2.6 of the literature review explores how age
and technology interact and highlights how existing research proffers that
strategically, organizations need to take age into account with any technology change
(Morris and Venkatesh, 2000). Hannam and Yordi (2001) observe that learning styles
changing as issues to age and technology adoption, and Dzindolet et al. 2005 proffer
that age and technology require systems familiarity and trust to ensure technology use
and adoption.

6.2.3. Is there a Relationship between Age and Systems Overview Knowledge in
ATM?

The hypothesis results suggest a strong statistical significance between age and
systems overview knowledge, which was also shown in the descriptive analysis
(section 4.2). The secondary data also suggests that systems overview knowledge is
important for technology adoption (Davis, 1989). Chapter 2 (s 2.7) posits the
importance of trust in technology across all age groups (McCloskey, 2006) and
systems overview knowledge aids employees in trusting the technology (Dzindolet et
a/., 2005).

6.2.4. Is there a Relationship between Age and Job Related Performance in ATM

There was a very significant statistical relationship between age and job related
performance which suggests potential knowledge management and skillset
management issues as discussed in chapter 5 (5.6). These results would tend to
contradict existing theory particularly regarding knowledge management, where it has
been posited that tacit knowledge through years of service would increase job related
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performance (Polani, 1996). Also, if the results of this research were explored from a
skillset management perspective, it would seem that existing theory concurs that if
technology is not adopted thereby impeding job related performance it could be
reasoned that this is due to skillset management (Wickens et al, 1998).

6.3 Limitations of the Research

A limitation of positivistic research is that it uses deterministic research methods,
which do not include the external context of the organization (Baroudi et al, 1986).
Even though, the main research paradigm for this study will be positivistic and the
findings will be given based on statistical results aligning with the positivistic
attitude, there will inevitably be a negligible overlap with interpretivism when
interpreting the secondary data to support the statistical results and also to interpret
the subjective questions added to the research method allowing exploration of results.

The second limitation occurred with hypotheses testing, that it does not give causation
(Polit and Beck, 2010). It also doesn’t allow the research to go beyond the data, which
can be both a positive, in that it aids to ensure validity of objective research, and a
negative in that no inferences can be made regarding data collected and collated.

The third Limitation of the research was highlighted when the results were being
calculated. The first limitation was with the questionnaire data collation. There were
33 respondents who replied yes to the need for additional training (Table 1); however
only 19 respondents supplied a written reason the training changes.

The fourth limitation that occurred was with the training aspect of the data. The
research hypothesis was rejected suggesting no statistical relationship between
training and technology adoption however, the descriptive analysis suggests otherwise
with 76% of respondents answering that they had training needs. On further analysis
in chapter 5 (5.2), it was suggested that the relationship with training was concerned
with learning styles and this was a limitation of the research. The training section was
too broad and the research was not seeking to examine learning styles, this could be
another research are that could be explored in conjunction with age.
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The final limitation of the research involved age and it was found that when the
descriptive results were being analysed it was difficult to attribute reasons without
mentioning that the sample sizes of the age groups were not similar and this may have
impacted on suggested results. This limitation was discussed in Chapter 5 (5.2).

6.4. Recommendations

The research has highlighted suggested areas for further study, which include a more
detailed examination of age on technology adoption with particular focus on learning
styles associated with each age group. It is recommended to use some human factors
elements when conducting further research.

The training section highlighted limitations in this research and the responses suggest
that this area needs additional and more in-depth research focusing on learning styles
per age group, including researching whether tailored training to different age groups
would be beneficial to increase job related performance in the older age groups,
particularly as the qualitative data responses regarding training issues were focused on
additional support to the existing training rather than a change to existing training
courses.

The qualitative feedback in the training section suggests that increased systems
overview knowledge may be beneficial and a recommendation would be to research
whether increased systems overview knowledge would alleviate other training issues
the respondents had such as increased training on fall back procedures and time
allocated to training.

The increased systems overview knowledge may increase

confidence in the system and lesson the worry of fall back procedure knowledge.

6.5. Research Benefits

The results of the research highlight the benefits of the study. The research explored
three variables and their interactive relationship. The results suggest that the research
was valid as age had a statistical significant relationship to technology adoption;
76

systems overview knowledge and job related performance and these results both
endorse and reject existing theory, showing the significance of the results on their
own merit.

The research results have shown that in the Irish ANSP sector, although having
stringent training courses/requirements that are strictly adhered to as it is a safety
critical industry, has areas that employees feel need additional support. The results
suggest that the additional support for training is across all age groups, however, they
highlight that in certain areas where trust and technology fluency play a vital role,
older age groups are more impacted than the younger age groups.
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Appendices

Appendix 1; SPSS Output for Two Way ANOVA with Age, Training and
Technology.

Graph 1.1: Age versus Technology adoption

Table 1.1. Descriptive statistics of Training and Age response
Value Label

N

1.00

yes

33

2.00

no

10

1.00

20-30

4

2.00

31-40

16

3.00

41-50

16

4.00

51-60

7

training

age

99

Table 1.2. Descriptive Statistics Two Way ANOVA
Descriptive Statistics

training

Mean

age

Std. Deviation

N

31-40

34.0000

2.82843

12

41-50

30.9333

2.96327

15

51-60

30.3333

2.65832

6

Total

31.9394

3.20097

33

20-30

37.2500

1.50000

4

31-40

34.0000

2.44949

4

41-50

34.0000

1

51-60

27.0000

1

Total

34.6000

3.53396

10

20-30

37.2500

1.50000

4

31-40

34.0000

2.65832

16

41-50

31.1250

2.96367

16

51-60

29.8571

2.73426

7

Total

32.5581

3.43166

43

yes

no

Total

Table 1.3. Test of Between Subjects Effects
Tests of Between-Subjects Effects
Dependent Variable: TechKnow
Source

Type III Sum of

df

Squares
Corrected Model

Mean

F

Sig.

Square

Partial Eta

Noncent.

Observed

Squared

Parameter

Power'’

223.588^

6

37.265

4.950

.001

.452

29.700

.980

23959.804

1

23959.804

3182.656

.000

.989

3182.656

1.000

.028

1

.028

.004

.952

.000

.004

.050

108.128

3

36.043

4.788

.007

.285

14.363

.867

18.340

2

9.170

1.218

.308

.063

2.436

.249

Error

271.017

36

7.528

Total

46076.000

43

494.605

42

Intercept
training
age
training * age

Corrected Total

a. R Squared = .452 (Adjusted R Squared = .361)
b. Computed using alpha = .05

100

Table 1.4. Tukey HSD comparison with Age with Technology Knowledge
Multiple Comparisons
Dependent Variable: TechKnow

(l)age

20-30

31-40

95% Confidence Interval

Mean Difference
(l-J)

(J)age

Std. Error

Sig.
Lower Bound

31-40

3.25

1.53381

0.166

41-50

6.1250’

1.53381

51-60

7.3929’

1.71975

20-30

-3.25

41-50

Upper
Bound

-0.8809

7.3809

0.002

1.9941

10.2559

0.001

2.7612

12.0245

1.53381

0.166

-7.3809

0.8809

2.8750’

0.97007

0.026

0.2624

5.4876

51-60

4.1429’

1.24337

0.01

0.7942

7.4915

20-30

-6.1250

1.53381

0.002

-10.2559

-1.9941

31-40

-2.8750’

0.97007

0.026

-5.4876

-0.2624

51-60

1.2679

1.24337

0.739

-2.0808

4.6165

20-30

-7.3929’

1.71975

0.001

-12.0245

-2.7612

31-40

-4.1429’

1.24337

0.01

-7.4915

-0.7942

41-50

-1.2679

1.24337

0.739

-4.6165

2.0808

Tukey HSD
41-50

51-60

1

1

__ 1

Based on observed means.
The error term is Mean Square(Error) = 7.528.
*. The mean difference is significant at the .05 level.
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Appendix 2: SPSS Output for one-way ANOVA between Age and Systems
Overview.
Table 2.1. Descriptive Statistics of one-way ANOVA (Age and Systems)
Descriptives

N

Mean

Std.

Std.

95% Confidence

Deviation

Error

Interval for Mean

Minimum

Maximum

Between

Lower

Upper

Compon

Bound

Bound

ent
Variance

20-30

4

19.7500

.50000

.25000

18.9544

20.5456

19.00

20.00

31-40

16

17.3125

1.53704

.38426

16.4935

18.1315

15.00

20.00

41-50

16

16.0000

1.82574

.45644

15.0271

16.9729

13.00

20.00

51-60

7

15.2857

.75593

.28571

14.5866

15.9848

14.00

16.00

Total

43

16.7209

1.91890

.29263

16.1304

17.3115

13.00

20.00

1.51587

.23117

16.2534

17.1885

.81657

14.1222

19.3196

Fixed
Effects
Model
Random
1.96548

Effects

Table 2.2. Levene’s Test of Homogeneity of Variances
Test of Homogeneity of Variances

Levene Statistic
2.300

dfl

df2
3

Sig.
39

.092

Table 2.3. Analysis of Variance of Age and Systems Overview
ANOVA

Sum of Squares

df

Mean Square

Between Groups

65.035

3

21.678

Within Groups

89.616

39

2.298

154.651

42

Total

F

Sig.
9.434

.000
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Table 2.4. Tukey HSD Comparison Test of Age and Systems Overview
Multiple Comparisons
Dependent Variable: systemsK

(l)age

(J) age

Mean Difference (1-

Std. Error

95% Confidence Interval

Sig.

J)

20-30

31-40

41-50

51-60

Lower Bound

Upper Bound

31-40

2.43750'

.84739

.032

.1636

4.7114

41-50

3.75000'

.84739

.000

1.4761

6.0239

51-60

4.46429'

.95012

.000

1.9148

7.0138

20-30

-2.43750'

.84739

.032

-4.7114

-.1636

41-50

1.31250

.53594

.084

-.1256

2.7506

51-60

2.02679'

.68693

.026

.1835

3.8701

20-30

-3.75000'

.84739

.000

-6.0239

-1.4761

31-40

-1.31250

.53594

.084

-2.7506

.1256

51-60

.71429

.68693

.727

-1.1290

2.5576

20-30

-4.46429'

.95012

.000

-7.0138

-1.9148

31-40

-2.02679'

.68693

.026

-3.8701

-.1835

41-50

-.71429

.68693

.727

-2.5576

1.1290

*. The mean difference is significant at the 0.05 level.
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APPENDIX 3: SPSS Output for one-way ANOVA between Age and Job Related
Performance.

Table 3.1. Descriptive Statistics for ANOVA (Age and Job Related Performance)
Descriptives

Mean

N

Std.

Std.

95% Confidence

Minimum

Maximum

Deviation

Error

Interval for Mean

Componen

Lower

Upper

t Variance

Bound

Bound

20-30

4

56.5000

9.11043

4.55522

42.0033

70.9967

43.00

63.00

31-40

16

61.3125

3.43936

.85984

59.4798

63.1452

55.00

70.00

41-50

16

55.9375

4.62556

1.15639

53.4727

58.4023

47.00

66.00

51-60

7

54.5714

4.92805

1.86263

50.0137

59.1291

48.00

53.00

Total

43

57.7674

5.40210

.82381

56.1049

59.4300

43.00

70.00

4.78537

.72976

56.2914

59.2435

1.82108

51.9719

63.5629

Between-

Fixed
Effects
Model
Random
8.92067

Effects

Table 3.2. Levene’s Test of Homogeneity of Variances
Test of Homogeneity of Variances
jobrelatedper
Levene Statistic
2.111

dfl

df2
3

Sig.
.114

39

Table 3.3. Analysis of Variance between Age and Job Related Performance
ANOVA

Sum of Squares

df

Mean Square

Between Groups

332.585

3

110.862

Within Groups

893.089

39

22.900

1225.674

42

Total

F

Sig.
4.841

.006
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Table 3.4. Tukey HSD Comparison Test of Age and Job Related Performance
Multiple Comparisons
Dependent Variable: jobrelatedper

(l)age

(J)age

Mean Difference (1-

Std. Error

95% Confidence Interval

Sig.

J)

20-30

31^0

41-50

51-60

Lower Bound

Upper Bound

31-40

-4.81250

2.67510

.289

-11.9908

2.3658

41-50

.56250

2.67510

.997

-6.6158

7.7408

51-60

1.92857

2.99939

.917

-6.1199

9.9770

20-30

4.81250

2.67510

.289

-2.3658

11.9908

41-50

5.37500’

1.69188

.015

.8351

9.9149

51-60

6.74107’

2.16855

.018

.9220

12.5601

20-30

-.56250

2.67510

.997

-7.7408

6.6158

31-40

-5.37500’

1.69188

.015

-9.9149

-.8351

51-60

1.36607

2.16855

.922

-4.4530

7.1851

20-30

-1.92857

2.99939

.917

-9.9770

6.1199

31-40

-6.74107’

2.16855

.018

-12.5601

-.9220

41-50

-1.36607

2.16855

.922

-7.1851

4.4530

*. The mean difference is significant at the 0.05 level.
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Appendix 4: Questionnaire

Training Questionnaire
This Questionnaire is being used to determine whether current training needs
are being met particularly with technology adoption and newer technologies that
may be introduced. It is looking at the correlation between age/years in service,
training and ease and knowledge of technology adoption. The questionnaire will
only be used for a Masters Thesis.
1.0 Background Information
1.1 Please indicate your gender
0 Male
0 Female
1.2 Which age category do you belong to?
0 1. 20-30
0 2. 31-40
0 3. 41-50
0 4.51-60
0 5.60+
1.3 How long have you worked as an Air Traffic Controller. Please answer in
years and months e.g. 10 years 6 months

1.4 How long have you worked for your current employer? Please answer in
years and months e.g. 10 years 6 months

1.5 Please indicate from the below selection all the areas you have previously
worked in.
0 Approach
0 Tower
0 High Level Area
0 Low Level Area
0 Clearance Delivery
1.6 Please indicate from the below selection the areas in which you have a
current endorsement.
0 Approach
0 Tower
0 High Level Area
0 Low Level Area
107

0

Clearance Delivery

1.7 Do you have other responsibilities that are additional to your operational
work?
0 Performance Assessment/Evaluation
0
Supervisor Role
0 Incident Investigation
0 Personnel Selection
0 On the Job Training Instructor
0 Instructor in other areas e.g school instructor
0
Managerial/Administration jobs
0 Unit Competency Examiner
0
Involved in other areas (please state below)
0 Other:
If you have answered ’Other’, please specify?

1.8 On average, how many hours do you spend on additional tasks per week?

2:AUTOMATION
2.0 TECHNOLOGY SECTION
2.1 Have you experienced any technology updates (software, hardware) in the
past 5 years?
0
l.Yes
0 2. No
2.2 If YES, What technology changes have you experienced?
Please tick all relevant options:
0
0
0
0
0
0
0
0
0

Radar Display
Automated aids for traffic planning (e.g. MIN SEP tool)
Automated aids for conflict detection
Approach/Departure support aids
Automated support for airport surveillance
Air-ground datalink
Stripless Environment
Hardware upgrades in Flight Data Processing system
Software updates for Flight Data Processing System
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2.3 Of the ticked answers in Question 2.2, please indicate how beneficial/useful
you find them.
1. Not at
2.
all
Somewhat
Beneficial Beneficial
Radar Display
Automated Aids for
traffic planning (e.g.
MIN SEP tool)
Automated Aids for
conflict detection
(e.g. STCA)
Approach/Departure
suppoH aids
Automated support
for airport
surveillance (e.g.
Ground radar)
Air-ground data link
Strip less
Environment
Hardware upgrades
in Flight Data
Processing System
Software updates
for Flight Data
Processing System

3.
Beneficial

4. Very
Beneficial

5.
Extremely
Beneficial

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

C)

0

0

0

0

0

0

0

0

0

C)

0

0

0

0

0

0

0

0

0

0

0

o

0

0

0

0

0

0

0

2.4 What did you find the most challenging aspect of the upgrades?
0
1. Training
0 2. System Overview Knowledge (e.g. Fall back procedures)
0 3. If applicable, Ease of Use
0 4. Ergonomics
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3:TRAINING DUE TO TECHNOLOGY CHANGES
3.0 TRAINING SECTION
3.1 In your opinion, please rate the following statements:

Prior experience
with computers
(e.g. PC at
home) helps me
in the transition
to new system
upgrades
Computerbased'Simulation
Training tools
are helpful to me
to familiarise
myself with the
new system
An increase in
the training time
for the transition
training
Flexible
adaptation of the
training time to
individual
requirements

1. Not at
all
„
~
Beneficial

2.
Somewhat
^ ,
Beneficial

3.
„
r. • .
Beneficial

4. Very
r.
• .
Beneficial

0

o

u

o

0

0

0

0

0

0

C)

0

0

0

0

0

0

0

0

0

5.
Extremely
„
« . ,
Beneficial

3.2 Are there any training changes you would like to see implemented?
0
0

l.Yes
2. No

if YES, please outline below.
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4: INFLUENCE OF EXPERIENCE AND AGE ON
JOB PERFORMANCE
4.1 Please indicate your view on the following statement.
1. Very
much
Disagree
Experience
helps to
compensate
for ageing
effects

2. Disagree

0

3. Somewhat
Agree

4. Agree

0

0

5. Very
much
Agree

0

0

4.2 _ Please indicate your view on the following statement.
3. Positive

2. No Influence

0

0

What
intluences do
age and years
in service
have on Air
Traffic
Controller's
Job
Performance?

Negative

0

4.3 Do you believe older Controllers/Controllers with high years in service are
better in certain areas? Please indicate your view on the following statements.
1. Very
much
Disagree
Older
controllers
adapt
quicker to
new system
updates and
adopt them
with more
ease than
newer
controllers

0

2. Disagree

0

3. Somewhat
Agree

0

4. Agree

0

5. Very
much
Agree

0
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1. Very
much
Disagree
Older
controllers
can better
handle
unusual
situations or
emergencies
than younger
controllers
Older
controllers
are better
Trainers and
Instructors
than younger
controllers
Older
controllers
are better at
planning the
traffic than
younger
controllers

2. Disagree

3. Somewhat
Agree

4. Agree

5. Very
much
Agree

0

0

Q

0

0

0

0

0

0

0

0

0

0

0

0

4.5 Please consider the following list regarding the effects experience and age can
have on job performance.

With further job experience.
1. Very
much
Disagree
1 have better
knowledge of
situations and
solutions.
My working
decreases
I work more
safely

0

0

... „.
2. Disagree
®

3. Somewhat
.
Agree

. .
4. Agree

5. Very
much
Agree

0

0

0

0

0

0

0

0

0

0

0

0
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1. Very
much
Disagree
My selfconfidence is
higher
I can handle
less traffic
1 know the
’tricks’ of the
trade
My flexibility
decreases
My
efficiency
usually
increases
I am better at
handling my
workload
Learning gets
more difficult
for me.
My work
becomes
more routine
Multitasking
gets more
difficult
My ability' to
anticipate the
traffic
development
improves
My mental
traffic picture
is more
limited
I become
better at
handling
unusual
situations and
emergencies
I become
better at
planning

^
2. Disagree
®

3. Somewhat
.
Agree

. .
4. Agree

5. Very
much
Agree

0

0

0

0

0

u

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

o

0

0

0

0

0

0

0

0

0

C)

0

0

0

0

n

0

0

0

0
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1. Very
much
Disagree
It becomes
harder for me
to cope with
stress
I am better at
prioritizing
The amount
of
information
to be learned
places a high
demand on
me

2. Disagree

3. Somewhat
.
Agree

. .
4. Agree

5. Very
much
Agree

0

0

0

0

0

0

0

0

0

0

Q

0

n

0

0
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5: FACTORS THAT INFLUENCE JOB RELATED
PERFORMANCE.
5.1 Please indicate your view on the following statements.
1. Very
Much
Disagree
Working parttime (partly
operations and
partly on other
tasks i.e. OJTI)
has an
influence on
my
performance
High
motivation
supports me in
doing a good
job.
Teamwork
skills w ith
good
communication
skills are
necessary in
this job

0

2. Disagree

0

0

0

0

3.
Somewhat
Agree

4. Agree

5. Very
Much
Agree

0

0

0

0

0

0

0

0

0

5.2 With system updates do any of the following have an effect on Job
Performance
0 Change in selectable Font Size
0 Change in Screen Layout
0 Change in the amount of data on the Screen
0 Change in screen Contrast/Brightness
0 None of the above
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6: INFLUENCE OF TECHNOLOGY ON JOB
PERFORMANCE/SYSTEMS OVERVIEW
6.1 In your own opinion, please rate the following statements.
(System updates are Flight Data Processing System, Radar, Datalink)

1. Very
Much
Disagree
In the event of a system
failure, I am confident of
being able to maintain a
safe level of air traffic
services using emergency
back-up systems
! ncreased background
know I edge/ u n de rsta n d i n g
of the technologies being
introduced would be
helpful in facilitating a
more rounded view of the
impact on my job
function
Following system
updates, I have
confidence in the system
operating as prescribed
1 have complete
knowledge of the
interdependency of the
various system updates
Current training courses
on system updates are
sufficient in giving me
confidence in system
functionalitv'

2.
Disagree

3.
Somewhat 4. Agree
Agree

5. Very
Much
Agree

0

u

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

o

0

0
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6.2 In your view, Please rate the following statements
1. Very
Much
Disagree
The new
upgrades
that have
already
taken place
reduce the
workload
of ATCO's
System
updates
that have
already
taken place
allow
increased
distribution
of time to
other areas
The
partnership
of ATCO
and
automation
allows for
increased
safety
Technology
allows for
increased
situational
awareness
Current
system
capacity is
reaching its
maximum
and
requires
change

2. Disagree

3. Somewhat
Agree

4. Agree

5. Very
Much
Agree

0

0

0

0

n

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

n

0

0

0

Thank you for taking the time to fill out this Questionnaire. The questionnaire is
being used in a Masters Thesis for Human Resource Management. If you would
like a copy of the overall results of the Questionnaire you can e-mail
Sylvia.meulmeester@mycit.ie and I will forward the results to you.
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