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Abstract 
 
This dissertation consists of two essays on predictability of asset prices. "Benchmarking 
problems and long horizon abnormal returns" and, "Low R-square in the cross section of 
expected returns".  Long run abnormal returns following Initial Public Offerings (IPOs), 
Seasoned Equity Offers (SEO) and other firm level events are well documented in the finance 
literature.  These findings are difficult to reconcile in an efficient markets world.  I examine the 
seriousness of potential benchmarking errors on the measurement of abnormal returns.  I find 
that the simpler, more parsimonious models perform better in practice and finds that excess 
performance is not predictable regardless of the APM.  Thus, the long run underperformance 
following SEOs found in the literature is consistent with market efficiency because excess 
performance itself is not predictable.  
In the other essay, "Low R-square in the cross section of expected returns", I examine the 
“low R-square” phenomenon observed in the literature.  CAPM predicts exact linear relationship 
between return and betas (SML). This means that estimated time series betas for firms should be 
related with firms’ future returns. However, the estimated betas have almost no relationship with 
future returns. The cross-sectional R2 are surprising low (3% average) while time series R2 are 
higher (around 30 % average).  He develops a simple asset pricing model that explains this 
phenomenon.  Even in a perfect world where there are no errors in the benchmark measurement 
or estimation of the price of market risk the difference in R-squares can be quite large due to the 
difference in variance between the “market” and average returns.  I document that market 
variance exceeds the variance of average returns, with few exceptions, for the last 74 years 
 
Keywords:  Asset pricing, predictability, cross sectional R square. 
.
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Essay I: Benchmarking problems and long horizon abnormal returns 
I.  Introduction 
Most empirical tests of long-run abnormal returns demonstrate anomalous returns behavior.  
Long-run is usually defined as a three to five year horizon following an event or set of events 
impacting a firm.  Abnormal returns are defined as deviations from either a benchmark asset 
pricing model or a reference portfolio of matched firms.  Negative cumulative abnormal returns 
(CARs) indicate “underperformance” and positive cumulative abnormal returns show “superior 
performance”. 
The phenomenon of long-run underperformance of firm equity returns following a 
variety of events such as mergers (Asquith, 1983; Agarawal, Jaffe and Mandelker, 1992), 
dividend omissions (Michaely, Thaler, and Womack, 1995), Initial Public Offerings (IPOs) and 
Seasoned Equity Offerings (SEOs) (Ritter, 1991; Loughran and Ritter, 1995), and more recently 
bond ratings changes (Dichev and Piotroski, 2001) is well-documented in the literature. 
Research also documents long-run superior performance following another set of events, 
such as, dividend initiations (Michaely et al., 1995), earning announcements (Ball and Brown, 
1968; Bernard and Thomas, 1990), open-market share repurchases (Ikenberry et al., 1995; 
Mitchell and Stafford, 2001), tendered share repurchases (Lakonishok and Vermaelen, 1990; 
Mitchell and Stafford, 2001), and stocks split (Dharan and Ikenberry, 1995; Ikenberry et al., 
1996). 
The preponderance of long-run underperformance and superior performance of equity 
returns has become a stylized fact in the literature, but these empirical findings challenge the 
market efficiency paradigm and are difficult to reconcile with an equilibrium asset pricing 
model.  Market efficiency (ME) is essential to well-functioning financial markets and is a 
fundamental tenant of standard finance models.  In a well-functioning financial market, mis-
pricing should not exist for long periods of time.  However, empirical findings seem to indicate 
there are indeed long periods of misaligned prices.  Long periods of mis-pricing violate any 
concept of investor rationality. 
Long-run abnormal returns studies are plagued with benchmarking errors that raise 
doubts about the validity of their findings.  Fama (1998) calls using the wrong benchmark asset 
pricing model the “bad model problem.”  Fundamental to testing ME is the underlying asset 
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pricing model (APM) used to calculate abnormal returns.  Under ME, the mean cumulative 
abnormal return should be zero, but in the literature this depends on the APM under study.  
While Kothari and Warner (1997) find a positive bias in mean cumulative abnormal returns from 
the APMs they study, Barber and Lyon (1997) find a negative bias in mean cumulative abnormal 
returns for the APM they study.  The bias in mean cumulative abnormal returns biases t-tests if 
the researcher assumes the asset pricing model is correct (i.e., a mean zero abnormal return).   
I examine the seriousness of potential benchmarking errors on an exhaustive set of 
benchmark APMs using an expansive collection of individual equity returns from the Center for 
Research in Securities Prices (CRSP) from January 1927 through December 2004.  The APM’s 
performance is measured by computing out of sample mean cumulative abnormal returns over 
12, 36, 60 month horizons.  I also look at the performance of APMs out of sample under the asset 
pricing restriction that intercepts (i.e, “alpha” a measure of ex post excess performance) are zero.  
I judge the goodness of fit alternative APMs by looking at the variance of prediction errors 
relative to a simple random walk model.  The best APMs are selected based on mean and 
goodness of fit and studied further.  The selected APMs are used to assess SEO performance 
reported by Securities Data Corporation (SDC) from January 1970 because SEOs have proven 
the most difficult for APMs to price. 
This research examines the long run performance of 13 asset pricing benchmarks.  The 
simplest APMs are the single index models including the Capital Asset Pricing Model (CAPM) 
and Market Models (without a risk free rate) using equally weighted and value-weighted CRSP 
market indices.  The performance of ad-hoc Fama and French three (market, size, book-to-
market) and four (market, size, book-to-market and momentum) factor models that have become 
common place in the finance literature are also examined.   
In addition to the standard finance models, I study the long-run abnormal return 
properties of a benchmark “free” model based on Hansen and Jagannathan (1991)’s stochastic 
discount factor (SDF).  The main advantage of the SDF is that it encompasses all rational asset 
pricing models (e.g., it does not require a specific asset pricing model to estimate expected 
returns).  The SDF is the least subject to the bad model problem as it imposes the least 
restrictions on the behavior of asset prices.  Similar to Arbitrage Pricing Theory, the number of 
assets is left unspecified in the SDF approach.  Various combinations of underlying portfolios 
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believed to convey pricing information are used to form six different SDF benchmarks.  The 
underlying assets are the same assets used in forming Fama and French factors.  
The last model I study is created as part of this research.  This is a variant of the CAPM 
which avoids what I call the “fundamental benchmarking problem.”  This model imposes a 
natural condition found in most principles of finance texts.  This condition states that there is no 
idiosyncratic risk in the aggregate.  For a given set of assets defined as “the market” this is 
tautological, where the average market beta must be one and average market excess performance 
(alpha) must be zero.  In other words, the market cannot outperform the market.  However in 
most studies a sub-set of assets are of interest and this condition does not hold by definition.  
Using the large collection of assets in the study, I impose the restriction that guarantees there is 
no market wide miss-pricing and examine its performance along with other APMs.   
The simpler, more parsimonious models perform better in practice.  The relative mean 
square error indicates that models which use an equally weighted index perform better than those 
that use a value-weight index.  The CAPM (equally –weighted) marginally outperforms the other 
single index models including the restricted CAPM I propose.  The out of sample performance of 
these models indicates that the CAPM-EW can reduce prediction variance relative to a naïve 
random walk model by 15-20%.  The more complicated SDF benchmarks perform miserably out 
of sample.  Even though the SDF benchmark uses the same information that is contained in 
assets forming the Fama and French factors, the Fama and French three and four factor models 
perform much better.  The Fama French 3-factor model seems to outperform its four factor 
counterpart. 
For every APM tested, imposing the asset pricing restriction that APM predictions 
exclude their intercepts results in better performance than assuming excess performance 
continues into the future.  This indicates that excess performance may not be predictable 
regardless of the APM.   
Excluding the SDF benchmarks, all of the common APMs suffer from the “bad model 
problem” as the average excess performance in these models is positive.  That is the average 
security outperforms the market!  I show this is because low performing firms (negative alpha) 
do not survive in the dataset as long as higher performing firms.   
Based in lowest absolute mean cumulative abnormal return predictions, the equally 
weighted index models and the Fama French three factor model perform the best.  Mean 
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cumulative abnormal returns using intercepts in prediction also perform better than those that do 
not.  If a researcher uses intercepts in their prediction then the population mean cumulative 
abnormal return should be assumed to be slightly negative and if a researcher does not use 
intercepts in their predictions then the population mean should be assumed positive.   
Of all the APMs, the restricted APM I propose does best on balance considering mean 
and variance of predictions.  
Next I use the selected models, CAPM-EW the restricted CAPM, Fama French three and 
Fama French four factor models to study the long run performance of SEOs.  While the degree of 
mis-pricing among models is very similar, the degree of mis-pricing with and without the asset 
pricing restriction in benchmark predictions is striking.  At 12 months after an SEO, using 
intercepts in predictions reveals that SEOs under perform by 14% or more.  With the asset 
pricing condition in place, the degree of underperformance drops to about 5%.  At 36 months 
after an SEO, the mis-pricing under the asset pricing restriction is about 16% which is half as 
much as with using intercepts in benchmark predictions.  These results indicate SEOs are 
initiated by firms with disproportionately high ex post excess performance (i.e., high alpha 
firms).  As SEOs demonstrate, investors expecting high excess performance to continue will be 
badly mistaken. 
The true degree of miss-pricing is not contained in the mean abnormal returns, but in the 
measure of excess performance.  As firms issue equity, leverage declines and firms’ betas also 
decline.  Thus some of the abnormal returns difference can be explained by changes in risk 
sensitively over the horizon under examination.  Indeed, I do find a decline in betas of SEO firms 
after issuance, however underperformance still exists.   
I examine the predictability of excess performance.  The evidence presented thus far 
would suggest that SEOs are overpriced, but if in the months after an SEO, a securities excess 
performance is not predictable there would be no way to take advantage of any overpricing.  I 
find very weak predictability from relating measures of excess performance of selected APMs to 
their past.  The R2 from these regressions are under 2%.  Given there has been an SEO, the future 
excess performance is significantly lower, but it is extremely uncertain as demonstrated by the 
2% R2.  I also find that SEO firms are high alpha firms; however this is not a homogenous group.  
Firms in the lowest deciles of performance also participate in the SEO process and have higher 
returns in the future.  A SEO in the highest deciles of performance does not predictably fall to 
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the lowest decile 36 month later.  Like the population of CRSP securities under study, SEO 
excess performance appears independent of its past.  The negative mean abnormal returns of 
SEOs seem to be related to some extreme negative performing securities in months after 
issuance, but not a characteristic of SEOs themselves. 
The remainder of this study is divided as follow.  Section II reviews the literature of 
measuring long-run abnormal returns and summarizes the SEO literature. Section III describes 
the data and presents the methodology used to compute cumulative abnormal return for the set of 
models whereas section IV reports and discusses the results.  Section V concludes. 
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II. Literature review 
Measuring abnormal returns is difficult as they are defined as deviation from a “true” asset 
pricing model.  Market Efficiency (ME) rejections may be caused by a misspecified model and 
have little to do with ME itself.  Fama (1998) calls using the wrong benchmark asset pricing 
model to assess ME the “bad model problem.”  The bad model problem is especially severe in 
long run abnormal returns because model errors are cumulative.  Fama (1998) states that 
consistent with the ME predictions, most long-term anomalies tend to disappear “with reasonable 
changes in technique.”    
Long run tests of ME are not only plagued with potentially severe benchmarking error, but also 
with statistical difficulties.  For example, standard inference using t-statistic depends on 
normality and independence.  Long abnormal return studies show abnormal returns are positively 
skewed and suffer both contemporaneous correlation and time series dependence.  Whether these 
statistical properties are part of the nature of abnormal returns or arise from “bad” models is an 
open question.   
This section reviews the different approaches to test long-run abnormal performance.  
Specifically, it reviews all benchmarks models used in the literature as well as the statistical 
difficulties and proposed solutions to current tests of long-run abnormal return. 
A. Benchmarks for Measuring Abnormal Returns 
In the literature, abnormal returns are pricing errors or return deviations from a well defined 
benchmark.  The benchmark is either an asset pricing model or a reference portfolio of firms 
with similar characteristics as the set under study.  The abnormal return:  
ARi = Ri – Bij                                                                (II.1) 
is the difference between firm i’s return Ri and the return of the benchmark Bij (time subscript 
suppressed for clarity), where j is either a reference portfolio (mp), a control firm (cf), or an asset 
pricing model (APM).  The benchmark for firm i, ( ){ }APMRERRB icfimpiij ,, ,,=  are returns from 
a reference portfolio Ri,mp, control firm Ri,cf, or predictions of a asset pricing model E(Ri|APM).  
Define abnormal performance by cumulative abnormal returns (CAR): 
 ∑∑ −== τττ )( ,, ijiii BRARCAR ,                                           (II.2.a) 
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or by differences in returns from buy and hold strategies: 
∏∏ +−+=
ττ
τ )1()1(, ijii BRBHAR ,                                            (II.2.b) 
over the performance period τ.   
The significance of abnormal performance uses the t-statistic:  
NS
CARt
CAR
= , or 
NS
BHARt
BHAR
= .                                       (II.3.a, II.3.b) 
where CAR   and BHAR  are the cross-sectional means of N event firms, and, CARS  and BHARS  
are their respective standard deviations.  Statistical inference based on this test requires that 
abnormal returns are independently distributed normal variables.   
A.1.Characteristics Based Models 
Characteristics based models have a long tradition in long horizon studies.  The main advantage 
of the characteristics based approach is that it does not rely on a particular asset pricing model to 
define benchmark returns.  The benchmark for measuring abnormal returns for each event firm 
uses returns from either a single or set of “like” firms.  A “match” for each event firm is found 
by selecting firm(s) based on similar “characteristics.”  
Admittedly, characteristics based models are ad hoc and do not have to be risk based.  
Characteristics are any set of criterion that produces separation in average returns.1  The most 
common approaches are “reference portfolio” and “control firm”. 
 
a) Reference portfolios 
Characteristics based portfolios are commonly used benchmarks that have evolved.  The earliest 
studies used equally or value weighted market indices as benchmark portfolios.  After the 
seminal works by Fama and French (1992, 1993), reference portfolios became more refined by 
matching on size and book-to-market ratios.  After Jegadeesh and Titman (1993), momentum 
                                                 
1 Daniel and Titman (1997) successfully distinguish multifactor explanations of returns with a characteristic based 
model.  They show that the characteristics based explanation holds in average returns while risk based descriptions 
do not 
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became an additional criterion.  The benchmark return becomes the realized return of the 
characteristics based portfolio for event firm i: Bij = Ri,mp. 
However, Barber and Lyon (1997), and Kothari and Warner (1997) identify potential 
biases of using reference portfolios.  The new listing bias arises because the sample firms under 
study usually have a long pre-event return record, whereas the benchmark portfolio may include 
recent IPOs which are known to have abnormally low returns (Ritter, 1991; Loughran and Ritter, 
1995).  Second, the rebalancing bias arises because the compounded return on the benchmark 
portfolio implicitly assumes periodic rebalancing of the portfolio weights, whereas it is not 
possible to rebalance single event firm returns.  Finally, the skewness bias arises because 
abnormal returns are not normally distributed.  The single event firm return cannot take 
advantage of the Central Limit Theorem properties that apply to firms combined into the 
reference portfolio.  The consequence is that event firm returns are skewed to the right while 
portfolio returns converge to normality.  Those biases reduce the size of t-test of abnormal 
returns resulting in more frequent rejections than expected under the conventional t-distribution.2 
 
b) Control Firm  
In the control firm approach, event firms are matched to a particular “control” firm based on 
characteristics such as size, book-to-market ratio, and –more recently– momentum.  The 
benchmark return becomes the realized return of the control firm for event firm i: Bij = Ri,cf. 
Barber and Lyon (1997) show the control firm approach alleviates reference portfolio 
biases.  The control firm benchmark eliminates the new listing bias because the control firm must 
exist during the performance period.  This approach also eliminates the need for rebalancing 
because a single control firm return is the benchmark instead returns of a portfolio.  Finally, this 
approach mitigates the skewness bias because both the event firm and the control firm are 
equally likely to experience large positive returns.   
The control firm approach is not a panacea free of empirical difficulties.  Lyon, Barber 
and Tsai (1999) provides evidence that the control firm approach does not work well if event 
firms appear multiple times in the same performance period, if event firms are large, if event 
firms are from the same two (or three)-digit SIC industry, or if event firms have large pre-event 
                                                 
2 CARs are less affected by the skewness bias because they sum returns rather than compound returns. Fama (1998) 
argues that this is a good reason for using CARs instead of BHARs. 
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momentum.  This is problematic because most firm events under study (i.e., IPOs, SEOs, Stock 
Repurchases, and other corporate events) are likely to satisfy one or more conditions under 
which the control firm approach suffers shortcomings.  Additionally, the criteria to choose the 
control firm are subjective resulting in potentially different results when choosing different firms 
to study the same event. 
Furthermore, most firm level events are neither cross-sectional nor time independent and 
that causes statistical inference problems.  Corporate events empirically tend to bunch together in 
“hot” periods introducing cross-sectional correlation.  Also, empirically firms have multiple 
events in short periods; violating time-independence.  Thus, the control firm approach is very 
limited in its application: it is only appropriate if the arrival of firm events is random and firms 
do not have multiple events in the same performance period, which is not the case on many 
corporate events. 
A.2.Factor Models 
An alternative to using matched firms returns, as a benchmark for abnormal returns is to define 
benchmark returns as predictions of an asset pricing model (APM).  Matched firm returns are 
“model free” in the sense that these benchmarks do not need the parameterization of particular 
APM, but they do require the characteristics of matched firms to be specified.  The advantage of 
parameterizing a specific APM is that a consistent set of restrictions on asset pricing behavior 
can be imposed (i.e., in the cross section of returns).  An APM is attractive not only because of 
its theoretical appeal, but also because of the universality of its application.  Abnormal 
performance in the context of a particular APM is defined intuitively as the difference between 
an event firm returns and its predicted return given an event firm’s exposure to systematic risk.   
Essential to the APM approach is the implicit assumption that the asset price model under 
consideration correctly price assets (see for example, Davis, Fama and French, 2000, and Daniel, 
Titman and Wei, 2001).  In other words, the implied assumption is that factors and or 
characteristics chosen by researchers do indeed describe the cross-section of expected returns.  
Fama (1998) argues that most tests for long-run abnormal return suffer from the “bad” model 
problem where the magnitude of abnormal returns is rarely robust to alternative methodologies.  
Moreover, Fama emphasizes that APMs, by their nature, are necessarily incomplete descriptions 
expected returns. 
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The Fama-French (FF, 1993) three factor model is the most widely used APM in the 
literature where expected returns are generated by a market factor, a size factor, and a book-to-
market factor.3  The FF regression model as applied to post event monthly returns is, 
 ( )    1...it ft i i mt ft i t i t itR R R R s SMB h HML i nα β ε− = + − + + + = , (II.4) 
where Rit is the return of event firm i, Rft is the risk free rate, Rmt is the value-weighted market 
index return, SMBt is the return of arbitrage portfolio that is long in valued-weighted small stocks 
and short in a valued-weighted portfolio of big stocks, HMLt is the return of arbitrage portfolio 
that is long in valued-weighted high book-to-market stocks and short in a valued-weighted 
portfolio of low book-to-market stocks.4  The factor loading are βi, si, and hi.  The error term is 
εit.  Regressions are run separately for a set of n event firms to obtain a set of αi’s which are 
Jensen’s measures of abnormal performance.5 
The cross-sectional average of alphas is calculated and a t statistic is used to test the null 
hypothesis of no abnormal return.  Thus, 
1
/
N
i
i
Nα α
=
= ∑  and the t statistic is NSt /α
α= , where 
Sα is the cross-sectional standard error. 
As Barber and Lyon (1997) emphasize, this method has two advantages.  First, it does not 
require book-to-market data for the sample firm, allowing firms without available data for size 
and book-to-market ratio to enter the analysis.  Second, because the model does not require an 
explicit measure of size and book-to-market, it can capture patterns that would otherwise be 
miss-categorized (e.g., large firms that behave like small firms). 
More recently, a fourth “momentum factor” has been added to the FF specification.  
Jegadeesh and Titman (1993) show that an arbitrage portfolio that is long on past winners and 
short in past losers earns a positive return that is not captured by FF’s three factors.  Thus, the 
amended FF model includes an additional factor risk; the momentum effect.  The regression 
setup is the same as above,  
                                                 
3 Womack (1996) used this method to study long-run analyst recommendations, and Loughran and Ritter (1995) 
used it to study Initial Public Offerings and Seasoned Equity Offering. 
4 Fama-French factors have become a standard in the finance literature. A detailed description of how this factor are 
constructed can be found in Fama and French (1993) and the K. French’s website: 
http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/  
5 If the model is used out of sample, the literature typically does not include the alpha in the estimated benchmark. 
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 ( ) 1     1...it ft i i mt ft i t i t i t itR R R R s SMB h HML p PR YR i tα β ε− = + − + + + + =  (II.5) 
with an additional regressor PR1YR that accounts for momentum.  PR1YR  is the Jegadeesh and 
Titman (1993) arbitrage portfolio.  Studies of long-run abnormal returns follow Carhart (1997) in 
constructing the momentum factor.  Carhart constructs this variable first by computing the 
average return on all firms in the last eleven months.  The arbitrage portfolio return is then 
formed by taking the difference between equally weighted portfolios of firms with the highest 
(top 30%) past returns and firms with the lowest (bottom 30%) past returns.  The testing 
procedure using cross-sectional alphas follows the same manner as in the three-factor case. 
The FF three and four factor versions have disadvantages beyond the “bad” model 
problem.  These APMs assume parameter stability that could be a problem in studying long-run 
horizons (5 years).  Over longer horizons, there are more opportunities for a firm to change size, 
book-to-market ratios and other characteristics.  In addition, the time-dependence and/or cross-
sectional correlation of abnormal returns can bias the inferences.6  
A.3.Stochastic Discount Factor Models 
The stochastic discount factor (SDF) approach to benchmarking returns was first suggested by 
Chen and Knez (1996) who built on the work of Hansen and Jagannathan (1991).  The SDF is 
model free in the sense that it requires only that the law of one price holds.  Expected returns can 
be computed with the first two moments of return data without assuming a specific utility 
function, complete markets, normality of returns or that a particular benchmark portfolio is a 
tangency portfolio.  Therefore the SDF model is well suited to address the bad model problem as 
it imposes the least restrictions on the behavior of asset prices. 
Early theoretical development of the SDF is credited to Ross (1978), Rubinstein (1976), 
and Harrison and Kreps (1979).  The SDF is constructed on the principle that the law of one 
price holds.  The law of one price is the familiar present value relation, 
[ ]11 ++= ttt xmEp                                                                (II.6) 
where p is a vector of today’s prices on n assets and m is the discount factor that applies to 
tomorrows payoffs, x.  The law of one price simply states that if two assets have the same set of 
                                                 
6 See next section for a discussion of how to confront non-normality and cross-sectional dependence. Fama (1998) 
remains that those estimations should be performed correcting for heteroskedasticity. 
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payoffs they must sell for the same price.  This implies there is only one discount factor at each 
date.   
Hansen and Jagannathan (1991) show that a valid discount factor, m, can be formed as a 
linear combination of the returns, tt Rbm ′= , where b is a vector of parameters and R is the 
vector of gross returns on n assets.  Divide (6) through by prices to get: 
[ ] 111 =++ tt RmE ,                                                             (II.7) 
and substituting the expression for m we obtain  
[ ] 111 =′ ++ tt RRbE .                                                            (II.8) 
It is straightforward to compute b.  The resulting SDF m will exactly price the assets used 
in its construction.  Hansen and Jagannathan (1991) further prove that the resulting SDF has the 
lowest variance of any candidate discount factor and shows there is a duality of the Hansen and 
Jagannathan bounds that they develop and the mean variance frontier.  The SDF approach 
guarantees that resulting portfolios used as benchmark assets will in fact lie on the mean variance 
frontier.  There are other representations of the SDF that are equivalents.  Specifically, discount 
factors, betas representations and mean-variance efficient frontier are equivalents, as all of them 
carry the same information (Cochran, 2001, p.  101).7  
In the SDF context over and under pricing is defined by, 
$1 ( )pE mR α− =                                                            (II.9) 
where Rp is the event firm portfolio and α$ is the parameter of interest.  If alpha is greater than 
zero there is over pricing and if alpha is negative there is underpricing.  Ahn, Cliff, and 
Shivdasani (2003) study the long-run performance of SEOs using the moment conditions:  
, $
1 '
1 '
t t
p t t
R R b
E
R R b α
−⎡ ⎤ =⎢ ⎥− −⎣ ⎦
0 .                                                   (II.10) 
The discount factor is formed from the set of basis assets.  The second moment condition uses 
this discount factor to price an event firm portfolio (i.e., α$ =0).  The parameter of interest is 
                                                 
7 Roll (1976) showed the relation between mean-variance frontier and beta pricing. Ross (1978) and Dybvig and 
Ingersoll (1982) showed the relation between linear discount factor and beta pricing. Hansen and Richard (1987) 
showed the relation between a discount factor and the mean-variance efficient frontier. 
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alpha, which is zero under the null hypothesis.  Moreover, GMM can be used to estimate the 
parameters. 
The main disadvantages are that the approach as presented assumes parameter stability and that it 
also is estimated in sample, forcing the pricing errors to be zero by construction. 
B. Statistical corrections for current methods 
Several approaches exist in the literature to deal with the biases in abnormal return estimation, 
the cross-sectional/time series dependence of abnormal returns, and the non-normality of the 
abnormal return distribution.  These approaches include “carefully constructed portfolios”, 
“adjusted test statistics”, “generated empirical distributions”, and “calendar time portfolios”.   
B.1.Carefully constructed portfolios and skewness-adjusted t statistics 
Lyon, Barber and Tsai (1999) advocate the use of “carefully constructed portfolios” (CCP) 
where firms matched by characteristics (size and book-to-market, etc.) are purged of new listings 
and portfolios are constructed to avoid rebalancing.  The benchmark CCP return is computed by 
averaging the compounded individual security returns over the performance period given by: 
 Bij=
,
1
[ (1 ) 1]
s
s
n i t
bh t s
i s
R
B
n
τ+
=
=
+ −
=
∏∑ , (II.11) 
where ns is the number of stock trade at the beginning of month s.  The return of this portfolio is 
a passive equally weighted investment in the stocks that constitute the reference portfolio.  There 
is no investment in new listed stocks after s, nor is there a need to rebalance the portfolio.  The 
abnormal return in this context is the difference between the buy and hold return of an event firm 
i and the CCP return Bij. 
Skewness bias will remain even when using CCPs.  A researcher may try to correct this 
bias using the conventional skewness-adjusted t statistic (Johnson, 1978): 
 2
1 1ˆ ˆ
3 6sa
t n S S
n
γ γ⎛ ⎞= + +⎜ ⎟⎝ ⎠ , (II.12) 
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∑
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However, Lyon et al.  (1999) find that, while better than the conventional t-statistic, the 
adjusted t-statistic is negative biased, resulting in more rejection of the null hypothesis than 
expected.  Thus, using the skewness-adjusted t statistic with CCP will not yield well-specified 
tests.  
B.2.Bootstrapping  
Most tests of abnormal performance are based on the normality and independence of abnormal 
returns.  Bootstrapping procedures can mitigate errors in statistical inference caused by non-
normality of abnormal returns. A researcher may bootstrap the skewness-adjusted t statistics or 
the average cumulative abnormal return. 
 
a) Bootstrapped skewness-adjusted t statistic 
Lyon et al.  (1999) advocate the use of bootstrapped adjusted t statistics to deal with the 
skewness bias, regardless the reference portfolio used.  They find that “only the bootstrapped 
application of the skewness- adjusted t-statistic yields well-specified test statistics.”8  
Specifically, take 1,000 bootstrapped re-samples from the original sample of size nb = n/4.  In 
each resample calculate the skewness-adjusted t statistic (equation II.12).  Take the bootstrapped 
distribution of tsa and estimate the critical values xl and xu for a significant level α by solving: 
( ) ( )
2
b b
sa l sa uP t x P t x
α≤ = ≥ = .                                           (II.13) 
This method alleviates the non-normality of abnormal return and yields well specified 
test.  However, as Lyon et al.  (1999) recognize, this method fails when there are overlapping 
events, which is the case in most long-run abnormal return studies. 
 
b) Bootstrapped empirical distribution of abnormal return from pseudo portfolios 
Some researchers have bootstrapped an empirical distribution of average long run abnormal 
returns.9  The work of Ikenberry, Lakonishok, and Vermaelen (1995) and latter amended by 
Lyon et al.  (1999), propose replacing every event firm in the original sample with a control firm 
                                                 
8 They mention that these results are consistent with Sutton’s (1993) recommendation. 
9 Specifically, this method was employed by Ikenberry, Lakonishok, and Vermaelen (1995), Brock, Lakonishok, and 
LeBaron (1992), Ikenberry, Rankine, and Stice (1996), and Lee (1996), among others. 
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drawn randomly from a set of non-event firms with the same size and book-to-market ratio.  
Next, calculate the abnormal return on each control firm as the difference between its holding 
period return and the buy and hold return of a CCP (equation II.11).  Take the average of 
abnormal returns across control firms and record this value.  Finally, generate a distribution of 
long run average runs by repeating this procedure 1000 times.  The researcher compares the 
average abnormal return with the percentiles from the empirical distribution.   
Bootstrapping the empirical distribution of abnormal return results in more powerful tests 
than using a conventional t-statistic.  However, as emphasized by Brav (2000), this approach has 
two shortcomings.  If the two samples (sample of test assets and sample of control assets) have 
different variance, the generated empirical distribution will be biased.  Second, if the original 
sample of event firm returns are cross-sectional correlated, which is most likely the case, the 
replacement with random samples may lead to false inferences because the latter assumes 
independence by construction.  Mitchell and Stafford (2001) present simulation evidence that the 
bootstrapped empirical distribution method fails in the presence of cross-sectional and time 
series dependent abnormal returns.  They find that bootstrapped estimated t statistics could be as 
much as four times too large in the presence of zero abnormal return. 
 
B.3.Calendar time portfolios 
One shortcoming of using any of the above approaches to testing abnormal returns is the 
potential for cross sectional dependence among event firms.  Brav (2000) argues that due to 
industry effects or other contemporaneous cross firm connections abnormal returns are cross-
correlated.  However, most tests of abnormal returns assume independence.  Fama (1998) 
suggests the use of calendar time portfolios (CTP) to resolve the problem.  Sample firms enter 
the CTP in the month following the event of interest and are held in this portfolio CTP for five 
years, depending on the definition of the long run.  The concerns about cross-sectional 
dependence are alleviated because this approach eliminates the need to compute and test average 
abnormal returns.  Instead, the researcher examines the properties of the CTP.  Any APM or 
characteristic model can serve to benchmark CTP returns. 
The most commonly used benchmark for CTP returns is the FF three factor model 
[Carhart (1997), Daniel, Grinblatt, Titman and Wermers (1997), Loughran and Ritter (1995), 
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Brav and Gompers (1997), and Jegadeesh (2000)].  The CTP return, Rctp, is used to estimate the 
three factor regression:10 
 ( ) pppfmppfctp HMLhSMBsRRRR εβα +++−+=− ,  (14) 
where the parameter alpha, αp, is the measure of abnormal performance.  Lyon, Barber and Tsai 
(1999) show that the CTP work well when cross-sectional dependence is severe.  However, 
because the benchmark itself is subjects to its own problems miss-pricing can persist. 
Loughran and Ritter (1999) criticize the use of calendar-time regressions.  Through 
simulations, Loughran and Ritter find the CTP approach has low power to detect abnormal return 
because this approach does not treat “hot” and “cold” event periods differently.  In contrast, 
Mitchell and Stafford (2000) revisit Loughran and Ritter (1999), accounting for 
heteroskedasticity caused by calendar clustering, and find the CTP approach is more powerful in 
detecting abnormal return than using bootstrapped reference portfolios. 
B.4.Bayesian approach 
Brav (2000) proposes a methodology to test long run abnormal return that confronts both non-
normality and cross-sectional dependence of abnormal return.  Using a Bayesian approach in a 
seemingly unrelated regression (SUR) setting, an empirical testing distribution is generated.  
Specifically, given an asset pricing model and a researcher’s prior belief regarding the 
distribution of a firm residual, the asset pricing model’s parameters are estimated through Bayes’ 
theorem.  Then, given the estimated parameters, long-run returns for all firms are simulated 
taking into account the variance-covariance of the residuals.  These steps are repeated a large 
number of times, and the simulated averages are used to build the empirical distribution of the 
sample mean.  Finally, the observed abnormal return is compared with the null distribution. 
This approach solves both the non-normality and independence assumption of earlier 
approaches.  Also, it is neither subject to the new listing bias nor the rebalancing bias because 
Brav uses CCPs.  However, as Brav (2000) recognizes, it still relies on an asset pricing model or 
a particular set of characteristics.   
Table 1 shows a summary of current approaches and their advantages and disadvantages. 
                                                 
10 Since the number of securities varies through time, the error term is heteroskedastic, so the regression may be 
performed using weight least squares, where the weights could be the number of securities in the portfolio in each 
calendar month. 
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Table 1.  Summary of abnormal returns tests 
 
Panel A.  Early Approaches 
Approach Advantages Shortcomings 
Reference Portfolio and 
t-statistics 
Does not need an asset pricing model Subject to new listing bias, rebalancing 
bias, skewness bias. 
Assume Normality and Independence of 
abnormal returns. 
Control Firm and  t- 
statistic 
Does not need an asset pricing model 
Works well in random sample 
It does not work well when sample firms 
are large, are from the same set of 3 digit 
SIC, or have large-pre event momentum. 
The researcher chooses the reference firm 
making it depend on researcher 
subjectivity. 
Asset Pricing Models 
(regressions) 
Neither factors nor characteristics of the 
test asset are needed to assess abnormal 
return.  Only portfolios with the factors 
and/or characteristics are needed.   
Assume factor loadings are constant over 
time. 
Assume pricing errors are uncorrelated 
and independent. 
An asset pricing model is needed. 
 
 
Panel B.  Improved approaches 
Approach Advantages Shortcomings 
Carefully constructed 
portfolios and adjusted t 
statistic 
 
Eliminates new listing bias and 
rebalancing bias.   
 
The skewness bias remains. 
Bootstrapped skewness- 
adjusted t statistic 
Take into account the skewness bias 
Well- specified in random samples 
Does not correct cross-sectional 
dependence and neither does overlapping 
events 
It is well specified for random events, but 
not for non-random events. 
 
Bootstrapped empirical 
distribution of 
abnormal return from 
pseudo portfolios 
Well specified if carefully constructed 
portfolios are used and rebalancing is not 
allowed.   
Underlying assumptions are that event 
firm and matched firm are similar in 
every dimension and there is no cross-
sectional correlation in sample firms. 
Test misspecified because of the 
independency assumption. 
 
Calendar time 
portfolios 
Well specified when there is cross-
sectional correlation 
More statistical power after controlling 
for sample composition 
Well specified for random sample, but not 
for non-random samples, 
By averaging, it gives the same weights 
to high intensity events and low intensity 
events 
An asset pricing model is required 
Bayesian approach  Corrects non-normality of abnormal 
returns, cross-sectional dependence and 
time-series dependence. 
An asset pricing model is required 
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C Seasoned Equity Offerings performance 
Studies of long-run performance following Seasoned Equity Offerings (SEO) have led to 
intensive discussion in the literature whether the market efficiency holds or not. Ritter (1991), 
Loughran and Ritter (1995), and Spiess Affleck-Graves (1995) find that Seasoned Equity 
Offerings (SEOs) underperform market indexes after three and five years after the issuance.  
(Loughran and Ritter, 1995). Loughran and Ritter (2000), and Jegadeesh (2000) confirm those 
findings. This set of authors argues that the underperformance is due to the effect of investors’ 
sentiment on returns. Investors who purchase shares in IPOs and SEOs systematically over-value 
the shares at the time of issuances. 
In contrast, Brav and Gompers (1997), and Brav, Geczy and Gompers (2000) show that 
stock returns after IPOs and SEOs follow a more pervasive return pattern for small stocks. 
Specifically, Brav and Gompers (1997) find that documented “IPOs underperformance” is not an 
IPOs effect, but a firm size effect. Non-issuing small firms tend to have the same 
underperformance as issuing small firms (Brav and Gompers, 1997). Moreover, Brav et al (2000) 
show that the SEO underperformance is primarily concentrated in small issuing firms with low 
book-market ratios. This set of authors argues that the documented underperformance is not 
evidence against the ME.  Small firms’ issuances are more likely to be held by individual 
investors (rather than institutional investors), who are more likely influenced by fads or are 
victims of asymmetric information. Once size is taken into account by using valued weighted 
returns in benchmark portfolios, the documented underperformance reduces substantially.  
Brav et. al. (2000) and Mitchell and Stafford (2001) also show that the reported 
underperformance is sensible to the benchmark model, agreeing with Fama (1998)’s bad model 
problem.  However, Loughran and Ritter (2000) argue that the benchmarks selected by Brav et 
al. (2000) and Mitchell and Stafford (2000) incorporate miss-pricing proxies rather than true risk 
factors and therefore those miss-pricing proxies bias the test statistics to find no abnormal return 
when there exist.  
 19
III. Methodology  
This dissertation examines the seriousness of potential benchmarking errors in the measurement 
of abnormal returns in several methodologies that use a particular asset pricing model (APM), 
(including the Stochastic Discount Factor (SDF), which does not assume a particular benchmark 
asset-pricing model).  The benchmarks use monthly-updated parameters versions of different 
asset pricing models (APMs) out of sample.  Cumulative abnormal returns (CARs) for all firm 
months available from 1927 to 2004 are computed for each APMs.  All firm months encompass 
the CRSP’s available common stock with at least 37 months of return. 
Alternative APMs such as market models (MM), capital asset pricing model (CAPM), 
Fama and French three factor model (FF3), the Fama and French four-factor (FF4) model, and 
the restricted asset pricing model (RAPM), which is a method I propose to force the benchmark 
to price itself, are examined herein to asses whether it is the nature of data that is driving 
statistical complexities found in the literature.  I also obtain CAR under the random walk (RW) 
in order to compare the performance of the APMS and SDFs relative to the RW. The literature 
has not yet examined the reliability of the RW, FF4, or SDF benchmarks in detecting long run 
abnormal performance.11  
This research contributes to the literature a study on the properties of the monthly-
updated parameters versions of APMs out of sample.  A common critique of benchmark APMs is 
that they are constant parameters.  The literature has not yet examined the properties of the 
monthly-updated parameters parameter versions of alternative APMs.  In addition, most research 
is conducted in sample with no verification of how alternative models actually perform out of 
sample.12  Estimating parameters in sample has the potential problem of forcing pricing errors to 
be zero, whereas the average pricing error estimated out of the sample is not required to be zero.   
I analyze long-run abnormal returns for a set of APMs from January 1930 to December 
1999.  Previous studies have used shorter periods13.  There is no study –to my knowledge– that 
has investigated the properties of CAR statistics with data spanning this period.  I estimate CAR 
                                                 
11 Some authors have used the four factor model as a benchmark to test abnormal return. For example, Brav, Geczy 
and Gompers (2000) use the Fama-French three factor model and the four factor model and find that the former can 
capture the joint covariation of IPO returns, whereas the latter is needed to capture the covariation of SEO returns. 
12 With the exception of Kothari and Warner (1997) who studies the specification of the market model and FF three 
factor model with constant coefficients over the performance period.  Kothari and Warner (1997) found these two 
models were severely misspecified. 
13 For example, Barber and Lyon (1997): 1963-1995; Kothari and Warner (1980-1989), and Lyon et al. (1999): 
(1973-1996) 
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for different sub-periods: 1930-1972, 1973-2004, and 1990-2004.  The Center of Research in 
Security Price started including NASDAQ common stocks, which are predominantly smaller 
companies than the NYSE companies, at the beginning of 1973.  Thus, I studied the CRSP 
sample pre and post NASDAQ common stock inclusion in the database to see whether the results 
are sensitive to this fact.  I also calculate CAR statistics for the 1990s because it was 
characterized by high volatility in the market.  
I estimate CARs for 12, 36 and 60 months using return security data from all available 
firms that have at least 37 month of consecutive return in the Center for Research in Securities 
Prices (CRSP) database.  Previous studies have calculated a random sample of CARS to infer the 
CAR statistics.  In contrast, I calculate CARs for every firm-month from securities’ returns 
during the period January 1927 – December 2004 and report statistics.  In other words, for every 
firm, I calculate CARS for all valid returns in each firm.  There is no study that has estimated 
this large CRSP sample that certainly represents the population distribution of CARS.  Knowing 
the population distribution allows a researcher to use the population mean and standard deviation 
to test abnormal return. I also, estimate CARs for under assuming fixed parameters and for non-
overlapping events. 
The following sections explain the empirical implementation of SDFs and APMs 
considered in this study as well as data sources. 
A. Asset Pricing Benchmarks 
A.1.The Stochastic Discount Factor 
The SDF model is well suited to address the bad model problem as it imposes the least 
restrictions on the behavior of asset prices.  This benchmark is considered a model “free” in the 
sense that it requires only that the law of one price holds, and expected returns are generated 
using the information contained in a set of basis assets rather than a model with pre-specified risk 
factors.  Furthermore, the SDF encompass all rational asset pricing models, while imposing 
fewest restrictions on the ability of assets to price risk.  Under the SDF benchmark, expected 
returns are computed with the first two moments of the return data without assuming a specific 
utility function, complete markets, normality of returns or any other typical assumptions found in 
assets pricing models (Cochrane, 2001).   
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Ahn, Cliff, and Shivdasani (ACS, 2003) is the only other work that studies the long-run 
abnormal return using an SDF methodology.14  They find a particular SDF using 'm b R=  where 
m is a SDF, b is a vector of parameters and R is a matrix of basis assets.  One shortcoming of 
linking m to the data using 'm b R=  is the possibility that m becomes negative.  A negative 
discount factor would imply the existence of arbitrage opportunities.  ACS impose a non-
negative condition on the discount factor (m>0) but this restriction decreases the robustness of 
tests; especially as the number of assets increases.  Additionally, they assume the vector b is 
constant through time.  
Instead of using m as linear combination of basis assets, I use the mean-variance frontier 
to test abnormal return as it has the advantage of being intuitive and simple to use in estimation.  
Hansen and Jagannathan (1991) prove that a discount factor SDF 'm b R=  has the lowest 
variance of any candidate discount factor and show that there is a duality between the volatility 
bounds that they develop and the mean variance frontier.  Let Rp and Rop be the return series 
from two distinct mean-variance efficient portfolios.  The expected return on any event firm i is a 
convex combination of any two efficient portfolios:  
( ) ( ) ( ) ( )opipii RERERE ββ −+= 1 .                                             (III.1) 
Based on this SDF benchmark, I compute long-run abnormal returns from a set of N 
event firms over a horizon (T=1, 12, 36, or 60 months) in the following way:  
i. Define time indices:  Performance period for which abnormal returns is collected 
is of length T.  The event month is at time k.  Define T estimation periods as 36 
month windows [k-36, k-1] where k = {1, T} denotes both a particular estimation 
period and a particular month when performance is measured. 
ii. In each estimation period k, I obtain the vectors of portfolio weights (wp,k, wop,k) of 
the efficient frontier assets, Rp, and Rop15 
iii. For each estimation period k I obtain the weight ki,β by running the regression:16  
                                                 
14 ACS apply the methodology to a set SEOs, but they do not study the statistical properties of CARs conditional on 
the SDF benchmark. 
15 Rop is the orthogonal portfolio to Rp when no risk-free asset is assumed and is the 30 day Treasury bill yield when 
risk-free asset is assumed. 
16 This formulation is slightly different from equation III.1, however using OLS in equation III.2, instead of 
Nonlinear Least Squares in equation III.1, results in the same estimate.  The estimator variance is different, but no 
inferences are made using the coefficient standard error. 
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( ) ttoptpkitopti RRRR εβ +−=− ,,,,, t={k-36, k-1}                               (III.2) 
iv. The weights from the tangency portfolios (vectors wp,k and wop,k) and ki,β  are used 
to obtain a new portfolio that mimics event firm i’s returns for one period ahead 
out of sample.  The realized return on the benchmark mimicking portfolio, Bi,k, is, 
( ) kopkopkpkiki RRRB ,,,,, +−= β ,  k = {1, T}                                  (III.3) 
v. The abnormal return is,  
kikiki BRAR ,,, −= ,  k = {1, T}.                                                      (III.4) 
vi. The cumulative abnormal return for event firm i at time k is, ∑
=
=
T
k
kiTi ARCAR
1
,, . 
vii. I compute CARs for all firm-months (e.g.  all firms i and all months k) available 
in the Center for Research in Securities Prices (CRSP) database.17 
The SDF benchmark requires the formation of a mean variance frontier for each 
estimation period.  The choice of assets to be included in the construction of the mean variance 
frontier remains an open question.  Cochrane (2001) argues that this set of basis assets must be 
well motivated because all the pricing information is contained in the variance-covariance 
matrix.  The literature finds that the market, size, book-to-market (Fama and French, 1992, 
1993), and past returns (Jegadeesh and Titman 1993, 2001) are important and nearly independent 
characteristics that prices equities.  I introduce these characteristics into the covariance matrix of 
returns by using the following set of portfolios:  
a) The 3 Fama-French factors (market, size, and book to market). 
b) The 4 Fama-French factors (market, size,  book to market, and momentum) 
c) Six size/book to market portfolios and the market portfolio. 
d) Augmenting the above set by using six size/momentum portfolios.  This means total a 
total of 13 portfolios (6 size/book to market portfolios, 6 size/momentum portfolios, and 
the market portfolios) to estimate the covariance matrix. 
 
                                                 
17 Data description is presented next chapter.  
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I estimate the SDF assuming the existence of a risk-free asset and assuming a zero beta 
portfolio for the cases “c” and “d”.  Finally, I use the value weighted market index as the market 
portfolio. 
 
A.2.Alternative Asset Pricing Benchmarks 
The abnormal returns from the RW model, MM, CAPM, FF3 factor model, and FF4 factors 
model are computed in a similar way as the SDF benchmark. The RW benchmark is a 36-month 
moving average of returns. The RW benchmark, RWkiB , , is define as, 
36
,
36
1
,
∑−
−==
k
ktRW
ki
tRi
B ,  k = {1, T}, 
and the abnormal prices are measured using,  
RW
kikiki BRAR ,,, −= ,  k = {1, T}. 
The MM benchmark, MMkiB , , uses the regression relation, 
ttmkikiti RR εβα ++= ,,,, ,  t={k-36, k-1}, 
to determine the benchmark return, 
kmki
MM
ki RB ,,, β= , k = {1, T} 
where αi,k, and βi,k are parameter estimates and Rm is the market return.  As in equation III.4, 
abnormal returns are defined in excess of the MM benchmark. 
The CAPM benchmark uses the regression: 
ttftmkikitfti RRRR εβα +−+=− )( ,,,,,,  t={k-36, k-1}, 
where Rit-Rf  is the excess return on the event firm i, Rmt- Rf  is the excess return on the market. 
The benchmark CAPMkiB , uses the estimated beta and the realized Rm and Rf:
18 
tfkfkmki
CAPM
ki RRRB ,,,,, )( +−= β ,  k = {1, T}. 
Abnormal returns are computed as in equation III.4, but in excess of the CAPM benchmark. 
                                                 
18 Note that I do not use the estimated intercept from the regression in the benchmark return. I discuss the validity of 
doing this in the next section. 
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The FF3 factor benchmark uses the regression specification, 
ttkitkitftmkikitfti HMLhSMBsRRRR εβα +++−+=− ,,,,,,,, )( ,        t={k-36, k-1}, 
where Rit-Rf  is the excess return on the event firm i, Rmt- Rf  is the excess return on the market, 
SMB is a zero investment portfolio that is long in small size firms and short in large size firms, 
HML is a zero investment portfolio that is long in high book-to-market ratio firms and short in 
low book-to-market ratio firms.  The parameter estimates βi,k, si,k,and  hi,k are the factor loadings.  
The 3,
FF
kiB benchmark is: 
tfkkikkikfkmki
FF
ki RHMLhSMBsRRB ,,,,,,
3
, )( +++−= β ,                      k = {1, T}. 
Abnormal returns are computed as in equation III.4, but in excess of the FF3 benchmark.  
The FF4 factor benchmark expands the FF3 factor version to include a momentum factor.  The 
expanded regression relation is, 
ttkitkitkitftmkikitfti YRPRpHMLhSMBsRRRR εβα ++++−+=− 1)( ,,,,,,,,,     t={k-36, k-1}, 
where PR1YR is a zero investment portfolio of firms with the highest returns in the last eleven 
months minus firms with the lowest returns in the last eleven months (Carhart, 1997).  The 
parameter, pi,k, is an additional factor loading.  The FF4 benchmark returns, 4,
FF
kiB  are given by, 
kfkkikkikkikfkmki
FF
ki RYRPRpHMLhSMBsRRB ,,,,,,,
4
, 1)( ++++−= β ,              k = {1, T}. 
Abnormal returns are computed as in equation III.4, but using the FF4 benchmark. 
A portfolio can be estimated using equally weighted return or value weighted return.  All 
benchmarks above use value weighted portfolios to minimize the rebalancing bias.  However, I 
also investigate the properties of the MM and the CAPM when the market portfolio is calculated 
using equally weighted returns. 
A.3.Restricted Asset Pricing Model 
This dissertation provides evidence that classical asset pricing models used to test abnormal 
returns do not price themselves.  I call this fact “the fundamental benchmarking problem”.19 In 
order to alleviate this problem, I propose the restricted asset pricing model (RAPM), which 
forces the benchmarking model to price itself. 
                                                 
19 I discuss in detail the fundamental benchmarking problem next chapter. 
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Assume that MM (or CAPM) is an equilibrium model (and therefore market is an 
equilibrium priced risk factor).  This means that the market portfolio will contain both test assets 
and control assets.  If the market index is well constructed, the average alpha and beta will be 
zero and one respectively. In other words, if firms in the estimation period are exactly the same 
in the index (e.g., it is not allowed entering or delisting any firm), then the average alpha and the 
average beta are zero and one, respectively.20  To see this let’s iR  be the i firm’s return.  Then for 
each firm i, the market model states:  
imiii RR εβα ++=                                                               (III.5) 
where ∑
=
=
n
i
im Rn
R
1
1  is the market return, n is the number of firms, α  and β  coefficients, and ε  
the error term. The beta coefficient is estimated in a regression as: 
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Therefore, average beta is equal to one. Alpha can be found as: 
miii RR βα −=  
Summing across i and dividing by n, we have: 
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The results hold for value weighted market portfolio if the weights are fixed during the 
estimation period.  However, in practice, this will not be true because market value changes 
through the estimation period. 
                                                 
20 This is well known in the literature, see for example Fama and Macbeth (1973, p. 625). 
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I propose a model correction that requires firms that are at the last month of the estimation 
window be the same firms that conform the benchmark at the performance period.  Let’s say that 
the estimation period length is 36 months.  All firms available in the 36th month must form part 
of the benchmark in the 37th month.21 
The model is a restricted least square estimator of the assumed APM.  Assume the market 
model (MM) for N firms available at time k-1 (the same set of firms must available at time k).22 
The regression equation for each firm i is 
ttmkikiti RR εβα ++= ,,,, ,  t={k-36, k-1}, i={1 , N} 
The least squares objective function is 
Ωee
b
′=Γmin ,                                                          (III.6.a) 
( )qbIw 2 −⊗′..ts .                                                        (III.6.b) 
 
The error vector e is comprised of NT stacked regression errors of the form (T is the length of the 
estimation window, which in our case is 36 months). 
 
( ) ( ) [ ] ( )
Xbre −=
⊗−= bvecXIrvecevec NNN                                            (III.7) 
where r is a NT vector of returns, X is a (NT x 2N) matrix of regressors (X=[1, rp ]) that are 
common to all assets, and b is a coefficient 2N vector returns.  The vector ⎥⎦
⎤⎢⎣
⎡=
1
0
q  contains the 
restrictions on the weighted sums of intercepts and slopes (e.g 0
1
=∑
=
N
i
iiwα  and 1
1
=∑
=
N
i
iiw β ).  w 
is a N dimensional vector of predetermined weights at time k-1.  Also, the weighting matrix 
Ω= ( )TN IΣ ⊗−1  reflects the orthogonality of the firm specific components by containing only the 
firm specific variances of each asset and zero covariance with all other assets:  
 
                                                 
21 The CRSP value-weighted index also requires that the companies that conform the index, must have value 
information at time t-1. 
22 The model can be directly applied to the CAPM as well. However, in order to apply the model to factors (FF 3, 
FF4) or portfolios (size/btm/momentum), the SDF approach must be used (e.g. thought the tangency portfolio in the 
mean-variance efficient frontier). 
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The solution to this problem is presented in appendix A.  The restricted intercepts and slope 
coefficients for each firm i are: 
( )OLS
N
iei
OLSii
w
αw
wΣw
′′−=
2
,
,
σαα and,                                            (III.8.a) 
( )12,, −′′−= OLSN
iei
OLSii
w
βw
wΣw
σββ .                                              (III.8.b) 
Where OLSi,α  and OLSi,β  are the ordinary least square estimated coefficients, and OLSαw′  and 
OLSβw′  are the weighted average alpha and the weighted average beta from the OLS estimated 
coefficient, respectively.23 
The restricted estimator depends on the difference between the unrestricted average 
coefficients and their target value, and the ratio overall firm specific variance of the firm to total 
market variance.  Firms with higher variance error require higher correction factor.  Furthermore, 
if the weighted average coefficient is positive the corrected coefficients will be lower than the 
OLS estimated coefficients whereas if the weighted average coefficient is negative the corrected 
coefficient will be higher than the OLS estimated coefficient. 
The model will ensure that  0
1
=∑
=
N
i
iiwα  and 1
1
=∑
=
N
i
iiw β  in every period.  Thus, the 
model will price itself.  I restrict the capital asset pricing model (CAPM) using an equally-
weighted market index to estimate CARs in this research. 
B. Data Description 
Risk factors and portfolios commonly used in academic research are from Kenneth French’s 
website.24  I use Fama and French’s six portfolios formed in size and book to market, six 
                                                 
23 The model requires weighted average of alpha and beta to be equal zero and one respectively. In a given month N 
could be easily 4,000 firms. It would be almost impossible for a computer to work with NT x N matrixes. However, 
the formulas allow calculating OLS coefficients and variances of error for each firm, which then are used to correct 
each alphas and betas, without making such matrix calculations. 
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portfolios formed in size and momentum, and the four factors:  market, size, book to market and 
momentum.  The risk-free rate is the Ibbotson 30-day Treasury bill rate which is also available 
on Kenneth French’s website.  A complete set of factor/portfolio returns are not available until 
January 1927.  Equally weighted and value-weighted market indices are from the Center for 
Research in Securities Prices (CRSP).   
I analyze a large sample of CRSP NYSE, AMEX and NASDAQ exchange listed ordinary 
equity returns (share codes 10 and 11) from January 1927 through December 2004.  The initial 
CSRP population is restricted to those securities having at least 37 months of consecutive 
returns.  Thirty-six months is required to obtain parameter estimates and at least one month is 
required to compute a one month ahead abnormal return.  CAR T = {12, 36, 60 month} time 
horizons place further restrictions on CRSP securities to have non-missing returns over T+36 
periods.  The 36 month estimation requirement and the start of FF factor data means that CARs 
start in January of 1930.   
Starting in January of 1970, the Securities Data Corporation (SDC) provides calendar 
months of SEOs as well as securities identifiers.  The SEO samples of securities analyzed are 
sub-sets of the CRSP samples outlined above.25  As in the CRSP samples, the number in each 
SEO sample declines as longer periods of consecutive returns are required to compute CARs. 
Table 2 shows summary statistics for CRSP population return (Panel A), SEO return 
(Panel B), and, the Fama and French’s factor and portfolios (Panel C).  Panel A shows the return 
data as well as time-series average returns.  As documented in the literature returns are positively 
skewed.  For example, the average return in the overall sample is 1.49 percent per month while 
the median is 0 percent.   
The CRSP sample mean for past T months (T=12, 36, 48, 60, 72 and 96 months) is 
around 1.49 %.  This is a consequence of using firms that have at least a 37 month return. 
However, the typical methodology of testing abnormal return suggests using 36 months (or 24 in 
some cases) to estimate the APMs parameters that would be used to predict returns.  
Panel B reports time series average return pre event and post event for the SEO sample. Pre 
event average return is higher for SEOs compared with CRSP.  For example, the 12-month 
average return pre event is 4.19 percent whereas the rolling average for the CRSP sample is 1.48 
                                                                                                                                                             
24 http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/.  The explanation for the construction of portfolios and 
factors can be found in the website.  The data is provided by K. French for academic research. 
25 The SDC SEO event months are the same as from Ritter’s website at http://bear.cba.ufl.edu/ritter/ipodata.htm 
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percent.  However, the 12-month average return post event is 0.92 percent.  The 12-month return 
average presents a relative high standard deviation.  
Finally, Panel C reports the benchmark indices statistics.  The equally-weighted CRSP return 
average is 1.34 % while the value-weighted is 0.95 %.  Compared with market return, the time 
series return is consistently higher. 
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Table 2.  Return Descriptive Statistics 
Panel A reports return mean, standard deviation, 5, 50, and 95 percentile, number of firms and firms 
months in computations.  The initial CRSP population is NYSE, AMEX and NASDAQ exchange listed 
ordinary equities (share codes 10 and 11) from January 1927 through December 2004 having at least 37 
months of consecutive returns.  The first entry ‘Monthly return’ is the CRSP individual security total 
return for each month.  ‘Firm Average’ is the average of an issue’s entire set of CSRP returns of firms 
meeting the 37 month requirement.  The ‘month means’ are variables that are 12, 36, 48, 60, 72, and 96 
month moving averages of firms returns that meet the minimum requirement in additional to having 
consecutive returns for 48, 60, 72, and 96 months depending on the particular moving average.  Panel B 
reports average returns of securities with SEOs for 12, 36, 60 months before the SEO issue month and 12, 
36, and 60 months after the SEO issue month.  The securities in samples of SEOs are contained in CRSP 
samples with the same T month horizon spanning the Jan 1970- Dec 2004 period.  Panel C reports means, 
standard deviation, 5, 50, and 95 percentiles of factors and factor portfolios used in benchmark 
calculations for Jan. 1927- Dec. 2004 and Jan. 1970- Dec. 2004 periods.  The ‘average monthly return’ is 
the cross sectional average return per month using the initial CRSP population.  Other variables 
are described in the data section. 
 
Panel A. Monthly returns statistics and return averages  
 Mean Std. 5% 50% 95% firms Firm mos. 
Jan 27 – Dec 04        
Monthly return 1.49 16.64 -19.64 0.00 25.00 - 2,027,183
Firm average  1.25 1.90 -2.21 1.41 3.87 16,457 - 
12-month mean 1.48 4.50 -4.95 1.25 8.47 16,457 2,027,183
36-month mean 1.47 2.39 -2.07 1.31 5.41 16,457 2,027,183
48-month mean 1.48 1.96 -1.37 1.33 4.78 14,690 1,828,009
60-month mean 1.50 1.69 -0.92 1.35 4.37 12,903 1,653,012
72-month mean 1.50 1.47 -0.59 1.36 4.02 11,397 1,500,112
96-month mean 1.49 1.16 -0.12 1.38 3.51 9,101 1,244,580
Jan 70 – Dec 04        
Monthly return 1.51 17.45 -20.69 0.00 26.18 - 1,591,823
Firm average  1.26 1.92 -2.21 1.42 3.90 15,549 - 
12-month mean 1.47 4.68 -5.27 1.26 8.72 15,549 1,591,823
36-month mean 1.46 2.47 -2.23 1.32 5.51 15,549 1,591,823
48-month mean 1.49 2.03 -1.51 1.35 4.86 13,877 1,424,841
60-month mean 1.51 1.75 -1.04 1.37 4.46 12,186 1,278,788
72-month mean 1.51 1.54 -0.70 1.38 4.13 10,764 1,152,231
96-month mean 1.51 1.22 -0.21 1.40 3.62 8,570 939,735
 
Panel B. Firm SEO event pre and post average return (January 1970 – December 2004) 
Months before SEO  Months after SEO 
Average return Mean Std. N  Average return Mean Std. N 
12 mos. before 4.19 5.08 5,676  12 mos. after 0.92 3.72 5,560 
36 mos. before 2.64 2.48 5,676  36 mos. after 0.97 1.89 4,723 
48 mos. before 2.32 2.07 5,150  48 mos. after 1.11 1.60 4,361 
60 mos. before 2.14 1.82 4,715  60 mos. after 1.18 1.41 4,011 
72 mos. before 1.97 1.60 4,344  72 mos. after 1.22 1.22 3,682 
96 mos. before 1.72 1.28 3,730  96 mos. after 1.24 0.99 3,143 
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Table 2 continued  
Panel C. Benchmark returns statistics 
 Jan 27 – Dec 04 (T=936)  Jan 70 – Dec 04 (T=420) 
Variable Mean Std. 5% 95% Mean Std. 5% 95%
Average monthly return 1.39 7.59 -9.44 10.79  1.42 5.82 -7.37 9.57
CRSP value-weighted return  0.95 5.48 -7.54 7.71  0.98 4.63 -7.01 1.34
CRSP equal-weighted return  1.34 7.49 -9.22 10.85  1.25 5.84 -7.45 1.46
Ibbotson 30 Day t-bill return 0.30 0.26 0.01 0.79  0.50 0.24 0.11 0.46
      
 Fama-French factors      
Market factor (Rm_rf) 0.65 5.51 -7.95 7.38  0.49 4.64 -7.47 0.84
Size factor (SMB) 0.25 3.39 -4.30 5.09  0.18 3.33 -4.46 0.10
Book to market factor (HML) 0.41 3.63 -4.47 5.57  0.48 3.10 -4.15 0.47
Momentum factor (UMD) 0.75 4.73 -5.86 6.73  0.83 4.28 -6.77 0.91
      
Fama-French portfolios      
 6 Size/ book-to-market 
portfolios 
 
    
• Small/low  1.04 7.93 -10.94 11.45  0.87 7.25 -10.13 1.23
• Small/medium  1.33 7.20 -9.43 9.77  1.36 5.43 -6.93 1.63
• Small/high  1.54 8.45 -11.09 11.48  1.55 5.44 -6.62 1.94
• Big/low  0.92 5.47 -7.79 8.54  0.94 4.99 -7.35 1.11
• Big/medium  1.01 5.88 -7.51 8.19  1.10 4.43 -5.66 1.17
• Big/high  1.24 7.38 -9.27 10.54  1.21 4.52 -5.99 1.39
6 Size/momentum portfolios      
• Small/loser  0.81 9.35 -11.78 13.79  0.55 7.12 -10.40 0.62
• Small/neutral 1.31 7.46 -9.71 9.98  1.26 5.16 -6.93 1.78
• Small/winner  1.75 7.44 -10.14 11.26  1.74 6.33 -7.82 2.34
• Big/loser 0.68 7.70 -9.28 10.25  0.78 5.94 -8.91 0.62
• Bg/neutral 0.90 5.72 -7.88 7.77  0.90 4.43 -5.70 1.02
• Big/winner 1.27 5.65 -7.70 9.42  1.26 5.06 -6.43 1.51
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IV. Results 
I report CRSP sample distributions of cumulative abnormal returns using different asset pricing 
models (APMs) and different proxies for the stochastic discount factor (SDFs).  The predictions 
are calculated using the one-month ahead mimicking benchmark.  The periods to compute 
cumulative abnormal returns (CARs) are 12, 36 and 60 months after the event date. 
I find that all approaches (APMs and SDFs) are severely misspecified.  They yield 
positive CAR mean, which results in more rejection of the null hypothesis of no abnormal return 
than should be expected at random.  For example, the well used APMs (such as CAPM and 
Fama and French 3 and 4 factors models) tend to have positive means, biasing tests toward 
finding positive abnormal returns.  However, when estimated intercepts are included in the 
APMs, the misspecification reduces substantially, but it is not eliminated.  Tests that use 
intercepts in the estimated benchmark will bias the results toward finding negative abnormal 
return. 
A. CRSP Sample Distributions 
Table 3 reports CAR means, percentage reduction in mean-squared error (RMSE), and 5, 50 and 
95 percentiles for the CRSP sample.  Higher RMSE implies that a model performs better than the 
random walk.  Panel A, B, and C shows CARs for T=12, 36 and 60 months respectively.  I first 
discuss the results that do not use the estimated intercept in the prediction.  The first noteworthy 
result is that all models yield positive mean CARs.  If a researcher performs a test of no 
abnormal return, she states in the null hypothesis that the CAR population mean is zero.  
However, if the population mean is not zero, the researcher will find erroneously abnormal 
return, when there is not really such an abnormal return.  Instead, it is either the nature of the 
model or the index used in the performance of the test that biases the result toward finding 
positive means.  Clearly, the positive bias becomes worse for 36-month CAR and 60-month 
CAR.  For example, the Fama-French 3 factor model yields means of 1.9, 6.1, and 15 percent for 
12, 36 and 60-month CARs respectively.  The high non-negative means will bias tests that use 
those benchmark models toward finding positive abnormal return. These results are consistent 
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with Kothari and Warner (1997), who find positive bias in the mean statistics when the FF3 
model is used out of sample.26  This positive bias in the mean is found in all APMs. 
My explanation for those results has to do with flaws in the methodology used in the 
literature for testing abnormality.  Any benchmark model used to test abnormal return must price 
itself.  This means, for example in the market model, that the average alpha and average beta 
should be exactly zero and one respectively.  As shown later in this research, this is not the case 
when either CRSP equally weighted or value weighted is used as a benchmark, which means that 
the benchmark used does not have the ability to price itself.  I call this phenomenon the 
“fundamental benchmarking problem”.  I discuss in detail in the fundamental benchmarking 
problem, next section. 
I develop a simple model that forces the benchmark to price itself:  the restricted asset 
pricing model (RAPM).27  Certainly, RAPM yields the closest-to-zero mean in all horizons. 
Additionally, this model provides among the highest RMSE. 
As reported by many other studies (Fama, 1998, Brav, 2000, Mitchell and Stafford, 2000), 
cumulative abnormal return distribution is positively skewed (skewed to the right) and the skew 
decreases with the horizon.  Fama (1998) favors the use of CARS because cumulative returns 
(rather than compounding) mitigate skewness bias in testing long-run abnormal return. 
Also, tests based on SDF that assume existence of a risk-free rate will yield high CAR means for 
12, 36-month and 60-month CARs.  Specifically, CAR means move from around 9 percent for 
12-month CARS (Size/BTM portfolios) to more than 25 percent for 36-month CARs, more than 
40 percent for 60-month CARs.  When no existence of a risk-free asset is assumed, CAR shows 
the same pattern: increasing CARs’ mean but lowering magnitude.  The higher population means 
compared with APMs as well as the different mean when assuming the existence of a risk-free 
asset suggests that tests based on this methodology are sensible to the assumed basis assets that 
generate the SDF.  Thus, even though the SDF is theoretically motivated, tests of abnormal 
returns based on SDFs are severely misspecified.  The misspecification most likely comes from 
using an SDF that will not necessarily price assets out of sample (Cochrane, p. 125). 
                                                 
26 Kothari and Warner (1997) estimate abnormal return by holding fixed parameter during the performance period 
whereas I update the parameters monthly.  
27 The model is presented in the methodology and technical details are shown in appendix A 
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Table 3. Benchmark model performance 
Table depicts Cumulative Abnormal Returns (CAR) for alternative asset pricing models (APMs) over 12, 36 and 60 month horizons.  A firm’s 
monthly abnormal return conditioned by an APM is computed as firms return minus the APM prediction with and without its estimated intercept.  
Estimation requires 36 months of consecutive returns and each CAR horizon requires an additional 12, 36, or 60 months of consecutive returns.  
The sample spans the period from Jan 1927 to Dec 2004.  Panels A, B, and C reports APM CARs (in percent) over 12 month (14,690 firms/ 
1,828,009 firm months), 36 (11,397 firms/ 1,500,112 firm months), and 60 (9,101firms/ 1,244,580 firm months) month horizons with mean, 
percent reduction in mean-squared-error relative to the Random Walk MSE (RMSE) and 5, 50, and 95 percentiles of each CAR distribution.  
 
Panel A. 12-month CAR 
 Prediction without Intercept  Prediction with Intercept 
 Mean RMSE 5% 50% 95%  Mean RMSE 5% 50% 95%
Random walk - - - - -  -0.1 - -79.4 -1.1 80.9
APM approaches    
Market model (EW) 1.9 17.7 -69.8 1.5 72.3  -0.7 15.5 -72.2 -1.2 71.0
CAPM (EW) 1.8 17.8 -67.9 0.8 72.6  -0.7 15.4 -72.3 -1.2 70.9
RAPM 0.4 17.2 -70.4 -0.1 70.5  -0.1 15.0 -71.1 -0.9 71.9
Market model (VW) 4.7 13.7 -67.4 3.0 80.4  -0.4 11.6 -73.4 -1.5 74.6
CAPM (VW) 5.1 13.9 -65.5 2.8 81.0  -0.4 11.6 -73.5 -1.5 74.7
FF 3 factor model 1.9 12.0 -69.4 0.4 76.3  -1.0 9.5 -74.4 -1.3 72.1
FF 4 factor model 3.3 7.3 -70.5 1.3 81.6  -0.4 5.1 -75.9 -1.0 75.3
SDF approach     
a) Risk-free asset     
FF 3 factor portfolios 10.8 3.2 -64.2 7.8 93.3  2.0 0.9 -76.9 1.4 81.4
FF 4 factor portfolios 9.4 2.8 -66.7 7.0 91.6  0.5 0.3 -80.5 0.4 80.1
6 size/btm portfolios 9.8 -0.3 -68.6 7.1 95.6  6.7 -2.5 -75.6 5.5 91.0
12 size/btm/mom portfolios 8.9 -7.7 -76.0 6.1 101.4  5.0 -8.8 -80.1 3.9 92.3
b)No Risk-free asset     
6 size/btm portfolios 2.2 3.4 -73.3 -0.9 85.5  -0.2 0.8 -80.9 -1.5 82.1
12 size/btm/mom portfolios 4.9 -7.1 -80.2 2.0 97.2  1.6 -8.3 -83.2 0.3 88.7
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Table 3 continued  
Panel B. 36-month CAR 
 Prediction without Intercept  Prediction with Intercept 
 Mean RMSE 5% 50% 95%  Mean RMSE 5% 50% 95%
Random walk - - - - -  -1.1 - -111.4 -0.9 108.4
APM approaches   
Market model (EW) 7.3 19.4 -110.9 7.1 122.4  -1.6 17.2 -104.2 -1.3 98.9
CAPM (EW) 6.9 19.6 -105.7 5.0 122.9  -1.6 17.2 -104.5 -1.2 99.0
RAPM 3.0 19.0 -111.5 2.3 116.8  -0.1 16.8 -101.9 -0.6 101.5
Market model (VW) 14.1 15.6 -106.7 11.0 142.2  -0.9 13.5 -107.8 -1.5 106.5
CAPM (VW) 15.1 15.8 -101.2 10.6 144.0  -0.7 13.5 -107.9 -1.3 107.0
FF 3 factor model 6.1 14.0 -109.8 2.9 130.2  -2.2 11.6 -108.4 -1.8 101.6
FF 4 factor model 10.1 9.3 -109.4 5.8 141.8  -0.7 7.2 -110.4 -0.7 107.7
SDF approach     
a) Risk-free asset     
FF 3 factor portfolios 31.5 3.8 -85.3 25.2 167.4  6.1 1.6 -107.8 6.0 119.4
FF 4 factor portfolios 27.5 3.3 -91.4 22.2 162.3  1.4 1.0 -116.9 2.5 115.3
6 size/btm portfolios 28.7 0.0 -96.2 23.1 170.5  20.1 -2.1 -102.1 18.2 148.2
12 size/btm/mom portfolios 25.8 -8.0 -113.4 19.7 182.8  15.2 -8.9 -112.6 13.1 148.4
b)No Risk-free asset     
6 size/btm portfolios 5.9 3.7 -117.9 -0.7 149.2  -0.8 1.1 -125.7 -2.7 130.1
12 size/btm/mom portfolios 13.7 -7.3 -128.1 7.2 175.3  4.6 -8.3 -124.7 2.3 141.0
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Table 3 continued  
Panel C. 60-month CAR 
 Prediction without Intercept  Prediction with Intercept 
 Mean RMSE 5% 50% 95%  Mean RMSE 5% 50% 95%
Random walk - - - - -  -2.2 - -107.8 -1.8 101.8 
APM approaches            
Market model (EW) 12.6 15.3 -127.8 12.6 149.4  -2.4 13.2 -98.3 -2.9 93.6 
CAPM (EW) 11.5 15.5 -120.6 9.1 148.6  -2.2 13.1 -98.3 -2.7 93.7 
RAPM 5.6 15.1 -128.0 4.8 139.0  -0.4 13.1 -95.9 -1.9 97.1 
Market model (VW) 20.2 11.8 -123.0 17.3 169.5  -2.0 9.7 -104.2 -2.1 99.7 
CAPM (VW) 21.9 12.0 -114.9 16.7 172.4  -1.7 9.7 -104.2 -1.9 100.2 
FF 3 factor model 9.0 10.0 -129.6 4.7 159.2  -3.4 7.4 -108.0 -3.3 100.6 
FF 4 factor model 15.1 5.5 -126.0 9.5 173.4  -1.1 3.3 -109.5 -1.4 108.7 
SDF approach           
a) Risk-free asset           
FF 3 factor portfolios 49.9 0.7 -85.3 40.1 216.2  10.5 -1.5 -103.6 9.1 129.7 
FF 4 factor portfolios 44.0 1.1 -94.6 35.6 209.2  3.6 -1.3 -117.3 3.8 124.7 
6 size/btm portfolios 45.7 -1.8 -102.1 37.9 218.2  33.7 -3.8 -92.4 29.6 173.8 
12 size/btm/mom portfolios 40.5 -8.9 -125.9 31.3 236.3  25.5 -8.9 -109.0 21.0 173.5 
b)No Risk-free asset           
6 size/btm portfolios 7.2 3.7 -141.2 -2.9 185.1  -2.3 0.9 -134.6 -6.8 147.5 
12 size/btm/mom portfolios 19.9 -8.4 -151.7 8.8 224.2  6.6 -8.8 -132.9 2.2 162.6 
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Measured by the percent reduction in the mean-squared error relative to the random walk, 
the most simple and parsimonious models are more accurately pricing.  Specifically, the CAPM 
that uses equally-weighted index provides the highest percent reduction in error relative to the 
random walk in all horizons (RMSE): 17.8 percent, 19.6 percent and 15.5 percent for 12, 36 and 
60-month CAR respectively.  Clearly, the ones that perform poorly are the SDFs, where there is 
no gain in reduction and in some cases the SDFs perform worse than the random walk. 
The high and increasing CARs for the APMs leads to the question whether the inclusion 
of alphas (which are zero under the null hypothesis) in the benchmark will yield zero CAR 
means.28  For example, for the CAPM, I estimate the regression as: 
ttftmkikitfti RRRR εβα +−+=− )( ,,,,,,  t={k-36, k-1},                          (IV.1) 
and the benchmark prediction, CAPMkiB , , as: 
tftftmkiki
CAPM
ki RRRB ,,,,,, )( +−+= βα   t=k,                                             (IV.1) 
The theoretical CAPM predicts alpha equal to be zero whereas I on purpose allow the 
model to have non-zero intercepts.  From an empirical point of view, allowing alpha in the 
benchmark model should reduce the bias of the out sample mimicking benchmark, making mean 
CARs closer to zero.  However, including alpha is erroneous because it is a measure of ex-post 
abnormal return and including it in the benchmark would mean that investors are expecting past 
abnormal returns to continue in the future. 
As seen in the right columns of the Table, all APMs have negative mean for all horizons 
but close to the zero mean.  Furthermore, the skew of the distribution reduces compared with 
compared with benchmarks that do not use the intercept in the prediction.  In summary, the CAR 
distributions move to the left and are centered below zero when alphas (intercepts) are included, 
which results in better behaved distributions than the ones that do not use alphas.  APMs that 
include alphas in the estimation will yield means close to zero (but negative).  However, tests 
based on APMs that use intercepts in the prediction will reject the null hypothesis of abnormal 
return more often than expected at random toward finding negative abnormal return. 
The final result is that models that do not use intercepts have higher RMSE than the ones 
that do not use intercepts for 12 and 36-month CARs, which is a consequence of the additional 
                                                 
28 Section B analyzes the nature of the intercepts and further demonstrates that Jensen’s alphas should not be 
included in the prediction. 
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volatility introduced by alphas.  Moreover, equally-weighted CAPM, equally-weighted Market 
model and RAPM have the highest reduction in mean square error relative to the random walk.  
I verify whether the results hold for different sets from the population and if the predictions are 
estimated fixing the parameters at the event date.  The results reported above are for APMs and 
SDFs where the parameters are monthly-updated for all available firm-month return data.  One 
method that is usually used in the literature is fixing the estimated parameters for the length T to 
predict return and then compute CARs.  I find that the general results showed above remains.  
All APMs and SDf tend to have positive CAR mean.  Moreover, the general conclusion outlined 
above does not change when CAR are computed without overlapping, for different periods in 
history and for monthly cross-sectional abnormal return.29  All tables reporting these results are 
in appendix B.  
A.1.The Fundamental Benchmarking Problem 
Average alphas should be zero for all models.  However, the cross-sectional average alpha is 
positive for all models.  Using the equally weighted and value weighted CRSP index, Figure 1 
shows that the average alpha is not zero for the period 1930 – 2004.  Weighted average alphas 
have been larger than equally weighted with a minimum of 0.2 percent and maximum of 1.75 
percent. Equally weighted averages, on the other hand, have been higher than zero since the 
1983, while in the previous period, most of the time they have been close to zero.  Particularly, 
prior to 1963 equally weighted average was close to zero because the securities that conform the 
CRSP index are most likely part of the left hand side of the regression IV.1.  
To estimate the model’s parameter an estimation window is needed.  For example, Fama 
and French (1993) use 24 months of data to estimate parameters in their model.  If the 
benchmark index does not contain the same number of securities, or the securities change 
weights (which is the case when using value weighted portfolios), the estimated alphas will be 
biased.  Specifically, for the CAPM, the average alpha and average beta should be exactly zero 
and one respectively.  This mean that the benchmark used in the estimation does not have the 
ability to price itself, which I call the fundamental benchmarking problem. 
                                                 
29 The exception is equally weighted MM and CAPM for the period 1927-2004, where the magnitude of the CAR 
mean is lower because during the average alphas was close to zero. 
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Figure 1.  Average alphas (%, January 1930 – December 2004) 
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Figure 2.  Average Beta January (1930 – December 2004) 
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The positive average CAR implies that many missing-firms during the estimation period 
have negative alphas. I show later in this research that this I the case for CRSP equally weighted 
and value weighted index. 
The negative cumulative abnormal return for the APMs with intercepts becomes clear 
when considering the fundamental benchmarking problem.  Consider the abnormal return 
kikiki BRAR ,,, −=  k={1..T}.  Positive deviation in alphas make abnormal return to be negative 
because Bi,k is overestimated.  Since abnormal return is cumulated through time, any small 
deviation would cumulate with the horizon and the final effect is a negative bias in the estimated 
CAR. 
This bias becomes more important for the CAPM, FF3, and FF4, when portfolios are 
constructed using value weighted return.  When alphas are not included, the benchmark is 
underestimated and therefore abnormal return is overestimated, resulting in positive CARS.  In 
contrast, when alphas are included the benchmark is overestimated, resulting negative biased 
test.  Thus, the high CAR means observed in Table 2 for the CAPM, FF3 and FF4 factor models 
can be explained by the fundamental benchmarking problem. 
Beta also has a small impact on the benchmarks.  High average betas will overestimate 
the benchmark resulting in lower abnormal return.  However, this impact is relatively small 
compared with the impact caused by alpha on CARs. 
Average alphas are not zero and average betas are not one because not all firms are 
necessarily included in the market portfolio at time t (e.g., this is an unbalanced panel data):  
firms in the left hand side of the regression, may not be part of the market portfolio (Rm), 
resulting in bias in the estimation of abnormal return and CARs.  CRSP index is estimated using 
all firms available at time t and the number of firms changes during the estimation period 
because either new listed firms enter the benchmark or delisted firms leave the benchmark.  
Moreover, market values of firm change over time.  Varying number of firms, or market value of 
firms, results in an index that has extremely volatile weights.  The final effect is the observed 
bias in the CAR means, which bias the test statistics. 
The high observed CAR for APMs is due to the fact that benchmarks used to price 
securities do not price themselves.  A desired property of any benchmark used to test abnormal 
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return is the ability to price itself.  I develop a simple correction model to force the benchmark 
used to find itself.30 
A. Seasoned Equity Offerings performance  
Visibly, tests based on SDF approaches would result in high misspecification; therefore they are 
discarded from this herein in my analysis.  Among the APMs, the best model seems to be the 
CAPM using equally weighted CRSP index, followed by RAPM.  These provide the lowest 
RMSE and so I use these models in the SEO application.  I also include the Fama - French 3 
factor model as well as the Fama – French 4 factor model for comparison because they have 
been consistently used in the last few years to test long-run abnormal return. 
Panel A of Table 4 shows SEO performance using the selected models.  Consistent with 
the literature, SEOs have extremely negative CAR mean when intercepts are used and slightly 
negative CAR mean when the intercept is not used in the prediction.  However, we have to be 
cautious with the results.  First, including the intercepts in the prediction is misleading because 
we are assuming that ex-post past performance will continue in the future.  Panel B shows the 
difference in mean between CRSP sample and SEOs sample without and with intercepts in the 
prediction.  Clearly, the difference in mean is higher when intercepts are included.  Using 
intercepts in the prediction will amplify the negative CAR.  
Second, CAR that does not use intercepts has embedded on it both excess risk 
performance and risk compensation.  Thus, out of sample cumulative CARs can be decomposed 
into two components.  The market model, for example: 
ttmkikiti RR εβα ++= ,,,, ,  t={k-36, k-1}, 
The event month is at time k.  Define T estimation periods as 36 month windows [k-36, k-
1] where k = {1, T} denotes both a particular estimation period and a particular month when 
performance is measured.  Assume that we fix the parameter ki,α  and ki,β in the estimation 
benchmark over T months: 
tmki
MM
ti RB ,,, β=     t={1, T}, 
 
 
                                                 
30 The derivation is in chapter III, section A-3 
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Table 4.  Sample and SEO pricing with selected Benchmark models 
Table depicts Seasoned Equity Offering (SEO) Cumulative Abnormal Returns (CARs) for selected asset pricing models (APMs) over 12, 36 and 
60 month horizons.  A firm’s monthly abnormal return conditioned by an APM is computed as firms return minus the APM one month ahead 
prediction with and without its estimated intercept.  APM parameters are updated monthly.  Estimation requires 36 months of consecutive returns 
and each CAR horizon requires an additional 12, 36, or 60 months of consecutive returns.  The sample spans the period from Jan 1927 to Dec 
2004.  Panels A reports selected APM CARs for SEOs (in percent) over 12 month, 36, and 60 month horizons with mean, percent reduction in 
mean-squared-error relative to the Random Walk MSE (RMSE), and 5, 50, and 95 percentiles. 
 
Panel B compares the SEO performance with the CRSP sample (1,591,858 firm months) from Jan 1970 to Dec 2004.  The CSRP sample Mean 
CARs, of selected APMs, for 12, 36 and 60 month horizons, with and without estimated intercepts, is reported with their respective percent 
reductions in mean-squared-error relative to the Random Walk MSE (RMSE).  Model CARs are computed in the same manner as in Panel A.  The 
SEO CAR means from Panel A are then compared to the CSRP sample by computing a difference of means. 
 
Panel A. SEO CARs: Jan 1970 – Dec 2004 
 Prediction without Intercept  Prediction with Intercept 
 Mean RMSE 5% 50% 95%  Mean RMSE 5% 50% 95%
12-month CAR (N=5676)   
CAPM (EW) -2.4 19.2 -71.5 0.0 57.7  -17.1 14.7 -98.6 -10.7 40.9
RAPM -4.2 18.7 -73.8 -1.1 55.3  -16.4 14.9 -97.7 -10.2 41.4
FF 3 factor model -2.0 18.0 -70.8 -1.5 62.3  -15.8 13.8 -97.7 -9.9 44.0
FF 4 factor model -1.2 12.9 -75.1 -1.4 67.1  -15.5 9.4 -99.0 -10.1 46.0
36-month CAR (N=4,723)   
CAPM (EW) -6.7 19.2 -124.3 -2.2 91.5  -36.1 15.5 -166.8 -24.1 47.6
RAPM -12.4 18.7 -134.5 -6.5 84.8  -34.4 15.6 -160.8 -23.2 48.4
FF 3 factor model -6.4 17.9 -120.8 -7.2 106.2  -34.3 14.5 -162.9 -22.2 49.9
FF 4 factor model -3.8 13.5 -124.5 -2.9 110.6  -33.1 10.6 -168.4 -20.5 54.3
60-month CAR (N=4,361)   
CAPM (EW) 0.9 18.6 -144.4 1.4 125.3  -27.4 15.8 -141.9 -20.0 59.7
RAPM -7.5 18.0 -156.4 -4.5 115.9  -25.0 15.6 -137.1 -18.7 62.0
FF 3 factor model -5.9 16.7 -143.4 -9.1 131.9  -28.9 14.1 -150.1 -19.9 60.8
FF 4 factor model 2.0 12.1 -141.4 -0.2 146.2  -25.6 9.9 -152.4 -16.6 70.6
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Table 4 continued 
 
Panel B.  SEO and sample CAR means comparison: Jan 1970 – Dec 2004 
  Prediction without intercepts Prediction with intercept 
APM  RMSE (sample) 
Mean
(sample)
Mean
SEO
Diff.
mean
RMSE 
(sample)
Mean 
(sample) 
Mean
SEO
Diff.
mean
12-month CAR    
CAPM (EW) 15.4 2.3 -2.4 4.7 17.8 -0.9 -17.1 16.2
RAPM 15.0 0.5 -4.2 4.7 17.2 -0.1 -16.4 16.3
FF 3 factor  9.5 2.3 -2.0 4.3 12.0 -1.1 -15.8 14.7
FF 4 factor  5.1 3.9 -1.2 5.1 7.3 -0.5 -15.5 15.0
36-month CAR   
CAPM (EW) 17.2 9.5 -6.7 16.2 19.6 -1.7 -36.1 34.4
RAPM 16.8 4.3 -12.4 16.7 19.0 0.2 -34.4 34.6
FF 3 factor  11.6 8.0 -6.4 14.4 14.0 -2.2 -34.3 32.1
FF 4 factor  7.2 12.8 -3.8 16.6 9.3 -0.5 -33.1 32.6
60-month CAR   
CAPM (EW) 19.4 16.5 0.9 15.6 21.5 -2.7 -27.4 24.7
RAPM 19.4 8.4 -7.5 15.9 21.3 -0.3 -25.0 24.7
FF 3 factor  14.0 12.4 -5.9 18.3 16.4 -3.3 -28.9 25.6
FF 4 factor  10.1 19.9 2.0 17.9 12.2 -0.6 -25.6 25.0
 
 
Assuming fixed parameters during the estimation window T, the CAR for firm i is: 
( ) ∑
=
++ −+=
T
t
tmkiTkiTkiTi RTCAR
1
,,,,, ** ββα  
Whereas for monthly-updated parameters the CAR is: 
( )1,,
1
,
1
,, * −
==
−+= ∑∑ titiT
t
tm
T
t
tiTi RCAR ββα  
The first part of the equation is the cumulative alpha (excess performance during the 
period T) while the second part is risk compensation.  In general, CAR can be decomposed into 
excess performance and risk compensation change for any model: 
changeon compensatirisk 
1
,, += ∑
=
T
t
tiTiCAR α  
Error! Reference source not found. reports the decomposition for both SEO sample and CRSP 
sample for 36 and 60-month CARs.  Even though, the results are sensitive to the assumed model, 
a high proportion of the CAR is explained by change in risk compensation.  For example, for the 
CAPM, 38 percent of the observed negative CAR is reduction in risk compensation.  This figure 
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is 56 percent when the Fama-French 3 factor model is used, while the Fama-French 4 factor 
model explains the entire observed negative CAR.  The results are similar for 60-month CARs.  
When RAPM is the benchmark model, 83 percent of the negative CAR is explained by risk 
reduction compensation whereas for the Fama-French factor model all observed negative CAR is 
explained.  Even though market risk premium may explain part the of risk reduction, it is more 
likely that the observed risk reduction in SEOs is associated with reduction in leverage. 
The average alpha is negative for SEO 36 months after the event.  Does this mean SEOs have 
predictably negative post event performance?  The next section further studies the predictability 
of alphas and shows that there is no evidence to affirm this postulate. 
 
C. Predictability of alphas 
The last section illustrates how alphas vary among assumed benchmark and length of the 
estimation period.  This section studies whether alpha is predictable or not.  I study the 
predictability of alphas by running two auto regressive models.  First, I run the following 
regression: 
εαφφαγγα ++++=+ tsstt dd 101036  
Where  
α : alpha at time time. 
ds: a dummy variable that takes one for an SEO and zero otherwise. 
 
Then, I break alphas into 10 deciles and run the regression: 
∑∑
==
+ +++=
10
1
10
1
036 *
i
sii
i
iitt ddd εφγαγα  
Where  
α : alpha at time t. 
ds: a dummy variable that takes one for an SEO and zero otherwise. 
di: a dummy variable that takes one for firm belonging to decile i ={1,..10} 
 
Table 5.  SEOs’ average CAR decomposition 
Table presents a decomposition of mean Cumulative Abnormal Returns (CARs), of a selected APM 
without intercept in its prediction, into the excess performance and the change risk compensation 
components.  CRSP/SEO samples require 36 months of consecutive returns for estimation and each CAR 
horizon requires an additional 12, 36, or 60 months of consecutive returns to measure abnormal returns.  
Mean CARs from both SEOs and CRSP samples during the period January 1970 – December 2004 are 
considered.  The 36 month mean CARs (without monthly updating benchmark parameters) 
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decomposition, in Panel A, shows 36 month post event excess performance as the 36 month post event 
regression intercept and the change in risk compensation as the risk sensitivities estimated from 36 month 
pre event minus the risk sensitivities estimated from 36 month post event times the average post event 
risk premia- both are scaled by 36 months.  Panel B shows 12, 36, and 60 month mean CARs (computed 
with monthly updating benchmark parameters) decomposed into post event excess performance using the 
sum of interprets over the CAR horizon and the change in risk compensation as the cumulative change in 
estimated risk sensitivity differences times risk premiums over the CAR horizon. 
 
Panel A.  Mean 36 month CAR decomposition with fixed parameters 
 Seasoned Equity Offering  CRSP Sample 
APM CAR Mean alpha 
Risk 
change  
CAR 
Mean alpha 
Risk 
change 
36-month CAR   
CAPM (EW) -6.0 -4.2 -1.8 9.5 10.3 -0.8
RAPM -13.8 -11.8 -2.0 1.6 2.4 -0.8
FF 3 factor model -6.4 -2.8 -3.7 9.4 9.8 -0.3
FF 4 factor model -3.7 0.8 -4.4 13.6 12.9 0.7
 
 
Panel B.  Mean CAR decomposition with monthly updated parameters 
 Seasoned Equity Offering  CRSP Sample 
APM CAR Mean alpha 
Risk 
change  
CAR 
Mean alpha 
Risk 
change 
12-month CAR   
CAPM (EW) -2.4 14.7 -17.1 2.3 3.2 -0.9
RAPM -4.2 12.2 -16.4 0.5 -0.6 1.1
FF 3 factor model -2.0 13.8 -15.8 2.3 3.4 -1.1
FF 4 factor model -1.2 14.3 -15.5 3.9 4.4 -0.5
36-month CAR   
CAPM (EW) -6.7 29.4 -36.1 9.5 11.2 -1.7
RAPM -12.4 22.0 -34.4 4.3 -4.1 8.4
FF 3 factor model -6.4 27.9 -34.3 8.0 10.2 -2.2
FF 4 factor model -3.8 29.3 -33.1 12.8 13.2 -0.5
60-month CAR   
CAPM (EW) 0.9 28.3 -27.4 16.5 19.2 -2.7
RAPM -7.5 17.5 -25.0 8.4 -8.7 17.1
FF 3 factor model -5.9 23.0 -28.9 12.4 15.8 -3.3
FF 4 factor model 2.0 2.8 -0.8 19.9 20.5 -0.6
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The regression relates alpha lags 36 month ahead with today alpha.  The first regression 
tests whether there is autocorrelation between future alphas and today’s alpha ( 0: 00 ≠γH ), 
whether there is significant difference between SEO sample alphas and CRSP sample alphas at 
t+36 ( 0: 00 ≠φH ), and whether there is difference between CRSP sample and SEO sample 
alphas at time t ( 0: 10 ≠φH ).  The second regression further tests whether there is autocorrelation 
controlling for deciles as well as whether there is a difference in each decile between SEO 
sample alphas and CRSP sample alphas at time t+36 ( 0:0 ≠iH φ ).  
The cut-off deciles are computed using all available alphas in the data. Table 6 reports 
alpha statistics pre event and post event for the SEOs sample and the CRSP sample.  As shown 
in the last section, the average alpha is positive for the CRSP sample, except for the RAPM, 
which by construction is zero.  Furthermore, alpha distributions are nearly symmetric as can be 
seen from the percentiles.  
SEOs have a high alpha mean pre event and the distribution is skewed to the left 
(negative skew).  The median is around .75 - .80 percent while the mean is higher than 1 percent 
for all cases, meaning that a high proportion of SEOs have high pre event alphas.  However, 36 
months later after the issuance, the alpha means become zero or lower, and the distribution 
becomes more symmetric with median around zero. 
The first regression confirms this result (Table 7).  The coefficient 1γ  is negative and significant 
at 1 percent level for all models.  However, R2 is extremely low, less than 1.6 percent for each 
model.  This means that, even though there is a weak negative autocorrelation, there is no 
predictability of alphas.  Also, the coefficient 0φ  is negative and significant, meaning the SEO 
sample has lower alpha average than CRSP sample post event.  Moreover, the coefficient 1φ  is 
negative and significant for the RAPM, FF-3, and FF-4 whereas it is not significant for the 
CAPM.  The magnitude of the difference is very small and their significance may be due to the 
large sample used in the regression.  
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Table 8 reports alpha statistics by deciles pre and post event.  Noticeably, more than 30 percent 
of SEOS comprise the top two pre-event alpha deciles whereas the bottom two pre-event deciles 
comprise less than 6 percent of the SEOS.  This high concentration in high deciles may be driven 
by the observed performance of SEOs. 
 
Table 6. Alpha statistics 
Table presents regression intercepts from selected APMs statistics for all available CRSP return with at 
least 37 month return from January 1970 to December 2004 (36 for parameter estimation and 36 for 
prediction estimation). Panel B shows SEOS pre event Jensen’s alphas for all events with at least 36 
month return in CRSP whereas panel C shows post event Jensen’s alphas for the firms that survive the 
period. 
 
Panel A. CRSP Sample at time t (N=1591823) 
 Mean Std Dev 5% 50% 95% 
CAPM (EW) 0.23 2.30 -3.39 0.21 3.84 
RAPM 0.00 2.31 -3.73 0.06 3.48 
FF 3 factor model 0.26 2.57 -3.52 0.14 4.37 
FF 4 factor model 0.35 2.62 -3.45 0.20 4.55 
 
Panel B. pre SEOs (n=5,676) 
 Mean Std Dev 5% 50% 95% 
CAPM (EW) 1.28 2.21 -1.48 0.91 5.31 
RAPM 1.08 2.13 -1.71 0.77 4.97 
FF 3 factor model 1.22 2.49 -1.68 0.73 5.77 
FF 4 factor model 1.27 2.51 -1.71 0.79 5.82 
 
Panel C. post SEOs (n= 4,723) 
 Mean Std Dev 5% 50% 95% 
CAPM (EW) -0.12 1.84 -3.36 0.04 2.55 
RAPM -0.33 1.88 -3.75 -0.09 2.27 
FF 3 factor model -0.08 2.00 -3.19 -0.09 3.13 
FF 4 factor model 0.02 1.99 -3.08 -0.02 3.18 
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0φ  -0.26 0.000  -0.22 0.000 -0.36 0.000  -0.37 0.000
1φ  -0.02 0.308  -0.07 0.000 0.05. 0.000  0.06 0.000
2R (%) 1.58  1.27 0.28  0.16 
 
 
Table 7.  Predictability of Jensen’s alphas 
This table reports coefficient and R2 for the AR regression: εαφφαγγα ++++=+ tsstt dd 101036 . 
Where α  is the excess performance and ds is a dummy variable that takes a value of one when there is a 
Seasoned Equity Offering and zero otherwise. The number of observations is 1,100,088 firm-months 
during the period January 1970 – December 2004. 
 
 CAPM (EW)  RAPM  FF 3- factor  FF 4-factor 
Parameter Coef. p-val.  Coef. p-val.  Coef. p-val.  Coef. p-val. 
0γ  0.33 0.000  0.08 0.000 0.29 0.000  0.37 0.000
1γ  -0.13 0.000  -0.11 0.000 -0.05 0.000  -0.04 0.000
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In both SEO and CRSP samples there is a trend of securities to change mean in the 
opposite way.  High top alpha deciles pre-event SEO tend to have a lower alpha average whereas 
bottom alpha deciles tend to have higher alpha averages in the future.  This is not an SEO 
characteristic.  CRSP sample also has the same pattern; top alpha deciles tend to change to lower 
alpha average and low alpha deciles tend to change to higher alpha averages. 
The second regression tests alphas by deciles (Table 9). Alphas using the FF-4 factor model 
present no autocorrelation at 1 percent level of significance whereas the others present 
significant negative autocorrelation.  This supports the conclusion that there is a weak negative 
autocorrelation and the results are sensitive to the model used to obtain alphas.  Furthermore, the 
coefficients, testing whether there is a difference between the CRSP sample and SEO, show that 
there are no significant differences between the two samples in some deciles.  Specifically, 
coefficients at extreme deciles are not significant ( 1φ , 2φ , 8φ , 9φ , and 10φ ).  The negative SEO 
performance is driven by the fact that pre-event SEOs are concentrated on the extreme deciles.  
In other words, SEOs behave as the “population” (CRSP sample) 3 years after the event. 
I further investigate whether SEOs follow a more pervasive pattern that is similar to the 
whole CRSP sample. Table 10 reports the percentage of firm moving from decile i at time t to 
decile j at time t+36 for both the CRSP sample and SEO sample.  The model used is the FF-3 
factor models (other models’ tables are in the appendix).  Panel A shows the percentage for the 
CRSP sample while Panel B shows the percentage for the SEO sample.  12.4 percent of firms 
that belong to the 1st decile (low) will remain in that decile whereas 19.7 percent will move to the 
10th decile.  The pattern for starting at the 10th decile is opposing.  15.4 percent of firms in the 
10th decile will move to 1st decile 3 years later, whereas 14.1 percent will remain in the 10th 
decile.  This pattern is similar for the SEO sample.  15.4 percent of low decile SEOs remain in 
the 1st decile and 13.5 percent move to the high (10th) decile.  Also, for SEOs starting at the 10th 
decile.   16.4 percent move to the 1st decile whereas 12.2 percent remain in the same decile. Most 
important, the number of missing returns is high for firms starting at the low decile.  
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Table 8. Average Alpha by decile (period: Jan 1970 – Dec 2004) 
The Table reports alpha average by deciles. The deciles cut off use all computed alphas from the period 
under studied. The average is calculated pre event and post event (36 month ahead). SEO weighted 
average uses the weights in each decile to the CRSP sample average to compute a weighted average 
alpha. Pre and post in CRSP sample refers to t and t+36 months ahead average alphas. In panel reports 
results for the selected model: equally-weighted Capital Asset Pricing Model (EW CAPM), Restricted 
Asset Pricing Model (RAPM), Fama and French 3 factor model (FF3), and the Fama-French 4 factor 
model (FF4).  
 
Panel A. CAPM (EW) 
  SEOs  CRSP sample 
  Pre Post  Pre Post 
Cutoff Decile Avg. N Avg. N  Avg. SEO Weights Avg. 
SEO 
Weights
-2.38 1 -3.76 120 0.04 70  -3.79 2.11 0.92 1.48 
-1.35 2 -1.77 206 0.14 172  -1.81 3.63 0.46 3.64 
-0.72 3 -0.99 386 0.13 328  -1.01 6.80 0.36 6.94 
-0.22 4 -0.45 512 0.12 454  -0.46 9.02 0.30 9.61 
0.21 5 0.01 624 0.08 553  0.00 10.99 0.29 11.71 
0.64 6 0.43 624 -0.06 546  0.42 10.99 0.29 11.56 
1.11 7 0.87 628 0.01 517  0.87 11.06 0.27 10.95 
1.72 8 1.40 676 0.04 558  1.40 11.91 0.21 11.81 
2.73 9 2.19 748 -0.20 625  2.17 13.18 0.12 13.23 
 10 4.61 1152 -0.65 900  4.51 20.30 -0.25 19.06 
SEO weighted Avg. 1.28  -0.12   1.25  0.17  
Un-weighted Avg. 1.28  -0.12   0.23  0.29  
 
Panel B. RAPM 
  SEOs  CRSP sample 
  Pre Post  Pre Post 
Cutoff Decile Avg. N Avg. N  Avg. SEO Weights Avg. 
SEO 
Weights
-2.53 1 -4.02 145 -0.37 80  -4.08 2.55 0.48 1.69
-1.49 2 -1.91 206 -0.26 163  -1.96 3.63 0.19 3.45
-0.85 3 -1.13 342 0.00 290  -1.15 6.03 0.15 6.14
-0.36 4 -0.60 486 0.06 419  -0.60 8.56 0.13 8.87
0.06 5 -0.14 597 -0.05 530  -0.15 10.52 0.14 11.22
0.47 6 0.26 632 -0.15 557  0.26 11.13 0.14 11.79
0.92 7 0.69 653 -0.21 540  0.69 11.50 0.11 11.43
1.48 8 1.19 650 -0.15 543  1.18 11.45 0.05 11.50
2.38 9 1.90 755 -0.41 624  1.88 13.30 -0.07 13.21
 10 4.14 1210 -0.97 977  3.92 21.32 -0.54 20.69
SEO weighted Avg. 1.08  -0.33  1.02  -0.04
Un-weighted Avg. 1.08  -0.33  0.00  0.07
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Table 8 continued 
Panel C. FF 3-factor model 
  SEOs  CRSP sample 
  Pre Post  Pre Post 
Cutoff Decile Avg. N Avg. N  Avg. SEO Weights Avg. 
SEO 
Weights
-2.48 1 -3.91 148 0.31 104  -3.97 2.61 0.85 2.20 
-1.41 2 -1.82 222 0.15 174  -1.88 3.91 0.39 3.68 
-0.78 3 -1.04 457 0.00 398  -1.07 8.05 0.28 8.43 
-0.30 4 -0.53 586 -0.20 513  -0.53 10.32 0.22 10.86 
0.14 5 -0.08 608 -0.15 531  -0.08 10.71 0.19 11.24 
0.58 6 0.36 629 -0.28 539  0.36 11.08 0.18 11.41 
1.09 7 0.84 629 -0.13 530  0.83 11.08 0.16 11.22 
1.79 8 1.43 632 -0.02 536  1.42 11.13 0.18 11.35 
3.02 9 2.33 744 0.00 610  2.33 13.11 0.18 12.92 
 10 5.23 1021 -0.01 788  5.23 17.99 0.22 16.68 
SEO weighted Avg. 1.22  -0.08   1.21  0.22  
Un-weighted Avg. 1.22  -0.08   0.26  0.27  
 
Panel D. FF 4-factor model 
  SEOs  CRSP sample 
  Pre Post  Pre Post 
Cutoff Decile Avg. N Avg. N  Avg. SEO Weights Avg. 
SEO 
Weights
-2.40 1 -3.76 169 0.35 122  -3.92 2.98 0.95 2.58 
-1.34 2 -1.75 238 0.35 185  -1.81 4.19 0.47 3.92 
-0.70 3 -0.98 401 0.05 346  -1.00 7.06 0.36 7.33 
-0.23 4 -0.46 606 -0.11 538  -0.46 10.68 0.28 11.39 
0.20 5 -0.01 621 -0.14 553  -0.01 10.94 0.25 11.71 
0.65 6 0.42 612 -0.21 528  0.42 10.78 0.24 11.18 
1.16 7 0.89 647 0.03 544  0.89 11.40 0.23 11.52 
1.86 8 1.49 654 0.09 544  1.49 11.52 0.25 11.52 
3.12 9 2.44 744 -0.05 610  2.41 13.11 0.26 12.92 
 10 5.38 984 0.25 753  5.45 17.34 0.44 15.94 
SEO weighted Avg. 1.27  0.02   1.26  0.32  
Un-weighted Avg. 1.27  0.02   0.35  0.36  
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Table 9.  Predictability of Jensen’s alphas by decile 
This table reports coefficient and R2 for the AR regression: ∑∑
==
+ +++=
10
1
10
1
036 *
i
sii
i
iitt ddd εφγαγα  
Where α  is the excess performance and ds is a dummy variable that takes a value of one when there is a 
Seasoned Equity Offering and zero otherwise. di is a dummy variable that takes a value of  one for firm 
belonging to decile i ={1,..10} The number of observations is 1,100,088 firm-months during the period 
January 1970 – December 2004.  
 CAPM (EW)  RAPM  FF 3- factor  FF 4-factor 
Parameter Coef. p-val.  Coef. p-val.  Coef. p-val.  Coef. p-val. 
0γ  -0.17 0.000  0.50 0.000  -0.03 0.000  -0.01 *0.042
1γ  0.31 0.000  0.20 0.000  0.73 0.000  0.91 0.000 
2γ  0.15 0.000  0.15 0.000  0.33 0.000  0.45 0.000 
3γ  0.18 0.000  0.13 0.000  0.25 0.000  0.35 0.000 
4γ  0.23 0.000  0.14 0.000  0.20 0.000  0.28 0.000 
5γ  0.29 0.000  0.14 0.000  0.19 0.000  0.25 0.000 
6γ  0.37 0.000  0.11 0.000  0.20 0.000  0.24 0.000 
7γ  0.42 0.000  0.05 0.000  0.19 0.000  0.25 0.000 
8γ  0.46 0.000  -0.08 0.000  0.23 0.000  0.27 0.000 
9γ  0.49 0.000  -0.56 0.000  0.25 0.000  0.29 0.000 
10γ  0.52 0.000  -0.93 0.002  0.38 0.000  0.49 0.000 
1φ  -0.92 0.002  -0.51 0.002  -0.54 *0.127  -0.60 *0.059
2φ  -0.31 *0.026  -0.13 *0.180  -0.24 *0.127  -0.12 *0.352
3φ  -0.23 *0.011  -0.08 *0.212  -0.29 0.000  -0.31 0.000 
4φ  -0.19 0.002  -0.18 0.002  -0.42 0.000  -0.39 0.000 
5φ  -0.21 0.000  -0.31 0.000  -0.34 0.000  -0.39 0.000 
6φ  -0.35 0.000  -0.28 0.000  -0.47 0.000  -0.45 0.000 
7φ  -0.26 0.001  -0.23 0.005  -0.29 0.000  -0.21 0.003 
8φ  -0.18 *0.024  -0.35 0.000  -0.20 *0.014  -0.16 *0.030
9φ  -0.32 0.000  -0.42 0.000  -0.17 *0.041  -0.32 0.000 
10φ  -0.37 0.000  0.50 0.000  -0.23 *0.021  -0.19 *0.064
2R (%) 1.72  1.23 0.60 0.64 
* indicate not significant at the 1% level. 
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The last column of panel B reports the 2χ  p-value testing the hypothesis that the observed SEO 
frequency in this panel is different than the CRSP frequency in panel A.  For deciles 1, 2, 8, 9 
and 10 there is no significant difference between the patterns observed in the CRSP sample and 
the patterns observed on the SEO sample.  Even though the results are sensible to the model 
used, the observed SEO underperformance is not unique to SEO, but it is a characteristic of high 
and low alpha securities presented in CRSP samples.  Firms at the highest level of excess 
performance are just as likely to end up in the bottom alpha decile in the future as end up in the 
highest alpha decile.  This is also true for firms starting in the lowest alpha decile. Moreover, this 
pattern is observed for SEO as well. 
More evidence of the observed pattern is not unique to SEOs as is shown in Table 11. 
The Table reports the percentage of observed SEOs pre-event and post event as well as the 
expected percentage of post SEOs given the CRSP sample distribution. The proportion of firms 
finishing in decile j is similar to the expected for SEO, considering the probability distribution 
from CRSP. Thus, the pattern observed for SEO moving from one alpha decile to other alpha 
decile is similar to the pattern one would see in the population.  
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Table 10. Alpha Predictability (Transition Table) 
Table reports the percentage of firms that moves from decile i at time t (pre event)to decile j at time t+36 
(post event).  For each starting decile i, the percentage of finishing in decile j (Pij) is computed as the 
number of observations in decile j divided by the total number of non-missing observations in decile i. 
Entry ij is the percentage (probability) of firm that start as a firm decile i at time t and finish in decile j at 
time t+36.  The Table also reports the percentage of missing returns at time t+36 relative to the firms that 
valid return at time t. Last column in panel is the 2χ  p-value testing the null hypothesis that the observed 
frequencies in decile i for the SEO sample differs from the frequencies observed in decile i for CRSP 
sample.  
 
FF 3 factor model CRSP sample31 
    Decile at time t + 36 
Cut-off Decile Missing  1 2 3 4 5 6 7 8 9 10 
-2.48 1 44.4  12.4 9.9 7.8 6.9 6.7 7.2 7.7 9.5 12.2 19.7 
-1.41 2 30.6  9.6 10.2 9.6 9.2 9.1 9.3 9.9 10.5 11.2 11.5 
-0.78 3 27.0  7.4 9.5 10.2 10.4 11.3 11.3 10.9 10.9 10.2 8.0 
-0.30 4 25.5  6.4 9.0 10.5 11.6 12.2 12.3 11.6 10.8 9.2 6.5 
0.14 5 24.9  5.9 8.7 11.1 12.0 12.8 12.7 12.0 10.6 8.4 5.7 
0.58 6 26.1  6.1 8.8 10.9 12.5 12.7 12.2 11.9 10.6 8.7 5.7 
1.09 7 28.0  6.6 9.3 11.0 12.3 12.1 11.9 11.5 10.6 8.8 5.9 
1.79 8 30.6  7.7 9.7 10.9 11.2 11.0 11.2 11.1 10.7 9.6 7.0 
3.02 9 32.7  10.0 10.9 10.6 9.9 9.4 9.5 9.9 10.4 10.6 8.7 
 10 39.0  15.6 11.7 9.1 8.0 7.1 7.0 7.8 8.6 11.0 14.1 
 
 
FF 3 factor model SEOs 
    Decile at time t + 36  
Cut-off Decile Missing  1 2 3 4 5 6 7 8 9 10 2χ p-value 
-2.48 1 29.7  15.4 5.8 13.5 10.6 6.7 6.7 8.7 11.5 7.7 13.5 0.20 
-1.41 2 21.6  8.0 10.9 9.2 8.0 12.6 8.0 13.8 16.1 8.6 4.6 0.03 
-0.78 3 12.9  5.3 7.0 10.6 12.6 17.6 16.8 14.3 8.3 6.0 1.5 0.00 
-0.30 4 12.5  6.2 7.6 12.5 17.2 18.3 16.6 10.7 4.9 3.3 2.7 0.00 
0.14 5 12.7  4.5 8.5 13.9 17.1 16.6 14.3 10.0 7.3 5.3 2.4 0.00 
0.58 6 14.3  7.8 8.5 13.2 18.0 13.7 14.3 10.8 7.2 5.0 1.5 0.00 
1.09 7 15.7  5.5 10.2 12.3 19.2 12.6 10.9 9.4 10.2 6.6 3.0 0.00 
1.79 8 15.2  7.3 10.6 14.9 10.6 11.0 12.3 11.8 8.8 6.5 6.2 0.07 
3.02 9 18.0  10.0 12.3 11.5 9.3 10.0 11.5 10.0 8.9 9.2 7.4 0.61 
 10 22.8  16.4 11.9 10.3 9.5 7.9 7.6 7.6 6.9 9.8 12.2 0.38 
 
 
                                                 
31 Appendix C show transition Table for the other models (CAPM, RAPM, and FF4) 
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Table 11.  Percentage of SEO events by decile 
Table reports SEO distribution by deciles pre and post event. Also, it reports the expected percentage of 
SEOS given the CRSP sample. Using the CRSP sample, for each starting decile i, the probability of 
finishing in decile j (Pij)is computed as the number of observations in decile j divided by the total number 
of observation in decile i (the computed rows shown in last Table). Each probability (Pij) is then 
multiplied by the total number of post event SEOs in each decile i to obtain the expected number of SEOs 
ending in decile j. The expected proportion of SEOs ending in decile j is computed as the total expected 
number of SEOS ending in decile j divided the total number of post-event SEOS. 
 
 
 
 CAPM-EW   FF3  
Decile SEO -
pre 
SEO -
post 
Expected 
SEO-post 
SEO -
pre 
SEO -
post 
Expected 
SEO-post 
1 1.5 9.9 9.2 2.2 8.6 8.8 
2 3.6 9.8 9.9 3.7 9.8 9.8 
3 6.9 11.4 10.2 8.4 12.2 10.4 
4 9.6 11.0 10.4 10.9 13.6 10.7 
5 11.7 13.3 10.5 11.2 12.8 10.7 
6 11.6 12.8 10.7 11.4 12.3 10.6 
7 10.9 11.5 10.7 11.2 10.4 10.5 
8 11.8 9.3 10.4 11.3 8.2 10.3 
9 13.2 6.9 9.9 12.9 6.8 9.7 
10 19.1 4.2 8.1 16.7 5.4 8.5 
Deciles 6-10 66.6 44.7 49.9 63.5 43.0 49.6 
  FF4    RAPM  
Decile SEO -
pre 
SEO -
post 
Expected 
SEO-post 
SEO -
pre 
SEO -
post 
Expected 
SEO-post 
1 2.6 8.1 8.7 1.5 10.3 9.0 
2 3.9 9.7 9.8 3.3 10.0 9.8 
3 7.3 12.0 10.4 6.1 10.7 10.2 
4 11.4 13.4 10.7 9.0 11.0 10.4 
5 11.7 13.5 10.7 11.7 12.9 10.6 
6 11.2 11.8 10.6 12.0 13.1 10.7 
7 11.5 10.9 10.5 11.6 10.9 10.7 
8 11.5 8.2 10.3 11.8 9.8 10.5 
9 12.9 7.1 9.7 13.4 7.2 10.0 
10 15.9 5.2 8.6 19.6 4.1 8.1 
Deciles 6-10 63.0 43.3 49.8 68.4 45.1 50.0 
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V. Conclusions 
This dissertation examines the seriousness of potential benchmarking errors on an exhaustive set 
of benchmark APMs using an expansive collection of individual equity returns from the Center 
for Research in Securities Prices (CRSP) from January 1927 through December 2004.  The 
APM’s performance is measured by computing out of sample mean cumulative abnormal returns 
over 12, 36, 60 month horizons.  I also look at the performance of APMs out of sample under the 
asset pricing restriction that intercepts (i.e, “alpha” a measure of ex post excess performance) are 
zero.  I judge the goodness of fit alternative APMs by looking at the variance of prediction errors 
relative to a simple random walk model.  The best APMs are selected based on mean and 
goodness of fit and studied further.  The selected APMs are used to assess SEO performance 
reported by Securities Data Corporation (SDC) from January 1970 because SEOs have proven 
the most difficult for APMs to price. 
The research examines the long run performance of 13 asset pricing benchmarks.  The 
simplest APMs are the single index models including the Capital Asset Pricing Model (CAPM) 
and Market Models (without a risk free rate) using equally weighted and value-weighted CRSP 
market indices.  The performance of ad-hoc Fama and French three (market, size, book-to-
market) and four (market, size, book-to-market and momentum) factor models that have become 
common place in the finance literature are also examined.   
In addition to the standard finance models, I study the long-run abnormal return 
properties of a benchmark “free” model based on Hansen and Jagannathan (1991)’s stochastic 
discount factor (SDF).  The main advantage of the SDF is that it encompasses all rational asset 
pricing models (e.g., it does not require a specific asset pricing model to estimate expected 
returns).  The SDF is the least subject to the bad model problem as it imposes the least 
restrictions on the behavior of asset prices.  Similar to Arbitrage Pricing Theory, the number of 
assets is left unspecified in the SDF approach.  Various combinations of underlying portfolios 
believed to convey pricing information are used to form six different SDF benchmarks.  The 
underlying assets are the same assets used in forming Fama and French factors.  
The last model I study is created as part of this research.  This is a variant of the CAPM 
which avoids what I call the “fundamental benchmarking problem.”  This model imposes a 
natural condition found in most principles of finance texts.  This condition states that there is no 
idiosyncratic risk in the aggregate.  For a given set of assets defined as “the market” this is 
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tautological, where the average market beta must be one and average market excess performance 
(alpha) must be zero.  In other words, the market cannot outperform the market.  However in 
most studies a sub-set of assets are of interest and this condition does not hold by definition.  
Using the large collection of assets in the study, I impose the restriction that guarantees there is 
no market wide miss-pricing and examine its performance along with other APMs.   
The simpler, more parsimonious models perform better in practice.  The relative mean 
square error indicates that models which use an equally weighted index perform better than those 
that use a value-weight index.  The CAPM (equally –weighted) marginally outperforms the other 
single index models including the restricted CAPM I propose.  The out of sample performance of 
these models indicates that the CAPM-EW can reduce prediction variance relative to a naïve 
random walk model by 15-20%.  The more complicated SDF benchmarks perform miserably out 
of sample.  Even though the SDF benchmark uses the same information that is contained in 
assets forming the Fama and French factors, the Fama and French three and four factor models 
perform much better.  The Fama French 3-factor model seems to outperform its four factor 
counterpart. 
For every APM tested, imposing the asset pricing restriction that APM predictions 
exclude their intercepts results in better performance than assuming excess performance 
continues into the future.  This indicates that excess performance may not be predictable 
regardless of the APM.   
Excluding the SDF benchmarks, all of the common APMs suffer from the “bad model 
problem” as the average excess performance in these models is positive.  That is, the average 
security outperforms the market!  I show this is because low performing firms (negative alpha) 
do not survive in the dataset as long as higher performing firms.   
Based in lowest absolute mean cumulative abnormal return predictions, the equally 
weighted index models and the Fama French three factor model perform the best.  Mean 
cumulative abnormal returns using intercepts in prediction also perform better than those that do 
not.  If a researcher uses intercepts in their prediction then the population cumulative abnormal 
return mean should be assumed to be slightly negative and if a researcher does not use intercepts 
in their predictions then the population mean should be assumed positive.   
Of all the APMs, the restricted APM I propose does best on balance considering mean 
and variance of predictions.  
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Next I use the selected models, CAPM-EW the restricted CAPM, Fama French three and 
Fama French four factor models to study the long run performance of SEOs.  While the degree of 
mis-pricing among models is very similar, the degree of mis-pricing with and without the asset 
pricing restriction in benchmark predictions is striking.  At 12 months after an SEO, using 
intercepts in predictions reveals that SEOs under perform by 14% or more.  With the asset 
pricing condition in place, the degree of underperformance drops to about 5%.  At 36 months 
after an SEO, the mis-pricing under the asset pricing restriction is about 16% which is half as 
much as with using intercepts in benchmark predictions.  These results indicate SEOs are 
initiated by firms with disproportionately high ex post excess performance (i.e., high alpha 
firms).  As SEOs demonstrate, investors expecting high excess performance to continue will be 
badly mistaken. 
The true degree of miss-pricing is not contained in the mean abnormal returns, but in the 
measure of excess performance.  As firms issue equity, leverage declines and firms’ betas also 
decline.  Thus some of the abnormal returns difference can be explained by changes in risk 
sensitively over the horizon under examination.  Indeed, I do find a decline in betas of SEO firms 
after issuance, however underperformance still exists.   
I examine the predictability of excess performance.  The evidence presented thus far 
would suggest that SEOs are overpriced, but if in the months after an SEO, a securities excess 
performance is not predictable there would be no way to take advantage of any overpricing.  I 
find very weak predictability from relating measures of excess performance of selected APMs to 
their past.  The R2 from these regressions are under 2%.  Given there has been an SEO, the future 
excess performance is significantly lower, but it is extremely uncertain as demonstrated by the 
2% R2.  I also find that SEO firms are high alpha firms; however this is not a homogenous group.  
Firms in the lowest deciles of performance also participate in the SEO process and have higher 
returns in the future.  A SEO in the highest deciles of performance does not predictably fall to 
the lowest decile 36 month later.  Like the population of CRSP securities under study, SEO 
excess performance appears independent of its past.  The negative mean abnormal returns of 
SEOs seem to be related to some extreme negative performing securities in months after 
issuance, but not a characteristic of SEOs themselves. 
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 Appendix A: Derivation of the Restricted Asset Pricing Model (RAPM) 
 
The least squares objective function is 
Ωee
b
′=Γmin ,                                                                (A1a) 
( )qbIw 2 −⊗′..ts .                                                               (A1b) 
 
The error vector e is comprised of NT stacked regression errors of the form, 
( ) ( ) [ ] ( )
Xbre −=
⊗−= bvecXIrvecevec NNN                                               (A2) 
 
where r is a NT vector of returns, X is a (NT x 2N) matrix of regressors (X=[1, rp ]) that are 
common to all assets, and b is a coefficient 2N vector returns.  The vector ⎥⎦
⎤⎢⎣
⎡=
1
0
q  contains the 
restrictions on the weighted sums of intercepts and slopes and w is a N dimensional vector of 
predetermined weights.  The weighting matrix Ω= ( )TN IΣ ⊗−1  reflects the orthogonality of the 
firm specific components by containing only the firm specific variances of each asset and zero 
covariance with all other assets:  
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The minimization problem in Lagrangian form is, 
( )λqIwbΩee 2λb ′−⊗′+′=Γ 2min,                                                    (A4) 
Where λ is the vector of Langrage multipliers that is the same dimension as q.  Substitute e into 
objective and differentiate to get, 
 
( ) ( ) 022 =⊗+−′−=∂
Γ∂
λIwXbrΩX
b 2
 and, 
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( ) 02 =−⊗′=∂
Γ∂ qbIw
λ 2
. 
 
Solve for beta to get 
 
[ ] ( )[ ]λIwΩrXΩXXb 2⊗−′′= −1  
 
which is, 
 
[ ] ( )λIwΩXXbb 2⊗′−= −1OLS , 
 
because OLS results from running GLS when the right hand side variables are the same for all 
equations, or the weighting matrix is a diagonal matrix.  Solve for the λ vector by substituting b 
into the restrictions: 
 
[ ] ( ) qλIwΩXXbIw 22 =⎟⎠⎞⎜⎝⎛ ⊗′−⊗′ −1OLS , 
which yields, 
 
[ ] ( ) ( )qbIwIwΩXXIwλ 222 −⊗′⎥⎦⎤⎢⎣⎡ ⊗′⊗′= −− OLS11 . 
Substitute the expression for λ into b, 
 
[ ] ( ) [ ] ( ) ( )qbIwIwΩXXIwIwΩXXbb 2222 −⊗′⎥⎦⎤⎢⎣⎡ ⊗′⊗′⊗′−= −−− OLSOLS 111 , 
Giving the restricted estimator b.  This estimator is simplified by noting that all equations have 
the same right hand side variables (X=[1, Rp]) and weighting matrix Omega is diagonal.  First, 
note that  
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[ ][ ]( )[ ] [ ] [ ]
∑
=
−− ′=′′=⊗′⊗⊗′ N
i
iei
N
N
w
XXXXXX
1
2
,
2
11 11
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[ ][ ]( ) ( )( ) [ ] 11 −− ′⊗=⊗′⊗ XXvechXX NN wΣIwΣ 2 o , 
where vech(ΣN ) is a vector of the unique elements in ΣN and o  denotes the Hadamard product.   
Substituting these expressions into b yields, 
 
( )( )( )qbIwIwΣ
wΣw
bb 2 −⊗′⊗′−= OLSNNOLS
vech 2
1 o . 
The restricted intercepts and slope coefficients written separately are, 
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N
iei
OLSii
w
αw
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,
σαα and, 
( )12,, −′′−= OLSN
iei
OLSii
w
βw
wΣw
σββ . 
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Appendix B: Alternative CAR estimation 
Table B.1. CAR population distributions fixed parameters 
 Table depicts Cumulative Abnormal Returns (CAR) for alternative asset pricing models (APMs) over 12, 36 and 60 month horizons.  A firm’s 
monthly abnormal return conditioned by an APM is computed as firms return minus the APM prediction with and without its estimated intercept.  
Estimation requires 36 months of consecutive returns and each CAR horizon requires an additional 36 months of consecutive returns.  The sample 
spans the period from Jan 1927 to Dec 2004. The Table reports APM CARs (in percent) over 36 (11,397 firms/ 1,495,640 firm months), month 
horizons with mean, standard deviation, and 5, 50, and 95 percentiles of each CAR distribution.  
 Prediction without Intercept  Prediction with Intercept 
 Mean 
Std 
Dev 5% 50% 95% 
 
Mean 
Std 
Dev 5% 50% 95% 
Panel B. 36-month CAR            
Random walk - - - - -  -1.6 119.8 -188.8 -2.1 186.1
APM approaches   
Market model (EW) 7.0 80.0 -114.9 7.3 125.6  -1.6 110.5 -173.1 -0.9 166.3
CAPM (EW) 6.9 77.0 -107.7 5.4 124.5  -1.6 110.9 -173.5 -0.8 166.7
RAPM 1.0 76.4 -116.4 1.6 115.6  -2.9 108.3 -174.4 -1.5 163.5
Market model (VW) 13.8 84.6 -111.5 10.7 147.8  0.5 116.2 -178.1 -1.2 184.2
CAPM (VW) 15.2 81.7 -103.1 10.6 147.0  0.8 116.4 -178.1 -1.1 184.5
FF 3 factor model 7.4 83.5 -114.0 3.8 139.3  -0.8 117.1 -178.4 -0.8 177.9
FF 4 factor model 10.9 93.6 -124.4 6.7 159.2  0.5 121.0 -183.8 0.1 186.3
SDF approach   
a) Risk-free asset   
FF 3 factor portfolios 31.3 85.2 -91.5 26.4 169.4  5.9 118.7 -174.5 6.3 185.9
FF 4 factor portfolios 30.0 85.5 -94.0 25.4 168.6  4.0 119.6 -179.6 4.8 184.9
Six size/btm portfolios 29.5 92.2 -102.9 24.6 176.9  21.1 127.4 -170.3 18.5 218.9
Eighteen size/btmt/mom 
portfolios 25.8 114.0 -139.3 21.3 204.7  14.6 130.1 -182.7 12.6 217.7
b) No risk-free asset   
Six size/btm portfolios 13.1 81.7 -103.3 7.2 146.9  6.2 126.0 -188.5 5.4 201.3
Eighteen size/btmt/mom 
portfolios 16.1 121.5 -145.0 6.8 208.4  6.3 133.8 -194.3 2.5 217.6
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Table B.2. CAR population distributions sub period (1930-1972) 
Table depicts Cumulative Abnormal Returns (CAR) for alternative asset pricing models (APMs) over 12, 36 and 60 month horizons.  A firm’s 
monthly abnormal return conditioned by an APM is computed as firms return minus the APM prediction with and without its estimated intercept.  
Estimation requires 36 months of consecutive returns and each CAR horizon requires an additional 36 months of consecutive returns.  The sample 
spans the period from Jan 1927 to Dec 2004. The Table reports APM CARs (in percent) over 36 (2,738 firms/459,408 firm months), month 
horizons with mean, standard deviation, and 5, 50, and 95 percentiles of each CAR distribution.  
 
 Prediction without Intercept  Prediction with Intercept 
 Mean 
Std 
Dev 5% 50% 95% 
 
Mean 
Std 
Dev 5% 50% 95% 
Panel B. 36-month CAR       
Random walk - - - - -  -3.0* 62.8 -102.7 -2.0 91.9
APM approaches   
Market model (EW) 1.3 55.8 -86.9 1.9 86.7  0.2 49.6 -77.0 0.5 76.0
CAPM (EW) 1.1 55.4 -84.7 0.9 87.0  0.2 49.6 -76.9 0.4 76.2
RAPM 1.0 54.1 -82.6 0.5 86.3  0.07 48.23 -74.66 0.06 74.87
Market model (VW) 6.7* 60.3 -83.2 4.3 101.5  -1.1 53.5 -84.0 -0.6 79.6
CAPM (VW) 8.4* 60.0 -78.8 4.9 104.7  -0.9 53.6 -83.6 -0.6 80.0
APM approaches            
FF 3 factor model 1.9* 56.7 -85.9 1.2 90.8  -0.7 51.3 -79.5 -0.4 77.7
FF 4 factor model 3.6* 58.0 -85.8 2.5 94.8  0.1 53.2 -81.2 0.0 81.4
SDF approach   
a) Risk-free asset   
FF 3 factor portfolios 19.3* 66.8 -81.2 16.4 127.7  8.5* 65.3 -96.1 7.9 110.9
FF 4 factor portfolios 15.4* 69.6 -90.6 12.8 128.7  4.4* 68.4 -105.6 4.1 112.6
Six size/btm portfolios 25.1* 71.0 -79.0 20.7 142.1  23.1* 68.2 -76.9 18.7 134.8
Eighteen size/btmt/mom 
portfolios 20.9* 75.1 -88.6 15.7 146.0  18.1* 74.9 -85.7 11.8 140.9
b) No risk-free asset   
Six size/btm portfolios 15.2* 78.4 -91.7 6.3 149.9  13.4* 75.7 -89.5 6.0 143.0
Eighteen size/btmt/mom 
portfolios 16.3* 80.9 -99.5 9.2 152.3  13.3* 80.8 -100.2 6.9 147.4
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Table B3. CAR population distributions sub period (1973-2004) 
Table depicts Cumulative Abnormal Returns (CAR) for alternative asset pricing models (APMs) over 12, 36 and 60 month horizons.  A firm’s 
monthly abnormal return conditioned by an APM is computed as firms return minus the APM prediction with and without its estimated intercept.  
Estimation requires 36 months of consecutive returns and each CAR horizon requires an additional 36 months of consecutive returns.  The sample 
spans the period from Jan 1927 to Dec 2004. The Table reports APM CARs (in percent) over 36 (10590 firms/ 1,052,732 firm months), month 
horizons with mean, standard deviation, and 5, 50, and 95 percentiles of each CAR distribution.  
 
 Prediction without Intercept  Prediction with Intercept 
 Mean 
Std 
Dev 5% 50% 95% 
 
Mean 
Std 
Dev 5% 50% 95% 
Panel B. 36-month CAR            
Random walk 17.3* 89.1 -117.8 15.3 155.9  -0.5 75.6 -116.2 -1.6 116.9
APM approaches 10.1* 83.1 -120.9 10.6 135.1  -2.2* 72.8 -114.2 -2.1 108.8
Market model (EW) 9.6* 81.9 -114.5 7.8 136.2  -2.0* 72.9 -114.6 -1.8 108.9
CAPM (EW) 8.1* 86.6 -119.5 4.0 145.5  -2.6* 75.9 -119.2 -2.3 112.0
RAPM 6.1 76.7 -108.4 3.8 126.4  -0.2 71.8 -103.0 -1.9 106.6
Market model (VW) 18.1* 87.7 -111.6 14.2 157.4  -0.3 75.8 -116.5 -1.3 117.3
CAPM (VW)   
APM approaches 13.0* 91.4 -119.1 8.0 159.8  -0.8 78.8 -121.3 -0.8 118.7
FF 3 factor model   
FF 4 factor model   
SDF approach 36.5* 86.9 -87.2 29.7 180.8  5.1* 77.1 -111.9 5.0 122.3
a) Risk-free asset 32.6* 85.7 -91.7 26.8 173.1  0.1 78.0 -121.0 1.9 115.7
FF 3 factor portfolios 29.9* 93.2 -104.4 24.0 179.5  18.7* 85.7 -112.7 17.7 152.8
FF 4 factor portfolios 27.6* 106.5 -125.4 21.6 196.3  13.8* 89.5 -123.8 13.7 150.2
Six size/btm portfolios   
Eighteen size/btmt/mom 
portfolios 1.8 90.3 -128.3 -4.2 147.7  -6.9* 84.6 -139.6 -6.6 123.8
b) No risk-free asset 12.3* 107.0 -140.7 5.9 184.7  0.7 88.0 -134.5 0.0 136.9
Six size/btm portfolios 17.3* 89.1 -117.8 15.3 155.9  -0.5 75.6 -116.2 -1.6 116.9
Eighteen size/btmt/mom 
portfolios 10.1* 83.1 -120.9 10.6 135.1  -2.2* 72.8 -114.2 -2.1 108.8
            
 
 68
Table B.4. CAR population distributions sub period (1990-2004) 
Table depicts Cumulative Abnormal Returns (CAR) for alternative asset pricing models (APMs) over 12, 36 and 60 month horizons.  A firm’s 
monthly abnormal return conditioned by an APM is computed as firms return minus the APM prediction with and without its estimated intercept.  
Estimation requires 36 months of consecutive returns and each CAR horizon requires an additional 36 months of consecutive returns.  The sample 
spans the period from Jan 1927 to Dec 2004. The Table reports APM CARs (in percent) over 36 (7,240 firms/ 500,715 firm months), month 
horizons with mean, standard deviation, and 5, 50, and 95 percentiles of each CAR distribution.  
 
 Prediction without Intercept  Prediction with Intercept 
 Mean 
Std 
Dev 5% 50% 95% 
 
Mean 
Std 
Dev 5% 50% 95% 
Panel B. 36-month CAR            
Random walk - - - - -  0.2 82.9 -132.9 1.9 124.6
APM approaches   
Market model (EW) 24.7* 111.1 -161.2 28.7 191.6  -5.2* 85.3 -138.6 -4.7 122.8
CAPM (EW) 23.4* 110.3 -153.2 23.4 193.6  -4.9* 85.6 -140.2 -3.7 122.8
RAPM 10.7 86.3 -114.9 6.3 149.8  1.6 85.5 -114.6 -2.6 130.6
Market model (VW) 39.9* 122.0 -146.6 35.8 234.3  -0.7 87.8 -141.5 0.7 130.9
CAPM (VW) 38.2* 120.9 -142.3 31.7 234.4  -0.6 88.2 -142.7 1.3 130.5
APM approaches   
FF 3 factor model 22.3* 120.2 -156.3 16.1 217.3  -8.5* 90.5 -157.2 -4.1 121.2
FF 4 factor model 34.0* 127.1 -147.7 24.0 246.8  -4.3* 93.2 -154.3 -1.2 132.6
SDF approach   
a) Risk-free asset   
FF 3 factor portfolios 65.2* 119.1 -105.1 54.6 265.3  11.5* 92.1 -133.4 13.9 146.6
FF 4 factor portfolios 56.5* 115.7 -113.7 48.5 246.6  -0.9 94.0 -155.2 5.7 129.9
Six size/btm portfolios 52.5* 130.5 -142.7 44.6 265.5  20.6* 101.0 -144.9 24.5 169.1
Eighteen size/btmt/mom 
portfolios 47.8* 152.1 -177.2 39.4 295.5  13.8* 111.6 -165.3 16.4 179.4
b) No risk-free asset   
Six size/btm portfolios 3.4 127.0 -182.5 -6.0 217.1  -21.3* 101.0 -188.0 -17.8 127.5
Eighteen size/btmt/mom 
portfolios 32.3* 149.5 -191.4 25.8 276.1  4.5* 108.7 -170.6 5.2 170.1
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Table B.5. Non-overlapping CAR population distributions  
Table depicts Cumulative Abnormal Returns (CAR) for alternative asset pricing models (APMs) over 12, 36 and 60 month horizons.  A firm’s 
monthly abnormal return conditioned by an APM is computed as firms return minus the APM prediction with and without its estimated intercept.  
Estimation requires 36 months of consecutive returns and each CAR horizon requires an additional 36 months of consecutive returns.  The sample 
spans the period from Jan 1927 to Dec 2004. The Table reports APM CARs (in percent) over 36 (12,603 firms/ 50,364 firm months), month 
horizons with mean, standard deviation, and 5, 50, and 95 percentiles of each CAR distribution.  
 
 Prediction without Intercept  Prediction with Intercept 
 Mean 
Std 
Dev 5% 50% 95% 
 
Mean 
Std 
Dev 5% 50% 95% 
Panel B. 36-month CAR       
Random walk - - - - -  -2.9* 72.5 -118.8 -0.4 101.5
APM approaches   
Market model (EW) 5.2* 78.4 -121.7 7.0 117.5  -0.7 69.2 -109.9 0.6 100.5
CAPM (EW) 5.0* 77.0 -115.2 5.2 117.5  -0.7 69.2 -109.7 0.7 100.4
RAPM 4.8 68.5 -98.3 2.6 112.8  -0.05 64.50 -96.41 -0.58 97.36
Market model (VW) 9.6* 84.4 -120.9 9.2 134.1  -0.3 73.2 -114.9 0.2 109.2
CAPM (VW) 10.6* 83.2 -115.8 9.1 134.9  -0.1 73.3 -114.8 0.2 109.4
APM approaches            
FF 3 factor model 3.3* 80.8 -120.7 2.8 123.2  -1.8 70.9 -113.9 -0.1 101.2
FF 4 factor model 7.3* 84.4 -119.4 5.6 135.3  -0.2 72.9 -114.8 1.0 107.0
SDF approach   
a) Risk-free asset   
FF 3 factor portfolios 24.9* 83.1 -99.4 21.5 155.0  3.6* 74.3 -118.1 5.2 112.3
FF 4 factor portfolios 21.3* 83.2 -105.1 19.0 150.1  -0.8 75.9 -125.4 2.4 109.3
Six size/btm portfolios 21.5* 87.4 -109.1 19.1 154.4  15.9* 80.4 -110.5 15.8 137.7
Eighteen size/btmt/mom 
portfolios 19.6* 99.6 -126.9 15.4 172.0  10.9* 87.7 -124.2 11.2 140.4
b) No risk-free asset   
Six size/btm portfolios 1.2 89.0 -129.7 -1.6 137.6  -2.4* 83.3 -131.6 -1.8 123.4
Eighteen size/btmt/mom 
portfolios 8.9* 102.3 -139.4 4.5 166.3  1.8 89.0 -136.2 1.9 134.3
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Table B.6. Average 36-month CAR Benchmark Model by Month  
Table depicts Cumulative Abnormal Returns (CAR) for alternative asset pricing models (APMs) over 12, 36 and 60 month horizons.  A firm’s 
monthly abnormal return conditioned by an APM is computed as firms return minus the APM prediction with and without its estimated intercept.  
Estimation requires 36 months of consecutive returns and each CAR horizon requires an additional 36 months of consecutive returns.  The sample 
spans the period from Jan 1927 to Dec 2004. The Table reports APM CARs (in percent) over 36 month horizons with mean, standard deviation, 
and 5, 50, and 95 percentiles of each CAR distribution during the period January 1930 – December 2004. 
 
 Prediction without Intercept  Prediction with Intercept 
 Mean 
Std 
Dev 5% 50% 95% 
 
Mean 
Std 
Dev 5% 50% 95% 
36-month CAR            
Random walk - - - - -  2.5 39.9 -55.7 0.0 66.8 
APM approaches            
Market model (EW) 3.2 5.2 -3.6 1.7 12.5  -0.4 4.0 -6.3 -0.3 7.1 
CAPM (EW) 3.2 5.1 -3.5 1.7 12.7  -0.4 4.0 -6.3 -0.3 7.1 
RAPM 1.0 3.4 -4.2 0.5 7.9  1.0 3.4 -4.2 0.5 7.9 
Market model (VW) 13.0 26.6 -22.8 8.2 61.2  0.6 21.4 -29.2 -1.3 41.0 
CAPM (VW) 14.3 26.7 -21.3 9.0 61.3  0.7 21.4 -29.3 -1.2 41.6 
FF 3 factor model 4.5 9.4 -4.0 1.7 27.2  -1.3 6.4 -12.6 -1.0 7.3 
FF 4 factor model 7.6 11.4 -2.1 3.9 37.1  0.1 6.6 -11.4 0.2 8.2 
SDF approach            
a) Risk-free asset            
FF 3 factor portfolios 31.5 34.7 -19.9 30.8 88.9  12.7 34.2 -37.4 10.7 70.7 
FF 4 factor portfolios 28.3 36.1 -33.6 25.7 86.5  9.1 36.5 -56.4 8.6 73.9 
Six size/btm portfolios 34.7 41.4 -21.7 30.4 110.9  28.6 37.3 -24.0 24.9 95.0 
Eighteen size/btmt/mom 
portfolios 31.8 42.4 -27.4 23.3 118.7  24.0 39.8 -31.5 16.6 100.9 
b)No Risk-free asset            
Six size/btm portfolios 19.9 56.3 -46.5 8.0 104.0  15.2 52.8 -44.4 3.8 98.0 
Eighteen size/btmt/mom 
portfolios 24.1 53.3 -49.6 15.0 126.3  17.1 50.6 -50.7 7.4 118.7 
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Appendix C: Transition Tables for Selected Models 
Table C.1 Alpha Predictability EW-CAPM  
Table reports the percentage of firms that moves from decile i at time t (pre event)to decile j at time t+36 
(post event).  For each starting decile i, the percentage of finishing in decile j (Pij) is computed as the 
number of observations in decile j divided by the total number of non-missing observations in decile i. 
Entry ij is the percentage (probability) of firm that start as a firm decile i at time t and finish in decile j at 
time t+36.  The Table also reports the percentage of missing returns at time t+36 relative to the firms that 
valid return at time t. Panel A presents the results for CRSP sample while Panel B presents the results for 
SEO sample.  
 
Panel A. CAPM (EW) CRSP sample 
    Decile at time t + 36 
Cut-off Decile Missing  1 2 3 4 5 6 7 8 9 10 
-2.38 1 47.7  10.7 9.1 8.2 7.6 7.2 7.3 7.5 8.8 11.4 22.1
-1.35 2 31.5  8.3 10.0 9.7 9.4 9.3 9.3 9.7 10.1 11.2 13.0
-0.72 3 27.7  7.0 9.4 9.8 10.2 10.6 10.8 11.2 11.0 10.9 9.2 
-0.22 4 26.2  6.3 8.7 10.1 10.9 11.6 11.8 11.3 11.2 10.4 7.5 
0.21 5 25.3  5.6 8.2 10.6 11.4 12.1 11.9 12.0 11.4 9.8 6.8 
0.64 6 26.1  5.8 8.1 10.2 11.1 11.7 12.4 12.7 11.7 9.9 6.3 
1.11 7 27.6  6.3 8.6 10.2 10.8 11.4 12.3 12.4 11.7 10.1 6.4 
1.72 8 29.4  7.2 9.2 10.3 10.8 11.4 11.8 11.6 11.1 10.0 6.6 
2.73 9 32.2  9.3 10.7 10.5 10.6 10.5 10.5 10.1 10.2 9.9 7.6 
 10 35.2  18.6 13.2 10.2 8.7 7.8 7.3 7.4 7.6 8.9 10.2
 
Panel B. CAPM (EW) SEO sample 
    Decile at time t + 36  
Cut-
off Dec. Missing  1 2 3 4 5 6 7 8 9 10 
2χ  
p-value 
-2.38 1 41.7  15.7 7.1 7.1 10.0 10.0 10.0 11.4 1.4 20.0 7.1 0.02 
-1.35 2 16.5  6.4 10.5 12.2 11.6 7.0 13.4 14.0 8.7 9.9 6.4 0.09 
-0.72 3 15.0  8.2 6.7 6.1 7.6 14.3 22.3 16.2 11.0 4.3 3.4 0.00 
-0.22 4 11.3  4.0 6.4 9.5 13.4 19.4 15.4 15.4 9.5 4.8 2.2 0.00 
0.21 5 11.4  3.8 5.6 16.3 12.5 17.0 14.1 13.0 10.5 4.7 2.5 0.00 
0.64 6 12.5  5.3 7.9 15.0 14.7 15.9 10.3 12.6 10.4 5.1 2.7 0.00 
1.11 7 17.7  6.4 10.1 12.0 11.2 12.2 14.1 12.0 10.8 7.7 3.5 0.14 
1.72 8 17.5  9.0 10.2 10.4 9.5 12.9 11.8 12.0 9.0 9.7 5.6 0.58 
2.73 9 16.4  11.2 10.9 11.0 11.4 13.4 11.7 9.8 9.0 7.0 4.6 0.01 
 10 21.9  21.9 15.2 9.8 8.4 8.0 9.3 6.4 7.7 7.3 5.9 0.00 
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Table C.2. Alpha Predictability RAPM 
Table reports the percentage of firms that moves from decile i at time t (pre event)to decile j at time t+36 
(post event).  For each starting decile i, the percentage of finishing in decile j (Pij) is computed as the 
number of observations in decile j divided by the total number of non-missing observations in decile i. 
Entry ij is the percentage (probability) of firm that start as a firm decile i at time t and finish in decile j at 
time t+36.  The Table also reports the percentage of missing returns at time t+36 relative to the firms that 
valid return at time t. Panel A presents the results for CRSP sample while Panel B presents the results for 
SEO sample.  
 
Panel A. RAPM. CRSP sample  
    Decile at time t + 36 
Cut-off Decile Missing  1 2 3 4 5 6 7 8 9 10 
-2.53 1 47.7  10.7 9.1 8.2 7.6 7.2 7.3 7.5 8.8 11.4 22.1 
-1.49 2 31.5  8.3 10.0 9.7 9.4 9.3 9.3 9.7 10.1 11.2 13.0 
-0.85 3 27.7  7.0 9.4 9.8 10.2 10.6 10.8 11.2 11.0 10.9 9.2 
-0.36 4 26.2  6.3 8.7 10.1 10.9 11.6 11.8 11.3 11.2 10.4 7.5 
0.06 5 25.3  5.6 8.2 10.6 11.4 12.1 11.9 12.0 11.4 9.8 6.8 
0.47 6 26.1  5.8 8.1 10.2 11.1 11.7 12.4 12.7 11.7 9.9 6.3 
0.92 7 27.6  6.3 8.6 10.2 10.8 11.4 12.3 12.4 11.7 10.1 6.4 
1.48 8 29.4  7.2 9.2 10.3 10.8 11.4 11.8 11.6 11.1 10.0 6.6 
2.38 9 32.2  9.3 10.7 10.5 10.6 10.5 10.5 10.1 10.2 9.9 7.6 
 10 35.2  18.6 13.2 10.2 8.7 7.8 7.3 7.4 7.6 8.9 10.2 
 
Panel B. RAPM SEO sample 
    Decile at time t + 36  
Cut-off Decile Missing  1 2 3 4 5 6 7 8 9 10 2χ p-value 
-2.53 1 44.4  17.1 10.0 12.9 7.1 7.1 5.7 12.9 4.3 17.1 5.7 0.05 
-1.49 2 24.5  10.4 14.3 11.0 10.4 7.1 13.0 6.5 9.7 11.0 6.5 0.25 
-0.85 3 15.1  7.0 5.6 10.1 6.3 13.6 18.1 17.8 12.9 4.9 3.8 0.00 
-0.36 4 13.7  4.7 8.0 6.6 8.0 15.0 20.1 16.9 12.9 4.7 3.3 0.00 
0.06 5 11.2  3.1 5.2 11.6 14.6 19.1 15.3 13.5 9.4 4.9 3.2 0.00 
0.47 6 11.9  4.8 6.9 14.3 15.7 16.2 10.2 11.4 12.0 6.2 2.5 0.00 
0.92 7 17.4  7.1 9.1 11.1 11.1 13.8 13.1 12.5 10.7 7.8 3.6 0.08 
1.48 8 16.6  9.0 11.0 10.1 10.1 11.1 13.3 9.9 11.1 9.3 5.2 0.24 
2.38 9 17.2  10.0 12.2 11.7 12.2 12.5 12.5 9.2 8.2 7.9 3.5 0.00 
 10 19.4  23.9 14.7 9.5 9.1 8.3 9.5 5.6 6.4 7.4 5.6 0.00 
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Table C.3. Alpha Predictability FF4 
Table reports the percentage of firms that moves from decile i at time t (pre event)to decile j at time t+36 
(post event).  For each starting decile i, the percentage of finishing in decile j (Pij) is computed as the 
number of observations in decile j divided by the total number of non-missing observations in decile i. 
Entry ij is the percentage (probability) of firm that start as a firm decile i at time t and finish in decile j at 
time t+36.  The Table also reports the percentage of missing returns at time t+36 relative to the firms that 
valid return at time t. Panel A presents the results for CRSP sample while Panel B presents the results for 
SEO sample.  
 
Panel A. FF 4 factor model CRSP sample 
    Decile at time t + 36 
Cut-off Decile Missing  1 2 3 4 5 6 7 8 9 10 
-2.40 1 44.1  12.4 9.9 7.9 7.0 6.7 7.1 7.7 9.3 12.3 19.7 
-1.34 2 31.0  9.5 10.1 9.5 9.1 9.2 9.3 9.9 10.6 11.7 11.2 
-0.70 3 27.1  7.5 9.3 9.9 10.5 11.0 11.2 11.1 11.2 10.1 8.1 
-0.23 4 25.0  6.3 9.0 10.5 11.8 12.5 12.2 11.7 10.8 9.0 6.2 
0.20 5 24.7  6.0 8.5 11.0 12.5 12.8 12.5 11.9 10.8 8.5 5.5 
0.65 6 26.1  6.2 8.9 11.2 12.4 12.8 12.1 11.7 10.7 8.5 5.5 
1.16 7 28.1  6.7 9.1 11.1 12.1 12.2 12.1 11.6 10.4 8.8 5.9 
1.86 8 30.3  7.7 9.8 10.8 11.1 11.2 11.4 11.0 10.5 9.5 6.9 
3.12 9 32.8  10.0 10.8 10.5 10.0 9.5 9.7 10.0 10.1 10.3 9.1 
 10 39.7  14.7 11.6 9.2 7.5 7.0 7.0 7.5 8.9 11.4 15.4 
 
 
Panel B. FF 4 factor model SEO sample 
    Decile at time t + 36  
Cut-off Decile Missing  1 2 3 4 5 6 7 8 9 10 2χ p-value 
-2.40 1 27.8  11.5 12.3 11.5 8.2 9.0 5.7 10.7 10.7 10.7 9.8 0.27 
-1.34 2 22.3  6.5 8.6 9.2 10.8 9.2 11.4 12.4 16.2 9.7 5.9 0.11 
-0.70 3 13.7  4.6 7.2 11.3 12.4 16.5 17.3 16.2 7.8 3.8 2.9 0.00 
-0.23 4 11.2  5.4 8.7 12.8 15.6 17.5 14.7 12.3 6.5 4.6 1.9 0.00 
0.20 5 11.0  6.7 8.1 12.1 18.4 16.5 13.6 11.4 5.8 5.1 2.4 0.00 
0.65 6 13.7  6.4 10.4 13.4 16.1 17.4 13.1 10.2 6.6 4.7 1.5 0.00 
1.16 7 15.9  5.7 7.2 13.4 16.2 17.3 11.9 9.9 7.9 6.6 3.9 0.00 
1.86 8 16.8  7.0 8.1 10.8 14.2 12.3 13.8 13.8 9.0 6.8 4.2 0.01 
3.12 9 18.0  11.1 12.6 12.5 10.5 9.0 10.7 9.8 8.2 9.2 6.4 0.20 
 10 23.5  13.5 12.9 10.9 8.0 7.8 5.7 6.9 9.7 11.3 13.3 0.43 
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Essay II. Low R square in the cross section of expected returns 
I.  Introduction 
The capital asset pricing model (CAPM) [Sharpe, 1964; Lintner, 1966] predicts an exactly linear 
relationship between returns and risk of capital.  According to the CAPM, the expected return on 
any risky security or portfolio of risky securities can be measured by the risk-free rate and the 
market risk premium multiplied by the beta coefficient (asset risk).  This implies that the cross-
sectional expected return is linear in beta, being this relationship called the security market line 
(SML). 
However, Fama and French (1992, 1993) find that the cross-sectional variation on 
expected returns cannot be explained by the beta alone.  Particularly, the relation return-beta 
should yield high cross-sectional R2 if the SML hold.  Nevertheless, studies have found that cross 
sectional R squares (R2) are much lower than time series R squares (for example, Fama-French, 
1992; Reinganum, 1981; Lakonishok and Shapiro, 1986). Specifically, the average time series R2 
obtained from regressions of excess returns on excess market returns are higher than cross-
sectional R2 obtained from regression of return on betas. 
After Fama and French’s study, many articles have addressed the relatively low 
explanatory power of beta in the cross-section of expected return.  Roll and Ross (1994) explain 
this phenomenon happen because of a choice a “wrong” index. They show that there exist some 
indices that make true betas not to have any relationship (zero correlation) with true expected 
returns.  They demonstrate that there are indices that allow calculating true betas having no 
relationship with true expected returns.  Those indices lie “within a set of whose boundaries and 
can be directly calculated with basis parameters expected returns and covariance of returns)” 
(Roll and Ross, 1994).  They further conclude that “the cross-sectional OLS relation is very 
sensitive to the choice of an index and indices can be quite close to each others and to the mean-
variance frontier and yet still produce significantly different cross-sectional slopes, positive, 
negative or zero” (Roll and Ross, 1994). 
 Other possible explanation for the low cross-sectional R2 is error in variable (EIV) 
problem.  Cross sectional regression between betas and returns requires an estimation of betas.  
The betas are estimated with sampling errors from time series data, which cause the EIV 
problem.  Kim (1995) proposes a correction for EIV for betas and finds that betas do have more 
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explanatory power than size and book-to-market, concluding that “market beta has economically 
and statistically significant explanatory power for average stock returns both in the presence and 
absence of the firm size variable”. 
Kothari, Shanken and Sloan (1995) argue that survivorship bias and beta mis-
measurement could explain Fama-French findings of no relationship between betas and expected 
returns in the cross-section.  They claim that the observed explanatory power of book-to market 
factor (BTM) is likely due to survivorship bias: many of the firms that are excluded from 
Compustat are firms that failed and it is likely that these firms had high book-to-market ratio and 
low returns; adding these firms to the database should reduce the explanatory power of book-to-
market characteristics.  Moreover, they argue that annual betas are more appropriate than 
monthly betas because the investment horizon for a typical investor is probably closer to a year 
than a month and show that the relation between beta and return is stronger when betas are 
estimated using annual returns. 
Pettengill, Sundaram, and Mahur (1995) argue that the phenomenon is due to the use of 
ex-post data to make inference about ex-ante data and therefore, the relationship between beta 
and realized returns varies from the relationship between beta and expected return, which means 
researchers should used a time-varying betas in their estimation.  Pettengill et al (1995) propose a 
conditional version of the SLM model, in which a conditional relationship between beta and 
return exist.  During periods of “up” markets where the realized market return exceeds the risk-
free return, there should be a positive relationship between beta and return; whereas during 
periods of “down” markets where the risk-free return exceeds the realized market return there 
should be negative relationship.  After correcting for “ups” and “downs” of the market, they 
support a linear relation between betas and expected returns. 
My explanation to the phenomenon is related to the fact that market variance is higher 
than the variance of expected return. I derive a simple model that relates cross-sectional R2 with 
time series R2. The difference between market variance and expected return determines the 
observed difference between time series R2 and cross-sectional R2. When market variance equals 
the expected return, cross-sectional R2 will be exactly as the time series R2. However, this is not 
the case for most of the period January 1927 – December 2004.  
I further show that in order for the expected return to have a similar magnitude of the 
average market variance (that is, cross-sectional R2 equals to time series R2), both high variance 
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of beta and high expected market risk premium is needed. Thus, only when there is low market 
variance, high variance of beta, and high expected market risk premium, the cross-sectional R2 
would be similar (could be also higher) to time series R2.  
The remainder of this paper is divided as follow.  Section II shows the empirical model I 
use to explain the relationship between cross sectional R2 and time series R2.  It also shows the 
estimation procedure to obtain the different statistics to be used in the model. Section III 
describes the data.  Section III presents and discusses the empirical results applying the model to 
both securities and portfolios. Section IV concludes. 
 
II. An Empirical Model of the Cross-Section of Expected Returns 
This section presents a model that relates cross-sectional R2 with time series R2 and summarizes 
the error in variable problem. 
Consider a CAPM-like economy composed of n risky assets, where the market return rm,t 
at date=t is equally weighted, rf is the fixed return on a risk free asset, and rit is the date=t return 
on asset i.  The empirical model for returns is, 
( ) tiftmifti rrrr ,,, εβ +−+=                                                  (1) 
where 
( ),,1~ 2βσβ Nidi (1a) 
( ),,~ 2, mmtm ENiidr σ  (1b) 
( ).,0~ 2, εσε Niidti , (1c) 
∑
=
≡
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=
≡
1
,, (1d, 1e) 
 
Beta iβ is uncorrelated with other asset betas and has an average beta equal to one.  The return 
on the market rm,t is uncorrelated with its past and is distributed about its average Em.  The asset 
specific term ti,ε  is uncorrelated with its past and other assets idiosyncratic components.  By 
definition, aggregate firm specific risk must vanish, at each date, which guarantees the average 
of n asset returns is market return.  Finally, the random variables iβ , ti,ε , and  rm,t are assumed to 
be uncorrelated with each other. 
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A. Time Series and Cross-Sectional R2s 
I compute overall R2s for the CAPM using average total variances from the cross section and 
time series.  First, I derive the R2s under the true model.  For the times series R2 take each firm’s 
time series variance and average that over firms:   
 
( ) ( ) ( ) 222221
1
2
1
12222 1 εβεε σσσσσβσσβσ ++=+=+= −
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miT nn                       (2) 
 
For the cross-sectional R2 take the cross sectional variance at each date and average over time:  
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It is easiest to see the relation between the R2s by noticing, 
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Solving for the cross sectional 2NR  yields, 
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A key assumption of the model is that cross sectional variance of residual is equal to the 
time series average variance of residual.  This variance of residual is the diversifiable risk 
(unsystematic risk), that in the limit –when the number of stocks in the portfolio increases– will 
be a constant number.  In a balanced panel data the average time series variance residual is 
exactly equal to the cross-sectional variance residual.  
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Most important, the expected cross-sectional R2 depends on the market volatility, the 
variance of beta, market risk premium, variance of the residual, and past time-series R2.  Note in 
equation 4 that for the cross-sectional R2 to be equal to the time series R2, the expected squared 
market risk premium times variance of beta –which is the variance of expected return– must be 
equal to the variance of market return.  However, if the magnitude of the market risk premium 
squared time variance of beta is low relative to the market variance, the net results would be low 
cross-sectional R2.  Therefore, I investigate whether market volatility plays an important role in 
explaining the observed low cross-sectional R2.  
 
B.  Expected return and market return variance 
To explain the marked differences between time series and cross sectional R2s, market returns 
must be more volatile than average returns.  Portfolio theory does not provide a definitive answer 
to the question of whether 2mσ  must be greater than 2Eσ .  Theory can show that market variances 
will be greater than average returns variance, but only given what seem to be the natural features 
of asset returns and a particular tangency portfolio choice.   
First, for an arbitrary set of portfolio weights, portfolio variance depends on returns 
covariance not expected returns.  This follows immediately from inspection of the portfolio 
variance formula, wwp Σ′=2σ  where Σ  is the covariance matrix on n assets and w is a n-
dimensional vector of portfolio weights, which does not explicitly depend on expected returns.   
Mean-variance optimal portfolio weights, however, are not arbitrary and do depend on 
expected returns but the position of a candidate tangency portfolio depends on the highest Sharpe 
ratio for a given reference asset.  Tangency portfolio variance is32,   
ccc ww Σ= '2σ  
where ( )
z
cEw nc 1
1
′
−Σ=
−
 
is a set of optimal weights maximizing the Sharpe ratio for a given reference point c, En is 
a vector of expected returns, Σ  is the covariance matrix of returns,  
( ) 2*111
c
c
cn
cEcEz σωωλ
−==−Σ′=′ −  
                                                 
32 This version of mean-variance optimization follows Benninga (2000). 
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is a modified Sharpe ratio, *cλ , at its optimum, ω  is the sum of non-normalized portfolio 
weights, and Ec is the portfolio expected return.   Substituting in the weights we get, 
( ) ( ) ( )nnc EEz 122 1 −− Σ′′=σ  
 
portfolio variance as a function of expected returns, covariance and reference return.  
Expected return variance is generically 
( )212 nnnE EnEE −′= −σ  
 
Comparing portfolio and expected return variance we obtain, 
( )[ ] ( )211222 1 nnnEp EEInzE +−Σ′′=− −−−σσ . 
 
The sign of the difference depends on the term in brackets.  Considering the nature of 
asset returns, assume return variances are less than one and expected returns are positive.  Then 
term in bracket would be positive, but for the scaling effect of ( )21 z′  which is given by particular 
choice of tangency portfolio.  Thus, there is no obvious relation between portfolio and expected 
return variance. 
The equally weighted portfolio variance is always higher given the nature of return 
variances (i.e., less than one): 
( )[ ]111111 222 nnequal EERREnn ′−′′=Σ′=σ  
( )212 nnnE EnEE −′= −σ  
( )[ ] 21222 111 EnEEEERREn nnnnEeq −′−′−′′=− −σσ  
( ) 212222 111111 EnEEEEnRREn nnnnEeq −′−′′+′′=− −σσ  
( ) 1222 111 −′−′′=− nEERREn nnEeq σσ  
( )( ) 1222 111 −′−⎥⎦⎤⎢⎣⎡ ′++′=− nEEEEEn nnnnnnEeq εεσσ  
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[ ] 1222 111 −′−Σ+′′=− nEEEEn nnnnEeq σσ  
[ ] 122 111 −′−′′=− nEEEEn nnnnEσ  
The intuition is that the position of the tangency portfolio is determined by covariance of 
returns; not the variance of expected returns. 
 
II.2 The error in variable problem33 
Error in variable arises when researchers use the traditional Fama-MacBeth two-pass 
methodology.  First researchers estimate betas from time series data for individual securities or 
portfolios, and then they use the estimated betas in a cross sectional regression to obtain an 
estimation of coefficient parameters that relates expected return and betas.  Specifically, in the 
spirit of Fama and Macbeth (1973), if true beta, iβ , are used in the cross-sectional regression:  
TiiTmTfTir ,,,, εβλλ ++=                                                        (6) 
 
Then, the correct price for the risk free, fTf r=,λ , and the realized market premium,  
fTmTm rr −= ,,λ  are expected. 
However, an econometrician estimates the model of the form, 
( ) tiftmifti errbrr ,,, +−+= , from  { }1,36 −−= ttt ,                            (7) 
 
to obtain estimates of iβ , bi, which are then used in a cross-sectional regression of bi’s on the 
future returns realized at date=T: 
TiiTmTfTi vbr ,,,, ˆˆ ++= λλ , { }ni ,1= .                                                     (8) 
 
The coefficients Tf ,λˆ  and Tm,λˆ  are the estimated prices of market risk and return on the risk free 
asset respectively.  Note that the econometrician uses estimates of beta, bi, to estimate the 
                                                 
33 The main topic of this paper is R2 in the cross-section of expected return.  I do not address the Error in Variable 
(EIV) problem.  However, I summarize the problem to show that EIV does not fully explain why cross sectional R2 
is so low 
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parameters of the cross-sectional regression.  The problem with using estimates of betas is that 
these estimates have sampling error that are passed to the coefficients Tf ,λˆ  and Tm,λˆ .  This is 
called error in variable (EIV) problem in the literature.  
A simple derivation of the EIV model is presented in appendix I.  The estimated ib is 
measured with error iη  
iiib ηβ += , ( )2,0~ ηη sidi , and ( ) 0=iiE ηβ ,  where ( )1−= Tss m eση  
The sampling error iη is mean zero, uncorrelated across assets, and orthogonal to the true beta.  
The variance of the sampling error depends on the standard error of the estimated coefficients.  
Also, note that 222 ηβσ ssb += .   As sample size increases, estimates converge to their true values.
Fama and MacBeth (1973) explicitly recognize the existence of the EIV problem in their 
procedure.  They proposed to use portfolios (rather than individual securities) to minimize the 
effect of measurement error.34  However, Fama and French (1993) demonstrate that even using 
portfolios, cross sectional R2 are lower than time-series R2, showing that the phenomenon is also 
present when using diversified portfolios.  
 
C. Data description and estimation procedure 
I analyze the phenomenon of low cross-sectional R2 compared to time series R2 at security level 
and at portfolio level.  At portfolio level, I use the Fama and French’s 25 portfolios formed in 
size and book to market research portfolios, which are commonly used in academic research.  
Those portfolios are available in Kenneth French’s website.35  A complete set of portfolio returns 
are not available until July 1931, which means that cross-sectional estimates are computed 
starting in July 1934.   
The risk-free rate is the Ibbotson 30-day Treasury bill rate which is also available on 
Kenneth French’s website.  Equally weighted and value-weighted market indices are from the 
Center for Research in Securities Prices (CRSP).   
                                                 
34 Portfolios have lower residual variance than securities and therefore the variance of sampling error will be lower. 
35 http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/.  The explanation for the construction of portfolios and 
factors can be found in the website.  The data is provided by K. French for academic research. 
 82
At security level, I analyze a large sample of CRSP NYSE, AMEX and NASDAQ 
exchange listed ordinary equity returns (share codes 10 and 11) from January 1926 through 
December 2004.  The initial CSRP population is restricted to those securities having at least 37 
months of consecutive returns.  Thirty-six months is required to obtain parameter estimates, and 
the 37th month to run cross-sectional regression as well as to estimate cross-sectional statistics, 
which mean that cross-sectional estimates are computed starting in January 1929.  
I compute cross-sectional R2 and other cross-sectional statistics in three different ways.  
First, I use the Fama and Macbeth (1973) procedure outlined above.  For each firm, I obtain 
betas from time-series return data and then run a regression of firm’s return on estimated betas at 
each month t.  Second, I run a pooled regression of returns on all firm-month betas estimated 
with the past 36-month returns (overall sample).  Finally, I run a regression of firm average 
returns on firm average betas (firm level sample).  All time series estimates are calculated using 
past 36 months of return whereas cross-sectional estimates are computed at each month t (cross-
sectional monthly), at pooled data, and at firm level. 
Specifically, for each firm i and at month t, I obtain betas from the following regression 
( ) tiftmiifti errbarr ,,, +−+=− , { }1,36 −−= ttt , 
and then I use the estimated betas (bi) to run the regression for each month T: 
TiiTmTfTi vbr ,,,, ˆˆ ++= λλ , { }ni ,1=  
The overall sample considers the pooled regression of return on firm-month betas: 
titimfti br ,,, ˆˆ ξλλ ++= , { }nti ,1=  
Whereas the firm level average returns on average betas considers the following 
regression: 
iimfi br ςλλ ++= ˆˆ , { }ni ,1=  
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III. Empirical Results 
This section reports results and shows that market volatility plays an important role in explaining 
the observed low cross-sectional R2.  Figure 1 shows that cross sectional R2 –for securities– is 
consistently lower than time series R2 over time since January 1929, with some exceptions in 
1937, 1966, 2000 and 2001.  The phenomenon is also observed for portfolios, although –as 
shown later in the paper– portfolios present higher time series R2.  The result has been reported 
by Fama and French (1992), who find that no cross-sectional return and beta relationship, by 
Reinganum (1981), who uses two market indexes and finds no relationship between cross-
sectional returns and betas, and by Lakonishok and Shapiro (1986), who after a series of 
empirical tests find no relationship between cross-sectional expected returns and betas.  
The low cross-sectional R2 is because the market variance is consistently higher than the 
variance of expected return.  In order to facilitate the explanation, I re-write the key formula that 
explains the observed low cross-sectional R2: 
( ) 22222 βσσσσ rfEmmNT −−=−                                                (9) 
Remember that the closer the magnitude of market variance, 2mσ  , and variance of 
expected return, ( ) 22 βσrfEm − , the lower the difference between time series R2 and cross-
sectional R2.  However, as seen in Figure 2, market variance has been consistently higher than 
the average return variance, which is a proxy for variance of expected return during the period.  
This higher market volatility may explain why R2 is low in the cross-section. Market variance 
has is highest value in the 1930s.  In more recent decades, the 1960s and the 2000s are periods 
characterized by high volatility.  Particularly, the period 1965-1989 was characterized by high 
volatility.  Not surprising, many research studies that use data for this period report low cross-
sectional R2 (Fama-French, 1992, Chell, Ross and Roll, 1986, Reinganum, 1981, Lakonishok and 
Shapiro, 1986).  
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Figure 1.  Securities average time series R2 and cross sectional R2
Jan 1929 - Dec 2004
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The population of CRSP securities from January 1926 to December 2004 is considered.  To be selected 
into a sample month=t, the first stage OLS market model, ( ) ifmiifi errbarr +−+=− , requires firm i to 
have non-missing returns for the prior 36 months.  The second stage month=t cross sectional SML 
regression, tiimfti vbr ,, ˆˆ ++= λλ , requires firms to have a non-missing month=t return.  Thus, the sample 
spans January 1929 to December 2004 (T=912 months).  The average time series R2 from the first stage 
OLS as well as the cross-sectional R2 from the second stage OLS is plotted. 
 
Table 1 presents monthly statistics as well as the Fama and Macbeth regression results.  
As was shown in Figure 1, the average market variance, 2ms , is higher than the average variance 
of firms’ 36 month average return, 2,Trs ; this higher variance of the market is causing the 
observed low cross-sectional R2.  Moreover, time series residual variance is not significantly 
different than cross-sectional residual variance statistically.  I consider that the small difference 
between the time series residual variance and cross-sectional variance is due to the fact that my 
dataset is an unbalanced panel data. 
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The average variance of beta, 2bs , is 0.417.  However its volatility as well as the mean has 
increased during the last 15 years.  The average for the period 1989-2004 is 0.90, more than 
twice, the long term average. 
 
Figure 2. Market and security average return volaility
 Jan 1929 - Dec 2004 
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The figure plots the 36-month standard deviation of both CRSP equally weighted and value weighted 
return as well as the cross-sectional standard deviation of 36-month average return. The 36-month 
average return is calculated for each firm i at time t, and then the cross-sectional standard deviation is 
computed using all available firms at time t. 
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The estimated intercepts and slopes from the cross-sectional regression are significantly 
different than the average risk free rate and the average market risk premium.  Those results are 
consistent with Fama and Macbeth (1973), who find significant difference using a sample of 
securities from 1963-1970. 
Table 1 also reports that the average time series 2TR   is around 10 times the average cross-
sectional 2NR .  The next section further studies why cross-sectional R
2 is relatively low compared 
with the market model and why it changes through time. 
Table 2 presents the results for overall sample and firm level sample. Two important 
conclusions can be derived. The estimated cross-sectional variance of residual is different 
depending of the method we use and therefore the estimated cross-sectional R2. Moreover, there 
are significance difference between the estimated intercept ( fλ ) and the risk free rate, and the 
estimated slope ( mλ ) and the average risk premium. 
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Table 1.  Monthly statistics and Fama MacBeth cross-sectional regression results 
(January 1929 – December 2004, T=912) 
 
Sym Variable ( at month=t ) Mean Min Max 5th 95th 
2
Ns  Cross sectional variance of returns 0.0190 0.0018 0.3195 0.0033 0.0522
2
Ts  Average of firms’ 36 month returns variance  0.0236 0.0040 0.1128 0.0053 0.0577
2
,Trs  Variance of firms’ 36 month average return  0.0004 0.0001 0.0012 0.0001 0.0010
2
ms  Variance of CRSP equally weighted 36 month return 0.0057 0.0007 0.0522 0.0010 0.0199
2
vwms − Variance of CRSP value weighted 36 month return 0.0031 0.0004 0.0239 0.0008 0.0094
2
bs  Cross sectional variance of betas   0.4116 0.1180 2.2673 0.1528 1.0662
2
ηs  Average variance of firms’ beta estimates  0.1525 0.0219 0.8830 0.0283 0.5024
2
,Tes  Average variance of firms’ market model residuals 0.0165 0.0029 0.0507 0.0040 0.0428
2
,Nvs  Variance of SML regression residuals 0.0183 0.0017 0.3072 0.0032 0.0500
2
TR  Average R
2 from firms’ market model regressions 0.2995 0.0726 0.6441 0.1061 0.5767
2
NR  Cross sectional R2 from SML regressions 0.0341 0.0000 0.3960 0.0001 0.1509
mr  CRSP equally weighted return 0.0130 -0.3118 0.6551 -0.0950 0.1085
fr  One month Ibbotson Treasury Bill rate 0.0031 -0.0003 0.0152 0.0001 0.0079
fλˆ  Intercept from SML regressions***  0.0114 -0.2114 0.3558 -0.0541 0.0652
mrp  Market premia: fm rr −  0.0099 -0.3123 0.6548 -0.0997 0.1071
mλˆ  Slope estimate from SML regressions** 0.0025 -0.1692 0.5197 -0.0635 0.0846
N  Number of securities per month 2,223 420 5,044 554 4,820 
The population of CRSP securities from January 1926 to December 2004 is considered.  To be selected 
into a sample month=t, the first stage OLS market model, ( ) ifmiifi errbarr +−+=− , requires firm i to 
have non-missing returns for the prior 36 months.  The second stage month=t cross sectional SML 
regression, tiimfti vbr ,, ˆˆ ++= λλ , requires firms to have a non-missing month=t return.  Thus, the sample 
spans January 1929 to December 2004 (T=912 months).  The mean, minimum, maximum, 5th percentile, 
and 95th percentile of months are reported.  Statistics labeled 36 months use the same sample of prior 
returns as do the market model regressions.  A description of each statistic is included as part of the 
Table.  The *, **, *** represent 10, 5, and 1% statistical significance of SML hypotheses: ( )ff rE=λˆ  and ( )fmm rrE −=λˆ , respectively. 
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Table 2. Overall and firm level sample statistics with cross-sectional regression results 
(January 1929 – December 2004) 
 
Panel A.  Overall sample (No. of firm- months =2.03 million) 
Sym Variable Mean Var 5th 95th 
2, Nsr  Return 0.0149 0.0277 -0.1964 0.2500 
2
,36 , Trsr Average return last 36 months 0.0147 0.0006 -0.0207 0.0541 
2
Ts  Returns variance past 36 months  0.0258 0.0082 0.0025 0.0827 
2
,Tes  Variance of market model residuals 0.0207 0.0056 0.0019 0.0677 
2
TR  R
2 from market model regressions 0.2324 0.0316 0.0063 0.5639 
2, bsb  Market model beta 1.0001 0.5605 0.0796 2.2214 
2
ηs  Variance market model beta estimates 0.2284 1.0979 0.0165 0.7847 
 
Panel B.  Firm level sample (No. of firms = 16,137) 
Sym Variable Mean Var 5th 95th 
2, rsr  Unconditional average return 0.0127 0.0003 -0.0205 0.0385 
2
Ts  Average returns variance last 36 months 0.0405 0.0065 0.0046 0.1264 
2
,Tes  Average market model residual variance 0.0343 0.0054 0.0038 0.1057 
2
TR  Average R
2 from market model regressions 0.1888 0.0149 0.0224 0.4141 
2, bsb  Average market model beta 1.1177 0.5432 0.1818 2.4537 
2
ηs  Average variance of market model beta estimates 0.3697 0.7698 0.0357 1.1739 
 
Panel C.  SML overall and firm level cross-sectional regressions 
   Overall (2.03 mil) Firm Level (16,137) 
Sym Variable Hypothesis (Ho) Estimate t-stat (Ho) Estimate t-stat (Ho)
fλˆ  Intercept  ( )ff rE=λˆ  0.0146 51.38 0.0082 12.42 
mλˆ  Slope ( )fmm rrE −=λˆ  0.0003 -40.83 0.0041 -15.22 
2
,Nes  Residual variance  0.0277  0.0003  
2
NR  Cross-sectional 2R   0.0000  0.0268  
From the population of CRSP securities spanning January 1926 to December 2004, the sample used in Panels A-C 
require firm i for any month t have a non-missing return for that month and a 36 month valid returns history.  OLS 
market model, ( ) ifmiifi errbarr +−+=− , derived variables for firm i in month t use 36 month returns prior to 
month t and variables labeled 36 months use the same sample in their computation.  Variables descriptions are part 
of this table.  The mean, variance, 5th percentile, and 95th percentile of firm months or of firms are reported.  Panel 
A reports overall sample statistics of all firm months and Panel B reports statistics based on unconditional firm 
averages.  Panel C reports SML cross sectional regression results using all firm months, titimfti vbr ,1,, ˆˆ ++= −λλ , 
and from using firm unconditional averages iimfi vbr ++= λλ ˆˆ .  The regression hypotheses and their associated 
heteroskedasticity adjusted t-stats are shown. 
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A. Explaining the cross-sectional R2 volatility 
Cross-sectional R2 are consistently lower than time series R2.  Furthermore, the observed R2 
fluctuate over time.  The reason for this fluctuation depends on changes in market variances, 
change in expected market risk premium, or change in beta variance.  I study the combined effect 
of changing beta variance and expected market risk premium.  If the interaction of these two 
variables is enough to make the variance of expected return equal to the variance of market, the 
resulting cross-sectional R2 would equal to the time series R2. 
Figure 3 plots R2 as a function of beta variance and expected return, using securities’ 
residual variance, given the market variance for the period 1927-2004 ( 0.005702 =mσ ).  The 
graph shows that higher variance of beta is associated with higher cross-sectional R2.  However, 
this is also true for time series R2.  Thus, change in variance of betas will not be enough to 
produce the variance needed to reach the variance of the market.  The variance of beta is lower 
than 1.06, 95 percent of the time (see Table 1), which imposes a bound to the maximum cross-
sectional R2 that we may see in practice. 
Figure 3. Behavior of Time Series and Cross-sectional R2 (firms)
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The Figure plots sensitivity to computed time series, 2TR , and cross-sectional,
2
NR , to changes in variance 
of betas and changes in expected market risk premium. Time series R2 is calculated as one minus the 
residual variance, 2eσ , divided by the estimated time series variance, ( ) 2222 *1 emT σσσσ β ++= . Similarly, 
cross-sectional R2 is calculated as one minus the residual variance, 2eσ , divided by the estimated cross-
sectional variance, ( )( ) 22222 * efmmN rrE σσσσ β +−+= . 
Moreover, not only high variance of beta is needed, but also high expected market risk 
premium.  If the expected risk premium is 0.99% per month, which is the observed average 
during the period, it would not be enough to produce the high variance of expected return needed 
to reach the time series R2, even in the presence of high variance of beta.  In the example, only 
when the variance of beta is 1.50 and the market risk is premium is 6%, the cross-sectional R2 
would be equal to the time series R2! Thus, in periods where market variance is low, and both 
expected risk market risk premium and variance of beta are high, the cross-sectional R2 would be 
similar (or even higher) than the time series R2.  Nevertheless, the cross-sectional R2 will vary 
according to the fluctuation in expected market risk premium, variance of betas, and market 
volatility.  The observed volatility of the cross-sectional R2 is due to the fact that market variance 
change, expected market risk premium, and variance of beta change through time. 
Given the average market risk premium, market variance, and estimated variance of the 
residual and variance of beta, Table 3 reports computed and estimated R2s, and compares the 
different approaches under study.  All approaches predict a low cross-sectional R2 relative to 
time series R2.  For example, the expected time series R2 is 0.33, whereas the expected cross-
sectional R2 is 0.13, when using Fama-Macbeth regressions (cross-section by month); the results 
are similar under pooled sample.  However, the average regression estimated cross-sectional R2 
for pooled sample is extremely low because there is no time variation when pooling data. 
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Table 3. R squares comparison for individual firms 
 
 Sym Variable name    
Market Statistics   
 fr  Risk-free rate 0.00305   
 mE  Expected Market Return 0.01298   
 2mσ  Market Variance 0.00570   
      
   Cross-sections by month Overall 
Firm 
level 
Securities Statistics    
 2βσ  Cross-sectional Variance of Beta 0.41162 0.56052 0.54318 
 2εσ  Time-series Residual Variance 0.01647 0.02074 0.03428 
 2Tσ  Time-series Return Variance 0.02452 0.02963 0.04308 
 2Nσ  Cross-sectional Return Variance 0.01886 0.02399 0.03743 
R squares      
 2TR  Over all Time-series R2 0.32819 0.30017 0.20421 
 2NR  Computed cross-sectional R2 0.12657 0.13549 0.08415 
 2NR  Reg-estimated cross-sectional R2 0.03409 0.00000 0.02682 
 2NR  EIV Corrected cross-sectional R2 0.07543 0.00023 0.06044 
The population of CRSP securities from January 1926 to December 2004 is considered.  To be selected 
into a sample month=t, the first stage OLS market model, ( ) ifmiifi errbarr +−+=− , requires firm i to 
have non-missing returns for the prior 36 months.  The second stage month=t cross sectional SML 
regression, tiimfti vbr ,, ˆˆ ++= λλ , requires firms to have a non-missing month=t return. The Table reports 
the computed and estimated cross-sectional R2 using the different approaches to estimate parameters: 
cross-section by month (Fama-Macbeth type regressions), pooled sample (overall sample), and firm level 
sample. Time series R2 is computed as one minus the residual variance, 2eσ , divided by the estimated time 
series variance, ( ) 2222 *1 emT σσσσ β ++= . Similarly, cross-sectional R2 is computed as one minus the 
residual variance, 2eσ , divided by the estimated cross-sectional variance, ( )( ) 22222 * efmmN rrE σσσσ β +−+= .  
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B. Time series and cross-sectional R2 in portfolios 
This section reports findings when portfolios are used in the analysis (instead of securities).  The 
error in variable problems is mitigated through using portfolios because the variance of the 
estimate, 2ηs , is lower when using diversified portfolios.  Furthermore, time series R
2 are higher 
when using portfolios because the variance of the residual is lower than the variance of residual. 
The results are similar to the ones reported for securities.  The variance of portfolio 
expected return, 2,Trs ,  is lower than the variance of the market, suggesting the same conclusion 
outline before.  The lower cross-sectional R2 observed when using portfolios due to the expected 
return does not have enough volatility to equal the market volatility.  The intercept and slope are 
significantly different than the risk free rate and expected market risk premium, respectively.  
Figure 4 shows the behavior of time series and cross-sectional R2 when portfolios are 
used. The curve is steeper because the variance of the residual is lower. However, as in the 
security case, increasing variance of beta is not enough to have similar variances (variance of the 
market close to variance of expected return) that would make time series and cross sectional R2 
equal. A market risk premium of 6 percent per month is needed in order to have similar time-
series and cross-sectional R2!  
Moreover, the sample average variance of beta is 0.06 and therefore the expected time 
series R2 is .82 whereas the expected cross-sectional R2 is 0.22. The results are summarized in 
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Table  4 for different approaches. In all the cases, the computed cross-sectional R2 is lower than 
the time-series R2. 
 
Figure 4. Behavior of Time Series and Cross-sectional R2 (portfolios)
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The Figure plots sensitivity to computed time series, 2TR , and cross-sectional,
2
NR , to changes in variance 
of betas and changes in expected market risk premium. Time series R2 is calculated as one minus the 
residual variance, 2eσ , divided by the estimated time series variance, ( ) 2222 *1 emT σσσσ β ++= . Similarly, 
cross-sectional R2 is calculated as one minus the residual variance, 2eσ , divided by the estimated cross-
sectional variance, ( )( ) 22222 * efmmN rrE σσσσ β +−+= .  
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Table 4.  R squares comparison for portfolios 
 
 Sym Variable name    
Market Statistics    
 fr  Risk-free rate 0.00318   
 mE  Expected Market Return 0.01325   
 2mσ  Market Variance 0.00367   
      
   Cross-sections by month Overall Firm level 
Portfolio Statistics    
 2βσ  Cross-sectional Variance of Beta 0.06500 0.07150 0.03311 
 2εσ  Time-series Residual Variance 0.00087 0.00087 0.00087 
 2Tσ  Time-series Return Variance 0.00478 0.00480 0.00466 
 2Nσ  Time-series Return Variance 0.00112 0.00114 0.00100 
R squares      
 2TR  Over all Time-series R2 0.81775 0.81865 0.81317 
 2NR  Computed cross-sectional R2 0.21962 0.23640 0.12538 
 2NR  Reg-estimated cross-sectional R2 0.26417 0.00025 0.10303 
 2NR  EIV Corrected cross-sectional R2 0.30329 0.00034 0.16459 
Fama and French’s 25 size and book to market portfolios is considered.  To be selected into a 
sample month=t, the first stage OLS market model, ( ) ifmiifi errbarr +−+=− , requires portfolio i 
to have non-missing returns for the prior 36 months.  The second stage month=t cross sectional 
SML regression, tiimfti vbr ,, ˆˆ ++= λλ , requires portfolios to have a non-missing month=t return. 
Thus, the sample period that has valid return is July 1934 to December 2004. The Table reports 
the computed and estimated cross-sectional R2 using the different approaches to estimate 
parameters: cross-section by month (Fama-Macbeth type regressions), pooled sample (overall 
sample), and firm level sample. Time series R2 is computed as one minus the residual variance, 
2
eσ , divided by the estimated time series variance, ( ) 2222 *1 emT σσσσ β ++= . Similarly, cross-
sectional R2 is computed as one minus the residual variance, 2eσ , divided by the estimated cross-
sectional variance, ( )( ) 22222 * efmmN rrE σσσσ β +−+= .  
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IV. Discussion 
The security market line implies a perfect linear relationship between firm’s beta and returns. 
However the literature finds that this relationship is very weak. Specifically, the cross-sectional 
R2 from regression of returns on betas are much lower than average time-series R2 from 
regression of excess return on market risk premium.  
This paper provides an explanation to this phenomenon. I derive a simple model that 
relates cross-sectional R2 with time series R2 and find that market variance is key determinant of 
the observed low cross-sectional R2.  The difference between market variance and expected 
return determines the observed difference between time series R2 and cross-sectional R2. When 
market variance equals the expected return, cross-sectional R2 will be exactly as the time series 
R2.  I further show that in order for the expected return to have a similar magnitude of the 
average market variance (that is, cross-sectional R2 equals to time series R2), both high variance 
of beta and high expected market risk premium is needed. Thus, only when there is low market 
variance, high variance of beta, and high expected market risk premium, the cross-sectional R2 
would be similar (could be also higher) to time series R2.  
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 Appendix A 
 
Table 5.  Monthly statistics and Fama MacBeth cross-sectional regression results 
(25 size/btm portfolios. July 1934 – December 2004, T=846) 
 
Sym Variable ( at month=t ) Mean Min Max 5th 95th 
2
Ns  Cross sectional variance of returns 0.0243 0.0055 0.2213 0.0110 0.0519
2
Ts  Average of portfolios’ 36 month returns variance  0.0651 0.0303 0.2607 0.0355 0.1459
2
,Trs  Variance of portfolios’ 36 month average return  0.0054 0.0020 0.0195 0.0027 0.0109
2
ms  Variance of CRSP equally weighted 36 month return 0.0602 0.0267 0.2253 0.0312 0.1299
2
vwms − Variance of CRSP value weighted 36 month return 0.0458 0.0202 0.1503 0.0277 0.0850
2
bs  Cross sectional variance of betas   0.2343 0.1250 0.6060 0.1411 0.3839
2
ηs  Average variance of portfolios’ beta estimates  0.0764 0.0469 0.1215 0.0539 0.1085
2
,Tes  Average variance of portfolios’ market model residuals 0.0260 0.0145 0.0938 0.0163 0.0454
2
,Nvs  Variance of SML regression residuals 0.0198 0.0047 0.1437 0.0101 0.0385
2
TR  Average R
2 from portfolios’ market model regressions 0.8142 0.4175 0.9390 0.5952 0.9192
2
NR  Cross sectional R2 from SML regressions 0.2659 0.0000 0.9156 0.0016 0.7363
mr  CRSP equally weighted return 0.0130 -0.2856 0.3927 -0.0808 0.1015
fr  One month Ibbotson Treasury Bill rate 0.0033 -0.0002 0.0152 0.0001 0.0080
fλˆ  Intercept from SML regressions***  0.0093 -0.5563 0.2097 -0.0805 0.0902
mrp  Market premia: fm rr −  0.0097 -0.2856 0.3926 -0.0847 0.0982
mλˆ  Slope estimate from SML regressions** 0.0035 -0.1995 0.9215 -0.1015 0.1238
Fama and French’s 25 size and book to market portfolios from July 1931 to December 2004 is 
considered.  The first stage OLS market model, ( ) ifmiifi errbarr +−+=− , is estimated using the prior 36 
months to month=t.  Then, the second stage at month=t cross sectional SML regression, 
tiimfti vbr ,, ˆˆ ++= λλ , is computed using parameters estimates from the first stage.  Thus, the sample spans 
July 1934 to December 2004 (T=810 months).  The mean, minimum, maximum, 5th percentile, and 95th 
percentile of months are reported.  Statistics labeled 36 months use the same sample of prior returns as do 
the market model regressions.  A description of each statistic is included as part of the Table.  The *, **, 
*** represent 10, 5, and 1% statistical significance of SML hypotheses: ( )ff rE=λˆ  and ( )fmm rrE −=λˆ .   
All variance estimates are scaled by the square root (e.g. standard deviations are reported). 
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Table 6.   Overall and portfolio level sample statistics with cross-sectional regression results 
(January 1934 – December 2004) 
 
Panel A.  Overall sample (No. of portfolio-months =20,250) 
Sym Variable Mean S.D. 5th 95th 
2, Nsr  Return 0.0130 0.0656 -0.0829 0.1072 
2
,36 , Trsr Average return last 36 months 0.0140 0.0115 -0.0022 0.0326 
2
Ts  Returns variance past 36 months  0.0633 - 0.0300 0.1376 
2
,Tes  Variance of market model residuals 0.0240 - 0.0104 0.0512 
2
TR  R
2 from market model regressions 0.8961 0.1059 0.7012 0.9818 
2, bsb  Market model beta 0.9469 0.2576 0.5551 1.3697 
2
ηs  Variance market model beta estimates 0.0710 - 0.0340 0.1273 
 
Panel B.  Firm level sample (No. of portfolios = 25) 
Sym Variable Mean S.D. 5th 95th 
2, rsr  Unconditional average return 0.0131 0.0030 0.0091 0.0174 
2
Ts  Average returns variance last 36 months 0.0732 - 0.0530 0.1032 
2
,Tes  Average market model residual variance 0.0276 - 0.0187 0.0464 
2
TR  Average R
2 from market model regressions 0.9014 0.0411 0.8254 0.9482 
2, bsb  Average market model beta 0.9469 0.1768 0.6948 1.2375 
2
ηs  Average variance of market model beta estimates 0.0760 - 0.0530 0.0988 
 
Panel C.  SML overall and firm level cross-sectional regressions 
   Overall (20,250) Portfolio  Level (25) 
Sym Variable Hypothesis (Ho) Estimate t-stat (Ho) Estimate t-stat (Ho)
fλˆ  Intercept  ( )ff rE=λˆ  0.0101 3.51 0.0070 0.86 
mλˆ  Slope ( )fmm rrE −=λˆ  0.0032 -3.01 0.0064 -0.66 
2
,Nes  Residual variance  0.0656  0.0000  
2
NR  Cross-sectional 2R   0.0002  0.1473  
Fama and French’s 25 size and book to market portfolios from July 1931 to December 2004 is 
considered.  The sample used in Panels A-C requires firm i for any month t have a non-missing return for 
that month and a 36 month valid returns history.  OLS market model, ( ) ifmiifi errbarr +−+=− , derived 
variables for firm i in month t use 36 month returns prior to month t and variables labeled 36 months use 
the same sample in their computation.  Variables descriptions are part of this table.  The mean, variance, 
5th percentile, and 95th percentile of firm months or of firms are reported.  Panel A reports overall sample 
statistics of all firm months and Panel B reports statistics based on unconditional firm averages.  Panel C 
reports SML cross sectional regression results using all firm months, titimfti vbr ,1,, ˆˆ ++= −λλ , and from 
using firm unconditional averages iimfi vbr ++= λλ ˆˆ .  The regression hypotheses and their associated 
heteroskedasticity adjusted t-stats are shown.  All variance estimates are scaled by the square root (e.g. 
standard deviations are reported).  
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