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ABSTRACT
Direct imaging of exoplanets is a challenging task as it requires to reach a high contrast
at very close separation to the star. Today, the main limitation in the high-contrast
images is the quasi-static speckles that are created by residual instrumental aberra-
tions. They have the same angular size as planetary companions and are often brighter,
hence hindering our capability to detect exoplanets. Dedicated observation strategies
and signal processing techniques are necessary to disentangle these speckles from plan-
etary signals. The output of these methods is a detection map in which the value of
each pixel is related to a probability of presence of a planetary signal. The detection
map found in the literature relies on the assumption that the residual noise is Gaus-
sian. However, this is known to lead to higher false positive rates, especially close to
the star. In this paper, we re-visit the notion of detection map by analyzing the speckle
noise distribution, namely the Modified Rician distribution. We use non-asymptotic
analysis of the sum of random variables to show that the tail of the distribution of
the residual noise decays as an exponential distribution, hence explaining the high
false detection rate obtained with the Gaussian assumption. From this analysis, we
introduce a novel time domain detection map and we demonstrate its capabilities and
the relevance of our approach through experiments on real data. We also provide an
empirical rule to determine detection threshold providing a good trade off between
true positive and false positive rates for exoplanet detection.
Key words: Exoplanet imaging – Speckle noise – Detection map – non-asymptotic
analysis
1 INTRODUCTION
In the field of exoplanet study, high contrast imaging (HCI)
provides valuable information to study planetary systems
properties since it gives access to the spectral features of the
exoplanet’s atmosphere (Crossfield 2015; Konopacky et al.
2013), its mass determination via orbital follow-up (Pueyo
et al. 2015; Bonnefoy et al. 2014), and the study of its in-
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teractions with its environment such as other planets or cir-
cumstellar disks (Espaillat et al. 2014; Hughes et al. 2018).
This information can constrain planetary system formation
models and improve our understanding of the nature of ex-
oplanets (see Bowler & Nielsen 2018, for a review).
Only a few tens of exoplanets have been directly de-
tected around the hundreds of stars observed within surveys
led during the last decade (Chauvin et al. 2015). This low
number of detections tells us that either the types of plan-
ets accessible through direct imaging are indeed rare or that
our sample is strongly biased by our technical limitations.
The main challenge of exoplanet imaging is that exoplanets
are faint objects located in close vicinity to their host star
that is much brighter. Emitted light from young Jupiter-like
planets are typically 10−6-10−4 fainter than their host star
in the near infrared, where the contrast is favorable, and the
© 2019 The Authors
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typical projected separation between the planet and its host
star is of 0.1 arcsec.
To reach such an angular resolution, 10-m class ground
based telescopes are used in combination with adap-
tive optics (AO) systems which correct for the resolu-
tion loss induced by the atmospheric turbulence (Guyon
2005). Coronagraph devices are then used to increase
the dynamic range by removing the coherent part of
the starlight which is hiding the faint circumstellar sig-
nals (Guyon et al. 2006). With dedicated instruments such
as VLT/SPHERE (Beuzit et al. 2008), Gemini/GPI (Mac-
intosh et al. 2008), KecK/NIRC2 (McLean & Chaf-
fee 2000), Subaru/SCeXAO (Jovanovic et al. 2015) or
LBTI/LMIRCam (Hinz et al. 2016), a typical contrast of
10−4 is obtained at a separation of 0.5 arcsec. However, resid-
ual aberrations induce the presence of speckles in the images,
which are of the same angular size as a point source and
are often brighter than the exoplanets signal. These speckles
are quasi-statics and hence cannot be calibrated nor aver-
aged through longer exposures. Post-processing techniques
are then applied to disentangle the planetary signals from
these starlight residuals and thus reach a contrast of down
to 10−6 at 0.5 arcsec (Mawet et al. 2012).
To disentangle signals, post-processing methods require
diversity within the data. The diversity is obtained through
specific observations strategies (such as pupil tracking, dual
band imaging or dual polarization imaging). The most
widely used methods today rely on Angular Differential
Imaging (ADI Marois et al. 2006) which makes use of pupil
tracking mode observations. This mode keeps the speckle
field almost constant during the observation while any cir-
cumstellar signal rotates with a deterministic velocity given
by the parallactic angles. Most methods today consist in
empirically estimating the speckle field, then subtracting it
from each frame of the image cube, and then combining the
frames to form the so-called processed frame. In this pro-
cessed frame the residual speckles add up incoherently and
thus average to small values whereas planetary signals are
aligned and average to the actual values of the intensity of
the planet.
Once this processed frame is computed, one has to per-
form the detection, which is usually visually performed by
the user. A robust detection requires the use of statistical
tests from which a detection map is built. In this context, a
good knowledge of the underlying distribution of the residual
noise is crucial. As discussed further below, current estima-
tion techniques rely on asymptotic analysis of random vari-
ables that predicts a Gaussian distribution. As it is known
that a Gaussian based detection leads to high false positive
rate (Marois et al. 2008), it has been proposed to modify the
detection procedure to take into account the deviation from
Gaussianity. However, to the best of the knowledge of the
authors, no study has yet proposed a method to measure
how far off the residuals are from a Gaussian distribution.
In the present work, we argue that the tail of the distri-
bution is the important feature as it will decide the outcome
of the statistical test. We empirically and theoretically dis-
cuss the decay of the tail of the distribution of the residual
noise after post-processing. This analysis is non-asymptotic
and the resulting estimate of the residual noise level depends
on the number of frames. Then we introduce and study a
new detection map that is built in light of our results. Al-
though our detection map is designed for an ADI sequence
of images, we stress that the non-asymptotic analysis of the
speckle noise distribution does not depend on the observa-
tion strategy and can be applied to any images where speckle
noise is present.
Contributions: This work brings several contributions,
summarized below.
First, we study the tail decay of the residual noise distri-
bution on the processed frame for several datasets. We show
numerically that in each case the (empirical) quantiles of the
noise distribution are closer to the quantiles of a Laplacian
distribution than to those of a Gaussian distribution. This
indicates that the residual noise exhibits the exponential tail
decay of a Laplacian noise.
Second, we prove theoretically that the MR distribution
is actually sub-exponential (Vershynin 2010), i.e., it belongs
to a class of distributions — including the Laplacian dis-
tribution — whose tails decay exponentially. This allows us
to use non-asymptotic statistical tools, based on measure
concentration, to determine a meaningful estimate of the
residual noise level on the processed frame in function of
the number of frames. Moreover, we study the sensitivity
of our analysis with respect to the fraction of frames that
can be considered as statistically independent. In particular,
we quantify how the temporal dependence between frames
slows down the tail decay of the residual noise. We note
that all these observations could not be reached with clas-
sical asymptotic analyses, e.g., relying on the central limit
theorem (CLT).
Third, we leverage this non-asymptotic analysis to in-
troduce a novel detection map, the standardized trajectory
intensity mean map (or STIM map). Our theoretical analy-
sis explains the distribution of pixel intensities in this new
map, for which exoplanets are associated with clear outliers
in a hypothesis testing context. Comparatively to the SNRt
map (Mawet et al. 2014), we observe that the STIM map
distribution is also more concentrated where there is no ex-
oplanet signal; exoplanet detection is thus made more stable
with a single thresholding procedure.
Finally, by establishing an automatic estimation of a
reliable detection threshold, we demonstrate the capabilities
of the STIM map through numerous experiments involving
real datasets.
Paper structure: The rest of the paper is organized as fol-
lows. We present the state-of-the-art of the reduction tech-
niques and of the detection procedure, our notations, and
our conventions in Section 2.In Section 3, after a brief pre-
sentation of the speckle noise distribution, we study the sta-
tistical properties of the residual speckle noise both empir-
ically and theoretically, through a rigorous non-asymptotic
statistical analysis. Then, we present how this analysis ap-
plies to the tail decay of the residual noise on the processed
frame. We finally discuss the impact of non independence
of the residual speckle noise. In Section 4, we review the
current detection map procedure and we use our previous
results to introduce and justify our new detection map, the
STIM map. In Section 5, we demonstrate the efficacy of
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our approach by computing the STIM map for several on-
sky data from different instruments. We finally conclude and
give perspectives for further applications of this work in Sec-
tion 6. The information about the datasets used throughout
the paper and the mathematical developments can be found
in the appendices.
2 FRAMEWORK AND PRELIMINARIES
Current ADI-based post-processing techniques: An
ADI dataset is a volume with T images (or frames) of size
n × n that is reshaped into RT×N matrices with N = n2. In
the same fashion, n × n images are depicted as RN vectors.
We denote matrices by capital bold symbols, e.g., Y , and
vectors by lowercase bold symbols, e.g., f .
ADI-based post-processing methods can be summarized
in three steps described in Figure 1: (i) a point-spread func-
tion (PSF) model1 L, containing only the host star signal
with neither planetary companions nor circumstellar disks
signals, is estimated empirically from the data cube Y , i.e.,
L = Θ(Y ) for some function Θ discussed below, (ii) this
PSF model is subtracted from the cube to form the volume
S = Y − L and (iii) the individual frames of S are aligned to
a common direction for the potential companions and col-
lapsed into a processed frame f . The temporal correlation
of S is known to be lower than that of the initial volume,
resulting in residual speckles being considerably less corre-
lated. Thus in step (iii), the residual speckles average to a
mean close to zero while the planetary signals add-up. In
practice, part of the planetary signal is present in the model
PSF L and the intensity of the planetary signals extracted
from the resulting processed frame f is an underestimate of
their true intensity.
The processed frame f computed in step (iii) of the
ADI-based postprocessing is often computed as the pixel-
wise median of the aligned frames of S. In order to ease
the theoretical analysis, we use in this study the mean in-
stead of the median. Moreover, our methods are conveniently
described according to the following mathematical conven-
tions. When referring to a certain pixel in an image, we use
a single index g instead of a tuple (i, j) such that an element
of the processed frame is depicted as fg. Instead of defining
an aligned volume as in step (iii) above, we first collect in
a vector s[g] = (s[g]1 , · · · , s
[g]
T
)> ∈ RT the values of the pixels
of S that are part of the trajectory induced by the parallactic
angles starting from the first line of the matrix S at index g.
In this context, the gth element of the processed frame is
1 We note that, in high contrast imaging, the PSF has a slightly
different meaning than in other fields such as signal processing. In
the context of HCI for exoplanet detection, the PSF refers to the
response of the whole observation system, from the star to the
detector, going through the atmosphere, the telescope pupil, the
adaptive optics, the coronagraph and any optical device in the
light path. Hence here, the PSF model refers to the approxima-
tion of the whole starlight signal, accounting for the speckle field.
Planetary signals have a different response because the corona-
graph is designed to act mainly (if not only) on on-axis signals.
=
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Figure 1. Schematic representation of the ADI method. Y is the
data cube, L is the model PSF, S the subtracted data cube and
T the number of frames. f is the processed frame.
the computed mean of the trajectory g in the volume S:
fg = µˆg ≡ µˆ(s[g]) = 1T
T∑
i=1
s[g]
i
. (1)
This description of the post-processing in terms of trajec-
tories is also illustrated on Figure 5 in the context of the
detection maps.
A wide variety of methods exists to construct the model
PSF L (that is to say different ways to define the function
Θ), such as c-ADI (classical ADI Marois et al. 2006, us-
ing the median of the data cube), LOCI (Locally Optimised
Combination of Images Lafrenie`re et al. 2007, using a lin-
ear combination of patches of the images), or PCA (Prin-
cipal Component Analysis Soummer et al. 2012; Amara &
Quanz 2012, using the first principal components of the data
cube). Other methods based on ADI perform different steps
to obtain the processed frame f , such as LLSG (Gonzalez
et al. 2016, that separates the volume in a low-rank part for
the star PSF plus a sparse part for the planetary signal).
We refer to this class of method as the speckle subtraction
methods.
There exists another class of post-processing techniques
based on the inverse problem approach that perform a max-
imum likelihood estimation (equivalent to matched filter-
ing under the Gaussian hypothesis) of the companion flux
and position, producing directly a detection map. The tech-
niques, pioneered by ANDROMEDA (Cantalloube et al.
2015), have been extended in different fashions, such as
multi-spectral data (see for instance the FMMF technique,
Ruffio et al. 2017).
These two classes of post-processing methods are com-
plementary in exoplanets detection. They are often used to-
MNRAS 000, 1–17 (2019)
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gether, as it is illustrated, for instance, in Delorme et al.
(2017a).
The aim of the detection map that we introduce in Sec-
tion 4.2 is to provide a more robust detection procedure
for speckle subtraction methods. For this reason, we do not
consider the second class of methods in the present paper.
However, it is worth mentioning that our theoretical findings
have implications in the maximum likelihood estimation on
which they rely. This is briefly discussed in the conclusion.
Detection procedure: We want to test the absence or the
presence of a planet for each pixel g on the processed frame
f . In this context, we define on the trajectory supported by
g the null-hypothesis H0 as the absence of a planet and the
research hypothesis H1 as the presence of a planet. Mathe-
matically,
H0 : fg = Inoise, (2)
H1 : fg = Iplanet + Inoise, (3)
where Iplanet is the intensity of an hypothetical planet on
location g and Inoise is a random variable describing the
residual noise at this location.
Nothing is known a priori about the value of Iplanet,
hence we accept H1 by rejecting H0. Given an observed
intensity I, how likely is it that the null-hypothesis ac-
counts for this observation? In other words, what is the
probability that the random variable Inoise takes a value
equal or greater than I. Or mathematically, how large is
P
(
fg > I |H0
)
= P (Inoise > I). If it is unlikely that the resid-
ual noise explains the observed values, then it is likely that
something else, such as an off-axis signal, explains it.
In this context, it is thus important to have a realistic
estimate of the distribution of the residual noise. Then one
can select a detection threshold in order to have a fixed con-
fidence level, i.e., a fixed probability, for a planetary signal
to be detected.
Because the usual data reducing techniques have a
whitening effect on the residuals, justifying the indepen-
dence of the random variables summed together into the
processed frame and the number of frames being typically
large, the central limit theorem (CLT) is generally invoked to
state that the residual noise in the processed frame follows
a Gaussian distribution (Marois et al. 2008; Mawet et al.
2014). Hence, under the null hypothesis, pixels values are
assumed to be drawn from a Gaussian distribution with zero
mean and standard deviation σ. The probability of observ-
ing a value of 5σ is below 3×10−7. Hence, rejecting H0 when
Ig > 5σ yields a confidence level of 1−3×10−7 under a Gaus-
sian assumption. However, it is known that the Gaussian
assumption leads to high false positive rates (Marois et al.
2008; Mawet et al. 2014). We briefly summarize how this
non-Gaussianity is currently accounted for in Section 4.1,
before introducing the proposed detection procedure based
on our theoretical analysis.
In the context of direct imaging, the outcome of the
hypothesis testing is a detection map that assigns a value
to each pixel in the processed frame. The larger this value,
the less likely the null-hypothesis is verified, hence the more
likely a planetary signal is present at that location.
Planet free datasets: In what follows, we will study the
distribution of the residual speckle noise in the processed
frame. The presence of a planet disturbs the tail distribution
as planets are precisely detected as outliers in the processed
frame. Hence the study of the tail decay requires planet-
free datasets. An option is to remove all known planetary
signals with, for instance, the negative companion injection
method (Marois et al. 2010, NEGFC). However, this method
does not guarantee that the totality of the planetary signal
is removed as it cannot be used for extended sources or faint
planetary signals that are not previously detected.
For these reasons, we decided to use another method to
significantly reduce the influence of potential exoplanets or
other on-sky signals in the dataset. We consider the trajec-
tory groups g¯ ∈ G¯ that we obtain using the opposite values
of the parallactic angles (Marois et al. 2008). This way, we
obtain a similar temporal dependence of the residual speck-
les but circumstellar signals will be all averaged to negligible
values and have larger standard deviation. Processed frames
obtained with this method are referred to as opposite angles
processed frames in the text. We discuss the applicability of
this method in Section 5.
In the following, we will use three datasets described
in Appendix A: β-Pic using the VLT-NACO instrument, HD
206893 and 51 Eri taken with the VLT/SPHERE-IRDIS in-
strument. Each target hosts a planetary signal.
3 RESIDUAL SPECKLES STATISTICS
In this section, we first present the statistics followed by the
speckle noise. Then we empirically show that the distribu-
tion of the residual noise on the processed frame exhibits
a slower decay than expected with a Gaussian distribution.
After that, we introduce the concept of sub-exponentiality
and show that the MR distribution is sub-exponential. We
use this newly demonstrated property of the speckle noise to
characterize the residual noise on the processed frame using
non-asymptotic statistics. We end this section by an anal-
ysis of the impact of the non-independence of the residuals
on S.
3.1 Speckle noise statistics
The mean intensity I for an AO-corrected long exposure can
be modeled as the sum of the static coherent point spread
function (only due to the diffraction by the telescope aper-
ture) Ic and a random speckle noise intensity Is. It has been
shown that the total intensity I follows a Modified Rician
(MR) distribution:
pMR(I, Ic, Is) = 1Is exp
(
− I + Ic
Is
)
I0
(
2
√
I Ic
Is
)
, (4)
where I0 is the modified Bessel function of the first kind.
This equation, first derived for laser (Goodman 1975),
was adapted to high contrast imaging for exoplanet de-
tection (Fitzgerald & Graham 2006; Soummer et al. 2007;
Marois et al. 2008, and references therein).
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The expectation and variance of I are given by (Soum-
mer et al. 2007):
EI = Is + Ic, (5)
σ2I = I
2
s + 2Is Ic . (6)
In the following, we will consider that in high flux
regime the other sources of noise (photon and detector
noise) are negligible, especially close to the star, and hence
σtotal = σI .
The parameters Ic and Is are not constant throughout
the field of view, however they can be consider as constant
at a given radius, i.e., at constant separation from the star.
Hence the the mean and standard deviation of the speckle
is a function of the radial distance from the star.
When Ic equals zero, the intensity distribution turns
into a pure speckle exponential statistics. Note that when
using a coronagraph, the unaberrated term Ic tends toward
0 since the coronagraph is designed to remove the static
diffraction pattern. Moreover, thanks to the post-processing,
the PSF model L which is subtracted to the data cube in-
cludes the static features and hence Is  Ic .
Another important aspect of the speckle noise is the dif-
ferent timescales appearing in the speckle formation (Hink-
ley et al. 2007). A thorough analysis of the impact these dif-
ferent timescales is beyond the scope of the present paper.
However, we argue (Soummer et al. 2007) that this effect can
reasonably be modeled by changing Is to Is1 + Is2 where Is1
and Is2 are the random speckle noise intensity of timescales
τ1 and τ2 respectively. This substitution has no impact in the
scope of the present work, hence, for simplicity and without
loss of generality, we consider the distribution displayed in
Equation (4) for the speckles.
3.2 Tail-decay of the residual noise on the
processed frame
We use a statistical visualization tool, namely a quantile-
quantile plot (Q-Q plot), to empirically show that, under the
null-hypothesis, the tail decay of pixel intensities on the pro-
cessed frame is better explained by a Laplacian distribution
than by a Gaussian distribution. This empirical observation
is, later in this paper, supported by a theoretical analysis of
the MR distribution.
A Q-Q plot is a statistical tool to compare two distri-
butions by plotting their respective quantiles against each
other (see, e.g., Heiberger & Holland 2004). It thus allows
one to compare the empirical distribution of some data to
the distribution they are assumed to follow. If the assumed
distribution is correct, the resulting Q-Q plot will approxi-
mately be a straight line. When the distribution parameters
(e.g., mean and variance) are identical, the resulting straight
line is the bisector. Deviations from the straight line indicate
differences between the two distributions, such as different
skewness or kurtosis. In the context of exoplanet detection,
we are particularly interested in the tail of the distribution,
as this indicates when the H0 hypothesis can be rejected. As
we are only interested in the positive values, the information
about the tail is extracted from the right side of the plot.
If the points of the Q-Q plot are above the straight line in
the right side of the plot, it indicates that the distribution
on the y axis (data) has a heavier tail than the distribution
on the x axis (test distribution).
We use the opposite angles processed frames for all three
datasets in order to significantly reduce the influence of any
circumstellar signal which could bias the residual speckles
distribution (as described at the end of Section 2). To build
the Q-Q plots, we arbitrarily select the pixels within the cen-
tral annulus of radius 8λ/D in the opposite angles processed
frame as our data sample. Note that we observe that the
results are similar when performed with a different radius
or annulus-wise.
We compare the pixel intensities distribution of our
sample to the Gaussian distribution in the Q-Q plot dis-
played on Figure 2 (top). We see that the Gaussian fit is
good for the first quantiles but becomes increasingly dis-
crepant for higher quantiles. As a consequence, likelihood
that residual noise has a large value is greater than what we
can expect from a Gaussian random variable. In the frame-
work of detection, it means that a given probability of pres-
ence under the Gaussian assumption will in reality yield a
larger number of false alarms.
Interestingly, we found that a Laplace distribution
yields a better fit for the tail decay, as shown on Figure 2
(bottom). The Laplace distribution follows a probability
density function f (x |µ, b) = 12b exp
(
− |x−µ |b
)
, where µ is the
mean and b refers to as the diversity, which is linked to the
variance as σ2 = 2b2. For x > µ, the cumulative distribution
function (CDF) is given by
Fx(x) = P(X 6 x) = 1 − 12 exp(−
x − µ
b
).
In other words, this means that the probability that
a Laplacian random variable is larger than the mean,
P(X−µ > x) = 12 exp(− xb ) decreases exponentially. In compar-
ison, for a Gaussian r.v.’s, we have P(X− µ > x) 6 exp(− x22σ2 )
when x > 0 increases.
To ease the comparison between the Gaussian and the
Laplacian plots, we also displayed on Figure 2 the coefficient
of determination R2 that is the Pearson correlation between
the paired sample quantiles. For two compared samples X
and Y , it is given by:
R2 =
(
cov(X,Y )
σˆ(X)σˆ(Y )
)2
,
where cov(X,Y ) is the sample covariance between samples X
and Y . The closer R2 is to 1, the closer the distribution X is
to the distribution Y . We can see that R2 is always closer to
one in the Laplacian probability plots than in the Gaussian
probability plots, thus supporting the observed trends.
We emphasize here that the only information provided
by Figure 2 is that the tail decay is better explained by
a Laplacian (i.e., it has an exponential tail decay) but not
that the actual distribution of the residual noise on the pro-
cessed frame is Laplacian. A bound for the actual tail decay
of the residual noise on the processed frame is derived in
Section 3.4, based on the theoretical results presented in
Section 3.3.
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Dataset: β-pic NACO
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Figure 2. Q-Q plots for the three datasets. The sample is drawn from the center circle of radius of 8λ/D of the opposite angles processed
frame, using respectively 10, 17 and 5 principal components. Top, we compare the distribution of the pixel values to the Gaussian
distribution. We can see that the fit is accurate for the center of the distribution but becomes increasingly bad for the end of the tails.
Bottom, we make the comparison with the Laplace distribution. The corresponding Q-Q plot being closer to a straight line than under
the Gaussian assumption. We display R2, the coefficient of determination, i.e., the Pearson correlation between the paired of quantiles.
The closer R2 is to 1, the better the fit is, i.e., if the two distributions are linearly related, then R2 = 1. Its values confirms here that the
Laplacian fit is better than the Gaussian fit.
3.3 Sub-exponentiality of the MR distribution
We prove now that an MR distribution has an exponential
tail day, i.e., it belongs to the class of sub-exponential ran-
dom variables (Vershynin 2010). Consequently, a MR ran-
dom variable Z is such that P(Z > z) decays like O(e−z )
when the level z increases, and not like the Gaussian tail de-
cay O(e−z2 ). As described below (see Theorem 1), this has a
clear impact on the sum of m independently and identically
distributed (i.i.d.) MR random variables; this sum, seen as
a random variable, has a tail that also decays exponentially
when the level increases beyond a value only depending on
the MR characteristics.
Mathematically, a sub-exponential random variable is
such that (Vershynin 2010),
P (|X − E(X)| > t) 6 c1 exp(−c2t),
for all t > 0, where c1, c2 > 0 are two universal constants.
Equivalently, sub-exponential random variables can be de-
fined as follows (Vershynin 2010).
Definition 1. (Sub-exponential random variables)
A random variable X is called sub-exponential if its
sub-exponential norm ‖X ‖ψ1 , defined as
‖X ‖ψ1 := sup
p>1
p−1 (E |X |p)1/p , (7)
is bounded, i.e., ‖X ‖ψ1 < +∞.
Interestingly, as proved in Appendix B, MR random
variables are sub-exponential.
Proposition 1. Let X ∼ MR(α, β) be a modified Riccian
random variable with
MR(α, β) ∼ 1
β
exp
(
− t + α
β
)
I0
(
2
√
tα
β
)
,
i.e., with mean α + β and variance β2 + 2αβ. Then X is sub-
exponential with ‖X ‖ψ1 6 6β.
Therefore, sums of MR random variables enjoy the
following concentration phenomenon shared by all sub-
exponential random variables.
Theorem 1. (Vershynin (2010)) Let X1, . . . , Xm be in-
dependent m centered sub-exponential random variables,
and let K = maxi ‖Xi ‖ψ1 . Then, for every  > 0, we have
P
(∑m
i=1 Xi > m
)
6 exp[−cmin( 2
K2
, K )m], (8)
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where c > 0.
We can thus bound the complementary CDF (i.e., 1−CDF)
of
∑
i Xi and state that for small values of the level  , sub-
exponential random variables behave as Gaussian random
variables while for larger values of  , they exhibit an expo-
nential decay when  increases. As detailed in Section 3.4,
this change of behavior is critical to detect outliers to the
speckle distribution, e.g., planetary signals.
3.4 Non-asymptotic analysis of the residual noise
The takeaway message of Proposition 1 is that we can apply
Theorem 1 to characterize the tail decay of pixel intensities
in the processed frame under the null-hypothesis (in the ab-
sence of a planetary signals). We first show how this can be
done for a processed frame computed with the c-ADI algo-
rithm. Then we argue that, even if in the case of PCA this
analysis is more complicated and beyond the scope of this
paper, we can still expect our analysis to hold.
For the c-ADI algorithm, L consists of T copies of an
image whose pixel intensities are the temporal median (or
mean) of the data sequence of the corresponding trajectories.
Hence the mean of the distribution is shifted towards zero
but otherwise remains Modified Riccian and under the i.i.d.
hypothesis, the sum along trajectories (step 3 in Figure 1)
satisfies Equation (8). The processed frame is fg =
∑
i s
[g]
i
/T
and for a trajectory g, under the null-hypothesis, we have
P
(
1
T
∑
i s
[g]
i
> 
)
6 exp
(
−cmin(2/K2, /K)T
)
. (9)
From Equation (4) and Proposition 1, we note that if
I ∼ MR(Ic, Is), then K 6 6Is and the variance is equal to
σ2I = I
2
s + 2Ic Is > K2/36. Therefore, K 6 σI/6 and the
bound (9) implies
P
(
1
T
∑
i s
[g]
i
> 
)
6 exp
(
−c˜min(c¯2/σ2I , /σI )T
)
, (10)
for some c˜ > 0 and c¯ > 0. For small values of /σI , we do ob-
serve a Gaussian bound in Equation (10). On the contrary,
for large values of /σI the bound displays an exponential
decay, i.e., the tail decreases exponentially as  increases. As
the confidence level of the detection depends on the probabil-
ity of having an outlier, it is important to take into account
this phenomenon to avoid high false positive rates. Therefore
we can reject the null-hypothesis by a careful selection of a
threshold driven by the bound (10). This is the theoretical
motivation of our detection map presented in Section 4.2.
Moreover, the bound in Equation (10) provides the in-
formation that the tail of distribution of the residual noise
on the processed frame decays exponentially with the num-
ber of frames. Indeed, we see that the more i.i.d. random
variables are added together, the larger the probability that
the sum does not deviate from the mean. This effect is called
the concentration of measure. The non-asymptotic nature of
our analysis lies in this explicit dependence on the number
of frames.
To the best of the authors knowledge, these effects had
not been fully theoretically assessed. This is the key theo-
retical contribution of the present paper as it explains the
lower confidence level observed in the literature and it is the
basis of the detection map proposed in Section 4.2.
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Figure 3. The fraction of pixels in the opposite angles processed
frame above a certain threshold  as  increases for three dif-
ferent datasets. We can see the fast decay for small values of 
followed by a smaller decay. Each opposite angles processed frame
is obtained using one principal component.
In the case of PCA, the theoretical analysis is more
difficult and is left for future work. Nevertheless, we ob-
served from the empirical Q-Q plots in Figure 2 that PCA-
generated processed frames exhibit residual noise with expo-
nential tail decay. Furthermore, we argue that since L is built
with few principal components is the low-rank structure of
the data sequence, i.e., that it captures the slowly varying
parts of the data volumes, L remains close to the temporal
mean. Hence the residual noise of a PCA-processed frame is
expected to be similar to that of ADI-processed frame. We
also note that PCA subtraction removes highly temporally
correlated speckles, leaving lesser correlated speckles (Mawet
et al. 2014) and thus the i.i.d. hypothesis of Theorem 1 is
more likely to be verified for PCA. Indeed, we show in the
Section 3.5 that the non independence of the residual noise
along trajectories results in a slow down of the concentration
towards the mean and that the temporal correlation drops
quickly as the number of principal components increases.
To furthermore illustrate that we can use Equation (10)
to bound the probability that residual corruption on a PCA-
processed frame reaches a value  , we exhibit the sub-
exponential behavior expected from Equation (10) in three
different datasets using PCA in the reduction. To do so, we
compute the empirical complementary CDF of the opposite
angles processed frame of the three datasets. We count n the
number of pixels on the processed frame that are larger than
 , for an  ranging from zero to the maximal values taken on
the processed frame. We display on Figure 3 the evolution
of n /n as  increases for the three considered datasets. We
can see that for all datasets the decay of the complementary
CDF exhibits two distinct behaviors as expected from the
bound of Equation (10). First a fast decay that is compat-
ible with a quadratic (thus Gaussian) decay. Then a slower
decay that displays a linear (thus exponential) trend.
For these reasons, we used a PCA to process the data
throughout this paper and we characterised the resulting
processed frame using our analysis. As demonstrated in Sec-
tion 5, we obtained convincing results regarding the capa-
bility of our method to detect exoplanets.
3.5 Time-dependent residual speckles
As it is common in the literature, we assumed so far that
the whitening effect of the reduction procedure is sufficiently
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strong to consider that the residual noise along trajectories
is made of independent temporal components. That is the
underlying assumption when one uses the CLT to state that
the noise on the processed frame asymptotically follows a
Gaussian distribution if the number of frames is large. In
our analysis, we also sum random variables along trajectories
and the bound given by Equation (10) only holds for i.i.d.
random variables s[g]
i
, i.e., s[g]
i
and s[g]
j
are independent for
i , j.
It is thus important to estimate the length of the tem-
poral dependence of the residual speckle and its impact on
the confidence level for the detection procedure. Due to its
asymptotic nature, it is unclear how one can estimate the
impact that the non-independence of the random variables
has on the CLT, whereas this estimation is possible for our
analysis. We here show how, under mild assumptions, the
tail bound in Equation (10) can be modified to account for
the non-independence of the random variables s[g]
i
. We did
not consider spatial dependence because it does not interfere
with the assumptions of Theorem 1.
We are here interested in the typical temporal depen-
dence along trajectories after subtraction of the model PSF
in terms of number of frames as it determines the number
of i.i.d. random variables appearing in the sum of Equa-
tion (10). We assume a length of dependence τ, such that τ
successive elements of a trajectory are dependent. In other
words, two elements of a trajectory xi and xj are indepen-
dent if |i − j | > τ (τ being an integer). The result concerning
the sub exponential decay of the tail is summarized in the
following corollary, the proof is postponed to Appendix C.
Corollary 1. With a length of dependence τ, Equation (10)
becomes
P
(
1
T
∑
i
s[g]
i
> 
)
6 τ exp
(
−c˜min
(
c¯2
σ2
I
,

σI
)
T
τ
)
. (11)
Corollary 1 tells us that the temporal dependence slows
down the concentration of measure around the mean.
It is in practice impossible to know the temporal depen-
dence. Hence, we use the temporal autocorrelation (for each
trajectory) after the subtraction of the model PSF in order
to estimate the dependence of the residual noise. For a signal
with non-correlated samples, the autocorrelation displays a
large central peak surrounded by white noise. We averaged
the normalised autocorrelation of all trajectories into a to-
tal autocorrelation. We define the correlation length as the
number of frames for which the averaged autocorrelation is
above a certain threshold.
We display on Figure 4 the evolution of the correla-
tion length, using a threshold of 0.2, for our three different
datasets processed using PCA when the number of princi-
pal components increases. Although the typical correlation
length decreases quickly as the number of principal compo-
nents increases, its impact cannot be disregarded and the
bound of Equation (11) is more accurate than the bound of
Equation (10). However, the estimation of the factor τ de-
pends on the threshold one uses to compute the correlation
length. Hence, the presence of τ (along with the other con-
stants) in the bound of Equation (10) hinders our capability
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Figure 4. Correlation length (in number of frames) with respect
of the number of principal components used in the processing for
different dataset.
to exactly estimate the inverse CDF of the distribution of the
residual corruption. We show in Section 5 that the inverse
CDF can be estimated from the opposite angles processed
frame.
4 DETECTION MAP
In this fourth section, we first briefly summarize a popular
approach to compute a detection map from the processed
frame, i.e., the SNRt map (Mawet et al. 2014), and list the
shortcomings of this method. We then propose our novel de-
tection map, the STIM map, and provide statistical guaran-
tees for its subsequent thresholding based on our theoretical
analysis.
4.1 Current detection procedure for exoplanets
direct imaging
As the statistical properties of the processed frame are
known to be radius dependent, the null-hypothesis is tested
for each radius separately. And because of the diffractive
effect, resolution elements of diameter λ/D are considered.
As there are fewer such resolution elements closer to the
star, the confidence level of the detection suffers from small
sample statistics.
To deal with the small sample statistics and the high
false positive rate obtained when relying directly on Gaus-
sian confidence level, Mawet et al. (2014) proposed another
detection map based on the t-student statistics. The t-test
is argued to be more robust with respect to small sample
statistics and with respect to the deviation from a Gaussian
distribution for the null-hypothesis. The test is defined by
computing the following map from the pixels intensity on
the processed frame
SNRt (x) = x¯1−x¯2
s2
√
1+ 1n2
, (12)
where x¯1 is the mean flux of intensity inside the circle sur-
rounding the regarded pixel centered on x, n2 is the number
of the other λ/D resolution elements located at the same ra-
dial distance from the center of the frame, and x¯2 and s2 are
respectively the mean fluxes and sample variances of all such
resolution elements. The computation of the SNRt map is
MNRAS 000, 1–17 (2019)
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Figure 5. Illustrative views of the computations of both the
SNRt and the STIM maps. We depicted three arbitrary trajec-
tories s[gi ] and the corresponding elements gi of each frame to
illustrate the notations used in the paper. The SNRt is built from
the processed frame, comparing the statics of resolution elements
located at the same radial distance from the center of the frame.
The STIM map is constructed directly from the residual cube S.
illustrated on Figure 5. The resulting SNRt map and the pro-
cessed frame from which it is built can be seen on Figure 6
for the three tested datasets. These images were built using
the Vortex Image Processing (VIP) python package (Gon-
zalez et al. 2017b)2.
Despite its capacity to detect faint objects, (see e.g.,
Quanz et al. 2015; Currie et al. 2015), there are two main
drawbacks for this SNRt .
First, although the t-test is more robust with respect
to deviation from a Gaussian distribution, this deviation is
not quantified. We can hope that this distribution will be
close to Gaussian if we add enough frames. But we have
no knowledge of how robust the validity of the Gaussian
hypothesis is with respect of the number of frames.
Second, the SNRt compares the statistical properties of
a pixel against pixels at same angular separation from the
star. If there exist multiple planets at the same radius, or
extended structures such as circumstellar disks, the map will
overestimate the noise at that radius, hence increasing the
likelihood of a planet to be considered as a residual speckle.
Furthermore, any test performed directly on the processed
frame suffers from the small sample statistics when consid-
ering pixels near the center of the processed frame i.e., when
attempting to detect planets close to their host star.
Our objective is to define a robust detection procedure,
still efficient at very close separation to the star in order
to be sensitive to faint planetary signals all over the field of
view, even at locations where the starlight residuals are very
2 The code is publicly available at https://github.com/
vortex-exoplanet/VIP.
intense and varying fast (typically below a few λ/D from the
star).
The proposed detection map is computed in the tempo-
ral domain and independently for each trajectory. Hence it
has a sample statistics that does not depend on the radial
distance from the center and the presence of multiple planets
does not hinder the likelihood of a detection. Furthermore,
the analysis of the distribution of the residual noise is non-
asymptotic with respect to the number of co-added frames,
consequently it is possible to estimate the confidence of a
detection depending on the number of frames available.
4.2 STIM: a time domain sub-exponential
detection map
We now present our detection map and justify its use in the
light of the results of the previous section. The presence of
the standard deviation in the exponential in Equation (10)
induces a slower decay rate in areas of S with a larger stan-
dard deviation. Thus trajectories with larger temporal stan-
dard deviation are more likely to yield a significantly large
value on the processed frame under the null hypothesis. For
this reason, we propose to compute the map d whose com-
ponents are given by
dg =
µˆg
σˆg
, (13)
where µˆg is the computed mean of trajectory g in Equa-
tion (1) and σˆg its standard deviation; e.g., the square root
of its computed variance
σˆ2g ≡ σˆ(s[g])2 =
1
T − 1
T∑
i=1
(
s[g]
i
− µˆg
)2
. (14)
We use d as a detection map and we name it the standard-
ized trajectory intensity mean map or STIM map for short.
Its computation is illustrated on Figure 5.
Another way to introduce the STIM map would be the
following. The quantity σˆg is proportional to the standard
deviation of the computed mean µˆg. Indeed, denoting the
standard deviation of µˆg by σ(µˆg), it is given by
σ(µˆg) = σ(s
[g])√
T
.
Replacing the standard deviations by the estimator (14), we
get that the STIM map is given by
dg =
√
T
µˆg
σˆ(µˆg) .
We display the STIM maps obtained for the three con-
sidered datasets on Figure 6. On Figure 7, we also display a
one dimensional plot of both the SNRt and the STIM map
for the HD 206893 SPHERE dataset in order to better com-
pare the behavior of the two maps.
Intuitively, because residual speckles on S are spread
on multiple trajectories, for a trajectory g that is free of
an exoplanet signal, the computed mean is expected to be
small after the PCA subtraction. However, since most tem-
porally correlated speckles are absorbed in L (see Section 2),
the computed variance of the intensities along the trajec-
tory g is expected to be large. Thus, we can expect to have
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Figure 6. Illustrative results for the three datasets: β-pic NACO (left), HD 206893 SPHERE (center) and Eri 51 SPHERE (right). Top:
the processed frame, obtained with PCA, using respectively 3, 10 and 5 principal components. Middle: SNRt map. Bottom: STIM map.
µˆg/σˆg  1. On the other hand, since most the planets flux
is still present on S, for a trajectory p containing a planet,
we expect the computed mean to be large. Hence, we expect
µˆp/σˆp to be larger than µˆg/σˆg.
We now show how we can use sub-exponentiality of the
MR distribution to characterize the proposed detection map.
Using the argument from Section 3.2, we can apply Theo-
rem 1 with  ← σI  and Equation (10) becomes
P
(
1
T
∑
i s
[g]
i
> σI 
)
6 exp
(
−c˜min(c¯2, )T
)
. (15)
As we noted, σI depends on the separation from the star. We
assume that there are enough frames so that the computed
standard deviation along a trajectory is a good estimate of
σI for that trajectory and we can set  ← T σˆg ≈ TσI and
rearrange
P ©­«
∑
i s
[g]
i
T σˆg
> ª®¬ 6 exp
(
−c˜min(c¯2, )T
)
. (16)
By definition
∑
i s
[g]
i
/T = µˆg, hence
P
(
µˆg
σˆg
> 
)
6 exp
(
−c˜min(c¯2, )T
)
. (17)
In other words, the probability that the residual speckle
noise reaches a large value on the STIM map decays ex-
ponentially with respect to T , the number of frames.
We argue that the proposed detection map does not suf-
fer from the two drawbacks of SNRt described in Section 4.1.
First, by accessing the temporal domain, it is not im-
pacted by the small sample statistics when considering plan-
ets close to their host (compared to the SNRt that only anal-
yses the processed frame). Indeed, the sample statistics of
the STIM map is the number of frames T and is the same
for all radii.
We mention that if T is small (or if the temporal correla-
tion is strong, see Section 3.5), σˆ is not necessarily a good es-
timator of the standard deviation. Nevertheless, the asymp-
totic analysis behind the state-of-the-art detection proce-
dures suffers from the same small sample statistics. Indeed,
if T is small or strongly correlated, the hypothesis that the
number of i.i.d. random variables summed-up can be consid-
ered as infinite is severely hindered. Furthermore, the non-
asymptotic nature of our analysis allows one to evaluate the
quality of the estimator σˆ using standard statistical tools.
Second, by construction, the intensity of a given pixel
on d does not depend on the intensity of other pixels. There
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Figure 7. Comparison of the SNRt map (top) and the STIM map
(bottom) in a one dimensional plot for the HD 206893 dataset.
The planetary trajectories are represented with dots. Other tra-
jectories are displayed as rectangles in a transparency fashion, the
darker the more trajectories take this value. We can see that for
the SNRt map, it is not possible to select a detection threshold
such that planetary trajectories are the only to take values larger
than the threshold. For the STIM map, such a threshold exists.
In Section 5, we describe how to set automatically this threshold
from the complementary CDF.
is thus no influence of other planets that could be located
on the same radius. We also note that the STIM map is
easy to implement and fast to compute. For the illustrative
examples of Figure 6, the STIM maps only required a third
of a second to be completed using a single CPU. A python
implementation of the STIM map is available in the VIP
toolbox.
The detection map suffers the same concentration of
measure slow down as described in Section 3.5. With a length
of dependence τ, Equation (17) becomes
P
(
µˆg
σˆg
> 
)
6 τ exp
(
−c˜min(c¯2, )T/τ
)
. (18)
In the Section 5.1, we use the opposite angles detection
map to estimate the typical values observed on the detection
map under the null hypothesis. As with the opposite an-
gles procedure the planetary signal is significantly reduced
while preserving the speckle temporal dependence, the con-
centration of measure slow down of Equation (18) is then
accounted for.
Before moving on, we note that the bound similar to
the one in Equation (17) would still hold if the mean is re-
placed by the median (Wainwright 2019). However, when
performing experiments with median, we did not find signif-
icant improvement over the mean (See Appendix D).
5 EXPERIMENTS AND DISCUSSION
In this section, we provide some numerical experiments to
demonstrate the capabilities of our approach.
5.1 Detection threshold estimation
We know from sub-exponentiality of the MR distribution
that the ratio µˆg/σˆg is close to zero with high probability
under the null-hypothesis. Unfortunately, the unknown con-
stants c˜ and c¯ in Equation (17) and the potential temporal
dependence in the residual noise prevents us to leverage this
bound to determine a detection threshold rejecting H0. We
here propose to select a detection threshold by estimating
the complementary CDF of the residual noise on the pro-
cessed frame, i.e., estimating P(µˆg/σˆg >  |H0). If this func-
tion is known, a threshold can be set so that it is unlikely
that the residual noise reaches its value. As we do not have
access to the true complementary CDF of the residual noise,
we propose to estimate it from the empirical CDF computed
from the opposite angles detection map. As outlined previ-
ously, the temporal dependence of the speckle noise is the
same as in the initial dataset. Therefore, the concentration
of the µˆ/σˆ around 0 is also preserved with the same potential
concentration of measure slow down (see Section 3.5). Math-
ematically, P(µˆg/σˆg >  |H0) ≈ P(µˆg¯/σˆg¯ > ) holds because
H1 does not arise in the opposite angles processed frame. We
estimate the complementary CDF as the number of pixels
taking a value larger than a threshold for increasing values
of this threshold. We thus compute n =
∑
g χ+(µˆg/σˆg − ),
where χ+(x) = 1 if x > 0 and 0 otherwise. If n is sufficiently
large, we have n /n ≈ P(µˆg/σˆg > ) and n /n is then a good
approximation of the complementary CDF.
To show that we can indeed use the opposite parallac-
tic angles technique to estimate the residual noise level, we
compare the empirical complementary CDF of the detec-
tion map in three different cases: (i) the planet is present in
the dataset, (ii) the planet signal is strongly attenuated us-
ing the negative companion injection method, and (iii) the
planet is present but we used the opposite parallactic an-
gles in the processing. We have observed that the curves in
cases (ii) and (iii) are practically indistinguishable, hence
the complementary CDF of the residual noise can be esti-
mated from the detection map obtained with the opposite
parallactic angles. We display the comparison for the β-pic
dataset on Figure 8 where we see that τ = 0.5 is an adequate
detection threshold. On Figure 11, we see that this threshold
allows to detect the three injected companions without any
false positive.
We also show the sensitivity of the threshold with re-
spect of the number of principal components used in the
PCA. We compare the intensity of the planetary signal on
the detection maps with (i) the largest intensity observed
on the opposite angles detection map and (ii) the largest in-
tensity on the the detection map under the null-hypothesis.
Figure 9 displays the evolution of these three quantities as
the number of principal components increase from 1 to 50,
for the STIM and SNRt maps obtained with the HD 206893
dataset. For the STIM map, the opposite angles detection
map yields a good approximation of the maximal noise in-
tensity on the actual detection map. Furthermore, this ap-
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Figure 8. Plot of the fraction of pixels in the STIM map above
τ in three different settings: (i) dark, the planet is present, (ii)
medium, the planet is removed with the negative companion in-
jection method, and (iii) light, the planet is present but the oppo-
site parallactic angles are used in the processing. As the decay is
indistinguishable for the cases (ii) and (iii), we added dots (light)
and crosses (medium) to ease the comparison. On the other hand,
the decay is significantly different when a planet is present. These
results are obtained on the β-pic dataset processed using a PCA
with 10 principal components.
proximation can be used to estimate a detection threshold
such that the planetary signal is detected without false pos-
itives. In contrast, for the SNRt , the maximal values on the
opposite angles map is not a good estimate for the maximal
value of the detection map under the null-hypothesis. In ad-
dition, for a wide range of numbers of principal components,
the SNRt map is unable to detect the planet without false
positive. We observed a similar trend for the other datasets.
5.2 Receiver operating characteristic curves
Receiver operating characteristic (ROC) curve is a widely
used tool to compare classifiers. It consists of plotting the
true positive rate (TPR) as a function of the false positive
rate (FPR). A good classifier yields a good trade-off between
large TPR for small FPR.
We propose to build a ROC curve that is localized fol-
lowing the procedure described in Gonzalez et al. (2017a).
The resulting ROC curve is close to an alternative free-
response operating characteristic (AFROC) curve where one
plots the fraction of objects detected versus the fraction of
images with one or more false positives (Metz 2006). Given
a detection threshold, we say there is a TP if there is, within
a λ/D diameter area around the planet’s position, one pixel
whose intensity is above the threshold. We count the num-
ber of FP’s as the number of λ/D circular areas that contain
at least one pixel above the threshold, the experiment is re-
peated 100 times. We computed the TPR and the FPR for
a given radius and for a given intensity range.
We display in Figure 10 the ROC curves obtained for
the β-pic dataset with synthetic planets injected at small
inner working angles (top) and high contrast (bottom). In
both cases, we observe a gain in terms of true positive rates
vs false positive rate ratio. For the small inner working an-
gles case, the true positive rate for no false positive is 9%
for SNRt map, whereas the STIM map reaches 57% true
positive rate for no false positive. For high contrast, these
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Figure 9. Detectability level for STIM map (top) and for SNRt
map (bottom) obtained with the HD 206893 dataset. In dark
(triangle), intensity at planet location, and in light (rectangle),
detectability level estimated by inverse trajectories. In medium
(dots), detectability level estimated by looking at the second
largest spot on the detection map. On the SNRt map we over-
plotted in gray dashed the 5σ threshold. The STIM map detects
the planet for all rank larger than 1 while SNRt map requires
large number of principal components to yield sufficiently large
values of the SNR.
percentages are respectively 10% and 76%. We conclude that
in both cases, a significant improvement is achieved.
5.3 Example with multiple planets at same radius
In Section 4, we stated that when multiple planets are lo-
cated at the same radial distance from the host star, or when
extended structures are present, the SNRt tends to overes-
timate the residual noise and this hinders its capability to
detect planets. We illustrate this effect in this first experi-
ment. We inject three planets at the same radial separation
in a planet-free dataset and show how the SNRt and STIM
maps behave.
We perform this experiment on the β-pic dataset using
the opposite angles to significantly reduce the effect of the
known companion. Then we injected three synthetic plane-
tary signals, at a radial separation of 352 mas and position
angles of 133°, 270°, and 15° with contrast of 4.41 × 10−5,
4.81× 10−5, and 3.73× 10−5 respectively (which is below the
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Figure 10. ROC curves obtained for 100 fake companion in-
jections, all processed using 4 principal components. Top: at ra-
dial separation 250 mas with contrast between 2.75 × 10−5 and
4.12 × 10−5. Bottom: at radial separation 375 mas with contrast
between 1.37 × 10−5 and 2.75 × 10−5.
5σ detection limit presented in Absil et al. 2013). We pro-
cessed the data with a PCA, using 5 principal components.
Figure 11 shows the processed frame, the SNRt map, and
the STIM map. We see that no planet is found above the
noise level in the SNRt map whereas all three planets are
above the noise level in the STIM map.
6 CONCLUSION AND FUTURE WORK
In this paper, we first showed empirically that the tail decay
of the residual noise on the processed frame is better ex-
plained by a Laplacian distribution than by a Gaussian dis-
tribution. From this qualitative observation, we then theo-
retically proved that the MR distribution is sub-exponential
which means that its tail decays as an exponential. We used
non-asymptotic statistical analysis to show that the tail dis-
tribution of the residual noise on the final post-processed
frame indeed decays as an exponential. Compared to the
commonly used CLT approach, this non-asymptotic analysis
directly estimates the sensitivity of the detection procedure
with respect to the number of frames we have in a given
dataset and with respect to the temporal correlation of the
residuals.
Based on our statistical analysis, we introduced a novel
detection map, called STIM map, and studied its theoretical
properties. We then used thorough numerical experiments to
demonstrate its capabilities on real data. We also provided
a method to automatically estimate the detection threshold
from any dataset. This detection map thus enables direct
and automatic detection in PCA-processed frames with a
higher true positive to false positive ratio than state-of-the-
art SNRt map used for exoplanet imaging today. In par-
ticular, our performance analysis showed that the proposed
STIM map reaches a significant gain in terms of detection,
especially at small inner working angles where the poor field
rotation and the high speckle noise variance makes it very
difficult to extract signals and reveal the presence of fainter
signals. This usual limitation is bypassed thanks to the time-
domain approach of the STIM map that, to the best knowl-
edge of the authors, has never been used in the framework
of high contrast imaging post-processing.
On top of being directly used after speckle subtrac-
tion algorithms, our analysis has implications on other al-
gorithms. For instance inverse problems approaches, such as
ANDROMEDA or FMMF, rely on a maximum a posteriori
(MAP) estimate thus the knowledge of the actual distribu-
tion of the residual noise allows to take it into account when
solving the problem. Indeed, these authors assume that the
residual distribution is Gaussian, which implies the use of an
`2-norm estimation. We have shown in this paper that the
decay of the tail is exponential and better accounted for by
a Laplace distribution. It turns out that the optimal norm
to use in the MAP estimation for the Laplace distribution
is an `1-norm. This solution is being implemented in such
methods and published in a forthcoming paper.
Future work would involve studying the specific case
of extended features, such as faint debris disks with sharp
edges (see e.g., Lee & Chiang 2016, for a gallery) or bright
protoplanetary disks showing blunt structures such as spi-
ral arms (see e.g., Benisty et al. 2015, 2017). Another step
is to apply this method on images taken using different di-
versity such as the spectral diversity provided by integral
field spectrograph, where the planet extraction and charac-
terization is difficult due to the degeneracy of the obtained
signal-to-noise ratio with planetary spectrum.
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Figure 11. Results with 3 synthetic exoplanets injected at the same separation in the β-pic NACO data. Top row: processed frame
using PCA with 5 principal components (left), SNRt map (center), and STIM map (right). Bottom row: intensities of the SNRt map
(left) and of the STIM map (right) for each trajectory. For the SNRt map, we see that no planet stands above the noise level, while for
the STIM map, all three planets are detected without false positive when using the 0.5 threshold derived in Section 5.1.
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APPENDIX A: PRESENTATION OF THE
DATASET USED IN THIS PAPER
Throughout this paper, we used three different represen-
tative dataset to test our approach: (1) Beta Pictoris
(HIP 27321) observations using the VLT/NaCo instrument,
published in Absil et al. (2013) (ESO program ID 60.A-
9800), (2) HD 206893 (HIP 107412) observations using the
VLT/SPHERE-IRDIS instrument, published in Milli et al.
(2017) (ESO program ID 96.C-0388) and (3) 51 Eridani
(HIP 21547) observations using the VLT/SPHERE-IRDIS
instrument, published in Samland et al. (2017) (ESO pro-
gram ID 095.C-0298). Each target has one companion dis-
covered by imaging: (1) β-pic b (Lagrange et al. 2010) is a
8 to 15 Jupiter mass exoplanet orbiting its host star at 5
to 10 au, (2) HD 206893 b (Milli et al. 2017) is a 12 to 50
Jupiter mass companion orbiting its host star at 10 to 15 au
(Delorme et al. 2017b) and (3) 51 Eri b (Macintosh et al.
2015) is a 2 to 10 Jupiter mass companion orbiting its host
star at 10 to 14 au (Samland et al. 2017).
Table 1 gathers the main information about each
dataset taken with instrument located at the ESO Paranal
observatory. The three dataset make use of a coronagraph:
the β-pic data are taken with an Annular Groove Phase
Mask (AGPM) vector vortex coronagraph (Mawet et al.
2005) optimized in L’ band (Mawet et al. 2013) and the two
SPHERE datasets are taken using the Apodized Lyot Coro-
nagraph (APLC, Soummer 2005) optimized for the YJH
bands (focal mask diameter of 185 mas) and including a
Lyot stop (Boccaletti et al. 2008).
APPENDIX B: PROOF OF
SUB-EXPONENTIALITY OF MR
DISTRIBUTION
We prove Proposition 1, i.e., let X ∼MR(α, β) with
MR(α, β) ∼ 1
β
exp
(
− t + α
β
)
I0
(
2
√
tα
β
)
,
then X is sub-exponential with ‖X ‖ψ1 . 6β.
Proof. The moments of X are given by
EXp =
∫ +∞
0 t
p 1
β exp
(
− t+αβ
)
I0
(
2
√
tα
β
)
dt,
by change of variable t = s2, dt = 2sds, we get
EXp =∫ +∞
0 s
2p
(
2s
β exp
(
− s2+αβ
)
I0
(
2s
√
α
β
))
ds
= 1√
2
EY2p,
where Y follows a Rice distribution (Papoulis & Pillai 2002):
Y ∼ Rice(ν, σ) ∼ s
σ2
exp
(
− s
2 + ν2
2σ2
)
I0
(
sν
σ2
)
with ν =
√
α and σ =
√
β
2 . We thus have to prove that
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Table 1. Description of the three datasets used in this paper. The total number of images constituting the data cube is noted Nimages.
The integration time used for each exposure of this data cube is noted tint. The average turbulence coherence time during the observation
is noted tcoh.
Name Date Instrument Coronagraph Filter Nimages Total field rotation tint tcoh
(VLT) [deg] [s] [ms]
β-pic Fev 2013 NACO AGPM Lp (3.5-4.1 µm) 612 83.0 8 2.1
HD 206893 Oct 2015 SPHERE-IRDIS APLC H (1.48-1.77 µm) 570 49.3 4 2.8
51 Eri Sep 2015 SPHERE-IRDIS APLC K1 (2.0-2.2 µm) 256 41.6 16 6.2
1
p (EY2p)1/p is bounded. The raw moment of Y are given by3
EY2p = σ2p2pΓ(1 + p)Lp(− ν22σ2 ),
where Γ(·) is the gamma function and Lγ(·) is the Laguerre
polynomial of degree γ.
Since for x > 0, Γ(x) < √2pie−(11/12)x xx−1/2 [Sec-
tion 5.6] (Heiberger & Holland Heiberger & Holland), we
find, for p > 1,
Γ(1 + p) <
√
2pi(1 + p) 12+p,
where we use the fact that e−(11/12)x < 1. Moreover, for n ∈
N, Ln(·), [Equation 18.14.8] (Heiberger & Holland Heiberger
& Holland):
|Ln(x)| 6 1n! exp(x/2),
Gathering all these observations yields:
E(Y2p) <
(
σ2p 2
p
p!
√
2pi(1 + p) 12+p exp(− ν24σ2 )
)
.
Thus for p > 1,
p−1(EY2p) 1p < p−1
(
σ2p 2
p
p!
√
2pi(1 + p) 12+p
) 1
p
.
Recalling that EY2p =
√
2EXp, we get
p−1(EXp) 1p < p−1
(
σ2p
2p
p!
√
pi(1 + p) 12+p
) 1
p
< p−1
(
σ2p
2p
p!
√
pi(1 + p) 12 (1 + p)p
) 1
p
< σ22
√
pi
1
p
(√
1 + p
p!
) 1
p
(1/p + 1).
To find a bound for
(√
1+p
p!
) 1
p
, we consider two cases.
First, the case
√
1+p
p! 6 1, then
(√
1+p
p!
) 1
p 6 1. Otherwise,(√
1+p
p!
) 1
p 6
√
1+p
p! 6
√
1+p
p =
√
1/p2 + 1/p. Then we ob-
serve that
√
1/p2 + 1/p is a monotonically decreasing func-
tion reaching its maximum for p = 1 with value
√
2. Hence
in both cases, we conclude
(√
1+p
p!
) 1
p 6
√
2. For (1/p + 1), we
also use the fact that it is a monotonically decreasing func-
tion reaching its maximum for p = 1 with value 2. Collecting
these results and observing that
√
pi
1/p 6 √pi, we get
‖X ‖ψ1 6 σ24
√
pi
√
2 = β2
√
2pi < 5.02β < 6β.
3 https://reference.wolfram.com/language/ref/
RiceDistribution.html
Hence we have shown that X ∼ MR(α, β) is sub-exponential
with ‖X ‖ψ1 < 6β.
APPENDIX C: PROOF OF THE
CONCENTRATION OF MEASURE SLOW
DOWN INDUCED BY NON INDEPENDENCE
We prove Corollary 1, we first present a proposition.
Proposition 2. Assume B =
∑∆
i=1 Ai and  > 0. Then
P(|B | > ) 6 ∆max
i
P(|Ai | > /∆). (C1)
Proof. We have
P(|∑∆i=1 Ai | > ) 6 P(∑∆i=1 |Ai | > ) (C2)
6 P(∑∆i=1 maxi |Ai | > ) (C3)
= P(∆maxi |Ai | > ). (C4)
Using a union bound, one gets
P(|∑∆i=1 Ai | > ) 6 ∆maxi P(|Ai | > /∆).
Corollary 1 follows from Proposition 2. We assume we
have a dependence length of τ. We put the elements of the
trajectory into subgroups of ν = T/τ independent elements.
We write B =
∑τ
i=1 Ai , where Ai =
∑ν
j=1 s
[g]
(i+j ·τ). Then we
apply Proposition 2 with ∆ = τ and  ← T . We get
P(| µˆg | > ) = P(|∑τi=1 ∑νj=1 s[g](i+j ·τ) | > T) (C5)
6 τmaxi P(|∑νj=1 s[g](i+j ·τ) | > T/τ). (C6)
For a given i, the s[g](i+j ·τ) are i.i.d. sub-exponential random
variables and hence we can apply Theorem 1 and get
P
(µˆg  >  ) 6 2 exp (−cmin(K2/σ2, /K)T/τ) . (C7)
APPENDIX D: COMPARISON BETWEEN THE
MEDIAN AND THE MEAN
In order to compare the capability of the STIM when us-
ing the mean (STIMean) or the median (STIMedian), we
reproduce two figures from the text.
In Figure D1, we compare the capability of the STIMean
and the STIMedian on HD 20689. We can see that the me-
dian performs poorly compared to the mean.
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Figure D1. Reproduction of Figure 7 for the mean (top) and
for the median (bottom). The planetary signal is found to emerge
from the noise more clearly for the mean than for the median.
We also reproduce the ROC curves of Section with the
STIMedian added on Figure D2. We do not observe any
significant difference between the detection capabilities of
the two maps.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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Figure D2. Reproduction of Figure 10, with the STIMedian map
added. Top: radial separation of 250 mas with contrast between
2.75 × 10−5 and 4.12 × 10−5. Bottom: radial separation of 375 mas
with contrast between 1.37 × 10−5 and 2.75 × 10−5. We do not
observe a significant difference between the use of the median or
the mean in the computation of the STIM map.
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