Gaseous thermal transpiration flows through a rectangular micro-channel are simulated by the direct simulation BGK (DSBGK) method. These flows are rarefied, within the slip and transitional flow regimes, which are beyond many traditional computational fluid dynamic simulation schemes, such as those based on the continuum flow assumption. The flows are very slow and thus many traditional particle simulation methods suffer large statistical noises. The adopted method is a combination of particle and gas kinetic methods and it can simulate micro-flows properly. The simulation results of mass flow rates have excellent agreement with experimental measurements. Another finding from this study is that numerical simulations by including two reservoirs at the channel ends lead to appreciable differences in simulation results of velocity and pressure distributions within the micro-channel. This is due to the inhaling and exhaling effects of reservoirs at the channel ends. Even though excluding those reservoirs may accelerate the simulations significantly by using a single channel in simulations, special attentions are needed because this treatment may over-simplify the problem, and some procedures and results may be questionable. One example is to determine the surface momentum accommodation coefficient by using analytical solution of the mass flow rate obtained in a single-channel problem without the confinement effect of reservoirs at the two ends.
Introduction
It is well known that rarefied gas flows through a tube with a constant pressure but variable temperature along the wall boundary may experience appreciable bulk speed [1] [2] [3] . In fact, small scale gas flows within microchannels, including micro-thermal transpiration flows, may have high rarefaction effect, which is a challenge for investigations. These effects can be characterized by the Knudsen number (Kn) [4, 5] :
where λ is the molecular mean free path of gas, and L is a characteristic length, which can be the micro-channel height. According to different Kn numbers, gas flows can be continuum (Kn < 0.01), slip (0.01 < Kn < 0.1), transitional (0.1 < Kn < 10), and collisionless (Kn > 10). Micro and thermal transpiration flows can be within any of these regimes with Kn > 0.01. The Micro-/Nano-Electro-Mechanical-Systems (MEMS/NEMS) have decreased to sub-microns in recent decades, where Kn can be large enough to be transitional. As such, thermal transpiration flows have more applications and become more important. For example, using the pumping effects of thermal transpiration to create micro-compressor without moving parts leads to the work of Vargo [6] , Young [7] and Alexeenko [8] . Gupta and Gianchandani [9] developed a 48 multi-stage Knudsen compressor for on-chip vacuum resulting in compression ratios up to 50. It is easy to understand that further investigations on thermal transpiration flow are necessary, and this is the major goal of this paper.
The rest of this paper is organized as follows. Section 2 reviews related past work; Section 3 discusses the numerical method used in this study, i.e., the direct simulation BGK (DSBGK) method; Section 4 presents the simulation schematic used to mimic the experiments; Section 5 shows the test cases with a small micro-channel to study the effects of reservoirs connected at the channel ends; Section 6 gives the simulation results of a real micro-channel with validation against experimental data. The last section summarizes this study with several conclusions.
Related past work
In the literature, there are studies on gaseous flows at micro scale, including experimental measurements and numerical simulations. These micro-flows can be pressure-driven flows and thermal transpiration flows. Here we only name a few.
Experimental measurements are valuable to study micro-flows. Interesting phenomena are observed and can offer valuable physical insights and benchmarks to test simulations. In many situations, experiential studies are not replaceable. Liang [10] analyzed the behavior of the Thermal Pressure Difference (TPD) and the Thermal Pressure Ratio (TPR) for different gases by applying various temperature differences, searched a correction factor for pressure measurements, and obtained an easy-to-use equation than the Weber and Schmidt's ones [11] . Later, Rosenberg and Martel [12] performed and compared their own measurements with those by Weber, Schmidt and Liang. Marcos studied unsteady thermal transpiration rarefied gas flows inside a micro-tube and a micro-rectangular channel [13] [14] [15] . They found that the unsteady pressure developments in the two reservoirs at the microchannel ends can be well approximated with two exponential functions. They measured the slops of initial pressure changes inside the two reservoirs for flows with different degrees of rarefaction, the TPR, TPD and the thermalmolecular pressure ratio γ. Los and Fergusson [16] noted the existence of a maximum value in their TPD results. Takaishi and Sensui [17] improved Liang's law. Annis [18] compared his measurements with the numerical results of Loyalka and Cipolla [19] , and found his results are quite different from Maxwell's initial approach. Sone and Sugimoto [20] and Sugimoto [21] performed original experiments, using a micro-windmill set at the end of a bent capillary, allowing qualitative but not quantitative analysis of the mass flow rate induced by thermal transpiration. Variation work [22] derived from the constant volume technique tracked pressure variation with time at the inlet and outlet of the tube, and obtained the mass flow rate, which is related to the pressure variations. The most recent experimental work on thermal transpiration probably is the measurement of the mass flow rates of gas flows through a rectangular channel by measuring the initial pressure change rate inside the reservoirs at the channel ends [23, 24] .
There are many Computational Fluid Dynamics (CFD) schemes, which can be categorized into three classes. The first class is on the macroscopic level and applicable to simulating flows in the continuum and slip regimes, where the governing equations is usually the Navier-Stokes equation or the Burnett equation, and the non-slip boundary condition or general velocityslip and temperature-jump boundary conditions shall be used. But, it is improper to use these CFD schemes in transitional and collisionless flow regimes, which may happen in thermal transpiration flows. The second class is on the mesoscopic level and based on the gas kinetic theory and velocity distribution functions. The fundamental governing equation is the Boltzmann equation or its simplified Bhatnagar-Gross-Krook (BGK) model [25] . Related methods include the Lattice Boltzmann Method [26] [27] [28] . Graur and Shripov [29] used gas kinetic method to simulate rarefied gas flows along a long pipe with an elliptical cross-sections. There are also various kinds of hybrid methods that are based on the gas kinetic theory, such as the so-called gas kinetic scheme (GKS) or unified gas kinetic scheme (UGKS) [30] [31] [32] , which are applicable to the simulations of micro-flows. The GKS method continues to re-construct the velocity distribution function at the mesoscopic level, based on which the mass, momentum and energy fluxes can be computed correctly, and then the macroscopic properties are updated, such as density, velocity, pressure and temperature. The last class of CFD schemes is based on the molecular dynamics, which targets each molecule or atom. One example is the direct simulation Monte Carlo (DSMC) method [33, 34] .
This paper aims to report investigations on thermal transpiration flows with a specific numerical simulation method to be discussed in the next section. Gaseous micro-flows usually have different degrees of rarefaction and thus cannot be properly modeled by the first class of CFD schemes. The third type of methods is demanding because it traces particles' movements and computes particles' collisions in a statistical approach. However, the common issue associated with the traditional particle methods is the large statistical noises in low-speed gas flows including microchannel flows, and much effort has been spent to reduce these noises, such as the Information Preservation method [35] [36] [37] [38] [39] . The second class of methods solves the velocity distribution function and is also quite demanding, especially when the intermolecular collisions are considered.
The DSBGK method
The direct simulation BGK (DSBGK) method was proposed recently [40, 41] , and it is based on the BGK model for the Boltzmann equation. The BGK model approximates the standard Boltzmann equation quite well in rarefied gas problems with small perturbations, where the solution of distribution function is close to the local Maxwell velocity distribution.
The thermal transpiration phenomenon is simulated here at different pressure conditions and for different gas species by the Fortran MPI software package NanoGasSim developed using the DSBGK method. As a molecular simulation method, the DSBGK method works like the standard DSMC method [33, 34] but actually is a rigorous mathematical solver of BGK-like equation, instead of physical modeling of the molecular movements. At the initial state, the computational domain is divided uniformly in each direction into many cells, which are either void and solid. About twenty simulated molecules are randomly distributed inside each void cell and assigned with initial positions, velocities and other molecular variables according to a specified initial probability distribution function. The cell size and time step are selected the same as in the DSMC simulations. During each time step, each simulated molecule moves uniformly and in a straight line before randomly reflecting at the wall surface and its molecular variables are updated along each segment of the trajectory located inside a particular void cell according to the BGK equation. At the end of each time step, the number density, flow velocity and temperature at each void cell are updated using the increments of molecular variables along these segments located inside the concerned cell according to the conservation laws of mass, momentum and energy of the intermolecular collision process.
The major differences of the DSBGK method from the traditional DSMC method are: 1) the DSMC method uses the transient values of molecular variables to compute the cell's variables, which are subject to large stochastic noise due to random and frequent molecular movements into and out of each cell, while the DSBGK method employs the increments of molecular variables due to intermolecular collisions to update the cell's variables based on the conservations laws mentioned above; 2) the DSBGK method computes the effect of intermolecular collisions by solving the BGK model while the DSMC method randomly handles the intermolecular collision effect using an importance sampling scheme, which costs a noticeable percent of computational time to generate a huge number of random fractions. These two differences significantly improve the efficiency of DSBGK method particularly at low speed conditions such as the micro thermal transpiration flows.
More algorithm discussions as well as the convergence proof of the DS-BGK method are detailed in [41] . The DSBGK method has been comprehensively verified against the DSMC method over a wide range of Kn number in several benchmark problems and is much more efficient than the DSMC method. Recently, the DSBGK method was successfully applied to study shale gas flows inside a real three-dimensional digital rock sample with 100-cubed voxels over a wide range of Kn [42] and the Klinkenberg slippage effect in the computation of apparent permeability [43] .
It is also important to emphasize the differences between LBM and DS-BGK method. The former can have superior parallel computing performance, however, it suffers a severe issue in discretizing the molecular velocity space due to its simplicity in algorithm. The velocity space discretization in LBM is rather simple and thus it is crude. LBM sacrifices the physical accuracy to achieve the mathematical simplicity. For example, in two-dimensional flows, the ordinary LBM adoptes the D2Q9 model, where only 9 points are used to discretize the whole velocity distribution function [26] . By contrast, the DSBGK method uses dynamic molecular velocities to discretize the velocity space, which is physically more accurate. It allows as fine discretization as desired since the molecular velocity set used in the discretization is dynamically updated during the simulation as in the DSMC simulation. Fig. 1 illustrates the simulation domain, which is similar to the configuration used in the gas flow experiments [23, 24] . Two reservoirs are connected to a micro-rectangular channel at the two channel ends. Compared with the true dimensions adopted in experiments, the reservoir sizes are decreased to reduce the simulation cost. The sizes of these two reservoirs are chosen sufficiently large to make negligible the influence of reservoir sizes on the simulation results. These results include the pressure difference between the two reservoirs and the mass flow rate through the micro-channel.
Simulation schematic
In these simulations, the wall temperature T wall solely depends on the x coordinate and increases linearly from T L to T H , which are the constant wall temperatures of the two reservoirs. This temperature difference drives the gas flow through the channel with the thermal transpiration effect.
The total length, width and height of the computational domain are denoted as L all , W all and H all , respectively. L micro , W micro and H micro are three dimensions for the micro-channel. In the experiments, a micro-valve is used to close or open the passage between the two reservoirs. Correspondingly, the two boundaries at x = 0 and x = L all switch between wall boundaries and periodic boundaries in the simulations. When the micro-valve is close/open, the pressure difference/mass flow rate at steady state through the microchannel depends on the initial Knudsen number Kn 0 and the temperatures of two reservoirs.
The pressure difference is studied by adopting a wall boundary at x = L all and an open boundary at x = 0. At x = 0, the pressure is fixed as p ≡ p 0 , the temperature is set as T ≡ T wall (x = 0) and the transient flow velocity u = (u, v, w) is computed at the cell adjacent to x = 0 the same as in the DSMC simulations.
To ease the numerical study, separate simulations are performed to compute the mass flow rates by using two open boundaries at x = 0 and x = L all , respectively. The experiments [23, 24] can be conveniently modified to achieve the current simulation setups with at least one open boundary. The setups are close to those in real applications. It is not surprising to observe experimental and numerical results maybe not comparable, which usually is due to different settings. These discrepancies do not appear in the current simulations for the steady state pressure difference after closing the micro-valve [23] and the mass flow rate before closing the micro-valve [24] . 
Simulation tests with smaller channel and temperature difference
Several basic parameters are listed here: the lowest temperature T L =300 K, the highest temperature T H =320 K, initial temperature T 0 ≡ (T L + T H )/2, and initial pressure p 0 = 50 Pa. The gas is argon, the dynamic viscosity is µ = 2.117 × 10 In the DSBGK simulations, the relaxation parameter υ of BGK model is computed using the transient T , µ(T ) and number density n by υ = 2nkT /(3µ) for each cell as discussed in Section 4 of [41] . About 20 simulated molecules per cell are used unless stated otherwise.
Simulations of pressure difference
In the simulation with a wall boundary at x = L all and an open boundary at x = 0, the steady state is almost static inside the reservoirs and the presences of reservoirs might have negligible influence on the steady state pressure difference between the two reservoirs. Thus, two simulations are performed for comparison:
Case 1, a full domain simulation with L all × W all × H all =10 mm ×5 mm ×5 mm and the total cell number is 200×100×100 with porosity φ = 0.2846; Case 2, a reduced domain simulation with L all × W all × H all =L micro × W micro × H micro , where the two reservoirs at the channel ends are removed. Fig. 2 shows full domain simulation results. The left side displays the transient distributions of T /T 0 , n/n 0 and p/p 0 at t = 195, 000∆t and 190, 000∆t on the middle XOY plane with z ≡ H all /2. The results are represented with black and green lines, respectively, for different moments. As shown, at these two moments, the temperatures, number densities and pressures reached a steady state, which is consistent with the observation in the pressure evolutions with time at two points of the simulation domain as shown in Fig. 2 (right) . The first point is at the bottom, front and left corner of the left reservoir, and the second at the upper, back and right corner of the right reservoir. Fig. 3 shows the results of reduced domain simulation. The left side displays the transient distributions of T /T 0 , n/n 0 and p/p 0 on the middle XOY plane at t = 10, 000∆t and 15, 000∆t using black and green lines, respectively. As shown, the temperatures, number densities and pressures reached a steady state after only t = 15, 000∆t, which is also verified by the pressure evolutions shown in Fig. 3 (right) . The steady state inside the micro-channel is not static and thus the pressures collected at the ends of micro-channel contain obvious noises. To obtain smoother profiles, time average process is needed.
The comparison between Figs. 2 and 3 indicts that a full domain simulation needs much more time steps to converge, with a further increase of computational cost due to using a larger number of cells. Thus, the computational cost of full domain simulation is significantly higher than that of the reduced domain simulation. To save the simulation cost of studying the steady state pressure difference, a reduced domain simulation is favored and recommended. 
Simulation of mass flow rate
A full domain simulation with two open boundaries at x = L all and x = 0 is used to study the mass flow rate as mentioned before. To reduce the influence of reservoir sizes, we first use L all × W all × H all =20 mm ×10 mm ×5 mm. Time average process is used to smoothen the pressure and velocity distributions, as shown in Fig. 4 . Parallel computation is adopted because the total cell number and porosity are increased to 400 × 200 × 100 and 0.63865, respectively. As shown by the white lines in Fig. 4 , the computational domain is divided only along the x direction in the parallelization when visualization is needed. Fig. 4 shows that the reservoir sizes can be reduced to save computational cost. Accordingly, another full domain simulation with L all × W all × H all =10 mm ×5 mm ×5 mm is performed, and Fig. 5 shows the comparisons between the previous results of Fig. 4 (right) and the current results inside the same geometry configuration surrounding the micro-channel.
Influence of reservoir sizes on the mass flow rate
Although the comparison shows that the solutions outside the microchannel have appreciable differences, the solutions of T /T 0 , n/n 0 , p/p 0 and u inside the micro-channel are almost the same when both computational domain sizes are not less than L all ×W all ×H all =10 mm ×5 mm ×5 mm (could be even smaller) for this particular micro-channel with L micro × W micro × H micro =7.3 mm ×1 mm ×0.5 mm. The magnitude of v inside the microchannel is too small to make comparison due to stochastic noise but the agreement of dominant v outside the micro-channel is very good. Note that the micro-channel can be simplified by using periodic boundary conditions in the y direction, when W micro H micro [24] , where it only requires that the artificial reservoirs are much larger than the micro-channel in height. 
Confinement effect of reservoirs on the mass flow rate
Usually there are entrance and exit effects at the two ends of microchannel and the rarefaction effect further complicates the results [44, 45] . On the other hand, as shown in Section 5.1, it also is desirable to accu-rately simulate the mass flow rate through the micro-channel without reservoirs, which make the simulation time-consuming. Thus, the micro-channel is modeled alone with two open boundaries. The comparisons between the previous results computed with L all × W all × H all =10 mm ×5 mm ×5 mm (i.e., Fig. 5 (right) ) and the current results computed without reservoirs are given in Fig. 6 . The agreements between the two simulations for both T /T 0 and n/n 0 distributions inside the micro-channel are quite good. However, the current magnitude of dominant u (about 0.19 m/s) is noticeably larger than the previous one (about 0.16 m/s) inside the micro-channel, which is consistent with the discrepancy in the comparison of p/p 0 . According to Eq. (3.4) of [24] , the pressure gradient in the negative direction of x axis enhances the mass flow rate in the current simulation, however, the pressure gradient in the positive direction of x axis depresses the mass flow rate in the previous simulation, as shown in Fig. 7 (right) . These two facts lead to a higher mass flow rate in the current simulation since the contribution of temperature gradient to the mass flow rate is almost the same.
The presences of reservoirs require the inhaling and blowing effects near the two ends of the micro-channel to maintain the flow inside the two reservoirs with constant wall temperatures, which implies that the pressure gradient inside the micro-channel is certainly in the positive direction of x axis since the pressures at x = 0 and x = L all are equal to p 0 . Note that the concentrated pressure variations created by the inhaling and blowing effects depend mostly on the mass flow rate as long as the reservoirs are much larger than the cross-section of micro-channel, which interprets the good agreement of pressure differences across the micro-channel computed using different reservoir sizes as shown in Fig. 5 . Thus, the confinement effect due to the presences of reservoirs as in the experiments [24] always leads to a pressure gradient in the driving direction inside the micro-channel, which depresses the mass flow rate (e.g., the reduction could be as large as ∆u ≈ (0.19−0.16) m/s for this particular case). This confinement effect should be reflected in the simulations by adding reservoirs into the configuration even though the objective is to study the flow quantities that depend mostly on the properties of gas (e.g., molecular species and pressure) and micro-channel (e.g., sizes and temperature distribution on the wall). This observation also implies that we need to be cautious when using the experimental data measured with the confinement effect to extrapolate the accommodation coefficients [46] by using the analytical solution obtained from a single-channel problem without the confinement effect [24] , unless it is intended to use these coefficients in the same analytical solution to predict the performances of similar microchannels. As shown in Section 6, the results computed using the Maxwell diffuse reflection model (i.e., complete accommodation) agree well with the experimental data. 18 m/s, respectively, or a difference of 17% when the full domain simulation is chosen as the reference because it is closer to the reality. In the full domain simulation, the velocity outside the micro-channel is small due to the large cross-section of the reservoirs. Fig. 7 (right) shows the pressure profiles along the micro-channel centerline. In this thermal transpiration flow, the pressure through the channel is almost constant, and the maximum relative variation of pressure is about 0.04 % along the centerline. Inside the micro-channel, even though the pressure variations are small, the difference between the two profiles is striking with completely opposite variation trends as discussed above. Fig. 8 shows the velocity u (left) and pressure (right) profiles at the middle station of the channel extracted from Fig. 6 . The velocity of full domain simulation is noticeably smaller than that of the reduced domain simulation, which is consistent with Fig. 7 (left) . The profiles are parabolic and the velocity slips along the channel surface are evident. The two pressure profiles do not have large fluctuations and they are quite flat with maximum relative fluctuations of 0.01%. 6. Mass flow rates of different gas species through real microchannel at different Kn 0
Gas flows inside a real micro-channel with L micro × W micro × H micro ≡ 73 mm ×6 mm ×0.22 mm [24] are simulated by using L all × W all × H all ≡ 80 mm ×10 mm ×1 mm with φ = 0.20795. ∆x = ∆y ∆z are chosen at low pressure conditions to optimize the cell division. The three cell sizes are always smaller than λ 0 at different pressure conditions as required, e.g., a total of 3200 × 400 × 50 cells are used for argon gas flow at δ 0 (p 0 = 294Pa) = 7.41 with λ 0 ≈ 0.0268 mm (note: this simulation takes about one day for 2000 time steps when using 40 CPU cores), where δ 0 is a mean rarefaction parameter to characterize the mass flow rateṀ [24] :
In addition to argon, we use µ = 1.865 × 10 −5 × (T /273) 0.66 Pa · s for helium molecules (m = 6.65×10 −27 kg) and µ = 2.975×10 −5 ×(T /273) 0.66 Pa · s for neon molecules (m = 33.5 × 10 −27 kg) [4] . Pure Maxwell diffuse reflection model is used at the wall surface as in the previous tests. Since the relative density variation inside the micro-channel is very small, the volumetric velocity component u Ω in the x direction at steady state is used to compute Ṁ DSBGK as follows:Ṁ
where n j , V j ≡ ∆x∆y∆z and u j are the number density, volume and flow velocity component of the cell j inside the micro-channel, respectively, and n 0 = p 0 /(kT 0 ). Similarly, the average velocity components u ∂Ω,in and u ∂Ω,out are also computed by using the summations over cells on the sections at the inlet and outlet of the micro-channel, respectively. The purpose is to monitor local convergence. The convergence processes of three average velocity components in a representative case are given in Fig. 9 , which shows that u Ω converges much faster than the local quantities. Thus, the computational cost can be reduced in studying the mass flow rate by using the global quantity u Ω . Fig. 10 and Table 1 show that the DSBGK results agree very well with the experimental data over a wide rage of δ 0 for different gas species. Fig. 10 also shows that the DSBGK results have smoother and milder variations with δ 0 than the experimental results. 
Conclusions
Numerical simulations of thermal transpiration flows through a microchannel with different species at different Kn are performed with the DSBGK method. Simulation setup effects on the final simulation results are discussed.
It is found that for flows of several species with different degrees of rarefaction, the mass flow rates predicted by the simulations and measurements agree quite well. It indicates that the DSBGK method is more superior than traditional particle simulation methods that are subject to large statistical noises in simulating low-speed micro gas flows. Meanwhile, the DSBGK method can simulate micro flow with high rarefaction, which is a serious challenge to traditional computation schemes based on the continuum flow assumption.
This study also indicates that simulation cost without reservoirs can be much lower than that of full domain simulation. However, their final flow field patterns are different because the confinement effect (inhaling and exhaling) is neglected in the reduced domain simulation without reservoirs. The confinement effect happens in outside regions close to the micro-channel ends and changes the inlet and outlet conditions of the micro-channel. It is easy to understand that simulations with reservoirs attached to the microchannel ends are closer to the real experiments, and thus the results are more accurate. Simulations without reservoirs could develop much faster but the difference between the mass flow rates computed with reservoirs and without reservoirs is appreciable. Thus, it is questionable to determine the surface momentum accommodation coefficient by using analytical solution of the mass flow rate obtained in a single-channel problem without the confinement effect of reservoirs at the two ends.
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