In this paper a parallel algorithm is presented for the numerical solution of the heat equation with derivative boundary conditions. The parallel algorithm is developed by approximating the second-order spatial partial derivative by third-order finite-difference approximations and a matrix exponential function by a rational approximation having distinct real poles. Problems are solved using the algorithm and comparisons are made with results from the literature confirming the accuracy of the algorithm.
Introduction
Consider the one-dimensional heat equation
subject to time-dependent boundary conditions on boundary ∂R of the openregion R defined by lines x = 0 and x = X given by
M. Akram with initial condition
where f 1 (t), f 2 (t), g(x) and s(x, t) are known, while the function u(x, t) is to be determined. The advances in computer technology have provided an impetus to solve physical problems numerically that arise in many branches of continumn physics, such as heat flow, diffusion, wave mechanics, bioengineering, fluid dynamics, elastic vibrations. Since it is essential for modern engineering analysis to have efficient computational schemes to solve complicated mathematical models of physical processes, the authors propose to study numerical techniques for approximating the solutions to various mathematical models related to heat equation with derivative boundary conditions. In this paper the application of the method of lines (MOL) to such problems is considered. The MOL semi-discretization approach will be used to transform the model partial differential equation into a system of first-order linear ordinary differential equations (ODEs). The MOL is a method of solving partial differential equations (PDEs) by discretizing the equation with respect to all but one variable (usually time). The spatial partial derivative is approximated by finite-difference approximations. The solution of the resulting system of first-order ODEs satisfies a recurrence relation which involves a matrix exponential function. Numerical techniques are developed by approximating the exponential matrix function in this recurrence relation. The matrix exponential function is approximated by a rational approximation consisting of three parameters. The parallel algorithm is developed using the resulting approximation. The demands of both the scientific and the commercial communities for everincreasing computing power led to dramatic improvements in computer architecture. Initial efforts concentrated on achieving high performance on a single processor, but the more recent past has been witness to attempts to harness multiple processors. Multiprocessor systems consist of a number of interconnected processors each of which is capable of performing complex tasks independent of the others. In a sequential algorithm all processes are performed by a single processor turn by turn but in a parallel algorithm independent parts of the program are performed by different processors simultaneously which save a lot of time. Several sequential numerical methods (implicit as well as explicit) have been proposed in the literature for the solution of this problem [10, 11, 12] . In this paper, we present O(h 3 + l 3 ) L 0 -stable parallel algorithm for the numerical solution of the heat equation subject to derivative boundary conditions. The comparison of numerical results clearly demonstrates the computational superiority of this parallel algorithm. The paper is organized in the following way: the numerical scheme is described in Section 2 and the parallel algorithm is presented in Section 3. In Section 4, the numerical results produced by this scheme are given and summary and concluding remarks are given in Section 5.
Discretization approach and recurrence relation
The interval 0 ≤ x ≤ X is divided into N + 1 subintervals each of width h, so that (N + 1)h = X and the time variable t is discretized in the steps of length l. Thus at each time level
and its boundary ∂R consisting of lines x = 0 and x = X and the axis t = 0 have been superimposed by rectangular mesh with N points within R and open point along each side of ∂R.
The solution of an approximating numerical method will be denoted by U(x, t). The space derivative in (1) and boundary conditions will be replaced by the following difference approximations:
∂u(x, t) ∂x
Note that implementation of (6) requires some additional values for x = x N −1 , x N . Hence at these points the following third-order approximations will be used:
Thus the boundary conditions u(0, t) and u(X, t) can be determined using (2) and (3) with (5) respectively. Applying (1) to all the interior mesh points within R at time level t = nl with the space derivative replaced by (6) (7) (8) leads to a system of N first-order ODE's of the form
with the initial condition
in which the matrix A is of order N and given by 
In equation (9) the vector v(t) aries from the use of boundary conditions u(0, t) and u(X, t) in (6) (7) (8) . Solving (9) subject to (10) gives
which satisfies [1] the recurrence relation
Following Taj and Twizell [9] third-order accuracy in the temporal component is accomplished by approximating the matrix exponential function exp(lA) in (13) by
in which
and
The denominator of exp(lA) has distinct real zeros provided that a 2 2 −3a 1 a 3 > 0 by choosing values a 1 = 1.308617, a 2 = 0.570502, a 3 = 0.082856 and L 0 -stability is introduced in [9] . three aims of (h 3 + l 3 ) accuracy, L 0 -stability and use of real arithmetic are met by this choice of the values of a 1 , a 2 and a 3 . The integral term appearing in (13) is approximated by a quadrature formula of the form 
exp((t + l − s)A)v(s)ds
where
, s 3 = t + l and then solving (17), (18) and (19) simultaneously and replacing by exp(lA) gives
Hence
in which W 1 , W 2 and W 3 are given by (20 )- (22) respectively.
Parallel algorithm
We focused on the construction of a rational approximation with real and distinct poles. So the resulting algorithm readily admits parallelization through partial fraction expansion [2] . An algorithm for implementing (23) discussed in [9] . We represent the parallel algorithm using three different processors in the following form: Table 2 . 
The problem has analytical solution u(x, t) = e −π 2 t sin(πx). The results of u(0.5, 1.0) with different number of time steps are shown in Table 3 . The results obtained using the new scheme developed in this paper are more accurate than those from the scheme of [12] . Note that the new scheme will require less CPU time. It is clear that as far as efficiency is concerned, the scheme introduced in this paper is a better candidate for the model problem. 
Concluding remarks
In this paper a parallel algorithm was applied to the one-dimensional heat equation with derivative boundary conditions. The algorithm, which may be implemented on a parallel architecture using three processors requires the application of tridiagonal solvers (only). This scheme developed for a parabolic equation subject to Neumann boundary conditions. The second-order spatial derivative was discretized to result in an approximating system of ODEs. The exact solution of this system of first order ODEs satisfies a recurrence relation involving the matrix exponential function. This function is approximated by a rational function possessing real and distinct poles which consequently readily admits a partial fraction expansion thereby allowing the distribution of the work in solving the corresponding linear algebraic systems on concurrent processors. The method developed does not require the use of complex arithmetic and need only real arithmetic in its implementation. This technique worked very well for one-dimensional parabolic equation subject to Neumann boundary conditions. The use of only real arithmetic especially in the threedimensional models can yield large saving in CPU time used. For the model problem considered, the parallel algorithm was found to be about three times faster than the standard implicit finite difference scheme of [12] . A comparison with the standard finite difference schemes for the model problem clearly demonstrates that the new technique is computationally superior. The numerical tests obtained by using the method described in this article give acceptable results and suggests convergence to the exact solution when h goes to zero.
