We introduce and study a new kind of nonlocal boundary value problems of multi-term fractional di erential equations. The existence and uniqueness results for the given problem are obtained by applying standard xed point theorems. We also construct some examples for demonstrating the application of the main results.
Introduction
Non-integer (arbitrary) order calculus has been extensively studied by many researchers in the recent years. The literature on the topic is now much enriched and contains a variety of results. The overwhelming interest in this branch of mathematical analysis results from its extensive applications in modeling several real world problems occurring in natural and social sciences. The mathematical models based on the tools of fractional calculus provide more insight into the characteristics of the associated phenomena in view of the nonlocal nature of fractional order operators in contrast to integer order operators. Examples include bioengineering [14] , physics [9] , thermoelasticity [15] , etc. Boundary value problems of fractional order di erential equations and inclusions have also attracted a signi cant attention and one can nd a great deal of work on the topic involving di erent kinds of boundary conditions, for instance, see [1] [2] [3] [4] [5] [6] [7] and the references cited therein.
Besides the equations involving only one di erential operator, there are certain equations containing more than one di erential operators. Such equations are called multi-term di erential equations, see [5, 12, 13, 16] .
In this paper we investigate a new type of boundary value problems of multi-term fractional di erential equations and nonlocal three-point boundary conditions. Precisely, we consider the following problem:
x( ) = , x(η) = , x( ) = , < η < ,
where c D q denotes the Caputo fractional derivative of order q, f : [ , ]×R → R is a given continuous function and a i (i = , , ) are real positive constants. We prove the existence of solutions for the problem (1)- (2) by means of Krasnoselskii's xed point theorem and Leray-Schauder nonlinear alternative, while the uniqueness of solutions is established by Banach xed point theorem. These results are presented in Section 3. An auxiliary lemma concerning the linear variant of (1)-(2) and some de nitions are given in Section 2. Section 4 contains illustrative examples for the main results.
Basic results
We begin this Section with some de nitions [10] .
De nition 2.1. The Riemann-Liouville fractional integral of order τ > of a function h : ( , ∞) → R is de ned by
provided the right-hand side is point-wise de ned on ( , ∞), where Γ is the Gamma function.
De nition 2.2. The Caputo derivative of order τ for a function h
Property 2.1. With the given notations, the following equality holds:
where c i (i = , ..., n − ) are arbitrary constants.
The following lemma facilitates the transformation of the problem (1)-(2) into a xed point problem.
Lemma 2.1. For any y ∈ C([ , ], R), the solution of linear multi-term fractional di erential equation
supplemented with the boundary conditions (2) is given by
where
, and η,
Proof. Case (i): a − a a > .
Applying the operator I q on (4) and using (3), we get
where c is an arbitrary constant. By the method of variation of parameters, the solution of (11) can be written as
where m and m are given by (8) . Using x( ) = in (12), we get
which together with the conditions x( ) = and x(η) = yields the following system of equations in the unknown constants c and c :
Solving the above system together with the notations (8), we nd that
Substituting the value of c and c in (13), we obtain the solution (5) . The converse of the lemma follows by direct computation. The other two cases can be treated in a similar manner. This completes the proof.
Existence and Uniqueness Results
Let 
where the operator J : C → C is given by
where Φ(·), σ (t) and σ (t) are de ned by (8) .
where the operator H : C → C is given by
where Ψ(·), ψ (t) and ψ (t) are given by (9) .
where the operator K : C → C is given by
where Ω(·), φ (t) and φ (t) are de ned by (10) .
In the sequel, for the sake of computational convenience, we set
|φ (t)|,
Before presenting our rst existence result for the problem (1)- (2), let us state Krasnoselskii's xed point theorem [11] that plays a key role in its proof.
Theorem 3.1. (Krasnoselskii's xed point theorem). Let Y be a bounded, closed, convex, and nonempty subset of a Banach space X. Let F and F be the operators satisfying the conditions: (i) F y + F y ∈ Y whenever y , y ∈ Y; (ii) F is compact and continuous; (iii) F is a contraction mapping. Then there exists y ∈ Y such that y = F y + F y.
In the forthcoming analysis, we need the following assumptions:
Theorem 3.2. Let f : [ , ] × R → R be a continuous function satisfying the conditions (A ) and (A ). Then the problem (1)-(2) has at least one solution on [ , ] provided that (i) λ < for a − a a > , where λ is given by (20);
(ii) µ < for a − a a = , where µ is given by (21); (iii) ρ < for If a − a a < , where ρ is given by (22).
Proof. (i) Setting sup t∈[ , ] |ϑ(t)| = ϑ and choosing
we consider a closed ball Br = {x ∈ C : x ≤ r }. Introduce the operators J and J on Br as follows:
Observe that J = J + J . For x, y ∈ Br , we have
where we used (23). Thus J x + J y ∈ Br . Using the assumption (A ) together with the condition λ < , we can show that J is a contraction as follows:
Note that continuity of f implies that the operator J is continuous. Also, J is uniformly bounded on Br as
. Now we prove the compactness of operator J . We de ne sup (t,x)∈[ , ]×Br |f (t, x)| = f . Then, for < t < t < , we have
independent of x. Thus J is relatively compact on Br . Hence, by the Arzelá-Ascoli Theorem, J is compact on Br . Thus all the assumptions of Theorem 3.1 are satis ed. So, by the conclusion of Theorem 3.1, the problem (1)- (2) has at least one solution on [ , ] .
(ii) Let us consider Br = {x ∈ C : x ≤ r }, where sup t∈ [ , ] |ϑ(t)| = ϑ and
Introduce the operators H and H on Br as follows:
Observe that H = H + H . For x, y ∈ Br , we have
where we used (26). Thus H x + H y ∈ Br . Using the assumption (A ) together with µ < , it is easy to show that H is a contraction. Note that continuity of f implies that the operator H is continuous. Also, H is uniformly bounded on Br as
Now we prove the compactness of operator H . For that, let sup (t,x)∈[ , ]×Br |f (t, x)| = f . Thus, for < t < t < , we have 
we consider Br = {x ∈ C : x ≤ r }. De ne the operators K and K on Br as follows:
Observe that K = K + K . For x, y ∈ Br , as before, it can be shown that K x + K y ∈ Br . Using the assumption (A ) together with ρ < , we can show that K is a contraction. Also, K is uniformly bounded on Br as
Fixing sup (t,x)∈[ , ]×Br |f (t, x)| = f , we have 
− (α/β) sin β(t − t )e −α(t −t ) − cos β(t − t )e −α(t −t )
, which is independent of x and tends to zero as t − t → ( < t < t < ). Thus, employing the earlier arguments, K is compact on Br . In view of the foregoing arguments, it follows that the problem (1)- (2) has at least one solution on [ , ] . The proof is completed. Now we establish the uniqueness of solutions for the problem (1)- (2) by means of Banach's contraction mapping principle.
Theorem 3.3. Assume that f : [ , ] × R → R is a continuous function such that (A ) is satis ed. Then the problem (1)-(2) has a unique solution on [ , ] if (i) λ < for a − a a > , where λ is given by (20);
Proof. (i) Let us de ne sup t∈[ , ]
|f (t, )| = M and select κ ≥ λM − λ to show that JBκ ⊂ Bκ , where Bκ = {x ∈ C : x ≤ κ } and J is de ned by (15) . Using the condition (A ), we have
Then, for x ∈ Bκ , we obtain 
which clearly shows that Jx ∈ Bκ for any x ∈ Bκ . Thus JBκ ⊂ Bκ . Now, for x, y ∈ C and for each t ∈ [ , ], we have
where λ is given by (20) and depends only on the parameters involved in the problem. In view of the condition < /λ, it follows that J is a contraction. Thus, by the contraction mapping principle (Banach xed point theorem), the problem (1)- (2) with a − a a > has a unique solution on [ , ] .
(ii) Let us de ne sup t∈ [ , ] |f (t, )| = M and select κ ≥ µM − µ . As in (i), one can show that HBκ ⊂ Bκ , where H is de ned by (17). Also, for x, y ∈ C and for each t ∈ [ , ], we can obtain
where µ is given by (21). By the condition < /µ, we deduce that the operator H is a contraction. Thus, by the contraction mapping principle, the problem (1)- (2) with a − a a = has a unique solution on [ , ] .
(iii) Letting sup t∈ [ , ] |f (t, )| = M and selecting κ ≥ ρM − ρ , it can be shown that KBκ ⊂ Bκ , where Bκ = {x ∈ C : x ≤ κ } and K is de ned by (19). Moreover, for x, y ∈ C and for each t ∈ [ , ], we can nd that
where ρ is given by (22). Evidently, it follows by the condition < /ρ that K is a contraction. Thus, by the contraction mapping principle, the problem (1)- (2) with a − a a < has a unique solution on [ , ] . This completes the proof.
The next existence result is based on Leray-Schauder nonlinear alternative [8] , which is stated below.
Theorem 3.4. (Nonlinear alternative for single valued maps). Let Y be a closed, convex subset of a Banach space X and V be an open subset of Y with ∈ V . Let G : V → Y be a continuous and compact (that is, G(V) is a relatively compact subset of Y) map. Then either G has a xed point in V or there is a v ∈ ∂V (the boundary of V in Y) and ε ∈ ( , ) with u = εG(u).
In order to establish our last result, we need the following conditions. (H )There exist a function g ∈ C([ , ], R + ), and a nondecreasing function Q : 
Next we show that J maps bounded sets into equicontinuous sets of C. Let t , t ∈ [ , ] with t < t and y ∈ B ζ , where B ζ is a bounded set of C. Then we obtain
which tends to zero as t − t → independently of x ∈ B ζ . From the foregoing arguments, it follows by the Arzelá-Ascoli theorem that J : C → C is completely continuous. The proof will be complete by virtue of Theorem 3.4 once we establish that the set of all solutions to the equation x = θJx is bounded for θ ∈ [ , ]. To do so, let x be a solution of x = θJx for θ ∈ [ , ]. Then, for t ∈ [ , ], we get 
which on taking the norm for t ∈ [ , ], yields
In view of (H ) − ( , λ), there is no solution x such that x ̸ = K . Let us set
As the operator J : U → C is continuous and completely continuous, we infer from the choice of U that there is no u ∈ ∂U such that u = θJ(u) for some θ ∈ ( , ). Hence, by Theorem 3.4, we deduce that J has a xed point u ∈ U which is a solution of the problem (1)- (2).
(b) As in part (a), it can be shown that the operator H : C → C de ned by (17) maps bounded sets into bounded sets in C = C([ , ], R). For that, let ζ be a positive number and let B ζ = {x ∈ C : x ≤ ζ } be a bounded set in C. Then we have
In order to show that H maps bounded sets into equicontinuous sets of C, let t , t ∈ [ , ] with t < t and x ∈ B ζ , where B ζ is a bounded set of C. Then we get
which tends to zero as t − t → independently of x ∈ B ζ . As argued before, H : C → C is completely continuous. To show that the set of all solutions to the equation x = θHx is bounded for θ ∈ [ , ], let x be a solution of x = θHx for θ ∈ [ , ]. Then, for t ∈ [ , ], we nd that
In view of (H ) − ( , µ), there is no solution x such that x ̸ = K . Let us de ne
Since the operator H : U → C is continuous and completely continuous, there is no u ∈ ∂U such that u = θH(u) for some θ ∈ ( , ) by the choice of U . In consequence, by Theorem 3.4, we deduce that H has a xed point u ∈ U which is a solution of the problem (1)-(2).
(c) As in the preceding cases, one can show that the operator K de ned by (19) is continuous and completely continuous. We only provide the outline for the last part (a-priori bounds) of the proof. Let x be a solution of x = θKx for θ ∈ [ , ], where K is de ned by (19). Then, for t ∈ [ , ], we have
In view of (H ) − ( , ρ), there is no solution x such that x ̸ = K . Let us set U = {x ∈ C : x < K }.
As before, one can show that the operator K has a xed point u ∈ U , which is a solution of the problem (1)- (2) . This completes the proof. 
Examples
x( ) = , x( / ) = , x( ) = ,
Here, q = / , η = / , a = , a = , a = , a − a a = > , A is a positive constant to be xed later and f (t, x) = A (t + ) 
Example 4.2. Consider the multi-term fractional di erential equation
supplemented with the boundary conditions
Here, q = / , η = / , a = , a = , a = , a − a a = , B is a positive constant to be determined later and f (t, x) = B t + sin t + tan − x(t) . 
Example 4.3. consider the multi-term fractional boundary value problem given by
where, q = / , η = / , a = , a = , a = , a − a a = − < , C is a positive constant to be xed later and f (t, x) = C √ + t |x| + |x| + .
Clearly |f (t, x) − f (t, y)| ≤ (C/ ) |x − y|,
