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Метою роботи є аналіз роботи пірінгової мережі в якості системи 
обміну файлами, проведення загального огляду пірінгових мереж, виявлення 
проблем використання пірінгових мереж та пропонування рішення проблем. 
В даній роботі проведено огляд історії пінгових мереж, їх класифікація 
та характеристики, а також наведені тенденції їх розвитку. Розглянуто  
основні види проблем використання пірінгових мереж та проаналізовано 
методи їх вирішення. 
Розглядається доцільність застосування протоколу BitTorrent в 
пірінгових мережах, зокрема для вирішення їх проблем. Також було наведено 
приклади його використання у сучасних пірінгових мережах обміну даних. 
Проведено практичну реалізацію клієнтського додатку, що працює на 
базі протоколу BitTorrent. За рахунок конвеєрної обробки HTTP було 
збільшено пропускну здатність мережі. Проведено аналіз роботи додатку. 
Робота містить 63 сторінки та 11 рисунків. Було використано 15 
джерел. 
Ключові слова: пірінгова мережа, піри, вузли, Peer-to-Peer, 


















The aim of the work is to introduce an advanced BitTorrent client based on 
the Go programming language to solve the problem of low bandwidth. 
In this paper, we review the history of ping networks, their classification and 
characteristics, as well as trends in their development. The main types of problems 
of using peer-to-peer networks are considered and methods for solving them are 
analyzed. 
The feasibility of using the BitTorrent protocol in peer-to-peer networks was 
considered, in particular to solve their problems. Examples were also given of its 
use in modern peer-to-peer data exchange networks. 
A practical implementation of a client application based on the BitTorrent 
protocol was carried out. Through HTTP pipelining, network bandwidth has been 
increased. The analysis of the application. 
The work contains 63 pages and 11 drawings. 15 sources were used. 
Keywords: peer-to-peer networks, peers, nodes, Peer-to-Peer, peer-to-peer 
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ПЕРЕЛІК УМОВНИХ СКОРОЧЕНЬ 
 
ПЗ програмне забезпечення; 
P2P (Peer-to-Peer) – архітектура системи, в основі якої 
стоїть мережа рівноправних вузлів 
IP Internet Protocol – протокол  міжмережевого рівня 
TCP (Transmission Control Protocol) – протокол передачі 
даних; 
 UDP (User Datagram Protocol) – протокол в стеку TCP/IP; 
VPN  Virtual Private Network – віртуальна  приватна 
мережа; 
IPFS (InterPlanetary File System) – веб-протокол  
міжпланетної файлової системи 
FTP (File Transfer Protocol) – протокол передачі файлів 
мережею; 
GBFS схеми маршрутизації, з обмеженням  на кількість 
результатів; 
MFTP (Multisource File Transfer Protocol) – мережевий 
протокол передачі файлів; 
ПК персональний комп’ютер 
MAC-адреси (Media Access Control) – унікальний ідентифікатор, 
який присвоюється кожній одиниці активного 
обладнання або деяким їх інтерфейсам в 
комп'ютерних мережах Ethernet; 
DoS (Denial of Service) – відмова в обслуговуванні, 
хакерська атака на обчислювальну систему з метою 





TFRC (TCP Friendly Rate Control) – протокол для 
забезпечення узгодженості розподілу смуги при 
конкуренції з потоками TCP; 
VoIP (Voice over Internet Protocol) – технологія, яка 
забезпечує передачу голосу в мережах з пакетною 
комутацією по протоколу IP; 
АТС автоматична телефонна станція; 
BFS (Breadth First Search) – метод широкого первинного 
пошуку за ключовими словами; 
TTL (Time-to-level) – параметр часу життя запиту; 
RBFS (Random Breadth First Search) – метод випадкового 
широкого первинного пошуку за ключовими 
словами; 
ISM (Intelligent Search Mecha-nism) – інтелектуальний 
пошуковий механізм за ключовими словами; 
>RES  метод більшості результатів по минулій евристиці; 
DFS (Depth-first-search) – метод глибинного первинного 
пошуку за ключовими словами; 
RWA (Random Walkers algorithm) – методу випадкових 
блукань; 
APS (Adaptive Probabilistic Search) – метод адаптивного  
імовірнісного пошуку за ключовими словами; 
HTTP (HyperText Transfer Protocol) – протокол 
прикладного рівня передачі даних у вигляді 
гіпертекстових документів; 






JSON (JavaScript Object Notation) – текстовий формат 
обміну даними; 
URL (Uniform Resource Locator) – система уніфікованих 
адрес электронных ресурсов; 








Актуальність: В роботі розлянуто децентралізована, пірінгова або 
оверлайна (логічна комп'ютерна) мережа (Peer-to-Peer). Яка створена поверх 
іншої мережі та заснована на рівноправність учасників.  Запропоновано 
використання мережевого протоколу BitTorrent, який заснований на базі 
протоколу Peer-to-Peer , тому актуальність роботи полягає в його 
використанні для зменьшення черг при завантаженні файлів за рахунок 
розподілу сегментів між пірами. 
Мета роботи: аналіз пірінгової мережі в якості системи обміну 
файлами, провести загальний огляд пірінгових мереж, виявити проблеми 
використання пірінгових мереж та запропонувати рішення проблеми. 
Для досягнення мети було поставлено наступні задачі: 
1. Зробити огляд історії пірінгових мереж, їх класифікацію, 
переваги, недоліки та сучасні тенденції розвитку. 
2. Дослідити проблеми використання пірінгових мереж та сучасні 
методи вирішення проблем використання. 
3. Проаналізувати пірінгову мережу на базі протоколу BitTorrent, 
практично реалізувати клієнтський додаток для вирішення проблеми низької 
пропускної здатності. 
Теоретичний результат:  
Проведений огляд історії розвитку пірінгових мереж, огляд 
класифікації пірінгових мереж, визначені переваги та недоліки використання 
пірінгових мереж, на основі історії та недоліків запропоновані тенденції 
розвитку пірінгових мереж. 
Досліджені проблеми використання пірінгових мереж та сучасні 
методи вирішення проблем використання. 
Практичний результат: 
1. Написання програми на мові Go, яка є стандартною реалізацією 





2. Порівняно дві реалізації систем обміну даними: реалізація с 
послідовними запитами та реалізація з пайп-лайновими запитами. 
3. На основі отриманих результатів дослідження виділені основні 







АНАЛІЗ ПІРІНГОВИХ МЕРЕЖ, ЇХ КЛАСИФІКАЦІЯ ТА 
ТЕНДЕНЦІЇ РОЗВИТКУ 
 
1.1 Аналіз піріногових мереж 
В області інформаційних технологій, однорангова або пірінгова (P2P 
скор. Від англ. Peer-to-peer) мережа представлена групою пов'язаних між 
собою вузлів (учасників), які можуть обмінюватися певними даними і 
зберігати однакові копії цих даних. Кожен вузол є самостійним, 
рівноправним учасником (піром). Зазвичай, всі вузли мають однакову 
потужність і виконують одні й ті ж завдання. 
P2P-система підтримується розподіленою мережею користувачів. 
Зазвичай у них відсутній головний адміністратор або сервер, оскільки кожен 
вузол містить копію всіх файлів, виступаючи в якості клієнта і сервера для 
інших вузлів. Таким чином, кожен вузол може завантажувати файли з інших 
вузлів і і надавати файли для цих вузлів. Це є відмінною рисою P2P-мережі в 
порівнянні з іншими типами мереж, в яких пристрої завантажують файли з 
централізованого сервера. 
У однорангових мережах підключені пристрої обмінюються файлами, 
які зберігаються на їх жорстких дисках. Використовуючи програмні додатки, 
призначені для обміну даними, користувачі можуть завантажувати файли на 
інші пристрої в мережі. Після того, як користувач завантажив певний файл, 
він може виступати в якості його джерела. 
Іншими мовою, коли вузол виступає у ролі клієнта, він завантажує 
файли з інших вузлів в мережі. Але коли всі вузли працюють як сервер, вони 
є джерелом, з якого інші вузли можуть завантажувати дані. Однак на 
практиці обидві функції можуть виконуватися одночасно (наприклад, 
завантаження файлу A і завантаження файлу B). 
Оскільки кожен вузол зберігає, передає і отримує файли, тобто кожен 





працюють швидше і ефективніше, оскільки їх користувацька база 
збільшується. Крім того, розподілена архітектура робить такі системи дуже 
стійкими до різних кібератак. На відміну від традиційних моделей, у P2P-
мереж відсутня єдина точка відмови, оскільки кожен з вузлів, що приймаю 
участь в обміні даними виступає в ролі сервера і клієнта. 
P2P-архітектура підходить для різних варіантів використання, 
технологія стала популярною в 1990-х роках, коли були створені перші 
програми для обміну файлами. На сьогоднішній день однорангові мережі є 
основою для більшості криптовалют, що становлять більшу частину 
Blockchain-індустрії. Тим не менш, дана технологія використовуються і в 
інших розподілених обчислювальних додатках, включаючи пошукові 
системи, стрімінг-платформи, онлайн-ринки і веб-протокол міжпланетної 
файлової системи (IPFS скор. від англ. InterPlanetary File System). 
Однак такого поширенего використання пірінгові мережі набули не 
одразу, їх розвиток можна умовно поділити на 3 етапи. 
Етап 1. Мережі з великою централізацією 
Napster – файлообмінна мережа, створена Шоном Фаннінг, що 
функціонувала в період з червня 1999 по липень 2001, коли він відвідував 
університет Нортістерн в Бостоні. Napster – перша широко використовувана 
пірінгова мережа з файлообмінним сервісом. Однак сервіс був зупинений за 
рішенням суду, через передачу мережею музичних файлів, які порушували 
авторські права виконавців. Це призвело  до появи децентралізованих peer-to-
peer мереж, контролювати які набагато складніше. 
Основними причинами виникнення мережі стали: 
 новий аудіокодек, розроблений робочою групою інституту 
Фраунгофера, формату MPEG-1 Audio Layer 3. Цей формат дозволяє 





 бажання обійти обмеження на завантаження файлів, що неминуче 
виникали при викладанні файлів на FTP/HTTP сервери, а також, обмеження, 
що штучно накладалися власниками серверів з метою показу реклами. 
В результаті тривалої роботи над протоколом файлообмінної мережі 
Napster, в травні 1999 року проект був успішно реалізований у вигляді 
клієнтського додатку. Додаток Napster був необхідний для здійснення 
файлообміну, а також серверного ПЗ, що служило для синхронізації 
файлового обміну [1]. 
Після встановленя додатку Napster на комп'ютер, він перетворюв 
комп’ютер користувача на вузол файлообмінної мережі, дозволяючи 
завантажувати файли, якими ділилися інші користувачі, а також самостійно 
викладати файли в загальний доступ. Інформація про наявність в мережі тих 
чи інших файлів, про те, на яких вузлах мережі вони знаходиться, а також 
мета-дані файлів (наприклад ID теги, хеші), зберігалася централізовано 
серверним ПЗ, що було розташовано на сервері napster.com. 
Таким чином, механізм роботи мережі Napster виглядав наступним 
чином: 
1. Спочатку користувач відправляв запит на пошук необхідних файлів 
на центральний сервер; 
2. Центральний сервер, в разі наявності інформації про файли в базі 
даних, повідомляв клієнту адреси інших учасників мережі, які мають дані 
файли; 
3. Клієнт самостійно з'єднувався з необхідними учасниками для 
отримання потрібних даних. 
На рис.1.1 можна побачити принцип роботи централізованої мережі, де 
кожен з користувачів був пов’язаний з центральним сервером. Та клієнти що 






Рис. 1.1 Централізована модель 
Очевидно, що подібна централізація є недоліком мережі – в разі 
зупинки центрального сервера робиться неможливим пошук файлів 
всередині мережі, мережа розпадається на поодинокі вузли і припиняє 
існувати як єдине ціле. Саме це і стало причиною виходу з ладу мережі 
Napster після закриття центрального сервера за рішенням суду. 
За місяць після офіційного відкриття мережі Napster, додаток Napster 
було завантажено не менше 15000 разів. У наступні 2 роки кількість вузлів 
мережі досягла кількох мільйонів. 
Згодом відбувалася часткова децентралізація мережі. Незважаючи на 
одноранговість всіх користувачів мережі, які займалися файловим обміном, 
мережа залежила від одного центрального сервера, через який проходила вся 
інформація при файловому обміні. 
Етап 2. Децентралізовані мережі 
Gnutella перша файлообмінна мережа повністю децентралізована в 
рамках Інтернету. Мережа була створена компанією America Online. Мережу 
Gnutella монжна вважати нащадком мережі Napster, однак вони розрізняється 





Формування мережі відбувається, користувачі зв’язуються один з одним, 
після цього вони можуть обмінюватися даними. 
Перша версія програми побачила світ 14 березня 2000 року. Вона 
давала можливість користувачу шукати і обмінюватися файлами з іншими 
користувачами Gnutella без участі серверів. 
Пошук в Gnutella побудований на децентралізованій технології gPulp. 
Вся інформація про наявність в мережі файлах зберігається розподілено на її 
вузлах. Запити на пошук в такій мережі виконуються з використанням 
власної схеми маршрутизації GBFS (з обмеженням на кількість результатів, 
що повертаються і глибину пошуку). 
Зв'язність мережі досягається шляхом обміну інформацією між 
з'єднаними учасниками мережі про інші вузли мережі. Списки учасників 
об'єднуються в так звані Nodelist (від англ. Node – вузел, list – список), які 
складаються з пари виду «IP-адреса: порт», за допомогою яких можна 
з'єднатися з іншим вузлами мережі. 
Не дивлячись на своє бурхливе зростання на початку 2000-х років, 
сьогодні мережа Gnutella нараховує не більше мільона учасників. Це 
пов’язано з тим, що в мережі виникає проблема відсутності контролю 
коректності наданих вузлами даних іншим учасникам мережі і, зокрема, 
відповідності вмісту файлів їх метаданим, таких як опис, назва та коментарі. 
Ця вразливість була використана такими організаціями як RIAA, MPAA і 
MediaDefender, які стали масово здійснювати підробку захищених 
авторським правом популярних файлів, викладених в загальний доступ в цій 
мережі. Завдяки цьому затребуваність мережі для користувачів стала 
низькою, за рахунок значного зниження швидкості завантаження та пошуку 
потрібних їм файлів (оскільки захист від підробки результатів пошуку 
окремими вузлами не передбачений) [1]. 
Сьогодні в мережі Gnutella величезна кількість файлів є підробленими, 
і багато пошукових запитіів проходять через підроблені вузли, що 





Для вирішення цієї проблеми мережі Gnutella, приблизно через рік 
після її появи, OpenSource розробниками був створений новий протокол 
Gnutella2, який хоч і поліпшив пошук файлів і маркування файлів-підробок, 
але не вирішив проблему компрометації контенту представниками 
правовласників. 
Етап 3. Частково централізовані мережі 
Через кілька місяців роботи централізованих і повністю 
децентраліованних мереж, таких як Napster і Gnutella стало зрозуміло, що два 
протилежних, з точки зору ставлення до централізації, підходу мають безліч 
недоліків – в першому випадку це висока залежність від одного центрального 
сервера, у другому – неточність результатів пошуку і більш низька зв'язність 
та, відповідно, більш низька швидкість завантаження файлів в мережі. Крім 
того, в обох мережах стали з'являтися клієнти, які тільки завантажували 
інформацію, не віддаючи нічого натомість, що призводило до загального 
зниження швидкості завантаження і кількості контенту в мережі. 
Тому у лютому 2000 року компанія MetaMachine розробила принципово 
новий клієнт файлообмінної мережі – Edonkey2000, яка була покликана 
вирішити проблеми централізованих та децентралізованих мереж. 
Edonkey2000, розроблена на основі мережевого протоколу прикладного 
рівня MFTP, володіла такими особливостями: 
 наявність вузлів двох типів: звичайних клієнтських, що 
безпосередньо беруть участь у файлообміні, і серверних, призначених для 
індексування та пошуку файлів; 
 реалізація в клієнтських програмах принципу чесного 
файлообміну – швидкість завантаження файлів поставлена в залежність від 
швидкості їх віддачі іншим учасникам мережі; 
 ідентифікація файлів по хешу від їх вмісту для запобігання 





Таким чином, архітектура Edonkey2000 є свого роду компромісом між 
повністю централізованими і децентралізованими мережами, що дає 
можливість виробляти більш ефективний пошук файлів, поліпшити зв'язність 
мережі і спростити підключення до неї нових клієнтів. Наявність декількох 
десятків серверів, на відміну від Napster моделі з одним сервером, збільшує 
стійкість мережі до відключення окремих її серверів, зокрема за рахунок 
обміну даними між самими серверами з метою надання клієнтам актуального 
на даний момент списку активних серверів і динамічного перерозподілу 
навантаження на них. 
Для підключення до мережі Edonkey2000 було необхідно знати 
невеликий список адресів серверів. Як правило було досить постійного 
списку адрес серверів, підтримуваних розробниками. 
У порівнянні з попередніми версіями файлообмінних мереж, в 
клієнтських програмах Edonkey2000 реалізовані механізми, які не 
дозволяють клієнту завантажувати дані з великою швидкістю якщо він нічого 
не віддає в мережу. Однак, з часом, з'явилися альтернативні клієнти, в яких 
цей механізм був модифікований або відключений. Слід також зауважити, 
що в Edonkey2000 краще працюють механізми пошуку, в тому числі за 
рахунок обміну інформацією між серверами [1]. 
Перераховані поліпшення, в тому числі в архітектурі мережі, 
допомогли проіснувати їй дуже тривалий час, а після закриття основних 
вузлів за рішенням суду у вересні 2006 року, на базі клієнтських вузлів 
Edonkey2000 вже співіснувала мережа 5-го покоління, на котру закриття не 
вплинуло. 
Однак, не дивлячись на те, що були закриті лише кілька з серверів 
мережі, з'ясувалося, що велика частина користувачів мережі була підключена 
саме до них, що призвело з одного боку до суттєвого зростання навантаження 
на вцілілі сервери, а з іншого боку на сегментацію мережі. 
Отже, з часом, пірінгові мережі стали більш затребуваними та 





збільшення їх застосування необхідно було поділити їх на окремі типи 
пірінгових мереж, що призводить до появи їх класифікації. 
 
1.2 Класифікація та характеристики пірінгових мереж  
Розрізняють наступні види пірінгових мереж: 
 неструктуровані; 
 структуровані; 
 мережі для розподіленого зберігання інформації; 
 мережі для безпосереднього файлообміну; 
 для комунікації і співпраці; 
 системи баз даних; 
 гібридні P2P-мережі. 
 
Неструктуровані мережі не потребують певної, конкретної організації 
вузлів. Всі учасники випадковим чином контактують один з одним. В зв'язку 
з цим, подібні системи вважаються стійкими до активності заміни вузлів 
(тобто одні вузли приєднуються до мережі, в той час як інші її покидають). 
Незважаючи на простоту побудови, неструктуровані P2P-мережі 
можуть вимагати більш високого завантаження центрально процесора і 
оперативної пам'яті, оскільки пошукові запити відправляються максимально 
можливій кількості пірів (вузлів). Така архітектура має тенденцію 
переповнювати мережу запитами, особливо якщо невелика кількість вузлів 
пропонує бажану інформацію. 
У порівнянні з попереднім видом, структуровані мережі мають 
організовану архітектуру, що дозволяє вузлам ефективніше здійснювати 
пошук файлів, навіть якщо контент не є широко доступним. У більшості 
випадків це досягається за рахунок використання хеш-функцій, які 





У той час як структуровані мережі мають високу працездатність та 
продуктивність, вони як правило більше централізовані і вимогливі з точки 
зору установки і обслуговування. Крім того, така архітектура менш стійка, 
коли справа стосується високого рівня заміни вузлів [2]. 
Перевагою P2P є те, що завдяки розподіленій системі можна зменшити 
ширину смуги пропускання окремого каналу і відмовитися від використання 
великих потужностей для зберігання інформації в одному місці. Це 
досягається за рахунок можливості поділу файлів і навіть частин файлів в 
мережі. 
При вирішенні великих обчислювальних задач корпорацій і 
дослідницьких центрів виникають проблеми обробки великих масивів даних. 
Ідея P2P полягає у вирішенні таких завдань шляхом максимального 
розпаралелювання обчислень серед великої кількості рівноправних ПК по 
всьому Інтернету.  
Раніше обробка результатів досліджень залежала від потужності тих 
комп'ютерів, які були в розпорядженні наукових центрів. Тепер на основі 
розподілених обчислень створюється "віртуальний суперкомп'ютер", в якому 
можуть брати участь сотні тисяч ПК по всьому світу. 
Зазвичай, щоб взяти участь в проекті, власник ПК повинен спочатку 
переписати невелику програму з web-сторінки проекту. Після запуску 
скопійованого файлу проводиться установка програми, і вона автоматично 
починає роботу, а обчислення виконуються в ті моменти, коли є вільні 
обчислювальні ресурси. Після того як обробка порції даних завершується, 
при виявленні інтернет-з'єднання програма відсилає результати авторам 
проекту і запитує наступну порцію даних. 
Розподілені обчислення використовуються і всередині корпоративних 
мереж. За оцінками дослідників, в більшості компаній обчислювальні 
потужності і дискова пам'ять використовуються менш ніж на 25%. 
Використання цих неосвоєних ресурсів несе подвійну користь. По-перше, 





звичайні комп'ютери рівня підприємства. Результат – більш швидке 
вирішення завдань. По-друге, розподілені обчислювальні системи коштують 
менше, ніж виділені комп'ютери. Це вигідно для всіх типів організацій, 
незалежно від характеру обчислювальної інфраструктури. Крім того 
всередині корпорації простіше вирішуються питання безпеки. Наприклад 
компанія Intel використовує тисячі комп'ютерів своїх працівників в нічний 
час, для того щоб при моделювання мікросхем проводити різні складні 
обчислення, що вимагають великих обчислювальних потужностей. Пакет 
NetBatch, розроблений компанією, дозволяє ставити обчислювальні завдання 
в чергу і виконувати їх на більш ніж 10 тис. робочих станцій компанії в 25 
країнах. 
Розподіл обчислювальної потужності – це потужне рішення для 
широкого спектру проблем, пов'язаних з обчисленнями. Ця технологія знову 
звертається до ПК як до головного елементу клієнт-серверних систем рівня 
підприємства. 
Метою PTP-систем розподіленого зберігання інформації є об'єднання 
обчислювальних можливостей рівноправних вузлів для вирішення завдань з 
інтенсивними обчисленнями. Для цього завдання розбивається на ряд 
невеликих підзадач, які розподіляються за різними вузлами. Результат їхньої 
роботи повертається хосту. 
Якщо розглядати стек протоколів TCP/IP, то протокол P2P знаходиться 
на прикладному рівні. Тобто, P2P-мережа використовує протоколи 
транспортного рівня TCP або UDP для здійснення файлообміну між вузлами 
мережі. 
Клієнтський додаток може запитувати сервер або виділені вузли (за 
допомогою ID вузла), отримувати відповідь з інформацією про запитані 
файли, та розташування вузлів на яких зберігаються ці файли, після цього 
клієнтський додаток працює з цими вузлами. Останні реалізації клієнтів 
можуть здійснювати обмін службовою інформацією, будувати запити та 





ID вузла – унікальний ідентифікатор вузла, обчислюється він за 
допомогою хеш-функції з IP-адреси і додаткової інформації (імені 
комп'ютера, MAC-адреси мережевої карти і ін.), і присвоюється під час 
реєстрації вузла в мережі. 
Ключ ресурсу – унікальний ідентифікатор файлу або будь-якого іншого 
ресурсу – обчислюється за допомогою хеш-функції з імені файлу та його 
вмісту. 
Протоколи забезпечують рівний розподіл ключів ресурсів та 
ідентифікатори вузлів, що опублікували даний ресурс, за всіма 
зареєстрованими в мережі. Завдання пошуку (lookup) ресурсу зводиться до 
знаходження ID вузла, на якому зберігається ключ ресурсу [3]. 
Затребуваність мереж P2P обумовлене привабливістю характеристик 
даної технології – це децентралізація, розподіленість, самоорганізованість 
мережі. Окреслені принципи забезпечують такі переваги, як простота і 
низька ціна реалізації та підтримка роботи мережі, збільшення швидкості 
копіювання, масштабованість, потужність мережі та відмовостійкість. 
Лідерами за кількістю вузлів є мережі Bittorrent, eDonkey2000, Gnutella2, 
Gnutella. 
Ця категорія включає системи, що забезпечують інфраструктуру для 
прямих комунікацій і співпраці між рівноправними комп'ютерами, зазвичай в 
режимі реального часу. Прикладами можуть служити чат і служба миттєвих 
повідомлень. 
Приорітетною є розробка розподілених баз даних, заснованих на P2P-
інфраструктурі. Зокрема, було запропоновано локальна реляційна модель, що 
припускає, що набір всіх даних, що зберігаються в P2P-мережі, складається з 
несумісних локальних реляційних баз даних, взаємопов'язаних за допомогою 
«посередників», які визначають трансляційні правила і семантичні 





Гібридні P2P-мережі об'єднують традиційну модель з деякими 
аспектами однорангової архітектури. Завдяки цьому можна розробити 
центральний сервер, який спростить з'єднання між вузлами. 
Гібридна модель, як правило демонструє вищу загальну 
продуктивність. Вона зазвичай поєднує в собі деякі з основних переваг 
кожного з підходів і за рахунок цього досягаює високого рівня ефективності і 
децентралізації одночасно [2]. 
З огляду на потребу класіфікації пірінговіх мереж можна віділіті 
переваги та недолікиїх використання. 
 
1.3 Переваги, недоліки та тенденції розвитку пірінгових 
мереж 
Однією з головних переваг P2P мережі є велика масштабуємість 
мережі. Оскільки в мережах Р2Р відсутній центральний механізм, важливим 
завданням є підвищення масштабованості і надійності системи. 
Масштабованість визначає кількість систем можуть функціонувати 
одночасно, скільки користувачів може користуватися мережею, скільки 
пам'яті може бути використано. Надійність мережі визначається такими 
параметрами як кількість збоїв в роботі мережі, відношення часу простою до 
загального часу роботи, доступністю ресурсів і т.д. 
Також можна відмітити, що стійкість до змін в структурі мережі є 
важливою ознакою для P2P мережі. Немає чіткої межі між архітектурою P2P 
і клієнт-серверної архітектурою. Обидві моделі можуть бути побудовані з 
реалізацією будь-яких характеристик. Вони можуть виконуватися на різних 
платформах і обидві можуть служити в якості бази для додатків. 
Можна зауважити, що пірінгова архітектктура задіяна у технології 
Blockchain. Однорангова архітектура Blockchain надає користувачам безліч 
переваг. Одним з найбільш важливих є те, що такі мережі забезпечують 
більшу безпеку, на відміну від традиційного аналога клієнт-сервер. Розподіл 





несприйнятливою до атак типу «відмова в обслуговуванні» (DoS), від яких 
страждає велика частина систем [4]. 
Оскільки більшість вузлів повинні досягати узгодженості, перш ніж 
дані будуть додані в Blockchain, зловмисникові практично нереально внести 
будь-які зміни. І це насправді так, якщо мова йде про великі мережі, 
наприклад – Bitcoin. Невеликі Blockchain системи більш сприйнятливі до 
атак, через те, що суб'єкт або група осіб можуть в кінцевому рахунку 
отримати контроль над більшістю вузлів. 
В результаті чого, розподілена однорангова мережа, в поєднанні з 
обов'язковим погодженням більшості учасників забезпечує Blockchain  
системам відносно високу ступінь стійкості до зловмисної активності. 
Модель P2P є однією з причин, по якій Bitcoin зміг досягти належної 
відмовостійкості. 
Крім безпеки в кріптовалютних системах, використання однорангової 
архітектуридозволяє робити їх стійкими до цензури та недоступними для 
центральних органів влади. На відміну від стандартних банківських рахунків, 
кріптовалютні гаманці не можуть бути заморожені або анульовані урядом. 
Дана стійкість також поширюється на цензуру щодо приватних платформ по 
обробці платежів і публікації контенту [5]. 
Незважаючи на численні переваги, у однорангових мереж також є і 
певні недоліки. Серед перших з них можна виділити неможливість 
забезпечити повну анонімність. Складнощі з анонімністю випливають з 
природи пірінга. Оскільки передача даних відбувається безпосередньо, то 
через з'єднання, що встановлюються при завантаженні, можна дізнатися IP-
адресу комп'ютера, з якого відбувається завантаження. Для вирішення цієї 
проблеми є декілька варіантів вирішення. Так була створена система, при 
якій завантаження відбувалася через відкриті проксі сервера. Однак це 
викликало величезне навантаження на такі сервера в масштабах всього 
інтернету, тому від цієї системи довелося відмовитися. Інша ідея полягла у 





в пірингу. Потенційно така система може забезпечити високу анонімність, 
проте очевидно, що вона викличе великі навантаження на мережу та зайву 
витрату трафіку. 
Проблема з пошуком необхідної інформації випливає з анархічної 
природи пірінгових мереж. Назва файлів задається користувачами, тому одна 
і та ж інформація може мати різні позначення і навпаки, під одні і тим же 
назвою можуть бути абсолютно різні дані. Частково ця проблема вирішена 
декількома технічними прийомами. Так у багатьох мережах індексація даних 
відбувається не тільки за назвами файлів, а також по хеш-кодами, які 
однакові для ідентичних файлів. Іншим виходом стало створення незалежної 
системи перевірки контенту. Сайт-сховище торрентів перевіряє відповідність 
назви торрента його вмісту. 
Також існує проблема пов’язана з масштабованістю та 
широкомасштабною адаптацію технології Blockchain. Оскільки розподілені 
регістри повинні оновлюватися на кожному вузлі, а не на центральному 
сервері, додавання транзакцій в Blockchain потребує великої кількості 
обчислювальних ресурсів. Хоч це і забезпечує підвищену безпеку, в свою 
чергу значно знижується оперативність роботи, що є одним з основних 
перешкод, на шляху до масштабованості і широкомасштабної адаптації. 
Проте, криптографи і Blockchain-розробники вивчають альтернативні 
варіанти, які можуть бути використані в якості рішення для збільшення 
масштабованості. Відомі приклади: Lightning Network, Ethereum Plasma і 
протокол Mimblewimble [6]. 
Інший потенційний недолік пов'язаний з атаками, які можуть 
відбуватися під час кардинальної зміни роботи алгоритмів і самого коду 
(хардфорка). Оскільки більшість Blockchain  систем є децентралізованими і з 
відкритим вихідним кодом, групи вузлів можуть вільно копіювати і 
модифікувати код і після цього відділятися від основного ланцюжка, 
утворюючи нову паралельну мережу. Хардфоркі, в цілому, не передбачає 





належним чином, обидва ланцюжки можуть стати уразливими для атаки 
повторного відтворення. 
Більш того, розподілена природа P2P-мереж робить їх відносно 
важкими для контролювання і регулювання не тільки в сфері Blockchain. У 
зв'язку з цим декілька P2P-додатків і компаній були пов'язані з незаконною 
діяльністю і порушенням авторських прав. 
Наразі P2P-мережі є досить затребуваними і використовуваними у 
різних шалузях, тому необхідно відмітити тенденції розвитку пірінгових 
мереж та приклади їх використання. 
На ранніх стадіях розробки криптовалюти Bitcoin, Сатоши Накамото 
дав визначення для цього поняття. Bitcoin – це однорангова платіжна система 
електронних грошових коштів. Bitcoin був створений як цифрова форма 
грошей, які можуть передаватися від одного користувача до іншого за 
допомогою точок доступу та управлятися розподіленим регістром, що має 
назву Blockchain. 
В даному контексті, P2P-архітектура, яка властива технології 
Blockchain, дозволяє обмінюватися криптовалютою Bitcoin та іншими 
криптовалютами по всьому світу минаючи посередників і централізовані 
сервери. Крім того, будь-який бажаючий може приєднається і стати вузлом в 
мережі Bitcoin, якщо хоче брати участь в процесі перевірки і валідації блоків. 
Таким чином, в мережі Bitcoin відсутні банки, які займаються 
обробкою або реєстрацією всіх транзакцій. Замість цього, Blockchain працює 
в якості цифрового регістра, який публічно фіксує всю активність. На 
практиці, кожен вузол зберігає копію і порівнює її з копіями інших вузлів, 
щоб переконатися в точності даних. Таким чином, мережа швидко реагує на 
будь-які шкідливі дії або неточності [4]. 
В рамках кріптовалютних транзакцій, вузли можуть брати на себе різні 
обов'язки. Наприклад, повні вузли забезпечують безпеку мережі за 
допомогою перевірки транзакцій на відповідність до встановлених правил 





Кожен повний вузол підтримує оновлену копію Blockchain, що 
дозволяє брати участь у колективній роботі по перевірці істинного стану 
розподіленого регістра. 
В даний час спостерігається значний стрибок у розвитку однорангових 
мереж. За статистичними даними на кінець 2019 року обсяг трафіку, що 
генерується файлообмінними мережами на базі P2P-мереж, склав більше 70% 
всього мережевого трафіку. Найбільшого поширення однорангові мереж 
набули в системах, що обробляють великі обсяги даних і забезпечують 
індивідуальний обмін інформацією між користувачами, наприклад:  
 системи зберігання і розподілу інформації (Gnutella, eDonkey, 
BitTorrent); 
 системи розподілених обчислень (проекти на платформі Boinc); 
 системи IP-телефонії (Skype); 
 системи трансляції відео (Joost); 
 системи підтримки спільної роботи (Groove) [6]. 
В даний час телебачення знаходиться на межі поділу, відбувається 
зміна поколінь телевізійних технологій. Як завжди, виникають труднощі 
уніфікації стандартів. Традиційне телебачення базувалося на ієрархічних 
схемах доставки (від ТБ-центру по кабелю або ефіру до клієнтів). 
Компанії, які просувають на ринок Р2Р-ТВ-послуги пропонують 
безкоштовний доступ до каналів. Витрати провайдера послуг мінімізуються 
тим, що він практично не витрачає коштів на розвиток і підтримку 
інфраструктури (кабелі, передавачі, спеціалізоване обладнання, студії, сервіс 
і т.д.). Постачальник пропонує клієнтам, продукти вторинного ринку 
(фільми, музичні та розважальні програми та ін.). Дохід він отримує в 
основному від розміщення реклами. Провайдери використовують Інтернет і 
спеціалізоване програмне забезпечення, орієнтоване на Р2Р-технологію. Це 
програмне забезпечення завантажується в пристрої всіх клієнтів, що 





додаткову уразливість, яку можна бути позбутися використанням надійної 
системи аутентифікації [5]. 
Мережа розсилки телевізійних даних утворюється з пристроїв клієнтів, 
які можуть підключатися і відключатися від мережі, коли цього захочуть самі 
клієнти. 
Така мережа може мати топологію безлічі дерев або сітки, може 
використовувати в якості транспорту протоколи UDP або TFRC. У разі 
деревовидної топології кожен клієнт отримує субпотоки даних від декількох 
вузлів. При відключенні вузла від мережі, структура дерева перебудовується, 
при підключенні нового вузла – добудовується. У будь-якому випадку 
топологію доставки даних можна розглядати як топологію дерева, в одному 
випадку статичного, в інших – динамічного, яке змінює топологію після 
передачі кожного чергового сегмента даних. 
Принцип роботи такої технології дуже простий та практично в точності 
повторює принцип роботи звичайного торрент клієнта. Тобто дивлячись 
онлайн трансляцію телеканалу, в цей же самий час відправляється потік 
відеоданих іншому глядачеві, він приймає їх та одночасно віддає цей потік 
третьому клієнту і т.д. В результаті відеопотік йде до кожного глядача не з 
центральних серверів, а від таких же глядачів. Переваги використання даної 
технології – це практично необмежена пропускна здатність мережі, що 
виливається в майже необмежену кількість глядачів, і відсутність 
центральних серверів для роздачі контенту, висока якість трансляції відео. 
Тобто при організації мовлення через пірінгові мережі кожен 
користувач є як клієнтом, так і сервером одночасно. При перегляді 
користувачем відео контенту, цей контент зберігається у нього на жорсткому 
диску. Інший користувач підключається до основного, здійснює трансляцію 
сервера для отримання списку прилеглих клієнтів, які вже мають у себе 
завантажений необхідний відео контент. Якщо необхідний контент 





контент завантажується з довколишніх клієнтів, якщо немає, то необхідний 
контент завантажується з найближчого. 
Використання пірингової технології дозволяє істотно знижувати 
навантаження на мережу, зберігати якість переданого контенту, 
організовувати прямі трансляції з мінімальними затримками, які неможливі, 
наприклад, при супутниковому телебаченні. 
Технологія Blockchain привела до абсолютно нового технологічного 
зсуву, який повністю вписався в рух Р2Р. Зростання популярності цієї 
технології було пов'язано з появою Bitcoin в 2009 році. Blockchain увібрав в 
себе все, засвоєне при попередніх ітераціях Р2Р, і поліпшив це. Bitcoin 
захопив найважливішу частину ринку – гроші ввів цю частину в світ Р2Р, 
створивши пірингову систему електронних грошей. З розвитком Blockchain-
технології сервіси, які є частиною економіки спільної участі, можуть 
набувати децентралізовану структуру. Проекти на основі Blockchain, такі як 
Tatau, Sia і ShareRing, є прикладами цього зсуву в Р2Р-соедіненіях. Теперь 
піри можуть не тільки мати доступ до інформації з Р2Р-мережі. Завдяки 
Blockchain ними можна сплачувати послуги і товари [4]. 
Варіанти реалізації розподілених систем зберігання приватних даних 
з'явилися нещодавно завдяки появі нових засобів, таких як адаптовані 
алгоритми розосередження інформації (IDA), алгоритми зберігання і 
можливості отримання даних (PDP, POR), Blockchain-технології. Варто 
зазначити, що централізовані рішення і децентралізовані системи обробки 
даних на основі P2P-мереж доповнюють один одного. Наприклад, якщо дані 
вимагають велику обчислювальну потужність, доцільніше зберігати їх в 
централізованій системі, поруч (в мережевому сенсі) з суперкомп'ютером, на 
якому вони будуть оброблятися [4]. 
Пірінгові мережі є досить використовуваними і в IP-телефонії. В даний 
час IP-телефонія має два підходи. Перший підхід – кінцевий користувач 
підписується на послугу VoIP від оператора IP-телефонії. Користувач 





з'єднання, а оператор впроваджує інфраструктуру IP-телефонії, до якої він 
підключається. Другий підхід IP-телефонії – Peer-to-Peer архітектура. 
Інфраструктура IP-телефонії в основному складається з оверлейной мережі, 
утвореної вузлами IP-телефонії. 
Було розглянуто новий підхід впровадження Peer-to-Peer в 
корпоративну IP-телефонію. 
Компанією «Сімвей» було створено перший в світі офісний телефон, 
яким для роботи всередині корпоративної мережі не потрібні класичні АТС, 
сервери або хмари. Кожен з цих апаратів, які отримали найменування 
Symway P2P Phone, функціонально являють собою самостійну міні-АТС. При 
об'єднанні їх в мережу реалізовуються принципи так званої пирингової 
архітектури [7]. 
У піринговій мережі немає центрального елемента, вихід з ладу якого 
міг би обрушити всю систему цілком. Тому така мережа з рівноправних 
елементів-телефонів, на відміну від будь-яких втілень класичної клієнт-
серверної архітектури, є набагато більш стійклю системою і не має обмежень 
щодо масштабування. 
Дана технологія дозволяє організаціям, які впроваджують пиринговий 
телефоний зв’язок, значно заощадити на обладнанні та регулярних платежах 
за хмарні сервіси. Також P2P-телефонія може поліпшити масштабованість і 
живучість в разі відключення центральної мережі. 
 
Висновки: 
На основі аналізу пірінгових мереж, можна зробити висновок, що на 
розвиток даного типу мереж сильно вплинули розвиток музичних кодеків та 
внутрішня політика власників централізованих файлових серверів. 
Найбільшого поширення однорангові мереж набули в системах, що 
обробляють великі обсяги даних і забезпечують індивідуальний обмін 
інформацією між користувачами. Через необхідність певних конфігурацій 





структуризації, методам роботи з файлами та сферах застосування. Серед 
переваг пірінгових мереж необхідно виділити велику масштабованість 
системи, стійкість до змін у внутрішній структурі та здатність зменшувати 
навантаження на мережу. Серед недоліків можна віднести проблему 
анонімності в мережі та часткову залежність від клієнтів мережі. В даній 
роботі буде розглянутий приклад застосування пірінгової мережі в якості 
системи зберігання і розподілу інформації BitTorrent у якості 







ПРОБЛЕМИ ВИКОРИСТАННЯ ПІРІНГОВИХ МЕРЕЖ ТА 
МЕТОДИ ЇХ ВИРІШЕННЯ 
 
2.1 Аналіз проблем використання пірінгових мереж  
Поперше було розглянуто проблему організації ефективного пошуку і 
можливості фальсифікації ID вузлів. Можливість підробки серверів 
зберігання фрагментів та вузлів при відсутності засобів перевірки 
коректності  службових повідомлень, що пересилаються, э досить 
поширеною при використанні пірінгових мереж. З огляду на обмін вузлами 
інформацією, підробка деяких вузлів або серверів призведе до компрометації 
всієї або частини мережі. Закрите програмне забезпечення клієнтів і серверів 
не є вирішенням проблеми, з огляду на можливості для реінжинірингу 
протоколів і програм. Виділені вузли, сервери і звичайні вузли періодично 
проводять обмін між собою інформацію, яка верифікує дані, додаючи 
підроблені сервери або вузли в чорний список блокування доступу [5]. 
У більшості пірінгових мереж, націлених на обмін файлами, 
використовується декілька видів сутностей, яким приписуються відповідні 
ідентифікатори (ID): вузли (peer) і ресурси, які характеризуються ключами 
(key), тобто мережа може бути представлена двовимірною матрицею 
розмірності NR, де N – кількість вузлів, R – кількість ресурсів. В даному 
випадку завдання пошуку зводиться до пошуку вузла, на якому зберігається 
хеш-ключ ресурсу. Повертаючись до пункту 1.2, де визначається 
класифікація пірінгових мереж, було розглянуто завдання організації 
ефективного пошуку ресурсу (lookup) на прикладі P2P-мережі для 
безпосереднього файлообміну.  
На рис. 2.1 наведено приклад P2P-мережі, що працює згідно протоколу 
DHT Kademlia. До мережі, що здатна обслуговувати 16 вузлів і 16 ресурсів, 
приєдналися 7 вузлів (позначені на рис. 2.1 зеленими колами), які поділяють 





з адресами вузлів, що їх опубліковали (адреси на малюнку не показані) 
рівномірно розподілені між вузлами мережі. 
На рис. 2.1. представлений процес пошуку ресурсу з ключем 14, що 
запускається з вузла ID0, тобто визначається які ключі зберігаються і на яких 
вузлах. 
В даному випадку з вузла ID0 запускається пошук ресурсу з ключем 14. 
Запит виконується згідно певного маршруту і досягає вузла, що містить ключ 
14. Далі вузол ID14 відправляє на ID0 адреси всіх вузлів, що містять ресурс, 
відповідний до ключа 14. 
 
 






Ціллю вузла з ID 0 є пошук ресурса, відповідного ключу 14, для цього 
необхідно виконати пошуковий запит. Запит проходить певний маршрут до 
вузла, що містить ключ 14. Далі ідентифікатор вузла 14 відправляє вузлу ID 
0, адреси всіх вузлів, що містять ресурс, еквівалентний ключу 14. 
Щодо можливості фальсифікації ID вузлів, було розглянуто модель 
гібридної пиринговой мережі з виділеними вузлами (рис. 2.2), що зв'язують 
окремі вузли і забезпечують ведення пошукових каталогів. 
 
Рис. 2.2 Гібридна пірінгова мережа з виділеними серверами 
 
У моделі передбачалося, що існує N вузлів, кожен з яких логічно 
пов'язаний в середньому з n (n << N) кількістю вузлів. Для забезпечення 
пошуку існує M пошукових вузлів, кожен з яких, в свою чергу, з'єднаний з 





Обсяги каталогів розподілені відповідно до експоненціальних законів, тобто 
i-й пошуковий каталог з'єднаний з k exp {ai} вузлами, де k і a – деякі 
константи. Така закономірність розподілу пошукових вузлів на практиці є 
досить розповсюдженою. 
Завдання аналізу уразливості полягала в тому, щоб зрозуміти яким 
чином порушиться інформаційна зв'язність пиринговой мережі при виведенні 
з ладу деякої кількості провідних пошукових каталогів. 
Отримані розрахунки підтвердили високу інформаційну стійкість 
пірінгової мережі (побудованої відповідно до даних критеріїв) до видалення 
випадкових пошукових вузлів. Разом з тим, дуже висока залежність від 
видалення найбільших вузлів, що призводить до експоненціального 
зниження таких показників, як мінімальна довжина шляху між вузлами і 
коефіцієнт кластерності [3]. 
Також було вивчено проблему анонімності та безпеки інформації під 
час передачі даних в пірінгових мережах. Складнощі з анонімністю 
випливають з природи пірінга: оскільки передача даних відбувається 
безпосередньо, то через з'єднання, що встановлюються при завантаженні, 
можна дізнатися IP-адресу комп'ютера, з якого відбувається завантаження 
[5]. 
Захист розподіленої мережі від хакерських атак, ботнетів, вірусів і 
«троянських коней» є досить складним завданням. Найчастіше інформація з 
даними про учасників P2P-мереж зберігається у відкритому вигляді, 
доступному для перехоплення. 
Проблема безпеки інформації, що передається в файлообмінних 
мережах на сьогоднішній день є досить актуальною. Заборона на доступ 
співробітників до P2P-мереж з робочих комп'ютерів не вирішує цієї 
проблеми, оскільки співробітники працюють з конфіденційною інформацією 
на особистих пристроях. Таким чином, корпоративні дані легко можуть 
потрапити в пірінгові мережі. Останнім часом ця проблема набуває все 





продовжує зростати. Так само, велика кількість клієнтських додатків і їх 
модифікацій розробляються зловмисниками: зокрема, багато хто з них не 
дозволяє вказати, які саме папки користувача будуть доступні в пиринговой 
мережі, і роблять доступними всі дані на носії. 
Через постійну взаємодію користувачів в процесі файлових операцій, 
виникає проблема складності управління мережею, а саме проблемм 
пов’язані з стабільністью, продуктивністью і необхідністю підтримувати 
інфраструктуру для захисту від втручання зловмисників. 
Зі зростанням популярності пірінгових мереж виникла наступна 
проблема, пов’язана з межами росту мережі. Сьогодні найпопулярнішою 
мережею обміну файлами є пірінгова мережа BitTorrent. Відмінною рисою 
цієї мережі є те, що завантажувати файли в ній можна тільки за умови віддачі 
своїх файлів натомість (тобто, користувачі повинні ділитися своїми файлами 
між собою). Центральні сервери, які називають трекерами, дозволяють 
розподіляти рівномірно навантаження між користувачами, що завантажують 
дані. Тобто, завантаження йде не тільки від вузла, що роздає інформацію 
(такий вузол називають сідером), але і від тих вузлів, які завантажують в 
даний момент файли (такі вузли називають лічерами). У нових версіях 
протоколу були розроблені безтрекерні системи. Відмова трекера в таких 
системах не виклакає припинення роботи всієї мережі. Така схема мала б 
допомогти позбутися від головної проблеми всіх пірінгових мереж – межами 
зростання мережі [5]. 
Модель потокової передачі даних через пірінгові мережі відрізняється 
від прийнятого в файловому обміні тим, що блоки даних генеруються 
динамічно і мають бути доставлені до кінцевого одержувача в тому ж 
порядку. Саме тому на цьому етапі виникає проблема низької пропускної 
здатності мережі. Кожен вузол пірінгової мережі зберігає деяку кількість 
отриманих даних щоб передавати їх іншим вузлам через підтримувані 
з'єднання. Якість обслуговування при цьому полягає в забезпеченні 





2.2 Методи вирішення проблем пірінгових мереж  
Для вирішення проблеми організації ефективного пошуку і можливості 
фальсифікації ID вузлів було розглянуто алгоритми пошуку в пірінгових 
мережах, за допомогою методів пошуку за ключовими словами. 
Отже, першим було розглянуто метод широкого первинного пошуку 
(Breadth First Search, BFS), який має широке застосування в реальних 
файлообмінних мережах P2P, таких як, наприклад, Gnutella. Метод BFS (рис. 
2.3) в пірінговій мережі з розмірністю N реалізується в такий спосіб. Вузол q 
генерує запит, який адресується до всіх сусідніх вузлів (найближчим, за 
деякими критеріями, вузлів). При отриманні запиту, виконується пошук в 
межах його локального індексу. Якщо деякий вузол приймає запит (Query) і 
оброблює його, то він генерує повідомлення QueryHit для подальшого 
повернення результату запиту. Повідомлення QueryHit включає інформацію 
про релевантні документи, яка доставляється по мережі вузлу-запитувачу. 
У випадку отримання QueryHits від більш ніж одного вузла, є 
можливість завантаження файлу з найбільш доступного ресурсу. 
Повідомлення QueryHit повертаються так само як і початковий запит.. 
У BFS через передачу запитів по всім вузлам запити викликають 
велике навантаження мережі. Тому вузол з низькою пропускною 
спроможністю може стати вразливим місцем. Однак є метод, що дозволяє 
уникнути перевантаження всієї мережі повідомленнями. Він полягає в 
приписуванні кожному запиту параметра часу життя (time-to-level, TTL). 
Параметр TTL визначає максимальне число переходів, за яким можна 
пересилати запит [9]. 
При типовому пошуку початкове значення для TTL становить зазвичай 
5-7, яке зменшується кожного разу, коли запит пересилається на черговий 
вузол. При TTL рівному 0, то повідомлення більше не буде відправлено. BFS 






Рис. 2.3 Метод BFS 
 
Метод випадкового широкого первинного пошуку (Random Breadth 
First Search, RBFS) був запропонований як поліпшення підходу BFS. У 
методі RBFS (рис. 2.4) вузол q пересилає пошуковий припис тільки частині 
вузлів мережі. Яка саме частина вузлів отримує пошукове припис 
вибирається у випадковому порядку і є параметром методу RBFS. Перевага 
RBFS полягає в відсутності необхідності загальної інформації про стан 
контенту. З іншого боку, цей метод є імовірнісним. Тому деякі великі 
сегменти мережі можуть виявитися недосяжними (unreachable) [10]. 
 
Рис. 2.4. Метод RBFS 
 
Новий метод пошуку в мережах P2P – інтелектуальний пошуковий 
механізм (Intelligent Search Mechanism, ISM) (рис. 2.5). З його допомогою 
досягається підвищення швидкості і ефективності пошуку інформації. Цу 
викликано через мінімізацію витрат на зв'язок, тобто на загальну кількість 





опитуються для кожного пошукового запиту. Щоб досягти цього, для 
кожного запиту вибираються лише ті вузли, які найбільше відповідають 
даному запиту. 
Механізм інтелектуального пошуку складається з двох компонентів: 
 профайлу, що містить останні відповіді кожного вузла та який 
вузол q будує для кожного з сусідніх вузлів; 
 механізму ранжирування профайлів вузлів (рангу релевантності). 
Ранг релевантності використовується, щоб вибрати сусідів, які будуть давати 
найбільш релевантні документи на запит. 
Метод ISM ефективно працює в мережах, де вузли містять деякі 
спеціалізовані відомості. Зокрема, дослідження мережі Gnutella показує, що 
якість пошуку дуже залежить від «оточення» вузла, c якого надходить запит. 
Ще одна проблема в методі ISM полягає в тому, що пошукові повідомлення 
можуть зациклюватися і не можуть досягти деяких частин мережі. Щоб 
вирішити цю проблему, зазвичай вибирається невелика випадкова 
підмножина вузлів, яка додається до набору релевантних вузлів для кожного 
запиту. В результаті механізм ISM став охоплювати більшу частину мережі 
[11]. 
 
Рис. 2.5. Метод ISM 
 
У методі більшості результатів по минулій евристиці (>RES) кожен 
вузол пересилає запит подмножені своїх вузлів, створеному на підставі 





    Запит в методі >RES є задовільним, якщо видається Z або більше 
результатів (Z – деяка стала). У метод >RES вузол q пересилає запити до k 
вузлів, що видали найбільші результати для останніх m запитів. Значення k 
змінювалося від 1 до 10, і таким шляхом метод >RES варіювався від BFS до 
підходу глибинного первинного пошуку (Depth-first-search, DFS). 
 
   Метод >RES подібний до методу ISM, який розглядався раніше, але 
використовує більш просту інформацію про вузли. Його головний недолік в 
порівнянні з ISM – відсутність аналізу параметрів вузлів, зміст яких 
пов'язаний із запитом. Тому метод >RES характеризується скоріше як 
кількісний, а не якісний підхід. Метод >RES доцільно використовувати тому, 
що він маршрутизує запити в великі сегменти мережі (які, можливо, також 
містять більш релевантні відповіді). Він також захоплює сусідні вузли, які 




Рис. 2.6. Метод >RES 
 
Ключова ідея методу випадкових блукань (Random Walkers algorithm, 
RWA) полягає в тому, що кожен вузол випадковим чином пересилає 
повідомлення з запитом, одному зі своїх сусідніх вузлів. Щоб скоротити час, 
необхідний для отримання результатів, пересилаєть одразу k запитів, де k – 





   Очікується, що k запитів після T кроків досягне тих же результатів, 
що і один запит за kT кроків. Цей алгоритм має спільний процес роботи з 
RBFS, але в RBFS очікується експоненціальне збільшення повідомлень, що 
пересилаються, а в методі випадкових блукань – лінійне збільшення 
повідомлень, що пересилаються. Обидва методи – і RBFS, і RWA – не 
використовують ніяких явних правил, щоб адресувати запит до найбільш 
релевантного змісту [12]. 
Метод адаптивного імовірнісного пошуку (Adaptive Probabilistic Search, 
APS) подібний до методу RWA. В APS кожен вузол розгортає локальний 
індекс, що містить значення умовних ймовірностей для кожного сусіда, який 
може бути обраний для наступного переходу для майбутнього запиту. 
Головна відмінність від RWA в даному випадку – це те, що в APS вузол 
використовує зворотний зв'язок від попередніх пошуків замість повністю 
випадкових переходів. 
Для вирішення проблеми анонімності та безпеки інформації було 
запропоновано кілька виходів. Так була створена система, при якій 
завантаження відбувалося через відкриті проксі сервери. Однак це викликало 
величезне навантаження на такі сервери в масштабах всього інтернету, тому 
від цієї системи довелося відмовитися. 
Захист і анонімність мереж часто забезпечені додатковими 
неприємностями у вигляді шпигунських програм. Необхідно користуватися 
деякими програмами, щоб убезпечити себе. Також можна захистити себе 
додатково за допомогою ще декількох засобів. 
Наприклад, можна використовувати засіб для збереження 
конфіденційності РеегGuardian. Дана програма актуальна для тих, хто боїться 
переслідування з боку компаній – власників авторських прав. Даний 
програмний продукт блокує доступ з адресів, внесених в базу, що щодня 
оновлюється, які представляють інтереси супротивників пірінгових мереж. 





Так само для збереження конфіденційності та забезпечення анонімності 
можна використовуват програму Ad-Aware. Цей програмний продукт також є 
ефективним захистом від різної агресивної реклами та шпигунських додатків. 
Для того щоб уникнути небезпеки в корпоративних пірінгових 
мережах, слід намагатися максимально уважно відслідковувати можливу 
появу в пірінгових мережах інформації і даних, що відносяться до приватних 
даних компанії.  
Для вирішення проблем складності управління пірінговими мережами 
зазвичай використовують додаткові ресурси апаратного і програмного 
забезпечення, які підтримують необхідний рівень продуктивності і безпеки і 
вимагають додаткового налашиування та обслуговування, на відміну від 
клієнт-серверних систем. 
Часто при завантаженні будь-якого файлу через пірингову мережу 
можна побачить повідомлення про помилку наступного змісту: «Перевищено 
максимальну колічествово торрентів». Це пов'язано з тим, що більшість 
трекер-серверів накладають обмеження на кількість одночасно 
завантажуваних торрентів. Завдяки цьому можна вирішити проблему 
складності управління пірінговими мережами. 
Більшість користувачів вікорістовує пірінг виключно для завантаження 
контенту на свій комп'ютер, але не надає своїх файлів іншим користувачам, 
таких користувачів називають «лічер» (англ. Leech – п'явка) – пір, що не має 
поки всіх сегментів, тобто який продовжує завантаження, або вже закінчив 
завантаження обраних частин роздачі. 
Через постійні спроби користувачів отримати більше файлів, ніж вони 
можуть надати, трекер може блокувати такі вузли на сервері, що тягне за 
собою створення нових вузлів даними клієнтами. Завдяки цьому межі мережі 
розширюються. Безтрекерні системи дозволяють уникнути проблеми 
кордонів зростання мережі за рахунок можливості завантажувати необхідну 
кількість інформації не додаючі нову натомість. Однак зловживання такою 





Було розглянуто вирішення проблем низької пропускної здатності 
мережі. Ефективність пірінгових мереж може забезпечуватися трьома 
різними механізмами: зміною обсягу передачі даних (у випадках, коли це 
можливо), плануванням передачі, що визначає в який момент часу який блок 
повинен бути переданий сусідові, і управлінням структурою мережі, що 
забезпечує оптимальний набір сусідів, тобто топологію мережі. Для 
вирішення проблеми можна змінювати розширення переданих даних, що 
знижує навантаження на канал. При очевидній простоті й ефективності 
такого методу він має суттєві недоліки: по-перше, вузол, який отримує дані в 
низькій якості, не може бути джерелом якісних даних для інших вузлів, а по-
друге, вузли-джерела при такому підході повинні виробляти перекодування 
сигналу в реальному часі на вимогу слабших вузлів, що веде до збільшення 
обчислювального навантаження на них. Існують різні алгоритми, близькі до 
оптимального, в мережах з топологією у вигляді повного графа, оскільки 
вона дозволяє вибирати вузли з найбільшою пропускною здатністю серед 
усіх вузлів мережі. Однак на практиці реалізація такого підходу ускладнена, 
оскільки для підтримки великої повнозв'язанної мережі потрібні значні 
ресурси. До того ж кількість одночасних з'єднань для одного вузла обмежена 
архітектурою сучасних IP-мереж, що вимагає ще більшого збільшення обсягу 
трафіку для підтримки зв'язності. Тому кількість відомих сусідів стає одним з 
головних обмежень при визначенні структури та топології мережі. 
Пропускна здатність вузлів мережі на відправку даних обмежена, при 
цьому пропускна здатність прийому достатня для потока і, таким чином, не є 
обмеженою. Як правило, швидкість прийому даних в призначених для 
користувача мережах вище швидкості відправки, тому час передачі блоку 
даних залежить тільки від швидкості його відправки вузлом-джерелом. 
Вузли об'єднані в мережу, яку можна описати у вигляді спрямованого 
графа G (P, E), де (p, q) ∈ E, а E – безліч з'єднань, де вузол p може передавати 
дані вузлу q, тобто q є сусідом-одержувачем p, а p – сусідом-джерелом q. Для 





кількість вихідних з'єднань. С (p) – безліч непрямих сусідів вузла p. Таким 
чином, кожному вузлу нашої мережі відомі тільки вузли, що входять в No (p) 
і C (p). При цьому вузли можуть незалежно підключатися і відключатися від 
мережі [14].  
Адаптація структури мережі виконується на основі локального 
принципу, тобто незалежно кожним вузлом, на підставі даних з множин No 
(p) і C (p). Кожні δ прийнятих блоків (однорангове вікно) вузол p змінює 
кількість вихідних з'єднань в більшу або меншу сторону. Рішення 
приймається на основі того, яка кількість з'єднань була активна протягом 
однорангового вікна. Якщо за час вікна хоча б один блок був відправлений 
вузлом до більшої кількості своїх сусідів, то він може обслужити більше 
сусідів і їх число повинне збільшитися на n +. Нові сусіди вибираються з 
безлічі C (p). 
Якщо за час вікна дані були передані по меншій кількості з'єднань, 
значить, вузол не може обслуговувати стільки сусідів і їх число потрібно 
зменшити на n-. 
Число активних з’єднань показує, який внесок в роботу мережі може 
внести вузол, і чим більше число активних з’єднань, тим більше сусідів може 
обслужити вузол, а тому, він повинен бути розташований ближче до 
первинного джерела для зменшення затримок в мережі. 
Мета алгоритму – тримати кількість сусідів для вузла p трохи більше, 
ніж кількість з'єднань, яке він реально встигає обслужити. Кількість з'єднань 
визначається балансом між двома цілями. Тому необхідно надати велику 
кількість сусідів щоб повністю утилізувати пропускну здатність, а також 
зберегти витрати на підтримку мережі на досить низькому рівні. 
 
2.3 Використання протоколу BitTorrent в пірінгових 
мережах  
В даний час програмне забезпечення, що використовує однорангові 





поширеним рішенням «клієнт-сервер», пірінговий підхід має декілька 
переваг. Таких як, підвищена надійність надання ресурсів, велика пропускна 
здатність, простір для зберігання даних, висока обчислювальна потужність. 
Прикладом однорангового мережевого рішення, який виявився ефективною і 
надійною альтернативою для серверних клієнтів, є BitTorrent. 
BitTorrent – це технологія/протокол, який робить поширення особливо 
великих файлів, більш простим і менш витратним по трафіку. Це досягається 
шляхом можливостей використання безлічі пірів, які завантажують файл. 
Значне збільшення кількості завантажувачів призведе лише до помірного 
збільшення навантаження на вузол, який розміщує файл. 
На рис. 2.6 приведений принцип роботи протоколу BitTorrent в 
порівнянні з «клієнт-серверною» моделлю. Ліворуч показано клієнт-
серверний підхід до завантаження. Однорангові вузли завантажуються з 
сервера одночасно. Якщо уявити, що потужність завантаження сервера 
збігається з потужністю завантаження однорангового вузла, то час 
завершення завантаження буде в два рази більше, ніж якщо тільки один 
одноранговий вузол працює з сервером. Праворуч показаний підхід, який 
використовується у BitTorrent. Розділивши файл і відправивши одну частину 
кожного вузла, а також дозволивши одноранговим вузлам завантажувати 
відсутні частини файлів один від одного, можна скоротити час завантаження 
і навантаження на сервер. Дана модель показує основну ідею роботи 






Рис. 2.6 Принцип роботи протоколу BitTorrent в порівнянні з «клієнт-
серверною» моделлю 
 
BitTorrent – пірінговий протокол, в якому піри об'єднуються з іншими 
пірами для обміну фрагментами даних між собою. Кожен пір одночасно 
з'єднується з декількома пірами і таким чином поширює або завантажує дані 
одночасно для декількох пірів. 
В технології BitTorrent існує файл з розширенням «.torrent», в якому 
вказується кількість фрагментів для даного файлу або файлів, які піри 
повинні обмінюватися цими фрагментами, а також те, як клієнти можуть 
підтвердити цілісність даних. 
Було розглянуто принцип роботи протоколу BitTorrent. Для того щоб 
завантажити торрент-файл, клієнт з'єднується з торрент-трекером, передає 
йому інформацію про свою IP адресу і хеш-суму файлу, який потрібно 
завантажити. Трекер відправляє клієнту IP адреси інших клієнтів, які також 
роздають або завантажують торрент файл. В процесі завантаження клієнт 
регулярно спілкується з сервером, повідомляючи інформацію про поширення 
файлу і отримуючи оновлений список IP адрес. 
Клієнти передають інформацію безпосередньо між собою без участі 
торрент-трекера. Трекер тільки збирає дані з клієнтів про процес 





роботи торрент протоколу потрібно, щоб приймати і віддавати файли могла 
максимальна кількість клієнтів. При некоректному налаштуванні 
брандмауера або трансляції адресів, швидкість передачі може значно 
зменшитися або припинитися зовсім. 
Коли клієнти приєднуються один до одного, вони відразу ж передають 
дані про частини торрента, наявного у них. Якщо у першого клієнта є 
відсутній сегмент, то другий клієнт надсилається запит "завантажити 
торрент". Перший клієнт віддає запитувану частина торрента, якщо є така 
можливість. Після отримання запитаної частини другий клієнт перевіряє 
контрольну суму і повідомляє про те, що він також має цю частину, щоб всі 
інші підключені клієнти могли завантажити файл з нього. 
Клієнт може призупинити віддачу частин torrent файлу іншому клієнту, 
це необхідно для оптимізації роздачі. Пріоритет віддається тому, хто сам 
віддав більшу кількість частин, тобто чим більше частин файлу віддав пір, 
тим більше частин надається йому. Завдяки такій особливості велику 
швидкість завантаження отримують ті торрент клієнти, які віддають з 
великою швидкістю. 
Алгоритм обміну даними полягає в тому, що обмін сегментами 
ведеться за принципом «один одному», однаково в двох напрямках. Клієнти 
інформують один одного про наявні у них сегменти при підключенні і потім 
повідомляють додатково, при отриманні нових сегментів. Таким чином 
клієнт має змогу зберігати  інформації про наявні сегменти в інших пірів. В 
першу чергу виконується обмін фрагментами, що рідше за інших присутні в 
мережі, що призводить до підвищення рівня доступності файлів в роздачі.  
Обмін даними відбувається у випадку, коли кожна сторона має 
сегменти, що відсутні в іншої. Кількість переданих сегментів підраховується, 
і якщо одна зі сторін виявляє, що передає в середньому більше сегментів, ніж 
приймає, вона блокує на деякий час віддачу іншій стороні. Що дозволяє 





Коли завантаження майже завершено, клієнт входить в особливий 
режим, який називається «end game». У цьому режимі він запитує все 
сегменти, що залишилися у всіх підключених пірів, що дозволяє уникнути 
уповільнення або повної зупинки процесу завантаження через декілька 
клієнтів з малою швидкістю обміну даними в мережі Інтернет. 
Далі відбувається режим сідирування. Сід – це пір, що є ініціатором 
роздачі контенту і має повну версію файлів, які роздаються для іншіх 
клієнтів. При отриманні повного файлу клієнт переходить в спеціальний 
режим роботи, в якому він тільки віддає дані (стає сідом). Далі відбувається 
інформування трекеру про зміни стану завантажень та оновленння списків 
IP-адрес. 
Протокол BitTorrent може використовуватися, щоб зменшити вплив 
сервера і мережі на розподіл великих файлів. Замість завантаження файлу з 
одного вихідного сервера, протокол BitTorrent дозволяє користувачам 
приєднатися до набору хостів для завантаження один від одного одночасно. 
Протокол може ефективно працювати в мережах з низькою пропускною 
здатністю. 
BitTorrent протокол має деякі особливості: 
 немає черг завантаження, тому немає необхідності простоювання 
в черзі до джерела; 
 торрент завантажується частинами. Чим менше поширений 
фрагмент файлу, тим частіше він буде віддаватися. Тобто наявність 
поширювача (сідера) не обов'язкова для того, щоб завантажити торрент файл. 
Протокол розподіляє фрагменти між клієнтами рівномірно; 
 клієнти працюють безпосередньо один з одним. Торрент-трекер 
безпосередньо не бере участь в обміні; 
 за допомогою контрольної суми відстежується цілісність для 





Торрент трекер – це виділений сервер, який працює по протоколу 
HTTP. Він дозволяє клієнтам взаємодіяти один з одним, знаходити один 
одного і обмінюватися інформацією, визначати наявність певних торрент-
файлів. Трекер містить інформацію про IP адресу, використані порти і хеш 
суми поширених файлів. Файли на трекері, зазвичай, не присутні і визначити 
їх з хеш суми не має можливості. Але часто сервер, крім безпосереднього 
зберігання хеш суми торрентів, також є веб сайтом, на якому може міститися 
опис файлів. Також часто на ньому міститься опис торрент файлу, статистика 
завантажень файлу, статистика вузлів, які завантажували або поширювали 
файл [15]. 
У сучасній версії торрент протоколу розроблена підтримка роботи без 
центрального трекера, режим DHT. В такому режимі, в випадку 
недоступності центрального сервера, клієнти можу продовжувати 
працювати, підтримуючи зв'язок між собою. Принцип роботи заснований на 
протоколі Kademlia. При такому режимі роботи торрент трекер доступний 
децентралізовано на клієнтах у вигляді хеш таблиць. На даний момент не всі 
клієнти здатні працювати в цьому режимі. Також протоколи роботи без 
трекера реалізовані в багатьох клієнтських додатках по-різному і тому вони 
можуть не мати змоги працювати один з одним. 
 
Висновки: 
Розглянувши проблеми використання пірінгових мереж варто 
відзначити проблему анонімності, складності управління, навантаження 
мережі та пропускної здатності мереж. Для вирішення даних проблем 
застосовують алгоритми ефективного пошуку та додаткове програмне 
забезпечення для фільтрування небезпечних для користувача пирів, що не 
були перевірені з боку постачальника фрагментів файлів. BitTorrent клієнт 
передбачає постійну взіємодію з пірами, що містять фрагменти певного 
файлу, що призводить до мінімізації ризиків завантаження пошкодженого 





навантаження мережі з боку клієнта через постійні послідовні запити на піри. 
Для вирішення даного питання необхідно проаналізувати результати роботи 
клієнта у випадку послідовних запитів та у випадку паралельних блок-
запитів, які можуть надати приріст швидкості та зменшити навантаження за 







ВПРОВАДЖЕННЯ ПРОТОКОЛУ BITTORRENT В ПІРІНГОВІЙ 
МЕРЕЖІ 
 
3.1 Впровадження клієнтського додатку обміну даними в 
пірінговій мережі на базі протоколу BitTorrent  
Для реалізації торрент-трекера була використана мова програмування 
GoLang через націленості її стандартних функцій на роботу з обміном 
даними. 
Для початку роботи з реалізацією необхідно читати вміст .torrent 
файлів. У .torrent файлі міститься інформація про трекер і про самому файлі, 
який потрібно завантажити. Для початку завантаження даний обсяг 
інформації є достатнім для початку завантаження. Для прикладу 
завантаження файлу буде використовуватися завантажувальний файл 
операційної системи Debian з офіційного сайту: 
d8:announce41:http://bttracker.debian.org:6969/announce7:comment35:"Debi







netinst.iso12:piece lengthi262144e6:pieces26800:(binary blob of the hashes of 
each piece)ee 
Дані в .torrent файлі закодовані в форматі Bencode і для коректної 
обробки вмісту необхідно його декодувати. У bencode такі ж типи як в JSON 
форматі: рядки, числа, списки і словники. Такий формат дуже зручний для 
бінарних даних і потокового читання. Рядки починаються із префікса, в 
якому вказана довжина, числа починаються і закінчуються маркерами. Після 








  8:announce 
    41:http://bttracker.debian.org:6969/announce 
  7:comment 
    35:"Debian CD from cdimage.debian.org" 
  13:creation date 
    i1573903810e 
  4:info 
    d 
      6:length 
        i351272960e 
      4:name 
        31:debian-10.2.0-amd64-netinst.iso 
      12:piece length 
        i262144e 
      6:pieces 
        26800: (binary blob of the hashes of each piece) 
    e 
e 
Цей файл містить URL трекера, ім'я та розмір файлу, дату створення (в 
unix форматі), розмір частин (piece length) на які розділений файл. Крім 
цього, у файлі є велика частина бінарних даних, в якому міститися SHA-1 
хеш-ключі всіх частин файлу (pieces). Розмір частин для різних торентів 
може бути різний, в межах 256KB і 1MB.  
Необхідно завантажити кожну частину з наших пірів, перевірити хеш-
ключі торрент файлу і зібрати ці частини в один файл. Такий механізм 
дозволяє перевірити окремо кожну частину файлу і захиститися від 
випадкового і навмисного пошкодження файлу. Якщо не було зовнішнього 
втручання в SHA-1, то буде отримано той файл, який очікується при 
використанні даного торрент-файлу. 
Для перекладу змісту торрент-файлу з формату bencode в json, буде 
використана стороння бібліотека https://github.com/jackpal/bencode-go [16]. 
Для отримання списку доступних peers, нам необхідно зробити запит 







func (torrent *TorrentFile) setURL(peerId [20]byte, port uint16) (string, 
error) { 
    base, err := url.Parse(t.Announce) 
    if err != nil { 
        return "", err 
    } 
    params := url.Values{ 
        "hash":  []string{string(torrent.InfoHash[:])}, 
        "peer_id":    []string{string(peerId[:])}, 
        "port":       []string{strconv.Itoa(int(Port))}, 
        "uploaded":   []string{"0"}, 
        "downloaded": []string{"0"}, 
        "compact":    []string{"1"}, 
        "left":       []string{strconv.Itoa(torrent.Length)}, 
    } 
    base.RawQuery = params.Encode() 
    return base.String(), nil} 
 
info_hash – ідентифікує файл, який має бути завантажений. Це хеш, 
який було обчислено раніше за словником info. Трекеру необхідно знати цей 
хеш для отримання відповідних до нього пірів. 
peer_id – 20-ти байтове ім'я, яке ідентифікує сервер на трекері і для 
інших пірів. У відповіді від сервера приходять bencod закодовані дані. 
 
d 
  8:interval 
    i900e 
  5:peers 
    252:(another long binary blob) 
E 
 
Поле interval вказує як часто ми можемо робити запит на сервер для 
оновлення списку пірів. Це значення в секундах (900 секунд = 15 хвилин). 
Поле peers – це велика частина бінарних даних, в якому міститися IP 
адреси кожного піра. Його потрібно розділити на групи по 6 байтів. Перші 4 





кодуванні). Big-endian (або мережевий порядок) означають, що можна 
інтерпритувати ціле число як групу байтів. Наприклад, байти 0x1A, 0xE1 
будуть кодуватися в порядку 0x1AE1 або 6881 в десятковому форматі. 
Після аналізу отриманних даних торент-файлу та виконання запиту на 
трекер, необхідно завантажити частини файлу з отриманних пірів. Цей 
процес можна розбити на кілька етапів. Для кожного peer'а потрібно: 
1. Почати TCP з'єднання c піром. 
2. Виконати двосторонній BitTorrent хендшейк. 
3. Обмін повідомленнями для завантаження частин файлу. 
Повідомлення починається з вказівки довжини, яка є 32-бітовим цілим 
числом у вигляді 4 байтів в big-endian кодуванні. Наступний байт – ID 
(ідентифікатор), який означає тип повідомлення, що було визначено. 
Наприклад, 2 означає тип повідомлення "interested". Остання частина 
повідомлення містить корисне навантаження. 
Для обробки повідомлення необхідно обробити 4 перших байта як 
uint32. Це довжина повідомлення, яку потрібно використовувати, щоб 
прочитати все повідомлення. Також отримано ID (ідентифікатор) – перший 
байт і payload (корисне навантаження) – залишок повідомлення. 
 
func ReadMessage(r io.Reader) (*Message, error) { 
    bufferLenght := make([]byte, 4) 
    _, err := io.ReadFull(r, bufferLenght) 
    if err != nil { 
        return nil, err 
    } 
    messageLenght := binary.BigEndian.Uint32(bufferLenght) 
 
    // keep-alive message 
    if messageLenght == 0 { 
        return nil, nil 
    } 
 
    messageBuf := make([]byte, messageLenght) 





    if err != nil { 
        return nil, err 
    } 
 
    message := Message{ 
        ID:      messageID(messageBuf[0]), 
        Payload: messageBuf[1:], 
    } 
 
    return &message, nil 
} 
 
Bitfield – це структура, яку піри використовують для ефективного 
кодування фрагментів, які вони відправляють. Bitfield працює як масив бітів 
[17]. Біти, значення яких 1, вказують, які частини файлів є у піра. Для 
кодування інформації про 8 частин можна використовувати 1 байт, для цього 
необхідно провести наступні маніпуляції: 
 
type Bitfield []byte 
 
func (bitfield Bitfield) GetPiece(index int) bool { 
    byteId := index / 8 
    offset := index % 8 
    return bitfield[byteId]>>(7-offset)&1 != 0 
} 
 
func (bitfield Bitfield) SetPiece(index int) { 
    byteId := index / 8 
    offset := index % 8 
    bitfield[byteId] |= 1 << (7 – offset) 
} 
 
Для роботи з кількома peer`ами необхідно одночасно розділяти канали 
зв'язку за ознакою з'єднання з окремими пірами. Для цього необхідно 
налаштувати два канали зв'язку: один для паралельного з'єднання з peer'ами, 
другий для збору отриманої інформації. Коли завантажені фрагменти 









Рис. 3.1 Варіант алгоритму роботи клієнтського додатку 
 
Після реалізації даних функцій і відправлення запиту на завантаження 
файлу системи Debian, був отриманий файл розміром 344 мегабайта, 
відповідний до завантажувального файлу. Результат виконання завантаження 






Рис. 3.2 Результат виконання завантаження методом послідовного 
підключення до пірів 
 
Час, витрачений на завантаження файлу, склав 73 секунди при 
стабільному з'єднанні, що забезпечує прийом трафіку із середньою 
швидкістю 50 мегабіт в секунду. 
 
3.2 Збільшення пропускної здатності додатку за рахунок 
конвеєрної обробки HTTP  
Оскільки поточна реалізація передбачає послідовне з'єднання до peer`ів 
і послідовне завантаження частин файлу окремими запитами, є можливість 
підвищити швидкість завантаження шляхом використання пайп-лайн запитів. 
Така реалізація передбачає чергу з пайп-лайнових запитів, які будуть 
виконуватися паралельно і залишатися незавершеними по мірі прогресу 
завантаження. Параметр кількості пайп-лайнових запитів може бути змінною 
величиною і збільшуватися в залежності від загальної кількості пірів. 
 
const maxSizeOfQueryBlock = 16384 
 
const maxPipelineQueue = 5 
 
func DownloadPart(client *client.Clients, pieces *pieces) ([]byte, 
error) { 





        index:  pieces.index, 
        client: client, 
        buf:    make([]byte, pieces.length), 
    } 
    client.Conn.SetDeadline(time.Now().Add(30 * time.Second)) 
    defer client.Conn.SetDeadline(time.Time{}) // Disable the deadline 
 
    for state.downloaded < pieces.length { 
        // If unchoked, send requests until we have enough unfulfilled 
requests 
        if !state.client.Choked { 
            for state.backlog < maxPipelineQueue && state.requested < 
pieces.length { 
                BlSize := maxSizeOfQueryBlock 
                // Last block might be shorter than the typical block 
                if pieces.length-state.requested < BlSize { 
                    BlSize = pieces.length – state.requested 
                } 
 
                err := c.SendRequest(pieces.index, state.requested, 
BlSize) 
                if err != nil { 
                    return nil, err 
                } 
                state.backlog++ 
                state.requested += BlSize 
            } 
        } 
 
        err := state.readMessage() 
        if err != nil { 
            return nil, err 
        } 
    } 
 
    return state.buf, nil 
} 
 
Додавши можливість конвеєрно обробляти кілька peer`ів, на 
завантаження файлу встановлення Debian було витрачено 62 секунди при 





виконання завантаження методом конвеєрної обробки запитів предствалено 
на рис 3.3. 
 
Рис 3.3 Результат виконання завантаження методом конвеєрної 
обробки запитів 
 
3.3 Аналіз результатів роботи додатку  
Проаналізувавши отримані результати, була помічена різниця між 
послідовним завантаженням і конвеєрної обробкою в кількості частин, 
переданих за секунду, що призвело до зменшення витрат часу на 
завантаження. Різниця між послідовним завантаженням і конвеєрної 
обробкою склала 11 секунд. Конвеєрна обробка зменшує навантаження на 
мережу за рахунок зменшення кількості запитів, також таким чином 
зменшується загальний час відгуку сервера. Однак при використанні 
пайплайн-запитів програма використовувала більше ресурсів, що обумовлює 
велике навантаження на сервер і разом з цим ризики викликати DoS при 
недостатньому захисті від атак або недостатньому рівні апаратного 
забезпечення. Також існує вірогідність не отримати відповідь від певного 
піра з першої спроби, що призведе до повторного рукостискання і 
подальшим діям, але якщо у випадку з послідовною завантаженням ця 
частина не призведе до великої затримки, то у випадку з пайп-лайнових 
запитами весь блок запиту чекатиме завантаження частини і займатиме місце 
в черзі. Проте, при використанні надійних ресурсів і достатньої 





зменшення витрат часу на виконання завантаження і зменшує навантаження 
на мережу. 
Використання конвеєрної обробки може бути оптимальним рішенням 
при роботі з різними швидкостями завантаження. Таким чином, rtorrent 
використовує оптимізацію навантаження на сервер шляхом динамічного 
вибору обсягу черги: 
 
if (downloadRate < 20) 
    return downloadRate + 2; 
else 
    return downloadRate / 5 + 18; 
 
де rate – швидкість завантаження піра в кілобайтах в секунду, а 
значення, що повертається функцією – кількість запитів для зберігання в 
черзі для даного піра. Так сервер буде збільшувати кількість допустимих 
запитів до тих пір, поки швидкість завантаження не стане оптимальною або 
поки пір може обробляти всі вхідні запити. 
 
Висновки: 
Розробивши систему зберігання та обміну даними BitTorrent на базі 
мови програмування GoLang та порівнявши швидкість роботи та 
навантаження в системі при послідовній та конвеєрній обробці запитів, було 
визначено різницю в часі виконання, що становить 11 секунд. Застосування 
конвеєрної обробки є доцільним в системах високого рівня навантаження 
через можливість динамічного налаштування навантаження на піри шляхом 
зміни кількості пайп-лайнових запитів, в залежності від можливостей 
апаратного забезпечення сервера BitTorrent та навантаження на піри. 
Дана технологія дозволяє зменшити навантаження на мережу, але 
вимагає більш надійного алгоритму перевірки з`єднання з пірами для 
уникнення затримок в обробці повного блоку запитів через недоступність 





ЗАГАЛЬНІ ВИСНОВКИ ПО РОБОТІ 
Проведено аналіз використання пірінгової мережі на базі протоколу 
BitTorrent. Оглянуто основні принципи роботи пірінгових мереж, їх 
класифікація та застосування. Виділено основні переваги використання 
пірінгових мереж, такі як велика масштабованість системи, стійкість до змін 
у внутрішній структурі та здатність зменшувати навантаження на мережу. 
Виділено основні недоліки, такі як проблема анонімності та часткову 
залежність від клієнтів мережі. Розглянуто загальну проблематику 
використання пірінгових мереж в умовах загального доступу, а саме 
проблему пошуку в системах обміну даними,  проблему анонімності 
користувачів, проблему навантаженності мережі і серверу обміну даними. 
Запропоновано методи вирішення проблем, такі як використання 
додаткового програмного забезпечення, використання алгоритмів широкого 
первинного пошуку, методів інтелектуального пошуку. Розглянуто проблему 
навантаження мережі на прикладі системи обміну даними. Для детального 
аналізу проблеми навантаження пірінгової мережі було обрано та оглянуто 
реалізацію системи обміну даними на основі протоколу BitTorrent у зв`язку з 
широким застосуванням даного протоколу. 
Для тестування і подальшого аналізу був реалізований BitTorrent-
клієнт, написаний мовою програмування GoLang. Було описано алгоритми 
обробки торрент-файлів, алгоритми пошуку фрагментів даних на стороні 
пірів, розглянуто процес обміну даними між пірами на сервером. 
Реалізований двопоточний режим роботи для огляду принципу збірки 
фрагментів файлу. За результатами тестування клієнту шляхом завантаження 
файлу операційної системи Debian було визначено час завантаження 73 
секунди при середній швидкості 50 мегабіт на секунду. Для порівняльного 
аналізу був реалізований алгоритм роботи з використанням пайп-лайнових 
запитів. Результати тестування даного алгоритму показали, що швидкість 
завантаження становить 62 секунди в однакових умовах, різниця становить 





зменшено загальну кількість запитів на сторону пирів, таким чином було 
зменшено навантаження на мережу, що призвело до зменшення витраченого 
часу на відгук сервера.  
Таким чином, на основі порівняльного аналізу двох алгоритмів роботи, 
можна виділити основну перевагу використання пайп-лайнових запитів в 
системах файлового обміну на основі пірінгових мереж: зменшення 
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