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Abstract—Existing proactive caching policies are designed by
assuming that all users request contents with identical activity
level at uniformly-distributed or known locations, among which
most of the policies are optimized by assuming that user prefer-
ence is identical to content popularity. However, these assump-
tions are not true based on recent data analysis. In this paper, we
investigate what happens without these assumptions. To this end,
we establish a framework to optimize caching policy for base
stations exploiting heterogeneous user preference, activity level,
and spatial locality. We derive success probability and average
rate of each user as utility function, respectively, and obtain the
optimal caching policy maximizing a weighted sum of average
utility (reflecting network performance) and minimal utility of
users (reflecting user fairness). To investigate the intertwined
impact of individual user request behavior on caching, we provide
an algorithm to synthesize user preference from given content
popularity and activity level with controlled preference similarity,
and validate the algorithm with real datasets. Analysis and
simulation results show that exploiting individual user behavior
can improve both network performance and user fairness, and
the gain increases with the skewness of spatial locality, and the
heterogeneity of user preference and activity level.
Index Terms—Caching policy, user preference, content popu-
larity, spatial locality, activity level.
I. INTRODUCTION
Owing to the 80-20 rule in terms of user behavior in
requesting contents, caching at the wireless edge is a promis-
ing approach for supporting the ever-increasing wireless data
traffic. By caching at BSs, the traffic load of backhaul and
service latency of users can be reduced, which improves
network throughput, energy efficiency and user experience
dramatically [2], [3]. By caching at user devices, users can
fetch the requested contents directly from their own storage
and/or from nearby users via device-to-device (D2D) com-
munications, which can further offload wireless traffic [4],
[5]. Facing the limited storage size at wireless edge while
with huge number of contents, optimizing proactive caching
policy by exploiting the skewed distribution of user demands is
critical in reaping the benefit of wireless edge caching [2]–[5].
Most proactive caching policies are optimized based on
content popularity, under the assumptions of exactly known
or completely unknown user locations. Assuming that the
location where each user sends request is known a priori
when optimizing caching policy, deterministic caching polices
were proposed in [6]–[8]. A policy minimizing the average
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download delay was proposed in [6], which was shown with
minor performance loss when the users are with unknown lo-
cations by simulation. The caching policies were respectively
optimized to minimize average bit error rate in [7], and to
maximize the successful transmission probability for cellular
network with cooperative transmission in [8]. Considering
that user locations are hard to predict, user and BS locations
are assumed as Poisson point process (PPP) in [5], [9]–
[12]. A probabilistic caching policy was proposed in [9] and
then extended into multi-tier heterogeneous networks in [10]
to maximize the success probability, and was optimized to
maximize the cache-hit probability in [5], where the policy
for every BS in the same tier is identical. A deterministic
caching policy was jointly optimized with user association to
maximize the supported traffic load in [11], and coded caching
policies were optimized that respectively maximize average
fractional offloaded traffic and average ergodic rate in [12].
Both works deal with unknown user locations by deriving the
probability of a user associated with a BS. A coded caching
policy was optimized to minimize energy consumption in [13],
which deals with unknown user locations by assuming known
probability that a user is in the coverage of a BS.
While proactive caching is motivated by the Pareto principle
for user behavior, owing to the isolation among different
disciplines, the following facts regarding user behavior are
largely overlooked in the literature of proactive caching:
1) Content popularity reflects average interests of multiple
users, but cannot reflect the preference of an individual user.
This is because user preferences are heterogeneous, which has
been widely acknowledged in recommendation systems [14].
2) Activity levels of users are heterogeneous. As reported
in [15], [16], 80% of the daily network traffic is generated by
less than 20% of all users.
3) A user does not send requests in every cell with equal
probability (i.e., exhibits spatial locality), and users have dif-
ferent spatial distributions when sending requests. As reported
in [15]–[17], most mobile users periodically initiate content
requests in limited number of locations with high probability.
Specifically, big data analysis in [17] shows that 80% of the
users only send requests for contents from less than four
places, which implies that the probability that in which cell a
user is located when sending requests is predictable from the
request history. Hence, existing assumptions on user location
(i.e., perfectly known or uniformly distributed throughout the
network) are either too optimistic or too pessimistic.
User preference can be predicted via machine learning
techniques such as collaborative filtering [14], [18] and deep
learning [19], which has been leveraged in wireless networks
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2recently [2], [20]–[23]. An immediate way to employ user
preferences for caching is to aggregate them into local content
popularity of a cell as proposed in [2], where the preferences
are learned at the core network of a mobile network operator
(MNO) by monitoring and analyzing historical traffic. While
caching at BSs should consider the demand statistics of all
users in a cell, the performance may differ by exploiting the
coarse-grained user behavior (i.e., content popularity) and fine-
grained behavior (i.e., user preference and spatial locality).
The gain from caching at the wireless edge could be further
improved if the caching policies are optimized directly with
individual user preference as in [20], [21], [23] for D2D
communications and in [22] for fog radio access networks. To
evaluate the performance of proposed caching policies, user
preferences were assumed as Zipf distributions with different
ranks in [20], [22] without validation, and were synthesized
in [23] with a hierarchical parametric model proposed in [24]
based on a real dataset.
Heterogeneous spatial locality, user preference and activity
level introduce new challenges and possible benefits into
wireless edge caching. Existing framework based on fixed
user locations [6]–[8], [22] or uniformly distributed user and
BS locations modeled by homogeneous PPP [5], [9]–[12]
cannot capture the spatial locality. When each user with
individual preference sends file request in some cells with
high probability, the user locations are no longer independent
with BS locations, and the users are no longer equivalent
among each other as implied by the PPP model. Although
more complex model, such as Poisson Cluster Process [25],
can capture the coupling between BS and user locations, the
non-equivalence among users due to the heterogeneity in both
user preference and spatial locality still makes the model not
applicable. Moreover, since users are no longer statistically
equivalent to each other, maximizing the network average
performance, e.g., the success probability or average rate of
a randomly chosen user, cannot let every user benefit from
caching. The caching interests of users may conflict, e.g., a
user may prefer a BS to cache one file while the other user may
prefer the BS to cache another file. Hence, caching policy will
affect the fairness among users. This indicates that caching can
bring a new dimension to addressing the user fairness issue
in application level, which differs from the traditional way
of improving fairness with radio resource allocation based on
channel information.
In this paper, we investigate when and how spatial locality
and preference heterogeneity of users impact caching. Since
no existing optimization frameworks can be applied for this
purpose, we establish a new framework, where BS locations
are fixed (rather than uniformly distributed), which are true in
practical networks, and users are non-uniformly located among
different cells. We improve both network performance and
user fairness, taking max-min fairness [26] as an example. We
consider success probability or average achievable rate as user
utility and optimize caching policy to maximize a weighted
sum of average user utility and minimal user utility.
The major contributions of this paper are summarized as
follows:
• Instead of assuming user location as perfectly known or
completely unknown, we assume that the probabilities of
each user sending requests in different cells are known,
which can capture the spatial locality of individual user.
We consider a general probabilistic caching policy, where
the BSs can cache files based on different probability
distribution to accommodate the user preference hetero-
geneity and the user spatial locality.
• Different from existing literature only maximizing the
average performance, we consider both network per-
formance and user fairness in optimization. We show
that the optimization problem is equivalent to a non-
convex signomial programming problem. We solve the
problem efficiently by successively solving a series of
convex problems, and analyze the behavior of the policy
under special cases. Our results show that exploiting
individual user behavior can improve both metrics re-
markably, whose gain is large when user preferences are
less similar, spatial locality is strong, and user activity
level is heterogeneous.
• We examine the assumptions on individual user behavior
in requesting contents by analyzing two real datasets [27],
[28]. We provide an algorithm to synthesize user prefer-
ence from the data generated with given content popular-
ity, which can be used for caching policy evaluation with
flexibly controlled user behavior statistics and is validated
by real datasets.
The rest of the paper is organized as follows. In Section II,
we present the system model and define user behaviors and
show their relations. Section III derives the success probability
and average rate of users, and optimizes the caching policy
exploiting user preference and spatial locality. Section IV
analyzes user behavior from real datasets and proposes a user
preference synthesization algorithm. Simulations and conclu-
sions are provided in Sections V and VI, respectively.
II. SYSTEM MODEL AND USER BEHAVIOR IN
REQUESTING CONTENTS
Consider a cache-enabled wireless network, where each BS
is equipped with a cache and connected to the core network
via limited-capacity backhaul. The considered region contains
Nu users and Nb BSs as shown in Fig. 1, where two example
layouts are provided respectively with Voronoi tessellation cell
boundaries and with hexagonal cells.
A. Caching Policy and User Association
We consider a general probabilistic caching policy to ac-
commodate heterogeneous user preference and spatial locality
by allowing each BS to cache files with different probability
distribution. Each BS can cache at most Nc files from a
content library consisting of Nf equal-sized files that all
the users in the considered region may request. Denote cfb
(0 ≤ cfb ≤ 1) as the probability that the bth BS caches
the f th file. To realize the probabilistic caching policy for
fixed BS locations, each BS can determine which specific files
should be cached based on {cfb}b=1,··· ,Nb,f=1,··· ,Nf by the
method in [9] periodically (e.g., in every few hours to reduce
the overhead for content replacement). Considering that user
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Fig. 1. Example layout of cache-enabled networks with irregular and regular
cells. The considered region is surrounded by bold line. In the two examples,
Nb = 7. Without loss of generality, the origin is set at BS1, i.e., y1 = (0, 0).
preference changes much slower than traffic load, the caching
policy can be optimized and updated during off-peak time.
When cf1 = · · · = cfNb , the caching policy is identical
for every BS, as existing caching policies in homogeneous
networks [9], or as exsiting caching polices for BSs in the
same tier of heterogeneous networks [10]. When cfb ∈ {0, 1},
it degenerates into deterministic caching policy.
Since the coverage of BSs could be overlapped, to increase
the cache-hit probability, each user is allowed to associate with
one of the K-nearest neighbor BSs (called neighboring BS set)
to download the requested file from the BS’s cache. Then,
each (irregular or regular) cell can be divided into several
small regions formed by the K-nearest neighbor Voronoi
tessellation [29] (shown by dashed lines in Fig. 1), so that for
a user in each small region the neighboring BS set is fixed.
For example, when a user is located in D11 of Fig. 1(a) with
K = 2, the nearest BS and the second nearest BS are BS1 and
BS2, respectively, where Dij denotes the jth small region of
the ith cell. The nearest BS is called the local BS of the user.
Since caching is more beneficial for networks with
stringent-capacity backhaul [4], we assume that backhaul is
the bottleneck for content delivery, i.e., a user can achieve
higher data rate when downloading from the cache than from
the backhaul. Therefore, if the requested file is cached in the
neighboring BS set, the user will associate with the nearest
BS1 that caches the requested file and download from the
cache. Otherwise, the user will associate with the local BS
and fetch the file via backhaul. To avoid strong inter-cell
interference inside the neighboring BS sets, especially the
interference generated from the local BS to a user when the
user downloads file from other BSs [3], the BSs within the
neighboring BS set use different frequency resource.
Then, the receive signal-to-interference-plus-noise ratio
(SINR) of the uth user when it is located at xu and downloads
from the bth BS is given by
γub(xu) =
Phubr
−α
ub∑
b′∈Φb,b′ 6=b Phub′r
−α
ub′ + σ
2
, Sub
Iub +
σ2
P
(1)
1For mathematical tractability, we do not consider shadowing, which will
not change the main trends of the performance.
where P is the transmit power of BS, hub and rub = ||xu −
yb|| are respectively the channel power and Euclidean distance
between the uth user and the bth BS, xu = (xu1, xu2) and
yb = (yb1, yb2) are respectively the coordinates of the uth
user and the bth BS, α is the pathloss exponent, Φb denotes
the BS set that shares the same frequency with the bth BS,
and σ2 is the noise power. We consider Rayleigh fading and
hence hub follows exponential distribution with unit mean.
B. User Behavior in Requesting Contents
Spatial Locality of a user is captured by its location prob-
ability distribution, denoted as au = [au1, · · · , auNb ] for the
uth user, where aui is the probability that the user is located
in the ith cell when initiating a file request. The user location
probability matrix is denoted by A = [aT1 , · · · ,aTNu ]T . Since
proactive caching policy is optimized during off-peak time,
which might be hours in advance to the time of delivering
content, the exact location (e.g., xu) where a mobile user will
send a request is hard to predict. To reflect the predictability
of A and the uncertainty on the exact location, we assume
that A is known, but a user is uniformly distributed in a cell
if the user sends request in the cell. Our work can be easily
extended if fine-grained prediction for user location (e.g., the
probability that the uth user is located in xu) can be predicted.
Global Content Popularity is the probability distribution of
the file requests in the considered region, denoted as p =
[p1, · · · , pNf ], where pf is the probability that a file requested
by the users in the Nb cells is the f th file.
Local Content Popularity is the probability distribution of
the requests in one cell, denoted as pi = [p1i, · · · , pNf i] for
the ith cell, where pfi is the probability that a file requested
by the users in the ith cell is the f th file.
User Preference of a user is the probability distribution of
the requests from the user, denoted as qu = [qu1, · · · , quNf ]
for the uth user, where quf ∈ [0, 1] is the probability that a
file requested by the uth user is the f th file, and let Q =
[qT1 , · · · ,qTNu ]T denote the user preference matrix.
User Activity Level Heterogeneity is captured by a distribu-
tion denoted as v = [v1, · · · , vNu ], where vu is the probability
that a file request in the Nb cells is sent from the uth user.
Based on the law of total probability, the relation between
the global content popularity and user preference for the f th
file can be expressed as
pf =
Nu∑
u=1
vuquf = Eu[quf ] (2)
where Eu denotes the expectation with respect to u, i.e.,
the requesting user. This relation shows that global content
popularity is the average of user preferences in a region.
Similarly, the relation between the local content popularity
in the ith cell and user preference for the f th file can be
expressed as
pfi =
∑Nu
u=1 auivuquf∑Nf
f=1
∑Nu
u=1 auivuquf
=
∑Nu
u=1 auivuquf∑Nu
u=1 auivu
(3)
Either when the shape of probability distribution qu differs
from that of qm, or when the rankings of the elements in
4qu and qm differ, the two users have different preferences.
To reflect the relation between the preferences of two users,
we consider cosine similarity frequently used in collaborative
filtering [14], defined as cos(qu,qm) , quq
T
m
||qu||·||qm|| . To
use one parameter to characterize the heterogeneity of user
preference in a region, we consider average similarity, which is
the cosine similarity averaged over all the two-user pairs, i.e.,
sim(Q) , 2
Nu(Nu − 1)
Nu−1∑
u=1
Nu∑
m=u+1
cos(qu,qm) (4)
In practice, user preference Q and activity level v can be
learned by implicit feedback collaborative filtering techniques
such as probabilistic latent semantic analysis [18], [21] or
matrix factorization [2], [30], and user location probability
A can also be learned by machine learning, all at the service
gateway of MNO by analyzing historical requests. They are
assumed perfect in this work, since our focus is to find when
exploiting individual user behavior is beneficial.
From (2) and (3), we can obtain the following observation.
Observation:
1) If user preferences are homogeneous (i.e., q1f = · · · =
qNuf , ∀f ), we have pf = pfi = quf , i.e., there is no
difference between global and local content popularity
as well as user preference, no matter if the demands of
each user exhibits spatial locality.
2) If each user is not with spatial locality (i.e., au1 = · · · =
auNb ), we have pf = pfi, no matter if user preferences
are identical.
3) When user preferences are heterogeneous and user lo-
cation distribution is non-uniform, global, local content
popularity and user preference are different.
III. CACHING POLICY OPTIMIZATION WITH INDIVIDUAL
USER BEHAVIOR
We consider two widely adopted metrics for content de-
livery, average achievable rate and success probability.2 The
success probability is defined as the probability that a user
can download the requested file from cache with receive SINR
larger than a threshold γ0 [9], [10].
In this section, we first derive the success probability
and average achievable rate of each user considering spatial
locally and heterogeneous user behavior. Then, we establish
a framework to optimize caching policy that improves both
network performance and user fairness. Since the optimal
policy is not with closed-form expression, we demonstrate its
behavior analytically in special cases and numerically with toy
examples.
Let k(xu) denote the index of the kth nearest BS of the uth
user located at xu. Then, 1(xu) denotes the index of the local
BS (i.e., the nearest BS) of the uth user. Based on the law of
total probability, the success probability of the uth user can
be expressed as
2We can also consider successful transmission probability, i.e., the proba-
bility that a user can download the requested file from cache with achievable
rate larger than a threshold.
su(γ0) = Ef,xu
[
K∑
k=1
[
cf,k(xu)
k−1∏
l=1
(
1− cf,l(xu)
) ]
× P (γu,k(xu)(xu) > γ0 | xu)
]
(5)
where cf,k(xu)
∏k−1
l=1 (1 − cf,l(xu)) is the probability that the
1st to the (k − 1)th nearest BSs of the uth user do not
cache the f th file and the kth nearest BS caches the f th file,
P(γu,k(xu)(xu) > γ0 | xu) is the success probability when the
user located at xu downloads from the cache of its kth nearest
BS, and Ef,xu denotes the expectation over user request and
location.
Similarly, the average achievable rate of the uth user can
be expressed as
R¯u = Ef,xu,hu
[
K+1∑
k=1
[
cf,k(xu)
k−1∏
l=1
(
1− cf,l(xu)
) ]
×Ru,k(xu)(xu)
]
(6)
where Ru,k(xu)(xu) = Wu log2(1 + γu,k(xu)(xu)) is the
instantaneous data rate of the uth user when the user is located
at xu and downloads from the cache of its kth nearest BS, Wu
and hu = [hu1, · · · , huNb ] are the transmission bandwidth
for the uth user and channel vector of the user. To unify
the expression, we denote the instantaneous data rate when
the uth user is associated with the local BS to download
the file from backhaul as Ru,K+1(xu) = min{Wu log2(1 +
γu,1(xu)(xu)), C
bh
u }, where Cbhu is the backhaul bandwidth
allocated to the user. Since proactive caching policy is op-
timized in a much larger time scale (at least in hours) than
radio resource allocation (in milliseconds), we do not jointly
optimize caching policy and transmission resource allocation.
Proposition 1. The success probability of the uth user is
su(γ0) =
Nf∑
f=1
quf
Nb∑
i=1
Ji∑
j=1
aui|Dij |
|Di|
×
K∑
k=1
[
cfkij
k−1∏
l=1
(1− cflij )
]
sukij (γ0) (7)
where kij denotes the kth nearest BS when the user is
located in the jth region of the ith cell Dij , |Dij | is
the area of Dij , |Di| is the area of the ith cell, Ji is
the number of small regions in the ith cell, sukij (γ0) =
1
|Dij |
∫∫
xu∈Dij Gkij (xu, γ0)dxu1dxu2 is the success proba-
bility when the user is located within Dij and downloads
from the cache of the kth nearest BS, and Gkij (xu, γ0) =
e−γ0||xu−ykij ||
α σ2
P
∏b 6=kij
b∈Φkij
(
1 + γ0
||xu−ykij ||α
||xu−yb||α
)−1
.
Proof: See Appendix A.
Proposition 2. The average achievable rate of the uth user is
R¯u =
Nf∑
f=1
quf
Nb∑
i=1
Ji∑
j=1
aui|Dij |
|Di|
K+1∑
k=1
[
cfkij
k−1∏
l=1
(1−cflij )
]
Rukij
(8)
5where
Rukij =

Wu
|Dij |
∫∫
xu∈Dij
[
δukijkijFkij (xu) +
∑
b∈Φkij ,b 6=kij
(δubkij − δubk¯ij )Fb(xu)
]
dxu1dxu2, if k ≤ K
1
|Dij |
∫∫
xu∈Dij
[∫ Cbhu
0
G1ij (xu, 2
t
Wu
−1)dt
]
dxu1dxu2, if k = K + 1
(9)
is the average achievable rate when the user is located
within Dij and downloads from the cache of the kth
nearest BS (or from the backhaul if k = K + 1),
δubkij =
∏b′ 6=b
b′∈Φkij
rα
ub′
rα
ub′−rαub
, δubk¯ij =
∏b′ 6=b,kij
b′∈Φkij
rα
ub′
rα
ub′−rαub
,
Fb(xu) = − exp(
σ2
P ||xu−yb||α)
ln 2 Ei(−σ
2
P ||xu − yb||α) + log2 σ
2
P ,
and Ei(x) = − ∫∞−x e−tt dt is the exponential integral.
Proof: See Appendix B.
The success probability and average achievable rate of
each user in the propositions are in closed-form with respect
to the caching probabilities, user location probabilities and
preferences, which enables us to optimize caching policy and
analyze the impact of spatial locality and preference hetero-
geneity. Although sukij (γ0) and Rukij in (7) and (8) contain
numerical integrals, their values only depend on network
configurations such as BS locations, SINR threshold, transmit
power, noise power, and pathloss exponent. When we optimize
the caching policy for a given network, these two terms can
be treated as constant after being computed.
When considering the hexagonal cell model shown in
Fig. 1(b), the two terms do not depend on i and j due to the
symmetry of the BS topology. Then, we only need to compute
sukij (γ0) and Rukij when i = j = 1, i.e., when the user is
located in the shaded area D11 of Fig. 1(b), without loss of
generality. Since sukij (γ0) = suk11(γ0) and Rukij = Ruk11
for ∀i, j, we can use notations suk(γ0) and Ruk to replace
sukij (γ0) and Rukij . Besides, with the hexagonal model, the
integral domain
∫∫
xu∈D11 for computing suk(γ0) and Ruk can
be explicitly expressed as
∫D
0
∫ xu2√
3
0 , and the area of Dij can
be obtained as |Dij | = D22√3 , where D denotes the cell radius.
Then, the integrals can be numerically computed, e.g., by the
built-in function integral2 in MATLAB.3 In Fig. 2, we
show the numerical results of the two terms under typical
network configurations given in Section V, which suggest that
K can be set as a small number, i.e., the size of the neighboring
BS set is small.
A. Caching Policy Optimization
We can see from Propositions 1 and 2 that su(γ0) and
R¯u have same function structure with respect to {cfb}. To
unify the optimization framework, we introduce a user utility
function as
Tu ,
Nf∑
f=1
quf
Nb∑
i=1
Ji∑
j=1
aui|Dij |
|Di|
K+1∑
k=1
[
(cfkij
k−1∏
l=1
(1−cflij )
]
Tukij
(10)
3For arbitrary given BS topology, the small region Dij becomes irregular
so that the integral domain is hard to be expressed explicitly. Nevertheless,
the integrals together with areas |Dij | and |Di| can be computed by Monte
Carlo method [31].
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Fig. 2. Numerical results of the two terms suk(γ0) and Ruk , both quickly
reduce with k.
where Tukij denotes the utility of the uth user when the user
downloads from the cache of its kth nearest BS (or from the
backhaul if k = K+ 1) when located in Dij . Tukij can either
be sukij (γ0) or Rukij , and then Tu represents either the success
probability su(γ0) or the average achievable rate R¯u of the uth
user accordingly. For the hexagonal model, (10) degenerates
into
Tu =
Nf∑
f=1
quf
Nb∑
i=1
12∑
j=1
aui
12
K+1∑
k=1
[
(cfkij
k−1∏
l=1
(1− cflij )
]
Tuk
(11)
Since (11) and (10) have the same function structure, we only
consider the hexagonal model in the following for notational
simplicity, but the results are applicable to arbitrary BS distri-
bution.
From the network perspective, we employ network utility as
a metric to reflect the average user experience of all users in
the network as
T = Eu[Tu] =
Nu∑
u=1
vuTu =
Nu∑
u=1
vu
Nf∑
f=1
quf
Nb∑
i=1
12∑
j=1
aui
12
×
K+1∑
k=1
[
cfkij
k−1∏
l=1
(1− cflij )
]
Tuk (12)
where T represents the network success probability or the
network average rate, which is the success probability or the
average achievable rate averaged over all the content requests
in the considered region. If we set γ0 = 0, then the network
success probability degenerates into the cache-hit probability,
another often-used metric in the literature of caching [5].
From the user fairness perspective, we consider max-min
fairness [26] to reflect the worst user experience, which lets
every user benefit from caching in its own experience. This
is achieved by maximizing the minimal utility among all the
users in the Nb cells.
Both network average utility and minimal user utility can
reflect user experience, but from different perspectives. To
provide the flexibility for a cache manager in balancing the
6two metrics, we formulate the following optimization problem
that maximizes their weighted sum
P0 : max{cfb}
(1− η)T + η min
u=1,··· ,Nu
{Tu} (13a)
s.t.
Nf∑
f=1
cfb ≤ Nc, ∀b (13b)
0 ≤ cfb ≤ 1, ∀f, b (13c)
where (13b) is equivalent to the cache size constraint for
probabilistic caching policy [9], and (13c) is the probability
constraint. The value of weight η depends on how the cache
manager (e.g., the MNO) trades off between network average
performance and user fairness. By setting η as 0 or 1, we can
obtain a problem of maximizing the network utility (referred
to as Problem P1) or a problem maximizing the minimal utility
among users (referred to as Problem P2).
Based on variable replacement zfb , 1 − cfb, the
expressions of the two metrics can be rewritten as
Tu = Tu1 − 112
∑Nf
f=1
∑Nb
i=1
∑12
j=1 auiquf
∑K
k=1(Tuk −
Tu,K+1)
∏k
l=1 zflij and minu=1,··· ,Nu{Tu} = Tu1 −
1
12 maxu=1,··· ,Nu{
∑Nf
f=1
∑Nb
i=1
∑12
j=1 auiquf
∑K
k=1(Tuk −
Tu,K+1)
∏k
l=1 zflij}, respectively. By further introducing an
auxiliary variable t and extra constraints, we can convert the
original problem P0 equivalently into
SP : min
{zfb},t
(1− η)
Nu∑
u=1
Nf∑
f=1
Nb∑
i=1
12∑
j=1
vuauiquf
×
K∑
k=1
(Tuk − Tu,K+1)
k∏
l=1
zflij + ηt (14a)
s.t.
Nf∑
f=1
Nb∑
i=1
12∑
j=1
auiquf
K∑
k=1
(Tuk − Tu,K+1)
×
k∏
l=1
zflij ≤ t, ∀u (14b)
Nf −
Nf∑
f=1
zfb ≤ Nc, ∀b (14c)
0 ≤ zfb ≤ 1, ∀f, b (14d)
Since the utility of a user when downloading from the cache
at the kth nearest BS is larger than that at the (k + 1)th
nearest BS due to shorter BS-to-user distance, we have
Tuk ≥ Tu,K+1. Hence, the objective function is a posyno-
mial function4 with respect to {zfb} and t. Constraint (14b)
can be rewritten as
∑Nf
f=1
∑Nb
i=1
∑12
j=1 auiquf
∑K
k=1(Tuk −
Tu,K+1)t
−1∏k
l=1 zflij ≤ 1, where the left hand side is also a
posynoimal function. However, the left hand side of constraint
(14c) is a signomial function due to the negative sign before
the term
∑Nf
f=1 zfb. Therefore, SP is a signomial programming
problem, which is truly nonconvex [33].
4A posynomial function is with the form f(x) =∑K
k=1 ψkx
φ1k
1 x
φ2k
2 · · ·xφnkn , where x = [x1, · · · , xn] ∈ Rn, ψk ≥ 0
and φik ∈ R. If there exists ψk < 0, then f(x) is a signomial function [32].
To solve the problem, we first replace (14c) by a posynomial
function based on the arithmetic-geometric inequality. Given
a set of non-negative weights {ε(n)fb } with
∑Nf
f=1 ε
(n)
fb =
1, the arithmetic-geometric inequality gives
∑Nf
f=1 zfb ≥∏Nf
f=1
(
zfb/ε
(n)
fb
)ε(n)fb , where the equality holds if and only if
ε
(n)
fb = zfb/
∑Nf
f=1 zfb [33]. Then, any set of variables {zfb}
satisfying a more strict constraint Nf−
∏Nf
f=1
(
zfb/ε
(n)
fb
)ε(n)fb ≤
Nc will also satisfy (14c). By replacing (14c) with such a more
strict constraint and after some manipulations, we can obtain
a condensed problem as
GP(n) : min
{zfb},t
(1− η)
Nu∑
u=1
Nb∑
i=1
12∑
j=1
Nf∑
f=1
vuauiquf
×
K∑
k=1
(Tuk − Tu,K+1)
k∏
l=1
zflij + ηt (15a)
s.t. (Nf −Nc)
Nf∏
f=1
(
zfb/ε
(n)
fb
)−ε(n)fb ≤ 1, ∀b (15b)
(14b), (14d)
where any feasible solution of GP(n) is a feasible solution
of SP. GP(n) is a geometric programming problem since
the objective function and all the constraints are posynomial
functions. By taking variable replacements z˜fb = ln zfb,
t˜ = ln t and logarithmic transformation on the objective
function and constraints, we can convert GP(n) into a convex
problem [32] whose global optimal solution can be found
by standard convex optimization method, say interior-point
method whose computational complexity is in the order of
O((NuNbNf )3.5) [34].
Since GP(n) can serve as an accurate approximation of
SP when ε(n)fb ≈ zfb/
∑Nf
f=1 zfb, to improve the accuracy,
the value of ε(n)fb should be updated iteratively by solving
a series of problems GP(1),GP(2), · · · . Let {z(n)fb } denote
the optimal solution of GP(n). By successively updating
ε
(n)
fb = z
(n−1)
fb /
∑Nf
f=1 z
(n−1)
fb , we can obtain limn→∞ ε
(n)
fb =
lim
n→∞ z
(n)
fb /
∑Nf
f=1 z
(n)
fb , which suggests that the approximation
is accurate (and hence GP(n) is equivalent to the original
SP) within the neighborhood of lim
n→∞ z
(n)
fb . In fact, point
lim
n→∞ z
(n)
fb obtained by such successive approximation method
is proved to satisfy the Karush-Kuhn-Tucher (K.K.T) condition
of the original SP and is reported to converge to the global
optimal solution of SP in most experiments [33].5 Finally,
considering the equivalence between P0 and SP, we can obtain
c∗fb = 1 − limn→∞ z
(n)
fb as an optimal solution of the original
problem P0. The whole procedure of solving P0 is given in
Algorithm 1. The computational complexity of Algorithm 1
is O(L(NuNbNf )3.5), where L is number of iterations for
5Our simulations show that Algorithm 1 can converge to, at least, a local
optimal solution. Since SP is an intractable NP-hard problem [33], it is hard
to verify whether or not the global optimal solution is found in the large-scale
problem as in our case.
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(n)
fb to converge that is not large as shown by simulations in
Section V.
Algorithm 1 Solving Problem P0
Input: An initial feasible caching solution {c(0)fb }, e.g., c(0)fb =
Nc/Nf , and error tolerance .
Output: Optimal caching policy {c∗fb}
1: z
(0)
fb = 1− c(0)fb , initialize z(1)fb = inf and n = 1
2: while ||z(n)fb − z(n−1)fb || >  do
3: Update ε(n)fb = z
(n−1)
fb /
∑Nf
f=1 z
(n−1)
fb
4: Obtain the optimal solution of GP(n), i.e, {z(n)fb }, by
solving the converted convex problem using interior-
point method.
5: n← n+ 1
6: end while
7: c∗fb = 1− z(n)fb
B. Analysis for Special Cases
To reveal how spatial locality, user preference heterogeneity,
and different performance metrics affect the caching policy, we
analyze the optimal solutions of Problem P1 and Problem P2,
respectively, which are referred to as Policy 1 and Policy 2 in
the following.
Corollary 1. Policy 1 satisfies c∗fb ∈ {0, 1}.
Proof: Suppose that there exists c∗f ′b′ satisfying 0 <
c∗f ′b′ < 1, e.g., 0 < c
∗
11 < 1. If we fix the value of
{c∗fb}f=1,··· ,Nf ,b=2,··· ,Nb and optimize {cf1}f=1,··· ,Nf , then
the objective function T can be rewritten as
∑Nf
f=1 ζfcf1 + ζ0
by further considering (12), where {ζf}f=1,··· ,Nf are con-
stants that do not depend on {cf1}f=1,··· ,Nf . Then, the prob-
lem maximizing the network utility can be reformulated as
max{cf1}
∑Nf
f=1 ζfcf1 + ζ0 subject to
∑Nf
f=1 cf1 ≤ Nc and
0 ≤ cf1 ≤ 1, ∀f , which is a linear programming problem.
We can easily see that the optimal solution is c∗fb = 1 if
n(f) ≤ Nc and c∗fb = 0 if n(f) > Nc, where n(f) denotes the
ranking of the value ζf in {ζ1, · · · , ζNf } in descending order.
Therefore, c∗11 ∈ {0, 1}, which contradicts with 0 < c∗11 < 1.
Corollary 1 means that when only maximizing the network
utility (e.g., network average rate or equivalently average sum
rate, and cache-hit probability), probabilistic caching policy
degenerates into deterministic caching policy as designed
in [6], [21], [22]. The result is due to the fixed BS topology.
When considering user fairness, probabilistic policy should be
employed.
To analyze when exploiting user preference is benefi-
cial, we denote the network utility based on global con-
tent popularity as T˜ . It is obtained by replacing quf
in (12) with pf as T˜ =
∑Nu
u=1 vu
∑Nf
f=1 pfTuf , where
Tuf ,
∑Nb
i=1
∑12
j=1
aui
12
∑K+1
k=1
[
(cfkij
∏k−1
l=1 (1 − cflij )
]
Tuk
is the utility of the uth user when downloading the f th
file. Considering (2), we have T˜ = Eu[
∑Nf
f=1 pfTuf ] =∑Nf
f=1 pfEu[Tuf ] =
∑Nf
f=1 Eu[quf ]Eu[Tuf ]. From (12), the
network utility based on user preference can be expressed as
T = Eu[
∑Nf
f=1 qufTuf ] =
∑Nf
f=1 Eu[qufTuf ]. Then, we can
obtain the following corollary.
Corollary 2. The network utility only depends on global
content popularity (i.e., T = T˜ ) if and only if quf and
Tuf are uncorrelated with respect to u (i.e., Eu[qufTuf ] =
Eu[quf ]Eu[Tuf ]).
When users preferences are homogeneous (i.e., quf = pf ),
quf does not depend on u and hence is uncorrelated with Tuf .
Or, when users are without spatial locality and with identical
transmission resource (i.e., aui = 1/Nb and T1k = · · · =
TNuk), we have Tuf = T1f = · · · = TNuf , which does not
depend on u and hence is uncorrelated with quf . In both cases,
using the knowledge of global content popularity is sufficient
for optimizing caching policy to achieve the maximal network
utility, i.e., exploiting user preference does not yield better
caching policy.
To provide insight for the impact of objective and user
behavior on caching policy, in the following corollaries we
consider a case where T1k = · · · = TNuk , Tk, i.e., the
utility of every user when downloading from the cache of its
kth nearest BS is identical. This implies identical transmission
resource for each user as shown from the expression of Ruk.
In this case, T in (12) degenerates into a function of pfi, i.e.,
using the knowledge of local content popularity is sufficient
for optimizing caching policy to achieve the maximal value of
network utility.
Corollary 3. When the user utility of downloading from local
BS’s cache far exceeds that from the second nearest BS’s
cache, Policy 1 is c∗fb = 1 if n(f, b) ≤ Nc, and c∗fb = 0 if
n(f, b) > Nc, where n(f, b) denotes the ranking of the value
pfb in {p1b, · · · , pNf b} in descending order.
Proof: When T1  T2, T in (12) degener-
ates into limT2/T1→0 T =
T1
12
∑
u,f,j,i auivuquf
(
cfi +∑K+1
k=2
[
cfkij
∏k−1
l=1 (1− cflij )
]
Tk
T1
)
= T1
∑
u,f,i auivuqufcfi,
from which we can see that maximizing T subject to (13b) and
(13c) is equivalent to maximizing
∑
u,f auivuqufcfi for ∀j
subject to
∑Nf
f=1 cfi ≤ Nc and 0 ≤ cfi ≤ 1. Considering (3),
we have
∑
u,f auivuqufcfi = (
∑Nu
u=1 auivu)
∑Nf
f=1 pficfi.
Then, Policy 1 is to let the ith BS to cache the Nc files with
the largest values of pfi.
In typical wireless networks, when regarding average
achievable rate as the utility (i.e., Tk = Ruk), T1 is much
larger than T2 as shown in Fig. 2(b) due to shorter BS-to-
user distance. Then, Corollary 3 suggests that Policy 1 tends
to cache the most locally popular files at each BS. When
choosing success probability as the utility (i.e., Tk = suk(γ0)),
T1 and T2 can be close if the SINR threshold γ0 is not high
(e.g., −5 dB) as shown in Fig. 2(a). Then, Policy 1 tends to
cache the locally popular files in the neighboring BS sets more
distributively, which can increase cache-hit probability by file
diversity (i.e., content diversity [8]).
Corollary 4. If the spatial location probabilities, activity level
and preferences are identical for all users, Policy 1 will be the
same as Policy 2.
8Proof: If a1 = · · · = aNu , vu = 1/Nu and quf = pf ,
T in (12) will degenerate into T = Tu,∀u and hence T =
minu=1,··· ,Nu{Tu}. Then, problems P1 and P2 are equivalent.
Corollary 4 suggests that if one assumes that each user has
no difference in spatial locality, activity level and preference
(and with identical transmission resources) (i.e., there is no
difference among users statistically), maximizing the network
utility is equivalent to maximizing the minimal utility among
users. In practice, these assumptions are hardly true. This
implies a tradeoff between maximizing network utility and
maximizing user fairness.
C. Numerical Examples
To help understand the impact of heterogeneous user prefer-
ence given that users are with spatial locality on the behavior
of Policy 1 and Policy 2, we consider two toy examples
respectively with one BS and two BSs, and consider average
rate as the utility. There are two user equipments (UEs) and
three files. The global popularity is p = [0.46, 0.30, 0.24]
and the activity level distribution is v = [0.6, 0.4]. For each
example, we compare two cases with homogeneous user pref-
erence (q1 = q2 = p = [0.46, 0.30, 0.24]) and heterogeneous
user preference (q1 = [0.75, 0.25, 0],q2 = [0.02, 0.38, 0.60]),
respectively, where the user preference satisfies the relation
v1q1 +v2q2 = p given by (2). The cache size is Nc = 1. The
caching policy of the bth BS is denoted as cb = [c1b, c2b, c3b].
1) Single-cell: In this case, both users are located in the
same cell and the user location probability matrix becomes
A = [1, 1]
T .
BS1
UE1 UE2
(a) Homogeneous, Policy 1.
BS1
UE1 UE2
 
  
 
(b) Homogeneous, Policy 2.
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(c) Heterogeneous, Policy 1.
BS1
UE1 UE2
 
  
 
(d) Heterogeneous, Policy 2.
Fig. 3. Two UEs are located in one cell. The user utilities when downloading
from the cache and backhaul are 3 Mbps and 1 Mbps, respectively.
The optimization results are given in Fig. 3. We can see that
when user preferences are homogeneous, both policies let BS1
cache the most preferable file of UE1 and UE2, i.e., file 1.
When user preferences become heterogeneous, the most
preferred file of UE1 and UE2 are file 1 and file 3, respectively.
Therefore, UE1 prefers BS1 to cache file 1 so that its utility can
be maximized while UE2 prefers BS1 to cache file 3, i.e., the
caching interests of both UEs conflict with each other. Since
UE1 is more active than UE2, which results in higher local
content popularity for file 1, Policy 1 lets BS1 cache file 1,
which agrees with Corollary 3. This, however, sacrifices the
utility of UE2 and makes UE2 achieving the minimal utility.
Therefore, to ensure max-min fairness, Policy 2 allocates non-
zero probability to BS1 to cache the most preferable file of
UE2, i.e., file 3. Compared with the case of homogeneous user
preference, the minimal utility decreases due to the conflict of
users’ caching interests.
2) Two-cell: In this case, each cell has one user and A =
[ 1 00 1 ].
BS1
UE1 UE2
BS2
 
 
 
 
 
(a) Homogeneous, Policy 1.
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(b) Homogeneous, Policy 2.
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(c) Heterogeneous, Policy 1.
BS1
UE1 UE2
BS2
(d) Heterogeneous, Policy 2.
Fig. 4. Two UEs are located in two cells. The utilities of both UEs when
downloading from the caches at the local BS, neighboring BS, and backhaul
are 3, 2, and 1 Mbps, respectively.
The optimization results are given in Fig. 4. In this case, it is
interesting to see that when user preferences are homogeneous,
the caching interests of both users are exactly the opposite, i.e.,
UE1 prefers its local BS (i.e., BS1) to cache its most preferable
file (i.e., file 1) and its neighboring BS (i.e., BS2) to cache its
second preferable file (i.e., file 2), while UE2 prefers BS2 to
cache file 1 and BS1 to cache file 2. Since UE1 has higher
activity level, Policy 1 lets BSs cache files according to UE1’s
cache interest, which scarifies the utility of UE2. Policy 2 lets
each BS cache the most preferable file (i.e., file 1) of its local
user with a higher probability and cache the second preferable
file (i.e., file 2) of its local user with a lower probability.
When user preferences are heterogeneous, UE1 prefers BS1
to cache file 1 and BS2 to cache file 2, while UE2 prefers BS2
to cache file 3 and BS1 to cache file 2. As a result, Policy 1
lets each BS cache the most preferable file of its local user,
i.e., BS1 caches file 1 and BS2 caches file 3. Since UE2 has
the minimal utility, Policy 2 is more prone to let BSs cache
the files preferred by UE2, i.e., allocating non-zero probability
to BS1 to cache the second preferable file of UE2 (i.e., file 2).
Compared with the case of homogeneous user preference, both
the network utility and minimal utility increase, which can be
explained as follows.
1) When user preferences are heterogeneous, the most fa-
vorable files of the users located in different cells differ.
File diversity can be achieved by simply letting each
BS satisfy the caching interest of its local user, which
increases the cache-hit probability since files are cached
less redundantly in the neighboring BS set.
2) With given content popularity, the preferences of both
users are more skewed when the preferences are less
9similar. Skewed user preference means less uncertain user
behavior in requesting files, which amplifies the gain of
file diversity.
The two examples show that the heterogeneity of user
preferences is a double-edged sword. On one hand, the caching
interests of users located in the same cell conflict with each
other when user preferences become heterogeneous, which
degrades user fairness. On the other hand, the caching interests
of users located in different cells are less conflicting when
user preferences are heterogeneous, so that file diversity can
be achieved with less scarifice of users’ caching interests.
Besides, the uncertainty of user demands reduces for a given
content popularity, which is beneficial for both network utility
and user fairness.
IV. REAL DATASETS ANALYSIS AND USER PREFERENCE
SYNTHESIS
In this section, we first examine the common assumptions on
user activity level and user preference, and analyze preference
similarity based on two real datasets. To reveal the entangled
impact of user behavior in different aspects on caching gain,
we then provide an algorithm to synthesize user preferences
with given content popularity, user activity level and controlled
average similarity. Finally, we validate the algorithm by the
datasets.
A. User Behavior Analysis with Real Datasets
We use Million Songs Dataset (MSD) [27] and Lastfm-
1K Dataset [28], which are widely used for evaluating music
recommendation algorithms, to analyze the user behavior of
requesting songs. The reason why we chose these two music
datasets is that a song could be requested by a user many
times, such that the ground truth of user preference can be
obtained from the frequency of each user’s requests for each
song. To capture the main trend of user demand statistics, we
choose the 100 most active users and the 500 most popular
files requested by these users for analysis, which account for
more than 90% of the requests in the datasets.
In Fig. 5(a), we show the content popularity in descending
order. We can see that the popularity for both datasets can be
fitted as Mandelbrot-Zipf distribution (M-Zipf) with expres-
sion pf = (f + βp)−δp/
∑Nf
n=1(n + βp)
−δp , where δp is the
Zipf skewness parameter and βp is the plateau factor [24].
When βp = 0, it degenerates into Zipf distribution. The fitted
M-Zipf parameters are βp = 500, δp = 2.68 for Lastfm, and
βp = −0.49, δp = 0.64 for MSD, respectively.
In Fig. 5(b), we show the activity level in descending
order. We can see that user activity level distribution can
also be well fitted as M-Zipf distribution for both datasets,
whose parameters are βv = 2.89, δv = 0.42 for Lastfm, and
βv = 100, δv = 4.69 for MSD, respectively.
In Fig. 5(c), we show the number of requests for each file
of the 10th (i.e., more active) and 90th (i.e., less active) users
in the two datasets. To show the shape of user preference,
we re-rank the files by the number of requests for each user.
We can see that user preference is also skewed. Besides, it
can be fitted by M-Zipf distribution (not shown to make the
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Fig. 5. Analysis of MSD and Lastfm datasets. For providing more clear
figures, we show the number of requests instead of request probability in (c).
The dashed lines in (c)-(e) are plotted from the synthetic user preference in
Section IV-B.
figure more clear) rather than Zipf distribution as assumed
in [22], and the parameters are quite different for users. In
fact, the preference ranking is also different for each user. For
example, in MSD, the top-5 preferable files of UE10 and UE90
are files with popularity ranking [52, 36, 41, 20, 31] and files
with ranking [186, 50, 24, 97, 158], respectively.
In Fig. 5(d), we show the cumulative distribution function
(CDF) of the cosine similarity between every two-user pair.
We can see that the results are quite different for Lastfm and
MSD. For Lastfm, more than 90% of the user preference
similarity is larger than 0.8, while for MSD, about 80% of
similarity is smaller than 0.2. The average similarity can be
computed by (4), which are 0.84 for Lastfm and 0.04 for MSD,
respectively.
These two datesets illustrate that content popularity, activity
level distribution, user preference and preference similarity
vary significantly for different catalogs of contents and differ-
ent groups of users. While the obtained specific distribution
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and parameters are non-generic, these results can demonstrate
that the assumptions on identical user preference and activity
level are untrue.
B. User Preference Synthesization
Any real dataset is generated by a specific collection of
users for a specific catalog of contents. It is impossible to
evaluate caching policies with all real datasets. This calls for a
synthetic method to generate data that can reflect user behavior
in requesting contents with flexibly controlled key factors
affecting caching, i.e., content popularity, user preference,
preference similarity and activity level. If we synthesize user
preferences using the methods in [22], [24] and aggregate them
to obtain content popularity, the content popularity will change
when we adjust user preference similarity or activity level, then
we cannot differentiate the impact of each factor.
In what follows, we provide an algorithm to synthesize
user preferences with adjustable average similarity for any
given content popularity and user activity level. The basic
idea of the algorithm is as follows. (i) To synthesize generic
data without specifying the distribution, we only consider the
relation between user preference and content popularity and
the probability constraint. The distribution (and hence the
shape) of user preference is implicitly determined by the dis-
tribution of content popularity and the similarity among user
preferences. In particular, from the relation
∑Nu
u=1 vuquf = pf
in (2) and the probability constraint
∑Nf
f=1 quf = 1 with
0 ≤ quf ≤ 1, we can find an upper bound of the preference
of the uth user for the f th file as q¯uf = min{ pfvu , 1}. (ii)
Considering that content popularity is the average of user
preferences, a small deviation from the content popularity
indicates a large user preference similarity. This suggests that
we can control the similarity by introducing a parameter θ to
adjust the variance of quf , given that directly controlling user
preference similarity according to (4) is hard. In particular, we
can use θ (0 ≤ θ ≤ 1) to adjust the variance by selecting quf
uniformly from [θpf , θpf + (1 − θ)q¯uf ], e.g., when θ = 1,
quf = pf ; when θ = 0, the variance of quf achieves the
maximal value. (iii) To ensure the selected random variable
satisfying the relation in (2) and the probability constraint, the
preference of each user is generated in a successive manner.
In particular, We first randomly chose a user and determine
its preference. For the uth user, we randomly choose a file f1
from the file set F = {1, · · · , Nf} and determine quf1 . Then,
we remove f1 from F . Because
∑Nf
f=1 quf = 1, the sum of
the preferences of the uth user for the files in F , denoted as
l ,
∑
f∈F quf , should be updated as l = 1 − quf1 . Again,
we randomly choose a file f2 from F . Note that quf2 is now
upper bounded by q¯uf2 = min{pf2vu , l}. After randomly setting
quf2 ∈ [θpf2 , θpf2 + (1 − θ)q¯uf2 ], quf2 is further adjusted
as quf2 ← min
{
quf2
(
l∑
f′∈F pf′
)
θ, q¯uf2
}
by a scaling factor(
l∑
f′∈F pf′
)
θ to control the deviation of the mean value of
user preference from content popularity, where
∑
f ′∈F pf ′ is
the sum of content popularity of the files in F . When user pref-
erence is identical to content popularity, i.e., quf = pf for ∀f ,
we have l =
∑
f ′∈F pf ′ . When l >
∑
f ′∈F pf ′ (i.e., the mean
value of user preference for files in F exceeds the content
popularity), the factor
(
l∑
f′∈F pf′
)
θ ≥ 1, which increases the
value of quf2 and decrease the value of l = 1− quf1 − quf2 to
make l closer to
∑
f ′∈F pf ′ in the next iteration. This reduces
the deviation of mean value of user preference from content
popularity, and vice versa. The exponent θ controls not only
the variance of user preference as we mentioned before, but
also the scaling factor here, which controls the mean value of
user preference. As θ increases, the scaling factor makes the
mean value of user preference closer to the content popularity.
By repeating the procedure for the rest of files in F , qu can
be obtained. Next, we update the content popularity for the
rest of users by subtracting vuqu from the original content
popularity, and continue similar procedure. Finally, Q can be
obtained. The whole procedure of the synthesization is shown
in Algorithm 2.
Algorithm 2 Synthesize user preference Q for given p and v
Input: p, v, θ
Output: Q
1: Q← 0, ρ← p, U ← {1, · · · , Nu}
2: while U is not empty do
3: Randomly chose a user u in U
4: F = {1, · · · , Nf}, l ,
∑
f∈F quf = 1
5: while l > 0 and F is not empty do
6: Randomly chose a file f in F
7: q¯uf ← min
{
ρf
vu
, l
}
, for f = 1, · · · , Nf
8: Set quf ∈ [θpf , θpf + (1− θ)q¯uf ] randomly
9: quf ← min
{
quf
(
l∑
f′∈F pf′
)
θ, q¯uf
}
10: l← l − quf , remove f from F
11: end while
12: if l > 0 then
13: F˜ ← {f | quf < q¯uf}
14: while l > 0 do
15: Randomly chose a file f ′ in F˜
16: q˜uf ′ ← min{quf ′ + l, q¯uf ′}
17: l← l − (q˜uf ′ − quf ′), quf ′ ← q˜uf ′
18: if quf ′ = q¯uf ′ then
19: Remove f ′ from F˜
20: end if
21: end while
22: end if
23: ρ← ρ−vuqu, p← ρ∑Nf
f=1 ρf
, remove u from U
24: end while
The relation between θ and average similarity of user pref-
erence for the two datasets is shown in Fig. 5(e), from which
we can see that the average similarity increases monotonically
with θ as expected. When generating synthetic data, we can
obtain θ with desired average similarity from Fig. 5(e) and
then use the obtained θ together with p and v to synthesize
user preference.
In Fig. 5(c), we plot the synthetic user preferences of the
10th and 90th active users based on the popularity and activity
level of Lastfm and MSD datasets. We chose θ = 0.98 and
θ = 0.21 for Lastfm and MSD, respectively, so that the
average similarities of user preferences in the real datasets and
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synthetic data are identical. We can see that the distribution of
the synthetic user preference is almost the same as the datasets.
In Fig. 5(d), we further plot the CDF of the similarity
cos(qu,qm) of the synthetic user preference to compare the
distribution of user preference similarity between the synthetic
data and real data. We can see that the synthetic data can fit
both real datasets well.
Both Algorithm 2 and the method in [24] can fit real datasets
well, but they have their own pros and cons, leading to differ-
ent targeting applications. In [24], the user preference for each
content is synthesized as the probability that a user prefers a
specific genre multiplied by the popularity of a content within
this genre. Such model is able to capture some inner structure
of the data, which can help understanding user’s request
pattern and is more flexible in controlling the user preference
with more parameters. On the other hand, Algorithm 2 does
not require the direct modeling of user preference, which may
avoid the bias introduced by particular datasets. Moreover, Al-
gorithm 2 is able to control user preference similarity, activity
level and content popularity separately, which can differentiate
the impact of each factor for performance evaluation. Besides,
in some scenarios, user preference may exhibit a clustering
effect such that users in one cell have strong correlation in their
preferences. Algorithm 2 is able to capture such clustering
effect by implementing in a cascading fashion as follows.
We can first generate the preferences of M virtual users as
cluster centers by Algorithm 2 and use θ to adjust the distance
(measured by similarity) between the cluster centers. Then, we
can generate user preference within each cluster, again using
Algorithm 2 by regarding the preference of virtual user as
the content popularity within the cluster and use θ to adjust
the user preference similarity inside each cluster. With the
generated user preferences, we can assign the same location
probability distribution au to the users within the same cluster
so that users in one cell will have strong correlation in their
preferences.
V. SIMULATION RESULTS
In this section, we compare the performance of the proposed
caching policies with prior works, and analyze the impact
of user preference similarity, user activity level and spatial
locality by simulation based on the synthetic data.
Consider Nb = 7 cells with radius D = 40 m as shown
in Fig. 1(b).6 The backhaul bandwidth and the downlink
transmission bandwidth for each user are set as Cbhu = 1 Mbps
and Wu = 5 MHz, respectively. We consider Rayleigh fading
channels and pathloss modeled as 35.5+37.6 log10(rub) in dB.
The transmit power of BS and the noise power are 21 dBm
and −174 dBm/Hz, respectively. To reduce simulation time,
the total number of users in the considered region is set as
Nu = 50, Nf = 100 files, and Nc = 10, i.e., each BS can
cache 10% of the total files. The Zipf’s skewness parameters
for global content popularity and activity level distribution are
set as δp = 0.6 and δv = 0.4, respectively, according to the
data analysis in Section IV-A. The user location probability
6When the BSs are located randomly as in Fig. 1(a), the performance is
similar and hence not provided due to space limitation.
distribution is modeled as Zipf distribution with skewness
parameter δa = 1 based on the measured data in [15], [16].
A larger value of δa indicates that a user sends requests in
few cells with high probability. Unless otherwise specified,
this setting is used throughout the simulation.
The following caching policies are simulated for compari-
son:
1) “Local Pop”: This is the caching policy used in [2], [35],
where each BS caches the most popular files according to
the local content popularity within its cell given by (3).
2) “Femtocaching”: This is a deterministic caching policy
based on global content popularity, identical activity level
and known user location, which is optimized under the
same assumptions as the policy proposed in [6]. For a fair
comparison, we obtain this policy to maximize the net-
work utility. To show the impact of location uncertainty,
the policy is obtained based on one realization of user
location and remains unchanged for other realizations.
3) “Femtocaching (UP)”: This is a deterministic caching
policy based on user preference, activity level and known
user location, which is optimized under the same as-
sumptions as a policy proposed in [22] except using
the network utility as objective function and considering
heterogeneous activity level. Again, the policy is obtained
based on one realization of user location and remains
unchanged for other realizations. The only difference of
this policy with Policy 1 lies in the assumption on user
location, since Policy 1 degenerates into deterministic
policy as stated in Corollary 1.
4) “Policy 1 (Pop)”: This is a probabilistic caching policy
obtained from problem P1 by using global content pop-
ularity (i.e., replacing quf with pf ) and setting identical
user activity level. The only difference of this policy with
“Femtocaching” lies in the assumption on user location,
according to Corollary 1.
5) “Policy 2 (Pop)”: This is a probabilistic caching policy
obtained from problem P2 by using global content pop-
ularity and setting identical user activity level.
In Fig. 6(a), we show the impact of user preference sim-
ilarity on the network performance. We can see that “Pol-
icy 1 (Pop)” almost performs the same as “Femtocaching”.
However, “Femtocaching (UP)” is inferior to “Femtocaching”
when user preference is less similar, because “Femtocaching
(UP)” does not consider the uncertainty of user location. These
results indicate that location uncertainty has large impact when
user preference is heterogeneous. The network average rate of
Policy 1 is the highest and the gain over global popularity
based methods (i.e., “Femtocaching” and “Policy 1 (Pop)”)
increases with the decrease of preference similarity. This
comes from the file diversity and more skewed user preference
as explained in Section III-C.
In Fig. 6(b), we show the impact of user preference sim-
ilarity on user fairness. We can see that Policy 2 provides
higher minimal average rate than other baseline policies un-
less sim(Q) = 1. However, “Policy 2 (Pop)” is inferior to
“Femtocaching (UP)”, because the knowledge of user prefer-
ence is important for improving user fairness. The minimal
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Fig. 6. Impact of user preference similarity.
average rate of Policy 2 first decreases and then increases
with the preference similarity, due to the combination effects
of heterogeneous user preference as explained in the end of
Section III-C. We also show the performance of a correspond-
ing non-caching system, over which Policy 2 can provide
800% ∼ 10000% gain in terms of the minimal average rate.
Since the network average rate and minimal average rate of
the non-caching system are almost the same (that is about 1
Mbps in the considered setting), which are not affected by
user preference similarity, spatial locality and activity level
skewness parameters, we do not show the related results in
the sequel.
In Fig. 7, we show the impact of spatial locatity. As shown
in Fig. 7(a), the network average rates of “Local Pop” and
user preference based caching policies increase with δa. When
δa = 0, i.e., each user sends requests in each of the Nb cells
with equal probability, “Policy 1 (Pop)” achieves the same
performance as Policy 1, which verifies Corollary 2. When
δa = 5, i.e., each user is with 1
−5∑7
i=1 i
−5 = 0.96 probability
located in the most probable cell, Policy 1 has 30% gain
over “Policy 1 (Pop)”. This suggests that the gain of network
average rate by exploiting user preference highly relies on the
spatial locality of user. As shown in Fig. 7(b), the minimal
average rates of “Local Pop” and Policy 2 also increase with
δa. When δa = 5, Policy 2 can triple the minimal average
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Fig. 7. Impact of user location skewness parameter, δa. The average user
preference similarity is set as sim(Q) = 0.2.
rate compared with other caching policies. On the contrary,
spatial locality has little impact on both network average rates
and minimal average rates achieved by the global popularity
based caching policies (i.e., “Femtocaching” and “Policy 1
(Pop)”).
In Fig. 8, we show the impact of user activity level skew-
ness. As shown in Fig. 8(a), the network average rates of all
caching policies increase with δv . This is because when the
user activity level distribution is more skewed, the caching
solutions are determined more by the preferences of highly
active users. As a result, the average rates of these active users
increase, which yields higher network average rate. As shown
in Fig. 8(b), the minimal average rate of Policy 2 is highest,
and the performance gain increases with δv .
In Figs. 6, 7 and 8, “Femtocaching” and “Policy 1 (Pop)”
almost perform the same, and “Femtocaching” and “Policy 2
(Pop)” perform closely. This is because when user preference
and activity level are regarded as identical, there is no differ-
ence among users statistically as explained in [6], and hence
the uncertainty of user location has little impact.
As shown in previous results with average achievable rate
as the network utility, the performance of “Local Pop” and
Policy 1 is very close. This can be explained by Corollary 3
since the average rate when downloading from the nearest BS’s
cache is much larger than the average rate when downloading
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Fig. 8. Impact of user activity level skewness parameter, δv . The average
user preference similarity is set as sim(Q) = 0.2.
from the second nearest BS’s cache. When using success
probability as the network utility, the performance trends are
similar, but the gap between Policy 1 and “Local Pop” is
larger (not shown due to the lack of space). This is because
the success probabilities when the user downloads from the
nearest and second nearest BSs’ caches will be close if γ0 is
relatively small, e.g., γ0 = −5 dB (equivalent to 2 Mbps rate
requirement with Wu = 5 MHz).
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Fig. 9. CDF of success probability, γ0 = −5 dB, sim(Q) = 0.2.
In Fig. 9, we show the CDF of success probability achieved
by Policy 1 and Policy 2. We can see that with Policy 2, the
proportion of users with low success probability (e.g., su <
0.3) is lower than Policy 1, while the proportion of users with
high success probability is also lower, resulting in a tradeoff
between network average performance and user fairness.
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Fig. 10. Tradeoff between network performance and user fairness, γ0 =
−5 dB, sim(Q) = 0.2.
In Fig. 10, we show such tradeoff by solving problem P0
with different values of η. It is shown that the proposed
policy can improve network performance and user fairness
simultaneously compared with the baseline policies in a wide
range of η (i.e., 0 ≤ η ≤ 0.8).
From the observation in Section II, the corollaries in Section
III-B as well as the simulations in this section, we can
summarize the assumptions that make the user preference
based caching policies the same as the content popularity
based caching policies in Table I. Without these assumptions,
exploiting individual user behavior is beneficial for local
caching.
VI. CONCLUSION AND DISCUSSION
In this paper, we investigated when the user behavior in
terms of spatial locality, heterogeneous preference and activity
level impact proactive caching by establishing a caching policy
optimization framework to maximize a weighted sum of the
network utility and the minimal utility among users. We
showed the relation between the global content popularity,
local content popularity, user preference and spatial locality.
To evaluate the entangled impacts of content popularity, user
preference and activity level on the performance of wireless
edge caching, we provided an algorithm to synthesize user
preference with given content popularity, user activity level
and adjustable user preference similarity, and validated it
with two real datasets. We found that the gain of exploiting
individual user behavior is large under realistic settings, where
user preferences are less similar, user activity level distribution
is skewed, and more importantly, users are with strong spatial
locality. Simulation results showed that both the network
performance and user fairness achieved by the proposed policy
are superior to prior works based on either content popularity
or user preference.
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TABLE I
WHEN USER PREFERENCE BASED CACHING POLICIES WILL NOT BE BENEFICIAL
Objectives Assumptions Equivalent to caching policies based on
Network Performance
Identical transmission resouce & Global/local content popularityWithout spatial locality
Homogeneous user preference Global/local content popularity
Identical transmission resource Local content popularity
User Fairness
Identical transmission resource &
Global/local content popularityHomogeneous user preference and activity level &
Identical spatial location probability distribution
In practice, learning individual user preference is more
computationally complex than learning content popularity.
Moreover, content provider (CP) usually transfers data to
wireless users via secure connections [36]. Consequently,
security issues could be a barrier for MNO to learn user
preference or content popularity for proactive caching, or even
for reactive caching. Nevertheless, new security protocols have
been proposed to enable the MNOs to perform caching on
encrypted requests as discussed in [37]. On the other hand,
there is a recent trend of the convergence in managing cache by
MNOs and CPs [38]. User preference can be learned by a CP
and then shared with a MNO. Alternatively, a CP can install
its own caches in wireless edge [37] or lease the caches from a
MNO [36], and the MNO shares the user location distribution
information to the CP for optimizing caching policy toward
better user experience. Such cooperation is possible since user
experience can be improved significantly, which is a win-win
situation.
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APPENDIX A
PROOF OF PROPOSITION 1
From (5), by taking the expectation over user request f , we
can obtain
su =
Nf∑
f=1
qufExu
[
K∑
k=1
[
cf,k(xu)
k−1∏
l=1
(1− cf,l(xu))
]
× P (γu,k(xu)(xu) > γ0 | xu)
]
(A.1)
Since the kth nearest BS of the uth user k(xu) depends on
user location, the expectation over xu cannot move into the
summation over k. Since we have divided each cell into small
regions as shown in Fig. 1, the kth nearest BS of the uth user
only depends on which small region of which cell the user is
located in rather than the exact location xu. Therefore, we can
denote kij as the kth nearest BS when the user is located in
the jth small region of the ith cell (i.e., Dij). Then, based on
the law of total expectation, (A.1) can be derived as
su =
Nf∑
f=1
qufEij
[
Exu∈Dij
[
K∑
k=1
[
cfkij
k−1∏
l=1
(1− cflij )
]
× P (γukij (xu) > γ0 | xu)
]]
(a)
=
Nf∑
f=1
qufEij
[
K∑
k=1
[
cfkij
k−1∏
l=1
(1− cflij )
]
× Exu∈Dij
[
P
(
γukij (xu) > γ0 | xu
)] ]
=
Nf∑
f=1
quf
Nb∑
i=1
Ji∑
j=1
aui|Dij |
|Di|
K∑
k=1
[
cfkij
k−1∏
l=1
(1− cflij )
]
sukij
(A.2)
where Eij denotes the expectation over i and j, Exu∈Dij
denotes the expectation over xu within Dij , step (a)
safely moves Exu∈Dij into the summation over k since kij
does not depend on xu anymore given that xu ∈ Dij ,
aui|Dij |
|Di| is the probability that xu ∈ Dij , and sukij ,
Exu∈Dij
[
P
(
γukij (xu) > γ0 | xu
)]
is the success probability
when the user is located in Dij and downloads from its kth
nearest BS’s cache.
To obtain sukij , we first derive the success probability
conditioned on given user location as
P
(
γukij (xu) > γ0 | xu
)
=P
(
hukij ≥γ0rαukij
(
Iukij +
σ2
P
) ∣∣∣ xu)
(a)
= EIukij
[
exp
(
−γ0rαukij
(
Iukij +
σ2
P
) ∣∣∣ xu)]
(b)
= e
−γ0rαukij
σ2
P Ehu
[ ∏
b∈Φkij ,b 6=k
exp
(
−γ0rαukijhubr−αub
)]
= e
−γ0rαukij
σ2
P
∏
b∈Φkij ,b 6=kij
(
1 + γ0r
α
ukijr
−α
ub
)−1
(A.3)
where step (a) is from hukij ∼ exp(1) for Rayleigh fading,
step (b) is upon substituting Iukij =
∑
b∈Φkij ,b 6=kij hubr
−α
ub ,
and the last step is because {hub} are independently distributed
and hub ∼ exp(1). Then, by averaging over user location
within small region Dij , we can obtain
sukij (γ0) = Exu∈Dij
[
P
(
γukij (xu) > γ0|xu
)]
=
∫∫
xu∈Dij
1
|Dij |P
(
γukij (xu) > γ0|xu
)
dxu1dxu2 (A.4)
Finally, by substituting (A.3) into (A.4) and then into (A.2),
Proposition 1 can be proved.
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APPENDIX B
PROOF OF PROPOSITION 2
Similar to the derivation of (A.2), we can obtain
R¯u =
Nf∑
f=1
quf
Nb∑
i=1
Ji∑
j=1
aui|Dij |
|Di|
K∑
k=1
[
cfkij
k−1∏
l=1
(1−cflij )
]
Rukij
(B.1)
where Rukij , Exu∈Dij ,hu
[
Rukij (xu)
]
is the average achiev-
able rate (taken over user location xu and channel fading)
when the user is located in Dij and downloads from the cache
of the kth nearest BS (or from the backhaul if k = K + 1).
To obtain Rukij , we first derive the average rate (taken over
channel fading) conditioned on given user location when k ≤
K as
Ehu
[
Rukij (xu)
]
=Ehu
[
log2(1 + γukij (xu))
]
=Ehu
[
log2
(
Sukij + Iukij +
σ2
P
)]
− Ehu
[
log2
(
Iukij +
σ2
P
)]
(B.2)
Since Sukij + Iukij =
∑
b∈Φkij hubr
−α
ub and Iukij =∑
b∈Φkij ,b6=kij hubr
−α
ub are the sum of independent expo-
nential distributed random variables with given {r−αub },
the probability density function of Sukij + Iukij and
Iukij with given user location can be derived, respec-
tively, as fSukij+Iukij |xu(x) =
∑
b∈Φkij δubkijr
α
ube
−xrαub and
fIukij |xu(x) =
∑
b∈Φb,b6=kij δubk¯ijr
α
ube
−xrαub , where δubkij =∏b′ 6=b
b′∈Φkij
rα
ub′
rα
ub′−rαub
and δubk¯ij =
∏b′ 6=b,kij
b′∈Φkij
rα
ub′
rα
ub′−rαub
.
Then, we can derive the first term of (B.2) as
Ehu
[
log2
(
Sukij + Iukij +
σ2
P
)]
=
∑
b∈Φkij
δubkij
∫ ∞
0
log2
(
x+ σ
2
P
)
rαube
−xrαubdx
=
∑
b∈Φkij
δubkij
ln 2
(
−eσ
2
P r
α
ubEi
(
−σ2P rαub
)
+ ln σ
2
P
)
(B.3)
where Ei(x) = − ∫∞−x e−tt dt denotes the exponential in-
tegral. Similar to the derivation of (B.3), we can ob-
tain Ehu
[
log2
(
Iukij +
σ2
P
)]
=
∑
b∈Φkij ,b6=kij
δubk¯ij
ln 2
( −
e
σ2
P r
α
ubEi
( − σ2P rαub) + ln σ2P ). By substituting into (B.2), we
can obtain
Ehu
[
Rukij (xu)
]
= δukijkijFkij (xu)
+
∑
b∈Φkij ,b 6=kij
(δubkij − δubk¯ij )Fb(xu) (B.4)
where Fb(xu) = − exp(
σ2
P ||xu−yb||α)
ln 2 Ei
( − σ2P ||xu − yb||α) +
log2
σ2
P .
When k = K + 1, the user associates with the nearest BS
(i.e., the ith BS when the user is located in the ith cell) and
downloads file from the backhaul, we derive Ehu
[
Rukij (xu)
]
by considering E[X] =
∫∞
0
P(X > t)dt as
Ehu
[
Rukij (xu)
]
=
∫ ∞
0
P
(
min{Wu log2(1 + γui(xu)), Cbhu } > t | xu
)
dt
=
∫ Cbhu
0
P (Wu log2(1 + γui(xu)) > t | xu) dt
=
∫ Cbhu
0
P
(
γui(xu) > 2
t
Wu − 1 | xu
)
dt
=
∫ Cbhu
0
e−(2
t
Wu −1)rαui σ
2
P
∏
b∈Φi,b 6=i
(
1 + (2
t
Wu − 1)rαuir−αub
)−1
dt
(B.5)
where the last step is from substituting (A.3).
By averaging over user location within small region Dij ,
we can obtain
Ruk = Exu∈Dij
[
Ehu
[
Rukij (xu)
]]
=
1
|Dij |
∫∫
xu∈Dij
Ehu [Ruk(xu)] dxu1dxu2 (B.6)
Then, by substituting (B.4) and (B.5) into (B.6), and finally
(B.6) into (B.1), Proposition 2 can be proved.
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