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SimulationAbstract This paper proposes an adjusted ridge regression estimator for b for the linear regression
model. The merit of the proposed estimator is that it does not require estimating the ridge param-
eter k unlike other existing estimators. We compared our estimator with an ordinary least squares
(LS) estimator and with some well known estimators proposed by Hoerl and Kennard (1970), ordi-
nary ridge regression (RR) estimator and generalized ridge regression (GR) and some estimators
proposed by Kibria (2003) among others. A simulation study has been conducted and compared
for the performance of the estimators in the sense of smaller mean square error (MSE). It appears
that the proposed estimator is promising and can be recommended to the practitioners.
ª 2015 University of Bahrain. Publishing services by Elsevier B.V. This is an open access article under the
CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Regression analysis is one of the frequently used tools for fore-
casting in almost all disciplines; hence estimation of unknown
parameters is a common interest for many users. These esti-
mates can be found by various estimation methods. The easiest
and the most common method of them is the ordinary least
squares (LS) technique, which minimizes the squared distance
between the estimated and observed values. Multicollinearity
among the explanatory variables in the regression model is
an important problem that exhibits serious undesirable effects
on the analysis faced in applications. The LS estimator is sen-
sitive to number ‘errors’, namely, there is an ‘explosion’ of the
sampling variance of the estimators. Alternative estimators are
designed to combat multicollinearity-yield-biased estimators.
One of the popular numerical techniques to deal with mul-
ticollinearity is the ridge regression due to Hoerl and Kennard(1970). Ridge regression approach has been studied by
McDonald and Galarneau (1975), Swindel (1976), Lawless
(1978), Singh and Chaubey (1987), Sarkar (1992), Saleh and
Kibria (1993), Kibria (2003), Khalaf and Shukur (2005),
Zhong and Yang (2007), Batah et al. (2008), Yan (2008),
Yan and Zhao (2009), Muniz and Kibria (2009), Yang and
Chang (2010), Khalaf (2012) and Dorugade (2014) and others.
Ridge Regression estimator has been the benchmarked for
almost all the estimators developed later in this context.
Most of the researchers compare superiority of their suggested
estimators with LS, RR, GR and other existing methods in
terms of minimum MSE criterion in the presence of multi-
collinearity. In this article, our primary aim is to suggest an
estimator by modifying the ordinary ridge regression (RR)
estimator avoiding the computation of ridge parameter and
secondly to evaluate the performance of our estimator with
LS, RR and GR estimators in the presence of sever or extre-
mely sever multicollinearity.
This article is organized as follows: in Section 2, we deﬁne
model and parameter estimation methods with their bias and
Figure 1 ‘‘fm’’ for AR, RR and GR estimators (q= 0.95, p= 3
and b= (10, 4, 1, 8)0).
Figure 3 ‘‘fm’’ for AR, RR and GR estimators (q= 0.999,
p= 3 and b= (14, 5, 2, 6)0).
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compare our new estimator in the MSE sense, with the RR
estimator, in the same section. In Section 4, performances of
the proposed estimators with respect to the scalar MSE crite-
rion compared to LS, RR and GR estimators are evaluated
on basis of the Monte Carlo Simulation results. Inﬂuence of
choice of k to compute RR on the proposed estimator AR is
also studied in the same section. Finally, article ends with some
concluding remarks.
2. Model speciﬁcations and the estimators
We consider the linear regression model with p predictors and
n observations:
Y ¼ Xbþ e; ð1Þ
where Y ¼ ðY1;Y2; . . . ;YnÞ0, b ¼ ðb1; b2; . . . ; bpÞ0, e ¼ ðe1; e2;
. . . ; enÞ0and X ¼ ðx1; x2; . . . ; xpÞ. ei’s are independently and
identically distributed as normal with mean 0 and variance
r2. Assume that the Yi’s are centered and the covariates xi’s
are standardized. Let K and T be the matrices of eigen values
and eigen vectors of X0X, respectively, satisfying
T0X0XT ¼ K ¼ diagonalðk1; k2; . . . ; kpÞ, where ki being the ithFigure 2 ‘‘fm’’ for AR, RR and GR estimators (q= 0.99, p= 3
and b= (7, 4, 1, 8)0).eigenvalue of X0X and T0T ¼ TT0 ¼ Ip. We obtain the equiva-
lent model
Y ¼ Zrþ e; ð2Þ
where Z= XT, it implies that Z0Z ¼ K, and a ¼ T0b (see
Montgomery et al., 2001).
Then LS estimator of a is given by
a^LS ¼ ðZ0ZÞ1Z0Y ¼ K1Z0Y: ð3Þ
Therefore, LS estimator of b is given by
b^LS ¼ Ta^LS:2.1. Generalized ridge regression estimator (GR)
In order to combat multicollinearity and improve the LS esti-
mator, Hoerl and Kennard (1970) suggested an alternative
estimator by adding a ridge parameter k to the diagonal ele-
ments of the least square estimator. They also suggested gener-
alized ridge regression (GR) estimator by using separate ridge
parameter for each regressor in the ridge regression. Also, if
the optimal values for biasing constants differ signiﬁcantly
from each other, then this estimator has the potential to save
a greater amount of MSE than the LS estimator (Stephen
and Christopher, 2001).Figure 4 ‘‘fm’’ for AR, RR and GR estimators (q= 0.9999,
p= 3 and b= (10, 1, 1, 4)0).
Figure 5 ‘‘fm’’ for AR, RR and GR estimators (q= 0.99999,
p= 3 and b= (8, 4, 11, 5)0).
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a^GR ¼ ðI KA1Þa^LS; ð4Þ
where K= diagonal(k1, k2. . .kp), kiP 0, i= 1, 2, . . .,p be the
different ridge parameters for different regressor and
A= K+ K.Table 1 ‘‘fm’’ for AR, RR, GR and LS estimators (p= 4 and b=
q Estimator n= 20 50
r2 = 1 9 25 100 1 9 25
0.6 AR 1420 4810 5420 4930 180 3600 40
RR 2420 2200 2970 4080 1950 2220 26
GR 4870 2530 1460 910 5870 3390 27
LS 1290 460 150 80 2000 790 56
0.8 AR 2670 5980 6440 6020 700 4770 55
RR 2400 2060 2610 3440 2280 2250 22
GR 3950 1870 910 530 5370 2610 19
LS 980 90 40 10 1650 370 25
0.9 AR 4190 6940 7460 7430 2080 5880 65
RR 2560 1750 1960 2200 2590 2010 22
GR 2670 1220 540 350 4460 1950 11
LS 580 90 40 20 870 160 70
0.95 AR 5560 7810 8200 8080 3400 7080 76
RR 2200 1480 1420 1660 2520 1650 16
GR 1940 660 370 260 3350 1170 65
LS 300 50 10 0 730 100 10
0.99 AR 7560 9140 9350 9680 6600 8670 91
RR 1580 620 580 280 1880 900 64
GR 810 240 60 40 1330 410 20
LS 50 0 10 0 190 20 0
0.999 AR 9280 9780 9890 9900 8730 9640 97
RR 500 160 80 100 880 270 17
GR 220 60 30 0 360 90 80
LS 0 0 0 0 30 0 0
0.9999 AR 9770 9910 9960 9980 9500 9820 99
RR 160 80 40 20 410 150 80
GR 70 10 0 0 90 30 20
LS 0 0 0 0 0 0 0
0.99999 AR 9900 9990 9980 10,000 9830 9990 99
RR 80 10 20 0 120 10 60
GR 20 0 0 0 50 0 0
LS 0 0 0 0 0 0 0Hence GR estimator for b is b^GR ¼ Ta^GR. and mean square
error of a^GR is
MSEða^GRÞ ¼ Varianceða^GRÞ þ ½Biasða^GRÞ2
MSEða^GRÞ ¼ r^2
Xp
i¼1
ki=ðki þ kiÞ2 þ
Xp
i¼1
k2i a^
2
i =ðki þ kiÞ2 ð5Þ
Setting k1 = k2 = . . . = kp = k and kP 0, GR estimator
reduces to RR estimator of a denoted by a^RR:. Hence, mean
square error of a^RR is
a^RR ¼ ½I kðKþ kIÞ1 a^LS ð6Þ
Therefore, RR estimator of b is given by
b^RR ¼ Ta^RR
and mean square error of a^RR is
MSEða^RRÞ ¼ r^2
Xp
i¼1
ki=ðki þ kÞ2 þ k2
Xp
i¼1
a^2i =ðki þ kÞ2 ð7Þ
We observe that when k= 0 in (7), MSE of LS estimator of a
is recovered. Hence(2, 15, 3, 14, 8)0).
100 500
100 1 9 25 100 1 9 25 100
80 4470 10 2010 4050 4070 0 170 1350 3010
30 3250 1850 2530 2140 2530 2020 2050 2180 2030
30 2050 5650 4230 3110 2900 4930 5570 4920 3990
0 230 2490 1230 700 500 3050 2210 1550 970
70 5130 190 3700 4830 5330 0 700 2900 4180
60 3390 1470 2390 2340 2800 980 1610 2300 2430
20 1400 6730 3130 2450 1750 7190 6160 3930 2910
0 80 1610 780 380 120 1830 1530 870 480
80 6540 690 4970 6220 6430 0 2020 4390 5310
20 2770 1900 2070 1900 2250 900 2400 2340 1990
30 680 5990 2610 1720 1230 7390 4490 2790 2330
10 1420 350 160 90 1710 1090 480 370
70 7580 1950 6190 7210 7500 0 3530 5410 6450
70 1960 2210 2000 1580 1720 1120 2630 1890 1570
0 460 4860 1590 1110 760 7640 3180 2270 1860
0 980 220 100 20 1240 660 430 120
60 9270 5100 8120 8620 9170 1450 5970 7820 8330
0 590 2620 1100 1020 680 2390 2220 1110 980
0 140 1920 730 360 150 5190 1590 950 670
0 360 50 0 0 970 220 120 20
50 9850 8250 9410 9760 9850 6240 8690 9240 9530
0 140 1150 410 180 70 2340 890 540 370
10 560 180 60 80 1280 400 220 100
0 40 0 0 0 140 20 0 0
00 9960 9390 9810 9900 9930 8770 9530 9730 9830
40 480 170 70 50 930 340 220 130
0 130 20 30 20 260 130 50 40
0 0 0 0 0 40 0 0 0
40 9980 9780 9960 9930 9980 9590 9810 9930 9920
20 190 30 60 20 310 140 40 60
0 30 10 10 0 100 50 30 20
0 0 0 0 0 0 0 0 0
Table 2 ‘‘fm1’’ and ‘‘fm2’’ for AR, RR, GR and LS estimators (p= 7 and b= (10, 1, 8, 5, 12, 1, 4, 7)0).
q Estimator n= 20 100 500
r2 = 1 9 25 100 1 9 25 100 1 9 25 100
0.6 fm1 AR 5630 6140 5780 6010 3890 6210 5820 5880 50 4080 4960 3650
RR 2050 3050 3640 3390 2870 2230 3300 3750 2870 2250 2200 4020
GR 1800 750 560 600 2340 1410 840 370 4410 2500 2250 2240
LS 520 60 20 0 900 150 40 0 2670 1170 590 90
fm2 AR 1810 5600 6310 6070 80 3550 5470 6420 0 830 2710 3610
RR 4620 3210 2840 2340 5190 4410 3340 2980 3130 3970 3500 3530
GR 960 420 30 20 1220 720 620 140 2830 1510 1050 700
LS 2610 770 820 1570 3510 1320 570 460 4040 3690 2740 2160
0.99 fm1 AR 8840 9340 9550 9590 7190 8850 9040 9020 4570 8310 8750 8860
RR 800 560 340 330 1800 760 790 920 3020 910 800 890
GR 350 100 110 80 840 380 170 60 1940 720 410 250
LS 10 0 0 0 170 10 0 0 470 60 40 0
fm2 AR 2710 7450 8570 8490 310 4540 7020 7890 0 1340 4180 6020
RR 6330 2210 950 450 7720 4780 2680 1840 6200 7150 5150 3690
GR 170 70 20 10 270 210 150 50 710 140 220 90
LS 790 270 460 1050 1700 470 150 220 3090 1370 450 200
0.999 fm1 AR 9570 9910 9920 9900 9060 9690 9810 9930 8060 9180 9730 9730
RR 290 80 60 70 600 200 150 70 1370 570 220 210
GR 140 10 20 30 320 110 40 0 480 240 50 60
LS 0 0 0 0 20 0 0 0 90 10 0 0
fm2 AR 3180 7870 8310 8300 230 4590 6800 8430 0 1690 4250 6220
RR 5710 1970 970 450 8340 4870 3040 1450 8470 7260 5280 3520
GR 40 0 0 10 100 30 0 10 150 120 30 60
LS 1070 160 720 1240 1330 510 160 110 1380 930 440 200
0.9999 fm1 AR 9930 9980 10,000 9990 9750 9910 9950 9980 9280 9810 9950 9920
RR 50 20 0 0 190 60 30 20 550 130 50 80
GR 20 0 0 10 60 30 20 0 160 60 0 0
LS 0 0 0 0 0 0 0 0 10 0 0 0
fm2 AR 3070 7610 8420 8530 300 4510 6980 8160 0 1740 4220 6230
RR 5830 2260 890 370 8190 4930 2830 1600 8840 7060 5340 3540
GR 0 20 0 0 20 0 10 0 10 10 0 10
LS 1100 110 690 1100 1490 560 180 240 1150 1190 440 220
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Xp
i¼1
1=ki ð8Þ
There are different methods for estimating k that exists in
the present literature. However, following we listed some of
the well known methods for choosing ridge parameter value
to compute RR estimator used in simulation study.
k1 ¼ pr^2
Xp
i¼1
a^2i ðHoerl et al:; 1975Þ ð9Þ
k2 ¼ r^
2Qp
i¼1a^
2
i
 1=p ðKibria; 2003Þ ð10Þ
k3 ¼ Median r^
2
a^20i
 
i ¼ 1; 2; :::; p ðKibria; 2003Þ ð11Þ
k4 ¼ ðkmaxr^2Þ=ððn p 1Þr^2
þ kmaxa^2maxÞ ðKhalaf and Shukur; 2005Þ ð12Þ
k5 ¼
Yp
i¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a^2i =r^2
q !1p
ðMuniz and Kibria; 2009Þ ð13Þk6 ¼ Median
Yp
i¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a^2i =r^2
q !
ðMuniz and Kibria; 2009Þ ð14Þ
k7 ¼ pr^21
Xp
i¼1
a^2i where; r^
2
1
¼ Y
0Y a^0LSZ0Y
n p 1 ðKhalaf; 2012Þ ð15Þ
Also, in case of generalized ridge regression, the following
well known method for determination of ridge parameter for
each regressor, given by Hoerl and Kennard (1970), is used
to compute a^GR .
ki ¼ r^
2
a^2i
; i ¼ 1; 2; :::; p ð16Þ
where, a^i is the ith element of a^LS, i ¼ 1; 2; :::; p and r^2 is the LS
estimator of r2 i.e. r^2 ¼ Y0Ya^0LSZ0Y
np1 :
3. Proposed estimator
The Ridge Regression (RR) estimator proposed by Hoerl and
Kennard (1970) is such an estimator widely used by statisti-
cians in the presence of multicollinearity. However, RR
Table 3 ‘‘fm’’ for AR and RR estimators for a different choice of k (p= 4 and b= (4, 2, 10, 1, 3)0).
q Estimator k n= 20 100 500
r2 = 1 9 25 100 1 9 25 100 1 9 25 100
0.6 AR 40 2070 2810 1590 0 100 940 1950 0 0 10 410
RR k1 580 940 630 460 240 970 930 1080 60 330 660 860
k2 2570 2560 2280 1780 1640 2310 2710 2640 700 1660 2230 2780
k3 3390 2470 1650 1140 3770 3510 2930 2220 4460 3770 3370 3110
k4 230 580 430 430 100 350 440 550 70 120 270 340
k5 0 90 930 2610 0 0 10 130 0 0 0 0
k6 0 60 350 1160 0 0 0 90 0 0 0 0
k7 0 0 0 0 0 0 0 0 0 0 0 0
0.99 AR 2450 5300 4930 4290 240 3030 4570 5090 0 750 2100 3060
RR k1 700 210 110 90 960 620 300 210 520 1120 810 480
k2 2990 1680 1260 840 3430 2790 2510 1710 2690 3180 3230 2900
k3 2510 1500 1570 1570 3310 2200 1600 1420 4000 3070 2480 2170
k4 390 450 230 140 420 600 400 380 200 530 440 470
k5 0 350 1020 1780 0 0 110 500 0 0 0 0
k6 0 190 700 1130 0 0 0 350 0 0 0 0
k7 0 0 0 0 0 0 0 0 0 0 0 0
0.999 AR 5660 7140 7150 7270 2830 6070 6920 7190 690 4020 5460 6590
RR k1 280 80 90 60 440 160 90 70 1060 500 240 100
k2 2000 750 660 490 3210 1360 1090 760 3270 2490 2020 1250
k3 1520 1770 1720 1490 2200 1620 1530 1760 3150 1950 1490 1570
k4 400 150 130 20 530 600 180 120 530 480 520 350
k5 0 0 130 460 0 0 0 0 0 0 0 0
k6 0 10 60 140 0 0 0 0 0 0 0 0
k7 0 0 0 0 0 0 0 0 0 0 0 0
0.9999 AR 6790 7770 8410 8460 6110 7100 7540 7700 4440 6520 7050 7210
RR k1 100 10 20 30 130 130 60 50 470 70 110 100
k2 860 530 310 300 1890 780 630 500 2610 1240 750 840
k3 1970 1620 1190 1170 1420 1730 1620 1680 1570 1650 1810 1600
k4 120 20 30 20 300 130 50 60 470 360 190 150
k5 0 0 10 20 0 0 0 0 0 0 0 0
k6 0 0 0 0 0 0 0 0 0 0 0 0
k7 0 0 0 0 0 0 0 0 0 0 0 0
100 A.V. Dorugadeestimator has some disadvantages; mainly it is a nonlinear
function of the ridge parameter (or biasing constant) k.
This leads to complicated equations, when k is selected.
There is no explicit formula for this ridge parameter. Many
authors proposed different approximations for it. The conven-
tional wisdom is that no single method would be uniformly
better than all the others. Also, as pointed out by Liu (2003)
when there exits sever multicollinearity the ridge parameter k
selected for ridge regression may not fully remedy the problem
of multicollinearity. To avoid calculating the value of k in this
article, we suggest the modiﬁcation in the Ridge Regression
(RR) estimator proposed by Hoerl and Kennard (1970) by
avoiding the determination of optimal ridge parameter k.
Now the idea is that the correlation coefﬁcient between the
regressors is helpful in detecting the near linear dependency
between the same pairs of regressors only which plays an
important role in detecting problem of multicollinearity.
Rodgers and Nicewander (1988) present a longer review of
ways to interpret the correlation coefﬁcient. Also, as inter-
preted by Nefzger and Drasgow (1957), for the bivariate data
(X, Y) when we standardize the two raw variables, the stan-
dard deviations become unity and the slope of the regressionline of Y on X becomes the correlation coefﬁcient.
Obliviously, Z0Y is the vector of correlation coefﬁcient
between Z and Y. By using the same vector with modiﬁcation
in RR estimator, we proposed a new estimator of a which is
termed as Adjusted Ridge (AR) Estimator and is given by:
a^AR ¼ ½Kþ C1Z0Y where; C ¼ diagonal jZ0Yjð Þ1=2
h i
or
a^AR ¼ ½I CA1 a^LS where; A ¼ ðKþ CÞ
Hence, Adjusted Ridge Estimator of b is:
b^AR ¼ Ta^AR3.1. Bias, variance and MSE of a^AR
Bias of a^AR:
Biasða^ARÞ ¼ E½a^AR  a
¼ CA1a
Variance of a^AR:
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 	
¼ ðI CA1Þr2K1ðI CA1Þ0
where MSEða^LSÞ ¼ Vða^LSÞ ¼ r2ðZ0ZÞ1 ¼ r2K1
MSE of a^AR:
MSEða^ARÞ ¼ Vða^ARÞ þ Biasða^ARÞ½ 2
¼ ðI CA1Þr2K1ðI CA1Þ0 þ CA1aa0CA1
MSEða^ARÞ ¼
Xp
i¼1
r2ki þ ðaiciÞ2
ðki þ ciÞ2
where, ci is the ith diagonal element of C, i ¼ 1; 2; . . . ; p
Or
MSEða^ARÞ ¼
Xp
i¼1
r^2ki þ ða^iciÞ2
ðki þ ciÞ2
ð17Þ
where, a^i is the ith element of a^LS, i ¼ 1; 2; . . . ; p and r^2 are the
LS estimator of r2 i.e. r^2 ¼ Y0Ya^0LSZ0Y
np1 :
3.2. Comparison between the a^AR and a^RR
It is well known that, the value of ridge parameter ‘k’ is chosen
small enough, for which the mean squared error of RR estima-
tor, is less than the mean squared error of LS estimator. Also
most of the researchers studied comparison between RR and
GR estimators. Hence, in the following, we compare our pro-
posed estimator to the RR estimator only. Using (7) and (17)
we investigate the following difference
MSEða^RRÞMSEða^ARÞ¼
Xp
i¼1
r^2kiþk2 a^2ið Þ
ðkiþkÞ2

 

Xp
i¼1
r^2kiþða^i ciÞ2
ðkiþciÞ2
¼
Xp
i¼1
ðkiþciÞ2ðr^2kiþk2 a^2i Þðr^2kiþða^i ciÞ2ÞðkiþkÞ2½ 
ðkiþciÞ2ðkiþkÞ2
¼
Xp
i¼1
ðkiþciÞ2ðkiþkÞ2½ r^2kiþ ðkiþciÞ2k2ðciÞ2ðkiþkÞ2½ a^2if g
ðkiþciÞ2ðkiþkÞ2
Since the quantity ðki þ ciÞ2  ðki þ kÞ2 is always positive,
from above equation, it can be shown that MSEða^RRÞP
MSEða^ARÞ if and only if ðki þ ciÞ2k2 P ðciÞ2ðki þ kÞ2 .
4. Simulation study
We are now ready to illustrate the behavior of the proposed
estimator via a Monte Carlo simulation. We performed our
simulations with MATLAB, using different sample sizes and
error variances examined the MSE of the estimators LS, RR,
GR and AR for different degrees of multicollinearity. For
the simulations, we supposed the regression model deﬁned in
Eq. (1). Following McDonald and Galerneau (1975) the
explanatory variables are generated by
xij ¼ ð1 q2Þ1=2uij þ quip; i ¼ 1; 2; :::; n j ¼ 1; 2; :::; p:
where, uij are independent standard normal pseudo-random
numbers and q is speciﬁed so that the theoretical correlation
between any two explanatory variables is given by q2. In this
study, to investigate the effects of different degrees of multi-
collinearity on the estimators, we consider, q= 0.6, 0.8,0.90, 0.95, 0.99, 0.999, 0.9999 and 0.99999. Ten thousand sim-
ulations are run for all combinations of r2 = 1, 9, 25 100 and
n= 20, 50, 100 and 500. Here we used well known ridge
parameter k1 given by Hoerl et al. (1975). MSE of estimators
computed using the following expression,
MSEðb^Þ ¼
Xp
i¼1
ðb^i  biÞ
2
.where, b^i denote the estimator of the ith parameter and bi,
i ¼ 1; 2; . . . ; p are the true parameter values. However, b
parameter vectors are chosen arbitrarily for number of regres-
sors p = 4. For each simulation, the dependent variables are
computed by the speciﬁed protocol. Values of ‘‘fm’’ reported
in Table 1, indicate the frequency with which each estimator
had the lowest MSEðb^Þ. We consider the method that leads
to the maximum ‘‘fm’’ to the best from the MSE point of view.
The same procedure above for another choice of p= 3 and
arbitrarily chosen parameter vectors b are done and values of
‘‘fm’’ are computed and represented in Figures. Here we noted
that values of ‘‘fm’’ only for RR, GR and AR are represented
because these values for LS have less importance for the com-
parative study. To compute and represent the results with
respect to the presence of moderate or extremely sever multi-
collinearity, we consider q= 0.95, 0.99, 0.999, 0.9999 and
0.99999. Here input values are n and r2. These input values
are ordered according to the increase of values. For ﬁxed value
of ‘n’ changes the values of r2.
There are 16 sets of (n, r2) values. These are arranged as
(20, 1), (20, 9),. . ., (500, 100) and it is numbered as 1, 2,. . .,
16 respectively. Obtained results are represented in Figs. 1–5.
In addition to demonstrate the other performances of the
proposed method, we have computed the relative error sum
of squares of parameters (RESSðbÞ) as well as prediction mean
square error (MSEðyÞ) to show the predicting ability of the
model developed by the proposed and the other estimators
using following expressions.
MSEðyÞ ¼
Xp
i¼1
ðy y^Þ2
RESSðbÞ ¼
Xp
i¼1
ðb b^Þ
b
" #2
Results on ‘‘fm1’’ and ‘‘fm2’’ which are reported in Table 2,
indicate the frequencies with which each estimator had the
lowest RESSðbÞ and MSEðyÞ; respectively. We consider the
method that leads to the maximum ‘‘fm1’’ and ‘‘fm2’’ to the best
from the MSE point of view.
Tables 1 and 2 indicate that when multicollinearity is
nonexistent with lower error variance r2 only (at q= 0.6
and r2 = 1) the improvement of AR is not very substantial,
since in this case RR and GR are themselves ﬁne estimators.
However, when multicollinearity is moderate or sever or extre-
mely sever, the improvement is extremely effective and dra-
matic, because in this case not only LS but also RR and GR
perform very poorly as shown by the simulation. Especially
under the situation, when multicollinearity is extremely sev-
ered; the level of multicollinearity inﬂuences the improvement
of the AR over other estimators. Similarly, increasing the error
variance seems to improve the accuracy of AR. However, in
Tables 1 and 2, it is also seen that increasing the sample size
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collinearity GR is superior to LS, RR and AR estimators.
But, for sever or extremely sever multicollinearity AR is supe-
rior to others for large sample size, even error variances are
small. For sever or extremely sever multicollinearity AR is
consistently superior to LS, RR and GR estimators for differ-
ent combinations of size of the sample (n), variance of the error
term (r2) and number of predictors (p). Two novel features of
the proposed estimator are that its computation does not
depend on any unknown ridge parameter k and it can be used
without any modiﬁcation in the proposed estimator. It is a
better alternative to overcome the problem of multicollinear-
ity, particularly with sever or extremely sever multicollinearity
and increasing error variances in linear regression. We observe
that represented results in Fig. 1 to Fig. 4 are also supported to
the conclusions, drawn from Tables 1 and 2.
In case of multicollinearity, we have used RR estimator, in
which ridge parameter k plays an important role. A natural
question arising at this stage is that what should be the suitable
choice of k and how does it inﬂuence the performance of the
proposed estimator. Here, we attempt to answer this question.
RR estimator computed using different ridge parameters given
in 9–15 and AR estimators computed for number of regressors
p = 4 and values of ‘‘fm’’ are computed and reported in
Table 3. We consider the method that leads to the maximum
‘‘fm’’ to the best from the MSE point of view. Table 3, clearly
indicates that choice of k to compute RR does not inﬂuence
the performance of the proposed estimator AR.5. Conclusion
This article introduces a new method for regression parameter
estimation which aims at totally avoiding computational part
for optimal ridge parameter k in ridge regression. Our
suggested estimator is termed as AR since it is obtained by
adjusting RR estimator, given by Hoerl and Kennard (1970).
New estimator is a better alternative to RR and GR estimators
in the presence of sever or extremely sever multicollinearity
with increasing error variance in linear regression. We believe
that AR is a ﬁne estimator, not only in theory but also in
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