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Abstrakt
Pra´ce se zaby´va´ extrakc´ı se´manticky´ch vztah˚u z anglicky´ch text˚u. Zameˇrˇuje se prˇedevsˇ´ım na
pouzˇit´ı syntakticke´ analy´zy pro extrakci prˇ´ıznak˚u, ktere´ vyuzˇ´ıva´ jak pro r˚uzne´ statisticke´
metody, tak i pro metodu zalozˇenou na syntakticky´ch vzorech. Je vyhodnocena metoda
extrakce vztahu hypernymie srovna´n´ım s anglicky´m thesaurem WordNet. Na za´kladeˇ zk-
oumany´ch metod je pak navrzˇen syste´m pro extrakci se´manticky´ch vztah˚u z textu spolu
s uzˇivatelsky´m rozhran´ım, ktere´ je rovneˇzˇ implementova´no.
Kl´ıcˇova´ slova
extrakce se´manticky´ch vztah˚u, extrakce termu˚, ucˇen´ı ontologi´ı, ontologie, zpracova´n´ı prˇi-
rozene´ho jazyka
Abstract
Extraction of semantic relations from english text is the topic of this thesis. It focuses on
exploitation of a dependency parser. A method based on syntactic patterns is proposed and
evaluated in addition to evaluation of several statistical methods over syntactic features. It
applies the methods for extraction of a hypernymy relation and evaluates it on WordNet.
A system for extraction of semantic relations from text is designed and implemented based
on these methods.
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Tato pra´ce vznikla jako sˇkoln´ı d´ılo na Vysoke´m ucˇen´ı technicke´m v Brneˇ, Fakulteˇ in-
formacˇn´ıch technologi´ı. Pra´ce je chra´neˇna autorsky´m za´konem a jej´ı uzˇit´ı bez udeˇlen´ı opra´vneˇn´ı
autorem je neza´konne´, s vy´jimkou za´konem definovany´ch prˇ´ıpad˚u. Jako autor t´ımto udeˇluji
opra´vneˇn´ı komukoli uzˇ´ıvat tuto pra´ci a sˇ´ırˇit ji v nezmeˇneˇne´ podobeˇ na jake´mkoli me´diu.
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Kapitola 1
U´vod
Na´zev te´to pra´ce zn´ı extrakce se´manticky´ch vztah˚u z textu. V dalˇs´ıch kapitola´ch podrobneˇ
rozep´ıˇsu, co si pod takovy´m na´zvem vlastneˇ prˇedstavuji, jake´ metody k tomu hodla´m
pouzˇ´ıt a nakonec cestu k snad u´speˇsˇne´ vy´sledne´ implementaci syste´mu. Tato diplomova´
pra´ce navazuje na stejnojmenny´ semestra´ln´ı projekt. Soucˇast´ı onoho projektu byl vytvorˇen
syste´m pro extrakci vztah˚u zalozˇene´ho na syntakticky´ch vzorech, ktery´ bude popsa´n v sekci
o lexiko-syntakticky´ch vzorech. S touto prac´ı souvis´ı take´ cˇla´nek [15] publikovany´ na EE-
ICT zaby´vaj´ıc´ı se pouzˇit´ım XML technologi´ı pro dotazova´n´ı se nad syntakticky´mi vzory,
ktere´hozˇ neˇktere´ principy jsou soucˇa´st´ı sekce o na´vrhu reprezetnace za´vislostn´ıho stromu.
Na´sleduj´ıc´ı kapitola prˇiblizˇuje problematiku extrakce se´manticky´ch vztah˚u z textu a vy-
mezuje oblast za´jmu pro tuto pra´ci. Trˇet´ı kapitola srovna´va´ neˇktere´ metody pro extrakci
zaj´ımavy´ch termu˚ z textu. Cˇtvrta´ kapitola se zby´va´ r˚uzny´mi aspekty extrakce pojmu˚ a vz-
tah˚u. Pa´ta´ kapitola popisuje na´vrh a implementaci syste´mu pro extrakci se´manticky´ch
vztah˚u z textu zalozˇene´ho na metoda´ch popsany´ch v prˇedcha´zej´ıc´ıch kapitola´ch.
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Kapitola 2
Extrakce se´manticky´ch vztah˚u
Extrakce se´manticky´ch vztah˚u je jen jedna z podu´loh obecneˇjˇs´ıho proble´mu, ktery´ se nazy´va´
ucˇen´ı ontologi´ı. Pro vysveˇtlen´ı toho, co si vlastneˇ pod pojmem extrakce se´manticky´ch vz-
tah˚u ma´me prˇedstavit, bude tedy nezbytne´ definovat pojem ontologie. Na´rocˇneˇjˇs´ı to bude
proto, zˇe to, jak si prˇedstavit pojmy je pra´veˇ to, cˇ´ım se ontologie jako veˇda zaby´va´.
Slovo ontologie ma´ podle [1] dva pro na´s podstatne´ vy´znamy:
• veˇda o jsoucnu a byt´ı;
• rigoro´zn´ı a u´plna´ organizace neˇjake´ znalostn´ı dome´ny, ktera´ je obvykle hiearchicka´
a obsahuje vsˇechny relevantn´ı entity a jejich vztahy;
Prˇi ucˇen´ı ontologi´ı se zrˇejmeˇ budeme zaby´vat druhy´m vy´znamem onoho slova. Ontologie
v tomto vy´znamu je tedy jaky´si model reprezentace znalost´ı.
Za´kladem ontologie je pojem (angl. Concept). Vztah mezi objektem (denota´tem), slovem
a pojmem je vyja´drˇen na diagramu 2.1 Ogdena a Richardse [11].
• pojem; Dojem, ktery´ se v mysli vybav´ı prˇi vn´ıma´n´ı objektu.
• slovo; Symbol, ktery´ je pouzˇ´ıva´n ke komunikaci.
• denota´t; Objekt samotny´, ktery´ ma´me na mysli prˇi uvazˇova´n´ı v pojmech, cˇi na ktery´
se odkazujeme slovy.
Mezi slova oznacˇuj´ıc´ı stejny´ pojem plat´ı se´manticky´ vztah synonymie.
Na objekty se mu˚zˇeme d´ıvat s r˚uznou mı´rou abstrakce. Tyto r˚uzne´ abstrakce jsou tedy
i r˚uzneˇ pojmenova´ny a tyto na´zvy pak oznacˇuj´ı r˚uzne´ pojmy. Na za´kladeˇ abstrakce uvazˇujme
relaci cˇa´stecˇne´ho usporˇa´da´n´ı zahrnuje (subsumption), take´ zna´me´ jako taxonomie. Tato
relace se take´ oznacˇuje jako relace is-a, podle slovesa by´t, ktere´ se cˇasto pouzˇ´ıva´ k vyja´drˇen´ı
tohoto vztahu v textu:
Guitar is a musical instrument. Apple is a kind of fruit.
Pojem hudebn´ı na´stroj zahrnuje kytaru a je tedy hypernymem pojmu kytara. Opacˇny´
vztah se nazy´va´ hyponymie.
Kromeˇ toho ma´ smysl uvazˇovat i o obecny´ch, netaxonomicky´ch relac´ıch nad pojmy,
ktere´ popisuj´ı r˚uzne´ vztahy mezi instancemi pojmu˚. Na´sleduj´ıc´ı veˇta vyjadrˇuje vztah mezi
pojmy cˇloveˇk a hudebn´ı na´stroj, ktery´ vyjadrˇuje, zˇe lide´ mohou hra´t na hudebn´ı na´stroje:
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slovo
denotát pojem
vnímání
významreference
(denotace)
Obra´zek 2.1: Vy´znamovy´ troju´heln´ık
John plays the guitar.
Se´manticky´mi vztahy rozumı´me jake´koliv relace nad pojmy. Pojmy spolu se se´manticky´mi
vztahy tvorˇ´ı ontologii.
Ucˇen´ı ontologi´ı obsahuje cˇtyrˇi hlavn´ı podu´lohy:
1. extrakce pojmu˚; Pojmy mohu by´t urcˇeny
• intenzemi; Popisuj´ı nutne´ obecne´ vlastnosti, ktere´ objekt splnˇuje, aby byl prˇed-
stavova´n dany´m pojmem. Intenze mu˚zˇeme modelovat naprˇ´ıklad jako mnozˇinou
syntakticky´ch vlastnost´ı, ktere´ pojem v textu mu˚zˇe mı´t. Na tomto prˇ´ıstupu je
zalozˇen naprˇ´ıklad metoda FCA1 popsa´na P. Cimianem [3].
• extenzemi; Mnozˇna objekt˚u, ktere´ jsou prˇedstavova´ny dany´m pojmem. Extenze
mu˚zˇeme modelovat mnozˇinou slov, ktere´ se v textu vyskytly.
2. extrakce taxonomicky´ch relac´ı; Taxonomicke´ relace tvorˇ´ı hiearchii pojmu˚. Patrˇ´ı zde
• hyponymie; X je hyponymum k Y, kdyzˇ X je druhem Y. Vyjarˇuje se vzorem is-a.
hyponym(cat, animal).
• hypernymie; inverzn´ı relace k hyponymii.
3. extrakce netaxonomicky´ch relac´ı; Relace mezi pojmy, jine´ nezˇ taxonomicke´. Prˇ´ıkladem
budizˇ vztah hasCapital mezi pojmy state a city.
4. extrakce axiomu˚; Extrahuje tvrzen´ı, ktere´ mus´ı platit pro instance pojmu˚. Prˇ´ıkladem
budizˇ ∀x.state(x)⇒ ∃y.city(y) ∧ hasCapital(x, y)
V te´to pra´ci se budeme veˇnovat extrakci pojmu˚, taxonomicky´ch i netaxonomicky´ch
relac´ı.
Jako jazyk textu nad ktery´m budeme prova´deˇt analy´zu byla zvolena anglicˇtina, prˇede-
vsˇ´ım z toho d˚uvodu, zˇe anglicˇtina je pro analy´zu jednodusˇsˇ´ı jazyk nezˇ cˇesˇtina a existuje
veˇtsˇ´ı mnozˇstv´ı na´stroj˚u pro zpracova´n´ı anglicke´ho jazyka.
1Formal Concept Analysis
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2.1 Zpracova´n´ı prˇirozene´ho jazyka
Pro zpracova´n´ı se´mantiky textu je nutne´ nejprve porozumeˇt jeho syntakticke´ stra´nce. Syn-
taxe veˇt ma´ stromovou strukturu a jazyky obsahuj´ı rozlicˇne´ prvky, jako jsou prˇedlozˇky, pa´dy
a slovosledy, jak prˇeve´st tuto idea´ln´ı podobu veˇty do relativneˇ efektivn´ı linea´rn´ı struktury,
kterou je pak mozˇno vyslovit cˇi zapsat. Tento prˇevod je bohuzˇel nejen velmi cˇasto mno-
hoznacˇny´, a to na obeˇ strany, ale take´ i obt´ızˇneˇ forma´lneˇ definovany´ cˇi v˚ubec definovatelny´.
Jazyky se totizˇ neusta´le vyv´ıjej´ı a jednotliv´ı uzˇivatele´ ne vzˇdy zcela prˇesneˇ respektuj´ı autori-
tami definovana´ pravidla. Prˇes to vsˇechno samotn´ı lide´ nemı´vaj´ı s porozumeˇn´ım ostatn´ıch
proble´my, a to i v prˇ´ıpadeˇ, kdy se nejedna´ o syntakticky spra´vne´ konstrukce. Toto je v jiste´m
smyslu povzbuzuj´ıc´ı, nebot’ to naznacˇuje, zˇe pro porozumeˇn´ı textu mozˇna´ ani dokonala´ syn-
takticka´ analy´za nen´ı potrˇeba.
2.1.1 Extrakce textu
Prvn´ı fa´z´ı zpracova´n´ı textovy´ch zdroj˚u obecneˇ je prˇedzpracova´n´ı. V prvn´ı podfa´zi te´to fa´ze
jde o extrakci samotne´ho textu ze vstupn´ıch dokument˚u, ktere´ mohu by´t ulozˇeny v nejro-
zlicˇneˇjˇs´ıch forma´tech. Nasˇteˇst´ı veˇtsˇina dnes pouzˇitelny´ch forma´t˚u na webu i v kancela´rˇske´ho
software jsou implementova´ny´ v jazyce XML (eXtensible Markup Language). Pro extrakci
samotne´ho textu tedy mu˚zˇeme pouzˇ´ıt spolecˇne´ knihovny a na´stroje pro pra´ci s jazykem
XML.
Zpracovat forma´ty generovane´ programem obecneˇ nen´ı velky´ proble´m. Ten nasta´va´
v prˇ´ıpadeˇ, kdy je potrˇeba zpracova´vat forma´ty, ktere´ mohou psa´t lide´ rucˇneˇ, jako je naprˇ´ıklad
jazyk HTML. Acˇkoliv je to teoreticky jazyk nad XML cˇi SGML, mnohe´ dokumenty ob-
sahuj´ı r˚uzne´ syntakticke´ chyby, se ktery´mi se prˇi prˇedzpracova´n´ı mus´ı pocˇ´ıtat, a trˇebazˇe
se nepodarˇ´ı zrekonstruovat p˚uvodneˇ mysˇleny´ dokument, je zˇa´douc´ı, aby byl analyza´tor
schopen se zotavit z takove´ syntakticke´ chyby a vyprodukoval tak pouzˇitelny´ vy´stup. Dos-
tupne´ knihovny pro pra´ci s chybny´m HTML ko´dem nasˇteˇst´ı existuj´ı.
Vy´stupem te´to fa´ze prˇedzpracova´n´ı je prosty´ text, tedy rˇeteˇzec znak˚u v unicode.
2.1.2 Tokenizace
Za´kladn´ı jednotkou, kterou se prˇi zpracova´n´ı jazyka zaby´va´me, je slovo. Pro anglicˇtinu nen´ı
vnitrˇn´ı struktura slova zlva´sˇteˇ zaj´ımava´, cozˇ neplat´ı pro neˇktere´ jine´ jazyky, jako je cˇesˇtina
cˇi turecˇtina. Z prakticky´ch d˚uvod˚u veˇtsˇina existuj´ıc´ıch syste´mu˚ pro transkripci veˇt jazyka
do cˇ´ıslicove´ formy ko´duje slova rˇeteˇzci znak˚u konecˇne´ abecedy. Prˇi zpracova´n´ı textu je nutne´
deko´dovat p˚uvodn´ı slova, tedy prˇeve´st rˇeteˇzec znak˚u na rˇeteˇzec slov.
Jednotliva´ slova se v textu oddeˇluj´ı specia´ln´ım znakem (obvykle mezerou), prˇ´ıpadneˇ
interpunkc´ı. Jednoduchy´ tokeniza´tor mu˚zˇeme vytvorˇit regula´rn´ım vy´razem obsahujc´ıc´ı vsˇe-
chny zna´me´ slova-oddeˇluj´ıc´ı rˇeteˇzce. Proble´m komplikuj´ı specia´ln´ı typograficke´ znacˇky, jako
jsou oddeˇlovn´ıky a spojovn´ıky, cˇi r˚uzne´ typy mezer. Naprˇ´ıklad abeceda Unicode definuje
v´ıce nezˇ 17 znak˚u pro mezeru. Proble´m tokenizace je nav´ıc take´ obt´ızˇny´ pro neˇktere´ jazyky,
jako je naprˇ´ıklad cˇ´ınsˇtina, ktere´ obvykle slova v textu neoddeˇluj´ı.
Vy´stupem tokenizace je rˇeteˇzec token˚u, kde tokeny mohou by´t slova cˇi interpunkce.
Samotne´ tokeny jsou pro na´s v te´to fa´zi sta´le jen rˇeteˇzce znak˚u.
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s Podmeˇt
obj Prˇedmeˇt
pred Predika´t klausule
mod Modifika´tor (naprˇ. prˇ´ıdavne´ jme´no, ktere´ upravuje podstatne´ jme´no)
det cˇlen
Tabulka 2.1: Neˇktere´ d˚ulezˇiteˇjˇs´ı za´vislostn´ı vztahy pouzˇ´ıvane´ programem MiniPar
It
is
world
a wonderful
s
pred
mod
det
Obra´zek 2.2: Syntakticka´ analy´za veˇty “It’s a wonderful world”
2.1.3 Rozdeˇlen´ı veˇt
V za´padn´ıch jazyc´ıch puzˇ´ıvaj´ıc´ı latinku je obvykle´ zacˇ´ınat veˇty kapitalizac´ı prvn´ıho p´ısmene
prvn´ıho slova veˇty a koncˇit tecˇkou. Ve veˇteˇ se vsˇak mohou vyskytnout i jina´ slova psana´
velky´mi pocˇa´tecˇn´ımi p´ısmeny, v cˇesˇtineˇ to mu˚zˇe oznacˇovat vlastn´ı jme´na, cˇi vy´raz u´cty,
v neˇmcˇineˇ naprˇ´ıklad jake´koliv podstatne´ jme´no. Znak teˇcˇky mu˚zˇe kromeˇ konce veˇty ozna-
cˇovat take´ zkratky.
Deˇlen´ı veˇt je tedy specificke´ pro konkre´tn´ı jazyk, acˇkoliv pro za´padn´ı jazyky lze vyrobit
jednoduchy´ na´stroj na deˇlen´ı veˇt jednoduchy´mi regula´rn´ımi vy´razy na za´kladeˇ pouzˇ´ıvany´ch
zkratek v dane´m jazyce s uspokojivou prˇesnost´ı. Na deˇlen´ı veˇt se take´ pouzˇ´ıva´ strojove´ho
ucˇen´ı natre´novane´m na velky´ch korpusech.
Vy´stupem te´to fa´ze je seznam veˇt.
2.1.4 Slovn´ı druhy a lematizace
Znacˇkova´n´ı slovn´ıch druh˚u – v anglicˇtineˇ part-of-speech (POS) – znamena´ prˇiˇrazen´ı slovn´ıch
druh˚u jednotlivy´m slov˚um.
Prˇi prˇ´ılezˇitosti znacˇkova´n´ı je vhodne´ prˇiˇradit slov˚um jejich lemma, tedy za´kladn´ı tvar
slova. To je uzˇitecˇne´ v jazyc´ıch s bohatou morfologi´ı (i naprˇ. v cˇeske´m jazyce), protozˇe
pro extrakci pojmu˚ je pochopitelneˇ dobre´ veˇdeˇt, zˇe slova oznacˇuj´ı stejne´ pojmy, prˇestozˇe se
vyskytuj´ı v r˚uzny´ch tvarech.
2.1.5 Syntakticka´ analy´za
Syntakticka´ analy´za (angl. parsing) odhaluje syntaktickou strukturu veˇty. Na obra´zku 2.2
je zna´zorneˇn za´vislostn´ı graf veˇty “It’s a wonderful world.” z´ıskane´ syntaktickou analy´zou.
Hrany oznacˇuj´ı za´vislostn´ı vztahy mezi slovy, jejich popis je v tabulce 2.1
2.1.6 Kategorizace pojmenovany´ch entit
Bohatou mnozˇinou slov v jazyce tvorˇ´ı vlastn´ı jme´na. Prˇi ucˇen´ı ontologi´ı na´s obvykle konkre´-
tn´ı na´zvy nezaj´ımaj´ı, zaj´ıma´ na´s pouze to, jake´mu pojmu tato jme´na odpov´ıdaj´ı. Rozliˇsen´ı
7
toho, zda dane´ jme´no oznacˇuje osobu, meˇsto, sta´t, knihu, . . . rˇesˇ´ı metody kategorizace poj-
menovany´ch entit (Named Entity Resolution)
2.1.7 Vyhodnocen´ı koreferenc´ı
Vyhodnocen´ı koreferenc´ı (Coreference resolution) znamena´ nalezen´ı slov, ktera´ oznacˇuj´ı
stejny´ objekt. Zde patrˇ´ı vyhodocen´ı anafor, cozˇ je nava´za´n´ı za´jmen na slova, na ktera´
odkazuj´ı.
2.2 Metody extrakce se´manticky´ch vztah˚u
Extrakce se´manticky´ch vztah˚u, acˇ sa´m o sobeˇ sˇiroky´ pojem, ma´ mnoho spolecˇne´ho s rˇadou
dalˇs´ıch pojmu˚. Uvedu maly´ prˇehled:
• Text Mining – Obecny´ pojem pro z´ıska´van´ı znalost´ı z textu. Kromeˇ extrakce termu˚,
pojmu˚ a vztah˚u se za text mining da´ povazˇovat take´ klasifikace, shlukova´n´ı doku-
ment˚u, cˇi sumarizace dokument˚u. Za´kladem by´va´ pouzˇit´ı metod pro data mining pro
text [5]
• Ucˇen´ı ontologi´ı – Prˇedevsˇ´ım extrakce pojmu˚ a vztah˚u mezi nimi, jak jizˇ bylo posa´no
v u´vodn´ı cˇa´sti te´to pra´ce.
• Populace ontologi´ı – Doplnˇova´n´ı instanc´ı do existuj´ıc´ı ontologie z textu.
• Extrakce informac´ı – Extrakce entit a vztah˚u mezi nimi, obvykle z prˇedem zna´me´
mnozˇiny vztah˚u. Prˇ´ıkladem mu˚zˇe by´t extrakce informace o zmeˇna´ch veden´ı ve firma´ch
z novinovy´ch cˇla´nk˚u2
Da´le uvedu za´kladn´ı principy, ze ktery´ch soucˇasne´ metody pro extrakci se´manticky´ch
vztah˚u vycha´zej´ı. Konkre´tn´ı metody, ktere´ jsem jako soucˇa´st te´to pra´ce implementoval jsou
pak popsa´ny podrobneˇji v dalˇs´ıch kapitola´ch.
2.2.1 Statisticke´ metody
Vy´znamnou trˇ´ıdou metod jsou metody zalozˇene´ na tzv. batohu slov (bag-of-words). Ten
je zalozˇen na zjednodusˇuj´ıc´ım modelu jazyka, ve ktere´m porˇad´ı slov v dokumentu nen´ı
rozliˇsitelne´. Tento model se u´speˇsˇneˇ pouzˇ´ıva´ pro vyhleda´va´n´ı informac´ı cˇi pro klasifikaci
dokument˚u.
Prˇ´ıkladem pouzˇit´ı modelu batohu slov pro extrakci neˇjake´ho typu se´manticky´ch vztah˚u
uved’me pouzˇit´ı analy´zy spoluvy´skyt˚u podle autor˚u Sanderson a Croft[14]. Uva´deˇj´ı metodu
pro vztah zobecneˇn´ı, tedy vztah mezi dveˇma slovy, ktere´ oznacˇuj´ı pojmy, kde jeden pojem
zahrnuje druhy´, tedy zˇe slovo x je obecneˇjˇs´ı vy´raz pro y:
Slovo x zahrnuje slovo y, pokud mnozˇina dokument˚u obsahuj´ıc´ı y je podmnozˇinou
dokument˚u obsahuj´ıc´ıch x.
Jak uva´d´ı [3], za´lezˇ´ı na vy´beˇru toho, co povazˇujeme za dokument. Podle toho, zda za
dokument povazˇujeme okol´ı slov, cˇla´nky, odstavce, cˇi jednotlive´ veˇty, mu˚zˇeme z´ıskat r˚uzne´
vy´znamy.
2Tato u´loha byla te´matem souteˇzˇe MUC-6
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Statistiky o slovech mu˚zˇeme pocˇ´ıtat i na jine´ u´rovni nezˇ vy´skytech slov v dokumentech.
Pro kazˇde´ slovo mu˚zˇeme nejprve extrahovat rozlicˇne´ vlastnosti popisuj´ıc´ı chova´n´ı slova
v textu. Za takove´ vlastnosti mu˚zˇeme povazˇovat lingvisticke´ vlastnosti, jako je slovn´ı druh.
Prˇipomenˇme cita´t anglicke´ho lingvisty J. R. Firthe:
You shall know a word by the company it keeps
Du˚lezˇitou vlastnost´ı slov jsou tedy i vy´skyty slov okoln´ıch, kde okol´ı mu˚zˇe znamenat
r˚uzne´ veˇci, od proste´ vzda´lenosti slov v textu po syntakticke´ vztahy z´ıskane´ syntaktickou
analy´zou textu.
2.2.2 Metody zalozˇene´ na vzorech
Metoda pouzˇitelna´ pro extrakci hypernymicky´ch vztah˚u z rozsa´hly´ch korpus˚u jsou vzory
Hearstove´. Jde o beˇzˇne´ vzory, ktere´ odhaluj´ı vztahy v textu explicitneˇ uvedeny. Vyuzˇ´ıva´ prˇi
tom meˇlkou syntaktickou analy´zu, prˇi ktere´ stacˇ´ı v textu identifikovat jmenne´ fra´ze (NP)
Vsˇimneˇme si, zˇe naprˇ´ıklad veˇta
Such elements as gold or platinum.
vyhovuje vzoru
such NP as {NP, }∗ {(and|or)} NP
a na za´kladeˇ toho mu˚zˇeme odvodit, zˇe slova gold a platinum jsou hyponyma slova
element.
Mezi vzory navrzˇene´ Hearstovou jsou tyto:
NP such as {NP, }∗ {(and|or)} NP
such NP as {NP, }∗ {(and|or)} NP
NP {, NP}∗ {, } or other NP
NP {, NP}∗ {, } and other NP
NP including {NP, }∗ NP {(and|or)} NP
NP especially {NP, }∗ {(and|or)} NP
Definuje take´ metodu nalezen´ı vzor˚u pro jine´ typy vztah˚u
1. Z´ıska´me dvojice slov u ktery´ch je zna´mo, zˇe vztah mezi nimi plat´ı.
2. Nalezneme veˇty, kde se tyto dvojice vyskytuj´ı v syntakticke´m vztahu.
3. Vytvorˇ´ıme vzory zobecneˇn´ım nalezeny´ch vy´raz˚u.
4. Pouzˇijeme nove´ vzory a pokracˇujeme od bodu 1
Vzory mohou mı´t r˚uznou podobu. Jednoduchy´m vzorem mu˚zˇe by´t bag-of-words model,
kde ve veˇta´ch hleda´me vy´skyt zaj´ımave´ho slova (triggering word). Vzory mohou by´t tvorˇeny
rucˇneˇ lidsky´mi experty, cˇi je mozˇne´ pouzˇit´ı strojove´ho ucˇen´ı pro automatickou tvorbu vzor˚u.
Oblast pouzˇit´ı strojove´ho ucˇen´ı je zaj´ımava´ prˇedevsˇ´ım pro u´lohy extrakce informac´ı a je
prˇ´ıliˇs rozsa´hla´ a vydala by na samostatnou pra´ci, proto se ji v te´to pra´ci nezaby´vejme.
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2.2.3 Zdroje dat
Pro vsˇechny zmı´neˇne´ metody jsou v prvn´ı rˇadeˇ potrˇeba data, tedy texty v dane´m jazyce.
V te´to pra´ci vyuzˇ´ıva´m prˇedevsˇ´ım English Gigaword Coprpus, ktery´ obsahuje cˇla´nky zpravo-
dajstv´ı neˇkolika agentur. Existuj´ı snahy vyuzˇ´ıt jako zdroj dat s´ıt’ WWWW, a to bud’ prˇ´ımo
procha´zen´ım jej´ı struktury (crawling) [2] pro vytvorˇen´ı vlastn´ıho korpusu, cˇi vyuzˇit´ım vyh-
leda´vacˇ˚u, jako je Yahoo cˇi Google (naprˇ´ıklad [4])
Kromeˇ textovy´ch dat, cozˇ jsou data nestrukturovana´, je potrˇeba zmı´nit take´ struktur-
ovane´ zdroje jazykovy´ch dat, jako jsou slovn´ıky, thezaury a ontologie. WordNet3 je lexika´ln´ı
databa´ze anglicˇtiny. Obsahuje informace o slovech a jejich vy´znamech, kde mezi vy´znamy
popisuje za´kladn´ı se´manticke´ vztahy, jako je synonymie, hypernymie, cˇi meronymie. Acˇkoliv
je mozˇne´ vyuzˇ´ıt databa´ze jako je WordNet pro extrakci se´manticky´ch vztah˚u, v te´to pra´ci
vyuzˇijeme WordNet jen pro evaluaci vy´sledk˚u.
2.3 Software
Zde uvedu existuj´ıc´ı softwarove´ na´stroje, ktere´ maj´ı souvislost s extrakc´ı se´manticky´ch
vztah˚u a ktery´mi jsem se v souvislosti s touto prac´ı zaby´val.
2.3.1 GATE
GATE (General Architecture for Text Engineering) je ra´mec pro tvorbu aplikac´ı zpra-
cova´n´ı textu vyv´ıjeny´ kolem Sheffieldske´ Univerzity. Obsahuje knihovnu v jazyce Java spolu
s graficky´m uzˇivatelsky´m rozhran´ım. Sjednocuje mnozˇstv´ı uzˇitecˇny´ch komponent pro zpra-
cova´n´ı prˇirozene´ho jazyka nad jednoduchou architekturou.
GATE definuje trˇi typy komponent (v GATE oznacˇovane´ jako zdroje – Resources)
• Jazykove´ zdroje (Language Resources)– jazykova´ data jako jsou slovn´ıky, korpusy
a ontologie
• Procesn´ı zdroje (Processing Resources) – kompontenty, ktere´ prova´deˇj´ı neˇjake´ operace
nad jazykovy´mi zdroji (znacˇkovacˇe, syntakticky´ analyza´tor, . . . )
• Obra´zkove´ zdroje (Visual Resources) – komponenty tvorˇ´ıc´ı uzˇivatelske´ rozhran´ı
Za´kladn´ım objektem v GATE je Anotace. Anotace tvorˇ´ı acyklicky´ orientovany´ graf, kde
uzlem grafu je ukazatel v textu a hrana obsahuje libovolny´ objekt reprezentuj´ıc´ı popis one´
cˇa´sti textu pod anotac´ı.
2.3.2 ANNIE
ANNIE (A Nearly-New Information Extraction System) je kolekce komponent distribuo-
vany´ch spolu s GATE, ktere´ obsahuj´ı za´kladn´ı na´stroje pro zpracova´n´ı prˇirozene´ho jazyka
(prˇedevsˇ´ım anglicˇtiny).
3http://wordnet.princeton.edu/
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2.3.3 text2onto
Text2Onto je na´stroj pro ucˇen´ı ontologi´ı. Kombinuje statisticke´ metody spolu s jednodu-
chy´mi metodami zalozˇeny´mi na lingvisticky´ch znalostech, jako jsou lexika´ln´ı vzory. Pro
zpracova´n´ı textu vyuzˇ´ıva´ GATE a obsahuje podporu anglicˇtiny a sˇpaneˇlˇstiny.
Mezi extrahovane´ entity, ktere´ text2onto vytva´rˇ´ı patrˇ´ı
• Pojmy a instance.
• Taxonomicke´ vztahy mezi pojmy;
• Netaxonomicke´ vztahy, jako jsou vztahy Subclass-of, Subtopic-of, cˇi vztah podobnosti,
a pojmenovane´ vztahy pojmenovane´ slovesem
• Axiomy mezi pojmy, konkre´tneˇ prozat´ım pouze disjunkce pojmu˚.
Kazˇde´mu extrahovane´mu vztahu je prˇiˇrazena mı´ra jistoty a o kazˇde´m vztahu lze odvodit
vysveˇtlen´ı jeho existence v textu.
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Kapitola 3
Extrakce zaj´ımavy´ch termu˚
3.1 Metody extrakce zaj´ımavy´ch termu˚
Extrakce termu˚ je proces, ktery´ z dane´ho dokumentu vybere mnozˇinu termu˚. Nad touto
mnozˇinou vytvorˇ´ı usporˇa´da´n´ı d˚ulezˇitosti.
Prvn´ıch N termu˚ v usporˇa´da´n´ı d˚ulezˇitosti by meˇlo vystihovat podstatne´ termy dane´ho
textu, a meˇli by tedy poskytovat informaci, o cˇem dany´ text je. Extrakce termu˚ ma´ sve´
uplatneˇn´ı naprˇ´ıklad pro kategorizaci dokument˚u nebo automatickou tvorbu rejstrˇ´ık˚u.
V te´to sekci prˇedstav´ım metody zalozˇene´ na dobrˇe zna´my´ch statisticky´ch metoda´ch (viz
[10]). Pro cˇisteˇ statisticke´ metody povazˇujeme za termy samotna´ slova. Da´le uvedu zp˚usob
rozsˇ´ıˇren´ı teˇchto metod na dvojice slov.
3.1.1 Extrakce termu˚ relativn´ı cˇetnost´ı
Hypote´za: Du˚lezˇita´ slova se v dane´m textu vyskytuj´ı cˇasteˇji, nezˇ v obecne´m textu.
n . . . Absolutn´ı cˇetnost (pocˇet vy´slyt˚u) slova w v obecne´m korpusu T
N . . . Pocˇet slov v obecne´m korpusu
n′ . . . Absolutn´ı cˇetnost w ve zkoumane´m textu T ′
N ′ . . . Pocˇet termu˚ ve zkoumane´m textu
Relativn´ı cˇetnosti jsou absolutn´ı cˇetnosti normalizova´ny celkovy´m pocˇtem slov.
f =
n
N
(3.1)
f ′ =
n′
N ′
(3.2)
Du˚lezˇitost slova w na za´kladeˇ relativn´ıch cˇetnost´ı je pak
Drfw =
f ′
f
=
n′N
nN ′
(3.3)
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3.1.2 Veˇrohodnostn´ı test
Test pomeˇru veˇrohodnost´ı (Likelihood ratio test) je statisticky´ test pro srovna´n´ı dvou hy-
pote´z.
Λ = L0L1
Kde L0 je maximum likelihood hypote´zy 0 a L1 maximum likelihood hypote´zy 1.
Formulujme hypote´zy:
H0 . . . Slovo w se vyskytuje se stejnou pravdeˇpodobnost´ı p0 v T i T ′. (3.4)
H1 . . . Slovo w se vyskytuje s pst´ı p v T a s pst´ı p′ v T ′ (3.5)
Maximum likelihood odhad pravdeˇpodobnost´ı pro p0, p a p′ je
p0 =
n+ n′
N +N ′
(3.6)
p =
n
N
(3.7)
p′ =
n′
N ′
(3.8)
Vy´sledne´ veˇrohodnosti L0 a L1 spocˇ´ıta´me jako
L0 = L(p0|n,N).L(p0|n′, N ′) (3.9)
L1 = L(p|n,N).L(p′|n′, N ′) (3.10)
kde
L(p|n, y) =
(
n
y
)
py(1− p)n−y (3.11)
je veˇrohodnost binomicke´ho modelu.
Pomeˇr hodnot, ktery´ vyjadrˇuje kolikra´t je hypote´za 1 pravdeˇpodobneˇjˇs´ı nezˇ hypote´za
0, se vyja´drˇ´ı jako
Dlrw = −2Λ (3.12)
Λ = `(n′, N ′, p) + `(n,N, p)− `(n′, N ′, p1)− `(n,N, p2) (3.13)
`(n,N, p) = n log(p) + (N − n) log(1− p) (3.14)
3.1.3 Metoda tf-idf
Term frequency – Inverse document frequency (tf-idf) je mı´ra zalozˇena´ na dvou prˇedpokladech:
1. Slovo, ktery´ se vyskytuje v dane´m dokumentu cˇasto, je pro tento dokument d˚ulezˇite´.
2. Slovo, ktere´ se vyskytuje v mnoha dokumentech, nen´ı pro konkre´tn´ı dokument d˚ulezˇite´.
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ni,j . . . Absolutn´ı cˇetnost slova ti v dokumentu dj (3.15)
D . . . Mnozˇina dokument˚u (3.16)
dj . . . Dokument jako mnozˇina slov (3.17)
tfi,j je nasˇe zna´ma´ relativn´ı cˇetnost, tentokra´te ovsˇem pro konkre´tn´ı dokument.
tfi,j =
ni,j∑
k nk,j
(3.18)
idfi uda´va´ bezvy´znamnost slova na za´kladeˇ pod´ılu dokument˚u, ve ktery´ch se slovo
vyskytlo.
idfi = log
|D|
|{dj : ti ∈ dj}| (3.19)
Vy´sledna´ mı´ra tfidfi,j je pak soucˇin
tfidfi,j = tfi,jidfi (3.20)
3.2 Bigramy
Prˇedchoz´ı metody mu˚zˇeme snadno rozsˇ´ıˇrit na dvojice slov. n, respektive n′ pak budou
oznacˇovat cˇetnosti dvojic slov w1w2 v obecne´m korpusu, respektive ve zkoumane´m textu.
Ve vy´sledc´ıch vid´ıme, zˇe tento prˇ´ıstup extrakce zaj´ımavy´ch bigramu˚ produkuje mnoho
dvojic slov, ktere´ nejsou pojmy a na celkove´ vy´sledky maj´ı vliv negativn´ı. Ve skutecˇnosti
na´s totizˇ zaj´ımaj´ı jen kolokace. Pokusme se odfiltrovat ty dvojice, ktere´ nejsou kolokace.
3.2.1 Veˇrohodnostn´ı test na kolokace
Pouzˇijeme opeˇt veˇrohodnostn´ı test (podle [10]):
H0 . . . P (w2|w1) = p = P (w2|¬w1) (3.21)
H1 . . . P (w2|w1) = p1 6= p2 = P (w2|¬w1) (3.22)
n12 . . . Absolutn´ı cˇetnost dvojice w1w2 (3.23)
n1 . . . Absolutn´ı cˇetnost slov w1 (3.24)
n2 . . . Absolutn´ı cˇetnost slov w2 (3.25)
N . . . Pocˇet slov v korpusu (3.26)
Pak pro odhad pravdeˇpodobnost´ı maxima´ln´ı veˇrohodnost´ı p, p1 a p2 plat´ı
p =
n2
N
p1 =
n12
n1
p2 =
n2 − n12
N − n1 (3.27)
Pro veˇrohodnosti hypote´z pak:
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L0 = L(p|n12, n1).L(p|n2 − n12, N − n1) (3.28)
L1 = L(p1|n12, n1).L(p2|n2 − n12, N − n1) (3.29)
kde L je veˇrohodnost binomicke´ho koeficientu viz 3.11
Dcw12 = −2Λ (3.30)
Λ = `(n12, n1, p) + `(n2 − n12, N − n1, p)−
−`(n12, n1, p1)− `(n2 − n12, N − n1, p2) (3.31)
3.2.2 Pouzˇit´ı lingvisticke´ informace
Cˇisteˇ statisticke´ metody mu˚zˇeme vylepsˇit doda´n´ım lingvisticke´ informace. Jako pojmy ob-
vykle cha´peme podstatna´ jme´na. Z vy´sledk˚u statisticky´ch metod odfiltrujme ty slova cˇi
bigramy, ktere´ nebudou odpov´ıdat zvolene´mu vzoru slovn´ıch druh˚u.
Jako vzor pouzˇijme tento regula´rn´ı vy´raz nad znacˇkami znacˇkovacˇe TreeTagger:
(JJ |NN |NP |NNS|NPS)∗(NN |NP |NNS|NPS) (3.32)
Znacˇka Vy´znam
JJ Adjektivum
NN, NNS Podstatne´ jme´no v singula´ru, plura´lu
NP, NPS Vlastn´ı jme´no v singula´ru, plura´lu
3.3 Experiment
Pro experiment jsem pouzˇil 35 cˇla´nk˚u v anglicke´m jazyce z projektu LT4el1 s rucˇne anoto-
vany´mi kl´ıcˇovy´mi slovy. Pro kazˇdy´ cˇla´nek se extrahuje 50 nejlepsˇ´ıch vy´raz˚u. Na grafech je
pak zna´zorneˇna neinterpolovana´ prˇesnost.
Srovna´n´ı metod unigramu˚
Jak vid´ıme z grafu 3.1, metoda relativn´ıch frekvenc´ı se pro tento prˇ´ıpad jev´ı jako nevhodna´.
Prˇida´n´ı bigramu˚
Prˇida´n´ı bigramu˚ do vy´sledku (obra´zek 3.2) ma´ za na´sledek horsˇ´ı prˇesnost syste´mu. To je
zp˚usobeno t´ım, zˇe jen ma´lo z nalezeny´ch bigramu˚ se da´ povazˇovat za dvojslovne´ pojmy.
Prˇida´n´ı bigramu˚ s vyuzˇit´ım lingvisticke´ informace
Teprve odfiltrova´n´ım bigramu˚ s vyuzˇit´ım lingvisticke´ informace z´ıska´va´me lepsˇ´ı vy´sledky
z bigramu˚ (obra´zek 3.3).
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Obra´zek 3.1: Srovna´n´ı metod na unigramech
Obra´zek 3.2: Vliv prˇida´n´ı bigramu˚
Pra´h testu kolokace
Vid´ıme (obra´zek 3.4, zˇe odfiltrova´n´ım bigramu˚, ktere´ neprojdou testem na kolokaci, mu˚zˇeme
margina´lneˇ zvy´sˇit prˇesnost syste´mu. Nicme´neˇ ne dost na to, aby prˇekonala syste´m bez
1http://www.let.uu.nl/lt4el/
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Obra´zek 3.3: Vliv prˇida´n´ı bigramu˚ s vyuzˇit´ım lingvisticke´ informace
Obra´zek 3.4: Vliv nastaven´ı prahu likelihoodu pro kolokace
bigramu˚. To by mohlo naznacˇovat, zˇe se v rucˇneˇ anotovany´ch datech mnoho dvojslovny´ch
pojmu˚ nevyskytuje, ovsˇem metodou vyuzˇit´ım lingvisticke´ informace jsme jizˇ uka´zali, zˇe
bigramy mohou zlepsˇit vy´sledek. V tomto prˇ´ıpadeˇ se na´m jev´ı vyuzˇit´ı znacˇek jako vhodneˇjˇs´ı
metoda pro urcˇen´ı bigramu˚ nezˇ cˇisteˇ statisticky´ prˇ´ıstup.
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Kapitola 4
Extrakce pojmu˚ a vztah˚u
Za pojmy v te´to cˇa´sti pra´ce budu povazˇovat mnozˇinu termu˚. Pojem obsahuje termy, ktere´
jsou si navza´jem vy´znamoveˇ podobne´. Pro tento u´cˇel si nadefinujme vztah podobnosti mezi
termy a nalezneˇme zp˚usob, jak jej spocˇ´ıtat. Se´manticky´ vztah podobnosti mezi termy se
nazy´va´ synonymie.
4.1 Linova mı´ra podobnosti
Dekang Lin [8] definuje podobnost dvou objekt˚u jako mnozˇstv´ı informace obsazˇene´ v tom,
co maj´ı objekty spolecˇne´, deˇleno mnozˇstv´ım informace v popisu objekt˚u.
Pro kazˇdy´ objekt je definova´na mnozˇina vlastnost´ı.
T (w) . . . mnozˇina vlastnost´ı slova w (4.1)
I(w, f) . . . Vza´jemna´ informace mezi slovem w a vlastnost´ı f (4.2)
Podobnost pak definuje jako:
simlin(w1, w2) =
∑
f∈T (w1)∩T (w2)(I(w1, f) + I(w2, f))∑
f∈T (w1) I(w1, f) +
∑
f∈T (w2) I(w2, f)
(4.3)
pro neza´porna´ I(w, f).
Pro pouzˇit´ı na podobnost je potrˇeba nadefinovat vlastnosti, ktere´ pouzˇijeme pro popis
objekt˚u. Pro sve´ experimenty jsem stejneˇ jako v [8] pouzˇil prˇ´ıme´ syntakticke´ vztahy.
4.1.1 Popis syntakticky´ch vlastnost´ı
Slova mohou by´t s ostatn´ımi slovy v r˚uzny´ch syntakticky´ch vztaz´ıch. Mysˇlenka pouzˇit´ı syn-
takticky´ch vztah˚u pro mı´ru podobnosti je zalozˇena na pozorova´n´ı, zˇe se´manticky podobna´
slova se cˇasto poj´ı se stejny´m slovesem, cˇi jsou rozv´ıjena stejny´mi prˇ´ıdavny´mi jme´ny.
Jako vlastnost f slova w tedy definujeme
f = (r, w′) kde (4.4)
r . . . Typ se´manticke´ho vztahu (4.5)
w′ . . . Slovo, ktere´ je se slovem w ve vztahu r (4.6)
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Zby´va´ vyja´drˇit vza´jemnou informaci mezi w a f .
I(w, f) = log
P (w ∩ f)
P (w)P (f)
(4.7)
Pravdeˇpodobnosti budeme odhadovat maxima´ln´ı veˇrohodnost´ı (MLE). Proto si nadefin-
ujeme cˇetnosti:
‖w, r, w′‖ . . . Absolutn´ı cˇetnost vy´skytu slov w a w′ ve vztahu r (4.8)
‖∗, r, w′‖ ≡
∑
w
‖w, r, w′‖ (4.9)
‖w, r, ∗‖, ‖∗, r, ∗‖ . . . obdobneˇ (4.10)
Prˇedpokla´dejme, zˇe vy´skyt w a w′ jsou na sobeˇ neza´visle´ a oboje za´vis´ı na typu syntak-
ticke´ho vztahu r. Prakticky tedy pocˇ´ıta´me s kazˇdy´m typem syntakticke´ho vztahu zvla´sˇt’.
I(w, f) = I(w, (r, w′)) = log
P (w ∩ w′|r)
P (w|r)P (w′|r) (4.11)
Pak mu˚zˇeme pouzˇ´ıt MLE odhady:
PMLE(w ∩ w′|r) = ‖w, r, w
′‖
‖∗, r, ∗‖ (4.12)
PMLE(w|r) = ‖w, r, ∗‖‖∗, r, ∗‖ (4.13)
PMLE(w′|r) = ‖∗, r, w
′‖
‖∗, r, ∗‖ (4.14)
I(w, (r, w′)) = log
‖w, r, w′‖‖∗, r, ∗‖
‖w, r, ∗‖‖∗, r, w′‖ (4.15)
4.2 Experiment
Pro experiment extrakce se´manticke´ho vztahu podobnosti jsem pouzˇil cˇa´st gigakorpusu
(afp). Korpus byl syntakticky analyzova´n a ze syntakticke´ analy´zy byly vyextrahova´ny
cˇetnosti trojic ‖w, r, w′‖.
slovo podobnost
vice president 0.157
representative 0.144
secretary 0.141
secretary of state 0.129
speaker 0.126
senator 0.125
prince 0.118
Tabulka 4.1: Nejpodobneˇjˇs´ı slova k president
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4.3 Shlukova´n´ı termu˚
Pojmy mu˚zˇeme cha´pat jako mnozˇinu termu˚, ve ktere´ maj´ı vsˇechny dvojice termu˚ podobny´
vy´znam. V prˇedcha´zej´ıc´ı cˇa´sti jsme si zavedli podobnost termu˚. Na za´kladeˇ te´to podobnosti
mu˚zˇeme shlukovat.
Pouzˇijeme hierarchicke´ shlukova´n´ı metodou zdola nahoru. Hierarchicke´ shlukova´n´ı vy-
tva´rˇ´ı strom shluk˚u. Tomu odpov´ıda´ zobecnˇova´n´ı pojmu˚, kde obecneˇjˇs´ı pojem vzˇdy oznacˇuje
nadmnozˇinu objekt˚u pojmu konkre´tneˇjˇs´ıho.
Input: mnozˇina X = {x1, . . . , xn} objekt˚u
funkce sim: P(X)× P(X)→ R
for i := 1..n do
ci := {xi}
end
C := {c1, . . . , cn}
j := n+ 1
while |C| > 1 do
(cn1 , cn2) := arg max(cu,cv)∈C×C sim(cu, cv)
cj := cn1 ∪ cn2
C := C \ {cn1 , cn2} ∪ {cj}
j := j + 1
end
Algoritmus 1: Algoritmus shlukova´n´ı zdola nahoru
4.3.1 Vy´sledky shlukova´n´ı
Pro shlukova´n´ı byla pouzˇita slova, ktera´ se v datech vyskytla alesponˇ 100 kra´t. Uka´zka
u´seku vy´sledne´ho dendrogramu je videˇt na obra´zku 4.1.
Vy´sledek by se dal oznacˇit za uspokojivy´ a odpov´ıda´ beˇzˇne´ prˇedstaveˇ o rozd´ılech mezi
slovy jako naprˇ´ıklad president, minister a slovy v druhe´ cˇa´sti shluku jako naprˇ´ıklad militant,
separatist, cˇi terrorist.
Shlukova´n´ı mu˚zˇeme pouzˇ´ıt take´ pro nalezen´ı vy´znamu˚ u v´ıceznacˇny´ch slov, jak popisuj´ı
[12]. Ukazˇme si zjednodusˇeny´ postup:
1. Zvol´ıme v´ıceznacˇne´ slovo w.
2. Vybereme seznam N slov nejpodobneˇjˇs´ıch k w podle funkce sim.
3. Shlukujeme seznam.
Na prˇ´ıklad pro slovo suit, cozˇ znamena´ jednak oblek a jednak zˇaloba vypada´ shluk
seznamu osmi nejblizˇsˇ´ıch slov jako na obra´zku 4.2.
4.4 Vlastnosti pojmu˚
Shlukova´n´ı podobny´ch termu˚ do pojmu˚ deˇla´me prˇedevsˇ´ım pro to, abychom podchytili pod-
statu toho, co maj´ı ony termy spolecˇne´ho.
V te´to cˇa´sti prozkouma´m zp˚usob extrakce teˇchto podstatny´ch rys˚u zalozˇeny´ch na statis-
tice vy´skyt˚u termu˚ s jejich atributy, ktera´ je obdobna´ jako v [13].
C´ılem tohoto snazˇen´ı je dvoj´ı:
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faction
criminal
activist
fighter
extremist
guerrilla
rebel
militant
insurgent
separatist
fundamentalist
terrorist
militia
taliban
radical
demonstrator
protester
armed forces
officer
army
force
soldier
troop
military
administration
authority
government
police
dissident
fan
supporter
suspect
chairman
chief
general
minister
leader
president
premier
official
commander
member
chief executive
christopher
ambassador
envoy
diplomat
foreign minister
powell
secretary of state
secretary
representative
head of state
perry
Obra´zek 4.1: Prˇ´ıklad shluku – Shluky obsahuj´ıc´ı slovo ‘terrorist’ a ’president’
suit
sweater
trouser
uniform
testimony
trial
verdict
warrant
writ
Obra´zek 4.2: Vy´znamy slova suit
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• Nalezen´ı intenz´ı dane´ho pojmu – tedy nalezen´ı takove´ mnozˇiny atribut˚u, ktera´ vys-
tihuje objekty oznacˇovane´ pojmem. Prˇ´ıkladem budizˇ pojem ‘rose’, ‘tulip’, ‘violet’
a mozˇne´ subjektivneˇ prˇijatelne´ atributy, naprˇ´ıklad ‘stinks’, ’is green’, ’is pretty’
• Nalezen´ı pojmenova´n´ı pojmu, tedy jednoslovne´ho, cˇi neˇkolika ma´lo slovne´ho, poj-
menova´n´ı vystihuj´ıc´ı mnozˇinu objekt˚u oznacˇovanou pojmem. Naprˇ´ıklad ‘flower’.
Jako atributy vyuzˇijeme stejne´ atributy, ktere´ jsme pouzˇili pro shlukova´n´ı v prˇedcha´zej´ıc´ı
sekci.
Zavedeme funkci, ktera´ pro dany´ pojem a atribut bude uda´vat mı´ru vhodnosti atributu
k pojmu. Vhodnost zde definujeme subjektivneˇ. Atributy mu˚zˇeme rozdeˇlit podle syntak-
ticke´ho vztahu. Naprˇ´ıklad pro prˇ´ıdavna´ jme´na mu˚zˇeme definovat vhodnost tak, zˇe serˇazen´ım
podle vhodnosti by sekvence atribut˚u meˇla odpov´ıdat odpoveˇdi cˇloveˇka na ota´zku: “Uved’te
prˇ´ıdavna´ jme´na poj´ıc´ı se s t´ımto pojmem”.
Tuto funkci nazveˇme F .
C . . . Pojem jako mnozˇina termu˚ (4.16)
F (C, f) . . . Vhodnost atributu f pro koncept C (4.17)
4.4.1 Podmı´neˇna´ pravdeˇpodobnost
Pro dany´ pojem C mu˚zˇeme definovat vhodnost jako podmı´neˇnou pravdeˇpodobnost vy´skytu
atributu f prˇi vy´skytu pojmu C. Podmı´neˇna´ pravdeˇpodobnost odpov´ıda´ forma´ln´ımu vyja´drˇen´ı
mysˇlenky, zˇe vhodny´ atribut je takovy´, ktery´ se s pojmem poj´ı nejcˇasteˇji.
Fcp(C, f) = P (f |C) (4.18)
Podmı´neˇnou pravdeˇpodobnost mu˚zˇeme odhadnout odhadem maxima´ln´ı vhodnost´ı (MLE).
Tu vypocˇteme z na´sleduj´ıc´ıch cˇetnost´ı:
‖w, f‖ . . . Absolutn´ı cˇetnost spolu-vy´skytu termu w s atributem f (4.19)
‖w, ∗‖ . . .
∑
f
‖w, f‖ (4.20)
‖∗, w‖ . . .
∑
w
‖w, f‖ (4.21)
Za vy´skyt pojmu budeme povazˇovat vy´skyt kazˇde´ho z termu˚ tvorˇ´ıc´ıch pojem. Pak
vyja´drˇ´ıme odhad podmı´neˇne´ pravdeˇpodobnosti jako:
Fcp(C, f) = PMLE(f |C) =
∑
w∈C ‖w, f‖∑
w∈C ‖w, ∗‖
(4.22)
Jmenovatel vy´sˇe uvedene´ho zlomku za´vis´ı jen na dane´m pojmu, Vhodnost atributu
vy´pocˇtem podmı´neˇne´ pravdeˇpodobnosti tedy odpov´ıda´ atributu, ktery´ se s dany´m pojmem
poj´ı nejcˇasteˇji.
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f ¬f
C O11 O12
¬C O21 O22
Tabulka 4.2: Kontingencˇn´ı tabulka pro χ2 test
4.4.2 χ2 test
Pokud si data srovna´me do tabulky 4.2
Vy´znam jednotlivy´ch pol´ı tabulky je na´sleduj´ıc´ı:
O11 . . . Pocˇet spoluvy´skyt˚u neˇktere´ho termu z konceptu C s atributem f (4.23)
O12 . . . Pocˇet spoluvy´skyt˚u konceptu C s atributem jiny´m nezˇ f (4.24)
O21 . . . Pocˇet spoluvy´skyt˚u atributu f s termy, ktere´ netvorˇ´ı C (4.25)
O22 . . . Pocˇet spoluvy´skyt˚u termu˚ t 6∈ C s atributy jiny´mi nezˇ f (4.26)
Obecneˇ mu˚zˇeme spocˇ´ıtat hodnotu χ2 jako
χ2 =
∑
i,j
(Oij − Eij)2
Eij
(4.27)
Kde Oij jsou pozorovane´ hodnoty a Eij ocˇeka´vane´ hodnoty. Pokud N je celkovy´ pocˇet
vsˇech dvojic spoluvy´skyt˚u, tak pro konkre´tn´ı prˇ´ıpad tabulky 2×2 mu˚zˇeme spocˇ´ıtat hodnotu
χ2, kterou budeme povazˇovat za vhodnost:
Fchi =
N(O11O22 −O12O21)2
(O11 +O12)(O11 +O21)(O12 +O22)(O21 +O22)
(4.28)
4.4.3 Test pomeˇrem veˇrohodnost´ı
Da´le vyzkousˇ´ıme test pomeˇrem veˇrohodnosti. Formulujme hypote´zy:
H0 : P (f |C) = p = P (f |¬C) (4.29)
H1 : P (f |C) = p1 6= p2 = P (f |¬C) (4.30)
Odhadem maxima´ln´ı veˇrohodnosti odhadneme pravdeˇpodobnosti p, p1 a p2. Za vyuzˇit´ı
symbol˚u z prˇedcha´zej´ıc´ı sekce mu˚zˇeme vyja´drˇit:
p =
O11 +O21
N
p1 =
O11
O11 +O12
p2 =
O21
O21 +O22
(4.31)
Pro vy´pocˇet veˇrohodnosti opeˇt pouzˇijme binomicky´ model.
L0 = L(p|O11, O11 +O12).L(p|O21, O21 +O22) (4.32)
L1 = L(p1|O11, O11 +O12).L(p2|O21, O21 +O22) (4.33)
kde L je veˇrohodnost binomicke´ho modelu 3.11. Pomeˇr veˇrohodnost´ı pak urcˇuje kolikra´t
je hypote´za 0 pravdeˇpodobneˇjˇs´ı:
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λ =
L0
L1
(4.34)
Za vhodnost atributu budeme povazˇovat −2 log λ, protozˇe tato hodnota je porovnatelna´
s χ2.
Flr = −2 log L0
L1
(4.35)
4.4.4 Vy´pocˇet vza´jemne´ informace
Fmi = log
P (f, C)
P (f)P (C)
= log
O11
N
O11+O21
N
O11+O12
N
(4.36)
Jak upozornˇuje Patrick Pantel v [13], hodnota vza´jemne´ informace se kloneˇn´ı k termu˚m
s n´ızkou absolutn´ı cˇetnost´ı, proto tuto hodnotu na´sob´ı cˇinitelem:
Fmidiscount =
O11
O11 + 1
min(O11 +O21, O11 +O12)
min(O11 +O21, O11 +O12) + 1
log
O11
N
O11+O21
N
O11+O12
N
(4.37)
Pro nalezen´ı vhodne´ho pojmenova´n´ı da´le P. Pantel v [13] nepocˇ´ıta´ hodnotu vza´jemne´
informace mezi atributy pojmu, ny´brzˇ pocˇ´ıta´ vza´jemnou informaci mezi jednotlivy´mi termy
a jejich atributy a tuto hodnotu secˇte prˇes vsˇechny termy, ktere´ jsou soucˇa´st´ı pojmu, tedy:
Fmidiscountsum(C, f) =
∑
t∈C
Fmidiscount({t}, f) (4.38)
4.4.5 Experimenty
C´ılem experiment˚u je zjistit, zda mu˚zˇeme touto metodou nale´zat atributy, ktere´ by se
daly pouzˇ´ıt pro popis koncept˚u. Pod´ıvejme se nejprve, jak dopadne opacˇny´ pokus, tedy
nalezen´ı nejvhodneˇjˇs´ıch termu˚ k dane´mu atributu. Hledany´m atributem pro tabulku 4.3
bylo prˇ´ıdavne´ jme´no ‘beautiful’, hleda´me tedy pojmy, ktere´ jsou kra´sne´.
# Fcp Fchi Flr Fmidiscount
1 woman scenery woman scenery
2 game sea island cotton game piece of music
3 day piece of music scenery christmas present
4 country temptress place waterfall
5 place omelette girl pin-up
Tabulka 4.3: Vhodne´ termy k atributu beautifulA →mod X
Pro urcˇen´ı pojmenova´n´ı jsou neˇktere´ atributy d˚ulezˇiteˇjˇs´ı nezˇ jine´. Kazˇda´ z uvedeny´ch
funkc´ı odhaluje slovo ‘president’, cozˇ subjektivneˇ urcˇ´ıme jako spra´vne´ pojmenova´n´ı. U to-
hoto prˇ´ıkladu na´s to neprˇekvap´ı, kdyzˇ se pod´ıva´me na vy´sledky vy´pocˇtu podmı´neˇne´ pravdeˇ-
podobnosti, ze ktere´ plyne, zˇe atribut X →person presidentN je nejcˇasteˇjˇs´ı.
To odpov´ıda´ vzoru, v datech cˇaste´mu, jako naprˇ´ıklad:
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# Fcp Fchi Flr Fmidiscountsum
1 X →person presidentN X →person presidentN X →conj presidentN X →person presidentN
2 X →conj presidentN predecessorN →nn X counterpartN →nn X ex-presidentN →nn X
3 X →s beV BE ex-presidentN →nn X predecessorN →nn X predecessorN →nn X
4 USN →nn X laureateA →mod X laureateA →mod X X →under vice presidentN
5 counterpartN →nn X counterpartN →nn X ex-presidentN →nn X X →appo predecessorN
Tabulka 4.4: Vhodne´ atributy k pojmu {‘Bill Clinton’, ‘George Bush’, ‘Jimmy Carter’,
‘Ronald Reagan’}
President Bill Clinton gave a speech at ...
Tento atribut chyb´ı na prvn´ıch mı´stech u vy´pocˇtu pomeˇru veˇrohodnosti, z cˇehozˇ bychom
mohli usuzovat, zˇe existuj´ı termy, pro ktere´ je tento atribut take´ vy´znamny´, nebo-li zˇe
pojem, ktery´ bychom nazvali ‘president’ nen´ı u´plny´.
Podle [13] ma´ vy´znam pouzˇ´ıt jen urcˇitou mnozˇinu syntakticky´m vztah˚u a z nich pak
secˇ´ıst sko´re vsˇech atribut˚u sd´ılej´ıc´ıch stejne´ slovo. Scˇ´ıtat vy´sledne´ hodnoty funkc´ı F mu˚zˇeme
snadno udeˇlat pro funkci Fmi, protozˇe tato obsahuje hodnoty informace a scˇ´ıtat informace
ma´ vy´znam.
4.5 Hiearchie termu˚
Mezi podobny´mi slovy k termu ‘jeep’ nacha´z´ıme mimo jine´ termy jako je ‘van’, ‘lorry’, cˇi
‘vehicle’. Zˇa´dne´ z nich nelze povazˇovat za synonyma. Slovo ‘vehicle’ bychom mohli povazˇovat
za hypernymum, tedy slovo oznacˇuj´ıc´ı abstrakteˇnsˇj´ı pohled na slovo ‘jeep’. Spolu s ostatn´ımi
slovy z tohoto seznamu mu˚zˇeme povazˇovat mnozˇinu slov ‘jeep’, ‘lorry’ a ‘van’ za hyponyma
slova ‘vehicle’. Pokusme se zjistit, zda je toto usporˇa´da´n´ı patrne´ z dat a zda je mozˇne´
usporˇa´dat tato slova automaticky.
4.5.1 Spoluvy´skyt atribut˚u
Sanderson a Croft [14] popisuj´ı metodu, jak se da´ vyvodit, zˇe slovo x je hypernymum slova
y:
Slovo x zahrnuje slovo y, pokud dokumenty obsahuj´ıc´ı y jsou podmnozˇinou dokument˚u
obsahuj´ıc´ıch x, nebo-li:
P (x|y) = 1 ∧ P (y|x) < 1 (4.39)
Tento principu zobecnili Fotzo a Gallinari [6], podle ktery´ch je mozˇne´ ze spoluvy´skytu
slov v dokumentech odhadnout na´sleduj´ıc´ı:
Slovo x je hypernymum slova y pra´veˇ tehdy kdyzˇ
P (x|y) ≥ t ∧ P (y|x) < P (x|y) (4.40)
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jeep
vehicle
van
lorry
truck minibus
taxi
limousine
tank
trooptractor trailer motorcade
Obra´zek 4.3: Hiearchie slov podobny´ch ke slovu ‘jeep’ (t = 0.6)
n(x, y) oznacˇuje pocˇet dokument˚u, kde se slova x i y vyskytly soucˇasneˇ (4.41)
n(y) oznacˇuje pocˇet dokument˚u obsahuj´ıc´ı slovo y (4.42)
P (x|y) = n(x, y)
n(y)
(4.43)
(4.44)
t parametr (4.45)
Vyjdeme ze stejne´ho vztahu, jako prˇi vy´pocˇtu spoluvy´skytu podle Fotzo a Gallinariho
(viz rovnice 4.40). Na mı´sto spoluvy´skytu termu˚ v dokumentech vyuzˇijme vyextrahovane´
syntakticke´ atributy.
Vy´sledkem bude bina´rn´ı relace nad termy Hc, kterou budeme cha´pat jako se´manticky´
vztah hypernymy.
Hc = {(x, y)|P (x|y) ≥ t ∧ P (y|x) < P (x|y)} (4.46)
P (x|y) =
∑
f∈T (x)∩T (y)min(‖x, f‖, ‖y, f‖)∑
f∈T (y) ‖y, f‖
(4.47)
kde T (x) je mnozˇina atribut˚u termu x a ‖x, f‖ je absolutn´ı cˇetnost spoluvy´skytu termu
x s atributem f . t je hodnota prahu, kterou je potrˇeba odhadnout experimenta´lneˇ.
Pro dany´ term x mu˚zˇeme efektivneˇ vyhledat jeho hypernymum t´ım, zˇe spocˇ´ıta´me hod-
noty P (x|y) a P (y|x) pro vsˇechny termy y, ktere´ jsou podobne´ termu x na za´kladeˇ funkce
sim a na nich vypocˇ´ıta´me relaci Hc
Pro nejblizˇsˇ´ıch 15 termu˚ ke slovu ‘jeep’ bylo t´ımto zp˚usobem vytvorˇena hiearchie, kterou
lze videˇt na obra´zku 4.3. Slovo ‘vehicle’ spra´vneˇ vycha´z´ı jako hypernymum. Chybneˇ vycha´z´ı
naprˇ´ıklad slovo ‘taxi’ jako hyponymum slova ‘truck’.
Tato metoda na experimenta´ln´ıch datech z Gigacorpusu spra´vneˇ nalezne naprˇ´ıklad:
Clinton,Bush → president
Ovsˇem mnoho chyb je podobny´ch jako:
six,five, four → three
Germany,France, Japan → United States
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Obra´zek 4.4: Vyhodnocen´ı extrakce vztahu hypernym na WordNetu
Zde docha´z´ı k tomu, zˇe obecny´ pojem pro tyto termy se bud’ nevyskytuje v˚ubec, nebo se
nevyskutuje se stejny´mi syntakticky´mi vztahy. Z mnozˇiny podobny´ch slov je pak vybra´no
slovo, ktere´ je kohyponymem. Kohyponyma jsou slova, ktere´ sd´ılej´ı stejne´ hypernymum.
Srovnejme naprˇ´ıklad beˇzˇne´ fra´ze:
Six people died in . . .
Large number of people are . . .
Obecne´ pojmenova´n´ı ‘number’ se vyskytuje v jine´m syntakticke´m vztahu nezˇ pouzˇit´ı
konkre´tn´ıch cˇ´ısel.
Pro vyhodnocen´ı pouzˇijme WordNet. U´lohu prˇevedeme na proble´m hledna´n´ı dvojic
slov x a y, kde x je hyponymum slova y. Mu˚zˇeme tak vyhodnotit prˇesnost, kde za prav-
divou dvojici slov budemem povazˇovat takovou, pro kterou ve WordNetu existuje dvojice
synset˚u, ktere´ jsou v tranzitivn´ım uza´veˇru relace HYPERNYM. Nastaven´ım hodnoty prahu
t mu˚zˇeme dosa´hnout r˚uzne´ pomeˇry prˇesnosti proti pokryt´ı. Vy´sledek za´vislosti prˇesnosti
na pokryt´ı je na obra´zku 4.4 cˇa´rou oznacˇenou jako stats.
Vy´sledek je do jiste´ mı´ry podhodnocen, protozˇe mnoho dvojic, ktere´ se subjektivneˇ
zdaj´ı by´t v porˇa´dku se nevyskytuj´ı ve WordNetu v hledane´m vztahu. Prˇi na´hodneˇ zvolene´m
vzorku 20 extrahovany´ch dvojic bylo subjektivneˇ urcˇena prˇesnost 0.5, prˇi cˇemzˇ dveˇ trˇetiny
chybny´ch dvojic by se dala oznacˇit za kohyponyma1.
4.6 Vztahy mezi pojmy
Budeme se zaby´vat extrakc´ı se´manticky´ch vztah˚u z korpusu na za´kladeˇ vy´skytu dvou termu˚
ve veˇteˇ v urcˇite´m syntakticke´m vztahu.
1Tento vy´sledek nema´ pro zjevnou zaujatost zˇa´dnou praktickou hodnotu a uva´d´ım jej zde jen pro
zaj´ımavost.
27
4.6.1 Pojmenova´n´ı relace na za´kladeˇ sloves
Vojteˇch Sva´tek a Martin Kavalec si ve sve´ pra´ci [7] vsˇ´ımaj´ı toho, zˇe informace o relaci je
obvykle nesena slovesem. Vyb´ıraj´ı tedy slovesa vyskytuj´ıc´ı se v okol´ı obou koncept˚u, ktere´
maj´ı tvorˇit vztah. Definuj´ı tedy mı´ru AE (Above Expectation), ktera´ je t´ım veˇtsˇi, cˇ´ım
vy´znamneˇjˇs´ı je vy´skyt trojice (v, c1, c2) oproti prˇedpokla´dane´mu neza´visle´mu vy´skytu.
P (c1 ∧ c2|v) = |{ti|v, c1, c2 ∈ ti}||{ti|v ∈ ti}| (4.48)
AE(c1 ∧ c2|v) = P (c1 ∧ c2|v)
P (c1|v).P (c2|v) (4.49)
ti je mnozˇina oznacˇovana´ jako transakce a obsahuje v, c1 a c2, pokud se c1 i c2 vyskytly
v bl´ızkosti slovesa v.
Stejny´ princip mu˚zˇeme pouzˇ´ıt pro na´sˇ prˇ´ıpad, kde s vyuzˇit´ım syntakticke´ analy´zy
mu˚zˇeme pracovat prˇ´ımo s argumenty sloves.
4.6.2 Slovesne´ argumenty
Snadno interpretovatelny´m syntakticky´m vztahem mezi dveˇma termy je vztah dvou termu˚
jako argument˚u jednoho slovesa. Jako prˇ´ıklad si uved’me jednoduchou veˇtu:
John works for IBM
Termy ‘John’ a ‘IBM’ jsou zde v syntakticke´m vztahu John→s work ←for IBM
Extrahovat informaci, zˇe John pracuje u IBM by byla u´loha pro metody extrakci in-
formac´ı. Z hlediska urcˇova´n´ı se´mantickcy´h vztah˚u na´m jde jen o vztah, ktery´ rˇ´ıka´, zˇe
spolecˇnosti zameˇstna´vaj´ı osoby. Podobneˇ, jak jsme definovali pojem jako mnozˇinu termu˚,
mu˚zˇeme definovat se´manticky´ vztah jako mnozˇinu syntakticky´ch vztah˚u.
Shlukova´n´ım sloves se zaby´va´ naprˇ´ıklad [16].
Oproti syntakticky´m atribut˚um je dat, ze ktery´ch bychom mohli pocˇ´ıtat statistiku, rela-
tivneˇ ma´lo. Omezujeme na argumenty sloves, c´ımzˇ prˇehl´ızˇ´ıme dalˇs´ı slova ve veˇteˇ. Pro z´ıska´n´ı
informace je take´ potrˇeba, aby se pojmy, mezi ktery´mi hleda´me vztah, spoluvyskytovaly
jako argumenty stejne´ho slovesa.
‖C1, l1, v, l2, C2‖ . . . cˇetnost syntakticke´ho vztahu C1 →l1 v ←l2 C2 (4.50)
v . . . sloveso (4.51)
C1, C2 . . . pojmy (4.52)
l1, l2 . . . typ syntakticke´ho vztahu mezi slovesem a termem (4.53)
Pouzˇijme na´sleduj´ıc´ı algoritmus:
1. Vypocˇteˇme N nejcˇetneˇjˇs´ıch vztah˚u mezi C1 a C2.
2. Shlukujme slovesa z teˇchto vztah˚u na za´kladeˇ funkce sim
Vy´sledkem mu˚zˇe by´t naprˇ´ıklad obra´zek 4.5, ktery´ oznacˇuje shluk nalezeny´ch vztah˚u
mezi pojmem obsahuj´ıc´ı term ‘president’ a pojmem obsahuj´ıc´ı term ‘country’. Pro tvorbu
pojmu˚ bylo pouzˇito nejblizˇsˇ´ıch 16 termu˚.
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s_call_on
obj_have_s
s_declare_obj
s_say_obj
s_tell_obj
s_ask_obj
s_accuse_obj
s_urge_obj
s_warn_obj
s_order_obj1
s_lead_obj
s_arrive_in
s_travel to_obj
s_visit_obj
s_be_in
s_lift_obj
Obra´zek 4.5: Vztahy mezi ‘president a ‘country’
4.6.3 Cesty v za´vislostn´ım stromu
Vy´sˇe popsany´ prˇ´ıstup extrakce na za´kladeˇ slovesny´ch argument˚u mu˚zˇeme zobecnit. Slovesne´
argumenty da´vaj´ı do souvislosti jen slova, ktera´ jsou v prˇ´ıme´ syntakticke´ za´vislosti na
slovese. Do vztahu ale mu˚zˇeme da´t vsˇechny dvojice slov ve veˇteˇ. Kazˇda´ dvojice slov ve veˇteˇ
je prova´za´na syntaktickou cestou, tedy cestou v syntakticke´m za´vislostn´ım stromu.
Mezi cestami v za´vislostn´ım stromu mu˚zˇeme take´ definovat mı´ru podobnosti podle [9].
Hleda´n´ım podobny´ch syntakticky´ch vztah˚u z´ıska´va´me parafra´ze. Parafra´ze jsou fra´ze, ktere´
vyjadrˇuj´ı stejny´ se´manticky´ vztah mezi slovy jiny´m syntakticky´m prostrˇedkem. Takovy´mi
parafra´zemi mu˚zˇe by´t naprˇ´ıklad:
X solves Y
Y is solved by X
Prˇi hleda´n´ı vy´znamu fra´z´ı nara´zˇ´ıme na stejny´ proble´m jako prˇi hleda´n´ı pojmu˚. Acˇkoliv
shluk parafra´z´ı bychom mohli povazˇovat za se´mantiky´ vztah, ra´di bychom takove´mu shluku
prˇiˇradili jednoduche´ a jasne´ pojmenova´n´ı. Na mı´sto hleda´n´ı podobnosti mezi fra´zemi hlede-
jme mezi podobny´mi fra´zemi takove´, ktere´ jsme schopni snadno interpretovat. Takovy´mi
fra´zemi jsou vztahy mezi slovesny´mi argumenty.
Autorˇi [9] pro vy´pocˇet podobnosti pouzˇ´ıvaj´ı obdobny´ princip jako rovnice 4.3. Kazˇdy´
vy´skyt syntakticke´ho vztahu dosazuje slova do slot˚u, slotX a slotY. Pak vypocˇte podobnost
zvla´sˇt’ pro slotX a pro slotY:
simx(p1, p2) =
∑
w∈Tx(p1)∩Tx(p2,s) I(p1, w) + I(p2, w)∑
w∈Tx(p1) I(p1, w) +
∑
w∈Tx(p2) I(p2, w)
(4.54)
Obdobneˇ pro simy. Vy´sledna´ podobnost je pak geometricky´m pr˚umeˇrem
S(p1, p2) =
√
simx(p1, p2)simy(p1, p2) (4.55)
Pro hleda´n´ı vy´znamu konkre´tn´ıho vztahu hledejme nejpodobneˇjˇs´ı vztah z mnozˇiny vz-
tah˚u tvaru x→l1 v ←l2 y.
Prˇ´ıklad vy´sledku hleda´n´ı parafra´z´ı pro fra´zi x solves y je v tabulce 4.5.
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Rank Pattern
1 X →s causeV ←obj Y
2 Y →s concernV ←obj X
3 Y →s resultN ←of X
4 X →s provokeV ←obj Y
5 X →s concernV ←obj Y
6 Y →s beV BE ←pred resultN ←of X
Tabulka 4.5: Parafra´ze k X →s solveV ←obj Y
4.7 Lexiko-syntakticke´ vzory
Pro dany´ se´manticky´ vztah se mu˚zˇeme pokusit o z´ıska´n´ı syntakticky´ch vzor˚u. Vyuzˇijme
princip, ktery´ je popsa´n o vzorech Hearstove´ a konkre´tneˇ se jej pokusme aplikovat na
za´vislostn´ı strom.
1. Shroma´zˇdeˇme dvojice pojmu˚, o ktery´ch v´ıme, zˇe dany´ vztah plat´ı.
2. Najdeˇme veˇty, ve ktery´ch se vyskytla takova´ dvojice.
3. Definujme vzor jako nejkratsˇ´ı cestu v za´vislostn´ım grafu veˇty mezi obeˇma pojmy.
Pro vzory definujeme standardn´ı mı´ry prˇesnosti a pokryt´ı:
tp . . . Pocˇet nalezeny´ch dvojic, ktere´ jsou v dane´m se´manticke´m vztahu.
fp . . . Pocˇet nalezeny´ch dvojic, ktere´ nejsou v dane´m se´manticke´m vztahu.
fn . . .
Pocˇet dvojic, ktere´ jsou v dane´m se´manticke´m vztahu, ale nebyly nalezeny,
acˇkoliv se v textu vyskytly.
prˇesnost =
tp
tp+ fn
(4.56)
pokryt´ı =
tp
tp+ fp
(4.57)
Dopousˇt´ıme se zde troufale´ho prˇedpokladu, zˇe vybrane´ veˇty skutecˇneˇ popisuj´ı na´sˇ
se´manticky´ vztah a zˇe tedy vy´skyt dvojice slov splnˇuj´ıc´ı vztah v dane´ veˇteˇ nen´ı jen shoda
okolnost´ı, cˇi naprˇ´ıklad vy´skyt jine´ho vy´znamu stejne´ho slova ve veˇteˇ.
Nalezene´ vzory serˇad’me podle prˇesnosti na tre´novac´ıch datech a definujme parametr t.
Jako vy´sledne´ vzory pak povazˇujme jen ty, ktere´ dosa´hly prˇesnosti veˇtsˇ´ı nezˇ hodnota
parametru t.
Jako prvn´ı experiment byl zvolen vztah hypernymum. Cˇla´nky gigacorpusu byly rozdeˇleny
na tre´novac´ı a testovac´ı cˇa´st. Pro urcˇen´ı, zda mezi dveˇma slovy plat´ı vztah hypernymie byl
pouzˇit WordNet, konkre´tneˇ tranzitivn´ı uza´veˇr relace HYPERNYM. Z tre´novac´ıch dat se
pak vzaly jen ty vzory, pro ktere´ byl nalezen vztah alesponˇ peˇtkra´t. Na za´kladeˇ prˇesnosti
na tre´novac´ıch datech byly vzory serˇazeny. Vy´sledny´ graf prˇesnosti na pokryt´ı je videˇt na
grafu 4.4 cˇa´rou oznacˇenou jako patterns. Ukazuje se, zˇe tato metoda nen´ı prˇ´ıliˇs vhodna´ pro
zvolena´ data.
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Obra´zek 4.6: Prˇesnost a pokryt´ı
Uvedenou metodu lze teoreticky pouzˇ´ıt na jaky´koliv se´manticky´ vztah. Pouzˇijme jej
tedy pro neˇjaky´ netaxonomicky´ vztah:
Pro experiment byly vzaty cˇla´nky z anglicke´ verze Wikipedie o hudebn´ıch skuipna´ch.
Tre´novac´ı sada obsahuje 2054 dokument˚u, testovac´ı 2054 jiny´ch dokument˚u. Jako relace
byla vybra´na relace has album, cozˇ je relace mezi hudebn´ı skupinou a na´zvem alba. Tyto
relace byly z´ıska´ny z hudebn´ı databa´ze musicbrainz2. Jako vy´skyt relace bylo povazˇova´no
to, zˇe se vyskytl na´zev skupiny a jej´ıho alba v jedne´ veˇteˇ.
Vy´sledne´ hodnoty testu jsou na obra´zku 4.6.
2http://musicbrainz.org/
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Kapitola 5
Architektura, na´vrh a
implementace
Metody extrakce se´manticky´ch vztah˚u a k nim provedene´ experimenty popsane´ v prˇedchoz´ı
cˇa´sti jsou jisteˇ zaj´ımave´ samy o sobeˇ. Pro lepsˇ´ı orientaci a snad i vyuzˇit´ı vy´sledk˚u navrhneˇme
aplikaci, ktera´ umozˇn´ı pohodlne´ zobrazen´ı vy´sledk˚u, cˇi bude mozˇne´ ji pouzˇ´ıt pro dolova´n´ı
textovy´ch dat z dokument˚u.
5.1 Prˇ´ıpady uzˇit´ı
5.1.1 Thesaurus
Thezaury jsou slovn´ıky obsahuj´ıc´ı se´manticke´ vztahy, prˇedevsˇ´ım synonyma. Program by
meˇl nab´ızet mozˇnost vy´beˇru slova a zobrazit slova v dane´m se´manticke´m vztahu.
5.1.2 Extrakce kl´ıcˇovy´ch slov
Pro danou mnozˇinu dokument˚u by meˇl program automaticky vytvorˇit seznam kl´ıcˇovy´ch
slov.
5.1.3 Tvorba konceptua´ln´ıch map
Z dane´ mnozˇny dokument˚u by meˇl program napoma´hat tvorbeˇ konceptua´ln´ı mapy.
• Extrakce zaj´ımavy´ch pojmu˚
• Extrakce vztah˚u mezi pojmy
5.2 Architektura
Jazykova´ data mohou by´t velice rozsa´hla´. Bylo by neprakticke´, aby uzˇivatel musel mı´t tato
data na sve´ pracovn´ı stanici. Proto bude lepsˇ´ı, aby architektura byla zalozˇena na modelu
klient/server. Klient se serverem budou komunikovat jasneˇ definovany´m protokolem.
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5.3 Na´vrh komunikacˇn´ıho protokolu
Komunikacˇn´ım protokol je protokol pro komunikaci mezi klientem a serverem. Protokol
mus´ı by´t:
• pouzˇitelny´ v s´ıti internet;
• rozsˇiˇritelny´; Prˇida´n´ı novy´ch funkc´ı do klienta cˇi serveru nesmı´ znamenat kompletn´ı
zmeˇnu protokolu.
• otevrˇeny´; Protokol mus´ı by´t snadno implementovatelny´ jakoukoliv trˇet´ı stranou, na-
prˇ´ıklad jiny´mi klienty.
Necht’ za´kladem protokolu je N3 nad HTTP (text/rdf+n3). Takovy´ protokol bude
splnˇovat pozˇadavky.
5.4 Na´vrh datovy´ch struktur
5.4.1 Reprezentace za´vislostn´ıho stromu
Vy´sledkem syntakticke´ analy´zy je za´vislostn´ı strom. Pozˇadavky na reprezentaci tak jsou
na´sleduj´ıc´ı:
• Uzly stromu jsou slova.
• Hranami stromu jsou syntakticke´ za´vislosti mezi slovy.
• Uzly mohou ne´st libovolnou informaci a prˇena´sˇet tak se´mantickou informaci z´ıskanou
z r˚uzny´ch fa´z´ıch prˇedzpracova´n´ı.
• Mus´ı by´t snadne´ a rychle´ vyhledat prˇedem zadane´ podstromy.
XML je beˇzˇny´ na´stroj pro pra´ci s dokumenty, ktere´ maj´ı stromovu strukturu. Ma´ defino-
vane´ programove´ rozhran´ı (Document Object Model) i dotazovac´ı jazyk (XPath, XQuery).
Pokusme se tedy vyuzˇ´ıt XML technologi´ı pro pra´ci se za´vislostn´ımi stromy.
Za´kladem budizˇ elementy dvou typ˚u:
• node; Uzel reprezentuj´ıc´ı slovo. Jeho atributy jsou
– category ; Slovn´ı druh.
– text ; Slovn´ı lemma.
• link ; Reprezentuje za´vislost mezi slovy. Jeho atributy:
– type; Vztah mezi rodicˇovsky´m node elementem a na´slednicky´m node elementem.
Elementy typu node budou obsahovat na´sledn´ıky typu link, a ty zase na´sledn´ıky typu
node, cozˇ vytva´rˇ´ı stromovu strukturu.
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5.4.2 Na´vrh databa´ze
Vyextrahovana´ data je potrˇeba vhodneˇ ulozˇit. I hodneˇ dat se vhodneˇ da´ ulozˇit pomoc´ı
programu˚, ktery´m se lidoveˇ rˇ´ıka´ SQL databa´ze 1.
Databa´ze bude tvorˇena ze dvou cˇa´st´ı:
1. databa´ze pozad´ı; Data extrahovana´ z velke´ho korpusu povazˇova´na za pozad´ı (viz
kapitolu extrakce zaj´ımavy´ch term˚u).
2. databa´ze dokument˚u; Data extrahovana´ z dokument˚u (viz prˇ´ıpad uzˇit´ı tvorba kon-
ceptua´ln´ıch map.
Za´kladn´ımi entitami budizˇ tyto:
1. Slovo; Kazˇde´ slovo s informac´ı o slovn´ım druhu.
2. Term; Oznacˇuje potencia´lneˇ v´ıceslovny´ termı´n. O kazˇde´m termu je potrˇeba veˇdeˇt,
ve ktere´m dokumentu a kde se vyskytl. Na rozd´ıl od slova je term zaj´ımavy´ jen pro
databa´zi dokument˚u.
3. Relace; Pojmenovane´ vztahy mezi termy.
5.4.3 XQuery jako dotazovac´ı jazyk nad stromy
Jazyk XQuery je standardn´ı jazyk pro vy´beˇr obsahu XML dokument˚u. Pro popis cest
vyuzˇ´ıva´ jazyk XPath.
Naprˇ´ıklad pro vy´beˇr vsˇech podstatny´ch jmen na za´kladeˇ forma´tu popsane´ho vy´sˇe stacˇ´ı
jednoduchy´ vy´raz v jazyce XPath:
//node[@category=’N’]
Slozˇiteˇjˇs´ı prˇ´ıklad: Vsˇechny podmeˇty slovesa ‘play‘ (hra´t) ktere´ se vyskytnou v doku-
mentu vybereme na´sleduj´ıc´ım vy´razem:
//node[@category=’V’ and @text=’play’]/link[@type=’s’]/node
Pro lexiko-syntakticke´ vzory vsˇak nebude stacˇit hledat jeden typ uzl˚u podle neˇjake´ho
kontextu, ale da´vat do souvislosti v´ıce uzl˚u. Dotaz v jazyce XQuery, ktery´ demonstruje
pouzˇit´ı pro hleda´n´ı trojice podmeˇt-sloveso-prˇedmeˇt v dane´ mnozˇineˇ dokument˚u collection
na´sleduje.
for $v in collection//node[@category="V"]
for $s in $v/link[@type="s"]/node[@category="N"]
for $obj in $v/link[@type="obj"]/node[@category="N"]
return
<svo>
<v>distinct-values($v/@text)</v>
<obj>distinct-values($obj/@text)</obj>
<s>distinct-values($s/@text)</s>
</svo>
1Ale ktery´m my rˇ´ıka´me “syste´my pro rˇ´ızen´ı ba´ze dat”
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5.5 Na´vrh serveru
U´kolem serverove´ cˇa´sti budizˇ odpov´ıda´n´ı na dotazy klienta. Prˇedpokla´da´ se, zˇe veˇtsˇina
informac´ı z textu bude prˇedzpracova´na jesˇteˇ prˇed spusˇteˇn´ım serveru. Zpracova´n´ı rozsa´hly´ch
text˚u mu˚zˇe by´t pameˇt’oveˇ i cˇasoveˇ na´rocˇna´ operace. Na druhou stranu nelze prˇedpocˇ´ıtat
vesˇkere´ mozˇne´ dotazy prˇedem, protozˇe pameˇt’ova´ na´rocˇnost ulozˇen´ı vsˇech mozˇny´ch odpoveˇd´ı
je prˇ´ılizˇ velka´. Bude proto potrˇeba nale´zt vhodnou mez, jak s ohledem na dobu vyrˇ´ızen´ı
pozˇadavku, tak i s ohledem na diskovy´ prostor serveru, prˇicˇemzˇ oba ohledy jsou vza´jemneˇ
protich˚udne´.
Jak jizˇ bylo v u´vodu te´to kapitoly naznacˇeno, server by meˇl pracovat jednak s pozad´ım,
cozˇ bude obvykle velky´ korpus, a s jednotlivy´mi mnozˇinami dokument˚u, kterou nazveme
poprˇed´ı. Dokumenty poprˇed´ı jsou ty objekty, ze ktery´ch chceme extrahovat informaci,
nazveˇme je tedy MO (Mining Objects). Prˇedpokla´dejme, zˇe server by meˇl umeˇt ukla´dat
v´ıce MO najednou a vsˇechny budou sd´ılet jedno pozad´ı. Pro identifikaci MO pouzˇijme
jednoznacˇny´ch identifika´tor˚u, ktere´ nazveˇme MOURI .
5.5.1 Na´vrh funkc´ı
Na´vrh funkc´ı rozdeˇl´ıme na funkce pro dotazova´n´ı na informace extrahovane´ z pozad´ı a na
ty pracuj´ıc´ı s dokumenty poprˇed´ı. Funkce pracuj´ıc´ı s pozad´ım da´vaj´ı informace o slovech
(Word). Funkce pracuj´ıc´ı nad extrahovany´mi dokumenty poprˇed´ı pracuj´ı s termy (Term).
getSimilarWords :: Set(Word) → Set (Word, Similarity)
Pro danou mnozˇinu slov vyhleda´ mnozˇinu podobny´ch slov.
getRelatedWords :: Set(Word) → Set (Word, Relation, Similarity)
Pro danou mnozˇinu slov vyhleda´ mnozˇinu pravdeˇpodobny´ch vztah˚u s jiny´mi slovy.
getHypernym :: Word → Set (Word, Score)
Pro dane´ slovo vyhleda´ pravdeˇpodobna´ hypernyma.
getHyponyms :: Word → Set (Word, Score)
Pro dane´ slovo vyhleda´ pravdeˇpodobna´ hyponyma.
getImportantTerms :: MOURI → Set (Term, Score)
Vra´t´ı nejzaj´ımaveˇjˇs´ı termy z dokument˚u poprˇed´ı dane´ho MOURI .
getSimilarTerms :: (MOURI , Term) → Set (Term, Score)
Vra´t´ı mnozˇinu termu˚ podobny´ch k dane´mu termu.
getWordsSimilarToTerm :: (MOURI , Term) → Set (Word, Score)
Vra´t´ı mnozˇinu slov z pozad´ı podobny´ch dane´mu termu.
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getRelatedTerms :: (MOURI , Term) → Set (Term, Relation, Score)
Pro dany´ term vra´t´ı mnozˇinu pravdeˇpodobny´ch vztah˚u s jiny´mi termy.
5.6 Na´vrh klienta
Hlavn´ı u´lohou klientske´ cˇa´sti je poskytova´n´ı uzˇivatelske´ho rozhran´ı k sluzˇba´m serveru.
5.7 Implementace
5.7.1 Server
Serverova´ cˇa´st byla implementova´na v jazyce Python s vyuzˇit´ım knihoven:
• NLTK (Natural Language ToolKit)2; Pro prˇ´ıstup k WordNetu a pro rozdeˇlen´ı textu
na veˇty.
• Twisted.Web3; Jako jednoduchy´ HTTP server.
• RDFlib4; Pro zpracova´n´ı a tvorbu zpra´v protokolu mezi serverem a klientem.
• sqlite; Pro ulozˇen´ı dat.
• bsddb; Pro ulozˇen´ı slovn´ık˚u (id slova na text slova).
• CMPH5; Pro ulozˇen´ı slovn´ık˚u perfektn´ı hashovac´ı funkc´ı (text slova na id). Rozhran´ı
pro jazyk Python bylo vytvorˇeno pomoc´ı na´stroje swig.
• lxml6; Pro zpracova´n´ı XML forma´tu za´vislostn´ıho stromu.
• PyLucene7; Pro indexova´n´ı veˇt prˇi hleda´n´ı termu˚.
5.7.2 Prˇedzpracova´n´ı
Samostatnou komponentou serveru je prˇedzpracovac´ı cˇa´st. Vstupem jsou jednotlive´ doku-
menty ve forma´tu proste´ho textu. Vy´stupem jsou statistiky a prˇedpocˇ´ıtane´ hodnoty.
Jednotlive´ fa´ze prˇedzpracova´n´ı mu˚zˇeme zjednodusˇeneˇ rozepsat:
1. rozdeˇlen´ı dokument˚u na jednotlive´ veˇty;
2. zpracova´n´ı veˇt syntakticky´m analyza´torem MiniPar;
3. prˇeveden´ı vy´sledku programu MiniPar do XML;
4. proveden´ı XSLT transofrmac´ı pro prˇeveden´ı prˇedlozˇek z uzl˚u do hran; Tato operace
prˇevede naprˇ´ıklad kus stromu solution →mod to →pcomp problem na solution →to
problem.
2http://nltk.sourceforge.net/
3http://twistedmatrix.com/trac/wiki/TwistedWeb
4http://code.google.com/p/rdflib/
5http://cmph.sourceforge.net/
6http://codespeak.net/lxml/
7http://pylucene.osafoundation.org/
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5. identifikace mozˇny´ch termu˚; Jako uzly typu N (Noun) prˇ´ıpadneˇ rozvite´.
6. extrakce vlastnost´ı pro kazˇdy´ term; Jako vlastnosti jsou pouzˇity syntakticke´ vlastnosti,
tzn. okoln´ı hrany a uzly v syntakticke´m za´vislostn´ım stromu.
7. nalezen´ı vy´skyt˚u syntakticky´ch vzor˚u; Za´kladn´ım vzorem je vzor pro hleda´n´ı sloves
a jejich argument˚u.
8. prˇedpocˇ´ıta´n´ı d˚ulezˇitosti vsˇech nalezeny´ch termu˚ (metodou vza´jemne´ informace s vy-
uzˇit´ım cˇetnost´ı z´ıskany´ch z pozad´ı) a vza´jemnou podobnost na za´kladeˇ podobny´ch
vlastnost´ı (metodou Linovy podobnosti);
Metoda nalezen´ı termu˚ nemus´ı nale´zt vsˇechny d˚ulezˇite´ termy. Uzˇivatel ma´ mozˇnost
zadat jako term libovolny´ rˇeteˇzec. V takove´m prˇ´ıpadeˇ se vyuzˇije fulltextove´ vyhleda´va´n´ı
veˇt obsahuj´ıc´ı hledany´ textovy´ rˇeteˇzec. Na´sledneˇ se vyhleda´ mnozˇina uzl˚u v syntakticke´m
stromu zahrnuj´ıc´ıch hledana´ slova. Z te´to mnozˇiny A se odhadne hlava fra´ze jako takova´
mnozˇina uzl˚u B, jej´ımizˇ prˇedky nejsou jine´ uzly z mnozˇiny A. Urcˇen´ı hlavy je d˚ulezˇite´ pro
sbeˇr syntakticky´ch vlastnost´ı a pro pouzˇit´ı syntakticky´ch vzor˚u.
5.7.3 Klient
Klientska´ cˇa´st byla implementova´na v jazyce Java s vyuzˇit´ım knihoven:
• Prefuse8; Pro vizualizaci graf˚u.
• Apache Jakarta Commons HttpClient9; Pro HTTP spojen´ı se serverem.
• Jena10; Pro zpracova´n´ı a tvorbu zpra´v protokolu.
Uka´zka sn´ımku obrazovky z klienta je na obra´zku 5.1 zobrazuj´ıc´ı prohl´ızˇecˇ slovn´ıho
shluku. Druhy´ sn´ımek ukazuje mapu termu˚ a slov 5.2.
8http://prefuse.org/
9http://hc.apache.org/httpclient-3.x/
10http://jena.sourceforge.net/
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Obra´zek 5.1: Sn´ımek prohl´ızˇecˇe shluk˚u
Obra´zek 5.2: Sn´ımek mapy termu˚ a slov
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Kapitola 6
Za´veˇr
Oblast extrakce se´manticky´ch vztah˚u z textu je velmi sˇiroka´. Tato pra´ce se prˇedevsˇ´ım
zameˇrˇila na oblast souvisej´ıc´ı s ucˇen´ım ontologi´ı, cozˇ ovlivnilo za´beˇr zkoumany´ch metod.
Bylo implementova´no a v ra´mci mozˇnost´ı vyhodnoceno neˇkolik metod pro extrakci
termu˚ a r˚uzny´ch typ˚u se´manticky´ch vztah˚u. Na za´kladeˇ nich byl pak vytvorˇen syste´m pro
extrakci se´manticky´ch vztah˚u z textu a souvisej´ıc´ıho uzˇivatelske´ho rozhran´ı.
Tato pra´ce neprˇicha´z´ı s zˇa´dnou novou metodou extrakce se´manticky´ch vztah˚u. Prˇ´ınos
te´to pra´ce spocˇ´ıva´ sp´ıˇse v aplikaci zna´my´ch metod. Velky´m proble´mem pro statisticke´
metody zpracova´n´ı prˇirozene´ho jazyka je potrˇeba velke´ho mnozˇstv´ı dat. Prˇ´ınosem te´to
pra´ce je snaha o vyuzˇit´ı dat z velke´ho korpusu jako pozad´ı pro extrakci vztah˚u z poprˇed´ı.
Mozˇnost´ı dalˇs´ıho vy´voje projektu je mnoho. Nab´ız´ı se prˇedevsˇ´ım pouzˇit´ı dalˇs´ıch metod,
ktere´ v te´to pra´ci nebyly zmı´neˇny, jako je cela´ trˇ´ıda metod zalozˇeny´ch na strojove´m ucˇen´ı
a metody extrakce informac´ı.
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