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0. Introduction
Let RQp and RFp be the algebras of generic matrices of order n over ring Qp and
field Fp , respectively, where Qp is the ring of rational numbers with denominators not
divisible by p, and Fp is an infinite field of characteristic p. The conjecture of Procesi is
well known: the kernel of the canonical epimorphism RQp → RFp is equal to pRQp .
In 1985 Shelter [2] gave a negative answer to this conjecture for n = 2, p = 2. Later
Kemer [1] obtained the following result: for each prime p there exists n p such that the
conjecture of Procesi is not true for the pair p,n.
Denote by Q˜p〈X〉 a free associative algebra of trace polynomials generated by a count-
able or finite set X, 1 ∈ Q˜p〈X〉. The free associative algebra of ordinary polynomials
Qp〈X〉 is considered to be a subalgebra of Q˜p〈X〉, 1 ∈ Qp〈X〉. Let ψn :Mn(Qp) →
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ψn(f (a1, . . . , an)) = 0 ∀ai ∈ Mn(Qp). A positive answer to the conjecture of Procesi will
be obtained if we find for each f with such properties some polynomial g ∈ Qp〈X〉, for
which f = pg is an identity of Mn(Q).
One of the ways to obtain a positive answer is based on the following fact: if p > n,
then for the polynomial f there exists a polynomial g˜ ∈ Q˜p〈X〉, such that f = pg˜ is a
trace identity of Mn(Q) [3]. If we find some polynomial g ∈ Qp〈X〉, such that g = g˜ is
an identity of Mn(Q), the problem will be solved. In the following section we will give a
sufficient condition for a positive answer.
1. Basic definitions
Let u = v(Tr(1))s Tr(u1) . . .Tr(uk), deg(ui) > 0 and v,ui are monomials from Qp〈X〉.
Definition 1. The maximal number from deg(uk) we will call the trace length of the mono-
mial u and denote it by l(u). The number deg(u1u2 . . . uk) we will call the trace degree of
the monomial u and denote it by d(u).We define the trace degree (length) of an arbitrary
polynomial g ∈ Q˜p〈X〉 as the maximal of trace degrees (lengths) of its monomials.
Definition 2. We call a polynomial g ∈ Q˜p〈X〉 reducible, if there exists f ∈ Q˜p〈X〉 and
A ∈ Z, such that d(f ) < d(g) and f = Ag is an identity of Mn(Q).
We call a polynomial g ∈ Q˜p〈X〉 p-reducible, if there exists f ∈ Q˜p〈X〉, such that
d(f ) < d(g), and f = g is an identity of Mn(Q).
A sufficient condition for a positive answer now can be formulated in the following
way: g ∈ Q˜p〈X〉 is reducible ⇒ g is p-reducible.
In this work the formulated statement is proved for
n = 3, p > 3, X = {x, y},
i.e. the conjecture of Procesi is proved for 2-generated algebra of generic 3 × 3 matrices
and p > 3.
2. Necessary conditions of reducibility
All statements of this work are formulated and proved for homogeneous polynomials.
We denote by T [M2(Qp)] the set T [M2(Q)] ∩ Qp〈x, y〉.
Definition 3. Let f,g ∈ Q˜p〈x, y〉. We define the following equivalence: f ∼ g if d(f ) =
d(g) and the polynomial (f − g) is p-reducible or d(f − g) < d(f ).
The following statements are evident:
A. Kemer, I. Averyanov / Journal of Algebra 299 (2006) 151–170 153(a) if f1 ∼ f2 and g1 ∼ g2, then αf1 + βg1 ∼ αf2 + βg2;
(b) if f1 ∼ f2, then p-reducibility of f1 is equivalent to p-reducibility of f2;
(c) if f1 ∼ f2, then uf1v ∼ uf2v ∀u,v ∈ Q˜p〈x, y〉.
This statements allow us to replace summands of some polynomial f with equivalent
ones when we prove p-reducibility of f .
Let f ∈ Qp〈x, y〉. Then it can be uniquely represented in the following form:
f =
∑
I
AI x
k0yl0[x, y]xk1yl1[x, y] . . . [x, y]xkmylm, (1)
where I = (m, k0, l0, k1, . . . , lm),AI ∈ Qp .
Definition 4. The minimal m from the right side of (1) we denote by c(f ).
Now we prove several statements which contain the simplest necessary conditions of
reducibility.
Lemma 1. Let
f =
∑
i
fi Tr
(
ui1
)
. . .Tr
(
uiki
); uij ∈ 〈x, y〉;fi ∈ Qp〈x, y〉;
deg
(
ui1 . . . u
i
ki
)= deg(uj1 . . . ujkj
); ∀i = j degx
(
ui1 . . . u
i
ki
) = degx
(
u
j
1 . . . u
j
kj
)
,
where degx(u) is the degree of x in u. If the polynomial f is reducible, then fi ∈
T [M2(Q)].
Proof. It is sufficient to prove that f1 ∈ T [M2(Qp)]. Denote by g(x1, . . . , xm, y1, . . . , yn)
the linearisation of f , and let k = degx(u11 . . . u1k1), l = degy(u11 . . . u1k1). Making substitu-
tion x1 = x, . . . , xk = x, xk+1 = a, . . . , xm = a, y1 = y, . . . , yl = y, yl+1 = b, . . . , yn = b,
we get:
f1(a, b)Tr
(
u11
)
. . .Tr
(
u1k1
)+
∑
i
αivi Tr
(
wi1
)
. . .Tr
(
wiki
)=
∑
j
βj sj Tr
(
r
j
1
)
. . .Tr
(
r
j
kj
)
,
where vi,wil , sj , r
j
l ∈ 〈a, b, x, y〉, αi, βj ∈ Q, deg(rj1 . . . rjkj ) < deg(u11 . . . u1k1); ∀i vi do
not contain only a and b. The same is true for sj : ∀j sj do not contain only a and b. Making
in the last equality the substitution x = e33, y = e33, a =∑2i,j=1 aij eij , b =
∑2
i,j=1 bij eij ,
we get that f1(a, b) = 0 (eij are matrix units). But this means that f1 ∈ T [M2(Q)]. The
lemma is proved. 
Lemma 2. The set T [M2(Qp)] coincide with the ideal K of algebra Qp〈x, y〉, where K
is generated by the polynomials of the following form:
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[
x2, u1
]
u2[x,u3] − [x,u1]u2
[
x2, u3
]
, (2)
gu =
[
y2, u1
]
u2[y,u3] − [y,u1]u2
[
y2, u3
]
, ui ∈ 〈x, y〉, u = (u1, u2, u3). (3)
Proof. The inclusion K ⊂ T [M2(Qp)] is evident. We prove the reverse inclusion. Let
f (x, y) ∈ T [M2(Qp)]. The polynomial f can be represented in the form
f (x, y) = Axkyl +
∑
k1,l1
Bk1l1x
k1yl1 [x, y]xk2yl2
+
∑
I
CI x
k1yl1[x, y]xk2yl2 . . . [x, y]xkmylm,
where I = (m, k1, l1, . . . , km, lm),m 3 and A,Bk1l1,CI are from Qp .
Obviously A = 0, for otherwise f (1,1) = 0.
Suppose Bi0j0 = 0. Linearising f by x and making substitution x1 = x, xi = yt , i > 1,
where t > deg(f (x, y)), we get a nontrivial (nonzero in a free algebra) identity
∑
k1,l1
Bk1l1y
tk1+l1[x, y]ytk+l2 = 0.
But T [M2(Qp)] do not have identities g = 0 where degx(g) = 1. Thus all Bk1l1 = 0, and
f (x, y) is represented in the form
∑
I
CI x
k1yl1[x, y]xk2yl2 [x, y] . . . [x, y]xkmylm.
Using the equality y[x, y] = [x, y2] − [x, y]y, transform each summand of the last sum in
the following way:
xk1yl1[x, y]xk2yl2[x, y] . . . [x, y]xkmylm
= xk1yl1−1[x, y2]xk2yl2 [x, y] . . . xkmylm
− xk1yl1−1[x, y]yxk2yl2[x, y] . . . xkmylm
= xk1yl1−1[x, y]xk2yl2[x, y2] . . . xkmylm
− xk1yl1−1[x, y]yxk2yl2[x, y] . . . xkmylm
= xk1yl1−1[x, y]xk2yl2(y[x, y] + [x, y]y) . . . xkmylm
− xk1yl1−1[x, y]yxk2yl2[x, y] . . . xkmylm,
where the second identity is hold modulo K .
Thus we can decrease the degree of y (and then, analogously, of x) before the first com-
mutator [x, y] until it becomes zero, and everything we get after the commutator again
represent in the form
∑
xk1yl1[x, y]xk2yl2 [x, y] . . . [x, y]xkmylm . In the same way we de-
crease the degrees of x and y before the other commutators except the last one.
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f (x, y) =
∑
t,k1,l1
Atk1l1[x, y]t xk1yl1[x, y]xk2yl2 . (4)
We prove Atk1l1 = 0. If this is not so, let t0 be the minimal t from the right side
of (4), f (x1, . . . , xr , y1, . . . , ys) be the linearisation of f . Making substitution yi = y,
x1 = x, . . . , xr−t0−1 = x, xr−t0 = ym, . . . , xr = ym; m > deg(f (x, y)), we get a nontriv-
ial identity
g(x, y) =
∑
k1
Bk1 [x, y]t0yk1 [x, y]yk2 = 0.
It is easily transformed into the form
∑
l
Cl[x, y]t0 [x, y, . . . , y]yl = 0.
Let l0 be the maximal of l from the left side of the last identity, h(x1, . . . , xt0+1, y1, . . . , yd)
be the linearisation of the left side. Making substitution xi = x, y1 = 1, . . . , yl0 = 1,
yl0+1 = y, . . . , yd = y, we get a nontrivial identity
[x, y]t0 [x, y, . . . , y] = 0.
But the equality is not valid if we substitute x = e11, y = e12 − e21. Hence, Atk1l1 = 0 and
f (x, y) = 0 (mod K) in Qp〈x, y〉. The lemma is proved. 
Lemma 3. Let
f =
∑
m,u
αmu Tr(u1) . . .Tr(um), u = (u1, . . . , um), ui ∈ 〈x, y〉, αmu ∈ Qp. (5)
If f is reducible, then f ∈ T˜ [M2(Q)].
Proof. The polynomial f is reducible, so there exists h ∈ Q˜p〈x, y〉, exists β ∈ Z,
β = 0, such that βf = h is an identity of M3(Q) and d(h) < d(f ). We make substitu-
tion x =∑2i,j=1 xij eij , y =
∑2
i,j=1 yij eij into this identity. In the left side of the equality
we get some scalar matrix A. But in the right side each monomial has at least one variable
outside trace, so we get (A)33 = 0, hence, A = 0. The lemma is proved. 
3. Reducing the problem to the polynomials of trace degree 1
To prove the main theorem of this section we need the following
Lemma 4. The following polynomials are p-reducible:
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(b) ([x2, u1]u2[x,u3] − [x,u1]u2[x2, u3])Tr(y2) ∀ui ∈ 〈x, y〉;
(c) ([x2, u1]u2[x,u3] − [x,u1]u2[x2, u3])Tr(xy) ∀ui ∈ 〈x, y〉.
Proof. Let
C3(x1, x2, x3, v1, v2) =
∑
π∈S3
(−1)πxπ(1)v1xπ(2)v2xπ(3)
be the Capelli polynomial of degree 3, χ3(x) be the Hamilton–Cayley polynomial of
degree 3. χ3(x) = 0 is an identity of M3(Q), so C3(1, x,χ3(x), v1, v2) = 0 is also an iden-
tity. It immediately follows from this that C3(1, x, x2, v1, v2)Tr(x) = ([x2, v1][x, v2] −
[x, v1][x2, v2])Tr(x) is p-reducible. One can verify that the polynomial ([x2, u1]u2[x,
u3] − [x,u1]u2[x2, u3]) belongs to the ideal (of algebra Qp〈x, y〉) generated by the poly-
nomials of the form [x2, v1][x, v2] − [x, v1][x2, v2]. Statement (a) is proved.
We have the identity ([x2, u1]u2[x,u3] − [x,u1]u2[x2, u3])Tr(x) = h(x, y) where h is
a traceless polynomial. Making substitution x = x + y2 and taking the according homoge-
neous component, we prove statement (b). The proof of (c) is completely analogous. The
lemma is proved.
Obviously, we can swap x and y in the statements of the lemma. 
Theorem 1. Let f ∈ Q˜p〈x, y〉. If f is reducible and d(f ) > 1, then f is also p-reducible.
Proof. Let χ3(x1, x2, x3) be the linearised Hamilton–Cayley polynomial of degree 3. For
χ3(a, b, c) = 0 is an identity of M3(Q) (a, b, c ∈ 〈x, y〉), we have:
Tr(abc) + Tr(acb) ∼ Tr(a)Tr(bc) + Tr(b)Tr(ac) + Tr(c)Tr(ab)
− Tr(a)Tr(b)Tr(c). (6)
From this it immediately follows that a polynomial Tr(xk1yl1 . . . xkmylm) is equiva-
lent to a polynomial of the form (5) with lower trace length, if one of the numbers
ki, li > 1 (without loss of generality assume k1 > 1, then the substitution a = x, b = x,
c = xk1−2yl1 . . . xkmylm into (6) makes it evident).
If all ki = 1, li = 1 and m > 1, substitute a = x, b = y, c = xyxy . . . xy. We obtain
f := Tr(xyxy . . . xy) + Tr(x2y2xy . . . xy)∼ g, l(g) < l(f ).
For Tr(x2y2xy . . . xy) contains squares it is, as it was mentioned above, equivalent to some
polynomial h with lower trace length, hence, Tr(xyxy . . . xy) ∼ g − h, i.e. also equivalent
to some polynomial with lower trace length.
Thus, lowering trace length, we get that any polynomial f of the form (5) is equivalent
to a polynomial of the form
∑
αqrstu
(
Tr
(
x2
))q(Tr(y2))r(Tr(xy))s(Tr(x))t(Tr(y))u. (7)q,r,s,t,u
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tity of M2(Q). In the sum (7) we choose the summands with the maximal q , de-
note it by qM . From these summands we choose the maximal r , denote it by rM . Let
f (x1, . . . , xm, y1, . . . , yn) be the linearisation of g. The substitution x1 = ae12 + ae21, . . . ,
x2qM = ae12 + ae21, x2qM+1 = e11 + ce22, . . . , xm = e11 + ce22, y1 = be12 − be21, . . . ,
y2rM = be12 − be21, y2rM+1 = (c + 1)e11 − e22, . . . , yn = (c + 1)e11 − e22 shows that
g = 0 cannot be an identity of M2(Q).
Now let f ∈ Qp〈x, y〉 be an arbitrary reducible polynomial and d(f ) > 1. We prove
that it is p-reducible.
We represent all trace parts of all the monomials of f in the form (7), and trace-
less parts in the form (1). Assume we have in this representation summands of the form
αxkyl(Tr(x2))q(Tr(y2))r (Tr(xy))s(Tr(x))t (Tr(y))u. Making substitution x = x + 1, y =
y + 1 and taking the according homogeneous component, we get that some polynomial h
of the form (7) is reducible. According to Lemma 3, h = 0 is an identity M2(Q). But this
contradicts to what we have shown above.
Hence,
f ∼
∑
fi
(
Tr
(
x2
))q(Tr(y2))r(Tr(xy))s(Tr(x))t(Tr(y))u, c(fi) > 0.
Using identities χ3(x, x, [x, y]) = 0, χ3(x, y, [x, y]) = 0, χ3(y, y, [x, y]) = 0, we ob-
tain, that [x, y]Tr(x2) ∼ [x, y](Tr(x))2, [x, y]Tr(y2) ∼ [x, y](Tr(y))2, [x, y]Tr(xy) ∼
[x, y]Tr(x)Tr(y).
For c(fi) > 0, then
f ∼
∑
t,u
ftu
(
Tr(x)
)t(Tr(y))u, c(fi) > 0, u + t > 1.
From Lemma 1 it follows that ftu ∈ T [M2(Qp)]. Applying Lemma 2, we see that each
polynomial ftu is a sum of polynomials which belong to the ideal of Qp〈x, y〉 generated
by polynomials of the form (2) and (3). Then using the equivalences mentioned above and
Lemma 4, we obtain that f is p-reducible. The theorem is proved. 
4. Solution of the problem for the polynomials of trace degree 1
In the previous section we reduced the problem of p-reducibility of an arbitrary re-
ducible polynomial to the polynomials of the form
f = f1 Tr(y) + f2 Tr(x),
where (Lemma 1) fi ∈ T [M2(Qp)]. According to Lemmas 2 and 4 we may assume
that f1 =∑v([x2, u1]u2[x,u3] − [x,u1]u2[x2, u3])w and f2 =∑v([y2, u1]u2[y,u3] −
[y,u1]u2[y2, u3])w;w,v ∈ Qp〈x, y〉.
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homogeneous component in which y has degree degy(f1) + 1, we obtain that the polyno-
mial f1 Tr(y) is equivalent a polynomial of the form f ′1 Tr(x). I.e. we may simply assume
that f1 = 0.
The following lemma extends Lemma 4.
Lemma 5. The following polynomials are p-reducible:
(a) [[x, y]2, x]Tr(x);
(b) [[x, y]2, y,u]Tr(x) ∀u ∈ 〈x, y〉;
(c) [[x, y]2, y]u[x, y, v]Tr(x), [x, y, v]u[[x, y]2, y]Tr(x) ∀u,v ∈ 〈x, y〉;
(d) u[[x, y]2, y]v Tr(x) ∀u,v ∈ Qp〈x, y〉: c(u) + c(v) > 1;
(e) ([x, y, y][x, y][x, y] − [x, y][x, y][x, y, y])Tr(x).
Proof. (a) Directly follows from statement (a) of Lemma 4, setting u1 = u3 = y, u2 = 1.
(b) It is sufficient to consider the cases u = x and u = y. The case u = x di-
rectly follows from (a). From the identity [χ3([x, y], [x, y], x), y, y] = 0 it follows that
2[[x, y]2, y, y]Tr(x) + [x, y, y]Tr([x, y]2) = h(x, y), d(h) = 0, and from the identity
[χ3([x, y], [x, y], [x, y]), y] = 0 it follows that 3[x, y, y]Tr([x, y]2) = g(x, y), d(g) = 0.
Thus, 6[[x, y]2, y, y]Tr(x) = 3h(x, y) − g(x, y) and the case u = y is also proved.
(c) According to (b) (since [[x, y]2, y]u = [[x, y]2, y,u]+u[[x, y]2, y] and [x, y, ab] =
[x, y, a]b + a[x, y, b]), it is sufficient to consider the cases u = 1, v = x and u = 1, v = y.
Transforming the identity C3(x,1, χ3([x, y], [x, y], x), y, [x, y]) = 0 and using (a), we ob-
tain that [[x, y]2, y][x, y, x]Tr(x) = h(x, y), d(h) = 0. The case u = 1, v = x is proved.
Making substitution x = x + y, taking the according homogeneous component and us-
ing (a), we obtain that [[x, y]2, y][x, y, y]Tr(x) is p-reducible (the case u = 1, v = y).
(d) According to (b), it is sufficient to consider the case u = [x, y]w,v = [x, y]. It fol-
lows from (b) that [x, y]w[[x, y]2, y, y]Tr(x) = h(x, y), d(h) = 0. We make substitution
y = y + yx and take the homogeneous component in which x has degree degx(h) + 1. In
the left side of the identity we get some p-reducible polynomial f . Thus, we obtain:
f = w1
[[x, y]2, y, y]Tr(x) + [x, y]w[[x, y]x[x, y] + [x, y][x, y]x, y, y]Tr(x)
+ [x, y]w[[x, y]2, yx, y]Tr(x) + [x, y]w[[x, y]2, y, yx]Tr(x)
∼ [x, y]w[[x, y]x[x, y] + [x, y][x, y]x, y, y]Tr(x) + [x, y]w[[x, y]2, yx, y]Tr(x)
= [x, y]w[[x, y][x2, y], y, y]Tr(x) + [x, y]w[[[x, y]2, y]x, y]Tr(x)
∼ [x2, y]w[[x, y]2, y, y]Tr(x) + [x, y]w[[x, y]2, y][x, y]Tr(x)
∼ [x, y]w[[x, y]2, y][x, y]Tr(x).
For f is p-reducible then [x, y]w[[x, y]2, y][x, y]Tr(x) is also p-reducible.
(e) According to (b),
([x, y, y][x, y][x, y] − [x, y][x, y][x, y, y])Tr(x) = [[x, y]2, y, [x, y]]Tr(x)
is p-reducible. The lemma is proved. 
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Definition 5. We call a polynomial f ∈ Qp〈x, y〉 c-representable if ∃g ∈ Qp〈x, y〉 such
that f ∼ g and c(g) > c(f ).
Lemma 6. The following polynomials are c-representable:
(a) [[x, y]u[x, y], x] ∀u ∈ 〈x, y〉;
(b) [[x, y]u[x, y], y, v] ∀u,v ∈ 〈x, y〉;
(c) u[[x, y]v[x, y], y]w ∀u,v,w ∈ Qp〈x, y〉: c(u) + c(w) > 1;
(d) [[x, y]u[x, y], y]v[x, y,w], [x, y,u]v[[x, y]w[x, y], y] ∀u,v,w ∈ 〈x, y〉;
(e) [x, y, . . . , y︸ ︷︷ ︸
m
,x, . . . , x︸ ︷︷ ︸
n
][x, y, . . . , y︸ ︷︷ ︸
s
, x, . . . , x︸ ︷︷ ︸
t
]
+ [x, y, . . . , y︸ ︷︷ ︸
m
,x, . . . , x︸ ︷︷ ︸
n−1
][x, y, . . . , y︸ ︷︷ ︸
s
, x, . . . , x︸ ︷︷ ︸
t+1
].
Proof. (a) It is sufficient to prove the statement for u = xkyl . Substitute y = y + yxk into
a p-reducible polynomial f = [[x, y]2, x]Tr(x) (Lemma 5(a)) and take the homogeneous
component in which x has degree degx(f ) + k. We get a p-reducible polynomial
f1 =
[[x, y]xk[x, y], x]Tr(x) + [[x, y][x, y]xk, x]Tr(x) ∼ [[x, y]xk[x, y], x]Tr(x),
i.e. [[x, y]xk[x, y], x]Tr(x) is p-reducible. Using induction on l we prove that
[[x, y]xkyl[x, y], x] is c-representable.
Let [[x, y]xkyl−1[x, y], x], [[x, y]yl−1xk[x, y], x], [[x, yl]xk[x, y], x], [[x, y]xk[x,
yl], x] be c-representable. We substitute y = y + yl+1 into f1 and take the homogeneous
component in which y has degree deg(f1 + l). We get p-reducible polynomial
f2 =
[[
x, yl+1
]
xk[x, y], x]Tr(x) + [[x, y]xk[x, yl+1], x]Tr(x)
= [[x, y]ylxk[x, y], x]Tr(x) + [y[x, yl]xk[x, y], x]Tr(x)
+ [[x, y]xkyl[x, y], x]Tr(x) + [[x, y]xk[x, yl]y, x]Tr(x)
= 2[[x, y]ylxk[x, y], x]Tr(x) + [[x, y][xk, yl][x, y], x]Tr(x)
+ y[[x, yl]xk[x, y], x]Tr(x) + [y, x][x, yl]xk[x, y]Tr(x)
+ [x, y]xk[x, yl][y, x]Tr(x) + [[x, y]xk[x, yl], x]y Tr(x)
= 2[[x, y]ylxk[x, y], x]Tr(x) + h1 + h2,
where c(h1) = 3, and h2 ∼ h′2, c(h′2) > 2 by the hypothesis of induction. Thus
[[x, y]ylxk[x, y], x] is c-representable. Analogously we prove that polynomials
[[x, y]xkyl[x, y], x], [[x, yl+1]xk[x, y], x], [[x, y]xk[x, yl+1], x] are c-representable. State-
ment (a) is proved.
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according statements of Lemma 5.
(e) Direct consequence of (a).
The lemma is proved. 
Lemma 7. [x, y, . . . , y︸ ︷︷ ︸
n
]u[x, y] ∼ h+∑s<n αs[x, y, . . . , y︸ ︷︷ ︸
s
]u[x, y, . . . , y], where αs ∈ Qp ,
n > 2 and c(h) > 2.
Proof. The statement of lemma follows directly from c-representability of the polynomial
[[x, y]u[x, y], y, . . . , y︸ ︷︷ ︸
n−1
] (statement (b) of Lemma 6). 
Lemma 8. The polynomial [[x, y]2, y]Tr(x) is irreducible.
Proof. Let [[x, y]2, y] = f (x, y), f (x, y)Tr(x) = g(x, y), d(g) = 0. Denote by f (x1, x2,
x3, y) and g(x1, x2, x3, y) respectively the linearisations of f (x, y)Tr(x) and g(x, y) in
variable x. We represent g(x, y) in the form
∑
n1,n2,n3
αn1n2n3 [x, y, . . . , y︸ ︷︷ ︸
n1
][x, y, . . . , y︸ ︷︷ ︸
n2
][x, y, . . . , y︸ ︷︷ ︸
n3
]
(we allow ni = 0) and match a commutative polynomial h(a, b, c) ∈ Q[a, b, c] to it:
h(a, b, c) =
∑
n1,n2,n3
αn1n2n3a
n1bn2cn3 .
The identity f (x1, x2, x3, y) = g(x1, x2, x3, y) is valid if and only if it is valid when we
substitute xk = eikjk (eij are matrix units) and y = Λ = λ1e11 + λ2e22 + λ3e33, λi ∈ Q.
Note, that
g(ei1j1, ei2j2, ei3j3 ,Λ)
=
∑
σ∈S3
h(λjσ(1) − λiσ(1) , λjσ(2) − λiσ(2) , λjσ(3) − λiσ(3) )eiσ(1)jσ(1)eiσ(2)jσ(2)eiσ(3)jσ(3) . (8)
Directly calculating f (ei1j1 , ei2j2, ei3j3,Λ) for different ik, jk , we get a system of equal-
ities for h. For example, if we substitute x1 = e11, x2 = e12, x3 = e23, we get an equality
(λ2 − λ1)(λ3 − λ2)(λ3 − λ1)e13 = h(0, λ1 − λ2, λ3 − λ2)e13
or, after substitution λ2 − λ1 = b,λ3 − λ2 = c, the equality h(0, b, c) = bc(b + c).
Thus, making different substitutions, we can obtain the following equalities:
(1) h(a,0, c) = ac(a + c);
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(3) h(a, b,0) = ab(a + b);
(4) h(a,−a, c) = 0;
(5) h(a, b,−a − b) = 0.
One can easily verify that this system of equalities can never be fulfilled, so the iden-
tity f (x1, x2, x3, y) = g(x1, x2, x3, y) can never be fulfilled either, hence, f (x, y)Tr(x) is
irreducible. The lemma is proved. 
Lemma 9. The polynomial
[x, y][[x, y][x, y, . . . , y︸ ︷︷ ︸
n
], y]Tr(x)
is c-representable if n = 2,3 and irreducible if n = 1.
Proof. Let
f (x, y) = [x, y][[x, y][x, y, . . . , y︸ ︷︷ ︸
n
], y],
f (x, y)Tr(x) = g(x, y),
d(g) = 0.
Denote by f (x1, x2, x3, x4, y) and g(x1, x2, x3, x4, y) respectively the linearisations of
f (x, y)Tr(x) and g(x, y) in x. Just as in Lemma 8, we match a commutative polyno-
mial h(a, b, c, d) to the polynomial g(x, y), and write out all the equalities for h that
we obtain from all substitutions xk = eikjk , y = Λ into the identity f (x1, x2, x3, x4, y) =
g(x1, x2, x3, x4, y).
(1) h(a, b,0,0) = 0;
(2) h(a,0, c,0) = 0;
(3) h(a,0,0, d) = 0;
(4) h(0, b, c,0) = 0;
(5) h(0, b,0, d) = 0;
(6) h(0,0, c, d) = 0;
(7) h(0, b,−b, d) + h(b,−b,0, d) = b2dn(b − d);
(8) h(a,−a − c, c,0) + h(0, a,−a − c, c) = a2cn(a + c);
(9) h(a,−a − d,0, d) = a2dn(a + d);
(10) h(a,0,−a − d, d) = a2dn(a + d);
(11) h(0, b, c,−c) = 0;
(12) h(a,0,−a, d) = a2dn(a − d);
(13) h(a,0, c,−c) + h(a, c,−c,0) = 0;
(14) h(a, b,0,−b) = 0;
(15) h(a,−a, c,0) = a2cn(a − c);
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(17) h(a,−a, c,−c) + h(c,−c, a,−a) = 0;
(18) h(a, b,−b,−a) = 0;
(19) h(a,−a, c, a − c) + h(c, a − c,−a, a) = 0;
(20) h(a, b,−a − b, a) = 0;
(21) h(a, b,−b, b) = 0.
If n = 1 the system of these equalities can never be fulfilled. If n = 2 one of the solutions
is the following:
h(a, b, c, d) = abc2(b + c) − abd(a + b)(b + d)
+ acd2(c + d) + bcd(c + d)(b + c + d) − abcd(2a + 3b + c).
If n = 3 the system has the following solution:
h(a, b, c, d) = abc(b + c)(a + b + c)c + abd3(b + d)
+ acd3(c + d) − bcd2(c + d)(b + c) + abcd(2d2 + (b + c)(c + d)).
The first 16 equalities are trivially hold, the others can be verified with simple calcula-
tions.
The lemma is proved. 
Lemma 10. The polynomial
[x, y][[x, y][x, y, . . . , y︸ ︷︷ ︸
k
, x, . . . , x︸ ︷︷ ︸
l
], y]Tr(x)
is c-representable if k + l > 1.
Proof. We prove that if the statement is true for pairs (k, l) and (k + 1, l), it is true for the
pair (k + 2, l). Since we assume that the polynomial
[x, y][[x, y][x, y, . . . , y︸ ︷︷ ︸
k
, x, . . . , x︸ ︷︷ ︸
l
], y]Tr(x)
is reducible, we substitute x = x+[x, y, y] and take the homogeneous component in which
y has degree k + 5. We get some p-reducible polynomial f Tr(x):
f = [x, y, y, y][[x, y][x, y, . . . , y︸ ︷︷ ︸
k
, x, . . . , x︸ ︷︷ ︸
l
], y]
+ [x, y][[x, y, y, y][x, y, . . . , y︸ ︷︷ ︸, x, . . . , x︸ ︷︷ ︸], y
]k l
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k+2
, x, . . . , x︸ ︷︷ ︸
l
], y]+ h, c(h) > 3.
We transform it using Lemma 6 and the assumption for the pairs (k, l) and (k + 1, l):
f ∼ [x, y][[x, y, y, y][x, y, . . . , y︸ ︷︷ ︸
k
, x, . . . , x︸ ︷︷ ︸
l
], y]
+ [x, y][[x, y][x, y, . . . , y︸ ︷︷ ︸
k+2
, x, . . . , x︸ ︷︷ ︸
l
], y]+ h2
= [x, y][[x, y][x, y, . . . , y︸ ︷︷ ︸
k+2
, x, . . . , x︸ ︷︷ ︸
l
], y]+ [x, y][[x, y, y][x, y, . . . , y︸ ︷︷ ︸
k
, x, . . . , x︸ ︷︷ ︸
l
], y, y]
− [x, y][[x, y, y][x, y, . . . , y︸ ︷︷ ︸
k
, x, . . . , x︸ ︷︷ ︸
l
, y], y]+ h2
∼ [x, y][[x, y][x, y, . . . , y︸ ︷︷ ︸
k+2
, x, . . . , x︸ ︷︷ ︸
l
], y]
− [x, y][[x, y, y][x, y, . . . , y︸ ︷︷ ︸
k
, x, . . . , x︸ ︷︷ ︸
l
, y], y]+ h3
= [x, y][[x, y][x, y, . . . , y︸ ︷︷ ︸
k+2
, x, . . . , x︸ ︷︷ ︸
l
], y]− [x, y][[x, y][x, y, . . . , y︸ ︷︷ ︸
k
, x, . . . , x︸ ︷︷ ︸
l
, y], y, y]
+ [x, y][[x, y][x, y, . . . , y︸ ︷︷ ︸
k
, x, . . . , x︸ ︷︷ ︸
l
, y, y], y]+ h3
∼ [x, y][[x, y][x, y, . . . , y︸ ︷︷ ︸
k+2
, x, . . . , x︸ ︷︷ ︸
l
], y]
+ [x, y][[x, y][x, y, . . . , y︸ ︷︷ ︸
k
, x, . . . , x︸ ︷︷ ︸
l
, y, y], y]+ h4
∼ 2[x, y][[x, y][x, y, . . . , y︸ ︷︷ ︸
k+2
, x, . . . , x︸ ︷︷ ︸
l
], y]+ h5, c(hi) > 3,
i.e.
[x, y][[x, y][x, y, . . . , y︸ ︷︷ ︸
k+2
, x, . . . , x︸ ︷︷ ︸
l
], y]
is c-reducible, since p > 3.
The proof of the following similar fact is completely analogous: if the statement of the
lemma is true for pairs (k, l) and (k, l + 1), it is true for the pair (k, l + 2) (we make
substitution y = y + [y, x, x]).
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is true for k = 2, l = 0 and k = 3, l = 0 (Lemma 9), hence, it is true for arbitrary k > 1 and
l = 0.
We substitute y = y+x into a c-representable polynomial [x, y][[x, y][x, y, y], y]Tr(x)
and, using Lemma 6, obtain that the following polynomial is c-representable:
[x, y][[x, y][x, y, x], y]Tr(x) (the case k = 1, l = 1). Making substitution y = y + x into
c-representable polynomial [x, y][[x, y][x, y, y, y], y]Tr(x), taking the according homo-
geneous components and using Lemma 6, we obtain that the following polynomials are
also c-representable: [x, y][[x, y][x, y, x, x], y]Tr(x), [x, y][[x, y][x, y, y, x], y]Tr(x) +
[x, y][[x, y][x, y, x, y], y]Tr(x). But the last polynomial is equivalent to the polynomial
2[x, y][[x, y][x, y, y, x], y]Tr(x)+h, c(h) > 3, hence, [x, y][[x, y][x, y, y, x], y]Tr(x) is
c-representable (p > 3).
The statement of lemma is proved for the pairs (k = 1, l = 1), (k = 1, l = 2), (k = 2,
l = 1), (k = m, l = 0). This is the basis of induction and the statement of the lemma is true
for all pairs k, l; k + l > 1. The lemma is proved. 
Now we are able to prove the last theorem.
Theorem 2. Let f Tr(x), f ∈ Qp〈x, y〉 be a reducible polynomial. Then it is p-reducible.
Proof. We prove the theorem using induction on deg(f ). Let deg(f ) = n and for all g ∈
Qp〈x, y〉, deg(g) < n the theorem is proved.
Note. Let a polynomial f Tr(x) be represented in the form
f Tr(x) =
∑
I
αI [x, y, . . .][x, y, . . .] . . . [x, y, . . .]xkyl Tr(x). (9)
Then we may assume that αI = 0 in summands with k + l > 0 (making substitution x =
x + 1, y = y + 1 and using the proposition of induction it is easy to see that the sum of
these summands is a p-reducible polynomial).
For f ∈ T [M2(Qp)] (Lemma 1), then c(f ) > 1:
f =
∑
I
αI x
k0yl0[x, y]xk1yl1[x, y]xk2yl2 + h1, c(h1) > 2.
We transform f , moving commutators of the summands to the beginning and swapping
xa and yb by adding new summands with greater number of commutators; this summands
we gain in hi :
f =
∑
I
αI x
k0yl0[x, y]xk1yl1[x, y]xk2yl2 + h1
=
∑
βI [x, y, . . . , y, x, . . . , x]xk′0yl′0xk1yl1[x, y]xk2yl2 + h1
I
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∑
I
βI [x, y, . . . , y, x, . . . , x]xk′0+k1yl′0+l1[x, y]xk2yl2 + h2
=
∑
I
γI [x, y, . . . , y, x, . . . , x][x, y, . . . , y, x, . . . , x]xk′1yl′1xk2yl2 + h2
=
∑
I
γI [x, y, . . . , y, x, . . . , x][x, y, . . . , y, x, . . . , x]xk′2yl′2 + h3, c(hi) > 2.
As we have noted, we may assume
f ∼
∑
I
γI [x, y, . . . , y, x, . . . , x][x, y, . . . , y, x, . . . , x] + h4, c(h4) > 2.
Using several times statement (e) of Lemma 6, we obtain that
f ∼
∑
I
δI [x, y, . . . , y][x, y, . . . , y, x, . . . , x] + h5 =
∑
I
δ′I [x, y, . . . , y]u[x, y]v + h5.
Using Lemma 7 several times we are able to make the first commutators of the summands
contain only two or three variables:
f ∼
∑
I
εI [x, y, y]u[x, y]v +
∑
I
ε′I [x, y]u′[x, y]v′ + h6
∼
∑
I
ζI [x, y, y]xk0yl0[x, y]xk1yl1 +
∑
I
ζ ′I [x, y]xk
′
0yl
′
0 [x, y]xk′1yl′1 + h7.
We again transform the last polynomial to the form
∑
I
ηI [x, y, y][x, y, . . . , y, x, . . . , x]xkyl +
∑
I
η′I [x, y][x, y, . . . , y, x, . . . , x]xk
′
yl
′ + h8
and, according to the note, we may assume that all summands have l+k = 0 and l′+k′ = 0.
For the polynomial is homogeneous, there is only one summand left in each sum. Thus,
f ∼ η1[x, y][x, y, . . . , y, x, . . . , x] + η2[x, y, y][x, y, . . . , y, x, . . . , x] + h, c(h) > 2.
Transform h as it has been done above:
h ∼
∑
I
αI [x, y, . . . , y, x, . . . , x][x, y, . . . , y, x, . . . , x][x, y, . . . , y, x, . . . , x] + g1
and c(g1) > 3.
The commutators of the summands may have different lengths and different number of
letters x, y. We consider the summands with the first commutator’s length greater than 2.
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I βI u1[x, y]u2[x, y]u3[x, y,u4]u5 and, according to the statements (a) and (d) of
Lemma 6, is equivalent to a polynomial
∑
I βI [x, y]u2[x, y]u1u3[x, y,u4]u5 + g′,
c(g′) > 3.
(2) The length of the last commutator is 2. The summand has the form ∑I βI [x, y, . . . , y,
x, . . . , x]u1[x, y]u2[x, y]. According to statements (a) and (d) of Lemma 6, it is equiv-
alent to a polynomial
∑
I βI [x, y, . . . , y, x, . . . , x][x, y]u2[x, y]u1 +g′, c(g′) > 3, and
it can again be represented in the form
∑
I βI [x, y, . . . , y, x, . . . , x][x, y][x, y, . . . , y,
x, . . . , x]+g′′, c(g′′) > 3. We consider the obtained summands. If the length of the last
commutator of a summand is greater than 2, then it is considered in case (1), otherwise
it is considered in case (3).
(3) The summand has the form [x, y, . . . , y, x, . . . , x][x, y][x, y]. If the first commu-
tator contains more than one letter x, using statement (e) of Lemma 6 we get,
that [x, y, . . . , y, x, . . . , x][x, y][x, y] ∼ β[x, y, . . . , y][x, y, x, . . . , x][x, y] + g′ ∼
β ′[x, y, . . . , y][x, y][x, y, x, . . . , x] + g′′, c(g′), c(g′′) > 3 and we go to case (1).
(4) The first commutator contains only one letter x and more than two letters y, i.e. the
summand has the form [x, y, . . . , y][x, y][x, y]. We apply Lemma 7 to the first two
commutators and go to case (2) after which we now never go to case (3).
(5) The summand has the form [x, y, y][x, y][x, y]. Then, according to statement (e) of
Lemma 5, [x, y, y][x, y][x, y] ∼ [x, y][x, y][x, y, y].
In all cases we were able to get a commutator of length 2 at the beginning of a summand,
so
h ∼
∑
I
αI [x, y]u1[x, y]u2[x, y]u3 + g2 = [x, y]
∑
I
αI u1[x, y]u2[x, y]u3 + g2,
c(g2) > 3. The sum
∑
I αI u1[x, y]u2[x, y]u3 is again may be represented in the form
μ1[x, y][x, y, . . . , y, x, . . . , x] + μ2[x, y, y][x, y, . . . , y, x, . . . , x] + g3, c(g3) > 2, thus
we get:
h ∼ μ1[x, y][x, y][x, y, . . . , y, x, . . . , x] + μ2[x, y][x, y, y][x, y, . . . , y, x, . . . , x] + g,
c(g) > 3.
For c(g) > 3, we can represent it in the form (1), and using statements (a) and (c) of
Lemma 6 we move short commutators to the left (all except the last one), getting new
summands with greater number of commutators appeared. We obtain:
g ∼
∑
m>2;l0,k0
αm,l0,k0 [x, y]mxk0yl0[x, y]xk1yl1 ,
after this we again may assume
g ∼
∑
m>2
αm[x, y]m[x, y, . . . , y, x, . . . , x].
Thus, if f Tr(x) is reducible, then we may assume
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+ μ1[x, y][x, y][x, y, . . . , y, x, . . . , x] + μ2[x, y][x, y, y][x, y, . . . , y, x, . . . , x]
+
∑
m>2
αm[x, y]m[x, y, . . . , y, x, . . . , x]. (10)
Making substitution x = x + y into the identity f Tr(x) = h, d(h) = 0 and taking the
homogeneous component in which x has degree 2, we get that (η1[x, y][x, y, . . . , y] +
η2[x, y, y][x, y, . . . , y])Tr(y) is reducible. Hence, using Lemma 1, we see that η1 = η2,
denote it by η. So we may assume
f = η([x, y][x, y, . . . , y, x, . . . , x] + [x, y, y][x, y, . . . , y, x, . . . , x])
+ μ1[x, y][x, y][x, y, . . . , y, x, . . . , x] + μ2[x, y][x, y, y][x, y, . . . , y, x, . . . , x]
+
∑
m>2
αm[x, y]m[x, y, . . . , y, x, . . . , x]. (11)
The last polynomial we write in the form
f = η[[x, y][x, y, . . . , y, x, . . . , x], y]
+ μ′1[x, y][x, y][x, y, . . . , y, x, . . . , x] + μ′2[x, y][x, y, y][x, y, . . . , y, x, . . . , x]
+
∑
m>2
α′m[x, y]m[x, y, . . . , y, x, . . . , x].
If the length of the long commutator in the first summand is equal to 1, from Lemma 8
we get that η = 0, hence f = 0 and f Tr(x) is p-reducible.
Now we make substitution x = x + y into the identity f Tr(x) = h, d(h) = 0 and take
the homogeneous component in which x has degree 3. We get a reducible polynomial f ′:
f ′ =
∑
η
[[x, y][x, y, . . . , y, y, . . . , y, x, y . . . , y], y]Tr(y)
+ η[[x, y][x, y, . . . , y], y]Tr(x)
+ μ′1[x, y][x, y][x, y, . . . , y]Tr(y) + μ′2[x, y][x, y, y][x, y, . . . , y]Tr(y)
∼ η[[x, y][x, y, . . . , y, x], y]+ η[[x, y][x, y, . . . , y], y]Tr(x)
+ μ′1[x, y][x, y][x, y, . . . , y]Tr(y) + μ′2[x, y][x, y, y][x, y, . . . , y]Tr(y).
From Lemma 4 we have that the polynomial [[x, y][x, y, . . . , y], y]Tr(y) is p-reduci-
ble. Making substitution y = y + x taking the homogeneous component in which x has
degree 3 and using Lemma 4, we obtain, that
η
[[x, y][x, y, . . . , y, x], y]+ η[[x, y][x, y, . . . , y], y]Tr(x)
∼ −η[[x, y][x, y, . . . , y], x]Tr(y).
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f ′ ∼ −α[[x, y][x, y, . . . , y], x]Tr(y)
+ β[x, y][x, y][x, y, . . . , y]Tr(y) + γ [x, y][x, y, y][x, y, . . . , y]Tr(y)
(we denote η by α, μ′1 by β and μ′2 by γ ).
Since f ′ is reducible, we have an identity
−α[[x, y][x, y, . . . , y︸ ︷︷ ︸
k+2
], x]Tr(y) + β[x, y][x, y][x, y, . . . , y︸ ︷︷ ︸
k+1
]Tr(y)
+ γ [x, y][x, y, y][x, y, . . . , y︸ ︷︷ ︸
k
]Tr(y)
= 3y(−α[[x, y][x, y, . . . , y︸ ︷︷ ︸
k+2
], x]+ β[x, y][x, y][x, y, . . . , y︸ ︷︷ ︸
k+1
]
+ γ [x, y][x, y, y][x, y, . . . , y︸ ︷︷ ︸
k
])+ g(x, y),
where g can be represented in the form
g(x, y) =
∑
I
αI [x, y, . . . , y][x, y, . . . , y][x, y, . . . , y].
As it was done above, we match a commutative polynomial h(a, b, c) to g(x, y), lin-
earise the identity and get a system of equalities for h(a, b, c), making different substitu-
tions xk = eikjk , y = Λ:
(1) h(a, b,0) = −αabk+2(2a + b);
(2) h(a,0, c) = 0;
(3) h(0, b, c) = αbck+2(2b + c);
(4) h(−b, b, c) = (−βb2ck+1 − γ b3ck + αbk+3 + αbck+2)(c − b);
(5) h(−b− c, b, c) = (b+2c)(β(b+ c)bck+1 +γ (b+ c)b2ck −α(b+ c)bk+2 −αbck+2);
(6) h(a,−c, c) = (2a − c)(−βack+2 + γ ak+2 − αa(−c)k+2 − αck+3).
These equalities can be fulfilled only if α = 0.
Thus, we may assume
f = β[x, y][x, y][x, y, . . . , y, x, . . . , x] + γ [x, y][x, y, y][x, y, . . . , y, x, . . . , x]
+
∑
α′m[x, y]m[x, y, . . . , y, x, . . . , x].
m>2
A. Kemer, I. Averyanov / Journal of Algebra 299 (2006) 151–170 169If we substitute x = x + y into the identity f Tr(x) = h and take the homogeneous
component in which x has degree 3, we get that the polynomial
f ′′ = (β[x, y][x, y][x, y, . . . , y] + γ [x, y][x, y, y][x, y, . . . , y])Tr(y)
is reducible. Hence (Lemma 1), β = γ and
f ∼ β([x, y][x, y][x, y, . . . , y, x, . . . , x] + [x, y][x, y, y][x, y, . . . , y, x, . . . , x])
+
∑
m>2
α′m[x, y]m[x, y, . . . , y, x, . . . , x]
∼ β[x, y][[x, y][x, y, . . . , y, x, . . . , x], y]
+
∑
m>2
δm[x, y]m[x, y, . . . , y, x, . . . , x].
So we may assume that
f = β[x, y][[x, y][x, y, . . . , y, x, . . . , x], y]+
∑
m>2
δm[x, y]m[x, y, . . . , y, x, . . . , x].
If the length of the long commutator in the first summand is equal to 2, then we do not
have the second sum, and from Lemma 9 it follows that β = 0, so f = 0 and f Tr(x) is
p-reducible.
If the length of the long commutator in the first summand is greater than 2, we use
Lemma 10 and obtain that
f ∼
∑
m>2
δ′m[x, y]m[x, y, . . . , y, x, . . . , x].
But an identity
∑
m>2
δ′m[x, y]m[x, y, . . . , y, x, . . . , x] = 0
is not valid in M2(Q) (see the proof of Lemma 2), so we have f ∼ 0 and the theorem is
proved. 
Theorems 1 and 2 imply the following theorem:
Theorem 3. Let RQp be a 2-generated algebra of generic 3×3 matrices over ring Qp , RFp
is a 2-generated algebra of generic 3×3 matrices over an infinite field Fp of characteristic
p > 3. Then the kernel of the canonical epimorphism RQp → RFp is equal to pRQp .
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