The neighbourhood matrix, N M(G), a novel representation of graphs proposed in [3] is defined using the neighbourhood sets of the vertices. The matrix also exhibits a bijection between the product of two well known graph matrices, namely the adjacency matrix and the Laplacian matrix. In this article, we extend this work and introduce the sequence of powers of N M(G) and denote it by
Introduction
With the advent of modern technology and electronic devices, the occurrence of large scale networks are wide spread and ubiquitous, especially in the field of computer science, these kinds of networks are omnipresent in various forms such as communication networks, social network. These networks require cooperation between large number of individual components/parts. Major challenges that are involved in this field include predicting behavior of the large scale network, and information propagation with in the network.
For every large scale network, we come across in our daily life, their understanding and mathematical description is crucial and is achieved with the aid of an intricate graph representation that encodes the interaction between the network's components. The graph representation enables the communication network problems such as information propagation/exchange to be modelled as designing multiple routes between nodes(if it exists) and/or finding shortest paths between nodes.
Given an undirected graph G of a network, designing efficient algorithms to find shortest paths between a pairs of nodes is a well-studied problem. All these algorithms runs mainly with the adjacency matrix/edge list as the data structure.
We have introduced in [3] , a new graph matrix to be associated with a graph called neighbourhood matrix N M(G). This matrix is defined as,
. In [3] , we have also discussed various properties of N M(G) .
In this paper, we extend the above mentioned work and introduce a scheme for associating a finite sequence of matrices to an undirected graph G, where each matrix is constructed iteratively from N M(G) matrix. As an application of the proposed scheme, we also present an algorithm to compute the shortest path between any pair of vertices in a given undirected unweighted simple graph. The running time and efficiency of the algorithm is then discussed with supporting empirical results. The proposed algorithm and the claims therein are formally validated through simulations on synthetic data where sampling-based computations are performed in large scale and with large sized graphs. The empirical results are quite promising where in our algorithm has least running time among all the existing well known shortest path algorithms such as Dijkstra, Bellman-Ford and BFS. Further, with the association of such a sequence of matrices, we conjecture that many graph related problems could be solved with less time complexity. This paper is organized as follows: In section 2, we present all the basic definitions, notations. We also introduce the novel concept of sequence of powers of neighbourhood matrix. In section 3, we discuss the graph characterization from the matrix entries and various results on sequence of powers of neighbourhood matrix. In section 4, we describe the algorithm to find the shortest path between any two vertices in a graph, we study the complexity of the proposed algorithms and support our theory with simulations and empirical results. We conclude the paper in section 5 with future directions. In appendix, we present the pseudocode of the proposed algorithm( written in M AT LAB ).
Sequence of powers of N M(G) matrix
Throughout this paper, we consider only undirected, unweighted simple graphs. For all basic notations and definitions of graph theory, we follow the books by J.A. Bondy and U.S.R. Murty [1] and D.B. West [5] . In this section, we present all the required notations and definitions and introduce the concept of sequence of powers of N M(G).
Let G(V (G), E(G)) be a graph with vertex set V (G) and edge set E(G).
The diameter of the graph is denoted as diameter(G) and the shortest path distance between two vertices i and j in G is denoted by d G (i, j), i, j ∈ V (G). Let A G , D(G) and C(G) denote the adjacency matrix, degree matrix and the Laplacian/admittance matrix of the graph G respectively. Definition 2.1.
[3] Given a graph G, the product of the adjacency matrix and the degree matrix, denoted by AD(G) = (ad ij ), is defined as
Given a graph G, the square of the adjacency matrix
The following lemma facilitates us with a way of computing the neighbourhood matrix.
Lemma 2.1. [3] The N M(G) can also be obtained from the product of adjacency matrix and Laplacian matrix of a graph G.
Proof. Consider the product of the matrices
Note that the last equality represents the N M matrix. Hence the proof.
Another concept which we require before proceeding to the main result is the level decomposition of a graph with respect to a source node, which is defined by the Breadth First Search Traversal technique.
Breadth First Search (BFS) is a graph traversal technique [1] where a node (source node) and its neighbours are visited first and then the neighbours of neighbours. The algorithms returns not only a search tree rooted at the source node but also a function l : V → N, which records the level of each vertex in the tree, that is, the distance of each vertex from the source node. In simple terms, the BFS algorithm traverses level wise from the source. First it traverses level 1 nodes (direct neighbours of source node) and then level 2 nodes (neighbours of neighbours of source node) and so on. We refer to such a level representation as the level decomposition from the source node.
Lemma 2.2. [3]
Given a graph G, the entries of any row of N M(G) corresponds to the subgraph with vertices from the first two levels of the level decomposition of the graph rooted at the given vertex with edges connecting the vertices in different levels.
Remark 2.1.
[3] The above lemma also reveals following information about the neighbourhood matrix, which justifies its terminology. For any i th row of N M(G):
1. The diagonal entries are either negative or zero. In particular, if η ii = −c, then the degree of the vertex is c and that there will be exactly c positive entries in that row. If η ii = 0 then the vertex i is isolated. Proof. Let i th row of N M(G) have non zero entries then by Lemma2.2 and Remark 2.1, we have Proof. N M(G) matrix has non-zero entries ⇐⇒ for every i, i th row of N M(G) has non zero entries ⇐⇒ ∀i,
The above lemma captures the essence of the vertices which are placed at distance at most 2. We extend this idea and introduce an iterative procedure to generate a sequence of graphs and consequently a sequence of N M matrices that is associated with these graphs. Such a sequence of N M matrices has proven to be useful in reducing the computational time involved for finding various properties of a given graph. In the next section, we show one such application of this process in finding the shortest path between any pair of vertices. Definition 2.4. Let G be an undirected unweighted simple graph on n vertices. Let G {1} = G and
For l > 1, let G {l} be the graph constructed from the graph G {l−1} as below:
defined to be N M(G {l} ) and can be constructed from G {l} using Definition 2.3 or Lemma 2.1.
Remark 2.2. Note that the adjacency matrix of A(G {l} ) is given by: Remark 2.3. When G = K n , the complete graph, N M(K n ) has no zero entries. Hence for K n , the iteration number is k(K n ) = 1. Further, for a graph G with diameter 2, N M(G) has no zero entries, hence iteration number k(G) = 1
Main Results
In this section, we prove some important results connecting the concept of distance between any two vertices with the entries of the matrix N M {l} , 1 ≤ l ≤ k. These results will be used in the algorithms stated in the next section.
Theorem 3.1. Let G be an undirected unweighted simple graph on n vertices and let k(G) be the iteration number of G. If η
Converse is also true.
2. There exists a vertex x such that η {l} ix > 0 and η {l} xj > 0. Converse need not be true. 
Equations (1) and (2) Theorem 3.2. Let G be an undirected unweighted simple graph on n vertices and let k(G) be the iteration number of G. For 1 ≤ l ≤ k(G), the off-diagonal elements of N M {l} can be characterized as follows, for
Let us prove the theorem by induction on l.
Basic step: When l = 1, by Definition 2.3 and Remark 2.1, we know that η
Let us assume the theorem is true for any integer p < k(G), that is,
Let us now prove for p + 1: 
. By induction on the non-negative entries in the η {p+1} ij namely using (1.) and (2.) above we have
Hence the theorem is true for all integers l, 1 ≤ l ≤ k(G).
Theorem 3.3. Let G be an undirected unweighted simple graph on n vertices and let k(G) be the iteration number of G. If η
Proof. By the definition of N M matrix, η {l} ij = −1, implies that there exist exactly one common neighbour, say x, between i and j in G {l} and by Theorem 3.2, we have 2
Suppose f 1 is the vertex on the path connecting i and j such that
< 0 and η {l−1} f1j = 0 =⇒ η {l} if1 > 0 and η {l} f1j > 0 =⇒ f 1 is the common neighbour of i and j in G {l} . Since x is the only common neighbour of i and j we have
Similarly suppose f 2 is the vertex on the path connecting i and j, such that
, then by same argument as before, we get that
From the above theorem, we define the parameter called range of distance between any pair of vertices in a graph as follows: Definition 3.1. Given two vertices i and j, rd G (i, j), is defined as follows: 
Theorem 3.4. A graph G is connected if and only if the corresponding matrix N M {k} has no zero entries. In addition, the iteration number k(G) of the graph G = K n is given by
Proof. Let the number of non zero entries in N M {k} be denoted by z. Note that z ≤ n 2 .
Hence, G is connected and log 2 (diameter(G) ). Since the iteration number is defined to be the smallest possible integer satisfying the above condition we obtain k(G) = log 2 (diameter(G)) .
Corollary 3.1. A graph G is disconnected if and only if z < n 2 . Further, the iteration number k(G) of G is given by k(G) = log 2 S , where S is the maximum over the diameter of components of G.
Proof. Follows by contrapositive of above Theorem, since z ≤ n 2 and the observation that, if the (i, j) th entry of N M {k} is zero then the (i, j) th entry of N M {q} is zero, ∀q ≥ 1. By definition, the iteration number k(G) is the smallest number such that number of non-zero entries in N M {l} remain same for l = k(G) and l = k + 1. In particular, k(G) will be obtained when the distance between every pair of vertices in every component has been accounted. Hence k(G) = log 2 S , where S is the maximum over the diameter of all the components of G.
Remark 3.2. For any connected graph G, it is immediate from the above discussion that 1 ≤ k(G) ≤ log 2 (n − 1) , that is, the iteration number is maximum when diameter(G) is maximum. It is well known that the path graph on n vertices has largest diameter among all graphs on n vertices (with diameter n − 1), while any graph with diameter at most 2 has k(G) = 1.
4. An Efficient Shortest Path Algorithm
Description of Algorithm
In this section, we present a brief description of the proposed algorithm to find the shortest path between any pair of vertices in a given graph G. The pseudo codes of the algorithm is given in Appendix A. The objective of this work is to reduce the computational time involved in finding the shortest path between any given pair of vertices. The algorithm is based on the construction of the sequence of graphs and its corresponding matrices N M {l} , 1 ≤ l ≤ k(G). Using this sequence of matrices, we find the shortest path and also, show that the computational time taken is very less for graphs of large size.
Given a graph G, and a pair of vertices i and j, first we check if the vertices i and j are connected and estimate the range of distance between i and j, that is, we find l := rd
l by applying the idea from Theorems 3.1 and 3.2. In particular, we find least l, for which η {l} ij = 0. This is computed through steps 1 to 6 of Algorithm 3. When l = 1: If η {1} ij > 0 ⇒ d G (i, j) = 1, then < i, j > is the shortest path and if η {1} ij < 0 ⇒ d G (i, j) = 2, then we have < i, x, j >, where x is a common neighbour of i and j, to be the shortest path. This is computed through steps 7 to 12 of Algorithm 3
For l ≥ 2, we proceed to find a vertex y such that d G (i, y) = 2 l−1 and d G (y, j) is minimum by invoking the subroutine stated as Algorithm 2. For l ≥ 2, we have η {l} ij < 0 and hence we find the set X = {x : η {l−1} ix < 0}, where x is the vertex such that 2
. From this set, we want to choose one y such that d G (i, y) = 2
Recursively, we calculate the distance between vertices in Z and j. Let y be the vertex such that, d G (y, j) ≤ d G (z, j), for all z ∈ Z, that is the distance d G (y, j) is minimum and that y satisfies d G (i, y) = 2 l−1 and d G (y, j) is minimum. Upon repeated application of this iterative process to the pairs {i, y} and {y, j}, we get all the vertices lying on the shortest path between i and j. (rest of Algorithm 3)
Time Complexity
As stated before, the above described algorithm has been designed in three modules and is presented in Appendix A. ) as we apply the product of two matrices namely adjacency A(G) and the Laplacian C(G) to obtain the N M(G) and we do this for k(G) times, for where k(G) = log 2 (diameter(G)) , while G is connected and k(G) + 1 times while G is disconnected. We use Coppersmith -Winograd algorithm [2] for matrix multiplication which has a O(n 2.3737 ) running time complexity . 2. In the second module (Algorithm 2), we compute the vertex y such that d G (i, y) = 2 l−1 and d G (y, j) is minimum. The algorithm is named as CN(i, j, l, SP G). The worst case running time of this algorithm is O(k 2 n), where k(G) ≤ log 2 (diameter(G)) and the best case running time is O(n). 3. In the main module(Algorithm 3), the shortest path between i and j is recursively obtained with recursive calls to the module CN and itself. The name of the algorithm is N M−ShortestPath(i, j, k, SP G).
The worst case running time of this algorithm is O(2 k k 2 n), where k(G) = log 2 (diameter(G)) while the best case running time is O(n) when k = 1. Note that for most of the choices of i and j, whose distance lies between 2
Given any graph G and a pair of vertices i and j in G, the computational time required by our algorithms in the worst case is
, where the computation of N M { l} is a one-time procedure for each graph. In addition, to find all possible shortest paths from a single source node i, we require
, k is the iteration number of G. Moreover, for different pairs of vertices within the same graph, the bound given here is too large.
Hence, we next empirically analyze the algorithms on various datasets to justify the bound.
Results and Discussion
In this section, we consider various datasets of graphs and illustrate the results from previous section.
For this purpose, we use special graph classes and compare the proposed shortest path algorithm with the existing algorithms such as Dijkstra, BFS and Bellman-Ford to find the shortest path between any given pair of vertices. We have tested our algorithm on various randomly generated collection of graphs. Here we present four such datasets. Keeping in mind that disconnected graphs have considerably lower diameters when compared to connected sparse graphs on same number of vertices, we consider our graph collections to be all connected. To ensure connectivity and sparseness, we start with a path P n and add edges randomly to P n . The reason for choosing such a dataset is that from Remark 2.3, it is clearly known that path graph P n has largest iteration number among all graphs on n−vertices and the iteration number decreases rapidly as the edge density of the graph increases.
DS 1 : This dataset contains 1100 graphs where each graph is connected and contains 100 vertices. The first graph of this collection is P 100 ∪{e}, where e is any edge. Consecutively, a graph G m ∈ DS 1 , for 1 ≤ m ≤ 1100 contains P 100 ∪ {e 1 , e 2 , ..., e m } for a random generated set of m−distinct edges. In particular, G m contains 100 vertices and 99 + m edges.
DS 2 : Similar to the dataset DS 1 , this dataset contains 1100 graphs where each graph is connected and has 200 vertices. The first graph of this collection is P 200 ∪ {e}, where e is any edge. A graph G m ∈ DS 2 , for 1 ≤ m ≤ 1100 contains P 200 ∪ {e 1 , e 2 , ..., e m } for a randomly generated set of m−distinct edges. In particular, G m contains 200 vertices and 199 + m edges.
DS 3 : This dataset also contains 1100 graphs, where each graph is connected and has 300 vertices. The first graph of this collection is P 300 ∪ {e}, where e is any arbitrary edge. A graph G m ∈ DS 3 , for 1 ≤ m ≤ 1100 contains P 300 ∪ {e 1 , e 2 , ..., e m } for a randomly generated set of m−distinct edges. In particular G m contains 300 vertices and 299 + m edges.
Further, to implement our algorithm and test our claims on a large scale real world network, we have considered the facebook graph obtained from SNAP [4] . Figures 1a to 1c represents the total time required to compute the shortest path between distinct pairs of vertices for the graphs given in data sets DS 1 , DS 2 , DS 3 respectively, for all four shortest path algorithms namely N M shortest path algorithm, BFS, Bellman-Ford and Dijkstra. Figure 1a represents the running time for G 20 to G 1100 and the inner box of Figure 1a contains the computational time required for G 1 to G 50 to compute the shortest path between all pairs of vertices. As the scale has a huge variation at the beginning, to visualize the plots and to give a clear distinction of the computational time required by all the four algorithms, the plots are presented this way. It is immediately seen that the computational time of N M-Shortestpath algorithm for (nearly) path graphs is too large and the plots become difficult to visualize at the beginning. From this figure, we observe that the running time of the N M shortest path algorithm decreases exponentially and rapidly with increase in number of edges in the graph. There is a steep and sharp peak at the beginning, which is due to the fact that iteration number is large for graph which are almost path graphs. With increasing number of edges, since the graphs are connected, the graph's diameter decreases. In particular, we have that from G 20 to G 1100 in DS 1 , as the diameter of the graph decreases, the iteration number k(G m ) also decreases as m runs from 20 to 1100. Hence the computation of sequence of N M matrices and the shortest path between any pair of vertices decreases, while the other three algorithms steadily increases with the increase in number of edges in the graph. However, we conclude less computational time is required by N M−ShortestPath when compared to the existing algorithms.
A similar behavior is observed with the other two data sets DS 2 and DS 3 when the computational time of the four algorithms are compared. In fact, a similar pattern of plots are obtained which is evident in Figures 1b and 1c . Hence, we conclude that our algorithm performs extremely well when the graph is not too sparse specifically, not a nearly path graph. In fact, on an average, we find that for the graphs with edge density greater than 25%, our proposed algorithm runs correctly with very high efficiency. Further, we also observe from Figure 1d that as n− increases the average computational time increases and follows a similar exponential distribution. For the facebook graph considered in DS 4 , we have k(G) = 3, the graph is connected and has diameter 8. Table 1 represents the total running time of the algorithm to compute the shortest path between randomly chosen pairs of vertices, namely 50000 and 100000 pairs, all the diametrically opposite pairs of vertices, namely 15620 pairs and all possible pairs of vertices.
In Table 1a , the data represents the total computational time required and the mean computational time per pair for the three existing algorithms. Table 1b represents the runtime of N M shortest path algorithm, where the run time for computing the sequence of matrices and the shortest paths are given in columns 2 and 3 along with total computational time is given in column 4. Here we observe that there is a overhead computational time (of approx 115 seconds) involved to compute all the k-matrices of N M. Having computed that finding the shortest path takes less than 0.0003 seconds per pair.
From the tables it is evident that for 50000 pairs of vertices, the N M shortest path algorithm takes only 155.5888 seconds including 115.9333 seconds to compute the sequence of N M matrices as preprocessing and 39.6555 seconds to compute the actual shortest path between the given pairs. While for the same pairs, the BFS algorithm has taken 3840.4749 seconds and Bellman-Ford requires a maximum time of 4705.6922 seconds.
Similarly, for 100000 pairs of vertices we get that N M shortest path algorithm takes 194.8794 seconds only while the other algorithms takes around 7600 to 9300 seconds. Now considering the pairs of diametrically opposite vertices, we anticipate that the running time for the N M shortest path algorithm will be large for such pairs when compared to other possible pairs. Row 3 in Table 1a and 1b represents the running time for 15620 pairs of vertices which have a shortest path distance exactly 8. Our expectations were justified and proven to be true as we can see that the mean computational time for a pair of vertices with diameter 8 takes maximum time of (0.0082), while the average is 0.0004 over all the possible pairs.
Row 4 represents the total running time to compute all-pairs shortest path of the graph. As we can see the N M shortest path algorithm takes only 3126.1592 seconds (which is around 1 hour) to find all pair shortest path or an average 0.0004 seconds to compute the running time of any given pair in the graph. It is immediate to see that the running time of existing shortest path algorithms for all pairs takes more than 158 hours(estimated based on the mean time obtained for random pairs collection).
The above plots and tables clearly indicate that our N M(G) shortest path algorithm is efficient in terms of accuracy and time involved than the existing shortest path algorithms. Moreover, for increasing size of graphs the difference in the running time of an existing algorithm and our algorithm is also very high, with our algorithm performing well almost every time.
Conclusion
In this paper we have introduced the concept of sequence of powers of N M(G) matrix that can be associated with a graph to reveal more information. With the help of theoretical support, we have designed an efficient algorithm to compute shortest path. Given any graph G, the computational time required by our algorithm in the worst case is
, where the computation of N M { l} is a one-time procedure for each graph. Further, for different pairs of vertices within the same graph, the bound given here is too large. Hence, we also empirically analyzed the algorithm and it is quite satisfying about the efficiency and accuracy of the same. We have thus demonstrated that our algorithm is expeditious and highly efficient than the existing algorithms.
The efficiency of our algorithm can be effectively used in real life situations involving communication networks where disruption in network cannot be tolerated and alternate routes within the network needs to be computed within micro fraction of a second. Also, in real time networks, we have an advantage that the networks pertain to "Small-World" with very small diameter when compared to the size of the network and hence our algorithms performs very well in such cases.
In this paper, we had considered only undirected unweighted graphs. As a future direction, we propose to extend this technique to weighted graphs and directed graphs. Also there is a lots of scope to explore and study the matrix properties of N M such as the spectral analysis from both theoretical and computational aspects.
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Algorithm 2 Common neighbour of given pair of vertices in G {l} Objective: To find the vertex x ∈ V which satisfies dG(i, y) = 2 l−1 and dG(y, j) is minimum. Input: i, j ∈ V , l from Definition 3.1 and sequence of N M matrix SP G from Algorithm 1. Output: y ∈ V 1: procedure y =CN(i, j, l, SP G)
2:
X ← positions(SP G(i, :, l − 1) < 0)
3:
X ← X − {i} 4: ct ← 1; r1 ← SP G(X, j, ct) 5: while (nnz(r1) == 0) do nnz-Number of non zero entries 6:
ct ← ct + 1
7:
r1 ← SP G(X, j, ct)
8:
if ct == 1 then end
