In 1964 P. Huber established the following minimax bias robustness result for estimating the location J. L in the e-contamination family F(
INTRODUCTION
Consider the family of e-contaminated Gaussian distribution functions (1.1) F = {F: F(x) = (1 _ €)<p (X~JL) + €H(x)} where 0 < € < .5 is fixed, <P is the standard normal distribution, and H is an arbitrary distribution. The main focus will be on estimation of the location parameter JL, with s being a nuisance scale parameter.
In this setup, where the contamination distribution may be asymmetric, all the "usual" robust estimates of JL will be biased asymptotically as well as in finite sample sizes for many F in the family F. This problem was recognized by Huber(1964) in a brief section of his seminal paper on robust Mvestimation. Huber's primary focus was on the restricted symmetric form of F, where H is constrained to be any symmetric distribution, and for this family he obtained the asymptotic variance minimax Mestimate of p. However, working with the full asymmetric family F, Huber(1964) 
BT(C) = sup br(c,F). FE:F
A minimax estimate T e * is one which satisfies (1.3) T; = argmin B T ( c)
T for each c E (0, .5). In general, any estimate which minimizes the maximum asymptotic bias with respect to specified classes of estimates and mixture distributions will be called a bias-robust estimate.
Curiously enough, the global problem of constructing bias robust estimates was ignored for many years following Huber (1964) . Only quite recently do we find a number of results along these lines for problems such as minimum distance estimation (Donoho and Liu, 1988 a and b) ; estimation of scale (Martin and Zamar, 1989; Martin and Zamar, 1990) , regression (Martin, Yohai and Zamar, 1989; Yohai, 1990) , and covariance matrices (Maronna and Yohai,1989) . While Huber (1981) found that the bias robustness problem produced "a rather uneventful theory" in the case of estimating location, the results cited above indicate that this is not the case for other kinds of parameter estimation problems.
Of course, one criticism of bias robustness is that this kind of robustness might be
• achieved at the expense of a severe loss of efficiency at the central model, e.g., at <.P in (1.1). Indeed this is the case to some extent for the medran as a bias robust estimate of location, and to a more senous extent case of re~~re:sSl()n: H'-"CO" un.. , Yohai,
robust estanate minimises a \.lU<:l'l.ltillC of squared residuals (Rousseeuw, 1984; Rousseeuw and Leroy, 1988) , which turns out to be a quite good approximation to the bias robust M-estimate of regression (Martin, Yohei and Zamar, 1989) .
The slow rate of convergence of the bias robust estimate could be avoided by imposing an efficiency constraint at the central model, and this approach could lead to a useful tradeoff between Gaussian-case efficiency and bias control. Because of the relative simplicity of the location problem, we initiated our efforts to construct efficiencyconstrained bias robust estimates on the location problem for the e-contamination model (1.1). Thus our problem is to solve:
TeT subject to EFF(T, <.p)~e, where EFF(T, <.p) is the asymptotic efficiency of T at the standard normal distribution <.P, with T in the class :F of M-estimates of location, and e E (0, 1) a prescribed efficiency.
We remark that this problem could equally well be stated in the dual form (1.5)
TeT subject to BT(c)~b, where VAR(T, <.p) is the asymptotic variance of T at <.P and b > 0 is a prescribed bound on the maximum bias. Stated in this form, it is clear that our problem of interest is a global form of Hampel's well-known local optimality problem (see Hampel, 1968 , 1974 and Hampel 1986 : Minimize variance at approximation to an establishing our global result.
MAXIMUM ASYMPTOTIC BIAS WITH NUISANCE SCALE

The Maximum Bias Functional
A location M-estimate Tn is a solution of 
We summarize this result as a lemma. The influence function of a location M-estimate of T(F) with psi-function ' I/J at F o and x (see Hampel 1968 Hampel , 1974 ) is given by
where 8 x is a point-mass at z, a,p = 1,2, ... Hampel (1968) , is given by
One expects that under sufficient regularity conditions the GES will provide a local linear approximation to B1/;(c) for c near zero, that is, that the GES will be equal to the derivative B~(O) of the maximal bias function B1/;(c) at the origin. The following lemma shows that in fact (AI) and (A2) provide sufficient regularity.
LEMMA 2: Under (AI) and (A2) B~(O) = GES('I/J).
Proof: Follows from (2.6) by differentiation. Figure 1 gives the maximum bias curves, along with the local linear approximations based on the GES, for the following two location estimators: (1) the median and (2) Huber M-estimate with with c = 1.5 using the shorth as scale (see comments at the end of Section Notice that the linear approximation is better for the median than 
This is a particular case, for M-estimates, of the more general result obtained by Huber (1964) for the class of all translation equivariant estimates of location.
EFFICIENCY CONSTRAINED SOLUTION WITH SCALE KNOWN
In this section we find the efficiency constrained bias-robust M-estimate of location for the case where scale is known, taking s = 1 without loss of generality.
Candidate Solutions via Calculus of Variation
First, we use calculus of variation to give a heuristic derivation of the optimal psi-function t/J*. In the next subsection we give a direct proof based on projection methods.
By definition, an efficiency constrained bias-robust M-estimate of location solves the following constrained minimization problem:
In view of (2.4), (2.6) and the strict monotonicity of g(t,s), it suffices to find, for each t > 0, a score function 1/;t which maximizes the functional (3.2)
t)]dx subject to the given side constraint. Then, assuming that J t (1/;t) is continuous and monotone increasing in i; the solution to the constraint optimization problem will be 1/;* = 1/;:0 where J to ( 1/;;0) = €/(1-E). Since the constraint in (3.1) is not an integral constraint and since the objective function J t ( 1/;) is not an integral on a finite interval, it is convenient to consider instead the following family of standard optimization problems:
where c and M are constants such that (B1 )-(B3) can be simultaneously satisfied for at least one 1/;. Notice that at = 1 and a2 = 0 gives Huber's .,p-function and at = 0 and a2 = 1 gives a .,p-function which is proportional to a truncated hyperbolic sine function.
Unfortunately, as c and M vary we no longer have a convex optimization problem and we were unable to make this variational argument rigorous. In the remainder of this section we give a direct proof that a solution to the optimization problem actually exists and of this form. Proof: For fixed c > 0, the function 
The Dual Problem
1 roo 1 1 00 ,(t,c) = 9(c) J o 9c(x)[<p(X -t) -<p(X + t)]dx = -9(c) -00 9c(x -t)<p(x)dx
Solution of the Dual Problem
The dual problem we wish to solve is similar to Hampel's optimality problem of minimizing the variance at the central model subject to a bound on the gross error See Hampel (1968) 
which is proportional to the hyperbolic sine. The gross-error sensitivities are
where Cl and C2 are the corresponding trunction constants.
The following theorem shows that, in terms of J( 'l/J), 'l/Jl dominates all ' l/J in Ws» with bo < b~GES 1 and ' l/Jz dominates all'l/J in WB,o with b~GES z.
Then J('l/J)~min{J('l/Jd,J('l/Jz)}.
Proof: Assume first that bo 
GES('l/J)~GESI'
where d = -213+1;0~2(x)'P(x)dx is a constant which does not depend on 1/;. Therefore, completing the proof.
The following theorem is our main result. where
with j3 ).
Notice that 9(x) is strictly increasing and that 9(x) > 't/J(x) for all x > c* [because
The theorem follows now because
Numerical Results
The numerical calculation of the optimal ' t/J* is done as follows. 
Finally, the asymptotic variance of tPc, V AR( tPc, (j) can be computed. This is done on a fine grid of U!:> Inac of c the grid point that minimizes V AR(tPc, (f»). In general, as shown by Figure 2 , the optimal tP*(x) is very well approximated by the Huber's function tPC1(X) having the same asymptotic bias B, even for values of e near the breakdown point one half. Figure 3 shows the maximum bias curve of the optimal tP* for several efficiencies.
Notice that a significant increase inefficiency can be obtained in exchange small increase in bias.
Finally we present some numerical results which allow a direct comparison of our exact approach with that based on the GES linear approximation. Suppose that, for a given value of €, we want to choose a robust location estimate according to the following criterion: among all the location estimates T which have a bias-deficiency of up to·10%, i.e, all T for which
.
2(I-e).
choose the T that minimizes the asymptotic variance under the Gaussian model. Note from Figure 2 that a bias deficiency of 10% corresponds to an efficiency constraint in the range 85%-90%.
According
GES approacn one approximate we can restrict attention to choose tunmz constant c to actueve
On the other hand, following the global approach one would set the maximum bias B equal to 1.1iP -1 [.5/ (1-e)J and choose the optimal e-function given by Theorem 2 for such value of B. In view of Figure 2 a good approximation for the optimal w can be obtained by restricting attention to 1/;-functions of the Huber type. In this case the tuning constant c is determined by solving the equation Table 1 gives the values of the constant c obtained by the GES and exact approaches as well as the corresponding bias deficiencies. Notice that the values of c given by the exact approach does not change much with e (differences only occurred in the third decimal case) and that the resulting estimate is fairly efficient (eff = 0.85 ). On the other hand, the values of c given by the GES approximation varies considerably and tends to be disturbingly unconservative, particularly for moderate to large values of t. For example, the actual bias deficiency of the estimates chosen according to the GES approach are 17% for t = 0.05, 22% for e = 0.10, 30% for t = 0.15 and 63% for e = 0.30,instead of the nominal. 10%.
EFFICIENCY CONSTRAINED SOLUTION WITH SCALE UNKNOWN
IS uaknown and consequently the function~(x) must be replaced by
Unfortunately, ii(x) is no longer monotone (notice that lim x _ oo ii(x) = 0) and so Unfortunately, the lack of monotonicity of Li(x) makes the optimality problem much more involved and one must resort to a combination of analytical derivations and numerical calculations to obtain the optimal VJ*. The main conclusion from our calculations is that, as in the known scale case,Huber's psi-function VJlwith the tuning constant c* determined by the condition C3 is an excellent approximation to the mal VJ*. 
where 0.00 = 0 and TM(F) 00 if F doesn't have a finite mean. If the scale also has to be estimated, 8 can be replaced by 8MAD(F). The dashedcurves correspond 10 Ihe the maximum bias curve andGES approximation lor Ihe elliclent I-luber estimate (c"1.5). The solid curvescorrespond 10the median. .... The lowest curve corresponds to the median and the highest corresponds to the 95% efficient bias-robust estimate. The intermediate ones correspond to the 75%, 80% and 90% efficient bias-robust estimates;
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