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ABSTRACT
LEARNING PHONOLOGY WITH A SEQUENCE-TO-SEQUENCE NEURAL
NETWORK
MAY 2021
BRANDON PRICKET, B.A., UNIVERSITY OF NORTH CAROLINA AT CHAPEL
HILL
M. A., UNIVERSITY OF NORTH CAROLINA AT CHAPEL HILL
PH.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Gaja Jarosz and Professor Joe Pater

This dissertation tests sequence-to-sequence neural networks to see whether they can
simulate human phonological learning and generalization in a number of artificial language
experiments. These experiments and simulations are organized into three chapters: one on
opaque interactions, one on computational complexity in phonology, and one on
reduplication. The first chapter focuses on two biases involving interactions that have been
proposed in the past: a bias for transparent patterns and a bias for patterns that maximally
utilize all of the processes in a language. The second chapter looks at harmony patterns of
varying complexity to see whether both Formal Language Theory and the
sequence-to-sequence network correctly predict which kinds of patterns humans most
easily learn. Finally, the third chapter investigates reduplication—a pattern that involves
copying all or part of a word. These simulations focus on the model’s ability to generalize
reduplication to novel words and compares these results to past experiments involving
humans. The conclusions drawn from these three chapters suggest that the kind of
language-specific representations and explicit biases used in past models are not necessary
to capture the behavior of humans in the relevant experiments. Instead, the ability of the
network to capture these various behaviors is attributed to two characteristics of its
xi

architecture: its recurrent connections, which provide a limited memory through time, and
the fact that it is made up of two separate mechanisms (an encoder and a decoder) which
require forms to be processed into an intermediate representation.
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CHAPTER 1
INTRODUCTION
...a natural first question to ask is whether, and how, connectionist principles might
be capable of informing generative grammar. (Prince & Smolensky 1993 p. 219)

This dissertation explores whether sequence-to-sequence neural networks (henceforth
Seq2Seq; Sutskever, Vinyals, & Le 2014) can be successfully used as models of human
phonological learning. To do this, I will primarily focus on comparing predictions made
by the networks to experimental human data. This adds to a growing body of similar work
(Kirov 2017, Kirov & Cotterell 2018, Nelson et al. 2020) by focusing on three issues in
phonology: opacity, computational complexity, and reduplication.
While phonological interactions have been discussed by phonologists for decades
(Kiparsky 1968, Kenstowicz & Kisseberth 1971, McCarthy 1996, Baković 2011), the
learning biases that might govern what kinds of interactions are easy or difficult to acquire
have received considerably less attention (although, see Jarosz 2016b, Nazarov & Pater
2017). Neural networks are useful in understanding why these biases might arise in
learning, since they have the expressive power to represent interactions in a number of
ways that each make different predictions for how humans might acquire such patterns.
Computational complexity is another topic into which neural networks can provide
unique insight. Johnson (1972) first demonstrated that phonology could be studied using
Formal Language Theory (Chomsky 1956) and posited that all phonological patterns were,
at most, in the Regular region of the Chomsky Hierarchy (see also Kaplan & Kay 1994).
This work has gained recent popularity, due to proposals that phonology might be
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categorically limited to specific, Subregular regions of this hierarchy (Heinz 2010, Heinz
& Idsardi 2013). Recurrent neural networks provide a useful tool for testing whether such
a categorical restriction is necessary, since they have the ability to represent patterns that
are more complex than Regular (Siegelmann 1999), but have been shown to be biased
toward lower levels of complexity (Weiss, Goldberg, & Yahav 2018).
Finally, I’ll look at reduplication, which has been used in a number of seminal
studies as a testing ground for whether neural networks can model human cognition (see,
e.g. Marcus et al. 1999, Gervain 2014). Since most linguistic theories assume some sort of
explicit copying mechanism is used in the process of reduplicating a word (e.g. Marantz
1982, McCarthy & Prince 1994, Dolatian & Heinz 2018), and since neural networks do not
usually have such a mechanism built into their architecture, they can be used as a tool for
gauging whether humans have innate cognitive structures that aid in the generalization of
identity-based functions. Furthermore, since little work has been done to test
state-of-the-art networks on this task (although, see Nelson et al. 2020), investigating this
phenomenon with a Seq2Seq model can answer important questions about whether past
results using simpler networks still hold for more modern architectures.
The two kinds of experimental results that I will focus on modeling here are
learning biases and generalization to novel forms. For the past two decades, discovering
which biases affect phonological acquisition has been a primary focus of the field (Saffran
& Thiessen 2003, Moreton 2008, Glewwe 2019, among others). Often, this involves
gathering data from artificial language learning experiments and attempting to
computationally model whatever biases are observed in the human data (e.g. Wilson 2006a,
Moreton 2012, Moreton, Pater, & Pertsova 2017). This general approach will be followed
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here to see if biases regarding opacity and formal complexity emerge in the learning of a
neural network.
Generalization of patterns to novel data has also been explored in the phonological
literature (Halle 1978, Finley & Badecker 2009, Cristia et al. 2013, among others). This
will be another metric I use to investigate the ability of networks to model human behavior.
Past work on neural network generalization has focused heavily on reduplication (e.g.
Marcus et al. 1999, Alhama & Zuidema 2018). I will explore the Seq2Seq model’s
performance on these classic tasks but will also be looking at what networks’ generalization
can reveal about their complexity-based biases and the representations they use to capture
opacity.
Throughout the dissertation, I will be using the Seq2Seq neural network
architecture. While these models were originally designed for machine translation
(Sutskever, Vinyals, & Le 2014, Bahdanau, Cho, & Bengio 2014), they have a number of
characteristics that make them well suited for modeling phonology. The networks learn
string-to-string mappings, in which information is passed through a number of intermediate
representations, properties that are also true of many mainstream phonological frameworks
(e.g. Chomsky & Halle 1968, Kiparsky 2000, McCarthy 2000). Additionally, the lengths
of the input and output strings are independent of one another, unlike simple recurrent
networks in which the input and output typically have a one-to-one correspondence. This
is also convenient for phonological mappings, which often involve deletion and insertion
of segments. And finally, Seq2Seq networks have been successfully used to model a
number of morphological patterns (Cotterell et al. 2016), including the English past tense
(Kirov & Cotterell 2018). Exploring whether these models have the same kind of success
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in the domain of phonology is a natural next step for this line of inquiry and a novel way
to test claims about what kinds of structures are necessary for a model to learn phonology
in a human-like way.
This dissertation will continue as follows: the rest of Chapter 0 gives background
on how neural networks have previously been applied to phonological research (§1.1) and
goes into more detail about the architectures used here (§1.2). The following chapters each
deal with a different general topic: §0 involves opacity and interacting processes, §0
investigates formal complexity in harmony patterns, §0 focuses on reduplication, and §0
concludes.
1.1.

Neural networks and phonology

Neural networks were first applied to linguistic patterns by Rumelhart and McClelland
(1986), who used a simple, feed-forward network to learn English past-tense morphology.
Their model was largely dismissed by the linguistics community, having been critiqued for
its relatively low accuracy on the task and its ability to model typologically unattested
morphological transformations (Pinker & Prince 1988). In addition to these issues, a
non-standard representational schema was used, termed “wickelphones”, that meant the
model represented linear order in a way that was difficult to interpret.
However, this seeming failure in the domain of morphology did not stop neural
networks from being applied to phonology (for reviews of this literature, see Alderete &
Tupper 2018, Pater 2019). Lakoff (1993, 1988) proposed a theory of Cognitive Phonology,
where phonological patterns were represented by the connection weights of a relatively
simple neural network. This idea was soon implemented by Touretzky (1989) who showed
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that such a system could represent phonological processes present in Mohawk. For the most
part, this approach focused on being “cognitively real” (Lakoff 1993) and assumed that a
certain amount of phonological structure was built into the neural pathways of the human
brain. Other approaches at the time focused on combining more standard phonological
theories with connectionist principles, such as real-numbered feature values (Goldsmith &
Larson 1990) and parallel processing (Prince & Smolensky 1993). One currently popular
phonological theory—Maximum Entropy Grammar (Goldwater & Johnson 2003)—can
also be viewed as a special case of neural networks (see Smolensky & Legendre 2006,
Moreton, Pater, & Pertsova 2017, Pater 2019 for more on this comparison).
Hare (1990) took connectionist phonology in a different direction by first applying
recurrent neural networks1 to the problem of phonological learning. Recurrent neural
networks treat a stimulus as being made up of multiple timesteps, each of which the model
processes separately. At each time step, the model has connections that lead to the output
layer and to the next step in time. These connections that feed into future timesteps are
called recurrent and give the model a kind of memory as it walks through the full stimulus.
This is illustrated in Figure 1 for Hungarian vowel harmony, the phenomenon that Hare
(1990) focused on.
As the figure below shows, input segments (represented as vectors of real valued
features) are fed into the model one-at-a-time. When the first segment is processed by the
model, it is the only input to the hidden layer. However, in all subsequent timesteps, the

1

Specifically, Hare (1990) used the recurrent networks proposed by Jordan (1986) for modeling
coarticulation effects, among other phenomena. Later modeling of phonology made use of the kind of
recurrent architecture proposed by Elman (1990).
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hidden layer takes both the input segment and information about previous segments as
input. In the case of Hungarian vowel harmony, this would involve keeping track of the
fact that the word’s stem contains all front vowels, so that when the back vowel [ɒ] is
encountered, the model knows to change it to [e]. Hare (1990) showed that vowel harmony
like this could be represented and learned by a recurrent network.

Figure 1. Illustration of a recurrent neural network, mapping the underlying vowels in the
Hungarian word [siːneːsnøːnek] ‘actress (dative case)’ to their correct surface
representation. Circles represent hidden recurrent layers, black arrows represent groups
of connections between layers and timesteps, grey lines represent the internal structure of
the layer, and IPA symbols represent feature vectors corresponding to each segment.
The use of such simple recurrent networks was later expanded to model other
phonological phenomena, such as voicing assimilation (Gasser & Lee 1992) and the
Intradimensional Bias (Doucette 2017) that has been shown to affect phonotactic
acquisition (Moreton 2012). However, these simple networks have been critiqued for their
inability to generalize reduplication in a human-like way (Gasser 1993, Marcus et al. 1999)
and for being too myopic (Alderete & Tupper 2018), since they must step through a word
from either left-to-right or right-to-left, with no ability to look ahead in the string. There
are a number of other reasons to suspect that simple recurrent networks would not be able
to handle the full wealth of phonological phenomena—for example, the issue of vanishing
gradients (Bengio, Simard, & Frasconi 1994), which prohibits them from learning
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long-distance patterns, and their dependency on input and output lengths being equal
(Sutskever, Vinyals, & Le 2014).
Recently, more complex neural network architectures have had a considerable
amount of success at modeling morphological patterns. For example, Cotterell et al. (2016)
showed that when several neural and rule-based models were tested on a variety of
morphological patterns, the neural networks performed considerably better than their
alternatives. Kirov and Cotterell (2018) went on to show that Seq2Seq neural networks (to
be described more in §1.2) could successfully learn the English past tense, addressing a
number of the critiques made about Rumelhart and McClelland’s (1986) original model.2
Additionally, Alhama (2017) demonstrated that novel architectures other than Seq2Seq
networks could model a number of behaviors in artificial language learning experiments,
including generalization of reduplication (see also Alhama & Zuidema 2018).
1.2.

A sequence-to-sequence model of phonology

Seq2Seq networks were originally built for machine translation and are designed to handle
the fact that different languages often use different numbers of words to express the same
idea. For example, a sentence like “No, I am your father” could be translated into the
Spanish sentence “No, soy tu padre”, which has one fewer word. Sutskever et al. (2014)
showed that while this was an issue for standard recurrent networks, an architecture that
pairs two recurrent models to one another through their hidden layers can succeed in
creating output sequences with different lengths than their input sequences.

Kirov and Cotterell (2018) also showed that the Seq2Seq network’s judgments of nonce words correlated
highly with the human judgments collected by Albright and Hayes (2003)—but this result has been shown
to be dependent on choosing the right set of starting weights (Corkery, Matusevych, & Goldwater 2019).
2
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This makes Seq2Seq networks well suited for modeling phonological patterns,
since these often involve mapping underlying forms to surface forms of different lengths
(because of insertion or deletion). Another benefit of Seq2Seq architectures in the context
of phonology is that the decoder has access to information regarding the full input when
creating the output. This means that the model does not suffer from the same myopia as
simple recurrent networks (Alderete & Tupper 2018) and can model both left-to-right and
right-to-left processes. While neural machine translation models typically deal with
sequences of words, the model used here learns mappings between sequences of sounds.
For the networks used in the majority of this dissertation, these sounds are represented as
vectors of real-numbered features that range from 0 to 1. In the input, standard
phonological features are used (like [voice] or [back]), with 0 and 1 corresponding to [−]
and [+] values, respectively. In the output, the model gives a separate probability for each
feature in each segment that corresponds to how likely that feature is to have a positive
value, given the UR in the model’s input. This is illustrated in Figure 2, with the feature
vectors in the input and output being represented as IPA symbols.

Figure 2. An example of how Hungarian vowel harmony might be handled by a Seq2Seq
network. The IPA symbols shown at the top and bottom of the figure represent the model’s
output and input layers, respectively, and stand in for vectors of real-numbered feature
values. Black squares are Gated Recurrent Units and black arrows are sets of connections.
The grey arrow shows the encoder’s hidden layer activations being passed to the decoder.
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As in Figure 1, the illustration above uses Hungarian vowel harmony as an example of how
a neural network could represent a phonological mapping. In the Seq2Seq architecture, the
model first steps through each timestep of the input individually. Information about the full
input sequence is stored in the hidden layers of the encoder using recurrent connections.
Once the full input sequence has been processed, the recurrent connections pass this
intermediate representation to the decoder. The decoder’s job is to use this encoded
information in its hidden layer activations to create the correct sequence of output symbols.
In most of the simulations that I present here, the network’s output symbols are
represented as a vector of probability distributions over phonological feature values. This
is implemented by having a separate binary classifier for each feature at each timestep that
outputs the probability for that feature’s value being [+], given the form’s UR. For
example, in the first segment of the word from Figure 2, to output [iː] correctly, the model
would need to assign probabilities for the features [high] and [long] that were close to 1.0
and probabilities for the features [back] and [round] that were close to 0.0.
The probability of each segment in the output is the joint probability for that
segment’s feature values being correctly predicted, with the probability of a word being
the joint probability over all of its segments. This is formalized in (1), where 𝑆𝑅 is the
surface form of a word, 𝑈𝑅 is the underlying form of that word, 𝑠𝑖 is a segment in 𝑆𝑅, and
𝑝𝑟(𝑓𝑖𝑗 |𝑈𝑅) is the probability that the model assigns to feature 𝑗 having the appropriate
value in segment 𝑖 of 𝑆𝑅, given the underlying form 𝑈𝑅.

𝑝𝑟(𝑈𝑅 → 𝑆𝑅) = ∏ ∏ 𝑝𝑟(𝑓𝑖𝑗 | 𝑈𝑅)
𝑠∈𝑆𝑅 𝑓∈𝑠𝑖
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(1)

While a Seq2Seq network could use any kind of recurrent layers in its encoder and
decoder, it is standard to use either LSTM (Long Short-Term Memory; Bengio, Simard, &
Frasconi 1994) or GRU (Gated Recurrent Unit; Cho et al. 2014) layers to avoid the problem
of vanishing gradients. Vanishing gradients occur whenever simple recurrent networks are
attempting to learn long-distance dependencies. Since training such a network involves
backpropagation through a large number of recurrent connections, the weight updates
during training are often too small for connection weights at the beginning of long
sequences. LSTM and GRU layers solve this issue by having a complex network of gates
at each timestep that help the network learn what kind of information is important to keep
track of in a long-term way. Simulations presented in this dissertation will make use of
GRU layers, unless otherwise noted. The internal architecture of a GRU layer is shown in
Figure 3.
At each timestep, information is processed by the three major parts of a GRU layer:
the reset gate (“A” below), the update gate (“B” below), and the candidate hidden state
(“C” below). The reset gate is a set of units with a sigmoid activation function that creates
values used to weight the data from past timesteps, based on how likely they are to matter
in the current and subsequent timesteps. These weights are based on the concatenation of
the current timestep’s input and the information from past timesteps. This weighted
information is then concatenated with the input at the current timestep to create the
candidate hidden state. Then, information from past timesteps is processed by the update
gate and then combined with the candidate hidden state using element-wise multiplication.
The update gate’s output and the combination of the update gate and candidate hidden state
are then added to the information from past timesteps using element-wise multiplication
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and addition, respectively. Finally, this processed stream of information is passed to the
next timestep through the recurrent connection.3

Figure 3. Internal architecture of a single GRU layer. Dashed grey arrows represent sets
of connections that pass activation forward in the direction that the arrow is pointing. Grey
circles represent the three main parts of a GRU layer: (A) the reset gate, (B) the update
gate, and (C) the candidate hidden state. The activation functions for these are sigmoid,
sigmoid, and the hyperbolic tangent function, respectively. Grey boxes indicate functions
that are applied to the activation values in sets of connections (sometimes these functions
are applied to activation from a single set and sometimes they are used to combine two sets
of connections’ activations). Whenever two grey dashed lines come together and no
function is listed, the two sets are concatenated. The arrow coming in from the left
represents the recurrent connection from the previous timestep, the arrow coming from the
bottom represents input from the current timestep, and the arrow pointing toward the right
edge of the figure represents a recurrent connection to the subsequent timestep.
Many of the models discussed in this dissertation also use attention (Bahdanau,
Cho, & Bengio 2014). This adds a feed forward network to the model that learns a soft
alignment between the encoder and decoder hidden states and passes information about
this alignment to the decoder as input at each timestep. Attention not only assists in
interpreting the learned representations of a network (Mareček & Rosa 2018), but it also
can resemble the algebraic variables that have long been used in generative phonology to

3

For more on GRU layers, see https://www.d2l.ai/chapter_recurrent-neural-networks/gru.html.
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represent assimilatory and dissimilatory processes (Halle 1962). For example, if the model
is learning a harmony pattern that spreads the feature [back] from left to right, the attention
can learn to align the value for [back] in all vowels of the output with the value for [back]
in the left-most vowel of the input (see Nelson et al. 2020 for more on how attention can
aid Seq2Seq models in acquiring phonological patterns).
The hyperparameters used in all of the simulations reported here differ slightly
across chapters and are presented with each relevant simulation’s description. While I did
not have access to the computational resources that would be required to do a full grid
search over all possible hyperparameter settings, the choices made in each simulation are
representative of the small number of variations I did try, unless otherwise noted.
Visit https://tinyurl.com/ur2sr to view the software implementing the model
described above and used in most of the simulations throughout this dissertation.
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CHAPTER 2
2.

OPACITY

Language exists to facilitate communication—to make my thoughts transparent to
you and your thoughts transparent to me. But we have to remember that language
is a tool that can also be used to render things opaque. (Green 2016)

Few artificial language experiments have focused on biases involving the interaction of
multiple phonological processes. This chapter explores two such biases: maximal
utilization (henceforth maxUtil; Kiparsky 1968), which favors patterns in which all rules4
are maximally utilized, and transparency (Kiparsky 1971), which favors interactions in
which processes are not opaque. Differences in rule utilization are exemplified in (1), based
on a hypothetical interaction introduced by Baković (2011).
(1)

Transparent interactions

Underlying Representation (UR)
Deletion Rule (V1V2→V2)
Palatalization Rule (t→tʃ/_i)
Surface Representation (SR)

Feeding
/tai/
ti
tʃi
[tʃi]

Bleeding
/tia/
ta
[ta]

In Example (1), a deletion rule and a palatalization rule interact such that, depending on
the UR that the grammar is given, either a feeding or bleeding interaction can occur. The
underlying form /tai/ causes a feeding interaction, since the deletion rule creates the
environment in which the other rule can apply. That is, when the vowel that triggers /t/→[tʃ]
occurs second, deletion removes the intervening vowel, feeding palatalization. Conversely,
the UR /tia/ illustrates a bleeding interaction, since the deletion rule removes the

Throughout this chapter, I will use the word “rule” and “process” interchangeably. Neither is meant to
suggest a particular framework or theory of phonology.
4
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environment in which palatalization would otherwise take place (i.e. when the triggering
vowel occurs first, deletion removes it before it can cause a change to the underlying /t/).
Crucially, the existence of these interactions is dependent both on the rules’ ordering
(deleting, then palatalizing) and the words present in a language (i.e. whether the
underlying forms /tai/ or /tia/ ever occur).
MaxUtil would favor the feeding interaction, since it utilizes both rules, while the
bleeding interaction only utilizes one. Both the feeding and bleeding interactions from (1)
would be favored by a transparency bias. This is because the underlying structures that
would normally be removed or changed by the interactions’ rules (i.e. a sequence of two
vowels or a /ti/) are not found in any of their SRs, and since no structures that surface as a
result of the rules appear outside those rules’ relevant contexts. The opaque counterparts
of these feeding and bleeding interactions are illustrated in (2), where the opposite rule
ordering, paired with the same two URs is shown:
(2)

Opaque interactions

UR
Palatalization Rule
Deletion Rule
SR

Counterfeeding
/tai/
ti
[ti]

Counterbleeding
/tia/
tʃia
tʃa
[tʃa]

The counterfeeding interaction shown in (2) is opaque, since a [ti] sequence is present in
the SR, despite the palatalization rule being applied at one point in the derivation. This
structure was able to survive because palatalization was applied too early to remove it. The
counterbleeding interaction is also opaque, since a palatalized consonant is present outside
of the environment _i. This happens because the /i/ that originally triggered the change was
deleted after palatalization took place.
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Kiparsky (1968, 1971) proposed maxUtil and transparency biases separately as
innate aspects of the phonological grammar, based on evidence from historical changes
that seemed to be affected by them. Here I argue that both biases affect language learners’
ability to acquire phonological grammars, a proposal that was first explored
computationally by Jarosz (2016b). To investigate this in humans using more direct
evidence than Kiparsky (1968, 1971) had access to, I adapted the hypothetical interactions
from (1) and (2) into toy languages, and used each in an artificial language learning
experiment. I then ran simulations using a Seq2Seq network to test whether they can arise
from the learning process (as suggested by Jarosz 2016a, 2016b) or need to be a built-in
aspect of the grammar, as Kiparsky assumed.
My results suggest that the learning of both the humans and the neural networks is
affected by the biases that Kiparsky proposed. To better understand why these biases were
present in the latter, I implemented five additional phonological learning models and
compared their biases and generalization to the Seq2Seq network. This method of
comparing networks’ behavior to simpler linguistic theories to better understand the
network’s learned representations has been used extensively in the NLP literature to better
understand the kind of structures networks learn when acquiring syntactic patterns (Linzen,
Dupoux, & Goldberg 2016, Gulordava et al. 2018, Goldberg 2019, among others).
The structure of this chapter is as follows: §2.1 discusses the theoretical work on
biases favoring certain phonological interactions and reviews previous experimental and
computational work on the subject, §2.2-2.4 discuss the design, methodology, and results
of my experiment, which finds that both biases do exist in phonological learning when the
relevant parts of the language are examined, §2.5 tests for these biases in a Seq2Seq
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network and compares the network’s generalization to more interpretable models to better
understand the structure it has learned, and §2.6 concludes.
2.1.

Background

2.1.1. Theoretical work on interaction biases
Kiparsky (1968) proposed maxUtil as a way of explaining certain trends that he observed
in historical changes. For example, he noted that in some Slavic languages the two rules in
(3) are ordered in a way that does not represent the chronological order in which they were
introduced into the language (he treated this historical ordering as a default for speakers’
synchronic grammars). Instead, the rules are ordered in a way that maximizes their
utilization, resulting in a feeding interaction.
(3)

Rule orderings in Slavic
Feeding
UR
[g] → [ʣ]/_[e, i]
[ʣ] → [z]
SR

/gelo/
ʣelo
zelo
[zelo]

Counterfeeding
UR
[ʣ] → [z]
[g] → [ʣ]/_[e, i]
SR

/gelo/
ʣelo
[ʣelo]

In the example above, the feeding ordering more common in Slavic languages utilizes both
the [g]→[ʣ] rule and the [ʣ]→[z] rule. However, in the counterfeeding rule ordering, the
interaction only utilizes the [g]→[ʣ] rule when an underlying /ge/ sequence is present.
Kiparsky (1968) argued that learners of Slavic imposed this feeding rule ordering because
of a bias for maximal rule utilization. He also gave examples of a bias against bleeding
interactions to support his maxUtil hypothesis. One of these examples is shown in (4).
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(4)

Rule orderings in German dialects (transcriptions from Kiparsky 1968)
Counterbleeding
UR
[+voice] → [+cont.]/V_
[+voice] → [-voice]/_#
SR

Bleeding
UR
[+voice] → [-voice]/_#
[+voice] → [+cont.]/V_
SR

/tāg/
tāγ
tāx
[tāx]

/tāg/
tāk
[tāk]

The example above demonstrates two attested rule orderings in German: a counterbleeding
order where spirantization applies before word-final devoicing, and a bleeding order in
which the opposite is true. When devoicing occurs first, the grammar does not utilize
spirantization, since it only affects [+voice] segments. However, if spirantization applies
first, speakers utilize both rules. Since the counterbleeding ordering is more common
among German dialects, this was further evidence for a maxUtil Bias.
Taken together, these trends suggest that speakers generally preferred languages
that maximized rules’ “fullest utilization in the grammar” (Kiparsky 1968 p. 200).
However, this could not be the only factor affecting rule orderings, since bleeding orders
also arose diachronically in a number of cases (Kenstowicz & Kisseberth 1971). To address
this, Kiparsky (1971) proposed a different factor governing rule ordering: a bias for
orderings to be “maximally transparent” (Kiparsky 1971 p. 623). Kiparsky defined a
transparent rule ordering as one in which the conditions in (5) are met, while an opaque
ordering was one in which at least one of these conditions was not true.
(5)

For a rule with the structure A→B/C_D to be transparent (Kiparsky 1971):
i.
ii.

The SR must not contain a structure B which was created by the rule, but
which no longer appears in the environment C_D…
…Nor can the SR contain a structure A which appears in the context C_D,
despite the rule having applied at one point in the derivation.

These conditions correspond to McCarthy’s (1999) “surface apparent” and “surface true”,
respectively (see Baković 2011 for more on this distinction). Counterbleeding violates the
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first condition for transparency, while counterfeeding violates the second condition. A
transparency bias would therefore prefer feeding and bleeding orders, regardless of rule
utilization.
2.1.2. Experimental work on opacity
In this section I will review the relatively small number of artificial language learning
experiments that have investigated phonological interactions (Ettlinger 2008, Kim 2012,
Brooks, Pajak, & Baković 2013). For a detailed review of the artificial language learning
literature in general, see Moreton and Pater (2012a, 2012b).
Ettlinger (2008) tested for the presence of both transparency and maxUtil Biases
using a series of artificial language learning experiments. His artificial languages involved
interacting vowel lowering and vowel harmony processes that were triggered by the
addition of a suffix and prefix, respectively. These experiments found evidence that
suggested a bias for transparent interactions, as well as a bias for faithful ones (i.e. bleeding
and counterfeeding), because his participants had higher average accuracies in languages
that were more transparent (like feeding and bleeding) and more faithful (like bleeding and
counterfeeding). This seemed to challenge Kiparsky’s (1968) proposal for a maxUtil Bias.
However, there were issues with this conclusion. The bulk of Ettlinger’s (2008) analysis
involved individual t-tests on the accuracies associated with each type of stimulus to see if
each condition’s accuracy was significantly above chance. In addition to this making his
results difficult to interpret, it led to a large number of inferential statistical tests (>30 ttests for each experimental condition), and Ettlinger (2008) made no mention of correcting
for multiple comparisons.
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The other two experiments (Kim 2012, Brooks, Pajak, & Baković 2013) differed
from Ettlinger’s (2008) and the current study in that they withheld any evidence that would
suggest a particular rule ordering to participants. Both of these studies were interested in
which kinds of orderings would be chosen by default when participants were taught two
rules that had the potential to interact. In testing, they exposed participants to forms that
would force them to choose between an opaque and transparent rule ordering. Kim (2012)
found a preference for counterfeeding over feeding orderings, however that study used no
inferential statistics and a relatively small number of participants (N=12). Brooks et al.
(2013) use a mixed-effects logistic regression to test their results and found that most of
their participants chose to not utilize either rule when presented with a word in which both
rules would interact. To my knowledge, this behavior is not attested in any natural
language, and while it could be evidence for a bias toward faithful derivations, it could also
be an experimental artifact.
In summary, while only a small number of experiments on interaction learning have
been performed, the ones that exist challenge Kiparsky’s (1968) original claims about
maxUtil. However, the majority of these experiments explored default rule orderings in the
face of ambiguous training data, rather than testing how well participants could learn an
ordering that was unambiguous. In the experiment presented in §2.2-2.4, learnability will
be more directly explored to test for the existence of both maxUtil and transparency biases.
2.1.3. Computational work on maxUtil and transparency biases
When proposing a transparency bias, Kiparsky (1971) suggested that it would need to be
built into the grammar. Specifically, he suggested that the “opacity of rules adds to the cost
of the grammar” that makes use of them (Kiparsky 1971 p. 614). He suggested that this
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cost could affect the learnability of interactions with opaque derivations and pressure
speakers toward more transparent phonologies. This idea has been challenged recently,
with computational studies showing that a transparency bias can arise from the learning
process without being formally added to a theory of acquisition.5
Jarosz (2016b) used an expectation-driven, Harmonic Serialism learner (henceforth
the EDL model; Jarosz 2015) with Serial Markedness Reduction (henceforth SMR; Jarosz
2014) to simulate the acquisition of the four main interaction types: bleeding, feeding,
counterbleeding, and counterfeeding. SMR uses SM Constraints, which enforce a
particular ordering in which markedness constraints must be satisfied (cf. the “candidate
chains” used by McCarthy 2007). When these constraints evaluate each candidate, they
operate on a list of all of the markedness constraints that a candidate has satisfied up to that
point in the derivation (these lists are shown inside of angle brackets below). By assigning
violations to candidates that fail to satisfy markedness constraints in a particular order, SM
Constraints are able to prefer opaque surface candidates to their transparent counterparts.
A possible SMR analysis of the counterfeeding derivation from (2) is given below (for
specific constraint definitions, see Jarosz 2016b pp. 2–3).
(6)

Counterfeeding derivation using SMR
Step 1 (deletion):
/tai/ *VV
tai<>
W*
→ ti<*VV>

SM(*ti,*VV) *ti
L
*

5

IDENT MAX
L
*

SM(*VV,*ti)

While several models exist that can learn opaque interactions (e.g. Rasin et al. 2017), in this section I present
the only two that, to my knowledge, have been used to explore the relevant biases.
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Step 2 (convergence):
ti<*VV> *VV
→ ti<*VV>
tʃi<*VV, *ti>

SM(*ti,*VV) *ti
*
W*
L

IDENT MAX SM(*VV,*ti)
W*

In the tableaux above, the UR /tai/ undergoes the deletion process in the first step of the
derivation because *VV is ranked above MAX. No other changes can be made, since in
Harmonic Serialism, GEN is restricted to making either 1 or 0 changes to the input per
step. The deletion of /a/ satisfies *VV, adding this constraint to the winning candidate’s
list of satisfied markedness constraints. The candidate ti<*VV> is then passed as input into
the second step, where SM(*ti,*VV) causes the faithful candidate to win. This constraint
assigns violations to any form that satisfies *VV and *ti in either the order <*VV, *ti> or
simultaneously. Since the form tʃi<*VV, *ti> meets the former criterion, it violates SM(*ti,
*VV). This means that the ranking of SM(*ti,*VV) over *ti is crucial to attain a
counterfeeding derivation. Otherwise, in the second step, the winning candidate would
always be the one that palatalizes and the process would be a feeding derivation instead of
a counterfeeding one.
The EDL model acquires rankings like those in (6) using expectation-driven
learning. To do this, the learner’s initial state assigns equal probability to every possible
ranking of constraints. It then gradually assigns more probability to the correct rankings by
seeing which increase its ability to predict the training data. To see which rankings provide
better predictions, the model steps through each pair of constraints one-by-one, and
samples from the pair’s two possible rankings. The sampling process assumes a probability
of 1 for the ranking that’s currently being tested and samples from all the other rankings
using the model’s current estimation of how likely they are. The probability of a ranking
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is increased if it produces a relatively high number of samples that match the training data
and decreased if it fails to produce many matching samples. For more on this process, see
Jarosz (2015) or the code and documentation for the software, which can be found at
https://github.com/gajajarosz/hidden-structure.
Jarosz (2016b) tested which biases arise from the EDL model with SMR by
measuring the number of iterations it took to converge on each type of interaction, given
different kinds of learning data. She found that when the training data included interacting
forms 10 times as often as other forms, the model showed a maxUtil bias. This is because
in feeding and counterbleeding, interacting forms provide extra evidence for the
palatalization rule, so having a disproportionate amount of interacting items allowed the
model to converge more quickly on the correct constraint ranking in those languages.
However, when interacting forms were 10 times less frequent than other forms, the EDL
model showed a transparency bias. This was because in the opaque languages, interacting
forms are the only evidence that the model is provided with that will lead it to a correct
ranking of the crucial SM constraint. Data that was not skewed in either direction caused
the model to be relatively unbiased. These results support the idea that maxUtil and
transparency biases could arise from skewed data (Jarosz 2016a, 2016b), but suggest that
they may not be active when learning data is evenly distributed.
Nazarov and Pater (2017) used a maximum entropy implementation of Stratal OT
(Kiparsky 2000) to see if a transparency bias would emerge over the course of learning in
a stratal framework. Their model was trained with L-BFGS-B (Byrd et al. 1995), an
optimization algorithm that updates weights based on an objective function that the
algorithm attempts to minimize. Their metric for learnability was how reliably the model
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converged on each pattern. While they found some evidence for a bias toward transparent
derivations (i.e. their model converged more often when trained on these languages than it
did on opaque ones), this disappeared when the model was given more realistic learning
data. They did not test for any effects of maxUtil on the model’s learning. Since the
probability of convergence is not directly related to the experimental results presented here,
and since this model’s results are not directly comparable to the models I use later in this
chapter, I leave further exploration of Nazarov and Pater’s (2017) proposal to future work.
2.2.

Design

2.2.1. Artificial languages
To test whether the maxUtil and transparency biases are present in human learning, I
adapted the hypothetical examples from Baković (2011) for bleeding, feeding,
counterbleeding, and counterfeeding languages with one language representing each
interaction type. The stems in the artificial languages ended in either /t/, /d/, /k/, or /g/ and
there were two suffixes in each language: /-i/ and /-a/. These affixes could occur
individually (in which case they marked either the diminutive or plural) or together (in
which case they marked the diminutive-plural).
When cooccurring, the relative order of the affixes determined whether the
language was bleeding/counterbleeding (/i+a/) or feeding/counterfeeding (/a+i/). Which of
the suffixes corresponded to diminutive and which corresponded to plural was
counterbalanced across conditions. Two rules were present in the language: a palatalization
rule and a vowel deletion rule. Example (7) shows both rules in standard notation.
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(7)

Rules in the artificial language
Palatalization
[Coronal] → [−anterior]/_[+high] (i.e. [t, d] → [tʃ, dʒ]/_[i])
Vowel Deletion [+Syll.] → Ø / _[+Syll.]
(i.e. V1V2 → V2)

The ordering of these rules determined if a language was transparent or opaque. If the
deletion rule was ordered before the palatalization rule, the derivation was transparent, and
if the palatalization rule was ordered first, the derivation was opaque.
The different possible combinations of word-final segments and affixation created
four different trial types for participants: trials in which forms faithfully surfaced, trials
where only deletion applied, trials where only palatalization applied, and trials where
deletion and palatalization interacted. These are shown for each of the four languages in
Table 1. In the table, only stem-final consonants and affixes are shown, and voiceless
consonants represent themselves and their voiced counterparts.
Table 1. Trial types for each language.
Faithful6
Bleeding
/UR/
Deletion
Palatalization
[SR]
Feeding
/UR/
Deletion
Palatalization
[SR]
Counterbleeding
/UR/
Palatalization
Deletion
[SR]

6

/t+a/
[ta]
/t+a/
[ta]
Faithful
/t+a/
[ta]

Deleting Palatalizing Interacting
/k+i+a/
ka
[ka]

/t+i/
tʃi
[tʃi]

/t+i+a/
ta
[ta]

/k+a+i/
/t+i/
/t+a+i/
ki
ti
tʃi
tʃi
[ki]
[tʃi]
[tʃi]
Deleting Palatalizing Interacting
/k+i+a/
ka
[ka]

/t+i/
tʃi
[tʃi]

/t+i+a/
tʃia
tʃa
[tʃa]

Trials involving stimuli with URs containing /k+a/ and /k+i/ were also categorized as Faithful.
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Faithful
Counterfeeding
/UR/
Palatalization
Deletion
[SR]

/t+a/
[ta]

Deleting Palatalizing Interacting
/k+a+i/
ki
[ki]

/t+i/
tʃi
[tʃi]

/t+a+i/
ti
[ti]

2.2.2. Predictions
If only a maxUtil bias is present in human learning, feeding and counterbleeding should be
the most learnable languages. However, if transparency is the only bias present, bleeding
and feeding should be more learnable than their counterparts. Furthermore, while past work
has focused on how these biases’ affect either interacting items alone (e.g. Brooks, Pajak,
& Baković 2013) or the acquisition of the language as a whole (e.g. Jarosz 2016b), these
are not the only possible outcomes. Since the utilization and transparency of the deletion
rule stays constant across all languages and trial types (i.e. regardless of language, /V1V2/
sequences will always surface as [V2]), one should expect the acquisition of that rule to be
unaffected by the two biases. On the other hand, since evidence for the palatalization rule
is affected by the interaction type, acquisition of that pattern should be affected by these
biases for both interacting and palatalizing items. For these reasons, rather than expecting
language-wide effects of maxUtil and transparency biases, I expect them to primarily affect
participant accuracy in palatalizing and interacting trial types.
2.3.

Methodology

2.3.1.

Stimuli

The stimuli used in the experiment included all 72 possible stems of the shape
{i, u}{m, n, l}{i, a, u}{t, k, d, g} and all 216 possible combinations of these stems with the
three different affixation patterns (/-i/, /-a/, or both). These stimuli were presented
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auditorily and were recorded in a sound-attenuated booth by a native English speaker (the
author) using an M-Audio Fast Track Pro Mobile Audio Interface, a Shure SM10A headworn microphone, and the software Audacity (sample rate and bit depth were left at their
default settings of 44100 Hz and 32-bit, respectively).
Visual stimuli communicated semantic information in the experiment. Eight image
categories contained nine images each: fruits/vegetables, animals, apparel, transportation,
body parts, natural structures (e.g. trees, volcanos, etc.), man-made structures, and tools.
These 72 images were randomly paired with the 72 stems for each participant. The
experiment software communicated plural forms by presenting two copies of an image and
illustrated diminutives with a smaller version of the image. For diminutive-plurals, the
software presented two smaller copies of the image (see Ettlinger 2008 for a similar
presentation style for diminutive and plural items).
2.3.2. Participants
Participants (N=48) were recruited using Mechanical Turk (https://www.mturk.com/) and
paid $4.75 for their participation (UMass Amherst IRB protocol number 2017-4040). There
were 23 participants who identified as male, 23 who identified as female, and 2 who chose
to not answer in regards to their sex. Three participants did not report their age, but for
those who did, the mean age was 34.87 (SD=9.10). Participants were all self-reported
native speakers of English and they reported a number of second languages such as
Spanish, Japanese, and Dutch.
2.3.3. Procedure
The experiment was advertised on Mechanical Turk using the title “Learn an alien
language,” the description “Receive training on an alien language and answer questions
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about what you've learned. Native English speakers only. Please don't redo this HIT if
you've done it in the past,” and the key words “alien, language, game, learning, linguistics.”
After choosing to take part in the experiment, participants were taken to a page where they
could read an informed consent form as well as instructions. These instructions are given
in (8).
(8)

Experiment Instructions
In this experiment, you will be asked to learn aspects of an imaginary “alien”
language. The experiment should take about 30 minutes.
•

First, you’ll answer three questions about English to practice using the
experiment software. Once you’ve answered these correctly, you’ll move
on to the Training Section.

•

In the Training Section you’ll be asked questions about the alien language,
and you’ll receive feedback on your answers. It’s okay to guess at first, since
you’ll be learning by trial and error. When you’ve finished this section, feel
free to take a break.

•

Languages often have rules that apply when a suffix is added to a word. For
example, the ‘f’ in ‘hoof’ changes to a ‘v’ in the plural form (‘hooves’). Try
to figure out rules like this that are at work in the alien language.7

•

The last section will be the Testing Section. It will be just like the Training
Section, but you will no longer receive feedback on your answers.

7

Pilot results suggested that this instruction was necessary for participants to reach a reasonable level of
accuracy in testing. While instructions like this have been shown to encourage explicit learning in artificial
language experiments (Moreton & Pertsova 2016), I leave exploring the possible effect of these instructions
to future work (see §2.4.2 for more on what strategies participants reported using in training).
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Please be sure to wear headphones while participating and do not take notes of any
kind during the Training Section. Feel free to contact the researcher at [AUTHOR’S
EMAIL ADDRESS] if you have any questions regarding the experiment. Press
BEGIN to start the practice questions.
Once participants clicked the first “Begin” button below these instructions, they were taken
to a set of practice questions. These were meant to ensure that they understood how to use
the experiment software, that they could clearly hear the audio stimuli, and that they
understood the learning task they were supposed to perform. The first question presented
participants with pictures of a dog and a cat, one of which was circled. Beneath the pictures,
the software presented the question “What's the word for the circled item(s)?”, as well as
two audio files that played automatically. One of the files was the word “dog” said aloud
and the other was the word “cat.” Participants had to click a button that corresponded to
the audio file that matched the circled picture (i.e. perform a forced-choice task) and were
immediately given feedback that told them whether or not their choice was correct.
Then, they were taken to the second practice question: this was similar to the first,
but showed a picture depicting a single lock and one showing a pair of locks (the latter of
which was circled). Two audio clips played the words “lock” and “locks” and participants
had to choose which corresponded to the circled picture. They again received feedback and
were taken to the next practice question. The third question was similar to the first two,
although the images showed a full-sized statue and a smaller statue (the latter of which was
circled). The recordings played the words “statue” and “statuette.” Participants had to again
choose the recording that matched the circled item.
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If participants answered incorrectly for any of the practice questions, they were
reminded of the instructions and had to answer all three of the questions again until they
were able to do them correctly. If they answered them all correctly, they were brought to a
page that said, “Nice work! You answered all the practice questions correctly. Press
BEGIN to start the experiment” and could begin the experiment by clicking a button
labeled “Begin.”
Each experiment trial first presented participants with a single, full-sized picture
and automatically played an audio recording of the stem that corresponded to that picture.
Above the recording was text saying “Word for this Item:”. After the recording of the stem
finished, participants were automatically taken to a page that was similar to the practice
questions. Two images were presented: one that was identical to the singular, full-sized
image they were just shown and one that was either smaller, doubled, or both (the latter
picture had a circle around it). Two audio files played below the images and participants
were instructed to choose which audio file correctly represented the circled picture.
Depending on the trial type, the two audio files could represent one of three forcedchoice tasks: choosing between a palatalized and non-palatalized stem-final consonant,
choosing between deleting or not deleting the first vowel in a VV sequence, or choosing
between the correct and incorrect ordering of rules. The latter task appeared on all of the
interacting trials, the first task appeared in palatalizing and faithful trials8, and the second
task appeared in deleting trials. Table 2 demonstrates the options that participants were

8

In the case of stems with /k/ and /g/ as final consonants, their palatalized forms ended in [tʃ] and [dʒ],
respectively (neutralizing the contrast between these sounds and their coronal counterparts). Choosing an SR
with a palatalized form was never the correct choice for these words.
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choosing between in each trial type and language. The circled image always appeared on
the right side of the screen, but which side the correct audio file appeared on was
randomized. Once participants chose an audio file, the trial ended.
Table 2. Choices presented to participants in each trial type and language. Each UR is
shown between forward slashes, each correct SR is in square brackets, and each incorrect
SR is in parentheses.
Faithful

Deleting

Palatalizing Interacting

/t+a/
[ta] (tʃa)

/k+i+a/
[ka] (kia)

/t+i/
[tʃi] (ti)

/t+i+a/
[ta] (tʃa)

/t+a/
[ta] (tʃa)

/k+a+i/
[ki] (kai)

/t+i/
[tʃi] (ti)

/t+a+i/
[tʃi] (ti)

/t+a/
[ta] (tʃa)

/k+i+a/
[ka] (kia)

/t+i/
[tʃi] (ti)

/t+i+a/
[tʃa] (ta)

/t+a/
[ta] (tʃa)

/k+a+i/
[ki] (kai)

/t+i/
[tʃi] (ti)

/t+a+i/
[ti] (tʃi)

Bleeding

Feeding

Counterbleeding

Counterfeeding

The experiment contained two phases: training and testing. In training, participants
received feedback in the form of either “Correct!” or “Incorrect.” at the end of each trial.
In testing, no feedback was given. All three affixed forms for 36 of the stems appeared in
training and all three forms for the remaining 36 appeared in testing. Within each phase,
the trial in which each form appeared was randomized. Since the stems in training and
testing were completely different, participants had to use a generalized process in testing,
rather than memorizing how individual words behaved.
At the end of the experiment, participants answered a small number of demographic
and debriefing questions, such as “How did you approach the learning task?” and “When
were you born?”.
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2.4.

Results

2.4.1. Accuracy in the testing phase
As predicted in §2.2.2, no language-wide effects of either bias were found to be significant.
Figure 4 illustrates participants’ accuracy in the testing phase, organized by trial type and
then by language.
When tested on interacting forms, participants in the bleeding and feeding
conditions performed best, with participants in the two opaque languages doing
significantly worse. This is the pattern predicted by a transparency bias, since bleeding and
feeding both meet the conditions in (5). This is evidence that a transparency bias could
affect how easily the ordering of rules is acquired.

Figure 4. Average percent correct in testing, by pattern type and trial type. See Table 1 for
explanations of each trial type. Error bars show 95% confidence intervals calculated over
all datapoints in each condition.
For palatalizing trials, bleeding and counterfeeding participants performed at
chance, while feeding and counterbleeding participants performed significantly better. This
is the pattern predicted by a maxUtil bias, since these two languages both utilize the
palatalization rule in every relevant derivation. This suggests that maxUtil could
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specifically affect the learning of whatever rule’s utilization is over/underapplied (i.e.
palatalization for the languages tested here).
Trials involving faithful forms (i.e. underlying /…ta/, /…ki/, and /…ka/) showed
no significant differences across languages.9 This is not surprising, since the faithful trials
were identical across all conditions. That is, participants were all trained to faithfully map
/…ta/, /…ki/, and /…ka/, regardless of which language they were learning. The relatively
low accuracy across conditions for faithful trials could be the result of the experiment
instructions specifically guiding participants to learn unfaithful alternations in the training
phase.
Participants in the counterfeeding had higher accuracy than those in the
counterbleeding condition for deleting trials (i.e. underlying /…kai/ or /…kia/, depending
on the language). This isn’t predicted by either bias but could be the result of some
confounding factors present in English. While none of the stimuli were English words,
some of them did end in English words. Participants could have been biased toward
choosing surface forms that did this when their alternative was a form with a less familiar
ending. Specifically, the correct choice for deleting forms in the counterfeeding language
was […ki], while the incorrect choice for deleting forms in the counterbleeding language
was […kia]. These are both English words, with [ki] referring to a device used to unlock
doors and [kia] referring to a car company. Their alternatives ([…kai] and […ka],
respectively) are not words in English, which could have biased participants toward
choosing the more English-like forms. Furthermore, words ending in [ki], [gi], and [kia]

9

Counterfeeding and bleeding have marginally higher accuracies here, likely because they both involve
applying the palatalization rule less often (i.e. in palatalizing trials but not interacting ones).
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are more frequent in English than words ending in [kai], [gai], [ka], or [ga], which could
have also contributed to this confound (frequencies were obtained from CELEX; Baayen,
Piepenbrock, & Gulikers 1995). Fortunately, this issue was not present in any of the other
trial types, and the deleting trials were not one of the two trial types of interest.
Additionally, deleting forms showed a higher overall accuracy than the other trial
types. This is likely because the deletion rule was structurally simpler than the
palatalization one. Participants learned to delete all vowel-vowel sequences (i.e.
[+syllabic]→∅ /_ [+syllabic]) but had to learn to palatalize a more specific set of the
consonant-vowel sequences that they were exposed to in the training phase (i.e.
[-syllabic, Coronal]→[-anterior] / _ [+high]). This kind of feature-based complexity has
been shown to affect phonological acquisition in the context of artificial language learning
experiments (see Moreton & Pater 2012a for a review). Since it likely took time for them
to acquire the correct context for palatalization (i.e. /ti/ and /di/), and since faithful forms
could be incorrectly palatalized in the case where that context had not yet been learned, the
higher accuracy for deleting forms is expected.
To test for the statistical significance of these observations, I ran a mixed effects
logistic regression with each bias and each rule as a separate variable. The coding for these
variables is shown in Tables 3 and 4. If a maxUtil bias exists, then participants who learned
feeding and counterbleeding languages should have higher performance in the palatalizing
trials than those who were trained on bleeding and counterfeeding patterns. This would
result in an estimate for MaxUtil*Palatalization in the model that is significantly higher
than zero. If a transparency bias is present, participants in the feeding and bleeding
conditions should have higher accuracy in interacting trials than those who were learning
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counterbleeding and counterfeeding languages. This would produce an estimate for
Transparent*Deletion*Palatalization that is significantly higher than zero. 10 Likewise, if
transparency and maxUtil Biases do not affect participants’ learning, then
MaxUtil*Palatalization and Transparent*Deletion*Palatalization, respectively, should not
significantly differ from zero. Table 5 shows results from the full model.
Table 3. Coding for the language in the opacity experiment.
Bleeding
Feeding
Counterbleeding
Counterfeeding

Transparent MaxUtil
1
0
1
1
0
1
0
0

Table 4. Coding for the biases in the opacity experiment.
Faithful
Deleting
Palatalizing
Interacting

Palatalization Deletion
0
0
0
1
1
0
1
1

The model was run using the lme4 (Bates et al. 2015) package in R (R Core Team 2016),
with

random

interactions

effects
of

for

interest,

participant

and

stimulus

MaxUtil*Palatalization

on

the

(z=4.480,

intercept.

The

p<.001)

and

Transparent*Deletion*Palatalization (z=2.377, p<0.02), both had significantly positive
estimates. These support the interpretation of Figure 4 above, in which both the maxUtil
and transparency biases seem to each be affecting one of the relevant parts of the language.

Note that there are other trends in the data that could lead these predictors’ estimates differing significantly
from zero—however, statistical significance, combined with the qualitative observations above regarding
Figure 4, would suggest that the relevant bias is the likeliest explanation for that predictor being significant.
10
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Table 5. Logistic regression results for the opacity experiment. Predictors of interest are
italicized.
Predictor
Intercept
Transparent
MaxUtil
Deletion
Palatalization
Transparent*MaxUtil
Transparent*Deletion
MaxUtil*Deletion
Transparent*Palatalization
MaxUtil*Palatalization
Deletion*Palatalization
Transp.*MaxUtil*Deletion
Transparent*MaxUtil*Palatal.
Transp.*Deletion*Palatal.
MaxUtil*Deletion*Palatal.
Transp.*MaxUtil*Del.*Pal.

Estimate
0.86485
0.11605
0.02974
0.33472
−0.2805
0.04931
0.06648
−0.0828
0.07296
0.20447
−0.0957
0.07837
−0.1082
0.08761
−0.0765
−0.1177

Std. Error
0.10670
0.10367
0.10367
0.04429
0.04431
0.10490
0.03692
0.03693
0.03692
0.03693
0.04419
0.04025
0.04025
0.03686
0.03687
0.04021

z-value
8.106
1.119
0.287
7.557
−6.332
0.470
1.801
−2.241
1.976
5.536
−2.165
1.947
−2.688
2.377
−2.076
−2.927

p-value
5.25e−16 ***
0.26296
0.77423
4.12e−14 ***
2.43e−10 ***
0.63830
0.07173
0.02502 *
0.04813 *
3.09e−08 ***
0.03041 *
0.05155
0.00720 **
0.01747 *
0.03789 *
0.00343 **

2.4.2. Debriefing responses
Participants answered a number of debriefing questions describing their experience in the
experiment, as well as their demographic information. For a summary of participant
demographics, see §2.4.2. There were two questions regarding participants’ experiences
that yielded meaningful answers. The first asked them to grade how well they thought they
did in the testing phase. The majority of participants (N=30) thought that they did better
than chance (>50%), with a mean grade of 55.89 (SD=18.99). This shows that on average,
participants were aware that they were acquiring the language’s phonology (which is true,
considering the overall mean accuracies by language). The other relevant information
gained from participants’ answers in this section of the experiment was that a majority of
participants (N=25) reported answering in the test phase based on intuition, and a majority
(N=35) also reported using a rule or pattern (these were not mutually exclusive choices for
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them to report). This suggests that participants were not approaching the experiment as a
memorization task.
2.5.

Simulations11

This section describes two sets of simulations. The first set (§2.5.1) tests the Seq2Seq
network on the same interacting patterns used in the experiment described above to see if
it could capture the observed human behavior. The second set of simulations (§2.5.4-2.5.5)
compares the Seq2Seq model’s learning biases and generalization to a number of other
phonological theories (described in §2.5.3) to better understand what kind of
representations the neural network learns while acquiring phonological interactions (for
similar work probing networks for syntactic structure, see Linzen, Dupoux, & Goldberg
2016, Gulordava et al. 2018, Goldberg 2019, among others). This second set of simulations
also uses a different (but similar) pair of interacting rules, which are described in §2.5.2 (a
justification for this change of artificial languages is also given in that section).
2.5.1. Simulating the experiment
The results in §2.4 showed that transparency and maxUtil both affect human acquisition of
rule orderings and individual rules, respectively. This section examines whether these
biases can be captured by a Seq2Seq model trained on the same patterns. If the Seq2Seq
model can capture these phenomena, that would be evidence against Kiparsky’s (1971)
claim that they need to be explicitly added to the “cost” of grammars, since these networks
do not have these biases prespecified in their architecture or loss functions.

11

The simulations in §2.5.2-2.5.5 represent a collaboration with Gaja Jarosz.
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The neural network I used for the simulations in this subsection was slightly
different than the model used throughout most of the dissertation. Rather than being
implemented from scratch using Tensorflow (Martín Abadi et al. 2015), the model here
was created using the more off-the-shelf Seq2Seq package (Rahman 2016). Additionally,
the model had a total of 4 hidden layers and 15 nodes in each layer, more than those used
in other chapters. For these simulations, the Seq2Seq model was given was a set of
standard phonological features, shown in Table 6. However, unlike the model described in
§1.2, this network’s features were based on a ternary feature system. Since the model used
real-valued numbers in its input and output, 1, −1, and 0 represented [+]’s, [−]’s, and
unmarked feature values, respectively.
Table 6. Segments and features used to simulate the artificial language learning
experiment. Cells that are blank represent unmarked feature values.
Segment
[t]
[d]
[tʃ]
[dʒ]
[k]
[g]
[i]
[a]

[syllabic]
−
−
−
−
−
−
+
+

[voice]
−
+
−
+
−
+
+
+

[Coronal]
+
+
+
+

[anterior]
+
+
−
−

[Dorsal]

[high]

+
+
+
−

Words were represented only by their endings (i.e. the final consonant and
everything occurring after it), which were encoded as a list of segments, where each
segment in both the input and output was a vector of phonological feature values. The input
was a word’s UR12 and the output was its SR. Frequencies in the training data matched

12

While participants were not explicitly given URs in the experiment, these simulations assume that exposure
to both the stems and the faithful affixed forms provided participants with this information. I leave it to future
work to explore how models of UR learning (such as, e.g., O’Hara 2017, Nelson 2019) might behave in such
simulations.

37

those present in the training phase of the experiment, and the model was run for 20
iterations in each simulation, with a batch size equal to the total number of training data.
The learning algorithm RMSProp (Tieleman & Hinton 2012), with a learning rate of .005,
was used to minimize the mean squared error (MSE)13 between the feature values in the
model’s output and those in the SRs of the training data.
At each iteration in training, the model was tested in a way that mirrored the
forced-choice task presented to the human participants. However, since this
implementation of the Seq2Seq network is not probabilistic (i.e. its output is raw feature
values, rather than a probability distribution over values), the model’s MSE for incorrect
and correct forms was used to estimate accuracy. For example, the model would be given
a UR, such as /ti/, and then its MSE was calculated for both the correct SR, [tʃi], and the
incorrect14 choice that participants were presented with in the experiment, [ti]. If the model
learned the correct UR→SR mappings, its MSE for the incorrect form would be higher than
the MSE for the correct form. The equation that I used to convert these error metrics into
an accuracy score comparable to human results is shown in Equation (2):15

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =

MSE(𝑖𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑓𝑜𝑟𝑚)
MSE(𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑓𝑜𝑟𝑚) + MSE(𝑖𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑓𝑜𝑟𝑚)

(2)

I used this as an estimate of the model’s accuracy across each trial type in each
language. Figure 5 and Figure 6 show the average accuracy estimates over 20 separate

MSE was calculated by going through each feature in the model’s predicted output, squaring the difference
between the predicted value of this feature and the correct value, and averaging across all of these squared
differences.
14
Technically the MSE calculation is only “error” in the case of correct forms (since the model’s output
should be different than the incorrect forms). In this case, the MSE measure is used for convenience, but
using Euclidean distance would give equivalent results.
15
For a similar approach that uses network error to estimate probability, see Kurtz (2007).
13
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simulations for each iteration of learning in the two trial types of interest (interacting and
palatalizing).
As in the human results, transparent languages had higher accuracies in the
interacting trials (after the 10th iteration), while maximally utilizing languages were more
accurate in palatalizing trials. To confirm these qualitative observations, I performed
two-way t-tests on the model’s probability estimates at the end of learning for the 20
UR→SR mappings in each of the four languages (see Figure 7 for a presentation of these
results that’s comparable to Figure 4). These showed that both transparent languages (t[78]
= 2.452, p = 0.016) and maximally utilizing languages (t[78] = 6.98, p < .0001) had
significantly higher accuracies in the relevant trial types.16

Figure 5. The Seq2Seq model’s average accuracy at each iteration for palatalizing trials,
given a forced choice, across all 20 runs in each language. The white area behind each
line shows 95% confidence intervals.

16

As mentioned in Footnote 9, humans had marginally higher accuracy on the bleeding and counterfeeding
languages when tested on faithful items. This is also true of the neural network—I leave it to future work to
determine whether this also constitutes a bias of interest and whether experiments/simulations with more
statistical power can find a significant effect of it on learning.

39

Figure 6. The Seq2Seq model’s average accuracy at each iteration for interacting trials,
given a forced choice, across all 20 runs in each language. The white area behind each
line shows 95% confidence intervals.

Figure 7. Results from the Seq2Seq network, presented in a way that is comparable to the
human results. Error bars show 95% confidence intervals.
These are the same kind of significant differences seen in the human data, suggesting that,
unlike Kiparsky (1971) suggested, models of phonological learning can capture the biases
of interest without implementing them as explicit costs to the grammar. Since the Seq2Seq
network has no such costs built into its architecture, the maxUtil and transparency biases
must arise in learning for other reasons. The remainder of this chapter will attempt to
understand these reasons by investigating what representations the neural network learned
when acquiring these patterns.
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2.5.2. New languages
While the results in the previous section showed that a Seq2Seq network can capture the
biases observed in humans, those results shed little light on the representations that the
network acquired while learning the relevant interactions. The rest of the simulations
presented in this chapter use a slightly different set of artificial languages to better explore
the network’s representations by comparing its behavior to more interpretable models of
phonological learning (following similar work on syntactic learning by Linzen, Dupoux,
& Goldberg 2016, Gulordava et al. 2018, Goldberg 2019, among others).
These new languages contain the same palatalization rule that was described in
§2.2, but instead of vowel deletion, this rule interacts with a vowel harmony process. The
deletion rule was replaced here to ensure that novel predictions resulting from these
simulations would be convenient to adapt into future artificial language learning
experiments. The deletion rule was not ideal for such contexts, since it involved deletion
of entire morphemes, which might have adversely affected participants’ ability to acquire
forms’ underlying representations.
The harmony in these artificial languages spreads the value [high] from left to right
in all of the front vowels of a word (the vowel [a] is transparent to the process). This is
shown in formal rule notation in (9), with (10) demonstrating how this can interact with
palatalization to create the four interaction types of interest (see Beckman 1997 for a similar
harmony rule in Shona).
(9)

Harmony rule in standard notation
[+Front] → [αHigh] / [αHigh]C_
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(10)

Rule interactions between harmony and palatalization

URs
Harmony
Palatalization
SRs

Bleeding
/esi/
ese
[ese]

Feeding
/ise/
isi
iʃi
[iʃi]

URs
Palatalization
Harmony
SRs

Counterbleeding
/esi/
eʃi
eʃe
[eʃe]

Counterfeeding
/ise/
isi
[isi]

In the bleeding language, when a UR like /esi/ is passed through a transparent rule ordering
(i.e. harmony, then palatalization), the /i/ is lowered to an [e] before it can cause
palatalization. This same rule ordering, when applied to the UR /ise/, first raises the /e/ to
an [i] and then palatalizes the /s/ to an [ʃ], creating a feeding interaction. When the opposite
rule ordering is applied to these two URs, opaque interactions arise. With /esi/ first
palatalizing and then harmony erasing the apparent cause of that palatalization (i.e.
counterbleeding) and /ise/ failing to palatalize (because the rule is applied too early in the
derivation) and then harmony creating an otherwise ungrammatical [si] sequence (i.e.
counterfeeding).
All of the models here received three-segment long words in their training data,
with the first two segments belonging to the word’s “stem” and the final segment belonging
to its “suffix”. These words can be divided into five basic types (analogous to the trial types
discussed in §2.2): Faithful (No Harmonizing), Faithful (No Palatalizing), Harmonizing,
Palatalizing, and Interacting. The first two types involved forms where either harmonizing
or palatalizing, respectively, do not apply and where the other pattern is irrelevant.
Harmonizing and palatalizing items each demonstrate just one of the rules applying to a
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UR. And Interacting items represent URs that cause both rules to interact with one another.
The full set of data for all of the languages is shown in Table 7.
Table 7. Data for each of the harmonizing and palatalizing languages.

Bleed.
/UR/
Harmony
Palatal.
[SR]
Feed.
/UR/
Harmony
Palatal.
[SR]
C. B.
/UR/
Palatal.
Harmony
[SR]

C. F.
/UR/
Palatal.
Harmony
[SR]

Faithful
(No Harm.)

Faithful
(No Pal.)

/ake/, /akε/,
/aki/, /akɪ/

/εse/, /esε/,
/ase/, /asε/

-

-

-

-

-

[ake], [akε],
[aki], [akɪ]

[εse], [esε],
[ase], [asε]

[εke], [ekε],
[ɪki], [ikɪ]

/ake/, /akε/,
/aki/, /akɪ/

/εse/, /esε/,
/ase/, /asε/

-

-

/εki/, /ekɪ/,
/ɪke/, /ikε/
εke, ekε,
ɪki, ikɪ

-

-

-

[ake], [akε],
[aki], [akɪ]

[εse], [esε],
[ase], [asε]

[εke], [ekε],
[ɪki], [ikɪ]

/ake/, /akε/,
/aki/, /akɪ/

/εse/, /esε/,
/ase/, /asε/

/εki/, /ekɪ/,
/ɪke/, /ikε/

-

-

-

-

-

[ake], [akε],
[aki], [akɪ]
Faithful
(No Harm.)

[εse], [esε],
[ase], [asε]
Faithful
(No Pal.)

/ake/, /akε/,
/aki/, /akɪ/

/εse/, /esε/,
/ase/, /asε/

/εki/, /ekɪ/,
/ɪke/, /ikε/

-

-

-

-

-

[ake], [akε],
[aki], [akɪ]

[εse], [esε],
[ase], [asε]

Harmonizing Palatalizing
/εki/, /ekɪ/,
/ɪke/, /ikε/
εke, ekε,
ɪki, ikɪ

εke, ekε,
ɪki, ikɪ
[εke], [ekε],
[ɪki], [ikɪ]

/ɪsi/, /isɪ/,
/asi/, /asɪ/
ɪʃi, iʃɪ,
aʃi, aʃɪ
[ɪʃi], [iʃɪ],
[aʃi], [aʃɪ]
/ɪsi/, /isɪ/,
/asi/, /asɪ/
ɪʃi, iʃɪ,
aʃi, aʃɪ
[ɪʃi], [iʃɪ],
[aʃi], [aʃɪ]
/ɪsi/, /isɪ/,
/asi/, /asɪ/
ɪʃi, iʃɪ,
aʃi, aʃɪ
[ɪʃi], [iʃɪ],
[aʃi], [aʃɪ]

Harmonizing Palatalizing

εke, ekε,
ɪki, ikɪ
[εke], [ekε],
[ɪki], [ikɪ]
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/ɪsi/, /isɪ/,
/asi/, /asɪ/
ɪʃi, iʃɪ,
aʃi, aʃɪ
[ɪʃi], [iʃɪ],
[aʃi], [aʃɪ]

Interacting
/esi/, /εsɪ/,
/esɪ/, /εsi/
ese, εsε,
esε, εse
[ese], [εsε],
[esε], [εse]
/ise/, /ɪsε/,
/isε/, /ɪse/
isi, ɪsɪ,
isɪ, ɪsi
iʃi, ɪʃɪ,
iʃɪ, ɪʃi
[iʃi], [ɪʃɪ],
[iʃɪ], [ɪʃi]
/esi/, /εsɪ/,
/esɪ/, /εsi/
eʃi, εʃɪ,
eʃɪ, εʃi
eʃe, εʃε,
eʃε, εʃe
[eʃe], [εʃε],
[eʃε], [εʃe]
Interacting
/ise/, /ɪsε/,
/isε/, /ɪse/
isi, ɪsɪ,
isɪ, ɪsi
[isi], [ɪsɪ],
[isɪ], [ɪsi]

2.5.3. Non-neural models
There were five models that I implemented to compare to the Seq2Seq neural network. All
of the models were constraint-based and most of them are based on frameworks that have
been used in the past to represent opaque interactions. The first model used a Stratal OT
framework (Kiparsky 2000) with two strata (for a different implementation of learning in
a stratal framework, see Nazarov & Pater 2017). This means that all derivations consist of
a UR being fed into the first stratum’s grammar to create an intermediate form. This
intermediate form is then fed into the second stratum’s (independently ranked) grammar
which maps the intermediate form to the form’s SR. Note that Stratal OT can often have
more than two strata, but that this amount was sufficient for the purposes of this project.
Stratal OT is able to capture opaque interactions by representing each “rule” in one of its
strata. This is demonstrated in (11), for a counterbleeding interaction involving the
harmony and palatalization processes discussed above.
(11)

Counterbleeding interaction in Stratal OT
Stratum 1 (palatalization):
/esi/

Ident(high)

esi
ese

W*

☞eʃi
eʃe

W*

Agree(high)

*si

Ident(anterior)

*
L
*
L

W*

L
L
*
*

Stratum 2 (harmony):
eʃi
[eʃi]
☞[eʃe]

Agree(high)

Ident(high)

Ident(anterior)

W*

L
*

*si
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*si

In the tableaux above, the first stratum captures the palatalization rule, but does not allow
vowel harmony to occur. The second stratum then applies vowel harmony, creating the
counterbleeding UR-to-SR mapping /esi/→[eʃe]. Similarly, to represent counterfeeding,
the rankings for each stratum can be switched, causing vowel harmony to occur first and
palatalization to occur second. For every simulation, the model was given all four of the
constraints Ident(high), Agree(high), *si, and Ident(anterior) in each of its two strata. 17
The second model that was implemented used a Harmonic Serialism framework
(HS; McCarthy 2000) with Serial Markedness Reduction (SMR; Jarosz 2014). HS is
similar to Stratal OT in that there are intermediate forms that exist between the UR and SR.
However, HS only involves a single grammar (i.e. a single constraint ranking), with
intermediate forms being fed back into the grammar that created them. The grammar
converges onto an SR whenever a form in the grammar’s output is identical to the form
that was present in that step’s input. Another core aspect of HS is that each time a form is
fed into the grammar, only one or zero changes can be made to it.
By itself, HS cannot represent opacity. However, various mechanisms have been
proposed to give it this representational power (McCarthy 2007, Jarosz 2014, Hauser,
Hughto, & Somerday 2015). Here I use SMR, which (as discussed in §2.1.3) creates a kind
of memory that is passed through the derivation along with each intermediate form (this is
again represented in the tableaux below as the material between angle brackets). This
memory keeps track of the markedness constraints that the form has satisfied throughout
the derivation and the order in which they were satisfied. In addition to this memory, there

17

Visit https://github.com/blprickett/StratalOT_EDL to view or download the software used for the stratal
model.
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are constraints that are violated by forms that have satisfied markedness constraints in
particular orderings. Crucially for the analysis below, satisfying markedness constraints
simultaneously causes violations of all relevant SM constraints in the grammar. Example
(12) shows an example of HS with SMR capturing the same counterbleeding interaction as
above (for an example of HS+SMR representing a counterfeeding interaction, see §2.1.3).
(12)

Counterbleeding interaction in HS with SMR
Step 1 (palatalization):
/esi/ SM(*si, Agree) Agree(hi.)
esi
ese<Ag.+*si>

*
L
*

W*

☞eʃi<*si>

Ident(hi.)

*si

Ident(ant.)

W*

L
L
*

*si

Ident(ant.)

W*

Step 2 (harmony):
eʃi <*si>

SM(*si, Agree)

Agree(hi.)

Ident(hi.)

W*

L
*

eʃi<*si>
☞eʃe<*si,Ag.>
<*si,Agree>
Step 3 (convergence):
eʃe<*si,Ag.> SM(*si, Agree)

Agree(hi.)

Ident(hi.) *si Ident(ant.)

☞[eʃe]<*si,Ag.>
<*si,Agree>
In this derivation, the UR /esi/ acts as input to the first step. The faithful mapping in this
step is dispreferred because both markedness constraints are ranked above their faithfulness
constraint counterparts. Since the constraint SM(*si, Agree)18 is ranked above Agree, and
because it assigns violations to any form that satisfies Agree before *si or that satisfies both
constraints at the same time, the form eʃi is preferred to ese (the latter of which is assigned

18

Note that this analysis assumes that the opposite SM constraint is also present but ranked low enough to
not affect the derivation.
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a violation by the SM constraint because it satisfies both markedness constraints). This
means that the output of the first step (and the input to the second step) is the form eʃi,
along with a list of the constraints that it satisfied.
In the second step, the form eʃe is preferred, since it satisfies the relatively highly
ranked Agree constraint and since the SM constraint prefers derivations that satisfy this
constraint after *si. This means that the output of the second step, eʃe, is then passed to the
third step where it maps faithfully to itself. This signifies that the grammar has converged
on a surface form, with the output of the third step ([eʃe]) being used as the SR. For more
on how SMR allows HS to represent other relevant interaction types, see §2.1.3 and Jarosz
(2016b). For the simulations in §2.5.4 and §2.5.5, the HS model was given the constraints
Ident(high), Agree(high), *si, and Ident(anterior), as well as the SM constraints that
enforced opposite orderings for the satisfaction of the markedness constraints:
SM(*si, Agree), and SM(Agree, *si).
The next model that I implemented uses indexed constraints (Pater 2010) in a
parallel OT framework (Prince & Smolensky 1993). Indexed constraints represent lexical
exceptionality by having indexed versions of constraints that only apply to single
morphemes, in addition to standard constraints that are blind to lexical information. By
ranking the indexed constraints differently than the general ones, the grammar can behave
differently toward the morphemes associated with those indices. While parallel OT cannot
normally capture opacity, indexed constraints give it the ability to represent opaque
mappings as lexical exceptions (see Sanders 2003 for a proposal along these lines).
That is, any time a process is overapplied (i.e. counterbleeding), an indexed
markedness constraint can be ranked higher than a non-indexed version of the markedness
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constraint that would normally motivate the process. This indexed version of the constraint
can then cause a mapping that looks like counterbleeding, but that won’t generalize to novel
morphemes (since it’s only associated with the lexeme it’s indexed to). When a process is
underapplied due to opacity (i.e. counterfeeding), a faithfulness constraint indexed to the
relevant morphemes can be ranked relatively high so that only the relevant morphemes
underapply the process. This is demonstrated for a counterbleeding interaction in (13), with
the constraint *s[front]1, which is violated any time the morpheme that it’s indexed to has
[s] preceding a front vowel.
(13)

Counterbleeding interaction as lexical exceptionality with indexed constraints19
/esi1/ *s[front]1 Agree(high) Ident(high) Ident(anterior)

*si

*s[front]

[esi1]
[ese1]

W*

W*
W*

☞[eʃe1]

W*
W*

W*

L
*
*

L
L
*

In the tableau above, a form like /esi/ would normally be mapped transparently to [ese] (i.e.
a bleeding interaction), since this allows it to satisfy both of the relevant markedness
constraints (Agree and *si) while only violating a single faithfulness constraint,
Ident(high). But since the UR above involves the morpheme that is associated with the
index 1 (shown as a subscript), and because the constraint *s[front]1, which shares this
index, is ranked higher than both faithfulness constraints, the form that satisfies the indexed
constraint ([eʃe]) is the winner. The mapping /esi/→[eʃe] correctly captures a
counterbleeding interacting but will only occur for forms containing the morpheme indexed

19

All indexed constraints in the simulations presented below were only indexed to the final vowel in a word
(which was treated as a suffix that triggered the relevant phonological alternation). For more on the locality
of indexed constraints, see Pater (2010).
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with 1. If multiple morphemes underwent this interaction, they would all need indexed
constraints motivating them to palatalize. For the simulations presented below, the indexed
constraint model was provided with the general constraints Agree(high), Ident(high), *si,
Ident(anterior), and *s[front]. The model was also given versions of all of these constraints
that were indexed to each of the four final vowels in the training data, creating a total of 25
constraints in its grammar.
The next framework that I implemented was based on McCarthy’s (1996) two-level
constraints, and resembles other proposals for constraints that can reference both the UR
and SR that a grammar creates (Wilson 2001, Hauser, Hughto, & Somerday 2015).
Specifically, I implemented a version of Parallel OT (Prince & Smolensky 1993) with
markedness constraints that can specify whether the segments in a banned sequence are
present in the UR or SR of a mapping (henceforth, I’ll call this the UR+SR model). For
example, the constraint *[A]/B/ would be violated by a form in which the first segment of
the SR is an [A] and the second segment in the UR is a /B/. Such a constraint can represent
opacity by triggering/blocking changes to the SR based on material that was only present
in the UR. An example of this for counterbleeding is shown in (14).
(14)

Counterbleeding interaction with UR+SR constraints
/esi/

*[s]/i/

Agree(high)

Ident(high)

*si

Ident(anterior)

[esi]
[ese]

W*
W*

W*

L
*
*

W*

L
L
*

☞[eʃe]

In this tableau, the constraint *[s]/i/ assigns violations to both [esi] and [ese], since they
both involve an [s] as the second segment in the output but an /i/ as the final segment in
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the input. Since this constraint is ranked higher than all the others, the only candidate that
doesn’t violate it ([eʃe], i.e. the counterbleeding candidate) is chosen as the winner.
Similarly, counterfeeding can be represented by the model using the constraint *[ʃ]/e/,
which will assign violations to any SR with an [ʃ] before what was originally an /e/ in the
form’s UR. This means that the feeding candidate (/ise/→[iʃi]) would receive a violation,
while the counterfeeding candidate (/ise/→[isi]) would not. For the simulations presented
here, the UR+SR model was given the standard constraints Agree(high), Ident(high), *si,
and Ident(anterior), as well as four constraints that could reference both the UR and SR of
a mapping: *[s]/i/, *[ʃ]/e/, *[s]/ɪ/, and *[s]/ε/.20
The final model I tested was a Maximum Entropy (MaxEnt; Goldwater & Johnson
2003) phonotactic learner (Hayes & Wilson 2008, Moreton, Pater, & Pertsova 2017). Since
a phonotactic model does not have access to URs, it cannot capture opaque mappings, or
any mappings at all. However, since it is possible that humans and neural networks might
be ignoring URs and judging words based only on their phonotactic well-formedness, it
was important to also test the predictions made by such a model.21 First, a constraint set
was induced for each language22 using the phonotactic learner introduced by Hayes and
Wilson (2008)23 with all of the model’s default hyperparameters.
While the Hayes and Wilson (2008) model also found weights for these constraints,
it exclusively works with batch learning (i.e. by updating weights based on the full data

20

To download the software used to implement all of the models discussed thus far (excluding the Stratal
OT framework), see https://github.com/gajajarosz/hidden-structure.
21
Thank you to Brian Dillon for suggesting we test surface statistics, which led to this model’s
implementation.
22
Because the Hayes and Wilson (2008) model works best with large sets of data, the 20 items in each
language were repeated 74 times for the model (giving a total number of 1,480 words in training).
23
This software is available at https://linguistics.ucla.edu/people/hayes/Phonotactics/.
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set), unlike the rest of the models used here. To make the results from this model more
comparable to the others described in this section, new weights for the constraints were
found using batch gradient descent with a learning rate of .01, initial weights of zero, 100
full passes through the data (i.e. epochs), and batch sizes of a single word (i.e. online
learning). See https://github.com/blprickett/OpacityPhonotactics to view the software used
to learn these weights, as well as the specific constraints and features used in these
simulations. Table 8 shows the model’s probability estimates for each surface form that
was attested in the model’s training data.
Since the goal of phonotactic learning is to find the constraint weights that best
predict the probability distribution over SRs, this model is unable to perfectly learn any of
the relevant patterns. This is because many of the mappings present in them require
knowledge about a UR to determine whether an SR ought to have high probability. This is
especially true for the opaque languages, where, as discussed in §2.1.1, the rules are not
necessarily surface true (McCarthy 1999). In the transparent languages, all rules are
surface true, meaning that the structures that the rules would normally change are not
present in any SRs and the phonotactic learner is able to capture such processes (for
example, with constraints that ban [s] before high vowels).
This is clear in the table below, where the model struggles to match the probability
distribution in the opaque languages’ SRs. In counterfeeding, no palatalization process
seems to be occurring (thanks to interacting forms like [isi]) and in counterbleeding the
distribution for palatal consonants is unclear to the model (since they occur before both
vowels high and before mid vowels).
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Table 8. Probabilities according to the phonotactic learning model, after 100 epochs of
training (as well as the probability of each word in the training data, abbreviated as
“TD”). Note that the model’s probabilities for all words in a given language will
not add to exactly 1, since it must assign some probability mass to all possible strings.
Items with a probability in the TD of .1 belong to two different trial types, one of which is
always interacting.

[ake]
[akε]
[aki]
[akɪ]
[ase]
[asε]
[aʃi]
[aʃɪ]
[ekε]
[εke]
[ese]
[esε]
[eʃe]
[eʃε]
[εse]
[εsε]
[εʃe]
[εʃε]
[ikɪ]
[ɪki]
[isi]
[isɪ]
[iʃi]
[iʃɪ]
[ɪsi]
[ɪsɪ]
[ɪʃi]
[ɪʃɪ]

Bleeding
Language
Pr(word) from
Pr(word) in
model
TD
0.0072
0.05
0.0093
0.05
0.0078
0.05
0.0091
0.05
0.0055
0.05
0.0069
0.05
0.0042
0.05
0.0047
0.05
0.0052
0.05
0.0054
0.05
0.0038
0.05
0.0043
0.10
0.0025
0
0.0029
0
0.0041
0.10
0.0049
0.05
0.0026
0
0.0031
0
0.0028
0.05
0.0029
0.05
0.0025
0
0.0026
0
0.0022
0
0.0023
0.05
0.0025
0
0.0025
0
0.0021
0.05
0.0021
0
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Feeding
Language
Pr(word) from
Pr(word) in
model
TD
0.0052
0.05
0.0043
0.05
0.0087
0.05
0.0088
0.05
0.0040
0.05
0.0032
0.05
0.0110
0.05
0.0110
0.05
0.0023
0.05
0.0032
0.05
0.0021
0
0.0017
0.05
0.0020
0
0.0017
0
0.0021
0.05
0.0016
0
0.0028
0
0.0020
0
0.0050
0.05
0.0075
0.05
0.0041
0
0.0042
0
0.0053
0.05
0.0056
0.10
0.0060
0
0.0063
0
0.0108
0.10
0.0103
0.05

[ake]
[akε]
[aki]
[akɪ]
[ase]
[asε]
[aʃi]
[aʃɪ]
[ekε]
[εke]
[ese]
[esε]
[eʃe]
[eʃε]
[εse]
[εsε]
[εʃe]
[εʃε]
[ikɪ]
[ɪki]
[isi]
[isɪ]
[iʃi]
[iʃɪ]
[ɪsi]
[ɪsɪ]
[ɪʃi]
[ɪʃɪ]

Counterbleeding
Language
Pr(word) from
Pr(word) in
model
TD
0.0032
0.05
0.0032
0.05
0.0032
0.05
0.0032
0.05
0.0032
0.05
0.0032
0.05
0.0032
0.05
0.0032
0.05
0.0032
0.05
0.0032
0.05
0.0032
0
0.0032
0.05
0.0032
0.05
0.0032
0.05
0.0032
0.05
0.0031
0
0.0032
0.05
0.0032
0.05
0.0032
0.05
0.0032
0.05
0.0027
0
0.0028
0
0.0031
0
0.0032
0.05
0.0028
0
0.0027
0
0.0032
0.05
0.0031
0

Counterfeeding
Language
Pr(word) from
Pr(word) in
model
TD
0.0028
0.05
0.0028
0.05
0.0028
0.05
0.0028
0.05
0.0028
0.05
0.0028
0.05
0.0028
0.05
0.0028
0.05
0.0028
0.05
0.0028
0.05
0.0027
0
0.0028
0.05
0.0023
0
0.0024
0
0.0028
0.05
0.0027
0
0.0024
0
0.0022
0
0.0028
0.05
0.0028
0.05
0.0028
0.05
0.0028
0.05
0.0028
0
0.0028
0.05
0.0028
0.05
0.0028
0.05
0.0028
0.05
0.0028
0

2.5.4. Comparison of learning biases
To see which of the non-neural models the Seq2Seq networks behave like, I first explored
the same biases that were investigated in the artificial language learning experiment
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described in §2.2-2.4. This section presents results from all five of the models presented in
§2.5.3, as well as two Seq2Seq architectures to see which non-neural models’ biases the
networks most resemble. All training was online (i.e. updates to the grammar happened
after each datum), lasted for 100 epochs (i.e. full passes through the data), and presented
the models with the UR-SR pairs in Table 7. Unless otherwise noted, each non-neural
model was implemented as a probabilistic pairwise ranking grammar (Jarosz 2015), which
represents constraint-based grammars as a set of probability distributions over each
possible ranking of each pair of constraints. All rankings were initialized at a probability
of .5, meaning that all pairwise rankings were equally probable. The model was trained
using Expectation Driven Learning (EDL; Jarosz 2015), used a learning rate of 0.05, and
was run for 10 separate runs. See https://github.com/gajajarosz/hidden-structure for the
software used to implement most of the models.
To test the models for maxUtil and transparency biases, each one was given the
same kind of forced-choice task as the network described in §2.5.1—that is, the model was
given palatalizing URs and had to choose between an SR demonstrating the correct
palatalization and a faithful SR. For interacting items, they were given relevant URs and
had to choose between SRs representing correct and incorrect rule orderings being applied
to them. The Luce choice rule (Luce 1959) was used to convert the model’s probability
estimates for individual SRs (given their corresponding UR) into accuracy scores for each
of these forced choices. The rest of the section presents these accuracy curves for
interacting and palatalizing forms (averaged over 10 repetitions for all non-neural models
and 20 repetitions for the Seq2Seq networks), as well as discussions and explanations of
each one. See the end of the section for a summary of the results across all models.
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The first model presented here is the Stratal model. The results from this learner
are below.

Figure 8. Force-choice accuracy curves for the Stratal model on the palatalizing and
interacting forms. Colored regions show 95% confidence intervals.
The figure above shows accuracy curves for the stratal model on the palatalizing
and interacting items in each language. These results show that the model captures the same
biases that were observed in the humans—with the model having higher accuracy on
palatalizing trials when trained on maximally utilizing languages and higher accuracy on
interacting trials when trained on transparent ones. However, some of these crucial
differences are not significant for most of learning. The bleeding language’s accuracy on
palatalizing items is only significantly lower than feeding for a short period of learning (~5
epochs), likely because the acquisition of the palatalization rule in the bleeding language
is aided by the fact that the process can occur in either stratum in order to successfully
capture mappings like /asi/→[aʃi] (meaning that the model always has two chances to
correctly capture palatalizing items in the bleeding language).
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Most of the differences are consistent throughout acquisition, though, meaning that
they are likely not just the result of the model’s initial state in learning, but also caused by
the way in which it represents each pattern and the training data that each language
provides. For example, models trained on the feeding and bleeding languages have higher
accuracy on the interacting data than their opaque counterparts. This is likely due to the
fact that the transparent languages can be represented with any ranking that places the
markedness constraints over their corresponding faithfulness constraints in either stratum
(or both). This flexibility means that early in learning, when the model assigns equal
probability to all constraint rankings, it will have higher accuracy on interacting items in
transparent languages because it will be more likely to sample the rankings that capture
those mappings. Later in learning, the transparent languages will continue to have an
advantage on interacting data because the model will be working toward this correct
ranking in both strata, giving it two chances throughout the derivation to map each UR to
its correct SR.
In the case of palatalizing data, the model has higher accuracy when trained on
feeding and counterbleeding—likely because these languages provide the model with less
ambiguous data in regards to the palatalization process. For example, a model trained on
the feeding language will see forms like /ise/→[iʃi] and /asi/→[aʃi], both of which teach it
the ranking *si≫Ident(ant). However, models trained on bleeding and counterfeeding
won’t be exposed to the former datum, instead seeing data like /esi/→[ese] and /ise/→[isi],
respectively, which provide no information about the ranking of *si and Ident(ant) (see
Jarosz, 2016 for more on this explanation in the context of the HS+SMR model).
Additionally, counterfeeding is the least accurate language at the beginning of learning.
56

This is likely because counterfeeding requires a more specific ranking than the other
languages. To capture it, the ranking *si ≫ Ident(ant) must only be true in the first stratum
so that palatalization only ever happens before harmony, meaning that if the model hasn’t
specifically learned palatalization in the first stratum, it won’t benefit from the second
stratum being able to also capture the correct mapping.
The figure below presents the HS model’s results on the palatalizing and interacting
items. These results demonstrate that the HS model also captures the biases present in
human learning, but only during part of its learning. In palatalizing items, the model
consistently does better when trained on the maximally utilizing languages (i.e. feeding
and counterbleeding), likely because of the same differences in training data informativity
that affected the Stratal model’s learning. Additionally, models trained on counterfeeding
have a significantly lower accuracy on palatalizing items for much of learning—likely
because counterfeeding is the only language in which the SM constraints must be correctly
ranked before mappings like /ise/→[isi] stop appearing to be exceptions to the
palatalization rule.
In the interacting items, the model’s behavior is more complex, with counterfeeding
and bleeding being the favored languages at the start of learning. This anti-maxUtil bias is
a result of the fact that the model gives equal probability to all constraint rankings at the
start of learning. When there is a uniform probability distribution over constraint rankings,
mappings that are produced from a wider variety of rankings will be given more
probability. In the case of the interacting items and the HS+SMR model, this creates a
preference

for

the

bleeding

and

counterfeeding

feeding>counterbleeding bias.
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Figure 9. Force-choice accuracy curves for the HS model on the palatalizing and
interacting forms. Colored regions show 95% confidence intervals.
Example (15) shows the crucial rankings for each language’s interacting forms,
demonstrating that the relative accuracy of each language at the beginning of learning
directly mirrors the number of rankings that can capture those sets of mappings.
(15)

Hasse diagrams showing crucial rankings for a correct mapping in each
language’s interacting forms, as well a count of how many such rankings exist.
Bleeding (24 possible rankings):
Agree(high)
Ident(high)

*si

Ident(ant.)

SM(*si, Agree)

Feeding (8 possible rankings):
Agree(high)
Ident(high)

*si

SM(*si, Agree)

Ident(ant.)
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Counterbleeding (6 possible rankings):
SM(*si, Agree)
Agree(high)

*si

Ident(high)

Ident(ant.)

Counterfeeding (40 possible rankings; only 1 of the dashed line rankings are
necessary for a correct mapping of the interacting forms):
SM(*si, Agree)

Ident(ant.)
*si

Agree(high)
Ident(high)

Around the tenth epoch, the model begins to have higher accuracies on the interacting items
when trained on feeding and bleeding, like the human participants in the experiment. As
Jarosz (2016) points out, this is due to the fact that, for the model to correctly produce
interacting forms in the counterbleeding and counterfeeding languages, the crucial SM
constraints must be ranked above Ident(ant.) and *si, respectively. Since the interacting
forms are the only evidence the model has for these SM constraints’ correct rankings, it
takes longer for the model to have high accuracies on interacting forms in the opaque
languages. However, this difference is only significant for a limited window (~7 epochs)
during the course of acquisition, before most of the languages’ accuracies all converge.
The next set of results are from the model with indexed constraints. These results
show that, unlike the last two models, the indexed constraint learner is unable to reliably
capture the two biases observed in humans. The models trained on maximally utilizing
languages (that is, feeding and counterbleeding) were consistently better on palatalizing
items. This is again due to the fact that these languages provide less ambiguous data about
the ranking of *si over Ident(anterior), since their palatalizing items and interacting both
point the model toward correctly learning the palatalization rule.
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Figure 10. Force-choice accuracy curves for the indexed constraints model on the
palatalizing and interacting forms. Colored regions show 95% confidence intervals.
However, the interacting item accuracy had a more complex distribution. While the
models started out in the relative order that a transparency bias would predict, there was
only a marginal difference between the bleeding and counterbleeding languages. As in the
previous models, the indexed constraint learner’s initial preferences are likely due to the
number of total rankings that can capture each pattern, since the beginning of learning
assigns an equal likelihood to all pairwise rankings. Since, unlike the opaque languages,
bleeding and feeding can be represented both by general constraints and their indexed
counterparts, there are more possible constraint rankings that can capture these patterns.
Additionally, the fact that the *s[+front] markedness constraint would cause
across-the-board palatalization of underlying /s/ increases the number of random rankings
in which an /s/→[ʃ] mapping occurs, which increases the likelihood of randomly sampling
correct rankings for feeding and counterbleeding. This effect of *s[+front] likely explains
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the fact that feeding is preferred over bleeding and the small difference between bleeding
and counterbleeding.
By the 15th epoch, a crossover in the learning curves happens that ends up with the
opaque languages having higher accuracies than the transparent ones. This is due to the
fact that when indexed constraints are available, they allow the grammar to condition
palatalization on segments in the UR. For example, when learning counterbleeding, the
model can rank versions of *s[front] that are indexed to the suffixes containing
underlyingly high vowels, ensuring that /s/→[ʃ] mappings only occur when the /-i/ and /-ɪ/
word-final vowels are present in a word’s UR. Counterfeeding can work similarly, again
enforcing palatalization with indexed versions of *s[front] and ensuring that it isn’t
overapplied using versions of Ident(ant.) that are indexed to mid vowel suffixes. Since the
bleeding and feeding languages do not apply palatalization consistently across all instances
of the /-i/ and /-ɪ/ morphemes, they can’t be represented in this simple manner.
Additionally, models learning the bleeding language must learn to rank all of the versions
of *s[front] below Ident(ant.), which is likely why that language is the most difficult for
the indexed model to acquire.
The next set of results, shown in Figure 11, are from the UR+SR constraint model.
These demonstrate that while the UR+SR model captures Maximal Utilization bias, it is
affected by this bias in palatalizing and interacting items. That is, models trained on feeding
and counterbleeding have the highest accuracy across the majority of learning in both of
the relevant data types. This is likely due to the fact that the representational complexity of
opaque and transparent languages is almost identical when the model has access to these
constraints.
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Figure 11. Force-choice accuracy curves for the UR+SR constraints model on the
palatalizing and interacting forms. Colored regions show 95% confidence intervals.
Additionally, at the beginning of learning the models trained on opaque languages
perform better on interacting data. This brief anti-transparency bias has a similar
explanation to the anti-transparency bias seen in the indexed constraint learner. That is, the
UR+SR constraints allow the model to condition palatalization in the interacting items on
the presence of a high vowel in the UR, which means that the opaque languages are simpler
to represent, since they only require a single constraint (i.e. the relevant UR+SR constraint)
to be ranked above its faithfulness counterpart. The transparent languages receive no such
boost in learning because there isn’t a consistent relationship in those patterns between the
vowels in the UR and whether palatalization occurs in the SR. While this anti-transparency
effect is apparent at the beginning of learning, it is quickly taken over by the maxUtil bias
resulting from the fact that feeding and counterbleeding languages contain training data
that more clearly demonstrates the palatalization process.
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Next are the results from the phonotactic learning model. As described in §2.5.3, to
better compare predictions of the phonotactic learner to the other frameworks in this
section, new weights were found for the constraints induced by the Hayes and Wilson
(2008) model. As these new weights were being learned via online gradient descent, the
same kind of forced choices were given to the model at the end of each epoch (i.e. each
full pass through the data), and the learning curves for interacting and palatalizing items,
given these choices, are given below in Figure 12.

Figure 12. Force-choice accuracy curves for the phonotactic model on the palatalizing
and interacting forms. Variation across runs was small enough to cause 95% confidence
intervals to be invisible.
The most salient fact about the phonotactic learner’s results is that there is very
little variation across runs—there are two reasons for this: (1) the constraints that the model
starts off learning with have already encoded much of the language’s phonotactics and (2)
since the figure only shows results at the end of each pass through the data, differences
caused by the random order of data each epoch seem to be averaged out. Another important
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difference between these results and the rest of the models is the relatively low accuracy
the model achieves across the 100 epochs, despite having a relatively high learning rate.
This is due to the fact that, without knowledge of the language’s URs, there isn’t much of
a difference in the grammaticality of the two choices the model must choose between in
the forced choice task. With this in mind, we can still look at the relative learnability of the
patterns for each of the relevant data types. Just like the human participants, the phonotactic
model has higher accuracy on counterbleeding and feeding when tested on palatalizing
items and higher accuracy on bleeding and feeding when tested on interacting items. This
means that even though the model struggles with this learning task, it is still able to capture
both of the biases observed in the experiment.
Now that the learning biases for all of the non-neural models have been presented,
the rest of this section will focus on comparing these results to the learning biases present
in two Seq2Seq architectures: one that had attention (with 15 units; Bahdanau, Cho, &
Bengio 2014) and one that did not. Both had 30 units in their hidden layers. The rest of the
architectural details for these two models are outlined in §1.2. Each one was trained on the
same data as the models above and given the same forced-choice task at the end of each
epoch. However, twice as many runs were conducted (total of 20) because the neural
network models had a considerably higher amount of variability across runs (likely because
their initializations were randomly sampled each run, while the initial state of the
non-neural models was kept the same). Training was online and lasted for 100 epochs, with
a learning rate of .005, randomly initialized weights, and the learning algorithm Adam
(Kingma & Ba 2014). The results for each network are shown in Figure 13 and Figure 14
(the latter of which is directly comparable to the results from the simulations in §2.5.1).
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Figure 13. Force-choice accuracy curves for the Seq2Seq model with attention. Colored
regions show 95% confidence intervals.

Figure 14. Force-choice accuracy curves for the Seq2Seq model without attention. Colored
regions show 95% confidence intervals.
The results in Figure 13 show that, like the UR+SR model, the network with
attention fails to capture any bias other than Maximal Utilization. However, unlike that
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model, a much larger amount of variability meant that the differences across languages
only lasted for a short period at the beginning of learning (~15 epochs).
The results for the network without attention demonstrate that this Seq2Seq model
is able to capture the two biases observed in human learning, but that the relevant
differences across each language are significant during different parts of the learning curve
(the lack of significant differences between languages is due to the fact that this network
also showed a considerable amount of variability across runs). When tested on palatalizing
items, the networks trained on feeding and counterbleeding have higher accuracy (i.e.
maxUtil bias affects the model’s learning) for the first ~15 epochs, before the relative
differences across languages become marginal. This initial difficulty with bleeding and
counterfeeding is likely due to the fact that the network is underapplying palatalization,
since interacting forms give no evidence for the pattern in those languages. When tested
on interacting data, the models display the same maxUtil bias for the first ~15 epochs,
before crossing over to a pattern of results that suggests a transparency bias is affecting the
models’ acquisition (i.e. the transparent languages have the highest accuracy, at least in the
30th epoch). This crossover is likely due to the fact that the model does relatively well on
counterbleeding early on but struggles to bring its accuracy on that language up to 100%,
since the interacting forms in counterbleeding seem to overapply the palatalization rule.
This section presented results from a wide variety of phonological learners that
investigated whether they were biased in the same way as the experiment participants from
§2.3 when learning opaque interactions. The HS+SMR, the Stratal model, and the
phonotactic learner were able to capture both the maxUtil and transparency biases in
palatalizing and interacting items, respectively. The UR+SR constraint model and the
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indexed constraint model were unable to capture transparency bias, instead showing an
anti-transparency and a maxUtil bias in interacting trials, respectively. One of the neural
networks behaved this way as well—the Seq2Seq network with attention also failed to
capture a transparency bias when tested on interacting data. The network without attention
behaved like the other non-neural models, in that it was able to capture the appropriate
biases, at least for some of its learning trajectory.
A simplified version of these results is given in Table 9, which ignores each
learner’s initial states, since these were due to the specifics about how the models were
initialized, rather than any structural differences between the different frameworks.
Table 9. Summary of the learning bias results in the non-neural models and the neural
networks. Here, “Maximal Utilization” represents higher accuracy on feeding and
counterbleeding, “Transparency” represents higher accuracy on bleeding and feeding,
and their “Anti-” counterparts represent the opposite pair of languages having the highest
average accuracies.

Stratal
HS+SMR
Indexed Constraints
UR+SR Constraints
Surface Phonotactics
Seq2Seq+Attention
Seq2Seq (no attention)

Data Type
Palatalizing Forms
Interacting Forms
Maximal Utilization
Transparency
Maximal Utilization
Transparency
Maximal Utilization
Anti-Transparency
Maximal Utilization
Maximal Utilization
Maximal Utilization
Transparency
Maximal Utilization
Maximal Utilization
Maximal Utilization
Transparency

2.5.5. Generalization to novel interaction types
The next test for the models does not correspond to any of the results from the experiment
in §2.2-2.4. Instead of looking at maxUtil and transparency biases, I applied a novel test to
better differentiate between the models’ predicted behaviors. Specifically, I tested the
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learners to see how they react to novel interaction types. That is, models trained on a
bleeding and counterbleeding interactions were then tested on the interacting URs that were
present in the feeding and counterfeeding models’ training data, and vice versa. For
example, after being trained on a language which included the bleeding mapping
/esi/→[ese] (as well as the other data types described in §2.5.2), the model was asked to
map the UR /ise/ to an SR to see how it generalized to this previously unseen interacting
datum. Similarly, models trained on feeding, counterbleeding, and counterfeeding
interactions tested on URs like /esi/, /ise/, and /esi/, respectively.
One might expect models trained on transparent interactions to always generalize
in a transparent way, and for models trained on opaque interactions to generalize in an
opaque way. Henceforth, this prediction will be called the Rule-based Assumption, since it
would be the prediction made by a model that represented interactions as a set of ordered
rules (Chomsky & Halle 1968, Kiparsky 1968, 1971). However, the results I present here
show that none of the constraint-based or neural network models I test make this prediction.
Instead, each of the models presented in §2.5.3 make different predictions from the
Rule-based Assumption and from each other. This difference in predictions makes this kind
of generalization a metric that I can use to determine which non-neural model’s structure
the Seq2Seq networks discussed in §2.5.4 learn when acquiring the interactions of interest.
The training data used for these simulations, the number of repetitions, and the
hyperparameters for the models were the same as in §2.5.4. Each model was tested at every
epoch of learning on the four items that represented a novel interaction type for that model.
That is, models trained on bleeding and counterbleeding were given the URs /ise/, /ɪsε/,
/isε/, and /ɪse/ and models trained on feeding and counterfeeding were given the URs /esi/,
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/εsɪ/, /esɪ/, /εsi/. Based on these URs, the models assigned probability to four types of SRs,
representing the four possible mappings (that are not harmonically bounded) that can apply
in this context: faithfully mapped SRs that were identical to their UR, SRs that only
palatalized the /s/ in the UR, SRs that only applied harmony to the UR (i.e. bleeding or
counterfeeding, depending on the UR), and SRs that applied both changes (i.e. feeding or
counterbleeding, depending on the UR). Explanations for why each model behaves in the
way that it does will be less detailed here than in the previous section, since the explanation
for a model’s generalization is typically more complex than the explanation for its biases.
However, see §2.6 for some discussion of why a subset of the models generalize in the way
that they do and how this might relate to the generalization of the neural networks.
The first model is the HS+SMR learner. The model’s probabilities for the four types
of possible SRs, averaged across the different word tokens and runs, are in Figure 15.

Figure 15. Generalization to novel interaction types for the HS model, by which language
the model was trained on. Colored regions show 95% confidence intervals.
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The results above show that the HS model applied both processes to novel interaction types
when trained on a bleeding interaction. That is, it assigned the highest probability to the
SR in which both processes are applied: the feeding SR, [iʃi]. When trained on a feeding
interaction, it only applied the harmony rule, meaning that it assigned the most probability
to the bleeding mapping /esi/→[ese]. When trained on the opaque languages, the model’s
behaviour was less categorical. Specifically, when the model was trained on
counterbleeding, it assigned the most probability to faithful mappings, however a
considerable amount of probability mass was also given to the harmony-only candidate
(i.e. the counterfeeding SR). And when the model was trained on counterfeeding, it gave
the highest probability (~.75) to the harmony-only (i.e. bleeding) candidate, although for
most of learning, a probability of ~.25 was given to the SR in which both rules applied (i.e.
the counterbleeding candidate).
The next model is the Stratal learner. The model’s probabilities for the four types
of possible SRs, on average across the different word tokens and repetitions on the
simulation, are shown in Figure 16. When trained on bleeding, the Stratal model
generalized to novel URs in a way that applied both rules—that is, it maps URs like /ise/
to the feeding candidate, [iʃi]. When trained on counterbleeding, the model still assigned
the most probability to this SR, however a considerable amount of probability was also
given to the harmony-only candidate (i.e. the counterfeeding one). When trained on
feeding, the model assigned almost all probability to the harmony-only candidate (i.e. the
bleeding mapping, /esi/→[ese]). When trained on counterfeeding, the model’s
generalization changed over the course of learning, with the harmony only (i.e. bleeding)
SR taking the majority of the probability mass at the beginning, but with the SR
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representing the application of both rules (i.e. counterbleeding) being the most probable
candidate for the majority of learning.

Figure 16. Generalization to novel interaction types for the Stratal model, by which
language the model was trained on. Colored regions show 95% confidence intervals.
This switch was likely due to the model ranking the *si constraint low in both strata early
on in learning (since data like /ise/→[isi] suggest that [si] is a grammatical sequence).
However, as learning progresses, the model eventually learned that palatalization does
occur, but only in the first stratum—which also happened to be the necessary analysis to
obtain a counterbleeding mapping, as demonstrated in (11).
The third model presented here is the indexed constraint learner. The model’s
probabilities for the four types of possible SRs, on average across the different word tokens
and repetitions of the simulation, are shown in Figure 17.
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Figure 17. Generalization to novel interaction types for the indexed constraint model, by
which language the model was trained on. Colored regions show 95% confidence intervals.
The figure above shows that when trained on bleeding, feeding, and counterfeeding
interactions, the indexed constraint model generalized to novel interaction types24 by
applying both rules to their URs. In the case of the model trained on bleeding, this meant
assigning the most probability to the feeding mappings (e.g. /ise/→[iʃi]), while in the case
of models trained on feeding and counterfeeding, it meant assigning the most probability
to the counterbleeding mappings (e.g. /esi/→[eʃe]). All of these models also assigned a
considerable amount of probability to the harmonizing-only candidate as well. At the
beginning of learning, the model trained on counterbleeding generalized in the same way,
but its preference quickly switched (around the 25th epoch), with the most probability
assigned to the harmony-only candidate (i.e. the counterfeeding one) and a small amount

24

Crucially, while the model is generalizing to novel interaction types, it is not generalizing to novel affixes,
which would cause different predictions in the indexed constraint learner.
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of probability also given to the SR that represented the application of both rules (i.e. the
feeding mapping). This switch was due to the general and indexed versions of *s[front]
and *si constraints being ranked relatively high in the counterbleeding language (since [s]
only shows up faithfully in a small number of that language’s SRs), which caused /s/’s
present in the relevant novel UR to also map to their palatal counterparts. However, as the
acquisition process continued, the model learned that these markedness constraints
couldn’t account for faithful mappings like /esε/→[esε] and began to use just the indexed
forms of *s[front] to account for the overapplication of palatalization, as in (13). This
resulted in the *s[front] and *si constraints that were not indexed to the high vowel
morphemes to be ranked below Ident(Anterior), which led to a counterfeeding mapping.
Next I present results from the UR+SR constraint model. Figure 18 shows the model’s
probabilities for the four types of possible SRs, on average across the different word tokens
and repetitions of the simulation. The UR+SR model almost always assigned the most
probability to the candidate that applied both rules to the UR. In the case of bleeding and
counterbleeding, this was the feeding mapping (/ise/→[iʃi]), and in the case of feeding and
counterfeeding, it was the counterbleeding mapping (/esi/→[eʃe]). The only models for
which this was not a near-categorical, reliable trend were the ones trained on
counterbleeding. There, the probability was shared almost equally throughout acquisition
between the candidate to which both rules applied (feeding) and the candidate to which
only harmony applied (counterfeeding). Additionally, for a short period at the beginning
of learning, models trained on the bleeding language preferred the harmony-only candidate
(i.e. the counterfeeding one), which was likely due to the fact that the bleeding model would
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take longer to learn to palatalize at all (since its interacting items seem to contradict the
palatalization rule).

Figure 18. Generalization to novel interaction types for the UR+SR constraint model, by
which language the model was trained on. Colored regions show 95% confidence intervals.
The final non-neural model that I tested was the phonotactic learner. Both the
phonotactic model and the neural networks define probabilities over the full set of possible
sequences (unlike the previous models which have a limited number of possible candidates
in any given tableau). To make these plots more comparable with those above, the
probabilities were normalized by dividing the probability of each of the relevant test words
by the total probability of all four items at each epoch. The model’s conditional
probabilities for the four types of possible SRs, on average across the different word tokens
and runs of the simulation, are shown in Figure 19.
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Figure 19. Generalization to novel interaction types for the phonotactic learning model, by which language
the model was trained on. Variation across runs was small enough to cause 95% confidence intervals to be
invisible.

The phonotactic learning models trained on the bleeding language assigned the
most probability to faithfully mapped items (e.g. [ise]), although the SRs representing an
application of only harmony (e.g. the counterfeeding items) were assigned almost as much
probability. When trained on feeding, the model assigned the most probability to
candidates that could be the result of just the palatalization rule being applied (e.g.
candidates like [eʃi]). A considerable amount of probability was also assigned to the
faithful candidates in that condition (e.g. [esi]). For the models trained on counterfeeding,
the most probability was given to the harmony-only SRs (i.e. the bleeding mapping), with
faithful candidates again receiving a considerable amount of probability mass. The model
trained on counterbleeding was the only one that preferred the SRs to which both rules had
been applied (i.e. the feeding one), with a relatively large amount of probability also going
to the candidate that only palatalized.
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Both of the Seq2Seq architectures described in §2.5.4 (i.e. networks with and
without attention) were also tested on novel interactions after being trained on the four
languages of interest. The results from the model with attention are presented below in
Figure 20.

Figure 20. Generalization to novel interaction types for the Seq2Seq model with attention.
Colored regions show 95% confidence intervals.
Regardless of which language the Seq2Seq network with attention was trained on,
it gave the most probability, on average, to mappings that were transparent. In the case of
the models trained on bleeding and counterbleeding interactions, this meant applying both
rules (i.e. feeding), while models trained on feeding and counterfeeding generalized to
novel interaction types by applying harmony only (i.e. bleeding). However, in all
languages, the model preferred palatalizing-only mappings (i.e. /esi/→[eʃi] or /ise/→[iʃe])
for a brief period at the beginning of learning. Additionally, in the counterfeeding condition
there was a considerable amount of variation across runs, meaning that the difference
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between transparent forms’ probability and the other types of candidates was only ever
marginal.
The results from the Seq2Seq model without attention are shown Figure 21.

Figure 21. Generalization to novel interaction types for the Seq2Seq model without
attention. Colored regions show 95% confidence intervals.
These results show that the Seq2Seq model without attention behaved similarly to
the network with attention, with palatalization-only dominating at the start of learning and
the transparent candidates generally having the most probability afterward. However, a
difference exists in the model’s generalization when it was trained on the counterfeeding
language. While the network with attention assigned the most probability on average to the
transparent candidate (albeit marginally), toward the end of learning, the network without
attention was beginning to give more probability to counterbleeding mappings (i.e. SRs to
which both rules have been applied).
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Although there was still only a marginal difference between these candidates and
their alternatives, this makes the network without attention look more similar to the Stratal
model, which also switched (after being trained on counterfeeding) from applying bleeding
mappings to novel URs to applying counterbleeding ones. The primary differences
between the results from the Stratal model and the Seq2Seq network without attention were
the variance across runs, the fact that the Stratal learner makes this change from bleeding
to counterbleeding earlier in learning, and the fact that neural learner also goes through the
phase mentioned above in which the palatalization-only candidate has the most probability.
This section presented results from a wide variety of phonological learning models
that were tested on how they generalized to a novel UR, which represented a different type
of interaction than they were given in their training data. The non-neural models exhibited
a wide range of behaviors on this task, with each learner making different predictions for
what humans might do. Out of the two neural networks that were tested, only the Seq2Seq
network without attention resembled one of the non-neural models’ results. Specifically, it
made similar predictions to the Stratal model. A summary of the results for every model
that was presented in this section are shown below in Table 10.
2.6.

Conclusions

This chapter presented a wide variety of results on the learning and generalization of
interacting phonological processes. First, I presented an experiment that tested whether the
maxUtil and transparency biases proposed by Kiparsky (1968, 1971) affected the
acquisition of phonology in an artificial language experiment. While there was no clear
bias affecting the learnability of languages overall, I found significant effects of each bias
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on specific parts of the language: maxUtil affected the acquisition of the rule being either
bled or fed and transparency affected the acquisition of the rule ordering.
Table 10. Summary of the generalization results in the non-neural models and the neural
networks. Results are simplified to qualitative descriptions of the candidates that were
given the most probability on average (except when two candidates’ averages were almost
equal, in which case they’re both listed).
Language that Model was Trained On
Bleeding
Feeding
Counterbleed. Counterfeed.
Rule-based
Assumption

Both Rules

Harmony Only

Harmony Only

Both Rules

Stratal

Both Rules

Harmony Only

Both Rules

Harmony Only,
then Both Rules

HS+SMR

Both Rules

Harmony Only

Indexed
Constraints

Both Rules

Both Rules

UR+SR
Constraints

Both Rules

Both Rules

Surface
Phonotactics
Seq2Seq+
Attention
Seq2Seq

Faithful
Mapping and
Harm. Only
Both Rules,
then Harm.
Only
Harmony only
and Both Rules

Harmony Only

Both Rules
Both Rules

Faithful
Mapping and
Harm. Only
Pal. Only,
then Both

Palatalization
Only

Both Rules

Harmony Only

Pal. Only, then
Harmony Only

Pal. Only, then
Both Rules

Pal. Only,
then Both

Pal. Only, then
Harmony Only

Pal. Only, then
Both Rules

Harmony Only
(marginal)
Harm. Only
(marginal), then
Both (marginal)

Next, I showed that a Seq2Seq model captured both of these biases when learning
the same artificial languages that the humans had been trained on. This is evidence against
another claim that Kiparsky (1971 p. 614) made: that biases like these must be reflected in
an explicit “cost of the grammar” that makes use of them. Since the neural network did not
have these biases added as an explicit cost to its objective function or architecture, these
biases must arise from somewhere else.
79

While these results showed that the network could capture the relevant biases, they
didn’t show why. To better understand this, a number of more easily interpretable models
of phonological learning were implemented. In principle, the Seq2Seq models could have
been learning representations similar to most (if not all) of these non-neural models. For
example, the network could have learned representations similar to the stratal model by
having the encoder and decoder each act as a separate stratum. Alternatively, the model
could have learned general phonological mappings, but memorized some of the data as
exceptions (like the indexed constraint model). It could have also, in theory, induced
UR+SR constraints, as long as the encoder passed along all of the relevant information
about the UR to the decoder. Surface phonotactics would be even easier for the network to
capture, since it could keep track of those in the hidden layer of the encoder alone. The
HS+SMR model might have been the most difficult representational schema for the neural
network to induce, since it requires many intermediate representations, although,
theoretically, these still could have existed in the hidden layers’ connections.
In order to better understand which of these possible representations the network
was using, I ran it and the non-neural models through two kinds of tests. If the network
induced representations that were similar to one of these previously proposed theories, it
should have the same kind of biases and generalization as the EDL-based implementation.
When their learning biases were tested, most of the non-neural models were able to capture
the same biases that I observed in human learning. The Seq2Seq model with attention had
learning biases similar to a parallel OT model with markedness constraints that can
reference both the UR and SR of a mapping (McCarthy 1996). This similarity to the
UR+SR model could mean that attention allows the model to create the same kind of
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connection between the input and output that a UR+SR constraint enforces. This would
explain its lack of a transparency bias, since (like the two parallel, non-neural models) there
would be little difference in the representational complexity of an opaque and transparent
pattern. However, this network’s generalization did not resemble the behavior observed in
any of the non-neural models, with the Stratal model being the most similar at that task.
A Seq2Seq network without attention was able to capture the biases observed in
human behavior and resembled the generalization of the Stratal learner even closer than
the model with attention. This could suggest that the structure learned by this neural
network architecture resembles a pair of constraint-based strata. Such an interpretation of
Seq2Seq networks would make intuitive sense—like a Stratal model, these networks
process the input into an intermediate representation (i.e. a vector of hidden layer
activations in the case of Seq2Seq and the intermediate form that the first stratum passes
on to the second stratum in the case of the Stratal model). Additionally, the representations
performing this initial processing step (i.e. the encoder and the first stratum) are completely
independent of the representations that produce the final output (i.e. the decoder and the
second stratum).
This means that a possible explanation for why the Seq2Seq network without
attention has maxUtil and transparency biases can be found in the behavior of the Stratal
model. This model has a transparency bias when tested on interacting forms because
bleeding and feeding interactions can be captured in a single stratum. This gives the model
two chances to correctly capture the mapping for interacting forms in these languages—
even if the model hasn’t yet learned the correct ranking in its first stratum, it can still
correctly produce the needed change in its second one and vice versa. However,
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counterbleeding and counterfeeding require both strata to be learned correctly, since each
stratum must represent one of the interacting processes. This means that, for interacting
items in opaque languages, the model must learn the correct rankings in both of its strata
to achieve high accuracy. The Stratal learner’s maxUtil bias can also be easily understood,
since it was a result of the fact that feeding and counterbleeding give the model more
consistent evidence that palatalization is occurring in the language.
While it cannot be said with certainty that the Seq2Seq model with no attention is
learning a Stratal-OT-like representation when acquiring the patterns described in this
chapter, both its biases and its generalization suggest that it could be. This could mean that
the reason it is able to capture the biases observed in humans in §2.4 is because: (1) a
transparency bias arises from the fact that feeding and bleeding languages can easily be
captured in a single part of the network, giving it multiple “chances” to capture these
patterns during learning and (2) a maxUtil bias arises naturally from the fact that feeding
and counterbleeding languages present more evidence that faithfulness to the [anterior]
feature can sometimes be violated. I leave it to future work to further examine the
similarities and differences between predictions made by Stratal and Seq2Seq models, such
as the similarity that might exist between the intermediate forms passed onto the second
stratum and the vectors that the encoder creates for the decoder.
In the meantime, experiments on humans can show whether the kind of
generalization demonstrated by the Stratal model and the Seq2Seq network is a correct
prediction for human generalization. Alternatively, humans might generalize like one of
the other models tested here, or their pattern of generalization might be completely
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different from any of the results I presented. Such results could provide a useful benchmark
for models of phonological representation and learning.
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CHAPTER 3
3.

COMPUTATIONAL COMPLEXITY AND HARMONY

We can only see a short distance ahead, but we can see plenty there that needs to
be done. (Turing 1950 p. 460)

Formal language Theory (FLT; Chomsky 1956) describes how complex a pattern is in
terms of the computational machinery needed to represent it. The framework was originally
designed to demonstrate that natural language syntax was more complex than the set of
Regular patterns (i.e. those that could be represented using finite state machines). However,
Johnson (1972) showed that all known phonological mappings could be considered
Regular. Recent work has supported this finding, showing that attested phonological
patterns can be characterized as Subregular (Heinz 2018), and suggesting that this is due
to a categorial restrictions on phonological learning (Heinz 2010, Heinz & Idsardi 2013).
One piece of evidence for this hypothesis is a series of experimental results that show
humans being biased against learning certain patterns that are too complex according to
FLT-based metrics (Finley & Badecker 2008, Lai 2015, Avcu 2018).
For example, Finely and Badecker (2008) showed that their participants were
biased against learning Majority Rule (Lombardi 1999, Bakovic 2000), an unattested vowel
harmony process that is more complex than the set of Regular mappings. Later
experimental work went on to show that people were also biased against learning some
Subregular patterns (Lai 2015, Avcu 2018), providing evidence that the phonological
grammar might be limited to even simpler levels of the FLT hierarchy, such as those that
can be characterized as Strictly Local and Tier-based Strictly Local (TSL; Heinz, Rawal,
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& Tanner 2011).25 The former level of complexity includes any pattern that bans a finite
set of substrings occurring in a word, while the latter does so over a tier of segments (i.e.
certain classes of segments can be ignored by the pattern).
An example of a Strictly Local pattern that commonly occurs in natural language
is the restriction banning voiceless sounds after nasals (henceforth *NC̥; Pater 1999). This
pattern is Strictly Local since it bans any word containing the finite set of strings that result
from combining all nasals with all voiceless sounds (e.g. [nt], [np], [mt], [mp], etc.). TSL
patterns are also common in phonology and are typically called harmony (Hansson 2001,
Rose & Walker 2004), since many of them cause a subset of segments in a word to agree
in their value for some feature.26 Which feature value the word contains is usually decided
based on directionality (e.g. all the segments must harmonize with the leftmost sound) or
morphological information (e.g. all segments must harmonize with the word’s stem). For
example, Navajo contains a harmony pattern in which all sibilants (i.e. [s] and [ʃ]) within
a word have to agree in their value for the feature [anterior] (Sapir & Hoijer 1967). This
means that in the sibilant tier, the strings [sʃ] and [ʃs] are banned, since [s] is [+anterior]
but [ʃ] is [−anterior]. Any sounds that are not sibilants are irrelevant to the pattern. Words
like *[saʃ] would not be allowed, since its sibilant tier would exclude [a] and only include
the banned sequence *[sʃ]. Figure 22 shows the full Subregular Hierarchy and where each
of these two patterns are located on it.

25

Strictly Piecewise has also been suggested as an appropriate level of complexity to describe phonological
patterns, however, see McMullin (2016) and Lamont (2018, 2019b) for arguments against this.
26
Long-distance dissimilation patterns (i.e. patterns in which sounds must disagree in their value for a feature;
Bennett 2013), are rarer in natural language but are also Tier-based Strictly Local.
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Figure 22. The Subregular Hierarchy, with examples of Strictly Local and Tier-based
Strictly Local patterns given. Dashed grey lines indicate different orders of logic. From
lowest to highest, these are: Conjunction of Negative Literals, Propositional, First Order,
and Monadic Second Order. Solid black lines indicate subset relationships.
While a considerable amount of work has been done to explain phonological
patterns in terms of these FLT-based criteria, little work has been done to computationally
model the experimental results that support a bias for Subregular patterns. Here, I will show
that the biases observed in past FLT-related experiments can emerge from the learning
process of a relatively generic learner (i.e. a Seq2Seq neural network) that has the
expressive power to represent both Subregular and Supraregular patterns (Siegelmann
1999).27 I will also present evidence from a novel artificial language learning experiment
that suggests humans might be capable of learning patterns that are more complex than
TSL. Further simulations with the Seq2Seq network will demonstrate that it is also able to
capture this pattern of behavior, suggesting that while FLT is unable to explain these
results, recurrent neural networks capture the human behavior in all of the studies
investigating FLT-related biases.

27

To view the software used in these simulations, see https://tinyurl.com/ur2sr.
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The chapter is structured as follows: §3.1 focuses on simulating experiment results
regarding Majority Rule Harmony (Lombardi, 1999; Bakovic, 2000; Finley and Badecker
2008), §3.2 focuses on doing the same for experiments that centered on First-Last
Assimilation (Lai, 2015; Avcu, 2018), and §3.3 presents novel results from an experiment
and series of simulations that tested participants’ and models’ acquisition of Sour Grapes
Harmony (Bakovic, 2000; Wilson, 2003).
3.1.

Majority Rule Harmony

3.1.1. Background
Majority Rule Harmony is a pattern predicted by some constraint-based theories of
assimilation in which the number of segments in a word’s underlying representation (UR)
with a particular feature value determines what the value of that feature will be throughout
the surface representation (SR) of the word (Lombardi 1999, Bakovic 2000). For example,
if an underlying representation has two [−anterior] segments and only one [+anterior]
segment (e.g. /saʃaʃ/), then the surface representation of the word would assimilate all of
the sounds to be [−anterior] (e.g. [ʃaʃaʃ]). Since Majority Rule requires a potentially
unbounded amount of memory (i.e. enough memory to keep track of the quantities for each
feature value), it cannot be represented with a finite state transducer and is more complex
than the set of Regular functions (Heinz & Lai 2013). 28
Finley and Badecker (2008) tested whether humans were biased against Majority
Rule. They did this by training participants on a language that was ambiguous between

28

Since TSL only defines a set of languages (i.e. phonotactic restrictions on SRs) and not a set of
transformations (i.e. UR→SR mappings), the Attested Harmony pattern here is Output Tier-based Strictly
Local (Burness & McMullin, 2019). See Lamont (2019a) for more on this distinction between mappings and
phonotactics and its relevance to complexity in phonology.
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Majority Rule Harmony and an Attested Harmony pattern, in which the value of the
relevant feature in the SR was determined by the value of that feature in either the leftmost
or rightmost segment of the UR (see Rose & Walker 2004 for more on the kinds of harmony
patterns that are common in natural language). Directional harmony mappings like this are
subregular, since determining how a vowel will surface only depends on local information
in the input and output (Chandlee 2014, Chandlee, Eyraud, & Heinz 2014, 2015, Graf &
Mayer 2018, Burness & McMullin 2019).
Participants in the experiment were exposed to stimuli meant to represent
underlying forms like /kupoki/, with both [+back] and [−back] vowels present in a single
word.29 Crucially, the minority vowel (/i/ in this case, since it is [−back] while /o/ and /u/
are both [+back]) always occurred on the same side of the word in training. After being
given each “underlying” form, participants would then be exposed to a stimulus
representing the “surface” form it mapped to (e.g. [kupoku] for the example above). The
mapping /kupoki/→[kupoku] could then be analyzed by the participants in two ways: either
Attested Harmony, where the [back] value of the final vowel changed because the leftmost
vowel in the word was [+back], or Majority Rule Harmony, where the word-final /i/
changed because the majority of vowels in the underlying form were [+back].
After being exposed to a number of these ambiguous mappings, participants were
asked to choose between mappings that were unambiguous between Majority Rule and
Attested Harmony. For example, they might be given /kupeki/ and need to choose between

29

Note that presenting participants with URs, while sometimes used in artificial language learning (see, e.g.,
Wilson 2006a, Gallagher 2013), is a departure from natural language, in which learners must acquire URs
based only on surface information.
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mapping it to [kupoku] (the Attested Harmony candidate) or [kipeki] (the Majority Rule
candidate). If participants chose between the options at chance, it would suggest that they
had no preference for either pattern. However, if they chose one significantly more often
than the other, it would suggest that they were biased toward learning that pattern.
Experiments like this, that ask participants to generalize from ambiguous data, are common
in the artificial language learning literature (e.g. Wilson 2006b) and will henceforth be
referred to as surfeit-of-the-stimulus experiments (see Becker, Ketrez, & Nevins 2011 for
more on this terminology). Finley and Badecker (2008) found that their participants were
significantly more likely to generalize in a way that adhered to Attested Harmony. That is,
when choosing to either apply an Attested Harmony or Majority Rule mapping to items
that were unambiguous between the two patterns, participants only applied the latter in
~20% of trials. This suggests that in the face of ambiguous training, the participants learned
the attested pattern—which Finley and Badecker (2008) interpreted as evidence of a bias
against learning Supraregular patterns like Majority Rule.
3.1.2. Simulations
To see whether the bias observed by Finley and Badecker (2008) is mirrored by the
Seq2Seq network, the experiment described in §3.1.1 was simulated using the architecture
described in §1.2. The model was exposed to the same types of training data that Finley
and Badecker (2008) gave their participants, which was ambiguous between Majority Rule
and Attested Harmony. Since only the vowels were relevant to the patterns in this
experiment, all consonants were removed. Other than this difference, the model was
exposed to the same underlying and surface forms that the experiment participants were
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given. These are shown in Table 11 and the features used in all the simulations presented
in this subsection are shown in Table 12.
Table 11. Training data ambiguous between Majority Rule and Attested Harmony, used in
the simulations of Finley and Badecker (2008).
Underlying Representation
/oui/
/eio/
/uoi/
/ieo/
/oue/
/uoe/
/eiu/
/ieu/

Surface Representation
[ouu]
[eie]
[uou]
[iee]
[ouo]
[uoo]
[eii]
[iei]

Table 12. Features and segments used in Finley and Badecker (2008) simulations.
i
u
e
o

[back]
−
+
−
+

[high]
+
+
−
−

All simulations consisted of 15 repetitions using this training data, with randomly
initialized weights at the start of learning. Training lasted for 300 epochs, with batch sizes
of 1 (i.e. online training), and Adam optimization (Kingma and Ba, 2014) minimizing the
model’s loss. The loss function used was the sum of binary cross-entropy over all of the
features in the output.
At each epoch, the model was presented with the crucial forced choices that Finley
and Badecker (2008) gave their participants in the experiment’s test phase (i.e. a choice
between one mapping that followed Majority Rule and one that followed Attested
Harmony). To compare the model’s performance to the results reported by Finley and
Badecker (2008), each of the forced choices that they presented their participants with in
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the experiment’s testing phase were given to the network at each epoch. The conditional
probability that the model assigned to each choice, given a particular UR, was calculated
using the Equation defined in (3), based on Luce (1959), where 𝑝𝑟(𝑈𝑅𝑖 → 𝑆𝑅𝑗 ) is found
using Equation (1) from §1.2, repeated below for convenience (where 𝑓𝑖𝑗 stands for feature
𝑗 in segment 𝑠𝑖 of the relevant SR).

𝑝𝑟(𝑈𝑅 → 𝑆𝑅) = ∏𝑠∈𝑆𝑅 ∏𝑓∈𝑠𝑖 𝑝𝑟(𝑓𝑖𝑗 | 𝑈𝑅)

(1b)

𝑝𝑟(𝑈𝑅𝑖 → 𝑆𝑅1 | 𝑐ℎ𝑜𝑖𝑐𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑆𝑅1 & 𝑆𝑅2 ) =
𝑝𝑟(𝑈𝑅𝑖 → 𝑆𝑅1 )
𝑝𝑟(𝑈𝑅𝑖 → 𝑆𝑅1 ) + 𝑝𝑟(𝑈𝑅𝑖 → 𝑆𝑅2 )

(3)

Results for these forced choice estimates were averaged over stimulus types and
repetitions, and these averages are shown for each epoch in Figure 23. Figure 24 gives the
50th epoch in more detail, for results that are more comparable to the ones presented by
Finely and Badecker (2008).

Figure 23. Forced choice probabilities at each epoch in learning for the simulations of
Finley and Badecker (2008). Colored regions show 95% confidence intervals.
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Figure 24. Forced choice probabilities for the 50th epoch of training in the simulation of
Finley and Badecker (2008). Error bars show 95% confidence intervals.
These results show that throughout learning, the model prefers choices that are consistent
with Attested Harmony, even though it has been trained on data that is ambiguous between
the two patterns. This difference reaches statistical significance for a range of epochs
(including the 50th epoch, as shown in Figure 24), meaning that the bias in humans observed
by Finley and Badecker (2008) can be captured by the model. For some discussion of why
the model might be biased in this way, see §3.4.1.
To further test the model’s biases in regards to Majority Rule Harmony, I also ran
a simulation that does not correspond to Finley and Badecker’s (2008) experiment. Rather
than using a surfeit-of-the-stimulus design, in this simulation, multiple, unambiguous
languages were used in training. Experiments like this, that divide participants between
multiple language conditions and then measure how well they learned each language are
also common (e.g. Pycha et al. 2003), and will henceforth be referred to as multilanguage
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experiments. Additional data points were added to the training data in Table 11 to
disambiguate the two patterns of interest. The data for unambiguous versions of Majority
Rule Harmony and Attested Harmony are shown in Tables 13 and 14.
The model was trained on these unambiguous versions of Attested Harmony and
Majority Rule and the cross entropy and accuracy were recorded at each epoch (with the
former being the actual loss function that the network was minimizing across learning and
the latter being a measurable prediction for how humans might learn such patterns). The
learning curves created from these results (averaged over 15 repetitions) are shown in
Figure 25.
Table 13. Training data for the unambiguous Majority Rule language, based on the
ambiguous data from Finley and Badecker (2008). Grey cells show which data are
unambiguous.
Underlying Representation
/oui/
/eio/
/uoi/
/ieo/
/oue/
/uoe/
/eiu/
/ieu/
/oie/
/oei/
/uie/
/uei/
/iou/
/iuo/
/eou/
/euo/

Surface Representation
[ouu]
[eie]
[uou]
[iee]
[ouo]
[uoo]
[eii]
[iei]
[eie]
[eei]
[iie]
[iei]
[uou]
[uuo]
[oou]
[ouo]
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Table 14. Training data for the unambiguous Attested Harmony language, based on the
ambiguous data from Finley and Badecker (2008). Grey cells show which data are
unambiguous.
Underlying Representation
/oui/
/eio/
/uoi/
/ieo/
/oue/
/uoe/
/eiu/
/ieu/
/oie/
/oei/
/uie/
/uei/
/iou/
/iuo/
/eou/
/euo/

Surface Representation
[ouu]
[eie]
[uou]
[iee]
[ouo]
[uoo]
[eii]
[iei]
[ouo]
[oou]
[uuo]
[uou]
[iei]
[iie]
[eei]
[eie]

Figure 25. Learning curves for Majority Rule and Attested Harmony in the simulations
using unambiguous versions of the language from Finley and Badecker (2008). Chance
performance for the plot on the right would be considerably lower than 0.1, since the model
assigns probabilities to each feature value in each segment. Colored regions show 95%
confidence intervals.
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These results show that for small portions of the learning curve, Attested
Harmony’s average accuracy is marginally higher than Majority Rule’s, but this difference
is not a reliable one. There also seems to be a small, marginal difference between the loss
curves for the two patterns, but this effect is even less consistent throughout learning. This
suggests that if the model does have a bias for subregular patterns in its learning from
unambiguous data, the effect size of this bias is too small to see in just 15 repetitions.
3.2.

First-Last Assimilation

3.2.1. Background
First-Last Assimilation is a hypothetical phonotactic restriction in which the first and last
segment of a word must agree in some feature value, while the intervening sounds are
ignored (Lai 2015). For example, if the feature that needed to agree was [anterior], the
word [saʃas] would be allowed, but the word *[saʃaʃ] would not be. Lai (2015) argued that
there are reasonable diachronic origins for such a pattern, since the beginning and end of a
word are perceptually salient positions. She went on to argue that the absence of such a
pattern in the phonological typology could be due to its FLT-based complexity.
While First-Last Assimilation is Subregular, it belongs to the Locally Testable level
of the hierarchy, which is more complex than TSL, in terms of the logic needed to define
the crucial parts of the pattern. This is because Propositional Logic is necessary to describe
the subsequences banned by the pattern (i.e. “s...ʃ” and “ʃ...s” subsequences are banned,
but only if the first and last segment in the subsequence occur at the beginning and end of
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the word, respectively). The location of First-Last Assimilation on the Subregular
Hierarchy relative to Attested Harmony is shown in Figure 26.30

Figure 26. The Subregular Hierarchy, with the complexity of First-Last Assimilation and
Attested Harmony shown.
Two separate studies have shown that people have biases against learning First-Last
Assimilation patterns. Lai (2015) trained participants on either Attested Harmony or
First-Last Assimilation by having them listen to and then repeat words adhering to the
pattern they were assigned to (i.e. a multilanguage design was used). In the testing phase
of the experiment, participants were presented with three kinds of forced choice and asked
to choose which word was more likely to belong to the language they were trained on. Each
of these forced choices are given in (16).31

30

When illustrating the Subregular Hierarchy, the Tier-based Strictly Local region is placed higher than the
Locally Testable one, because creating a tier involves First Order Logic. However, TSL patterns are still
considered less complex, since only conjunctions of negative literals are needed to express the sequences that
these patterns ban within a tier (Heinz 2018).
31
While there are more than three logically possible forced choice options, including words that were only
allowed in Attested Harmony would have been impossible. This is because all words that are allowed in
Attested Harmony are also allowed in First-Last Assimilation.
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(16)

Forced choices in Lai (2015)
(i)
(ii)
(iii)

A word that was allowed in both patterns (e.g. [sasakas]) and a word that was
only allowed in First-Last Assimilation (e.g. [saʃakas]).
A word that was allowed in both patterns (e.g. [sasakas]) and a word that was
banned by both (e.g. [sasakaʃ]).
A word that was only allowed in First-Last Assimilation (e.g. [saʃakas]) and
one that was banned by both (e.g. [sasakaʃ]).

Participants who learned an Attested Harmony pattern would be expected to choose words
that were allowed by both patterns when presented with choices of Types (i) and (ii) but
should choose at random for Type (iii). This is because Type (iii) forces participants to
choose between two words that are equally banned by the Attested Harmony pattern.
Participants who learned a First-Last Assimilation pattern would be expected to choose at
chance for Type (i), since both choices are equally allowed by First-Last Assimilation. For
Type (ii), they would be expected to choose words that are allowed by both patterns, and
for Type (iii) they should choose the words that are allowed by First-Last Assimilation.
However, participants trained on First-Last Assimilation in Lai’s (2015)
experiment did not behave as expected. Her results (reproduced in Figure 27) showed that
participants in both language conditions behaved as if they had learned Attested Harmony.
Specifically, when presented with Type (i) and Type (ii) forced choices, participants in
both conditions chose FL/AH items significantly more than chance, showing that they
preferred items in which Attested Harmony was not violated. However, when presented
with Type (iii) choices, participants chose at chance, demonstrating that they had no
preference between items that violated First-Last Assimilation and those that did not. This
shows that they failed to learn First-Last Assimilation when trained on the pattern, which
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would be expected from a categorical restriction banning the acquisition of phonological
patterns that are more complex than TSL.32

Figure 27. Results from Figures 2-4 in Lai (2015). The x-axis shows which pattern
participants were trained on (control condition participants underwent no training). Type
labels are mine, with “FL” standing for First-Last Assimilation, “AH” for Attested
Harmony, and “*” indicating an option not being allowed in a given pattern. Note that Lai
(2015) used the term “Standard Harmony”/“SH” for the pattern I’m calling “Attested
Harmony”/“AH”.

Lai (2015) had a third condition, which she called the “control” condition. This involved training
participants on neither a First-Last assimilation pattern, nor an Attested Harmony one and then giving them
the same forced choices as participants in the other two conditions. This was meant to test whether humans
were biased toward answering the forced choices in a way that would confound the experiment results. Since
the control condition results were not significantly different than zero, there is no evidence that such a bias
exists.
32
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Avcu (2018) ran another multilanguage experiment to test for a bias against
First-Last Assimilation. Participants received the same training as Lai’s (2015) study, but
in testing they were asked to make a different kind of choice. Instead of choosing between
two words, participants judged whether they thought each test stimulus belonged to the
language they had been trained on. Since this meant that the test phase consisted of a
stimulus set in which half of the words were grammatical and half were ungrammatical, it
was convenient for Avcu (2018) to analyze participant responses using Signal Detection
Theory (Green & Swets 1966). This analysis provided a measure of how sensitive
individuals were to whether a word belonged to the language they had learned. The results
showed that participants in both language conditions were better than chance at performing
this discrimination task, but that those who learned Attested Harmony performed
significantly better. Since Avcu's (2018) participants were less successful at learning
First-Last Assimilation than its simpler counterpart, these results also support the idea of a
bias toward TSL processes.
3.2.2. Simulations
To see if Seq2Seq models can capture the apparent TSL Bias observed in human learning,
I simulated the experiments in Lai (2015) and Avcu (2018).33 The training and testing data
that the model received were identical to the stimuli used by Lai (2015), except that all
vowels were removed from the model’s representations (as they were irrelevant to the
patterns of interest). Since Lai’s (2015) participants were not exposed to the underlying

33

Thanks to an anonymous reviewer for pointing me toward similar work in the domain of syntax: Ravfogel
et al. (2019) show that a neural network, when trained on data that's ambiguous between an agreement pattern
analogous to First-Last Assimilation and a pattern that involves more local agreement, the network
generalizes in a way that suggests it learned the latter.
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forms for any of the stimuli, all training and testing data for the model assumed that
underlying forms were identical to their corresponding surface forms (i.e. the model was
trained on an SR→SR identity mapping). The training data for First-Last Assimilation and
Attested Harmony are shown in Table 15 and Table 16, respectively. Additionally, the
features used to represent the segments in both patterns are shown in Table 17.
Table 15. Training data for First-Last Assimilation language in the simulations of Lai
(2015).
Underlying Representation
/ʃskʃ/
/sʃks/
/ʃksʃ/
/skʃs/
/ʃʃkʃ/

Surface Representation
[ʃskʃ]
[sʃks]
[ʃksʃ]
[skʃs]
[ʃʃkʃ]

Table 16. Training data for Attested Harmony language in the simulations of Lai (2015).
Underlying Representation
/ʃʃkʃ/
/ssks/
/ʃkʃʃ/
/skss/
/ʃʃkʃ/

Surface Representation
[ʃʃkʃ]
[ssks]
[ʃkʃʃ]
[skss]
[ʃʃkʃ]

Table 17. Features and segments used in Lai (2015) simulations.
s
ʃ
k

[anterior]
+
−
−

[sibilant]
+
+
−

All simulations consisted of 15 repetitions with the same training data and
randomly initialized weights at the start of learning. Training lasted for 300 epochs (i.e.
passes through the full data set), with batch sizes of 1 (i.e. online training), and Adam
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optimization (Kingma & Ba 2014) minimizing the model’s loss. The loss function used
was the sum of binary cross-entropy over all of the features in the output.
At each epoch of training, the model’s cross entropy and accuracy were measured.
Accuracy was estimated by feeding the model each of the underlying forms in the training
data and sampling from the probabilities it produced in the output to create surface forms.
The model’s accuracy at a given epoch represented the proportion of surface forms that
were perfectly produced in that epoch’s sample. Learning curves showing both of these
metrics are given in Figure 28.

Figure 28. Learning curves for First-Last Assimilation and Attested Harmony in the
simulations of Lai (2015). Chance performance for the plot on the right would be
considerably lower than 0.1, since the model assigns probabilities to each feature value in
each segment. Colored regions show 95% confidence intervals.
The curves above show that Attested Harmony is learned consistently faster than First-Last
Assimilation. This difference is significant for considerable portions of learning in both the
model’s loss and accuracy. These results are most comparable to those reported by Avcu
(2018), since the model’s performance is higher than chance for both patterns, but
significantly better for Attested Harmony.
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To compare the model’s learning to the results in Lai (2015), the network was given
a forced-choice task similar to the one described in §3.1.2. However, since the patterns
here were phonotactic (rather than mappings), there was no shared UR between the two
choices. That is, the conditional probability that the model assigned to each choice was just
a normalized probability for each of the two SRs mapping to themselves, as shown in
Equation (4):

𝑝𝑟(𝑆𝑅1 → 𝑆𝑅1 |𝑐ℎ𝑜𝑖𝑐𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑆𝑅1 & 𝑆𝑅2 ) =

𝑝𝑟(𝑆𝑅1 → 𝑆𝑅1 )
𝑝𝑟(𝑆𝑅1 → 𝑆𝑅1 ) + 𝑝𝑟(𝑆𝑅2 → 𝑆𝑅2 )

(4)

The relevant conditional probabilities were averaged over stimulus types and repetitions,
and are shown in Figure 29 and Figure 30 for the model that was trained on First-Last
Assimilation and the model that was trained on Attested Harmony, respectively.

Figure 29. Forced choice probabilities at each epoch in learning for the First-Last
Assimilation language. Colored regions show 95% confidence intervals.
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Figure 30. Forced choice probabilities at each epoch in learning for the Attested
Harmony Language. Colored regions show 95% confidence intervals.
These results show that the Seq2Seq model, like the human participants in Lai
(2015), behaved in a way that was consistent with Attested Harmony, even when trained
on data that unambiguously followed the First-Last Assimilation pattern. That is, regardless
of the model’s training data, it chose at chance between words that were banned by Attested
Harmony, even when one of those words adhered to First-Last Assimilation.34 This is
shown in the results for Choice Type (iii). By itself, this only shows that the model did not
learn First-Last Assimilation. However, Choice Types (i) and (ii) both show that the models
acquired Attested Harmony, since words adhering to this pattern are consistently given
more probability than words banned by it (although note that toward the end of learning,
the model trained on the attested pattern begins to choose at chance in all three of the choice
types—this could be due to the model overfitting later in learning for this model, since the

34

While presumably the model could eventually learn First-Last Assimilation when trained on that pattern,
this does not occur in the 300 epochs shown here. Instead, the model seems to have learned Attested Harmony
in the meantime. For more on why this might be the case, see §3.4.1.
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pattern is easier to acquire). To show these results in a way that is more visually comparable
to the results reported in Lai (2015), the model’s estimates for the 100th epoch in each
language, which was a relatively representative point in each language’s learning curve,
are shown in Figure 31.

Figure 31. Forced choice probabilities for the 100th epoch of training in both the First-Last Assimilation
language and the Attested Harmony Language. Dashed line shows chance and error bars show 95%
confidence intervals.

3.3.

Sour Grapes Harmony

3.3.1. Background
Sour Grapes Harmony differs from the previous two patterns in that it requires the presence
of blockers. In standard, attested harmony patterns, blocker segments stop the spreading of
whatever feature is harmonizing. For example, if a left-to-right sibilant harmony pattern
was blocked by [k], the underlying representation /saʃakaʃ/ would map to [sasakaʃ], since
[k] would prevent the [+anterior] feature value from spreading to the right-most [ʃ].
Crucially, in a standard pattern, the /ʃ/ to the left of the blocker is still harmonized. In Sour
Grapes, blockers can cause feature spreading to not happen at all (Bakovic 2000, Wilson
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2003). That is, a left-to-right Sour Grapes pattern would faithfully map /saʃakaʃ/ to
[saʃakaʃ], because the [k] would prevent any spreading of [+anterior] in any sibilants to its
left and block spreading from continuing to its right.
When no blockers are present, Sour Grapes Harmony behaves like Attested
Harmony—that is, words like /saʃaʃa/ would map to [sasasa]. This means that as a
phonotactic pattern (i.e. a pattern restricting possible SRs), Sour Grapes is more permissive
than Attested Harmony, since it allows all of the surface forms that are grammatical in
Attested Harmony, as well as words with disharmonic sequences that occur to one side of
a blocking segment. This is illustrated in the Venn diagram in Figure 32, for the left-to-right
sibilant harmony mentioned above.

Figure 32. Venn diagram demonstrating the SRs that are grammatical in Sour Grapes and
Attested Harmony, when [anterior] is the feature being spread from left to right. Bulleted
items describe the words that are grammatical in each language, with descriptions outside
of both circles being banned by both patterns. For examples of each of these types from my
experiment, see Table 18 and Table 19.
Sour Grapes is predicted by a number of constraint-based theories of long distance
assimilation (Bakovic 2000, Wilson 2003), despite being more complex than TSL (Lamont
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2019a) and unattested in natural language (Wilson 2003). The complexity of Sour Grapes,
compared to standard vowel harmony, is shown in Figure 33.

Figure 33. The Subregular Hierarchy, with the complexity of Sour Grapes and Attested
Harmony shown.
The learnability of Sour Grapes relative to attested harmony patterns has also been
explored in experimental work, however the results from these experiments have been less
conclusive than the studies on Majority Rule and First-Last Assimilation. Finley (2008)
attempted to train participants on mappings that were ambiguous between Sour Grapes and
Attested Harmony. However, her participants were unable to learn either pattern—possibly
because the presence of blockers and morphological alternations introduced too much
complexity into the learning task. Lin and Myers (2010) attempted to train participants on
both Sour Grapes and Attested Harmony phonotactic restrictions. They then compared the
participant accuracy in these two conditions and found a marginal difference between the
two. However, this marginal difference suggested that Sour Grapes was easier to learn than
Attested Harmony—the opposite of what a TSL bias would predict. In §3.3.2-3.3.4, I
present a novel experiment that demonstrates participants being sensitive to a Sour Grapes
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pattern, suggesting that categorical restriction against learning this pattern might not exist
in phonological learning.
3.3.2. Experiment Design
To test whether humans have a preference against Sour Grapes patterns (as a TSL Bias
would predict), I designed an experiment that combined the two previous attempts to find
such a bias (Finley 2008, Lin & Myers 2010). That is, like Finley’s (2008) study, I will be
training participants on data that is ambiguous between a Sour Grapes and Attested
Harmony language (i.e. a surfeit-of-the-stimulus design). However, following Lin and
Myers (2010), I will only be presenting participants with the surface forms of a language—
meaning that they will be acquiring a pattern involving which surface forms are
grammatical instead of a pattern governing phonological alternations.
The use of ambiguous training data is to avoid the null results found by Lin and
Myers (2010). It would be impossible to tell whether their participants successfully learned
Sour Grapes unless they did so with a higher accuracy than Attested Harmony (since a null
result in a comparison of the two language conditions could indicate a number of factors,
such as a sample size being too small). Another possible reason for their null result is that
Sour Grapes is a more permissive phonotactic pattern than Attested Harmony. That is, there
are more words that would be grammatical according to Sour Grapes than according to its
counterpart. This means that, to compare the learnability of the two patterns in a
multilanguage design, one would either have to present participants in the Sour Grapes
condition with more training data, or with less tokens of each different kind of datum. This
confound could have caused Sour Grapes’ learnability to be artificially inflated in their
experiment, eliminating the evidence for any bias against it.
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There are two motivations for using a phonotactic learning experiment rather than
training participants on a full phonological alternation.35 First, Lamont (2019a) and Smith
and O’Hara (2019) showed that Sour Grapes’ complexity as a mapping (i.e. the form it
would take in alternations) is similar in complexity to attested phonological patterns,
meaning that one might not expect any bias against Sour Grapes alternations to exist.
However, as a phonotactic restriction, Sour Grapes is Non-Counting, which is a level of
complexity that is higher than any of the known phonological patterns in natural language.
Additionally, Finley (2008) found that her participants were unable to learn a
harmony pattern with blocking at all, which prevented her from testing participants’
acquisition of Sour Grapes. One reason for this difficulty could have been that participants
were attempting to learn morphological and phonological information simultaneously, and
that this was too much to do in the context of an artificial language learning experiment.
By only teaching participants a phonotactic pattern, with no morphological alternations,
the overall task of acquiring the language will be simplified.
The experiment I describe here consisted of two parts: a training phase and a testing
phase. In the training phase, participants were presented with words that were grammatical
in both Sour Grapes and Attested Harmony. The feature that was harmonizing was [back]
and the vowel inventory of the language consisted of [i], [u], and [a] (with [a] acting as the
blocker for the harmony process). The consonantal inventory was made up of [p], [t], [tʃ],
and [k] and all words adhered to one of the following consonantal templates: [p…t…tʃ],
[k…tʃ…t], [tʃ…k…p], [t…p…k], [p…t…tʃ…k], [k…tʃ…t…p], [tʃ…k…p…t], or

35

For more on the relationship between rules and phonotactics, see (Gorman 2013).
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[t…p…k…tʃ]. All syllables were CV, meaning that all words were either three or four
syllables long.
There were four types of trials in the training phase, each of which was grammatical
in both Sour Grapes and Attested Harmony and conveyed a crucial piece of information
about the pattern being learned. The first trial type was Faithful, which consisted of words
that had at most one [i] or [u], with [a] filling in the rest of the word’s vowel positions.
These words taught participants little about the pattern, and mostly served as fillers in the
experiment. The next two trial types were Harmonic-[i] and Harmonic-[u]. These
presented words that had greater than one [i] (and no [u]’s) or greater than one [u] (and no
[i]’s), respectively. These demonstrated that words with multiple high vowels that agreed
in their value for [back] were allowed in the language. The fourth trial type in training was
Disharmonic, which presented words that had at least one [i] and at least one [u], with an
[a] in between them. These demonstrated the fact that [i] and [u] could both cooccur in a
word, despite their different values for [back], as long as there was an [a] in the middle of
them. Examples from each of the trial types in training are shown in Table 18.
Table 18. Examples of the stimuli presented in the Sour Grapes experiments’ training and
testing phases.
Faithful
Harmonic-[i]
Harmonic-[u]
Disharmonic

Example Stimulus
[tapukatʃa]
[tipikitʃi]
[tupukutʃu]
[tupukatʃi]

Example Stimulus (Vowel Tier)
[a…u…a…a]
[i…i…i…i]
[u…u…u…u]
[u…u…a…i]

The testing phase presented participants with two additional trial types that
examined what pattern participants learned from the ambiguous data in training:
Ungrammatical-Both and Ungrammatical-AH trials. The former trials were ungrammatical
in both Sour Grapes and Attested Harmony, meaning they contained an [iCu] or [uCi]
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without an [a] to the right of the disharmonic sequence. The latter trial type consisted of
words that were only ungrammatical in Attested Harmony. These words also contained an
[iCu] or [uCi] sequence, but there was always an [a] somewhere to the right of it, licensing
this disharmonic string in the Sour Grapes pattern.36 Examples of these additional trial
types are shown in Table 19.
Table 19. Examples of the stimuli presented in the Sour Grapes experiments’ testing phase
that were not present in training.
Ungrammatical-Both
Ungrammatical-AH

Example Stimulus
[tipukutʃu]
[tipukatʃu

Examples Stimulu (Vowel Tier)
[i…u…u…u]
[i…u…a…u]

If participants were able to learn a Sour Grapes pattern in training, then they should
be sensitive to the difference between words in Ungrammatical-AH trials and those that
appear in Ungrammatical-Both trials (and judge the latter as being less grammatical). If
they were able to learn an Attested Harmony pattern, then they should be sensitive to the
difference between words in the four trial types from training and both of the
“Ungrammatical” trial types (and rate the latter group as being less grammatical).
3.3.3. Experiment Methods
The consonantal templates described in §3.3.2 were combined with all of the relevant
vowel sequences to create a pool of possible stimuli. Sets of stimuli were randomly
sampled without replacement for each participant. A transcription for each stimulus was
fed through the text-to-speech software, Tacotron 2 (Shen et al. 2018). to convert the

36

Not all words following this template would be grammatical in a proper Sour Grapes pattern. Technically,
forms like [i…u…i…a] would not be grammatical in either language, since the [u] is surround by [i]’s on
both sides. Forms like these were completely withheld from the experiment—for more on why they are
ungrammatical in Sour Grapes, see Wilson (2003), Smith and O’Hara (2019), and Lamont (2019a).
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transcriptions into .wav files.37 These audio files were the only version of the stimuli that
participants ever encountered, as no orthographic stimuli were used during the experiment.
Participants (N=41) were recruited using Prolific (www.prolific.co) and were paid
$7.50 for their time. The experiment took an average of 29 minutes to complete (UMass
Amherst IRB protocol number 2017-4040). The advertisement on Prolific read:
You will be learning the words of a new, made-up language. At first you'll
participate in a training phase in which you'll hear words, and then be asked to
repeat them. Later there will be a testing phase that will ask you to judge whether
new words sound like they belong to the language of interest.
After agreeing to participate on Prolific, participants were forwarded to the experiment,
which was hosted on Ibex Farm (http://spellout.net/ibexfarm/). The first page of the
experiment presented them with the following instructions (which were mostly a repetition
of the instructions on Prolific), as well as an informed consent form:
In this experiment you will be learning the words of a new, made-up language. At
first you’ll participate in a training phase in which you’ll hear words, and then be
asked to repeat them. Later there will be a testing phase that will ask you to judge
whether new words sound like they belong to the language of interest. Be sure to
be using headphones so that you can carefully listen to each recording. Also,
please use a computer (as opposed to a smart phone) so that all of the audio plays
clearly.
They were then taken to a page that played a non-linguistic audio file, which gave them an
opportunity to ensure their computer’s audio was working properly. Next, the training
phase of the experiment began, which presented 30 stimuli from each of the four training
trial types discussed in §3.3.2, in a randomized order. Each trial began with a page that said

37

Tacotron 2 is text-to-speech software that was originally created to map from English orthography to audio.
For more on the original implementation, see https://github.com/NVIDIA/tacotron2. Thanks to Adam Aji for
fine-tuning the software so that it could take broad phonetic transcriptions as input. Also, thanks to Joshua
Fennell for teaching me how to use this fine-tuned version of Tacotron.
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“Please listen to the following word” and played an audio file of the relevant stimulus. A
new page would then appear that said “Now repeat”, giving participants a chance to repeat
the stimulus out loud. After the training phase, a new set of instructions was presented:
Nice work! You've completed the training phase of the experiment. Next you will
participate in the testing phase. In this phase, you will be asked to judge whether
new words sound like they belong to the language you've been learning.
Be sure to let the full word play before selecting an option. Your response times are
being recorded.
Each trial in testing presented participants with a stimulus and then asked them “Does this
word sound like it could belong to the language?”. They were given the options “Yes” and
“No” and were not given any feedback about their answers. The stimuli in the testing phase
included 5 stimuli for each trial type repeated from training (20 total), 10 novel stimuli
from each of the four training trial types (40 total), and ten novel items from each of the
two testing trial types described in §3.3.2.
At the end of the testing phase, participants answered a post-experiment
questionnaire that asked them the following questions: (1) “How did you approach the
learning task?”, (2) “Please describe what you did”, (3) “How did you approach the test
trials?”, and (4) “What percent of test trials do you think you got right?”. Some
representative examples of their answers to question (1) were “I counted syllables and
listened for specific sounds and combination of sounds”, “Tried to decide if I had heard the
word before”, and “I attempted to used my intuition most of the time”. Questions (2) and
(3) presented participants with different options they could choose, none of which were
mutually exclusive. The proportion of participants who chose each of these options is given
in Table 20. The average answer to Question (4) was 60% (SD=19.45) with most
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participants estimating that they did better than chance (N=28) and a minority judging their
performance to be at chance (N=4) or worse (N=8).
Table 20. Answer statistics for Questions (2) and (3) in the post-experiment questionnaire.
Note that answers were not mutually exclusive, which is why the proportions do not add
up to 1.
Question (2)
Answer
Went by intuition or gut feeling
Tried to memorize the words
Tried to find a rule or pattern
Took notes
Question (3)
Answer
Chose words that sounded similar to the words from other
trials
Chose words that sounded different to the words from other
trials
Chose words that fit a rule or pattern

Proportion
0.585
0.463
0.610
0.000
Proportion
0.854
0.244
0.390

3.3.4. Experimental Results
The proportion of ‘Yes’ responses, by stimulus type, is shown in Figure 34 (where
*SG,*AH represents stimuli from Ungrammatical-Both trials, SG,*AH represents stimuli
from Ungrammatical-AH trials, and SG,AH represents the novel stimuli from all other trial
types38).
On average, participants were least likely to judge stimuli that were ungrammatical
in both Sour Grapes and Attested Harmony (*SG,*AH) as belonging to the language they
had been trained on. They were more likely to judge stimuli that were only grammatical in
Sour Grapes (SG,*AH) as belonging to the language—however, the stimuli with the highest

38

While there was a marginal preference for Disharmonic stimuli that were grammatical in both languages,
there were no significant differences between the different trial types in the SG,AH category.
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likelihood of receiving a “Yes” response from participants were those that were
grammatical in both languages (SG,AH).

Figure 34. Proportion of ‘Yes’ responses in the testing phase of the Sour Grapes
experiment, by stimulus type.
To ensure these differences were unlikely to arise from chance, a logistic regression
was run on the data using the lme4 (Bates et al. 2015) package in R (R Core Team 2016).
The stimulus type of each participant’s response was given to the model using the coding
given in Table 21. This allowed for a comparison of participants’ likelihood of saying
“Yes” to SG,*AH items with their likelihood of saying “Yes” to the other two trial types.
The predictor “*SG,*AH vs. SG,*AH” specifically compared SG,*AH items with
*SG,*AH ones, while the predictor “SG,*AH vs. SG,AH” compared SG,*AH and SG,AH
items. The model was also given random effects of participant and trial number on the
intercept and the two slopes, and its results are shown in Table 22.
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Table 21. Coding for the Sour Grapes experiment.
*SG,*AH
SG,*AH
SG,AH

*SG,*AH vs. SG,*AH
−0.5
0.5
0

SG,*AH vs. SG,AH
0
−0.5
0.5

Table 22. Results from the logistic regression in the Sour Grapes experiment.
Predictor

Intercept
*SG,*AH vs. SG,*AH
SG,*AH vs. SG,AH

Estimate

Std. Error

z-value

p-value

1.22
0.89
0.82

0.24
0.18
0.16

5.04
4.82
5.28

4.71e−07***
1.47e−06***
1.32e−07***

Both predictors in this model were found to be significant (p<.0001 for both), meaning that
the observations about Figure 34 discussed above were unlikely to have arisen from
chance. Specifically, SG,*AH items were significantly more likely to get “Yes” responses
from participants than *SG,*AH stimuli, but significantly less likely to get “Yes” responses
than SG,AH items. These results show that while participants were sensitive to both the
Sour Grapes and the Attested Harmony patterns.39 This is not the result that one would
expect from a TSL bias, since Sour Grapes is at a higher level of the Subregular hierarchy.40
3.3.5. Simulations
This subsection tests the Seq2Seq model to see how well it captured the human behavior
described above. As in the experiment, the simulations in this section used training data

39

One possibility is that participants were learning a simpler pattern that allowed them to appear to be
sensitive to Sour Grapes. For example, accepting any word that either harmonized its vowels or contained a
blocker anywhere in its set of segments. This would be lower on the Subregular Hierarchy than Sour Grapes,
but would still cause a higher acceptance rate for SG,*AH items than for *SG,*AH items. I leave exploring
this possibility to future work.
40
While this chapter is primarily concerned with explaining synchronic biases in phonological learning, the
lack of evidence for a bias against Sour Grapes in both this experiment and Lin and Myers’ (2010) study does
raise the question of why Sour Grapes is unattested in phonological typology. One possibility is that the
learners of a real-world Sour Grapes pattern might also assign less probability to words that are only
grammatical in Sour Grapes (as the experiment participants did here). Such a gradient preference away from
these words might make the pattern less diachronically stable.
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consisting of SRs that would be grammatical in both Sour Grapes and Attested Harmony
patterns that spread the feature [back] from left to right. Consonants were removed from
all words, since they were irrelevant to the pattern of interest, meaning that the only
segments present were [a], [i], and [u]. Ten separate datasets were randomly produced in
the same manner as the experiment’s training phase and the model was trained for 14
separate runs on each dataset, with randomly initialized weights at the beginning of each
run.
Since the experiment participants were not given any information about words’
URs, all URs were identical to their SRs in the model’s training data (i.e. the network was
trained on an identity mapping, as in §3.2.2). Training lasted for 100 epochs, with batch
sizes of 1 (i.e. online learning), and Adam optimization (Kingma and Ba, 2014) minimizing
the model’s loss. Loss was the binary cross entropy between the model’s probability for
each feature in the SR at each timestep and the actual value for that feature in training.
At each epoch, the model was tested on data that was randomly constructed in the
same way as the stimuli in the experiment’s testing phase. As in the experiment, each
testing datum belonged to one of three groups: novel words that were grammatical in both
languages (SG,AH_novel), novel words that were only grammatical in Sour Grapes
(SG,*AH_novel), and novel words that were grammatical in neither language
(*SG,*AH_novel). At each epoch of training, the model was tested to see how much
probability it assigned to each of these testing data, and the average probability for each
group of data at each epoch is shown in Figure 35.
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Figure 35. Average probability for each group of testing data, across all repetitions, while
the model was trained on a language ambiguous between Sour Grapes and Attested
Harmony. Colored regions show 90% confidence intervals.
The model consistently treated words that were grammatical in both Sour Grapes and
Attested Harmony (SG,AH) as being significantly more probable than both of the other
kinds of test data. Additionally, words that were grammatical in only Sour Grapes
(SG,*AH) were judged to be significantly more probable than words that were not
grammatical in either language (*SG,*AH). These results match the human behavior
described in §3.3.4, suggesting that the Seq2Seq model generalized in a way that was
similar to the human judgments.
As in §3.1.2, the model was also run on unambiguous data for both languages (i.e.
a multilanguage design) to further investigate whether the Seq2Seq model is biased against
patterns that are not TSL. The training data for these simulations were constructed similarly
to the simulation described above: training words identical in form to the stimuli described
in §3.3.2 (except with no consonants) were randomly created. There were 10 such
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randomly produced sets of data for each language (Sour Grapes and Attested Harmony,
abbreviated SG and AH below), with each set consisting of multiple stimulus types.
In the Attested Harmony language, there were 24 words in each of the following
categories: Faithful, Harmonic-[i], Harmonic-[u], and Disharmonic (as described in
§3.3.2). In the Sour Grapes language, there was one additional category: words that were
grammatical in only in the Sour Grapes pattern (Ungrammatical-AH above). This category
had 24 words in it, but to ensure that total number of training data was equal across the
languages, the Harmonic-[i] and Harmonic-[u] trial types only had 12 words each for the
Sour Grapes pattern. While this presented a confounding factor between the two languages,
such a confound is inevitable when dealing with a direct comparison between Sour Grapes
and Attested Harmony, since the words that are grammatical in the latter are a proper subset
of the words that are allowed in the former.
The results in Figure 36 show the models’ loss and accuracy at each epoch,
averaged over all ten runs in each of the two languages. These plots show that the model
doesn’t have a strong bias for either Sour Grapes or Attested Harmony. The difference
between these learning curves is marginal throughout learning, so no clear bias seems to
exist when the model is trained on unambiguous data. This could explain the null result in
Lin and Myers’ (2010) experiment, since testing the model at any of these epochs in
learning would produce similarly null statistical results.
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Figure 36. Learning curves for the model when it was trained on unambiguous versions
of Sour Grapes (SG) and Attested Harmony (AH), averaged over all runs. Loss is the sum
of the binary cross entropy of each feature at each timestep in the output.
3.4.

Discussion

3.4.1. Why can the Seq2Seq model capture these biases?
In this chapter, I showed that the apparent FLT-related bias observed in past artificial
language learning experiments could be modeled by a recurrent neural network with no
FLT-based restrictions built into its architecture. But the question of why these biases exist
has not been addressed. One reason for the model’s bias against Majority Rule Harmony
could be its inability to count. Weiss et al. (2018) showed that GRU hidden layers prohibit
a model from acquiring the ability to count—since Majority Rule Harmony requires
counting the occurrences of a particular feature value in the input, this could explain the
model’s preference for learning an Attested Harmony pattern in the face of ambiguous
data.
Another relevant finding is the locality bias (sometimes also called “sequentiality”;
Battaglia et al. 2018) present in all recurrent network architectures. This is a bias for
patterns that involve local dependencies, originating from the fact that recurrent
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connections have a finite amount of memory with which to store information across time.41
Since First-Last Assimilation involves non-local dependencies (i.e. two arbitrarily distant
first and last segments), the network could have trouble keeping track of the relevant
feature values in its recurrent connections throughout the entirety of a word.
A similar explanation could exist for the model’s behavior in the Sour Grapes
simulations. Since long-distance dependencies are more difficult for the neural network to
keep track of, it could have been basing its output probabilities on local bigrams of vowels.
For most of the data, this would be a useful strategy, since the number of harmonic bigrams
in a word would be predictive of whether that word was in the training data. Since items
that are only grammatical in Sour Grapes have more harmonic vowel bigrams than
*SG,*AH items and less harmonic vowel bigrams on average than SG,AH items, this could
explain the model’s pattern of results.
3.4.2. Conclusions
Past work has suggested a categorical restriction in the phonological grammar against
learning patterns more complex than certain Subregular regions of the Chomsky Hierarchy
(Heinz & Idsardi 2013). Evidence for this hypothesis included a series of experiments that
showed humans being affected by an apparent TSL-based bias (Finley & Badecker 2008,
Lai 2015, Avcu 2018).
The results in this chapter challenged this claim in two ways. First, I showed that a
Seq2Seq neural network with the expressive power to represent Supragregular patterns was
able to capture the same biases observed in human learning. This showed that it is not

41

This is related to the issue of vanishing gradients (Bengio, Simard, & Frasconi 1994).
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necessary to place a categorical restriction on what kinds of patterns a phonological model
can learn in order to explain such learning biases. Additionally, I presented novel
experiment results demonstrating that my participants were sensitive to a pattern that was
more complex than TSL—another pattern of behavior that was mirrored in the learning of
a Seq2Seq network.
Taken together, these results suggest that while FLT can be useful for describing
phonological typology, an explicit bias for TSL patterns might not need to be built into
models of phonological learning.
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CHAPTER 4
4.

REDUPLICATION42

Nit-wit? Higgledy-piggledy? Mish-mash? Lulu, stop that flip-flop chitter-chatter or
you'll be in double trouble! (Clements 2011 p. 4)

Reduplication is a pattern in which all or part of a word is copied to express some change
in meaning. For example, English has a process called Shm-Reduplication (e.g. “pizzashmizza”; Nevins & Vaux 2003), in which every segment after a word’s initial sequence
of consonants is copied, given a [ʃm] prefix and attached to the end of the word.
Identity-based linguistic patterns like reduplication have been used as evidence for explicit
algebraic variables in models of cognition (Marcus 2001, Berent 2013)—something that
neural networks often lack. For example, Shm-Reduplication could be captured with
variables using a representation like α1βα2, where α represents the parts of the word that
are copied and β represents the [ʃm] sequence.
Marcus et al. (1999) sought to test whether humans used this kind of algebraic
representation when learning reduplication. To do this, they trained infants on patterns of
the form ABB and ABA, where A and B were nonce words made up of a single syllable
each. Marcus et al.’s (1999) participants heard a series of “sentences” made up of such
words (e.g. “li na na” or “ga ti ti”) and were then tested on two kinds of novel stimuli:
sentences that conformed to the repetition-based pattern in the training phase and sentences
that did not. The infants listened longer to novel stimuli that did not conform to the pattern
they were trained on than novel stimuli that did. Marcus et al. (1999) also reported that a
simple recurrent neural network (SRN; Elman 1990) did not learn this pattern in a way that

42

This chapter represents collaborative work with Aaron Traylor and Joe Pater.
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led to human-like generalization, given the data that the infants were exposed to in the
experiment. They attributed this failure to a lack of explicit algebraic variables in the
model, since a representation like this would be blind to individual differences within the
syllables and would generalize to any kind of novel stimulus.43
A number of attempts were made to simulate the results of the experiment without
using such variables (see Endress, Dehaene-Lambertz, & Mehler 2007, Shultz & Bale 2001
for a summary). The majority of these attempts have been dismissed because they either
failed to produce a model that discriminated between novel conforming and
nonconforming items or because the model used a mechanism that was equivalent to
algebraic variables (although see Alhama & Zuidema 2018). These failures to simulate the
results with variable-free models have been taken as further evidence that a symbolic
account of cognition is necessary (Marcus 2001).
However, a number of novel architectures and training techniques for neural
networks have been developed since Marcus et al. (1999) first reported their results. In this
chapter, I show that a Seq2Seq network with dropout is able to successfully capture the
kind of generalization observed in human reduplication. The rest of the chapter is
structured as follows: §4.1 describes past attempts to model reduplication with neural
networks, §4.2 presents results demonstrating that my model can capture Marcus et al.’s
(1999) results, and §4.3 explores the model’s ability to generalize to different kinds of

Note that neural networks’ failure to generalize in this manner is not necessarily due to an inability to
represent such a function. A simple recurrent network could likely represent a function that would generalize
to arbitrarily novel stimuli, however learning such a representation would likely be impossible due to
limitations of both the neural network’s architecture and the learning algorithms used to find its weights
(Tupper & Shahriari 2016).
43
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novel items, using Berent’s (2013) scopes of generalization as a metric for the model’s
success. I argue that its ability to generalize matches that which has been observed in
humans.
4.1.

Background

The debate between connectionist and symbolic theories of language has often focused on
the domain of morphology (for example, see Rumelhart & McClelland 1986, Pinker &
Prince 1988). This includes reduplication, where all or part of a word is copied to convey
some change in semantic information. Corina (1991) and Gasser (1993) first modeled
reduplicative processes with recurrent neural networks. Gasser found an SRN to be
insufficient for the task, citing the architecture’s need for “a variable of a sort” (1993 p.
6).44 To model the process with a neural network, he instead used a feed-forward model
that could discriminate between identical and non-identical pairs of syllables.
Marcus et al. (1999) sought to test how humans learned a reduplicative pattern to
see whether variables were necessary to model their behavior (see Gervain 2014,
Rabagliati, Ferguson, & Lew-Williams 2019 for evidence of the reliability of these results).
To do this, they trained infants on a pattern that resembled natural language reduplication,
in that two out of three syllables in each stimulus were copies of one another. This resulted
in two experimental conditions: infants trained on AAB patterns (e.g. with sequences like
“li li na”) and those trained on ABB patterns (e.g. with sequences like “li na na”). After
being trained on one of the two patterns, infants were tested on a variety of items that used

44

While neural networks are typically variable-free, this does not have to be the case. For discussion on how
to integrate variables into connectionist models, see Marcus (2001) and Smolensky and Legendre (2006).
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novel syllables, as well as novel segments within the syllables. These were either pattern
conforming (e.g. “wo fe fe” for the ABB condition) or pattern nonconforming (e.g. “wo
wo fe” for the ABB condition).
Their results showed that infants looked in the direction of pattern nonconforming
items for significantly longer than pattern conforming ones. They took this to mean that
the nonconforming items were more surprising for their subjects and that the infants had
correctly learned the reduplicative pattern. The final portion of their paper described
simulations that they ran with an SRN in an attempt to model the generalization seen in
their experiment. While they do not describe these simulations in detail, they do report that
the variable-free model failed to mimic the infants’ behavior and, like Gasser (1993),
Marcus et al. (1999) concluded that a recurrent neural network would need variables to
learn reduplication in a human-like way.
Marcus et al. (1999) also tied SRN’s inability to generalize reduplication to another
linguistic phenomenon—compositionality. That is, the ability for words to compose to
make novel meanings. For example, even if a person had no prior exposure to the sentence,
“the bicycling iguana won the game of hop-scotch”, they would be able to compose the
meanings of each word to deduce the meaning of the full sentence. Additionally, even if
the word “iguana” was substituted with a nonce word like “glork”, humans would still be
able to intuit a certain amount of meaning from the sentence. Marcus (1998) demonstrated
that SRNs failed to learn human-like compositionality from linguistic data, and more
modern neural networks still seem to fail at this task (Lake & Baroni 2017), unless explicit
variables are built into their architecture (Korrel et al. 2019).
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A number of attempts have been made to model the Marcus et al. (1999) results
without the use of such explicit variables. Shultz and Bale (2001) summarized a collection
of these attempts and laid out a number of criteria that a model must meet to properly
demonstrate that variables are not necessary for modeling Marcus et al.’s (1999) results
(see also Marcus 1999, 2001). The first criterion that they described was that the model
cannot be trained on any extra data that was made using an algebraic identity function.
Seidenberg and Elman (1999) did not meet this criterion in their simulation of Marcus et
al.’s (1999) experiment because they exposed their SRN to pretraining that mapped
sequences of syllables to an indicator of whether or not each syllable was identical to its
predecessor. After the model was familiarized with this identity-based information, it was
able to correctly generalize a reduplicative pattern. Since there is no evidence that actual
infants are explicitly trained on identity functions, however, this simulation failed to
provide convincing evidence for variable-free models’ ability to simulate Marcus et al.’s
(1999) experiment.
Another example of this criterion’s relevance is Alhama and Zuidema’s (2018)
Incremental Novelty Exposure. This training technique involves presenting data to a model
in a way that slowly introduces it to increasing amounts of novelty over time. This forces
the neural network to find a more general solution than it might otherwise be biased toward
learning and was shown to enable a neural network to model the Marcus et al. (1999)
results. Unfortunately, this use of Incremental Novelty Exposure does not meet Shultz and
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Bale’s (2001) first criterion, since whatever mechanism creates the increasingly novel data
would need an explicitly algebraic set of instructions to perform its task.45
Shultz and Bale’s (2001) next criterion for a variable-free model was that it could
not have an architecture that explicitly compares the similarity of separate points in time.
Endress et al. (2007) point out that even Shultz and Bale’s (2001) proposed model does not
meet this criterion, since it assumes that there are dedicated, real-valued units representing
each timestep in the input. Since these can act like variables over each input feature, and
since they can be explicitly compared to one another in the model’s hidden layer, they are
no different from variables in regards to simulating the Marcus et al. (1999) results.
The final criterion that Shultz and Bale (2001) discuss is that to generalize in a
human-like way, a model must have more error for pattern non-conforming test items than
for the pattern conforming ones. Christiansen & Curtin (1999) failed to meet this criterion,
since their model could only differentiate between these two stimulus groups in a way that
assigned more error to pattern-conforming items.
Numerous other attempts were made to model Marcus et al.’s (1999) results,
however Shultz and Bale (2001) and Endress et al. (2007) argue that none of them truly
meet these three criteria. Endress et al. (2007) go on to discuss a successful attempt by
Altmann (2002) to model the experimental results without variables, but show that
Altmann’s (2002) model is unsuccessful given the majority of sampled initial weightings,
and that the model makes an incorrect prediction regarding different types of

45

Alhama and Zuidema (2018) also test a model without Incremental Novelty Exposure and find similar
results to those presented in §4.2.1. We leave exploring the differences between their model and ours to future
work.
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nonconforming test items (i.e. items that followed an AAA pattern, where all three
syllables in a sequence are identical).
4.2.

Modeling Marcus et al. (1999)

The simulations in this section all use an implementation of a Seq2Seq network with LSTM
hidden layers, no attention (Bahdanau, Cho, & Bengio 2014), and relatively a high
probability of dropout (Srivastava et al. 2014). Dropout is a method that helps neural
networks generalize correctly to items outside of their training data. When using dropout,
a value is chosen between 0 and 1 that represents the probability that any given unit in the
network is “dropped out” (i.e. all of its incoming/outgoing weights are temporarily set to
0). Which units are dropped out is resampled at each weight update during learning, forcing
the model to find a solution that does not depend too heavily on any single unit.
This is illustrated for a simple feed-forward network on the right side of Figure 37. In
this illustration, dropout causes the output units to have an activation of 2, instead of 4,
because a unit in the middle layer is being dropped out and cannot contribute to the
activations in the layer above it. For the simulations presented here, dropout was applied
with equal probability to all layers of the network.

Figure 37. A simple feed-forward network, with and without dropout. Each circle is a
unit and each arrow is a connection. Dropped out units are in grey. Each unit’s output
(before dropout) is denoted by the number inside of it. All connections have a weight of 1
and all activation functions are f(x)=x.
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Another difference between this network and the model described in §1.2 is that this model
outputs vectors of raw feature values, rather than probabilities over possible feature values
(similar to the model described in §2.5.1). To view the software used for the simulations
throughout this chapter, see https://github.com/blprickett/Reduplication-Simulations.
4.2.1. Experiments 1 and 2
In their first two experiments, Marcus et al. (1999) trained infants on ABB and ABA
patterns (e.g. “wofefe” and “wofewo”, respectively) and then measured the infants’
listening times to determine whether they generalized the patterns to novel segments. To
simulate this, I trained my model to predict the third syllable in each experimental item,
based on the first two. For all of the simulations presented in this section, the Seq2Seq
model was given a four-segment input representing the first two syllables and asked to
produce a two-segment output representing the third syllable (as illustrated in Figure 38).
There were 11 units in each of the 4 hidden layers. The model was trained using
RMSProp (Tieleman & Hinton 2012), with the default hyperparameter values used in
Keras (Chollet 2015). The probability of dropout was .85 (all hyperparameters were chosen
after a small amount of pilot testing before running my final simulations) and the loss that
the model was trained to minimize was mean squared error (MSE). MSE was calculated
by going through each feature in the model’s predicted output, squaring the difference
between the predicted value of this feature and the correct value, and averaging across all
of these squared differences.
In addition to being trained on the same items as Marcus et al.’s (1999) subjects
(i.e. trisyllabic words that followed either an ABB or ABA pattern), the model also went
through a pretraining phase meant to familiarize it with the syllables used in the
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experiment. Preliminary simulations that were run without this pretraining failed to
reproduce the kind of generalization observed in the experiment. The pretraining can be
thought of as simulating the experience that the infants would have had with English
syllables prior to participating in the experiment (since all of the syllables that were used
are attested in English). Unlike Seidenberg and Elman (1999), there was no identity-based
information in this pretraining, meaning that it did not violate the first criterion laid out by
Shultz and Bale (2001). Each learning datum in pretraining was a set of two randomly
sampled syllables that mapped to another randomly chosen syllable. After being trained on
1,000 of these randomly produced data for 1,000 epochs (i.e. full passes through the data)
with batches of size 50 (i.e. the model made weight updates based on the average error on
50 data), the model’s decoder weights were set back to their original value (with the
encoder weights being preserved) and the experiment simulation began.
Segments were represented using vectors of 11 feature values, based on standard
features used in phonological theory. These features, along with the segments from Marcus
et al.’s experiments that they describe, are given in Table 23.

Figure 38. Illustration of Seq2Seq architecture modeling one of the stimuli in Marcus et
al.’s (1999) experiments. Each box containing a transcribed sound represents a single
timestep.
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Table 23. Input and output features used in my simulations of Marcus et al.’s (1999)
experiments. Positive, negative, and zero feature values correspond to [+], [−], and
unmarked feature values used in standard phonological theory, respectively. Feature
abbreviation key: sl.=syllabic, sn.=sonorant, vc.=voice, cr.=coronal, ct.=continuant,
lb.=labial, vl.=velar, an.=anterior, hi.=high, lo.=low, and bk.=back.
Sound
[p]
[b]
[t]
[d]
[k]
[g]
[f]
[dʒ]
[l]
[w]
[a]
[i]
[o]
[e]

[sl.]
−1
−1
−1
−1
−1
−1
−1
−1
−1
−1
1
1
1
1

[sn.]
−1
−1
−1
−1
−1
−1
−1
−1
1
1
1
1
1
1

[vc.]
−1
1
−1
1
−1
1
−1
1
0
0
0
0
0
0

[cr.]
0
0
1
1
0
0
0
1
1
0
0
0
0
0

[ct.]
−1
−1
−1
−1
−1
−1
1
−1
0
0
0
0
0
0

[lb.] [vl.] [at.] [hi.] [lo.] [bk.]
1
0
0
0
0
0
1
0
0
0
0
0
0
0
1
0
0
0
0
0
1
0
0
0
0
1
0
0
0
0
0
1
0
0
0
0
1
0
0
0
0
0
0
0
−1
0
0
0
0
0
1
0
0
0
1
1
0
1
−1
1
0
0
0
−1
1
1
0
0
0
1
−1
−1
0
0
0
−1
−1
1
0
0
0
−1
−1
−1

The model was then trained for 500 epochs (again, with batches of size 50) on a
dataset that contained three copies each of the items from Marcus et al.’s (1999) training
phase. A new random ordering of these data was sampled for each simulation. At the end
of this training, the model was tested on a dataset that contained three copies each of the
appropriate test items. Testing involved feeding the model a set of prespecified input values
and comparing the model’s resulting output values to the correct outputs (this comparison
is reported using MSE). I used the MSE values obtained from these tests as a dependent
variable to compare to the infant listening times reported by Marcus et al. (1999). The
results for 200 simulations46 (50 per condition, per experiment) are shown below, along

46

To avoid p-hacking, we ran numerous pilot tests to gauge how many simulations were necessary to gain
statistical significance. After the pilots, we reran all 200 simulations and ran all t-tests on these new results.
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with the results reported by Marcus et al.’s (1999) 32 subjects (8 per condition, per
experiment).
Table 24. Results from my simulations and the corresponding experiments in Marcus et al.
(1999). All MSE values are rounded to the nearest hundredth and averaged across runs.
Values in parentheses show standard error of the mean.
Average MSE (SE)
Conf.
Nonconf. t(99)
Exp. 1
Exp. 2

0.49
(0.01)
0.67
(0.01)

0.52
(0.01)
0.68
(0.01)

p

−2.8 <.01*
−3.3 <.01*

Average listening time (SE)
Conf.
Non
F(14)
p
conf.
6.3
9.0
25.7 <.01*
(0.65)
(0.5)
5.6
7.35
25.6 <.01*
(0.47)
(0.7)

The results in Table 24 demonstrate that the model, like the infants, differentiates between
conforming and nonconforming items in the test data. After running paired t-tests on the
MSE values, both Experiment 1 (t[99]=−2.8, p=.003) and Experiment 2 (t[99]=−3.3,
p=.0006) showed significantly lower MSE for conforming test stimuli than for
nonconforming ones.47 This means that the nonconforming stimuli were predicted more
poorly by the model, meeting the final criterion laid out by Shultz and Bale (2001).
One major difference between Marcus et al.’s (1999) results and those produced by my
model is their respective effect sizes. I do not find this difference troubling, since their
subjects’ learning could have been aided by the various instances of repetition present in
their prior linguistic experience. Examples of this are common in both infant-directed
speech (Ferguson 1964, Mazuka, Kondo, & Hayashi 2008) and adult English (Nevins &
Vaux 2003, Ghomeshi et al. 2004, Štekauer, Valera, & Körtvélyessy 2012). For example,
many words directed toward infants (such as “mama” and “choochoo”) contain repetition

47

Following Marcus et al. (1999), we combined results from both the ABB and ABA conditions in each
experiment, however both groups showed qualitatively similar results.
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that could be considered an ABB pattern (since two adjacent syllables repeat). Similarly,
Shm-Reduplication (Nevins & Vaux 2003) could be represented as an ABA pattern, with
the B representing the [ʃm] sequence and the A’s representing the copied material.
I tested the hypothesis that infants might be aided by this native-language reduplication
by running another set of simulations in which I added ABB and ABA conforming words
to the model’s pretraining. I varied the percentage of the pretraining that contained these
reduplicative words to see if more reduplication in pretraining changed the effect size when
simulating the experiments. Additionally, I added a feature to represent the semantic
information that would be associated with this repetition. In pretraining, this semantic
feature was always −1 when words followed an ABA pattern and 1 whenever words were
ABB. When simulating the experiment, this feature was always 0 (to represent the lack of
meaning associated with the experimental stimuli). All other hyperparameters were the
same for these simulations, and the results from them are shown in Figure 39.

Figure 39. The effect of reduplication in pretraining on the effect size of the results. Each
datapoint represents the average difference between the MSE of conforming and
nonconforming items, over 100 repetitions. Half of the simulations were in the ABB
experiment condition and half were in the ABA condition.
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This figure shows that the more repeating items that were added into the model’s
pretraining, the larger its effect size became when simulating the experiment. This provides
support for the hypothesis that the infants’ large effect size in the Marcus et al. (1999) study
could be the result of the repetition that they had already been exposed to in English.
4.2.2. Experiment 3
Marcus et al.’s (1999) third experiment required a different set-up than my previous
simulations. In this experiment, infants were trained on either an ABB pattern or an AAB
pattern. This was designed to ensure that the infants had not simply learned to expect
changes across syllable boundaries in the ABA condition, and a lack of such change in the
ABB condition. However, as pointed out by Endress et al. (2007), this means that the
problem can no longer be modeled as a mapping from the first two syllables to the third,
since the model would have no way of predicting the third syllable in AAB sequences.
To overcome this issue, I designed a new kind of simulation in which the model’s
input included three syllables, but the middle syllable in the input was represented by two
empty segments (i.e. segments that had a value of 0 for every feature). The output of the
model was a single syllable that was intended to represent the material that the empty
syllable was supposed to include. This is illustrated in Figure 40. Since the second syllable
is predictable in both the AAB and ABB conditions, given the other two syllables, this
allowed me to test the model on a mapping that was relevant to the design of Experiment
3, while still maintaining the sequential nature of the input that the participants would have
had in the experiment.
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Figure 40. Illustration of mappings in Experiment 3’s simulations. The “?” symbol
represents an empty segment.
For pretraining in these simulations, the model was trained to map two randomly
chosen syllables with an empty syllable in between them to another randomly chosen
syllable. After this pretraining, as in the previous simulations, the decoder’s weights were
set back to their initial values. To simulate the experiment’s training phase, the models
were then trained on a data set as described in the previous section. The test phase was
similar to those described in §4.2.2, except for an additional kind of test item. This
additional type of test was designed to simulate the AAA stimuli in Endress et al.’s (2007:
Appendix A) replication of Marcus et al.’s (1999) third experiment. Endress et al. (2007)
included these stimuli in the test phase to explore a prediction made by Altmann’s (2002)
model. That model correctly predicted a preference for conforming stimuli over Marcus et
al.’s (1999) nonconforming ones, however it predicted an even stronger preference for
stimuli that followed an AAA-style pattern. That is, stimuli such as “wo wo wo”, where all
three syllables are the same.
Endress et al. (2007) showed that when a replication of Marcus et al.’s (1999) third
experiment was run that tested participants’ preferences for this kind of stimulus, humans
still preferred items that conformed to the reduplicative pattern they were trained on. To
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ensure that the interpretation of my model’s results does not fall into the same trap as
Altmann’s (2002), I tested it both on the Marcus et al. (1999) style of nonconforming
stimulus (i.e. AAB for the ABB pattern and ABB for the AAB pattern) as well as the
Endress et al. (2007: Appendix A) test items (i.e. AAA). The results from 20 such
simulations (10 in each condition) are given in the tables below, in addition to the results
from Marcus et al.’s (1999) experiment.
Table 25. Results for the Experiment 3 simulation, compared to Marcus et al.'s (1999)
results. Values in parentheses show standard error of the mean.
Average MSE (SE)
Conf.
Nonconf. t(99)
.56 (.01)
.57 (.01) −2.30

p
.016*

Average listening time (SE)
Conf.
Nonconf.
F(14)
6.4 (0.4) 8.5 (0.5)
40.3

p
<.001*

Table 26. Results comparing Endress et al.'s (2007) conforming (AAB/ABB) and
nonconforming stimuli (AAA). Values in parentheses show standard error of the mean.
Conforming
.56 (.01)

Average MSE (SE)
AAA
.57 (.01)

t(19)
−2.22

p
.01933*

These simulations show that my model can predict the results of Marcus et al.’s (1999)
third experiment, as well as Endress et al.’s (2007) partial replication of that experiment.
The model’s MSE was significantly higher for both the standard nonconforming items
(t[19]=−2.30, p=.01635), as well as the AAA nonconforming ones (t[19]=−2.22,
p=.01933).
4.3.

Exploring the model’s scope of generalization

In §4.2, I demonstrated the Seq2Seq model’s ability to simulate Marcus et al.’s (1999)
experiment results, despite its lack of variables. However, these results only paint a partial
picture of how well the model is able to generalize reduplication. Marcus et al. (1999)
tested infants on words that used segments that were completely novel in the context of the
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experiment (i.e. they were not present in the words that infants were trained on), however,
all of the segments in the experiment were present in English, which means that the infants
would have had a considerable amount of experience with them. I simulated this experience
in my models using randomly produced pretraining, meaning that the model never needed
to generalize reduplication to completely novel phonemes.
To better understand how well my model can generalize to data that it has not been
exposed to at all (i.e. data outside of the model’s training space), I structured the
simulations in this section to map a single syllable (e.g. “ba”) to two copies of itself (e.g.
“baba”).48 I then tested how well the model generalized this mapping when given withheld
data at various levels of novelty. To do this, I followed Berent’s (2013) proposal regarding
the scopes of generalization that are possible for such reduplicative patterns. I summarize
the three scopes here, and then in §4.3.1-4.3.3, I explain the series of simulations I ran to
determine which scope best describes my model’s performance.
The simplest form of generalization that Berent (2013) discussed is to novel
syllables. This is illustrated for a reduplicative pattern in the table below, with the grey
cells representing the input syllables seen in the training data and the bolded syllable being
the input for a test item withheld from training. If a model correctly predicts the mapping
[da]→[dada] after being trained on data that does not include the syllable [da] (but that
does include other syllables containing both [d] and [a]), it would successfully be
performing this scope of generalization. This would demonstrate that the model did not

48

This also resembles natural language reduplication more closely than the Marcus et al. (1999) pattern does.
For example, reduplication in the language Karao which doubles the stem of a word to change the number of
some verbs (e.g. [manbakal] “fight each other, 2 people” → [manbabakal] “fight each other, >2 people”).
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simply memorize individual input+output pairs but doesn’t show that the model has learned
anything more sophisticated than how to copy individual segments. For example, it could
have learned patterns like “if [d] occurs as the first segment in the input, make [d] the first
and third segments in the output.”
Table 27. Example of generalization to a novel syllable. Grey cells represent training data,
bolded items indicate the crucial testing item.
i
e
o
a
p pi
pe po pa
b bi
be bo ba
t
ti
te
to
ta
d di
de do da
The next scope is generalizing to novel segments. As mentioned in §4.2, I represent
segments as vectors of phonological features. When testing this scope, I trained the model
on every relevant value for each feature, but not on all of the possible feature value
combinations. This is demonstrated in Table 28, using the same coloring scheme as above.
In this example, the model is trained on syllables containing [p], [b], and [t], but never sees
[d]. This would give it experience in training with all of the feature values that make up [d]
(since it shares every value but [voice] with [t] and it does share its value for [voice] with
[b]), without ever seeing them together in the same vector. This scope of generalization
demonstrates that a learner is doing more than just memorizing a mapping for each
segment. Instead, if a model generalizes at this level, it has at least acquired a broader
generalization that references specific feature values. For example, it might learn the
generalization “if the first segment in the input is −1 for [voice], make the first and third
segments in the output have a value of −1 for [voice].”
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Table 28. Example of generalization to a novel segment. Grey cells represent training data,
bolded items indicate crucial testing item.
p
b
t
d

i
pi
bi
ti
di

e
pe
be
te
de

o
po
bo
to
do

a
pa
ba
ta
da

Berent (2013) points out that generalization to novel segments would still not
demonstrate that a model has learned a full identity-based function. To show this, a model
would need to demonstrate its ability to generalize to novel feature values, which Berent
(2013) calls “across the board” generalization. This is demonstrated in the table below,
where the learner is only trained on oral consonants (i.e. sounds made without nasal
resonance) and then tested on the nasal consonant [n].
Table 29. Example of generalization to a novel feature value. Grey cells represent training
data, bolded items indicate crucial testing item.
p
b
t
d
n

i
pi
bi
ti
di
ni

e
pe
be
te
de
ne

o
po
bo
to
do
no

a
pa
ba
ta
da
na

In the example above, the model has only been exposed to a value of −1 for [nasal] in its
input, so if it generalizes to [na], there is no way it could have learned a pattern that depends
on feature-value-based mappings. Generalization to novel feature values means that a
model has learned that the pattern is independent of any particular feature. For example,
the model could have learned the function α→αα, where α can be any arbitrary string of
sounds.
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To test which scope of generalization my model could achieve, I ran three kinds of
simulations that were more carefully aimed at this question than the Marcus et al. (1999)
experiment: one in which the model was tested on a novel syllable made up of segments it
had seen reduplicating in its training data (§4.3.1), one in which the model was tested on a
syllable made with a segment that it hadn’t received in training (§4.3.2), and one in which
the model was tested on a syllable with a novel segment containing a feature value that
hadn’t been presented in the training data (§4.3.3). None of the simulations described here
used a pretraining phase like those in §4.2.
In the results presented in this section, the set of possible segments and the feature
values representing those segments were randomly produced in each simulation, unless
otherwise noted. Features for these simulations were binary (either −1 or 1), to avoid
ambiguity in interpreting the model’s success. To ensure that each language had consonants
and vowels present in its segment inventory, segments were divided into these two
categories by treating the first feature as [syllabic], i.e. any of the randomly produced
feature vectors that began with −1 was considered a consonant and any that began with 1
was considered a vowel. No randomly produced language inventories were used that
consisted of only consonants or only vowels.
The toy language for any given simulation consisted of all the possible
consonant+vowel syllables that could be made with that simulation’s randomly created
segment inventory (all inventories contained forty segments total, unless otherwise noted).
Crucially, before the data was given to the model, some portion of it was withheld for
testing (see the subsections below for more information on what was withheld in each
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testing condition). The mapping that the model was trained on took a single syllable (e.g.
[ba]) as input and produce two syllables (e.g. [baba]) as output, as shown in Figure 41.

Figure 41. Illustration of mappings in this section’s simulations.
The models were trained for 1000 epochs, with batches that included all of the
training data. There were 18 units in the model’s hidden layer, the probability of dropout
was either 0 or .75,49 and all other hyperparameters were the same as in §4.2 (as in the
previous section, hyperparameters were chosen after a small amount of piloting was
performed). To test whether the model generalized to withheld data at the end of training,
a much stricter definition of success was used than in the Marcus et al. (1999) experiments.
The model was given the relevant withheld item as input, and the output it predicted was
computed using Keras’s “predict()” function (Chollet 2015), which performs a single
forward pass through the network. Since the model is not probabilistic, these predictions
do not vary given the same input and set of connection weights. These predictions were
compared to the corresponding correct outputs (i.e. the reduplicated form of the stem it was
given). If every feature value in the predicted output had the same sign (positive/negative)

49

Multiple dropout probabilities were explored, however only 0 and .75 are shown here. Values less than .75
had similar results to those presented below, while values higher than .75 prevented the model from being
able to correctly learn the mappings from the training data
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as its counterpart in the correct output, the model was considered to be successfully
generalizing the reduplication pattern. However, if any of the feature values did not have
the same sign, that model was considered to have failed at the generalization task.
4.3.1. Generalization to novel syllables
My first set of simulations tested whether the model could generalize to novel syllables. If
the model failed at this task, then it would mean that it was memorizing whole syllables in
the training data, rather than extracting any actual pattern from the mappings it was trained
on. The model successfully reduplicated all of the syllables it had been trained on in all
runs for this condition. Additionally, when no dropout was used, it successfully generalized
to novel syllables in 22 of the 25 simulations (88%). This shows that a standard Seq2Seq
model, with no dropout, can perform generalization to novel syllables, and does so a
majority of the time. Dropout did not have a noticeable effect on the model’s ability to
generalize. When the probability of units dropping out was .75, it again generalized to
novel syllables in 22 of the 25 simulations (88%).
4.3.2. Generalization to novel segments
My next set of simulations tested the model’s ability to generalize to novel segments. If the
model failed at this task, it would mean that it was only learning generalizations that
referred to individual sounds, such as “if [d] is the first segment in the input, make [d] the
first and third segments in the output.” The model successfully reduplicated syllables from
training in 24 of the 25 runs for this condition when no dropout was applied. However, it
failed to generalize to novel segments in the majority of runs, with only 6 out of 25
simulations being successful (24%). This shows that a standard Seq2Seq model, with no
dropout, does not reliably generalize to unseen segments. However, when the probability
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of a unit dropping out was increased to .75, the model successfully reduplicated syllables
from training in all runs and generalized to novel segments in 15 out of 25 runs (60%).
This means that as long as dropout is used in training, the model will achieve this scope of
generalization in the majority of runs.50 This difference between the two dropout conditions
is illustrated in Figure 42.

Figure 42. Difference between dropout with probabilities of .75 and 0 in generalization to
novel segments.
4.3.3. Generalization to novel feature values
My next set of simulations tested the model’s ability to generalize to novel feature values.
Failing at this would mean that the model learned generalizations that depend on individual
features, rather than completely abstract algebraic functions like α→αα. In this condition,
the inventory was designed by hand and always contained 43 segments, in order to more
easily withhold a single feature value. The feature vectors that represented these segments
are given in Table 30. The withheld segment was always [n], with the withheld feature

50

Since dropout is a form of regularization, this increase in generalization is expected—see §4.4.2 for more
on why dropout might be better for reduplication-like functions than other forms of regularization.
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value being [nasal]=1. A variety of other segment inventories were tested, with no changes
in the model’s performance.
Table 30. Input and output features used in the simulations testing generalization to novel
feature values. One class of sounds is excluded from the table to save space—all segments
that are −1 for [sonorant] have a counterpart that is identical, except for having a value
of 1 for [ejective]. Positive feature values correspond to [+] feature values used in
standard phonological theory, while negative values correspond to both [−] and unmarked
feature values. Feature abbreviation key: sl.=syllabic, sn.=sonorant, vc.=voice,
cr.=coronal, ct.=continuant, lb.=labial, vl.=velar, ns.=nasal, ej.=ejective, hi.=high,
ts.=tense.
Sound
[p]
[b]
[t]
[d]
[n]
[tʃ]
[dʒ]
[k]
[g]
[f]
[v]
[s]
[z]
[ʃ]
[ʒ]
[x]
[ɣ]
[w]
[j]
[l]
[i]
[o]
[e]
[u]
[ɪ]
[ɔ]
[ε]
[ʊ]

[sl.]
−1
−1
−1
−1
−1
−1
−1
−1
−1
−1
−1
−1
−1
−1
−1
−1
−1
−1
−1
−1
1
1
1
1
1
1
1
1

[sn.] [vc.]
−1
−1
−1
1
−1
−1
−1
1
−1
1
−1
−1
−1
1
−1
−1
−1
1
−1
−1
−1
1
−1
−1
−1
1
−1
−1
−1
1
−1
−1
−1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1

[cr.]
−1
−1
1
1
1
1
1
−1
−1
−1
−1
1
1
1
1
−1
−1
−1
1
1
−1
−1
−1
−1
−1
−1
−1
−1

[ct.]
−1
−1
−1
−1
−1
−1
−1
−1
−1
1
1
1
1
1
1
1
1
1
1
−1
1
1
1
1
1
1
1
1
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[lb.]
1
1
−1
−1
−1
−1
−1
−1
−1
1
1
−1
−1
−1
−1
−1
−1
1
−1
−1
−1
1
−1
1
−1
1
−1
1

[vl.]
−1
−1
−1
−1
−1
−1
−1
1
1
−1
−1
−1
−1
−1
−1
1
1
1
−1
−1
−1
1
−1
1
−1
1
−1
1

[ns.] [ej.] [hi.]
−1
−1
−1
−1
−1
−1
−1
−1
−1
−1
−1
−1
1
−1
−1
−1
−1
1
−1
−1
1
−1
−1
−1
−1
−1
−1
−1
−1
−1
−1
−1
−1
−1
−1
−1
−1
−1
−1
−1
−1
1
−1
−1
1
−1
−1
−1
−1
−1
−1
−1
−1
1
−1
−1
1
−1
−1
−1
−1
−1
1
−1
−1
−1
−1
−1
−1
−1
−1
1
−1
−1
1
−1
−1
−1
−1
−1
−1
−1
−1
1

[ts.]
−1
−1
−1
−1
1
−1
−1
−1
−1
−1
−1
−1
−1
−1
−1
−1
−1
−1
−1
−1
1
1
1
1
−1
−1
−1
−1

Despite the fact that the model achieved perfect performance on trained syllables,
it was never able to generalize to novel feature values, regardless of whether dropout
probability was 0 or .75. A number of other dropout settings were attempted with no
success at increasing the scope of generalization to this level. This suggests that Seq2Seq
models, regardless of dropout, cannot generalize to novel feature values.
4.3.4. Can humans generalize to novel feature values?
When discussing generalization of reduplicative patterns, Berent (2013) used Hebrew
speakers’ judgments regarding an ABA pattern present in their language’s phonotactics. In
Hebrew, the first two consonants in a word’s stem cannot be identical (i.e. the first three
segments are not allowed to match the pattern ABA, where the B represents a vowel and
the A’s represent a repetition of the same consonant). For example, the word [simem] ‘he
intoxicated’ is acceptable, while the nonce word *[sisem] is not. Berent (2013) reviewed a
number of past experiments that showed speakers generalizing this pattern by having them
rate the acceptability of various kinds of novel words.
The first results Berent (2013) presented were from Berent and Shimron (1997) and
demonstrated Hebrew speakers generalizing to novel words (which would be equivalent to
the “novel syllables” discussed above). These words were made up of segments that were
attested in Hebrew, such as [s] and [m]. Speakers in this experiment rated words with s-s-m
stems (like *[sisem]) as significantly less acceptable than words with s-m-m and p-s-m
stems. This demonstrated that Hebrew speakers were doing more than just memorizing the
lexicon of their language (i.e. that they could extract phonotactic patterns).
The next results that Berent (2013) presented involved Hebrew speakers generalizing
the pattern to novel segments (Berent et al. 2002). The segments of interest were /tʃ/, /dʒ/
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and /w/, all of which are not present in native Hebrew words. Even when these non-native
phonemes were used, Hebrew speakers rated words whose first two consonants were
identical (e.g. dʒ-dʒ-r) as worse than those that did not violate the phonotactic restriction
(e.g. r-dʒ-dʒ). This demonstrated that speakers had not just memorized a list of consonants
that cannot cooccur (e.g. *pp, *ss, *mm, etc.) while acquiring their phonological system,
since this list would not have included sounds that were unattested, like [w].
Finally, Berent et al. (2002) showed that speakers can generalize the *ABA pattern to
the segment [θ], which they claimed represented generalization to the novel feature value
[wide]. However, [wide] is not used in any standard phonological feature theory (e.g.
Chomsky & Halle 1968, Hayes 2011). Using a standard featural representation for [θ], such
as [+anterior, +continuant, −strident], would mean that [θ] does not represent a novel
feature value for Hebrew, since the language contains other, native, [+anterior],
[+continuant], and [−strident] sounds (e.g. [t], [ʃ], and [f], respectively). This is illustrated
in Table 31.
Table 31. Demonstration that [θ] does not represent any novel feature values for Hebrew
speakers when a standard set of features is used. Grey cells represent the crucial feature
values needed to describe [θ] that are present in attested Hebrew sounds.
t
ʃ
f
θ

[anterior] [continuant] [strident]
+
−
−
+
+
+
−
+
+
−
To my knowledge, no experiment has tested humans’ ability to generalize to truly

novel feature values (although, see Berent, Dupuis, & Brentari 2014, Berent et al. 2016 for
claims to the contrary). Such an experiment would be difficult, since children stop reliably
perceiving novel feature contrasts at a relatively young age (see, e.g. Werker & Tees 1983).
146

Because of this, I conclude that my model generalizes in a way that captures the scopes
observed in human behavior thus far: generalization to novel syllables and generalization
to novel segments.
4.4.

Discussion

4.4.1. Summary of results
In §4.2, I showed that a Seq2Seq model without any explicit variables can capture the
results from all three of Marcus et al.’s (1999) experiments. I also demonstrated that unlike
Altmann’s (2002) model, mine does not predict a preference toward AAA items when
trained on AAB and ABB sequences. This means my model can also predict the results
reported by Endress et al. (2007).
I probed my model further in §4.3, more carefully testing which scope of generalization
it could capture when trained on a reduplicative pattern. A summary of these results can be
viewed in Figure 43.

Figure 43. Summary of results for each dropout condition and scope of generalization.
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The findings from this series of simulations showed that even without dropout, a Seq2Seq
model is not simply memorizing mappings for each individual datum, since it was able to
generalize reduplication to novel syllables. I also showed that the model, when using
dropout in training, can reliably generalize reduplication to novel segments. However,
generalization to novel feature values was never achieved, regardless of whether or not
dropout was used.
4.4.2. Future work
There are a number of avenues that present themselves for future work. First of all,
investigating more of the predictions made by the model could yield new kinds of
experimental designs to explore. Additionally, running experiments on humans that test for
generalization of reduplicative patterns to truly novel feature values could help determine
what scope of generalization humans use when learning language. The learning biases
inherent to this model could also yield important predictions. For example, Endress et al.
(2007) and Gallagher (2013) both found that identity-based patterns were easier for
participants to learn than more arbitrary ones, and concluded that explicit variables were
necessary to model this behavior. Testing to see whether Seq2Seq neural networks show a
similar identity bias could be another way of testing whether variables are needed in models
of cognition.
Further investigating why the model succeeds at capturing the data from Marcus et
al. (1999) is another important question to answer. Understanding the representations that
neural networks learn is an active field of research (for example, see Giulianelli et al. 2018,
McCoy, Linzen, & Frank 2018, Li et al. 2015). While a number of the methods that have
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been explored in the past could be applied to the models used here, this would be a
substantial independent undertaking, so I leave it to future work.
While these results show that dropout increases the Seq2Seq model’s scope of
generalization, it remains an open question whether other forms of regularization (such as
an L2 prior) would be successful as this task. One hypothesis for why dropout is helpful is
that it causes certain training data to be indistinguishable from crucial testing data. For
example, if the training set includes the inputs [pa] and [da], but [ta] is withheld, a model
without dropout would not generalize to the novel item because it was never trained on
reduplicating [t]. However, when dropout is applied, in a subset of epochs, the unit
activations distinguishing [t] from [d] could be dropped out. This would allow the model
to learn how to reduplicate a syllable that is ambiguous between [ta] and [da]. While this
would not allow the model to generalize to novel feature values that were never activated
in training, it could provide enough information for generalization to withheld segments.
If this hypothesis is correct, then other forms of regularization may not be as successful at
increasing the model’s scope of generalization. I leave testing these other methods to future
research.
Finally, the question of compositionality should be revisited, given these findings
on reduplication. If neural networks’ ability to model these two phenomena is related, as
Marcus et al. (1999) suggested, then given the right pretraining, a Seq2Seq network with
dropout should be able to learn compositional linguistic patterns. Capturing
compositionality may require testing novel kinds of featural representations, since my
results suggest that novel feature values in the input or output will always be impossible
for the model to generalize to (see Lake & Baroni 2017 sec. 5, for a similar suggestion).
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4.4.3. Conclusions
In the past, it has been claimed that it is impossible for variable-free neural networks to
generalize reduplicative patterns (Marcus et al. 1999, Marcus 2001, Berent 2013). Here, I
presented results showing that a network with no variables (that’s been pretrained on
randomized data) can capture Marcus et al.’s (1999) experimental results. Since my
simulations met all three of the criteria laid out by Shultz and Bale (2001) for a successful
variable-free model, my results challenge the claim that modeling these results is only
possible with a symbolic model of cognition.
I also probed my model’s generalization abilities to determine more precisely what
scope of generalization it was using. I found that it could generalize to novel syllables and
novel segments, but not to novel feature values. This matches the scope of generalization
observed thus far in humans and also explains why pretraining was necessary for my model
to simulate Marcus et al.’s (1999) results.
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CHAPTER 5
5.

CONCLUSIONS

Phonology continues to be a rich and promising domain for connectionist
investigations of language. (Touretzky 1989 p. 14)

5.1.

Summary

This dissertation has presented several simulations designed to test whether a Seq2Seq
model learns phonological patterns in a way that mirrors the biases and generalization of
humans. A variety of phonological phenomena were used as test cases for this question:
interacting processes, harmony patterns of varying computational complexity, and
reduplication. Data from five previous artificial language learning experiments, as well as
two novel ones, was used as a metric for how human-like the neural network’s learning
was. All of these experiments were successfully simulated by the Seq2Seq model,
demonstrating that it has similar biases and generalization to the human participants in
those experiments. These include the maxUtil and transparency biases proposed by
Kiparsky (1968, 1971), the bias away from Majority Rule observed by Finley and Badecker
(2008), the bias away from First-Last Assimilation observed by Lai (2015) and Avcu
(2018), and generalization of reduplicative patterns observed by Marcus et al. (1999) and
Endress et al. (2007).
Several tests were also run on the Seq2Seq network to better understand the internal
representations it acquired while being trained on these artificial languages. For example,
when learning opaque interactions, a network with no attention seemed to represent these
interacting patterns in a way that was similar to Stratal OT (Kiparsky 2000), perhaps
because of the similarities between this constraint-based framework and the Seq2Seq
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network’s architecture. In regards to reduplication generalization, the Seq2Seq network
was tested on all three of Berent’s (2013) scopes of generalization, and was found to
generalize to novel syllables and segments, but not novel feature values. This means that
the network was not learning a truly algebraic function (like α→ αα), but instead a
feature-based mapping, like “if the first segment in the base has a voicing value of −1, the
first segment in the reduplicant should as well”.
5.2.

Limitations

Caveats exist regarding the results summarized above. For example, I lacked the
computational resources necessary to test whether the hyperparameters I used for the
networks were optimal for each task. Knowing whether the model was doing the best that
it possibly could on each pattern could help in understanding why it was able to behave in
a human-like way and whether the human participants in each experiment were also
performing at the best of their ability.
Another issue is that each model was only run on the artificial languages relevant
to each experiment (with the exception being the simulations described in §4.2 which used
a very limited and fairly unrealistic pretraining). The humans that the models were meant
to simulate, however, all had exposure to at least one actual language. Pretraining models
on corpora before testing them on experimental tasks might reveal other ways in which
their phonological acquisition is similar and dissimilar to that of humans.
Finally, artificial language learning studies themselves have some inherent
limitations. Typically, their goal is to understand language learning in the real world and
to answer the question of whether typological trends are due to cognitive biases or the many
other factors that influence language change (Moreton 2008). However, most artificial
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language learning studies are run on adults, either in a lab or online. This kind of learning
is different than language learning in a real-world setting, which often (but not always)
involves infants and rarely takes place in such a controlled environment.
5.3.

Future work

Novel predictions, previously absent from the literature, have been revealed through the
simulations presented here. For example, having the model generalize to novel interaction
types after being trained on transparent and opaque patterns yielded a variety of predictions
from the Seq2Seq and non-neural models that were tested in §2.5. This means that each of
these theoretical frameworks make different predictions for how humans might generalize,
given the same task. Additionally, the Seq2Seq model was shown to have a bias against
learning Majority Rule, not just in the way it generalized from ambiguous data (which was
observed by Finley & Badecker 2008 in their surfeit-of-the-stimulus experiment) but also
in a multilanguage design. That is, when participants are trained on unambiguous
languages representing Majority Rule and a more standard, attested harmony pattern, the
Seq2Seq model predicts that they should learn the attested pattern more quickly. Finally, I
found that the network never generalized reduplication to novel feature values and argued
that no experiment has successfully tested whether humans are able to do this. If an
experiment is designed that presents humans with novel feature values, the Seq2Seq
network predicts that such generalization would be impossible for them. I leave testing
these various predictions to future work.
There are other relevant avenues of research that should be pursued in future work
as well. For example, understanding even more about the representations used by the neural
networks here could reveal valuable information about why they are able to capture the
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human biases and generalization. How to best interpret the representations learned by deep
neural networks is an open question (see, e.g. Alishahi, Chrupała, & Linzen 2019) and as
more methods are discovered for doing this, they should be applied to the kind of networks
and simulations used here so that the success that these models had can be more easily
replicated in other frameworks.
Another avenue for research is understanding how much a priori linguistic
knowledge models like Seq2Seq networks require for learning phonology. While the
networks used here were not given any innate constraints or explicit biases, they were given
standard phonological features at the start of learning. Understanding whether such features
are necessary for capturing human-like phonological acquisition and generalization is an
open question (see, e.g. Mirea & Bicknell 2019, Mayer & Nelson 2020): a number of
artificial language learning experiments that focus on this topic (e.g. Finley & Badecker
2009, Cristia et al. 2013) have not yet been simulated with neural networks.
Features are not the only innate knowledge that the phonological literature has
posited, either. A number of papers have argued that a substantive bias affects phonological
acquisition (Wilson 2006a, Hayes & White 2013, Glewwe 2019, among others, although,
see Moreton & Pater 2012b). This is usually defined as a bias for patterns that are more
phonetically or typologically “natural”. Since no such bias was incorporated into the
Seq2Seq network used here, applying this model to some of the tests used as evidence for
this bias in humans could prove to be an area where the Seq2Seq network fails to capture
human behavior. Although, future work could explore how to incorporate such a bias and
whether this would require adding innate knowledge (as in Wilson 2006a) or if presenting
the model with raw phonetic information would be sufficient.
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Finally, iterated learning (K. Smith, Kirby, & Brighton 2003) simulations could
help bridge the gap between demonstrating that the neural network can capture biases
observed in an experiment and showing that neural networks can capture the typological
asymmetries that artificial language learning studies are often designed to explain. This
kind of simulation involves training a model on a pattern and then having that model
“teach” another model what it’s learned. While this kind of work has been done for
phonology in the past (e.g. Hughto 2018, O’Hara 2019), the models that are used typically
have more explicit linguistic structure built into them than the kind of Seq2Seq networks
used here.
5.4.

Implications for Phonological Theory

This dissertation has shown that Seq2Seq models can not only learn a number of different
phonological patterns, but also that the networks seem to learn and generalize in a
human-like way on these tasks. This has two primary implications for phonological theory:
(1) that in the case of opacity, FLT-based complexity, and reduplication, the innate
structures/biases that have been proposed to explain past experiment results do not
necessarily need to be added to models of phonological acquisition, and (2) a memory
through time and the use of separate mechanisms connected by intermediate forms may
both be helpful in allowing theories of phonology to predict human behavior.
An example of (1) is the past work on reduplication that suggested that modeling
human generalization requires innate, algebraic structures to be present in the mind
(Marcus 2001, Berent 2013). Such structures have been a feature in most of the analyses
phonologists have posited for the phenomenon (e.g. Marantz 1982). However, the fact that
a neural network without such structures explicitly built into its architecture could
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generalize reduplication in a human-like way suggests that innate, algebraic machinery
may not be necessary. Similar arguments can be made in regards to the transparency bias
that Kiparsky (1971) suggested would need to be explicitly added as an innate part of the
grammar, and the FLT-based biases that have been used to explain the lack of Supraregular
phonological patterns (Heinz & Idsardi 2011, Avcu 2018).
The second implication from this work is based on the two features of the Seq2Seq
network’s architecture that could be thought of as “innate” and likely assisted the model in
capturing the experimental data presented in two chapters of the dissertation. The model’s
recurrent connections represent a kind of memory that it uses to step through words
segment-by-segment. As mentioned in §3.4.1, since this memory is finite, it likely aided
the network in capturing biases that dispreferred patterns with long-term dependencies
(since it would require larger amounts of memory to keep track of those). The model’s use
of an intermediate representation connecting two independent mechanisms (i.e. the vector
of hidden unit activations passed from the encoder to the decoder) also seemed to bias the
model in human-like ways. Evidence for this was presented in §2.5.4-2.5.5, where the
network behaved like a Stratal OT model when generalizing to novel data, suggesting that
it captured the transparency and maxUtil biases observed in human learning because its
architecture resembled a Stratal OT grammar.
While a considerable amount of work still needs to be done to confirm that these
two implications for phonological theory are correct and not dependent on the limitations
discussed in §5.2, for now it seems that these are the only characteristics of the Seq2Seq
model that are required to capture the kinds of behavior observed in the experiments
described throughout this dissertation—suggesting that future theories of phonological
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acquisition could be aided by incorporating these two crucial features and abandoning
those that were shown to be unnecessary.

157

REFERENCES
Albright, Adam, & Hayes, Bruce. (2003). Rules vs. analogy in English past tenses: A
computational/experimental study. Cognition 90(2) 119–161.
Alderete, John, & Tupper, Paul. (2018). Connectionist approaches to generative
phonology. The Routledge Handbook of Phonological Theory. Routledge.
Alhama, Raquel G. (2017). Computational modelling of Artificial Language Learning.
Dissertation Institute for Logic, Language and Computation (ILLC) at the
University of Amsterdam.
Alhama, Raquel G., & Zuidema, Willem. (2018). Pre-Wiring and Pre-Training: What does
a neural network need to learn truly general identity rules? Journal of Artificial
Intelligence Research 61 927–946.
Alishahi, Afra, Chrupała, Grzegorz, & Linzen, Tal. (2019). Analyzing and Interpreting
Neural Networks for NLP: A Report on the First BlackboxNLP Workshop. ArXiv
Preprint ArXiv:1904.04063.
Altmann, Gerry TM. (2002). Learning and development in neural networks–the
importance of prior experience. Cognition 85(2) B43–B50.
Avcu, Enes. (2018). Experimental investigation of the Subregular Hypothesis. Proceedings
of the 35th West Coast Conference on Formal Linguistics 77–86.
Baayen, R. Harald, Piepenbrock, Richard, & Gulikers, Leon. (1995). The CELEX lexical
database (release 2). Distributed by the Linguistic Data Consortium, University of
Pennsylvania.
Bahdanau, Dzmitry, Cho, Kyunghyun, & Bengio, Yoshua. (2014). Neural machine
translation by jointly learning to align and translate. ArXiv Preprint
ArXiv:1409.0473.
158

Bakovic, Eric. (2000). Harmony, dominance and control [PhD Thesis].
Baković, Eric. (2011). Opacity and ordering. The Handbook of Phonological Theory,
Second Edition 40–67.
Bates, Douglas, Maechler, Martin, Bolker, Ben, Walker, Steven, Christensen, Rune Haubo
Bojesen, Singmann, Henrik, Dai, Bin, & Grothendieck, Gabor. (2015). Package
‘lme4.’ Convergence 12(1).
Battaglia, Peter W., Hamrick, Jessica B., Bapst, Victor, Sanchez-Gonzalez, Alvaro,
Zambaldi, Vinicius, Malinowski, Mateusz, Tacchetti, Andrea, Raposo, David,
Santoro, Adam, & Faulkner, Ryan. (2018). Relational inductive biases, deep
learning, and graph networks. ArXiv Preprint ArXiv:1806.01261.
Becker, Michael, Ketrez, Nihan, & Nevins, Andrew. (2011). The surfeit of the stimulus:
Analytic biases filter lexical statistics in Turkish laryngeal alternations. Language
84–125.
Beckman, Jill N. (1997). Positional Faithfulness, Positional Neutralisation and Shona
Vowel Harmony. Phonology 14(1) 1–46.
Bengio, Yoshua, Simard, Patrice, & Frasconi, Paolo. (1994). Learning long-term
dependencies with gradient descent is difficult. IEEE Transactions on Neural
Networks 5(2) 157–166.
Bennett, William G. (2013). Dissimilation, consonant harmony, and surface
correspondence [PhD Thesis]. Rutgers University Rutgers, NJ.
Berent, Iris. (2013). The phonological mind. Trends in Cognitive Sciences 17(7) 319–327.

159

Berent, Iris, Bat-El, Outi, Brentari, Diane, Dupuis, Amanda, & Vaknin-Nusbaum, Vered.
(2016). The double identity of linguistic doubling. Proceedings of the National
Academy of Sciences 113(48) 13702–13707.
Berent, Iris, Dupuis, Amanda, & Brentari, Diane. (2014). Phonological reduplication in
sign language: Rules rule. Frontiers in Psychology 5 560.
Berent, Iris, Marcus, Gary, Shimron, Joseph, & Gafos, Adamantios I. (2002). The scope of
linguistic generalizations: Evidence from Hebrew word formation. Cognition 83(2)
113–139.
Berent, Iris, & Shimron, Joseph. (1997). The representation of Hebrew words: Evidence
from the obligatory contour principle. Cognition 64(1) 39–72.
Brooks, K. Michael, Pajak, Bozena, & Baković, Eric. (2013). Learning biases for
phonological interactions. Poster Presented at 2013 Meeting on Phonology.
Burness, Phillip, & McMullin, Kevin. (2019). Efficient learning of output tier-based
strictly 2-local functions. Proceedings of the 16th Meeting on the Mathematics of
Language 78–90.
Byrd, Richard H., Lu, Peihuang, Nocedal, Jorge, & Zhu, Ciyou. (1995). A limited memory
algorithm for bound constrained optimization. SIAM Journal on Scientific
Computing 16(5) 1190–1208.
Chandlee, Jane. (2014). Strictly local phonological processes [PhD Thesis]. University of
Delaware.
Chandlee, Jane, Eyraud, Rémi, & Heinz, Jeffrey. (2014). Learning strictly local
subsequential functions. Transactions of the Association for Computational
Linguistics 2 491–504.
160

Chandlee, Jane, Eyraud, Rémi, & Heinz, Jeffrey. (2015). Output strictly local functions.
Cho, Kyunghyun, Van Merriënboer, Bart, Bahdanau, Dzmitry, & Bengio, Yoshua. (2014).
On the properties of neural machine translation: Encoder-decoder approaches.
ArXiv Preprint ArXiv:1409.1259.
Chollet, François. (2015). Keras. https://github.com/keras-team/keras
Chomsky, Noam. (1956). Three models for the description of language. IRE Transactions
on Information Theory 2(3) 113–124.
Chomsky, Noam, & Halle, Morris. (1968). The sound pattern of English. Harper & Row.
Christiansen, Morten H., & Curtin, Suzanne L. (1999). The power of statistical learning:
No need for algebraic rules. Proceedings of the 21st Annual Conference of the
Cognitive Science Society 114 119.
Clements, Andrew. (2011). Double Trouble in Walla Walla. Carolrhoda Books.
Corina, David Paul. (1991). Towards an understanding of the syllable: Evidence from
linguistic, psychological, and connectionist [PhD Thesis]. University of California,
San Diego.
Corkery, Maria, Matusevych, Yevgen, & Goldwater, Sharon. (2019). Are we there yet?
Encoder-decoder neural networks as cognitive models of English past tense
inflection. ArXiv Preprint ArXiv:1906.01280.
Cotterell, Ryan, Kirov, Christo, Sylak-Glassman, John, Yarowsky, David, Eisner, Jason,
& Hulden, Mans. (2016). The SIGMORPHON 2016 shared task—Morphological
reinflection. Proceedings of the 14th SIGMORPHON Workshop on Computational
Research in Phonetics, Phonology, and Morphology 10–22.

161

Cristia, Alejandrina, Mielke, Jeff, Daland, Robert, & Peperkamp, Sharon. (2013).
Similarity in the generalization of implicitly learned sound patterns. Laboratory
Phonology 4(2) 259–285.
Dolatian, Hossep, & Heinz, Jeffrey. (2018). Modeling reduplication with 2-way finite-state
transducers. Proceedings of the Fifteenth Workshop on Computational Research in
Phonetics, Phonology, and Morphology 66–77.
Doucette, Amanda. (2017). Inherent Biases of Recurrent Neural Networks for
Phonological Assimilation and Dissimilation. ArXiv Preprint ArXiv:1702.07324.
Elman, Jeffrey L. (1990). Finding structure in time. Cognitive Science 14(2) 179–211.
Endress, Ansgar D., Dehaene-Lambertz, Ghislaine, & Mehler, Jacques. (2007). Perceptual
constraints and the learnability of simple grammars. Cognition 105(3) 577–614.
Ettlinger, Marc. (2008). Input-driven opacity. University of California, Berkeley.
Ferguson, Charles A. (1964). Baby talk in six languages. American Anthropologist
66(6_PART2) 103–114.
Finley, Sara. (2008). Formal and cognitive restrictions on vowel harmony [PhD Thesis].
Finley, Sara, & Badecker, William. (2009). Artificial language learning and feature-based
generalization. Journal of Memory and Language 61(3) 423–437.
Finley, Sara, & Badecker, William. (2008). Analytic biases for vowel harmony languages.
WCCFL 27 168–176.
Gallagher, Gillian. (2013). Learning the identity effect as an artificial language: Bias and
generalisation. Phonology 30(2) 253–295.

162

Gasser, Michael. (1993). Learning words in time: Towards a modular connectionist
account of the acquisition of receptive morphology. Indiana University,
Department of Computer Science.
Gasser, Michael, & Lee, Chan-Do. (1992). Networks that learn about phonological feature
persistence. In Connectionist Natural Language Processing (pp. 349–362).
Springer.
Gervain, Judit. (2014). Early rule-learning ability and language acquisition. In Language
and recursion (pp. 89–99). Springer.
Ghomeshi, Jila, Jackendoff, Ray, Rosen, Nicole, & Russell, Kevin. (2004). Contrastive
Focus Reduplication in English (The Salad-Salad Paper). Natural Language &
Linguistic Theory 22(2) 307–357. JSTOR.
Giulianelli, Mario, Harding, Jack, Mohnert, Florian, Hupkes, Dieuwke, & Zuidema,
Willem. (2018). Under the Hood: Using Diagnostic Classifiers to Investigate and
Improve how Language Models Track Agreement Information. ArXiv Preprint
ArXiv:1808.08079.
Glewwe, Eleanor. (2019). Bias in Phonotactic Learning: Experimental Studies of
Phonotactic Implicationals [PhD Thesis]. UCLA.
Goldberg, Yoav. (2019). Assessing BERT’s Syntactic Abilities. ArXiv Preprint
ArXiv:1901.05287.
Goldsmith, John, & Larson, Gary. (1990). Local modeling and syllabification. Papers from
the 26th Annual Regional Meeting of the Chicago Linguistics Society: Parasession
on the Syllable in Phonetics and Phonology. Chicago Linguistics Society.

163

Goldwater, Sharon, & Johnson, Mark. (2003). Learning OT constraint rankings using a
maximum entropy model. Proceedings of the Stockholm Workshop on Variation
within Optimality Theory 111120.
Gorman, Kyle. (2013). Generative phonotactics. University of Pennsylvania.
Graf, Thomas, & Mayer, Connor. (2018). Sanskrit n-Retroflexion is Input-Output TierBased Strictly Local. Proceedings of the Fifteenth Workshop on Computational
Research in Phonetics, Phonology, and Morphology 151–160.
Green.

(2016).

A

Brief

History

of

the

Non-Denial

Denial.

https://www.youtube.com/watch?v=kpmAZVQIvK4
Green, David Marvin, & Swets, John A. (1966). Signal detection theory and psychophysics
(Vol. 1). Wiley New York.
Gulordava, Kristina, Bojanowski, Piotr, Grave, Edouard, Linzen, Tal, & Baroni, Marco.
(2018). Colorless green recurrent networks dream hierarchically. ArXiv Preprint
ArXiv:1803.11138.
Halle, Morris. (1962). A descriptive convention for treating assimilation and dissimilation.
Quarterly Progress Report 66 295–296.
Halle, Morris. (1978). Knowledge unlearned and untaught: What speakers know about the
sounds of their language.
Hansson, Gunnar. (2001). Theoretical and typological issues in consonant harmony [PhD
Thesis]. University of California, Berkeley.
Hare, Mary. (1990). The role of trigger-target similarity in the vowel harmony process.
Annual Meeting of the Berkeley Linguistics Society 16 140–152.

164

Hauser, Ivy, Hughto, Coral, & Somerday, Megan. (2015). Faith-UO: Counterfeeding in
Harmonic Serialism. In Adam Albright & Michelle A. Fullwood (Eds.)
Supplemental Proceedings of the 2014 Annual Meeting on Phonology. Linguistic
Society of America.
Hayes, Bruce. (2011). Introductory phonology (Vol. 32). John Wiley & Sons.
Hayes, Bruce, & White, James. (2013). Phonological naturalness and phonotactic learning.
Linguistic Inquiry 44(1) 45–75.
Hayes, Bruce, & Wilson, Colin. (2008). A Maximum Entropy Model of Phonotactics and
Phonotactic

Learning.

Linguistic

Inquiry

39(3)

379–440.

https://doi.org/10.1162/ling.2008.39.3.379
Heinz, Jeffrey. (2010). Learning long-distance phonotactics. Linguistic Inquiry 41(4) 623–
661.
Heinz, Jeffrey. (2018). The computational nature of phonological generalizations.
Phonological Typology, Phonetics and Phonology 126–195.
Heinz, Jeffrey, & Idsardi, William. (2011). Sentence and word complexity. Science
333(6040) 295–297.
Heinz, Jeffrey, & Idsardi, William. (2013). What complexity differences reveal about
domains in language. Topics in Cognitive Science 5(1) 111–131.
Heinz, Jeffrey, & Lai, Regine. (2013). Vowel harmony and subsequentiality. Proceedings
of the 13th Meeting on the Mathematics of Language (MoL 13) 52–63.
Heinz, Jeffrey, Rawal, Chetan, & Tanner, Herbert G. (2011). Tier-based strictly local
constraints for phonology. Proceedings of the 49th Annual Meeting of the

165

Association for Computational Linguistics: Human Language Technologies: Short
Papers-Volume 2 58–64.
Hughto, Coral. (2018). Investigating the consequences of iterated learning in phonological
typology. Proceedings of the Society for Computation in Linguistics 1(1) 182–185.
Jarosz, Gaja. (2015). Expectation driven learning of phonology. Ms., University of
Massachusetts Amherst.
Jarosz, Gaja. (2016a). Refining UG: Connecting Phonological Theory and Learning. North
East

Linguistics

Society

University

of

Massachusetts

Amherst.

https://blogs.umass.edu/jarosz/files/2016/10/NELS2016_final_red.pdf
Jarosz, Gaja. (2016b). Learning Opaque and Transparent Interactions in Harmonic
Serialism. Proceedings of the Annual Meetings on Phonology 3.
Jarosz, Gaja. (2014). Serial markedness reduction. Proceedings of the Annual Meetings on
Phonology 1.
Johnson, C. Douglas. (1972). Formal aspects of phonological description. Mouton & Co.
N.V.
Jordan, Michael I. (1986). Serial order: A parallel distributed processing approach (Tech.
Rep. No. 8604). University of California, Institute for Cognitive Science.
Kaplan, Ronald, & Kay, Martin. (1994). Regular models of phonological rule systems.
Computational Linguistics 20 331–378.
Kenstowicz, Michael J., & Kisseberth, Charles W. (1971). Unmarked bleeding orders.
Kim, Yun Jung. (2012). Do learners prefer transparent rule ordering? An artificial language
learning study. Proceedings from the Annual Meeting of the Chicago Linguistic
Society 48 375–386.
166

Kingma, Diederik P., & Ba, Jimmy. (2014). Adam: A method for stochastic optimization.
ArXiv Preprint ArXiv:1412.6980.
Kiparsky, Paul. (1968). Linguistic universals and linguistic change. In Emmon Bach &
Robert T. Harms (Eds.) Universals in linguistic theory (pp. 170–202). Holt,
Rinehart & Winston.
Kiparsky, Paul. (1971). Historical linguistics. In William Orr Dingwall (Ed.) A survey of
linguistic science (pp. 576–642). University of Maryland Linguistics Program.
Kiparsky, Paul. (2000). Opacity and cyclicity. The Linguistic Review 17(2–4) 351–366.
Kirov, Christo. (2017). Recurrent Neural Networks as a Strong Domain-General Baseline
for Morpho-Phonological Learning. Poster Presented at the 2017 Meeting of the
Linguistic Society of America.
Kirov, Christo, & Cotterell, Ryan. (2018). Recurrent Neural Networks in Linguistic
Theory: Revisiting Pinker & Prince (1988) and the Past Tense Debate. Transactions
of the Association for Computational Linguistics 6 651–665.
Korrel, Kris, Hupkes, Dieuwke, Dankers, Verna, & Bruni, Elia. (2019). Transcoding
Compositionally: Using Attention to Find More Generalizable Solutions.
Proceedings of the 2019 ACL Workshop BlackboxNLP: Analyzing and Interpreting
Neural Networks for NLP 1–11. https://doi.org/10.18653/v1/W19-4801
Kurtz, Kenneth J. (2007). The divergent autoencoder (DIVA) model of category learning.
Psychonomic Bulletin & Review 14(4) 560–576.
Lai, Regine. (2015). Learnable vs. Unlearnable harmony patterns. Linguistic Inquiry 46(3)
425–451.

167

Lake, Brenden M., & Baroni, Marco. (2017). Generalization without systematicity: On the
compositional skills of sequence-to-sequence recurrent networks. Proceedings of
the 35th International Conference on Machine Learning.
Lakoff, George. (1993). Cognitive phonology. The Last Phonological Rule 117–145.
Lakoff, George. (1988). A suggestion for a linguistics with connectionist foundations. In
Geoffrey Hinton, Terrence Sejnowski, & David S. Touretzky (Eds.) Proceedings
of the 1988 Connectionist Models Summer School (pp. 301–314).
Lamont, Andrew. (2018). Precedence is Pathological: The Problem of Alphabetical
Sorting. Proceedings of the 36th West Coast Conference on Formal Linguistics.
http://blogs.umass.edu/alamont/files/2019/03/WCCFL-2018-paper.pdf
Lamont, Andrew. (2019a). Sour Grapes is phonotactically complex. Linguistic Society of
America. https://blogs.umass.edu/alamont/files/2019/01/LSA-2019-handout.pdf
Lamont, Andrew. (2019b). Majority rule in harmonic serialism. Proceedings of the Annual
Meetings on Phonology 7.
Li, Jiwei, Chen, Xinlei, Hovy, Eduard, & Jurafsky, Dan. (2015). Visualizing and
understanding neural models in NLP. ArXiv Preprint ArXiv:1506.01066.
Lin, Yu-Leng, & Myers, James. (2010). Testing Universal Grammar in phonological
artificial grammar learning [PhD Thesis]. Master’s thesis. National Chung Cheng
University, Taiwan.
Linzen, Tal, Dupoux, Emmanuel, & Goldberg, Yoav. (2016). Assessing the ability of
LSTMs to learn syntax-sensitive dependencies. Transactions of the Association for
Computational Linguistics 4 521–535.

168

Lombardi, Linda. (1999). Positional faithfulness and voicing assimilation in Optimality
Theory. Natural Language & Linguistic Theory 17(2) 267–302.
Luce, R. Duncan. (1959). Individual choice behavior. Wiley.
Marantz, Alec. (1982). Re reduplication. Linguistic Inquiry 13(3) 435–482.
Marcus, Gary. (1998). Rethinking eliminative connectionism. Cognitive Psychology 37(3)
243–282.
Marcus, Gary. (1999). Do infants learn grammar with algebra or statistics? Response.
Science 284(5413) 436–437.
Marcus, Gary. (2001). The algebraic mind. Cambridge, MA: MIT Press.
Marcus, Gary, Vijayan, Sugumaran, Rao, S. Bandi, & Vishton, Peter M. (1999). Rule
learning by seven-month-old infants. Science 283(5398) 77–80.
Mareček, David, & Rosa, Rudolf. (2018). Extracting Syntactic Trees from Transformer
Encoder Self-Attentions.

Proceedings

of

the 2018 EMNLP Workshop

BlackboxNLP: Analyzing and Interpreting Neural Networks for NLP 347–349.
Martín Abadi, Ashish Agarwal, Paul Barham, Eugene Brevdo, Zhifeng Chen, Craig Citro,
Greg S. Corrado, Andy Davis, Jeffrey Dean, Matthieu Devin, Sanjay Ghemawat,
Ian Goodfellow, Andrew Harp, Geoffrey Irving, Michael Isard, Jia, Yangqing,
Rafal Jozefowicz, Lukasz Kaiser, Manjunath Kudlur, … Xiaoqiang Zheng. (2015).
TensorFlow: Large-Scale Machine Learning on Heterogeneous Systems.
https://www.tensorflow.org/
Mayer, Connor, & Nelson, Max. (2020). Phonotactic learning with neural language
models. Proceedings of the Society for Computation in Linguistics 3(1) 149–159.

169

Mazuka, Reiko, Kondo, Tadahisa, & Hayashi, Akiko. (2008). Japanese mothers’ use of
specialized vocabulary in infant-directed speech: Infant-directed vocabulary in
Japanese. In The origins of language (pp. 39–58). Springer.
McCarthy, John J. (1996). Remarks on phonological opacity in Optimality Theory.
McCarthy, John J. (1999). Sympathy and phonological opacity. Phonology 16(3) 331–399.
McCarthy, John J. (2000). Harmonic serialism and parallelism. Linguistics Department
Faculty Publication Series 40.
McCarthy, John J. (2007). Hidden generalizations: Phonological opacity in Optimality
Theory. Equinox Publishing (UK).
McCarthy, John J., & Prince, Alan S. (1994). The emergence of the unmarked: Optimality
in prosodic morphology.
McCoy, R. Thomas, Linzen, Tal, & Frank, Robert. (2018). Revisiting the poverty of the
stimulus: Hierarchical generalization without a hierarchical bias in recurrent neural
networks. ArXiv Preprint ArXiv:1802.09091.
McMullin, Kevin James. (2016). Tier-based locality in long-distance phonotactics:
Learnability and typology [PhD Thesis]. University of British Columbia.
Mirea, Nicole, & Bicknell, Klinton. (2019). Using LSTMs to assess the obligatoriness of
phonological distinctive features for phonotactic learning. Proceedings of the 57th
Annual Meeting of the Association for Computational Linguistics 1595–1605.
Moreton, Elliott. (2008). Analytic bias and phonological typology. Phonology 25(1) 83–
127.
Moreton, Elliott. (2012). Inter-and intra-dimensional dependencies in implicit phonotactic
learning. Journal of Memory and Language 67(1) 165–183.
170

Moreton, Elliott, & Pater, Joe. (2012a). Structure and Substance in Artificial-phonology
Learning, Part I: Structure. Language and Linguistics Compass 6(11) 686–701.
Moreton, Elliott, & Pater, Joe. (2012b). Structure and substance in artificial-phonology
learning, part II: Substance. Language and Linguistics Compass 6(11) 702–718.
Moreton, Elliott, Pater, Joe, & Pertsova, Katya. (2017). Phonological Concept Learning.
Cognitive Science 41(1) 4–69.
Moreton, Elliott, & Pertsova, Katya. (2016). Implicit and explicit processes in phonotactic
learning. Proceedings of the 40th Boston University Conference on Language
Development, Somerville, Mass., Pp. TBA. Cascadilla.
Nazarov, Aleksei, & Pater, Joe. (2017). Learning opacity in Stratal Maximum Entropy
Grammar. Phonology 34(2) 299–324.
Nelson, Max. (2019). Segmentation and UR Acquisition with UR Constraints. Proceedings
of the Society for Computation in Linguistics 2(1) 60–68.
Nelson, Max, Dolatian, Hossep, Rawski, Jonathan, & Prickett, Brandon. (2020). Probing
RNN

Encoder-Decoder

Generalization

of

Subregular

Functions

using

Reduplication. Proceedings of the Society for Computation in Linguistics (SCiL)
31–42.
Nevins, Andrew, & Vaux, Bert. (2003). Metalinguistic, shmetalinguistic: The phonology
of shmreduplication. Proceedings from the Annual Meeting of the Chicago
Linguistic Society 39 702–721.
O’Hara, Charlie. (2017). How abstract is more abstract? Learning abstract underlying
representations. Phonology 34(2) 325–345.

171

O’Hara, Charlie. (2019). Place and Position are Computationally Different. Proceedings
of the Society for Computation in Linguistics 2(1) 342–345.
Pater, Joe. (1999). Austronesian nasal substitution and other NC effects. The ProsodyMorphology Interface 310–343.
Pater, Joe. (2010). Morpheme-specific phonology: Constraint indexation and inconsistency
resolution. In Steve Parker (Ed.) Phonological argumentation: Essays on evidence
and motivation (pp. 123–154). Equinox Publishing.
Pater, Joe. (2019). Generative linguistics and neural networks at 60: Foundation, friction,
and fusion. Language 95(1) e41–e74. https://doi.org/10.1353/lan.2019.000
Pinker, Steven, & Prince, Alan. (1988). On language and connectionism: Analysis of a
parallel distributed processing model of language acquisition. Cognition 28(1) 73–
193. https://doi.org/10.1016/0010-0277(88)90032-7
Prince, Alan, & Smolensky, Paul. (1993). Optimality Theory: Constraint Interaction in
Generative Grammar. Blackwell Publishing.
Pycha, Anne, Nowak, Pawel, Shin, Eurie, & Shosted, Ryan. (2003). Phonological rulelearning and its implications for a theory of vowel harmony. WCCFL 22 423–435.
R Core Team. (2016). R: A Language and Environment for Statistical Computing. R
Foundation for Statistical Computing. http://www.R-project.org/
Rabagliati, Hugh, Ferguson, Brock, & Lew-Williams, Casey. (2019). The profile of
abstract rule learning in infancy: Meta-analytic and experimental evidence.
Developmental Science 22(1) e12704.
Rahman, Fariz. (2016). seq2seq: Sequence to Sequence Learning with Keras [Python].
https://github.com/farizrahman4u/seq2seq
172

Rasin, Ezer, Berger, Iddo, Lan, Nur, & Katzir, Roni. (2017). Rule-based learning of
phonological

optionality

and

opacity.

North

East

Linguistic

Society.

http://www.mit.edu/~rasin/files/abstracts/nels2017.pdf
Ravfogel, Shauli, Goldberg, Yoav, & Linzen, Tal. (2019). Studying the Inductive Biases
of RNNs with Synthetic Variations of Natural Languages. Proceedings of NAACLHLT 3532–3542.
Rose, Sharon, & Walker, Rachel. (2004). A typology of consonant agreement as
correspondence. Language 475–531.
Rumelhart, DE, & McClelland, JL. (1986). On learning the past tenses of English verbs.
In JL McClelland & DE Rumelhart (Eds.) Parallel Distributed Processing:
Explorations in the Microstructure of Cognition: Vol. 2: Psychological and
Biological Models (pp. 216–271). The MIT Press.
Saffran, Jenny R., & Thiessen, Erik D. (2003). Pattern induction by infant language
learners. Developmental Psychology 39(3) 484.
Sanders, Robert Nathaniel. (2003). Opacity and sound change in the Polish lexicon [PhD
Thesis].
Sapir, Edward, & Hoijer, Harry. (1967). The Phonology and Morphology of the Navaho
Language. University of California Press.
Seidenberg, Mark S., & Elman, Jeff L. (1999). Do infants learn grammar with algebra or
statistics? Science 284(5413) 433f–433f.
Shen, Jonathan, Pang, Ruoming, Weiss, Ron J., Schuster, Mike, Jaitly, Navdeep, Yang,
Zongheng, Chen, Zhifeng, Zhang, Yu, Wang, Yuxuan, & Skerrv-Ryan, Rj. (2018).
Natural tts synthesis by conditioning wavenet on mel spectrogram predictions.
173

2018 IEEE International Conference on Acoustics, Speech and Signal Processing
(ICASSP) 4779–4783.
Shultz, Thomas R., & Bale, Alan C. (2001). Neural network simulation of infant
familiarization to artificial sentences: Rule-like behavior without explicit rules and
variables. Infancy 2(4) 501–536.
Siegelmann, Hava T. (1999). Neural networks and analog computation: Beyond the Turing
limit. Springer Science & Business Media.
Smith, Caitlin, & O’Hara, Charlie. (2019). Formal Characterizations of True and False
Sour Grapes. Proceedings of the Society for Computation in Linguistics 2(1) 338–
341.
Smith, Kenny, Kirby, Simon, & Brighton, Henry. (2003). Iterated learning: A framework
for the emergence of language. Artificial Life 9(4) 371–386.
Smolensky, Paul, & Legendre, Géraldine. (2006). The harmonic mind: From neural
computation to optimality-theoretic grammar (Cognitive architecture), Vol. 1. MIT
press.
Srivastava, Nitish, Hinton, Geoffrey, Krizhevsky, Alex, Sutskever, Ilya, & Salakhutdinov,
Ruslan. (2014). Dropout: A simple way to prevent neural networks from
overfitting. The Journal of Machine Learning Research 15(1) 1929–1958.
Štekauer, Pavol, Valera, Salvador, & Körtvélyessy, Lívia. (2012). Word-formation in the
world’s languages: A typological survey. Cambridge University Press.
Sutskever, Ilya, Vinyals, Oriol, & Le, Quoc V. (2014). Sequence to sequence learning with
neural networks. Advances in Neural Information Processing Systems 3104–3112.

174

Tieleman, Tijmen, & Hinton, Geoffrey. (2012). Lecture 6.5-rmsprop: Divide the gradient
by a running average of its recent magnitude. COURSERA: Neural Networks for
Machine Learning 4(2) 26–31.
Touretzky, David S. (1989). Towards a connectionist phonology: The “many maps”
approach to sequence manipulation. Proceedings of the 11th Annual Conference of
the Cognitive Science Society 188–195.
Tupper, Paul, & Shahriari, Bobak. (2016). Which Learning Algorithms Can Generalize
Identity-Based Rules to Novel Inputs? ArXiv Preprint ArXiv:1605.04002.
Turing, Alan M. (1950). Computing machinery and intelligence. Mind LIX(236) 433–460.
Weiss, Gail, Goldberg, Yoav, & Yahav, Eran. (2018). On the practical computational
power of finite precision RNNs for language recognition. ArXiv Preprint
ArXiv:1805.04908.
Werker, Janet F., & Tees, Richard C. (1983). Developmental changes across childhood in
the

perception

of

non-native

speech

sounds.

Canadian

Journal

of

Psychology/Revue Canadienne de Psychologie 37(2) 278.
Wilson, Colin. (2001). Consonant cluster neutralisation and targeted constraints.
Phonology 18(1) 147–197.
Wilson, Colin. (2003). Analyzing unbounded spreading with constraints: Marks, targets,
and derivations. Unpublished Manuscript, UCLA.
Wilson, Colin. (2006a). Learning phonology with substantive bias: An experimental and
computational study of velar palatalization. Cognitive Science 30(5) 945–982.
Wilson, Colin. (2006b). Learning phonology with substantive bias: An experimental and
computational study of velar palatalization. Cognitive Science 30(5) 945–982.
175

