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Résumé
La généralisation de l’usage des systèmes de dialogue homme-machine accroît la
nécessité du développement rapide des différents composants de ces systèmes. Les
systèmes de dialogue peuvent être conçus pour différents domaines d’application et
dans des langues différentes. La nécessité d’une production rapide pour de nouvelles
langues reste un problème ouvert et crucial auquel il est nécessaire d’apporter des so-
lutions efficaces.
Nos travaux s’intéressent particulièrement au module de compréhension de la pa-
role et proposent des approches pour la portabilité rapide peu coûteuse de ce module.
Les méthodes statistiques ont montré de bonnes performances pour concevoir les mod-
ules de compréhension de la parole pour l’étiquetage sémantique de tours de dialogue.
Cependant ces méthodes nécessitent de larges corpus pour être apprises. La collecte de
ces corpus est aussi coûteuse en temps et en expertise humaine.
Dans cette thèse, nous proposons plusieurs approches pour porter un système de
compréhension d’une langue vers une autre en utilisant les techniques de la traduction
automatique. Les premiers travaux consistent à appliquer la traduction automatique à
plusieurs niveaux du processus de portabilité du système de compréhension afin de
réduire le coût lié à production de nouvelles données d’apprentissage. Les résultats ex-
périmentaux montrent que l’utilisation de la traduction automatique permet d’obtenir
des systèmes performant avec un minimum de contribution humaine.
Cette thèse traite donc à la fois de la traduction automatique et de la compréhen-
sion de la parole. Nous avons effectué une comparaison approfondie entre les méth-
odes utilisées pour chacune des tâches et nous avons proposé un décodage conjoint
basé sur une méthode discriminante qui à la fois traduit une phrase et lui attribue ses
étiquettes sémantiques. Ce décodage est obtenu par une approche à base de graphe qui
permet de composer un graphe de traduction avec un graphe de compréhension. Cette
représentation peut être généralisée pour permettre des transmissions d’informations
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Chapitre 1. Introduction
La fin du vingtième siècle a vécu un grand changement avec l’accroissement des
possibilités de communication entre l’homme et la machine. L’évolution des différents
modules de traitement automatique du langage naturel a permis d’accélérer l’évolu-
tion vers une société numérique organisé autour des fonctionnalités offertes par les
ordinateurs. Cependant l’interaction homme-machine utilisant la parole reste un défi
de grande importance pour une large catégorie de personnes pour lesquelles c’est le
seul moyen pratique d’accès à l’information. Les systèmes de dialogue oraux permet-
tent à un utilisateur non spécialiste de communiquer avec un système complexe pour
accéder facilement à l’information.
1.1 Contexte général
L’architecture d’un système de dialogue homme-machine varie selon le niveau d’in-
teraction dans ce système. Les systèmes de dialogue peuvent être classés dans deux
catégories principales : les systèmes de dialogue guidé et les systèmes de dialogue à
initiative mixte.
Dans la première catégorie, le système de dialogue pose des questions précises à l’u-
tilisateur et attend une réponse directe et simple. Ces systèmes, peu complexes, néces-
sitent peu d’analyse sémantique et peuvent être conçus facilement car ils sont générale-
ment déterminés par une liste de grammaires prédéfinies. Dans les systèmes à initiative
mixte l’utilisateur et le système peuvent intervenir à n’importe quel moment du dia-
logue pour demander une information ou préciser une requête. Cette caractéristique
rend le système moins artificiel mais plus difficile à construire. L’analyse sémantique
des requêtes de l’utilisateur est une étape délicate et indispensable dans ce type de sys-
tème.
Un système de dialogue interactif est composé de plusieurs modules qui fonction-
nent séquentiellement (voir la figure 2.1). Le signal audio de l’énoncé utilisateur est
transcrit automatiquement par un système de reconnaissance de la parole. Cette tran-
scription est ensuite transférée au système de compréhension de la parole qui attribue
des étiquettes sémantiques à cette phrase. Ces étiquettes représentent le sens contenu
dans la requête. Le gestionnaire de dialogue prend des décisions sur la procédure à
suivre dans le dialogue en se basant sur les informations qu’il récupère sur l’état actuel
du dialogue et en utilisant des sources extérieures (base de données, web...). Les ac-
tions décidées par le gestionnaire de dialogue sont transmises à l’utilisateur à l’aide
d’un système de génération de textes et d’un système de synthèse de la parole.
Un grand défi lors de la construction d’un système de dialogue est non seulement
de pouvoir construire les meilleurs composants du système, mais aussi de réduire le
temps nécessaire pour cette production.
Dans les systèmes de dialogue actuels, la plupart des composants reposent sur des
approches probabilistes, qui forment une alternative efficace au modèles précédents
à base de règles. La construction de ces modèles nécessite un nombre important de
données d’apprentissage sur lesquelles sont appris les modèles.
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FIGURE 1.1 – Architecture générale d’un système de dialogue.
(Gao et al., 2005) ont montré que la partie la plus coûteuse en temps pour construire
un nouveau système de dialogue est de collecter, de transcrire et d’annoter des données
pour le développement du module de compréhension. Afin de pouvoir minimiser le
temps nécessaire pour la production d’un système de dialogue, des approches pour
faciliter la production de telles données ou d’une production rapide d’un tel module
sont donc indispensables.
1.2 Objet de la thèse
Dans cette thèse nous nous intéressons à la portabilité multilingue d’un système de
compréhension de la parole afin de minimiser le temps nécessaire pour la production
d’un nouveau système dans une nouvelle langue.
Le principe de la portabilité d’un système de compréhension de la parole consiste à
utiliser un système existant (et les sources qui ont servi à le construire) afin de pou-
voir obtenir un nouveau système avec un coût réduit en temps et en expertise hu-
maine. Cette portabilité peut être appliquée pour obtenir de nouveaux systèmes pour
des langues ou domaines différents.
A la suite de travaux precurseurs dans les années 2000 (Minker, 1998) le multilin-
guisme des systèmes de compréhension est un sujet (ré-)abordé de plus en plus ces
dernières années (Tur et al., 2003; Fung and Schultz, 2008; Lefèvre et al., 2010) . Le
renouveau de la recherche dans la portabilité multilingue d’un système de compréhen-
sion de la parole peut être expliquée par deux facteurs importants :
– l’évolution du paradigme dominant des systèmes de compréhension vers des ap-
proches statistiques permettant de construire des modèles à partir de corpus éti-
queté ;
– le fait que les méthodes de traduction automatique sont désormais assez perfor-
mantes et beaucoup plus faciles à développer et à adapter à un besoin précis.
Cette thèse est à l’intersection de deux domaines scientifiques : la compréhension de
la parole et la traduction automatique. Plus précisément dans nos travaux nous cher-
chons à utiliser les techniques de la traduction automatique afin de porter un système
de compréhension existant vers une nouvelle langue.
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Chapitre 1. Introduction
Les systèmes de compréhension utilisés récemment sont des systèmes statistiques
basés sur des corpus d’apprentissage annotés sémantiquement. Ces corpus forment une
représentation sémantique d’un domaine précis. La portabilité de ces systèmes consiste
à pouvoir porter le sens contenu dans ces corpus pour pouvoir étiqueter des énoncés
dans une nouvelle langue.
Cette portabilité peut être obtenue soit par la traduction de ces corpus (avec un
moyen efficace de projeter l’annotation sémantique dans le corpus traduit) soit en ap-
prenant des modèles sur ces corpus et traduisant les énoncés de l’utilisateur vers la
langue sur laquelle ces modèles sont appris, ceci afin d’étiqueter la phrase traduite avec
les modèles appris.
Dans les deux cas, un système de traduction automatique performant est néces-
saire pour obtenir des corpus traduits de bonne qualité. Ces traductions peuvent être
obtenues par un système de traduction générique (les systèmes disponibles en ligne
par exemple) ou par un système de traduction spécialisé qui pourra être appris sur un
corpus bilingue collecté spécialement.
Les travaux réalisés dans cette thèse sont motivés par la disponibilité du corpus
de dialogue MEDIA et d’une traduction manuelle d’une sous-partie de ce corpus vers
l’italien. MEDIA (Bonneau-Maynard et al., 2005) est un corpus de dialogue français
pour des informations touristiques et réservation d’hôtel, collecté avec les techniques
de magicien d’OZ pour simuler un dialogue homme-machine. Ce corpus est composé
de plus d’un millier de dialogues étiquetés par une centaine de concepts qui représen-
tent la sémantique du domaine.
Nous prenons l’avantage d’avoir une sous-partie de ce corpus traduite manuelle-
ment afin d’avoir un corpus parallèle spécialisé pour apprendre des systèmes de tra-
duction statistiques en utilisant des outils libres (Koehn et al., 2007). Ces systèmes
seront utilisés ensuite pour la mise en place de nos propositions de portabilité.
Les travaux de cette thèse suivent deux axes principaux. Nous consacrons la pre-
mière partie à la portabilité multilingue d’un système de compréhension de la parole.
Pour cela nous proposons plusieurs méthodes qui permettent de porter un système de
compréhension de la parole vers une nouvelle langue en se basant sur les techniques
de la traduction automatique.
Ces méthodes peuvent être classées en deux catégories qui diffèrent par le niveau
auquel la portabilité est appliquée. La première approche cherche à étiqueter les
phrases de la nouvelle langue sans forcément chercher à avoir un système de com-
préhension dans cette langue. Pour cela nous proposons d’utiliser la traduction au-
tomatique pour traduire les entrées de la nouvelle langue afin de pouvoir les étiqueter
par un système existant.
La deuxième approche cherche à apprendre un nouveau système dans la nouvelle
langue. Un tel système nécessite un corpus d’apprentissage dans cette langue. Pour cela
nous proposons d’utiliser la traduction automatique pour traduire les données d’ap-
prentissage et nous proposons plusieurs techniques pour porter l’annotation du corpus
existant vers le corpus traduit.
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Dans un second temps, nous cherchons à démontrer les relations entre les dif-
férentes approches statistiques utilisées pour la compréhension et pour la traduction
afin de pouvoir les combiner et d’obtenir une approche conjointe pour la portabilité du
système de compréhension. La problématique qui se pose ici est liée à la difficulté de
trouver un modèle homogène pour les deux approches.
L’approche qui donne la meilleure performance en traduction n’est pas celle qui
donne la meilleure performance en compréhension malgré toutes les adaptations qu’on
peut appliquer sur l’une ou l’autre des approches pour l’appliquer efficacement à la
nouvelle tâche. Dans cette thèse nous proposons une approche à base de graphes qui
permet de combiner ces deux approches et d’obtenir un décodage conjoint qui à la fois
traduit des énoncés et produit leur annotation sémantique.
1.3 Projet PORT-MEDIA
Cette thèse s’inscrit dans le cadre du projet ANR PORT-MEDIA 1, financé dans le
cadre de l’appel à projet Contenu et Interactions. Les travaux de recherche ont été ef-
fectués en collaboration entre le Laboratoire Informatique de Grenoble (LIG) et le Lab-
oratoire Informatique d’Avignon (LIA).
Aujourd’hui, plusieurs applications commerciales sont fondées sur la reconnais-
sance vocale. La qualité de l’interaction homme-machine est encore loin d’être agréable
et efficace. Un bon moyen d’améliorer l’utilisabilité et l’acceptabilité des systèmes de
dialogue automatiques est d’augmenter le niveau d’intelligence des systèmes automa-
tiques, notamment en améliorant la partie en charge de la compréhension du langage
parlé.
Dans cette perspective, le projet PORT-MEDIA est une suite naturelle de la cam-
pagne d’évaluation de systèmes de compréhension EVALDA/MEDIA.
Le projet MEDIA a donné aux laboratoires publics français et aux industriels in-
téressés par la compréhension de la parole dans le cadre d’un système de dialogue
homme-machine, une plateforme commune pour l’évaluation de leurs systèmes de
compréhension, à la fois avec ou sans contexte de dialogue.
Ces dernières années ont vu émerger des approches statistiques pour la compréhen-
sion automatique de la parole, élément clé des systèmes de dialogue oraux, qui extrait
le sens des énoncés utilisateurs. L’objet du présent projet PORT-MEDIA est d’enrichir
le corpus MEDIA avec trois aspects complémentaires de grande importance dans les
systèmes de dialogue :
– La robustesse : intégration du module de la reconnaissance automatique de la




– La portabilité à travers les domaines et les langues : évaluation de la généricité
et la capacité d’adaptation des approches mises en œuvre dans les systèmes de
compréhension. Cela est fait en confrontant les modèles à des nouvelles données
produites pour une autre tâche ou dans une autre langue, puis aussi en exploitant
des données annotées.
– Des structures riches de haut niveau pour la représentation des connaissances
sémantiques : des règles solides pour les unités sémantiques de base (concepts)
ont été proposées et testées au cours du premier projet. La représentation séman-
tique de MEDIA est enrichie par une nouvelle représentation sémantique de haut
niveau permettant une représentation complète de la composition sémantique à
l’intérieur de tours utilisateurs.
Les objectives du projet PORT-MEDIA peuvent être résumés de la manière suiv-
ante :
– Production de métadonnées : cela consiste à obtenir une transcription automa-
tique du corpus MEDIA avec plusieurs niveaux de qualité. Le projet cherche
aussi à définir un nouveau formalisme pour la représentation sémantique de
haut-niveau basé sur le langage MMIL.
– Production rapide de nouvelles données : cette production est basée sur une pré-
transcription automatique des données du nouveau domaine et aussi sur une pré-
annotation sémantique automatique des données nouvelles (langue et domaine).
La figure 1.2 montre une vue globale sur le processus de production rapide de
données dans le contexte du projet PORT-MEDIA.
En ligne avec les objective du projet, cette thèse propose des méthodes de portabilité
d’un système de compréhension vers une nouvelle langue. Ces méthodes seront util-
isées pour fournir une pré-annotation sémantique pour le processus de production de
nouvelles données.
1.4 Organisation du document
Ce document est organisé en trois parties principales : dans la mesure où cette thèse
est à l’intersection entre la compréhension automatique de la parole et la traduction
automatique, la première partie de ce document présente un état de l’art de ces deux
domaines en présentant les différents paradigmes dominants et les méthodes utilisées
pour les mettre en œuvre.
Après une brève présentation des différents composants du système de dialogue,
nous présentons dans le chapitre 2 un état de l’art de la compréhension de la parole.
Nous définissons les notions de représentation sémantique et nous présentons les dif-
férentes approches utilisées pour concevoir un système de compréhension automatique
ainsi que les mesures utilisées pour évaluer les performances de ce module.
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FIGURE 1.2 – Illustration du projet ANR PORT-MEDIA : le processus de production de nouvelles
données.
Dans le chapitre 3, nous présentons un état de l’art de la traduction automatique
en mettant l’accent sur la traduction automatique probabiliste. Nous présentons les dif-
férents composants de l’approche de traduction à base de segments (modèle de langage,
modèle de traduction et modèle de réordonnancement), le décodage en traduction au-
tomatique ainsi que les mesures d’évaluation utilisées.
La deuxième partie de ce document porte sur la portabilité multilingue du système
de dialogue et notamment sur la portabilité d’un système de compréhension statis-
tique. Dans le chapitre 4 nous présentons des travaux dédiés à la portabilité ainsi que
nos propositions pour une portabilité multilingue de la compréhension. Une étude ex-
périmentale et des évaluations sur les différentes approches proposées dans cette thèse
sont présentées dans le chapitre 5.
La troisième partie est dédiée à la comparaison entre les approches génératives et
les approches discriminantes aussi bien pour la compréhension de la parole que pour
la traduction automatique. Dans le chapitre 6, nous analysons les différentes approches
et nous présentons nos propositions pour adapter ces approches à une tâche ou à une
autre. Nous proposons aussi dans ce chapitre une approche qui permet d’obtenir un
décodage conjoint entre la traduction et la compréhension.
Nos propositions d’adaptation de systèmes et notre proposition de décodage con-
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2.1 Introduction
L’utilisation des systèmes de dialogue homme-machine commence à se répandre
dans la vie quotidienne. Lamise à disposition de dispositifs d’interrogation vocale dans
les dernières versions de smartphones (avec Google Voice sous Android ou Siri sous
iOS) constitue un accélérateur certain de cette tendance. Le système de dialogue permet
à l’utilisateur une communication orale avec la machine afin de résoudre un problème
ou de rechercher une information.
L’architecture de ces systèmes est variable selon le niveau d’interaction. Dans cer-
tains systèmes, les dialogues sont guidés (e.g. répondre par oui ou par non), alors
que dans d’autres systèmes les dialogues sont plus libres (e.g. quelle information
désirez-vous avoir ?) et donc l’architecture du système est plus complexe. La figure 2.1
représente l’architecture d’un système de dialogue interactif. Ce système est composé
de plusieurs modules qui fonctionnent séquentiellement.
Un panorama plus large sur les systèmes de dialogue homme-machine pourra être
trouvé dans (Minker and Bennacef, 2004) ou encore (McTear, 2004).
FIGURE 2.1 – Architecture générale d’un système de dialogue.
Les modules nécessaires pour construire un système de dialogue interactif sont les
suivants :
– Reconnaissance de la parole (Automatic Speech Recognition, ASR) :
Ce module a pour but de transformer le signal audio de l’entrée de l’utilisateur
vers une séquence transcrite de mots. Les systèmes utilisés récemment en
dialogue sont basés sur des approches probabilistes.
Ces approches consistent à rechercher la séquence de mots la plus vraisemblable-
ment prononcée étant donné le signal de parole émis par le locuteur. Le module
de reconnaissance probabiliste est souvent constitué de deux sous-modules : l’un
représente le modèle acoustique et l’autre le modèle de langage.
Plusieurs systèmes de reconnaissance de la parole peuvent être cités : CUED-HTK
(Woodl et al., 1998), CMU Sphinx (Lee et al., 1992), Microsoft Whisper (Huang
et al., 1995). On peut citer également des systèmes de reconnaissance français
notamment le système du LIMSI (Gauvain et al., 1994), SPEERAL par le LIA
(Nocera et al., 2002), ou encore ANTS (Fohr et al., 2004) par le LORIA.
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Bien que ces systèmes soient assez performants, leurs capacités dans le cadre
d’un système de dialogue dépend de plusieurs paramètres spécifiques à la tâche.
Des erreurs de transcription peuvent être causées par le bruit provenant d’une
conversation téléphonique, des phrases mal formées ou incomplètes (parole
spontanée), etc.
– Compréhension de la parole (Spoken Langage Understanding, SLU) :
Dans un système de dialogue interactif, le module de compréhension de la
parole est intermédiaire entre la reconnaissance de la parole et le gestionnaire
de dialogue. Son rôle est de "traduire” le texte transcrit (à la sortie de l’ASR)
vers des séquences de concepts sémantiques. Autrement dit, le but du processus
de compréhension est d’extraire une liste d’hypothèses d’étiquettes de concepts
à partir d’une phrase en entrée. Ces concepts représentent la sémantique de
l’information existant dans la phrase en entrée.
Les techniques de développement de ce module ont évolué ces dernières années
puisqu’on est passé de méthodes à base de règles à des méthodes statistiques.
Ce module est le cœur de notre étude, donc il sera étudié plus en détail dans la
section suivante.
– Gestionnaire de dialogue (Dialogue Act Manager, DAM) :
Le gestionnaire de dialogue est l’unité centrale dans un système de dialogue, il
est pour le système ce qu’un processeur est pour un ordinateur. Son rôle est de
prendre les décisions sur la procédure à suivre par le système. Il définit les futures
actions à suivre au cours du dialogue en se basant sur les flux d’informations
qu’il a récupéré dans l’état actuel du dialogue et en se connectant avec des
sources extérieures (base de données, web...). La performance du DAM dépend
de sa capacité à prendre la meilleure décision parmi plusieurs choix possibles (et
de la finesse de ces choix).
Plusieurs approches peuvent être utilisées pour l’implémentation d’un gestion-
naire de dialogue tel que les approches orientées plans (eg. le système TRAINS
(Allen et al., 1994)), le modèle d’agenda (eg. le système OLYMPUS (Bohus et al.,
2007)). D’autres approches reposent sur le principe d’état d’information (eg. le
système DIPPER (Bos et al., 2003)) ou sur des POMDP (eg. le système BUDS de
l’université de Cambridge (Thomson and Young, 2010) ou l’approche proposée
au LIA (Pinault and Lefèvre, 2011)).
– Génération de texte (Natural Language Generation, NLG) :
Pour pouvoir communiquer avec l’utilisateur et continuer le déroulement d’un
dialogue, les actions décidées par le module DAM doivent être partagées avec
l’utilisateur. Dans un premier temps le générateur de texte est chargé de générer
un texte qui contient la réponse ou l’information que le module DAM veut com-
muniquer avec l’utilisateur. Généralement ce module est basé sur des patrons
textuels prédéfinis ou en utilisant des méthodes plus complexes de génération
d’énoncés (Walker et al., 2007).
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– Synthèse de parole (Text-to-Speech Synthesis, TTS) :
Le message généré par le module NLG est transmis à l’utilisateur en utilisant
un système de génération de la parole. Cela peut être basé sur des patrons
pré-enregistrés ou en utilisant un système de synthèse vocale.
En général, ces modules sont construits à part, puis mis en série pour construire
le système de dialogue complet. Sachant que la plupart des modules utilisés récem-
ment sont des modèles statistiques capables de générer une liste d’hypothèses possi-
bles, la performance du système de dialogue peut être améliorée en considérant des
listes de n-meilleures transcriptions ou annotations. Les canaux de transmission entre
les différents modules peuvent devenir plus riches en information. Les sorties de l’ASR
sont remplacées par des listes de n-meilleures transcriptions ou par des treillis de mots.
De la même manière les sorties du SLU peuvent être présentées comme des listes de
n-meilleures hypothèses à l’entrée du DAM. Cette architecture dite en "fat pipeline”
permet une optimisation globale sur les différents composants du système de dialogue
(Williams, 2008).
Dans le cadre de cette thèse, nous nous concentrons sur l’étude du système de com-
préhension de la parole que nous allons présenter plus en détail. La suite de ce chapitre
est organisée de la manière suivante : une introduction aux systèmes de compréhension
de la parole est présentée dans la section 2.2 et les notions de représentation séman-
tique pour la compréhension sont définies dans la section 2.3. Les méthodes utilisées
pour obtenir un système de compréhension sont présentées dans la section 2.4 tout en
distinguant les deux types d’approches utilisées pour les construire ; les approches lin-
guistiques dans la section 2.4.1 et les approches issues de l’apprentissage automatique
dans la section 2.4.2. Pour finir nous présentons lesmesures qui peuvent être appliquées
pour évaluer et comparer des systèmes de compréhension dans la section 2.5.
2.2 Le système de compréhension de la parole
Comme son nom l’indique, le rôle du système de compréhension de la parole est
d’extraire le sens d’un signal de parole. Ce sens est représenté par des étiquettes sé-
mantiques (concepts) qui décrivent la sémantique d’un domaine. Deux choix doivent
être faits lors de la construction d’un module de compréhension. Le premier concerne
la manière dont le sens est représenté (la représentation sémantique). Cette représen-
tation peut être sous plusieurs formes telles que des requêtes SQL, les arbres séman-
tiques ou le langage des concepts. Le second concerne la méthode utilisée pour obtenir
la représentation sémantique à partir d’un message vocal transcrit. Ces méthodes peu-
vent être classées dans deux grandes familles : les approches basées sur les connais-
sances linguistiques (Allen, 1987) et les approches issues de l’apprentissage automa-
tique (Pieraccini et al., 1991; Minker et al., 1996).
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2.3 Représentations sémantiques pour la compréhension
Dans un système de dialogue, le sens d’un message vocal est l’ensemble des in-
formations utiles pour réaliser une tâche spécifique. Ainsi, dans le cas d’un système
de recherche d’information, le sens d’un énoncé utilisateur peut être représenté directe-
ment sous la forme qui permet d’interroger la base de données pour avoir l’information
souhaitée. Dans la campagne d’évaluation des systèmes de compréhension ATIS (Air
Travel Information System) (Zue et al., 1992), les sens des énoncés utilisateurs ont été
représentés par des requêtes SQL. De la même manière, le système d’AT&T (HowMay
I Help You ?) (Gorin et al., 1997) représente le sens d’un message vocal simplement par
la destination (le service) vers laquelle l’utilisateur doit être redirigé (call routing).
Cette représentation du sens a l’avantage d’être liée directement à l’application
qu’on souhaite faire du message dans le système de dialogue. Cependant, cette
représentation manque de généricité car elle est très liée au système pour lequel elle
a été produite et donc un nouveau système de compréhension nécessite un nouveau
système d’annotation. De plus, cette représentation rend l’évaluation du système de
compréhension difficile car elle nécessite un système de dialogue complet pour évaluer
la compréhension.
Pour dépasser les limites de cette représentation simple, d’autres formalismes ont
été proposés pour représenter le sens d’un message. Les réseaux sémantiques proposés
par Woods (Woods, 1970) sont utilisés pour la représentation sémantique. Dans ce for-
malisme, la sémantique d’une phrase prend la forme d’entités (les nœuds du réseau)
et de relations typées entre ces entités. Plusieurs formalismes ont été proposés pour
représenter les réseaux sémantiques, tels que KL-ONE (Brachman, 1979), PropBank
(Kingsbury and Palmer, 2003) et FrameNet (Baker et al., 1998).
Pour illuster l’approche par frames sémantiques de FrameNet, l’exemple de la frame
Activity est donné ci-dessous :
Activity
Definition:
This is an abstract frame for durative activities, in which the
Agent enters an ongoing state of the Activity, remains in this
state for some Duration of Time, and leaves this state either
by finishing or by stopping.




Semantic Type: Sentient The Agent is engaged in the Activity.
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Core Unexpressed:




Semantic Type: Duration This FE identifies the amount of Time
an Activity takes.
Manner [Manr]
Semantic Type: Manner Any description of the activity which
is not covered by more specific FEs, including secondary effects
Place [Place]
Semantic Type: Locative_relation This FE identifies the Place where
the Activity occurs.
Time [Time]
Semantic Type: Time This FE identifies the Time when the Activity occurs.
Frame-frame Relations:
Inherits from: Process
















Cette frame modélise un scénario où une personne (Agent) réalise une activité (Ac-
tivity) pendant une période de temps. Cette représentation a l’inconvénient de ne pas
pouvoir tenir compte du contexte de dialogue et donc ne fournit pas toujours une
représentation suffisamment précise du sens d’un message.
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Corpus Langue Domaine Phrases Concepts
MEDIA français réservation touristique 18k 99
TELDIR allemand horaires de train 22k 23
LUNA polonais information de transport 12k 200
LUNA italien support technique 5k 40
PlanResto français réservation de restaurant 12k 59
ATIS anglais réservations de billets d’avion 6k 17
TABLE 2.1 – Une comparaison entre des corpus de dialogue pour des domaines et des langues
différents.
Les limites des réseaux sémantiques ont encouragé un passage vers une représen-
tation plus spécifique du sens qui repose sur une annotation précise sur l’ensemble
de données disponibles pour une tâche spécifique. Cette annotation est basée sur un
ensemble de concepts qui représente la sémantique du domaine.
Plusieurs corpus de dialogue (avec une annotation conceptuelle) sont disponibles
dans différentes langues et pour plusieurs tâches. La taille des corpus de dialogue
en général est de l’ordre de quelques dizaines de milliers d’énoncés utilisateur. La
complexité de ces corpus est caractérisée par la tâche concernée et par le nombre de
concepts sémantiques utilisés pour étiqueter le corpus. Dans le tableau 2.1, nous com-
parons quelques corpus de dialogue disponibles pour des tâches différentes : MEDIA
(Bonneau-Maynard et al., 2005), TELDIR (Aust et al., 1995), LUNA (Aust et al., 1995),
PlanResto (Sadek et al., 1996) et ATIS (Hemphill et al., 1990).
L’annotation sémantique pour le corpus MEDIA présente l’originalité d’être seg-
mentale. Chaque phrase est découpée en plusieurs segments, chaque segment corre-
spond à une unité sémantique (un concept). Pour certaines approches une annotation
au niveau dumot est nécessaire pour apprendre lemodèle. Unemanière de transformer
l’annotation au niveau des segments vers une annotation au niveau des mots est d’u-
tiliser le formalisme BIO (Begin Inside Outside) (Ramshaw and Marcus, 1995).
Ce formalisme consiste à étiqueter le premier mot de chaque segment conceptuel
par l’étiquette "B-concept", les autres mots du segment par l’étiquette "I-concept" et les
mots qui n’appartiennent à aucun segment par ”O" ou ”NULL". Ce formalisme permet
à la fois d’obtenir une annotation mot à mot des phrases et de marquer les frontières
entre les segments conceptuels successifs. Par exemple la phrase ”from Phoenix to San
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Les corpus annotés ont l’avantage de donner une bonne représentation sémantique
du sens contenu dans la phrase mais sont coûteux en temps et en expertise humaine.
Le coût de tels corpus est lié à la collecte, la transcription et l’annotation de données.
En général ces corpus sont collectés pour une langue et un domaine précis et donc leur
généralisation n’est pas toujours évidente.
Plusieurs outils ont été utilisés pour aider l’annotation humaine des corpus de di-
alogue. Par exemple l’outil Semantizer développé au LIMSI (Bonneau-Maynard and
Rosset, 2003) est une interface d’annotation qui permet d’annoter les messages de dia-
logue par plusieurs annotations (concept, mode, valeur, specifieur). Cet outil a été util-
isé lors de l’annotation du corpus MEDIA (Bonneau-Maynard et al., 2005). Ce corpus
est le corpus sur lequel sont basées toutes les expériences présentées dans cette thèse. Il
sera décrit en détail dans la section 5.2.1.
La tâche d’annotation peut être une tâche assez complexe surtout lorsqu’il s’agit
d’une annotation de l’ordre de centaine de concepts différents. La difficulté et le coût
lié à l’annotation sont les motivations de ce travail de thèse qui cherche à porter un
corpus existant dans une langue donnée vers une nouvelle langue afin de minimiser le
coût lié à la création d’un nouveau corpus.
2.4 Approches pour la compréhension de la parole
Dans un système de dialogue la compréhension automatique de la parole consiste
à transformer la transcription d’un message vocal vers une forme compatible avec le
gestionnaire de dialogue. Pour réaliser cette opération, deux types d’approches ont été
proposés : les approches linguistiques et les approches issues de l’apprentissage au-
tomatique.
2.4.1 Approches linguistiques
Les approches linguistiques pour la compréhension de la parole sont fondées sur
une analyse syntaxique et/ou sémantique de la phrase à étiqueter. En général cette ap-
proche associe à chaque mot tous ses sens possibles et ensuite garde l’hypothèse qui
donne un sens cohérent pour la totalité de la phrase. Cette approche, telle que décrite
par (Allen, 1987) permet de construire l’arbre sémantique associé à une phrase don-
née en utilisant la logique du domaine. La FIGURE 2.2 présente un exemple de l’arbre
sémantique de la phrase "je voudrais réserver un hôtel à Paris le 5 juin”.
Ce formalisme est basé sur un ensemble de catégories caractérisées par une fonc-
tion et un argument. Dans l’exemple précédent, la catégorie “ville” a la fonction “à” et
l’argument “Paris”.
Chomsky (Chomsky, 1957, 1959) a été un des premiers à tenter de représenter la
langue de cette manière en utilisant des grammaires dites “formelles” (formal gram-
mars). Ces grammaires permettent d’analyser une langue donnée en utilisant un nom-
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FIGURE 2.2 – Arbre sémantique associé à la phrase "je voudrais réserver un hôtel à Paris le 5 Juin”.
bre fini de règles qui représentent les différentes associations possibles des mots de
cette langue. Les grammaires formelles sont classées par Chomsky et Schützenberger
(Chomsky and Schützenberger, 1963) selon leur expressivité en 4 types : les gram-
maires non restreintes (unrestricted grammars), les grammaires contextuelles (context-
sensitive grammars), les grammaires algébriques hors contexte (context-free grammars)
et enfin les grammaires régulières (regular grammars). Les grammaires non restreintes
n’imposent aucune contrainte alors que les autres types de grammaires sont de plus en
plus restrictives.
Malgré le fait que les grammaires hors contexte soient les plus utilisées dans les ap-
proches linguistiques du traitement automatique des langues, ces grammaires restent
incapables de modéliser le langage naturel d’une manière fine et correcte. C’est pour-
quoi Woods (Woods, 1970) a proposé d’utiliser des grammaires à base de réseaux
de transitions augmentées (Augmented Transition Network Grammars, ATNG) pour
mieux modéliser le langage naturel. Ces grammaires représentent une combinaison en-
tre les connaissances sémantiques sensibles au contexte et les informations syntaxiques.
Dans le contexte de dialogues nous avons affaire à de la parole et donc à des
phrases spontanées qui ont leurs spécificités (répétition, hésitation, reprise, ...) et donc
ce sont souvent des phrases agrammaticales. Pour faire face à ce genre de phrase, des
grammaires basées sur les aspects sémantiques ont été proposées telles que les gram-
maires de cas (Case Grammar) aussi appelées “cadres sémantiques” (Fillmore, 1985).
Ces grammaires sont basées sur un ensemble de cas qui représentent les relations entre
un verbe et ses composants nominaux. Selon (Bruce, 1975), un cas est une relation entre
un verbe et un de ses arguments. L’ensemble de cas qui couvre une langue donnée peut
être nommée “une grammaire de cas”.
Dans le cadre de la compréhension de la parole, les approches par grammaire de
cas peuvent être utilisées pour fournir un support sémantique lors de l’analyse de ces
phrases. Le sens d’un énoncé est déterminé par une analyse de cas qui détermine le
sens de la requête. Plusieurs travaux ont appliqué les grammaires de cas dans le cadre
de systèmes de dialogue (Matrouf et al., 1989; Lamel et al., 1999; Bennacef et al., 1996;
Villaneau et al., 2004). Le tableau 2.2 donne un exemple de grammaire de cas pour la
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CASEFRAME : flight-time
KEYWORDS : vol, voyager, aller, partir
from : (quitte, de)@city
to : (à, pour, vers)@city
torelative-departure-time : (partir+)avant, après
departure-time : (partir+)@hour-minute
CASEFRAME : @city
{city : dallas, boston, atlanta, ...}
CASEFRAME : @hour-minute
{...}
TABLE 2.2 – Exemple de cadre sémantique pour la tâche ATIS.
tâche ATIS en français (Bennacef et al., 1994).
Dans le tableau 2.2 nous observons trois cadres sémantiques. Le premier (flight-
time) est associé à plusieurs éléments (from, to, torelative-departure-time, departure-
time). Chaque élément est associé à un ou plusieurs attributs. Ces attributs ont des
valeurs définies (avant, après) ou sont associés à un autre cadre (@city).
D’autres modèles de représentation de l’information sont les réseaux sémantiques
proposés par (Quillian, 1968). Un réseau sémantique est un graphe dont les sommets
représentent des concepts sémantiques et les arcs représentent les relations entre ces
concepts.
Les grammaires formelles ont évolué vers des grammaires stochastiques pour pren-
dre en compte l’ambigüité d’analyse liée aux spécificités de la parole. Une grammaire
hors contexte probabiliste peut donc estimer la probabilité d’une analyse en se bas-
ant sur un corpus d’apprentissage. Un exemple de ces grammaires est l’analyseur lin-
guistique TINA développé à l’institut de technologie du Massachussetts (MIT) (Seneff,
1989). Cet analyseur utilise une grammaire hors contexte transformée de façon automa-
tique en un automate portant des probabilités sur les arcs, permettant d’avantager les
constructions les plus courantes.
Les approches linguistiques pour la compréhension de la parole sont limitées par
la structure des messages de l’utilisateur. Ces messages sont souvent agrammaticaux
ou inachevés et donc une partie importante de l’information contenue dans ces mes-
sages est perdue dans l’analyse linguistique. En plus, les systèmes de reconnaissance
de la parole génèrent un nombre important d’erreurs sur les messages de parole ce qui
encourage le passage aux approches stochastiques qui peuvent être plus robustes aux
erreurs de transcription et s’adaptent mieux aux spécificités de l’oral.
2.4.2 Approches issues de l’apprentissage automatique
Les approches issues de l’apprentissage automatique constituent une alternative ef-
ficace aux méthodes à base de règles et de grammaire car elles réduisent la nécessité de
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l’expertise humaine : un ensemble de phrases sémantiquement annotées est suffisant
pour l’apprentissage des modèles de compréhension. Plusieurs approches statistiques
ont été proposées pour la compréhension de la parole (Schwartz et al., 1996; Wang
and Acero, 2006; Lefèvre, 2007; Hahn et al., 2008; Suendermann et al., 2009a; Hahn
et al., 2010). Un autre atout majeur de ces approches est la disponibilité d’un ensem-
ble d’hypothèses évaluées (matérialisée par des treillis, des listes n-meilleures, etc) qui
élargissent le passage de l’information allant du système de compréhension vers le ges-
tionnaire de dialogue. Le gestionnaire de dialogue peut ensuite ajuster sa décision en
tenant compte de certaines ambiguïtés possibles (si par exemple deux hypothèses ont
des scores proches) et permet de composer des hypothèses scorées pour les états de
dialogue sur plusieurs sorties de compréhension tour par tour.
2.4.2.1 Les modèles Markoviens
Les modèles Markoviens peuvent être utilisés pour apprendre un étiqueteur séman-
tique. Nous pouvons distinguer deux catégories de ces modèles : les modèles génératifs
(les réseaux bayesiens dynamiques, DBN dont les modèles de Markov cachés, HMM
sont un cas particulier) et les modèles discriminants (les modèles de Markov à max-
imum d’entropie, MEMM (McCallum et al., 2000) et les champs aléatoires condition-
nelles, CRFs (Lafferty et al., 2001)).
Une comparaison graphique entre ces modèles est donnée dans la FIGURE 2.3. Cette
figure montre que les HMM et les MEMM sont représentés par des graphes orientés.
En revanche le graphe des CRFs n’est pas orienté, ce qui veut dire que les probabil-
ités conditionnelles sur les concepts dépendent de l’ensemble des observations lors de
l’utilisation des CRFs et non uniquement de l’observation courante.
Ainsi un avantage déterminant des CRFs (discriminants) par rapport aux HMM
(génératifs) est la possibilité d’utiliser l’ensemble des observations d’une séquence pour
prédire une étiquette. Donc, pour attribuer une étiquette à une observation, non seule-
ment l’historique immédiat d’observations est pris en compte mais toutes les observa-
tions précédentes et suivantes.
Les modèles de Markov cachés (Hidden Markov Model, HMM) sont des modèles
génératifs qui peuvent être appliqués à une tâche de compréhension sous la forme :
– un espace de mots W
– un ensemble de concepts C
– une loi qui définit la probabilité du concept initial P(c1)
– un ensemble de probabilités de transition d’un concept C vers un concept suivant
C′ : P(C′|C)
– un ensemble de probabilités d’un mot selon les concepts : P(W|C)
Dans les modèles HMM, la probabilité d’un concept à l’instant t ne dépend que du
concept à l’instant précédent et un mot produit à l’instant t ne dépend que du concept
à ce même instant. Considérant tous ces critères, la probabilité d’une séquence de mots
peut être calculée comme :
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FIGURE 2.3 – Représentation graphique des modèles HMM, MEMM et CRFs.
Cˆ = argmaxcP(C |W)




W est constante tout au long du décodage donc sa probabilité n’influencera pas le
calcul de la fonction argmaxc et donc l’équation peut être reformulée comme :





Une alternative aux HMM est l’utilisation des modèles discriminants. Nous pou-
vons distinguer deux modèles Markoviens discriminants qui ne diffèrent qu’au niveau
de la normalisation de la probabilité totale qu’ils représentent. Le premier est le modèle
de Markov à maximum d’entropie (Maximum Entropy Markov Model, MEMM) (Mc-
Callum et al., 2000) pour lequel la normalisation est appliquée au niveau du mot, alors
que le second modèle repose sur les champs aléatoires conditionnels (Conditional Ran-
dom Fields, CRFs) (Lafferty et al., 2001) pour lesquels la normalisation s’applique au
niveau de la phrase.
Dans les deux cas, la représentation de ces modèles est décrite comme une probabil-
ité conditionnelle d’une séquence de concept C = c1, ..., cN étant donnée une séquence















λm · hm(cn−1, cn,wn+2n−2)
H est un modèle log-linéaire fondé sur des fonctions caractéristiques
hm(cn−1, cn,wn+2n−2) qui représentent l’information extraite du corpus d’apprentissage.
Les poids λ du modèle log-linéaire sont estimés lors de l’apprentissage et Z est un
















Les modèles markoviens ont été largement utilisés pour la tâche de la compréhen-
sion de la parole. Le système CHRONUS (Conceptual Hidden Representation Of Nat-
ural Unconstrained Speech) (Pieraccini et al., 1991) est un des premiers systèmes de
compréhension par une approche statistique. Le système utilise un modèle HMM dont
les états représentent les concepts. Les séquences de mots associées à un concept donné
sont également modélisées par un processus markovien représenté par un modèle de
langage n-grammes conditionné par le concept. CHRONUS est évalué sur la tâche ATIS
(Air Travel Information System) décrite en détail dans (De Mori, 1997). Plusieurs sys-
tèmes de compréhension à base d’HMM ont été proposés par le LIMSI comme le mod-
èle proposé par (Minker et al., 1996) pour la tâche ATIS et celui proposé par (Maynard
and Lefèvre, 2002) pour une tâche de réservation téléphonique de billets de train pour
le système de dialogue ARISE (Lamel et al., 2000).
Les CRFs ont le plus souvent été utilisés dans le domaine du traitement automatique
des langues, pour étiqueter des séquences d’unités linguistiques. Ces modèles possè-
dent à la fois les avantages desmodèles génératifs et desmodèles discriminants de l’état
de l’art. En effet, comme les classifieurs discriminants, ils peuvent manipuler un grand
nombre de descripteurs, et comme lesmodèles génératifs, ils intègrent des dépendances
entre les étiquettes de sortie et prennent une décision globale sur la séquence. Plusieurs
travaux ont proposé d’utiliser les CRFs pour modéliser un système de compréhension
de la parole (Wang and Acero, 2006; Lefèvre, 2007; Raymond and Riccardi, 2007; Hahn
et al., 2009). Par ailleurs, plusieurs outils sont disponibles pour apprendre ces modèles
tels que CRF++ (Kudo, 2005) et Wapiti (Lavergne et al., 2010).
31
Chapitre 2. La compréhension automatique de la parole
2.4.2.2 Approche par traduction automatique (SMT)
La compréhension de la parole peut être vue comme la traduction d’une phrase
en langage naturel vers une autre phrase en langage de concept. Cette interprétation
transforme la tâche de compréhension en une tâche de traduction et donc les approches
de traduction automatique peuvent être utilisées pour réaliser cette tâche.
Pour cela (Macherey et al., 2009; Hahn et al., 2010) ont proposé d’utiliser une
méthode de traduction statistique standard qui regroupe plusieurs modèles : un
modèle de traduction automatique statistique à base de segments (Phrase-Based Sta-
tistical Machine Translation, PB-SMT), un modèle de langage et un modèle de ré-
ordonnancement.
Plusieurs outils sont disponibles pour apprendre un tel système (MOSES (Koehn
et al., 2007) pour le modèle de traduction et SRILM (Stolcke, 2002) pour le modèle de
traduction). Vu que la traduction automatique représente un des autres aspects impor-
tant de cette thèse, nous consacrons un chapitre complet à état de l’art de cette méthode.
2.4.2.3 Les transducteurs à états finis (FST)
Les transducteurs à états finis (Finite State Transducers, FST) sont des automates à
états finis avec des sorties (émissions de symboles). Le transducteur à états finis prend
un mot en entrée et le transforme en un autre mot en sortie contrairement à l’automate
à état fini (accepteur) qui simplement accepte ou rejette le mot. En plus de l’entrée et
de la sortie, des poids peuvent être associés à chaque transaction (Weighted Finite State
Transducer, WFST). Cette caractéristique rend les FSTs utilisables pour plusieurs tâches
de traitement automatique de la langue (Roche and Schabes, 1995; Mohri, 1997; Mohri
et al., 2002; Yvon et al., 2004).
(Raymond et al., 2006) ont proposé d’utiliser les FSTs pour une tâche de compréhen-
sion de la parole suivant la proposition initiale de (Pereira and Wright, 1997). Dans
cette approche le processus de transformation d’une séquence de mots wN1 vers une
séquence de concepts cN1 est obtenu par un automate à état fini. Cet automate est la
combinaison de trois automates :
– le premier λwN1 représente la phrase à étiqueter w
N
1 ,
– le deuxième λw2c représente les transductions de mots vers des concepts et
– le troisième λLM représente un modèle de langage de concepts.
Le meilleur étiquetage est le meilleur chemin λSLU tel que :
λSLU = λwN1
◦ λw2c ◦ λLM
Cette approche a l’avantage de pouvoir utiliser l’ensemble des opérations définies
sur les FST, notamment les opérations de compositions, de déterminisation et de
recherche de plus court chemin.
32
2.4. Approches pour la compréhension de la parole
Ces opérations permettront de combiner le processus de compréhension au proces-
sus de reconnaissance ou à une tâche de traduction comme cela sera montré dans le
chapitre 6.
Un modèle de compréhension peut être obtenu facilement par cette approche grâce
à la disponibilité d’outils libres pour construire les FSTs tels que OpenFst (Allauzen
et al., 2007).
2.4.2.4 Les machines à vecteur de support (SVM)
En plus des méthodes d’étiquetage séquentiel probabilistes il est aussi possible de
recourir aux approches de classification automatiques. Ces approches considèrent le
problème de la compréhension d’une séquence comme un problème de classification
de l’ensemble des mots de cette séquence.
Ces méthodes cherchent à trouver la fonction qui minimise les erreurs de classifi-
cation. La méthode la plus utilisée récemment pour cette tâche repose sur les SVMs
(Vapnik, 1982).
Les machines à vecteurs de support (Support Vector Machine, SVM) proposées par
Vapnik (Vapnik, 1982; Cherkassky, 1997) sont des classifieurs à valeurs réelles utilisés
dans de nombreuses tâches d’apprentissage automatique. Ces classifieurs découpent le
problème de classification en deux sous-problèmes : la transformation non-linéaire des
entrées et le choix d’une séparation linéaire optimale.
Le premier problème vient du besoin de se projeter dans un espace où les don-
nées peuvent être séparées linéairement. Pour ce faire, une transformation basée sur
un noyau est appliquée pour projeter les données dans un espace de grande di-
mension (voir la FIGURE 2.4). Le noyau est une fonction (linéaire, polynomiale ou
gaussienne) qui retourne la valeur du produit scalaire entre deux vecteurs d’entrée
K(X,Y) = Φ(X).Φ(Y).
FIGURE 2.4 – Projection des données dans un espace de grande dimension.
Le deuxième problème est de trouver la marge maximale, qui représente la distance
entre la frontière de séparation et les points les plus proches. Ces derniers sont appelés
vecteurs de support, dans le sens qu’ils supportent la limite séparatrice.
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Sachant que la plupart des problèmes de classification sont linéairement séparables
et que les méthodes SVM ont l’avantage de pouvoir traiter un grand nombre de don-
nées et d’assez grande dimension, elles sont utilisées pour des tâches différentes telles
que la catégorisation de texte (Joachims, 1998), la reconnaissance du locuteur (Ho and
Moreno, 2004) ou encore l’identification du texte dans les images (Herv et al., 2001).
Les SVMs peuvent être utilisées avec succès pour une tâche de compréhension de la
parole. YAMCHA est un exemple de système de compréhension fondé sur les SVM
(Kudoh and Matsumoto, 2000). Ce système consiste à entrainer un classifieur pour
chaque paire de classes conceptuelles à reconnaitre.
Vu que les SVM sont des classifieurs binaires, donc dans un environnement de K
classes, K(K− 1)/2 classifieurs binaires sont construits pour prendre en compte toutes
les paires de classes. L’étiquetage final est un vote pondéré sur les différents classifieurs
binaires. Une approche comparable mais permettant un décodage conceptuel à partir
d’une représentation structurée a été proposé par l’université de Cambridge (Mairesse
et al., 2009). Des outils libres sont disponibles pour apprendre ces modèles (eg. l’outil
YAMCHA (Kudo and Matsumoto, 2001)).
Plusieurs travaux (Schapire and Singer, 2000; Haffner et al., 2003) ont montré que les
méthodes de classification peuvent être un moyen efficace pour extraire des concepts
à partir d’une phrase transcrite. Cette approche présente l’avantage d’être robuste au
bruit de transcription généré par le système de reconnaissance et aux effets dus à la
parole spontanée.
D’autre part, cette approche réduit la contribution humaine dans la création du
modèle du fait que le corpus d’apprentissage doit contenir, pour chaque phrase,
l’ensemble des concepts qu’il implique sans avoir besoin de définir les mots sur lesquels
ces concepts reposent. On peut noter que, à part les CRFs, cette approche donne la
meilleure performance comparée aux approches stochastiques présentées précédem-
ment (Hahn et al., 2010).
2.5 Evaluation des systèmes de compréhension de la parole
L’évaluation des systèmes de compréhension permet de comparer des systèmes en-
tre eux et aussi d’optimiser les paramètres choisis pour un modèle donné. On peut dis-
tinguer deux types d’évaluation : l’évaluation de séquences d’étiquettes et l’évaluation
globale du message.
Dans le premier type chaque mot ou séquence de mots du corpus de test est as-
socié à une étiquette sémantique et l’évaluation consiste à aligner cet étiquetage avec
les étiquettes produites par le modèle évalué afin de calculer le nombre d’insertion de
substitution et d’omission de concepts.
Pour cela le score CER (Concept Error Rate) peut être utilisé. Le CER est l’équiva-
lent du taux d’erreur en mots (Word Error Rate, WER) mais au niveau des concepts.
Le WER est dérivé de la distance de Levenshtein (Levenshtein, 1965) en appliquant la
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comparaison au niveau des mots au lieu des caractères. Donc le CER peut être défini
comme le ratio de la somme des concepts omis, insérés et substitués sur le nombre de
concepts dans la référence. Le CER représente un pourcentage d’erreurs, donc il est
d’autant meilleur qu’il est petit.
CER =
count(Ins) + count(Del) + count(Sub)
count(concepts de la re´ f e´rence)
∗ 100
D’autres mesures peuvent être utilisées pour une évaluation globale du message
dans les cas où on ne considère pas la notion séquentielle. Dans ces cas les mesures de
précision et de rappel sont utilisées pour évaluer les systèmes. La précision représente
le pourcentage de concepts corrects trouvés par le système sur la totalité des concepts





Le rappel représente le pourcentage de concepts corrects retrouvés parmi les con-





Enfin, la F-mesure représente une mesure unique qui permet de combiner à la fois
précision et rappel. L’efficacité globale du système selon la F-mesure peut être définie
par l’équation suivante :
F−mesure =
2 ∗ pre´cision ∗ rappel
pre´cision+ rappel
2.6 Conclusion
Dans ce chapitre nous avons introduit les systèmes de dialogue homme-machine
de manière générale et nous avons présenté plus particulièrement le module de com-
préhension de la parole, objet d’étude principal de cette thèse. Le développement de
ce module peut être réalisé par des approches linguistiques ou des approches issues de
l’apprentissage automatique.
Ces dernières ontmontré des bonnes performances pour la tâche de compréhension.
Ces approches minimisent le besoin en expertise humaine nécessaire pour développer
les modèles linguistiques et nécessitent uniquement un corpus d’apprentissage consti-
tué d’énoncés annotés. Le choix d’une approche ou d’une autre dépend énormément
de la taille des corpus disponibles et aussi de la complexité de la représentation séman-
tique.
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Plusieurs travaux ont comparé les performances des différentes approches statis-
tiques pour des tâches similaires (Hahn et al., 2008, 2010). Les conclusions obtenues
par ces travaux montrent que l’approche à base de CRFs est (jusqu’à présent) la plus
performante pour une tâche d’étiquetage séquentiel. C’est pourquoi nous avons fait le
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3.1 Introduction
La traduction automatique est un domaine de la linguistique computationnelle qui
consiste à traduire un texte (écrit ou oral) depuis une langue source vers une langue
cible. Un logiciel de traduction automatique analyse le texte dans la langue source (texte
à traduire) et génère automatiquement le texte correspondant dans la langue cible (texte
traduit) à l’aide d’un ordinateur.
Dans les années 50, la recherche en traduction automatique portait sur la traduc-
tion littérale, à savoir la traduction mot à mot, sans prise en compte des règles linguis-
tiques. Le système démontré à l’Université de Georgetown (connu sous le nom de l’
“Expérience de Georgetown IBM”) en 1950 représente la première tentative systéma-
tique visant à créer un système de traduction automatique utilisable.
Des recherches sont également menées en Europe et aux États-Unis, tout au long
des années 50 et au début des années 60.
En 1966, aux États-Unis, le rapport ALPAC (Automatic Language Processing Ad-
visory Committee) fait une estimation prématurément négative de la valeur des sys-
tèmes de traduction automatique, et des perspectives offertes par ceux-ci, mettant fin
au financement et à l’expérimentation dans ce domaine pour la décennie suivante.
C’est seulement à la fin des années 70 que des tentatives sérieuses sont à nou-
veau entreprises, parallèlement aux progrès de l’informatique et des technologies des
langues.
Cette période a vu aussi le développement de systèmes de transfert et l’émergence
des premières tentatives commerciales. Des sociétés comme Systran et Metal sont per-
suadées que la traduction automatique est un marché viable et utile. Elles mettent sur
pied des produits et services de traduction automatique reliés à un serveur central. Mais
les problèmes sont nombreux : des coûts élevés de développement, une lexicographie
demandant un énorme travail, des difficultés pour proposer de nouvelles combinaisons
de langues, et l’inaccessibilité de tels systèmes pour l’utilisateur moyen.
Dans les années 80, beaucoup de travaux sur la représentation morphologique, syn-
taxique et sémantique sont réalisés au Japon. En 1991, le premier modèle de traduc-
tion automatique statistique est proposé par IBM ; la traduction repose sur des modèles
numériques appris à partir de nombreuses phrases alignées source et cibles.
Aujourd’hui la recherche en traduction automatique statistique est extrêmement
vaste et devient de plus en plus populaire parmi les chercheurs en traitement automa-
tique de la langue. Un historique de la traduction automatique ainsi qu’une vue globale
sur ses différents paradigmes peuvent être trouvés dans (Dorr et al., 1999) et (Hutchins,
2007).
Ce chapitre présente un bref état de l’art de la traduction automatique. En premier
lieu, nous présentons les différentes architectures des systèmes de traduction tout en
distinguant deux catégories d’architectures : architectures linguistiques 3.2.1 et archi-
tectures computationnelles 3.2.2. Dans le cadre de cette thèse nous nous intéressons à la
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FIGURE 3.1 – Le triangle de Vauquois.
traduction automatique probabiliste que nous présentons en détail dans la section 3.3.
Enfin avant de conclure ce chapitre nous présentons des outils utilisés pour la traduc-
tion automatique probabiliste dans la section 3.4 et les métriques utilisées pour évaluer
la traduction automatique dans la section 3.5.
3.2 Architectures des systèmes de traduction
Dans (Boitet, 2008) l’auteur différencie deux classes d’architecture du système de
traduction automatique : architecture linguistique et architecture computationnelle.
L’architecture linguistique d’un système de traduction est caractérisée par la représen-
tation qu’utilise ce système durant le processus de traduction, tandis que l’architecture
computationnelle d’un système de traduction est caractérisée par les méthodes de cal-
cul lors du processus de traduction.
3.2.1 Architectures linguistiques
Les différentes architectures linguistiques possibles d’un système de traduction ont
été représentées par le fameux triangle de Vauquois (Vauquois, 1968) (Figure 3.1). Ces
architectures peuvent être définies de la manière suivante :
– Système de traduction directe :
Dans ces systèmes la traduction d’une langue vers une autre est réalisée en une
seule étape sans passer par une analyse de la phrase source ni par un processus
de génération de la phrase cible. Cette traduction est effectuée en utilisant une
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structure plus ou moins évoluée d’un dictionnaire bilingue qui traduit un mot ou
une séquence de mots d’une langue vers une autre (Hutchins and Somers, 1992).
Les systèmes de traduction directe ont plusieurs limites ; le manque d’analyse
syntaxique (à plat ou hiérarchique) ou lexicale étant le principal problème.
Certains défauts de ces systèmes peuvent être comblés par les approches de
traduction “indirecte” dans laquelle une analyse linguistique des phrases sources
est une étape indispensable du processus de traduction. Les systèmes de tra-
duction de ce type peuvent être classés dans deux catégories : les systèmes de
transfert et les systèmes de traduction par interlingua.
– Système de transfert :
Dans ces systèmes la traduction se fait en trois étapes : une étape d’analyse de
la phrase source, une étape de transfert et une étape de génération de la phrase
cible. Ces systèmes nécessitent des connaissances linguistiques dans la langue
source et la langue cible (représentées par des dictionnaires, des grammaires,
etc.) et en plus des règles de transformation qui relient la langue source avec la
langue cible (une table qui contient les règles de transfert entre les deux langues)
(Arnold et al., 1993).
– Système de traduction par interlingua :
Cette approche implique l’utilisation d’une représentation intermédiaire (ou
langue pivot, l’interlingua) pour passer d’une langue vers une autre. Le proces-
sus de traduction d’une langue source vers une langue cible consiste à analyser
les phrases de la langue source pour les transférer vers la langue intermédiaire,
puis ensuite générer des phrases traduites dans la langue cible à partir de cette
traduction pivot.
Cette approche a l’avantage d’être facilement applicable pour des traductions
multilingues (ie au-delà d’une paire de langues unique). Pour pouvoir traduire
entre n langues différentes nous avons besoin de n analyseurs et n générateurs
au lieu de n(n− 1) systèmes de transfert. Cependant les analyseurs et les généra-
teurs pour les systèmes de traduction par interlingua sont “théoriquement“ plus
complexes et plus difficiles à établir.
3.2.2 Architectures computationnelles
L’architecture computationnelle d’un système de traduction est définie par la méth-
ode utilisée pour réaliser la traduction. En général, les systèmes de traduction peuvent
être regroupés en trois catégories d’architecture computationnelle :
– Traduction à base de règles :
Pour construire un système de traduction à base de règles, nous demandons à des
spécialistes d’établir des règles qui définissent la traduction d’une langue à une
autre et ensuite ces connaissances sont encodées dans le système. Ces connais-
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sances peuvent être sous plusieurs formes comme des dictionnaires bilingues ou
des règles de transfert syntaxiques d’une langue à une autre. Plusieurs types de
grammaires peuvent être utilisés dans ces méthodes pour modéliser les langues
comme les LFG (Lexical Functional Grammars) (Kaplan and Bresnan, 1995), les
HPSG (Head-driven Phrase Structure Grammar) (Pollard, 1985) ou les TAG (Tree
Adjoining Grammar) (Kroch and Joshi, 1985).
– Traduction à base d’exemples :
Ces systèmes (que l’on peut classer, au même titre que les systèmes statistiques,
dans la catégorie des systèmes empiriques ou numériques), considèrent que
le modèle de traduction est construit automatiquement à partir d’un bitexte
(texte traduit en deux langues) assez grand sans avoir besoin d’expertise pour
établir des règles. Le bitexte (mémorisé par le système) constitue un ensemble
d’exemples à partir desquels le système construit une hypothèse cible à partir
d’un texte source en concatenant des morceaux d’exemples issus de la mémoire
initiale (Nagao, 1984; Langlais et al., 2008).
– Traduction statistique (probabiliste) :
Les systèmes de traduction statistiques ont besoin aussi d’un bitexte pour être
conçus. Ce bitexte permet d’estimer une fonction de densité calculant la probabil-
ité qu’un texte cible soit la traduction d’un texte source. Lors de la traduction de
nouveaux textes, les systèmes de traduction statistiques cherchent à maximiser
cette probabilité pour trouver la traduction la plus probable.
Les données bilingues sont de plus en plus disponibles avec l’utilisation crois-
sante de sites web bilingues et les traductions multilingues de certains docu-
ments officiels comme les débats parlementaires européens par exemple. Grâce
à la disponibilité de ces données, la traduction statistique a connu une croissance
importante au cours des dernières années. C’est l’approche utilisée par plusieurs
systèmes de traduction en ligne comme le système de Google 1 et celui de Mi-
crosoft 2.
3.3 La traduction automatique probabiliste
Le processus de traduction consiste à transformer une phrase dans la langue source
S, vers une phrase dans la langue cible T. Sachant que chaque phrase est composée
d’une séquence de mots, ces phrases peuvent être définies comme : s = s1, ..., si, ...sI
et t = t1, ..., tj, ...tJ où si représente le mot dans la position i de la phrase source et tj
représente le mot dans la position j de la phrase cible.
Brown et al (Brown et al., 1990, 1993) ont fait l’hypothèse que chaque phrase d’une
langue peut être la traduction de chaque phrase d’une autre langue avec des proba-
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P(t | s), cette probabilité correspond à la probabilité que t soit la traduction de s. La tra-
duction probabiliste cherche à trouver la traduction la plus correcte (la plus probable)
pour une phrase s en appliquant des règles de décision avec une perte minimale (Och,
2005) :
tˆ = argmaxtP(t | s)




Vu que le texte source et le même tout au long du décodage, sa probabilité P(s)
n’influencera pas le calcul de la fonction argmaxc, donc l’équation peut être reformulée
comme :
tˆ = argmaxtP(s | t).P(t)
Cette représentation peut être décomposée en deux modèles séparés : le modèle
de traduction P(s | t) et le modèle de langage P(t). Le modèle de traduction (Trans-
lation Model, TM) cherche à trouver la meilleure traduction d’une phrase en entrée,
tandis que le modèle de langage (Language Model, LM) attribue des probabilités aux
hypothèses de traduction selon la probabilité de l’occurrence de cette hypothèse dans
la langue cible. Le processus de décodage (traduction) consiste à trouver la meilleure
traduction en considérant les probabilités données par le modèle de langage sur toutes
les hypothèses de traduction.
3.3.1 Modèle de langage
Les modèles statistiques de langage ont été utilisés dans plusieurs applications du
traitement automatique du langage naturel (Natural Language Processing, NLP), tel
que la reconnaissance de la parole (Chen and Goodman, 1996; Roark et al., 2007), l’éti-
quetage des catégories syntaxiques (Part-Of-Specch, POS), la recherche d’informations
(Information Retrieval, IR) (Song, Fei et al., 1999), etc.
Le modèle de langage tente d’estimer la probabilité d’une séquence de mots dans
une langue cible. Il représente la probabilité qu’un mot ou une séquence de mots ap-
paraisse dans une langue. En traduction automatique la plupart des modèles de lan-
gage sont des modèles n-grammes. Pour une phrase e un modèle de langage est défini
comme la probabilité jointe des mots w1,w2, ...wn qui la compose :
P(e) = P(w1w2...wn)
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En appliquant la règle de probabilité des chaînes, cette représentation peut être dé-
composée comme :
P(e) = P(w1)P(w2 | w1)P(w3 | w1w2)...P(wn | w1...wn−1)
En pratique, ce modèle est simplifié en faisant l’hypothèse qu’un mot wi dépend
uniquement des n − 1 mots précédents. Ainsi nous obtenons un modèle de langage
bigrammes avec n = 2 et un modèle trigrammes avec n = 3. Un modèle de langage
trigrammes par exemple peut être représenté comme :





L’estimation des probabilités du modèle de langage statistique se fait par rapport à
un corpus d’apprentissage monolingue. Si ce corpus est d’une très grande taille on peut
considérer qu’il représente la langue en général.
La probabilité d’apparition d’un mot est généralement estimée en utilisant le critère
de maximum de vraisemblance (Maximum Likelihood Estimation, MLE). Pour un
modèle trigrammes, la probabilité d’un mot w3 de la séquence w1w2w3 est donnée
comme :
P(w3 | w1w2) =
count(w1w2w3)
count(w1w2)
où count(w1w2w3) est le nombre d’occurences de la suite w1w2w3 dans le corpus d’ap-
prentissage, et count(w1w2) est le nombre d’occurences de la suite w1w2 dans le corpus
d’apprentissage.
Cette modélisation pose un problème lorsqu’on rencontre des mots ou des n-
grammes non observés dans les données d’apprentissage. Quelle que soit la taille du
corpus d’apprentissage, il y a toujours des mots absents dans le corpus (mots hors vo-
cabulaire). Même si tous les mots d’un n-grammes apparaissent dans le corpus d’ap-
prentissage, il est possible que leur apparition ne soit pas du même ordre recontré au
moment de la traduction et donc le n-grammes sera inconnu. Pour ces cas, l’estima-
tion de probabilité de base est de 0 et donc par conséquent, une probabilité nulle sera
attribuée à toute séquence de mots contenant un mot hors vocabulaire et à tous les
n-grammes inconnus.
Une manière de résoudre ce problème est d’utiliser un algorithme de lissage
(smoothing algorithm). Plusieurs algorithmes de lissage ont été proposés afin de
généraliser les modèles de langage (Chen and Goodman, 1996). Le lissage de Laplace
(add one) consiste à ajouter la fréquence 1 à tous les n-grammes. Le lissage par repli
(backoff) (Katz, 1987) consiste à utiliser un modèle du même ordre (trigrammes, bi-
grammes,...) lorsqu’un n-gramme apparaît dans le corpus d’apprentissage, et utiliser
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un modèle d’ordre inférieur (unigramme par exemple) dans le cas contraire. Ce pro-
cessus peut être itéré jusqu’au zéro-gramme, qui consiste à attribuer une constante in-
dépendante du mot. Le lissage par interpolation part du même principe que le lissage
par repli, sauf qu’il consiste à combiner un modèle avec des modèles d’ordre inférieur
systématiquement même lorsque la fréquence des mots n’est pas 0.
Perplexité
La performance d’un modèle de langage varie selon plusieurs critères : la taille du
corpus sur lequel il a été appris, la longueur des n-grammes et l’algorithme de lissage
utilisé. La perplexité (Bahl et al., 1977) est la mesure la plus couramment employée pour
évaluer les modèles de langages. Elle est le facteur de l’entropie H(LM) d’un modèle
LM utilisé dans la prédiction des mots rencontrés. Elle peut être obtenue de la manière
suivante :
PP(LM) = 2H(LM)
Dans le cadre de l’utilisation des modèles de langage, le facteur d’entropie peut être





Cette valeur est mesurée sur un texte non vu au cours de l’apprentissage (test-set
perplexity). Elle est différente de la perplexité du modèle sur ses données d’apprentis-
sage (training-set perplexity).
La perplexité peut être considérée comme le facteur de branchement moyen du lan-
gage cible. Un modèle de langage ayant une perplexité X est équivalent, en terme de
perplexité, à un langage qui comporterait X mots équiprobables.
3.3.2 Modèle de traduction
L’alignement de mots est une étape importante pour apprendre un système de tra-
duction statistique. En général, pour deux phrases parallèles où l’une est la traduction
de l’autre, l’alignement de mots peut être défini comme une correspondance entre les
mots de ces deux phrases.
Les modèles de traduction peuvent être regroupés en deux types, selon l’unité de
base de la traduction (de l’alignement) : les modèles à base de mots et les modèles à
base de segments.
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FIGURE 3.2 – Exemple d’un alignement de mots.
3.3.2.1 Traduction à base de mots
Les tout premiers systèmes de traduction statistique sont basés sur les mots comme
unité élémentaire. La traduction entre deux phrases peut être vue comme une corre-
spondance ”alignement” entre les mots de la phrase source et ceux de la phrase cible.
Les mots de la phrase source peuvent être réordonnés selon l’ordre d’occurrence des
mots cible auxquels ils sont alignés.
Les modèles IBM (Brown et al., 1993) sont les premiers modèles probabilistes pro-
posés pour créer des modèles de traduction à base de mots. (Brown et al., 1990) consid-
ère que chaque mot de la phrase cible est aligné uniquement à un seul mot de la phrase
source.
Ils font aussi l’hypothèse que chaque mot de la phrase source peut correspondre à
un certain nombre de mots de la phrase cible.
Ce nombre est nommé la fertilité du mot. Dans l’exemple présenté dans la Figure
3.2, le mot “not” possède une fertilité de 2. D’autre part le mot “be” n’est aligné à aucun
mot et donc a une fertilité de 0. Le mot “NULL” peut être utilisé pour être aligné avec
les mots dont la fertilité est 0.
Pour estimer le modèle de traduction P(s | t) nous devons représenter les aligne-
ments entre les mots des deux langues. En général le nombre de mots entre les deux
phrases (source et cible) n’est pas identique, donc une variable a qui représente le nom-
bre d’alignements possibles est utilisée, ainsi que le modèle de traduction qui peut être
défini comme :
P(s | t) = ∑
a
P(s, a | t)
P(s, a | t) peut être défini comme :












1 , I, t)
sachant que :
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– I = la longueur de la phrase source s
– si = le mot de la phrase s dans la position i
– ai = la position du mot cible aligné à si
IBM a défini cinq modèles différents pour estimer P(s | t) chaque modèle est basé
sur les paramètres estimés par le modèle précédent. Ces modèles peuvent être définis
comme suit :
– IBM-1 est un simple modèle de traduction à base de mots. Il suppose que tous











La longueur de la phrase cible m a été incrémentée de 1 pour prendre en compte
le mot vide.
– IBM-2 suppose que la position d’un mot est déterminée par la position du mot





1 , J, t
m
1 ) = P(ai | i, J,m)
Unmodèle HMM similaire au modèle IBM-2 a été proposé par (Vogel et al., 1996).
Ce modèle modélise la distance entre les alignements plutôt que de modéliser la
position des mots. (Och and Ney, 2003) ont montré que les modèles HMM sont





1 , J, t) = P(ai − ai)
Un exemple d’alignement produit par les modèles IBM-1, IBM-2, et HMM est
donné dans la figure 3.3. Dans cette figure chaque mot source est aligné à un mot
cible par un “anneau” d’alignement. Le nombre d’anneau d’alignement d’une
phrase correspond au nombre d’alignements possibles.
– IBM-3 introduit —en plus de la traduction lexicale et des règles d’alignement—
des choix de fertilité pour chaque mot de la phrase cible. Ce modèle permet aussi
d’aligner des mots cibles avec le mot source “NULL”.
– IBM-4 prend en compte l’ordre des mots dans chaque phrase. Toutefois les
modèles IBM 1 à 4 sont déficients : ils assignent une probabilité non nulle à des
réordonnancements impossibles et ne prennent pas en compte les positions cibles
déjà couvertes.
– IBM-5 est une version améliorée du modèle IBM-4 et donne des résultats plus
satisfaisants. Le modèle IBM-5 est considéré comme un modèle de référence dans
la littérature.
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FIGURE 3.3 – Exemple d’alignement produit par les modèle IBM-1, IBM-2 et HMM
FIGURE 3.4 – Exemple d’alignement produit par les modèle IBM-3, IBM-4 et IBM-5.
Un exemple d’alignement produit par les modèles IBM-3, IBM-4, et IBM-5 est donné
dans la Figure 3.4. Dans les modèles IBM 3 à 5 les alignements sont présentés par des
tablettes qui représentent un alignement du type 1-à-n.
Ces trois modèles regroupent les alignements associés au même mot cible dans une
seule “tablette”. Par exemple le mot “not” est aligné à une seule tablette au lieux d’être
aligné à deux anneaux d’alignement.
Plus d’informations sur les modèles IBM sont données dans (Och, 2003b), et une
comparaison systématique entre ces modèles est donnée dans (Och and Ney, 2003).
Les modèles IBM permettent d’obtenir un alignement dans les deux directions de
traduction séparément. (Liang et al., 2006) ont proposé d’aligner les deux directions en
même temps en favorisant les accords entre les deux modèles “Alignment by agree-
ment”.
Des modèles discriminants peuvent aussi être utilisés pour obtenir des alignements
en mots (Moore et al., 2006; Allauzen and Wisniewski, 2010). Ces modèles facilitent
l’intégration d’informations arbitraires dans l’alignement, tels que des connaissances
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sur le domaine ou des propriétés grammaticales.
3.3.2.2 Traduction à base de segments
Dans la traduction à base de mot, les choix de traduction sont pris sur chaque mot
séparément. Cette traduction est loin d’être parfaite surtout dans les cas où un mot de
la langue source est traduit par plusieurs mots de la langue cible.
D’un point de vue linguistique, la traduction d’un mot d’une langue vers une autre
ne dépend pas uniquement de ce mot mais aussi des mots qui l’entourent dans la même
phrase. En plus de cela, la traduction à base de mot nécessite une segmentation des
phrases en mots ce qui n’est pas évident dans certaines langues comme l’arabe ou le
chinois.
La traduction à base de segments est une solution efficace pour faire face à ce prob-
lème. Dans cette approche les segments sont les unités de base de la traduction à la place
des mots. Une séquence de mots de la phrase source est la traduction d’une séquence
de mots de la phrase cible. Chaque séquence de la phrase source forme un segment
(phrase en anglais).
Cette approche est largement utilisée aujourd’hui. Sa performance par rapport à
l’approche de traduction à base de mots vient de sa capacité de gérer mieux le réor-
donnancement de mot et de mieux traduire les expressions idiomatiques. Lorsque le
modèle de traduction est appris sur une grande quantité de données, les segments peu-
vent couvrir des phrases entières et donc obtenir des traductions parfaites pour ces
phrases.
Plusieurs travaux on été dédiés à la traduction probabiliste à base de segments
(Phrase-Based Statistical Machine Translation, PB-SMT) (Koehn et al., 2003; Marcu and
Wong, 2002; Och and Ney, 2004). Dans cette approche la notion du mot NULL n’ex-
iste pas et donc chaque segment non vide est traduit par un segment non vide dans la
langue cible.
Le processus de traduction d’une phrase source vers une phrase cible se fait
généralement en trois étapes :
1. La phrase source est découpée en segments.
2. Chaque segment source est traduit vers la langue cible, séparément, en fonction
de sa probabilité de traduction Φ(sˆi | tˆi).
3. Les segments traduits sont permutés selon l’ordre naturel de la langue cible.
La phrase traduite est obtenue avec une probabilité de distorsion d(ai − bi−1),
sachant que ai et bi−1 représente le début et la fin du ième segment source traduit
en ième segment cible.
Le modèle de traduction dans cette approche représente à la fois la probabilité de
traduire le segment et le modèle de distorsion. Ce modèle peut être défini pour une
phrase de I segments comme :
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Φ(sˆi | tˆi).d(ai − bi−1 − 1)
La probabilité de traduction d’un segment Φ(sˆi | tˆi) est estimée en utilisant le critère
de maximum de vraisemblance (Maximum Likelihood Estimation, MLE) et peut être
définie comme :
Φ(sˆi | tˆi) =
count(ti, si)
∑ count(ti, si)
Afin de pouvoir estimer la probabilité de traduction d’un segment, les alignements
en segments doivent être disponibles. L’alignement en segment se fait selon plusieurs
méthodes, mais nous décrivons dans la suite une approche implémentée dans un sys-
tème état de l’art (MOSES, décrit dans la section 3.4), qui se fait à partir de deux corpus
parallèles en deux étapes :
– La symétrisation des alignements en mots des phrases dans les deux sens de tra-
duction : un alignement symétrisé en mots peut être obtenu en combinant deux
alignements en mots. Cette combinaison peut être réalisée de plusieurs manières
(union, intersection ou en utilisant des méthodes heuristiques). La figure 3.5 pré-
sente un exemple d’un alignement symétrisé obtenu par l’union de deux aligne-
ments en mots.
– L’extraction de segments : l’extraction de correspondance (extraction de seg-
ments) peut être réalisée, à partir d’un alignement symétrique, en respectant un
critère principal. Dans un segment, chaque séquence de mots source est aligné
mutuellement à une séquence de mots cible et aucun mot de ces deux séquences
n’est aligné à d’autres mots qui n’appartiennent pas au segment. Plus de détails
sur ces critères sont donnés dans (Och et al., 1999; Zens et al., 2002). La figure 3.6
donne un exemple d’un segment consistant et d’un autre inconsistant.
3.3.3 Modèle log-linéaire
Malgré le fait que le modèle de traduction à base de segment tel que présenté jusque
là soit plus performant que le système à base de mots, cette performance peut être
augmentée en étendant ce modèle vers un modèle log-linéaire.
Le modèle de traduction à base de segment contient trois modèles :
– le modèle de traduction Φ(sˆ | tˆ),
– le modèle de langage P(t) et
– le modèle de réordonnancement ou de distorsion d.
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FIGURE 3.5 – Un alignement symétrisé obtenu par l’union d’alignements en mots.
Ce modèle peut nous conduire vers des situations où les mots de sortie correspon-
dent bien aux mots d’entrée mais la phrase au final n’est pas très compréhensible. Dans
des cas similaires nous souhaitons donner au modèle de langage un poids plus impor-
tant. Des poids différents peuvent être donnés à chaque modèle (λΦ pour le modèle de
traduction, λd pour le modèle de distorsion et λLM pour me modèle de langage). Ainsi












L’ajout des poids dans ce modèle part de considérations pratiques et non pas de
rigueur mathématique. Cependant, unmodèle log-linéaire (utilisée dans différentes ap-
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FIGURE 3.6 – Exemple d’extraction de segments
L’équation du calcul de la meilleure traduction peut être adaptée à cette formule en
considérant :
– nombre de fonction n = 3 ;
– la variable aléatoire x = (s, t, ai, bi) ;
– la fonction h1 = log Φ ;
– la fonction h2 = log d ;
– la fonction h3 = log PLM ;
Cette équation peut être présentée plus clairement sous la forme :












log P(ti | t1...ti1)
En plus d’avoir l’avantage d’attribuer des poids aux différents composants, le mod-
èle log-linéaire permet d’étendre le modèle avec des composants supplémentaires.
Plusieurs algorithmes ont été proposés pour régler les poids du modèle log-linéaire
afin d’obtenir une traduction optimale. L’apprentissage à taux d’erreur minimum (Min-
imum Error Rate Training, MERT) (Och, 2003a) est traditionnellement utilisé pour op-
timiser la traduction (notamment le score BLEU) selon l’algorithme présenté dans le
tableau 3.1.
3.3.4 Décodage
Un problème assez important dans la traduction automatique est le décodage (la
traduction). Après avoir estimé lesmodèles de traduction et de langage, nous cherchons
à traduire une phrase de la langue source vers la langue cible.
Le décodage consiste à trouver la meilleure traduction en considérant ces modèles.
Ce problème a été défini comme un problème NP-complet (Knight, 1999; Zaslavskiy
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Algorithme de MERT
Input : initial weights λL1
repeat
Generate N-best repository with current λL1
for all dimensions l do
for all sentences s do
Compute upper enveloppe and error statistics
end for
Merge error statistics
Search for optimal γ and determine error reduction ∆el
λ´l ← λl + γ where γ is the change of weight for a given dimension
end for
λl ← λ´l̂ with l̂ = argminl(∆el)
until convergence
return λL1
TABLE 3.1 – Le pseudo code de l’algorithme MERT pour l’optimisation du modèle log-linéaire.
et al., 2009). La complexité vient du fait qu’il existe plusieurs choix de traduction pour
une phrase source donnée. Un très grand nombre de probabilités doit être estimé afin
de pouvoir trouver la meilleure traduction.
Pour minimiser le coût de génération de traductions, plusieurs traductions par-
tielles peuvent être développées en parallèle et seule la meilleure est complétée.
Un grand nombre d’approches de traduction probabiliste utilisent l’algorithme de
recherche par piles “stack decoder” pour le décodage. Dans cet algorithme les phrases
cibles sont construites de gauche à droite et les traductions partielles couvrant le même
nombre de mots sources sont regroupées par pile.
L’algorithme de recherche “A*” est un algorithme de recherche par piles utilisé par
(Och et al., 2001) pour le décodage en traduction automatique. Dans cet algorithme
chaque hypothèse partielle est associée à un coût défini par la somme d’un score préfixe
Q et d’un score heuristique H. Le score préfixe Q représente le coût de génération de
cette hypothèse partielle et le score heuristique H représente le coût nécessaire pour
obtenir l’hypothèse totale de la traduction à partir de cette hypothèse partielle. Ce score
est généralement obtenu par le calcul du produit du coût de génération de tous les mots
source non couverts.
En premier la pile est initialisée par une hypothèse vide. Ensuite la pile est triée
par coût croissant et l’hypothèse en tête de la pile est étendue en couvrant une po-
sition source supplémentaire. Après chaque extension, les nouvelles hypothèses par-
tielles générées sont incorporées à la pile avec les coûts accompagnés, et la pile est
triée à nouveau. Le décodeur continue l’extension jusqu’à ce que tous les mots sources
soient couverts. Une fois que tous les mots source sont couverts, le décodeur renvoie
l’hypothèse qui est en tête de la pile comme solution.
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Beam Search Algorithm
place empty hypothesis into stack 0
for all stacks 0 ... n− 1 do
for all hypotheses in stack do




recombine with existing hypothesis if possible





TABLE 3.2 – Le pseudo code de l’algorithme de recherche en faisceau.
Le coût de cette hypothèse est le coût de générationQ (le score H est de zéro car tous
les mots source sont couverts). Cette hypothèse représente l’hypothèse à coût minimal
et elle est considérée comme la meilleure traduction.
L’algorithme de “A*” permet de trouver de bonnes solutions mais il est très coûteux
en temps lorsqu’il s’agit de phrases longues. (Tillmann and Ney, 2003) ont proposé
d’utiliser l’algorithme de recherche en faisceau (beam search) qui permet d’optimiser
le processus de recherche en réduisant le besoin de mémoire.
Cet algorithme n’étend qu’un nombre limité d’hypothèses qui sont les hypothèses
les plus prometteuses et donc élague les hypothèses non pertinentes. Le pseudo-code
de cet algorithme est donnée dans le tableau 3.2 et l’algorithme est illustré dans la figure
3.7.
Deux méthodes d’élagage sont couramment utilisées :
– élagage par seuil : les hypothèses dont la probabilité est inférieure à n fois la prob-
abilité de la meilleure hypothèse dans la même pile sont élaguées.
– élagage par histogrammes : uniquement les n meilleures hypothèses sont con-
servées dans la pile.
3.3.5 Approche hiérarchique pour la traduction automatique
La traduction probabiliste à base de segment a pu résoudre certains problèmes de
réordonnancement par rapport à une approche à base de mots notamment dans le
traitement des expressions idiomatiques. Cependant, elle n’a toujours pas pu résoudre
le problème lorsqu’il s’agit de réordonnancement très long qu’on peut rencontrer dans
les paires de langues avec un ordre de mots assez différent (français-chinois par exem-
ple).
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FIGURE 3.7 – L’algorithme de décodage et les piles des hypothèses pour la recherche en faisceaux.
Pour résoudre cette limitation (Chiang, 2007) a proposé l’utilisation de l’approche
hiérarchique qui permet la résolution des problèmes difficiles du choix des ordres des
séquences de mots traduits lors de la production de la traduction en langue cible.
L’idée derrière cette approche est d’utiliser des règles hiérarchiques (expressions)
pour modéliser les réordonnancements sur la totalité de la phrase. Ces règles sont for-
malisées par des grammaires du type SCFG (synchronous context-free grammar) où
chaque élément de cette grammaire est une règle de réordonnancement. Ces règles peu-
vent être apprises automatiquement à partir d’un corpus parallèle.
Une règle de réordonnancement peut être définie comme :
X →< γ, α,∼>
où X est un symbole non-terminal, γ et α sont les séquences demots qui contiennent
des symboles non-terminaux et ∼ est l’alignement entre les symboles non terminaux
dans γ et α.
Une règle de réordonnancement entre le français est l’anglais peut être par exemple :
ne X pas → not X
Ce modèle utilise les arbres comme structure de données. Donc la traduction con-
siste à produire un arbre dont les nœuds représentent la phrase cible à partir d’un arbre
qui représente la phrase à traduire. Lorsqu’il n’est pas possible de traduire l’arbre en
entier la traduction se fait sur des sous-arbres.
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Le système de traduction hiérarchique peut être hybridé avec un autre système de
traduction (à base de mots (Hayashi et al., 2010) ou à base de segment (Dymetman
and Cancedda, 2010)). Pour l’instant, toutefois, ces modèles n’ont pas réussi à détrôner
réellement les approches plus simples de type PB-SMT et font l’objet d’études assez
nombreuses.
3.4 Outils pour la traduction automatique probabiliste
Aujourd’hui le développement d’un système de traduction automatique proba-
biliste est devenu relativement facile, grâce à la disponibilité de plusieurs corpus et
outils libres pour apprendre les différents composants du système.
L’apprentissage du modèle de traduction nécessite un corpus parallèle bilingue
aligné au niveau des phrases. Grâce aux sites ayant des versions multilingues, le
web constitue une source importante pour collecter ce genre de corpus. Par ailleurs,
plusieurs corpus sont disponibles grâce à la traduction de certains documents officiels
(par exemple les actes du parlement européen (Koehn, 2005) ou ceux du parlement
canadien (Simard, 1998)). Par ailleurs, la collecte des corpus pour apprendre un modèle
de langage est rendue plus facile puisqu’il s’agit d’un corpus monolingue.
En 1990, l’outil “GIZA” a été développé pour apprendre un alignement en mots et
implémenter des modèles IBM 1-3 (Al-onaizan et al., 1999). Une version plus avancée
de cet outil, “GIZA++”, à été développé par (Och, 2003a). Cette version implémente des
modèles IBM-4 et HMM. Les modèles IBM-4 ont été aussi traités par l’outil “ISI ReWrite
Decoder“ développé par (Germann et al., 2001).
Le décodeur ”Pharaoh" (Koehn, 2004) est le premier outil à implémenter des mod-
èles de traduction à base de segments. Une autre boîte à outils, ”MOSES“, à été pro-
posée plus récemment par (Koehn et al., 2007).
Cette boîte à outils regroupe un ensemble de scripts permettant de construire un sys-
tème de traduction probabiliste à base de segments. MOSES contient le script GIZA++
pour aligner des mots, un script pour l’extraction de segments, un script pour appren-
dre et estimer les paramètres du système et également un décodeur.
MOSES implémente un modèle log-linéaire qui combine plusieurs modèles. Le dé-
codeur est défini par défaut par 14 paramètres qui représentent les scores des différents
modèles :
– 5 scores de modèle de traduction,
– 1 score de distorsion,
– 1 score de modèle de langage,
– 6 scores de modèle lexical,
– 1 score de pénalité de mots.
Les modèles de langage de type n-grammes peuvent être appris en utilisant la boîte
à outils SRILM (Stolcke, 2002).
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3.5 Evaluation des systèmes de traduction
En langage naturel, il n’y a pas une seule manière de traduire une phrase d’une
langue vers un autre. L’évaluation d’une traduction automatique est une question non
triviale du fait que plusieurs traductions peuvent être jugées correctes.
Distinguer une bonne traduction automatiquement n’est pas une question évidente.
C’est pourquoi les tous premiers systèmes de traduction ont été évalués par des hu-
mains (évaluation subjective). Cette évaluation est coûteuse en temps et dépend énor-
mément du jugement humain (et donc des humains qui les rendent) et peut ne pas être
très homogène sur la totalité du corpus (surtout dans les cas où l’évaluation est faite
par plusieurs personnes différentes).
Ces limites justifie le besoin d’adopter une évaluation automatique (objective) pour
la traduction automatique. Cette évaluation nécessite un corpus bilingue dont la partie
source servira en test et la partie cible servira en référence.
Le score TER
Le score TER (Translation Error Rate ou Translation Edit Rate) et un score d’évalua-
tion de la traduction automatique basé sur le nombreminimumd’opérations à effectuer
sur une hypothèse th de sortie de traduction pour la transformer en sa référence tr. Cette
métrique considère les opérations d’insertion, de suppression, de substitution et aussi
de déplacement d’une séquence de mots (Snover et al., 2006). Un déplacement peut dé-
caler toute une séquence de mots vers la droite ou la gauche et sera considéré comme
une seule erreur. Le TER peut être donné comme suit :
TER(th =




Le score BLEU (BiLingual Evaluation Understudy) a été proposé par IBM (Papineni
et al., 2002) pour l’évaluation objective de la traduction automatique. Le principe de
ce score est la comparaison de la sortie du traducteur avec une/des traductions de
référence. Les statistiques de co-occurrence et de n-grammes, basées sur les ensembles
de n-grammes pour les segments de traduction et de référence, sont calculées pour cha-
cun de ces segments et sommées sur tous les segments. Cette moyenne est multipliée
par une pénalité de brièveté (pb), destinée à pénaliser les systèmes qui essaieraient
d’augmenter artificiellement leurs scores en produisant des phrases délibérément cour-
tes. Ce score peut être calculé comme suit :












wn = 1. pn qui représente le compte de précision de n-grammes sur
la totalité du corpus
Le score BLEU est la métrique la plus souvent utilisée pour la traduction automa-
tique. (Papineni et al., 2002; Doddington, 2002) ont montré que ce score a une bonne
corrélation avec l’évaluation humaine. Malgré le fait que BLEU présente plusieurs lim-
ites (Zhou et al., 2006), il est considéré comme une méthode assez efficace pour des fins
de comparaison de systèmes.
Le score NIST proposé dans (Doddington, 2002) part du même principe du score
BLEU sauf que les n-grammes sont pondérés selon des fréquences d’apparition. Les
n-grammes peu fréquents contribuent plus au score que les n-grammes fréquents.
Le score METEOR
Contrairement au score BLEU et NIST (qui sont des scores de précision), (Lavie and
Denkowski, 2009) ont proposé le score METEOR (Metric for Evaluation of Translation
with Explicit ORrdering) qui équilibre précision et rappel.
Le calcul de ce score est basé sur un alignement entre les uni-grammes de l’hy-
pothèse et ceux de la référence. Un alignement peut être défini comme un ensemble de
correspondances d’uni-grammes. Un uni-gramme d’une phrase est mis en correspon-
dance avec zéro ou un seul uni-gramme d’une référence.
Les correspondances sont basées en premier lieu sur des formes orthographiques
identiques, puis sur des mots de même racine (stemmisation) et enfin sur les syn-
onymes. Cet alignement permet de mieux évaluer les hypothèses en tenant compte
de plusieurs possibilités lexicales différentes de la référence. Le meilleur alignement est
celui qui contient le plus grand nombre de correspondance d’uni-grammes avec le plus
petit nombre de réordonnancements. Le score METEOR est déterminé à partir de ce
meilleur alignement.
Le score METEOR (qui paraît assez efficace) dépend de la disponibilité des diction-
naires ce qui n’est pas évident dans toutes les langues.
3.6 Conclusion
Dans ce chapitre nous avons présenté un état de l’art des approches pour la tra-
duction automatique. Les systèmes de traduction automatique peuvent être classés en
plusieurs catégories selon leur architecture linguistique ou leur architecture compu-
tationnelle. Les systèmes de traduction automatique probabiliste ont connu une large
évolution au fil des dernières années et ils ont l’avantage d’être assez performants et
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faciles à implémenter grâce à la disponibilité de plusieurs outils libres pour les constru-
ire à partir d’un corpus bilingue parallèle.
Nous avons présenté aussi les différents composants d’un système de traduction
probabiliste, notamment l’alignement desmots, le modèle de traduction et le modèle de
langage. Enfin nous avons présenté des outils libres utilisés pour concevoir ces modèles
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4.1 Introduction
Aujourd’hui l’accessibilité aux services de technologies d’information à travers la
parole reste d’une très grande importance pour une large catégorie de personnes pour
laquelle c’est le seul moyen pratique d’accès à l’information. Donc pour un passage
total vers la société numérique, le développement des services oraux ne doit pas être
limité à certaines langues et à des domaines précis mais doit être généralisé pour cou-
vrir un maximum de langues et d’applications possibles.
La généralisation des systèmes de dialogue oral accroît la nécessité du développe-
ment rapide de tels systèmes. Les systèmes de dialogue homme-machine peuvent être
conçus pour différents domaines d’application et dans des langues différentes. La né-
cessité d’une production rapide de ces systèmes pour de nouvelles langues reste un
problème ouvert et crucial auquel il est nécessaire d’apporter des solutions efficaces.
La portabilité des systèmes existant dans une langue donnée vers une nouvelle
langue pour une tâche similaire est donc un enjeu important pour obtenir rapidement
de nouveaux systèmes de dialogue.
Ce chapitre adresse la question du multilinguisme des systèmes de dialogue en
présentant les travaux effectués dans ce domaine et nos propositions pour une portabil-
ité multilingue du système de compréhension de la parole. Dans la section 4.2 nous in-
troduisons d’une manière générale la portabilité multilingue de systèmes de dialogue,
et nous présentons plus particulièrement dans la section 4.2.1 la portabilité du système
de reconnaissance qui rejoint dans son esprit la portabilité du système de compréhen-
sion. Nous présentons les travaux dédiés à la portabilité de ce dernier (qui est le cœur
de notre étude) dans la section 4.2.2. Les sections 4.3 et 4.4 présentent nos propositions
pour la portabilité des systèmes de compréhension en utilisant des techniques de tra-
duction automatique, alors que la section 4.5 présente nos propositions pour accroître
la robustesse des approches proposées aux erreurs de traduction.
4.2 La portabilité des systèmes de dialogue
La construction d’un système de dialogue interactif soulève plusieurs problèmes
liés au développement de ses différents composants (Glass, 1999). Cette procédure peut
être coûteuse en temps et en expertise humaine. Le défi dans le développement d’un
nouveau système de dialogue ne consiste pas uniquement dans la façon de construire
les meilleurs modèles pour les différents composants du système, mais aussi à constru-
ire ces modèles tout en réduisant le coût et le temps du développement.
Dans les dix dernières années, de nombreux travaux ont traité la question du mul-
tilinguisme des systèmes de dialogue. Certains travaux ont proposé des outils et des
plateformes pour faciliter la conception des composants principaux du système (Sut-
ton et al., 1996), d’autres ont proposé de partir d’un système existant pour développer
une nouvelle version dans une nouvelle langue (comme le cas du système de dialogue
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Galaxy chinois (Seneff and Wang, 1997)) tout en bénéficiant des connaissances et des
outils développés au cours de l’élaboration de la première version.
Certains composants du système de dialogue peuvent être considérés comme in-
dépendants de la langue, par exemple, le gestionnaire de dialogue, et ne sont donc
soumis à aucune question de portabilité à travers la langue (bien que cela puisse être
remis en question par rapport à des habitudes culturelles qui peuvent influencer la
façon dont les interactions sont traitées d’une langue à une autre (Burke et al., 2003)).
Cependant, d’autres modules, tels que la reconnaissance de la parole et le module
de compréhension de la parole, diffèrent entre les langues et doivent être mis à jour
pour porter le système de dialogue vers une nouvelle langue.
Etant donné que les modèles statistiques sont les plus utilisés récemment pour con-
struire les composant majeurs des systèmes de dialogue et que la construction de ces
modèles nécessite des données d’apprentissage, un nombre important des travaux qui
ont traité le problème de la portabilité l’ont traité uniquement du point de vue de la
minimisation de l’effort de collecte de nouvelles données dans une nouvelle langue
(Glass et al., 1995; Gao et al., 2005; Fung and Schultz, 2008). Ces données sont ensuite
utilisées pour apprendre les divers modèles (reconnaissance de la parole, compréhen-
sion, synthèse, ...).
Des travaux plus récents ont proposé des méthodes pour porter les différents mod-
ules du système de dialogue vers une nouvelle langue. Ces travaux sont résumés dans
les sections suivantes. Il est important de noter que, malgré le fait que nous nous
sommes intéressés plus particulièrement à la portabilité du système de compréhension
de la parole dans le cadre de cette thèse, la portabilité des autres modules reste possible
avec des approches similaires.
4.2.1 La portabilité des systèmes de reconnaissance automatique de la pa-
role
De nombreuses études ont déjà été menées pour développer des méthodes rapides
pour la portabilité d’un système de reconnaissance à travers les langues. Certains ont
proposé de réduire l’effort manuel du développement du système de reconnaissance
par l’utilisation d’un modèle générique (Lamel et al., 2001). D’autres ont suggéré de
porter les composants du système de reconnaissance, aussi bien le modèle acoustique
que le modèle de langage.
Certains travaux sont concentrés plus particulièrement sur la portabilité des mod-
èles acoustiques. Ces travaux ont montré que le coût d’apprentissage d’un nouveau
modèle acoustique peut être réduit en utilisant un modèle général et en proposant une
adaptation de ces modèles en fonction de la langue cible (Schultz, 2004; Schultz and
Black, 2006).
D’autres efforts ont été dédiés à la portabilité des modèles de langage (Kim and
Khudanpur, 2003; Akbacak et al., 2005) notamment l’application de la traduction au-
tomatique et la recherche d’informations pour apprendre un modèle de langage dans
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une nouvelle langue à partir d’une autre langue ou d’un autre domaine. Cependant,
d’autres travaux ont été plus généraux en traitant la totalité du système de reconnais-
sance (modèle acoustique et modèle de langage) (Schultz, 2004; Lefèvre et al., 2005).
Il est important de mentionner que les approches élaborées pour la portabilité du
module de synthèse sont comparables à celles du système de reconnaissance (voir par
exemple le projet CMU SPICE (Schultz and Black, 2006)). Cependant, le générateur de
langage naturel, étant la plupart du temps basé sur des règles, celui-ci est généralement
porté vers une nouvelle langue grâce à une traduction manuelle de ses règles.
4.2.2 La portabilité des systèmes de compréhension
Le problème dumultilinguisme des systèmes de compréhension est un sujet abordé
de plus en plus ces dernières années. Plusieurs travaux ont traité le développement de
systèmes de compréhension multilingues (par exemple (Minker, 1998; Siu and Meng,
1999; Komatani et al., 2001)). Ces travaux doivent être remis en cause pour deux raisons
principales : d’une part les méthodes utilisées pour apprendre le module de com-
préhension ont récemment changé leur paradigme dominant (des méthodes à base
de règles vers des approches statistiques fondées sur un étiqueteur de séquences) et
d’autre part, le fait que les méthodes de traduction automatique sont désormais assez
performantes et beaucoup plus faciles à développer et à adapter à un besoin précis.
C’est le cas des approches telles que la traduction automatique statistique à base de
segments (Phrase-Based Statistical Machine Translation, PB-SMT) (Koehn et al., 2003).
Malgré toutes les qualités des approches statistiques utilisées pour apprendre le
système de compréhension, ces modèles nécessitent encore beaucoup de données pour
bien fonctionner. La qualité de ces modèles dépend énormément de la quantité de don-
nées utilisées pour les apprendre.
L’influence de la taille de l’ensemble des données sur la performance du module
de compréhension a déjà été étudiée (Bonneau-Maynard and Lefèvre, 2001). Dans la
même ligne les auteurs de (Komatani et al., 2010) ont proposé un moyen de répartir les
données de manière optimale pour apprendre plusieurs systèmes de compréhension
en parallèle, selon des approches différentes. De ces études, nous pouvons conclure
que, pour l’apprentissage d’unmodèle statistique, un corpus annoté qui représente une
couverture suffisante de la sémantique du domaine est nécessaire. Même si certains
événements peuvent être sous-représentés, ils doivent apparaître au moins une fois
pour les modèles afin de les prendre en compte (à son tour le modèle peut être amélioré
par une étape suivante de re-apprentissage ou d’adaptation).
La portabilité de ces modèles vers une nouvelle langue consiste alors à porter la con-
naissance représentée par le corpus annoté, d’une langue à l’autre. Comme le montrent
les auteurs de (Gao et al., 2005), la partie la plus coûteuse en temps pour construire un
nouveau système de dialogue est de collecter, de transcrire et d’annoter des données
pour le développement du module de compréhension. Par conséquent, pour réduire
les coûts du développement d’un nouveau modèle, la portabilité doit permettre d’aug-
menter la productivité en terme de temps et d’effort humain.
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Plusieurs suggestions peuvent être appliquées afin de minimiser le temps de la
transcription et la collecte des données d’apprentissage. Alors que (Gao et al., 2005)
et (Sarikaya, 2008) ont proposé de construire un mini corpus puis d’utiliser ce corpus
pour construire un système pilote utilisé pour pré-annoter les collections de données
successives, d’autres proposent un apprentissage actif pour réduire le temps requis
pour l’annotation et la vérification de corpus (Tur et al., 2003, 2005).
Les recherches visant à construire un nouveau système de compréhension dans une
nouvelle langue en utilisant la traduction automatique peuvent être divisées en deux
grandes catégories. La première propose d’utiliser des techniques de traduction au-
tomatique pour transférer un système de compréhension existant de la langue source
vers la langue cible. L’autre propose des méthodes pour aider les annotateurs humains
afin d’accélérer la collecte de nouvelles données d’apprentissage. Ces approches peu-
vent être combinées : en premier lieu, un système de compréhension dans la langue
cible est obtenue par la portabilité d’un système existant. Ce système est ensuite utilisé
pour aider les annotateurs humains en leur fournissant des pré-annotations automa-
tiques.
Cependant, cibler une catégorie ou une autre n’est pas strictement équivalent. Dans
la première catégorie, le but est de pouvoir étiqueter des données dans une nouvelle
langue, et donc ces approches sont intéressées particulièrement à dériver l’interpré-
tation des entrées d’utilisateurs. Les approches de la deuxième catégorie cherchent à
produire de nouvelles données d’apprentissage dans la langue cible et donc l’étique-
tage de données (l’annotation) doit être plus exigeant (tel qu’inclure une annotation
conceptuelle au niveau des mots et ne pas se contenter d’une annotation globale au
niveau des phrases).
Le défi d’une portabilité de l’annotation est moins important lors de l’utilisation des
méthodes de compréhension qui n’ont pas besoin d’annotation au niveau des mots.
Dans (Lefèvre et al., 2010), l’utilisation des classifieurs sémantiques de tuple (Seman-
tic Tuple Classifier, STC) est proposée. Ces modèles n’ont pas besoin d’informations
d’alignement.
Récemment, plusieurs études de la première catégorie ont montré que l’utilisation
de la traduction automatique à différents niveaux du processus de compréhension peut
aider à porter le système de compréhension vers une nouvelle langue (Suendermann
et al., 2009b; Servan et al., 2010; Lefèvre et al., 2010; Jabaian et al., 2010). Par exemple,
dans (Suendermann et al., 2009b), les auteurs proposent de traduire automatiquement
les données de la langue source vers la langue cible afin de réapprendre une grammaire
stochastique pour effectuer la reconnaissance et l’interprétation dans la langue cible.
Une autre possibilité consiste à considérer la sémantique d’un domaine indépen-
dante de la langue. Ensuite, une solution consiste à traduire le corpus d’apprentissage
vers la langue cible et d’inférer les balises sémantiques dans le corpus traduit.
Comme décrit dans (Servan et al., 2010), les phrases du corpus d’apprentissage sont
divisées en un ou plusieurs segments, chaque segment ayant une annotation séman-
tique. Traduire le corpus d’apprentissage en utilisant la segmentation associée permet
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unemise en correspondance directe entre les segments traduits et des étiquettes séman-
tiques. (Servan et al., 2010) ont montré que la portabilité d’un système de compréhen-
sion utilisant cette approche est possible et donne une performance acceptable, que ce
soit à partir de traductions manuelles ou automatiques.
4.3 Nos approches pour la portabilité multilingue d’un sys-
tème de compréhension
Bien que nos propositions soient dans la lignée de ce qui vient d’être cité, l’origi-
nalité consiste à utiliser avantageusement certaines données existantes, notamment des
donnée d’apprentissage traduites manuellement, sans ruiner nos efforts pour épargner
la contribution humaine dans le processus de portabilité. Cela est possible à l’aide de
la traduction automatique qui nous permettra d’apprendre des systèmes adaptés au
domaine à un coût très faible.
Au cours de la dernière décennie, la qualité des systèmes de traduction automa-
tique a été considérablement améliorée. Des approches statistiques sont maintenant
très répandues et la disponibilité d’un certain nombre de boîtes à outils logiciels libres
(MOSES, Josua, Jane...) permet de concevoir facilement des systèmes de traduction
statistique. Une grande quantité de données peut être collectée sous forme de textes
parallèles et ces données permettent d’apprendre des systèmes de traduction assez per-
formants.
Cependant si des systèmes généraux ou des systèmes de large couverture sont
disponibles pour la traduction automatique, leur performance ne reste guère satis-
faisante pour les domaines spécialisés. Le développement récent de systèmes de tra-
duction automatique statistique efficaces et faciles à utiliser est également d’une grande
aide pour le développement rapide du système de traduction spécialisé dans le do-
maine, à condition que certaines données soient disponibles.
Contrairement aux corpus de traduction qui sont en général de l’ordre de centaines
de milliers de phrases parallèles, il n’est guère possible de collecter plus de quelques
milliers de dialogues, ce qui représente des dizaines de milliers d’énoncés (et d’ailleurs
beaucoup d’entre eux sont très courts, comme des réponses oui-non).
Donc, en tenant compte de l’ordre de grandeur des corpus d’apprentissage dispo-
nibles en dialogue, nous ne sommes pas sûrs de la performance du système de traduc-
tion qui peut être obtenue. De plus les données sont monolingues pour commencer et
donc une étape de traduction manuelle doit être effectuée avant que le processus au-
tomatique puisse avoir lieu. Il y a donc ici un problème du type “chicken and egg” :
nous avons besoin de données du domaine (bitextes) pour apprendre un système de
traduction spécialisé afin de générer de nouveaux bitextes à partir de données linguis-
tiques source pour augmenter la taille des données d’apprentissage disponibles.
Dans la suite de ce document, la langue pour laquelle un système de compréhen-
sion existe déjà est appelée la langue source et la langue pour laquelle nous voulons
66
4.3. Nos approches pour la portabilité multilingue d’un système de compréhension
développer un nouveau système de compréhension est appelée la langue cible.
Comme déjà mentionné, dans la mesure où les approches statistiques sont ciblées,
un corpus annoté sémantiquement est nécessaire pour former lemodule de compréhen-
sion. Par conséquent, afin de porter l’étiqueteur d’une langue vers l’autre, nous pro-
posons plusieurs approches qui peuvent être divisées en deux grandes stratégies dif-
férentes selon le niveau où la portabilité est effectuée. L’application d’une stratégie ou
d’une autre dépend de plusieurs facteurs notamment la tâche attribuée au système
développé (insertion dans un système de dialogue ou utilisation pour faire de la pré-
annotation), et la disponibilité des données qui ont servi à apprendre le modèle de base.
4.3.1 La portabilité au niveau du décodage (TestOnSource)
Dans de nombreux cas, le but de la portabilité d’un système de compréhension est
de pouvoir étiqueter des entrées d’utilisateur dans une langue en utilisant un modèle
existant pour une autre langue sans forcément vouloir obtenir un nouvel étiqueteur
dans la langue cible.
Dans cette première approche, nous supposons qu’un système de compréhension
est disponible en langue source, et nous utilisons un système de traduction automa-
tique probabiliste pour traduire les entrées de l’utilisateur en langue cible vers la langue
source. Ces traductions sont ensuite les entrées du système de compréhension original.
En d’autres termes, nous portons le système « au niveau du test » sans modifier
le processus d’apprentissage de l’étiqueteur sémantique. Cette méthode sera nommée
TestOnSource dans la suite de ce manuscrit.
Le système de traduction peut être obtenu en utilisant des méthodes standard
(basées sur de grandes collections de textes parallèles), ou on peut vouloir développer
un système de traduction adapté au domaine. Dans ce cas, nous proposons d’utiliser
des données de dialogue traduites pour apprendre un système de traduction qui sera
ensuite utilisé pour traduire l’ensemble de test. Un sous-ensemble du corpus d’appren-
tissage est traduit manuellement à partir de la langue source vers la langue cible, de
manière à obtenir un corpus (petit mais très pertinent) parallèle.
Cette stratégie a l’avantage d’être très simple mais ses performances dépendront,
bien évidemment des performances du système de traduction automatique utilisé pour
revenir de la langue cible vers la langue source. La performance globale dépend aussi
de la robustesse de l’étiqueteur sémantique aux erreurs de traduction (la robustesse
du modèle de compréhension sera abordée plus tard dans cette thèse). Il est important
de mentionner que — vu qu’une simple traduction des nouvelles entrées est suffisante
pour la mise en place de cette méthode — cette méthode peut être appliquée parfaite-
ment dans les cas où nous ne disposons pas des données qui ont servi pour apprendre
l’étiqueteur sémantique (cas où le module de compréhension est une “boîte noire”). La
méthode TestOnSource est résumée dans la FIGURE 4.1.
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FIGURE 4.1 – La méthode TestOnSource.
4.3.2 La portabilité au niveau de l’apprentissage (TrainOnTarget)
Malgré le fait que la méthode TestOnSource (assez simple à appliquer) assure un
étiquetage sémantique des entrées d’une nouvelle langue, le besoin d’un système de
compréhension dans la langue cible reste indispensable pour certains cas notamment
lorsqu’on cherche à obtenir un étiquetage au niveau des mots et non pas au niveau
de la phrase. Cette seconde approche consiste donc à apprendre un nouveau modèle
de compréhension dans la langue cible. L’idée générale derrière cette stratégie est de
traduire le corpus d’apprentissage de la langue source vers la langue cible en premier
lieu, puis d’inférer les annotations sémantiques correspondantes. En d’autres termes,
cette stratégie consiste à porter le corpus d’apprentissage et son annotation pour ap-
prendre un nouveau module de compréhension dans la langue cible. Cette méthode
sera nommée TrainOnTarget dans la suite. TrainOnTarget est illustré dans la FIGURE 4.2.
Encore une fois, comme pour la méthode TestOnSource, nous proposons d’obtenir
un corpus parallèle par la traduction manuelle d’un sous-ensemble des données d’ap-
prentissage, en vue d’apprendre un système de traduction. Ce système pourra être util-
isé ensuite pour traduire le reste du corpus d’apprentissage. Une fois celui-ci entière-
ment traduit, le défi est de porter l’annotation du corpus source vers le corpus cible.
Ce transfert d’annotation est basé sur un alignement automatique entre les phrases
sources et les phrases cibles. La portabilité de l’annotation d’un corpus existant vers
sa traduction peut être faite en utilisant soit l’alignement direct soit l’indirect entre les
deux corpus. Ceci peut également être fait pendant la traduction et non pas dans une
étape séparée. La section suivante donne plus de détails sur ces différentes possibilités.
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FIGURE 4.2 – La méthode TrainOnTarget.
4.4 La portabilité de l’annotation sémantique
Après avoir traduit le corpus d’apprentissage dans la langue cible, on a besoin de
porter l’annotation du corpus source vers la version traduite. Une des raisons est que
cette annotation est nécessaire au niveau des segments pour certaines approches statis-
tiques de classification, comme les CRFs. Pour ce faire, plusieurs techniques de traduc-
tion automatique — telles que l’alignement au niveau mots entre les phrases source et
les phrases cible — peuvent être appliquées. La projection de l’annotation vers le cor-
pus de la langue cible peut alors être obtenue soit en mode direct soit en mode indirect,
comme détaillé ci-dessous.
4.4.1 Alignement direct (non-supervisé)
L’ alignement automatique de mots est une étape importante dans la traduction au-
tomatique statistique. Il consiste à générer des alignements entre les mots dans deux
phrases ou séquences parallèles en se basant uniquement sur des informations statis-
tiques extraites d’un corpus parallèle par un processus itératif de raffinement. Plusieurs
outils sont disponibles pour l’alignement non supervisé de mots : GIZA++ (Och and
Ney, 2000) qui utilise des modèles IBM et des modèles HMM, et aussi l’aligneur Berke-
ley (Liang et al., 2006) qui utilise une autre approche nommée “alignment by agreemen-
t”. Ces modèles ont montré une bonne qualité d’alignement et sont utilisés largement
pour construire des systèmes de traduction.
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FIGURE 4.3 – Exemple de projection d’étiquettes sémantiques en utilisant un alignement direct
(non-supervisé).
FIGURE 4.4 – Exemple d’erreur en utilisant un alignement (non-supervisé) pour la projection de
concepts.
Afin de réduire le coût associé à la production d’un corpus annoté au niveau mots,
(Huet and Lefèvre, 2011) ont proposé d’utiliser les informations de l’alignement di-
rect entre une phrase et ses étiquettes sémantiques pour créer un corpus annoté au
niveau segments. Un processus similaire peut être appliqué afin de porter l’annotation
du corpus source à la traduction (cible). Pour cela nous proposons d’aligner automa-
tiquement les phrases d’apprentissage traduites avec les séquences de concepts corre-
spondant aux phrases source. Pour apprendre l’alignement, nous proposons d’utiliser
un corpus parallèle composé de concepts provenant du corpus source d’un côté et les
phrases obtenues par la traduction du corpus source de l’autre côté.
Cet alignement automatique nous permet de créer un corpus annoté, au niveau
segmental, qui peut être utilisé plus tard pour apprendre un modèle de compréhen-
sion dans la langue cible. La FIGURE 4.3 donne un exemple d’un alignement automa-
tique entre une phrase cible et les étiquettes sémantiques correspondantes. Bien que les
alignements automatiques soient corrects dans la plupart des cas, les erreurs d’aligne-
ment ne sont pas négligeables pour certains autres cas, comme le montre la FIGURE 4.4.
Pour améliorer cette situation, nous proposons de faire un meilleur usage de l’informa-
tion disponible dans le corpus source dont nous disposons. Pour cela nous proposons
aussi une méthode indirecte (semi-supervisée) pour l’alignement mots-concepts.
4.4.2 Alignement indirect (semi-supervisé)
Cette approche utilise l’alignement mot-à-mot entre les phrases source et les phrases
cibles pour la projection des concepts sources vers les phrases cibles. Puisque le corpus
d’apprentissage source est déjà annoté au niveau de segments, nous proposons d’u-
tiliser l’information d’alignement mot-à-mot entre ce corpus et les corpus traduits pour
aligner directement les concepts sémantiques avec les segments de la langue cible. Bien
que pour de nombreux cas, cet alignement soit sans ambiguïté (voir FIGURE 4.5), cette
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projection peut aussi conduire à des cas complexes, comme illustré dans la FIGURE 4.6.
Autrement dit, l’idée est d’utiliser les informations d’alignement mot-à-mot entre
les phrases source et les phrases cible pour projeter l’alignement sémantique des seg-
ments de la langue cible aux segments de la langue source.
Le terme “semi-supervisé” pour cette méthode vient du fait qu’une intervention
humaine a déjà eu lieu côté source pour annoter sémantiquement au niveau des mots
le corpus d’apprentissage. Cette annotation est ensuite projetée automatiquement vers
le nouveau corpus traduit.
Pour cela, un algorithme spécifique a été développé. Cet algorithme utilise les in-
formations d’alignement et les frontières entre les segments dans le corpus source pour
inférer des concepts dans le corpus cible. Pour résumer, pour chaque segment du cor-
pus source, l’algorithme associe les mots correspondants du corpus cible en se basant
sur les informations d’alignement automatique mot-à-mot entre les deux corpus. En-
suite il attribue les concepts associés à ces segments.
Dans la plupart des cas, le résultat d’une telle projection est correct, chaque mot
des phrases de la langue cible est aligné avec un seul mot en langue source, ou avec
plusieurs mots d’un seul segment. Dans certains autres cas, un mot de la langue cible
peut être aligné avec deux mots qui appartiennent à deux segments différents ce qui
peut créer une ambiguïté pour projeter les étiquettes. Afin de minimiser le bruit dans
le corpus annoté créé, les mots de la langue cible alignés à différents mots du corpus
source doivent être traités spécifiquement.
Chaque fois qu’un mot cible est aligné à plusieurs mots sources appartenant à des
segments conceptuels différents (comme dans la FIGURE 4.6), l’algorithme doit décider
à quel concept doit être associé le mot cible. Beaucoup de règles élaborées peuvent
être introduites ici pour mettre en œuvre un processus de bonne décision, basé sur le
contenu lexical et sémantique ou sur les informations de contexte. Cependant, pour
mettre en place une méthode de base, notre proposition est la suivante : si un mot cible
ci est aligné à plusieurs mots source sj, sj+1 appartenant à des segments conceptuels
différents, nous ne prenons en compte que son alignement avec le mot qui apparaît
en premier dans la phrase source sj et donc le mot cible ci appartiendra uniquement
au segment conceptuel de sj. Cette stratégie pourrait ne pas être la plus efficace ou ne
donne pas la meilleure annotation dans tous les cas, mais elle a l’avantage d’être simple
et cohérente sur l’ensemble des données d’apprentissage.
Cette stratégie permet d’annoter le corpus cible entièrement en utilisant l’informa-
tion d’alignement en mots et l’étiquetage du corpus source.
4.4.3 Alignement obtenu pendant la traduction
Dans les propositions précédentes, la portabilité de l’annotation a été faite dans une
étape distincte après la traduction du corpus d’apprentissage. Cette dernière propo-
sition consiste à porter l’annotation en une seule étape qui combine la traduction du
corpus source et le portage de son annotation.
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FIGURE 4.5 – Exemple de projection de concepts sémantiques en utilisant un alignement indirect
(semi-supervisé).
FIGURE 4.6 – Exemple d’une situation ambiguë pour la projection de concepts.
Dans cette approche, le corpus d’apprentissage est traduit en prenant en compte la
segmentation en “segments sémantiques” (un “segment” est composé potentiellement
de plusieurs mots mais correspond à une et une seule étiquette sémantique).
Pour dériver la représentation sémantique du corpus traduit, nous proposons de
segmenter la phrase source avant de la traduire. En pratique cela consiste à utiliser
une option du décodeur MOSES, décrit dans (Koehn et al., 2007), qui permet de forcer
la segmentation conceptuelle d’une phrases avant la traduction. La segmentation des
phrases est décrite par des balises XML dans le texte à traduire. Ces balises sont pro-
jetées dans le texte traduit, tout en empêchant toute tentative de modifier les frontières
de segmentation de la langue source. En conséquence, nous obtenons le corpus d’ap-
prentissage traduit en langue cible et annoté avec ses balises sémantiques correspon-
dantes.
L’exemple donné précédemment peut alors être représenté sous la forme suivante :
72










En utilisant l’option de MOSES qui prend en compte les tags XML comme informa-










Tout le corpus d’apprentissage est traduit de cette façon avant un nouvel apprentis-
sage du modèle de compréhension en langue cible.
4.5 Accroître la robustesse du système de compréhension aux
erreurs de traduction
Nos expériences (qui seront présentées plus loin dans ce manuscrit), ainsi que d’au-
tres travaux (Lefèvre et al., 2010; Jabaian et al., 2010), ont montré que la méthode la plus
performante pour la portabilité d’un système de compréhension est aussi la plus sim-
ple, la méthode TestOnSource. Le défaut principal de cette méthode est que la qualité
de l’étiquetage sémantique dépend principalement de la qualité de la traduction préal-
able. Ainsi, le système de compréhension doit prendre en compte des entrées bruitées
par des erreurs de traduction.
Afin d’améliorer la robustesse de cette approche, nous proposons deux méthodes
différentes qui peuvent être utilisées séparément ou mises en cascade. La première
prend en compte le bruit venant de la traduction durant le processus d’apprentissage
des modèles de compréhension ; la seconde corrige automatiquement la sortie du sys-
tème de traduction avant de la transférer au système de compréhension. Il est important
de noter que, bien que pas encore évaluées dans ce cadre, les deux méthodes sont aussi
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FIGURE 4.7 – Accroître la robustesse de la méthode TestOnSource en utilisant des données d’ap-
prentissage bruité.
tout à fait adaptées pour traiter les erreurs dues à la reconnaissance automatique de la
parole dans le cadre d’un système de dialogue réel.
4.5.1 Apprentissage sur des données bruitées (SCTD)
Vu que l’étiqueteur sémantique utilisé dans la méthode TestOnSource est appris sur
des données propres (corpus source), sa capacité à étiqueter correctement des données
bruitées (sortant d’un traducteur automatique) peut être limitée dans certains cas. Pour
cela nous proposons une méthode d’apprentissage sur des données bruitées (Smeared
Crosslingual Training Data, SCTD) dans laquelle des données similaires aux entrées
automatiquement traduites sont prises en compte durant l’apprentissage du modèle.
Le principe de cette méthode est d’apprendre un modèle de compréhension (dans
la langue source) avec des données additionnelles provenant de la sortie d’un système
de traduction automatique.
En pratique, nous proposons de traduire les données d’apprentissage disponibles de
la langue cible vers la langue source et ensuite d’inférer les concepts associés à ces don-
nées bruitées (en suivant la même méthode que TrainOnTarget). Puis nous ajoutons les
données corrompues (maintenant annotées sémantiquement) aux données originales
et l’ensemble est utilisé pour apprendre un nouveau modèle de compréhension (dans
la langue source) qui alors intégrera le bruit présent dans les données traduites. Cette
méthode est illustrée dans la FIGURE 4.7.
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FIGURE 4.8 – La mise en série des méthodes proposées pour accroître la robustesse de la méthode
TestOnSource aux erreurs de traduction.
4.5.2 Post-édition statistique (SPE)
Plusieurs travaux récents en traduction automatique comme (Simard et al., 2007;
de Ilarraza et al., 2008; Béchara et al., 2011), ont proposé d’utiliser une approche basée
sur un système de traduction pour post-éditer les sorties d’un autre système de tra-
duction. Un tel système de post-édition statistique (Statistical Post Edition, SPE) a été
proposé pour améliorer la qualité des données traduites avant leur envoi à des post-
éditeurs humains. Pour entrainer un tel post-éditeur, (Simard et al., 2007; de Ilarraza
et al., 2008) utilisent les sorties d’un système de traduction avec comme données paral-
lèles leur post-édition manuelle.
Dans notre cas, dans la mesure où la sortie du système de traduction sera utilisée
comme entrée du système de compréhension entrainé sur les données en langue source,
nous proposons de post-éditer cette sortie afin de diminuer le bruit dû à la traduction.
Pour apprendre un post-éditeur statistique, notre choix a été de traduire automa-
tiquement l’ensemble des données disponibles dans la langue cible, puis d’utiliser les
sorties traduites avec leurs versions originales transcrites manuellement, comme cor-
pus parallèle. Nous pensons que le module de post-édition permettra ainsi de réordon-
ner quelques mots ou de retrouver des mots manquants dans un certain nombre de
phrases. La FIGURE 4.8 illustre la mise en série des deux méthodes proposées pour la
robustesse des systèmes de compréhension.
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4.6 Conclusion
La portabilité d’un système de compréhension a pour but de minimiser le coût et
l’effort humain lié à la création d’un nouveau système. Dans ce chapitre nous avons
proposé plusieurs méthodes pour une portabilité rapide d’un système de compréhen-
sion de la parole vers une nouvelle langue. Ces méthodes, basées sur des techniques
de traduction automatique, peuvent être classées dans deux catégories : la première
propose de porter le système au niveau du test et donc traduire les entrées de l’utilisa-
teur sans devoir apprendre un nouveau système ; la deuxième cherche à apprendre un
nouveau système dans la nouvelle langue et donc porter les données d’apprentissage
déjà disponibles vers la langue cible. Deux méthodes sont proposées pour accroître la
robustesse du système de compréhension aux erreurs de traduction automatique. L’é-
valuation et la performance des méthodes proposées dans ce chapitre seront présentées
dans le chapitre suivant.
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5.1 Introduction
Le choix d’un couple de langues pour appliquer les méthodes proposées dans
cette thèse dépend de considérations techniques et également des données disponibles.
Disposer de données manuellement traduites ou annotées, disposer d’annotateurs ou
d’outils spécifiques pour la langue cible, peut faire la différence quant au choix des
langues. Dans cette thèse, nous avons proposé plusieurs approches pour la portabilité
d’un système de compréhension automatique de la parole vers une nouvelle langue.
Vu la disponibilité du corpus de dialogue MEDIA, la langue source est le français tan-
dis que la langue cible considérée est l’italien puisque nous disposons au départ d’une
partie du corpus MEDIA traduite manuellement en italien. La description des données
disponibles ainsi que les outils et les métriques utilisés dans cette thèse se trouvent dans
la section 5.2.
L’évaluation et la comparaison des approches proposées pour la portabilité ainsi
que les approches proposées pour la robustesse des systèmes sont présentés dans la sec-
tion 5.3. Nos premières évaluations des approches de portabilité du français vers l’ital-
ien supposent la disponibilité d’une partie des données françaises traduites manuelle-
ment en italien. Nous sommes conscients de la proximité des langues source et cibles
dans cette étude et aussi de la difficulté à obtenir dans tous les cas des données cibles
manuellement traduites, donc nous proposons une validation de ces approches une
fois en utilisant des traductions en ligne et une autre fois en utilisant une langue cible
différente de l’italien (l’arabe). Pour finir nous validons aussi nos propositions dans
le cadre d’un scénario d’annotation semi-automatique réalisé dans le cadre du projet
PORT-MEDIA 1.3. Les différentes validations sont présentées dans la section 5.4.
5.2 Matériau expérimental
Avant d’évaluer les approches proposées dans cette thèse, nous présentons le corpus
MEDIA sur lequel nos expériences ont été réalisées, ainsi que les systèmes de traduction
utilisés dans ces expériences et les différentes métriques d’évaluation utilisées.
5.2.1 Le corpus MEDIA
Toutes nos expériences sont fondées sur le corpus de dialogue français MEDIA. Le
corpus MEDIA décrit dans (Bonneau-Maynard et al., 2005) couvre un domaine lié aux
réservations d’hôtel et aux informations touristiques. Il s’agit d’une simulation d’un
serveur téléphonique en français pour des réservations de chambre d’hôtel. Ce corpus
est annoté par des étiquettes qui représentent la sémantique du domaine.
Le corpus est constitué de 1257 dialogues enregistrés par 250 locuteurs différents
pour une durée totale de 70 heures d’enregistrement audio. Ces dialogues ont été col-
lectés en utilisant un protocole de type “Magiciens d’Oz” (Wizard-of-Oz). Lors de l’en-
registrement, un humain simule les réponses d’un serveur de dialogue, alors que l’util-
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FIGURE 5.1 – Protocole du Magicien d’Oz.
isateur communique avec ce serveur. Le protocole de collecte des dialogues est illustré
dans la FIGURE 5.1 (prise du “Manuel d’utilisation de l’outil WoZ. Projet MEDIA”).
Les dialogues simulent des conversations téléphoniques pour des réservations
touristiques. Les utilisateurs appellent le serveur pour réserver des chambres d’hô-
tel dans une ou plusieurs villes selon certains critères (distance du centre, période,
équipement, prix, ...).
Les dialogues sont ensuite transcrits et annotés manuellement pour obtenir une
représentation sémantique du domaine. La collecte et l’annotation du corpus ont été
prises en charge par ELDA/ELRA 1. L’outil semantizer (Bonneau-Maynard et al., 2005)
est utilisé comme interface d’annotation du corpus MEDIA.
Les scénarios sont définis avec différents niveaux de complexité partant de réserva-
tions simples et requêtes bien précises jusqu’à des réservationsmultiples avec différents
critères, des hésitations et des changements de plan au cours de la même discussion. Le
tableau 5.1 présente un extrait de dialogue du corpus MEDIA.
Pour standardiser l’utilisation de ce corpus, les dialogues sont regroupés en 3 par-
ties : un ensemble d’apprentissage (environ 13k phrases), un ensemble de développe-
ment (environ 1,3k phrases) et un ensemble d’évaluation (environ 3,5k phrases). Le
tableau 5.2 donne une description détaillée des caractéristiques techniques du corpus
MEDIA.
L’étiquetage sémantique du corpus est effectué par 99 concepts différents. Ces éti-
quettes peuvent être simples comme les dates ou les noms de villes ou peuvent être
plus complexes comme les étiquettes linguistiques (celui-ci, le même, ...). Cette annota-
tion sémantique découpe chaque phrase en plusieurs segments. Chaque segment cor-
1. http ://www.elda.org
79
Chapitre 5. Portabilité : expériences et résultats
Woz Bienvenue sur le serveur MEDIA système d’information touristique et
de réservations d’hôtels. Quelles informations désirez-vous ?
Locuteur Je voudrais réserver un hôtel pour deux personnes à Paris
Woz A Paris, quelle est votre date d’arrivée
Locuteur Le huit juin
Woz Pour combien de nuits souhaitez vous réserver ?
Locuteur Deux nuits
Woz Dans quel arrondissement souhaitez vous que votre hôtel se situe ?
Locuteur Le sixième arrondissement
Woz Trois hôtels correspondent à votre demande
TABLE 5.1 – Un extrait de dialogue du corpus MEDIA.
nombre de phrases utilisateur 18.801
nombre de phrases système 19.633
nombre de mots moyen par phrase utilisateur 8,3
nombre de mots moyen par phrase système 14,4
taille du vocabulaire utilisateur 2.715 mots
taille du vocabulaire système 1.932 mots
durée moyenne d’un dialogue 3,5 min
TABLE 5.2 – Caractéristiques du corpus MEDIA
respond à une unité sémantique. Ce segment est non seulement annoté par le concept
lui-même mais aussi par une valeur (une normalisation du segment), une modalité
(positive, négative, interrogative) et un specifieur qui représente la relation entre ce
segment et les autres segments de la phrase. Un exemple d’annotation de MEDIA est
donné dans le tableau 5.3.
Dans cet exemple le mode “+” signifie que la requête de l’utilisateur est affirmative.
Cette précision permet de distinguer les modes des différents segments d’un énoncé
et d’enlever l’ambiguïté dans des cas où ce n’est pas très clair, à partir d’un dialogue
transcrit, si la phrase est affirmative ou interrogative.
Le spécifieur “réservation” permet d’obtenir une structure hiérarchique qui
représente une réservation liée au concept “command-tache”, alors que les valeurs
représentent des valeurs normalisées correspondantes à la base de données. Il est im-
portant de mentionner que les expériences présentées dans cette thèse prennent en
compte uniquement le concept et la modalité du segment.
Un sous-ensemble de données d’apprentissage (environ 5,6k phrases), demême que
les ensembles de tests et de développement, ont été manuellement traduits en italien
dans le contexte du projet européen LUNA (Servan et al., 2010).
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concept c mode spécifieur valeur
Je voudrais réserver commande-tache + réservation
un hôtel objetBD + réservation hotel
pour deux personnes séjour-nbPersonne + réservation 2
à Paris localisation-ville + hôtel Paris
TABLE 5.3 – Exemple d’annotation sémantique du corpus MEDIA.
5.2.2 Les métriques d’évaluation
Dans nos expériences nous utilisons deux métriques d’évaluation différentes. La
première métrique est utilisée pour évaluer la performance des moteurs de traduction
utilisés pour la portabilité multilingue, alors que la seconde est appliquée pour évaluer
les sorties de compréhension obtenues par les différentes approches.
Pour évaluer la traduction, nous proposons d’utiliser le score BLEU (voir section
3.5). Ce score est la métrique la plus souvent utilisée pour comparer les performances
de différents systèmes de traduction. Par ailleurs nous proposons d’utiliser le CER (voir
la section 2.5) pour évaluer les sorties des systèmes de compréhension.
Dans la mesure où seuls les concepts et les modalités sont pris en compte dans l’é-
valuation de l’étiquetage sémantique, la segmentation sémantique des phrases n’est pas
prise en compte. Les valeurs normalisées sont généralement extraites par un système à
base de règles. Notre étude étant dédiée à la portabilité des approches statistiques, ce
système n’en fait pas partie et donc n’est pas considéré durant l’évaluation.
5.2.3 Les systèmes de traduction
Pour appliquer nos propositions de portabilité nous proposons d’utiliser des sys-
tèmes de traduction automatique spécifiques appris sur des données du domaine. Pour
cela nous construisons deux systèmes de traduction pour obtenir des traductions du
français vers l’italien et de l’italien vers le français. Pour réaliser ces systèmes, la boîte
à outils MOSES (Koehn et al., 2007) est utilisée. MOSES implémente l’état de l’art des
systèmes de traduction par segments utilisant des modèles log-linéaires.
La construction d’un système de traduction statistique nécessite un corpus paral-
lèle pour apprendre le modèle de traduction et un corpus monolingue dans la langue
cible pour apprendre le modèle de langage. Nous avons l’avantage d’avoir une partie
de l’ensemble d’apprentissage du corpus MEDIA (5,6k phrases) traduite manuellement
en italien et nous utilisons cette traduction manuelle comme corpus parallèle pour en-
trainer des modèles de traduction dans les deux directions. Chacune des parties séparé-
ment permet l’apprentissage d’un modèle de langage cible. L’ensemble de développe-
ment (1,3k phrases) avec sa traduction est aussi utilisé comme corpus parallèle pour
ajuster les poids du modèle log-linéaire des systèmes appris (voir le tableau 5.5 pour
un aperçu des ensembles de données traduites manuellement). Il est vraisemblable que
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Système FR –> IT IT –> FR
MOSES 43,62% 47,18%
En ligne 39,75% 42,58%
TABLE 5.4 – Evaluation des systèmes de traduction.
CorpusMEDIA Apprentissage Développement Test
MEDIA français 13K 1,3K 3,5K
Italien manuel 5,6K 1,3K 3,5K
Italien automatique 13K - -
TABLE 5.5 – Aperçu du corpus MEDIA et de sa traduction vers l’italien (# phrases).
la taille du corpus de développement est un peu petite pour MERT, mais nous avons
souhaité garder la structure initiale du corpus.
Finalement, nous obtenons un système de traduction du français vers l’italien avec
un score BLEU de 43,62% et un système de l’italien vers le français avec un score BLEU
de 47,18%. Ces scores sont mesurés sur l’ensemble de test de MEDIA manuellement
traduit (3,5k phrases). Dans la mesure où une seule référence par phrase est utilisée
pour évaluer le score BLEU, de même que l’ensemble d’apprentissage est réduit, ces
performances peuvent être considérées comme très acceptables comparées à d’autre
tâches comme IWSLT (score autour de 30 % obtenue par des systèmes de traduction
anglais-français appris sur un corpus de 30M phrases (Federico et al., 2012)). La per-
formance de nos systèmes est comparée avec un traducteur automatique disponible
en ligne (Google 2) représentatif d’un système à large couverture. Les résultats de cette
comparaison sont présentés dans le tableau 5.4. Confirmant notre hypothèse de dé-
part, la comparaison montre que l’utilisation de données spécialisées pour apprendre
des systèmes de traduction conduit à des systèmes plus performants que les systèmes
génériques disponibles en ligne même si ce dernier fournit déjà des performances très
correctes.
Le système de traduction français-italien est utilisé pour obtenir une traduction
automatique de la partie restante (non traduite manuellement) du corpus d’appren-
tissage MEDIA. Ainsi une traduction intégrale (manuelle 5,6k + automatique 13K) est
disponible. Le système italien-français est utilisé pour traduire le test italien en français,
qui sera l’entrée du système de compréhension français comme proposé par l’approche
TestOnSource. Le tableau 5.5 donne un aperçu des ensembles de données disponibles
pour l’ensemble des expériences.
2. ces scores ont été obtenus en janvier 2011
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Modèle Sub Del Ins CER
Français (13K) 3,1 8,1 1,8 12,9
Français (5,6K) 2,9 13,9 1,7 18,5
TABLE 5.6 – Evaluation (CER %) du SLU français de référence.
5.3 Evaluation des approches proposées pour la portabilité
Comme nous l’avons déjà mentionné nous avons choisi les CRFs comme méthode
d’étiquetage sémantique pour nos expériences. Plusieurs outils, tels que CRF++ (Kudo,
2005) et Wapiti (Lavergne et al., 2010), permettent d’apprendre de tels modèles 3. Dans
un premier temps nous apprenons et évaluons notre modèle de référence (appris sur
les données françaises de MEDIA), puis nous utilisons la traduction manuelle en italien
des données de test afin d’évaluer les performances des approches. Premièrement nous
évaluons et comparons les différentes approches proposées dans le chapitre précédent,
nous évaluons ensuite nos propositions de robustesse aux erreurs de traduction et pour
finir nous proposons de combiner les systèmes.
5.3.1 Les modèles de référence
La totalité de l’ensemble d’apprentissage de MEDIA est utilisée pour apprendre un
étiqueteur français de base utilisant des fonctions unigrammes et bi-grammes. Cette
base atteint de bonnes performances (12,9% CER) et peut être considérée comme une
référence pour nos évaluations (performance comparable à des systèmes état de l’art
conçus pour la même tâche (Hahn et al., 2010)).
Pour des comparaisons et des analyses que nous présenterons plus loin dans cette
section, nous aurons besoin d’un modèle français appris sur une sous-partie des don-
nées disponibles. Un tel modèle a été appris sur le sous-ensemble de MEDIA pour
lequel nous disposons d’une traduction manuelle (5,6K phrases). Ce modèle est bien
sûr moins performant que celui appris sur la totalité des données (18,5% vs. 12,9%),
mais sa performance reste acceptable par rapport à la taille de son corpus d’apprentis-
sage. Les détails des erreurs de ces modèles sont présentés dans le tableau 5.6.
Une analyse des résultats montre que le pourcentage le plus important d’erreurs
d’étiquetage vient des suppressions de concepts. Malgré une capacité à étiqueter cor-
rectement certains mots hors vocabulaire en se basant sur les relations du mot avec les
concepts suivants et précédents, les CRFs restent sensibles aux mots hors vocabulaire
et aux phrases mal formées provenant d’un dialogue téléphonique spontané. Les sup-
pressions de lieux relatifs, noms des villes, des objets et noms d’hôtels sont fréquentes
dans les hypothèses générées.
3. CRF++ est utilisé dans les expériences présentées dans la section 5.3 et Wapiti est utilisé dans les
expériences présentées dans la section 5.4
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FIGURE 5.2 – L’hypothèse générée par le modèle CRFs pour la phrase "je voudrais réserver un hôtel
à Nice" (le mot “Nice” est hors vocabulaire).
FIGURE 5.3 – L’hypothèse générée par le modèle CRFs pour la phrase "Y-a-t il une autoroute près
de l’hôtel" (le mot “autoroute” est hors vocabulaire).
La FIGURE 5.2 montre un exemple d’une phrase étiquetée correctement par les CRFs
malgré des mots hors vocabulaire (Nice est un nom hors vocabulaire dans cet exemple),
alors que la FIGURE 5.3 montre un autre exemple où ce n’était pas le cas (autoroute est
un nom hors vocabulaire dans cet exemple).
5.3.2 Evaluation sur la totalité des données
L’ensemble de test MEDIA traduit manuellement en italien est utilisé pour évaluer
nos approches de portabilité. La traduction automatique de ce corpus (obtenu comme
décrit dans la section 5.2.3) a été donnée comme entrée pour le système de compréhen-
sion de référence appris sur la totalité des données (décrit dans la section 5.3.1), ainsi
nous obtenons les hypothèse générées par la méthode TestOnSource.
Nous avons également appliqué les trois méthodes TrainOnTarget telles que
décrites dans la section 4.3.2.
Nous utilisons la traduction italienne de l’ensemble MEDIA (manuel + automatique)
avec la version française comme corpus parallèle pour obtenir un alignement automa-
tique mot à mots sur l’ensemble de l’apprentissage. Les informations d’alignements
sont utilisées, comme décrit dans 4.4.1, et un modèle italien est appris sur les données
obtenues pour évaluer la performance de la méthode d’alignement direct (nommée Un-
SupervisedAlignment par la suite).
Nous avons également aligné automatiquement chaque phrase italienne traduite di-
rectement avec la séquence de concepts correspondant à sa source française pour éval-
uer la méthode d’alignement indirect (décrite dans 4.4.2) (nommée Semi-Supervised-
Alignment par la suite).
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Modèle Sub Del Ins CER
SLU/CRF(TestOnSource) 5,2 12,1 2,6 19,9
SLU/CRF(TrainOnTarget)
Un-SupervisedAlignment 3,6 15,3 2,5 21,4
Semi-SupervisedAlignment 3,1 15,0 2,3 20,5
TaggedTranslation 3,7 16,9 2,1 22,7
TABLE 5.7 – Evaluation (CER %) des différentes stratégies de portabilité d’un système de com-
préhension de l’italien.
Enfin, nous utilisons le système de traduction français-italien (décrit dans la section
5.2.3) pour traduire le corpus d’apprentissage segmenté par des balises XML corre-
spondant à des segments sémantiques. Pour la suite, le modèle appris sur ces données
sera nommée TaggedTranslation (décrit dans 4.4.3. Les performances obtenues par les
différentes propositions sont comparées et présentées dans le tableau 5.7. Ces perfor-
mances peuvent être comparées à la performance du modèle CRFs français appris sur
la même quantité de données (19,9% CER).
Les résultats des trois approches montrent que la performance de la méthode de
portabilité TestOnSource est légèrement meilleure que celle de la méthode TrainOn-
Target, ce qui signifie que les CRFs sont plus robustes au bruit venant de la traduction
automatique du test qu’au bruit dans les données d’apprentissage. Dans tous les cas, les
résultats sont assez proches et peuvent être considérés comme bons et la dégradation de
la performance en comparant à la référence française, est acceptable compte tenu de la
réduction du temps nécessaire pour collecter de nouveau corpus pour l’apprentissage
dans une nouvelle langue.
Il apparaît clairement à la lecture des résultats que la méthode Semi-Supervised-
Alignment est la méthode la plus efficace parmi les méthodes TrainOnTarget. Ceci peut
être expliqué par le fait que cette méthode est influencée uniquement par les erreurs
d’alignement automatique, tandis que la méthode TaggedTranslation est influencée
aussi par les erreurs de traduction automatique qui sont bien plus importantes. La semi
supervision de cette méthode (par le corpus français) lui donne des avantages sur la
méthode d’alignement direct.
Enfin, il est important de mentionner que pour les méthodes Un-SupervisedAli-
gnment et Semi-SupervisedAlignment, une partie du corpus a été traduite manuelle-
ment tandis que l’autre partie a été obtenue automatiquement (par un système avec
un score BLEU de 43,6%). D’autre part, la méthode TaggedTranslation utilise une tra-
duction automatique de l’ensemble du corpus italien et le score BLEU du système de
traduction italien-français biaisé par des segmentations XML est seulement 42,7%.
Les résultats montrent que (pour l’italien comme pour le français) le pourcentage le
plus important d’erreurs d’étiquetage vient des concepts supprimés. Ces suppressions
sont plus importantes pour l’italien que pour le français ce qui peut être expliqué par la
traduction automatique incorrecte de certaines phrases que ce soit dans le test (TestOn-
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FIGURE 5.4 – L’hypothèse générée par le modèle CRFs pour la phrase “una camera dopia con un
letto per bambino” traduite par “une chambre double avec un lit”
Modèle Sub Del Ins CER
SLU/CRF(TestOnSource) 5,1 15,2 2,8 23,1
SLU/CRF(TrainOnTarget)
Un-SupervisedAlignment 4,6 17,2 1,7 23,4
Semi-SupervisedAlignment 4,7 16,7 1,5 22,8
TaggedTranslation 5,4 17,8 1,1 24,2
TABLE 5.8 – Evaluation (CER %) des méthodes de portabilité appliquées sur 5.6k phrases traduites
manuellement.
Source) ou dans l’apprentissage (TrainOnTarget). De manière générale les concepts les
plus concernés par la suppression sont les mêmes pour le français et pour l’italien (lieu
relatif, noms des villes, objets, noms d’hôtels). La FIGURE 5.4 montre un exemple où la
traduction imparfaite du test conduit à une suppression dans l’hypothèse produite par
le modèle français (“un letto per bambino” a été traduite par “un lit” et donc l’informa-
tion présente dans la traduction est incomplète).
5.3.3 Evaluation sur des données partielles
Afin d’évaluer l’influence de la taille et de la qualité des données d’apprentissage
(traductions manuelles vs traductions automatiques) sur la performance du modèle
de compréhension, nous proposons d’appliquer les méthodes de portabilité unique-
ment sur le sous-ensemble traduit manuellement (5.6K) des données d’apprentissage
de MEDIA. Le modèle CRFs français appris sur le sous-ensemble français comparable
(décrit dans 5.3.1) est utilisé comme référence de comparaison, ensuite les méthodes de
portabilité sont appliquées. Les résultats sont rapportés dans le tableau 5.8. Ces perfor-
mances peuvent être comparées à la performance du modèle CRFs français appris sur
la même quantité de données (18,5(%) CER).
La dégradation de la performance du modèle français (12,9% vs 18,5%) a un effet
direct sur la méthode TestOnSource puisque cette méthode implique directement ce
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Modèle Sub Del Ins CER
TestOnSource 5,2 12,1 2,6 19,9
+SCTD 5,9 11,4 2,3 19,6
+SPE 6,5 10,6 2,5 19,7
+SCTD +SPE 6,4 9,9 2,9 19,3
TABLE 5.9 – Evaluation (CER %) des approches proposées pour la robustesse des systèmes au bruit
de traduction.
modèle (3,2% CER absolu). L’impact des données supplémentaires bruitées est moins
important pour les méthodes TrainOnTarget, mais toujours pas négligeable (environ
2% CER absolue).
Les données traduites automatiquement ont un double effet sur la méthode Train-
OnTarget, d’une part elles augmentent la taille des données d’apprentissage et d’une
autre part elles rajoutent du bruit à l’ensemble de données. Les résultats montrent que
le gain de performance qu’on peut obtenir grâce aux données supplémentaires est plus
important que la dégradation de performance due au bruit de traduction.
5.3.4 Evaluation des méthodes robustes aux erreurs de traduction
Nous avons tenté d’améliorer les performances de la méthode TestOnSource en ren-
forçant sa robustesse aux erreurs de traduction. Pour cela nous évaluons les perfor-
mances obtenues par nos deux suggestions présentées dans la section 4.5.
Pour cela nous avons traduit à nouveau automatiquement en français la partie itali-
enne du corpus d’apprentissage (5,6K, voir tableau 5.5), de sorte à utiliser cette traduc-
tion en parallèle avec la partie originale (française également) pour entrainer le post-
éditeur statistique (SPE) et fournir les données bruitées pour la méthode SCTD. Du
point de vue de la performance de traduction exclusivement, l’utilisation de la post-
édition automatique améliore le score BLEU du système de traduction de 47,18% à
49,25%.
Pour évaluer la méthode SCTD (décrite dans 4.5.1), nous apprenons un nouvel éti-
queteur CRFs simultanément sur les données d’apprentissage françaises originales et
traduites (+SCTD).
La méthode SPE (présentée dans la section 4.5.2), est aussi évaluée. Dans cette méth-
ode le test traduit est post-édité et ensuite transmis au CRFs de français de référence
(+SPE) ou CRFs appris par la méthode SCTD (+SCTD +SPE).
L’évaluation des performances de ces approches est donnée dans le tableau 5.9. Les
deux méthodes, SCTD et SPE, améliorent les performances de l’étiqueteur sémantique.
Leur mise en série donne les meilleures performances (19,3%) ce qui présente un gain
de 0,3 absolu sur chaque méthode séparément.
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FIGURE 5.5 – L’hypothèse générée par le modèle CRFs pour la phrase “una camera dopia con un
letto per bambino” traduite par “une chambre double avec un lit” ensuite post-éditée par “une
chambre double avec un lit enfant”.
La FIGURE 5.5 montre l’influence des approches de robustesse sur les hypothèses de
sortie. La post-édition a permis de compléter la traduction automatique de la phrase et
donc d’obtenir un étiquetage correct. Pour le même exemple présenté dans la FIGURE
5.4 où la séquence “un letto per bambino” a été traduite par “un lit” la post-édition
permet de corriger cette traduction et de compléter l’information nécessaire pour un
étiquetage correct de la phrase.
5.3.5 Combinaison
Après avoir évalué nos propositions de robustesse et vu que tous les résultats
obtenus sont assez comparables, nous proposons de combiner les approches afin de
bénéficier de leurs caractéristiques respectives pour améliorer la performance globale.
La combinaison proposée est simple : un réseau de confusion est construit à partir des
hypothèses des différents systèmes (Mangu et al., 2000) et la séquence de concept corre-
spondant à la plus grande probabilité a posteriori est calculée. Pour cela nous utilisons
l’outil “lattice-tool” de la boîte open-source SRILM (Stolcke, 2002).
Une première combinaison (appelée BASIQUE) consiste à combiner lesméthodes de
base (TestOnSource + les 3 approches TrainOnTarget). Dans un deuxième temps nous
rajoutons les hypothèses produites par les approches de portabilité robuste au réseau
de confusion. Cette combinaison est nommée TOUT par la suite.
Les résultats de ces combinaisons sont présentés dans le tableau 5.10. La légère
amélioration de performance obtenue par la combinaison BASIQUE (-0,3% absolue)
par rapport à la meilleure méthode reflète le fait que ces méthodes sont de nature as-
sez similaire. Cette amélioration peut être plus importante lorsque qu’on intègre des
mécanismes différents tels que le cas de la combinaison TOUT (-0.8% absolue) et cela
encourage la combinaison avec desméthodes plus différentes (ce qui sera présenté dans
la troisième partie de cette thèse).
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Modèle Sub Del Ins CER
BASIQUE 6,5 10,6 2,5 19,6
TOUT 6,6 10,2 2,3 19,1
TABLE 5.10 – combinaison de systèmes
5.4 Validation des approches de portabilité proposées
Après avoir évalué et comparé les stratégies proposées pour la portabilité des sys-
tèmes de compréhension, nous cherchons à valider ces méthodologies. Une telle vali-
dation peut être effectuée à plusieurs niveaux. Tout d’abord, les techniques proposées
dans ce travail font l’hypothèse qu’une partie des données, traduites manuellement de
la langue source vers la langue cible, est disponible, permettant d’avoir un système de
traduction spécialisé.
Maintenant dans la section 5.4.1, nous étudions l’utilisation directe d’un système
de traduction généraliste “ off-the-shelf” disponible gratuitement en ligne. L’utilisation
d’un système de traduction disponible devrait nous permettre également de valider les
approches proposées pour une autre langue avec une structure différente de l’italien,
même si nous n’avons pas des données manuellement traduites dans cette langue. Le
choix de la langue et les résultats expérimentaux sont décrits dans la section 5.4.2.
Dans le but d’évaluer l’utilisabilité de l’étiquetage sémantique obtenue par une ap-
proche de portabilité, la dernière validation consiste à utiliser les méthodes de portabil-
ité afin d’aider les annotateurs humains en effectuant une pré-annotation automatique
des données nouvellement collectées. Le processus d’annotation et les gains de produc-
tivité provenant de la pré-annotation sont détaillés dans la section 5.4.3.
5.4.1 Validation en utilisant des traductions en ligne
Les expériences présentées jusqu’à présent ne sont pas totalement non-supervisées.
En effet, pour tous les cas nous avons utilisé des données traduites manuellement pour
apprendre un système de traduction : soit pour traduire le test dans le cas d’applica-
tion de la méthode TestOnSource soit pour compléter la traduction du corpus d’ap-
prentissage et obtenir des informations d’alignement dans l’application des méthodes
TrainOnTraget.
Le coût associé à cette traduction manuelle est relativement bas comparé à celui lié
à la collecte et à l’annotation d’un nouveau corpus d’apprentissage, mais ce coût reste
non négligeable. Dans cette expérience nous voulons vérifier qu’un tel coût est justifié
par comparaison à une approche totalement non-supervisée et donc (potentiellement)
« gratuite » 4.
4. bien sur de notre point de vue, car le développement d’un tel système a forcement requis des don-
nées d’apprentissage (sous une forme ou sous une autre)
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MOSES Translation Online Translation
Modèle Sub Del Ins CER Sub Del Ins CER
SLU/CRF(TestOnSource) 5,2 12,1 2,6 19,9 6,1 14,5 2,5 23,1
SLU/CRF(TrainOnTarget)
Un-SupervisedAlignment 3,6 15,3 2,5 21,4 6,0 15,3 5,6 26,9
Semi-SupervisedAlignment 3,1 15,0 2,3 20,5 6,3 14,8 5,4 26,5
TaggedTranslation 3,7 16,9 2,1 22,7 5,5 15,4 5,7 26,6
TABLE 5.11 – Evaluation (CER %) des différentes stratégies de portabilité en utilisant des traduc-
tions en ligne.
Afin de répondre à cette interrogation nous proposons de reproduire les expériences
en utilisant un système de traduction gratuit en ligne (généraliste) à la place de notre
système de traduction appris pour la tâche spécifique.
Pour évaluer la méthode TestOnSource nous traduisons le test MEDIA en italien à
l’aide d’une solution gratuite en ligne puis nous utilisons cette traduction comme entrée
pour le modèle CRF de base. Pour la méthode TrainOnTarget deux approches ont été
testées. Afin de permettre la comparaison avec la méthode TaggedTranslation, nous
proposons de traduire les données d’apprentissage de MEDIA, segment par segment,
en utilisant le traducteur en ligne, puis ces traductions sont associées aux étiquettes
sémantiques initiales.
Dans un second temps, les données sont traduites intégralement en ligne et sont
ensuite utilisées comme corpus parallèle pour l’approche d’alignement dans ses deux
versions directes et indirectes.
Dans le cadre de nos expériences nous avons sélectionné Google comme traduc-
teur en ligne. Le test MEDIA et sa traduction manuelle ont été utilisés comme couple
test/référence dans chacune des directions de traduction. Pour l’italien vers le français
ce traducteur donne un score BLEU 42,58% (à comparer à 47,18% obtenu par le système
de traduction appris par nos soins sur les traductions manuelles), et pour le français
vers l’italien de traducteur donne un score BLEU 39,75% (à comparer avec 43,62%). Les
résultats de cette expérience sont reportés dans le tableau 5.11.
De manière attendue les performances des systèmes obtenus par cette approche
non-supervisée sont inférieures à celles des systèmes utilisant une traduction manuelle
d’une partie du corpus d’apprentissage. Toutefois malgré la dégradation du CER pour
toutes les approches, son niveau absolu reste intéressant considérant les besoins de la
tâche et la réduction substantielle du coût de développement.
La méthode Semi-SupervisedAlignment est la plus perturbée et devient presque
équivalente à TaggedTranslation en version non-supervisée. Cela est dû au fait que
dans cette version la méthode Semi-SupervisedAlignment ne prend plus l’avantage
d’avoir une partie des données traduite manuellement et donc se met dans les mêmes
conditions que TaggedTranslation. Le CER augmente de 22,7% à 26,6% (+3,9% absolu)
pour TaggedTranslation et de 20,5% à 26,5% (+6%) pour l’alignement indirect.
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TestOnSource perd 3,2%mais reste la plus performante tout en étant la plus facile et
rapide à mettre en place. Ces résultats nous incitent à tester de nouvelles langues pour
lesquelles nous ne disposons pas de traductions manuelles.
5.4.2 Validation sur une autre langue (arabe)
Nos expériences précédentes ont montré que la portabilité d’un système de com-
préhension du français vers l’italien peut être réalisée en utilisant des traductions en
ligne avec une perte de 10,2% globale sur la performance du système (12,9 % pour
le français à comparer avec 23,1 % pour l’italien, voir le tableau 5.12). Sachant que
le français et l’italien sont des langues proches (avec un ancêtre commun, le latin),
nous avons décidé de valider nos propositions de portabilité sur une autre langue avec
une structure complètement différente. Pour cette tâche, l’arabe a été sélectionné. La
disponibilité de certains volontaires parfaitement bilingues (arabe-français) nous a per-
mis de traduire les énoncés du test MEDIA du français vers l’arabe.
La totalité du corpus de test de MEDIA a été traduite manuellement vers l’arabe
par cinq volontaires vivant en France et ayant l’arabe comme langue maternelle. Nous
avons utilisé l’ensemble du test arabe traduit automatiquement vers le français, afin
d’évaluer la méthode TestOnSource. Cette méthode, qui donne la meilleure perfor-
mance pour l’italien, peut être facilement appliquée à une nouvelle langue et sa per-
formance dépend uniquement de la qualité de la traduction obtenue par le traducteur
disponible.
En utilisant cette méthode pour la portabilité de l’arabe nous obtenons un système
avec une performance (27,1 % CER) inférieure à celle obtenue pour l’italien (23,1 %
CER). Cette différence de performance peut être expliquée par la différence de perfor-
mance entre les traducteurs en ligne utilisés pour réaliser la traduction du test (score
BLEU de 33,6% pour l’arabe à comparer à 42,6% pour l’italien 5).
Contrairement à ce qu’on a pu obtenir pour la méthode TestOnSource, l’application
directe des méthodes de TrainOnTarget n’est pas très efficace et rend la portabilité des
systèmes en utilisant ces méthodes plus difficile pour l’arabe que pour l’italien.
Une des difficultés majeures rencontrée est la qualité de la traduction. Il est impor-
tant de mentionner que le moteur de traduction utilisé pour cette expérience (Google)
semble utiliser l’anglais comme langue pivot pour traduire du français vers l’arabe (qui
n’est pas suffisant pour obtenir une qualité acceptable de traduction dans notre cas). Par
exemple, le segment “ Je voudrais réserver” sera traduit en arabe comme “ Je voudrais
un livre” (“réserver” traduit en anglais par “book” retraduit en arabe par livre). Ceci
a une influence surtout lors de la traduction des phrases segment par segment pour la
méthode TaggedTranslation. La qualité de la traduction obtenue est bien moins bonne
que la traduction de la phrase complète. Ces segments traduits ne sont pas utilisables
pour apprendre un nouveau modèle en arabe.
5. ces scores ont été obtenus en janvier 2011
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FIGURE 5.6 – Exemple d’inadéquation en utilisant la méthode d’alignement.
FIGURE 5.7 – Exemple d’un alignement ambigu qui génère des erreurs sémantiques.
Une autre difficulté importante pour l’application des autres méthodes du type
TrainOnTarget est le fait que de nombreuses différences dans l’ordre des mots se pro-
duisent entre les phrases françaises et leurs traductions en arabe (contrairement à ce
qu’on a pu observer pour l’italien) et donc les méthodes d’alignement ne sont pas utilis-
ables sans un réordonancement des phrases arabes traduites. La FIGURE 5.6 représente
un exemple d’un cas d’alignement qui conduit à une segmentation conceptuelle er-
ronée. Un autre exemple (FIGURE 5.7) montre que dans certains cas, un mot composé
(objet et le numéro en un seul mot) est aligné sur deux mots différents appartenant à
deux concepts différents. L’utilisation de cet alignement sans pré-traitement conduira
évidemment à des erreurs sémantiques.
Les exemples ci-dessus montrent le fait que l’obtention de corpus pour l’appren-
tissage d’un modèle de compréhension en arabe n’est pas vraiment possible en util-
isant nos approches proposées sans pré-traitement des données traduites. Quoi qu’il en
soit, la méthode TestOnSource est encore applicable pour la portabilité du système vers
l’arabe malgré une perte de performance par rapport au système français de base. Le
tableau 5.12 montre une comparaison entre les performances obtenues par la méthode
TestOnSource pour les différentes langues et permet donc de juger de l’influence de la
qualité de la traduction sur les performances des modules de compréhension.
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Modèle Sub Del Ins CER
Français 3,1 8,1 1,8 12,9
IT-MOSES 5,2 12,1 2,6 19,9
IT-EnLigne 6,1 14,5 2,5 23,1
AR-EnLigne 7,3 16,9 2,9 27,1
TABLE 5.12 – Evaluation (CER %) de la méthode TestOnSource pour l’italien et l’arabe.
5.4.3 Pré-annotation automatique
Les expériences présentées précédemment permettent de comparer et d’évaluer la
performance des stratégies proposées, mais que valent réellement les hypothèses sé-
mantiques fournies par ces méthodes ?
Dans cette dernière expérience, nous proposons d’utiliser une méthode de portabil-
ité pour effectuer une pré-annotation automatique d’un nouveau corpus. Cette pré-
annotation sera ensuite corrigée manuellement par des annotateurs humains et les
gains de productivité mesurés (un scénario d’annotation semi-supervisée). Ce gain de
productivité pourra être considéré comme une mesure supplémentaire pour évaluer
l’utilisabilité des approches de portabilité proposées dans cette thèse.
Pour effectuer la pré-annotation, nous devons premièrement choisir une méthode
de portabilité à utiliser. Comme montré dans la section 5.3.2 les méthodes TestOn-
Source et TrainOnTarget sont assez efficaces, et leurs performances sont assez compa-
rables, bien que la méthode TestOnSource donne des résultats un peu meilleurs que
ceux obtenus par TrainOnTarget.
Toutefois, seule l’utilisation de la méthode TrainOnTarget permet de dériver directe-
ment une annotation au niveau des segments (basés sur les mots italiens). Comme la
pré-annotation est concernée dans cette expérience et non pas seulement l’étiquetage,
chaque séquence de mots du corpus doit être associée à une étiquette sémantique. La
méthode TestOnSource annote la phrase mais pas les mots, ce qui donc rend la méthode
TrainOnTarget plus utile pour ce processus d’annotation semi-supervisée.
De nouvelles données italiennes ont été collectées pour ce nouveau corpus. La col-
lecte a été effectué exactement dans les mêmes conditions que la collecte du corpus
MEDIA (tel que décrit dans la section 5.2.1), seule la langue des dialogues est différente.
Des personnes natives italiennes ont été recrutées dans le cadre du projet Port-Media
(Lefèvre et al., 2012). Un sous-ensemble des données transcrites a été automatiquement
annoté par l’étiqueteur décrit ci-dessus. La pré-annotation du premier sous-ensemble
de donnée a été corrigée manuellement par des annotateurs humains.
Les corrections ont été utilisées comme des données supplémentaires pour réap-
prendre l’étiqueteur sémantique et améliorer le système. Ensuite, un nouveau sous-
ensemble de données a été automatiquement annoté avec le nouvel étiqueteur appris
puis corrigé manuellement et renvoyé pour l’amélioration du système. Un ensemble de
604 dialogues a été annoté ainsi en trois itérations selon le processus décrit ci-dessus.
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FIGURE 5.8 – Pourcentage de gain de productivité de l’annotation sémantique.
Iter. Prod. Gain Modèle CER
0 49 MEDIA 20,8
1 36 +BLOC00 18,7
2 53 +BLOC01 16,4
TABLE 5.13 – Le gain de productivité% et le CER% pour chaque itération du processus d’annota-
tion sémantique. L’ensemble de test PMEDIA utilisé pour mesurer les CER a été compilé après le
processus d’annotation avec des données de chaque bloc.
Durant les itérations de l’annotation sémantique, nous avons constamment calculé
les gains de productivité obtenus avec la pré-annotation. Pour cela, à chaque itération,
un sous-ensemble de 10 dialogues a été annoté par deux annotateurs différents : l’un
corrigeait les pré-annotations, tandis que l’autre annotait en partant de la phrase en
italien seule.
Un gain de productivité peut être estimé par la différence entre le temps requis pour
l’annotation et celui requis pour la correction du même sous-ensemble. La procédure
de pré-annotation conduit à des gains de productivité de plus de 50% pour la troisième
itération du processus d’annotation. La FIGURE 5.8 donne les gains de productivité
pour cette procédure d’annotation semi-supervisée.
Nous avons également évalué le modèle utilisé pour la pré-annotation à chaque
itération sur le nouvel ensemble de test PMEDIA. Les résultats de cette évaluation sont
présentés dans le tableau 5.13. L’influence des données supplémentaires corrigées peut
être vue par la diminution du CER d’une itération à une autre. Il est important de men-
tionner que l’ensemble de test PMEDIA a été extrait ultérieurement à partir des différent
blocs.
Nous avons noté que le gain de productivité pour l’itération 1 est moins important
que celui de l’itération 0 malgré l’amélioration dumodèle utilisé pour la pré-annotation
(passant de 20,8% à 18,7%) mesurée sur l’ensemble de test final. Pour clarifier cela, nous
avons comparé la complexité des différents blocs en les étiquetant par le mêmemodèle.
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TABLE 5.14 – Les CER(%) obtenues par le modèle MEDIA sur les différents blocs d’annotation du
corpus PMEDIA.
Le CER obtenu par le modèle de base utilisé pour la pré-annotation (nommée modèle
MEDIA par la suite) sur les différents blocs (représenté dans le tableau 5.14), montre
que le bloc01 est un peu plus complexe que les autres (21,9 % vs 20,9% pour bloc01 et
21,1 % pour bloc02) ce qui peut expliquer que le gain de productivité diminue dans la
seconde itération (de 49% à 36%).
Le nouvel ensemble de données, dénommé PMEDIA, contient 604 dialogues. Le cor-
pus est divisé en trois sous-ensembles (apprentissage, développement et test). 200 di-
alogues ont été sélectionnés au hasard pour former l’ensemble de test. Cette quantité
(équivalente au test MEDIA) est suffisante pour une évaluation significative du modèle.
Les données d’apprentissage ont été utilisées pour apprendre un nouvel étiqueteur
sémantique (PMEDIA), qui est évalué sur deux ensembles de test : le premier est le
corpus de test traduit manuellement de MEDIA (corpus utilisé précédemment pour
les expériences rapportées dans cette thèse), et l’autre est le nouvel ensemble de test
collecté (PMEDIA). Nous évaluons également l’étiqueteur sémantique utilisé pour la
pré-annotation (nommée modèle MEDIA DANS LA SUITE) sur les deux ensembles de
tests.
Pour finir, les deux corpus MEDIA et PMEDIA ont été fusionnés pour apprendre un
nouveau modèle combiné sur l’ensemble de données disponibles. Cette fusion permet
d’augmenter la taille du vocabulaire et des données d’apprentissage. Ce modèle a été
également évalué sur les deux corpus de tests.
Les résultats de ces évaluations sont présentés dans le tableau 5.15. Les résultats
de l’évaluation sur le modèle MEDIA montrent la robustesse de ce modèle. Les perfor-
mances de ce modèle sur les deux ensembles de test sont très proches (20,5% vs 20,8%).
Ce modèle est autant performant sur un nouveau corpus de test que sur un corpus de
test traduit.
Le modèle PMEDIA donne un CER de 18,9% sur le corpus de test qui lui est associé,
tandis que sa performance est plus faible sur l’ensemble de test MEDIA. Cette différence
de performance peut être expliquée par une différence dans la couverture conceptuelle
entre le corpus MEDIA et le corpus PMEDIA.
La combinaison des deux corpus donne un modèle de meilleure qualité que chacun
d’eux séparément, aussi bien sur le corpus MEDIA (19,5%) que sur le corpus PMEDIA
(17,6%). On peut cependant noter que l’amélioration des performances reste limitée et
cela peut être dû au fait que les deux corpus sont assez similaires.
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Modèle Test Sub Del Ins CER
MEDIA
MEDIA 3,1 15,0 2,3 20,5
PMEDIA 3,8 13,9 3,1 20,8
PMEDIA
MEDIA 4,7 17,4 3,2 25,3
PMEDIA 3,6 12,1 3,3 18,9
combinaison
MEDIA 2,8 14,6 2,1 19,5
PMEDIA 3,9 9,0 4,6 17,6
TABLE 5.15 – Evaluation (CER %) des modèles italiens sur deux ensembles de test différents.
5.5 Conclusion
Dans ce chapitre nous avons évalué nos méthodes pour la portabilité d’un système
de compréhension de la parole d’une langue vers une autre. Nos expériences reposent
sur le corpus français MEDIA et nos propositions de portabilité ont été évaluées sur la
portabilité de la compréhension du vers l’italien. Nous avons comparé deux méthodes
principales TestOnSource et TrainOnTarget.
Nos propositions ont été évaluées en deux modes : le premier semi-supervisé dans
lequel nous avons l’avantage de disposer de données traduites manuellement pour ap-
prendre un traducteur automatique qui sera ensuite utilisé pour utiliser pour réaliser
nos propositions de portabilité, tandis que le deuxième est totalement non-supervisé et
utilise des traducteurs en ligne pour réaliser la traduction automatique.
Nos expériences ont montré que la méthode TestOnSource est plus performante
que les méthodes TrainOnTarget que ce soit en utilisant un traducteur automatique
spécialisé ou un traducteur générique en ligne.
Cette méthode a l’avantage de pouvoir être facilement et directement applicable
sur toutes paires de langues à partir du moment où nous disposons d’un système de
traduction entre ces deux langues.
Nous avons montré que les performances de cette méthode dépendent de la qual-
ité du système de traduction automatique utilisé. Les performances de cette approche
peuvent être améliorées en utilisant nos propositions de robustesse aux erreurs de tra-
duction.
Nous avons montré aussi que la méthode TestOnSource a des performances accept-
ables même pour la portabilité vers une langue plus éloignée comme l’arabe.
Enfin nous avons proposé d’utiliser les méthodes de portabilité pour pré-annoter un
nouveau corpus avant de le faire corriger par des annotateurs humains et nous avons
montré que cette pré-annotation permet d’obtenir des gains importants de productivité
et de diminuer considérablement le temps d’annotation de corpus.
Dans une expérience comparable nous avons montré que la notion de portabilité ne
s’applique pas uniquement sur la portabilité multilingue mais aussi sur la portabilité
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vers des nouveaux domaines. Le corpus MEDIA a servi pour apprendre un système de
compréhension qui a été utilisé pour la pré-annotation d’un corpus pour un nouveau
domaine. Plus de détails sur cette expérience sont présentés dans l’annexe 1.
97
Chapitre 5. Portabilité : expériences et résultats
98
Troisième partie
Approches conjointes pour la




Approche générative vs. approche
discriminante pour la traduction et
la compréhension de la parole
Sommaire
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.2 Méthode de traduction pour la compréhension . . . . . . . . . . . . . 103
6.2.1 Adaptation des méthodes . . . . . . . . . . . . . . . . . . . . . . 104
6.2.2 Application à la portabilité multilingue . . . . . . . . . . . . . . 106
6.3 Méthode de compréhension pour la traduction . . . . . . . . . . . . . 106
6.3.1 Modèle du LIMSI (FST/CRF) . . . . . . . . . . . . . . . . . . . . 107
6.4 Décodage conjoint pour la traduction et la compréhension, cas de la
méthode de portabilité TestOnSource . . . . . . . . . . . . . . . . . . . 112
6.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
101
Chapitre 6. Génératif vs. discriminant pour la traduction et la compréhension
6.1 Introduction
Aujourd’hui, les approches probabilistes sont les plus utilisées pour toutes les ap-
plications du traitement automatique de la langue (traduction automatique, étiquetage
sémantique, reconnaissance de la parole...). La performance d’une approche dépend
énormément de la tâche pour laquelle elle est utilisée et, selon les tâches, les approches
permettant les meilleures performances ne sont pas toujours les mêmes.
Par exemple, pour une tâche de compréhension de la parole, les modèles discrimi-
nants, notamment les CRFs, sont les plus performants (Hahn et al., 2010), alors que pour
la traduction automatique, ce sont les modèles génératifs, notamment les PB-SMT, qui
sont le plus souvent utilisés.
Cependant, malgré les différences entre les approches probabilistes, celles-ci présen-
tent des points communs et les frontières entre les unes et les autres ont tendance à
s’estomper. On voit, par exemple, des travaux autour de l’utilisation d’approches dis-
criminantes pour la traduction automatique (Och and Ney, 2002; Liang et al., 2006;
Lavergne et al., 2011), tandis que les approches à bases de segments, rendues popu-
laires par l’outil MOSES, ont tendance à être utilisées dans d’autres tâches du traite-
ment automatique de la langue : conversion graphème-phonèmes (Rama et al., 2009),
Part-Of-Specch (Gascó i Mora and Sánchez Peiró, 2007)...
Dans cette partie de la thèse nous cherchons à évaluer et comparer une approche dis-
criminante (CRFs) et une approche générative (PB-SMT), aussi bien pour une tâche de
compréhension que pour une tâche de traduction. Pour cela nous proposons d’utiliser
et d’optimiser une approche PB-SMT pour la compréhension de la parole, et aussi de
construire des modèles à base de CRFs pour la traduction automatique.
Cette étude à un double objectif :
– d’une part elle nous permettra de démontrer les spécificités de chaque tâche et
d’évaluer les performances des approches respectives sur ces tâches, et
– d’autre part nous postulons que les approches sont assez complémentaires et
donc la combinaison de leurs sorties devrait permettre d’augmenter la perfor-
mance globale obtenue.
Enfin, vu que la portabilité multilingue est l’objet principal de cette thèse, et que
(comme on l’a montré dans la deuxième partie de ce manuscrit) cette portabilité est
obtenue en mettant un module de traduction en cascade avec un module de com-
préhension, nous proposons de réaliser un décodage conjoint entre les modules.
Dans certains cas, la meilleure hypothèse de traduction n’est pas l’hypothèse pour
laquelle le système de compréhension génère la meilleure hypothèse (souvent pour
des raisons d’ordre de mots) et donc la sélection préalable de la meilleure traduction
n’optimise pas forcément le système lorsqu’on se place selon un scénario de portabilité
de système.
Un décodage conjoint permettra de sélectionner des traductions en tenant compte
de l’étiquetage qu’on pourra obtenir sur ces traductions. Dans cet esprit, nous ne cher-
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chons plus la meilleure traduction possible mais la traduction qui sera étiquetée séman-
tiquement de la meilleure manière possible.
Ce chapitre est organisé de la manière suivante : la section 6.2 présente l’utilisation
des techniques de traduction automatique pour la compréhension de la parole et pro-
pose également des adaptations itératives qui peuvent être appliquées pour prendre
en compte les caractéristiques de la tâche. La section 6.3 décrit l’utilisation des CRFs
pour la traduction automatique, ainsi que le modèle de traduction combinant FST et
CRFs proposé par le LIMSI. Enfin, notre proposition pour un décodage conjoint entre
la compréhension et la traduction est présentée dans la section 6.4.
6.2 Méthode de traduction pour la compréhension
Le problème de la compréhension d’un énoncé utilisateur peut être vu comme un
problème de traduction de la séquence de mots qui forme cet énoncé (langue source)
vers une séquence de concepts (langue cible). (Macherey et al., 2001, 2009) ont montré
que les approches de la traduction automatique statistique peuvent être utilisées avec
succès pour une tâche de compréhension de la parole.
Cette approche part du principe que les séquences de concepts sont les traductions
des séquences de mots initiaux, ainsi la meilleure séquence de concepts c à partir d’une
séquence de mots s est définie par :
cˆ = argmaxcP(s | c).P(c)
Pour résoudre cette équation sont requis :
– unmodèle de langage de concepts P(c) (qui représente la probabilité d’apparition
d’un concept ou d’une suite de concepts sémantiques), et
– un modèle de traduction P(s | c).
L’utilisation d’une approche de compréhension telle que les CRFs, nécessite un cor-
pus d’apprentissage annoté au niveau des mots. Afin de minimiser le coût lié à cette
annotation, des travaux ont proposé d’utiliser des modèles IBM pour obtenir automa-
tiquement cette annotation à partir d’un corpus parallèle ("mots || concepts") (Huet
and Lefèvre, 2011).
L’alignement automatique est une étape indispensable pour apprendre des mod-
èles de traduction à partir de corpus parallèles. Donc l’utilisation d’une approche de
traduction pour la compréhension permet d’éviter de recourir à un corpus d’appren-
tissage annoté au niveau mot, car elle nécessite alors uniquement un alignement au
niveau des phrases.
L’outil SRILM (Stolcke, 2002), peut être utilisé pour apprendre un modèle de lan-
gage n-grammes à partir de corpus de séquence de concepts, et la boîte à outils MOSES
(Koehn et al., 2007) peut être utilisée pour apprendre un modèle de traduction PB-SMT
à partir d’un corpus parallèle “phrases || concepts”. Le modèle log-linéaire implé-
menté par défaut dans MOSES est défini par 14 paramètres (voir section 3.4). Ces poids
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peuvent être optimisés par un apprentissage à taux d’erreurminimum (MinimumError
Rate Training, MERT) qui est traditionnellement utilisé pour optimiser le score BLEU.
6.2.1 Adaptation des méthodes
Malgré le fait que cette approche suppose que la tâche de compréhension d’une
phrase est une tâche de traduction de cette phrase vers des concepts, la compréhension
a ses spécificités qui doivent être prises en considération afin de pouvoir améliorer les
performances obtenues par cette approche.
Les différences entre une tâche de traduction classique (d’une langue vers une autre)
et l’utilisation de la traduction pour la compréhension (traduction d’une langue vers
des étiquettes sémantiques) peuvent être résumées comme suit :
– la sémantique d’une phrase respecte l’ordre dans lequel les mots sont émis con-
trairement à une tâche de traduction où les mots traduits peuvent avoir un ordre
complètement différent de l’ordre des mots de la phrase source selon la langue.
– dans une tâche de traduction, un mot source peut être aligné à aucun mot cible
(fertilité = 0), alors que pour la compréhension chaque mot doit être aligné à un
concept, sachant que les mots qui ne contribuent pas au sens de la phrase sont
étiquetés par un concept spécifique “NULL”.
– dans une tâche de traduction le traitement des mots inconnus (mots hors vocab-
ulaire) est simplifié par le glissement du mot vers la sortie (ce qui est souvent
une option favorable, par exemple dans le cas des noms propres ou des entités
nommées en général). Pour la compréhension il est impératif de proposer une hy-
pothèse de concept même en présence de mots inconnus. Et pour cela la capacité
a prendre en compte le contexte du mot, mais aussi les hypothèses précédentes,
est bien souvent un avantage.
– enfin, la mesure d’évaluation est différente entre les deux tâches (BLEU pour
la traduction vs. CER pour la compréhension) et donc les outils utilisés pour
l’optimisation des systèmes de traduction sont adaptés pour optimiser le
score BLEU. Bien sur le recours au TER (moins répandu comme mesure de per-
formance des systèmes de traduction) permet d’utiliser desmesures comparables.
Afin d’améliorer la performance de l’approche à base de segments (PB-SMT) pour
la compréhension, nous proposons un certain nombre d’adaptations pour prendre en
compte les caractéristiques de la tâche.
Le modèle de réordonnancement fait partie des composants de l’approche PB-SMT.
Ce module permet de réordonnancer les phrases source en respectant l’ordre dans
lequel leurs traductions en langue cible sont censées apparaitre. Cette étape, indispens-
able pour une tâche de traduction, peut être pénalisante dans le cas de l’utilisation des
PB-SMT pour la compréhension où aucun réordonnancement n’est requis.
En suivant l’hypothèse que la sémantique d’une phrase respecte l’ordre dans lequel
les mots sont émis, nous proposons de mettre une contrainte de monotonie pendant
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la traduction (décodage monotone). Cette contrainte oblige le décodeur à respecter, en
fonction de l’ordre des mots initiaux, l’ordre des concepts générés.
Une difficulté majeure du processus de traduction automatique est l’alignement
d’unmot de la langue source avec le mot correspondant dans le langue cible. Vu que les
corpus utilisés pour apprendre des systèmes de traduction sont des corpus alignés au
niveau des phrases, une étape d’alignement automatique est nécessaire pour obtenir
l’alignement en mots. Cependant, la plupart des corpus de compréhension sont éti-
quetés (alignés) au niveau des segments conceptuels et donc l’utilisation de ces infor-
mations d’alignement peut être avantageuse pour aider le processus d’alignement.
Pour cela nous proposons d’utiliser les corpus en format BIO (décrit dans la section
2.3). Ce format garanti que chaque mot de la phrase source soit aligné à son concept
correspondant et donc aucun alignement automatique supplémentaire n’est désormais
requis. De cette façon, l’extraction de la table de segments est obtenue par un corpus
avec un alignement parfait (non bruité).
Un autre problème se pose au niveau de l’optimisation des paramètres du modèle
log-linéaire dans l’approche PB-SMT. MERT étant conçu pour une tâche de traduction,
il cherche à optimiser les paramètres du modèle en optimisant le score BLEU.
Vu que nous cherchons à évaluer les hypothèses générées par cette approche du
point de vue de la compréhension (la mesure d’évaluation du système de compréhen-
sion étant le CER et non pas le score BLEU) nous proposons de modifier l’optimisation
MERT pour optimiser le CER directement.
Il est important de mentionner qu’une différence majeure entre les deux approches
est dans le traitement de mots hors vocabulaires. Dans PB-SMT, les mots hors vocab-
ulaire rencontrés durant le décodage sont projetés “sans traduction” dans la sortie.
Pour une tâche de traduction cette projection est avantageuse dans les cas où ces mots
hors vocabulaire sont des entités nommées comme nom de personnes, de lieux, etc.
Récupérer ces entités en sortie peut former une bonne traduction du fait que leur tra-
duction est la même dans plusieurs langues (quand il s’agit de traduction entre des
langues latines par exemple).
En compréhension, le vocabulaire de sorties possibles est limité aux concepts
prédéfinis et donc la projection des entités nommées en sortie ne peut en aucun cas
être avantageuse. D’autre part, il est possible d’anticiper le problème en enrichissant le
corpus d’apprentissage par des listes d’entité nommées relatives au domaine.
Par exemple, dans le contexte de réservation d’hôtel, un nombre important de mots
hors vocabulaire viennent des noms de villes absentes dans les données d’apprentis-
sage. Donc nous proposons de rajouter une liste de villes aux données d’apprentissage
du système SLU/PB-SMT.
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6.2.2 Application à la portabilité multilingue
Dans le chapitre 4 nous avons proposé des méthodes pour porter l’annotation sé-
mantique d’un corpus existant vers un corpus traduit. Cette annotation repose sur des
mots afin de pouvoir apprendre des modèles CRFs. L’utilisation de l’approche PB-
SMT pour la compréhension peut être aussi utilisée pour la portabilité multilingue des
systèmes de compréhension, de façon complémentaire par rapport aux méthodes pro-
posées auparavant.
En effet, cette approche a l’avantage de ne pas recourir à un alignement au niveau
des mots, et donc pour l’appliquer dans la méthode TrainOnTarget (voir la section
4.3.2), il suffit de traduire les phrases de la langue source vers la langue cible et en-
suite d’apprendre un traducteur sur le corpus parallèle “langue cible || concept”. Cela
peut être rapproché de la méthode proposée dans la section 4.4.1. Autrement dit cette
technique s’affranchit du besoin de porter l’annotation au niveau mot de la source vers
la cible, puisque seule une annotation au niveau de la phrase est nécessaire.
6.3 Méthode de compréhension pour la traduction
Dans cette approche, le problème de la traduction est considéré comme un problème
d’étiquetage de la phrase source, sauf que les étiquettes possibles sont tous les mots de
la langue cible.
L’apprentissage d’un étiqueteur fondé sur une approche CRF pour une tâche de
traduction nécessite un corpus annoté (traduit) au niveau des mots. L’application des
modèles IBM nous permet d’obtenir des alignements en mots à partir d’un corpus
bilingue aligné au niveau des phrases. Comme pour la compréhension, où plusieurs
mots peuvent être associés à un seul concept, plusieurs mots source peuvent être
alignés avec un seul mot cible. Pour gérer cela, la proposition la plus simple est d’appli-
quer la même méthode utilisée pour la compréhension : le passage au format BIO (voir
section 2.3). Ainsi la séquence française “je voudrais” qui est alignée au mot italien
“vorrei” sera représentée comme : <je, B_vorrei> <voudrais, I_vorrei>.
La difficulté principale pour apprendre des modèles CRFs pour la traduction est
liée au nombre élevé d’étiquettes (correspondant à la taille du vocabulaire de la langue
cible). (Riedmiller and Braun, 1993) ont proposé d’utiliser l’algorithme RPROP pour
l’optimisation des paramètres de modèles lorsqu’il s’agit d’un modèle avec un nombre
important de paramètres. Cet algorithme réduit le besoin en mémoire par rapport à
d’autres algorithmes d’optimisation (Turian et al., 2006).
Un autre défaut important de l’utilisation des CRFs pour la traduction, est le fait que
ce modèle représente un modèle de traduction, mais ne peut pas prendre en compte le
réordonnancement des mots ni le modèle de langage cible. Afin d’obtenir un système
de traduction efficace à base de CRFs, (Lavergne et al., 2011) ont proposé un modèle
CRFs fondé sur des transducteurs à états finis qui composent les différents composants
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du système de traduction. Une description de ce modèle est présentée dans la section
suivante.
6.3.1 Modèle du LIMSI (FST/CRF)
Les modèles de traduction à base de n-grammes (Mariòo et al., 2006) sont des alter-
natives aux modèles de traduction à base de segments qui diffèrent dans la manière
de représenter le modèle de traduction. Dans cette approche, le modèle de traduc-
tion est fondé sur des unités bilingues nommées “tuple”. Les tuples sont des paires
de séquences de mots où l’une est la traduction de l’autre. Une version discriminante
(à base de CRFs) de l’approche n-grammes à été proposé par le LIMSI (Lavergne et al.,
2011) pour modéliser P(t | s) au lieu de P(t, s).
Le décodeur proposé pour ce modèle est une composition de transducteurs à états
finis (Weighted Finite State Transducer, WFST) à l’aide des fonctionnalités standards
disponibles dans des bibliothèques comme OpenFST (Allauzen et al., 2007). Ces bib-
liothèques implémentent les opérations de base sur les WFSTs, comme la projection
gauche (pi1), la projection droite (pi2) ou encore la composition (◦).
L’opération de projection d’un transducteur permet d’obtenir un accepteur avec
les transitions étiquetées comme les entrées du transducteur dans le cas de projection
gauche ou comme les sorties dans le cas de projection droite.
La composition de deux transducteurs consiste à aligner les symboles de sortie du
premier transducteur avec les symboles d’entrée du second et de produire un trans-
ducteur qui prend en entrée les symboles du premier et donne en sortie les symboles
du second. Plus d’informations sur ces opérations et la théorie des WFST en général
peuvent être trouvées dans (Mohri, 2009).
Essentiellement, le décodeur de traduction est une composition de transducteurs
qui représentent les étapes suivantes :
1. le réordonnancement et la segmentation de la phrase source
2. l’application du modèle de traduction avec une valuation des hypothèses à base
de CRFs
3. la composition avec un modèle de langage cible.
(Kumar and Byrne, 2003) ont proposé une architecture assez similaire qui utilise
un modèle ATTM (Alignment Template Translation Models) au lieu des CRFs comme
modèle de traduction. Cette architecture permet de voir la traduction d’une phrase
comme une composition de transducteurs dans l’ordre suivant :
λtraduction = λS ◦ λR ◦ λT ◦ λF ◦ λL
sachant que
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– λS est l’accepteur de la phrase source s ;
– λR implémente les règles de segmentation et de réordonnancement ;
– λT est un dictionnaire de tuple, qui associe des séquences de la langue source
avec leurs traductions possibles en se basant sur l’inventaire des tuples ;
– λF est une fonction d’extraction de motifs (feature matcher), qui permet d’at-
tribuer des scores de probabilité aux tuples en les comparant aux motifs du
modèle CRF ;
– λL est un modèle de langage de la langue cible.
Nous allons passer en revue chacun de ces composants afin de spécifier son rôle.
Le modèle de réordonnancement λR
Le modèle de réordonnancement représente les règles de réécriture de la phrase.
Le modèle λR est appris suivant l’approche proposée par (Crego and Mariño, 2006).
Cette approche propose de se fonder sur l’étiquetage grammatical de la phrase source
(Part-Of-speech, POS) pour réordonnancer la partie source du corpus d’apprentissage.
Dans cette approche, lemodèle de réordonnancement représente les règles de réécri-
ture de la phrase t1, ..., tn –> i1, ..., in, sachant que t1, ..., tn est une séquence d’étiquettes
grammaticales attribuées aux mots de la phrase source et i1, ..., in est une séquence de
positions dans laquelle la phrase source sera réordonnancée.
Chaque cas de réordonnancement observé dans le corpus d’apprentissage est
généralisé comme une règle non-déterministe qui représente un réordonnancement
possible d’une sous-partie de la phrase source. La figure 6.1 montre comment l’on peut
extraire des règles de réordonnancement à partir de phrases parallèles. L’extraction
d’un règle repose sur l’étiquetage grammatical de la phrase source et l’alignement mot-
à-mot entre la phrase source et la phrase cible. Dans cet exemple le mot “intéressante“
dans la position ”2“ est aligné au mot ”interesting“ dans la position ”1“ et donc la règle
DT NS AC –> 0 2 1 peut être extraite.
FIGURE 6.1 – Exemple d’extraction de règle de réordonnancement
108
6.3. Méthode de compréhension pour la traduction
Chaque règle est représentée par un transducteur à états finis et l’ensemble des réor-
donnancements possibles de mots est considéré comme la composition de ces trans-
ducteurs. Au final, λR est obtenu par la composition des différentes règles de réordon-
nancement avec le transducteur qui représente toutes les segmentations possibles de la
phrase d’entrée.
La figure 6.2 montre un exemple de graphe de recherche composé. La première ligne
de cette figure montre la phrase d’entrée. Dans la deuxième ligne le graphe est étendu
par la règle “NS AC –> 1 0” et enfin, la troisième ligne montre l’extension du graphe
obtenue par la règle “NS AC CC AC –> 1 2 3 0”. Ainsi la phrase présentée dans cet
exemple peut avoir trois versions de réordonnancement :
1. idée claire et intéressante
2. claire idée et intéressante
3. claire et intéressante idée
FIGURE 6.2 – Exemple de graphe composé de plusieurs chemins de réordonnancement
La sortie de λS ◦ λR est une séquence de tuples sources sˆ. Chaque chemin de ce
transducteur est pondéré par un modèle de segmentation estimé sur la partie source
du corpus d’apprentissage. Il est important de noter que ces scores sont normalisés,
ainsi le poids de chaque chemin sˆ de la composition λS ◦ λR correspond à la probabilité
logP(sˆ | s).
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L’extraction des tuples λT :
Les tuples sont extraits à partir des phrases parallèles en deux étapes. D’abord une
procédure itérative permet de regrouper lesmots. Chaque groupe est composé desmots
de la phrase source qui sont alignés à un seul mot ou un groupe de mots dans la phrase
cible. Cette procédure itère jusqu’au moment où aucun nouveau groupe ne peut être
obtenu. Dans un second temps les tuples sont extraits à partir de ces groupes en respec-
tant l’ordre des mots dans la phrase cible. Donc l’extraction de tuple se fait à partir de
paires de phrases alignées mot-à-mot en respectant les conditions suivantes :
– la segmentation des phrases est monotone ;
– aucun mot du tuple n’est aligné à un mot en dehors du tuple ;
– aucun tuple plus court ne peut être extrait en respectant les conditions précé-
dentes.
Contrairement à la segmentation en “phrases” dans la traduction à base de seg-
ment, les conditions précédentes rendent la segmentation d’une paire de phrase unique
(Khalilov and Fonollosa, 2009).
La fonction d’extraction de motifs (feature matcher) λF :
λF est le feature matcher. Il permet d’attribuer des scores de probabilité au tuple
en se basant sur les fonctions caractéristiques d’un modèle CRFs. Ce transducteur est
représenté par une série de transducteurs pondérés, chaque transducteur étant respon-
sable d’une classe donnée de fonctions (les fonctions uni-grammes et bi-grammes des
CRFs). Le plus simple transducteur de cette famille est celui qui gère la classe des fonc-
tions uni-grammes, c’est-à-dire les fonctions qui correspondent uniquement aux obser-
vations et aux étiquettes courantes. Les dépendances entre les symboles source et/ou
cible peuvent être représentées par des transducteurs à états finis tels que ceux montrés
dans la figure 6.3, qui représente respectivement les fonctions bigrammes de la cible et
les fonctions bigrammes conjointes entre la source et la cible.
FIGURE 6.3 – Exemple de feature matcher. Le symbole (*) représente toute observation possible.
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Le feature matcher λF est calculé comme une composition de ces transducteurs élé-
mentaires, où seules les étiquettes sources et cibles qui peuvent apparaitre dans une
phrase d’entrée courante sont considérées.
En suivant les notations utilisées dans (Mohri et al., 2002), les transducteurs sont
définis par la structure algébrique de semi-anneau. Un semi-anneau (semiring) est con-
stitué d’un ensemble K avec une opération associative et commutative ⊕ et une opéra-
tion associative ⊗ ainsi que deux éléments neutres 0 et 1.
Les poids du modèle λF sont interprétés par un semi-anneau tropical (tropical
semiring) et exp λF est obtenu par le remplacement des poids w dans λF par exp(w)
dans le semi-anneau réel (real semiring).
Le décodage d’un graphe
La segmentation et le réordonnancement de la source produisent un graphe avec de
multiples chemins . Si la sortie de (λS ◦ λR ◦ λT) était unique, la traduction de la phrase
source serait le meilleur chemin de λS ◦ λR ◦ λT ◦ exp(λF). Dans le cas d’une application
réelle avec des multiples segmentations possibles nous cherchons :
argmaxtˆP(tˆ | s) = argmaxtˆ ∑ P(tˆ, sˆ | s)
argmaxtˆP(tˆ | s) = argmaxtˆ ∑ P(tˆ | sˆ)P(sˆ | s)
Cela exige de comparer les scores entre les différentes segmentations de la source
sˆ et donc de calculer P(tˆ | sˆ) et P(sˆ | s). La valeur de normalisation Z pour toutes les
séquences de λS ◦ λR peut être obtenue par des opérations de base sur les transducteurs
à états finis et donc peut être définie comme :
λD = det(pi1(pi2(λS ◦ λR) ◦ λT ◦ exp(λF)))
L’opération de détermination permet dans ce cas l’accumulation des valeurs Z cor-
respondant à chaque chemin sˆ.
En remplaçant chaque poids w par un −log(w) dans λD, et en utilisant un semi-
anneau logarithmique nous pouvons calculer le −log(λD). Au final le meilleur chemin
peut être obtenu par :
BestPath(pi2(λS ◦ λR) ◦ −log(λD) ◦ λT ◦ λF)
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Décodage avec un modèle de langage cible
Une manière de prendre en compte le modèle de langage cible pendant le décodage
est de composer le graphe de traduction présenté précédemment avec un graphe qui
représente le modèle de langage. Dans ce cas, le décodage peut être présenté comme :
BestPath(pi2(λS ◦ λR) ◦ −log(λD) ◦ λT ◦ λF ◦ λL)
6.4 Décodage conjoint pour la traduction et la compréhension,
cas de la méthode de portabilité TestOnSource
Notre étude des relations entre les différentes approches est réalisée avec l’objectif
de pouvoir les combiner du mieux possible pour la portabilité multilingue d’un sys-
tème de compréhension.
Dans les chapitres précédents, nous avons montré que la meilleure méthode pour
porter un système de compréhension existant vers une nouvelle langue (nommée au-
paravant TestOnSource, présentée dans la section 4.3.1) est de traduire les énoncés util-
isateurs de la nouvelle langue vers la langue du système existant et ensuite de faire
étiqueter les énoncés (traduits) par ce système.
Notre proposition a été basée sur une cascade d’un système de traduction (PB-
SMT) et d’un système de compréhension (CRFs). La meilleure hypothèse générée par
le système de traduction est mise en entrée du système de compréhension. Cependant,
d’autres hypothèses de la liste des n-meilleures traductions peuvent différer unique-
ment dans l’ordre des mots et cet ordre-là peut être mieux interprété par l’étiqueteur
sémantique. Donc cette sélection a priori de la meilleure traduction n’optimise pas for-
cément le comportement du système global.
Pour faire face à ce problème nous proposons d’effectuer un décodage conjoint en-
tre la traduction et la compréhension d’une manière comparable à la méthode TestOn-
Source. Ce décodage conjoint aura l’avantage de pouvoir optimiser la sélection de tra-
duction en prenant compte des étiquettes qui peuvent être attribuées aux différentes
traductions possibles, alors que dans TestOnSource cela était fait en deux étapes sé-
parées.
Ce problème rejoint, dans son esprit, le problème de cascade des composants d’un
système de dialogue. Dans une architecture standard, le système de reconnaissance de
la parole transmet sa meilleure hypothèse de transcription au système de compréhen-
sion. Vu que cette hypothèse est bruitée, elle n’est pas forcément l’hypothèse que le
système de compréhension pourra étiqueter le mieux.
Plusieurs travaux ont proposé un décodage conjoint entre la reconnaissance et la
compréhension de la parole pour prendre en compte des n-meilleures hypothèses de
reconnaissance lors de l’étiquetage sémantique. Ces premiers travaux (Tür et al., 2002;
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portabilité TestOnSource
Servan et al., 2006; Hakkani-Tür et al., 2006) ont proposé d’utiliser un réseau de con-
fusion entre les différentes sorties de reconnaissance pour obtenir un graphe d’hy-
pothèses. Le système de compréhension dans ces propositions a été représenté par un
FST qui transforme des mots en concepts (voir 2.4.2.3). Un décodage conjoint peut être
obtenu par la composition du graphe de reconnaissance avec le graphe de compréhen-
sion.
Les résultats positifs obtenus par ces propositions, ont encouragé d’autres travaux
dans la même ligne. Vu que les modèles les plus performants dans la littérature sont des
modèles discriminants (contrairement au FST, de nature générative), (Anoop Deoras
and Hakkani-Tur, 2012) ont proposé d’utiliser des modèles CRFs au lieu des FST pour
la compréhension.
Dans la lignée de ces travaux, nous cherchons à obtenir un décodage conjoint pour
la traduction et la compréhension. Les deux systèmes étant de natures différentes, leur
combinaison et leur optimisation conjointe sont rendues délicates, d’où l’intérêt d’uni-
formiser les systèmes pour les deux tâches.
La proposition d’utiliser une approche FST/CRF pour la traduction peut être éten-
due pour la compréhension. Donc un système de compréhension λcomprehension peut être
obtenu par une approche FST/CRF de la même manière que proposé dans la section
6.3.1 et en suivant les adaptations entrevues dans la section 6.2.1. Cette représentation
nous permet d’obtenir un graphe de compréhension similaire à celui obtenu pour la
traduction.
Vu que le vocabulaire des sorties du graphe de traduction est le même que celui de
l’entrée du graphe de compréhension, ces deux graphes peuvent être composés facile-
ment en utilisant la fonction de composition (◦) pour donner un graphe permettant de
décodage conjoint :
λconjoint = λtradcution ◦ λcomprehension
Cela peut être détaillé comme :
λconjoint = (λS ◦ λR ◦ λT ◦ λF ◦ λL)traduction ◦ (λS ◦ λR ◦ λT ◦ λF ◦ λL)comprehension
Cette composition est comparable à la méthode TestOnSource : elle prend une
phrase de la langue cible en entrée et attribue une séquence de concept à cette phrase en
passant par un étiqueteur disponible dans la langue source. Elle nous permet d’obtenir
un décodage conjoint entre la traduction et la compréhension du moment où les prob-
abilités des deux graphes sont prises en compte. Un tel décodage ne cherche pas à
optimiser la traduction en soi, mais à optimiser le choix d’une traduction qui donnera
une meilleure compréhension.
A la lecture de l’équation de λconjoint, nous remarquons que l’accepteur λScomprehension
du graphe de compréhension prend en entrée un graphe de traduction contrairement à
l’accepteur de traduction λStraduction qui prend une chaine en entrée.
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SMT SLU
modèle PB-SMT/log-linéaire CRFs
alignement segments (phrases) mots
réordonnancement oui non
modèle de langage sur les sorties 5-grammes bi-grammes (intégré au décodage)
mots HV projection traitement
paramètres 14 centaine de milliers
ajustement des paramètres MERT (heuristiques) RPROP (gradient)
TABLE 6.1 – Comparaison entre les approches utilisées en traduction (SMT) et en compréhension
de la parole (SLU).
Le λconjoint peut être généralisé pour composer un graphe de reconnaissance de
la parole avec un graphe de compréhension dans le cadre d’un système de dialogue.
Dans ce cas des procédures d’élagage devront être prises en compte afin d’assurer que
les opérations de composition puissent être réalisées selon les contraintes classiques
(temps de calcul et espace mémoire machine disponible).
En plus du fait qu’il nous permet d’obtenir un décodage conjoint, le passage des
CRFs en graphe FST/CRF permet d’aboutir à un modèle CRFs scorant l’espace de
recherche complet, ce qui est extrêmement complexe avec les implémentations CRFs
classiques.
6.5 Conclusion
Dans ce chapitre nous avons présenté une comparaison théorique entre une ap-
proche générative et une autre discriminante pour deux tâches : la traduction automa-
tique et la compréhension de la parole. Un modèle CRFs a été comparé à un modèle
log-linéaire pour réaliser ces tâches.
La compréhension de la parole peut être vue comme une traduction d’une chaine
de mots vers une chaîne de concepts et la traduction automatique peut être vue comme
un étiquetage sémantique des phrases de la langue source par des étiquettes qui corre-
spondent au vocabulaire de la langue cible. Malgré cette représentation, chaque tâche a
des spécificités qui doivent être prises en compte afin de pouvoir optimiser ses perfor-
mances.
Les caractéristiques de ces tâches ont été analysées dans ce chapitre et une compara-
ison entre ces deux tâches peut être récapitulée dans le tableau 6.1.
Nous avons proposé plusieurs adaptations sur le modèle PB-SMT afin de pou-
voir prendre en compte les caractéristiques de la compréhension (alignement, réordon-
nancement, ajustement de poids et traitement de mots hors vocabulaire). D’autre part
nous avons proposé d’utiliser une approche à base de FST afin de pouvoir utiliser un
modèle CRFs pour la traduction. Le modèle FST/CRF permet de composer le modèle
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de traduction avec un modèle de réordonnancement et un modèle de langage afin de
se comparer au modèle PB-SMT.
Dans le but de vouloir obtenir un décodage conjoint entre la traduction et la com-
préhension (dans le cas de notre scénario lié à la portabilité selon la méthode TestOn-
Source), nous avons proposé d’uniformiser les approches utilisées pour les deux mod-
èles en utilisant l’approche FST/CRF pour les deux tâches. Un décodage conjoint peut
être obtenu par la composition des deux graphes.
Une évaluation des approches proposées dans ce chapitre est présentée dans le
chapitre 7.
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7.1 Introduction
Afin de pouvoir comparer les approches génératives et les approches discriminantes
sur des tâches similaires, nous proposons de reprendre le même protocole expérimental
adopté dans le chapitre 5. Nos expériences seront basées sur le corpus MEDIA français
et la partie traduite de ce corpus vers l’italien.
Dans un premier temps, nous proposons d’utiliser un modèle de traduction à base
de segments pour apprendre des systèmes de compréhension. Ces systèmes seront
comparés aux systèmes de référence présentés dans la section 5.3. L’évaluation de ces
systèmes sera présentée dans la section 7.2.
Ce même corpus avec sa traduction italienne sera utilisé comme corpus parallèle
pour apprendre des systèmes de traduction à base de CRFs. La comparaison de ces
systèmes avec les systèmes de traduction à base de segments sera présentée dans la
section 7.3.
L’utilisation d’une approche FST/CRF permet d’améliorer les performances du sys-
tème de traduction par rapport à une approche CRFs de base. Cette approche peut aussi
être utilisée pour une tâche de compréhension, en gérant des graphes d’hypothèse en
entrée. La mise en place de ce modèle, ainsi que son évaluation pour une tâche de tra-
duction et pour une tâche de compréhension seront présentés dans la section 7.4.
Enfin, notre proposition pour un décodage conjoint pour la traduction et la com-
préhension est évaluée dans la section 7.5.
7.2 Evaluation des systèmes de traduction à base de segments
pour une tâche de compréhension
Afin d’évaluer l’approche PB-SMT pour une tâche de compréhension, nous pro-
posons d’apprendre deux systèmes différents. Le premier pour le français (appris sur
la totalité du corpus MEDIA) et le second pour l’italien (appris sur le corpus MEDIA
traduit en italien). Nous avons aussi appliqué nos propositions d’améliorations pro-
gressives pour cette approche sur les deux systèmes.
Nous avons enfin proposé de combiner les sorties du système italien avec les sor-
ties des autres approches de portabilité présentées dans la section 4.3 pour avoir des
hypothèses complémentaires dans le réseau de confusion décrit dans 5.3.5.
7.2.1 Evaluation du système français
Nos premières tentatives pour construire le modèle PB-SMT pour la compréhension
du français ont clairement montré des performances inférieures aux CRFs (CER=23,2%
après réglage des paramètres MERT pour le PB-SMT à comparer aux 12,9% pour les
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compréhension
Modèle Sub Del Ins CER
Initial 5,4 4,1 14,6 24,1
+MERT (BLEU) 5,6 8,4 9,2 23,2
+Décodage monotone 6,2 7,8 8,7 22,7
+Format BIO 5,7 9,3 5,3 20,3
MERT (CER) 5,3 9,2 4,6 19,1
Traitement de mots HV 5,8 7,4 5,1 18,3
TABLE 7.1 – Les améliorations itératives du modèle SLU/PB-SMT sur le corpus MEDIA
français(CER%).
Modèle Sub Del Ins CER
CRFs 3,1 8,1 1,8 12,9
PB-SMT 5,8 7,4 5,1 18,3
TABLE 7.2 – Comparaison des types d’erreurs entre l’approche CRFs et l’approche PB-SMT
(CER%).
CRFs). Les améliorations progressives du modèle proposées dans la section 6.2 sont
évaluées dans le tableau 7.1.
L’utilisation de la contrainte de monotonie durant le décodage permet une réduc-
tion de 0,5% absolu. Convertir les données selon le formalisme BIO avant la phase d’ap-
prentissage réduit le CER de façon significative de 2,4%. Enfin, optimiser le score CER
à la place du score BLEU réduit le CER de 0,4% supplémentaire. Enfin, l’ajout d’une
liste de villes à l’ensemble d’apprentissage avant réapprentissage du modèle PB-SMT
permet une réduction finale de 0,8%.
Les résultats montrent qu’en dépit de réglages fins de l’approche PB-SMT, les ap-
proches à base de CRFs obtiennent toujours les meilleures performances pour une tâche
de compréhension (12,9% de CER pour CRFs vs. 18,3% de CER pour PB-SMT).
A partir d’une analyse rapide du type d’erreur de chaque modèle, nous pouvons
observer (voir tableau 7.2) que les méthodes utilisant des CRFs ont un haut niveau de
suppressions comparativement aux autres types d’erreurs, tandis que la méthode PB-
SMT présente un meilleur compromis entre les erreurs de suppression et d’insertion, et
ce bien qu’elle aboutisse à un CER plus élevé.
Un nombre important d’erreurs causées par le modèle PB-SMT pour la compréhen-
sion et dû à une mauvaise segmentation (souvent sur-segmentation) des phrases. Par
exemple une phrase comme “Je voudrais réserver en fait pour la ville de Nice du pre-
mier aux trois novembre” a une insertion venant d’une sur-segmentation de la phrase.
Il est important de mentionner que cette phrase est étiquetée parfaitement par un mod-
èle CRFs (voir la figure 7.1).
Cette caractéristique des modèles SLU/PB-SMT mène à une distribution équilibrée
d’erreurs entre les omissions, les insertions et les substitutions, alors que pour les CRFs
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FIGURE 7.1 – Comparaison entre l’hypothèse générée par le modèles SLU/CRF et celle générée par
le modèle SLU/PB-SMT pour la phrase “Je voudrais réserver en fait pour la ville de Nice du premier
aux trois novembre”.
FIGURE 7.2 – Comparaison entre l’hypothèse générée par le modèles SLU/CRF et celle générée par
le modèle SLU/PB-SMT pour la phrase “un autre quartier du côté de Saint-Michel”.
le plus grand nombre d’erreur venait des omissions. Par exemple la phrase “un autre
quartier du côté de Saint-Michel” génére trois omissions par un modèle CRFs, tandis
qu’elle génére une insertion, une subtitution et une omission par un modèle PB-SMT
(voir figure 7.2).
7.2.2 Evaluation du système italien
Un résultat très comparable est obtenu par l’application de l’approche PB-SMT pour
la compréhension de l’italien. Le modèle PB-SMT, après réglage des paramètres par
l’algorithme MERT, donne un CER de 28,1% (à comparer à 19,9% pour les CRFs). Les
améliorations progressives du modèle (proposées en section 6.2) sont évaluées dans le
tableau 7.3.
L’utilisation de la contrainte de monotonie durant l’alignement en mot permet une
réduction de 0,6% absolu. Convertir les données selon le formalisme BIO avant la phase
d’apprentissage réduit le CER de façon significative de 2,8%. Enfin optimiser le CER à
la place du BLEU réduit le CER de 0,3% supplémentaire. En terme de traitement des
mots hors vocabulaire, l’ajout d’une liste de villes à l’ensemble d’apprentissage avant
réapprentissage du modèle PB-SMT permet une réduction finale de 0,5%.
Comme pour le français, les approches à base de CRFs obtiennent toujours les meill-
eures performances. Vu que le type d’erreur n’est pas le même pour les modèles PB-
SMT et les modèles CRFs, nous pensons que la combinaison des deux peut augmenter
la performance globale obtenue. Cette combinaison sera réalisée avec les différentes
méthodes proposées pour la portabilité du système de la compréhension.
Pour cela nous proposons de combiner les deux approches principales (TestOnTar-
get et TrainOnTarget) avec l’approche PB-SMT afin de bénéficier de leurs caractéris-
tiques respectives pour améliorer la performance globale.
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Modèle Sub Del Ins CER
Initial 6,5 4,0 18,6 29,1
+MERT (BLEU) 6,3 9,3 12,5 28,1
+Décodage monotone 7,4 8,4 11,8 27,5
+Format BIO 6,5 10,6 7,7 24,7
MERT (CER) 6,4 10,9 7,2 24,4
Traitement de mots HV 7,2 10,5 6,1 23,9
TABLE 7.3 – Les améliorations itératives du modèle SLU/PB-SMT sur le corpus MEDIA ital-
ien(CER%).
Modèle Sub Del Ins CER
BASIQUE 6,2 9,7 2,7 18,6
TOUT 5,4 10,5 2,3 18,2
TOUT-SLU/PB-SMT 6,6 10,2 2,3 19,1
TABLE 7.4 – Combinaison des système de compréhension de l’italien, avec et sans l’approche PB-
SMT.
La combinaison (dénotée BASIQUE dans le tableau 7.4) est simple : un réseau de
confusion est construit à partir des trois hypothèses et la séquence de concepts cor-
respondant à la plus grande probabilité a posteriori est calculée. La performance est
améliorée de façon significative (-1,3% CER) ce qui confirme la complémentarité des
méthodes.
Finalement nous combinons toutes les méthodes proposées dans ce papier (Train-
OnTarget, TestOnSource, +SCTD, +SPE, +SCTD+SPE, PB-SMT). Ce qui permet d’attein-
dre les meilleures performances rapportées sur le test MEDIA (18,2% vs 19,3% reporté
pour une approche CRFs robuste dans le tableau 5.9 ).
Afin de mesurer l’influence de la méthode PB-SMT sur les performances de la com-
binaison, nous avons aussi évalué les performances de la combinaison pour laquelle
l’approche PB-SMT n’est pas utilisée. Cette expérience montre qu’en dépit de résultats
individuels moyens, la méthode PB-SMT a une influence importante sur la combinai-
son.
7.3 Evaluation des systèmes de traduction à base de CRFs
Notre proposition d’utiliser une approche CRF pour la traduction a été évaluée sur
deux systèmes : le premier français vers italien et le second italien vers français.
Pour cela nous utilisons la partie traduite manuellement (du français vers l’italien)
du corpus MEDIA comme corpus parallèle pour apprendre le modèle de traduction.
L’outil GIZA++ (Och, 2003a) a été utilisé pour apprendre un alignement mots à mots
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CRF/bi-grammes U + B 39,62
TABLE 7.5 – Evaluation du modèle CRFs pour la traduction du français vers l’italien (BLEU %).
entre les deux corpus et l’outil Wapiti (Lavergne et al., 2010) a été utilisé pour apprendre
les modèles CRFs.
Nous effectuons une comparaison entre ces modèles et des modèles PB-SMT dans
des conditions similaires. L’ensemble de test de MEDIA français avec sa traduction
manuelle en italien est utilisé pour évaluer les modèles.
7.3.1 Evaluation du système de traduction français vers italien
Dans un premier temps, nous cherchons à apprendre un modèle CRFs pour la tra-
duction, en utilisant l’algorithme de RPROP comme proposé dans la section 6.3. Les
performances obtenues par ces modèles sont présenté dans le tableau 7.5. Comme es-
compté, les résultats montrent que le modèle CRF/bi-grammes est plus performant que
le modèle CRF/uni-grammes (39,62% vs. 37,76%) mais cette performance reste signi-
ficativement moins bonne que la performance obtenue par la méthode PB-SMT clas-
sique.
Afin d’avoir une comparaison juste entre les deux méthodes, nous cherchons à éval-
uer l’approche PB-SMT dans les mêmes conditions que l’approche CRFs. Il faut noter
que la méthode PB-SMT utilise un modèle de réordonnancement alors que les CRFs,
plus dédiés à des étiquetages séquentiels, ne comprennent pas un tel modèle. Pour cela
nous rajoutons une contrainte de monotonie dans le décodage pour l’approche PB-SMT
empêchant tout réordonnancement.
Il est aussi important de mentionner que l’approche PB-SMT utilise un modèle de
langage pour sélectionner la meilleure traduction. Les performances du modèle PB-
SMT de référence sont obtenues en utilisant un modèle de langage tri-grammes (utilisé
généralement dans les systèmes de traduction). Cependant l’approche CRFs ne permet
pas d’utiliser un tel modèle de langage. Les CRFs utilisent deux types de fonction : les
uni-grammes et les bi-grammes.
Une fonction uni-grammes permet de prendre en compte une seule étiquette à la
fois caractérisant l’association du mot et de l’étiquette. Les fonctions bi-grammes por-
tent sur un couple d’étiquettes successives. Entre les uni-grammes et le bi-grammes
le nombre de paramètres du modèle est assez important (de l’ordre de la centaine de
milliers), par ailleurs la complexité du décodage est aussi fonction de la complexité
portentielle d’association des étiquettes de sorties. Donc les CRFs ne peuvent pas aller
au-delà des paramètres de type bi-grammes pour couvrir des tri-grammes.
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traitement de mots HV 40,23 42,03
TABLE 7.6 – Comparaison objective entre le modèle PB-SMT et le modèle CRFs pour la traduction
du français vers l’italien (BLEU %).
Pour évaluer l’approche CRFs et l’approche PB-SMT dans les mêmes conditions, et
vu qu’on ne peut pas augmenter la taille des fonctions du modèles CRFs, nous pro-
posons de dégrader l’approche PB-SMT et de réévaluer sa performance en utilisant un
modèle de langage de type bi-grammes.
Par ailleurs, en observant les sorties dumodèle CRFs, nous remarquons que lesmots
inconnus (hors-vocabulaire) dans le test ont été traduits par d’autres mots du corpus
cible selon le contexte général de la phrase, contrairement à l’approche PB-SMT qui a
tendance à projeter les mots hors-vocabulaire tels qu’ils sont dans la phrase traduite.
Ces mots hors-vocabulaire, étant dans la plupart des cas des noms de ville ou de lieux,
leur traduction ne change pas d’une langue à l’autre, et donc leur projection dans la
sortie traduite est avantageuse pour les modèles PB-SMT. Pour cela nous proposons un
pré-traitement des mots inconnus dans la phrase source permettant de les récupérer en
sortie dans l’approche CRFs. Les résultats des adaptations successives des méthodes
PB-SMT et CRFs pour les rendre plus comparables sont présentés dans le tableau 7.6
où la dernière ligne propose une comparaison plus objective des méthodes.
Les résultats présentés dans ce tableau montrent que le décodage monotone dé-
grade la performance du modèle PB-SMT de 1,16% absolu. L’utilisation d’un modèle
de langage bi-grammes augmente la perte de 0,43% supplémentaire. Le traitement des
mots hors-vocabulaire permet au modèle CRFs de récupérer 1,61% de score BLEU par
rapport aumodèle CRFs de référence. On remarque quemalgré la dégradation dumod-
èle PB-SMT et les améliorations du modèle CRFs, la performance de ce dernier reste
inférieure à celle du modèle PB-SMT (40,23% pour les CRFs vs. 42,03% pour PB-SMT).
7.3.2 Evaluation du système de traduction italien vers français
D’une manière similaire, nous apprenons un modèle CRFs pour la traduction de
l’italien vers le français. Afin d’avoir une évaluation comparable à celle présentée pour
le système de traduction italien vers français, nous appliquons les mêmes dégradations
présentées dans la section précédente sur le modèle PB-SMT (décodage monotone +
modèle de langage bi-grammes). Nous appliquons aussi un pré-traitement sur les mots
hors-vocabulaire pour les projeter dans la sortie de traduction. Les résultats de ces com-
paraisons sont présentés dans le tableau 7.7.
Confirmant ce qui a pu être observé précédemment, le modèle PB-SMT reste
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traitement de mots HV 43,47 45,96
TABLE 7.7 – Comparaison entre le modèle PB-SMT et le modèle CRFs pour la traduction de l’italien
vers le français (BLEU %).
meilleur que le modèle CRFs malgré toutes les contraintes rajoutées sur ce dernier et
toutes les améliorations proposées pour le modèle CRFs. Ces résultats encouragent le
passage à une approche FST/CRF pour la traduction qui pourra élargir les capacités
du modèle CRFs en incluant un modèle de réordonnancement et un modèle de langage
plus large.
7.4 Evaluation des systèmes de traduction selon l’approche
FST/CRF
Avant d’évaluer notre proposition de décodage conjoint entre la traduction et la
compréhension, nous cherchons à évaluer séparément les différents modèles FST/CRF
qui seront utilisés dans cette combinaison. Dans un premier temps, nous évaluons cette
approche pour une tâche de traduction en apprenant deux systèmes de traduction dans
les deux sens français vers italien et italien vers français. Ensuite nous évaluons cette
approche pour une tâche de compréhension.
Comme pour les expériences précédentes, le corpus MEDIA avec sa traduction ital-
ienne est utilisé pour l’apprentissage et le test. Il est important de mentionner que mal-
gré le fait que nous comparons les performances obtenues par cette nouvelle approche
avec les systèmes présentés précédemment, cette comparaison est donnée à titre indi-
catif car le but de cette approche n’est pas d’avoir les meilleures performances mais
d’être dans des bonnes conditions pour pouvoir appliquer un décodage conjoint.
7.4.1 Evaluation pour une tâche de traduction
Unmodèle FST/CRF pour la traduction a été construit comme décrit dans la section
6.3.1. Cemodèle a été construit à partir de l’outil n-code (Crego et al., 2011), implémenté
pour apprendre des modèles de traduction à base de ngrammes (Mariòo et al., 2006).
Cet outil utilise la bibliothèque OpenFst pour construire un graphe de traduction
qui est la composition de 4 transducteurs :
– un accepteur λS,
– un modèle de réordonnancement λR,
– un modèle de traduction à base de n-grammes λT et
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TABLE 7.8 – Comparaison entre les différentes approches (PB-SMT, CRFs, FST/CRF) pour la tra-
duction.
– un modèle de langage λL.
La différence entre le modèle implémenté par cet outil et le modèle FST/CRF qu’on
cherche à apprendre est dans les poids du modèle de traduction. Nous adaptons cet
outil pour interroger un modèle CRFs afin d’estimer les probabilités de traduction et
ensuite nous appliquons une normalisation des scores de probabilité obtenus par ce
modèle sur les différents chemins du graphe (comme cela a été proposé dans la section
6.3.1).
Dans n-code le modèle de réordonnancement est appris suivant l’approche pro-
posée par (Crego and Mariño, 2006). Cette approche nécessite un étiquetage grammati-
cal des phrases source et un alignement au niveau des mots entre les phrases source
et les phrases cible pour apprendre le modèle λR. Nous proposons d’utiliser l’outil
TreeTagger (H., 1994) pour obtenir l’étiquetage grammatical et l’outil GIZA++ pour
l’alignement en mots.
Le modèle de langage utilisé dans nos expériences et un modèle tri-grammes appris
sur la partie cible de notre corpus d’apprentissage à l’aide de l’outil SRILM.
Nous apprenons deux modèles de traduction français vers italien et italien vers
français. Le tableau 7.8 présente une comparaison entre trois modèles : le modèle
FST/CRF, le modèle PB-SMT (de référence) et le modèle CRFs (présenté dans la sec-
tion précédente).
Les résultats présentés dans ce tableau montrent que l’approche FST/CRF donne
des performances assez comparables à celles obtenues par l’approche PB-SMT. Malgré
une dégradation d’environ 2% absolu, ces performances restent assez élevées pour une
tâche de traduction (malgré un ensemble d’apprentissage de taille réduite) justifiées
dans notre contexte par le vocabulaire limité du domaine.
D’autre part les résultats montrent que l’utilisation de l’approche FST/CRF est dou-
blement avantageuse par rapport à l’utilisation d’une approche CRFs ; en plus du fait
que l’approche FST/CRF permet de traiter des graphes, cette approche permet d’aug-
menter la performance du système d’environ 1% absolu.
125
Chapitre 7. Approches conjointes : expériences et résultats
Modèle Sub Del Ins CER
CRFs 3,1 8,1 1,8 12,9
FST/CRF (λS ◦ λR ◦ λT ◦ λF ◦ λL ) 4,2 8,8 2,3 15,3
FST/CRF (λS ◦ λT ◦ λF) 3,6 8,2 1,9 13,7
+traitement de mots HV 3,7 7,9 1,8 13,4
TABLE 7.9 – Evaluation de l’approche FST/CRF pour la compréhension du français.
7.4.2 Evaluation pour une tâche de compréhension
De la même manière nous apprenons un modèle FST/CRF pour une tâche de com-
préhension du français. La totalité du corpus MEDIA a été utilisé comme corpus paral-
lèle “mots | | concepts” pour apprendre cemodèle. Unmodèle de langage tri-grammes
a été appris sur la partie concepts de ce corpus.
Dans un premier temps, le graphe FST/CRF est obtenu en composant tous les mod-
èles λS ◦ λR ◦ λT ◦ λF ◦ λL comme cela a été proposé pour la traduction. Cette approche
donne un CER de 15,3% qui est bien moins bon que l’approche CRFs de base (12,9%).
Afin de pouvoir se rapprocher du modèle CRFs (qui ne comprend pas un modèle
de réordonnancement ni un modèle de langage), nous proposons d’obtenir le graphe
FST/CRF en combinant uniquement les modèles λS ◦ λT ◦ λF. Cela nous a permis
d’augmenter la performance de cette approche de 1,6% absolu (15,3% vs 13,7%).
Une comparaison entre la performance de ce modèle et la performance du modèle
CRFs de base est donnée dans le tableau 7.9. Les résultats montrent qu’en utilisant l’ap-
proche FST/CRF (sans modèles de langage et de réordonnancement) nous arrivons à
retrouver presque les mêmes performances (12,9% vs. 13,7%) que celles obtenues par
l’approche CRFs connue pour être la plus performante pour une tâche de compréhen-
sion.
Enfin, vu que l’approche FST/CRF a tendance à projeter les mots hors-vocabulaire
en sortie et que cela (bien qu’il soit avantageux pour la traduction) est pénalisant dans
une tâche de compréhension, nous proposons de faire un traitement spécifique des
mots hors-vocabulaire de lamêmemanière que cela a été proposé auparavant. Ce traite-
ment permet d’augmenter les performances obtenues de 0,3% absolu (13,7% vs. 13,4%).
7.5 Décodage conjoint dans le cas d’un scénario de portabilité
du français vers l’italien d’un système de compréhension
(TestOnSource)
Un décodage conjoint pour la traduction et la compréhension a été appliqué comme
nous l’avons proposé dans la section 6.4. Ce décodage consiste à donner le graphe de
traduction en entrée du FST/CRF de compréhension (incluant les scores pondérés re-
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l’italien d’un système de compréhension (TestOnSource)
Couplage SMT SLU BLEU(%) CER(%) Oracle
graphe/graphe FST/CRF FST/CRF 43,84 21,4 20,6
1-best/graphe FST/CRF FST/CRF 44,09 21,8 21,1
1-best/1-best FST/CRF CRFs 44,09 21,5 21,2
1-best/graphe PB-SMT FST/CRF 47,18 20,4 19,9
1-best/1-best PB-SMT CRFs 47,18 19,9 19,8
TABLE 7.10 – Evaluation des différents modèles conjoints, variant selon le type d’information trans-
mise entre les 2 étapes (1-best ou graphe).
latifs à la traduction) et ensuite récupérer en sortie un graphe de compréhension qui
intègre les scores de traduction et de compréhension.
Pour cela nous avons adapté l’accepteur du modèle de compréhension du français
(décrit dans 7.4) pour prendre des graphes en entrée (au lieu d’une chaîne). Ce mod-
èle prend en entrée le graphe de sortie du modèle FST/CRF de traduction italien vers
français (décrit aussi dans la section 7.4). Ce transducteur génère un graphe valué de
compréhension en gardant en mémoire les scores de traduction.
Aumoment du décodage les deux scores (traduction et compréhension) sont pris en
considération. Dans un premier temps nous proposons que le score final pour chaque
chemin du graphe soit l’addition simple du score de traduction et du score de com-
préhension sur ce chemin. Le meilleur chemin est ensuite sélectionné parmi l’ensemble
des chemins possibles dans le graphe. Ce chemin représente donc un décodage con-
joint entre la traduction et la compréhension (marginalisation de la variabilité liée à la
traduction intermédiaire).
Afin de pouvoir se positionner par rapport aux autres approches, nous proposons
de comparer la performance de ce modèle avec trois autres techniques : dans la pre-
mière, le meilleur chemin (1-best) du modèle FST/CRF de traduction (et non pas un
graphe de traduction) est donné en entrée du système FST/CRF de traduction. Dans la
deuxième, la meilleur chemin du modèle FST/CRF de traduction est donnée en entrée
d’un modèle CRFs de base et dans la troisième, la meilleure hypothèse du modèle PB-
SMT de traduction est donnée en entrée du FST/CRF de compréhension. Le résultat de
cette comparaison est donné dans la tableau 7.10.
Ces résultats montrent que le graphe de traduction améliore la performance du sys-
tème par rapport au système de 1-meilleure traduction (CER 21,4% vs. 21,8%). On re-
marque aussi que le décodage conjoint en utilisant un graphe de traduction est moins
performant que celui qui utilise la meilleure traduction du modèle PB-SMT. Cela peut
s’expliquer par la différence entre la performance du système de traduction utilisé dans
le modèle conjoint (44,09% de score BLEU) et celle du modèle PB-SMT (47,18% de score
BLEU).
La performance du modèle conjoint (graphe/graphe) est assez comparable à celle
obtenue par une cascade des 1-meilleurs hypothèse des systèmes PB-SMT et CRFs,
nommée auparavant TestOnSource (21,4% vs. 19,9%). Malgré la dégradation de perfor-
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FIGURE 7.3 – Performances des modules de traduction (% BLEU) et de compréhension (% CER)
obtenues par un décodage conjoint en fonction du poids associé à chacun des scores.
mances, le modèle conjoint garde l’avantage d’être homogène et nous permet d’obtenir
un système combiné.
Dans le décodage conjoint qu’on vient de présenter, les scores de traduction et de
compréhension ont des poids équivalents (le score global est une addition de ces deux
scores). Il est possible que cette jointure simple ne soit pas la meilleure et qu’en donnant
des poids plus importants à un des modèles nous puissions améliorer la performance
du système.
Pour l’instant, nous n’avons pas un moyen direct pour trouver le poids optimal
pour chaque module. Pour cela nous avons proposé d’évaluer les performances (CER
et BLEU) que nous pouvons obtenir en donnant des poids différents (fixés a priori) aux
modèles. Ainsi le décodage conjoint pourra donc être présenté comme :
λconjoint = Φtradcutionλtradcution ◦Φcomprehensionλcomprehension
où Φtraduction est le poids associé au modèle λtradcution et Φcomprehension est le poids
associé au modèle λcomprehension
Les résultats de cette évaluation sont présentés dans la figure 7.3. Les résultats sur
les différents jeux de poids montrent que le score BLEU augmente toujours lorsqu’on
augmente le poids du modèle de traduction, par contre l’augmentation des poids du
modèle de compréhension n’améliore par forcement le CER.
Ces résultats préliminaires montrent clairement que l’ajustement des poids pour un




D’autre part, la performance de ce modèle conjoint peut être améliorée en amélio-
rant le système de traduction, notamment en utilisant unmodèle de réordonnancement
plus consistant par exemple. Les améliorations de ce système feront partie de nos per-
spectives (voir section 8.2).
Il est important de mentionner que le modèle conjoint a l’avantage d’être basé sur
des FST, et donc toutes les suggestions d’améliorations ou de combinaison peuvent
être intégrées facilement en utilisant les bibliothèques de l’outil OpenFst. Ceci pausera
probablement des problèmes de calculabilité (lorsqu’il s’agit de très grands graphes) et
donc des élagages devront être envisagés dans ce cas.
Dans un contexte de dialogue un décodage conjoint entre la reconnaissance de la
parole et la traduction peut être appliqué. Dans ce cas un graphe de reconnaissance
pourra être composé avec un graphe de compréhension. Cette composition permet-
tra au système de reconnaissance d’envoyer des informations plus riches au système
de compréhension comme dans (Minescu et al., 2007) et le système de compréhension
transmettra à son tour des informations riches au gestionnaire de dialogue ce qui influ-
encera positivement sur la performance du système global.
7.6 Conclusion
Dans ce chapitre nous avons évalué et comparé une approche discriminante avec
une approche générative à la fois pour la compréhension de la parole et pour la traduc-
tion automatique.
Nous avons montré que l’approche CRFs reste la meilleure approche pour la com-
préhension de la parole, malgré toutes les adaptations de l’approche PB-SMT pour la
tâche. Cependant, nous avonsmontré que la combinaison des sorties des modèles CRFs
avec des sorties d’un modèle PB-SMT peut améliorer significativement la performance
obtenue et donc les modèles sont assez complémentaires.
L’utilisation d’une approche CRFs pour la traduction à plusieurs limites et les per-
formances de cette approche peuvent être améliorées par un passage vers un modèle
FST/CRF. Cemodèle permet d’obtenir un graphe de traduction en combinant plusieurs
modèles (réordonnancement, traduction, langage). La performance obtenue par cette
approche est légèrement moins bonne que celle d’une approche PB-SMTmais elle reste
avantageuse pour un décodage conjoint. Plusieurs améliorations peuvent être envis-
agées pour cette approche, notamment sur le modèle de réordonnancement, le passage
vers un modèle génératif par exemple.
De la même manière, nous avons évalué la performance d’un modèle FST/CRF
pour la compréhension. Ce modèle à l’avantage de pouvoir générer des graphes en
sortie et donc permet une transmission d’informations plus riche vers les niveaux
supérieurs dans le système de dialogue (composition sémantique, gestionnaire de dia-
logue...).
Nous avons évalué notre proposition de décodage conjoint entre la traduction et la
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compréhension dans le cas de l’approche de portabilité TestOnSource (déjà présentée
dans des chapitres précédents) et nous avons montré qu’avec un tel décodage nous
pouvons obtenir de bonnes performances (assez comparables à l’approche TestOn-
Source initiale) tout en proposant un système homogène avec possibilité de compo-
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8.1 Conclusion
Les travaux présentés dans cette thèse peuvent être classés dans deux lignes prin-
cipales. Dans la première nous nous intéressons à la portabilité multilingue d’un sys-
tème de compréhension de la parole. Dans cette optique nous proposons d’utiliser la
traduction automatique afin de minimiser le coût du développement d’un nouveau
système de compréhension dans une nouvelle langue. Dans un second temps, nous
cherchons à comparer les approches de traduction automatique avec les approches de
compréhension de la parole, afin d’obtenir un décodage conjoint entre la traduction et
la compréhension et d’améliorer le fonctionnement des modèles appliqués à chacune
des tâches.
La portabilité multilingue d’un système de compréhension automatique de
la parole
Dans cette thèse, nous avons proposé plusieurs approches pour la portabilité mul-
tilingue d’un système de compréhension de la parole. Ces approches diffèrent essen-
tiellement par le niveau auquel la portabilité est appliquée.
La première approche TestOnSource consiste à porter un système de compréhen-
sion au niveau du décodage (test). Notre proposition consiste à obtenir une traduction
automatique des entrées de la nouvelle langue et ensuite d’étiqueter ces traductions par
un étiqueteur existant dans la langue source.
La deuxième approche TrainOnTarget consiste à porter le système au niveau de l’ap-
prentissage et donc apprendre un nouveau système de compréhension dans la langue
cible. Pour cela, nous avons proposé de traduire le corpus d’apprentissage existant vers
la langue cible et ensuite nous avons proposé plusieurs approches pour porter l’annota-
tion de ce corpus vers le corpus traduit en se basant sur les techniques de la traduction
automatique, notamment l’alignement automatique des mots.
Nous avons évalué et comparé nos propositions en utilisant un système de traduc-
tion spécialisé (conçu pour la tâche) et un système de traduction générique disponible
en ligne. Ces approches ont été évaluées aussi bien sur la portabilité d’un système de
compréhension vers une langue voisine (français vers italien) que sur la portabilité vers
une langue de structure très différente (français vers arabe).
Nous avonsmontré que la méthode TestOnSource est à la fois la plus performante et
la plus simple. Cette méthode peut être appliquée directement sur toutes les langues à
partir du moment qu’un traducteur automatique de la langue source vers cette langue
suffisamment performant est disponible. Cependant les performances de cette méth-
ode sont influencées par le bruit de la traduction automatique ce qui nous a motivé à
proposer des approches pour rendre cette méthode plus robuste aux erreurs de traduc-
tion.
Afin de rendre l’approche TestOnSource plus robuste aux erreurs de traduction
nous avons proposé de post-éditer les sorties de traduction avant de les passer en entrée
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du système de compréhension et aussi d’intégrer du bruit de traduction automatique
dans les données d’apprentissage du système de compréhension. Nous avons montré
que la mise en série de ces méthodes peut augmenter significativement la performance
de cette approche.
Nous avons aussi montré que les approches de portabilité peuvent avoir un rôle
important dans une procédure d’annotation d’un nouveau corpus. Nous avons pro-
posé d’utiliser une approche de portabilité lors de l’annotation d’un corpus pour pro-
duire une pré-annotation automatique qui sera ensuite corrigée par des annotateurs
humains. Cette pré-annotation a permis d’obtenir des gains de productivité d’environ
50%en temps humain.
Approches conjointes pour la traduction et la compréhension
Dans la deuxième partie de la thèse nous cherchons à obtenir un décodage conjoint
entre la traduction et la compréhension afin de pouvoir combiner les deux tâches au
sein d’un seul modèle.
Pour cela, nous avons proposé d’étudier les différences et les relations entre les ap-
proches de traduction et les approches de compréhension. Afin de réaliser cette com-
paraison, nous avons proposé d’utiliser une approche de traduction (PB-SMT) pour
effectuer une tâche de compréhension et réciproquement d’utiliser une approche d’éti-
quetage (CRFs) utilisée pour la compréhension pour réaliser la traduction automatique.
Ainsi, la compréhension de la parole est considérée comme une traduction d’une
chaîne de mots vers une chaîne de concepts et la traduction automatique est considérée
comme un étiquetage sémantique des phrases de la langue source par des étiquettes qui
correspondent au vocabulaire de la langue cible. Malgré cette représentation, chaque
tâche possède des spécificités qui doivent être prises en compte afin de pouvoir opti-
miser ses performances.
Nous avons montré que ces deux approches diffèrent dans la manière de gérer le
réordonnancement, dans l’alignement entre les entrées et les sorties, dans l’utilisation
du modèle de langage ou encore dans le traitement des entrèes inconnues (mots hors
vocabulaire). Les caractéristiques de chaque tâche doivent être prises en compte pour
obtenir de bonnes performances.
Malgré toutes les adaptations possibles sur l’approche PB-SMT, ses performances
restent moins bonnes que celles de l’approche CRFs pour la compréhension. D’autre
part l’utilisation des CRFs pour la traduction présente plusieurs limites notamment
dans la prise en compte du réordonnancement et du modèle de langage.
Pour obtenir un décodage conjoint entre un modèle de compréhension et un mod-
èle de traduction, ces modèles doivent être représentés d’une manière homogène. Pour
cela nous proposons de recourir à une approche à base de graphes à états finis (FST) qui
permet d’obtenir un graphe pour la traduction et un autre pour la compréhension. La
composition de ces deux graphes représente donc un décodage conjoint par marginali-
sation de l’étape de traduction intermédiaire. Un tel décodage ne cherche plus à obtenir
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la meilleure traduction mais la traduction qui permet d’aboutir à la meilleure interpré-
tation possible de l’entrée.
Nous avons montré que cette approche permet d’obtenir des performances très
comparables à celles obtenues par la méthode TestOnSource en ayant l’avantage d’être
sous forme de graphe. La représentation en graphe permet, dans le cadre d’un système
de dialogue, de récupérer des informations riches du module de compréhension (sous
forme de graphe) et de transférer des informations riches au gestionnaire de dialogue.
8.2 Perspectives
Les travaux effectués dans cette thèse ouvrent plusieurs perspectives, que ce soit au
niveau du multilinguisme du système de compréhension ou au niveau du décodage
conjoint entre plusieurs approches.
Perspectives pour la portabilité
L’évaluation des approches de portabilité présentées dans cette thèse était basé sur
un corpus de test transcrit manuellement. Cette évaluation permet d’avoir une com-
paraison entre les différentes approches mais ne permet pas d’avoir une estimation de
la performance du système de compréhension dans le cadre d’un système de dialogue.
Une perspective de ce travail serait de se mettre dans des conditions réelles d’un
système de dialogue et d’évaluer nos propositions de portabilité sur les sorties d’un
système de reconnaissance au lieu des entrées transcrites.
De la même manière que nous l’avons proposé pour augmenter la robustesse du
système de compréhension aux erreurs de traduction il serait intéressant d’appliquer
ces méthodes pour mieux gérer le bruit venant de la transcription. Cela peut être réalisé
en post-éditant les sorties de reconnaissance et en rajoutant des données bruitées dans
le corpus d’apprentissage.
Dans toutes les approches proposées pour la portabilité, nous avons utilisé des sys-
tèmes de traduction automatique. Les meilleures performances ont été obtenues en util-
isant des systèmes appris sur des données du domaine.
Toutefois, nos efforts cherchaient à trouver la meilleure méthode pour porter un sys-
tème de compréhension vers une nouvelle langue sans chercher à améliorer ou adapter
le système de traduction.
Une perspective intéressante à ce travail serait de proposer des solutions pour
adapter le système de traduction aux besoins de la portabilité. Une des voies possibles
est d’utiliser des systèmes de traduction plus complexes (hiérarchiques, tree-based ou
factorisés, par exemple) et d’essayer de trouver des liens entre la représentation hiérar-
chique de la phrase et sa représentation sémantique afin d’aider la traduction. Il sera
alors aussi possible d’enrichir la traduction par des informations sémantiques.
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Comme nous l’avons montré dans cette thèse, les méthodes fondées sur la portabil-
ité du corpus d’apprentissage vers une langue comme l’arabe ne sont pas applicables
directement.
Des travaux, comme (Misu et al., 2012), ont proposé des méthodes adaptées pour à
la portabilité d’un système de compréhension vers une langue éloignée. Dans la même
optique une perspective de cette thèse est de proposer des solutions efficaces pour pou-
voir appliquer la portabilité vers des langues qui ont un ordre de mots assez différent
ou qui ont une riche représentation morphologique.
Pour cela des solutions peuvent être apportées en utilisant par exemple des pré-
traitements ou des post-traitements statistiques pour effectuer le réordonnancement et
des techniques de traduction automatique pour guider la segmentation.
Une autre perspective consiste à étudier l’influence des différentes traductions d’un
énoncé sur sa compréhension. Pour cela notre proposition consiste à traduire l’énoncé à
étiqueter vers n langues différentes et ensuite étiqueter les n versions par n étiqueteurs
sémantiques (obtenus par des approches de portabilité par exemple). Les différents éti-
quetages de cette même phrase peuvent être regroupés dans un réseau de confusion et
la meilleure hypothèse peut être sélectionnée.
L’idée derrière cette proposition est de vérifier si certaines phrases peuvent être
mieux étiquetées dans une langue que dans une autre et aussi si la combinaison de
l’étiquetage des différentes traductions d’une même phrase peut améliorer le système.
Perspective pour le décodage conjoint
Dans le chapitre 7 nous avons montré que l’utilisation d’une approche conjointe
pour la traduction et la compréhension donne des bonnes performances. Cette ap-
proche est basée sur la composition d’un graphe de traduction avec un graphe de com-
préhension. En terme de perspective nous proposons de composer ce graphe avec un
graphe de sortie de reconnaissance automatique. Cela permettra d’optimiser le choix
de la meilleure transcription en fonction de l’étiquetage qui suivra.
Un problème de taille de graphe se posera dans une telle combinaison et donc une
méthode d’élagage doit être proposée afin de diminuer la taille du graphe en éliminant
les chemins de plus faible scores. Cela peut être fait d’une manière similaire à l’élagage
utilisé lors du décodage d’un système de traduction à base de segment (voir section
3.3.4).
Nous avons montré également dans le chapitre 7 que la performance du modèle
conjoint varie selon les poids qu’on attribue à chaque composant de ce modèle. L’a-
justement de ces poids permettra d’optimiser la performance globale du système.
Cette optimisation peut être appliquée à deux niveaux : le premier consiste à opti-
miser les poids internes dans chaque modèle (réordonnancement, modèle de langage,
modèle de traduction) et le deuxième consiste à donner des poids aux différents com-
posants du décodage conjoint.
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Le décodage conjoint pourra donc être présenté comme :
λconjoint = Φtradcutionλtradcution ◦Φcomprehensionλcomprehension
où Φi est le poids associé au modèle i,
λtraduction = ΦSλS ◦ΦRλR ◦ΦTλT ◦ΦFλF ◦ΦLλL
et
λcomprehension = ΦSλS ◦ΦRλR ◦ΦTλT ◦ΦFλF ◦ΦLλL
Les différents poids doivent être ajustés afin d’obtenir un décodage optimal. Cette
optimisation peut être réalisée en utilisant un algorithme similaire à MERT (voir le
tableau 3.1).
Le modèle de traduction FST/CRF utilisé dans le décodage conjoint est moins per-
formant que le modèle PB-SMT. Plusieurs améliorations peuvent être appliquées sur ce
modèle afin de pouvoir augmenter sa performance.
Une voie d’amélioration possible est d’avoir un modèle réordonnancement plus
performant que celui utilisé jusqu’à présent. Le modèle utilisé dans les expériences
présentées dans cette thèse est basé sur un ensemble de règles extraites à partir d’un
corpus d’apprentissage.
Nous pensons que le passage vers un modèle discriminant pour le réordonnance-
ment peut améliorer la performance du système. Cette proposition consiste à appren-
dre un modèle CRFs pour le réordonnancement et ensuite le représenter sous forme
de graphe. De cette manière nous obtenons un graphe de réordonnancement qui sera
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Annexe1 : Expérience comparable de
portabilité vers un nouveau domaine
Dans une expérience parallèle, nous avons proposé de porter un corpus existant
afin d’obtenir rapidement un nouveau corpus dans la même langue mais pour un do-
maine different. Pour cela nous proposons d’utiliser le corpus MEDIA pour effectuer
une pré-annotation automatique d’un nouveau corpus français. Le nouveau corpus
(nommé PM-DOM) concerne le domaine de réservation de billets de théâtre pour le
festival d’Avignon. Ce nouveau corpus partage certains concepts avec le corpus ME-
DIA tel que les dates et les lieux, mais aussi il a ses propres concepts représentant la
spécificité du domaine (acteur, pièce, ...).
Le modèle utilisé pour la pré-annotation a été appris directement sur les données
MEDIA (de la même langue) et un étiqueteur d’entités nommées a été ajouté pour pren-
dre en compte les nouveautés du domaine. Cet étiqueteur est basé sur une liste d’entités
nommées du nouveau domaine. Cette liste est composée de noms d’auteurs, de noms
de pièces et de lieux extraits du programme du festival d’Avignon. La pré-annotation
est une combinaison entre l’étiqueteur sémantique apprit sur MEDIA et la sortie de l’é-
tiqueteur d’entités nommées.
Nous avons aussi appris un modèle sur les données PM-DOM afin d’évaluer ce
corpus. En parallèle, nous avons évalué le corpus de référence utilisé pour la pré-
annotation (domaine touristique) sur l’ensemble de test PM-DOM (réservation de
places). Les résultats sont présentés dans le tableau 8.1.
Le modèle PM-DOM donne un CER de 19,1%, ce qui est assez bon relativement à
la taille de données d’apprentissage. Le modèle MEDIA utilisé pour la pré-annotation
(appris sur le corpus de base) donne une CER de 41,2% sur le corpus PM-DOM. Ce
faible score est dû au fait qu’il y a une différence considérable dans les concepts entre
le corpus MEDIA et le corpus PM-DOM.
Cette différence de concepts entre les deux corpus a une influence significative sur
la combinaison directe des deux corpus. Contrairement à ce qu’on a montré pour la
nouvelle langue, une concaténation des corpus MEDIA et PM-DOM n’est pas évidente.
Comme le montre le tableau 8.1, le modèle combiné donne un CER de 37,5%, ce qui
est beaucoup moins bon que le modèle appris sur PM-DOM seul. Cette dégradation
provient du fait que la combinaison conduit à un nombre important d’insertions dans
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Modèle Test Sub Del Ins CER
PM-DOM
PM-DOM
3,2 13,0 2,9 19,1
MEDIA 11,2 25,6 4,4 41,2
PM-DOM + MEDIA 5,8 2,8 28,9 37,5
PM-DOM + F-MEDIA 3,0 13,2 3,3 19,5
PM-DOM + F’-MEDIA 3,4 11,8 3,9 18,9
TABLE 8.1 – Evaluation (CER %) des modèles français sur le test PM-DOM.
les hypothèses de sortie. Ces insertions sont des concepts du corpus MEDIA n’existant
pas dans le corpus PM-DOM. Pour obtenir une combinaison plus efficace, nous pro-
posons de filtrer le corpus MEDIA, en éliminant les concepts du corpus MEDIA qui
n’existent pas dans le corpus PM-DOM.
Nous considérons deux options de filtrage. La première consiste à éliminer tous
les segments annotés avec des concepts indésirables (pas utilisés dans le corpus PM-
DOM) et nous obtenons un corpus MEDIA filtré dénommé F-MEDIA (10K phrases vs
13K de MEDIA). L’autre option de filtrage consiste à éliminer entièrement les phrases
qui contiennent des concepts indésirables (corpus F’-MEDIA, 7K phrases). Chacun de
ces corpus filtrés est ensuite concaténé avec le corpus PM-DOM et un modèle est appris
sur le corpus combiné.
Il est important de mentionner que le corpus F-MEDIA contenait plus de phrases
que F’-MEDIA, mais certaines de ces phrases sont bruitées. Ce bruit provient de la sup-
pression des segments indésirables apparaissant à l’intérieur de la phrase. Il y a une
hypothèse forte derrière cette stratégie qui est que la suppression d’un segment dans
une phrase, mènera généralement à un autre énoncé acceptable. Mais, évidemment, la
nature précise des concepts enlevés a un grand impact sur le résultat réel et de nom-
breuses phrases peuvent être finalement incorrectes.
Les résultats présentés dans le tableau 8.1 montrent que le modèle appris sur la
combinaison de PM-DOM avec F’-MEDIA (18,9%) est plus performant que celui appris
sur PM-DOM avec F-MEDIA (19,5%). La combinaison est meilleure avec moins de don-
nées qu’avec plus de données bruitées. Cette combinaison augmente très légèrement
les performances de notre modèle par rapport au modèle PM-DOM (19,1% vs 18,9%).
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