Abstract. A set F q of 3-dimensional subspaces of F 7 q , the 7-dimensional vector space over the finite field F q , is said to form a q-analogue of the Fano plane if every 2-dimensional subspace of F 7 q is contained in precisely one member of F q . The existence problem for such q-analogues remains unsolved for every single value of q. Here we report on an attempt to construct such q-analogues using ideas from the theory of subspace codes, which were introduced a few years ago by Koetter and Kschischang in their seminal work on error-correction for network coding. Our attempt eventually fails, but it produces the largest subspace codes known so far with the same parameters as a putative q-analogue. In particular we find a ternary subspace code of new record size 6977, and we are able to construct a binary subspace code of the largest currently known size 329 in an entirely computer-free manner.
Introduction
The Fano plane F = PG(2, F 2 ) = PG(F 3 2 /F 2 ), the coordinate geometry derived from a 3-dimensional vector space over the binary field F 2 , is the smallest nontrivial model of an abstract projective geometry. It has 7 points and 7 lines, represented by the one-and two-dimensional subspaces of F 3 2 /F 2 , respectively; each line contains 3 points and each point is on 3 lines; any two distinct points are contained in a unique line and any two distinct lines intersect in a unique point. Myriads of other finite models of a projective geometry exist-for each integer n ≥ 2 and prime power q > 1 the n-dimensional coordinate geometry PG(n, F q ) = PG(F n+1 q /F q ) over the finite field F q , and in the planar case many additional examples with the same parameters as some PG(2, F q ).
The Fano plane F = S(2, 3, 7) is also the smallest nontrivial example of a Steiner system S(t, k, v), which refers to a v-set V (point set) and a set of k-subsets of V (blocks) having the property that any t-subset of V is contained in exactly one block. The more general concept of a combinatorial t-(v, k, λ) design relaxes the requirement "exactly one block" to a "constant number λ of blocks". Many constructions of t- (v, k, λ) designs are known (including the construction of nontrivial t-designs for all positive integers t by Teirlinck [30] ), but comparatively few Steiner systems and still no one at all with t > 5).
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This article is concerned with vector space analogues of F in the following sense: Definition 1. Let q > 1 be a prime power. A set F q of 3-dimensional subspaces of F 7 q /F q (or any other 7-dimensional vector space V over F q ) is said to be a q-analogue of the Fano plane if every 2-dimensional subspace of F 7 q (respectively, V ) is contained in a unique member of F q . In projective geometry language, a q-analogue of the Fano plane is a set F q of planes in PG(6, F q ) such that any pair of distinct points (equivalently, any line) is contained in exactly one plane E ∈ F q . In other words, the planes in F q , when identified with sets of lines, should form an exact cover (i.e., a partition) of the line set of PG(6, F q ).
Before going any further, we should remark that at the time of writing this article virtually nothing is known about the existence of such structures-neither existence nor non-existence of a q-analogue of the Fano plane has been proved for a single instance of q. Even in the smallest case q = 2, where a putative 2-analogue F 2 would have to contain 381 of the 11811 planes of PG(6, F 2 ), a computer search seems infeasible at present. P. Cameron [6] introduced the concept of a design over a finite field as a vector space analogue ("q-analogue", if the underlying field is F q ) of combinatorial designs: A t-(v, k, λ) design over F q is a set C of k-dimensional subspaces of F v q /F q (or any other v-dimensional vector space V over F q ) with the property that every t-dimensional subspace of F v q (respectively, V ) is contained in exactly λ members of C. The first nontrivial examples of such designs were constructed by S. Thomas [31] . These "Thomas designs" have q = 2 and form an infinite family with parameters 2-(v, 3, 7) , where v ≡ ±1 (mod 6) and v ≥ 7. Taking the ambient space as the finite field F 2 v , one may construct the 2-(v, 3, 7) Thomas design T v as the set of all 3-dimensional F 2 -subspaces x, y, z ⊂ F 2 v spanned by the 2 v − 2 non-rational points in PG(2, F 2 v ) of a rational conic (relative to F 2 ). For example, we can take all points (x : y : z) = (1 : 0 : 0), (0 : 1 : 0), (0 : 0 : 1) on the conic xy + yz + zx = 0, resulting in T v = x, y, xy x+y ; x, y ∈ F × 2 v distinct .
2 Although several further constructions of designs over finite fields are now known (including the existence of nontrivial t-designs over F q for arbitrarily large t in [14] ), the subject has turned out considerably more difficult 1 We should note here that recently Keevash [22] has given a non-constructive proof of the existence of Steiner systems for all values of t. 2 Checking the design property is somewhat tedious, but at least we can see immediately from the definition that T v has the required (2 v − 2)/6 × (2 v − 1) = (2 v − 1)(2 v−1 − 1)/3 blocks.
than ordinary combinatorial design theory. For example, no nontrivial 4-design over a finite field is known at present. At the end of [31] Thomas briefly discussed q-analogues S q (t, k, v) of Steiner systems (i.e. t-(v, k, 1) designs over F q ) and in particular the smallest feasible parameter case S 2 (2, 3, 7) . Such a 2-analogue of the Fano plane would consist of 381 = 3 × 127 three-dimensional subspaces of F 7 2 (cf. Lemma 2) , and it was conceivable to construct it as the union of 3 orbits of a Singer subgroup of GL (2, 7) . However, as Thomas reported, this construction is impossible.
A few years ago interest in designs over finite fields was revived through the observation by R. Koetter and F. Kschischang [25] that sets of subspaces of a vector space over a finite field (subspace codes) can be used as "distributed channel codes" for error-resilient transmission of information in packet networks. Considering q (symbol alphabet of the packet network) and the ambient vector space dimension v (packet length) as fixed and restricting attention to constant-dimension codes (i.e the dimension k of all codewords is the same), the best performance is achieved by using subspace codes C that have simultaneously large size #C = |C| and small maximum dimension of an intersection between distinct codewords. Denoting this dimension by t − 1, we have that t is the smallest positive integer such that every t-dimensional subspace of F v q is contained in at most one codeword of C. Subspace codes thus satisfy a weaker form of the defining condition for Steiner systems over finite fields. 3 A standard double-counting argument gives #C × with equality if and only if each t-dimensional subspace of F v q is contained in precisely one codeword of C. Hence Steiner systems over finite fields are optimal as subspace codes. 4 In the sequel we will exclusively be concerned with subspace codes of constant dimension k = 3, so-called plane subspace codes, and packet length v = 7. Plane subspace codes with t = 3 are trivial-the whole plane set of PG(6, F q ) forms such a code. Plane subspace codes with t = 1 consist of pairwise skew planes and are known as partial plane spreads in Finite Geometry. The maximum size of a partial plane spread in PG(6, F q ) is known to be q 4 +1 from the work of Beutelspacher [2, Th. 4.1] . 5 This leaves the case t = 2 considered so far as the only unresolved case. Restricting attention to this case, we will from now on tacitly assume that "subspace code" includes the assumption t = 2.
More than 25 years have passed since Thomas' fundamental work [31] and the existence problem for q-analogues of the Fano plane is still undecided. On the other hand, serious attempts, often relying on quite sophisticated computational methods, have been made to construct large subspace codes-including the parameter set of a putative 2-analogue. These will now be briefly reviewed. Accordingly, let C be a binary plane subspace code with v = 7 or, in geometric terms, a set of planes in PG(6, F 2 ) mutually intersecting in at most a point. As discussed above, we have #C ≤ 381 with equality if and only if C is a 2-analogue of the Fano plane. The first nontrivial lower bound on the maximum size of C was established by Koetter and Kschischang [25] , who showed that #C = 256 is realized by a so-called lifted maximumrank distance code (LMRD code). Kohnert and Kurz [26] improved this to #C = 304, employing a computer search for plane subspace codes in PG(6, F 2 ) with an automorphism of order 21 acting irreducibly on a hyperplane. The current record is #C = 329 and was established by Braun and Reichelt in [5] using a refinement of this method. In [21] , as part of the classification of all optimal plane subspace codes in the smaller geometry PG(5, F 2 ), an optimal #C = 77 subspace code was constructed by first expurgating an LMRD code (size 64) to a particular subspace code of size 56 and then augmenting this code by 21 further planes. As shown in [27] , the underlying idea can be used to provide an alternative construction of a plane subspace code of size 329 in PG(6, F 2 ).
In this paper we will develop a general framework for constructing large plane subspace codes in PG(6, F q ) along the lines of [21, 27] , but also introducing several new ideas (in Sections 4 and 5). Our main results are the construction of a general q-ary subspace code C of size q 8 +q 5 +q 4 −q−1, whose planes meet a fixed solid (3-flat) of PG(6, F q ) in at most a point (Theorem 3 in Section 5), and a detailed analysis of the extension problem for C (or rather, a distinguished subcode C 0 ⊂ C) by planes meeting S in a line, which enables us to give the first computerfree construction of a plane subspace code of size 329 in PG(6, F 2 ) (see above) and a computer-aided construction of a plane subspace code of size 6977 in PG(6, F 3 ) (Section 6, in particular Theorem 4). Theorem 3 improves the best previously known construction for general q [32] , and the ternary subspace code of size 6977 is by way the largest known code with its parameters. In order to make the paper self-contained, we provide a general introduction to the combinatorics of subspace codes in Section 2 and an account of related previous subspace code constructions in Section 3.
In the sequel F q always denotes a putative q-analogue of the Fano plane. The term "dimension" refers to vector space dimension, but otherwise geometric language will be extensively used. When referring to the geometric dimension of a t-dimensional subspace of F v q /F q , we use the term "(t − 1)-flat of PG(v − 1, F q )".
Let us close this introduction with a remark on vector space analogues of the Fano plane over infinite fields. Using transfinite recursion, it is fairly easy to show that for any field K with |K| = ∞ a K-analogue F K , defined as in Def. 1, does exist. For example, in the case K = Q we can enumerate the lines of PG(6, Q) as L 0 , L 1 , L 2 , . . . and recursively define sets E 0 = ∅, E 1 , E 2 , . . . of planes as follows: If E n already contains a plane E ⊃ L n , we set E n+1 = E n ; otherwise, among the planes containing L n there exists a plane E that has no line in common with any of the planes in E n , and we set E n+1 = E n ∪ {E}. 6 It is then readily verified that
In fact it is even true that the plane set of any geometry PG(v−1, K), |K| = ∞, v ≥ 5, can be partitioned into Steiner systems S K (2, 3, v) ; see [7] for details.
Counting Preliminaries
Let us first recall that the number of k-dimensional subspaces of an n-dimensional vector space over F q is given by the Gaussian binomial coefficient
, which is polynomial in q of degree k(n−k) and satisfies
. In particular the number of points (and hyperplanes)
of PG(n − 1, F q ) is equal to
Subspaces U of F n q /F q of dimension k are in one-to-one correspondence with matrices U = cm(U) ∈ F k×n q in reduced row-echelon form via U = cm(U) , the row space of the matrix cm(U), and U = cm( U ). More precisely, the first plane with this property, according to some predefined order E 0 , E 1 , E 2 , . . . on the set of planes of PG(6, Q), is chosen. The existence of such a plane follows from the fact that L n and the finitely many solids (3-flats) E ′ + L n , E ′ ∈ E n a plane intersecting L n (necessarily in a point), cannot cover all points of PG(6, Q). 7 The name 'cm' resembles "canonical matrix".
If cm(U) has pivot columns in positions 1
and determines a partition of the integer i into at most n − k parts of size at most k. 8 The coefficient a i of q i in n k q counts the number of such partitions, and consequently the monomial a i q i counts the kdimensional subspaces of F n q having exactly i unspecified entries in their canonical matrix.
These and a few additional observations allow for "almost everything" in PG(n − 1, F q ) = PG(F n q /F q ) to be counted. Consider, for example, any solid (3-flat) S in PG(6, F q ) and count the planes of PG (6, (for this arrange coordinates such that S = (0, 0, 0, * , * , * , * )); there are
a point (considering the hyperplane H = E + S and the intersection point P = E ∩ S as fixed, these correspond to lines disjoint from the plane S/P in H/P ∼ = PG(4, F q ), of which there are q 6 corresponding to the canonical matrix shape ( 1 0 * * * 0 1 * * * )); there are q 2 ·
planes E meeting S in a line (considering the 4-flat T = E + S and the line L = E ∩ S as fixed, these correspond to points outside the line S/L in T /L ∼ = PG(2, F q )); 9 and finally, there
Now let C be a set of planes in PG(6, F q ) mutually intersecting in at most a point (a plane subspace code in the terminology of Section 1). Fixing any solid S in PG(6, F q ), we can count how many planes in C intersect S in a subspace of dimension i ∈ {0, 1, 2, 3}. This leads to the concept of "spectra" (or "intersection vectors") with respect to solids, which already capture a great deal of structural information about C.
Definition 2.
The spectrum (or intersection vector) of C with respect to S is defined as the 4-tuple α(S) = α 0 (S), α 1 (S), α 2 (S), α 3 (S) , α i (S) = #{E ∈ C; dim(E ∩ S) = i}, of non-negative integers. 8 The number of (positive) parts is
. 9 Here we have used The example counting problem discussed above amounts to determining the spectrum of the whole plane set of PG(6, F q ) with respect to any solid, which turned out to be a constant independent of S.
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Lemma 1. Let C be a plane subspace code of size M in PG(6, F q ) and S any solid in PG(6, F q ). The spectrum α = α(S) of C with respect to S satisfies α 0 + α 1 + α 2 + α 3 = M and the following system of linear inequalities:
The explicit form of all four inequalities is obtained by inserting
Proof. The equation α 0 + α 1 + α 2 + α 3 = M is clear from the definition of the spectrum. The first three inequalities are proved by counting the line-plane pairs (L, E) with E ∈ C, L ⊂ E and dim(L ∩ S) = i for i = 0, 1, 2, respectively, in two ways and using the fact that every line is contained in at most one plane of C (and hence counted at most once on the left-hand side). The right-hand side of the corresponding inequality gives the total number of lines L with dim(L ∩ S) = i. Finally, since two distinct planes of C generate an at least 5-dimensional space, S can contain at most one plane of C and thus α 3 ∈ {0, 1}.
Lemma 1 can be used to derive quite restrictive conditions on the parameters of a putative q-analogue of the Fano plane. This is the subject of Lemma 2. For the statement of the lemma recall that the cyclotomic polynomials Φ n (X) ∈ Z[X], defined recursively by
In terms of cyclotomic polynomials the number of points of PG(n − 1, F q ) is Proof. For a q-analogue of the Fano plane the first three inequalities in Lemma 1 are in fact equalities (for any solid S) and, conversely, this property (even if it holds only for one particular solid S) implies that C must be a q-analogue of the Fano plane. Further, the triangular shape of the system implies that each of the two possible choices α 3 ∈ {0, 1} leads to a unique solution for α 1 , α 2 , α 3 .
In the first case (α 3 = 0) we obtain
as asserted. The second case (α 3 = 1) is done similarly. Finally, a solid S of PG(6, F q ) has α 3 (S) = 1 iff it contains a plane of F q . The number of such solids is
and the number of solids with α 3 (S) = 0 is
completing the proof. 
Augmented LMRD Codes
The initial subspace code constructions by Koetter, Kschischang and Silva [25, 29] were based on the observation that the dimension of the intersection of two k-dimensional subspaces U, V of F From earlier work of Delsarte [8] (and independently Gabidulin and Roth [18, 28] ) the maximum number of matrices in F m×n q having pairwise rank distance at least d is known to be q (m−d+1)n , provided that m ≤ n. 12 Subsets A ⊆ F In the case of interest to us we can find q 8 matrices in F = 3269560515 planes in PG(12, F 2 ), rendering any unrestricted search for such a structure completely infeasible. 12 The assumption m ≤ n imposes no essential restriction, since matrices can be transposed without changing the rank. PG(6, F q ), which is already of the same asymptotic order as a putative 2-analogue of the Fano plane (#F q = q 8 + q 6 + q 5 + q 4 + q 3 + q 2 + 1). Following the work in [25, 29] , several constructions have been proposed for augmenting LMRD codes without increasing t. (Note that increasing t sacrifices the error-correction capabilities of the original subspace code.) All these constructions are variants of the so-called echelon-Ferrers construction introduced in [13] , which combines subspace codes in different Schubert cells of the corresponding Grassmannian in a certain way. 13 We will not delve into this further, but instead only mention that the maximum size of an augmented LMRD code obtained in this way is #C = q 8 + holds for any plane subspace code in PG(6, F q ) containing an LMRD code. This is a consequence of the following lemma, which could be easily generalized to arbitrary packet length v.
Lemma 3. Let L be a plane LMRD code in PG(6, F q ) and S = (0, 0, 0, * , * , * , * ) the special solid defined by
the planes in L cover all lines that are disjoint from S (and no other lines).
Proof. A line L disjoint from S has a canonical matrix of the form (Z|B) with Z ∈ F 2×3 q in canonical form and B ∈ F 2×4 q arbitrary. Now let A be the matrix code corresponding to L and consider the map A → F 2×4 q , A → ZA. Since rk(Z) = 2 and the minimum nonzero rank in A is 2, this map must be injective, hence also surjective. Thus there exists A ∈ A such that B = ZA, implying cm(L) = Z(I 3 |A). The latter just says that L is contained in the plane (I 3 |A) ∈ L.
With the aid of this lemma the bound #C ≤ q 8 + 4 2 q is established as follows: A fortiori C covers every line disjoint from S and hence cannot contain a plane meeting S in a point (as such a plane would contain lines disjoint from S). Thus, apart from the planes in L, it contains only planes meeting S in a line or planes entirely contained in S. The number of such planes is bounded by the total number of lines in S, yielding the bound. (Moreover, the bound can be achieved only if no plane of C is contained in S.)
We close this section with an alternative construction of an augmented plane LMRD code in PG(6, F q ) of size
. Such a code was first constructed in [32] . Our construction uses the existence of a line packing of PG(3, F q ), which refers to a partition of the line set into line spreads, where a line spread is itself defined as a partition of the point set into lines (the same as a partial line spread that covers all points). 14 Line packings of PG(3, F q ) exist for all prime powers q > 1; cf. [1, 10] . Since line spreads of PG(3, F q ) have size q 2 + 1 and
, the number of line spreads in a line packing is q 2 + q + 1.
Theorem 1.
Any plane LMRD code L in PG(6, F q ) can be augmented by
and let {P 1 , . . . , P q 2 +q+1 } be a set of points in PG(6, F q ) forming a set of representatives for the q 2 + q + 1 4-flats containing S. 16 For
We claim that C = L ∪ {E ij } has the required property.
Clearly the "new" planes E ij cover no line disjoint from S and each line in S exactly once. Now suppose, for contradiction, that L is a line meeting S in a point P and contained in two different new planes
The subspace code C of Theorem 1 is quite small in comparison with the codes constructed later in our main theorems. But we feel that the construction method is of independent interest and have included it for this reason.
First Expurgating and Then Augmenting
In this section we describe the basic idea used in [21] to overcome the size restriction imposed on subspace codes containing LMRD codes, tailored (and generalized) to the case of plane subspace codes in PG(6, F q ) with arbitrary q.
Given a plane LMRD code L in PG(6, F q ), we must obviously remove some of the q 8 planes in L first and then augment the resulting subcode L 0 ⊂ L as far as possible. What is the best way to do this? The "removed" set of planes L 1 , of size #L 1 = M 1 say, covers (q 2 +q +1)M 1 lines disjoint from the special solid S = (0, 0, 0, 0, * , * , * ), which become free lines of L 0 in the sense that any new plane added to L 0 , which 14 Line packings form a projective analogue of the standard resolution of the line set of an affine plane into parallel classes. 15 We remind the reader one last time that all subspace codes considered (including LMRD codes) have t = 2 (maximum intersection dimension 1).
16 By this we mean P i / ∈ S and the 4-flats
contains only lines disjoint from S that are free, will not increase t (i.e., introduce a multiple line cover). Of course we are only interested in adding new planes which meet S in a point at this stage, since this is the only way to go beyond the construction in Section 3. In this case, provided an exact rearrangement of the free lines into new planes is possible, the subspace code size will increase to
since new planes contain only q 2 lines disjoint from S. It is clear that M 1 must be a multiple of q 2 , and it has been shown in [21] that
is not feasible but M 1 = q 3 can be realized for a particular choice of L and as far as only the rearrangement of lines disjoint from S matters. (As an additional requirement, the chosen new planes must not introduce a multiple cover of a line meeting S in a point.) We will now develop the technical machinery needed to derive this result, adapted to the case v = 7.
Since the ambient space of PG(6, F q ) does not matter (as long as it is 7-dimensional over F q ), we take it as V = W × F q 4 , where W denotes the trace-zero subspace of
. This allows us to use the additional structure of PG(6, F q ) imposed by the extension field F q 4 . In this model our special solid is S = {0} × F q 4 ∼ = F q 4 (naturally); likewise, we make the identification W × {0} ∼ = W . Subspaces of V /F q can be parametrized in the form
where
and f : Z → F q 4 is any F q -linear map whose graph (in the sense of Real
(naturally isomorphic to the kernel U ∩ S of this projection) are uniquely determined by U, while f is only determined up to addition of an F q -linear map with values in T and may therefore be replaced by any element in the coset
. 17 We denote this parametrization by U = U(Z, T, f ), using sometimes the
Observe that the subspaces disjoint from S are precisely the graphs
At the other extreme, the subspaces containing S are of the form U(Z, S, 0) = Z × S.
The incidence relation between subspaces of V /F q can also be described within this setting:
. Now recall from Galois Theory that the powers id, ϕ, ϕ 2 , ϕ 3 of the Frobenius automorphism ϕ : ) with a ∈ F q 4 ). Next we name various subspaces of Hom(W, F q 4 ), which will subsequently play an important role:
for a 2-dimensional subspace Z = a, b of W and a point P = F q (0, r) of the special solid S (i.e. r ∈ F × q 4 ). The space G has minimum rank distance 2 (since a 0 x + a 1 x q = 0 has at most q zeros in W ) and size #G = q 8 . It is therefore an MRD code. We call it the Gabidulin code, since it is a basis-free version of a member of the family of MRD codes constructed in [18] , which are nowadays commonly called Gabidulin codes. Further we have
Finally we fix L = {Γ f ; f ∈ G} for the remainder of this article and call L the lifted Gabidulin code. The reader may check that f → Γ f provides a basis-free description of the lifting construction (passing from matrix codes to subspace codes) and hence L is a plane LMRD code as needed for the subsequent discussion. 
Lemma 4. For a set of planes
Note that the condition requires G 1 to be a union of cosets of spaces D(Z, P ) simultaneously in q 2 + q + 1 different ways, one for each 2-dimensional subspace Z ⊂ W . The number of new planes in the rearrangement must be m(q 2 + q + 1), but the rearrangement itself is perhaps not uniquely determined by G 1 . Moreover, the lemma does not say anything about whether the rearrangement introduces a multiple cover of some line meeting S in a point.
Proof of the lemma. Lines L disjoint from S as well as new planes N meeting S in a point are contained in a unique hyperplane H above S (H = L + S resp. H = N + S). "Old" planes E ∈ L are transversal to these hyperplanes and the
Thus we can look at each hyperplane above S separately.
Let H be such a hyperplane and Z the corresponding 2-dimensional subspace of W . Planes in H meeting S in the point P = F q (0, r) have the form N = N(Z, F q r, g) with g ∈ Hom(Z, F q 4 ) and contain the q 2 lines L = Γ h , h ∈ g + Hom(Z, F q r), disjoint from S. Denoting by f ∈ G the unique linear map such that f | Z = g, we have that f + D(Z, P ) restricts to g + Hom(Z, F q r) on Z. Hence the mq 2 free lines in H determined by the planes in L 1 can be rearranged into new planes N(Z, F q r, g) iff G 1 is a disjoint union of cosets of the form f + D(Z, P ) with P ∈ S, f ∈ G 1 . Now observe that our distinguished space T contains one space
. Hence G 1 = T satisfies the conditions of Lemma 4 with m = q,
. . , f q a system of coset representatives for T /D(Z, P ). A fortiori the same is true for any coset of T in G, and even for any disjoint union of "rotated" cosets r j=1 (f j + r j T ) with r j ∈ F × q 4 and f j ∈ G.
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The next theorem, which closes this section, shows that if we take G 1 = R, the distinguished subspace of order q 4 defined along with 19 For the latter the points P i vary not only with Z but also with j.
T , then the corresponding rearrangement into new planes does not introduce a multiple line cover and hence results in a plane subspace code with t = 2. Proof. Since M 1 = #R = q 4 , the rearrangement increases the size of the subspace code by (q + 1)
, and it remains to show that C still has t = 2.
By Lemma 4 and the definition of C, the new planes N = N(Z, P, g) added to L 0 = L \ L 1 cover each free line exactly once. Hence it suffices to check that no line meeting S in a point is covered more than once.
To this end we first we show that the map a, b → F q (ab q − a q b) (i.e. Z → P ) is one-to-one. This implies that new planes in different hyperplanes above S do not meet on S and hence cannot intersect in a line. Suppose, by contradiction, that different subspaces Z 1 , Z 2 of W correspond to the same point P . Since dim(Z 1 ∩ Z 2 ) = 1, we can write 
Thus
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With these preparations we can now prove that C still has t = 2. For f 1 , f 2 ∈ R we have f 1 − f 2 ∈ R and hence of the form ux
The equation 20 Viewed projectively, this requires that f (x) = u 0 x + u 1 x q maps the line
If (λ, µ, ν) is nonzero then using the linear dependence of the rows of this matrix we can express the conjugates (a q i , b q i , u q i ) as linear combinations (with coefficients in F q 4 ) of (a, b, u) and (−µ, λ, ν) ∈ F 3 q . This shows that the 4 × 3 matrix formed from the conjugates of (a, b, u) has rank 2 and implies that a, b, u are linearly dependent over F q ; contradiction. Thus C has the required property.
The augmented subspace code C is constructed in the same way as in the proof of Theorem 1. The only thing that needs to be checked is that each 4-flat F above S contains a point Q / ∈ S that is not covered by any new plane N ∈ C. Equivalently, for any x ∈ W \ {0} the new planes N = N(Z, F q r, g) with x ∈ Z do not cover all q 4 points F q (x, y), y ∈ F q 4 . This property will now be verified through explicit computation.
A 2-dimensional subspace Z ⊂ W containing x has the form Z = a, x with a ∈ W and ax q − a q x = 0. The points F q (x, y) covered by the q 2 new planes corresponding to In the binary case q = 2 the size of the augmented subspace code in Theorem 2 is # C = 303, falling short by 1 of the corresponding code in [26] . On the other hand, # C strictly exceeds the bound imposed on codes containing an LMRD code for every q, showing already the effectiveness of our approach. However, this is not the end of the story; Theorem 2 will be improved upon later.
An Attempt to Construct a q-Analogue and its Failure
In this section we apply the method developed in the previous section to the construction problem for q-analogues of the Fano plane. The attempt eventually fails for every q but produces the largest known plane subspace codes in PG(6, F q ).
We start with a few words on automorphisms of subspace codes in PG(V /F q ). The group G = GL(V /F q ) obviously acts on plane subspace codes in PG(V /F q ), but is by way too large for our purpose. The stabilizer G S of our special solid S in GL(V /F q ) consists of all maps L of the form (x, y)L = (xL 11 , xL 12 
11 L 12 (composition of maps is from left to right for the moment), so that on the corresponding maps f ∈ Hom(W, F q 4 ) it affords the group of all "affine" transformations F q 4 ) .
The group G S is still too large for our purpose, but we have that the Gabidulin code G is invariant under the subgroup consisting of all maps f → rf with r ∈ F × q 4 , which acts as a Singer group on the projective space PG(S/F q ) ∼ = PG(3, F q ). This group, or rather the corresponding subgroup Σ ≤ GL(V /F q ) consisting of all maps (x, y) → (x, ry) with r ∈ F × q 4 , is suitable for our purpose.
21 It is our next goal to make the expurgation-augmentation process of Section 4 invariant under Σ.
How large should the set L 1 of removed planes be for a putative qanalogue F q ? We can arrange coordinates in such a way that S does not contain a block of F q and hence q 8 − q 7 + q 3 blocks are disjoint from S; cf. Lemma 2. This requires
and the number of new planes through each point P ∈ S to be (
22 Hence a Σ-invariant construction of F q is at least conceivable and, even better, there is a canonical candidate for a Σ-invariant subset G 1 ⊂ G of the appropriate size, viz. the union of all "rotated" cosets r(f + T ) with f ∈ R \ T and r ∈ F × q 4 .
23 A moment's reflection shows that this set G 1 consists precisely of all binomials a 0 x+ a 1 x q with 1-dimensional kernel in F q 4 /F q complementary to W (thus the rank in Hom(W, F q 4 ) is 3). The complementary subset G 0 = G \ G 1 consists of 0, the 2(q 4 − 1) monomials rx, rx q with r ∈ F × q 4 , the (q 4 − 1)(q 2 +q+1) binomials r(ux q −u q x) with r ∈ F × q 4 and u ∈ W \{0} (these have rank 2 in Hom(W, F q 4 )) and (q 4 −1)(q 3 +q 2 +q+1)(q−2) binomials a 0 x + a 1 x q with no nontrivial zero in F q 4 . The set G 1 decomposes as
showing that the (q − 1) ×
= q 4 − 1 cosets r(f + T ) used are pairwise disjoint, as needed for the construction. 21 Viewed as collineation group, Σ has order q 4 − 1 (not the same as the Singer group).
22 As a consistency check, use that this number can also be obtained by subtracting from the total number q 4 + q 2 + 1 of blocks through P (cf. Lemma 2) the number q 2 + q + 1 of blocks that meet S in a line through P . Indeed, 23 The spaces rT itself cannot be used, since these are not disjoint. 
If for some value of q the set L 0 ∪ N still had t = 2, then the present construction would have been a big step towards the desired qanalogue F q , leaving only the task to augment it by 4 2 q further planes meeting S in a line. Unfortunately, however, it turns out that L 0 ∪ N never has t = 2, rendering a construction of a q-analogue F q in this way impossible. This negative result will follow from our subsequent analysis, which on the other hand will tell us precisely how many planes should be removed from L 0 ∪ N in order to restore t = 2. Fortunately, this number turns out to be rather small.
Let N 1 ⊂ N be the set of q 4 − q = (q − 1)(q 3 + q 2 + q) new planes passing through the special point P 1 = F q (0, 1). We are interested in finding the largest subset(s) N 
is not uniquely determined then there are many further choices for N ′ , which could lead to better overall subspace codes during the final augmentation step. 
Proof. Since any two lines in E intersect and L → δ(L) is injective on line pencils, it is clear that the q
Now consider the special plane E = W = x ∈ F q 4 ; x+x q +x q 2 +x q 3 =
. For x, y ∈ W we have
Tr ǫδ(x, y) = Tr(ǫxy q − ǫx q y)
Finally, for a plane E in PG(F q 4 /F q ) we define δ(E) as the product of all points on E in F × q 4 /F × q (this yields a map E → δ(E) from planes to points of PG(F q 4 /F q ) and is completely analogous to the case of lines), and in the case E = W another projective invariant σ(E) as
The reason for this extra definition will become clear in a moment (cf. the subsequent Lemma 6). Now we turn to the description of the new planes in N 1 . By the reasoning in Section 4 and since D (Z, P 1 ) = D( a, b , P 1 ) = δ(a, b) −1 ax q − a q x, bx q − b q x , the planes in N 1 are parametrized as N = N(Z, P 1 , g), where Z ⊂ W is 2-dimensional and g : Z → F q 4 is of the form
, and cover the (q + 1)q points
outside S.
We call a pair of new planes N, N ′ ∈ N 1 a collision if N, N ′ have a point outside S (and hence a line through P 1 ) in common. Such collisions are precisely the obstructions to adding N,
From Theorem 2 (and its "rotated" analogues, so-to-speak) we know that collisions between N = N(Z, P 1 , g) and 
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Further note that setting E = Z+F q (λd+µc) gives a parametrization of the q 4 − q = (q − 1)(q 3 + q 2 + q) new planes in N 1 , q − 1 planes at a time, by the q
the fashion just described. Collisions between any of the 2(q − 1) planes in
N(Z, P 1 , F × q g) ⊎ N(Z ′ , P 1 , F × q g ′ ) fall
into the following two cases: (i) σ(E) = σ(E ′ ). In this case there are no collisions among the planes in N(
28 Of course this remark also applies when changing the generators a, b of Z. 29 Since the line c, d is skew to Z, the q points F q (d + µc), µ ∈ F q , determine the q planes E = W above Z. Replacing λd + µc by λd + µc + αa + βb has no effect on the plane N (Z, P 1 , g), since δ(a, x), δ(b, x) ∈ F q δ(Z) for x ∈ Z and hence g is only changed inside the coset g + Hom(Z, F q ). 
(ii) σ(E) = σ(E ′
Proof. First suppose Z = Z ′ . In this case there are no collisions, and we must show σ(E) = σ(E ′ ) or, equivalently, δ(E) = δ(E ′ ). The planes of PG(F q 4 /F q ) have the form rW with r running through a system of coset representatives for F It remains to show that the two cases just described are characterized by σ(E) = σ(E ′ ) and σ(E) = σ(E ′ ), respectively. For this we use the fact that 2 through the same point (in this case the point F q = F q 1). 30 Using this fact and 30 It is also straightforward to show directly that u → (u q − u) q−1 is a separating invariant for the orbits of AGL(1,
we can rewrite the collision criterion (5) as
where we have used that the product of all points in E on the q + 1 lines through F q z involves F q z exactly q + 1 times and all other points exactly once. Cancelling the factor (F q z) q completes the proof of the lemma.
As a consequence of Lemma 6 we obtain that there exist subsets N Hence our next goal is to obtain more detailed information on the map E → σ(E) with domain the set of q 3 + q 2 + q planes E = W in PG(F q 4 /F q ), and in particular determine its image size. As a first step towards this we establish an explicit formula for σ(E). The formula is stated in terms of the absolute invariant σ(E) q−1 ∈ F × q 4 , which is obtained by composing E → σ(E) with the group isomorphism
Lemma 7. For a plane
Proof. First we show δ(W ) = F q ǫ or, equivalently, δ(W ) q−1 = −1, with ǫ as in Lemma 5. From X q 3 + X q 2 + X q + X = w∈W (X − w) the product of all elements in W \ {0} is 1. For a point P = F q x the quantity δ(P ) just by its sign. Hence we have δ(W ) q−1 = (−1)
w∈W \{0} w = (−1) q 2 +q+1 = −1 as claimed.
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This gives δ(aW ) = F q a q 2 +q+1 ǫ and δ(aW
, where Z = W ∩ aW , we also need to compute δ(W ∩ aW ). This can be done as follows:
The F q -space W ∩ aW is the set of zeros of the polynomial
and hence
as asserted.
From Lemma 7 it is clear that σ(E) = F q for the planes of the form E = a q+1 W = W and no other planes. Since there are q 2 such planes, we have that # Im(σ) ≤ q 3 + q 2 + q − (q 2 − 1) = q 3 + q + 1. It turns out that equality holds in this bound, and hence a maximum of #N ′ 1 = (q − 1)(q 3 + q + 1) planes passing through any given point P ∈ S can be added to L 0 without increasing t. Before proving this theorem, we note that the existence of collisions already implies that a q-analogue of the Fano plane cannot be constructed by our present method. Proof. As discussed above, we need only show that the values of σ on the q 3 + q planes not of the form a q+1 W are distinct. This is equivalent to
for any pair of distinct elements x, y ∈ F × q 4 that are (q − 1)-th powers but not (q 2 + 1)-th roots of unity. Assume by contradiction that equality holds in (6) for some pair x, y. Then, since the right-hand side is in the subfield F q 2 , we can conclude that also
The two equations can be rewritten as
and together imply x q 2 = y q 2 and hence x = y; contradiction. q+1 . This refinement of Theorem 3 follows from
which shows the claimed coset invariance, and the known behaviour of F q a → σ(aW ) on the subgroup of (q +1)-th powers and its complement.
In the next section we will discuss the geometric significance of this subgroup.
Extensions
The subspace code C of Theorem 3 is far from being unique-we can select the q − 1 new planes in one of the q 2 "collision classes" independently at each point of S and even mix planes from different collision classes for q > 2, resulting in at least (q 2 ) q 3 +q 2 +q+1 different choices for C (exactly 4 15 different choices for q = 2). On the other hand, if we omit the selection of a collision class at every point of S then no ambiguity is introduced. The resulting subspace code, we call it C 0 , has size #C 0 = #C − (q 4 − 1) = q 8 + q 5 − q and is clearly Σ-invariant. Moreover, the size of a maximal 33 extension C 0 of C 0 is no less than the size of a maximal extension C of C.
The planes we should consider for augmenting C 0 are essentially of two types-at most q 4 −1 planes meeting S in a point and at most
2 +q +1 planes meeting S in a line. 34 Hence the size of C 0 is a priori bounded by q 8 +q
For large q one may consider this as a satisfactory answer to the extension problem for C 0 , but for small values of q this is certainly not true.
For more precise results we need to describe the free lines of C 0 meeting S in a point. Prior to this description, we collect a few geometric facts about the coset partition of F × q 4 relative to the subgroup O of (q + 1)-th powers, and we prove two further auxiliary results, which seem to be of independent interest.
The
corresponding to O defines an elliptic quadric and hence an ovoid in PG(F q 4 /F q ) ∼ = PG(3, F q ). This can be seen by rewriting x (q−1)(q 2 +1) = x q 3 −q 2 +q−1 = 1 as x q 3 +q − x q 2 +1 = 0 and further as ǫx q 3 +q − ǫx q 2 +1 = 0, where ǫ q−1 = −1. The map x → ǫx q 3 +q − ǫx q 2 +1 takes values in F q and hence constitutes a quadratic form on F q 4 /F q . Since #O = q 2 + 1, the corresponding quadric must be elliptic.
Hence the coset partition with respect to O determines a partition O of the point set of PG(F q 4 /F q ) into q + 1 ovoids, which are transitively permuted by F × q 4 (acting as a Singer group).
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It is well-known (see e.g. [20] , [3] or [9] ) that O has a unique tangent plane in each of its points and meets the remaining q 3 + q planes of PG(F q 4 /F q ) in q + 1 points (the points of a non-generate conic). The tangent plane to O in F q = F q 1 is W ′ = ǫW (the plane with equation Tr(ǫx) = 0), where as before ǫ q−1 = −1. This follows from Tr(ǫ · 1) = 33 "Maximal" refers to "maximal size", not the weaker "maximal with respect to set inclusion".
34 Adding planes contained in S to C 0 is not an option. 35 A partition of PG(3, F q ) into q + 1 ovoids is often called an ovoidal fibration. The ovoidal fibration O has been further investigated in [11] .
which shows that F q a q+1 / ∈ ǫW unless F q a q+1 = F q . It follows that each plane E is tangent to a unique ovoid in O and meets the remaining q ovoids in q + 1 points. More precisely, E = aW is tangent to aO in aǫ, as follows from ǫO = O.
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In particular, W itself is tangent to O in F q ǫ, and the points of W are partitioned into the singleton {F q ǫ} and q ovoid sections
Now recall from Section 5 that L → δ(L) maps the pencil of all lines through F q a bijectively onto the plane a q+1 W . The planes of this form are exactly the tangent planes to O and represent a dual ovoid O * in PG(F q 4 /F q ). Hence we can dualize each of the above properties. In particular this gives that the q 2 planes in O * \ {W } (i.e. those with σ(E) = F q , the "colliding planes") intersect W in the q 2 lines not passing through the distinguished point F q ǫ.
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Our final and most important geometric observation relates the line orbits of the Singer group
every line orbit [L] corresponds to a unique ovoid in O (the ovoid containing the point δ(L)). The map [L] → δ(L)
O must be a bijection, since this is true for L → δ(L) at any fixed point F q a and every line orbit (resp., ovoid) contains a line through F q a (resp., has a nonempty ovoid section in a q+1 W ). In fact the foregoing shows that there are q regular line orbits [L] (i.e., of length q 3 + q 2 + q + 1) and one "short" line orbit of length q 2 + 1 represented by the subfield F q 2 (since δ(F q 2 ) = F q ǫ). The short orbit contains exactly one line through each point (i.e., it forms a line spread); any regular orbit contains q + 1 lines through each point F q a, which form a quadric cone with vertex F q a; in particular no three of these q + 1 lines are coplanar.
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We have seen in Lemma 
The following similar but less obvious result will be used in the sequel.
This is easily seen to be equivalent to z q 3 δ(Z) q+1 ∈ W ′ for all lines Z in W and all points F q z on Z. 36 Note that F q ǫ ∈ O. For even q this is trivial. If q is odd and α is a primitive Proof. First note that W contains a unique line L 0 = F q 2 ε of the short line orbit, which is determined by ε
(i) Since all nonzero elements b ∈ L 0 satisfy b q 2 −1 = −1, we write b = ε in this case. Our task is to show that the alternating sum of the conjugates (over F q ) of
is equal to zero. Since a q 3 +q+1 and a q 3 +q 2 +q are conjugate and ε q+1 = ǫ, the alternating sums of the conjugates of the first and last summand cancel. For the two summands in the middle we obtain likewise
(ii) Writing a = ε, we have
The alternating sum of the conjugates of the third summand is b
For the alternating sum of the conjugates of the rest we obtain, using (ε
This completes the proof of the lemma.
The second auxiliary result is the projective version of Lemma 7.
39 Thus L 0 is the F q 2 -analogue of the point F q ǫ and can also be seen as the kernel of the relative trace map Tr Proof. By Lemma 7,
The result follows.
Now we are ready to resume the analysis of augmenting C 0 . Recall from Section 5 that the (q − 1)(
and the plane E = a, b, λd + µc is not of the form u q+1 W . In what follows, by a free line we mean a line not covered by a plane in C 0 , and by a free plane a plane which contains only free lines and hence can be individually added to C 0 without increasing t. From Section 5 we know that the (q − 1)q 2 planes N(Z, P 1 , g) with E of the form u q+1 W and their images under Σ are free. We will denote this set of (q 4 −1)q 2 free planes by N ′′ , so that N = N ′ ⊎N ′′ in the terminology of Section 5.
For the statement of the next lemma recall that the 4-flats in PG(W × F q 4 ) above S are of the form F = F q x × F q 4 = F q (x, 0) + S with F q x a point in W (i.e. x ∈ W is uniquely determined up to scalar multiples in F × q ). Lemma 10. Let F = F q x × F q 4 be a 4-flat containing S and
point is free if and only if either
Note that, in view of the preceding discussion, the condition δ(
′ O are associated with the same line orbit, and the induced map from ovoid sections to line orbits is a bijection.
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Moreover, the degenerate ovoid section {F q ǫ} is associated with the short line orbit [ Proof of the lemma. Since the sets of free lines and free planes, as well as the stated conditions, are Σ-invariant, it suffices to consider the cases P 1 ∈ L and P 1 ∈ E.
(i) The line L 0 = P 0 , P 1 = F q x×F q is free, since N = N(Z, P 1 , g) ∈ C 0 has g(x) = δ(λd + µc, x)/δ(a, x) / ∈ F q . The remaining q 3 − 1 lines in F meeting S in P 1 have the form L = F q (x, y) + P 1 with y ∈ F q 4 \ F q and correspond to nontrivial additive cosets of F q in F q 4 . Inspecting the proof of Lemma 6 shows that such a line L is free iff
Since this condition depends only on F × q y, the free lines form a union of planes through L 0 whose intersecting lines L ′ = 1, y with S are determined by the conditions δ(L ′ ) = x q σ(E).
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The planes E = uW containing F q x are characterized by x/u ∈ W . One such plane is W , which will be excluded from now on. Using Lemma 9, homogeneity of δ and Lagrange's Theorem for the group F × q 4 /F q , we obtain
By Lemma 8, x q σ(uW ) ∈ W for all planes uW = W containing F q x. Now we distinguish two cases.
Case 1: 
(ii) Clearly any plane satisfying these conditions is free. Conversely, if E is free and P 0 ∈ E then Part (i) can be applied to any line
Thus it remains to show that in the case P 0 / ∈ E the plane E cannot be free. Consider the solid T = E, P 0 , which meets S in a plane E ′ ⊃ L ′ . Connecting P 0 to the q 2 + q lines = L ′ in E and applying Part (i) gives that all lines = L ′ in E ′ must be in the same line orbit of
PG(S/F q ). Since E ′ contains no more than q+1 lines of any line orbit,
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we have a contradiction, and the proof of the lemma is complete.
In the sequel we write E for the set of free planes meeting S in a line. Part (ii) of Lemma 10 says that the planes in E have the form F q x × L ′ ("decomposable" planes) with L ′ in the line orbit associated to F q x. Clearly the largest extension (still having t = 2) of C 0 by planes in E is obtained in the following way: (i) Add all q 2 + 1 planes generated by F q (ǫ, 0) and a line in the short line orbit of F 
and L a line in the partial spread corresponding to F q x ′ . For small values of q it turns out that the regular Singer line orbits of PG(3, F q ) admit decompositions into fairly large partial spreads. As a consequence, maximal extensions of C 0 by planes in E improve on the code C of Theorem 3. Below we will discuss in more detail the cases q = 2, 3, where the number of additional planes is 29 and 114 respectively.
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Of course we are ultimately interested in finding the largest extension of C 0 by planes of any of the two types. For q = 2 it turns out that all but one of the theoretical maximum of 15 + 29 = 44 additional planes can be added to C 0 , resulting in the largest presently known subspace code C 0 of size 286 + 43 = 329; cf. [5, 27] . This case will be considered further below, culminating in a computer-free construction of one such code.
It seems difficult, however, to generalize the analysis in the binary case to larger values of q. In the ternary case q = 3 the largest extension of C 0 we have found by a computer search has size #C 0 = 6977, 45 but we do not yet know whether this is the true maximum.
We summarize our present knowledge about the extension problem for C 0 in the following theorem. Part (i) and (ii) are the result of a computer search. For the computation of canonical forms and automorphism groups of subspace codes, the algorithm in [16] (based 43 More precisely, the lines in E ′ fall into q + 1 orbits-a single line in the short orbit and q + 1 lines forming a dual conic in each of the q regular orbits.
44 Compare this with the number q 4 − 1 = 15 resp. 80 of planes in N ′′ that can be added to C 0 , and also with the theoretical maximum of on [15] , see also [17] ) is used. Part (iii) represents a slight improvement of Theorem 3 for general q. 
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In the remainder of this section we will present a computer-free construction of a maximal extension C 0 in the case q = 2 and briefly comment on the case q = 3, which is remarkable in several respects. 
into partial spreads is best done in a graphtheoretic setting. We view the lines in each orbit as vertices of a circulant graph via spreads in the line orbits correspond to cocliques (independent sets) of the associated circulant graph, and an optimal decomposition into q+1 = 3 partial spreads corresponds to a 3-colorable (vertex) subgraph of maximum size. In the case under consideration the two graphs are isomorphic (since the orbits are interchanged by ϕ) and have chromatic number 4. It is readily seen that the maximum cocliques in Γ 1 (the graph corresponding to [L 1 ]) are S = {0, 2, 7, 9} and its cyclic shifts modulo 15, and that {S, S + 1, S + 4} forms an optimal decomposition of [L 1 ] into 3 partial spreads of size 4 (and some remainder of size 3).
At this point we see that C 0 can be extended by 29 = 5 + 4 + 4 + 4 + 4 + 4 + 4 planes meeting S in a line. In what follows, we choose the corresponding partial line spreads as the short line orbit (a total spread) for F = F 2 ǫ × F 16 = F 2 × F 16 and the six partial spreads corresponding to S, S + 1, S + 4 and their images under ϕ.
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We have yet at our disposal the actual "wiring" between the six points x ∈ W \ {1} and the six partial line spreads. Since δ( In order to solve this problem, we must take a closer look at the lines covered by the planes in N ′′ and how these relate to the lines covered by the extended code of size 315. The "local" situation at P 1 = F 2 (0, 1) is depicted in the following table: conflicts with a plane in C 0 (i.e. F 2 x × L ′ / ∈ E), respectively, with the two planes N = N(Z, P 1 , g) ∈ N ′′ that have x ∈ Z. For this recall that in general the q planes in N ′′ of the form N(Z, P 1 , g) with x ∈ Z cover the same set of q − 1 lines meeting S in a point, and that these lines are in the plane
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Now suppose we connect x ∈ {α 1 , α 4 , α 10 } to one of the three partial line spreads in [L 1 ], say S. Then, writing P r = F 2 (0, r) and using the action of Σ on N ′′ , we see that the planes N = N(Z, P r , g) ∈ N ′′ with x ∈ Z conflict with F 2 x × (rL ′ ), where L ′ is the line through 1 matched to x by the 'c' entries in the table. Thus there are precisely 4 values of r for which the later choice of a plane N = N(Z, P r , g) ∈ N
′′ with x ∈ Z is forbidden, viz. those r for which rL ′ ∈ S. 52 Applying the same reasoning to all x ∈ W \ {1} and all valid choices for S, we obtain the following 3 × 3 arrays of forbidden values for r. As before, elements of F 53 Further, the ordering of W \ {1} is chosen in such a way that the arrays are symmetric with respect to the main diagonal. The task is now to match, for each of the two tables, the row labels to the column labels in such a way that the number of points P r that admit a non-conflicting choice N = N(Z, P r , g), i.e. a choice of Z such that r is is forbidden for no x ∈ Z, is maximized. A moments reflection shows that the best we can do is to use the main diagonals of the tables (or one of the other two row-and-column transversals without repeated 4-tuples) for the matching, i.e. 10 → {0, 2, 7, 9}, 1 → {1, 3, 8, 10}, 4 → {4, 6, 11, 13}, and similarly for the second table. This ensures that for each P r at most two points x 1 , x 2 ∈ W \ {1} are forbidden and leads to a valid choice for Z unless the line through x 1 , x 2 contains 1.
55 Since the only such line is {1, α 5 , α 10 } and the three 4-tuples in the first row of the first 
. 54 This can be done, since the offsets of the cocliques are the same as that of the lines through 1. 55 This is the only way to block all four lines Z ⊂ W (the passants to 1) by a 2-set.
the corresponding 4-tuples of the second table, we can make a nonconflicting choice of Z for all but one P r . When using the two main diagonals the "bad" point is P 11 .
In all, we can extend C 0 by 29 + 14 = 43 planes to a subspace code C 0 of size 329 as claimed.
Finally, we consider briefly the case q = 3. Here the number of points and lines in S are 40 and 130, respectively, with line orbit sizes 10 ′′ breaks down and the situation becomes considerably more involved. We have conducted a non-exhaustive computer search for maximal extensions of C 0 (a more general approach than only trying to further extend one particular extension of size 6915). As already mentioned, the largest extension found in this way has size #C 0 = 6977.
Conclusion
We have developed the expurgation-augmentation approach to the construction of good subspace codes, originally presented in [21] and later extended in [27] , in greater depth, providing an explicit formula (in terms of the σ-invariant) for the number of new planes meeting the special solid S in a point that can be added to the expurgated lifted Gabidulin code without introducing a multiple cover of some line, and a much refined analysis of the final extension step by planes meeting S in a line.
The existence problem for q-analogues of the Fano plane, which provided a great deal of motivation for the present work, remains grossly open, but this will not discourage us, nor should it discourage anybody else in the audience, from further attempts to resolve it-at least in the case q = 2, for which by Moore's Law a computer attack will become feasible in the not too distant future.
Should a q-analogue indeed exist, it may be possible to construct it using a variant of our approach, starting with either a non-Gabidulin MRD code or a smaller set of 3 × 4 matrices at pairwise rank distance ≥ 2 that cannot be embedded into an MRD code.
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The present work may also be continued by investigating, for general q, the sizes of optimal decompositions of Singer line orbits of PG(3, F q ) into q + 1 partial spreads and how these should be wired to the points of the corresponding ovoid sections in W in order to maximize further extendability by planes in N ′′ ; cf. the end of Section 6. This should narrow down the gap between the lower and upper bound for the size of a maximal extension C 0 given at the beginning of Section 6; cf. also Theorem 4 (iii).
Finally we believe that large portions of the machinery developed can be generalized to subspace codes of packet lengths v > 7. While for larger v there is no analogue of the trace-zero subspace W and hence no canonical choice for the ambient space and its corresponding σ-invariant, it should still be possible to derive by our method some explicit results on the number of planes in N ′ that can be added to the expurgated subspace code, and to carry over the extension analysis in Section 6 to some extent.
