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Abstract
With a density two-thirds that of aluminum, magnesium has great potential to
become the most sought-after structural metal. Naturally, many applications for
structural metals require them to remain resilient under extreme conditions of pres-
sure, temperature and loading rates (some common scenarios being car crashes, high
speed machining, ballistic impact and micrometeorite impact). Most materials be-
have very dierently when subjected to these extreme conditions in comparison to
conventional quasi-static isothermal loading. In the context of magnesium, its asym-
metric hexagonal close packed crystal structure results in an anisotropy in plastic
deformation which can be linked back to two major plastic deformation mechanisms
at the crystal scale: dislocation slip and deformation twinning. In this thesis, we
focus on a mechanism-based approach to understand plastic deformation in magne-
sium under high rates of loading. Special focus has been placed on understanding
deformation twinning under these loading conditions.
We rst investigate the macroscopic strength and ductility of a textured polycrys-
talline AZ31B magnesium alloy across 8 decades of strain rate (10−4− 104 s−1) under
ii
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uniaxial compression along dierent loading orientations relative to the material tex-
ture. The macroscopic ow stress and strain hardening are found to be a function
of both strain rate and loading orientation. Post-mortem microscopy reveals both
dislocation slip and twin-dominant deformation, depending on the loading orienta-
tion relative to the sample texture. We nd that deformation twinning is more active
at high strain rates than at quasi-static rates. This tends to aect both material
strength and ductility.
The next part of this thesis examines deformation twinning in greater detail.
Using high strain rate experiments combined with in-situ high speed microscopy, we
capture the dynamic evolution of deformation twins in single crystal magnesium.
The measurements reveal the competition between twin nucleation and growth and
its relation to macroscopic material response. A theoretical framework to predict twin
propagation speeds is developed with signicant potential to explain twin-twin and
dislocation-twin interactions. Finally, we end with a discussion of the crystallographic
nature of twins nucleated under both quasi-static and dynamic loading. The interplay
between the mechanics of twinning (i.e. twin nucleation and growth kinetics) and the
crystallography oers unique insights and may help improve predictive capabilities
for the dynamic behavior of hcp crystals.
Thesis advisor and primary reader: Prof. K. T. Ramesh
Secondary Readers: Prof. Todd C. Hufnagel and Dr. Richard C. Becker
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The drive towards energy ecient technology is becoming more relevant in modern
science and engineering. In addition to the more recent quest for renewable energy
across disciplines, the study of lightweight structural metals has been a long standing
eort in this direction. Traditionally, high strength steel is used for structural appli-
cations, but steel began to be replaced by aluminium around the turn of the 20th
century. With a two-third reduction in density, magnesium has the potential to take
steel's place as the most used structural metal (e.g., Pollock [6], Luo [7], Mordike and
Ebert [8]) with applications in the automotive, aerospace, military and (by extension)
manufacturing sectors. By the very nature of many of these application environments,
the material is required to perform well under extreme conditions of pressure, temper-
ature and loading rate. While signicant strides are being made towards improving
the alloying and processing capabilities of magnesium, it's behavior under extreme
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loading conditions remains relatively less understood (Prasad et al. [9]).
This thesis embarks on a fundamental study of the behavior of magnesium under
high loading rates.
1.1 The paradigm of mechanism-based multi-
scale mechanics
At the smallest length scale relevant to this thesis, a material is an arrangement of
atoms. In crystalline systems, this arrangement is periodic with the smallest repeating
unit termed a unit cell. At a basic level, during small elastic deformations, the lattice
arrangement and the shape of the material is preserved upon unloading. However,
at large enough deformations, the material becomes permanently deformed and is
said to have undergone plastic deformation. This occurs through the propagation of
specic defects across the lattice at the atomic length scale (order of angstroms). The
eects of these defects can be observed at dierent length scales all the way up to the
macroscopic scales visible to the naked eye.
The macroscopic material response can be understood as a consequence of funda-
mental deformation mechanisms within the material. The rationale for this approach
is simple in concept. The macroscopic rate of plastic deformation in a material is
directly inuenced by the rate of evolution of defects at various length scales and
time scales. If we understand the evolution rate of these mechanisms as a function
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of their driving forces, we should be able to build physically robust predictions for
macroscopic strength and failure in these materials. The evolution rates as a function
of their driving forces at the microscopic length scales are referred to as kinetic laws
in this thesis and in literature.
However, this is a dicult problem. Direct measurements of the evolution of these
defects at the small length and time scales are very dicult, and there is always a
trade-o between the spatial and temporal resolutions. The instrumentation required
to make measurements at small length scales typically lacks the time resolution, and
vice versa. This often necessitates the use of simplifying assumptions that tend to
obscure some of the physics involved. It is, hence, crucial to make decisions about
the relevant physics that needs to be captured, which often requires the use of a
mathematical model. Once we understand the kinetics to the desired level of detail,
scaling this knowledge up to the macroscopic scale is yet another challenging task.
We follow this paradigm of mechanism-based multi-scale mechanics throughout this
thesis.
1.2 Hexagonal close packed metals: An overview
of plasticity and failure
Magnesium has a hexagonal close packed (hcp) crystal structure. While our primary
focus is on this metallic system, the understanding developed could be extended to
3
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Figure 1.1: Ashby materials selection chart for metallic alloy systems plotting strength on
the y-axis and density on the x-axis. Notice that most of the low density materials with the
exception of aluminium are hcp with magnesium being the least dense.
other hcp metals as well. Figure 1.1 is a commonly used materials selection chart
conceptualized by Ashby [10]. The x-axis is density and the y-axis is strength of the
material. The regions marked show the range in this strength-density space where
each material system resides. Data referred to in Figure 1.1 is a small subset (relevant
only to metallic alloys) of the original series of charts. The cubic alloys are marked
in gray while the hcp alloys are marked in blue. With the exception of aluminium,
most of the low density metallic alloys have an hcp crystal structure. Hence, in
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the general context of lightweight metallic systems for energy ecient technology, a
deeper understanding of hcp metals and their alloys is desirable.
In face centered cubic (fcc) and body centered cubic (bcc) crystals, the most
common mechanism of plastic deformation is dislocation slip. Dislocations are one-
dimensional defects in the atomic lattice formed by the shearing of one portion of the
crystal lattice with respect to another. The result of this shearing is an extra half
plane of atoms that propagates through the crystal. The dislocation is dened at the
edge of this extra half plane. Figure 1.2 is a two-dimensional schematic of a dislocation
in a lattice. The spheres represent atoms and the extra half-plane is marked by the
darker spheres. On the application of shear stresses in the direction of dislocation slip
(red arrow in Figure 1.2), these defects glide on specic crystallographic planes (whose
normal is marked by the blue arrow in Figure 1.2). The specic combination of slip
plane and direction is used to dene a specic dislocation type and is referred to as a
dislocation slip system (or simply `slip system'). The most common dislocation slip
systems that are activated in a crystal are governed by the close packed directions,
and hence vary for dierent lattice structures. The propagation is stress-driven and
the dislocations begin to glide only when the resolved shear stresses on their slip
planes exceed a critical value commonly known as the critical resolved shear stress
(CRSS).
While dislocation slip systems are observed in hcp metals as well, they are more
complex than these traditionally studied cubic metals, a fundamental reason being the
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Figure 1.2: A schematic of a dislocation in a generic cubic crystal. The spheres represent
atoms in the crystal. The extra plane of atoms is marked by the darker spheres.
greater asymmetry of the hcp lattice than the cubic lattices. Figure 1.3 is a schematic
of the hcp lattice with the circles representing atomic positions in the lattice. The
four commonly used axes are marked, along with the `basal plane'.
The asymmetry of the crystal results in plastic anisotropy i.e. the shear strength
of the crystal within the basal plane is dierent from that out of the basal plane.
This implies that the CRSS for dislocations that cause shear within the basal plane is
much lower than those that cause shear out of the basal plane. Under general loading
conditions, `deformation twinning' is an alternative mechanism that may cause easier
6
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Figure 1.3: A schematic of hcp lattice. The circles represent positions of atoms in the
lattice. Four commonly used axes and the basal plane are marked.
out-of-plane deformation than dislocation slip.
Deformation twins are volumes within the lattice which are re-oriented with re-
spect to the parent lattice about a specic lattice direction. The re-oriented volume
is bounded by surface defects commonly known as twin boundaries. Depending on
the specic type of twin, the twin boundaries may or may not fall on a rational
crystallographic plane (Christian and Mahajan [11]). As a deformation mechanism,
twinning has been observed in fcc and bcc metals, particularly at very high strain
rates involving shock loading or at cryogenic temperatures. In magnesium, twins are
easily nucleated (for e.g. Barnett [12]).
Both dislocation slip and deformation twinning operate fundamentally at the sin-
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gle crystal scale. A material system used for structural applications usually involves
an aggregate of millions of small single crystals (also known as grains) mis-oriented
with respect to each other. Such a material is referred to as being `polycrystalline'.
The orientation distribution of the grains is called `texture' and is a crucial factor
that controls material response. For some manufacturing and structural applications,
a completely random texture is desirable such that every orientation of the block is
equivalent and hence the material is isotropic. Many structural applications however,
could take advantage of material anisotropy if it could be controlled. The inherent
anisotropy of the hcp crystal often results in a directional texture, where most grains
have a preferred orientation. Such a textured material would retain some of the
plastic anisotropy of the hcp single crystal.
Anisotropy induced by texture also has important consequences in material failure.
The dierences in the strength of the material for dierent loading orientations may
result in local heterogeneities in deformation (Needleman and Tvergaard [13]) and an
onset of softening of the material. These local heterogeneities may grow, eventually
resulting in material failure. Continuum plasticity shows that isotropic materials (at
the macroscopic length scales) are often more resistant to these localization events
than anisotropic materials (Needleman and Tvergaard [13]). High loading rates also
have a signicant eect on material strength, as discussed in section 1.3.
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1.3 Dynamic behavior of materials: A back-
ground
The response of materials to high rates of deformation has been a subject of scientic
research for nearly seven decades now. This focus is primarily because the response
of many material systems at high loading rates is dierent from that at isothermal,
quasi-static loading conditions. The time scales associated with dynamic phenomena
(wave propagation being an example) span nanoseconds to milliseconds for typical
structural length scales. Rapid increase in energy input at these short time scales
tends to activate mechanisms in the material that would otherwise remain dormant
at much longer time scales. Naturally, this changes the competition between dierent
deformation mechanisms, eventually inuencing material strength and failure.
In the context of plastic deformation of metals, dislocation slip at high rates of
loading has been studied in considerable detail (Meyers [14]). The propagation of
dislocations plays an important role at high strain rates (including shock loading
conditions). With respect to twinning, we remain relatively ignorant of the kinetics
of nucleation and growth. This thesis addresses some of the gaps in our understanding
of twin nucleation and growth.
In the context of failure, common mechanisms of ductile failure at high strain
rates include, adiabatic shear localization, ductile tearing and spall. Adiabatic shear
9
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localization occurs due to the lack of sucient time to conduct heat away from sites
of localized deformation. Thermodynamically, this problem can be viewed as a com-
petition between a material's ability to increase it's temperature locally (visco-plastic
heating and specic heat capacity) and to conduct heat away from a site (thermal
conductivity). Spall is a dynamic tensile failure process occurring in regions where
large hydrostatic tensile stress states are developed. These high local stresses result
in nucleation, growth and coalescence of voids in the material, eventually resulting in
fracture. While the major focus of this thesis is on plastic deformation at high rates
rather than failure, some observations and measurements of shear localization and
fracture will be discussed. Spall, however is not studied in this thesis.
1.4 Plastic deformation mechanisms in mag-
nesium
Figure 1.4a shows a schematic of the hcp lattice with four basis vectors marked as
c, a1, a2 and a3. The crystal lattice has the same dimensions (or lattice parameters)
along the three a-axes, whereas it is longer along the c-axis (asymmetric). The aspect
ratio of the crystal is dened by the ratio of the lattice parameters along the c-axis
to the a-axes and is commonly called the c/a ratio in literature. While three basis
vectors suce to dene directions and planes in the crystal, it is often convenient to
use all four for hexagonal lattices. The notation hence used is called the four-index
10
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notation and will be employed throughout this thesis.
Figure 1.4b and Figure 1.4c show the commonly observed dislocation slip systems
that cause shear parallel to the basal plane of the hcp lattice. The arrows show slip
directions and the shaded planes mark the slip planes. The c/a ratio controls the rel-
ative CRSS between dierent mechanisms. In magnesium (and in most hcp metals)
basal ({0001}〈112̄0〉*) and prismatic ({101̄0}〈112̄0〉) slip are the most common mech-
anisms causing shear within the basal plane of the lattice (Figure 1.4b). Pyramidal
〈a〉 slip ({101̄1}〈112̄0〉) also causes shear within the basal plane (Figure 1.4c). Shear
out of the basal plane is caused by pyramidal 〈c+ a〉 slip ({112̄2}〈112̄3〉).
While there are multiple slip systems causing shear within the basal plane, there
is only one common slip system that causes shear out of the plane. In addition,
as discussed in section 1.2, the asymmetry of the crystal structure results in these
dierent slip systems having very dierent CRSS. Table 1.1 shows the mean and
standard deviation in CRSS values for dierent slip/ twin systems from literature
compiled by Zhang and Joshi [2]. Figure 1.5 shows a bar plot for these CRSS values
with the scatter from literature. Ignoring the last two data points corresponding to
twinning for now, notice that the CRSS for pyramidal 〈c+ a〉 slip is higher compared
to the other slip systems that cause shear within the basal plane (marked by the blue
bars). As noted in section 1.2, deformation twins help accommodate out-of-plane
*wherever applicable 〈 〉 denotes a family of crystallographic directions along which dislocation
glide/twinning shear occurs and { } denotes a family of plane normals on which the glide/shear















































































































































































Basal slip 0.8 N/A
Prismatic slip 32 16
Pyramidal slip 50.7 13.5
Extension twinning 2.3 1.1
Contraction twinning 64.8 27.8
Table 1.1: Critical resolved shear stresses for slip and twin systems in magnesium compiled
by Zhang and Joshi [2].
deformations.
Like dislocations, twins may also have dierent crystallographic types. A specic
twin type is described by the plane (denoted using {}) and direction (denoted using
〈〉) along which the twin is constrained to nucleate and grow. The planes are called
`twinning planes', the directions are called `twinning directions' and the shear strain
caused due to the lattice re-orientation within the twin is called `twinning shear'.
The specic twin types that are likely to nucleate depend on the c/a ratio of the hcp
crystal (Yoo and Lee [15]). In magnesium, the extension twin ({101̄2}〈101̄1〉) that
causes extension of the c-axis of the crystal is the most commonly observed twin type,
whereas contraction twins ({101̄1}) that result in contraction of the c-axis are less


















Figure 1.5: CRSS for dierent slip and twin systems in a magnesium single crystals from
literature compiled in Zhang and Joshi [2].
stress, this is a simplifying assumption made in current computational models (for
e.g. Zhang and Joshi [2], Lloyd and Becker [16]). Notice (from Figure 1.5) that the
"CRSS" for extension twins appears to be a lot less than that for pyramidal slip or
contraction twinning, making extension twinning the most preferred mechanism to
cause out-of-plane deformation in this hcp crystal.
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1.5 Organization of this thesis
In this thesis, we seek to understand plastic deformation as a function of strain
rate in magnesium and its alloys using the micro-mechanical approach described in
section 1.1. We use a range of experimental techniques to probe the material at
dierent length and time scales. Wherever possible, we employ theoretical analyses
to better understand the underlying deformation mechanisms.
We begin in chapter 2, by measuring the macroscopic mechanical response of a
textured polycrystalline magnesium alloy (AZ31B) across eight decades of strain rate.
The eects of strain rate and loading orientation on ow stress, hardening and failure
are discussed along with the potential mechanisms involved. Chapter 3 takes this
study forward by discussing fundamental deformation and failure mechanisms under
high strain rate loading from the nano-meter up to the micro-meter length scales. The
mechanisms at quasi-static and high strain rates are compared, to better understand
the rate dependent macroscopic response. The relative activation and evolution of
deformation twinning across strain rates is found to have a crucial role to play in the
rate dependent response of these textured polycrystalline alloys.
Through the next part of this thesis, we explore deformation twinning as a fun-
damental mechanism in greater detail. Chapter 4 presents an experimental study on
the dynamics and kinetics of twin nucleation and growth in single crystal magnesium
at high strain rates. Analysis of the data reveals the competition between twin nu-
15
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cleation and growth during dierent stages of deformation. In chapter 5, we seek to
extend our understanding of twin growth by proposing a thermodynamically consis-
tent multi-scale theoretical framework (inspired by Rosakis and Tsai [17] and Gurtin
[18]) to study the growth dynamics of a twin boundary in an anisotropic elastic-plastic
continuum.
Chapter 6 covers a dierent yet related aspect of deformation twinning. As an
extension to chapter 4 and chapter 5, we study the crystallographic nature of twins
nucleated at quasi-static and dynamic rates using microscopy on samples recovered
after compression (we will refer to these studies as `post-mortem'). The study con-
cludes that the crystallographic twin types nucleated are similar across low and high
strain rates within the strain rate range interrogated. We nally close in chapter 7
by summarizing the key ndings in this thesis, their implications for material design,
and potential avenues for future work.
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Chapter 2
The eect of strain rate on plastic
ow and failure in polycrystalline
magnesium alloys
Preface: The following chapter is largely based on a manuscript submitted for publi-
cation. The co-authors are Xiaolong Ma, Nicholas M. Krywopusk, Laszlo J. Kecskes,
Timothy P. Weihs and K. T. Ramesh. VK was the lead author in this study and
performed the high strain rate experiments and related microscopy, data analysis,
interpretation and manuscript preparation. XM performed the post-mortem trans-
mission electron microscopy and analysis of the microscopy data. NMK was involved
in the material processing and obtained the quasi-static dataset. LJK was involved
in material processing and mentorship. TPW and KTR were PI's and involved in
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mentorship, problem formulation and data interpretation. All authors contributed
towards manuscript preparation and review.
2.1 Introduction and background
Polycrystalline wrought and rolled magnesium alloys suer from low ductility and
signicant anisotropy. This is due in part to two coupled eects; (1) the anisotropy
of the hexagonal close packed crystal structure and (2) the strong texture of such
polycrystalline materials (discussed in section 1.2).
The inherent asymmetry of the hcp crystal results in the availability of limited easy
slip systems. We showed (Figure 1.5) that slip mechanisms that cause deformation
along the basal plane have a signicantly lower critical resolved shear stress (CRSS)
than out-of plane slip (prismatic and pyramidal slip) (Zhang and Joshi [2], E.W.Kelley
[19]). This strong anisotropy in the CRSS of existing slip systems results in the
activation of twinning as a common mode of deformation (Christian and Mahajan [11],
Barnett [12], E.W.Kelley [19], Barnett [20], Prasad and Ramesh [21], Dixit et al. [22],
Kannan et al. [23]). As a result of this complex set of deformation mechanisms with
very dierent evolution rates, the magnesium crystal exhibits dierent ow stress and
strain hardening trends along dierent loading orientations. When compressed along
the c-axis it exhibits high ow stress, strong hardening and relatively low ductility
(eg. Nave and Barnett [24], Agnew and Duygulu [25]). When loaded along a direction
that is ∼ 45◦ to the c-axis, it exhibits weaker hardening and greater ductility (eg.
18
CHAPTER 2. STRAIN RATE EFFECTS ON PLASTIC FLOW & FAILURE
Yi et al. [26]). However, when the crystal experiences extension along the c-axis,
the stress-strain curve exhibits an initial weak slope followed by rapid hardening (eg.
Dixit et al. [22], Kannan et al. [23]). The magnesium single crystal is hence said to
have anisotropic strength, hardening and ductility.
In addition, most polycrystalline aggregates of magnesium tend to develop texture
(section 1.2), an exception being AMX602 (Meredith et al. [27]). Rolled magnesium
alloys possess signicant mechanical anisotropy because of this texture (eg, Barnett
[20], Ulacia et al. [28]). Similar anisotropy is observed in extruded bars as these also
have basal textures, only slightly weaker than the rolled material (Dixit et al. [22], Yi
et al. [29]). Hence, texture is a major variable that aects the mechanical response of
a polycrystalline aggregate. At a micro-structural length scale, the relative activity of
mechanisms changes with the dominant texture (relative to the loading orientation).
In addition, under high strain rate loading conditions, understanding the evolution
of dislocations and twins as a function of strain rate is critical in order to adequately
model the eects of strain rate on macroscopic plastic ow characteristics such as
strength and hardening, as well as subsequent material failure.
In this chapter, we study the eects of strain rate on the mechanical behavior
of an AZ31B alloy processed by Equal Channel Angular Extrusion (ECAE) using
fundamental experiments (i.e. imposing simple boundary conditions). We seek to
develop detailed insight into the mechanical response of this ECAE AZ31B alloy across
eight decades (10−4 − 104 s−1) of strain rate. Macroscopic ow stresses, hardening
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and failure are characterized across this entire range of strain rates.
2.2 Material investigated
The material investigated was an AZ31B magnesium alloy processed by Equal Chan-
nel Angular Extrusion (ECAE) (e.g., Kim et al. [30], Agnew et al. [31], Figueiredo and
Langdon [32]). ECAE is a severe plastic deformation approach that has been used
to improve the ductility and reduce the anisotropy of wrought or rolled materials.
Severe plastic deformation occurring at the intersection of the channels (shear zone)
(Figure 2.1a) results in signicant grain renement (nal grain sizes from sub-micron
to a few microns) (eg. Agnew et al. [31], Figueiredo and Langdon [32], Yu et al.
[33], Koike et al. [34], Li et al. [35]).
The ECAE alloy used in this study was obtained by extruding a warm-rolled H24
condition commercial alloy block (Magnesium Elektron) through a 90◦ ECAE die at
200◦C at the rate of 0.38 mm/s and an applied backpressure of 8.5 MPa by the 4Bc
route (Krywopusk et al. [36]). A schematic of the process is shown in Figure 2.1a.
Orientations in the extruded block are identied by three directions (Figure 2.1b): the
extrusion direction (ED), the transverse direction (TD) and the longitudinal direction
(LD). The resulting texture of the material (Figure 2.1c) shows that the (0001) c-axis
poles are oriented at ∼ 45◦ to the extrusion direction (Krywopusk et al. [36]). This
texture is dierent from that of conventional rolled and extruded materials which
have a predominant basal texture (Ulacia et al. [28]). The average grain size was
20
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rened to ∼ 2.5 µm from ∼ 20µm.
2.3 Experimental methods
Quasi-static and high strain rate compression experiments were performed on speci-
mens sectioned from the ECAE block.
2.3.1 Quasi-static compression
Quasi-static data were obtained from experiments performed by Krywopusk et al.
[36]. The experiments were performed at rates between 10−4 and 100 s−1 using an
Instron 5582 Universal Testing Machine. The details of the experimental procedure
can be found in the paper by Krywopusk et al. [36].
2.3.2 High strain rate compression
Kolsky bars are the most common experimental tools used to study high rate material
behavior (Ramesh [37]). The use of Kolsky bars has continuously evolved over the
last six decades to understand high rate material behavior under various stress states
and strain rates (Chen and Song [38]). A generic schematic of a compression kolsky
bar is shown in Figure 2.2. The apparatus consists of a gas gun ring a cylindrical
projectile. The projectile strikes the end of an incident bar of the same material and
diameter as the projectile, sending a one-dimensional elastic stress/strain pulse down
22
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the bar. The specimen is held between the incident bar and a transmitted bar (also
of the same material and diameter as the incident bar and the projectile). Once the
stress pulse reaches the specimen, the specimen deforms plastically, sending another
elastic pulse through the transmitted bar, that is characteristic of the specimen stress.
At the same time, the impedance mismatch between the specimen and the bars results
in a reected pulse propagating back through the incident bar. This reected pulse
is a measure of the spatially averaged strain rate in the specimen. The experiment is
designed such that the specimen has a lower impedance than the bars and the bars
remain elastic at all times.
Projectile Incident bar Transmitted bar
Specimen
Figure 2.2: Schematic of the compression Kolsky bar. The plot below the schematic is the
Lagrangian x-t diagram showing the wave propagation through the bars.
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The plot below the schematic (Figure 2.2) shows the Lagrangian x − t diagram
(sometimes referred to as the x − t diagram), where the x-axis is distance along the
bars and the y-axis is time in micro-seconds. The lines are characteristic lines of the
one-dimensional wave equation given by
x± ct = constant,
where c is the longitudinal elastic wave speed in the bar. The blue lines are com-
pressive waves and the red lines are tensile. A pair of compressive and tensile waves
(or vice versa) forms a pulse. Measurement of the strains in the bar is usually made
using strain gages mounted at specic positions on both the incident and transmitted
bars (marked by the dotted lines on the x-t diagram).
The one-dimensional elastic strains measured on the bar can be used to calculate


















the Young's modulus and ρ is the material density), ls the length of the sample along
the loading direction, Ab and Aso are the cross-sectional areas of the bar and the
specimen respectively and Eb is the elastic modulus of the bar. εref and εtrans are the
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measured reected and transmitted strains in the bars respectively. Measured incident
and reected signals are numerically corrected for wave dispersion eects caused due
propagation of strain pulses down the bar (Gorham [39]). Data are plotted as true





ε(t) = − ln(1− e) (2.3.2b)
σ(t) = S(1− e) (2.3.2c)
All measures described above are compressive in nature, which means e is positive,
numerically.
We used maraging steel Kolsky bars to uniaxially compress samples along the three
principal directions of the ECAE block within the strain rate range of 103 − 104 s−1.
A conventional Kolsky bar was used to achieve strain rates of the order of 103 s−1,
and a small scale `desktop' Kolsky bar (Jia and Ramesh [40]) was used for the higher
strain rates (order of 104 s−1).
2.3.2.1 Conventional kolsky bars
Two types of experiments were performed: (1) experiments designed to capture the
full stress-strain history with in-situ high-speed imaging, and (2) recovery experi-
ments (also with in-situ imaging) for post-mortem microscopy. The bars used for the
former type of experiments were 9/32” in diameter and for the latter were 1/2”. Re-
covery experiments were performed using hardened steel collars (Huskins et al. [41])
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that slide over the specimen and are ground to the length required to stop further
deformation of the specimen after a pre-determined strain. Recovery was performed
after compression along two dierent orientations at 5-6% and 10-12% strains for
post-mortem microscopy.
The bars were instrumented with foil strain gages, and all signals were captured si-
multaneously using a 12-bit digital high speed oscilloscope (LeCroy HDO4034, Band-
width= 350 MHz, Maximum sampling frequency= 2.5 GHz).
2.3.2.2 Desktop kolsky bars
The desktop Kolsky bar is used to achieve higher strain rates, of the order of 104 s−1
(Jia and Ramesh [40]). We use 3 mm diameter bars made of maraging steel and
instrumented with semiconductor strain gages that are recalibrated in real-time (pro-
cedure described in section A.2). Specimen strain rate, strain and stress histories are
calculated using the same equations in subsubsection 2.3.2.1. A normal displacement
interferometer (NDI) was used on the transmitted bar (Casem et al. [42]) to verify
the transmitted semiconductor strain gage measurements.
The NDI works as a Michelson interferometer and is used to measure the back
surface displacement history on the transmitted bar. The detailed working principle
of the NDI adapted to a miniature Kolsky bar can be found in Casem et al. [42]. A
schematic of the NDI setup built in-house is shown in Figure 2.3a. An example raw
signal obtained from the photodiodes is shown in Figure 2.3b. The inset allows us
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to clearly visualize the interference fringes, each fringe corresponding to ∼ 256 nm of
back surface displacement of the transmitted bar.





where N(t) is the number of fringes measured as a function of time and λ is the wave-
length of our laser source (532 nm). Using elastic wave propagation, the engineering





where ρb is the density of the transmitted bar, cl is the longitudinal elastic wave speed
in the bar (also used in Equation 2.3.1a) and v(t) is the back surface velocity history
in the transmitted bar obtained, by taking the numerical derivative of Equation 2.3.3.
Figure 2.4a shows the displacement of the back end of the transmitted bar, calcu-
lated from the raw data in Figure 2.3b. The two simultaneous signals agree very well
with each other. The back surface velocity v(t) of the transmitted bar was calculated
using a moving average dierential of the displacement data, and the engineering
stress in the specimen is shown in Figure 2.4b. No recovery was performed during
the desktop Kolsky bar experiments.
2.3.2.3 Specimen preparation
For the Kolsky bar experiments, cuboidal specimens of dimensions 3 × 3.5 × 4 mm
(conventional Kolsky bar) and 1 × 1.2 × 1.4 mm (desktop Kolsky bar) were made
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(a)
(b)
Figure 2.3: Normal Displacement Interferometer (a) Schematic of the NDI setup at the
back of the transmitted bar; (b) Raw NDI signal from two photodiodes (PD1 and PD2).
Data from each photodiode is labeled NDI1 and NDI2 in the legend. The black arrow shows
the arrival time of the wave at the back surface of the bar. The inset shows a zoomed in a
version of the fringes.
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(a) Bar displacement calculated from NDI signal
(b) Specimen stress calculated from NDI signal
Figure 2.4: Normal Displacement Interferometer (NDI) data and processing. All x-axes
are on the same scale. The two simultaneous signals agree very well with each other.
29
CHAPTER 2. STRAIN RATE EFFECTS ON PLASTIC FLOW & FAILURE
from the as-processed ECAE block along the three principal orientations i.e. ED, TD
and LD. Specimens of slightly larger dimensions were rst cut from the interior of
the block (to avoid scatter from edge eects during extrusion) using wire-Electrical
Discharge Machining. The specimens were then polished down to the desired sizes
with a nal surface nish of 5 µm. Specimen surfaces on which the in-situ imaging
was performed were polished down to 50 nm surface nish. Care was taken to ensure
that all surfaces were parallel after polishing. Details about the imaging setup are
provided in section 3.2.
2.4 Results
2.4.1 Constitutive response at high strain rates
Figure 2.5 shows representative true stress-true plastic strain curves from compression
experiments, performed at quasi-static rates (10−4−100s−1, green curves), high strain
rates (∼ 103 s−1, blue curves) and very high strain rates (∼ 104 s−1, red curves).
In order to make meaningful comparisons between the low and high rates, all true
stress-true total strain data were converted to true stress-true plastic strain. The
procedure for the conversion of the high and very high strain rate data is outlined in
the supplementary section (section A.3). Representative high strain rate true stress-
true total strain curves are also provided in the supplementary section (Figure A.9).
The hcp crystal schematic shown in Figure 2.1b indicates the average orientation
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of the grains in the ECAE block based on the texture shown in Figure 2.1c. Specimens
compressed along the ED, TD and LD directions are henceforth called ED, TD and
LD specimens respectively. Representative true stress versus true plastic strain curves
for the three orientations are shown in Figure 2.5. These will be referred to as `true
stress-plastic strain curves' through the rest of the chapter.
The mechanical response of the LD oriented specimens were originally expected
to be similar to that along the ED orientation (due to similar texture with respect
to the loading orientations), and so only three experiments at each strain rate were
performed along the LD orientation to verify this hypothesis. However, we see that
the true stress-plastic strain response during compression along the ED and LD (Fig-
ure 2.5b and Figure 2.5d) were similar only at strain rates of the order of 103 s−1 after
3% plastic strain, with discrepancies at the very high strain rates. Lacking sucient
data in the LD orientation to understand this discrepancy, we restrict most of our
focus to the ED and TD orientations in this chapter. At the high strain rates, around
10 experiments were performed along each of the ED and TD orientations for each
strain rate range (a total of 40 datasets). All the high strain rate experiments are
listed in Table A.1.
Compressive true stress-true plastic strain curves (Figure 2.5) along the extrusion
direction (ED) at quasi-static (10−4s−1) and high (10+3s−1) strain rates show an initial
region of small slope till ∼ 3% plastic strain and then relatively constant hardening
which eventually gives way to mild softening at the largest strains (∼ 25%). This
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softening will be shown to correlate to plastic strain localization in chapter 3. At
the very high strain rates of the order of 104 s−1 (red curves in the same gure), it
is dicult to distinguish the initial small slope, stronger hardening is observed than
that at the lower strain rates, and the steady hardening regime occurs over a smaller
range of plastic strain (5−15%). The earlier onset of softening at 104 s−1 strain rates
indicates that failure (in the form of shear localization or crack formation) initiates
at smaller strains for the higher strain rates.
Compression along the transverse direction (TD) at quasi-static and high strain
rates results in a similar initial region of small slope (up to ∼ 5% plastic strain),
followed by stronger hardening than in the ED compression experiments. This type
of response has been shown to be related to twinning (Ulacia et al. [43]) to some
degree. At the very high strain rates (red curves), this feature is less prominent. The
strains at the onset of softening decrease with increasing strain rate similar to the ED
orientation.
During compression along the LD (Figure 2.5d), the curves follow a more conven-
tional hardening prole that is typically associated with dislocation slip mechanisms.
Comparing the curves from the three orientations at high strain rates (∼ 103 s−1),
both the ED and TD orientations show an initial region of limited hardening followed
by an increase in the work hardening rate. The overall hardening for the ED and
LD specimens are similar. The hardening along the TD is much stronger than that
observed along the ED and LD, while both of the ED and TD orientations show an
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onset of softening during these dynamic compressive deformations. Nearly adiabatic
temperature rise is a potential phenomenon that could give rise to thermal softening
during high strain rate loading (Meyers [14]). The spatially averaged temperature




σdε′p = ρCp∆Θ (2.4.1)
where β is the ratio of plastic work converted to heat also known as the Taylor-
Quinney factor, ρ is the density of the material and Cp the specic heat capacity.
The value for Cp was chosen from Lee et al. [44] and that for β from measurements
by Ghosh et al. [45]. The temperature rise calculated were very small, the maximum
reaching barely 20◦C (Table 2.1). Adiabatic temperature rise causing softening and
failure could reach orders of 100◦C sometimes even approaching melt (Meyers [14]).
However, these are local temperatures over very small regions (of thickness ∼ 100µm)
resulting in localized deformation and failure. Our temperature calculations are spa-
tially averaged and hence not a good reection of local temperature changes in the
sample. It will be be shown later that signicant heterogeneity in the deformation
occurred (chapter 3), strengthening the hypothesis that local temperature rise was
much higher than calculated.
The strain at which softening begins will be referred to as `failure strain' through
the remainder of this chapter, using the concept that this is the strain at which the
material begins to lose its load-carrying capacity or becomes plastically `unstable'.
This `failure strain' is observed to decrease with an increase in strain rate along both
34
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Table 2.1: Temperature rise during high strain rate loading at 17% plastic strain.
the ED and TD orientations.
2.4.2 Rate-dependence of the ow stress
Figure 2.6a shows the ow stress measured at xed plastic strains (3%, 7% and 10%)
across the range of strain rates investigated for the ED compression experiments.
The grey region highlights an intermediate strain rate range where we do not have
data. Figure 2.6b presents the same data normalized by the corresponding mean ow
stress at 10−4 s−1 strain rate. This gure presents the ow stress at all strain rates
relative to the quasi-static rate data at 10−4 s−1. The same quantities are plotted for
the TD specimens in Figure 2.6c and Figure 2.6d respectively. The dotted arrows
are used to track the apparent changes in ow stresses between the low and high
strain rate regime. The vertical error bars represent scatter in the data. Vertical
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error bars are plotted only for the quasi-static experiments due to the large number
of datasets collected (∼ 40 at each strain rate). All data points from the high strain
rate dataset are plotted. The horizontal error bars that are shown for the high rate
experiments represent the variability in strain rate within each experiment, whereas
at quasi-static rates, the variability in strain rate within each experiment is negligible.
These comments apply to later gures as well.
The normalized ow stress plot (Figure 2.6b) allows a comparison of the trends
in ow stress with strain rate for ED compression. At 3% plastic strain (black lled
circles), the ow stresses are similar across the entire range of strain rates with a
slight increase at 104 s−1 strain rates. At strain rates of 100 s−1 however, a small drop
in the mean value of ow stress is observed. At 7% plastic strain (blue lled rhombi),
a similar drop in mean ow stress is observed at 100 s−1 strain rates. In addition,
an increase in ow stress is observed beyond 104 s−1. These trends are maintained
at 10% plastic strain (red lled triangles). Note that the drop in mean ow stress at
100 s−1 is observed consistently at all three plastic strains. At the high strain rates
(beyond 103 s−1), the rate dependence of ow stress is very similar at 7 and 10%
plastic strain. The data at 3% plastic strain shows lower normalized ow stresses at
the maximum strain rates than the data at plastic strains of 7% and 10%. The rate
dependence of ow stress is hence weaker at 3% plastic strain in comparison to 7%
and 10%.
Similarly, a normalized comparison between the three plastic strains is shown in
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Figure 2.6d for the TD loading orientation. A clear increase in ow stress with strain
rate is seen after ∼ 103 s−1. This increase is observed at all three plastic strains (3,7
and 10%). The decrease in ow stress at quasi-static rates is also observed for these
specimens at 10−1 s−1 strain rates (an order magnitude lower than the ED oriented
samples). The drop in the mean ow stress is much more evident (than for ED) at
10−1 s−1 for all three plastic strains. At 3% plastic strain (black lled circles), little
increase in ow stress (indicated by the black dotted arrow) is observed between the
quasi-static and high strain rate regimes, but the ow stresses rise signicantly (by
∼40%) at ∼ 104 s−1 strain rates. At 7% plastic strain, the blue arrow indicates a
relative increase in ow stress (∼25%) between 100 and 103 s−1 strain rates. The ow
stress continues to rise in the very high strain rate regime beyond 103 s−1. At 10%
plastic strain (red lled triangles), the relative increase in ow stress between 100 and
103 s−1 strain rates (marked by the red arrow in Figure 2.6d) is greater than that
observed at 7% plastic strain (∼40%), and again the ow stresses continue to increase
in the very high strain rate regime. This increase in ow stress is greater than that
observed for the ED specimens on a normalized basis.
In summary, both ED and TD oriented specimens show a clear increase in ow
stress with strain rate at very high strain rates. At the low strain rates, a drop in the
mean ow stress is observed at 100 s−1 for ED oriented specimens and at 10−1 s−1 for
TD oriented specimens. An increase in ow stress between the low (100 s−1) and high
strain rate (103 s−1) regimes is observed for TD oriented specimens but not for their
38
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ED counterparts. For compression along the TD, the rate sensitivity of ow stress is
also dependent on the instantaneous plastic strain indicating that work hardening is
also a function of strain rate. A detailed analysis of work hardening rates follows.
2.4.3 Rate-dependence of work hardening









where εp is the instantaneous plastic strain, σ is the instantaneous true stress, ε̇p is
the instantaneous plastic strain rate and ξi are as yet unknown internal variables that








































Figure 2.7: Work hardening exponent as a function of strain rate for two dierent plastic
strains.
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denition of the ability of the material to strain harden, it has sometimes been used as
the work hardening exponent for a power law type hardening behavior. We do NOT
suggest by any means that work hardening follows a power law in magnesium. The
purpose of this work hardening exponent is only to quantify the hardening behavior
of the material as a function of strain rate and orientation.
The derivative in Equation 2.4.2 assumes constant plastic strain rate and a xed
micro-structure at the instant n is calculated. In reality, our experiments impose a
macroscopic total strain rate which can be expressed as,




The maximum values of σ̇
E
are at least an order of magnitude smaller than the total
strain rate. Hence, the plastic strain rates in our experiments, ε̇p are approximately
equal to the macroscopic applied strain rates ε̇. Our experimental conditions ensure
a nominally constant plastic strain rate after the initial rise. Since the numerical
derivative of the true stress-plastic strain curve is computed over suciently small
windows (≤3% plastic strain), we make the assumption that the micro-structure does
not change signicantly over this window. A caveat to note here is that the starting
micro-structure is dierent at dierent strain rates (for xed plastic strains) and
hence may aect our interpretation of the work hardening parameter n. Usage of
this parameter in computational models must hence be handled with care. A more
robust method to identify these parameters for direct use in models is using strain
rate jump experiments (Meyers [14]) described in subsection 7.2.1. However, our
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parameter can be used to compare the qualitative nature of work hardening and the
corresponding mechanisms. Note that the parameter n is a function of plastic strain
i.e. the hardening is non-linear.
Figure 2.7 shows the work hardening rate for the two orientations (ED and TD) at
two dierent plastic strains (4 and 8%) across the range of strain rates investigated.
During compression along the ED (black circles in Figure 2.7a), at 4% plastic strain,
no signicant change in the work hardening rate (n) is observed until high strain
rates of the order of 104 s−1, when a 50% increase is observed. At higher plastic
strains (8%), no signicant dierence in work hardening rates is observed (given the
scatter) across the full range of strain rates. For compression along the TD at 4%
plastic strain (Figure 2.7b), an increase in the work hardening rate with strain rate
is observed after 103 s−1. At 8% plastic strain, however, the trends are dierent,
with a greater increase in the work hardening rates between the low and high strain
rate regime, and a decrease in work hardening rates beyond 103 s−1. Note that the
true stress-plastic strain curves for this orientation (Figure 2.5c) showed a decrease in
apparent `failure strain' at very high strain rates in comparison to the high strain rates.
Softening mechanisms begin to play a role in this apparent negative rate sensitivity
of hardening for this orientation (discussed in detail in chapter 3). In summary, work
hardening is a stronger function of strain rate during TD compression than the ED.
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2.5 Discussion
The results presented in this chapter bring to light four major characteristics of macro-
scopic plastic deformation in the ECAE AZ31B magnesium alloy. We will discuss the
implications of each of these characteristics.
A1. The ow stress of the ECAE AZ31B alloy is a function of strain rate. The
macroscopic strain rate during elastic-plastic deformation of a material can be addi-
tively decomposed into its elastic and visco-plastic components.
ε̇ = ε̇e + ε̇vp (2.5.1)
In FCC and BCC metals, the most common plastic deformation mechanism is dislo-
cation slip. We can hence attribute the term ε̇vp entirely to dislocation slip. If the ow
stress of the material were rate sensitive, this rate of plastic ow (or dislocation slip)
would be a function of the stress (Meyers [14]). In magnesium however, deformation
twinning is another dominant mechanism. Hence the term ε̇vp maybe approximated
to an additive decomposition into slip and twinning components i.e.,
ε̇vp = ε̇vps + ε̇
vp
t (2.5.2)
This complicates our problem. While most models consider basal slip to be relatively
rate insensitive in magnesium (Zhang and Joshi [2], Chang and Kochmann [48]),
prismatic slip and pyramidal slip would be rate sensitive (Zhang and Joshi [2], Ulacia
et al. [28]) as per the formal denition for rate sensitivity described above. The
42
CHAPTER 2. STRAIN RATE EFFECTS ON PLASTIC FLOW & FAILURE
classic rate sensitivity relation (or shear rate vs shear stress relation) for dislocation
slip used in most computational codes ([2, 16, 48]) is a power law relation originally
developed for fcc metals by Peirce et al. [49]. However the strain rate dependence of
twinning is unknown. The question of rate sensitivity of twinning is a complex one
and will be discussed multiple times throughout this thesis. Given the initial texture
of our material (Figure 2.1c), we would expect signicant basal and prismatic slip for
ED and LD compression (Yi et al. [26]) while extension twinning is expected to be
dominant during TD compression (Barnett [20]). The rate sensitivity of ow stress
(Figure 2.6) is likely due to the enhanced activity of twin and dislocation activity at
the high strain rates.
A2. Work hardening is a function of strain rate. This is also directly related to
the evolution of mechanisms. Hardening usually comes from the interaction between
mechanisms of the same type (self-hardening) or dierent types (cross-hardening).
Empirically, the rate of evolution of the strength of a slip system (or resistance to






where gα is the strength of the α slip system, Ns is the total number of active slip sys-
tems, hαβ is an empirical hardening coecient matrix which describes the interaction
between the α and β slip systems. γ is the shear strain on a specic slip system and
γ̇ is the shear rate. Hence, according to Equation 2.5.3, the evolution of the strength
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of a slip system is directly related to the activity of the specic slip system relative
to all active slip systems in the material. Dierent slip mechanisms in magnesium
have dierent mobilities (i.e. dislocation velocities as a function of driving forces) and
hence evolve dierently in the material. With the introduction of twinning, this prob-
lem becomes more complex unless the twin is also treated as pseudo-slip. This thesis
will show why the treatment of twins as pseudo-slip systems may not be physically
realistic for all types of problems.
In summary, the evolution of dierent slip and twin mechanisms at dierent load-
ing rates is crucial to accurately model the work hardening response of the material.
Figure 2.7 shows that the work hardening increases with strain rate during compres-
sion along the ED as well as along the TD at 4% plastic strain. This leads to the
hypothesis that the interacting mechanisms contributing to hardening are rate sensi-
tive (evolve dierently at dierent rates). The decrease in work hardening at higher
strain rates and 8% plastic strain (Figure 2.7b) for the TD orientation is likely related
to the earlier onset of softening with increase in rate (Figure 2.5c).
A3. The rate dependence of ow stress and work hardening are anisotropic. With
the mechanistic explanation for ow stress and work hardening described above, the
anisotropy clearly implies that dierent mechanisms are activated along dierent load-
ing orientations or similar mechanisms are activated to a dierent degree.
A4. Strains at the onset of softening decrease with increasing strain rate. Softening
mechanisms may be driven by local temperature rise leading to nearly adiabatic shear
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localization (Meyers [14]) i.e. thermal softening or by local geometric reorientations
of the material i.e. geometric softening. In our material, both these mechanisms are
possible. While nearly adiabatic shear localization has been widely observed across
material systems only at high strain rates (for eg. Ramesh [46], Marchand and Duy
[52], Meyers et al. [53]), twinning being a re-orientation of the crystal lattice is a
potential geometric softening mechanism specic to our material. The re-orientation
of some grains in the polycrystalline aggregate relaxes the stresses in these local
regions. Literature evidence exists (Bell and Cahn [54]) to show that the nucleation
of deformation twins may result in a reduction in ow stresses. Our data (Figure 2.5)
also indicates that the rate dependence in these strains at the onset of softening
changes with loading orientation (anisotropic).
A detailed discussion based on specic mechanisms active under these dierent ori-
entations and rates follows in chapter 3.
2.6 Conclusions
The strain rate dependence of macroscopic plastic ow was studied for an AZ31B
magnesium alloy processed by ECAE. The conclusions from this study are summa-
rized below.
1. The plastic ow stress of the ECAE AZ31B magnesium alloy increases with
strain rate, and the work hardening is also rate sensitive.
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2. The rate dependence of both plastic ow and work hardening changes with
loading orientation (anisotropic).
3. The strain at the onset of softening is both anisotropic and rate dependent.
These `failure strains' decrease with increase in strain rate.
From the discussion (section 2.5), it is clear that the key to understanding the
rate dependence of macroscopic plasticity and failure lies in identifying the active
microscopic deformation mechanisms and the strength of their interactions. One way
of achieving this goal is by measuring the relative activities of these mechanisms
under the dierent loading conditions and micro-structures. This is the objective of
the following chapter. We use a combination of in-situ and post-mortem microscopy
techniques on specimens from the same dataset (Table A.1) to meet this objective.
We will then embark on deeper discussion to relate the mechanisms observed to the
rate dependent macroscopic response discussed in this chapter.
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Chapter 3
A mechanistic understanding of rate
dependent plastic ow and failure in
polycrystalline magnesium alloys
Preface: The following chapter is largely based on a manuscript submitted for publi-
cation. The co-authors are Xiaolong Ma, Nicholas M. Krywopusk, Laszlo J. Kecskes,
Timothy P. Weihs and K. T. Ramesh. VK was the lead author in this study and
performed the high strain rate experiments and related microscopy, data analysis,
interpretation and manuscript preparation. XM performed the post-mortem trans-
mission electron microscopy and analysis of the microscopy data. NMK was involved
in the material processing and obtained the quasi-static dataset. LJK was involved
in material processing and mentorship. TPW and KTR were PI's and involved in
47
CHAPTER 3. DEFORMATION & FAILURE MECHANISMS: RATE EFFECTS
mentorship, problem formulation and data interpretation. All authors contributed
towards manuscript preparation and review.
3.1 Introduction and background
A quick recap of the deformation mechanisms in hcp crystals described in section 1.4
follows. In contrast to conventional fcc and bcc materials, deformation mechanisms
in hcp materials are signicantly more complex due to the asymmetry of the crystal
structure. In a single crystal, dierent dislocation slip systems have signicantly
dierent critical resolved shear stresses (CRSS) and slip resistances (hence mobilities)
due to this asymmetry (Zhang and Joshi [2], E.W.Kelley [19], Chang and Kochmann
[48]). In addition, deformation twinning is another dominant mechanism even under
room temperature, quasi-static loading conditions, unlike in fcc and bcc metals. With
the introduction of loading rate into the problem, the relative activities of these
mechanisms are expected to change.
In polycrystalline magnesium alloys, chapter 2 clearly shows that the texture
becomes another important factor in governing the mechanisms activated and sub-
sequent material response. We established that the ow stress, work hardening and
failure strains are a function of loading orientation as well as the strain rate. While
we discussed the implications of these measurements on the type and evolution rates
of possible deformation mechanisms in the material, this discussion remains woefully
incomplete without the knowledge of the specic mechanisms that were active under
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the dierent loading conditions investigated.
In this chapter, we present results from in-situ and post-mortem microscopy mea-
surements on samples tested within the same dataset described in chapter 2 (Ta-
ble A.1). These results, along with the macroscopic measurements, will be used to
develop deeper insight into the origins of rate dependent anisotropic plastic deforma-
tion and failure of the ECAE AZ31B magnesium alloys.
3.2 Experimental Methods
3.2.1 In-situ high speed imaging
In-situ imaging was performed using a Specialised Imaging Kirana-05M high speed
camera capable of capturing 768 × 924 pixels (10-bit) at up to 5 million frames per
second (200 ns temporal resolution). The pixel size on the charge coupled device
(ccd) sensor is 30 µm, and a 105 mm Nikon lens was coupled to two teleconverter
lenses to achieve a good magnication while capturing the entire specimen in the eld
of view. Two spatial resolutions, one at 10 µm/pixel and another at 5 µm/pixel were
achieved. At least three datasets were collected at each of the two magnications for
both loading orientations investigated.
Imaging using the very high shutter speeds of the camera requires very intense
light sources. The electronic shutter in this specic camera allows for the shutter
speeds to be almost the same as the inter-frame time (∼ 200 ns) with the time for
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turning on the electronic shutter lasting <10 ns. Lighting was provided by a 400 W
Specialised Imaging pulsed laser diode (SI-LUX640 ) of wavelength 640± 6 nm. At 5
million fps, the illumination was maintained such that it was ON for 100ns and OFF
for the other 100ns over the 200ns interframe time (thus the eective exposure time
was 100 ns).
3.2.2 Post-mortem electron backscatter diraction
microscopy
Deformed and recovered specimens were sectioned into slices with a diamond wire
saw using water as a coolant to ensure a minimal heat aected zone. The slices were
then polished to ensure atness and a good surface nish (∼ 50 nm) for the next step.
The polished slices were then electropolished using a Struers twin-jet electropolisher
using a solution of lithium chloride, magnesium perchlorate and 2-butoxy-ethanol in
methanol as electrolyte at 100 V and −50◦C bath temperature. The nal surface
roughness after this step has not been measured, but is likely lesser than 10 nm. A
nal cleaning step was performed using a Fischione instruments (Model 1060) ion
mill at 1-2 kV driving voltage with the Ar ion guns inclined at 3◦ to the sample
surface before mounting it into the scanning electron microscope. The microscope is
a TESCAN MIRA3 scanning electron microscope equipped with an EDAX electron
backscatter diraction microscopy (EBSD) detector. EBSD data was collected by
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scanning at 20 kV with a working distance of 20 mm and at spatial resolutions of
100− 150 nm.
3.2.3 Post-mortem transmission electron microscopy
Transmission electron microscopy (TEM) was performed on the samples recovered at
∼5% strain to characterize the underlying dislocation and twin substructure. The
EBSD specimens were subsequently mechanically polished down to thicknesses be-
tween 100 and 150 µm. These foils were then electrochemically polished until per-
foration using the same twin jet polisher, electrolyte and operating conditions that
were used for surface preparation of the EBSD specimens. Each TEM foil was then
cleaned using an ion mill at low voltage on a cold stage maintained at a temperature
of -100◦C. TEM was performed using a Thermo Fischer Scientic Tecnai 12 TWIN
microscope operating at 100 kV.
3.3 Results
3.3.1 Post-mortem EBSD: evolution of mesoscale struc-
ture during dynamic deformations
Figure 3.1a shows the evolution of the (0001) pole (c-axis) with strain at the high
strain rates for ED compression. The data is processed such that the color palette
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(a)











Figure 3.1: EBSD data from ED samples compressed to ∼5% strain at high strain rates:
(a) Evolution of the (0001) basal pole; (b) Evolution of mis-orientation angle distribution
with strain.
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represents similar values of pole intensity. The dierence between positive and nega-
tive directions of all three orientations was not tracked during specimen preparation.
The major intensity is concentrated in the same region after 5% strain, but the poles
oriented along the positive and negative LD directions in the as-received material are
no longer present, indicating some reorientation has indeed occurred. At 10% strain
the major pole has spread over a small angle about the ED direction.
Analysis of mis-orientation angles yields more insight (Figure 3.1b). This bar
plot presents the number fraction of boundaries in the EBSD map with specic mis-
orientation angles binned into 20 equally spaced values between 0 and 100 degrees.
The error bars correspond to the standard deviation obtained from multiple datasets
(a measure of scatter due to heterogeneity in deformation rather than error in mea-
surement). The insets in this gure show the mis-orientation axes for the specic
peaks marked by the arrows (note that an initial peak at ∼30◦ exists in the as-
received material, possibly due to dynamic recrystallization during the ECAE process
(Krywopusk et al. [36])). At 5% strain, a slight increase in low angle (0-15◦) grain
boundary content and a slight decrease in high angle content (25-60◦) is observed, but
the scatter in the data is large. Beyond 80◦, however, a signicant increase occurs,
especially at 88±5◦. The same trend is observed at 10% strain. The insets at the
88 degree peaks show that the mis-orientation axis corresponding to these angles is
the (2 1̄ 1̄ 0) axis, indicative of extension twin activity. Note that this is for ED com-
pression, where dominant basal slip is expected to occur based on the initial texture
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(Figure 2.1c).
The evolution of the c-axis pole after compression along the TD is shown in Fig-
ure 3.2a. A signicant reorientation of the texture is observed at 5% strain. At 10%
strain, this major reorientation of the poles by an angle of ∼90◦ seems to be com-
plete, followed by some spreading of the poles by smaller angles. The evolution of
the mis-orientation angle distribution was also examined in this case (Figure 3.2b),
and shows that twinning is dominant at 5% strain (shown by the peak at 88◦) during
compression along the TD. Also, a signicant reduction is evident (compared to the
initial distribution) between 10 and 40◦ mis-orientation angles. The very high angle
boundaries (50-70◦), in general, remain relatively unchanged. At 10% strain a de-
crease in the 88◦ peak from the case at 5% strain is associated with the completion
of twinning within grains. These trends provide insight into the type and evolution
of mechanisms during deformation, and will be discussed in subsection 3.4.2.
3.3.2 Localized deformation and failure
The in-situ high speed imaging of the dynamically compressed samples showed lo-
calized deformation occuring across the polycrystalline samples. Imaging was per-
formed under two congurations. Specimens taken to failure were imaged at spatial
resolutions of ∼ 10µm/pixel. To resolve ner details of localized regions in the small
strain recovery experiments, the optics were modied to get spatial resolutions of
∼5µm/pixel, which enabled quantitative measurements of these bands.
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Figure 3.2: EBSD data from TD samples compressed to ∼5% strain at high strain rates:
(a) Evolution of the (0001) basal pole; (b) Evolution of mis-orientation angle distribution
with strain.
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3.3.2.1 Localization during compression along the ED
The evolution of surface features due to deformation heterogeneities during dynamic
compression along the ED is shown in Figure 3.3 as a sequence of high-speed images
corresponding to the points marked on the true stress-true total strain curve for that
test (at a strain rate ∼5000 s−1). Surface features representing strongly heterogeneous
deformations are observed beginning with frame 2, at approximately the apparent
yield point. The heterogeneities become progressively stronger in subsequent frames.
Coalesced bands of deformation are seen in frames 5, 6 and 7 (band thickness∼80µm).
Most of the subsequent deformation above 23% strain appears to occur along these
bands, followed by failure along a single band (marked by the black arrow in frames
8, 9 and 10) at ∼23-25% total true strain. Note from the stress-strain curve that this
is where the slope becomes negative. The angle between the band normal and the
loading axis is 42◦. Notice that this band appears curved (in image 10), indicating
that it interacts with the specimen edges, hence resulting in structural failure of the
specimen. The evolution of the incipient failure process is easier to visualize in the full
image sequence which is provided in the supplementary data. This localized failure
phenomenon was observed in all experiments compressed along this orientation.
A specic example of a recovery experiment imaged using the high magnication
conguration is shown in Figure 3.4. Since this was a recovery experiment, the strain
history is available only for the rst 5 − 6% strains. Measurement resolution makes
the strain measurement at each image within this region inaccurate. However, we
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Figure 3.3: Strain localization during high strain rate compression along the ED (ε̇ '
5000 s−1): Strain localization observed during in-situ high speed imaging during ED com-
pression
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can make estimates. The red arrow in the frame at a time T◦ around the start of
deformation is a scratch induced during specimen preparation. Just 1µs later (ε ∼
0.1%), small deformation bands begin to form (indicated by the black arrows). The
widths of these bands are ∼ 20µm which amounts to about 8 grains. As deformation
progresses, these bands eventually coalesce into a small number of thicker bands
(e.g. those marked by blue arrows at time T◦ + 12 µs corresponding to ε ∼ 6% in
Figure 3.4). The maximum thickness of these bands at this stage of deformation is
∼90µm (5 times the thickness of the incipient bands). In this sample, failure was not
allowed to occur because the specimen was recovered at small strains for post-mortem
analysis. However, an analysis of imaging data from samples taken to failure reveals
that the maximum thickness of the band along which failure eventually occurred (e.g.
in Figure 3.3) is similar.
3.3.2.2 Localization during compression along the TD
Similar imaging data were obtained for compression along the TD. Figure 3.5 shows
a sequence of frames obtained from in-situ imaging with the corresponding points
marked on the true stress-true total strain curve (obtained at a strain rate ∼7500
s−1). Figure 3.5 shows the nucleation of thin localized regions of deformation (frame
2) even before apparent macroscopic yield. The propagation of these deformation
bands is rapid (the time between frames 2 and 3 is 500 ns) and they begin to branch
(black arrow in frame 3). As deformation progresses, increased nucleation of these
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Figure 3.5: Strain localization during high strain rate compression along the TD (ε̇ '
7500 s−1): Strain localization observed during in-situ high speed imaging during TD com-
pression
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bands is observed, and eventually they coalesce and become thicker (frames 4 and 5).
This coalescence and thickening is associated with nearly perfect plastic behavior as
observed from the true stress-true total strain curve (similar phenomena have been
associated with twinning in literature for eg. E.W.Kelley [19], Kannan et al. [23]).
Notice that many of these bands in frame 4 nucleate from the specimen edges. Later
still, in frames 6 and 7, the interacting bands have generated a more diuse, less
heterogeneous deformation, and this is associated with the strong strain hardening
in the true stress-true total strain curve. Finally, macroscopic `shear' bands begin to
form (arrow in frames 9 and 10) resulting in catastrophic failure.
The high magnication images (Figure 3.6) reveal that the local deformation bands
formed early at strains < 5% during TD compression (marked by the black arrows in
Figure 3.6) are of similar widths (∼ 20 µm) as those observed previously during ED
compression. The evolution of these localized regions is rapid, with a nucleated band
growing across the 4 mm eld of view within 2µs. As deformation evolves, these
bands multiply rapidly and grow slightly thicker to widths of ∼ 30 µm. At ∼7µs
(ε ∼ 1.5%) from the rst frame, the red arrows clearly show the presence of new
bands along a dierent direction. These bands were observed to nucleate as early as
4µs after the rst frame (marked by red arrows at time T◦+4µs). The angles between
the two dominant directions of localized deformation is ∼79◦ which corresponds to
the angle between conjugate twin planes of the hcp crystal (Kannan et al. [23]). We
hypothesize that the interactions of these bands lead to the diuse deformations and
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hardening due to pyramidal slip systems at later strains.
3.4 Discussion
In this section, we focus on building a mechanistic understanding of plastic ow at
high strain rates by relating the macroscopic response to the activated mechanisms,
based on our observations as well as the literature.
3.4.1 Compression along the ED
Compression along the ED is expected to activate predominant basal slip based on
the texture (Figure 2.1c) since this is the easiest deformation mode. The spread in
the initial orientation distribution, however, may result in the activation of non-basal
deformation mechanisms as well. The pole gure evolution in Figure 3.1a shows the
disappearance of (0001) poles that were originally oriented along the LD directions,
likely because compression along the ED has reoriented these grains by twinning
(which would account for the initial limited slope of the true stress- plastic strain
curves (Kannan et al. [23])). This is further conrmed by the increase in number
density of the 88±5◦ mis-orientation peak in Figure 3.1b. The axis about which
the crystal is reoriented (insets in Figure 3.1b) conrms that there has indeed been
extension twinning in some grains.
TEM analysis was performed on the recovered samples that were used for EBSD
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microscopy. The two beam condition was used to identify 〈c〉 and 〈a〉 components of
dislocations in the same spatial location. Figure 3.7a and Figure 3.7b reveal the 〈a〉
and 〈c〉 dislocation components at the same spatial location in a specimen compressed
along the ED to 5% strain. The red arrows indicate the direction of the diraction/
scattering vector g used in the g.b = 0 invisibility criterion to determine dislocation
nature. Signicant 〈a〉 slip with very little 〈c〉 character was observed (note that only
two-thirds of the 〈a〉 components are visible in this imaging mode). Thus one of the
dominant active mechanisms was basal 〈a〉 slip during compression along the ED, as
expected, even at 5% strain. Based on crystallography, the specic slip mechanisms
are basal and prismatic slip the latter of which has been known to be rate sensitive.
Beyond 5% strain, the dynamic stress-plastic strain curves for ED compression
(Figure 2.5b) rise with a nearly constant slope. Basal slip by itself is known to be
weakly-interacting and does not cause signicant hardening, while prismatic slip may
interact with other dislocation variants. In addition, the twinning peak in Figure 3.1b
keeps increasing until 10% strain, indicating that twinning continues to reorient crys-
tals as the strains increase from 5% to 10% strain. Although we have not looked
extensively in our samples, previous studies like the one by Koike et al. [34] have
found the presence of non-basal dislocations in the matrix for similar loading orienta-
tions. Previous experimental evidence (Dixit et al. [22]) has also shown that non-basal
slip within twinned regions results in signicant hardening at later strains (beyond
6%). It appears, therefore, that the work hardening arises due to interactions between
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twin boundaries and slip mechanisms and between basal and non-basal slip outside
twinned regions.
A spread in the texture is observed (Figure 3.1a) at 10% dynamic strain in the
ED direction. Data was collected from dierent regions in the specimen and this
spreading of texture was consistent across the datasets. A possible hypothesis for this
spread is the formation of new boundaries due to the the interaction between twin
boundaries of dierent variants (Bian and Shin [55]). A second hypothesis relates
to the formation of dislocation cells in regions of very large deformation and high
temperature. While localization of deformation was observed at early strains in our
dynamic experiments (Figure 3.3 and Figure 3.4), no dislocation cells were observed
during TEM analysis. While the presence of small grains in the ECAE material would
preclude the formation of dislocation cells, a more detailed TEM study over larger
regions is necessary to verify this claim.
The reduction of the slope of the stress-plastic strain curves beyond 25% plastic
strain (Figure 2.5b) is related to the coalescence of deformation bands (Figure 3.3
and Figure 3.4) formed during dynamic compression along the ED. Figure 3.3 shows
that the formation of these coalesced bands correlates to the onset of softening in
the stress-plastic strain curve. Classical studies (Meyers [14]) have shown that strain
softening can be related to nearly adiabatic temperature rise reaching homologous
temperatures of 0.4 up to 0.8 (for eg. Zhou et al. [56]) in localized regions during
dynamic loading. Our measurements of the band thickness may provide clues about
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the extent of local temperature rise within these bands, but understanding high tem-
perature constitutive response is necessary for this analysis. Figure 2.5b also shows
that the apparent `failure strain' at the onset of softening is lower (∼17%) for the very
high rate experiments, which is consistent with a local thermal softening hypothesis.
Hardening is also dierent at dierent strain rates and the earlier onset of softening
may be related to the earlier saturation of hardening at higher strain rates.
3.4.2 Compression along the TD
According to the texture shown in Figure 2.1c, compression along the TD compresses
most of the grains at nearly perpendicular angles to the c-axis. The spread in texture
ensures that some basal slip is always activated. However we expect signicant ex-
tension twinning to also be active. This is consistent (for eg. E.W.Kelley [19], Ulacia
et al. [57]) with the typical `sigmoidal' prole of the stress-strain curve, where plas-
ticity is marked by an initial small slope followed by hardening and nally a lower
slope again.
The region of initial small slope is observed till strains of about 4-5% plastic
strain (Figure 2.5c), and this region is more prominent than the corresponding region
observed for ED oriented specimens (comparing Figure 2.5b and Figure 2.5c). The
evolution of the (0001) pole (Figure 3.2a) at 5% strain shows clear signs of pole split-
ting from an angle ∼45◦ to the extrusion direction closer to the transverse direction.
Analysis was performed using the average orientation of each grain and indicates that
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a larger fraction of grains have twinned for the TD loading orientation than for the ED
loading orientation. This is expected, given the texture of the material (Figure 2.1c)
relative to the loading orientation. Further analysis of the mis-orientation angle dis-
tribution (Figure 3.2b) conrms this claim. A strong increase in the number fraction
of the 88◦ peak is observed at 5% strain. The reorientation axis (inset) conrms that
this mis-orientation corresponds to a {101̄2} extension twin variant. This increase
in boundaries with mis-orientation angles ∼88◦ conrms profuse twin activity by 5%
strain. At the highest strain rates of the order 104 s−1, Figure 2.5c shows that the
initial small slope of the stress-plastic strain curve extends across a smaller range
of strains. This is perhaps due to an increase in the rate of twin evolution at the
higher rates, which has been observed in other hcp materials systems (Chichili et al.
[58], Brown et al. [59]).
While twinning is a dominant mechanism at lower strains for this loading orienta-
tion, dislocation slip is also active. Figure 3.7c and Figure 3.7d reveal the presence of
〈c〉 and 〈a〉 dislocation components in the specimens recovered at 5% strain. The grain
in which this observation was made was twinned, and TEM shows the dominance of
non-basal slip in these twinned grains.
Beyond 5% plastic strain under dynamic loading, an increase in the hardening
rate is observed (Figure 2.5c). This increase in hardening is associated with texture
evolution due to twinning (Figure 3.2a) and the corresponding activation of non-basal
slip (Figure 3.7c and Figure 3.7d) as observed in our study as well as in literature
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E.W.Kelley [19], Dixit et al. [22], Ulacia et al. [43]. Extension twinning reorients the
preferred grains by ∼88◦ (Figure 3.2a). The range of angles reported in literature
range from 86◦ − 90◦. Once the reorientation has occurred, a majority of the grains
are oriented such that compression is along the c-axis. This tends to activate the
hardest 〈c + a〉 pyramidal slip system as the softer slip systems have zero Schmid
factors (of course, the texture is enough to ensure that some basal slip will occur).
At 10% strain under dynamic loading, the texture data (Figure 3.2a) indicates
that the reorientation of the (0001) pole by extension twinning is nearly complete.
In addition, a spread in the basal pole texture is observed at 10% strain. The exact
reason for this spreading is unknown. However, note that the mis-orientation angle
peak corresponding to twinning (88±5◦) has dropped at 10% strain (Figure 3.2b).
Hence, the reduction in grain/twin boundary content corresponding to twin mis-
orientation angles (∼88o) is likely due to the near saturation of twinning at these
strains.
The increase in hardening between 5 and 10% plastic strain may be attributed
to the twin-twin and twin-dislocation interactions. While simultaneous quantica-
tion of twin volume fraction and dislocation evolution rates would be invaluable to
understand the eect of these interactions, our data cannot resolve this information.
In-situ diraction experiments in synchrotron radiation facilities have developed ex-
cellent high speed measurement capabilities that could begin to provide information
of this nature.
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At the meso-scale (>10µm), in-situ high speed imaging data (Figure 3.5) shows
the formation of localized deformation bands at early strains. These bands nucleate
and propagate rapidly and eventually coalesce. The initial nucleation and growth
are accompanied by the small slope of the true stress-true total strain curve (Kannan
et al. [23]). High magnication in-situ images (Figure 3.6) at these early strains reveal
that this localized deformation occurs along two directions. The angle between these
two directions was measured to be ∼79◦ which corresponds to the angle between
conjugate twinning planes (Kannan et al. [23]). Beyond 5% total strain (after frame
5 in Figure 3.5), more diuse less heterogeneous deformation follows coalescence at
the meso-scale, and is associated with more rapid strain hardening. The coalescence
of these bands by 5% strains is also the reason we could not observe the discrete bands
during post-mortem microscopy. EBSD data at 5% strain (Figure 3.2a) shows that
most of the material was already re-oriented by twinning. We hence propose that
the localized deformation bands are controlled by twin nucleation and growth within
specic grains in the micro-structure. Previous studies (eg. Dixit et al. [22], Nave and
Barnett [60]) have also related the re-orientation of grains by twinning to subsequent
non-basal dislocation slip and an associated increase in hardening. The kinetics of
these proposed twin-mediated bands would help understand the strain hardening rate
and subsequent failure of the material.
The onset of softening in the dynamic stress-plastic strain curves beyond 10%
plastic strain (Figure 2.5c) seems to be associated with the formation of a new meso-
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scale shear band (image 9 and 10 in Figure 3.5) followed by cracking and catastrophic
failure. At these strains, most grains are reoriented and hence compression now occurs
along the c-axis of a majority of the grains. This orientation is known to be strong
and `brittle' due to the activation of contraction twins and non-basal slip (Barnett
[20], Prasad and Ramesh [21], Zhao et al. [61]). However, our results do not show
signs of contraction twinning. Real-time imaging techniques at the small length scales
and fast time scales are required to conrm our hypotheses of orientation-dependent
failure mechanisms.
3.4.3 Compression along the longitudinal direction
Figure 2.5d shows that the stress-plastic strain response follows a power law type
behavior with no strain rate dependence in the dynamic regime. Quasi-static data
was not collected for this orientation.
The shape of the true stress-plastic strain response for LD compression indicates
that the predominant deformation occurred by dislocation slip (Prasad et al. [9]).
Based on the texture relative to the loading orientation, basal slip is expected to be
the primary mode of deformation. The slopes of the true stress-plastic strain curve
at dierent strain rates also indicates weak interactions between active slip systems,
consistent with our hypothesis that basal and prismatic slip may be the most active
slip mechanism along this loading orientation. These slopes are very similar to that
observed for the ED oriented samples at 103 s−1 strain rates. Previous studies by
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Koike et al. [34] indicate that at these small grain sizes, some non-basal slip is also
expected.
3.4.4 Strain rate sensitivity of ow stress and hard-
ening
The texture evolution at quasi-static rates for ED compression looks very similar to
what we observe at the high strain rates (Figure 3.1a). Figure 3.8 compares the
quantitative mis-orientation angle distributions from EBSD data collected in this
study at high rates and by Krywopusk et al. [36] at quasi-static rates. Figure 3.8a
and Figure 3.8b present this comparison for ED oriented samples at 5% and 10%
recovered strains respectively. Similar datasets are presented for TD oriented samples
in Figure 3.8c and Figure 3.8d.
Figure 3.9 compares the grain size distribution between the as-received material
(green line plot) and after a compressive strain of ∼5% both at quasi-static (blue)
(data from Krywopusk et al. [36]) and high strain rates (red) along the ED (Fig-
ure 3.9a) and the TD (Figure 3.9b). While Krywopusk et al. [36] report signicant
grain growth at quasi-static rates, we do not see any signs of grain growth at the high
strain rates.
For ED compression, from Figure 3.8a, at 5% strain it is evident that the 88◦ peak
corresponding to twinning is stronger at the higher strain rates (O(103 s−1)). Instead,
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at quasi-static rates, grain growth is observed as a dominant feature of evolving micro-
structure (Figure 3.9a), while no signs of grain growth occur at the high strain rates.
The dierence in the 88◦ misorientation angle peak increases at 10% strain. Assuming
that the same mechanisms active at the high strain rates (O(103 s−1)) are also active
at the `very high' rates (O(104 s−1)), we expect the twin peak to further increase at
these rates as well. The corresponding increase in ow stress with rate (Figure 2.6a)
is perhaps due to this increase in the evolution rate of twins at higher strain rates. In
hcp materials, dislocation velocities are likely dependent on the nature of dislocations.
For example, basal slip is known to be relatively rate insensitive while prismatic slip
and non-basal 〈c + a〉 are rate sensitive (Prasad et al. [9]). The rate sensitivity of
twinning will be discussed in subsection 3.4.5. The eect of strain rate on latent








(a) ED compression (5% strain)








(b) TD compression (5% strain)
Figure 3.9: Grain size distributions at 5% strain for the quasi-static and the high strain
rates. Notice signicant increase in grain sizes at quasi-static rates but not at the high strain
rates.
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hardening is also unknown and maybe important to capture in models.
The TD oriented samples on the other hand show a stronger eect of strain rate
on ow stress and hardening in comparison to the ED. Figure 2.7b shows that, at
4% plastic strain, the work hardening rate in TD compression increases with strain
rate from 103 s−1. This strain is around where twinning is nearly saturated in the
material (Figure 3.2a). Hence, subsequent (and rate-dependent) non-basal slip will
contribute to this rate dependence in hardening (Prasad et al. [9], Zhao et al. [61]).
Note that the onset of non-basal dislocations inside twins depends on the dynamics of
twin evolution, and measurements show that twin dynamics are dierent at the high
strain rates in comparison to that at quasi-static rates (Kannan et al. [23], Ulacia
et al. [28], Chichili et al. [58]).
At higher plastic strains (8%) for TD compression, the work hardening as a func-
tion of strain rate is non-monotonic. First, an increase in work hardening is observed
between the quasi-static and high strain rate regimes and this increase is stronger
than that observed at lower plastic strains (4%). Post-mortem EBSD data from Kry-
wopusk et al. [36] at quasi-static strain rates indicate that very little twinning at the
meso-scale (µm length scale) was observed in comparison to our data at the dynamic
strain rates (Figure 3.8c and Figure 3.8d). Krywopusk et al. [36] observed signicant
grain growth at the quasi-static strain rates as opposed to our observations of pre-
dominant twinning at the high strain rates (Figure 3.9b). However, grain growth is
not known to accommodate plastic strain. The grain growth mechanism is a kinet-
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ically slower process and consequently allows for activation of slip and twin systems
at lower stresses once the grain size increases (the Hall-Petch eect). These ensu-
ing plastic deformation mechanisms after grain growth, accommodate plastic strain.
Krywopusk et al. [36] also observed signicant reorientation of the basal pole at 5%
strain (over a wider range of angles), indicating that the grain growth mechanism was
accompanied by a spread in the texture. Hence, the subsequent plastic deformation
mechanisms activated would be dierent than what we observe at the high strain
rates. Clearly, extension twinning was not dominant even at 10% strain, at the lower
strain rates (Figure 3.8d). This transition in the dominant mechanism from grain
growth to twinning appears to be the reason behind the increase in work hardening
rates with strain rate at larger plastic strains (8%) in Figure 2.7b.
Within the high strain rate regimes at 8% plastic strain, the work hardening
rates for TD oriented samples decrease with increasing strain rate (Figure 2.7b).
The true stress-plastic strain data (Figure 2.5c), indicates that this falls around the
strains where a reduction in slope occurs. This is typically associated with a softening
mechanism. The source of softening was discussed in subsection 3.4.2. Much after
twinning has saturated, shear bands form in the reoriented specimen causing cracking
and catastrophic failure. At very high strain rates, the reorientation of twinned grains
appears to occur more rapidly (i.e. the twinning rate increases) resulting in the early
onset of hardening due to non-basal slip at the higher rates of loading. Our hypothesis
for the softening mechanism along this orientation explains the correlation between
76
CHAPTER 3. DEFORMATION & FAILURE MECHANISMS: RATE EFFECTS
the increase in work hardening rates and the reduction in the `failure strains' at the
onset of softening with increasing strain rate (Figure 2.5).
3.4.5 The eect of strain rate on deformation twin-
ning
Several studies suggest that twinning is insensitive to strain rate (e.g. Prasad and
Ramesh [21], Yu et al. [33], Meyers et al. [62]) in the sense that twin nucleation
appears to depend on a critical stress rather than a critical strain rate. The common
argument made in support of this hypothesis is that the initial yield stress during
twin dominated deformation is insensitive to rate. However, this view is somewhat
limited, because twin dynamics is involved in the eects of twin evolution (i.e., twin
evolution involves both twin nucleation and twin growth, and the latter may have
associated dynamics). Consider again the additive decomposition of a scalar shear
strain rate γ,
γ̇ = γ̇e + γ̇vp (3.4.1)
where γ̇e is the elastic shear strain rate and γ̇vp is the visco-plastic shear strain rate.
If both twins and dislocations are active,
γ̇vp = γ̇d + γ̇t (3.4.2)
where γ̇d and γ̇t are the visco-plastic shear strain rates due to dislocations and twins
respectively.
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For a constant rate of visco-plastic shear strain, the sum of the rate contributions
from dislocations and twins is then constant. However, both dislocations and twins
have limiting rates of evolution. Our measurements (Kannan et al. [23]) presented
later in this thesis (chapter 4) have shown peak twin tip velocities in single crystal
magnesium under dynamic loading (order of 103 s−1) to be limited to ∼1.5 km/s,
while twin thickening velocities were limited to ∼20 m/s. Thus, at suciently high
strain rates, a competition develops between dislocation and twin contributions to the
total visco-plastic rates, and manifests as a rate eect on macroscopic ow stresses.
A key to understanding this eect lies in the relative kinetics of twinning and dis-
location slip. Our results presented in chapter 2 and the current chapter indicate
that at high strain rates, the evolution of twinning in the micro-structure may have
important implications on the eects of strain rate on ow stress, strain hardening
and failure (discussed in subsection 3.4.2 and subsection 3.4.4) in this magnesium
alloy and perhaps in other hcp metals.
Current methods of incorporating strain rate eects into computational models
use energy-based formulations (e.g., Chang and Kochmann [48]), where the stored
energy includes eects of self-hardening and cross-hardening (or latent hardening) for
every slip and twin system. Strain rate hardening was incorporated using `dissipation
potentials' (Ortiz and Stainier [63]). The dissipation potentials used for twins vary,
with some studies setting them to zero (Chang and Kochmann [48]) (implying no rate
dependence) and some others using an empirical power law (Zhang and Joshi [2]). In
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reality however, the rate dependence of twinning required to accurately identify these
parameters is unknown.
Experimental evidence in the past has reported an increase in twin activity at
higher strain rates in magnesium (e.g., Ulacia et al. [43], Dudamell et al. [64]) and
also in other hcp metals like beryllium (Brown et al. [59]) and titanium (Chichili et al.
[58]). Note that none of these studies, except the one by Chichili et al. [58], reached
strain rates of the order 104 s−1. However, contrary evidence does exist in literature
as well. Dudamell et al. [65] noted a decrease in twin activity at higher strain rates in
a magnesium-manganese-neodymium alloy containing 1wt% of neodymium (MN11).
Hence, the choice of alloying elements may also aect rate sensitivity of twin evolution.
We present the argument that the `rate dependence of twinning' should imply not
just the nucleation stresses but also the plastic ow and hardening characteristics
due to twin evolution and the competition between dislocation and twin dominant
deformation. In this context, twinning is likely to be rate dependent. The transition
in mechanisms reported in this chapter between signicant grain growth with little
twinning (at the meso-scale) at the low strain rates to signicant twin nucleation and
growth at the high rates (subsection 3.4.4) presents some evidence in support of this
argument. It is hence necessary to discuss nucleation, growth and interaction of twins
as distinct phenomena with independent strain rate dependencies.
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3.4.6 The eect of grain size on twinning: Strain rate
dependence
Literature has also cited cases where twinning has been suppressed at small grain
sizes (for e.g., Yang and Ghosh [66], Barnett et al. [67], Barnett [68]). The most
common interpretation for this grain size eect comes from the Hall-Petch relation
(Meyers et al. [62]). The slope of the Hall-Petch curve for twinning has empirically
been found to be higher than that of slip in fcc, bcc and hcp metals. An interesting
short paper by [68] oers a rationale for these observations based on scaling. The
fundamental assumptions made are (1) twins nucleate at grain boundaries; (2) grain
size limits the maximum size of the twin and (3) the twin density is dictated by the
local stresses at the grain boundary. The argument presented indicated that for a
constant number density of twins per unit grain boundary area, the number of twins
per unit volume scales as d−1 where d is the grain size. However, the number of twins
per grain scales as d2. We present the argument that these physical explanations for
the Hall-Petch eect however, need to have rate eects (or timescales related to twin
nucleation and growth) incorporated in them.
The following chapter in this thesis (chapter 4) will show that twin nucleation
rates in magnesium may be rate dependent with additional twin nucleation preferred
over growth at high strain rates. Another assumption in Barnett [68] states that the
twin density is dictated by local stresses at the grain boundary. Many results point
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to this being true for eg., Aghababaei and Joshi [69]. Notice that the deformation
elds during the dynamic experiments are heterogeneous (Figure 3.6) implying that
local stresses within these heterogeneities maybe very high. If twin nucleation were
stress-driven as has been suggested by studies in the past, this would imply a local
increase in the number density of twins around heterogeneities. The stress elds at
quasi-static rates may also be heterogeneous, but results in literature suggest that
this would contribute to grain growth.
While twinning may be suppressed at smaller grain sizes at quasi-static strain
rates, increasing the strain rate of loading may increase the propensity of the mate-
rial to twin. Modifying existing kinetic models for twin nucleation and growth have
implications on the ow stress, strain hardening and failure mechanisms in polycrys-
talline magnesium as has been shown in chapter 2 and the current chapter. Our
results open up the need for a more systematic study of twin dynamics not only as
a function of grain size but also strain rate. One can imagine building a phase map
that represents twin activation stresses (nucleation stresses of the rst twin(s)), twin
nucleation rates and growth rates as functions of grain size, strain rate along with
other variables such as temperature and alloy composition. The recent advancement
in in-situ experimental science with high temporal and spatial resolutions available
at synchrotron sources (for eg. [3]) makes these studies more possible now than ever
before. A `phase map' so conceived would be very useful in building robust theoret-
ical models for twin evolution to incorporate into larger scale plasticity models and
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eventually contribute towards a mechanism-based materials design methodology for
magnesium.
3.5 Conclusions
In chapter 2, the strain rate dependence of plastic ow was studied for a textured
AZ31B magnesium alloy processed by Equal Channel Angular Extrusion under uni-
axial compression over a wide range of strain rates, including results from Krywopusk
et al. [36]. In this chapter, the mechanistic basis for these macroscopic measurements
were discussed using a combination of in-situ and post-mortem microscopy techniques.
Some of the key conclusions from this work are reiterated below.
1. Two principal orientations of the ECAE block were investigated. For the dy-
namic compression experiments, signicant basal dislocation slip along with
some extension twinning was observed for compression along one orientation
(∼45◦ to the dominant c-axis texture).
2. For compression along a transverse orientation (nearly perpendicular to the
dominant c-axis texture), signicant extension twinning was observed with 〈c+
a〉 and 〈c〉 dislocations active within the twinned grains. At the lower rates
however, Krywopusk et al. [36] observed little signs of meso-scale twinning.
Instead, signicant grain growth was observed with grain sizes increasing by an
order of magnitude along both loading orientations.
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3. This transition in mechanism between the low and high rates is associated with
an increase in macroscopic ow stress and work hardening rates between the
low and high strain rate regimes reported in chapter 2.
4. Heterogeneous deformations leading to localization of deformation was observed
at the high strain rates for both loading orientations. The localization eventually
leads to strain softening and failure. The strain at the onset of softening was
observed to decrease as strain rate increased.
At this point, we delve deeper into deformation twinning as a specic plastic
deformation mechanism in hcp metals with applications towards magnesium. The
rest of this thesis covers the mechanics and crystallography of twin evolution in single
crystal magnesium with greater focus on the former. We use pure magnesium single
crystals for this study to avoid complexities arising from other defects in the material
such as grain boundaries and precipitates.
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Chapter 4
The mechanics of dynamic twinning
in single crystal magnesium
Preface: The following chapter is largely based on an article published in the Journal
of the Mechanics and Physics of Solids (Kannan et al. [23]). The co-authors were
Kavan Hazeli and K. T. Ramesh. VK was the lead author in this study. KH performed
two dimensional post-mortem EBSD microscopy on recovered samples and helped
review the manuscript. KTR was the principal investigator and was involved in the
problem formulation, data interpretation and manuscript preparation.
The previous two chapters were focused on understanding the rate dependent plas-
tic deformation and failure in polycrystalline magnesium alloys from a mechanistic
basis. Both dislocation slip and deformation twinning were identied as dominant
This chapter is largely based on an article published by Kannan et al. [23] in the Journal of the
Mechanics and Physics of Solids.
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deformation mechanisms depending on loading orientation relative to material tex-
ture. In particular, deformation twinning was much more common at high strain
rates than at lower strain rates where grain growth (accompanied by a spread in
texture) was identied as being common, leading to subsequent plastic deformation
within these grains (Krywopusk et al. [36]). We concluded that twin activity is strain
rate sensitive and the kinetics of deformation twinning is expected to explicitly re-
late to work hardening and implicitly to failure. In the latter half of this thesis, we
will explore deformation twinning in greater detail. The presence of multiple grains
in polycrystalline aggregates, makes direct observations and modeling of these twins
dicult. We hence restrict our focus to specic types of deformation twins in pure
single crystal magnesium.
4.1 Introduction and background
Twins are commonly found in metals and some ceramics, and often appear as lentic-
ular bands containing a local reorientation of the crystal lattice. The atomic ar-
rangement inside the twin is a mirror-image of that outside, and hence the name.
Observations of twins in metals have shown twin sizes spanning the nanoscale to
meso-scale (up to 10's of microns). Understanding twinning, therefore involves un-
derstanding physical phenomena active over a range of length scales (from atomistic
to grain size) as well as a wide range of time scales. While commonly observed in
hcp metals, twins also are seen in fcc metals and in bcc metals at low temperatures
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and/or high rates of loading (e.g. Takeuchi [70], Johnson and Rohde [71]). An excel-
lent review of the crystallography of deformation twinning is provided by Christian
and Mahajan [11].
Twin evolution is controlled by two processes: nucleation and growth. A quanti-
tative description of nucleation requires a criterion for twin nucleation and an under-
standing of the nucleation rate. Dening a critical condition for nucleation requires
knowledge of the microscopic structure of the twin nucleus. In general, twin nuclei
are bounded by an ensemble of partial dislocations. The specic details of this ensem-
ble vary between fcc, bcc and hcp structures with hcp being the most complex. No
consensus has been achieved on the structure of a twin nucleus in hcp systems, but
molecular dynamics has been used extensively in the recent past to provide insight
into the structure of twin nuclei (for example, Serra et al. [72], Aghababaei and Joshi
[69]). At larger length scales, the formation of stable nuclei has been modeled by
energy minimization methods for an inclusion with a sharp interface in a continuum
(Yoo and Lee [15], Lebensohn and Tome [73]). Accurate descriptions of the interfa-
cial energy however still depend on knowledge of the interfacial structure at smaller
length scales. The rate of formation of these stable twin nuclei in a larger crystal has
not been studied carefully (an exception being Beyerlein and Tomé [74]).
With respect to growth, observations of needle-shaped lenticular twins (for ex-
ample, Barnett [20]) indicate that twin growth occurs by extension of a fast twin
tip followed by a coordinated slower migration of the boundaries. Measurements of
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twin boundary growth rates have been made for some limited loading conditions (e.g.
Wang and Huang [75], Prasad and Ramesh [21]). However, twin tip velocity mea-
surements are challenging. Takeuchi [70] used strain gages placed at two locations on
an iron single crystal specimen measuring tip velocities of ∼ 2500 m/s. Soon after,
Brunton and Wilson [76] used a high speed camera to look at propagating twin tips
in zinc and tin single crystals reporting velocities of 600 m/s. Using another novel,
albeit indirect technique, Williams and Reid [77] measured tip speeds similar to that
of Takeuchi [70] in single and polycrystalline silicon-iron at liquid nitrogen tempera-
tures. While these were very impressive measurements for the time, the twins were
developed under knife-edge loading conditions and hence it was dicult to determine
the stress state. Surprisingly, Takeuchi's estimates are better known than Brunton
and Wilsons' measurements. Dixit et al. [78] used post-mortem microscopy on single
crystal magnesium plates subjected to plate impact loading to estimate twin tip ve-
locities of greater than 1 km/s. However, such post-mortem analyses provide limited
information on the spatio-temporal evolution of the twin growth process. Here we
report the rst direct in-situ measurements of twin tip velocities in single crystal mag-
nesium under controlled dynamic loading. Measurements of macroscopic stress, strain
rate and twin dynamics (using in-situ images) are made simultaneously. It is impor-
tant to recognize that substantial dislocation slip also occurs in these experiments
(Dixit et al. [22]). While we focus on the twinning mechanism in this chapter, the
contribution of dislocation slip to plastic strain is also approximated. Measurements
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of the crystallographic nature of twins in some of these experiments are discussed in
chapter 6.
4.2 Experimental methods
4.2.1 Conventional compression Kolsky bar
We use Kolsky bars to compress magnesium single crystals along one specic crystal-
lographic axis in order to activate twins. The general compression kolsky bar setup
is similar to the one used for conventional kolsky bar experiments in chapter 2 and
chapter 3.
A schematic of the specic setup for in-situ imaging during dynamic loading is
shown in Figure 4.1. To achieve stress equilibrium of the deforming specimen it
typically takes the time equivalent to about 3 reverberations (Davies and Hunter [79])
of the elastic longitudinal wave inside the specimen. Given the size of our specimen
and the wave speed, this time corresponds to ∼ 2 µs. This is consistent with our
experimental verication of force balance, however an exact numerical comparison
is dicult because the transmitted signals are much weaker than the incident and
reected signals. Hence the dierence between the incident and reected signals have
greater signal to noise ratio than the transmitted. We can verify that the transmitted
force signal overlaps with the mean of incident bar force signal (when matched in
time). A description of the analysis of kolsky bar data is provided in Appendix A. A
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more detailed and general description of the kolsky bar may be found in the book by
Chen and Song [38].
The bars used in our setup were made of 1/2” diameter maraging steel. The
incident bar was instrumented with conventional foil strain gages, but because the
transmitted strain is very small in our experiments, semiconductor strain gages were
used on the transmitted bar. All signals were captured simultaneously using a high
speed digital oscilloscope (LeCroy HDO4034).The incident and reected signals from
the recorded data were corrected for wave dispersion eects (Gorham [39]) due to
propagation of waves down the bar. Transmitted signals were not corrected because
they had little high frequency content, so that dispersion of the propagating wave is
minimal for the transmitted signal.
We used this apparatus to explore the nucleation and growth of twins in single
crystal magnesium under dynamic loading. Since our focus is on the dynamics of twin
evolution, the temporal histories of stress and strain are interpreted in conjunction
with the imaging data. Note that the strains we measured were the total strains,
which also include substantial plastic strains due to dislocation slip.
4.2.2 High speed imaging
Imaging was performed using a Specialised Imaging Kirana high speed camera ca-
pable of capturing 768 × 924 pixels (10-bit resolution) of data at 5 million frames
per second (200 ns temporal resolution). The pixel size on the charge coupled device
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(ccd) sensor is 30 µm/pixel, and an optical arrangement was used to achieve a good
magnication while capturing the entire specimen in the eld of view. A schematic
of the optical setup is shown in Figure 4.1. A 105 mm Nikon lens was coupled to two
teleconverter lenses to increase magnication. Further improvement was achieved by
attaching bellows between the lens system and the sensor, thus eectively increasing
the magnication. The spatial resolution of measurements achieved in these experi-
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Extension bellow
Lens extender tubes
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Figure 4.1: Schematic of the experimental setup. The bars are 12” diameter made of
maraging steel. The imaging setup is shown too with a 105 mm and 2 telecentric lenses
(doublers) separated from the camera by hollow bellows. Lighting is provided by a 400 W
pulsed laser diode.
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Imaging using the very high shutter speeds of the camera requires very strong light
sources. The same light source and settings used in chapter 3 were used here. The
electronic shutter in this specic camera allows for the shutter speeds to be almost the
same as the inter-frame time (∼ 200 ns) with the time for turning on the electronic
shutter lasting <10 ns. Based on the spatial resolution of measurement, no eect of
motion blur was observed due to the nite but very short exposure time of the pulsed
laser (∼100 ns). The laser diode oers a diuse light source and hence an aspheric
lens was introduced to focus the beam onto the specimen. An eective beam diameter
of ∼ 5 mm was achieved. The beam was focused normally onto the specimen surface
using a 50/50 beam splitter, thus providing nearly uniform lighting across the entire
specimen.
4.2.3 Image processing
Quantitative image processing was used to extract twin characteristics from the im-
ages with all the processing routines written in Matlab. First, every image was
adjusted to increase the dynamic range of intensities available. To smooth out ran-
dom white noise, a Matlab in-built median lter was then applied. Every pixel was
replaced with the median of the intensity of a 3 × 3 matrix of pixels in its neigh-
bourhood. This would coarsen the resolution of the twin area fractions measured
from these images (described later in the chapter). In order to resolve features along
specic directions in the image, directional gradients were calculated along two iden-
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tied directions of interest. Hence, for each raw image, two images were generated to
identify twins along two specic directions. To identify whether a pixel was within
a twin or not, adaptive thresholding techniques were used on each gradient image.
Based on thresholds chosen, each gradient image was converted to a binary image.
A nal post processing step was performed on the processed binary image to remove
noise based on size, eccentricity and orientations of features in the image. Since no
detwinning was observed in the images and, to ensure that no information from the
previous image was lost, every image was cross-veried with the image in the previous
time step. The processing parameters for every dataset were chosen independently to
ensure mimimal loss of information due to specic variations in imaging conditions
between specimens.
Another issue specic to the camera used is called `ghosting'. One eect of ghost-
ing is the superimposition of a previous image on a current image (this occurs at
every 10th frame). In our specic experiments, the twins from the previous image
remain hidden (the same twins have grown in the current image) while the absolute
intensity of the ghosted image goes up. First, we were able to minimize ghosting is-
sues optically by reducing the aperture of the lens system. We came to the empirical
conclusion that part of the ghosting was from saturating the sensor and part from
hardware issues associated with transferring data from the sensor.
To reduce the eect of ghosting on the processed data, the parameters used for
thresholding images used statistics from the current image being processed instead of
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using a single parameter for all images in a dataset. The threshold value for a dataset
was chosen as
T = Ī + cσI
where I(x, y) is the gray scale intensity distribution of pixels in an image, Ī and σI are
the mean and standard deviation of this intensity distribtuion and c is an empirical
factor that depends on the specimen surface quality and lighting for each dataset. c
was optimized and xed for all images in a single dataset. Hence, the parameters for
the ghosted image account for the shift in mean intensity of that particular image
resulting in a more continuous area fraction evolution. Not accounting for ghosting
would result in spikes in the area fraction history at every 10th frame.
4.2.4 Uncertainties arising from the imaging
Twin tip and boundary velocities were calculated by manually picking the twin tip
or boundary position at each time step and then analyzing this data. A twin tip is
blurred over several pixels due to the limitations in magnication achieved by the
imaging setup. The number of pixels containing a twin tip was measured to be about
10 pixels, which is eectively the uncertainty in measurement of twin tip position. The
resulting uncertainty in twin tip velocity was found to be ±50 m/s. Twin boundary
velocities were even harder to quantify because of the slow speeds. Note that the
twin grows as a lenticular structure and hence the boundary velocities are dierent
along a single twin (especially for the larger ones). In this study we pick a point on
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the twin boundary to make this estimate. The uncertainty was quantied in a similar
fashion as for the twin tips. A data point was collected every three images. Thus the
uncertainty in the twin boundary velocity is ±8 m/s which is a signicant fraction of
the velocity measured.
The image processing scheme explained in subsection 4.2.3 was used to extract
twin area fractions from images. Uncertainty in this case was calculated from the noise
measured by the image processing code before the rst twins appeared on the images
for each dataset. As the twins evolve on the specimen surface, this background noise
(in the form of features formed on the image due to surface preparation) becomes
smaller with respect to the useful signal. Hence the maximum uncertainty is that
which is measured before occurrence of the rst twins and is a conservative estimate.
This was used as the uncertainty in measurement of twin area fractions.
4.3 Material Investigated
The material investigated was 99.999% pure magnesium single crystals from Metals
Crystals and Oxides Ltd., UK. Single crystal magnesium is a very soft metal and
extremely delicate to handle. Special care was taken to avoid inducing twins during
specimen preparation procedures. To ensure twinning was activated as the main
mechanism of deformation (at least during early times), compression was performed
along one of the 〈112̄0〉 crystallographic directions and imaging was performed on
the {101̄0} plane (Figure 4.2). Specimen dimensions were 3.4 × 3.7 × 4.3 mm with
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compression along the 3.4 mm direction and imaging on the surface with cross-section
3.7 × 4.3 mm. The variability in specimen dimensions was ∼ 500 µm as the focus
was on ensuring minimum damage to the specimen and not on maintaining exactly
the same specimen dimensions. A schematic of the specimen and corresponding
crystallographic orientations is presented in Figure 4.2.
Figure 4.2: Specimen schematic with crystallographic orientations. The blue arrows rep-
resent the direction of compression. Imaging was performed on the [101̄0] crystallographic
plane. The normal to this plane is denoted as the Y-direction.
Cuboidal specimens were cut using wire EDM (Electro Discharge Machining).
Machining was done inside dielectric water to insulate the wire from the workpiece
and also for cooling. This ensures a very small heat aected zone and minimum
damage during cutting. The specimens were later etched using a 10% solution of
nitric acid (HNO3) in water to remove the damage region caused by the machining.
Optical microscopy was used to ensure minimum damage on the surface of as-etched
95
CHAPTER 4. MECHANICS OF DYNAMIC TWINNING IN MAGNESIUM
samples. Next mild mechanical polishing of the specimen ends was performed to
ensure parallelism. Imaging faces were polished down to a 50nm surface nish using
a colloidal silica suspension to get an optimum surface for imaging.
4.4 Macroscopic response
A total of twelve experiments were performed at strain rates of the order of 103 s−1.
The sample naming convention was chosen based on samples prepared and not suc-
cessful experiments performed, resulting in experiment labels indicating numbers up
to 016. The list of experiments performed as a part of this dataset are listed in Ta-
ble A.2. Some samples were recovered for post-mortem analysis, the results of which
will be discussed in chapter 6. Our sample naming schemes are determined within
our experimental database system, and are intended to assist with large-scale data
sharing.
Considerable variability was observed in the stress-time response with stresses at
∼ 1% total strain varying between 20 and 40 MPa (for strain rates varying from 1000
to 3500 s−1). These variabilities are inherent to the deformation of these single crystals
because of the stochasticity in nucleation and growth rate of twins at early times. The
stochasticity in nucleation mentioned in this context refers to the uncertainty in the
spatial distribution of nucleation sites and hence in number density of nucleated twins.
The stochasticity in growth refers to the uncertainty in twin growth rates due to local
microstructure around the propagating twin. The eect of rate on the macroscopic
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response could also be a potential cause but this has not been studied in detail yet.
(a) Imposed macroscopic strain rate (b) Stress-time response
Figure 4.3: Macroscopic imposed initial conditions and material response for single crystal
magnesium loaded dynamically along the a-axis
We will discuss three representative tests that were performed at nearly the same
strain rate (Figure 4.3a). The average true strain rates in the specimen reached a
steady value of ∼ 2000 s−1 after a rise time of ∼ 15 µs. Note that for each test, 180
images are collected over 36 µs from around the start of loading.
Figure 4.3b shows the measured stress-time response from the three experiments.
The low frequency oscillations are due to the dispersion of propagating waves in the
bars. Generally, a signature in all these curves is a change in slope at ∼ 10 − 12 µs.
Test SCMg014 shows a slightly dierent stress history at early times for reasons
discussed later. The specimens were unloaded after about 56µs, but we will focus on
the phenomena observed during the loading phase.
Figure 4.4 shows representative true stress-true strain curves (including those
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corresponding to the experiments presented in detail in this chapter). Notice the
sigmoidal prole that has classically been associated with the occurrence of extension
twinning (Barnett [12]). For the experiments discussed in this paper, tests were
stopped before the last hardening region beyond 10% was reached. Another detail to
note here is the elastic portion. The elastic portion is typically more compliant than
the elastic response of the material due to wave propagation eects during the initial
stages of deformation.












Figure 4.4: Representative dynamic true stress-true strain curves from experiments con-
ducted during this study.
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To the authors' knowledge, till date, no experimental study has been performed
on the strain rate sensitivity of single crystal magnesium extending into the strain
rate regime of 103 s−1. The variability in the data presented in Figure 4.4, could
be attributed to two eects. One eect is the variability in the dynamics of twin
nucleation and growth. Since the initial number of twins activated and the spatial
evolution of twins have some variability, the macro scale response could be aected
by this stochasticity. Another source of the stochasticity could be attributed to the
distribution of atomic level faults induced during crystal growth. A second hypothesis
that needs more probing is rate eects. Notice that the stress-strain curves that have
a higher ow stress correspond to experiments performed at a slightly higher strain
rate. While strain rates are within an order of magnitude, the rate sensitivity of twin
evolution at this length scale is unknown and cannot be ignored. While beyond the
scope of work covered in this thesis, this problem merits deeper studies.
4.5 In situ observations of twinning
Figure 4.5 shows a sequence of selected images from one experiment (Test ID: SCMg015;
macroscopic applied true strain rate ∼ 2000 s−1). The compressive loading was per-
formed along the horizontal direction in the images which is along the shortest di-
mension of the specimen. The scale bar in the rst image corresponds to 1 mm.
Black arrows in the rst frame indicate thin scratches on the surface of the specimen
induced during specimen preparation. These are not twins. Nucleation of the rst
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twins occurs at ∼ 11.4µs in this experiment as shown by the red arrow in the second
frame. Many of the rst twins nucleate near the edges of the specimen. This is due
to stress concentrations at the edges of the specimen. After nucleation of these rst
twins, additional twins (marked by green arrows) nucleate from within the matrix in
the vicinity of existing twins. The twins are long and narrow, with rapidly extending
tips and little broadening. After nucleation of rst twins, the twin tips grow rapidly
across the surface. As deformation progresses and the rst twins stop growing, nucle-
ation of additional twins (we refer to these as Gen2 twins) is observed (light orange
and blue arrows in the frame at time ∼ 17.4 µs) from existing twin boundaries. Neg-
ligible twin broadening in comparison to twin extension is observed in most twins
contrary to quasi-static observations (Barnett [20], Prasad and Ramesh [21]). By
∼ 27 µs, twins have nucleated throughout the matrix.
A brief overview of the crystallography is useful at this juncture. Figure 4.6a is
a schematic of the hcp crystal structure with relevant directions and planes marked.
With respect to the gure, the specimen was compressed along the a3 direction and
imaging performed along the Y-direction. Note that crystallographic directions are
specied with respect to the four index notation and planes denoted according to the
Miller index notation. A twin variant is described by its plane (Kn) and the direction
of shear (ηn) where n refers to a specic variant. The two active twin variants observed
during the experiment (Figure 4.6b) in this case are (K1, η1) variant shown in the
(the red plane) and a similar (K2 = (011̄2), η2 = [011̄1]) variant (the green plane)
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(chapter 6). We refer to these as the `Var1' and `Var2' variants. What we observe
are projections of the twin variants on the imaging plane (crystallographic prismatic
plane). Other variants were also found in the complementary study presented in
chapter 6 which were not captured during the high speed imaging.
Geometrically, the unique common line that forms the intersection of two planes
is perpendicular to the normals to both planes. The line along which twins form
on the imaging surface is the intersection between the twin plane and the imaging
prismatic plane. Employing the crystallography of each twin variant, the dot product
of the projected line with the crystallographic a-axis yields an angle of 39o. Hence,
the angle between the two twin variants as observed on an image is expected to be
78o. The experimentally measured angles shown in Figure 4.6b are very close (within
±1o).
In what follows, twins on each of the conjugate twin plane are named `Var1'
(variant1) and `Var2' (variant2) respectively. For each conjugate, twins that appear
to nucleate from the matrix are called `Gen1' and twins that nucleate from existing
twin boundaries are called `Gen2'.
Note that twins observed in this study are extension twin variants which means
that the c-axis is under extension. Post-mortem microscopy studies have revealed
multiple twin variants present under similar loading conditions. There have been
observations and predictions of other variants that both extend and contract the c-
axis. Christian and Mahajan [11] report some studies of these variants. More recently
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(a) Schematic of the hcp crystal
SCMg014 SCMg015 SCMg016
(b) Var1-Var2 twin angles from images
Figure 4.6: Crystallography of conjugate twins and angle between them as observed on
the imaging plane. Note that the measured angles agree very well with expected values of
78o. Scale bar corresponds to 1 mm.
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atomistic calculations by Sun et al. [80] revealed the existence of numerous other
variants that limited experimental studies have observed and passed o as anomalous.
The dynamics of these other twin variants are indeed interesting problems to pursue
but the conditions for nucleation of these variants are unknown.
4.6 Relating macro-scale response and twin
dynamics
Figure 4.7 shows the macroscopic stress-time curve (Figure 4.7a) as measured from
one experiment (SCMg014), together with select images taken at specic times (Fig-
ure 4.7b). Each of the images in Figure 4.7b corresponds to the times indicated by
the red data points on the stress-time plot in Figure 4.7a. It is apparent that the
change in slope of the stress-time curve corresponds to nucleation of the rst twins
in the material (images 4 and 5). The change in stress rate with the nucleation of
rst twins is consistent with the observations of Bell and Cahn [54]. We observe that
the stress in the specimen remains essentially unchanged over the next 5 µs or so,
and the images (frames 5-8) show that during this time more twins nucleate and y
across the specimen. Noting that this is an experiment with an imposed macroscopic
strain rate, it appears that the continued nucleation of twins occurs at near constant
stress at this strain rate. At later times, after frame 8, the stress begins to climb
again. Frame 8 and later images suggest that this maybe related to the obstruction
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of the growth of the large number of Gen2 twins that are nucleated from Gen1 twin
boundaries beginning around frame 6. We return to this topic in section 4.8.
Figure 4.7: Macroscopic stress-time curve with corresponding images indicating a corre-
lation between nucleation of the rst twin and change in the stress-strain curve. Specimen
width along loading direction (horizontal axis of the image) is 3.4 mm
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4.7 Dynamics of twin evolution
Measurements of twin nucleation rate and growth rate can provide important insights
into the physics of the twinning mechanism. We begin with nucleation.
4.7.1 Twin nucleation





where A is the imaged area (here corresponding to one entire imaging surface) and
N(t) is the number of twins in every image. Figure 4.8 shows the total number
density of the rst twins as a function of the resolved shear stress on the twin plane
(the total number density is the sum of number densities of all variants of twins
observed). The resolved shear stresses were calculated by transforming the average
uniaxial stress tensors to the twin coordinate system (section B.2). For these three
experiments, the rst twins appear to nucleate within a resolved shear stress range of
5 − 7 MPa. A similar plot results with respect to the resolved normal stress. These
results thus provide some support to the idea that nucleation is governed by a critical
stress. We discuss related literature in subsection 4.8.2. Note that once a critical
stress is reached, the twin number density grows very rapidly with very little increase
in stress. Increased twin nucleation alone does not appear to cause hardening.
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Figure 4.8: Nucleation of rst twins as a function of resolved stress along the twin plane.
Note the similarity in the nucleation of rst twins.
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Nucleation rates are best estimated by examining the evolution of ρ with time.
Figure 4.9 shows the evolution of the total twin number density observed on the
imaging surface with time. The inset shows that the rst twins nucleate at times
between 8 − 12 µs (corresponding to the shear stress range of 5-7 MPa), with a low
initial nucleation rate followed by a regime of very rapid nucleation. We discuss the
nucleation rate history in section 4.8.
4.7.2 Twin tip velocities
Once the twins have nucleated, the most apparent aspect from the in-situ visualiza-
tion is the high velocity of propagation of the twin tips. At early times, the rst
twins are propagating with no other twins obstructing their paths. We measure the
velocities of the tips of these twins from the time-resolved images. These velocities
are lower bounds, as the orientation of twin propagation in three dimensions is cur-
rently unknown. The velocity histories are transient (as shown in Figure 4.12) and
typically show oscillations with an 800 ns timescale, perhaps because of release wave
interactions with specimen boundaries.
Figure 4.10 shows the peak tip velocities of initially nucleated twins from all three
experiments. A total of 8 such twins were examined. Peak velocities of the Var1 twins
are shown in blue and those of Var2 twins are shown in red. The peak tip velocities
of Var1 twins are centered around 1300 m/s with a standard deviation of ∼ 300 m/s
while the corresponding values for Var2 twins are 1000 m/s and 100 m/s. The error
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Figure 4.9: Nucleation of twins as a function of time. The inset is a zoomed in version
showing the times of nucleation of rst twins in each experiment. Twin nucleation is slow
initially and then increases rapidly (due to the nucleation of Gen2 twins). At some point
nucleation will saturate. This region is not captured by the data because twins become
imperceptible beyond a specic density and the images cannot be analyzed any more.
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Figure 4.10: Peak velocities of rst non-interacting twins across the three datasets
bars in Figure 4.10 indicate standard deviation. Note that all of these measured are
for the rst free-ying twins.
It is now possible to examine the peak twin tip velocities of the rst twins as
a function of the resolved shear stresses on the corresponding twin planes at the
time corresponding to the peak twin tip velocity (Figure 4.11). The dierent colored
symbols refer to results from specic experiments as shown in the legend. The error
bars in stress space correspond to variation due to small oscillations and limitations
in temporal resolution of the stress-time signal. The resolved shear stresses at the
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Figure 4.11: Peak velocities of rst non-interacting twins as a function of the resolved
shear stress on the twin plane.
time of peak velocity all fall in the range of 6 − 10 MPa, values slightly higher than
the twin nucleation stresses shown in Figure 4.8. Examining velocity data separately
for each variant, it is possible that the twin tip velocity increases with shear stress.
The data point with the highest tip velocity of ∼ 1700 m/s corresponds to the highest
tip stress.
At later times, the measured tip velocity histories give us an idea of the eects of
interactions on tip growth. Data for some twins from all three experiments growing
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(a) Velocity histories of multiple Gen1 twins from all three experiments
Figure 4.12: Twin tip velocity history
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(b) Velocity histories of multiple Gen2 twins from all three experiments
Figure 4.12: Twin tip velocity history
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(c) Frame corresponding to time
10.4µs marked by the black circle in
Figure 4.12a (Test ID: SCMg014)
(d) Frame corresponding to time
11.4 µs marked by the green circle
in Figure 4.12a (Test ID: SCMg014)
Figure 4.12: Twin tip velocity history
in the specimen are shown in Figure 4.12, with the entire velocity history of discrete
twins presented as a function of time since the start of loading. Some twins have a
high initial velocity which rapidly falls to lower velocities, while others start slow and
speed up. Figure 4.12a shows the velocity histories of Gen1 twins and Figure 4.12b
shows that of Gen2 twins. Figure 4.12c and Figure 4.12d are two frames correspond-
ing to the two data points marked in Figure 4.12a. The velocities (both peak and
mean velocities) of Gen1 twins appear to be higher than those for Gen2 twins (which
generally have small mean free paths).
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Figure 4.13: Twin tip interactions Velocity histories of two twins are shown along with
corresponding in-situ images from one experiment. (a) In-situ images showing the growth of
two twins marked by the two arrows (blue arrow is designated Twin A and the red Twin B)
across each other. The scale bar corresponds to 1mm (Test ID: SCMg016); (b) Tip velocity
histories of both Twin A and B. The shadowed region marks the times during which images
are shown in (a); (c) Tip velocities of twins A and B as a function of the distance between
tips. Negative distances mean that the twins have crossed each other.
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Figure 4.13 presents a particular example of twin-twin interactions (from test
SCMg016). Figure 4.13a shows a sequence of images during an experiment showing
two specic twins (marked by the blue arrow (Twin A) and the red arrow (Twin
B)). Figure 4.13b shows the velocity histories of these two twins, with the shadowed
region corresponding to the time interval over which the images in Figure 4.13a were
recorded. Figure 4.13c is a plot of the tip velocities as a function of the distance (along
the line of travel) between the two corresponding twin tips showing that the twins
speed up as they approach each other. Negative distances mean that the twins have
passed each other. Once the two twins have passed each other, they become very slow.
This has also been observed in a few other instances including in other experiments. It
appears, therefore, that the twin tips are interacting dynamically at these timescales,
with interaction distances of about 500 µm. The velocity histories (Figure 4.13b),
contain information about the length scales associated with the stresses at twin tips,
as well as the interaction dynamics, and would be good targets for computational
simulations.
4.7.3 Twin boundary velocity
Limitations in the spatial resolution of our imaging system make it dicult to provide
an in-depth description of twin boundary velocities (as was possible for twin tips in
gures Figure 4.12a and Figure 4.12b). The measured velocities are a lower bound
because twin boundary growth, like twin tip growth, is also a three-dimensional phe-
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Figure 4.14: Twin boundary velocity measured at a specic location along a twin. Notice
that the velocities start of at a higher value of ∼ 30m/s and then drop to ∼ 12m/s
nomenon. With these caveats, some regions along a twin were analyzed. An example
of the results for one such region are shown in Figure 4.14. We estimate that the twin
boundary velocities are less than 30 m/s, dropping to smaller velocities (∼ 12 m/s)
after a few microseconds. Previous studies have estimated twin boundary velocities
of ∼ 35 nm/s (e.g Prasad and Ramesh [21]) at quasi-static rates and ∼ 35 m/s from
plate impact experiments by Dixit and Ramesh (Dixit [81]) which are more compara-
ble to these measurements. An implication of these measurements will be discussed
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in Figure 4.14.
4.7.4 Growth of twin volume fraction
We now turn to examining the overall twin volume fraction evolution history. Since
we observe only surfaces, what we measure is really an area fraction. For each twin
variant, we dene the area fraction as the ratio of the twinned area to the total imaged
area.













Figure 4.15: Total twin area fraction measured on the imaging surface as a function of
time.
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Figure 4.15 presents the total area fractions of all twins as a function of time (since
start of loading). All of the experiments show a similar evolution despite stochastic-
ity in nucleation and growth rates across experiments. Once a signicant number of
twins has nucleated (Figure 4.9), the rate of growth of the twin area/volume fractions
increases dramatically and is similar for all experiments for a signicant time. Even-
tually the growth rate begins to decrease. Note that once the area fractions become
larger than 35%, the twins become too dense such that they are not distinguishable
any more. In other words, the spacing between twins become too small (compara-
ble to the imaging resolution) such that accurate identication of twins is no longer
possible hence making the twin tracking algorithm unreliable beyond this point.
For each twin variant, we may dene the plastic velocity gradient due to twinning
as,
Lt = γ̇tw(ktw ⊗ ntw) (4.7.2)
where the vectors ktw and ntw are the directions of the twinning shear and the twin
plane normal, known from crystallography while γ̇tw is the shear rate due to twinning
for each twin variant. This latter term may be expressed as,
γ̇tw = ḟtwγtw (4.7.3)
where ftw is the volume fraction of twins of a specic crystallographic variant and γtw
is the twinning shear dened as the shear strain associated with the lattice reorien-
tation.
The measurements we make are from 2-dimensional images of 3-dimensional twins.
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Figure 4.16: An idealized schematic of twin lamellae in the specimen. The bold arrows
indicate direction of compression. t is the thickness of the specimen along the compression
direction and h thickness along the imaging direction. φ is the angle of the twin lamellae to
the base of the specimen. Notice that the crystallographic orientation and spatial position
of the twin would aect its 3 dimensional geometry.
The twins are assumed to be plate-like structures, extending into the bulk of the
crystal (also see Remy [82] and Mitchell and Hirth [83]). However in a nite crystal,
the crystallographic orientation of the twin plane and the spatial distribution of twins
results in the actual twin volume fraction being lower than that calculated assuming
that all twins extend to back of the specimen (see Figure 4.16). The actual twin
volume fraction can be expressed as βfmeastw , where f
meas
tw is the measured area fraction
of twins observed in the images and β is an unknown correction factor which should
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be derived from stereology. If β = 1, our idealization of the twins extending through
the entire thickness of the sample is true and the twin volume fraction f is equal to
the measured twin area fraction fmeastw . If β = 0, this is equivalent to a surface twin.
An estimate of β will be provided in subsection 4.8.9 and for the moment we will set
β = 1. With this idealization, the twin volume fraction of a specic twin variant at



















where Nt is the number of twins of the specic variant under consideration, li and
wi are the length and thickness of the ith twin and Vh = A is the cross-sectional area
of the specimen. Because nucleation of new twins and growth of existing ones occur
simultaneously, at time t+ ∆t the volume fraction becomes




(l1 + ∆l1)(w1 + ∆w1) + (l2 + ∆l2)(w2 + ∆w2)
+ ...+ (lNt + ∆lNt)(wNt + ∆wNt) + lNt+1wNt+1 + ...lNt+∆twNt+∆t
]
(4.7.5)
Expanding this and ignoring higher order terms we obtain,




{l1w1 + l2w2 + l3w3 + ...+ lNtwNt + ...+ lNt+∆twNt+∆t}
+ {l1∆w1 + w1∆l1 + ...+ lNt∆wNt + wNt∆lNt}
]
(4.7.6)
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where the rst term represents the contribution from newly nucleated twins and
the rest represent the contributions from twin broadening and twin tip growth. We
assume that all newly nucleated twins have initial sizes that are small and xed,
with some small length lo and thickness wo. With reference to our experiments, it is
important to note that these two length scales lie below the resolution of our imaging























where ∆N = Nt+∆t − (Nt + 1) is the increase in number of twins in time ∆t, so that





(ljẇj(t) + wj l̇j(t)) (4.7.10)
where ρ is the number density of twins.
In our experiments, we observe that ẇ is generally small (∼ 15 m/s), while the
twin tip velocity l̇ is relatively large (∼ 1 km/s). In the next section, we discuss our
results in the context of the literature.
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4.8 Discussion
4.8.1 The phenomenology of twinning at high rates
of loading
Once the rst twins have nucleated, the tips move across the entire specimen at high
velocities of the order of 1 km/s (Figure 4.10). In quasi-static experiments it has been
shown that the end of twin tip propagation is followed by twin boundary growth to
accommodate deformation (Prasad and Ramesh [21]). This idea that rapid twin tip
propagation is followed by a slower twin boundary growth has been adopted by many
researchers in the modeling of crystalline material systems deforming by discrete
twin nucleation and growth (Johnson and Rohde [71], Kumar et al. [84], Kumar et al.
[85], Cheng and Ghosh [86]). Consequently a lot of experimental, analytical and
computational studies have focused on understanding the mechanisms contributing
towards twin boundary migration at various length scales, some notable studies being
Daphalapurkar et al. [87], Cheng and Ghosh [86], Wang and Huang [75], Yoo and Lee
[15]. At high rates of loading, however, we see that a second generation of twins (our
Gen2 twins) nucleate from existing twin boundaries (Figure 4.5) as opposed to the
traditional twin boundary growth mechanism. We hypothesize that the possible rates
of twin boundary migration are too small to sustain the prescribed rate of deformation
resulting in this transition to the faster mechanism of nucleation and tip propagation
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(Figure 4.5).
Summarizing our observations, the phenomenology of twinning can be described
as follows. Twin nucleation can be classied based on nucleation sites as: 1. nu-
cleation from specimen boundaries; 2. nucleation from a twin-free matrix; and 3.
nucleation from existing twin boundaries. The rst nucleated twins propagate across
the twin-free specimen at very high velocities of the order of 1 km/s. Nucleation has
been observed on two conjugate twin planes. At high rates of loading, nucleation of
Gen2 twins from existing twin boundaries is favorable over traditional twin boundary
growth.
4.8.2 Criteria for twin nucleation
Figure 4.8 suggests that twin nucleation is stress-controlled, perhaps with critical
shear stresses resolved on the twin plane of within 5 − 7 MPa for magnesium. We
note that Kelley [88] suggested that critical resolved shear stresses for twinning in
single crystal magnesium fall in the 2 − 3 MPa range based on constrained com-
pression tests. Twin nuclei may be formed within a pristine crystal (homogeneous
nucleation) or due to local stress concentrations caused by defect structures (hetero-
geneous nucleation). Large stresses and low surface energies are typically thought to
be necessary for homogeneous twin nucleation (Christian and Mahajan [11]). Bell
and Cahns' experiments in 1957 showed substantial pyramidal slip before twinning,
indicating that twin nucleation is preceded by a defect structure. This indicates that
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heterogeneous nucleation seems to be preferred for twin nucleation in single crystals of
magnesium. Computational studies (Cottrell and Bilby [89], Thompson and Millard
[90], Serra et al. [72]) have focused on trying to determine this defect structure. For
example, molecular dynamics simulations by Aghababaei and Joshi [69] suggest that
the twin nucleus in single crystal magnesium involves an ensemble of partial disloca-
tions dissociating on more than one crystallographic plane. At larger length scales,
the twin nucleus has been modeled as an inclusion with a well dened sharp interface
(Yoo and Lee [15], Lebensohn and Tome [73]). The stability requirement for a twin
embryo has classically been obtained by a minimization of the Gibbs free energy and
a stable embryo size has been suggested to be atleast 8 lattice planes for {101̄2} twins
from atomistic calculations (Wang et al. [91]). This indicates a non-trivial stress state
at the twin nucleus. Hence the common assumption of twin nucleation driven by a
critical shear stress alone may well be over-simplistic. However, our data do support
the notion that twin nucleation is stress-driven.
4.8.3 Twin nucleation rates
Immediately after the application of the mechanical load, the nucleation rate is ini-
tially slow (Figure 4.9). Once the initially nucleated twins stop growing as they reach
the specimen edges or intersect a twin boundary of the conjugate variant, the twin
boundaries of existing twins then become active nucleation sites for Gen2 twins, and
the nucleation rate rises rapidly as the stress increases. The curves in Figure 4.9
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do not show saturation, because the twins become indistinguishable at high num-
ber densities (approaches the limit of the spatial resolution of our imaging system).
However, the rst two regimes (slow then very rapid nucleation) are evident. Simi-
lar phenomenology has been reported in the phase transition literature (eg, Avrami
[92], Olson and Cohen [93]). Avrami [92] refers to the process of nucleation of a new
phase as being driven by a distribution of `germ nuclei'. This distribution is depen-
dent on temperature (in the context of temperature-driven phase transitions). An
analogous case can be made in our problem where the `germ nuclei' are really nucle-
ation sites which are stress-driven. With the increase in strain rate, the number of
these sites evolve with the increasing surface area of existing conjugate twins. Hence,
we may be able to adapt these ideas to model the dynamics of twin nucleation at the
macroscopic scale. A clearer comparison can be obtained from Olson and Cohen [93]
who were studying stress and strain induced nucleation of martensite and describe an
`auto catalytic nucleation' phase where a sudden triggering of additional nucleation
sites occurs. This may be analogous to our increase in twin nucleation rates with the
nucleation of Gen2 twins (the auto catalytic phenomenon marked by a rapid increase
in nucleation rate in Figure 4.9).
4.8.4 Twin tip growth rates
The peak twin tip velocities measured are of the order of 1 km/s, similar in order to
those estimated using post-mortem measurements from plate impact experiments by
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Dixit et al. [78]. It is useful, at this juncture, to briey discuss the sources of the error
bars in Figure 4.10. We hypothesize that one source is from 3-dimensional eects.
The growth of twins in the third dimension (through the thickness of the specimen)
would potentially aect the growth dynamics in the other two directions.
While our measured twin tip velocities of 1−2 km/s are high, they are substantially
smaller than the `sound velocities' sometimes assumed in the literature (Takeuchi [70],
Williams and Reid [77]). Rosakis and Tsai [17] suggested, using theory, that for semi-
innite twin lamellae terminating in cusps, subsonic steady twin growth could never
occur when a kinetic relation (describing a monotonic increase of velocity component
normal to local curvature of the twin tip with applied stress) was imposed. Our
results (gures Figure 4.12a and Figure 4.12b) do indicate however, that twin growth
is a transient process. Shape changes of the twin tips are hard to visualize with the
current resolution of our imaging setup.
Is there a limiting velocity for twin tips, analogous to the shear wave speed limit for
dislocations? Understanding limiting tip velocities ideally requires knowledge of the
twin tip structure. The high tip speeds that we observe make recovery experiments
(to examine twin tip structure using post-mortem microscopy) hard to perform. As
a rst approximation, we may assume a phenomenological kinetic relation for twin
growth dynamics. A theoretical continuum mechanical framework that allows for
prediction of twin growth dynamics is presented in chapter 5. An improvement in the
model would be to assume that the twin tip/ boundary is composed of an ensemble
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of dislocations which would rene the theory to incorporate micro mechanics of de-
formation at the twin boundaries themselves. Experiments designed to capture the
specic structure along the twin boundaries up to the tips would be very useful as
inputs to these types of models.
4.8.5 Twin boundary growth rates
In comparison to twin tip velocities, mean twin boundary growth rates are observed
to be very small (∼ 15 m/s). Final twin widths of initially nucleated Gen1 twins were
of the order of 50 µm. Moreover, our data shows the preference for the nucleation
of Gen2 twins over twin boundary growth at these high strain rates . Prasad and
Ramesh [21] measured the twin boundary velocity in-situ in polycrystalline magne-
sium under quasi-static tensile loading, measuring a peak velocity of ∼35 nm/s. More
recent work by Dixit [81], estimates a lower bound velocity of 35 m/s (nine orders
of magnitude higher) from post-mortem microscopy of specimens subjected to plate
impact (note that plate impact experiments are uniaxial strain experiments while
the current study is under uniaxial stress). The maximum measured twin bound-
ary velocities in the literature and from our imaging are signicantly smaller than
the tip velocities measured in the current study. It appears that the inability of the
twin boundary to move suciently rapidly to accomodate the prescribed macroscopic
strain rate leads to the nucleation of the Gen2 twins. The conditions for this tran-
sition may be estimated using our Equation 4.7.10 for rate of twin volume fraction
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evolution.





(ljẇj(t) + wj l̇j(t))
Once the twin tip has grown across the crystal, the tip velocities l̇j become 0, so that






For a given twin, the shear rate due to twinning upon continued deformation is,









Suppose for the moment we assume that all of the imposed shear rate γ̇ were to
be accommodated only by twinning (we relax this assumption in subsection 4.8.11)
then, if the system wants to deform only by growing the existing twins (ρ̇ = 0), the




For a single representative Gen1 twin in our specimen of size ∼ 3.5 × 4 × 4.5 mm,
the maximum length that has been observed is ∼ 4 mm. The area of cross-section
of the specimen is ∼ 15.75 mm2. The calculation of shear rate along the twinning
direction is done using estimates of the size of a representative twin and the rate of
volume fraction evolution of the twin. In short, we use the very denition of shear
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rate due to twinning from the time this representative twin nucleated to the time it
took for the twin to stop growing (note we use the Gen1 twins and hence these will
be larger than the average twin size). For a twin of length ∼ 4 mm and thickness
∼ 75 µm that has grown over a time of ∼ 4 µs (these numbers were extracted from
experimental data of what was considered a representative Gen1 twin at early times)




' 4800 s−1 (4.8.1)
The shear rate is hence, γ̇ = ḟγtw. The value of twinning shear for the specic twin
variant in this study has been studied theoretically (for e.g. Christian and Mahajan
[11]). Molodov et al. [94] measured the twinning shear of the same variant to be
0.126 (very close to the theoretical value of 0.129). Using Molodov's measured value,
the required value of ẇ is calculated to be about 19 m/s. Note that this is an ideal
case and in the real experiment there were multiple twins of Gen1 type at the time
of nucleation of the rst Gen2 twins. Hence we would expect a slightly higher twin
volume fraction rate than what is calculated here.
The boundary velocities measured from our experiments are initially high but then
fall to smaller velocities (∼ 15m/s) while the macroscopic strain rate is maintained
at the constant high rate (Figure 4.3a). It is possible, therefore, that the slow twin
boundary velocities are not able to accommodate the deformation fast enough at these
rates by twin boundary growth, resulting in a transition to nucleation of Gen2 twins.
The high tip speeds (Figure 4.10) suggest that tip growth rates (l̇) contribute the
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most to the twin growth terms in Equation 4.7.10 at least at early times. In contrast,
in low rate experiments the twin boundary velocities are sucient to accommodate
the rate of macroscopic deformation, resulting in broadening of existing twins (Prasad
and Ramesh [21]). Inherent to these nite growth times is the mechanisms active at
the twin boundary. It has been observed that twin boundaries migrate by the motion
of twinning dislocations on the twin boundary (Wang and Huang [75]). This is true
of hcp metals too (for eg. Tu and Zhang [95]). The structure of the twin boundary
in hcp metals has been reported in Tu and Zhang [95] and are found to be composed
of a sequence of atomic steps (called facets) along which the twinning dislocations
propagate. The time scales for twin boundary migration hence depend on the specic
dynamics of these twinning dislocations. This has been studied computationally for
fcc metals (Daphalapurkar et al. [87]), but not for hcp. A deeper understanding of
how these twinning dislocations propagate could provide insight into controlling twin
boundary motion for materials design. A specic example study by Nie et al. [96],
shows some evidence of solutes pinning twin boundaries as a strengthening mechanism
in a Mg-Gd alloy.
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4.8.6 The eect of crystallography on twin growth
rates
It is useful to compare our measures of twin tip and boundary velocities with other
hcp metals in literature. The major use lies in understanding the eect of the c/a
ratios of the hcp lattice on twin growth. One one hand, the specic twin variants
nucleated depend on this ratio (Yoo and Lee [15]) and this allows us to understand how
fast dierent twin variants grow. On the other hand, the driving forces on the twin
boundary (and hence the propagation velocities) may be aected by the mobilities
of dislocations nucleated in the matrix and the twinned regions. The specic type of
dislocations active in the matrix (and their mobilities) are also aected by the c/a
ratio. This allows us to understand the eect of dislocations on twin growth (both
tip and boundary).
Unfortunately, there are very few datasets on direct measurements of twin growth
rates in single crystal hcp metals in literature. For hcp metals, twin velocity measure-
ments on zinc single crystals by Brunton and Wilson [76] and on cadmium crystals
by Thompson and Millard [90] seem to be the only ones available. The c/a ratio for
magnesium is 1.62, while those for zinc and cadmium are 1.86 and 1.89 respectively.
The most common deformation twin type in each of these crystals is also {101̄2},
but for a caveat. While these twins cause extension of the c-axis of the magnesium
crystal, they tend to cause contraction of the c-axis in the zinc and cadmium crystals,
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due to the dierence in c/a ratios (Yoo and Lee [15]).
The maximum twin tip velocities measured by Brunton and Wilson [76] were 780
m/s with an average of 600 m/s, considerably slower than our measured velocities
of 1 km/s for magnesium. The most common slip mechanism in zinc single crystals
is {0001}〈112̄0〉 basal slip (Florando et al. [97]), similar to magnesium. As a conse-
quence, we would expect similar dislocation mechanisms around the twin boundary
for both zinc and magnesium. The dierence in twin tip velocities, hence, may come
from the dierent strain states imposed on the crystal i.e. contraction of the c-axis
in zinc versus extension in magnesium. No twin tip velocity data were found for
cadmium in Thompson and Millard [90]'s work.
With respect to twin boundary velocities, Brunton and Wilson [76] report max-
imum velocities of 35 m/s. Mean twin boundary velocities in magnesium have been
found to vary between 35 nm/s (Prasad and Ramesh [21]) and 20 m/s (this work),
with maximum values reported at 35 m/s (this work and Dixit et al. [78]). These
data indicate that the macroscopic strain rate may play a role in the twin bound-
ary growth rates. However, unlike twin tip velocities, it appears that the maximum
twin boundary velocities are similar for both zinc and magnesium. The data from
Thompson and Millard [90] does not give us accurate twin boundary velocities for
cadmium (due to their measurement resolution), but they estimate the value to be
∼ 1 cm/s, considerably slower than known values for zinc and magnesium. The c/a
ratios for zinc and cadmium are similar and hence, similar mechanisms are expected
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to be active. Note that Thompson and Millard [90]'s experiments were on thin wires
and hence the experimental geometry may aect the measured velocities.
While these are initial clues, a lot more data on a wider range of hcp metals are
needed to lay statistical claims to the dependence of twin growth rates on crystal-
lography. For example, titanium has a c/a ratio of 1.59 with prismatic slip being
the most favored slip mechanism, unlike magnesium, which prefers basal slip instead.
The {101̄2} twins in titanium, however, cause extension along the c-axis (similar to
magnesium). A similar study on titanium would allow us to better understand the
eects of dislocation cores and mobilities on {101̄2} extension twin growth rates.
4.8.7 Twin tip driving stresses
What do our results say about the driving forces on twin tips? Figure 4.11 suggests
a correlation between twin tip velocities and the driving stresses. However, it is
important to state a few assumptions before carrying the discussion forward. At this
point we are only able to measure macroscopic (specimen-averaged) stresses. One
may expect a strong gradient in stresses across the twin tip. Our resolved stresses
can be thought of as being averaged over a local region around the twin much greater
than the length scale at which the gradient is active, and may only be useful for the
very rst widely-spaced twins.
The data in Figure 4.10 also indicates that the velocity of Var1 twins are con-
sistently higher than Var2 twins. Reasons for this are currently unknown and it is
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possible that we do not have a statistically signicant number of twins of each vari-
ant to make this claim. It may however be observed from Figure 4.11 that for each
variant, twins with higher tip velocities are driven by a higher stress, adding value to
the argument that a relation exists between tip velocities and driving stresses. In ad-
dition, there may also be a case made for the kinetics of twin growth being a function
of the crystallographic twin variant, although this is still based on preliminary data.
4.8.7.1 Eect of stress state on twin growth
The eect of stress state on twin growth is not understood as yet. Very few indirect
examples exist in literature. For example, Dixit et al. [22] observed very thin and long
twins in single crystal magnesium under plate impact loading. However, factors like
loading rates and durations make direct comparisons between dierent experimental
techniques very dicult.
Figure 4.17a plots the exact same data as in Figure 4.11 for twin tip velocities
of rst twins as a function of resolved shear stress on the twin plane. Figure 4.17b
plots the resolved normal stress on the twin plane for the same set of rst twins. As
expected, the magnitudes of resolved shear stresses and normal stresses are compara-
ble. However, this does not answer the original question: Is twin growth stress state
sensitive? The pressure shear plate impact experiment (Klopp et al. [98]) has great
potential to oer answers to this question.
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4.8.8 Twin tip velocities and twin interactions
Direct observations of the eect of interactions require in-situ diagnostics to evaluate
local stress and strain elds. However, the plots of the tip velocity history shown in
Figure 4.12 oer some insight.
Two hypotheses are proposed to explain the observed velocity history. The rst
involves reection of unloading waves from nearby specimen free surfaces, thus relax-
ing the driving stresses at the propagating twin tip. Figure 4.12c and Figure 4.12d
show two snapshots from one experiment at times 10.4 µs (data point marked by a
black circle in Figure 4.12a) and 11.4 µs (marked by a green circle in Figure 4.12a).
The time for an elastic shear wave to travel from the tip in Figure 4.12c to the free
surface and back to the tip in Figure 4.12d is roughly the same as the time dierence








(a) Resolved shear stress









Figure 4.17: Peak twin tip velocities of rst twins as a function of resolved shear stresses
(same data as Figure 4.11) and normal stresses on the twin plane.
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between the two images i.e. ∼ 1µs, indicating that the reduction in twin tip velocity
could be due to interaction of the elastic wave with the twin tip. Note that the twins
stop at a very small distance above the sample edge. This is due to damage layers
(induced by twins and/or dislocations) caused during specimen handling. While spe-
cial care was taken to ensure minimum damage to the specimen, damage at the edges
is impossible to completely avoid.
The second hypothesis is related to long term (near-equilibrium) interactions of
the stress eld around the twin tip with the neighboring boundaries (these may be
specimen edges or a nearby twin interface). An example is shown in Figure 4.13 where
two twins seem to interact with each other. The velocities of both twins increase as
they approach each other and drop as they cross each other. The data indicates that
interactions occur from as far as 500 µm.
The in-situ images in Figure 4.5 clearly show that Var1 and Var2 twins inhibit
each others' growth. As a result, the coexistence of both variants of type Gen1 result
in smaller free path lengths and hence smaller times for interactions to kick in.
4.8.9 Evolution of twin volume fraction
Results (Figure 4.5) seem to indicate that twin nucleation and growth are strongly
coupled in these dynamic experiments. The relative contributions of nucleation and
growth to twin volume fraction interact to satisfy the imposed macroscopic strain
rates within the constraints provided by the available initial distribution of nucleation
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sites. It is thus likely that twin volume fractions evolve dierently at higher rates of
deformation than at quasi static rates. An argument for why this transition may
occur is presented in subsection 4.8.5.
Figure 4.15 shows an initial slow evolution of twin area fractions, followed by
a rapid increase. This is followed again by a reduction in rates of twin area frac-
tion evolution and eventually would saturate. Similar behavior is observed in phase
transitions (for e.g. Avrami [92], Olson and Cohen [93]). We attempt to explain
this behavior using simple arguments. The total axial plastic strain rate along the
compression direction can be additively decomposed into a plastic strain rate due to
dislocations (ε̇d both inside and outside twins) and twins (ε̇tw).
ε̇p = ε̇d + ε̇tw = ε̇d + αγtwḟ ,
where α is a geometric factor that transforms the shear strain rate on the twin plane
to the axial strain rate along the specimen compression direction, γtw is the twinning





The geometric factor α was calculated by assuming shear strain rate concentrated on
the twin plane and transforming this shear rate tensor to the specimen/ laboratory
coordinate system. The transformation has been described in section B.3.
Molodov et al. [94] show that the twinning shear, γtw is ∼ 0.126. Using these
values in Equation 4.8.2 for a strain rate of 2 × 103 s−1 (used in the experiment)
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results in limiting twin volume fractions rates,
ḟ lim ≤ 2.1× 104 s−1 (4.8.3)
Hence the rate of change of twin volume fraction cannot exceed this value at these
macroscopic rates of loading.
However, in our experiments we measure only the area fractions on the imaging
surface (denoted as ḟmeas). The volume fraction rate can be approximated to be
βḟmeas, where β is a correction factor between 0 and 1, 0 meaning that the twins stop
at the surface (innitely thin in the third direction or surface twin) and 1 meaning
they travel through the entire thickness of the specimen in the direction normal to
the imaging plane. If one assumes, entirely ad hoc, that most of the plastic strain
during the rst 4 µs is only due to twinning, this factor can be calibrated using early
time data from one experiment (SCMg014) and is found to be 0.6. This factor is then
assumed to be the same across our experiments. Using this factor, our estimated
volume fraction rate from the data is
ḟ calc = 0.6× 3× 104s−1 = 1.8× 104s−1
which is very close to the limiting rates calculated using Equation 4.8.2 in Equa-
tion 4.8.3. Hence, the maximum twin volume fraction rates are limited by the im-
posed rate of loading. The reduction in the slope of the area fraction-time curves
(Figure 4.15) at later times could be because of dislocation slip becoming increas-
ingly active at these times.
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4.8.10 Preliminary direct measurements of the geo-
metric correction factor β
The geometric correction factor β can be estimated in other ways. Shivaraman et al.
[99] have recently performed femto-second laser serial sectioning experiments along
with EBSD on post-mortem samples to determine the 3-dimensional microstructures
of the twinned crystals. The β estimated from our rst preliminary dataset is 0.9-1
(note that this is a measure obtained after a substantial strain of 3%). It is possible
that β evolves during the deformation. However, the 3D microscopy was performed
over a small domain of 200 × 140 × 100 µm, perhaps not large enough for statistical
sampling of twins observed from the in-situ imaging.
Three-dimensional datasets of this nature may also be used to identify twin nu-
cleation sites and the orientation of twin propagation through the bulk of the crystal.
The latter would help us make more accurate estimates of twin tip and boundary
velocities measured on the imaging surface.
4.8.11 Plasticity due to dislocation slip
With all of the caveats above, Figure 4.18 presents the net plastic strain along with
the contributions of twinning and dislocation slip to plastic strain along the specimen
loading direction. Net plastic strains are shown by the solid lines and were calcu-
lated from stresses (to obtain the elastic strains) and total strains measured directly
140
CHAPTER 4. MECHANICS OF DYNAMIC TWINNING IN MAGNESIUM













Figure 4.18: Net plastic strains plotted with contributions from twinning and dislocations
to plastic strain along the specimen loading direction for two experiments. Each color refers
to a specic experiment. Solid lines are net plastic strains, dashed lines contribution of
twinning to plastic strain and dash-dot lines are contributions of dislocations.
from the experiment. The contribution of twinning to plastic strain is dened as
γt = βαγtwf
meas, where β ' 0.6 is the correction factor calibrated using the exper-
iment SCMg014 (it hence does not make sense to present data from SCMg014 in
Figure 4.18). α is a geometric factor derived from crystallography to transform the
shear strain on the twin plane to axial strain along the loading direction (section B.3).
γtw is the twinning shear and fmeas is the measured twin area fraction (Figure 4.15).
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The contribution of dislocation slip is calculated simply by subtracting net plastic
strains from twinning plastic strains.
Figure 4.18 suggests that twinning dominates plastic deformation in these exper-
iments at early strains. The contribution of dislocation slip to plastic strain is about
20% while the rest appears to come from twinning. Nevertheless, it should be noted
that the contribution of dislocation slip to plastic strain is still signicant and cannot
be neglected.
The sustained increase in plastic strain due to twinning is due to the increased
nucleation of Gen2 twins (Figure 4.5, Figure 4.19c and Figure 4.19d). Once the
entire volume was twinned, dislocations increase their contributions to plastic strain
resulting in a decrease in the rate of twin volume fraction evolution (Equation 4.8.2).
4.8.12 The competition between twin nucleation and
growth
The objective of this section is to understand the relative contributions of nucleation
and growth to the evolution of twin volume fraction. A phenomenological interpreta-
tion is rst presented based on the data shown. A mathematical simplication of the
theory presented in subsection 4.7.4 helps represent this competition quantitatively
and resolve further details.
We start with an example. SCMg014 shows greater nucleation rates at early times
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(a) Nucleation of Var1-Gen1 twins














(b) Nucleation of Var2-Gen1 twins












(c) Nucleation of Var1-Gen2 twins














(d) Nucleation of Var2-Gen2 twins
Figure 4.19: Nucleation of each identied twin type. Note the bias towards nucleation of
V1G1 twins and V2G2 twins for experiment SCMg014.
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while nucleation is rather slow for the other two experiments (Figure 4.9). Figure 4.19
presents the number density of each type of twin in all three experiments. Notice that
in experiment SCMg014, most Var1 twins are of Gen1 nature (Figure 4.19a) while
Gen2 twins of Var1 type are negligible (Figure 4.19c). Subsequently most Var2 twins
are of Gen2 nature (Figure 4.19d).
Equation 4.7.10 for the rate of growth of twin volume fraction may be rewritten
simply as,
ḟ = ḟn + ḟ g (4.8.4)
where
ḟn(t) = lowoρ̇(t) (4.8.5)






(lj(t)ẇj(t) + wj(t)l̇j(t)) (4.8.6)
from growth of existing twins. These equations hold for specic twin variants, but
sub-scripts have been ignored for brevity. Here we simplify the discrete formulation
to an average one. At any given time, we can dene a representative twin area QR(in





where Q is the total area of twins in the matrix and Nt the total number of twins in

























While it is easier to represent these terms from experimental data, the nucleation and
growth terms are clearly coupled.
In Equation 4.8.7, both the numerator and denominator are evolving terms. Gen-
erally, the area of the `representative' twin increases if the total rate of increase in
twin area is faster than the nucleation rate, and decreases if the opposite is true. The
term ρ̇tQR can be thought of as representing pure nucleation only when the repre-
sentative twin area is a constant. This term deviates from pure nucleation when a
large number of small twins are nucleated or predominant growth occurs (in either
case QR changes).
Figure 4.20 are plots of the left hand side of Equation 4.8.9 (rate of twin volume
fraction, ḟ) as a function of the rst term ρ̇tQR on the right hand side for each variant.
To calculate the rates of measured variables, a smoothing spline t was applied to
the discrete data and then a moving average dierentiation performed (thus this plot
should only be used to interpret global trends). A further discussion of this gure
requires denitions of the three regions described as I, II and III in Figure 4.20.
Consider Equation 4.8.9 again. When ḟ > ρ̇tQR, two possibilities exist (regions I

















a transition occurs (into region II) from high growth rates and small nucleation rates
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other words, our representative twin becomes smaller because nucleation occurs faster
than increase in twin area or simply a large number of very small twins are formed.
In this case, ḟ < ρ̇tQR. This is region III. The transition from growth-dominant to
nucleation-dominant deformation may hence be described using the representative
twin area QR. Large values of QR imply twin growth-dominant deformation. As QR
becomes smaller, we transition to twin nucleation-dominant deformation (note that
QR can become negative in this formulation). Two critical points are identied here.
The rst is on the y-axis which lies in region I. On the y-axis only twin growth occurs
with no nucleation (obviously unphysical). On the x-axis purely twin nucleation
occurs with no growth of existing twins.
A map such as this helps reveal the relative contributions of nucleation and growth
in greater detail. Figure 4.20a describes the relative contributions of nucleation and
growth to the volume fraction of Var1 twins. After nucleation of the rst twins,
growth dominates twin evolution with the rst twins traveling at velocities of the
order of 1 km/s (Figure 4.10). Subsequently these twins are impeded by a specimen
boundary or twin boundary very quickly (within 1 − 2 µs), resulting in additional
nucleation. This is where a transition from growth-dominant deformation (region
I) to deformation balanced by both nucleation and growth (region II) occurs. Note
that twin tip growth dominates twin volume fraction rates due to comparatively
small twin boundary velocities. The eect of twin boundary velocities, if any, should
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Figure 4.20: Competition between nucleation and growth. Region I represents growth-
dominant behavior, Region II represents an increase in nucleation rates and slight decrease
in growth rates and Region III represents nucleation-dominant (of small twins) behavior.
Notice that Var1 twins for experiment SCMg014 stay in a growth dominant regime longer
than the other two experiments and Var2 twins quickly transition to the nucleation-dominant
regime for the same experiment. Nucleation of negligible Var2-Gen1 twins allow greater free
path length for Var1-Gen1 twins to grow. Similarly most Var2 twins are of type Gen2 which
are primarily nucleation-driven. This has been experimentally veried in Figure 4.19.
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Figure 4.20: Competition between nucleation and growth (cont). Region I represents
growth-dominant behavior, Region II represents an increase in nucleation rates and slight
decrease in growth rates and Region III represents nucleation-dominant (of small twins)
behavior. Notice that Var1 twins for experiment SCMg014 stay in a growth dominant
regime longer than the other two experiments and Var2 twins quickly transition to the
nucleation-dominant regime for the same experiment. Nucleation of negligible Var2-Gen1
twins allow greater free path length for Var1-Gen1 twins to grow. Similarly most Var2
twins are of type Gen2 which are primarily nucleation-driven. This has been experimentally
veried in Figure 4.19.
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show up in region II. The presence of a few twins results in additional nucleation of
twins under continued imposition of the macroscopic strain rate. As the matrix is not
completely populated by twins yet, growth of these newly nucleated twins also occurs.
As the matrix becomes more densely populated by twins, growth becomes harder and
faster nucleation of smaller twins begins to dominate deformation pushing the system
into region III. The transition to region III occurs quite early during deformation
(at ∼ 10 µs from the start of loading for SCMg014 and ∼ 13 µs for SCMg015 and
SCMg016) and the system remains in a nucleation-dominant region for the remaining
duration within which we can extract quantitative data from the images. A similar
trend is observed for Var2 twins as well (Figure 4.20b). A useful detail to note is
curves that are closer to the x-axis in region III have on average nucleation of smaller
twins. From our images (Figure 4.5), the smallest twins are Gen2 in nature.
As an example of the use of such a map, let us focus on the light blue curve
in Figure 4.20a and the light orange curve in Figure 4.20b both representing data
from experiment SCMg014. The light blue curve remains in regions I and II longer
than the other two indicating that nucleation and growth of larger twins dominate
deformation for a longer time in comparison to the other two curves. Conversely, the
light orange curve in Figure 4.20b is the lowest indicating that large nucleation of
small twins dominates the evolution of the Var2 twin volume fraction. Going back
to the images corresponding to this experiment (Figure 4.21), most Var1 twins are
of Gen1 nature implying that these twins can grow unimpeded through the entire
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matrix (and hence are large). Most Var2 twins are of Gen2 type and are observed to
be very small.
4.9 Closing remarks
Current models for twinning are largely phenomenological, and generally do not ac-
count for the inuence of strain rate or local multi-axial stresses. This work specically
identies limiting rates of twin-dominant plastic ow in magnesium, and demonstrates
that these eects cannot be ignored in applications that develop extreme conditions
(such as very high strain rates). We suggest that it is important to develop robust nu-
cleation and growth criteria for twins, and we provide some of the core experimental
evidence needed to do so.
The twin nucleation stresses identied here are slightly higher than those reported
in the literature from quasi-static deformation. This may indicate a rate eect on
nucleation. While our data indicates that nucleation may be stress-driven, we are
unable to identify the general tensorial stress state associated with nucleation. It
would be useful to perform controlled multiaxial loading experiments together with
careful atomic resolution microscopy to understand the nature of twin embryos, and
then to couple these experiments with modeling at the atomic scale as well as at the
microscale (to account for stress gradients). Note that much of the literature on twin
nucleation in fcc metals may not apply to these hcp metals. The evolution of twin
nucleation rates also seems to be rate dependent with the additional nucleation of
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Gen2 twins observed exclusively at high loading rates.
On the aspect of twin growth, models that provide an understanding of the cou-
pling between the driving forces on twin tips, the energies associated with twin bound-
aries, and the twin tip velocity would be of great interest. In this regard, we note that
the twin tip propagation is typically not steady-state. With multiple twins evolving
together, interactions would begin to play an important role in the dynamics of twin
evolution and consequently the macroscopic response.
Predicting the complex spatial distribution of twins, observed in this chapter,
requires an understanding of twin spacings. Figure 4.5 and Figure 4.21 clearly indicate
the presence of a length scale that governs twin spacing, below which additional
twins are not allowed to nucleate (at the length scales we are probing). Literature
evidence has pointed to the presence of facets or discontinuities on the twin interface
(eg. Tu and Zhang [95]). However, the spacing between these facets are much too
small to govern the twin spacings that we observe in our experiments. Two potential
mechanisms for these twin spacings are discussed: kinematics and twin boundary
stresses. When the rate of twin boundary migration is too small to accommodate the
rate of macroscopic plastic deformation, other nucleation sites are activated. Hence,
the spacing between these nucleation sites are governed by the limiting rates of twin
boundary migration and the rate of twin nucleation. A spacing calculated based on
this kinematic argument would decrease with increasing loading rate (at a specic
plastic strain). The latter hypothesis refers to twin boundary stresses. When a twin
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is nucleated, a local stress gradient exists around this twin. As the twin begins to
grow, the change in this gradient may result in a local relaxation of some components
of stresses around the twin and a relative increase in other components. This may
activate a local nucleation site nearby, resulting in the nucleation of another twin.
The spacing between these two twins would be governed by the size of the evolving
stress eld around the pre-existing twin. If we knew the stress eld around a twin,
this length scale may be derived from equilibrium relations. Analysis of our data
can directly provide validations for the theory. Knowledge of this length scale will
oer more insight into the competition between twin nucleation and growth, and may
provide avenues to control these dynamics and material strength.
4.10 Conclusions
In-situ high speed optical imaging has been used as a powerful tool to understand
twin nucleation and growth in single crystal magnesium under dynamic loading. The
following are our primary conclusions from in this chapter.
1. Two variants of twins are observed to nucleate, with each variant having twins
nucleating either from the matrix or from pre-existing twin boundaries.
2. Twin nucleation appears to be stress-driven with resolved shear stresses in the
range of 5-7 MPa. Other components of stress may also aect nucleation but
this is not determined from our experiments.
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3. After nucleation of the rst twin(s), these twin tips propagate at very high
speeds with peak velocities reaching ∼ 2 km/s.
4. At these strain rates, once the twin tip stops growing, nucleation of additional
twins from pre-existing twin boundaries is preferred over traditionally observed
twin boundary growth.
5. Twin volume fraction evolution is initially dominated by growth. At later times,
nucleation of additional twins begins to contribute signicantly to twin volume
fraction evolution.
Understanding, predicting and controlling the phenomena of twin evolution de-
scribed in this chapter, hence involve building models that can adequately capture
the dynamics of evolution of nucleation and growth. One important quantity that
we need to understand in greater detail is the limiting rates of twin growth. The
next chapter, hence focuses on building a micro structurally informed continuum




framework for twin dynamics
This chapter seeks to understand the driving force on a twin boundary and the as-
sociated propagation velocity. We present a micro-mechanics based continuum me-
chanical framework to capture the driving forces on twin boundaries in an anisotropic
elastic-plastic continuum.
5.1 Introduction and background
We rst setup the basis for building such a framework. Recall that the rate of plastic
deformation due to twinning was dened as,
γ̇t = ḟγtw (5.1.1)
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where ḟ is the rate of twin volume fraction evolution in a representative volume
element (RVE) and γtw is the crystallographic twinning shear. Our experimental ev-
idence indicates that twin evolution is primarily stress-driven, although other factors
like temperature may also play a role. The term ḟ directly represents the stress-driven
dynamic evolution of a specic twin variant. The analytical relation for ḟ was given













where lo and wo are the initial lengths and widths of twin nuclei when they become
stable (this can be thought of as a critical length scale for twin nucleation), ρt is the
twin number density, A is the cross-sectional area of the specimen, Nt is the total
number of existing twins in the material, lj is the length of the jth twin and wj is it's
width. ˙( ) represents the time derivative.
In this approach, the independent variable for the nucleation and growth rate
terms is the Cauchy stress tensor σ. The two terms labeled in Equation 5.1.2 hence
represent the nucleation and growth kinetics as a function of the driving eld (in this
case the stress). An example micrograph showing the length and width of a twin is
presented in Figure 5.1. This in-situ high speed image shows a snapshot of twins in
a dynamically compressed single crystal magnesium sample (from the experimental
dataset in chapter 4). Note that the width of the twin varies to some degree along its
length. The driving stress is, in general, a function of position and hence the growth
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Figure 5.1: A representation of lengths and widths of a twin in a real image. Notice that
twin width is also a function of space.
rates (Equation 5.1.2) are implicit functions of position as well. Thus the presence
of a stress gradient along the length of a twin could result in dierent ẇ values at
dierent points along the twin boundary (eectively causing curvature). While this
feature remains in the general theoretical framework developed here, it will be ignored
in the specic examples discussed.
In this framework, we assume the twin boundary to be a discontinuous interface in
a macroscopic elastic-plastic continuum. We dene the `twin boundary' to mean the
interface between the twinned and untwinned regions of the crystal. This includes
both the lateral twin boundary and the twin tip used in chapter 4. We focus on
capturing the driving forces on this twin boundary. The kinetic relations serve to
close the set of governing eld equations (Abeyaratne and Knowles [100]). We do not
derive kinetic relations here, although this is a necessary next step in the development
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of the model (a scheme is proposed in subsection 7.2.2).
Much of the theory presented in this chapter is inspired by work on phase tran-
sitions in the early 90's, where propagating phase boundaries were modeled as dis-
continuities in a non-linear elastic continuum (Abeyaratne and Knowles [100]). In
these models, the free energy density for each phase in the material may be dened
as a function of deformation gradient F and temperature Θ. For the specic example
of a two-phase material, the strain at which both phases exist in equilibrium would
be governed by the driving forces on the phase boundary (slopes of the free energy
densities as a function of F ). The resulting free energy density for the two-phase
material, in equilibrium, will be a double-well function with two local minima, one
for each phase (Abeyaratne and Knowles [100]).
This idea was later adapted to deformation twinning in bcc metals by Rosakis and
Tsai [17], who assumed the strain energy of the material to have multiple potential
wells, each representing a stable twin type. Using a combination of this stored energy
function and fundamental balance laws, the velocity elds around the propagating
twin were estimated analytically (Rosakis and Tsai [17]). The stored energy function
allowed for the selection of twin morphologies and their relative arrangement. We
simplify some of these arguments by assuming a specic twin variant already present
in the continuum. Unlike any of the previous studies mentioned, the current frame-
work considers the matrix and twinned regions as being elastic-plastic, allowing for
plastic strain to accumulate in the material. Plastic deformation in the matrix and
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twinned regions is incorporated using micro-mechanics based free energy functions
for each of these regions.
Section 5.2 presents the basic kinematic denitions and rules in each of the matrix
and twinned regions. Section 5.3 states the balance of mass, linear momentum and
angular momentum. The balance of micro-mechanical forces conjugate to microscopic
rates of deformation (due to dislocations) is described in section 5.4. In section 5.5,
energy balance laws due to conventional macroscopic eld variables and microscopic
(or internal) variables are treated. With the basic balance laws established, section 5.6
states the constitutive relations and uses thermodynamic restrictions from section 5.5
to ensure physical consistency. Section 5.7 focuses on dening the specic free energy
density functions in the matrix and the twinned regions. Ways of incorporating
strain rate dependence are also discussed using simple examples. The next step is to
identify compatibility conditions at the twin boundary which is treated using jump
conditions in section 5.8. Using these conditions, a relation for driving traction on
the twin boundary, originally developed by Abeyaratne and Knowles [1], is reiterated
and its use in understanding driving forces at the twin boundary in our problem is
summarized. We end with a summary of the framework and its implications for future
use.
5.2 Kinematics
Consider the general three dimensional problem shown in Figure 5.2. The matrix
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Figure 5.2: A schematic of the two dimensional plane strain problem with a discontinuity
of arbitrary shape representing the twin boundary.
region is represented as R with a given crystallographic orientation (marked by the
hcp schematic in the picture). The twinned region is represented by T , and Π is the
twin boundary of arbitrary shape. In three dimensions, this is a surface defect. For
our current purposes, this is the discontinuity. We prescribe piecewise continuous
displacement elds across the twin boundary. The gradient elds are discontinuous.
The theory is three dimensional, but examples and implications will be discussed after
simplication to two dimensions.
If X represents a position vector in the continuum in the initial conguration
(material coordinates) and x the corresponding position in the deformed congu-
ration (spatial coordinates) that follows the mapping x = χ(X, t) at time t, the
displacement of a material point is,
u(X, t) = x−X (5.2.1)
160









Figure 5.3: Kroner decomposition for crystal plasticity





The deformation gradient can be decomposed into elastic and visco-plastic compo-
nents (Lee [101]) as,
F =∇Xx = F eF vp (5.2.3)
Figure 5.3 represents this decomposition schematically. The grid in each cong-
uration is a representation of a crystal lattice. The pre-deformed conguration is
called the `initial conguration'. The nal conguration after imposing the deforma-
tion gradient F is called the `deformed conguration', where the crystal lattice has
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deformed both elastically and plastically. The decomposition between these two com-
ponents is made possible by the assumption of a ctitious intermediate conguration
called the `lattice conguration'. Notice that the lattice remains undistorted but the
continuum is deformed. This is a representation of plastic ow mechanisms (e.g. dis-
locations) that move through the lattice without changing the lattice structure itself.
The initial conguration is related to this intermediate lattice conguration by the
visco-plastic deformation gradient F vp. The lattice conguration is then related to
the nal deformed conguration by the elastic deformation gradient F e, where the
lattice is distorted by elastic deformation and rotated by rigid body rotations if any.
We dene the Green-Lagrange strain tensor which will be useful in our future




(F TF −I) (5.2.4)
where I is the identity tensor.
We dene two frames of reference which will be of use through the remaining
part of this chapter. A frame of reference where the reference points are tied to the
material points is called the `material conguration' (Lagrangian description) and
that which has its reference points xed to space is called the `spatial conguration'
(Eulerian description).
If v = u̇ is the particle velocity in the deformed description, the deformation
rate is dened by the spatial velocity gradient, L , ∇xv(x, t) and is related to the
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deformation gradient by,
L = Ḟ F−1 (5.2.5)
Using Equation 5.2.3 in Equation 5.2.5,
L = Ḟ eF e−1
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Le
+F e Ḟ vpF vp−1
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
L̂vp
F e−1 = Le + F eL̂vpF e−1 (5.2.6)
Thus, multiplicative decomposition of the deformation gradient corresponds to an
additive decomposition of the velocity gradient as dened above.
Our framework is designed to capture the dynamic evolution of a twin boundary
using the micro-mechanics of dislocation slip in the matrix and twinned regions. We
therefore introduce internal variables that characterize the shear rate due to specic
crystallographic slip systems at the micro-scale as,
{ν} , {ν1, ν2, ν3, . . . , νNs} (5.2.7)
where Ns is the total number of slip systems in either the matrix or the twin (note
Ns need not be the same in the matrix (R) and the twin (T )). The microscopic shear





where sα andmα are the slip directions and slip plane normals for a given slip system
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This is the `plastic ow rule' and denes the evolution of the plastic strain. This
ow rule is dened with respect to micro-mechanical variables (να) that describe
shear rates at the micro-scale (Gurtin [18]). We further dene Mα , sα ⊗ m̃α,
where m̃α , F vpTmα, to make the ow rule more tractable. The ow rule is then





ThusMα denes the crystallography of the slip systems and να denes its dynamics.
Notice Mα is a two-point tensor, where m̃α is the slip plane normal dened in the
material conguration and sα is dened in the lattice conguration. Since F vp does
not cause lattice distortion, mα and m̃α are equivalent.
Equation 5.2.10 is an initial value problem with the initial condition at time t = 0
usually chosen as F vpo = I , implying no initial plastic deformation. Twin propagation
as a function of initial plastic deformation is, however, a physically relevant problem.
The evolution of twins in an initially worked metal has important implications in
material design for specic applications. The initial condition for Equation 5.2.10
may hence be chosen as,





where γ̄io is the initial accumulated shear strain on slip system i. A physical interpre-
tation of this follows from the denition of dislocation density. The classical materials
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science denition for dislocation density is,
% =
Total dislocation line length





with dimensions of LENGTH−2, where N⊥ is the number of dislocations and l is
the average length of a dislocation line. The initial plastic shear strain for a given









where %io is the initial dislocation density, b
i is the magnitude of the Burger's vector,
vi is the mean dislocation velocity for slip system i and tc is an arbitrary time up
to which the time integral is calculated. The second integral in Equation 5.2.13 is
calculated over the total distance swept by the dislocations. For constitutive models in
continuum mechanics, however, the dislocation density is incorporated as a gradient
in shear strain. We modify the commonly used denition so that the dislocation





where % now represents the number of dislocations per unit length along the slip plane
normal (m) (Gurtin et al. [102]) and has units of LENGTH−1. Physically, this rep-
resents the total slip due to dislocations per unit volume. Then γ̄o in Equation 5.2.11
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To complete the statement of the kinematics, note that the symmetric component
of the velocity gradient L is the deformation rate tensor D and the anti-symmetric

























































Ėvp and Dvp are the same quantities dened in the material and spatial coordinates
respectively.
5.3 Macroscopic balance laws
At both the macroscopic and microscopic levels, the eld variables are restricted by
balance laws. A summary of the macroscopic balance laws in the spatial frame of
reference follows. If ρ is the density of the material, then the balance of mass is
described by Equation 5.3.1.
ρ̇+ ρ∇ · v = 0 (5.3.1)
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where ∇ · () is the divergence operator. Macroscopic linear momentum balance is
given by,
∇ · σ + bo = ρv̇ (5.3.2)
where σ is the Cauchy stress and bo is the body force. The body force is usually
denoted by b. However, some texts use bo for the non-inertial body forces and b for
the body forces along with the acceleration term ρv̇. We use the former convention
in this chapter. The balance of angular momentum ensures symmetry of the Cauchy
stress tensor since no sources of microscopic moments exist in our problem.
σ = σT (5.3.3)
5.4 Microscopic force balance
The basic premise of the `microscopic' internal variables {ν} is that, like their macro-
scopic counterparts, they are driven by microscopic forces internal to the material
dened as {π} , π1, π2, π3, . . . , πNs . When gradients of these shear rates ∇{ν} exist
in the material, these will be driven by microscopic tractions {ξ} , ξ1, ξ2, ξ3, . . . , ξNs
also internal to the material. These internal forces and tractions are constrained to
be thermodynamically consistent, as shown in section 5.6 (see Gurtin [18] for details).
For now we simply state this constraint which we call the `microscopic force balance'.
The microscopic force balance for a slip system α is,
∇ · ξα + τα − πα = 0 (5.4.1)
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where τα is the resolved shear stress on the slip plane for the slip system α.
5.5 Balance of energy
Each of the driving forces presented in the previous sections i.e. macroscopic stress
σ, body forces bo, microscopic forces {π}, microscopic tractions {ξ} and temperature
contribute to the stored energy of the material. This section describes the balance
between these stored energies.




















where E is the macroscopic internal energy (per unit mass), t = σ.n is the traction
on the boundary ∂Pt, bo is the body force, q is the heat ux and Qs is a volumetric
heat source. The strong form of Equation 5.5.1 is,
ρĖ = σ.D −∇ · q + ρQs (5.5.2)
where (.) represents the contraction operation i.e. A.B = AijBij (using index nota-
tion).
Using Equation 5.2.16a, the internal stress power σ.D can be written as,
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The elastic stress power We = σ.De is assumed to be purely from the macroscopic
stress driving the elastic rate of deformation. Plastic deformation in our model is
accommodated by dislocation slip dynamics represented using the shear rates of in-
dividual slip systems {ν} and their gradients ∇{ν} (as described in section 5.4).
These internal variables are driven by their conjugate driving forces {π} and driving
tractions {ξ} respectively (also dened in section 5.4), forming visco-plastic work con-
jugate pairs (πα, να) and (ξα,∇να) for each slip system α. The visco-plastic stress
power in Equation 5.5.3 is hence Wvp =
∑Ns
α=1(ξ












It is useful for forthcoming analyses to establish a relationship between macroscopic
elastic stress powers in the lattice and spatial congurations. The conjugate pairs
in the lattice and spatial congurations are (Ŝ, Ėe) and (σ,De) respectively. Ŝ
is the second Piola-Kircho stress dened in the lattice conguration. The second




F eŜF eT (5.5.5)





(F eŜF eT ).De = 1
Je
Ŝ.(F eTDeF e) = 1
Je
Ŝ.Ėe (5.5.6)
The volume ratio is Je = ρ
s
ρ̂l
where ρs is the density in the deformed conguration
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and ρ̂l is that in the lattice conguration. The internal stress power can be rewritten
as,
ρP = σ.D = σ.De +
Ns∑
α=1







(ξα.∇να + πανα) (5.5.8)
We now dene the Helmholtz free energy Ψ,
Ψ = E − NΘ (5.5.9)
where N is the local entropy density and Θ is the temperature. Using the second law
of thermodynamics in the strong form, we have









q and Qs are dened in Equation 5.5.1. The volume averaged rate of entropy pro-
duction is dened as H(Pt) ,
∫
Pt ρΓ̇ dv, where Γ̇ is the dissipation rate given by,








After using Equation 5.5.9 in Equation 5.5.11 and applying the I law of thermody-
namics (Equation 5.5.10) and the constraint Θ ≥ 0 we get
ρΨ̇− ρP +
(




= −ρΓ̇ ≤ 0 (5.5.12)




(ξα.∇να + πανα) +
(




= −ρΓ̇ ≤ 0 (5.5.13)
This relation is central in our analysis of free energy functions for the matrix and
twinned regions in section 5.6.
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5.6 Constitutive restrictions: The Coleman-
Noll procedure
We now aim to establish specic functional forms for the constitutive relations.
We discuss thermodynamically imposed restrictions on these constitutive relations
through the Coleman-Noll procedure (refer Gurtin et al. [102]).
The current micro-mechanics based framework is based on the internal variable
theories of plasticity (refer Gurtin [18], Rice [47], Acharya and Shawki [103]) where
microscopic evolution rates are driven by conjugate forces which contribute to the
overall stored energy in the matrix or the twinned regions. The rate independent
case will be discussed rst followed by the rate dependent case (the latter is more
applicable to our problem).
Two sets of internal variables are dened; one that represents the rates of plastic
deformation at the microscopic length scale and another that is used to describe the
resistance to those slip mechanisms. The former is characterized using the shear rates
on individual slip systems {ν} from Equation 5.2.7. Note that the slip rate να may
be written as να = %αvαm, more commonly called Orowan's equation, where %
α is
the dislocation density (Equation 5.2.14) and vαm is the average velocity of mobile
dislocations on slip system α.
The second set of internal variables denes the resistance to slip on each slip
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system:
{g} , {g1, g2, . . . , gNs} (5.6.1)
The kinetics of slip is described by relating the shear rate on a slip system to the slip
resistance on that system.
The choice of including internal variables related to microscopic shearing rates in
the theory necessitates the presence of conjugate driving elds i.e. microscopic driving
forces (πα) conjugate to the shear rates (να) and driving tractions (ξα) conjugate to
gradients (∇να) in the microscopic shear rates. A distinction between these two
driving elds is given here. The driving force πα is a scalar eld, constrained to act
along the slip direction of a specic slip system α. The driving traction ξα however
is a vector eld that acts on the slip plane of slip system α. The dot product between
ξα and ∇να (second term on the right hand side of Equation 5.5.4) contributes to
the visco-plastic stored energy due to a gradient in the shear rate of slip system α.
5.6.1 Constitutive restrictions: Rate independent
The free energy functions discussed in this section are assumed to be additively de-
composed into an elastic free energy Ψe = Ψ̃e(Ee,Θ), where Θ is temperature and
a defect free energy Ψvp = Ψ̃vp(F vp, {g},Θ). The inclusion of temperature Θ as an
independent variable in the viscoplastic free energy is to account for thermal soften-
ing eects if necessary. This additive decomposition ensures that the macroscopic
stresses depend only on the elastic strains and temperature. In other words, the
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stress is not explicitly dependent on internal variables, which will be shown at the
end of this section. These are termed `separable materials' by Gurtin [18].
Rate independence requires that the constitutive relations are independent of the
shear rate on slip systems {ν} (proof given in Gurtin [18]). The constitutive relations
are stated in their general form below.
Ψ = Ψ̃e(Ee,Θ) + Ψ̃vp(F vp, {g},Θ) (5.6.2a)
σ = σ̃(Ee, F vp, {g},Θ) (5.6.2b)
τα = σ : sα⊗mα = τ̃α(Ee, F vp, {g},Θ) (5.6.2c)
πα = π̃α(F vp, {g},Θ) (5.6.2d)





Equation 5.6.2a shows the additive decomposition of the free energy density function
where Ψ is the specic free energy, Ψ̃e is the elastic free energy density function (of
the elastic strain Ee and temperature Θ) and Ψ̃vp is the visco-plastic free energy
density functoin or defect energy function (of microscopic internal variables and tem-
perature). Equation 5.6.2b is the constitutive relation for the Cauchy stress σ. Note
that the Cauchy stress is, in general, a function of Ee, F vp, {g} and Θ. Our additive
decomposition of free energy (Equation 5.6.2a) will reduce the number of dependent
variables (to be shown later in this section). Equation 5.6.2c describes the resolved
shear stress τα for a slip system α on the slip plane along the slip direction. The
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constitutive relation for the internal micro-force πα that drives the shear rate να on
slip system α is shown in Equation 5.6.2d and that for the microscopic traction ξα is
given by Equation 5.6.2e. Equation 5.6.2f restates the ow rule.
The defect energy (or visco-plastic free energy) Ψvp is the stored energy due to
microscopic defects in the system. We now impose restrictions on the specic forms
of the constitutive equations Equation 5.6.2 using the dissipation inequality and the
Coleman-Noll procedure. The dissipation inequality in its strong form in spatial




(ξα.∇να + πανα) +
(




= −ρΓ̇ ≤ 0 (5.6.3)
Γ is the dissipation due to irreversible processes in the continuum.
Gurtin [18] imposed a specic evolution law for Γ with assumptions of isothermal,
quasi-static dislocation mediated deformation. Our problem is more complex due to
the dynamics of a propagating discontinuity. Moreover, rapid temperature rise is a
potential phenomenon given the rates of evolution of twin tips studied experimentally
in chapter 4. We will hence refrain from using Gurtin's functional form for the
dissipation rate.





















To represent the derivative terms in Equation 5.6.4 as conjugates of kinematic vari-
ables, we make an assumption on the evolution of the slip resistances {g} through an
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ordinary dierential equation called the `hardening law'. A specic form of the hard-
ening law was proposed by Kocks [50] primarily for cubic metals which is currently











where hαβ is a hardening coecient that represents self-hardening when α = β and
cross-hardening otherwise. Self-hardening and cross-hardening were discussed phe-
nomenologically in chapter 2 (section 2.5). Dislocation evolution is invariant to the
positive or negative directions of applied shear. The signum function ensures that
this phenomenon of dislocation slip is captured.
We now use the variational derivative (Equation 5.6.4), ow (Equation 5.6.2f) and













































According to the Coleman-Noll procedure, the dissipation inequality must hold for
any arbitrary values of Ėe, να, ∇να, Θ̇ and ∇Θ. This imposes restrictions on the
coecients of Ėe, να,∇να, Θ̇ in Equation 5.6.6 leaving the heat conduction inequality
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q.∇Θ ≤ 0 (5.6.7e)
Setting the coecient of Ėe (in Equation 5.6.6) to 0 results in Equation 5.6.7a.
This relation denes the macroscopic stress-strain relationship. Note that the macro-
scopic stress is an explicit function of Ee and Θ only, unlike the general form in
Equation 5.6.2b. Equation 5.6.7b is obtained by setting the coecient of να (in
Equation 5.6.6) to 0. This relates the microscopic forces {π} to the viscoplastic
stored energy (and hence the internal variables characterizing plastic ow). In our
case, we assume that no viscoplastic strain gradients exist. Hence no micro-tractions
exist. This is automatically satised by setting the coecients of ∇να to 0 (Equa-
tion 5.6.7c). Equation 5.6.7d is the thermodynamic denition for entropy and Equa-
tion 5.6.7e states that the direction of heat ow is opposite to the direction of the
temperature gradient. The dot product in Equation 5.6.7e is simply the negative
of the thermal conductivity in the material. An important relation between the re-
solved shear stress and the microscopic forces on a slip system α is obtained by
combining Equation 5.6.7b and Equation 5.6.7c with the microscopic force balance
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Equation 5.4.1.












This is the yield criterion for rate independent plasticity. It says that a material will
yield when the resolved shear stress on a specic slip system reached a critical value.
A description of yield in the context of the current framework is presented briey. The
yield stress is often described in textbooks as the point at which macroscopic plasticity
begins on a stress-strain curve. We refer to this point as `initial yield'. Beyond this
initial yield point, the stresses are referred to as `ow stresses'. Experimental evidence
has indicated that during unloading at a specic ow stress (or plastic strain), most
metallic materials follow a linear elastic unloading response. Upon reloading the
material (at the same strain rate), the material follows the same linear elastic response
until it reaches the previously achieved ow stress. In this context, this is a yield
stress of the plastically worked material. Equation 5.6.8 captures the yield stress at
all plastic strains and not just the initial yield.
5.6.2 Constitutive restrictions: Rate dependent
Gurtin [18] shows that for the constitutive equations to be rate independent, Equa-
tion 5.6.2a-Equation 5.6.2e must be homogeneous in ν of zeroth order and the hard-
ening rule Equation 5.6.5 must be of rst order. In the case of rate dependence, the
177
CHAPTER 5. MODELING THE KINETICS OF TWIN GROWTH
constitutive equations are modied to take the more general form,
Ψ = Ψ̃e(Ee,Θ) + Ψ̃vp(F vp, {g}, {ν},Θ) (5.6.9a)
σ = σ̃(Ee, F vp, {g}, {ν},Θ) (5.6.9b)
τα = σ : sα⊗mα = τ̃α(Ee,F vp, {g}, {ν},Θ) (5.6.9c)
πα = π̃α(F vp, {g}, {ν},Θ) (5.6.9d)










The hardening coecient in Equation 5.6.10 has also been modied to include the
eects of strain rate. The same procedure is followed as in the previous case (in







































∇Θ.q ≤ 0 (5.6.11)





Thus, consistency with the thermodynamics restricts the defect energy to remain
explicitly independent of the shear rate on each slip system so that Ψ̃vp is not a
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function of {ν}. Hence the rate dependence in this simple case comes only from the
prescribed rate dependent strengths of the slip system (Equation 5.6.10) which are
incorporated into the formulation implicitly using a kinetic relation for dislocation
slip given by,
να = ν̃α(τα) (5.6.13)
The equivalent of the `yield criterion' (Equation 5.6.8) for rate dependent cases also
has a similar form.












In this case however, this is not a `yield criterion' but a ow surface (Asaro and
Needleman [104]). The "yield" in this case depends implicitly on the shear rates on
each slip system (as Ψvp is an implicit function of {ν}), which in turn depend on the
shear stresses on the specic slip systems in question (according to Equation 5.6.13).
5.7 Free energy functions for the matrix and
twinned regions
We now dene specic free energy density functions that are relevant to our problem.
The thermodynamic restrictions described above are applied to these free energy
density functions and results demonstrated for simple single slip conditions.
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5.7.1 Linear elastic free energy density





(C : Ee) : Ee + β(Θ−Θo).Ee (5.7.1)
where C is the fourth order elasticity tensor, and β is a second-order tensor contain-
ing the thermoelastic moduli. Hexagonal close packed single crystals generally have
ve independent elastic constants (based on crystal symmetry). However, elasticity
in magnesium is nearly isotropic (refer chapter 3 in Bower [105]) and hence Equa-
tion 5.7.1 can be simplied to the case of isotropic linear elasticity. The thermal





(C̃ : Ee) : Ee + β(Θ−Θo)I : Ee (5.7.2)
where the new elastic tensor C̃ has only two independent elastic constants.
5.7.2 Visco-plastic free energy density
Similar ad-hoc assumptions for visco-plastic free energy densities (or defect energies)
Ψvp are non-trivial because the physics governing inelastic deformations, especially
in anisotropic hcp metals, are much more complex. This is where the Coleman-Noll
procedure helps make choices. Traditional dislocation-based crystal plasticity models
use a hardening relation (Equation 5.6.10) that governs the strength of slip systems.
180
CHAPTER 5. MODELING THE KINETICS OF TWIN GROWTH





Consistency conditions for rate-independent plasticity dictate that the resolved shear
stress on a slip system α is equal to its instantaneous strength, gα.
Using a simple example case for single slip i.e. only one slip system α is active,
we get,
τα = gα = gαo + h
ααγ̄α (5.7.3)
where gαo is an initial condition for the hardening relation (in this case the CRSS
for slip system α), and γ̄α is the accumulated shear strain on slip system α. For
this simple case we make the assumption of linear hardening such that the hardening
coecient hαα is a constant. We use these phenomenological relations to guess at a
general form for the defect energy Ψvp which incorporates the eects of initial yield,
hardening and strain rate sensitivity.
More generally, the defect energy Ψvp physically describes the instantaneous stored
energy in the material due to the existence of defects. In our case, the defects are
dislocations and we consider the stored energy to come from two eects 1. harden-
ing due to lattice resistance to the propagation of a dislocation (self-hardening); 2.
hardening due to interactions with other dislocation systems (cross-hardening). The































νi dt′ is the accumulated shear strain on each slip system i and gio is
the strength of slip system i.
Note that this is dierent from the dissipated energy proposed by Gurtin [18].
In our formulation, the net visco-plastic work rate, Wvp is given by Equation 5.5.3.
A part of this work contributes towards rearrangement of defects in the material
(changing stored defect energy, Ψvp) and the remaining is dissipated as heat (ΓΘ).
This can be mathematically represented simply as,
Wvp = ΓΘ + Ψ̇vp (5.7.5)
The ratio of dissipated heat (ΓΘ) to the net plastic work (Wvp) is called the Taylor-
Quinney factor, often used in literature (Rosakis et al. [106]).
In terms of the visco-plastic deformation gradient F vp, the defect energy (Equa-









































h̃ij(M i(F vp.M j) + (F vp.M i)M j) (5.7.7)
182
CHAPTER 5. MODELING THE KINETICS OF TWIN GROWTH
Using this in Equation 5.6.14 we get the ow criterion,
















= 1 if i = α
< 1 if i 6= α
(5.7.9)
A consequence of Equation 5.7.9 is the existence of additional non-zero terms (for
i 6= α) in Equation 5.7.8. Physically, this means that the resolved shear stress on
a specic slip system α drives not just the dislocations on that slip system but also
contributes to the shear rates on other slip systems that are not orthogonal to α
(albeit to a lesser extent). This may result in non-Schmid eects. However, a detailed
experimental study of non-Schmid eects in magnesium will be needed to identify the
importance of these terms in the theory.
Considering again the case of a single slip system, from Equation 5.7.8 we recover,
τ = π = go + h̃γ (5.7.10)
which is the same expression as in our previously illustrated single slip example Equa-
tion 5.7.3. While our usage of defect energy might seem as ad-hoc as the hardening
relation (Equation 5.6.10), the Coleman-Noll procedure does impose restrictions on
the usage of Ψvp.
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5.7.3 Implementation of strain rate dependence: Ho-
mogeneous single slip test case
We now demonstrate the implementation of rate dependence in the defect energies
described in subsection 5.7.2. As previously mentioned, the basic premise of rate
dependence is the shear rate on a slip system is a function of stress. The most
common functional form for this relation (Peirce et al. [107]) is a power law relation.
We demonstrate the implementation of the power law rate dependence using a two
dimensional isothermal single slip example. A schematic is shown in Figure 5.4 where
slip is allowed to occur on only one dislocation system with slip direction s and slip
plane normal m. Assume an applied shear strain κ in the direction of s. We assume
homogeneous slip with linear hardening in this domain. In the larger context of our
problem, this region may be thought of as a subset of the matrix/twinned region in
Figure 5.2. The applied deformation is dened by the total deformation gradient,
F = I + κ(s⊗m) (5.7.11)
Using the visco-plastic ow rule Equation 5.2.10 and unit boundary conditions (i.e.
F vpo = I), we solve for the visco-plastic deformation gradient.
F vp(t) = I + γ̄(t)M (5.7.12)
where the γ̄ =
∫ t
0
νdt is the accumulated shear strain (derived from the internal
variable ν) and M = s ⊗ m̃. Equation 5.2.3 allows us to calculate the elastic
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s
m
Figure 5.4: A schematic of the single slip example
deformation gradient F e.
F e = I + (κ− γ̄)M (5.7.13)
From Equation 5.6.7a for the stress derived by the Coleman-Noll procedure and the
elastic free energy Equation 5.7.2,
S = C : Ee = C : F vp−T (E −Evp)F vp−1 (5.7.14)
To completely solve for the stress-strain response, we need the evolution of plastic
strain γ̄. This is provided by combining Equation 5.6.7b with the microscopic force
balance (Equation 5.4.1) resulting in the ow criterion Equation 5.7.8. Hence,
σ.M = τ(ν) = π = go + h̃γ̄ (5.7.15)
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For this specic example, our linear hardening assumption implies that h̃ is not a
function of γ̄. Three cases of power law rate dependence are demonstrated here.
1. Initial yield go is strain rate dependent






where go is the initial yield at some critical strain rate νo and m is a scalar







Resolving the 3-D tensorial relation Equation 5.7.14 on the slip planem, along
the slip direction s yields the following closed-form simple expression for shear
stress as a function of shear strain.








where H is the heaviside step function.
The resulting shear stress-shear strain and shear stress-shear strain rate plots are
shown in Figure 5.5. A set of arbitrary parameters were chosen (mentioned in
the caption of Figure 5.5). Figure 5.5a shows the shear stress-shear strain plots
at specic shear strain rates ν. The initial yield increases with strain rate while
the hardening slope remains a constant. This is reected in Figure 5.5b, where
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(a) Shear stress Vs shear strain







(b) Shear stress Vs shear strain rate
Figure 5.5: Rate dependent initial yield stress: Parameters: m = 0.05, go = 50, h = 1000,
µ = 45000, νo = 1
the shear stress is plotted as a function of shear strain rate at three dierent
accumulated plastic strains γ̄. While the absolute values of ow stresses are
dierent, the increase in ow stress with strain rate is similar at all plastic
strains.
2. Hardening is strain rate dependent
For this case, the hardening coecient h̃ is a function of microscopic shear rate






where the exponentmh represents the strain rate sensitivity of hardening. Using
this relation in Equation 5.7.15,






CHAPTER 5. MODELING THE KINETICS OF TWIN GROWTH







(a) Shear stress Vs shear strain







(b) Shear stress Vs shear strain rate
Figure 5.6: Rate dependent hardening: Parameters: mh = 0.05, go = 50, h = 1000,
µ = 45000, νo = 1
Equation 5.7.14 results in the closed form expression,






The results are shown in Figure 5.6. The initial yield stress remains the same
across all strain rates (Figure 5.6a), while the slope increases with strain rate.
The same is reected in Figure 5.6b, where the increase in ow stress with strain
rate is dierent (higher) at higher plastic strains.
3. Flow stress is strain rate dependent
In this case we impose the power law rate hardening relation,





where both the initial yield and hardening are rate sensitive with the same rate
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sensitivity exponent m. The resolved shear stress is now,





Finally the closed form expression of stress is,








The corresponding material response is shown in Figure 5.7.
Note that both the initial yield and the hardening increase with strain rate as
is evident from both the stress-strain plots (Figure 5.7a) and the ow stress-
strain rate plots (Figure 5.7b). The phenomena discussed in these gures are a
combination of the previous two cases and is hence more general. Our experi-
mental results in chapter 2 indicated that hardening was a stronger function of







(a) Shear stress Vs shear strain







(b) Shear stress Vs shear strain rate
Figure 5.7: Rate dependent ow stress: Parameters: m = 0.05, go = 50, h = 1000,
µ = 45000, νo = 1
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strain rate than initial yield. It should however be noted that the current exam-
ples discussed are for single slip cases in single crystals while the experiments
involved interactions between slip systems in textured polycrystals. These com-
plex interactions between dierent dislocation slip systems will aect the rate
sensitivity of macroscopic stresses. The current formulation allows us to account
for these interactions theoretically as well.
5.7.4 Choice of hardening relations
In the test cases discussed in subsection 5.7.3, we assumed linear hardening i.e. the
hardening coecient hαβ is independent of accumulated shear. Although experimen-
tal evidence in chapter 2 indicated that some parts of the true stress-plastic strain
curves were indeed linear, this is not true throughout the stress-strain response. Other
studies (for e.g. Dixit et al. [22], Zhao et al. [61], Xie et al. [108]) have also shown
that the hardening is not perfectly linear.
A hyperbolic hardening function from Peirce et al. [107] is one common functional
form implemented in a crystal plasticity code by Zhang and Joshi [2].
hαβ(γ̄) = qαβho sech
2
∣∣∣∣∣ hαo γ̄ταs − ταo
∣∣∣∣∣ (5.7.25)
where qαβ takes the value of 1 if α = β, and 2 for all other values. However, this
function has not been parameterized for rate sensitivity as yet.
An alternate formulation implemented by Chang and Kochmann [48] uses an
exponential self-hardening function and constant latent hardening (H) incorporated
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Chang and Kochmann [48] used Equation 5.7.26b, a `dissipation potential' (originally
from Ortiz and Stainier [63]), to incorporate rate eects. The derivative of this ow










The form of rate sensitivity is similar to our previously dened forms in subsec-
tion 5.7.3. However, this specic form makes only the intial yield rate sensitive and
not the hardening. Incorporating the rate dependence of hardening will help improve
predictive capabilities of these models, especially at high strain rates.
All of the aforementioned functional forms for hardening have been parameterized
by the corresponding authors for magnesium and may be employed in our problem
(but need to be modied for rate eects).
5.8 Jump conditions
The above sections impose restrictions on the kinematics, dynamics and energet-
ics of the continuous regions of the matrix and twinned regions independently. We
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next derive the corresponding compatibility conditions across the discontinuous twin
boundary. These are more commonly known as `jump conditions' and have been used
in the theories of phase transformations (Abeyaratne and Knowles [109]), shock waves
(Gurtin et al. [110]) and even elastic twinning in BCC metals (Rosakis and Tsai [17]).
These jump conditions establish boundary conditions at the interface.
Consider again the schematic of a twin in a matrix (Figure 5.2). Figure 5.8 is
a two dimensional cut section that shows the matrix (R) and the twinned region
(T ). The twin boundary which is a surface defect in the material (Figure 5.2) is
represented as a line defect in two dimensions (denoted by Π). Note that the shape
of the twin boundary is arbitrary. At any position on the boundary, n is the normal
to the twin boundary and ϑ is the tangent. Although these are represented on a 2-D
cross-section, the twin boundary is a surface defect in three-dimensional space and
Figure 5.8: Two dimensional cut section of the 3-D schematic in Figure 5.1.
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hence the normals and tangents may be pointing out of the plane of the paper.
Any eld variable φ close to the discontinuity is denoted by φ+ in the matrix
region and φ− in the twinned region. This is mathematically dened as,
φ+(x, t) = lim
δ→0
φ(x+ δn(x, t), t)
φ−(x, t) = lim
δ→0
φ(x− δn(x, t), t)
where n is the normal to the discontinuity in the spatial conguration. The jump in
the eld variable across the interface is dened as,
JφK , φ+ − φ− (5.8.2)
5.8.1 Compatibility conditions
Two kinematic constraints are imposed at the interface. These are more commonly
known as Hadamard compatibility conditions (refer Gurtin et al. [102]). If V (x, t) is
the velocity of the interface along its local normal n(x, t) and v(x, t) is the particle
velocity around the twin boudary (all in spatial coodinates) then,
Jv(x, t)K + J(V (x, t)− n(x, t).v(x, t))F (x, t)K.n(x, t) = 0 (5.8.3)
establishes compatibility of the particle velocities normal to the interface i.e. the rate
of jump in directional gradients normal to the interface (F.n) is equal to the jump
in particle velocities (v) across the interface.
The second constraint states that the gradient must be smooth along the tangent
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to the discontinuity.
JF (x, t)K.ϑ(x, t) = 0 (5.8.4)
where ϑ is the tangent to the interface.
5.8.2 Some useful rules to derive jump conditions
across an interface
If the current deformed conguration of the continuum is denoted by Pt with a dis-
continuity Πt at time t, the Reynold's transport theorem for spatial transport of an










where P+t is the matrix region (denoted by R in Figure 5.8) and P−t is the twinned








where PRt denotes the region of the material in the reference conguration, dvR is
its dierential volume and J is the jacobian denoting volume change. Expanding
the right hand side of Equation 5.8.6 (using the chain rule) and using the identity
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where ΠRt is the interface (twin boundary in our case), daR is a dierential area
element on the discontinuous interface and VR is its velocity along the normal, all
dened in the material conguration. The last term in Equation 5.8.7 accounts for
the rate of propagation of the interface itself. To transform this term to the spatial





where j is the areal ratio i.e. the ratio between surface areas in the spatial and
material congurations and V is the velocity of the interface along its normal in







(ϕ̇+ + ϕ+∇ · v+)dv −
∫
Πt







(ϕ̇− + ϕ−∇ · v−)dv +
∫
Πt
ϕ−(V − n.v−)da (5.8.10)
The summation of Equation 5.8.9 and Equation 5.8.10 results in the Reynold's trans-






(ϕ̇+ ϕ∇ · v)dv −
∫
Πt
Jϕ(V − n.v)Kda (5.8.11)
This holds true for vector elds ϕ as well.
The `divergence theorem' (Equation 5.8.12) is handy while deriving jump condi-
tions for the balance of linear momentum. For a vector eld ϕ this theorem states
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The rate of mass transfer within the continuum with a discontinuity follows from
Equation 5.8.11 by setting ϕ = ρ, where ρ is the density of the continuum.
Jρ(V − n.v)K = 0 (5.8.13)
This implies simply that the rate of mass transfer through the interface is conserved.
5.8.4 Linear momentum balance










By setting ϕ = ρv in the transport relation (Equation 5.8.11) along with the diver-
gence theorem (Equation 5.8.12) and the denition for driving traction t = σ.n we
get the jump conditions for stresses across the interface,
JσK.n+ Jρv(V − n.v)K = 0 (5.8.15)
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5.8.5 Energy balance






in Equation 5.8.11 the specic internal work in the system









= −JσvK.n+ JqK.n (5.8.16)
In our specic case the jump in heat ux would be 0.












JρN (V − n.v)K + t q
Θ
|
.n da ≥ 0 (5.8.17)
5.9 The notion of a driving traction [1]
In this section we derive an expression for driving traction acting on the twin bound-
ary. This is the formulation originally derived by Abeyaratne and Knowles [1] for the
theory of phase transformations. Dening a driving traction allows for subsequent
discussion of kinetic relations.
The entropy inequality in the presence of a propagating discontinuity (Equa-


























Using the rst law of thermodynamics (Equation 5.5.2) and the denition for the
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The rst term Dh is dissipation due to local entropy production in the regions of the
material far away from the twin boundary i.e. in the matrix and twinned regions.
The second term Dc is the dissipation due to heat conduction and the nal term Dtb
is dissipation due to propagation of the twin boundary. The remaining part of this





where f(x, t) is a thermodynamic driving force and V is the velocity of the twin
boundary normal to its surface. To eliminate the jump in heat ux from Dtb, Abe-
yaratne and Knowles [1] rst identied an algebraic modication,
Jσv.nK = 〈v〉Jσ.nK + JvK〈σ.n〉 (5.9.4)
where 〈.〉 is the average across the discontinuity dened as 〈φ〉 = 1
2
(φ++φ−). Using the
kinematic jump condition (Equation 5.8.3) and the linear momentum jump condition
(Equation 5.8.15) we rewrite the above equation as,
Jσv.nK = −1
2
Jρv.v(V − n.v)K− 〈σ〉.J(V − n.v)F K (5.9.5)
We use this expression in Equation 5.8.16 to eliminate Jq.nK, so that
Jq.nK = r(ρE − 〈σ〉.F)(V − n.v)z (5.9.6)
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Using the above expression in the dissipation relation for twin boundary motion


































Notice that the rst integral term is now similar in form to Equation 5.9.3 and so the






With our denition of free energy functions for the matrix and twinned regions de-
scribed in subsection 5.7.2 (Equation 5.7.6), a closed form expression for the driving
traction on the twin boundary can be derived. A kinetic relation for twin boundary
growth is the missing piece in this formulation to predict twin growth rates. An
analytical scheme to predict a kinetic relation for twin growth has been proposed in
chapter 7.
5.10 Summary and implications
This chapter describes a thermodynamically consistent micro-mechanics based con-
tinuum mechanical framework to capture the driving tractions on a twin boundary
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modeled as a discontinuity. The framework is inspired by previous work on shock
waves and phase boundaries (for e.g. Abeyaratne and Knowles [1]) and dynamic twin
propagation in bcc metals (Rosakis and Tsai [17]). All of these studies looked at the
propagation of phase boundaries in non-linear elastic solids. In our case, a driving
force exists due to dierent dislocation slip mechanisms across the twin boundary.
This is captured using a visco-plastic free energy or a defect energy in both the ma-
trix and twinned regions. Micro-mechanics is introduced into the problem using a
dislocation-based plasticity analysis of visco-plastic deformation in the matrix and the
twinned regions. Although the basic functional form of this defect energy remains
the same, the specic parameters governing orientation and strength of slip systems
will be dierent in these two regions. The jump in the visco-plastic free energy (or
defect energy) due to the dierent dislocation strengths and mobilities in the matrix
and twin, drives the twin boundary.
The framework has important implications in understanding twinning as a mech-
anism and subsequently as a tool for calibrating larger scale computational codes. In
order to discuss this eect, we refer again to the rate of twin volume fraction evolu-
tion (Equation 5.1.2) derived in chapter 4, which is central in capturing the material
constitutive response due to twin-dominant deformation. The second term in this
equation captures the eect of twin growth on the evolution of twin volume fraction.
The framework described in this chapter may be useful for parameterizing the eects
of twin growth and interactions, whose physics are likely very dierent from that of
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twin nucleation. Many of the current computational codes simply model the total
twin volume fraction evolution as a power law similar to dislocation slip (the twins are
said to be modeled as pseudo-slip in this case). Much of the physics of twin growth
remains obscured in these types of formulations.
Another potential implication of a framework of this type is in material design.
The strengths, mobilities and initial dislocation densities clearly aect the growth
rate of twins. By varying these parameters in the matrix, the framework may be able
to predict a phase map of optimum driving tractions acting on the twin boundary.
With a suitable kinetic relation, this will help us make useful decisions regarding
material processing (to control material parameters like precipitate morphology and
distribution and initial dislocation densities) based on predicted eects on twin growth
rates and hence eventual macroscopic deformation rates of the material. The model
can be made more sophisticated by introducing strain gradient eects (Appendix C)
and much more informed dislocation kinetic laws in the matrix and twinned regions.
These include outputs from atomistic and dislocation dynamics simulations. Clearly,
a nal step is to derive a kinetic relation. A simple analytical scheme to derive a




selection in single crystal magnesium
as a function of strain rate
We have described in detail the eects of strain rate on the mechanical response
of magnesium and the role that deformation twinning plays in this rate dependent
behavior. Specic focus has been placed on the kinetics of twinning and factors that
contribute to the rate of evolution of twins in-situ (chapter 4 and chapter 5). Another
important aspect that is intrinsically tied to the dynamics of twin evolution is the
crystallographic nature of twins. Recall that our denition of the shear strain rate
due to a specic crystallographic twin variant is,
γ̇t = ḟγtw (6.0.1)
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where f is the twin volume fraction and γtw is the shear strain caused by the twinned
lattice reorientation (commonly known as the `twinning shear'). The twinning shear
connects the crystallography of the twin to the strain rate and strain caused by the
evolution of twins in the crystal.
We already know that twins nucleate on specic crystallographic planes (these are
called `twinning planes'). Multiple conjugate planes on which twins can nucleate exist
in the crystal. The twins that are characterised by the specic conjugate twinning
plane on which they nucleate on will be referred to as specic `twin variants' in this
chapter. A more rigorous denition for a twin variant is provided in section 6.1.
Chapter 4 showed that the simultaneous nucleation of dierent twin variants af-
fects twin-twin interactions. This chapter also indicated that the dierent twin vari-
ants may have dierent growth rates (Figure 4.11), a non-intuitive result that we have
not been able to explain as yet. Deformation twins are favored in materials with low
stacking fault energy and/or low crystal symmetry (for example hcp metals). Knowl-
edge of the twin variants selected under specic loading conditions is important in
such materials. Finally, a twin nucleation model that complements the twin dynam-
ics model described in chapter 5 would help us understand how a crystal selects the
nucleation of specic twin variants. We focus on the eect of strain rate on twin
variant selection in this chapter.
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6.1 Background
Bilby and Crocker [112] dene a deformation twin as "a region of a crystalline body
which has undergone a homogeneous shape deformation in such a way that the result-
ing product structure is identical with that of the parent, but oriented dierently". A
schematic is shown in Figure 6.1. Sun et al. [80] dene the twinned region as a region
of the crystal (beyond a boundary i.e. the twin boundary) that can be described
both by a rotation of the original crystal (the matrix) and by a simple shear trans-
formation. The equivalence of these two operations on the original crystal imposes
kinematic restrictions on the available twin variants.
Figure 6.1: A schematic of the crystallography of a twinned region (Sun et al. [80]).
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For the matrix and twinned region to remain connected, there must be a common
plane (denoted by K1). Since, the twinned region can be described as a simple shear
of the crystallographic lattice, the unit vector in the direction of shear is denoted by
η1. This is the direction of the twinning shear, the magnitude of which is used in
Equation 6.0.1. The fact that the twinned crystal has to remain invariant except for a
change in orientation (according to Bilby and Crockers' dention) implies that there
remains a plane K2 that is undistorted during the transformation. We also dene a
`plane of shear' which is the plane formed by the normal to the twin plane n̂1 and the
shear direction η1. The intersection of the plane of shear with the undistorted plane
K2 is dened by a unit vector in this direction, η2, which also remains undistorted.
A twin variant is hence completely dened by the set {K1,η1, K2,η2}.
In bcc and fcc structures, twinning takes place by homogeneous shear along the
direction η1 (Figure 6.1). However, in hcp structures additional atomic displacements
are often required in a direction dierent from the lattice shear. These atomic scale
motions are known as `shues' (Christian and Mahajan [11], Partridge [113]). In this
chapter, we will dene a twin variant using just the twin plane (K1) and the direction
of shear (η1). A `twin mode' can have multiple twin variants based on the number
of equivalent twin planes (within a given family of planes) that exist in the crystal.
These equivalent twin planes are also known as conjugate twin planes. Hence, a twin
mode is dened by a family of equivalent twin planes and corresponding directions.
Twinning in hcp crystals can accommodate strain along the c-axis of the crys-
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tal lattice by either extension {101̄2} or contraction {101̄1} twinning, depending on
whether the imposed strain tends to extend or contract the c-axis respectively. In
this chapter, we focus on extension twins and discuss contraction twins only when
necessary.
The most common extension twin mode observed in magnesium is the {101̄2}〈1̄011〉
mode. For this specic twin mode, six conjugate crystallographic twin planes i.e.
(101̄2), (1̄012), (11̄02), (1̄102), (011̄2) and (01̄12) exist. From a simple Schmid fac-
tor analysis using a CRSS argument (which we do not know to be valid in the case
of twins), the selection of twin variants would depend on the state of loading with
respect to the crystal. The existence of shues during twin formation, however, is
one indication that a simple Schmid factor analysis may not suce. We note that, in
addition to twin variants of a specic twin mode commonly observed in experiments,
other additional twin modes have been proposed to exist from atomistic calculations
by Sun et al. [80].
This chapter presents an experimental study of the crystallographic twin variants
that were active during quasi-static and high strain rate loading. Recovery experi-
ments were performed both at the quasi-static and high strain rates for post-mortem
electron back-scattered diraction (EBSD) microscopy. The list of datasets collected
at high strain rates are presented in Table A.2.
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6.2 Experimental Methods
6.2.1 Quasi-static compression
Cuboidal compression specimens were cut by electro discharge machining (EDM)
from 99.999% pure Mg single crystals (Metals Crystals and Oxides Ltd, UK) following
ASTM standard E9 (height to width ratio equal to 2 for a 6 mm width). The quasi-
static compression tests were carried out at constant strain rate of ε̇ ' 4.5× 10−4s−1,
with compression along the a-axis at room temperature. The axial stresses were
calculated from an axial load cell measurement, while the axial strains were calculated
by averaging full-eld digital image correlation strain data along the axial direction.
6.2.2 High strain rate compression
The general principle and setup for the high strain rate loading experiments has been
described in detail in chapter 2. The specimens for dynamic compression were cuboids
of dimension 3.4 × 3.7 × 4.3 mm, and the specimen preparation procedure has been
described in chapter 4. Recovery experiments were performed within this dataset
(Table A.2) using a procedure similar to that described in chapter 2. Specimens were
recovered mostly at ∼ 3% strain (refer Table A.2) for post-mortem EBSD analysis.
In comparison to the polycrystalline AZ31B specimens (used in chapter 2), very little
polishing was performed on these soft single crystals to ensure minimum damage
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during surface preparation. Compression was performed along the 〈112̄0〉 axis of the
crystal at room temperature.
6.2.3 Post-mortem microscopy
Samples (of thickness ∼ 500 µm) were cut from the deformed samples (both quasi-
static and dynamic loading) parallel to a {101̄0} plane (normal orthogonal to the
loading axis) using a diamond wire saw for post-mortem EBSD microscopy. Low feed
rates and coolant pressures were used to ensure minimum damage during cutting. The
sliced samples were then etched using a 10% nitric acid solution in water to remove
the damaged layer induced during cutting. The next surface nishing step involved
electrochemical polishing using a 90% methanol and 10% nitric acid solution with an
applied voltage of 20 V for 1 minute at a temperature of −40 ◦C. A nal nishing
step was performed by ion milling (Ar+) the surface using a Fischione Model 1050
TEM Mill at a 5◦ incident angle and driving voltage of 4 kV for 5-10 minutes.
EBSD data was collected using a TESCAN scanning electron microscope equipped
with an EDAX EBSD detector. The accelerating voltage and working distance were
set to 20 kV and 19.5 mm respectively. Data was recorded at a spatial resolution of
600 nm on a hexagonal grid.
EBSD was performed on the imaging face normal to the imaging direction marked
in Figure 6.2. The same labels will be used in the EBSD and texture maps used
throughout the rest of the chapter.
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Figure 6.2: A schematic of a compression specimen with the compression and imaging
directions marked relative to the crystallographic orientation. These notations will be used
in the subsequent EBSD images.
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6.3 Macroscopic response as a function of
strain rate
The current study was focused on understanding the nature of twin variants nucleated
during mechanical loading at dierent strain rates. In the quasi-static regime, only
three experiments were performed two among them being recovery experiments at
very small strains. Hence, only one quasi-static experiment was useful to compare
the complete stress-strain behavior as a function of strain rate.
As discussed in chapter 4, the stress-strain response of single crystal magnesium at
the high strain rates is variable possibly due to the stochasticity in twin nucleation and
growth across experiments. Figure 6.3 shows the high strain rate stress-strain data
along with the lone quasi-static dataset. A detailed statistical study similar to the
dynamic twinning work (Figure 4.4 in chapter 4) and the polycrystalline AZ31B work
(in chapter 2 and chapter 3), needs to be performed at the quasi-static strain rates to
make valid conclusions on the rate dependent strength of single crystal magnesium.
However, it is safe to conclude, based on chapter 4, that the competition between twin
nucleation and growth in single crystal magnesium is rate dependent, and this may
aect the rate dependence of the macroscopic stress-strain response. The concept of
strain rate dependence of twin evolution has been discussed in chapter 3.
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Figure 6.3: Stress-strain curves of single crystal magnesium along with quasi-static data.
Note that we do not have a statistical dataset at the quasi-static rates to make any mean-
ingful conclusions about strength as a function of strain rate.
6.4 Twin variant selection at quasi-static strain
rates
Figure 6.4a shows an example inverse pole gure (IPF) map generated from EBSD
data collected from a specimen compressed to ∼ 3% macroscopic strain at quasi-
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static strain rates. The colors represent the orientation of the crystal at every spatial
position on the map. A (0001) basal pole gure that maps the orientation of basal
poles with respect to the specimen coordinate system is shown in Figure 6.4b. All
the recorded twins were extension twins reorienting the matrix by ∼ 86◦.
Note that ve dierent twin variants are shown in Figure 6.4. Four sets of primary
twins labeled T1, T2, T4 and two sets of double extension twins (extension twins
within extension twins) labeled T5 and T6 were found. The matrix is denoted by M.
Hence, in total ve dierent twin variants were found to nucleate under quasi-static
loading along the 〈112̄0〉 a-axis of the single crystal. While T1 and T2 in Figure 6.4b
are indistinguishable, point-to-point mis orientation analysis (Table 6.1) indicate that
these are indeed two dierent variants with relative mis-orientation ∼ 6◦. The twin
planes and directions are listed in Table 6.2.
6.5 Twin variant selection at high strain rates
Figure 6.5a shows an inverse pole gure map collected from a specimen compressed
to ∼ 3% macroscopic strain (similar to the quasi-static experiment) at a high strain
rate. Similar to the quasi-static case (Figure 6.4), Figure 6.5b is a (0001) basal pole
gure that identies the dominant orientations of the basal poles with respect to the
specimen coordinate axes.
From Figure 6.5, four primary extension twin variants (T1, T2, T3, T4) and only
one double twin/ secondary twin variant (T5) were found to be active. The double
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Figure 6.4: EBSD data from a sample compressed to ∼ 3% macroscopic strain at quasi-
static strain rates. CD stands for compression direction.
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Figure 6.5: EBSD data from a sample compressed to ∼ 3% macroscopic strain at high
strain rates (refer to Table A.2 for more details). CD stands for compression direction.
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twin variant T5 was found within the primary twin variant T3. No appreciable volume
fraction of the second double twin variant T6 (observed in the quasi-statically loaded
specimen) was found at the high strain rates. In total, ve twin variants were found
at the high strain rates. Based on this data, we may make the conclusion that twin
variant selection is not a strong function of strain rate. The lack of one double twin
variant at the high strain rates compared to quasi-static rates might indicate some
rate dependence in twin variant selection. However, statistically signicant datasets
over large regions will be required to make any conclusive statements in this regard.
6.6 Schmid factor analysis
We rst analyze the nature of the observed twins both at the quasi-static and high
strain rates using the mis-orientation angles between them (Table 6.1). The mis-
orientation angles shown in Table 6.1 indicate that T1, T2, T3 and T4 are dierent
variants of primary extension twins with mis-orientation angles ∼ 87◦. The sources
of the variability in the angles around 87◦ are currently unknown. Much more careful
high resolution microscopy (possibly using TEM) is needed to understand if the vari-
ability of angles is merely experimental uncertainty or reects the atomistic nature
of twin variants nucleated. Given that multiple twin modes may indeed exist from
energetic considerations (Sun et al. [80]), the latter may be true.
The twins T5 and T6 have mis-orientation angles ∼ 60◦ with respect to the matrix.
However, these twins were found to be double twins inside primary extension twins
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Point to point M→T1 M→T2 M→T3 M→T4 M→T5 M →T6 T1→T3 T1→T5 T3→T6
Misorientation (degree) 86 90 86 87 58 63 6 87 85
Table 6.1: Mis-orientation angles for all twin variants found at quasi-static and dynamic
strain rates.
(Figure 6.4 and Figure 6.5). The mis-orientation angles between T1 and T5, T1
and T6 as well as T3 and T5 were found to be nearly 87◦, indicating that these are
indeed extension twins within extension twins. The occurrence of these twins will be
discussed in section 6.8.
The mis-orientation angle analysis has provided evidence that all twins observed
were extension twins among which two were double extension twins. For a Schmid
factor analysis, knowledge of the twin plane and twinning shear direction is necessary.
Using our knowledge of conjugate crystallographic extension twin planes and twin-
ning directions along with the twin traces observed in the data, we make informed
guesses at the twin planes and twin directions for each variant observed. Note that
an important assumption made here is that the twin grows along the direction of
applied twinning shear. Figure 6.6 shows schematically the orientations of the twin
plane (marked in red) and twin directions (blue arrow) relative to the loading direc-
tion (green arrow). T5 and T6 being double twins have dierent relative orientations
corresponding to their parent twin (T3). Using this analysis we can calculate the
Schmid factors dened as,
m = cosφ cosλ (6.6.1)
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where φ is the angle between the loading orientation and twin plane normal, and λ
that between the loading orientation and estimated twinning shear direction.
(a) T1 (1̄102) [11̄01] (b) T2 (11̄02) [1̄101]
(c) T3 (1̄012) [101̄1]
(d) T4 (011̄2) [01̄11]
(e) T5 (01̄12)− (1̄012)
[011̄1]
(f) T6 (1̄012)− (1̄012)
[101̄1]
Figure 6.6: Schmid factor analysis of twin variants. The gures show schematically, the
loading orientations (green arrow) and twinning shear directions (blue arrow) for the six
dierent types of twins observed in both quasi-static and high strain rate experiments. T5
and T6 have been identied as double twins within primary twin variant T3.
The Schmid factors are listed in Table 6.2. T1, T2 and T3 have high Schmid factors
(∼ 0.37). The variant T4 is found to have a Schmid factor of 0 and is considered
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to be a non-Schmid twin. These twins did not occupy large volume fractions in the
material but were found consistently at both low and high strain rates. The double
twins T5 and T6 were estimated to have even higher Schmid factors than T1, T2 and
T3. The observations of these twins, however, raises questions, since the macroscopic
loading orientation would be expected to result in pyramidal and prismatic slip over
extension twinning (Dixit et al. [22]). These questions will be addressed in section 6.8.
Twin variant Twin plane/direction Schmid factor
T1 (1̄102) [11̄01] 0.37
T2 (11̄02) [1̄101] 0.37
T3 (1̄012) [101̄1] 0.37
T4 (011̄2) [01̄11] 0
T5 (01̄12)− (1̄012) [011̄1] ∼0.48
T6 (1̄012)− (1̄012) [101̄1] ∼0.48
Table 6.2: Schmid factors for twin variants observed from both the quasi-static and high
strain rate experiments post-mortem. The Schmid factors for the double twins T5 and T6
are calculated relative to their parent twins, T3.
6.7 Double twin variant groupings
We dwell a little more on the dierent possible variants for double extension twin-
ning and the specic variants found in Figure 6.4 and Figure 6.5. In hcp crystals,
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six dierent extension twin variants may exist. Figure 6.7 shows a three-dimensional
schematic representation of the possible double extension twin variants within a pri-
mary twin variant T3 (both quasi-static and dynamic rates show double twins inside
T3). The dotted lines are markers to identify the [0001] c-axis of the crystal. The dif-
ferent variants are divided into four categories based on mis-orientation angles with
respect to the matrix. From Table 6.1, it is clear that our double twins must fall
within type 3 or 4 (with mis-orientation angles ' 60◦). A further analysis of the
crystal orientations within the double twins reveal that T5 was of type 3 and T6 of
type 4 (as shown in Figure 6.7).
6.8 Discussion
6.8.1 Primary twin variant selection and local mor-
phology as a function of strain rate
The selection of twin variants is not a strong function of strain rate (Figure 6.4 and
Figure 6.5). While the absence of a second double extension twin, T6, at the high
strain rates may seem to be the only indication of strain rate eects on twin variant
selection, large datasets over multiple experiments will be required to quantify this
eect. One possible way of making this comparison quantitative is to measure and
compare the number densities and twin volume fractions of the specic variant over
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Figure 6.7: Double twin variants in single crystal magnesium. Note that the double twins
T5 and T6 were observed inside parent twin T3 (Figure 6.4 and Figure 6.5). The four types
of double twin variants were dened based o of the mis-orientations from the matrix M.
Both T5 and T6 have high mis-orientation angles with respect to the matrix (Type 3 and
Type 4 respectively).
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these large datasets at dierent strain rates. This is beyond the scope of the current
thesis but has potential for future studies. In addition, both the inverse pole gure
maps, (Figure 6.4 and Figure 6.5), show a qualitative dierence in morphology and
twin volume fraction at the two dierent strain rates. These dierences play a role in
both the strength of the material and may also be important for identifying nucleation
sites for localized failure. A detailed discussion follows.
The four primary twins observed were T1, T2, T3 and T4. We will discuss T1,
T2 and T3 rst. All these three variants have a Schmid factor of 0.37 (Table 6.2).
Assuming that these twins follow the Schmid's law for nucleation, this would assign
similar probabilities for nucleation of each of these variants. However, in real ma-
terials this probability may be biased by the initial nucleation. At the low strain
rates (Figure 6.4), the volume fraction of T1 twins are higher than that of T2 twins.
However, the volume fractions of T2 and T3 twins are still signicant within the eld
of view. At the higher strain rates (Figure 6.5), the same trend remains although
the volume fractions of T1 variants are much higher than T2 twins in comparison to
quasi-static rates (Figure 6.4). The twin dynamics study in chapter 4 also indicates
that the Gen2 twins are smaller than the Gen1 twins although the number density
is higher. The Gen2 twins are mostly of crystallographic type T2 (from Figure 6.5).
Comparisons between the EBSD data at low and high strain rates and the twin dy-
namics study in chapter 4, reveals that increasing the strain rate tends to increase
the nucleation rate of T2 twin types (due to enhanced nucleation of Gen2 twins (refer
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Figure 4.19)). However, since twin boundary growth is easier at quasi-static rates, the
existing T2 twins tend to become larger at quasi-static rates. We hence hypothesize
that the nucleation rate of T2 type twins is enhanced with increase in rate, however
growth is suppressed. The twin volume fractions of T2 type twins at both quasi-static
and high strain rates may hence be comparable in a large sample. However, the en-
hanced nucleation rates would increase the rate of hardening, resulting in larger ow
stresses at larger strains. We do see some preliminary evidence of this phenomena in
the macroscopic stress-strain response (Figure 6.3). We do not however understand
the nucleation of the T3 twins as yet.
Figure 6.8: Inverse pole gure map from quasi-static specimens of single crystal Mg re-
covered at ∼ 3% strain showing larger T4 type twins (colored in red).
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The T4 primary twin variant has a Schmid factor of 0 (Table 6.2) indicating that
these twins are non-Schmid twins i.e. they are not driven by a resolved shear stress.
Although these are found only in very small volume fractions in comparison to the
other three primary extension twins, they may play a role in controlling nucleation
sites for failure. Figure 6.4 shows nearly negligible number and sizes of T4 twins.
However, data collected from another region of the quasi-static specimen (twins col-
ored red in Figure 6.8) showed larger twins of type T4. Similar twins of type T4 are
observed at high strain rates too (Figure 6.5). Notice that all of the observed T4
twins nucleate from an existing twin boundary. In fact, most of them nucleate from
the points of intersection of the double extension twins T5 and T6 with their parent
twin boundary of type T3. The nucleation of these non-Schmid twins could hence
have their origin in the nucleation and growth of the double extension twins (T5 and
T6).
Twin morphologies have a signicant impact on twin growth dynamics. Since
twin boundary growth is a preferred mechanism at quasi-static strain rates than at
dynamic strain rates (refer chapter 4), the presence of gradients in driving forces along
the twin boundary allows them to develop curvature. Note that the twin boundaries
especially near the tips in Figure 6.4 and Figure 6.8 are much more curved than in
Figure 6.5. We expect that the curvature at the twin tip would aect the rate of
twin growth. The larger curvature of the twin boundaries at quasi-static rates in
comparison to high strain rates indicates that this might be a mechanism that allows
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the twin to relax its driving stresses which would reduce its propagation velocity. This
however is a hypothesis and needs to be veried by measurements of twin dynamics
(similar to chapter 4) at quasi-static rates as well. Also, TEM measurements of the
coherence of a twin boundary at quasi-static and dynamic rates would help get an
idea of the surface energies associated and hence the driving forces. This allows for a
more robust denition of twinning kinetics as a function of strain rate.
In summary, primary twins T1, T2 and T3 are found to nucleate easily in single
crystal magnesium at both quasi-static and high strain rates. The number density of
T2 twins are larger at higher strain rates but the twins are on average smaller. The
reason for this is the enhancement of nucleation and suppression of twin boundary
growth at higher loading rates discussed in detail in chapter 4. We hypothesize that
this competition between nucleation and growth of specic twin variants may aect
the macroscopic hardening and hence plastic ow stresses at larger strains. The larger
curvature of twins at quasi-static rates has important implications on the kinetics of
twinning and hence twin growth dynamics. In addition, non-Schmid twin variants
T4 were found to occur consistently across strain rates albeit with a lesser volume
fraction. Inverse pole gure maps show that the intersection between double extension
twins and their parent T3 twins are nucleation sites for these primary T4 twins. In
the next section, we discuss double twin variants.
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6.8.2 Double twin variants in single crystal magne-
sium under uniaxial loading
Both quasi-static (Figure 6.4) and dynamic compression (Figure 6.5) experiments
resulted in the nucleation of double extension twins within the primary twin variant
T3. While the Schmid factors for the specic double twin variants are high, the
orientation of the parent twin T3 relative to the loading direction is such that the
c-axis is more under compression and shear, hence more suited to activate basal and
pyramidal slip. No extension twinning would be expected. We hence propose that the
extension twin within the parent extension twin of type T3 might be a non-Schmid
twin. Notice also that the twin variants T5 in Figure 6.4 are not parallel to each
other further indicating that they might not be driven purely by homogeneous shear
stresses on the twinning plane alone.
Previous studies on the formation of secondary twins (Beyerlein et al. [114], Bar-
nett et al. [115]) have shown that double twin selection does not follow Schmid pre-
dictions and instead is favorable for some orientations, perhaps due to minimization
of strain incompatibility between primary extension and secondary contraction twin
planes [114, 115]. Cases of secondary extension twins within primary extension twins
have also been observed under high strain rate uniaxial strain [116], but these have
not been studied in sucient detail to make similar claims.
Another aspect that needs to be discussed is the nucleation of dierent double twin
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variants. Two double extension twin variants T5 and T6 were observed at quasi-static
rates in Figure 6.4 while only one was observed in Figure 6.5. A correlation between
the parent twin thickness and the number and morphology of double twin variants
nucleated within the parent twin may be made from these specic observations. The
thickness of the parent twin in the quasi-static specimen is ∼ 75µm whereas in the
high strain rate specimen is ∼ 15µm. Consequently, the double extension twins T5
are much larger than at the high strain rates and T6 is not even observed in the
EBSD maps at the high rates. From energetic considerations, we would expect that
there must be a specic critical parent twin size for a double twin nucleus to become
stable. From our observations, it seems that increase in the parent twin thickness
allows for nucleation and growth of more double twin variants. The dynamics of twin
boundary growth in this case would govern the nucleation of double extension twins
hence controlling the nucleation of T4 primary twins as discussed in subsection 6.8.1.
These observations provide crucial insight into how dierent twin variants interact
with each other.
6.8.3 Eect of Schmid factor on deformation twin-
ning
According to Schmid's law, dislocation slip occurs when the resolved shear stress on
the slip plane reaches a critical value. The adaptability of this law to twinning however
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oversimplies the problem. The resolved shear stresses in our experiments are simply
the applied uniaxial stresses times the Schmid factor (m) dened in Equation 6.6.1.
Hence, if twinning were to indeed follow Schmid's law, then twin variant T4 should
never have nucleated in the rst place. In the case of double twins T5 and T6,
although the Schmid factors are high, the direction of loading relative to the parent
T3 would not normally be twin-dominant (for eg. Dixit et al. [22]). Moreover, prior
studies on other types of double twins by Barnett et al. [115] and Beyerlein et al.
[114] indicate that double twins are typically non-Schmid twins. The nucleation of
these twins may hence be driven by local stress concentrations.
During twin growth, the three dimensional nature of the twin tip results in complex
stress states locally. As explained in chapter 4, it is unclear which components of this
stress tensor contributes to twin growth. Hence, while Schmid's law may serve as
an empirical guide to predict nucleation and growth of primary twins T1, T2 and
T3, it does not in any way explain the occurrence of T4, T5 and T6. Physically
however, the three dimensional nature of twin tips makes it unlikely that any of the
twins described in this study truly follow Schmid's law. There is a need for both
experiments and models at the atomistic scale to dene physically robust nucleation
and growth laws for dierent twin variants. These laws could feed very well into
eorts to better interpret twin variant selection and evolution dynamics at the length
and time scales discussed in this thesis.
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6.9 Conclusions
As a complementary study to the twin dynamics work described in chapter 4, this
study probes into the crystallography of twins nucleated at both quasi-static and
high strain rates using recovery experiments and post-mortem electron backscattered
diraction microscopy. The following are our primary conclusions from this chapter.
1. In total six twin variants were observed at the quasi-static and dynamic strain
rates together, all of them extension twin modes.
2. Four primary twins were observed, one of which was a non-Schmid twin. The
other two variants were found to be double extension twins i.e. extension twins
within extension twins.
3. No signicant eect of strain rate was found on the selection of twin variants.
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Chapter 7
Concluding remarks and future
directions
7.1 Conclusions from this thesis
This thesis has addressed the dynamic behavior of magnesium and its alloys using a
mechanisms-based approach. Specic focus has been placed on deformation twinning
and its complex dynamics at high loading rates. The direct measurements and anal-
yses of the mechanics of discrete deformation twins have provided insight into these
mechanisms at much shorter time scales than previously studied. We now summarize
some of the key ndings in this thesis.
In chapter 2, we studied the macroscopic strength of a specic textured polycrys-
talline magnesium alloy made by Equal Channel Angular Extrusion (ECAE) across
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eight decades of strain rate. Our measurements revealed that the ow stress, harden-
ing and apparent failure strains were anisotropic and rate dependent. While the ow
stresses increased with strain rate for two dominant loading orientations, the strain
hardening trend with strain rate was found to increase and then decrease for certain
orientations of compression (that were believed to activate signicant extension twin-
ning) at larger plastic strains. The decrease in strain hardening at higher strain rates
was attributed to the earlier onset of softening during compression along this specic
orientation.
To develop deeper insight into these phenomena, we used data from in-situ high
speed microscopy and post-mortem electron microscopy studies to interpret the mech-
anisms activated at the dierent length and time scales in chapter 3. Two major
loading orientations were studied. At the micro length scales within a grain, the two
loading orientations revealed dislocation slip-dominant versus twin-dominant defor-
mation at high strain rates explaining the anisotropy in the macroscopic response.
This dierence in mechanisms activated was due to the texture of the material. The
combinations of mechanisms activated, however, were found to be complex given the
non-standard texture of the ECAE material in comparison to the conventional rolled
alloys more commonly studied in literature.
Deformation twinning was found to occur as expected along a specic orientation
under high strain rate loading. However, at the low rates, for the same loading
orientation, complementary studies observed signicant grain growth but very little
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twinning. The data indicated that twin activity is enhanced at the higher strain
rates explaining the increasing macroscopic strain hardening trend at smaller plastic
strains (Figure 2.7b in chapter 2) during twin dominant deformation.
At the high strain rates, we also explored spatially resolved meso-scale deforma-
tion (with resolutions spanning 5-10 µm) at very short time scales of the order of
100's of nanoseconds using high speed imaging. Heterogeneous deformation was ob-
served at these scales with localized deformation bands propagating rapidly across the
specimen. These bands eventually led to failure of the specimen being tested. The
propagation and coalescence of these bands had dierent qualitative characteristics
along dierent loading orientations indicating the eect of texture and micro-scale de-
formation mechanisms on meso-scale deformation and material failure as well. These
phenomena at an intermediate length scale and short time scales warrant separate
extensive investigation during future studies. One mechanism that showed very in-
teresting characteristics from the rst part of this thesis was deformation twinning.
We sought a deeper understanding of the mechanics of deformation twinning during
the latter part of this thesis.
Three important features of deformation twinning were identied: 1. a nucleation
criterion; 2. the kinetics of twin evolution (involving nucleation and growth); 3. the
selection of crystallographic twin variants as a function of strain rate. Greater focus
was placed on the second phenomena although the other two were also discussed.
To start, we performed extensive experiments and analyses to capture the dynam-
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ics of twin nucleation and growth. Using high strain rate compression experiments
with in-situ high speed imaging, we were able to measure the rates of nucleation and
growth of extension twins in 99.999% pure single crystals of magnesium. Twin nucle-
ation appeared to be stress-driven with rst twins nucleating at 5-7 MPa. This may be
useful as a rst order approximation of a twin nucleation criterion in mathematical
models. Once the rst twins nucleated, they rapidly evolved into long lenticular-
shaped bands with the tips propagating at speeds of the order of 1 km/s. These were
rst of its kind direct measurements of twin tip velocities. After the twin tip stops
growing, quasi-static observations in the past have observed the relatively slow lateral
growth of twin boundaries (of the order of 35 nm/s). Apparently, these rates are very
slow to accommodate high strain rate deformation. Instead, rapid twin nucleation
at the existing twin boundaries was observed. Further analysis of the experimental
data revealed that, at high strain rates, the growth of twin volume fraction in the
material is initially dominated by growth and soon enough nucleation begins to take
over as a dominant mechanism - a phenomenon not known to occur at the low strain
rates. With the kinetics of twin nucleation being very dierent from growth, these
measurements indicate the need for more sophisticated models to accurately capture
the mechanics of discrete twin evolution.
Chapter 5 is an eort in this direction. Inspired by theoretical models in the
past by Gurtin [18], Abeyaratne and Knowles [1] and Rosakis and Tsai [17], we
proposed a micro-mechanics based continuum mechanical framework that can capture
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the driving forces on a twin boundary in an anisotropic elastic-plastic continuum. The
driving forces on the twin boundary exist due to the dierence in the strength and
mobilities of plastic deformation mechanisms across the boundary. The framework
is thermodynamically consistent and has potential applications in understanding and
controlling twin growth rates and interactions, driving towards a materials design
objective.
An important component in the study of deformation twinning that has received
little focus at the high strain rates is its crystallographic nature. Although mul-
tiple `crystallographic twin variants' have been known to activate, the selection of
these variants as a function of strain rate remains unknown. This was the subject
of chapter 6. Using post-mortem electron microscopy observations of single crystal
magnesium samples compressed both at quasi-static and high strain rates, six dier-
ent twin variants were identied, all of them being of extension twin type. Of the
six variants, four of them were primary twins and two were double twin variants.
Non-schmid twins were also observed to occur at the intersections of primary and
secondary twins indicating that local stress states also play an important role not
just in controlling the dynamics but also the crystallography. However, no signicant
eect of strain rate on the selection of twin variants was observed. While this may
simplify our mathematical models a little, capturing the dierent twin variants acti-
vated during plastic deformation have implications in understanding the organization
of multiple twins in a matrix and hence the related dynamics of evolution.
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7.2 Potential for future studies
A larger objective that the mechanics and materials community is progressing towards
is a mechanism-based constitutive model that can accurately capture the strength and
failure of a material at dierent strains, stress states, temperatures and strain rates.
While we are quite far o from this understanding, the scientic community is making
giant strides in this direction.
The ndings presented in this thesis are a small step in this direction. In addition
to improving our understanding of fundamental mechanisms at high strain rates in
anisotropic metals, it also opens up opportunities for materials design applications. Of
course, transferring fundamental knowledge up to the application and design stage is
a non-trivial task and needs more work. We suggest some potential future studies that
would help us reach this stage while pushing the borders of scientic understanding
established here.
7.2.1 Understanding the mechanisms of plastic de-
formation in polycrystalline anisotropic metals
In chapter 2 and chapter 3, we were able to identify potential plastic deformation
mechanisms within grains using post-mortem microscopy studies and their eect on
macroscopic material behavior across a large range of strain rates. An assumption
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we make while using the rate sensitivities in a mathematical model is that the micro-
structure remains a constant. However, at dierent loading rates, the micro-structure
at a given plastic strain is not expected to be exactly the same. Hence, care needs to be
taken while using these data to parameterize models or interpreting micro-structural
evolution. One way of identifying these parameters and tracking micro-structural
evolution with strain rate is by performing strain rate jump experiments (Meyers
[14]). In these type of experiments, specimens are compressed to a specic plastic
strain at one strain rate (such that the micro-structure at the end of this step is
the same) followed by subsequent loading at dierent strain rates. The increase in
ow stress with the jump in strain rate is often used to calculate the rate sensitivity
parameter. In our material, this needs to be done at dierent plastic strains and
strain rates, as our ow stresses are functions of both plastic strain and strain rate.
With reference to micro-structural evolution, multiple micro-scale mechanisms
were active within the grain and our approach aimed at understanding the relative
contribution of these dierent mechanisms to plastic deformation. Equation 2.5.2 is
a mathematical abstraction of this statement and may be expanded out as,
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Dislocation variants
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Twin variants
While we have some knowledge of which mechanisms are active, we do not know
the relative magnitude of these dierent terms at the high rates. Detailed studies
however have been performed at the quasi-static rates (e.g. Agnew et al. [117]). These
studies used a combination of in-situ neutron diraction measurements to extract
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internal strains and an elasto-plastic self consistent polycrystal model to capture the
relative activity between dierent mechanisms during compression. Similar studies
have not been performed at the high strain rates primarily due to the lack of temporal
resolution in neutron diraction experiments. However, with the development of
modern high intensity X-ray synchrotron capabilities (e.g. Wehrenberg et al. [3],
Lambert et al. [118]), we may soon be able to make these measurements at high
strain rates. Some measurements of twin volume fraction evolution in polycrystalline
magnesium have already been made by Hustedt et al. [119]. In principle, extracting
plastic strains due to dislocation slip in-situ is possible using simultaneous optical
imaging and synchrotron diraction techniques. While dicult to perform, these
measurements are becoming more feasible.
In the light of these giant strides in experimental mechanics, the potential areas
that we can explore are enormous. With signicant tension-compression asymmetry
in magnesium, stress state becomes an important issue in understanding the relative
activation of mechanisms. Plate impact (e.g. Zhao et al. [61], Renganathan et al.
[120]) and laser shock experiments (Wehrenberg et al. [3], Sliwa et al. [121]) oer
access to dierent stress states (with varying levels of pressure) at high strain rates in
these polycrystalline materials. A schematic of the experimental conguration from
Wehrenberg et al. [3] is shown in Figure 7.1. However, these experiments are usually
at much higher strain rates (order of 107 s−1) than those probed in this thesis. To
study stress state eects at the more nominal strain rates, torsional kolsky bars (e.g.
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Duy et al. [122, 123]) may be used.
Temperature is another critical eld variable to consider especially at the high
strain rates. The constitutive response at high temperatures, relies on the change in
relative activity and the mobility of the active mechanisms in the material. Disloca-
tion slip has been known to have increased mobility at high temperatures (Meyers
[14]) while twinning has been known to have enhanced activity at lower temperatures
in fcc and bcc metals (Christian and Mahajan [11]). The coupled eects of temper-
ature and strain rate, however, have not been studied in much detail and less so in
hcp metals like magnesium.
These studies, through the calibration of known phenomena and the discovery of
Figure 7.1: A schematic of a laser shock experiment with in-situ x-ray diraction repro-
duced from Wehrenberg et al. [3].
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unknown phenomena, would help improve the physical accuracy and the robustness
of existing computational models and hence the materials-by-design initiative.
7.2.2 The kinetics of deformation twinning
The studies mentioned in subsection 7.2.1 focus on capturing the evolution of mecha-
nisms through a volume of a polycrystalline material and are hence spatially averaged.
A more fundamental understanding of this average evolution, specically the transi-
tions between the nucleation and growth of twins (studied in chapter 4) comes from
probing these phenomena at a more spatially resolved scale. These studies also have
potential applications in understanding the activation of local failure sites due to twin-
ning (e.g. Barnett [20]). Chapter 4 is an example of how modern laboratory-based
instrumentation can oer signicant insight in this direction.
Nucleation criteria
While our data indicates that nucleation may be stress-driven, we are unable to
identify the general tensorial stress state associated with nucleation. It would be
useful to perform controlled multiaxial loading experiments together with careful
atomic resolution microscopy to understand the nature of twin embryos. Note that
much of the literature on twin nucleation in fcc metals may not apply to these hcp
metals.
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A kinetic law for twin boundary growth
With respect to twin growth, the rst detail we lack is a physics-based kinetic relation
for the dynamic propagation of a twin boundary. Such a model should capture the
dierence between the velocity of the propagating twin tip and the rate of broadening
of the twin, and should relate these velocities to the crystallography and the driving
stresses. Models that provide an understanding of the coupling between the driving
forces on twin tips, the energies associated with twin boundaries, and the twin tip
velocity would be of great interest. In this regard, we note that the twin tip propa-
gation is typically not steady-state. A simple setup to estimate the kinetic relation
is described here.
Figure 7.2 shows a schematic of the twin boundary as an ensemble of dislocations.
This is the fundamental idea of previous dislocation-based studies as well (for e.g.
Mitchell and Hirth [83], Lloyd [124]). However, these were quasi-static studies aimed
at predicting the morphology of twins that are pinned at their tips. We would like to
extend this idea of the twin boundary as a pile-up of dislocations to understand twin
tip propagation as well.
Given an equilibrium conguration of these `twinning dislocations' (or TD's) at
zero stress, the application of shear stress τ (Figure 7.2) results in the growth of this
ensemble of twinning dislocations and hence the twin boundary. We assume that new
dislocation dipoles are nucleated on the TB (at x=0 in Figure 7.2) as the stress at
this point reaches a critical nucleation stress. The stress eld at the twin tip (or the
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Figure 7.2: A schematic of a dislocation-based setup to estimate twin growth kinetics.
tip of the pile-up) drives the ensemble of twinning dislocations according to a linear
drag kinetic law (as a rst approximation).
The net force acting on a twinning dislocation in a dynamically propagating dis-






n(x′, t)(x′ − x)
(x′ − x)2 + (y′ − y)2
dx′ = BvTD(τ) (7.2.1)
where vTD is the velocity of the twinning dislocation and b is the magnitude of it's
Burger's vector. B is a linear drag coecient for the propagation of the twinning dis-
location and n(x, t) is the distribution of twinning dislocations on the twin boundary.
Note that while Mitchell and Hirth [83] were dealing with equilibrium twin morpholo-
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gies in quasi-static problems, we are using this in a dynamic problem where the twins
are continuously growing in space and time.
Since the twin is growing in our problem, the twin length l is a function of time.
This is given by the simple evolution law,
l̇ = 2vTD(τ) (7.2.2)
As the twin tip grows, the spacing between neighboring TD's is bound to increase.
Similar to Lloyd [124]'s assumption, we assume that the nucleation of dislocation
dipoles occurs at x=0 on the twin boundary when the local stress at this point reaches
a critical value. This critical stress can be related to a critical spacing between










This can be thought of as an initial condition for Equation 7.2.1, where lTD is the
spacing between TD's, lc is the critical spacing and H is the heaviside step function.
Equation 7.2.1, Equation 7.2.2 and Equation 7.2.3 allow us to solve for the number
density of twinning dislocations n(x, t) on the twin boundary. The twin morphology






This evolution law in combination with Equation 7.2.2 completely denes the growth
rates of the lamellar twin boundary with the applied driving stress. In principle, this
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model could be extended to other stress states too.
The model at this stage is rudimentary with simple assumptions on the nature,
propagation (Equation 7.2.1) and nucleation (Equation 7.2.3) of twinning disloca-
tions. It remains to be seen if the model in its simplest form captures the kinetics of
twin growth accurately. These laws could be improved signicantly by inputs from
molecular dynamics and discrete dislocation dynamics studies where more sophisti-
cated physics are modeled.
Experimental techniques to better understand twin growth ki-
netics
On the experimental front, there is a lot that can be done to better understand the
collective organization of twins in a grain/ a single crystal. For example, the in-situ
high speed images from chapter 4, contain temporal and spatially resolved informa-
tion about twin nucleation sites and twin spacings. An eective image processing
scheme should ideally be able to extract the exact nucleation and growth terms in
the twin volume fraction evolution law (Equation 5.1.2) derived in chapter 4. Such
an algorithm would be sophisticated and needs more work.
With respect to additional measurements at the larger length scales, it would be
very useful to obtain a sense of the strain eld ahead of the propagating twin tip. With
this information, the mathematical framework in chapter 5 would be able to capture
eects of twin-twin interactions quantitatively. These studies will help calibrate larger
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length scale models that handle the evolution of twin volume fractions when multiple
twins exist in a self-organized fashion. The dynamic interaction of twins will be an
added level of sophistication to our understanding of twin evolution.
At the smaller length scales, the structure of the twin boundary at dierent strain
rates would be useful to better understand the energetics of the twin boundary. Some
TEM studies do exist for quasi-statically deformed samples (for e.g. Zhu et al. [125]).
Quantifying the distribution of twinning dislocations on the twin boundary and the
eects of strain rate on this distribution would further help rene the initial con-
guration and the nucleation law for twinning dislocations on the twin boundary
(Equation 7.2.3) used in the previous subsection. In-situ TEM straining experiments
like the ones performed by Wang et al. [126] on copper would also be invaluable in
validating and rening evolution laws for the twinning dislocations also described in
the previous subsection (Equation 7.2.1).
Other problems that have not been given much attention in literature are the
eects of stress state and temperature on discrete twin nucleation and growth. These
warrant studies similar those suggested in subsection 7.2.1. However, direct in-situ
imaging of discrete twin nucleation and growth in torsion kolsky bars, plate impact
and laser shock experiments are technological challenges that have not been resolved
as yet. Hence, we will have to settle with post-mortem measurements for now.
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7.2.3 Heterogeneous deformation and failure at high
loading rates in anisotropic metals
Failure was not a major focus in this thesis. However, chapter 3 identied hetero-
geneous deformation at the meso length scales (spanning 10's of grains) eventually
leading to specimen failure. The kinetics of these initial heterogeneities were sus-
pected to correlate to reduction in apparent failure strains with increase in strain
rate.
The two common softening mechanisms that may result in failure at high strain
rates are thermal softening (Meyers [14]) resulting in `nearly' adiabatic shear localiza-
tion and geometric softening. The occurrence of both these mechanisms is plausible
in anisotropic hcp metals. The relative activation of these mechanisms especially
along dierent loading orientations will enable greater insight into controlling failure
in magnesium alloys.
Thermal softening may be monitored using controlled multi-axial experiments
with in-situ high speed infrared measurements (for e.g. Marchand and Duy [52],
Zhou et al. [56]). While techniques to model this phenomenon are well established
(Rosakis et al. [106]), the measurements themselves are challenging. A schematic of
an experimental setup used to measure the temperature and deformation gradient
elds around a dynamically propagating shear band (reproduced from Guduru et al.
[4]) is shown in Figure 7.3.
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Geometric softening may occur in the form of deformation twinning in the ma-
terial. An ideal experiment to probe this phenomenon would monitor the spatial
evolution of twins and twin-related deformation bands in-situ. The biggest challenge
in these experiments lie in the dierence in length scales. Discrete twinning occurs
within the grains while the localized deformation bands observed in Figure 3.6 span
10's of grains. Small scale imaging techniques at the relevant time scales (like the
dynamic TEM) are still in their nascent development stage. On the modeling front,
models that could predict the formation of twin-mediated bands under high rate de-
Figure 7.3: A schematic of an experimental setup used to simultaneously measure dis-
placement gradients and local temperature elds in-situ around a dynamically propagating
shear band in steel. Reproduced from Guduru et al. [4].
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formation do not exist to the author's knowledge. There is hence a lot more potential
for exciting and useful mechanics in this area with specic applications for example
in high speed manufacturing.
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Appendix A
Conventional and desktop kolsky
bars: Experimental protocols, data
analysis procedures and datasets
A.1 Conventional kolsky bar: Instrumenta-
tion, data analysis and experimental pro-
tocol
A representative schematic block diagram for the conventional kolsky bar experiments
performed in this thesis is shown in Figure A.1.
A single stage gas gun is used to re a maraging steel cylindrical projectile down
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APPENDIX A. KOLSKY BAR ANALYSIS AND DATASETS
the gun barrel. The projectile is supported by plastic collars in the barrel. Up on
impact, linear elastic stress pulses propagate down the bar. The width of a pulse
for our experiments were ∼100 µs. At a signicant distance from the impact end
(conventionally chosen to be >10 times the bar diameter), the waves may be assumed
as one dimensional.
With respect to data collection, the incident strain gage signal is the earliest event
that is captured by the oscilloscope (Figure A.1). This signal triggers the oscilloscope
which is then used to trigger the high speed camera (Kirana®) and the imaging light
source (a 400 W SI-LUX Pulsed laser diode). Since we know the velocity of the
longitudinal wave in the bar, the delay between the incident signal and the camera
trigger can be set accordingly. In order to correlate the images to specic stress and
strain states in the specimen, the laser pulses were captured on the oscilloscope as
well.
A.1.1 Strain gage instrumentation
The strain amplitude in the bars was detected using 1 k-ohm foil strain gages (Micro-
Measurements®) with a gage factor of 2.04. For the experiments on polycrystalline
AZ31B (chapter 2 and chapter 3), the same type of gages were used on both the bars.
However, for the single crystal experiments (chapter 4), higher sensitivity semicon-
ductor strain gages (Kyowa® KSP-2-1K-E4) with gage factors of 162 were used on
the transmitted bar due to lower strength of the single crystals.
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Two strain gages were mounted at every point of measurement on the bar. The
gages were mounted on opposite sides of the diameter to cancel out bending wave
eects. Signals from these gages were measured using a Wheatstone's bridge circuit in
a half-bridge conguration. The output of the Wheatstone's bridge was sent through a
dierential amplier and then to a high speed digital oscilloscope (LeCroy HDO4034)
with a bandwidth of 350 MHz and a maximum sampling rate of 2.5 GHz. The strain





where ε is the strain in the bar, Vo is the output voltage, GF is the strain gage
factor and Vi is the bridge excitation voltage (30V for the foil gages and 15V for the
semiconductor gages).
A.1.2 Dispersion correction
The incident and reected strain signals measured were numerically corrected for
dispersion eects due to wave propagation down the bar using an empirical relation
between the phase velocity and wave number (from C. W. Felice cited by Gong et al.
[5]). Felice's analytical relation along with data from Bancroft [127] is plotted in
Figure A.2.
This relation was used to modify the phase angle for dierent frequencies in the
experimental signal using a simple fourier-based technique outlined by Gorham [39].
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Figure A.2: Dispersion relation generated using an empirical relation from C. W. Felice
cited in Gong et al. [5].
The corrected strain signals were then converted to specimen engineering stress-strain
curves using Equation 2.3.2.
A.1.3 Experimental protocol
The procedures followed before and after the experiment is outlined here.
• Turn on the power source, oscilloscopes and camera. Ensure that the imaging
laser is in LIVE mode before turning the laser safety key to ON.
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• Let the gages stabilize for 20-30 minutes.
• Check the alignment between projectile and incident bar.
• Clean the bar ends and apply the pulse shaper (aluminium foil in our case).
• Push the projectile down the gun barrel.
• Check the alignment between incident and transmitted bars.
• Setup the oscilloscope and dierential amplier based on the duration of data
being recorded and expected amplitude of signals.
• Make note of the noise in the strain gage signals.
• Balance the Wheatstone bridge boxes.
• Measure specimen dimensions. FILL EXPERIMENTAL SETTINGS AND SPEC-
IMEN DIMENSIONS IN DATA SHEET.
• Position the specimen between the incident and transmitted bars. Apply a very
small amount of grease on both ends of the specimen in contact with the bars
to minimize frictional eects.
• Close the orice at the breech-barrel interface by manually pushing the ring
piston.
• Focus the imaging laser beam on the specimen. Focus the camera image and
set exposure and inter-frame times for both the camera shutter and the imaging
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laser source.
• Set the delay time between oscilloscope and camera trigger.
• Re-check strain gage balance.
• FINAL CHECK: Check if the following signals are being captured.
1. Strain gage signals (balanced)
2. Camera trigger
3. Camera output
• Set the oscilloscope to SINGLE trigger mode.
• Set the camera to ARM for trigger.
• DOUBLE CHECK IF ALL SYSTEMS ARE READY FOR TRIGGER.
• Open the nitrogen gas tank.
• Close the needle valve to ll the breech to desired pressure.
• Close the nitrogen tank.
• FIRE!
• Turn the imaging laser source key to OFF.
• Save all data (oscilloscope signals and raw camera images).
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A.2 Desktop kolsky bar: Instrumentation,
data analysis and experimental protocol
Figure A.3 shows a representative block diagram (similar to Figure A.1) for the desk-
top kolsky bar experiments.
We attempted in-situ imaging as well, however the small size of samples made it
unfeasible to obtain useful images during the experiment. More work needs to be
done to improve optics for imaging at these small scales.
Notice that the operating principle for the desktop kolsky bar is similar to that
of the conventional kolsky bars. However, the small size (3 mm diameter bars and
∼ 1 × 1.2 × 1.4 mm specimens) demands much more sensitive instrumentation and
alignment restrictions.
A.2.1 Strain gage instrumentation
Both bars were instrumented with 120 ohm semiconductor strain gages (Kulite®
ACP-120-300) with factory-specied gage factors of 100. The gages were mounted
in the same conguration as the conventional kolsky bars with a half Wheatstone's
bridge circuit. However, due to variation in the resistance of the gages, Equation A.1.1










































































































































































































































































































































































































































































APPENDIX A. KOLSKY BAR ANALYSIS AND DATASETS
While semiconductor strain gages have very high sensitivity in comparison to
conventional foil gages, the gage factors of the former are also very sensitive to en-
vironmental conditions like temperature and moisture unlike traditional foil gages.
Moreover, mounting these gages on the bar cannot be done using conventional strain
gage gluing techniques commonly used for kolsky bars. The gages on the desktop
kolsky bar were mounted using a high temperature epoxy instead. This may also
aect the strain gage factors. Due to these uncertainties, we introduced additional
instrumentation for real-time calibration of the strain gages in both the incident and
transmitted bars.
A.2.2 The Laser Line Velocity System
The incident strain gage is calibrated using the Laser Line Velocity System (LLVS)
(refer Figure A.3) which was originally developed for lateral strain measurement in
tension kolsky bar experiments (Li and Ramesh [128]). We use the LLVS to measure






where u is the impact velocity and cb is the longitudinal wave speed in the bar. A
schematic of the LLVS setup is shown in Figure A.4. The setup involves a point
source and optics to generate a collimated light sheet. The beam goes through a slot
machined on the gun barrel, downstream, near the impact end and is collected using a
256
APPENDIX A. KOLSKY BAR ANALYSIS AND DATASETS
Figure A.4: Schematic of the LLVS setup.
convex lens-photodiode combination. As the projectile passes through the laser sheet,
the photodiode records the drop in intensity over time. Using a calibration procedure
described next (subsubsection A.2.2.1), the drop in intensity can be correlated to a
projectile velocity and acceleration.
A.2.2.1 Calibration of the LLVS
By occluding the laser beam by dierent displacements (from 1 mm to the maximum
width of the laser sheet), the photodiode output voltages are recorded. To ensure
minimum error, these measurements are repeated at least twice before every experi-
mental run. A straight line t is used to relate displacements (s) to the photodiode
output (V ). Let us denote this function as s = C(V ). During an experiment, this
calibration function is related to the projectile velocity and acceleration using simple
rigid body kinematics i.e.,




APPENDIX A. KOLSKY BAR ANALYSIS AND DATASETS











Figure A.5: Calibration of the LLVS.
where u is the impact velocity, t is time and a is the acceleration. The bar design
ensures minimum acceleration and hence the second term in Equation A.2.3 may be
ignored at lower ring pressures. An example of a raw LLVS signal and the curve t
to extract impact velocities is shown in Figure A.6.
The LLVS is also used for building calibration plots for the gas gun i.e. projectile
velocity Vs breech pressure. A calibration plot (data collected in July 2016) is shown
in Figure A.7.
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Raw LLVS ouput signal (Breech pressure: 10 psi )
(a) Raw LLVS signal







(b) Extracting impact velocities
Figure A.6: An example procedure used to extract impact velocities using the LLVS. The
experiment was an elastic shot at 10 psi breech pressure.









Figure A.7: Desktop kolsky bar gas gun calibration (July 2016).
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A.2.3 The normal displacement interferometer
The normal displacement interferometer (NDI) described in section 2.3 (Figure 2.3a)
was used for real-time calibration of the transmitted strain gage. The NDI has been
used for measuring normal velocities in plate impact experiments (e.g. Klopp et al.
[98]) and more recently in miniature kolsky bar experiments (Casem et al. [42]). Our
design is similar to that found in Casem et al. [42]. The basic principle of the NDI
used in our setup is described in section 2.3 (chapter 2). Here, we describe our data
processing procedure.
The objective of this procedure is to detect the peaks in the fringes that directly





where N(t) is the number of fringes as a function of time, λ is the wavelength of the
laser source (532 nm).
First, the raw data is ltered using a simple low pass lter written using Matlab®.
The data is then smoothed over large enough time steps so as to avoid any erroneous
peaks due to noise and small enough so as to not smooth out the fringes themselves.
The peaks are detected using an in-built Matlab function (peaknder). The number
of peaks relate to the back surface displacement history of the transmitted bar by
Equation 2.3.3. The velocity history (v(t)) is calculated by numerically dierentiating
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the displacement history. Finally, the engineering stress in the specimen is calculated





The NDI system was initially used to calibrate the transmitted strain gage and is now
functional on its own, allowing us to discard the use of semiconductor strain gages on
the transmitted bar.
A.2.4 Long term drift in semiconductor strain gages
We show the long term changes in the gage factors of semiconductor strain gages.
Figure A.8 shows bar strain signals during an elastic shot (i.e. no specimen was
present between the incident and transmitted bars). These signals were collected ∼
3 months after installing the strain gages on the bars. The blue curve (Figure A.8) is
data from the NDI, which is the most reliable measurement system in our experiment.
The red and the green signals show data obtained from incident and transmitted strain
gages. Note that a gage factor of nearly 200 was required to ensure that these signals
matched up with the NDI signal (a 100% increase!). The impact velocity obtained
from the LLVS signal also agrees with the NDI data indicating that this is indeed the
strain generated in the bars.
Hence, while semiconductor strain gages are very useful sensors, care must be
taken during application of the gages and during data interpretation. It is impor-
tant to replace the strain gages at regular intervals and preferably before every new
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Figure A.8: Drift in semiconductor gage factor. Notice a nearly 100% increase!
sequence of experiments. At the very least, regular calibration checks of the strain
gages are necessary.
A.2.5 Experimental protocol
We now list the experimental procedures followed before, during and after a desktop
kolsky bar experiment.
• Turn on the power source, oscilloscopes, laser for the NDI and camera. Ensure
that the imaging laser is in LIVE mode before turning the laser safety key to
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ON. The NDI laser power is usually set between 20-30 mW. For alignment, a
lower power (10 mW) is used.
• Let the gages stabilize for 20-30 minutes.
• Adjust the alignment between the projectile and incident bars.
• Clean the bar ends and apply pulse shaper if required. For the end of the
transmitted bar (polished to a mirror nish for the NDI) use lens paper and
ethanol to avoid scratches.
• Push the projectile down the gun barrel.
• Check the alignment between the incident and transmitted bars.
• Setup all three oscilloscopes (for the strain gage, NDI and LLVS signals) based
on length of data being recorded and expected amplitude of signals.
• Record the noise in all signals.
• Balance the Wheatstone bridge boxes.
• Measure the specimen dimensions. FILL EXPERIMENTAL SETTINGS AND
SPECIMEN DIMENSIONS IN DATA SHEET.
• Position the specimen between the incident and transmitted bars. Apply a
very small amount of grease on both ends in contact with the bars to minimize
frictional eects.
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• Position the bars such that the laser for the NDI is in focus on the back end of
the transmitted bar.
• Align the interferometers. For best accuracy, the number of fringes observed
due to the lateral oset between the interfering beams may not exceed three.
• Close the orice at the breech-barrel interface by manually pushing the ring
piston.
• Align the laser line velocity system. Note: If calibration is performed before the
experiment, do not re-align during this step. If calibration is performed after
the experiment, align the LLVS and do not disturb till after calibration.
• Focus the imaging laser beam on the specimen. Focus the camera image and
set exposure and inter-frame times for both the camera shutter and the imaging
laser source.
• Set delay time between oscilloscope and camera trigger.
• Re-check strain gage balance and interferometer alignment.
• FINAL CHECK: Check if the following signals are being captured.
1. LLVS signal
2. Strain gage signals (balanced)
3. Camera trigger
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4. Imaging laser pulse output
5. NDI signal (2 traces)
• Set all oscilloscopes to SINGLE trigger mode.
• Set the camera to ARM for trigger.
• DOUBLE CHECK IF ALL SYSTEMS ARE READY FOR TRIGGER.
• Open nitrogen gas tank.
• Close needle valve to ll breech to desired pressure.
• Close nitrogen tank.
• FIRE!
• Open the vent valve in the gas gun.
• Turn the imaging laser source and NDI laser keys to OFF.
• Save all data (oscilloscope signals and raw camera images).
A.3 Conversion of high strain rate stress-
strain curves to stress-plastic strain
The elastic portion of the stress-strain curves obtained from kolsky bar experiments
are unreliable. The initial linear portion obtained from the raw data has a slope that
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is much lower than the elastic modulus of the material. This is because of continuous
wave reverberations in the sample. With each wave reection from the transmitted
bar-sample interface a small portion is transmitted into the bar (Figure 2.2). Hence
the eective linear portion that we measure is a summation of multiple little steps
that are too small to be resolved by the measurement system.
However, in order to compare this data with quasi-static experimental data, a
common measure of strain needs to be used. The true plastic strain is a measure we
choose to use as it is most relevant to the problem we address in this study. This
section describes a simple method to convert macroscopic total strains measured from
kolsky bar experiments to plastic strains.
Figure A.9 shows representative true stress-true strain curves from dynamic com-
pression experiments performed along all three orientations at strain rates of 103 s−1
(blue hues) and 104 s−1 (red hues). A total of around 10 valid experiments were per-
formed and analysed along each of the ED and TD orientations for each strain rate
range (a total of 40 datasets).
The steps involved in the correction are described below (Figure A.10),
• Step 1: Identication of the yield point
The yield point is identied using an interpolation based method (Figure A.10a and
Figure A.10b). The minimum strain at which the data is accurate is chosen (εl)
manually. An upper limit is chosen as εu = εl + 0.03 (Figure A.10a). It is assumed
that the slope of the stress-strain curve (mh) is constant in this small domain. The
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intersection of a line with this slope with the elastic curve is dened as the yield







where E is the Young's modulus of the material. (σm, εm) is any point on the line
connecting (σl, εl) and (σu, εu). Note that rate eects on Young's modulus were
not considered during correction.
• Step 2: Correcting error in compliance of measured stress-strain curve
The compliance in the stress-strain curve due to wave reverberations is corrected






, σm ≤ σY
εm − εl − σYE , σm > σY
(A.3.2)
• Step 3: Extracting plastic strains from corrected strain data The nal step
involves using the additive decomposition of total strains into elastic and plastic
components.




Hence a true stress-plastic strain plot can be constructed for reliable comparisons
with quasi-static data (Figure A.10d).
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A.4 Experimental dataset: Polycrystalline
AZ31B alloy
Specimen ID Strain rate (s−1) Loading Orientation Recovery (εr)
AZ31B_ED_CKB_013 4600 ED NO
AZ31B_ED_CKB_014 4300 ED NO
AZ31B_ED_CKB_015 3200 ED NO
AZ31B_ED_CKB_016 3500 ED NO
AZ31B_ED_CKB_017 1600 ED NO
AZ31B_ED_CKB_018 1500 ED NO
AZ31B_ED_CKB_019 1600 ED NO
AZ31B_ED_CKB_020 8600 ED NO
AZ31B_ED_CKB_021 8500 ED NO
AZ31B_ED_CKB_022 5300 ED NO
AZ31B_ED_CKB_023 4500 ED NO
AZ31B_ED_CKB_024 6000 ED NO
AZ31B_ED_DKB_001 12000 ED NO
AZ31B_ED_DKB_002 16000 ED NO
AZ31B_ED_DKB_003 18000 ED NO
AZ31B_ED_DKB_004 15000 ED NO
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AZ31B_ED_DKB_005 17000 ED NO
AZ31B_ED_DKB_006 21000 ED NO
AZ31B_ED_DKB_007 20000 ED NO
AZ31B_ED_DKB_008 20000 ED NO
AZ31B_ED_DKB_010 23000 ED NO
AZ31B_TD_CKB_008 5300 TD NO
AZ31B_TD_CKB_010 4000 TD NO
AZ31B_TD_CKB_011 4200 TD NO
AZ31B_TD_CKB_012 7200 TD NO
AZ31B_TD_CKB_013 7500 TD NO
AZ31B_TD_CKB_014 1600 TD NO
AZ31B_TD_CKB_015 1600 TD NO
AZ31B_TD_CKB_016 1600 TD NO
AZ31B_TD_CKB_017 2800 TD NO
AZ31B_TD_CKB_018 2800 TD NO
AZ31B_TD_CKB_019 1600 TD NO
AZ31B_TD_CKB_020 3600 TD NO
AZ31B_TD_DKB_001 16000 TD NO
AZ31B_TD_DKB_002 15000 TD NO
AZ31B_TD_DKB_003 15000 TD NO
AZ31B_TD_DKB_005 15000 TD NO
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AZ31B_TD_DKB_006 18000 TD NO
AZ31B_TD_DKB_007 18000 TD NO
AZ31B_TD_DKB_008 20000 TD NO
AZ31B_TD_DKB_009 16000 TD NO
AZ31B_TD_DKB_011 26000 TD NO
AZ31B_TD_DKB_012 23000 TD NO
AZ31B_TD_DKB_013 24000 TD NO
AZ31B_LD_CKB_001 3600 LD NO
AZ31B_LD_CKB_002 3600 LD NO
AZ31B_LD_CKB_004 3500 LD NO
AZ31B_LD_DKB_004 18000 LD NO
AZ31B_LD_DKB_006 20000 LD NO
AZ31B_LD_DKB_007 20000 LD NO
AZ31B_LD_DKB_008 19000 LD NO
AZ31B_ED_REC_001 ∼5000 ED YES (12%)
AZ31B_ED_REC_002 ∼5000 ED YES (10%)
AZ31B_ED_REC_003 ∼5000 ED YES (10%)
AZ31B_ED_REC_004 ∼5000 ED YES (5%)
AZ31B_ED_REC_005 ∼5000 ED YES (6%)
AZ31B_TD_REC_001 ∼4000 TD YES (5%)
AZ31B_TD_REC_002 ∼4000 TD YES (5%)
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AZ31B_TD_REC_003 ∼4000 TD YES (6%)
Table A.1: List of dynamic compression experiments performed on polycrystalline AZ31B
(chapter 2)
A.5 Experimental dataset: Single crystal mag-
nesium
Specimen ID Strain rate (s−1) Recovery (Recovery strain) Imaging
SCMg001 1700 NO YES
SCMg002 1700 YES (14%) YES
SCMg003 1700 YES (3%) YES
SCMg004 1700 YES (3%) YES
SCMg005 1500 NO YES
SCMg006 3000 NO NO
SCMg007 2500 NO NO
SCMg008 2700 NO YES (HIGH MAG)
SCMg009 3000 NO YES (HIGH MAG)
SCMg010 3000 YES (2.5%) YES
SCMg011 3000 NO YES
SCMg012 2100 NO YES
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SCMg013 2000 NO YES
SCMg014 2000 NO YES
SCMg015 2000 NO YES
SCMg016 2000 NO YES
SCMg017 2000 YES (2.5%) YES
SCMg018 2000 YES (1.5%) YES
Table A.2: List of experiments performed on single crystal magnesium. The imaging
data for specimen ID's marked in red were not suited for quantitative image processing.




and twin coordinate systems in single
crystal magnesium
B.1 Calculation of crystallographic angles in
single crystal magnesium
In cubic materials (fcc and bcc) calculation of angles between lattice vectors and
reciprocal lattice vectors (or planes) is straightforward as the basis vectors of the
unit cell can be directly compared to the laboratory Cartesian coordinate system.
However, the basis vectors in the hcp lattice are a little less trivial. The standard and
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most convenient Miller index notation for hcp systems is the 4-index notation and
the basis vectors in the 4-index and 3-index notation are not parallel to each other.
Since most of the material science literature works in the 4-index notation we will
continue to use the 4-index notation.
To calculate the angle between lattice vectors a 4-index direct metric tensor (G)
was used and to calculate the angles between reciprocal lattice vectors a 4-index
reciprocal metric tensor(G∗) was used. The metric tensor is simply a transformation
tensor whose terms are the dot products of the basis vectors of the unit cell. The dot
product between two lattice vectors of some arbitrary basis vector set ai : i = 1, 2, 3...
would be,
p.q = piai.qjaj = piai.ajqj = piGijqj (B.1.1)
in Einstein's notation. For a cubic system, the basis vectors ai : i = 1, 2, 3 are
orthonormal and the metric tensor becomes an identity tensor. Hence, the dot product
reduces to piqi. Since the basis vectors in the hcp lattice are not cartesian in the 4-
index notation (Figure 4.6a), the metric tensors are non-trivial. The metric tensor
for hcp systems (De Graef [129]) can easily be calculated given the basis vectors. The
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where a and c are the lattice constants. For magnesium a = 0.317 nm and c =
0.515 nm. Note that the metric tensors depend on lattice parameters as the basis
vectors cannot be normalized to become unit vectors.
The dot product between lattice vectors is obtained from Equation B.1.1. For
reciprocal lattice vectors the direct metric tensor G is replaced by the reciprocal
metric tensor G∗. Expanding these out, the angle between two lattice vectors p and










Angle between reciprocal lattice vectors are the same except that Gij is replaced by
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B.2 Transformation between specimen and
twin coordinate system
To transform the stress, strain and strain rate tensors between the laboratory coor-
dinate system and the twin coordinate system we use a rotation tensor simply using
angles calculated by the method described in section B.1. The basis vectors in the
laboratory frame of reference were chosen such that they aligned along the compres-
sion direction, imaging direction and the mutually perpendicular direction (pointing
towards the top face of the sample) respectively (Figure 4.2). The corresponding
basis vectors are denoted using the 4-index notation as,
a1 = [1̄ 1̄ 2 0]; a2 = [1̄ 1 0 0]; a3 = [0 0 0 1] (B.2.1)
The basis vectors for the twin frame of reference (Figure 4.6a) were dened as the twin
plane normal K1, the twinning shear direction η1 and their mutually perpendicular
vector. For the twin system (K1, η1) marked by the red plane in Figure 4.6a the basis
vectors were dened as,
a
′
1 = η1 = [1 0 1̄ 1]; a
′
















1 = [1 2̄ 1 0] (B.2.2)
Again here a and c are the lattice constants. Note the normal to the twin plane
depends on these constants as the reciprocal basis vectors for a hcp system depend on
these parameters. These vectors are known (De Graef [129]) and are simply obtained
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The lattice parameters automatically feature in reciprocal space from Equation B.1.3.
Using the two coordinate frames dened with respect to the laboratory and the twin




By this method, the transformation tensor for dierent twin variants identied from
Electron Backscattered Diraction Microscopy (EBSD) data (chapter 6) can be cal-
culated. Hence stress, strain rate tensors can be transformed to the twin frame of
reference based on expected boundary and initial conditions in the laboratory frame
of reference.
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B.3 Calculation of geometric factor α
The geometric factor α in subsection 4.8.9 was calculated using the rotation ma-
trices derived in section B.2 (equations Equation B.2.5 and Equation B.2.6). For
one conjugate, a shear strain of 1 was imposed along the twinning shear direction










The basic assumption used here is that at early stages of twinning a bulk of the plastic
strain (or strain rate) is concentrated on the twin plane. We perform the inverse
transformation corresponding to conjugate (K1, η1) i.e. RC1 (Equation B.2.5). This
















Free energy density with strain
gradient eects
Following Gurtin [18], we describe visco-plastic free energy functions with strain gra-
dient eects. These models may prove useful near the twin boundary where potential
gradients in strain may exist. Since experiments in the past have not focused on this
aspect of the twin boundary, we do not know if this additional complication in the
defect energy is necessary.
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C.1 Constitutive restrictions
In this case, an additional independent variable, Gvp =∇F vp, is introduced into the
constitutive functions (Equation 5.6.9). The new set of constitutive relations are,
Ψ = Ψ̃e(Ee,Θ) + Ψ̃vp(F vp,Gvp, {g}, {ν}) (C.1.1a)
σ = σ̃(Ee, F vp,Gvp, {g}, {ν}) (C.1.1b)
τα = σ : sα⊗mα = τ̃α(F vp,Gvp, {g}, {ν}) (C.1.1c)
πα = π̃α(F vp,Gvp, {g}, {ν}) (C.1.1d)





























∇να ⊗Mα + να∇Mα
]
(C.1.3)
















































∇Θ.q ≤ 0 (C.1.4)
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q.∇Θ ≤ 0 (C.1.5e)
The microscopic force balance (Equation 5.4.1) now includes an additional term as
ξα is non-zero.
τα = (πα)± −∇ · ξα (C.1.6)
C.2 Gurtin's free energy density
The total free energy function postulated in Gurtin [18] was,
Ψ = Ψe(Ee,Θ) + Ψvp(Gvp) =
1
2








Locations of data used in this thesis
All the data used in this thesis has been archived locally on a hard disk drive la-
beled `KannanPhD2018Data'. This hard disk will be left behind in the Ramesh lab.
Anybody requiring access to this hard disk may contact Prof. K. T. Ramesh at
ramesh@jhu.edu. In addition, all the data used for this thesis has been archived on-
line using the Collaborative Research Administration Environment and Data Library
(CRAEDL) developed within the Hopkins Extreme Materials Institute (HEMI). The
data can be found in the link https://ramesh-lab.craedl.org/directory/4416/.
Specic links for data in each chapter is provided in Table D.1. In each of these
links, a `README.txt' le will provide information about the specic nature of data
and locations of data processing codes in the sub-directories. For access to these links,
please contact Prof. K. T. Ramesh (ramesh.jhu.edu).
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