In this paper we clarify that the interior proximal method developed in [6] (vol. 27 of this journal) for solving variational inequalities with monotone operators converges under essentially weaker conditions concerning the functions describing the "feasible" set as well as the operator of the variational inequality.
Introduction
Interior proximal methods for solving variational inequalities on polyhedral sets have been intensively investigated in the last two decades, cf. for instance, [1, 2, 3, 4] and [5] .
In [6] , using a slightly modified concept of Bregman functions, we have extended the Bregman-function-based interior proximal method to solve variational inequalities on a non-polyhedral set
where the Slater condition is supposed to be valid and (2) g i (i ∈ I 1 ) are affine functions,
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(3) g i (i ∈ I 2 ) are convex and continuously differentiable functions, max i∈I 2 g i is strictly convex on K.
In the present paper we show that the convergence analysis developed in [6] can be extended in order to guarantee the convergence of the method mentioned under a weaker assumption on the functions g i (i ∈ I 2 ), namely:
are convex, continuously differentiable functions, and Γ := {y ∈ K : max i∈I 2 g i (y) = 0}, (i.e., the part of bdK defined by nonlinear constraints) does not contain any line segment.
In comparison to the previous paper [6] , we also weaken the assumption on the operator of the variational inequality (see Remark 2 below).
An interior proximal method under weaker assumptions
In the sequel we deal with the variational inequality
where Q : IR n → 2 IR n is a maximal monotone operator and the set K is given by (1), (2) and (4); ·, · stands for the inner product in IR n . We suppose that V I(Q, K) is solvable and domQ ∩ intK = ∅. The solution set of V I(Q, K) is denoted by SOL(Q, K).
Using a Bregman-like function h with a zone intK, the method under consideration can be described as follows:
Starting with an arbitrary x 1 ∈ intK, two sequences {x k } ⊂ IR n and {e k } ⊂ IR n are constructed according to the recursion
Here D h is the Bregman distance generated by h,
∇ 1 denotes the gradient of D h with respect to the first argument, Q k is an approximation of Q such that
Note on the paper: interior proximal method for ...
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where Q denotes the -enlargement of Q.
The convergence of the method is studied under the conditions
We consider a whole class of Bregman functions
and, as in Theorem 2 in [6] , ϕ is supposed to be a strictly convex, continuous and increasing function with domϕ = (−∞, 0] which is continuously differentiable on (−∞, 0) and
Particular functions satisfying these conditions are ϕ(t) = −(−t) p , p ∈ (0, 1) arbitrarily chosen,
where ϕ(0) = 0 by convention. Note that in case of non-polyhedral sets the modification of the concept of Bregman functions, which we use, consists (only) in the replacement of the standard convergence sensing condition (see Remark 1 in [6] ) by the following one:
If {z k } ⊂ intK converges to z, then at least one of the following properties is valid:
The fulfillment of the other assumptions on Bregman functions (see assumptions B1, B2, B3, and B5 in [6] ) follows from the proof of Theorem 2 in the mentioned paper. This proof establishes also that relation (i) in (9) is cer-
In order to check the convergence sensing conditions (9) in case lim k→∞ z k = z ∈ Γ, we need the following statement. Lemma 1. The following conclusions are equivalent: 
and g i 0 (z) = 0 leads to g i 0 (a) > 0, which is a contradiction to a ∈ Γ.
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Taking into account that g i (v) < 0 and g i (z) = 0, this implies
But, if x ∈ bdK \ Γ, then g i (x) < 0 holds for all i ∈ I 2 , and the inequality
Now, let the sequence {z k } ⊂ intK converge to z ∈ Γ and assumption (4) be valid. We show that (10) lim k→∞ D h (z, z k ) = +∞ holds ifz = z andz ∈ bdK. This will immediately imply the fulfillment of the modified convergence sensing conditions (9). In view of z ∈ Γ, the equality g i 0 (z) = 0 is valid for some i 0 ∈ I 2 . From the convexity of the functions ϕ • g i and x → |x i | γ it follows that
Obviously, the relation lim t↑0 ϕ (t) = +∞ provides (12) lim k→∞ ϕ (g i 0 (z k )) = +∞, whereas (13) lim k→0 ϕ(g i 0 (z k )) = 0,
But, according to Lemma 1,
and (11)-(14) yield immediately the fulfillment of (10). Therefore, all assumptions on Bregman functions made in [6] are valid. Hence, the convergence results proved there remain true under the use of the weaker assumption (4) on functions g i . Remark 1. The following simple example shows that the conditions (4) on the functions g i (i ∈ I 2 ) are indeed essentially weaker than the conditions assumed in [6] .
The set
satisfies assumption (4), whereas the related condition in [6] (see (3) above) is evidently violated. Moreover, a comparison with Example 3 in [6] points to the fact that there are hardly any chances for a further weakening of the conditions (4) .
Assumption (4) does not entail any geometrical peculiarities of the function max i∈I 2 g i (cf. (3)) in intK. In particular, considering K = {x ∈ IR 2 :
we meet the situation that assumption (4) is valid, but for arbitrary x 0 ∈ intK and : max{g 1 (x 0 ), g 2 (x 0 )} < < 0 the boundary of the level set {x ∈ IR 2 : max{g 1 (x), g 2 (x)} ≤ } contains a line segment.
Now we come to the second part of the note: the weakening of the conditions on the operator in the variational inequality. In the sequel we make use of
Assumption (A):
(i) the operator in V I(Q, K) has the form
where ∂f is the subdifferential of a proper convex lower semicontinuous function f and P : IR n → 2 IR n is a maximal monotone operator.
(ii) lim k→∞ y k =ȳ ∈ K, p k ∈ P(y k ) implies that {p k } is a bounded sequence;
(iii) ∂f + P is a paramonotone operator.
Thenx ∈ SOL(Q, K).
P roof. Because x * ∈ SOL(Q, K), there are * ∈ ∂f (x * ) and p * ∈ P(x * ) satisfying
In view of the monotonicity of the operator P, (16) implies p + * ,x − x * ≥ 0 and using (15) we obtain
This indicates that * ∈ ∂f (x), whereas (15) and the obvious inequality
Now, the paramonotony of ∂f + P ensures thatx ∈ SOL(Q, K). 
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Then the sequence {x k } generated by formulas (6), (7) converges to a solution of V I(Q, K).
P roof. First we note that the existence of {x k } is guaranteed (see [6] , before Lemma 3). Moreover, according to the mentioned lemma, {x k } is bounded. Now, choose a convergent subsequence {x j k }, lim k→∞ x j k =x. Then it holds also that lim k→∞ x j k +1 =x and
is valid with an arbitrary x * ∈ SOL(Q, K) (see proof of Lemma 4 in [6] ). For q k+1 := e k+1 − χ k ∇ 1 D h (x k+1 , x k )
we have from (6) q k+1 ∈ Q k (x k+1 ), i.e.,
Moreover, following exactly the final part of the proof of Lemma 4 in [6] , one can conclude that, without loss of generality, ≥ − e k+1 x * − x k+1 − k .
Passing here to the limit for k := j k , k → ∞, the inequality f (x * ) − f (x) + p, x * −x ≥ 0 follows from (17), (18), (7), x j k →x, and the lower semicontinuity of f .
