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A SEMI-EXACT DEGREE CONDITION FOR HAMILTON CYCLES IN
DIGRAPHS
DEMETRES CHRISTOFIDES, PETER KEEVASH, DANIELA KU¨HN AND DERYK OSTHUS
Abstract. We show that for each β > 0, every digraph G of sufficiently large order n whose
outdegree and indegree sequences d+1 6 . . . 6 d
+
n and d
−
1 6 . . . 6 d
−
n satisfy d
+
i , d
−
i >
min {i+ βn, n/2} is Hamiltonian. In fact, we can weaken these assumptions to
(i) d+i > min {i+ βn, n/2} or d
−
n−i−βn > n− i;
(ii) d−i > min {i+ βn, n/2} or d
+
n−i−βn > n− i;
and still deduce that G is Hamiltonian. This provides an approximate version of a conjecture
of Nash-Williams from 1975 and improves a previous result of Ku¨hn, Osthus and Treglown.
1. Introduction
The decision problem of whether a graph contains a Hamilton cycle is one of the most
famous NP-complete problems, and so it is unlikely that there exists a good characterization
of all Hamiltonian graphs. For this reason, it is natural to ask for sufficient conditions which
ensure Hamiltonicity. The most basic result of this kind is Dirac’s theorem [6], which states
that every graph of order n > 3 and minimum degree at least n/2 is Hamiltonian.
Dirac’s theorem was followed by a series of results by various authors giving even weaker
conditions which still guarantee Hamiltonicity. An appealing example is a theorem of Po´sa [20]
which implies that every graph of order n > 3 whose degree sequence d1 6 d2 6 . . . 6 dn
satisfies di > i + 1 for all i < n/2 is Hamiltonian. Finally, Chva´tal [4] showed that if the
degree sequence of a graph G satisfies di > i + 1 or dn−i > n − i whenever i < n/2, then G
is Hamiltonian. Chva´tal’s condition is best possible in the sense that for every sequence not
satisfying this condition, there is a non-Hamiltonian graph whose degree sequence majorises the
given sequence.
It is natural to seek analogues of these theorems for digraphs. For basic terminology on
digraphs, we refer the reader to the monograph of Bang-Jensen and Gutin [2]. Ghouila-Houri [8]
proved that every digraph of order n and minimum indegree and outdegree at least n/2 is
Hamiltonian, thus providing such an analogue of Dirac’s theorem for digraphs. Thomassen [21]
asked the corresponding question for oriented graphs (digraphs with no 2-cycles). One might
expect that a weaker minimum semidegree (i.e. indegree and outdegree) condition would suffice
in this case. Ha¨ggkvist [9] gave a construction showing that a minimum semidegree of 3n−48
is necessary and conjectured that it is also sufficient to guarantee a Hamilton cycle in any
oriented graph of order n. This conjecture was recently proved in [11], following an asymptotic
solution in [12]. In [5] we gave an NC algorithm for finding Hamilton cycles in digraphs with a
certain robust expansion property which captures several previously known criteria for finding
Hamilton cycles. These and other results are also discussed in the recent survey [17].
However, no digraph analogue of Chva´tal’s theorem is known. For a digraph G of order n,
let us write d+1 (G) 6 . . . 6 d
+
n (G) for its outdegree sequence, and d
−
1 (G) 6 . . . 6 d
−
n (G) for
its indegree sequence. We will usually write d+i and d
−
i instead of d
+
i (G) and d
−
i (G) if this is
unambiguous.
The following conjecture of Nash-Williams [19] would provide such an analogue.
Conjecture 1. Let G be a strongly connected digraph of order n > 3 and suppose that for all
i < n/2
(i) d+i > i+ 1 or d
−
n−i > n− i;
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(ii) d−i > i+ 1 or d
+
n−i > n− i.
Then G contains a Hamilton cycle.
Nash-Williams also highlighted the following conjectural analogue of Po´sa’s theorem, which
would follow from Conjecture 1.
Conjecture 2. Let G be a digraph of order n > 3 such that d+i , d
−
i > i+1 for all i < (n− 1)/2
and d+⌈n/2⌉, d
−
⌈n/2⌉ > ⌈n/2⌉. Then G contains a Hamilton cycle.
Note that in Conjecture 2 the degree condition implies that G is strongly connected. It is
not even known whether the above conditions guarantee the existence of a cycle though any
given pair of vertices (see [3]). We will prove the following semi-exact form of Conjecture 2. It
is ‘semi-exact’ in the sense that for half of the vertex degrees, we obtain the conjectured bound,
whereas for the other half, we need an additional error term.
Theorem 3. For every β > 0 there exists an integer n0 = n0(β) such that the following holds.
Suppose G is a digraph on n > n0 vertices such that d
+
i , d
−
i > min{i + βn, n/2} whenever
i < n/2. Then G contains a Hamilton cycle.
Recently, the following approximate version of Conjecture 1 for large digraphs was proved by
Ku¨hn, Osthus and Treglown [18].
Theorem 4. For every β > 0 there exists an integer n0 = n0(β) such that the following holds.
Suppose G is a digraph on n > n0 vertices such that for all i < n/2
(i) d+i > i+ βn or d
−
n−i−βn > n− i;
(ii) d−i > i+ βn or d
+
n−i−βn > n− i.
Then G contains a Hamilton cycle.
We will extend this to the following theorem, which implies Theorem 3.
Theorem 5. For every β > 0 there exists an integer n0 = n0(β) such that the following holds.
Suppose G is a digraph on n > n0 vertices such that for all i < n/2
(i) d+i > min {i+ βn, n/2} or d−n−i−βn > n− i;
(ii) d−i > min {i+ βn, n/2} or d+n−i−βn > n− i.
Then G contains a Hamilton cycle.
(For the purposes of our arguments it turns out that there is no significant difference in the
use of the assumptions, so for simplicity the reader could just read our proof as it applies to
Theorem 3.)
The improvement in the degree condition may at first appear minor, so we should stress
that capping the degrees at n/2 makes the problem substantially more difficult, and we need
to develop several new techniques in our solution. This point cannot be fully explained until
we have given several definitions, but for the expert reader we make the following comment.
Speaking very roughly, the general idea used in [12, 11, 5] is to apply Szemere´di’s Regularity
Lemma, cover most of the reduced digraph by directed cycles, and then use the expansion prop-
erty guaranteed by the degree conditions on G to link these cycles up into a Hamilton cycle
while absorbing any exceptional vertices. When the degrees are capped at n/2 two additional
difficulties arise: (i) the expansion property is no longer sufficient to link up the cycles, and (ii)
failure of a previously used technique for reducing the size of the exceptional set. Our tech-
niques for circumventing these difficulties seem instructive and potentially useful in attacking
Conjectures 1 and 2 in full generality.
Our paper is organized as follows. The next section contains some notation and Section 3
some preliminary observations and examples. Our proof will use the machinery of Szemere´di’s
Regularity Lemma, which we describe in Section 4. (Unlike [12, 11, 5], we do not require the
Blow-up lemma.) Section 5 contains an overview of the proof in a special case that illustrates the
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new methods that we introduce in this paper. The cycle covering result is proved in Section 6
and the proof of the special case completed in Section 7. In Section 8 we describe the structures
that arise in the general case. We establish some bounds for these structures in Section 9. Our
main theorem is proved in Section 10. The final section contains a concluding remark.
2. Notation
Given two vertices x and y of a digraph G, we write xy for the edge directed from x to y.
The order |G| of G is the number of its vertices. We write N+G (x) and N−G (x) for the outneigh-
bourhood and inneighbourhood of x and d+G(x) and d
−
G(x) for its outdegree and indegree. The
degree of x is dG(x) = d
+
G(x) + d
−
G(x). We usually drop the subscript G if this is unambiguous.
The minimum degree and maximum degree of G are defined to be δ(G) = min {d(x) : x ∈ V (G)}
and ∆(G) = max {d(x) : x ∈ V (G)} respectively. We define the minimum indegree δ−(G) and
minimum outdegree δ+(G) similarly. The minimum semidegree is δ0(G) = min{δ+(G), δ−(G)}.
Given S ⊆ V (G) we write d+S (x) = |N+(x) ∩ S| for the outdegree of x in the set S. We define
d−S (x) and dS(x) similarly. Given a set A of vertices of G, we write N
+
G (A) for the set of all
outneighbours of vertices of A, i.e. for the union of N+G (x) over all x ∈ A. We define N−G (A)
analogously.
Given vertex sets A and B in a graph or digraph G, we write EG(A,B) for the set of all edges
ab with a ∈ A and b ∈ B and put eG(A,B) = |EG(A,B)|. As usual, we drop the subscripts
when this is unambiguous. If A ∩ B = ∅ we write (A,B)G for the bipartite subgraph of G
with vertex classes A and B whose set of edges is EG(A,B). The restriction G[A] of G to A
is the digraph with vertex set A and edge set all those edges of G with both endpoints in A.
We also write G \ A for the digraph obtained by deleting A and all edges incident to it, i.e.
G \A = G[V (G) \ A].
Cycles and paths will always be understood as directed cycles and directed paths, even if this
is not explicitly stated. Given two vertices x and y on a directed cycle C we write xCy for the
subpath of C from x to y. Similarly, given two vertices x and y on a directed path P such that
x precedes y, we write xPy for the subpath of P from x to y. A walk of length ℓ in a digraph
G is a sequence v0, v1, . . . , vℓ of vertices of G such that vivi+1 ∈ E(G) for all 0 6 i 6 ℓ − 1.
The walk is closed if v0 = vℓ. A 1-factor of G is a collection of disjoint cycles which cover all
vertices of G. Given a 1-factor F of G and a vertex x of G, we write x+F and x
−
F for the successor
and predecessor of x on the cycle in F containing x. We usually drop the subscript F if this is
unambiguous. We say that x and y are at distance d on F if they belong to the same directed
cycle C in F and the distance from x to y or from y to x on C is d. Note in particular that
with this definition, x and y could be at distance d and d′ on F with d 6= d′.
A digraph G is strongly connected if for any ordered pair of vertices (x, y) there is a directed
walk from x to y. A separator of G is a set S of vertices such that G\S is not strongly connected.
We say G is strongly k-connected if |G| > k and if it has no separator of size less than k. By
Menger’s theorem, this is equivalent to the property that for any ordered pair of vertices (x, y)
there are k internally disjoint paths from x to y.
We write a = b ± c to mean that the real numbers a, b, c satisfy |a − b| 6 c. We sometimes
also write an expression such as d±(x) > t to mean d+(x) > t and d−(x) > t. The use of the ±
sign will be clear from the context.
To avoid unnecessarily complicated calculations we will sometimes omit floor and ceiling signs
and treat large numbers as if they were integers.
3. Preliminaries
In this section we record some simple consequences of our degree assumptions and describe
the examples showing that Conjectures 1 and 2 would be best possible. We also recall two
results on graph matchings and a standard large deviation inequality (the Chernoff bound).
Our degree assumptions are that for all i < n/2 we have
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(i) d+i > min {i+ βn, n/2} or d−n−i−βn > n− i;
(ii) d−i > min {i+ βn, n/2} or d+n−i−βn > n− i.
We claim that δ+(G) = d+1 > βn. For if this were false our assumptions would give d
−
n−1−βn >
n− 1, i.e. G contains at least βn+1 vertices of indegree n− 1. But a vertex of indegree n− 1 is
an outneighbour of all other vertices, so this also implies that δ+(G) > βn. Similarly we have
δ−(G) > βn.
To avoid complications with boundary cases it will be convenient to drop the condition
i < n/2. We note that this does not change our assumptions. For if n/2 6 i < n − βn we can
apply our assumption (i) to i′ = n− i−βn and get d+i′ > min {i′ + βn, n/2} or d−n−i′−βn > n− i′,
i.e. d+n−i−βn > n− i or d−i > i+ βn, which implies assumption (ii) for i. Similarly assumption
(ii) for i′ implies assumption (i) for i. The assumptions do not make sense for i > n− βn, but
if we consider any statement about d±j with j /∈ [1, n] as being vacuous (i.e. always true), then
we do not have to impose any conditions when i > n− βn.
For an extremal example for Conjectures 1 and 2, consider a digraph G on n vertices con-
structed as follows. The vertex set is partitioned as I ∪K with |I| = k < n/2 and |K| = n− k.
We make I independent and K complete. Then we pick a set X of k vertices of K and add
all possible edges in both directions between I and X. This gives a strongly connected non-
Hamiltonian digraph G in which both the indegree and outdegree sequence are
k, . . . , k︸ ︷︷ ︸
k times
, n− 1− k, . . . , n − 1− k︸ ︷︷ ︸
n−2k times
, n− 1, . . . , n − 1︸ ︷︷ ︸
k times
.
G fails conditions (i) and (ii) in Conjecture 1 for i = k and also one of the conditions in
Conjecture 2. In fact, a more complicated example is given in [18] where only one condition
in Conjecture 1 fails. So, if true, Conjecture 1 would be best possible in the same sense as
Chva´tal’s theorem.
A matching in a graph or digraph G is a set of pairwise disjoint edges. A cover is a set C of
vertices such that every edge of G is incident to at least one vertex in C. For bipartite graphs
these concepts are related by the following classical result of Ko¨nig.
Proposition 6. In any bipartite graph, a maximum matching and a minimum cover have equal
size.
The following result, known as the ‘defect Hall theorem’, may be easily deduced from Propo-
sition 6, using the observation that if C is a cover then N(A \ C) ⊆ C ∩B.
Proposition 7. Suppose G is a bipartite graph with vertex classes A and B and there is some
number D such that for any S ⊆ A we have |N(S)| > |S| −D. Then G contains a matching of
size at least |A| −D.
We will also need the following well-known fact.
Proposition 8. Suppose that J is a digraph such that |N+(S)| > |S| for every S ⊆ V (J). Then
J has a 1-factor.
Proof. The result follows immediately by applying Proposition 7 (with D = 0) to the following
bipartite graph Γ: both vertex classes A,B of Γ are copies of the vertex set of the original
digraph J and we connect a vertex a ∈ A to b ∈ B in Γ if there is a directed edge from a to b
in J . A perfect matching in Γ corresponds to a 1-factor in J . 
We conclude by recording the Chernoff bounds for binomial and hypergeometric distributions
(see e.g. [10, Corollary 2.3 and Theorem 2.10]). Recall that the binomial random variable
with parameters (n, p) is the sum of n independent Bernoulli variables, each taking value 1
with probability p or 0 with probability 1 − p. The hypergeometric random variable X with
parameters (n,m, k) is defined as follows. We let N be a set of size n, fix S ⊂ N of size
|S| = m, pick a uniformly random T ⊂ N of size |T | = k, then define X = |T ∩ S|. Note that
EX = km/n.
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Proposition 9. Suppose X has binomial or hypergeometric distribution and 0 < a < 3/2. Then
P(|X − EX| > aEX) 6 2e− a
2
3
EX .
4. Regularity
The proof of Theorem 5 will use the directed version of Szemere´di’s Regularity Lemma. In this
section, we state a digraph form of this lemma and establish some additional useful properties.
For surveys on the Regularity Lemma and its applications we refer the reader to [15, 13, 16].
4.1. The Regularity Lemma. The density of a bipartite graph G = (A,B) with vertex classes
A and B is defined to be dG(A,B) =
eG(A,B)
|A||B| . We often write d(A,B) if this is unambiguous.
Given ε > 0, we say that G is ε-regular if for all subsets X ⊆ A and Y ⊆ B with |X| > ε|A| and
|Y | > ε|B| we have that |d(X,Y )−d(A,B)| < ε. Given d ∈ [0, 1], we say that G is (ε, d)-regular
if it is ε-regular of density at least d. We also say that G is (ε, d)-super-regular if it is ε-regular
and furthermore dG(a) > d|B| for all a ∈ A and dG(b) > d|A| for all b ∈ B.
Given a digraph G, and disjoint subsets A,B of V (G), we say that the ordered pair (A,B)G
is ε-regular, if the corresponding undirected bipartite graph induced by the edges of G from A
to B is ε-regular. We use a similar convention for super-regularity. The Diregularity Lemma is
a version of the Regularity Lemma for digraphs due to Alon and Shapira [1]. We will use the
degree form of the Diregularity Lemma, which can be easily derived from the standard version,
in exactly the same manner as the undirected degree form. (See e.g. [16] for a sketch proof.)
Lemma 10 (Diregularity Lemma; Degree form). For every ε ∈ (0, 1) and each positive integer
M ′, there are positive integers M and n0 such that if G is a digraph on n > n0 vertices,
d ∈ [0, 1] is any real number, then there is a partition of the vertices of G into V0, V1, . . . , Vk
and a spanning subdigraph G′ of G with the following properties:
• M ′ 6 k 6M ;
• |V0| 6 εn, |V1| = · · · = |Vk| =: m and G′[Vi] is empty for all 0 6 i 6 k;
• d+G′(x) > d+G(x)− (d+ ε)n and d−G′(x) > d−G(x)− (d+ ε)n for all x ∈ V (G);• all pairs (Vi, Vj)G′ with 1 6 i, j 6 k and i 6= j are ε-regular with density either 0 or at
least d.
Note that we do not require the densities of (Vi, Vj)G′ and (Vj, Vi)G′ to be the same. We call
V1, . . . , Vk the clusters of the partition, V0 the exceptional set and the vertices of G in V0 the
exceptional vertices. The reduced digraph R = RG′ of G with parameters ε, d,M
′ (with respect
to the above partition) is the digraph whose vertices are the clusters V1, . . . , Vk and in which
ViVj is an edge precisely when (Vi, Vj)G′ has density at least d.
In various stages of our proof of Theorem 5, we will want to make some pairs of clusters
super-regular, while retaining the regularity of all other pairs. This can be achieved by the
following folklore lemma. Here and later on we write 0 < a1 ≪ a2 to mean that we can choose
the constants a2 and a1 from right to left. More precisely, there is an increasing function f such
that, given a2, whenever we choose some a1 6 f(a2) all calculations in the proof of Lemma 11
are valid. Hierarchies with more constants are to be understood in a similar way.
Lemma 11. Let 0 < ε ≪ d, 1/∆ and let R be a reduced digraph of G as given by Lemma 10.
Let H be a subdigraph of R of maximum degree ∆. Then, we can move exactly ∆εm vertices
from each cluster Vi into V0 such that each pair of clusters corresponding to an edge of H
becomes (2ε, d2)-super-regular, while each pair of clusters corresponding to an edge of R becomes
(2ε, d − ε)-regular.
Proof. For each cluster V ∈ V (R), let
A(V ) =
{
x ∈ V : |N
+
G′(x) ∩W | < (d− ε)m for some out-neighbour W of V in H
or |N−G′(x) ∩W | < (d− ε)m for some in-neighbour W of V in H
}
.
6 DEMETRES CHRISTOFIDES, PETER KEEVASH, DANIELA KU¨HN AND DERYK OSTHUS
The definition of regularity implies that |A(V )| 6 ∆εm. Remove from each cluster V a set of
size exactly ∆εm containing A(V ). Since ∆ε 6 12 , it follows easily that all pairs corresponding to
edges of R become (2ε, d−ε)-regular. Moreover, the minimum degree of each pair corresponding
to an edge of H is at least (d− (∆ + 1)ε)m > d2m, as required. 
Next we note the easy fact that regular pairs have nearly perfect matchings and super-regular
pairs have perfect matchings.
Lemma 12. Suppose ε > 0 and G = (A,B) is an (ε, 2ε)-regular pair with |A| = |B| = n. Then
G contains a matching of size at least (1− ε)n. Furthermore, if G is (ε, 2ε)-super-regular then
G has a perfect matching.
Proof. For the first statement we verify the conditions of the defect Hall theorem (Proposition 7)
with D = εn. We need to show that |N(S)| > |S| − D for S ⊆ A. We can assume that
|S| > D = εn. Then by ε-regularity, all but at most εn vertices in B have at least ε|S| > 0
neighbours in S. Therefore |N(S)| > (1− ε)n > |S|− εn, as required. For the second statement
we need to show that |N(S)| > |S| for S ⊆ A. For any x ∈ S we have d(x) > 2εn by super-
regularity, so we can assume that |S| > 2εn. Then as before we have |N(S)| > (1 − ε)n, so we
can assume that |S| > (1 − ε)n. But we also have d(y) > 2εn for any y ∈ B, so N(y) ∩ S 6= ∅,
i.e. N(S) = B and |N(S)| = n > |S|. 
We will also need the following regularity criterion for finding a Hamilton cycle in a non-
bipartite digraph. We say that a general digraph G on n vertices is ε-regular of density d if
eG(X,Y )
|X||Y | = d ± ε for all (not necessarily disjoint) subsets X,Y of V (G) of size at least εn, and
(ε, d)-super-regular if it is ε-regular and δ±(G) > dn.
Lemma 13. Suppose 0 < ε ≪ d ≪ 1, n is sufficiently large and G is an (ε, d)-super-regular
digraph on n vertices. Then G is Hamiltonian.
In fact, Frieze and Krivelevich [7, Theorem 4] proved that an (ε, d)-super-regular digraph has
(d − 4ε1/2)n edge-disjoint Hamilton cycles, which is a substantial strengthening of Lemma 13.
Lemma 13 can also be deduced from Lemma 10 in [11].
Next we need a construction that we will use to preserve super-regularity of a pair when
certain specified vertices are excluded.
Lemma 14. Suppose 0 < ε ≪ d ≪ 1, G = (A,B) is an (ε, d)-super-regular pair with |A| =
|B| = n sufficiently large and X ⊆ A with |X| 6 n/3. Then there is a set Y ⊆ B with |Y | = |X|
such that (A \X,B \ Y )G is (2ε, d/2)-super-regular.
Proof. If |X| 6 2εn then we choose Y arbitrarily with |Y | = |X|. Next suppose that |X| > 2εn.
We let B1 be the set of vertices in B that have less than
1
2d|A \ X| neighbours in A \ X.
Then |B1| 6 εn by ε-regularity of G. Consider choosing B2 ⊆ B \ B1 of size |X| − |B1|
uniformly at random. For any x in A its degree in B2 is dB2(x) = |NG(x) ∩ B2|, which has
hypergeometric distribution with parameters (|B \ B1|, dB\B1(x), |B2|). Super-regularity gives
E[dB2(x)] = dB\B1(x)|B2|/|B \ B1| > εdn/2, and the Chernoff bound (Proposition 9) applied
with a = n2/3/EdB2(x) > n
−1/3 gives P(|dB2(x)−EdB2(x)| > n2/3) < 2e−an
2/3/3 < 2e−n
1/3/3. By
a union bound, there is some choice of B2 so that every x in A has dB2(x) = dB\B1(x)|B2|/|B \
B1|±n2/3 < 0.4dB(x) (say). Let Y = B1∪B2. Then (A\X,B\Y )G is 2ε-regular, by ε-regularity
of G. Furthermore, every y ∈ B \ Y has dA\X(y) > 12d|A \X| by definition of B1, and every x
in A \X ⊆ A has dB\Y (x) > dB(x)− |B1| − dB2(x) > 12d|B \ Y |. 
Finally, given an (ε, d)-super-regular pair G = (A,B), we will often need to isolate a small
subpair that maintains super-regularity in any subpair that contains it. For A∗ ⊆ A and B∗ ⊆ B
we say that (A∗, B∗) is an (ε∗, d∗)-ideal for (A,B) if for any A∗ ⊆ A′ ⊆ A and B∗ ⊆ B′ ⊆ B
the pair (A′, B′) is (ε∗, d∗)-super-regular. The following lemma shows that ideals exist, and
moreover randomly chosen sets A∗ and B∗ form an ideal with high probability.
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Lemma 15. Suppose 0 < ε≪ θ, d < 1/2, n is sufficiently large and G = (A,B) is (ε, d)-super-
regular with n/2 6 |A|, |B| 6 n. Let A∗ ⊆ A and B∗ ⊆ B be independent uniformly random
subsets of size θn. Then with high probability (A∗, B∗) is an (ε/θ, θd/4)-ideal for (A,B).
Proof. First we note that ε-regularity of G implies that (A′, B′) is ε/θ-regular for any A′ ⊆ A
and B′ ⊆ B with |A′|, |B′| > θn. For each x ∈ A, the degree of x in B∗ is dB∗(x) =
|NG(x) ∩ B∗|, which has hypergeometric distribution with parameters (|B|, dG(x), θn) and ex-
pectation E[dB∗(x)] > θdG(x). By super-regularity we have dG(x) > dn/2, so by the Chernoff
bound (Proposition 9) applied with a = θdn/4E[dB∗(x)] > d/4, we have P(dB∗(x) < θdn/4) <
2e−θd
2n/48. By a union bound, there is some choice of B∗ so that every x ∈ A has at least θdn/4
neighbours in B∗, and so at least (θd/4)|B′| neighbours in B′ for any B∗ ⊆ B′ ⊆ B. Arguing
similarly for A∗ gives the result. 
5. Overview of the proof
We will first prove a special case of Theorem 5. Although it would be possible to give a
single argument that covers all cases, we believe it is instructive to understand the methods in
a simplified setting before introducing additional complications. This section gives an overview
of our techniques. We begin by defining additional constants such that
1
n0
≪ ε≪ d≪ γ ≪ d′ ≪ η ≪ η′ ≪ β 6 1.
Note that this hierarchy of parameters will be used throughout the paper. By applying the
Diregularity Lemma to G with parameters ε, d and M ′ = 1/ε, we obtain a reduced digraph
RG′ on k clusters of size m and an exceptional set V0. We will see that the degree sequences of
RG′ inherit many of the properties of the degree sequences of G. Then it will follow that RG′
contains a union of cycles F which covers all but at most O(d1/2k) of the clusters of RG′ . We
move the vertices of all clusters not covered by F into V0. By moving some further vertices into
V0 we can assume that all edges of F correspond to super-regular pairs.
Let R∗G′ be the digraph obtained from RG′ by adding the set V0 of exceptional vertices and
for each x ∈ V0 and each V ∈ RG′ adding the edge xV if x has an outneighbour in V and the
edge V x if x has an inneighbour in V . We would like to find a closed walk W in R∗G′ such that
(a) For each cycle C of F , W visits every cluster of C the same number of times, say mC ;
(b) We have 1 6 mC 6 m, i.e. W visits every cluster at least once but not too many times;
(c) W visits every vertex of V0 exactly once;
(d) For each xi ∈ V0 we can choose an inneighbour x−i in the cluster preceding xi on W and
an outneighbour x+i in the cluster following xi on W , so that as xi ranges over V0 all
vertices x+i , x
−
i are distinct.
If we could find such a walk W then by properties (a) and (b) we can arrange that mC = m
for each cycle C of F by going round C an extra m −mC times on one particular visit of W
to C. Then we could apply properties (c) and (d) to choose inneighbours and outneighbours
for every vertex of V0 such that all choices are distinct. Finally, we could apply a powerful tool
known as the Blow-up Lemma (see [14]) to find a Hamilton cycle CHam in G corresponding to
W , where CHam has the property that whenever W visits a vertex of V0, CHam visits the same
vertex, and whenever W visits a cluster Vi of RG′ , then CHam visits a vertex x ∈ Vi. (We will
not discuss the Blow-up Lemma further, as in fact we will take a different approach that does
not need it.)
To achieve property (a), we will build up W from certain ‘shifted’ walks, each of them
satisfying property (a). Suppose R is a digraph, R′ is a subdigraph of R, F is a 1-factor in R
and a, b are vertices. A shifted walk (with respect to R′ and F ) from a to b is a walk W (a, b) of
the form
W (a, b) = X1C1X
−
1 X2C2X
−
2 . . . XtCtX
−
t Xt+1,
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where X1 = a, Xt+1 = b, Ci is the cycle of F containing Xi, and for each 1 6 i 6 t, X
−
i is the
predecessor of Xi on Ci and the edge X
−
i Xi+1 belongs to R
′. We say that W (a, b) traverses
the cycles C1, . . . , Ct. Note that even if the cycles C1, . . . , Ct are not distinct we say that W
traverses t cycles. Note also that, for every cycle C of F , the walk W (a, b) \ b visits the vertices
of C an equal number of times.
Given a shifted walk W = W (a, b) as above we say that W uses X if X appears in the list
{X−1 , . . . ,Xt,X−t ,Xt+1}. More generally, we say that X is used s times by W if it appears s
times in the above list (counting multiplicities). ThusW uses 2t clusters, counting multiplicities.
We say that W internally uses X if X ∈ {X2,X−2 , . . . ,Xt,X−t } (i.e. we do not count the uses
of X−1 or Xt+1). We also refer to the uses of X2, . . . ,Xt+1 as entrance uses and X
−
1 , . . . ,X
−
t
as exit uses. If X is used as both Xi and Xj for some 2 6 i < j 6 t+ 1 then we can obtain a
shorter shifted walk from a to b by deleting the segment of W between Xi and Xj (retaining
one of them). Similarly, we can obtain a shorter shifted walk if X is used as both X−i and X
−
j
for some 1 6 i < j 6 t. Thus we can always choose shifted walks so that any cluster is used at
most once as an entrance and at most once as an exit, and so is used at most twice in total.
We say that a cluster V is entered a times by W if W contains a edges whose final vertex is
V and which do not lie in F (where the edges of W are counted with multiplicities). We have
a similar definition for exiting V a times.
Next we define an auxiliary digraph H that plays a crucial role in our argument. Let RG′′
be the spanning subdigraph of RG′ obtained by deleting all those edges corresponding to a pair
of clusters whose density is less than d′. Let F be the 1-factor of RG′ mentioned above. The
vertices of H are the clusters of RG′′ . We have an edge from a to b in H if there is a shifted
walk with respect to RG′′ and F from a to b which traverses exactly one cycle. One can view
H as a ‘shifted version’ of RG′′ .
For now we will only consider the special case in which H is highly connected. Even then,
the fact that the exceptional set V0 can be much bigger than the cluster sizes creates a difficulty
in ensuring property (b), that W does not visit a cluster too many times. A natural attempt to
overcome this difficulty is the technique from [5]. In that paper we split each cluster Vi of RG′
into two equal pieces V 1i and V
2
i . If the splitting is done at random, then with high probability,
the super-regularity between pairs of clusters corresponding to the edges of F is preserved. We
then applied the Diregularity Lemma to the subdigraph of G induced by V0 ∪ V 21 ∪ · · · ∪ V 2k
with parameters ε2, d2 and M
′
2 = 1/ε2 to obtain a reduced graph R2 and an exceptional set
V 20 . The advantage gained is that by choosing ε2 ≪ d2 ≪ ε the exceptional set V 20 becomes
much smaller than the original cluster sizes and there is no difficulty with property (b) above.
However, the catch is that in our present case the degrees are capped at n/2, and in the course
of constructing the union of cycles in R2 we would have to enlarge V
2
0 to such an extent that
this approach breaks down.
Our solution is to replace condition (b) by the following property for W :
(b′) W visits every cluster of RG′ at least once but does not use any cluster of RG′ too many
times.
This condition can be guaranteed by the high connectivity property of H. However, we now
have to deal with the fact that W may ‘wind around’ each cycle of F too many times. This will
be addressed by a shortcutting technique, where for each cycle C in F we consider the required
uses of C en masse and reassign routes so as not to overload any part of C. A side-effect of
this procedure is that we may obtain a union of cycles, rather than a single Hamilton cycle.
However, using a judicious choice of W and a switching procedure for matchings, we will be
able to arrange that these shortcuts do produce a single Hamilton cycle. In particular, this
approach does not rely on the Blow-up Lemma.
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6. Structure I: Covering the reduced digraph by cycles
We start the proof by applying the Diregularity Lemma (Lemma 10) to G with parameters
ε, d and M ′ = 1/ε, obtaining a reduced digraph RG′ on k clusters of size m and an exceptional
set V0. Initially we have |V0| 6 εn, although we will add vertices to V0 during the argument.
Note also that n = km+ |V0|.
6.1. Properties of RG′. Our main aim in this section is to show that RG′ contains an almost
1-factor F , more specifically, a disjoint union of directed cycles covering all but at most 7d1/2k
vertices of RG′ . To begin with, we show that the degree sequences of RG′ have similar properties
to the degree sequences of G.
Lemma 16.
(i) d+i (RG′) >
1
md
+
im(G)− 2dk;
(ii) d−i (RG′) >
1
md
−
im(G)− 2dk;
(iii) δ+(RG′) >
β
2k;
(iv) δ−(RG′) >
β
2k;
(v) d+i (RG′) > min
{
i+ β2k,
(
1
2 − 2d
)
k
}
or d−
(1−β2 )k−i
(RG′) > k − i− 2dk;
(vi) d−i (RG′) > min
{
i+ β2k,
(
1
2 − 2d
)
k
}
or d+
(1−β2 )k−i
(RG′) > k − i− 2dk.
Proof. We will only prove parts (i),(iii) and (v). Parts (ii), (iv) and (vi) can be obtained in
exactly the same way as parts (i), (iii) and (v) respectively, by interchanging + and − signs.
Consider i clusters with outdegrees at most d+i (RG′) in RG′ . These clusters contain im vertices
of G, so must include a vertex x of outdegree at least d+im(G). Lemma 10 implies that the
cluster V containing x satisfies
d+G(x) 6 d
+
G′(x) + (d+ ε)n 6 d
+
RG′
(V )m+ (d+ ε)n+ |V0| 6 d+RG′ (V )m+
3
2
dn.
Therefore
d+i (RG′) > d
+
RG′
(V ) >
1
m
d+im(G)−
3
2
d
n
m
>
1
m
d+im(G)− 2dk,
which proves (i). Next, (iii) follows from (i), since δ+(G) > βn. To prove (v), suppose that
d+i (RG′) < min
{
i+ β2k,
(
1
2 − 2d
)
k
}
. It follows from (i) that
d+im(G) < min {m(i+ βk/2 + 2dk),mk/2} 6 min {im+ βn, n/2}.
Using our degree assumptions gives d−n−im−βn(G) > n− im. Then by (ii) we have
d−
(1−β2 )k−i
(RG′) >
1
m
d−
(1−β2 )km−im
(G) − 2dk > 1
m
d−(1−β)n−im(G) − 2dk > k − i− 2dk,
as required. 
Unfortunately, RG′ need not satisfy the hypothesis of Proposition 8, so we cannot use it to
deduce the existence of a 1-factor in RG′ . The next lemma shows that a problem can only occur
for subsets S of V (RG′) of size close to k/2.
Lemma 17. Let S be a subset of V (RG′) such that either |S| 6 (1/2−2d)k or |S| > (1/2+2d)k.
Then |N+(S)|, |N−(S)| > |S|.
Proof. Suppose firstly that |S| 6 (1/2 − 2d)k but |N+(S)| < |S|. By the minimum outdegree
condition of RG′ (Lemma 16 (iii)) we must have |S| > βk/2. Also d+|S|−2dk−1(RG′) 6 d+|S|(RG′) <
|S| 6 (1/2 − 2d)k, so Lemma 16 (v) gives d−(1−β/2)k−|S|+2dk+1(RG′) > k − |S| + 1. Thus there
are at least βk/2 + |S| − 2dk > |S| vertices of indegree at least k − |S| + 1. Now if x has
indegree at least k − |S| + 1 then N−(x) intersects S, so x belongs to N+(S). We deduce
that |N+(S)| > |S|. A similar argument shows that |N−(S)| > |S| as well. Now suppose that
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|S| > (1/2+2d)k but |N+(S)| < |S|, and consider T = V (RG′) \N+(S). Since N−(T )∩S = ∅,
we have |N−(T )| < |T |, and so |T | > (1/2 − 2d)k by the first case. But now we can consider a
subset T ′ of T of size |T ′| = (1/2−2d)k to see that |N−(T )| > |N−(T ′)| > |T ′| = (1/2−2d)k, and
so |S| 6 (1/2+2d)k, a contradiction. The claim for |N−(S)| follows by a similar argument. 
Applying Hall’s theorem as in Proposition 8, one can use Lemma 17 to partition the vertex
set of RG′ into a union of cycles and at most 4dk paths. However, for our approach we need to
find a disjoint union of cycles covering almost all the vertices. The first step towards this goal
will be to arrange that for each path its initial vertex has large indegree and its final vertex has
large outdegree. To prepare the ground, we show in the next lemma that if RG′ does not have
a 1-factor, then it has many vertices of large outdegree and many vertices of large indegree.
Lemma 18. If RG′ does not have a 1-factor, then it contains more than (1/2+2d)k vertices of
outdegree at least (1/2−2d)k and more than (1/2+2d)k vertices of indegree at least (1/2−2d)k.
Proof. Since RG′ does not have a 1-factor, by Proposition 8 it contains a set S with |N+(S)| <
|S|. Then by Lemma 16 (i) we have
|S| > |N+(S)| > d+|S|(RG′) >
1
m
d+m|S|(G)− 2dk,
and so
d+
m|S|−β
2
n
(G) 6 m(|S|+ 2dk) 6 m|S|+ β
2
n.
Moreover, (1/2 − 2d)k < |S| 6 (1/2 + 2d)k by Lemma 17. So if it were also the case that
d+
m|S|−β
2
n
(G) < n/2 = min{m|S|+βn/2, n/2}, then d−(1−β/2)n−m|S|(G) > (1+β/2)n−m|S| and
so by Lemma 16 (ii) we would have
d−
(1−β4 )k−|S|
(RG′) >
(
1 +
β
2
)
k − |S| − 2dk > k − |S|+ 1.
Then RG′ contains at least βk/4+ |S| vertices of indegree at least k−|S|+1, and these must all
belong to N+(S), a contradiction. It follows that d+
m|S|−β
2
n
(G) > n/2. So Lemma 16 (i) gives
d+
|S|−β
2
k
(RG′) > d
+
|S|−β
2
n
m
(RG′) >
n
2m
− 2dk >
(
1
2
− 2d
)
k,
i.e. RG′ contains at least (1+β/2)k−|S| > (1/2+2d)k vertices of outdegree at least (1/2−2d)k,
which proves the first part of the lemma. The second part can be proved in exactly the same
way. 
Now we can show how to arrange the degree property for the paths.
Lemma 19. The vertex set of RG′ can be partitioned into a union of cycles and at most 4dk
paths such that the initial vertices of the paths each have indegree at least (1/2 − 2d)k and the
final vertices of the paths each have outdegree at least (1/2 − 2d)k.
Proof. We may assume that RG′ does not have a 1-factor and so the consequences of Lemma 18
hold. We define an auxiliary digraph R′G′ by adding 4dk new vertices v1, v2, . . . , v4dk to RG′ ,
adding all possible edges between these vertices (in both directions), adding all edges of the form
vvi, where 1 6 i 6 4dk and v is a vertex of RG′ of outdegree at least (1/2 − 2d)k and finally
adding all edges of the form viv where 1 6 i 6 4dk and v is a vertex of RG′ of indegree at least
(1/2−2d)k. Then any vertex that previously had indegree at least (1/2−2d)k now has indegree
at least (1/2+2d)k, and similarly for outdegree. Also, Lemma 18 implies that every new vertex
vi has indegree and outdegree more than (1/2+2d)k. We claim that R
′
G′ has a 1-factor. Having
proved this, the result will follow by removing v1, . . . , v4dk from the cycles in the 1-factor. To
prove the claim, let us take S ⊆ V (R′G′). By Proposition 8 we need to show that |N+(S)| > |S|.
We consider cases according to the size of S. If |S| 6 (1/2 − 2d)k, then either S ⊆ V (RG′),
in which case |N+(S)| > |S| by Lemma 17, or S contains some new vertex vi, in which case
A SEMI-EXACT DEGREE CONDITION FOR HAMILTON CYCLES IN DIGRAPHS 11
|N+(S)| > d+(vi) > (1/2 + 2d)k > |S|. Next suppose that (1/2− 2d)k < |S| 6 (1/2 + 2d)k. As
before, if S contains a new vertex vi we have |N+(S)| > d+(vi) > (1/2 + 2d)k > |S|, so we can
assume S ⊆ V (RG′). Now by Lemma 18 each new vertex vi has at least (1/2 + 2d)k > k − |S|
inneighbours in V (RG′) and so vi has an inneighbour in S, i.e. vi ∈ N+(S). Also, S has at least
(1/2−2d)k outneighbours in RG′ by Lemma 17, so in R′G′ we have |N+(S)| > 4dk+(1/2−2d)k >
|S|. Finally suppose that |S| > (1/2 + 2d)k. Let T = V (R′G′) \ N+(S). Considering a subset
S′ ⊆ S of size (1/2 + 2d)k shows that |T | 6 k − |N+(S′)| 6 k − |S′| = (1/2 − 2d)k. However,
N−(T ) is disjoint from S, so if |N+(S)| < |S| we have |T | > |N−(T )|. Now similar arguments
to before give |T | > (1/2 + 2d)k, a contradiction. 
6.2. The almost 1-factor. We now come to the main result of this section.
Lemma 20. RG′ contains a disjoint union F of cycles covering all but at most 7d
1/2k of its
vertices.
Proof. We implement the following algorithm. At each stage, the vertex set of RG′ will be
partitioned into some cycles and paths and a waste set W . In every path the initial vertex will
have indegree at least (1/2− 2d)k and the final vertex will have outdegree at least (1/2− 2d)k.
One of the paths will be designated as the ‘active path’.
In the initial step, we begin with the partition guaranteed by Lemma 19. We have W = ∅
and choose an arbitrary path to be active.
In each iterative step we have some active path P . Let u be the initial vertex of P and v
its final vertex. Let S be the sum of the numbers of vertices in all the paths. If at any point
S 6 5d1/2k, then we move the vertices of all these paths into W and stop. Otherwise we define
α = 5dk/S and for each path Pr, we let ℓr = α|Pr|. Note that the parameters S, α and {ℓr} are
recalculated at each step. By our assumption on S we have α 6 d1/2. Also
∑
r ℓr = αS = 5dk.
For each cycle C = w1 . . . wtw1 and X ⊆ V (C) we write X+ = {wi+1 : wi ∈ X} for the set
of successors of vertices of X. For each path Pr = w1 . . . wt, X ⊆ Pr and 1 6 s 6 t we let
X+s = {wj : ∃wi ∈ X, i < j 6 i+ s}. Also, for each path Pr = w1 . . . wt which contains at least
one outneighbour of v we let ivr > 0 be minimal such that wivr+1 ∈ N+(v) ∩ Pr. Similarly, for
each path Pr = w1 . . . wt which contains at least one inneighbour of u we let i
u
r > 0 be minimal
such that wt−iur ∈ N−(u) ∩ Pr. We claim that at least one of the following conditions holds:
(1) There is a w ∈W such that wu, vw ∈ E(RG′).
(2) There is a cycle C = w1 . . . wiwi+1 . . . wtw1 such that wiu, vwi+1 ∈ E(RG′).
(3) There is a path Pr = w1 . . . wt and 1 6 i < j 6 t with j − i 6 ℓr + 1 such that
wiu, vwj ∈ E(RG′).
(4) There is a path Pr = w1 . . . wt with i
u
r 6 ℓr or i
v
r 6 ℓr.
To see this, suppose to the contrary that all these conditions fail. Since (1) fails, then (N−(u)∩
W ) ∩ (N+(v) ∩W ) = ∅ and so
• |N−(u) ∩W |+ |N+(v) ∩W | 6 |W |.
Since (2) fails, then for each cycle C we have (N−(u) ∩ C)+ ∩ (N+(v) ∩ C) = ∅ and so
• |N−(u) ∩ C|+ |N+(v) ∩ C| 6 |C| for each C.
Since (4) fails then for each path Pr we have |N−(u)∩Pr| 6 |Pr|−ℓr and |N+(v)∩Pr | 6 |Pr|−ℓr.
In particular
• for each path Pr, if Pr does not meet both N−(u) and N+(v) then |N−(u) ∩ Pr| +
|N+(v) ∩ Pr| 6 |Pr| − ℓr.
On the other hand if a path Pr meets both N
−(u) and N+(v) then, since (3) fails we have
(N−(u) ∩ Pr)+(ℓr+1) ∩ (N+(v) ∩ Pr) = ∅. Moreover, since iur > ℓr and since also (4) fails, we
also have that |(N−(u) ∩ Pr)+(ℓr+1)| > |N−(u) ∩ Pr|+ ℓr. Altogether this gives that
• for each path Pr, if Pr meets both N−(u) and N+(v) then |N−(u)∩Pr |+ |N+(v)∩Pr | 6
|Pr| − ℓr.
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Summing these inequalities gives
d−(u) + d+(v) 6 |W |+
∑
C
|C|+
∑
r
(|Pr| − ℓr) = k −
∑
r
ℓr.
But we also have
∑
r ℓr = αS = 5dk and d
−(u), d+(v) > (1/2 − 2d)k by the degree property of
the paths. This contradiction shows that at least one of the conditions (1)–(4) holds.
According to the above conditions we take one of the following actions.
(1) Suppose there is a w ∈W such that wu, vw ∈ E(RG′). Then we replace the path P by
the cycle C = wuPvw, replace W by W \ {w}, choose a new active path, and repeat.
(2) Suppose there is a cycle C = w1 . . . wiwi+1 . . . wtw1 such that wiu, vwi+1 ∈ E(RG′).
Then we replace the path P and the cycle C by the cycle C ′ = w1 . . . wiuPvwi+1 . . . wtw1,
choose a new active path, and repeat.
(3) Suppose there is a path Pr = w1 . . . wt and 1 6 i < j 6 t with j − i 6 ℓr + 1 such that
wiu, vwj ∈ E(RG′).
(i) If Pr 6= P then we replace the paths P and Pr with the path P ′r = w1 . . . wiuPvwj . . . wt,
replace W with W ∪ {wi+1, . . . , wj−1}, make P ′r the new active path, and repeat.
(ii) If Pr = P (so w1 = u and wt = v) then we replace P with the cycles Cu =
uw2 . . . wi−1wiu and Cv = vwj . . . wt−1v, replace W with W ∪ {wi+1, . . . , wj−1}, choose
a new active path, and repeat.
(4) Suppose there is a path Pr = w1 . . . wt with i
u
r 6 ℓr or i
v
r 6 ℓr.
(i) If Pr 6= P and iur 6 ℓr then we replace the paths P and Pr with the path P ′r =
w1 . . . wt−iur uPv, replace W with W ∪ {wt−iur+1, . . . , wt}, make P ′r the new active path,
and repeat.
(ii) If Pr 6= P and ivr 6 ℓr then we replace the paths P and Pr with the path
P ′r = uPvwivr+1 . . . wt, replace W with W ∪{w1, . . . , wivr}, make P ′r the new active path,
and repeat.
(iii) If Pr = P (so w1 = u and wt = v) and i
u
r 6 ℓr then we replace P with the cycle
C = uPwt−iur u, replace W with W ∪ {wt−iur+1, . . . , wt}, choose a new active path, and
repeat.
(iv) If Pr = P and i
v
r 6 ℓr then we replace P with the cycle C = vwivr+1Pv, replace
W with W ∪ {w1, . . . , wivr}, choose a new active path, and repeat.
At each step the number of paths is reduced by at least 1, so the algorithm will terminate.
It remains to show that |W | 6 7d1/2k. Recall that at every step we have ℓr = α|Pr| 6 d1/2|Pr|
for each path Pr. For every vertex w added to W we charge its contribution to the path that w
initially belonged to. To calculate the total contribution we break it down by the above cases
and by initial paths. Cases (1) and (2) do not increase the size of W . In Case 3(i), every initial
path Pr is merged with an active path P at most once, and then its remaining vertices stay in
the active path until a new active path is chosen, so this gives a contribution to W of at most
ℓr 6 d
1/2|Pr| from Pr. In Case 3(ii), the vertices of the active path Pr = P are contained in a
union ∪i∈IV (Pi) of some subset of the initial paths (excluding some vertices already moved into
W ). These paths collectively contribute at most α|P | 6 d1/2∑i∈I |Pi|, and each initial path
is merged at most once into such a path P . In Cases 4(i) and 4(ii), as in Case 3(i), an initial
path Pr contributes at most α|Pr|. In Cases 4(iii) and 4(iv), as in Case 3(ii), the vertices of the
active path Pr = P are contained in a union ∪i∈IV (Pi) of some subset of the initial paths and
contribute at most α|P | 6 d1/2∑i∈I |Pi|. So each initial path contributes to W at most twice:
once when it is merged into the active path (in Cases 3(i), 4(i) or 4(ii)) and once when this
active path is turned into one or two cycles (in Cases 3(ii), 4(iii) or 4(iv)). Therefore we get a
total contribution from the paths of at most 2d1/2k toW . Finally, there is another contribution
of at most 5d1/2k if at any step we have S 6 5d1/2k. In total we have |W | 6 7d1/2k. 
6.3. Further properties of F . Now we have an almost 1-factor F in RG′ , i.e. a disjoint union
of cycles covering all but at most 7d1/2k clusters of RG′ . We move all vertices of these uncovered
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clusters into V0, which now has size at most 8d
1/2n. During the proof of Theorem 5 it will be
helpful to arrange that each cycle of F has length at least 4 (say) and moreover, all pairs of
clusters corresponding to edges of F correspond to super-regular pairs. (This assumption on
the lengths is not actually necessary but does make some of the arguments in the final section
more transparent.)
We will now show that we may assume this. Indeed, if F contains cycles of lengths less than
4, we arbitrarily partition each cluster of RG′ into 2 parts of equal size. (If the sizes of the
clusters are not divisible by 2, then before the partitioning we move at most 1 vertex from each
cluster into V0 in order to achieve this.) Consider the digraph R
′
G′ whose vertices correspond to
the parts and where two vertices are joined by an edge if the corresponding bipartite subdigraph
of G′ is (2ε, 2d3 )-regular. It is easy to check that this digraph contains the 2-fold ‘blowup’ of
RG′ , i.e. each original vertex is replaced by an independent set of 2 new vertices and there is
an edge from a new vertex x to a new vertex y if there was such an edge between the original
vertices. Each cycle of length ℓ of F induces an 2-fold blowup of Cℓ in R
′
G′ , which contains a
cycle of length 2ℓ > 4. So R′G′ contains a 1-factor F
′ all of whose cycles have length at least 4.
Note that the size of V0 is now at most 9d
1/2n.
Secondly, we apply Lemma 11 to make the pairs of clusters corresponding to edges of F ′
(4ε, d3)-super-regular by moving exactly 4ε|Vi| vertices from each cluster Vi into V0 and thus
increasing the size of V0 to at most 10d
1/2n. For convenience, having made these alterations,
we will still denote the reduced digraph by RG′ , the order of RG′ by k, its vertices (the clusters)
by V1, . . . , Vk and their sizes by m. We also rename F
′ as F . We sometimes refer to the cycles
in F as F -cycles.
6.4. A modified reduced digraph. Let RG′′ be the spanning subdigraph obtained from RG′
by deleting all those edges which correspond to pairs of density at most d′. Recalling that
d ≪ d′, we note that the density of pairs corresponding to edges in RG′′ is much larger than
the proportion 10
√
d of vertices lying in V0. The purpose of RG′ was to construct F so that
this property would hold. Now we have no further use for RG′ and will work only with RG′′ .
(Actually, we could use either RG′′ or RG′ for the special case in the next section, but we need
to work with RG′′ in general.)
Let G′′ be the digraph obtained from G′ obtained by deleting all edges belonging to pairs
(X,Y ) of clusters so that (X,Y )G′ has density at most d
′. We say that a vertex x ∈ X is typical
if
• d±G′′(x) > d±G(x)− 4d′n;
• there are at most√εk clusters Y such that x does not have (1±1/2)dXYm outneighbours
in Y , where dXY denotes the density of the pair (X,Y )G′′ . The analogous statement
also holds for the inneighbourhood of x.
Lemma 21. By moving exactly 16
√
εm vertices from each cluster into V0, we can arrange that
each vertex in each cluster of RG′′ is typical. We still denote the cluster sizes by m. Then we
have
(i) d+i (RG′′) >
1
md
+
im(G)− 5d′k;
(ii) d−i (RG′′) >
1
md
−
im(G)− 5d′k;
(iii) δ+(RG′′) >
β
2k;
(iv) δ−(RG′′) >
β
2k;
(v) d+i (RG′′) > min
{
i+ β2k,
(
1
2 − 5d′
)
k
}
or d−
(1−β2 )k−i
(RG′′) > k − i− 5d′k;
(vi) d−i (RG′′) > min
{
i+ β2k,
(
1
2 − 5d′
)
k
}
or d+
(1−β
2
)k−i
(RG′′) > k − i− 5d′k.
Proof. Suppose that we are given clusters X,Y such that XY is an edge of RG′ . Write dXY for
the density of (X,Y )G′ . We say that x ∈ X is out-typical for Y if (in G′) x has (1± 1/3)dXYm
outneighbours in Y . Since the pair (X,Y )G′ is 4ε-regular, it follows that at most 8εm vertices
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of X are not out-typical for Y . Then on average, a vertex of X is not out-typical for at most 8εk
clusters. It follows that there are at most 8
√
εm vertices x in X for which there are more than√
εk clusters Y such that x is not out-typical for Y . Therefore we can remove a set of exactly
8
√
εm vertices from each cluster so that all of the remaining vertices are out-typical for at least
(1 −√ε)k clusters. We proceed similarly for the inneighbourhood of each cluster. Altogether,
we have removed exactly 16
√
εm vertices from each cluster. These vertices are added to V0,
which now has size |V0| 6 11
√
dn. Now consider some cluster X and a vertex x ∈ X. Since x is
out-typical for all but at most
√
εk clusters, it sends at most
√
εk ·m+ k · 2d′m 6 3d′n edges
into clusters Y such that (X,Y )G′ has density at most d
′. Then the following estimate shows
that x is typical:
dG′′(x) > dG′(x)− 3d′n− |V0| > dG(x)− (d+ ε)n − 3d′n− 11
√
dn > dG(x)− 4d′n.
For (i)–(vi), we proceed similarly as in the proof of Lemma 16. For (i), consider i clusters with
outdegrees at most d+i (RG′′) in RG′′ . These clusters contain im vertices of G, so must include
a typical vertex x of outdegree at least d+im(G). As in the previous estimate, the cluster V
containing x satisfies
d+im(G) 6 d
+
G(x) 6 d
+
RG′′
(V )m+ 4d′n+ |V0| 6 d+RG′′ (V )m+
9
2
d′n.
Therefore
d+i (RG′′) > d
+
RG′′
(V ) >
1
m
d+im(G)−
9
2
d′
n
m
>
1
m
d+im(G)− 5d′k,
which proves (i). Next, (iii) follows from (i), since δ+(G) > βn. The proof of (v) is the same as
that of (v) in Lemma 16, with 2d replaced by 5d′. The proofs of the other three assertions are
similar. 
By removing at most one extra vertex from each cluster we may assume that the size of each
cluster is even. We continue to denote the sizes of the modified clusters by m and the set of
exceptional vertices by V0. The large-scale structure of our decomposition will not undergo any
significant further changes: there will be no further changes to the cluster sizes, although in
some subsequent cases we may add a small number of clusters to V0 in their entirety. For future
reference we note the following properties:
• |V0| 6 11
√
dn,
• all edges of RG′′ correspond to (10ε, d′/2)-regular pairs (the deletion of atypical vertices
may have reduced the densities slightly),
• all edges of F correspond to (10ε, d/4)-super-regular pairs.
7. The highly connected case
In this section we illustrate our methods by proving Theorem 5 in the case when the auxiliary
graph H is strongly ηk-connected. We recall that d′ ≪ η ≪ β, and that H was defined in
Section 5 as a ‘shifted version’ of RG′′ , i.e. there is an edge in H from a cluster Vi to a cluster
Vj if there is a shifted walk (with respect to RG′′ and F ) from Vi to Vj which traverses exactly
one cycle. We refer to that section for the definitions of when a cluster is ‘used’ or ‘internally
used’ by a shifted walk, and recall that we can assume that any cluster is used at most once as
an entrance and at most once as an exit.
Lemma 22. Suppose H is strongly ck-connected for some c > 0 and a, b are vertices of H (i.e.
clusters). Then there is a collection of at least c2k/16 shifted walks (with respect to RG′′ and
F ) from a to b such that each walk traverses at most 2/c cycles and each cluster is internally
used by at most one of the walks.
Proof. Since H is strongly ck-connected we can find ck internally disjoint paths P1, · · · , Pck
from a to b. There cannot be ck/2 of these paths each having at least 2/c internal vertices, as
H has k vertices. Therefore H contains at least ℓ := ck/2 internally disjoint paths P1, . . . , Pℓ
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(say, after relabelling) from a to b which have length at most 2/c. Note that each of these
corresponds to a shifted walk from a to b which traverses at most 2/c cycles. Let W1, . . . ,Wℓ
denote these shifted walks. Since the Pi are internally disjoint, each cluster x is internally used
by at most 2 of the shifted walks Wj (either as an entrance or as an exit). Each shifted walk Wi
internally uses at most 4/c clusters, so there are at most 8/c− 1 other shifted walks Wj which
internally use a cluster that Wi also uses internally. Thus we can greedily choose a subset of
the walks W1, . . . ,Wℓ having the required properties. 
Given any cluster X, recall that we write X+ for the successor of X on F and X− for its
predecessor. For every X, we apply Lemma 15 with θ = 16d to the (10ε, d/4)-super-regular pair
(X,X+)G′ to obtain an (
√
ε, d2)-ideal (X1,X
+
2 ). Set X
∗ := X1∪X2 (where (X−1 ,X2) is the ideal
chosen for (X−,X)). Then, by Lemma 15, we have |X∗| 6 32dm and for any X∗ ⊆ X ′ ⊆ X
and (X+)∗ ⊆ (X+)′ ⊆ X+ the pair (X ′, (X+)′) is (√ε, d2)-super-regular.
First we construct the walkW described in the overview. List the elements of the exceptional
set as V0 = {x1, . . . , xr}. We go through the list sequentially, and for each xi we pick clusters
Xi and Yi of RG′ and vertices x
−
i ∈ N−G (xi) ∩ (Xi \ X∗i ) and x+i ∈ N+G (xi) ∩ (Yi \ Y ∗i ) such
that x−1 , x
+
1 , . . . , x
−
r , x
+
r are distinct and moreover no cluster of RG′′ appears more than m/60
times as a cluster of the form Xi, Yi (and thus no cluster appears more than m/20 times as a
cluster of the form Xi,X
+
i , Yi, Y
−
i ). To see that this is possible, recall that |V0| 6 11d1/2n and
|X∗| 6 32dm for all X. At most 3|V0| vertices belong to V0 or to the set {x−1 , x+1 , . . . , x−i−1, x+i−1},
and at most 120|V0| belong to clusters that appear at least m/60 times as Xj or Yj for xj with
j < i. Therefore at most 1500d1/2n 6 βn 6 δ±(G) vertices are unavailable at stage i, so we
can choose x−i and Xi as required. A similar argument applies for x
+
i and Yi. Note that by
construction each cluster contains at most m/20 of the vertices x±i .
Next we sequentially define shifted walks W (Yi,X
+
i+1) with respect to RG′′ and F from Yi
to X+i+1 for 1 6 i 6 r − 1. We want each W (Yi,X+i+1) to traverse at most 2/η cycles and each
cluster to be internally used at most m/30 times by the collection of all the walks W (Yi,X
+
i+1).
To see that this is possible, suppose we are about to find W (Yi,X
+
i+1) and let A be the set
of clusters internally used at least m/40 times by the walks W (Yj,X
+
j+1) with j < i. Since
each of our walks internally uses at most 4/η clusters (although it visits many more) we have
|A| < 11d1/2n·4/ηm/40 < η2k/16 (since d≪ η). Now Lemma 22 implies that we can find a shifted walk
W (Yi,X
+
i+1) from Yi to X
+
i+1 that traverses at most 2/η cycles and does not internally use any
cluster in A. We may assume that W (Yi,X
+
i+1) uses each cluster at most once as an entrance
and at most once as an exit, and then no cluster is internally used more than 2+m/40 6 m/30
times by the collection of all the walks W (Yj,X
+
j+1) for all j 6 i, as required.
We conclude this step by choosing a shifted walk W (Yr,X
+
1 ) from Yr to X
+
1 . Since there
may be clusters in RG′′ that we have not yet used, we construct this walk as a sequence of at
most k shifted walks each traversing at most 2/η cycles, in such a way that every cluster is used
at least once by W (Yr,X
+
1 ).
This leads us to define a closed walk W with vertex set V0 ∪ V (RG′′) as follows. Let
W (Yi,Xi+1) be the walk from Yi to Xi+1 which is obtained from W (Yi,X
+
i+1) by adding the
path from X+i+1 to Xi+1 in F . We now define
W = x1W (Y1,X2)x2 . . . xrW (Yr,X1)x1.
Using the choice of the clusters Xi and Yi it is easy to see that W uses every cluster of RG′′
at most m/20 +m/30 + k · 8/η 6 m/10 times. Thus W has the properties mentioned in the
overview, namely:
(a) For each cycle C of F , W visits every vertex of C the same number of times;
(b′) W visits every cluster of RG′′ at least once and uses every cluster of RG′′ at most m/10
times;
(c) W visits every vertex of V0 exactly once;
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(d) For each xi ∈ V0 we have chosen an inneighbour x−i in the cluster Xi preceding xi on W
and an outneighbour x+i in the cluster Yi following xi on W , so that as xi ranges over
V0 all the vertices x
+
i , x
−
i are distinct.
Now we fix edges in G corresponding to all edges of W that do not lie within a cycle of F . We
have already fixed the edges incident to vertices of V0 (properties (c) and (d)). Then we note
that the remaining edges of W not in E(F ) are precisely those of the form AB where A is used
as an exit by W and B is used as an entrance by W . To see this, note that we cannot have
A = B−, as then B would be used twice as an entrance in one of the shifted walks constructed
above, which is contrary to our assumption. Next we proceed through the clusters V1, . . . , Vk
sequentially choosing edges as follows. When we come to Vi, we consider each j < i in turn. If
ViVj /∈ E(F ) we let wij be the number of times that W uses ViVj. Similarly, if VjVi /∈ E(F )
we let wji be the number of times that W uses VjVi. We aim to choose a matching in G that
avoids all previously chosen vertices and uses wij edges from Vi \ V ∗i to Vj \ V ∗j and wji edges
from Vj \ V ∗j to Vi \ V ∗i . This can be achieved greedily as follows. Suppose for example that
wij > 0 and that when we come to Vj the available vertices are V
′
i ⊆ Vi and V ′j ⊆ Vj. Since
every cluster is used at most m/10 times we have wij 6 m/10, and we have |V ′i |, |V ′j | > m/2
(say, taking account of at most m/10 uses, m/20 vertices x±i and 32dm vertices in V
∗
i or V
∗
j ).
Then (V ′i , V
′
j )G′′ induces a (20ε, d
′/3)-regular pair, so by Lemma 12 has a matching of size at
least (1 − 20ε)m/2 > wij . The same argument can be used if we also have wji > 0. After
considering all such pairs (i, j) we have found edges in G corresponding to all edges of W that
do not lie within a cycle of F .
Now let Entry denote the set of all those vertices which do not lie in the exceptional set and
which are the final vertex of an edge of G that we have fixed (i.e. the edges incident to the
vertices in V0 and the edges chosen in the previous paragraph). Similarly, let Exit denote the
set of all those vertices which do not lie in the exceptional set and which are the initial vertex
of an edge of G that we have fixed. Note that Entry ∩ Exit = ∅.
For every cluster U , let UExit := U ∩ Exit and UEntry = U ∩ Entry. Since W was built up
by shifted walks, it follows that |UExit| = |U+Entry|. Moreover, since we chose Entry and Exit
to avoid U∗, we know that (U \ UExit, U+ \ U+Entry)G′ is (
√
ε, d2)-super-regular, so contains a
perfect matching by Lemma 12. Now the edges of these perfect matchings together with the
edges of W that we fixed in the previous step form a 1-factor C of G. It remains to modify C
into a Hamilton cycle of G.
The following statement provides us with the tool we need. For any cluster U , let GU :=
(U− \U−Exit, U \UEntry)G′ and let OldU be the perfect matching in GU which is contained in C.
For any cluster U , we can find a perfect matching NewU in GU so that if we replace
OldU in C with NewU , then all vertices of GU will lie on a common cycle in the new
1-factor C. In particular, all vertices in U \ UEntry will lie on a common cycle CU in C
and moreover any pair of vertices of G that were formerly on a common cycle are still
on a common cycle after we replace OldU by NewU .
(†)
To prove this statement we proceed as follows. For every u ∈ U \UEntry, we move along the
cycle Cu of C containing u (starting at u) and let f(u) be the first vertex on Cu in U− \ U−Exit.
Define an auxiliary digraph J on U \ UEntry such that N+J (u) := N+GU (f(u)). So J is obtained
by identifying each pair (u, f(u)) into one vertex with an edge from (u, f(u)) to (v, f(v)) if GU
has an edge from f(u) to v. Now GU is (
√
ε, d2)-super-regular by the definition of the sets U∗,
so J is also (
√
ε, d2)-super-regular (according to the definition for non-bipartite digraphs). By
Lemma 13, J has a Hamilton cycle, which clearly corresponds to a perfect matching NewU in G
′
with the desired property.
Now we apply (†) to every cluster U sequentially. We continue to denote the resulting 1-factor
by C and we write CU for the cycle that now contains all vertices in U \ UEntry. Since UEntry
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and UExit have size at most m/4 (say) for any U , we have V (GU )∩V (GU+) 6= ∅, so CU = CU+ .
Then CU− = CU = CU+, and since UEntry ∩UExit = ∅, we deduce that CU actually contains all
vertices of U . Then CU = CU+ implies that CU contains all vertices lying in clusters belonging
to the cycle of F containing U .
We now claim that C is in fact a Hamilton cycle. For this, recall that W (Yr,X+1 ) used every
cluster. Write W (Yr,X
+
1 ) = U1C1U
−
1 U2C2U
−
2 . . . UtCtU
−
t Ut+1, where each cluster appears at
least once in U1, . . . , Ut+1. Let u
−
i ui+1 be the edge that we have chosen for the edge U
−
i Ui+1
on W (Yr,X
+
1 ). Note that for each i = 1, . . . , t the vertices ui+1 and u
−
i lie on a common cycle
of C, as this holds by construction of C, whatever matchings we use to create C. Since ui, u−i ∈ Ui
also lie on a common cycle, this means that all of u1, . . . , ut (and thus also ut+1) lie on the same
cycle C of C, which completes the proof.
8. Structure II: Shifted components, transitions and the exceptional set
Having illustrated our techniques in the case when H is strongly ηk-connected, we now turn
to the case when this does not hold. In this section we impose further structure on G by
introducing ‘shifted components’ of H and various matchings linking these components and the
vertices of the exceptional set V0. In the first subsection we construct the shifted components.
We describe some of their properties in the second subsection. The third subsection describes
a process by which our shifted walk W will make transitions between the shifted components.
In the fourth subsection we partition V0 into 4 parts according to the existence of certain
matchings between V0 and the remainder of the digraph. Then we complete the description of
the transitions in the fifth subsection. Since we need to introduce a large amount of notation
in this section, we conclude with a summary of the important points.
We recall that ε≪ d≪ γ ≪ d′ ≪ η ≪ η′ ≪ β and |V0| 6 11d1/2n.
8.1. Shifted components of H. Note that the in- and outdegrees of H are obtained by
permuting those of RG′′ , so H has the same in- and outdegree sequences as RG′′ , and the
bounds in Lemma 21 also apply to H. We start by establishing an expansion property for
subsets of V (H).
Lemma 23. If X ⊆ V (H) with |X| 6 (1− β)k/2 then
|N±H (X)| > |X|+
β
2
k − 5d′k − 1 > |X| + β
4
k.
Proof. The argument is similar to that for Lemma 17. By symmetry it suffices to obtain the
bound for |N+H (X)|. Suppose for a contradiction that |N+H (X)| < |X| + β2k − 5d′k − 1. By
Lemma 21(iii) we have |X| > 5d′k + 1. Also d+|X|−5d′k−1(H) 6 |N+H (X)| < (1/2 − 5d′)k, so
by Lemma 21(v) we have d−(1−β/2)k−|X|+5d′k+1(H) > k − |X| + 1. Then H contains at least
|X| + βk/2 − 5d′k vertices of indegree at least k − |X| + 1, and these all belong to N+H (X), a
contradiction. 
We are assuming that H is not strongly ηk-connected, so we can choose a separator S of H of
size |S| < ηk. Thus we have a partition of the vertices of H into sets S, C, and D such that
H \ S does not contain an edge from C to D (although it might contain edges from D to C).
Lemma 24. |C|, |D| = k/2± 2ηk.
Proof. Suppose for a contradiction that |D| < k/2 − 2ηk. If the stronger inequality |D| 6
(1−β)k/2 holds then Lemma 23 implies that |N−H (D)| > |D|+ β4k > |D|+ |S|, a contradiction.
So we may assume that |D| > (1− β)k/2. Let D′ be a subset of D of size (1− β)k/2. Now the
first inequality of Lemma 23 implies that
|N−H (D)| > |N−H (D′)| > k/2 − 5d′k − 1 > (|D|+ 2ηk) − 5d′k − 1 > |D|+ ηk > |D|+ |S|,
a contradiction. The bound |C| > k/2 − 2ηk is obtained in a similar way, which proves the
lemma. 
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Let Csmall be the set of vertices in C which (in the digraph H) have at most βk/10 inneigh-
bours in C. Let Dsmall be the set of vertices in D which (in the digraph H) have at most βk/10
outneighbours in D.
Lemma 25. |Csmall|, |Dsmall| 6 8ηk.
Proof. Let Cbig be the set of vertices in C which have at least k/2−ηk outneighbours in H. We
claim that |Cbig| > βk/5. To see this, first note that Lemma 24 and the fact that there are no
edges from C toD imply thatD contains no vertex of indegree greater than |D|+|S| 6 k/2+3ηk.
So again by Lemma 24, the number of vertices of indegree greater than k/2 + 3ηk in H is at
most k/2+3ηk, which gives d−k/2−3ηk 6 k/2+3ηk. Now Lemma 21(v) with i = k/2−βk/4 says
that d+k/2−βk/4 > (1/2− 5d′)k or d−k/2−βk/4 > k/2+βk/4− 5d′k. The latter option cannot hold,
as it would contradict our previous inequality for d−k/2−3ηk, so the former option holds, and H
has at least k/2 + βk/4 vertices of outdegree at least k/2− 5d′k > k/2− ηk. By Lemma 24, C
has to contain at least βk/5 of these vertices of high outdegree, which proves the claim.
Now note that yet another application of Lemma 24 shows that every vertex in Cbig has at
least k/2 − ηk − |S| > |C| − 4ηk outneighbours in H[C]. Suppose that |Csmall| > 8ηk. Then
every vertex in Cbig has more than half of the vertices of Csmall as outneighbours. This in turn
implies that there is a vertex in Csmall with more than half the vertices in Cbig as inneighbours.
In particular, it has more than βk/10 inneighbours in C. This contradicts the definition of
Csmall, so in fact |Csmall| 6 8ηk. The argument for Dsmall is similar. 
Let C ′ := C \ Csmall and D′ := D \Dsmall.
Lemma 26. H[C ′] and H[D′] are strongly η′k-connected.
Proof. By symmetry it suffices to consider H[C ′]. The definition of Csmall and Lemma 25 give
δ−(H[C ′]) > βk/10−|Csmall| > βk/11. Suppose that H[C ′] is not strongly η′k-connected. Then
there is a separator T of size at most η′k and a partition U , W of C ′ \ T such that H[C ′] \ T
contains no edge from U to W . Note that |W | > δ−(H[C ′])− |T | > βk/12. So
|U | 6 |C ′| − |W | 6 (k/2 + 2ηk)− βk/12 6 k/2− βk/13. (1)
If the stronger inequality |U | 6 (1 − β)k/2 holds then Lemma 23 implies that |N+(U)| >
|U |+βk/4 > |U |+ |S|+ |T |+ |Csmall|, a contradiction. So we may assume that |U | > (1−β)k/2.
Let U ′ be a subset of U of size (1− β)k/2. Now the first inequality in Lemma 23 implies that
|N+(U)| > |N+(U ′)| > k/2 − 5d′k − 1
(1)
> (|U |+ βk/13) − 5d′k − 1 > |U |+ |S|+ |T |+ |Csmall|,
a contradiction again. 
Let S′ be the set obtained from S by adding Csmall and Dsmall. So |S′| 6 17ηk and S′, C ′,
D′ is a vertex partition of H.
Now let L (for ‘left’) be the set obtained from C ′ by adding all those vertices v from S′ which
satisfy |N+H (v) ∩C ′| > η′k and |N−H (v) ∩C ′| > η′k. Next, let R (for ‘right’) be the set obtained
from D′ by adding all those remaining vertices v from S′ which satisfy |N+H (v) ∩ D′| > η′k
and |N−H (v) ∩D′| > η′k. Then H[L] and H[R] are both still η′k-connected. We write MV (for
‘vertical middle’) for the remaining vertices in S′ (i.e. those which were not added to C ′ or D′).
Then |MV | 6 |S′| 6 17ηk. Moreover, L, MV and R partition the vertex set of RG′′ .
We also define another partition of V (RG′′) into three sets which we call T,MH and B (for
‘top’, ‘horizontal middle’, and ‘bottom’) as follows:
• a cluster belongs to T if and only if its successor in F belongs to L;
• a cluster belongs to MH if and only if its successor in F belongs to MV ;
• a cluster belongs to B if and only if its successor in F belongs to R.
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Figure 1. Shifted components and the exceptional set
The general picture (including a partition of V0 defined below) is illustrated in Figure 1. For
each of the above subsets of V (H) = V (RG′′) we use a ‘tilde’ notation to denote the subset of
V (G) consisting of the union of the corresponding clusters, thus L˜ = ∪U∈LU ⊆ V (G), etc. Note
that
|MH | = |MV | 6 17ηk. (2)
We need to remove certain cycles from F that would create difficulties later on. Let M :=
MV ∪MH . We say that a cycle C of F significantly intersects M if |C ∩M | > |C|/10. If we
have |M˜ | 6 |V0|/γ3 then we remove all cycles that significantly intersect M from F and add all
vertices in their clusters to the exceptional set. Since d≪ γ we still have the inequality
|V0| 6 11d1/2n+ 10 · 11d1/2n/γ3 6 d1/4n. (3)
Later we will distinguish the following two cases according to the size of M˜ .
(⋆) |M˜ | 6 |V0|/γ3. Moreover, no cycle of F significantly intersects M .
(⋆⋆) |M˜ | > |V0|/γ3 > 0.
(The proof would be considerably simpler if we could remove all the cycles which significantly
intersect/lie in M in the case (⋆⋆), but this would make |V0| too large.) Since any cycle in F
has equal intersection sizes with MH and MV we still have |MH | = |MV | of size at most 17ηn.
We still denote the remaining subset of R by R, and similarly for all the other sets B,L,MV
etc.
8.2. Properties of the shifted components. We start by justifying the name ‘shifted com-
ponents’. The following lemma shows that we have decomposed most of the digraph into two
pieces of roughly equal size, where in each piece we have the high connectivity that enabled us
to establish the result in the previous section.
Lemma 27.
(i) H[L] and H[R] are strongly η′k/2-connected.
(ii) |L˜|, |R˜|, |B˜|, |T˜ | = n/2± 19ηn.
Proof. To prove (i), recall that before the removal of the cycles we knew that H[L] and H[R]
were strongly η′k-connected. By (3), the number of clusters removed in case (⋆) is at most
d1/4n/m 6 η′k/2. Since we only removed entire F -cycles, we did not delete any edges from H
other than those incident to the clusters that were deleted. Thus for each cluster removed the
connectivity only decreases by at most one.
For (ii), we recall that |C| = k/2± 2ηk (Lemma 24) and L was obtained from C by removing
|Csmall| 6 8ηk clusters, adding at most |S′| 6 17ηk clusters and removing at most d1/4n/m 6 ηk
clusters. The argument for R is the same. The other two bounds follow since |B| = |R| and
|T | = |L|. 
Next we define a partition of MV into M
LR
V and M
RL
V as follows. A cluster X ∈MV belongs
to MLRV if |N+H (X) ∩ C ′| < η′k and |N−H (X) ∩D′| < η′k. A cluster X ∈ MV belongs to MRLV
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if |N+H (X) ∩D′| < η′k and |N−H (X) ∩ C ′| < η′k. The definition of L and R and the fact that
H has minimum semidegree at least βk/2 imply that this is indeed a partition of MV . Since
|MV | 6 17ηk and δ±(H) > βk/2 we have the following properties.
Lemma 28.
(i) All V ∈MLRV satisfy |N+H (V )∩L|, |N−H (V )∩R| < 2η′k and |N+H (V )∩R|, |N−H (V )∩L| >
βk/3.
(ii) All V ∈MRLV satisfy |N+H (V )∩R|, |N−H (V )∩L| < 2η′k and |N+H (V )∩L|, |N−H (V )∩R| >
βk/3.
Let MLRH the set of clusters whose successor in F belongs to M
LR
V and define M
RL
H similarly.
Note that this yields a partition of MH .
It will be helpful later to note that if MLRV 6= ∅ then we can use clusters in MLRV to obtain
shifted walks from L to R. Similarly, any clusters in MRLV can be used to obtain shifted walks
from R to L. This will use the following lemma.
Lemma 29.
(i) For all x ∈ M˜LRH , we have |N+G (x) ∩ L˜| 6 3η′n and |N+G (x) ∩ R˜| > βn/2. Also, at most
12η′n vertices in L˜ have more than |M˜LRH |/4 inneighbours in M˜LRH .
(ii) For all x ∈ M˜LRV , we have |N−G (x) ∩ B˜| 6 3η′n and |N−G (x) ∩ T˜ | > βn/2. Also, at most
12η′n vertices in B˜ have more than |M˜LRV |/4 outneighbours in M˜LRV .
(iii) For all x ∈ M˜RLH , we have |N+G (x) ∩ R˜| 6 3η′n and |N+G (x) ∩ L˜| > βn/2. Also, at most
12η′n vertices in R˜ have more than |M˜RLH |/4 inneighbours in M˜RLH .
(iv) For all x ∈ M˜RLV , we have |N−G (x) ∩ T˜ | 6 3η′n and |N−G (x) ∩ B˜| > βn/2. Also, at most
12η′n vertices in T˜ have more than |M˜RLV |/4 outneighbours in M˜RLV .
Proof. For (i), suppose x ∈ M˜LRH satisfies |N+G (x) ∩ L˜| > 3η′n. Note that Lemma 21 implies
that x is typical. Using the definition of ‘typical’ and accounting for vertices added to V0 we
still have |N+G′′(x) ∩ L˜| > 2η′n. Then the cluster U containing x must have (in RG′′) at least
2η′k outneighbours in L. The definition of MLRH implies that the successor U
+ of U lies in
MLRV . Then |N+H (U+) ∩ L| = |N+RG′′ (U) ∩ L| > 2η
′k, contradicting Lemma 28(i). We deduce
that |N+G (x)∩ L˜| 6 3η′n. It follows that there are at most 3η′n|M˜LRH | edges from M˜LRH to L˜, so
the final assertion of (i) holds. For the second bound in (i), we note that
|N+G (x) ∩ R˜| > δ+(G) − |N+G (x) ∩ L˜| − |M˜V | − |V0| > βn− 3η′n− 17ηn − d1/4n > βn/2.
For (ii), suppose x ∈ M˜LRV satisfies |N−G (x)∩B˜| > 3η′n. Then the cluster U ∈MLRV containing x
must have (in RG′′) at least 2η
′k inneighbours in B. Thus in H it has at least 2η′k inneighbours
in R, contradicting Lemma 28(i). The remainder of (ii) follows as for (i). The proof of (iii) is
very similar to that of (i) and the proof of (iv) to that of (ii). 
If X and Y are clusters in L, then there are many shifted walks (with respect to RG′′ and F )
from X to Y . Later we will need that paths corresponding to such walks can be found in G,
even if a large number of vertices in clusters lying on these paths have already been used for
other purposes. This will follow from the following lemma.
Lemma 30. Suppose U is a cluster, u ∈ U and write s = η′k/4.
(i) If U ∈ R ∪MRLV then there are clusters V1, . . . , Vs ∈ B such that ViU ∈ E(RG′′) and u
has at least d′m/4 inneighbours in Vi for 1 6 i 6 s.
(ii) If U ∈ T ∪MRLH then there are clusters V1, . . . , Vs ∈ L such that UVi ∈ E(RG′′) and u
has at least d′m/4 outneighbours in Vi for 1 6 i 6 s.
(iii) If U ∈ L ∪MLRV then there are clusters V1, . . . , Vs ∈ T such that ViU ∈ E(RG′′) and u
has at least d′m/4 inneighbours in Vi for 1 6 i 6 s.
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(iv) If U ∈ B ∪MLRH then there are clusters V1, . . . , Vs ∈ R such that UVi ∈ E(RG′′) and u
has at least d′m/4 outneighbours in Vi for 1 6 i 6 s.
Proof. To prove (i) recall from Lemma 27 that H[R] is strongly η′k/2-connected, and so has
minimum indegree at least η′k/2. Thus any U ∈ R has inneighbours V1, . . . , V2s in RG′′ such
that Vi ∈ B. This also holds for U ∈ MRLV by Lemma 28(ii), since β ≫ η′. In both cases we
remove all the Vi for which u does not have at least d
′m/4 inneighbours in Vi. Then, since u
is typical (this was defined before Lemma 21), we are left with 2s − ε1/2k > s clusters where u
has at least d′m/4 inneighbours. Statements (ii)–(iv) are proved similarly. 
8.3. Transitions. As in the highly connected case, our general strategy is to find a suitable
shifted walk W and transform it into a Hamilton cycle. We will be able to move easily within
L˜, and also within R˜, using the same arguments as in the highly connected case. However, we
need other methods to move between L˜ and R˜, which we will now discuss. To avoid excessive
notation we will just describe how to move from R˜ to L˜, as our arguments will be symmetric
under the exchange R ↔ L (and so B ↔ T ). To move from R˜ to L˜ we use two types of
‘transitions’ from B˜ to L˜. The first of these is a set of edges MatchBL from B˜ to L˜, which will
‘almost’ be a matching, and will have certain desirable properties defined as follows.
Given matchings Match′ and Match′′ in G from B˜ to L˜, we call a cluster V full (with respect
to Match′ ∪Match′′) if it contains at least γm endvertices of edges in Match′ ∪Match′′. Given
a number ℓ, we say V is ℓ-fair (with respect to Match′ ∪Match′′) if no cluster with distance at
most ℓ from V in F is full. A cluster V is ℓ-excellent if it is ℓ-fair and no cluster with distance
at most ℓ from V in F lies in M = MV ∪MH (the ‘middle’). We call Match′ ∪ Match′′ a
pseudo-matching from B˜ to L˜ if the following properties are satisfied:
• Match′ ∪ Match′′ is a vertex-disjoint union of ‘components’, each of which is either a
single edge or a directed path of length 2.
• Every single edge component has at least one endvertex in a 4-excellent cluster, and
every directed path of length 2 has both endvertices in 4-excellent clusters.
Given matchings Match′ and Match′′ from T˜ to R˜, we say that Match′ ∪Match′′ is a pseudo-
matching from T˜ to R˜ if it satisfies the analogous properties. As we shall see later, each edge of
a pseudo-matching from B˜ to L˜ allows us to move from R˜ to L˜. Note that this applies even to
the two edges in any directed paths of length 2: these will enable us to move twice from R˜ to L˜,
using the rerouting procedure described later. Similarly, each edge of a pseudo-matching from
T˜ to R˜ allows us to move from L˜ to R˜. We consider pseudo-matchings rather than matchings
because in general B˜ ∩ L˜ 6= ∅, so the largest matching we can guarantee is only half as large as
the largest pseudo-matching. This would not provide all the edges we need to move from R˜ to
L˜.
We now choose pseudo-matchings MatchBL from B˜ to L˜ and MatchTR from T˜ to R˜, each of
which is maximal subject to the condition
• |MatchBL|, |MatchTR| 6 γ2n.
(Here |MatchBL| denotes the number of edges in MatchBL.) Note that MatchBL and MatchTR
may have common vertices. Recalling that |M | 6 34ηk by (2),
at most 2|MatchBL|/γm 6 3γk clusters are full with respect to MatchBL, and at most
11(3γk + |M |) 6 400ηk clusters are not 5-excellent with respect to MatchBL. A similar
statement holds for MatchTR.
(♣)
From now on, whenever we refer to a fair or excellent cluster it will be with respect to the
pseudomatching MatchBL.
As in the highly connected case, we will identify ‘entries’ and ‘exits’ for edges of the cycle
that do not lie in a pair corresponding to an edge of F . For MatchBL, the exits is the set exitBL
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Figure 2. Partitions avoiding interference between exits/entries and V0.
of all initial vertices of edges in MatchBL, and the entries is the set entryBL of all final vertices
of edges in MatchBL. (We will define further exits and entries in due course.)
At this stage, we do not know how many of the matching edges we actually will need in W ,
as this depends on a partition of the exceptional set V0 to be defined in the next subsection.
So, given a cluster V , we want to ensure if e.g. we only use some of the vertices in V ∩ exitBL,
then the unused remainder of V and V + still forms a super-regular pair. We may not be able
to achieve this for any V , but if V is 2-fair, we know that none of V −, V , V + is full, which
gives us the flexibility we need. We say that a cluster V is nearly 2-fair if V is either 2-fair or
at distance 1 on F from a 2-fair cluster. In the following lemma we choose partitions of the
nearly 2-fair clusters which allow us to avoid any ‘interference’ between exits/entries and the
exceptional set. Figure 2 illustrates these partitions, and also some additional sets that will be
defined in Subsection 8.5 (‘twins’ of exits/entries and an ideal to preserve super-regularity).
We define our partitions of the nearly 2-fair clusters as follows. For every 2-fair cluster V with
V ∩ exitBL 6= ∅ we will choose a partition Vex,1, Vex,2 of V and a partition V +ent,1, V +ent,2 of V +.
Also, for every 2-fair cluster V with V ∩ entryBL 6= ∅ we choose a partition Vent,1, Vent,2 of V
and a partition V −ex,1, V
−
ex,2 of V
−. There is no conflict in our notation, i.e. we will not e.g. define
Vex,1 twice, since when V ∩ exitBL 6= ∅ we must have V ∈ B, whereas when V + ∩ entryBL 6= ∅
we must have V + ∈ L, so V ∈ T , and these cannot occur simultaneously. We also define the
analogous partitions with respect to MatchTR, although for simplicity we will not explicitly
introduce notation for them, as we will mainly focus on the case when only MatchBL is needed
for the argument. So for each cluster V we will choose at most 4 partitions. We let V2nd be
the intersection of all the second parts of the at most 4 partitions defined for V . (So if all 4
partitions are defined, then V2nd is the intersection of the sets Vex,2, Vent,2 defined with respect
to MatchBL and the 2 analogous sets defined with respect to MatchTR. If only 3 partitions
are defined for V , then V2nd is the intersection of only 3 sets etc. If no partition is defined for
V , then V2nd = V .) We let X2nd be the union of V2nd over all clusters V . We choose these
partitions to satisfy the following lemma.
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Lemma 31. The partitions Vex,1, Vex,2 and Vent,1, Vent,2 can be chosen with the following prop-
erties (when they are defined).
(i) |Vex,1| = m/2, |Vent,1| = m/2.
(ii) For any 2-fair cluster V with V ∩ exitBL 6= ∅ we have Vex,2 ∩ exitBL = ∅. Moreover,
there is a set V +ent,0 ⊆ V +ent,1 of size at most 10εm such that:
• Each vertex in V + \ V +ent,0 has at least dm/40 inneighbours in Vex,1 \ exitBL.
• Each vertex in V +ent,0 has at least dm/8 inneighbours in Vex,1.
• Each vertex in V has at least dm/20 outneighbours in V +ent,1.
(iii) For any 2-fair cluster V with V ∩ entryBL 6= ∅ we have Vent,2 ∩ entryBL = ∅. Moreover,
there is a set V −ex,0 ⊆ V −ex,1 of size at most 10εm such that:
• Each vertex in V − \ V −ex,0 has at least dm/40 outneighbours in Vent,1 \ entryBL.
• Each vertex in V −ex,0 has at least dm/8 outneighbours in Vent,1.
• Each vertex in V has at least dm/20 inneighbours in V −ex,1.
Also, the analogues of statements (i)–(iii) for MatchTR hold. Moreover,
(iv) Every vertex in V0 has at least βn/20 inneighbours and at least βn/20 outneighbours in
X2nd.
(v) If d+(1−β)n/2(G) > n/2 then there are sets S
′
B ⊆ B˜ ∩X2nd and S′T ⊆ T˜ ∩X2nd such that
|S′B|, |S′T | > βn/80 and such that every vertex in S′B ∪ S′T has outdegree at least n/2
in G.
(vi) If d−(1−β)n/2(G) > n/2 then there are sets S
′
L ⊆ L˜ ∩X2nd and S′R ⊆ R˜ ∩X2nd such that
|S′L|, |S′R| > βn/80 and such that every vertex in S′L∪S′R has indegree at least n/2 in G.
Proof. Consider a 2-fair cluster V with V ∩exitBL 6= ∅. If |V ∩exitBL| < 20εm we set V +ent,0 = ∅.
Otherwise, if |V ∩ exitBL| > 20εm we define V +ent,0 to be the set of vertices in V + that have less
than d8 |V \exitBL| inneighbours in V \exitBL. Recall that (V, V +)G′ is (10ε, d/4)-super-regular.
Since V is 2-fair we deduce that |V +ent,0| 6 10εm.
Now consider constructing a partition of V into Vex,1 and Vex,2 as follows. Include V ∩ exitBL
into Vex,1 and distribute the remaining vertices of V between Vex,1 and Vex,2 so that |Vex,1| = m/2
(recall that m is even), choosing uniformly at random between all possibilities. Note that since
V is 2-fair the probability that a vertex of V \ exitBL is included in Vex,1 is at least 1/3.
Then by the Chernoff bound for the hypergeometric distribution (Proposition 9), with high
probability each vertex in V + \ V +ent,0 has at least 14 d8 |V \ exitBL| > dm/40 inneighbours in
Vex,1 \ exitBL. Also, by definition of V +ent,0 and super-regularity, each vertex in V +ent,0 has at
least dm/4− d8 |V \ exitBL| > dm/8 inneighbours in Vex,1. Next, consider similarly constructing
a partition of V + into V +ent,1 and V
+
ent,2 as follows. Include V
+
ent,0 into V
+
ent,1 and distribute the
remaining vertices of V + uniformly at random between V +ent,1 and V
+
ent,2 so that |V +ent,1| = m/2.
Note that any vertex in V has outdegree at least dm/4− |V +ent,0| > dm/5 in V + \ V +ent,0. Again,
the probability that a given vertex from V + \ V +ent,0 is included in V +ent,1 is at least 1/3, so with
high probability each vertex in V has at least (dm/5)/4 = dm/20 outneighbours in V +ent,1. This
shows the existence of the partitions required for (ii). The existence of partitions satisfying (iii)
is proven in the same way.
For each vertex v in a cluster V which does not lie in exitBL ∪ Vent,0 ∪ entryBL ∪ Vex,0 or the
analogous set defined with respect to MatchTR, the probability that it lies in the second part
of each of the (up to) 4 partitions defined on V (and thus lies in X2nd) is at least (1/2)
4. Since
δ0(G) > βn, a Chernoff bound (Proposition 9) implies that we can also choose the partitions
to satisfy (iv).
Now suppose that d+(1−β)n/2(G) > n/2. Then G contains at least (1 + β)n/2 vertices of
outdegree at least n/2. So Lemma 27(ii) implies that B˜ contains a set B˜′large of at least βn/3
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vertices whose outdegree in G is at least n/2. B˜′large in turn contains a set B˜large of at least
βn/4 vertices which do not lie in exitBL ∪ Vent,0 ∪ entryBL ∪ Vex,0 (for any cluster V ) or in the
analogous set defined with respect to MatchTR. Similarly as for (iv), with high probability we
have |B˜large ∩X2nd| > (βn/4)/20. Similar arguments applied to T˜ , L˜ and R˜ show that we can
choose the partitions to satisfy (v) and (vi). 
8.4. The exceptional set. Next we will assign each vertex x in the exceptional set V0 an
in-type which is one of T or B and an out-type which is one of L or R. Combining these two
types together we will say each vertex of V0 gets a type of the form TR, TL,BR or BL. We
will also abuse notion and think of TL as the set of all vertices of V0 of in-type T and out-type
L, etc. We write T˜ ∗ for the set of all those vertices which belong to the set X2nd defined in
the previous subsection as well as to clusters of T which are 5-excellent with respect to both
MatchBL and MatchTR. The other sets B˜
∗ etc. are defined similarly.
Lemma 32. We can assign each vertex x ∈ V0 an in- and an out-type such that the following
conditions are satisfied.
(i) There is a matching MatchT from T˜
∗ to the set of vertices of in-type T .
(ii) There is a matching MatchB from B˜
∗ to the set of vertices of in-type B.
(iii) There is a matching MatchL from the set of vertices of out-type L to L˜
∗.
(iv) There is a matching MatchR from the set of vertices of out-type R to R˜
∗.
(v) The endvertices of the matchings MatchT , MatchB, MatchL, MatchR in V (G) \ V0 are
all distinct. Let V ∗0 denote the set of all these endvertices.
(vi) No cluster of RG′ contains more than γm vertices of V
∗
0 .
(vii) Subject to the above conditions, ||TR| − |BL|| is minimal.
Proof. To show that such a choice is possible, we claim that we can proceed sequentially through
the vertices of V0, assigning in-types and out-types and greedily extending the appropriate
matchings. Since |V0| 6 d1/4n by (3), at any stage in this process we have constructed at most
2d1/4n edges of the matchings MatchT , MatchB , MatchL, MatchR, and so there are at most
2d1/4n/γ 6 d1/5n vertices belonging to clusters which contain at least γm endpoints of the
matchings. In addition, we have to avoid all the at most 800ηn vertices lying in clusters which
are not 5-excellent with respect to both MatchBL and MatchTR. So in total we have to avoid
at most 801ηn vertices in each step. But by Lemma 31(iv) each exceptional vertex has in- and
outdegree at least βn/20 in X2nd, so Lemma 27(ii) implies that any vertex has at least βn/50
inneighbours in T˜ ∩X2nd or at least βn/50 inneighbours in B˜∩X2nd. A similar statement holds
for outneighbours in L˜ ∩ X2nd or R˜ ∩ X2nd, Thus a greedy procedure can satisfy conditions
(i)–(vi), and then we can choose an assignment to satisfy (vii). 
Note that one advantage of choosing V ∗0 in X2nd is that V
∗
0 will be disjoint from the sets
EntryBL etc. The strategy of the remaining proof depends on the value of |TR|− |BL|. We will
only consider the case |TR| − |BL| > 0, as the argument for |TR| − |BL| 6 0 is identical, under
the symmetry L ↔ R, T ↔ B. When |TR| > |BL| only MatchBL is needed for the argument.
When |TR| = |BL| we do not need either pseudo-matching, although the case |TR| = |BL| = 0
has additional complications.
8.5. Twins. When |TR| > |BL|, we obtain one type of transitions from B˜ to L˜ by fixing a
pseudo-matching Match′BL ⊆ MatchBL. The other type of transitions uses a set EntryRL ⊆
M˜RLV , as explained below. We define exits ExitBL ⊆ exitBL and entries EntryBL ⊆ entryBL of
Match′BL as for MatchBL. Lemma 34(i) below implies that |MatchBL|+ |M˜RLV | > |TR| − |BL|.
Thus we can fix sets Match′BL and EntryRL to satisfy
|Match′BL|+ |EntryRL| = |TR| − |BL|.
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For each edge xy ∈ Match′BL we will choose ‘twins’ xtwin and ytwin of its endpoints. To use
the edge xy in our shifted walk W , we will enter the cycle of F containing x at xtwin, wind
around the cycle to x, use the edge xy, wind around the cycle containing y, and then leave it
at ytwin. A vertex that is the midpoint of a directed path of length 2 in Match′BL will actually
have two twins, but we will not complicate the notation to reflect this, as it will be clear from
the context which twin is intended. Thus we obtain two ‘twin maps’ x 7→ xtwin and y 7→ ytwin.
We also use the notation Stwin = {xtwin : x ∈ S} when S is a set of vertices. The twin maps will
be injective on ExitBL and on EntryBL, in that |ExitBL| = |ExittwinBL |, |EntryBL| = |EntrytwinBL |,
and moreover |V ∩ ExitBL| = |V + ∩ ExittwinBL |, |V ∩ EntryBL| = |V − ∩ EntrytwinBL |.
Our choice of xtwin depends on whether the cluster V containing x is 2-fair with respect to
MatchBL. If V is not 2-fair then we fix arbitrary perfect matchings in G
′ from V − to V and
from V to V + (using Lemma 12). Then for every x ∈ V ∩ ExitBL we let xtwin be the vertex x
is matched to in V + and for every x ∈ V ∩ EntryBL we let xtwin be the vertex in V − matched
to x.
On the other hand, if V is 2-fair then we make use of the partitions defined in Lemma 31. If
V ∩ ExitBL 6= ∅ then we choose twins for vertices in V ∩ ExitBL within (V +ent,2 ∪ V +ent,0) \ V ∗0 ,
arbitrarily subject to the condition that if |V ∩ExitBL| > 20εm then (V ∩ExitBL)twin contains
V +ent,0. (Recall that V
∗
0 was defined in Lemma 32(v).) If V is 2-fair, we will also choose
some ideal of (V \ ExitBL, V + \ ExittwinBL )G′ to create flexibility when selecting further sets
while preserving super-regularity. To do this, recall that (V, V +)G′ was (10ε, d/4)-super-regular.
Together with Lemma 31(i),(ii) this implies that (Vex,1\ExitBL, V +ent,1\ExittwinBL )G′ is (30ε, d/40)-
super-regular. Next we randomly choose sets Vex ⊆ Vex,1 \ExitBL and V +ent ⊆ V +ent,1 \ExittwinBL of
size 80dm. Lemma 15 (applied with θ = 160d and n = m/2) implies that with high probability
(Vex, V
+
ent) is an (
√
ε, d2)-ideal for (Vex,1 \ ExitBL, V +ent,1 \ ExittwinBL )G′ . Moreover, Lemma 31(ii)
and the Chernoff bound (Proposition 9) together imply that with high probability every vertex
in Vex,2 has at least d
2m outneighbours in V +ent while every vertex in V
+
ent,2 has at least d
2m
inneighbours in Vex. Altogether this shows that we can choose (Vex, V
+
ent) to be a (
√
ε, d2)-ideal
for (V \ ExitBL, V + \ ExittwinBL )G′ .
Similarly, if V ∩EntryBL 6= ∅ then we choose twins for vertices in V ∩EntryBL in (V −ex,2∪V −ex,0)\
V ∗0 , arbitrarily subject to the condition that if |V ∩ EntryBL| > 20εm then (V ∩ EntryBL)twin
contains V −ex,0. We also choose a (
√
ε, d2)-ideal (V −ex, Vent) for (V
− \ EntrytwinBL , V \ EntryBL)G′ .
Then we define XBL to be the union of the sets Vex and Vent defined using Match
′
BL over all
nearly 2-fair clusters V . Note that these sets will play a similar role to the sets V ∗ used in
the highly connected case, in that they preserve super-regularity even if when some vertices are
deleted. We let
X∗BL := XBL ∪ ExitBL ∪ EntryBL ∪ ExittwinBL ∪ EntrytwinBL .
Note that X∗BL ∩ V ∗0 = ∅. Define XTR and X∗TR similarly using the matching Match′TR.
We will also choose twins for vertices in EntryRL such that if x ∈ V ∈ MRLV then xtwin ∈
V − ∈ MRLH . Lemma 29(iii),(iv) implies that each x ∈ EntryRL has many inneighbours in B˜
while xtwin has many outneighbours in L˜. Writing C for the cycle of F containing the cluster
containing x, we get a transition from B˜ to L˜ by entering C at x from an inneighbour in B˜,
traversing C, then exiting C at xtwin to an outneighbour in L˜.
Now we describe how to choose twins for EntryRL, and also some ideals to create flexibility
while preserving super-regularity. Call a cluster V MRL-full if it contains at least γm vertices
in EntryRL. Say V is ℓ-good (with respect to MatchBL and EntryRL) if V is ℓ-fair with respect
to MatchBL and no cluster with distance at most ℓ from V on F isM
RL-full. Since |EntryRL| 6
|V0| 6 d1/4n the number of MRL-full clusters is at most γ−1d1/4n/m. Recalling that by (♣) at
most 3γk clusters are full,
at most 9(3γk + γ−1d1/4n/m) 6 30γk clusters are not 4-good. (♦)
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Consider a cluster V ∈MRLV with V ∩EntryRL 6= ∅. If V is not 2-good then we choose a perfect
matching in G′ from V − to V (using Lemma 12), and for each x ∈ V let xtwin be the vertex
in V − that is matched to x. Now suppose that V is 2-good. Then none of V −, V and V +
is full with respect to MatchBL or M
RL-full. Since (V −, V )G′ is (10ε, d/4)-super-regular and
|V ∩EntryRL| < γm we can apply Lemma 14 to obtain a set Y ⊆ V − with |Y | = |V ∩EntryRL|
such that (V − \ Y, V \ EntryRL)G′ is (20ε, d/8)-super-regular. Then we let the twin map be an
arbitrary bijection from V ∩EntryRL to Y . Next we apply Lemma 15 with θ = 32d to obtain a
(
√
ε, d2)-ideal for (V − \ EntrytwinRL , V \ EntryRL)G′ , which we will call (V −ex, Vent). (Similarly to
the earlier argument and the one in the next paragraph, the partitions of V (G) \ V0 into L˜, R˜
and M˜V and into T˜ , B˜ and M˜H guarantee that there is no conflict with our previous notation.)
Now we define
X∗RL :=
⋃
V ∈MRLV
Vent ∪
⋃
V ∈MRLH
Vex ∪ EntryRL ∪ EntrytwinRL ,
X∗ := X∗BL ∪X∗RL. (4)
Then |X∗| 6 γn and X∗ ∩ V ∗0 = ∅. (The latter follows since the vertices in V ∗0 lie in 5-excellent
clusters and so X∗RL ∩ V ∗0 = ∅.) We also define
Ventry := V ∩ (EntryBL ∪ ExittwinBL ∪ EntryRL),
Vexit := V ∩ (ExitBL ∪ EntrytwinBL ∪ EntrytwinRL ).
Note that EntryBL ⊆ L˜, ExittwinBL ⊆ R˜ and EntryRL ⊆ M˜RLV . Since L˜, R˜ and M˜V partition
V (G) \ V0, any vertex will be used at most once to enter a cluster. In particular,
Ventry =


V ∩ EntryBL if V ∈ L;
V ∩ ExittwinBL if V ∈ R;
V ∩ EntryRL if V ∈MRLV .
Similarly, ExitBL ⊆ B˜, EntrytwinBL ⊆ T˜ and EntrytwinRL ⊆ M˜RLH . Since T˜ , B˜ and M˜H also partition
V (G) \ V0, any vertex will be used at most once to exit a cluster and
Vexit =


V ∩ ExitBL if V ∈ B;
V ∩ EntrytwinBL if V ∈ T ;
V ∩ EntrytwinRL if V ∈MRLH .
Some vertices may be used for both exits and entrances, and they will have two twins. We
summarise the properties of twins with the following lemma.
Lemma 33. Suppose that |TR| > |BL|. Then
(i) |Match′BL|+ |EntryRL| = |TR| − |BL|.
(ii) Every cluster intersects at most one of EntryBL, Exit
twin
BL , EntryRL. Similarly, every
cluster intersects at most one of ExitBL, Entry
twin
BL , Entry
twin
RL .
(iii) There exists a perfect matching from V \ Vexit to V + \ V +entry.
(iv) Suppose V is 3-good with respect to MatchBL and EntryRL. Then
• For all sets X ′ and Y ′ with (V ∩X∗)\Vexit ⊆ X ′ ⊆ V \Vexit and (V +∩X∗)\V +entry ⊆
Y ′ ⊆ V + \ V +entry the pair (X ′, Y ′)G′ is (
√
ε, d2)-super-regular.
• For all sets X ′ and Y ′ with (V ∩X∗)\Ventry ⊆ X ′ ⊆ V \Ventry and (V −∩X∗)\V −exit ⊆
Y ′ ⊆ V − \ V −exit the pair (Y ′,X ′)G′ is (
√
ε, d2)-super-regular.
Proof. As discussed at the beginning of the subsection, Lemma 34(i) will allow us to choose
Match′BL and EntryRL of the size required in (i). Property (ii) was discussed above. We will
just consider the first point of property (iv), as the second is similar. Suppose V is 3-good
and consider sets X ′ and Y ′ as in the statement. We need to show that (X ′, Y ′)G′ is (
√
ε, d2)-
super-regular. If V ∩ EntrytwinRL 6= ∅ this holds by definition of X∗RL since Vex ∩ Vexit = ∅ and
V +ent∩V +entry = ∅ by (ii) (and so Vex ⊆ X ′ and V +ent ⊆ Y ′), and since V + is 2-good. If V ∩ExitBL 6=
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∅ this holds by definition of X∗BL, since V is 2-fair, and similarly, if V ∩EntrytwinBL 6= ∅ this holds
again by definition of X∗BL, since V
+ is 2-fair. It remains to prove property (iii). Suppose first
that V ∈ MRLH . If V + is not 2-good then the required matching exists by the way we defined
twins for EntryRL in this case. On the other hand, if V
+ is 2-good then we can apply the
super-regularity property (iv) just established (which only used the fact that V + is 2-good) and
Lemma 12. Next suppose that V ∈ B. Then Vexit = V ∩ ExitBL and V +entry = V + ∩ ExittwinBL .
Thus if V is not 2-fair then the required matching exists by the way we defined twins for Match′BL
in this case. On the other hand, if V is 2-fair then we can apply the first point of property (iv),
which only used the fact that V is 2-fair. Similarly, when V ∈ T , then Vexit = V ∩ EntrytwinBL
and V +entry = V
+∩EntryBL. If V + is not 2-fair the required matching exists by the construction
in this case, whereas if V + is 2-fair then we can apply the second point of property (iv) with
(V, V +) playing the role of (V −, V ), which only uses the fact that V + (playing the role of V in
the second point) is 2-fair. 
8.6. Summary. The auxiliary graph H is decomposed into shifted components L ‘left’ and R
‘right’ of size k/2± 19ηk and a set MV of size |MV | < 17ηk. This corresponds to a partition of
V (G)\V0 = L˜∪R˜∪M˜V . The 1-factor F defines a partition V (H) = T ∪B∪MH , where a cluster
V belongs to T,B,MH if and only if its successor V
+ belongs to L,R,MV respectively. The
shifted walk W will use two types of transitions from B˜ to L˜. One type is a pseudo-matching
Match′BL from B˜ to L˜, matching ExitBL to EntryBL. The other type is a set EntryRL of vertices
in M˜RLV ⊆ M˜V , with the property that if V ∈MRLV then any x ∈ V has many inneighbours in
B˜ and any y ∈ V − has many outneighbours in L˜. We did not discuss transitions from T˜ to R˜,
but these are obtained similarly under the transformation L↔ R, B ↔ T , etc. Each vertex in
these sets has a twin (or possibly two twins) that will be used when W traverses the cycle of F
containing it. For any cluster V , the set of exit points from V is Vexit and the set of entry points
to V is Ventry. There exists a perfect matching from V \Vexit to V + \V +entry. The exceptional set
V0 is decomposed into 4 parts TR, TL, BR and BL, where the first letter gives the in-type of
a vertex and the second letter the out-type: there is a matching MatchT from T˜
∗ to vertices of
in-type T (and so on). Technical complications are created by the possibility that a cluster may
be full (contain at least γm endpoints of MatchBL) or M
RL-full (contain at least γm endpoints
of EntryRL). A cluster V is ℓ-fair if no cluster at distance at most ℓ from V is full, ℓ-excellent
if no cluster at distance at most ℓ from V is full or in M =MV ∪MH , and ℓ-good if no cluster
at distance at most ℓ from V is full or MRL-full. We have a set X∗ = X∗BL ∪X∗RL such that
whenever V is 3-good, we have flexibility to use any vertices avoiding these sets in V −, V and
V + (as well as avoiding the exits and entries already chosen), while preserving super-regularity
of the corresponding pairs in F . Finally, the set V ∗0 of endpoints in V (G) \ V0 of the matchings
MatchT etc. only uses 5-excellent clusters and avoids X
∗.
9. The size of the pseudo-matching
Our aim in this section is to prove the following lower bound on the size of our pseudo-
matchings MatchBL and MatchTR.
Lemma 34.
(i) |MatchBL| > min{|M˜LRV |/2, γ4n} − |M˜RLV | − |V0|. Moreover, if |TR| > |BL| then
|MatchBL| > |TR| − |BL| − |M˜RLV |+min{|M˜LRV |/2, γ4n}.
(ii) |MatchTR| > min{|M˜RLV |/2, γ4n} − |M˜LRV | − |V0|. Moreover, if |BL| > |TR| then
|MatchTR| > |BL| − |TR| − |M˜LRV |+min{|M˜RLV |/2, γ4n}.
To prove this we first show that there are large sets SB ⊆ B˜ with many outneighbours in L˜
and SL ⊆ L˜ with many inneighbours in B˜. Note that part (v) in the following lemma is not
used in the proof of Lemma 34 but will be needed in the final section of the paper.
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Lemma 35.
(i) If |TR| > |BL| there is SB ⊆ B˜ with |SB | > βn/100, such that every x ∈ SB satisfies
|N+G (x) ∩ L˜| > degL :=
n
2
− (|BL|+ |BR|+ |R˜|)− |M˜RLV | − |M˜LRV |/4.
Furthermore, in any case, B˜ contains a set S∗B of size |S∗B| > βn/100, such that every
x ∈ S∗B satisfies |N+G (x) ∩ L˜| > n2 − |V0| − |R˜| − |M˜RLV | − |M˜LRV |/4.
(ii) If |TR| > |BL| there is SL ⊆ L˜ with |SL| > βn/100, such that every x ∈ SL satisfies
|N−G (x) ∩ B˜| > degB :=
n
2
− (|TL|+ |BL|+ |T˜ |)− |M˜RLH | − |M˜LRH |/4.
Furthermore, in any case, L˜ contains a set S∗L of size |S∗L| > βn/100, such that every
x ∈ S∗L satisfies |N−G (x) ∩ B˜| > n2 − |V0| − |T˜ | − |M˜RLH | − |M˜LRH |/4.
(iii) If |BL| > |TR| there is ST ⊆ T˜ with |ST | > βn/100, such that every x ∈ ST satisfies
|N+G (x) ∩ R˜| > degR :=
n
2
− (|TL|+ |TR|+ |L˜|)− |M˜LRV | − |M˜RLV |/4.
Furthermore, in any case, T˜ contains a set S∗T of size |S∗T | > βn/100, such that every
x ∈ S∗T satisfies |N+G (x) ∩ R˜| > n2 − |V0| − |L˜| − |M˜LRV | − |M˜RLV |/4.
(iv) If |BL| > |TR| there is SR ⊆ R˜ with |SR| > βn/100, such that every x ∈ SR satisfies
|N−G (x) ∩ T˜ | > degT :=
n
2
− (|TR|+ |BR|+ |B˜|)− |M˜LRH | − |M˜RLH |/4.
Furthermore, in any case, R˜ contains a set S∗R of size |S∗R| > βn/100, such that every
x ∈ S∗R satisfies |N−G (x) ∩ T˜ | > n2 − |V0| − |B˜| − |M˜LRH | − |M˜RLH |/4.
(v) Finally, suppose that MRLV , TR and BL are all empty.
• If |L˜∪ TL| > |B˜ ∪BR|, then B˜ contains a set SB of at least βn/100 vertices, each
having at least |M˜LRV |/4 outneighbours in L˜ ∪ TL.
• If |L˜ ∪ TL| 6 |B˜ ∪BR|, then L˜ contains a set SL of at least βn/100 vertices, each
having at least |M˜LRV |/4 inneighbours in B˜ ∪BR.
Proof. Suppose that |TR| > |BL|. To prove (i), we first consider the case when d+(1−β)n/2(G) >
n/2. Let S′B be as defined in Lemma 31(v). Let SB be the set obtained from S
′
B by deleting
the following vertices.
• The set V ∗0 of 2|V0| 6 2d1/4n endvertices in V (G) \ V0 of edges in MatchT , MatchB ,
MatchL, MatchR.
• All the at most 800ηn vertices which lie in clusters that are not 5-excellent with respect
to MatchBL or MatchTR.
• All the at most 2|V0|k/(γm/2) 6 d1/5n vertices which lie in clusters containing at least
γm/2 vertices of V ∗0 .
• All the at most 12η′n vertices in B˜ having more than |M˜LRV |/4 outneighbours in M˜LRV
(see Lemma 29(ii)).
Thus |SB | > βn/100. Now we make the following key use of the minimality of |TR|− |BL| > 0.
We claim that any vertex x ∈ SB has outdegree at most |BL| + |BR| in V0. Otherwise, there
would be some edge xy with y ∈ TL ∪ TR. But then we can change the in-type of y to B by
deleting the edge in MatchT incident to y and adding the edge xy to MatchB . Conditions (v)
and (vi) in Lemma 32 will still hold, since SB is disjoint from V
∗
0 and only contains vertices in
clusters containing at most γm/2 vertices of V ∗0 . Condition (ii) holds since x ∈ B˜∗ by definition
of SB. This reduces ||TR|−|BL||, which contradicts the minimality condition in Lemma 32(vii).
Therefore the claim holds. Now recall that R˜ ∪ L˜ ∪ M˜LRV ∪ M˜RLV ∪ V0 is a partition of V (G).
Any x ∈ SB has at least n/2 outneighbours, of which at most |R˜|+ |M˜RLV | belong to R˜∪ M˜RLV ,
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at most |M˜LRV |/4 belong to M˜LRV and at most |BL| + |BR| belong to V0. This shows that SB
is a set as required in (i).
Now consider the case when d+
(1−β)n/2
(G) < n/2, and so d−
(1−β)n/2
(G) > (1 + β)n/2 by our
degree assumptions. Then G has at least (1 + β)n/2 vertices of indegree at least (1 + β)n/2,
and by Lemma 27 at least (1 + β)n/2 − |R˜| − |V0| − |M˜V | > βn/3 of these belong to L˜. Let
A ⊆ L˜ be a set of βn/3 vertices with indegree at least (1 + β)n/2. Note that every vertex
in A has indegree at least (1 + β)n/2 + |B˜| − n > βn/3 in B˜. Then we must have a set SB
of at least βn/100 vertices in B˜, each having outdegree at least β3n in A, or we would have
βn/3 · |A| 6 E(B˜, A) 6 βn/100 · |A|+ β3n|B˜|, a contradiction. Then every vertex in SB has at
least β3n > n2 − |R˜| outneighbours in A ⊆ L˜, as required. This completes the proof of (i) when|TR| > |BL|.
The argument for (i) when we do not have |TR| > |BL| is the same, except that we no
longer have the minimality argument for ||TR| − |BL||, so vertices in S∗B may have all of V0 as
outneighbours. The arguments for (ii)–(iv) are analogous, so we omit them.
Finally, suppose that MRLV , TR and BL are all empty, so that R˜ ∪ L˜ ∪ M˜LRV ∪ TL ∪ BR
is a partition of V (G). For the first point in (v), suppose that |L˜ ∪ TL| > |B˜ ∪ BR|. Since
|B˜| = |R˜|, every vertex x in SB (defined as above) has at least n/2 − |BR| − |B˜| − |M˜LRV |/4
outneighbours in L˜∪TL. By assumption, we have |BR|+ |B˜|+ |M˜LRV |/2 6 n/2, so the number
of outneighbours of x in L˜ ∪ TL is at least |M˜LRV |/4, as required. The second point follows in
the same way. 
Proof of Lemma 34. Observe that all stated lower bounds are at most γ2n, so it is enough
to prove the existence of pseudo-matchings satisfying these bounds. We will suppose that
|TR| > |BL| and prove the ‘moreover’ statement of (i); the arguments for the other assertions
are similar. Define an auxiliary bipartite graph whose vertex classes are B˜ and L˜ by joining a
vertex x ∈ B˜ to a vertex y ∈ L˜ if xy is an edge of G. Let J be the graph obtained from this
bipartite graph by deleting all the edges whose endvertices both lie in clusters having distance
at most 4 in F from M . Let Q be the largest matching in J .
Case 1. |Q| > γ2n.
Let Q′ be a matching obtained from Q by deleting as few edges as possible so as to ensure
that every vertex of G belongs to at most one edge from Q′. Note that every vertex of G has
indegree at most 1 and outdegree at most 1 in Q, so Q considered as a subdigraph of G is a
vertex-disjoint union of directed paths and cycles. Thus we can retain at least 1/3 of the edges
of Q in Q′ (with equality for a disjoint union of directed triangles). By deleting further edges if
necessary we may assume that |Q′| = γ2n/3.
We claim that there is a submatching Q′′ of Q′ of size at least γ|Q′|/3 such that no cluster is
full with respect to Q′′ (i.e. every cluster contains at most γm endvertices of Q′′). To see that
such a Q′′ exists, consider the submatching Q′′ obtained from Q′ by retaining every edge of Q′
with probability γ/2 in Q′′, independently of all other edges of Q′. Then for any cluster V , the
expected number of endvertices of Q′′ in V is at most γm/2, and the expected size of Q′′ is
γ|Q′|/2. By Chernoff bounds we see that with high probability Q′′ has the claimed properties.
Note that Q′′ is a pseudo-matching from B˜ to L˜, as by construction it is a matching, and by
definition of J every edge in Q′′ has an endvertex in a 4-excellent cluster. Also, since |V0| 6 d1/4n
we have |Q′′| > γ3n/9 > |V0|+ γ4n > |TR| − |BL| − |M˜RLV |+ γ4n, as required.
Case 2. |Q| 6 γ2n.
Let A be a minimum vertex cover of J . Then |A| 6 γ2n by Ko¨nig’s theorem (Proposition 6).
Write AB := A∩B˜ and AL := A∩L˜. We say that a cluster V is A-full if it contains at least γm/3
vertices from A. We say that V is A-excellent if no cluster of distance at most 4 from V on F is
A-full or lies in M . Note that at most γ2n/(γm/3) = 3γn/m clusters are A-full and thus by (2)
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all but at most 9(3γn+|M |m) 6 350ηn vertices lie in A-excellent clusters. Since |TR| > |BL| we
can construct the sets SB and SL given by Lemma 35(i) and (ii). Let S
′
B be the set of all those
vertices in SB \A which lie in A-excellent clusters. Thus |S′B | > |SB | − γ2n− 350ηn > βn/101.
Moreover, N+G (S
′
B) ∩ L˜ ⊆ AL, since none of the edges deleted in the construction of J were
incident to S′B.
Now we greedily choose a matching Match1 from S
′
B to AL ⊆ L˜ of size degL (defined in
Lemma 35(i)) in such a way that every cluster contains at most γm/3 vertices on the B˜-side
of J . To see that this is possible, note that at any stage in the process we have excluded at
most |A|/(γm/3) < βn/101 6 |S′B | vertices in S′B , so we can always pick a suitable vertex x
in S′B. Then, since we have chosen less than degL vertices in AL, we can choose an unused
outneighbour of x in L˜ (which lies in the cover A, so in AL).
Let S′L be the set of all those vertices in SL \A which lie in A-excellent clusters and are not
endvertices of edges in Match1. Then |S′L| > |SL| − γ2n − 350ηn − 2|Match1| > βn/101 and
N−G (S
′
L) ∩ B˜ ⊆ AB. As before, we can greedily choose a matching Match2 from AB ⊆ B˜ to S′L
of size degB in such a way that every cluster contains at most γm/3 vertices on the L˜-side of J .
Note that every A-excellent cluster is 4-excellent with respect to Match1 ∪ Match2, as it
contains at most γm endvertices of edges from Match1 ∪Match2 (it is not A-full), and so is not
full with respect to Match1 ∪Match2. Also, any edge e in Match1 ∪Match2 has one endvertex
in A and one endvertex outside A. The endvertex outside A is that in S′B (if e ∈ Match1)
or S′L (if e ∈ Match2). So the endvertex outside A is not an endvertex of another edge from
Match1 ∪Match2 and lies in a cluster which is 4-excellent with respect to Match1 ∪Match2.
We deduce that Match1 ∪Match2 is a disjoint union of edges and directed paths of length 2
satisfying the definition of a pseudo-matching from B˜ to L˜. Moreover, since |M˜RLV | = |M˜RLH |
and |M˜LRV | = |M˜LRH |, we have
|Match1 ∪Match2| = degL+degB
= n− (2|BL|+ |BR|+ |TL|+ |R˜|+ |T˜ |)− 2|M˜RLV | − 2|M˜LRV |/4
= |TR| − |BL|+ (n− |V0| − |R˜| − |L˜|)− 2|M˜RLV | − |M˜LRV |/2
= |TR| − |BL|+ |M˜V | − 2|M˜RLV | − |M˜LRV |/2
= |TR| − |BL| − |M˜RLV |+ |M˜LRV |/2,
as required. The proof of the first statement of (i) is the same, except that we use the ‘further-
more’ statements of Lemma 35(i) and (ii) in the final calculation instead of working with degL
and degB . 
10. Proof of Theorem 5
In this section we use the matchings and sets constructed in Section 8 to prove Theorem 5.
We will assume that H is not strongly ηk-connected, as we have already covered this case in
Section 7 (although it could also be deduced from the arguments in this section). Our strategy
will depend on the value of |TR| − |BL|, and also on the size of middle, as described by the
cases (⋆) or (⋆⋆) above. We divide the proof into three subsections: the first covers the case
when |TR| 6= |BL| and (⋆) holds, the second when (⋆⋆) holds, and the third when |TR| = |BL|
and (⋆) holds.
10.1. The case when |TR| 6= |BL| and (⋆) holds. We will just give the argument for the
case when |TR| > |BL|, as the other case is similar. We recall that (⋆) is the case when
|M˜ | 6 |V0|/γ3 and |C ∩ M | < |C|/10 for every cycle C of F . In this case we will use the
pseudo-matching Match′BL as well as the additional transitions from B˜ to L˜ which we get from
EntryRL ∪EntrytwinRL . We want to construct a walk W with the same properties as in the proof
of the case when H is highly connected.
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Recall that both H[L] and H[R] are strongly η′k/2-connected (see Lemma 27). Then by
arguing as in the proof of Lemma 22 for the graph H[L] instead of H we deduce that for any
two clusters V, V ′ ∈ L we can find η′2k/64 shifted walks (with respect to RG′′ and F ) from V to
V ′ such that each walk traverses at most 4/η′ cycles from F and every cluster is internally used
by at most one of these walks. A similar statement holds for any two clusters in R. For any two
clusters V and V ′, we call a shifted walk (with respect to RG′′ and F ) from V to V
′ useful if it
traverses at most 4/η′ cycles from F and if every cluster which is internally used by the walk is
4-excellent (note that 4-excellence is defined with respect to pseudo-matching Match′BL in this
case, and the pseudo-matching MatchTR is irrelevant). Since all but at most 400ηk clusters are
4-excellent (by (♣)) we have the following property.
Whenever V is a set of at most η′2k/100 clusters and V, V ′ ∈ L there exists a useful
shifted walk from V to V ′ that does not internally use clusters in V. A similar statement
holds for any two clusters in R.
(♥)
We incorporate the vertices of the exceptional set V0 using whichever edges in the matchings
MatchT , MatchB, MatchL, MatchR correspond to their in-types and out-types. Suppose for
example that we have just visited a vertex x of out-type L, arriving via some edge in MatchT
or MatchB (depending on the in-type of x) and leaving to its outneighbour x
+ in the matching
MatchL. Then x
+ belongs to some cluster U in L. Since H[L] is highly connected we can
proceed to incorporate any vertex y of in-type T as follows. Let y− be the inneighbour of y in
MatchT . Then y
− belongs to some cluster V of T , and so by definition of T the successor V +
of V on F is a cluster of L. Let W ′xy = X1C1X
−
1 X2C2X
−
2 . . . XtCtX
−
t Xt+1 be a useful shifted
walk with X1 = U and Xt+1 = V
+. Let Ct+1 be the cycle of F containing Xt+1 = V
+ and form
Wxy by appending the path in Ct+1 from V
+ to V . So for any cycle C of F the clusters of C
are visited equally often by Wxy. Then in the construction of W we can use the walk Wxy to
move from x to y. Note that since we chose MatchT , MatchB, MatchL, MatchR to use at most
γm vertices from any cluster and since |V0|/(γm) ≪ η′2k, (♥) implies that we can avoid using
any cluster more than 3γm times (although we may visit a cluster more often).
Thus we see that the structure of H allows us to follow any vertex of out-type L with any
vertex of in-type T , and similarly we can follow any vertex of out-type R with any vertex of
in-type B. In particular, we can incorporate all vertices of type TL sequentially, all vertices
of type BR sequentially, and vertices of type BL or TR can be incorporated in an alternating
sequence, while there remain vertices of both types. This explains the purpose of condition (vii)
in Lemma 32: choosing ||TR| − |BL|| to be minimal.
We order the vertices of V0 as follows. First, we list all vertices of type TL (if any exist).
These will be followed by an arbitrary vertex of type TR (which must exist as |TR| > |BL| > 0).
Then list all vertices of type BR (if any exist). Then we alternately list vertices of type BL
and TR until all vertices of type BL are exhausted. Finally, we list all vertices of type TR (if
any remain). So the list by type has the form:
TL, . . . , TL |TR |BR, . . . , BR |BL, TR, . . . , BL, TR |TR, . . . , TR.
We can follow the procedure described above to incorporate all vertices in the list apart from
the final block of |TR|− |BL|− 1 vertices of type TR. At this point the above procedure would
require a shifted walk from R to L, which need not exist. For these remaining vertices we will
use the |TR| − |BL| transitions from B˜ to L˜ formed by the matching Match′BL and the vertices
in EntryRL ∪ EntrytwinRL . (We need |TR| − |BL| transitions rather than |TR| − |BL| − 1 since
we need to close the walk W after incorporating the last exceptional vertex.) Suppose we have
just visited an exceptional vertex a of type TR, leaving to its outneighbour a+ in the matching
MatchR, and we want to visit another vertex b of type TR, with inneighbour b
− in the matching
MatchT . Let U be the cluster of R containing a
+ and V the cluster of T containing b−. We
pick an unused edge xy of Match′BL, where x belongs to a cluster X of B and y to a cluster Y
of L. Recall from Subsection 8.3 that x ∈ exitBL and y ∈ entryBL have twins xtwin ∈ X+ ∈ R
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Figure 3. Transitions using MatchBL
and ytwin ∈ Y − ∈ T . By Lemma 30 there are X ′ ∈ B and Y ′ ∈ L such that xtwin has at least
d′m/4 inneighbours in X ′, whereas ytwin has at least d′m/4 outneighbours in Y ′. We can also
choose X ′ and Y ′ to be 4-excellent, since by Lemma 30 there are at least η′k/4 choices for both
X ′ and Y ′, and at most 400ηk ≪ η′k/4 clusters are not 4-excellent (by (♣)). Choose a useful
shifted walk W1 from U to the F -successor (X
′)+ of X ′ and a useful shifted walk W2 from Y
′
to the F -successor V + of V . W1 and W2 exist by (♥), since (X ′)+ ∈ R as X ′ ∈ B and V + ∈ L
as V ∈ T . Thus, as illustrated in Figure 3, we can form a segment of the walk W linking a to b
by first following W1 to (X
′)+, then the path in F from (X ′)+ to X ′, then the edge X ′X+, then
the path in F from X+ to X, then the edge xy, then the path in F from Y to Y −, then the edge
Y −Y ′, then W2 to V
+, and finally the path in F from V + to V . When we are transforming
our walk W into a Hamilton cycle we will replace X ′X+ with an edge of G from some vertex
in X ′ to xtwin and replace Y −Y ′ with an edge from ytwin to some vertex in Y ′. So we say that
xtwin is a prescribed endvertex for this particular occurrence of X ′X+ on W and that ytwin is a
prescribed endvertex for this particular occurrence of Y −Y ′ on W . The vertices x and y will be
prescribed endvertices for the edge xy on W . (We will also define other prescribed endvertices
on W , and if they are not endpoints of Match′BL then they will always be such that they have
at least d′m/4 inneighbours in the previous cluster on W or at least d′m/4 outneighbours in
the next cluster on W . Note our eventual Hamilton cycle may not follow the route connecting
xtwin, x, y and ytwin used here since we will use a rerouting procedure which is similar to that
in the case when H is highly connected.)
We use different matching edges from Match′BL for different vertices of type TR. After having
used all of Match′BL, we use the |TR| − |BL| − |Match′BL| transitions from B˜ to L˜ which we get
from EntryRL ∪ EntrytwinRL instead. If X ∈ MRLV is the cluster containing x ∈ EntryRL and so
X− ∈MRLH is the cluster containing its twin xtwin ∈ EntrytwinRL , then, using Lemma 30 again, we
can choose 4-excellent clusters X ′ ∈ B and X ′′ ∈ L such that x has at least d′m/4 inneighbours
in X ′ whereas xtwin has at least d′m/4 outneighbours in X ′′. We then take W1 to be a useful
walk from U to the F -successor (X ′)+ of X ′ and W2 to be a useful walk from X
′′ to V +. Then
when we are transformingW into a Hamilton cycle we will replace X ′X with an edge of G from
some vertex in X ′ to x and replace X−X ′′ with an edge from xtwin to some vertex in X ′′. So
we say that x is a prescribed endvertex for this particular occurrence of X ′X on W and that
xtwin is a prescribed endvertex for this particular occurrence of X−X ′′ on W .
At the moment we have constructed a walk W which starts in the cluster U∗ ∈ T containing
the inneighbour of the first exceptional vertex in our list, then goes into that vertex and then
joins up all the exceptional vertices. After visiting the last exceptional vertex of type TR, W
follows our last transition from B˜ to L˜ and ends in some 4-excellent cluster V ∗ ∈ L. (Using
the same notation as above, if this last transition was a matching edge xy ∈ Match′BL then
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V ∗ = Y ′, and if it was a transition formed by a vertex x ∈ EntryRL and its twin xtwin then
V ∗ = X ′′.) Say that a cluster V is nearly 4-good if V is either 4-good or at distance 1 on F
from a 4-good cluster. (A nearly 4-good cluster is 3-good, but not conversely.) Note that since
all walks above were useful, the walk W constructed only uses nearly 4-good clusters, except
when it uses a prescribed endvertex. Using (♥), it is easy to check that we can choose W in
such a way that every nearly 4-good cluster is used at most 9γm times.
Before closing up the walk W , we have to enlarge it by some special walks W badL , W
good
L ,
W badR and W
good
R which will ensure that we can actually transform W into a Hamilton cycle
of G (rather than a 1-factor). We start by defining W goodL . List the 4-good clusters in L as
V1, . . . , Vs, for some s, where V1 = V
∗. Choose useful shifted walks Wi from Vi to Vi+1, for
i = 1, . . . , s, where Vs+1 := V
∗. Let W goodL :=W1 . . .Ws. Then W
good
L is a shifted walk from V
∗
to itself, which uses every 4-good cluster in L at least once, and which only uses nearly 4-good
clusters.
Call a cycle in F bad if it does not contain a 4-good cluster lying in L ∪ R. For every bad
cycle we pick a cluster whose distance from M on F is at least 2. (This is possible since we
are in case (⋆), when no F -cycle significantly intersects M .) We let ZL and ZR be the sets of
clusters in L and R thus obtained. Then no cluster Z ∈ ZL ∪ ZR is nearly 4-good, since Z
has distance at least 2 from M on F , and so the neighbours of Z on F cannot be 4-good by
definition of ‘bad’. In particular, no cluster in ZL ∪ZR is 4-good, so |ZL|, |ZR| 6 30γk by (♦).
The purpose of the walkW badL is to ‘fill up’ each cluster in ZL: W badL will ensure thatW enters
each such cluster precisely m times. (Recall that this notion was defined in Section 5.) List the
clusters in ZL that are not already entered m times as Z1, . . . , Zt, and let ai := m − |Zientry|,
where Zientry is as defined before the statement of Lemma 33. (Recall that Z
i is not nearly 4-
good and soW only enters Zi in vertices which are prescribed.) Let U i ∈ T be the F -predecessor
of Zi. Let zi1, . . . , z
i
ai be the vertices in Z
i \ Zientry and ui1, . . . , uiai be the vertices in U i \ U iexit.
(Lemma 33(iii) implies that |Zientry| = |U iexit|.) Apply Lemma 30 to choose 4-excellent clusters
Zij ∈ T and U ij ∈ L such that zij has at least d′m/4 inneighbours in Zij and such that uij has at
least d′m/4 outneighbours in U ij . We now find the following shifted walks:
• For each i = 1, . . . t and each j = 1, . . . , ai − 1 choose a useful walk W ′i,j from U ij to the
F -successor (Zij+1)
+ ∈ L of Zij+1.
• Choose a useful walk W ′′0 from V ∗ to the F -successor (Z11 )+ of Z11 .
• For each i = 1, . . . , t− 1 choose a useful walk W ′′i from U iai to the F -successor (Zi+11 )+
of Zi+11 .
• Choose a useful walk W ′′t from U tat to V ∗.
• Define the shifted walks W ′′i,j := (Zij)+CijZijZiCiU iU ij for each i = 1, . . . t and each
j = 1, . . . , ai, where C
i
j is the F -cycle containing Z
i
j and where C
i is the F -cycle con-
taining Zi.
Then, as illustrated in Figure 4, we define
W badL :=W
′′
0W
′′
1,1W
′
1,1W
′′
1,2W
′
1,2 . . .W
′
1,a1−1W
′′
1,a1W
′′
1W
′′
2,1W
′
2,1 . . .W
′
2,a2−1 . . . W
′
t,at−1W
′′
t,atW
′′
t .
So W badL is a shifted walk from V
∗ to itself. When transforming our walk W into a Hamilton
cycle of G, for each i = 0, . . . , t − 1 we will replace the edge ZijZi on W ′′i,j by an edge of G
entering zij and the edge U
iU ij on W
′′
i,j by an edge leaving u
i
j. So we say that z
i
j , u
i
j are
prescribed endvertices for these particular occurrences of ZijZ
i, U iU ij .
Note that W badL is composed of 1 +
∑t
i=1 2ai 6 3tm 6 90γn walks, each using at most 8/η
′
clusters (by definition of useful walks). Also W goodL is composed of at most |L| 6 k further
such walks. Using (♥), we can choose W goodL and W badL such that the number of times they use
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Figure 4. A bad walk
every cluster outside ZL ∪ Z−L is at most (90γn+k)(8/η
′)
η′2k/100
< γ1/2m (say). Here Z−L is the set of
predecessors of ZL on F .
Let V ∗∗ ∈ R be the cluster which contains the neighbour in MatchR of the first exceptional
vertex of type TR in our list (this exists, since |TR| > |BL|). Then V ∗∗ is 4-excellent by
Lemma 32. Define walks W goodR and W
bad
R similarly to W
good
L and W
bad
L , where V
∗∗ now plays
the role of V ∗. (So both W goodR and W
bad
R are walks from V
∗∗ to itself.) Now we construct
our final walk, which we will also call W , as follows. We start with our previous walk W
joining U∗ to V ∗, then we add W goodL W
bad
L and replace the occurrence of V
∗∗ mentioned above
with W goodR W
bad
R . We close upW by adding a useful walk from V
∗ to (U∗)+, and then following
the path in F from (U∗)+ to U∗. Our final walk W has the properties listed below.
(a) For each cycle C of F , W visits every cluster of C the same number of times, say mC .
(b′′) • W enters every cluster of RG′′ at most m times, and thus W exits every cluster at
most m times.
• If V ∈ ZL ∪ ZR, then W enters V precisely m times and all the vertices of V are
prescribed endvertices for these m entering edges of W . If V ∈ Z−L ∪ Z−R , then W
exits V precisely m times and all the vertices of V are prescribed endvertices for
these m exiting edges of W .
• If V /∈ ZL ∪ ZR is not nearly 4-good then W enters V precisely |Ventry| times and
the set Ventry is the set of prescribed endvertices for all these |Ventry| entering edges
of W . Similarly, if V /∈ Z−L ∪ Z−R is not nearly 4-good then W exits V precisely
|Vexit| times and the set Vexit is the set of prescribed endvertices for all these |Vexit|
exiting edges of W .
• If V is nearly 4-good then W enters V between |Ventry| and |Ventry|+2γ1/2m times,
the set Ventry is the set of prescribed endvertices for |Ventry| of these entering edges
of F and no vertex in V is a prescribed endvertex for the other entering edges ofW .
The analogue holds for the exits of W at V .
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(c) W visits every vertex of V0 exactly once.
(d) For each xi ∈ V0 we can choose an inneighbour x−i in the cluster preceding xi on W and
an outneighbour x+i in the cluster following xi on W , so that as xi ranges over V0 all
vertices x+i , x
−
i are distinct.
Recall that V ∗0 denotes the set of all endvertices of the matching edges in MatchB ∪MatchT ∪
MatchL∪MatchR outside of V0. Our aim now is to transformW into a Hamilton cycle of G. We
start by fixing edges in G corresponding to all those edges of W that lie in RG′′ but not in F .
We first do this for all those occurrences V U ∈ E(RG′′)\E(F ) of edges on W for which there is
no prescribed endvertex. Note that the second and third conditions in (b′′) together imply that
in this case both V and U must be nearly 4-good. Then, applying Lemma 12 as in Section 7,
we can replace each such occurrence V U by an edge from V \ (X∗ ∪ V ∗0 ) to U \ (X∗ ∪ V ∗0 )
in G, so that all the edges of G obtained in this way are disjoint. We denote the set of edges
obtained by E1. Next we choose the edge in G for all those occurrences V U ∈ E(RG′′)\E(F ) of
edges on W which have a prescribed endvertex. This can be achieved by the following greedy
procedure. Suppose that we have assigned the endvertex u ∈ U to V U . Then V will be 4-
excellent, so by the last condition in (b′′) we have chosen at most 3γ1/2m endvertices in V for
edges constructed in previous steps. But u has at least d′m/4 inneighbours in V , where d′ ≫ γ,
and |V ∩ (X∗ ∪ V ∗0 )| 6 2γm, so we can replace V U by vu for some v ∈ V \ (X∗ ∪ V ∗0 ) which is
distinct from all the vertices chosen before. (This is the point where we need to work with RG′′
instead of RG′ – we have d≪ γ, and so the above argument would fail for RG′ .) We denote the
set of edges obtained by E2.
Let E = E1∪E2∪E3∪E4, where E3 = Match′BL and E4 = MatchB∪MatchT ∪MatchL∪MatchR.
(Note that W used each edge in E3∪E4 precisely once.) For each cluster V let VExit ⊆ V be the
subset of all initial vertices of edges in E and let VEntry ⊆ V be the subset of all final vertices
of edges in E . Then Vexit ⊆ VExit and Ventry ⊆ VEntry. The following lemma provides useful
properties of these fixed edges.
Lemma 36.
(i) E is a vertex-disjoint union of directed paths, each having at least one endvertex in a
4-excellent cluster.
Moreover, every cluster V satisfies the following.
(ii) |VExit| = |V +Entry|.
(iii) If V is nearly 4-good then |VExit|, |VEntry| 6 4γ1/2m, (V ∩X∗) \Ventry ⊆ V \VEntry and
(V ∩X∗) \ Vexit ⊆ V \ VExit. Moreover, VExit ∩ VEntry = Vexit ∩ Ventry.
(iv) If V is nearly 4-good then the pairs (V \VExit, V +\V +Entry)G′ and (V −\V −Exit, V \VEntry)G′
are (
√
ε, d2)-super-regular.
(v) There is a perfect matching from V \ VExit to V + \ V +Entry.
Proof. By construction every vertex is the initial vertex of at most one edge in E and the final
vertex of at most one edge in E , so E is a disjoint union of directed paths and cycles. To prove
statement (i), we note that E1 forms an independent set of edges in E and each edge in E1 has
both endvertices in 4-excellent clusters. Moreover, every edge in E2 has a prescribed endvertex,
and if u ∈ U was prescribed for an edge V U or UV in W , then V is a 4-excellent cluster and we
chose v ∈ V so that uv is the only edge of E containing v. Thus any component of E containing
an edge from E1 ∪ E2 is a directed path having at least one endvertex in a 4-excellent cluster.
Also, E3 and E4 are vertex-disjoint, so any component of E not containing an edge from E1 ∪ E2
is either a component of E3, which has the required property by definition of ‘pseudo-matching’,
or a directed path consisting of two edges of E4, which has the required property by Lemma 32.
Thus statement (i) holds.
Condition (ii) follows immediately from our construction of W . The first part of (iii) follows
from the last part of (b′′) and the definition of 4-good clusters. To check the remainder of (iii),
note that the last part of (b′′) implies that the vertices in VExit \ Vexit and in VEntry \ Ventry
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are endvertices of edges in E1 ∪ E4 or non-prescribed endvertices of edges in E2. We chose the
endvertices of edges in E1 and the non-prescribed endvertices of edges in E2 to be disjoint from
each other and from X∗∪V ∗0 . Also, V ∗0 ∩X∗ = ∅ by definition of X∗ in (4) – see Subsection 8.5.
Altogether, this implies the remainder of (iii).
To prove the first part of (iv), note that (iii) and Lemma 33(iv) applied with X ′ := V \VExit
and Y ′ := V + \ V +Entry together imply that (V \ VExit, V + \ V +Entry)G′ is (
√
ε, d2)-super-regular.
The second part of (iv) can be proved similarly. It remains to prove (v). If V is nearly 4-good
then (v) follows from (ii) and (iv) and Lemma 12. If V ∈ Z−L ∪ Z−R then (v) is trivial since
VExit = V and V
+
Entry = V
+ by the second condition in (b′′). In all other cases the third
condition of (b′′) implies that VExit = Vexit and so V
+
Entry = V
+
entry by (ii) and the fact that
|Vexit| = |V +entry| by Lemma 33(iii). Thus in these cases (v) follows from Lemma 33(iii). 
Let C denote a spanning subdigraph of G whose edge set consists of E together with a perfect
matching from V \ VExit to V + \ V +Entry for every cluster V . Then C is a 1-factor of G. We
will show that by choosing a different perfect matching from V \ VExit to V + \ V +Entry for some
clusters V if necessary, we can ensure that C consists of only one cycle, i.e. that C is a Hamilton
cycle of G. First we show that if U is 4-good then we can merge most vertices of U−, U and
U+ into a single cycle of C.
Lemma 37. We can choose the perfect matchings from V \ VExit to V + \ V +Entry (for all clus-
ters V ) so that the following holds for every cluster U .
(i) If U is nearly 4-good then all vertices in U \ (UExit ∩UEntry) lie on a common cycle CU
of C.
(ii) If U is 4-good then CU− = CU = CU+ .
Proof. Recall that if U is nearly 4-good then |UExit|, |UEntry| 6 4γ1/2m by Lemma 36(iii).
Then it is clear that (i) implies (ii), so it suffices to prove (i). We will consider each nearly
4-good cluster U in turn and show that we can change the perfect matchings from U− \ U−Exit
to U \ UEntry and from U \ UExit to U+ \ U+Entry to ensure that U satisfies the conclusions of
the lemma, and moreover, every V satisfying the conclusions continues to satisfy them. First
we choose the perfect matching from U− \ U−Exit to U \ UEntry to achieve the following.
(1) All vertices which were on a common cycle in C are still on a common cycle.
(2) All vertices in (U− \ U−Exit) ∪ (U \ UEntry) lie on a common cycle in C.
Since (U− \U−Exit, U \UEntry)G′ is (
√
ε, d2)-super-regular by Lemma 36(iv), this can be achieved
by the same argument used to prove statement (†) at the end of Section 7. Next we apply
the same argument to merge all the cycles in (the new) C meeting U+ \ U+Entry into a single
cycle, which then also contains all the vertices in U \ UExit. Since |UExit|, |UEntry| 6 4γ1/2m
by Lemma 36(iii), we have that UExit ∪ UEntry 6= U . Thus the 1-factor C obtained in this way
satisfies (1) and (i) for the cluster U . Continuing in this way for all 4-good clusters and their
F -neighbours yields a 1-factor C as required in (i). 
We will now show that any 1-factor C as in Lemma 37 must consist of a single cycle (and
thus must be a Hamilton cycle of G).
Lemma 38. Every 1-factor C of G as in Lemma 37 satisfies the following conditions.
(i) For every cycle C of C there exists a 4-good cluster U ∈ L ∪ R such that C = CU , i.e.
C contains all vertices in U \ (UExit ∩ UEntry).
(ii) There is one cycle CL in C which contains U \ (UExit ∩ UEntry) for every 4-good cluster
U ∈ L. Similarly, there is some cycle CR in C which contains U \ (UExit ∩ UEntry) for
every 4-good cluster U ∈ R.
(iii) C = CL = CR (and thus C is a Hamilton cycle of G).
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Proof. First consider the case when C contains at least one edge in E , and let P be the longest
subpath of C which only consists of edges in E . By Lemma 36(i) P has an endvertex x lying
in a 4-excellent (and so 4-good) cluster U . But x cannot lie in both UExit and UEntry by
the maximality of the path. Therefore x ∈ CU , and so C = CU . Now suppose that C does
not contain any edges of E . This means that there is some cycle C ′ ∈ F such that C ‘winds
around’ C ′, i.e. it only uses clusters in C ′ and in each step moves from V to V + for some
V ∈ C ′. We claim that C ′ cannot be bad. Otherwise, it would contain a cluster V ∈ ZL ∪ ZR.
But then the second part of (b′′) implies that VEntry = V , so C cannot ‘wind around’ C
′. (The
purpose of the walks W badL and W
bad
R was to exclude this possibility.) Thus C
′ is not bad, so
contains a 4-good cluster U ∈ L ∪ R, which C must meet in at least one vertex, u say. But
u /∈ UExit ∪ UEntry (otherwise one edge at u on C would lie in E). Now Lemma 37(i) implies
that C contains all vertices in U \ (UExit ∩ UEntry), as required.
To prove the first part of (ii), consider the walk W goodL which connected all 4-good clusters
in L. Let W goodL = X1C1X
−
1 X2C2X
−
2 . . . XtCtX
−
t Xt+1, where X1 = Xt+1 = V
∗. Then each
4-good cluster in L appears at least once in X1, . . . ,Xt+1, and W
good
L only uses nearly 4-good
clusters. Let x−i xi+1 be the edge in E that we have chosen for the edge X−i Xi+1 on W goodL . As
neither x−i nor xi+1 was a prescribed endvertex for X
−
i Xi+1, we have x
−
i ∈ (X−i )Exit \ (X−i )exit
and xi ∈ (Xi)Entry \ (Xi)entry. Thus x−i /∈ (X−i )Entry and xi /∈ (Xi)Exit by Lemma 36(iii). So
Lemma 37(ii) implies that for each i = 2, . . . , t the vertices x−i and xi lie on the same cycle of C.
Trivially, x−i and xi+1 also lie on the same cycle for each i = 1, . . . , t. This means that all of
x2, . . . , xt+1, x
−
1 , . . . , x
−
t lie on the same cycle of C, which we will call CL. This in turn implies
that CL contains U \ (UExit ∩UEntry) for every 4-good cluster U ∈ L. Indeed, U = Xi for some
i = 2, . . . , t+1 and xi ∈ UEntry \UExit ⊆ U \ (UExit∩UEntry). As xi ∈ CL, Lemma 37(i) implies
that CL contains all vertices in U \ (UExit ∩ UEntry). A similar argument for W goodR establishes
the existence of CR.
To verify (iii), consider an exceptional vertex x of type TR (which exists since we are assuming
that |TR| > |BL|). Let x− and x+ be the neighbours of x on the cycle C ∈ C which contains x.
Let X be the cluster containing x− and X ′ be the cluster containing x+. By Lemma 32, X ∈ T ,
X ′ ∈ R and both X and X ′ are 5-excellent (and thus 4-good). Since x+ ∈ X ′Entry \ X ′entry
and so x+ ∈ X ′ \ (X ′Exit ∩X ′Entry) by Lemma 36(iii), we must have C = CR. But on the other
hand, x− ∈ X \ (XExit ∩XEntry) and X+ ∈ L is 4-good (since X is 5-excellent). Together with
Lemma 37(ii) this implies that C contains X \ (XExit ∩XEntry), i.e. C = CL = CR. Together
with (i) this now implies that C = C, as required. 
10.2. The case when (⋆⋆) holds. Recall that (⋆⋆) is the case when |M˜ | > |V0|/γ3. We only
consider the case when |TR| > |BL|, as the argument for the other case is similar. Let FRL
denote the set of all those cycles in F which avoid all the clusters in L ∪ R and contain more
clusters from MRLV than from M
LR
V . Let FLR denote the set of all other cycles in F which avoid
all the clusters in L ∪R.
We divide the argument in this subsection into two cases. The main case is when |TR| −
|BL| > |FRL|+ |FLR|. We start by showing that we have at least |TR|−|BL|10γ3 transitions from B˜
to L˜. Note that |M˜V | > |M˜ |/2 > |V0|/(2γ3). If |M˜RLV | > |V0|/(4γ3) then, since |TR| − |BL| 6
|V0|, we can use vertices in M˜RLV ∪ M˜RLH as in Subsection 8.5 to obtain the required transitions.
On the other hand, if |M˜RLV | 6 |V0|/(4γ3) then |M˜LRV | > |V0|/(4γ3). Applying Lemma 34(i)
and recalling |V0| 6 d1/4n≪ γ4n we obtain
|MatchBL| > min{|M˜LRV |/2, γ4n}−|M˜RLV |− |V0| >
|V0|
8γ3
−|M˜RLV |− |V0| >
|TR| − |BL|
10γ3
−|M˜RLV |.
Thus the pseudo-matching MatchBL and the vertices in M˜
RL
V ∪ M˜RLH together give at least
|TR|−|BL|
10γ3 transitions from B˜ to L˜.
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We claim we can choose a sub-pseudo-matching Match′BL of MatchBL and a set EntryRL ⊆
M˜RLV with the following properties.
(i) |Match′BL|+ |EntryRL| = |TR| − |BL|+ |FLR|,
(ii) No cluster contains more than γm/2 endpoints of Match′BL or more than γm/2 vertices
in EntryRL.
(iii) Every cycle in FRL contains at least one vertex of EntryRL.
To see this, we first choose a vertex in MRLV on every cycle in FRL to include in EntryRL, which
is possible since |TR| − |BL| > |FRL|. Next we arbitrarily discard one edge from each 2-edge
path in MatchBL to obtain a matching, and then consider a random submatching in which
every edge is retained with probability γ/4. As in Case 1 of the proof of Lemma 34, with high
probability we obtain a submatching of size at least γ9 |MatchBL| with at most γm/2 endpoints
in any cluster. We also arbitrarily choose γm/2 vertices in each cluster of MRLV . Then we still
have at least γ−1(|TR|−|BL|) transitions. Since |TR|−|BL| > |FLR|, we can arbitrarily choose
some of these transitions so that |Match′BL|+ |EntryRL| = |TR| − |BL|+ |FLR|.
Note that there are no clusters which are MRL-full or full with respect to Match′BL. In
particular, every cluster is 4-good. Next we choose twins as in Subsection 8.5 so that the
properties in Lemma 33(ii)–(iv) hold. Thus we obtain sets ExitBL, EntryBL, Exit
twin
BL , Entry
twin
BL ,
EntryRL, Entry
twin
RL as before.
We now proceed similarly as in Subsection 10.1, forming a walk W that incorporates all
the exceptional vertices and uses |TR| − |BL| transitions, ending in some 4-excellent cluster
V ∗ ∈ L. Since all clusters are 4-good, the bad cycles are precisely those in FLR ∪FRL. Now we
cannot construct the walks W badL and W
bad
R as before, since the bad cycles avoid L∪R. Instead,
we enlarge W by including a walk WLR which ‘connects’ all the cycles in FLR. Suppose that
C1, . . . , Ct are the cycles in FLR and choose a cluster Vi ∈MLRH on each Ci. Lemma 28(i) implies
that, in RG′′ , each V
+
i has many (at least βk/4) 4-excellent inneighbours in T , while each Vi
has many 4-excellent outneighbours in R. We pick 4-excellent inneighbours Xi ∈ T of V +i and
4-excellent outneighbours Yi ∈ R of Vi for each i. Now we construct WLR as follows. We start
at V ∗ ∈ L, follow a useful shifted walk to X+1 ∈ L, then the path in F from X+1 to X1 ∈ T and
then use the edge X1V
+
1 . Next we wind around C1 to V1, use the edge V1Y1 and follow a useful
shifted walk from Y1 to one of the |FLR| transitions from B˜ to L˜ that we have not yet used to
move back to L. We continue in this way until we have ‘connected’ all the Ci. Finally, we close
WLR by following a useful shifted walk back to V
∗.
As in Subsection 10.1, we fix the edges E and choose matchings from V \VExit to V + \V +Entry
for each cluster V to obtain a 1-factor C. Note that by construction every vertex outside of V0
is incident to at most one edge of E , so VExit∩VEntry = ∅ for each cluster V . Lemmas 36 and 37
still hold, but instead of Lemma 38(i) we now only have that for every cycle C of C there exists
a cluster U (which is automatically 4-good) such that C contains all the vertices in U . We then
deduce that C has a cycle CL containing all vertices in clusters of L and a cycle CR containing
all vertices in clusters of R. Moreover, since we use at least one transition from B˜ to L˜ we have
CL = CR := C′. Lemma 37 now implies that for every cycle D in F there is a cycle C in C such
that C contains all vertices belonging to clusters in D. In particular, C′ contains all vertices
belonging to clusters which lie on an F -cycle that intersects L ∪R.
Moreover, if C 6= C′ is another cycle in C, then there must be a cycle D in F such that D
only consists of clusters from MV and such that C contains all vertices in U for all clusters U
on D. If D ∈ FRL then our choice of EntryRL implies that some such cluster U on D contains
a vertex x ∈ EntryRL. The inneighbour y of x in C lies in some cluster Y ∈ B and so Y +
in R. But C′ contains all vertices belonging to clusters that lie on an F -cycle which intersects
R. So C′ contains all vertices in Y , and thus contains x. This shows that C′ contains all those
vertices which belong to clusters lying on cycles from FRL. On the other hand, the walk WLR
ensures that C′ also contains all those vertices which belong to clusters lying on cycles from FLR.
Altogether this shows that C′ = C is a Hamilton cycle, as required.
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It remains to consider the case when 0 6 |TR| − |BL| 6 |FRL|+ |FLR|. We claim that there
are at least m/4 transitions from T˜ to R˜ and at least m/4 transitions from B˜ to L˜. IfMRLV 6= ∅,
then we can use the vertices in M˜RLV ∪ M˜RLH to get at least m transitions from B˜ to L˜. On the
other hand, if MRLV = ∅ then |M˜LRV | > |M˜ |/2 > |V0|/(2γ3) by (⋆⋆), so Lemma 34(i) implies
the existence of a pseudo-matching from B˜ to L˜ of size at least min{|M˜LRV |/2, γ4n} − |V0| >
min{|M˜LRV |/4, γ4n/2} > m/4. Similarly, if MLRV 6= ∅ then the vertices in M˜LRV ∪ M˜LRH give at
least m transitions from T˜ to R˜. On the other hand, if MLRV = ∅ then Lemma 34(ii) implies
the existence of a pseudo-matching from T˜ to R˜ of size at least m/4. Thus in all cases, we have
at least m/4 transitions in both directions. We can use these transitions to argue similarly as
in the first case when |TR| − |BL| > |FRL|+ |FLR|, but this time we also include a walk WRL
into W which ‘connects’ all the cycles in FRL. Since |TR| − |BL| 6 |FRL| + |FLR| 6 k ≪ m
there are more than enough transitions. Moreover, if |FRL|+ |FLR| = 0, then we also make sure
that W follows at least one transition from B˜ to L˜ (and thus at least one transition from T˜
to R˜). Then we find a Hamilton cycle by the same argument as above.
10.3. The case when |TR| = |BL| and (⋆) holds. If |TR| = |BL| > 1 then we can use
the same procedure as in Subsection 10.1, with no need to use any edges from MatchBL or
MatchTR. For the remainder of the proof we consider the case when |TR| = |BL| = 0. In this
case, our list of the vertices of V0 has all vertices of type TL followed by all vertices of type BR,
so we will need to make a transition from incorporating vertices of type TL to type BR and
then another transition back from type BR to type TL, i.e. we need one transition from T˜ to R˜
and another one from B˜ to L˜. If MLRV and M
RL
V are both non-empty, then a similar argument
as in the second case of the previous subsection implies that there are at least m/4 transitions
from B˜ to L˜ and at least m/4 transitions from T˜ to R˜.
Thus we may suppose that at least one of MLRV ,M
RL
V is empty. We only consider the case
when MRLV = ∅ (and MLRV could be empty or non-empty), as the other case is similar. Let x1
and x2 be the first and last vertices of the TL list and y1 and y2 the first and last vertices of
the BR list. Let X2 ∈ L be the cluster containing the outneighbour of x2 in MatchL, Y1 ∈ B
the cluster containing the inneighbour of y1 in MatchB , Y2 ∈ R the cluster containing the
outneighbour of y2 in MatchR, and X1 ∈ T the cluster containing the inneighbour of x1 in
MatchT . We need to construct portions of our walk W that link X2 to Y1 and Y2 to X1. (If
for instance the TL list is empty, we take X1 to be an arbitrary cluster in T .) We consider
two subcases according to whether there is a cycle of F that contains both a cluster of L and a
cluster of R.
Case 1. There is a cycle C of F containing a cluster X ∈ L and a cluster Y ∈ R.
In this case we can reroute along C to construct the required transitions. Let W1 be a shifted
walk from Y2 to Y
+
1 . This exists since Y2, Y
+
1 ∈ R. Also, since C contains Y ∈ R we can choose
the walk W1 to go via Y , and C will be one of the cycles traversed. Similarly we can choose a
shifted walk W2 from X2 to X
+
1 , and we can choose W2 to go via X, so it also traverses C. Now
we construct the portions of the walk W joining x2 to y1 and y2 to x1 as follows. To join x2 to
y1 we start at X2, follow W2 until it reaches X, then follow C round to Y
−, and then switch to
W1, which takes us to Y
+
1 , and we end by traversing a cycle of F to reach Y1. This is balanced
with respect to all cycles of F except for C, where we have only used the portion from X to
Y −. To join y2 to x1 we start at Y2, follow W1 until it reaches Y , then follow C round to X
−,
and then switch to W2, which we follow to X
+
1 , then traverse a cycle of F to reach X1. This
is balanced with respect to all cycles of F except for C, where it only uses the portion from Y
to X−. But this is exactly the missing portion from the first transition, so in combination they
are balanced with respect to all cycles of F . This scenario is illustrated in Figure 5.
Case 2. No cycle of F contains clusters from both L and R.
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Figure 5. Rerouting a cycle with both left and right clusters
First we observe that in this case we have B ⊆ R ∪MV and T ⊆ L ∪MH . To see the first
inclusion, note that if U ∈ B then U+ ∈ R, so we cannot have U ∈ L by our assumption for
this case. The second inclusion is similar. Since |L˜|, |R˜| = n/2± 19ηn by Lemma 27 and since
δ(G) > βn, every vertex in V0 has either at least βn/3 inneighbours in T˜ or at least βn/3
inneighbours in B˜ (and similarly for outneighbours in L˜ and R˜). So by swapping the types of
the exceptional vertices between TL and BR if necessary, we may assume that each v ∈ TL
has either at least βn/3 inneighbours in T˜ or at least βn/3 outneighbours in L˜ (or both), and
similarly for the exceptional vertices of type BR.
Recall that MRLV is empty. We consider two further subcases according to whether or not
MLRV is also empty.
Case 2.1 MLRV 6= ∅.
We start by choosing an edge yy′ from B˜∪BR to L˜∪TL such that y ∈ B˜ \V ∗0 or y′ ∈ L˜\V ∗0 (or
both). Such an edge exists by Lemma 35(v), since |V ∗0 | = 2|V0| ≪ βn. If both y ∈ B˜ \ V ∗0 and
y′ ∈ L˜ \ V ∗0 , then we can use yy′ for the transition from B˜ to L˜. Together with suitable useful
shifted walks in L and in R this will achieve the transition from y2 to x1. For the transition
from T˜ to R˜ we use one vertex in MLRV , together with a twin of this vertex in M
LR
H . Now we
may suppose that y /∈ B˜ \ V ∗0 or y′ /∈ L˜ \ V ∗0 . We only consider the case when the former holds,
as the other case is similar. We will still aim to use yy′ for the transition from B˜ to L˜, although
we need to make the following adjustments according to various cases for y.
If y ∈ BR then we relabel the BR list so that y2 = y. We can then use the edge yy′ (together
with a suitable useful shifted walk in L) to obtain a transition from y2 to x1.
Suppose next that some edge in MatchR joins an exceptional vertex u ∈ BR to y. If u has an
outneighbour v ∈ R˜ \ (V ∗0 ∪ {y, y′}), then we replace the edge uy by uv and can now use yy′ to
obtain a transition from B˜ to L˜. If u has no such outneighbour, then u must have at least βn/3
inneighbours in B˜ (by our assumption on the exceptional vertices at the beginning of Case 2)
as well as at least βn/3 outneighbours in L˜. Pick such an inneighbour u− ∈ B˜ \ V ∗0 and such
an outneighbour u+ ∈ L˜ \ V ∗0 . We can now use the path u−uu+ to obtain a transition from B˜
to L˜.
Finally, suppose that some edge in MatchB joins y to an exceptional vertex u ∈ BR. If u
has an inneighbour v ∈ B˜ \ (V ∗0 ∪ {y, y′}), then we replace the edge yu by vu and can now use
yy′ to obtain a transition from B˜ to L˜. If u has no such inneighbour, then u must have at least
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βn/3 inneighbours in T˜ . Pick such an inneighbour u− ∈ T˜ \ (V ∗0 ∪ {y, y′}) and let u+ ∈ R˜ be
the outneighbour of u in the matching MatchR. We now use yy
′ to obtain a transition from B˜
to L˜ and the path u−uu+ to obtain a transition from T˜ to R˜.
(Note that y cannot be an endvertex of some edge in MatchT or MatchL outside V0, since
y ∈ B˜ ∪BR and B ⊆ R ∪MV .)
Case 2.2 MLRV = ∅.
In this case we have MV = MH = ∅. Thus B ⊆ R, and since |B| = |R| we have B = R.
Similarly L = T .
Next suppose that there are exceptional vertices v1 6= v2 such that
v1 has least βn/3 inneighbours in T˜ and at least βn/3 outneighbours in R˜. (v1)
v2 has least βn/3 inneighbours in B˜ and at least βn/3 outneighbours in L˜. (v2)
Then we use v1 to get a transition from T˜ to R˜, and use v2 to get a transition from B˜ to L˜.
Now we may suppose that we cannot find v1 and v2 as above. It may even be that we can find
neither v1 nor v2 as above, in which case the following holds.
Every vertex of type TL has at least βn/3 inneighbours in T˜ and at least βn/3 out-
neighbours in L˜. Every vertex of type BR has at least βn/3 inneighbours B˜ and at least
βn/3 outneighbours in R˜.
(♠)
For the remainder of the proof we suppose that either (v1) or (♠) holds, as the case (v2) is
similar to (v1). We consider the partition V (G) = L
′∪R′ where L′ := L˜∪TL and R′ = R˜∪BR.
When (v1) holds we add v1 to either L
′ or R′ such that the sets obtained in this way have
different size. We still denote these sets by L′ and R′. The following lemma will supply the
required transitions.
Lemma 39.
(i) When (v1) holds there is an edge yy
′ from R′ \ {v1} to L′ \ {v1} having at least one
endvertex in (L˜ ∪ R˜) \ V ∗0 .
(ii) When (♠) holds there are two disjoint edges xx′ and yy′ with x, y′ ∈ L′, x′, y ∈ R′ such
that both edges have at least one endpoint in (L˜ ∪ R˜) \ V ∗0 .
Proof. Suppose first that we have d+(1−β)n/2 > (1 + β)n/2. Then we have at least (1 + β)n/2
vertices of outdegree at least (1 + β)n/2. Since |L˜|, |R˜| = n/2 ± 19ηn (by Lemma 27) and
|V ∗0 | ≪ βn, we can choose vertices x ∈ L˜\V ∗0 and y ∈ R˜\V ∗0 with outdegree at least (1+β)n/2,
and then outneighbours x′ 6= y in R˜ \ V ∗0 of x and y′ 6= x in L˜ \ V ∗0 of y. Then xx′ and
yy′ are the edges required in (ii) and yy′ is the edge required in (i). A similar argument
applies if d−(1−β)n/2 > (1 + β)n/2. Therefore we can assume that d
+
(1−β)n/2 < (1 + β)n/2 and
d−(1−β)n/2 < (1+β)n/2. Now our degree assumptions give d
+
(1−β)n/2 > n/2 and d
−
(1−β)n/2 > n/2,
so there are at least (1+β)n/2 vertices of outdegree at least n/2 and at least (1+β)n/2 vertices
of indegree at least n/2. We consider cases according to the size of L′ and R′.
If |R′| > |L′| then we have sets X,Y ⊆ L˜ \ V ∗0 with |X|, |Y | > βn/3 such that every vertex
in X has at least 2 outneighbours in R′ and every vertex in Y has at least 2 inneighbours
in R′. Then we can obtain the required edges greedily: if (♠) holds, choose any x ∈ X, an
outneighbour x′ ∈ R′ of x, any y′ ∈ Y with y′ 6= x and any inneighbour y ∈ R′ of y′ with
y 6= x′; if (v1) holds, then we choose y ∈ R′ \{v1} and an outneighbour y′ ∈ L′ \{v1}. A similar
argument applies when |L′| > |R′|.
Finally we have the case |L′| = |R′| = n/2, in which case (♠) holds by definition of L′ and
R′. Then we have sets X ⊆ L˜ \V ∗0 and Y ⊆ R˜ \V ∗0 of vertices with outdegree at least n/2, with
|X|, |Y | > βn/3. Note that each x ∈ X has at least one outneighbour in R′ and each y ∈ Y
has at least one outneighbour in L′. Choose some x0 ∈ X and an outneighbour x′0 ∈ R′ of x0.
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If there is any y ∈ Y , y 6= x′0 with an outneighbour y′ 6= x0 in L′ then x0x′0 and yy′ are our
required edges. Otherwise, we have the edge yx0 for every y ∈ Y with y 6= x′0. So we choose
some other x ∈ X with x 6= x0, an outneighbour x′ ∈ R′ of x and a vertex y ∈ Y \ {x′0, x′}, and
our required edges are xx′ and yx0. 
Now suppose that (v1) holds. Let yy
′ be the edge provided by Lemma 39(i). If y ∈ R˜ \ V ∗0
and y′ ∈ L˜ \ V ∗0 , then we can use yy′ for the transition from B˜ = R˜ to L˜. For the transition
from T˜ = L˜ to R˜ we use a path v−1 v1v
+
1 such that v
−
1 ∈ L˜\(V ∗0 ∪{y, y′}) and v+1 ∈ R˜\(V ∗0 ∪{y, y′}).
(Such a path exists since v1 has many inneighbours in L˜ and many outneighbours in R˜.) Now
we may suppose that either y /∈ R˜\V ∗0 or y′ /∈ L˜\V ∗0 . We only consider the case when the former
holds, as the other case is similar. We still aim to use yy′ for the transition from B˜ to L˜, although
we need to make adjustments as in Case 2.1. For example, consider the case when some edge in
MatchB joins y to an exceptional vertex u ∈ BR. If u has an inneighbour v ∈ B˜ \ (V ∗0 ∪{y, y′}),
then we replace the edge yu by vu and can now use yy′ to obtain a transition from B˜ to L˜. If u
has no such inneighbour, then u must have at least βn/3 inneighbours in T˜ = L˜. Choose such
an inneighbour u− ∈ T˜ \ (V ∗0 ∪ {y, y′}) and let u+ be the outneighbour of u in MatchR. Add
v1 to the set TL, BR which contained it previously. We can now use yy
′ to obtain a transition
from B˜ to L˜ and the path u−uu+ to obtain a transition from T˜ to R˜. The other cases are
similar to those in Case 2.1.
Finally, suppose that (♠) holds. Let xx′, yy′ be the edges provided by Lemma 39(ii). Then
by changing the edges in MatchL ∪MatchR ∪MatchT ∪MatchB if necessary we can ensure that
x, x′, y, y′ /∈ V ∗0 . Now we can use xx′ for the transition from T˜ to R˜ and yy′ for the transition
from B˜ to L˜. This is clear if none of x, x′, y, y′ lies in V0. But if we have x ∈ V0 (for example),
then x ∈ TL, and relabelling the TL list so that x = x2 we can use xx′ for the transition from x2
to y1. The other cases are similar.
In all of the above cases for |TR| = |BL| = 0 we obtain a transition from B˜ to L˜ and a transition
from T˜ to R˜. Now we can complete the proof as in Subsection 10.1. Here no cluster is full,
and so every cluster is 4-good. Moreover, every vertex outside V0 is an endvertex of at most
one edge in E . Thus as in Lemma 38 one can show that there are cycles CL, CR ∈ C such that
CL contains all vertices belonging to clusters in L, CR contains all vertices belonging to clusters
in R and every exceptional vertex lies in CL or CR. Moreover, since every cluster is 4-good and
every vertex outside V0 is an endvertex of at most one edge in E , Lemma 37 now implies that
for every cycle D in F there is a cycle C ′ in C such that C ′ contains all vertices belonging to
clusters in D. Now considering the transition from B˜ to L˜ (say) we see that CL = CR. Since
(⋆) implies that every cycle of F contains at least one cluster from L ∪R, we also have that all
vertices in M˜ are contained in CL = CR. Thus C = CL = CR is a Hamilton cycle of G. This
completes the proof of Theorem 5.
11. A concluding remark
The following example demonstrates that the degree properties used in our main theorem
cannot be substantially improved using our current method. Let G be a digraph with V (G) =
{1, . . . , n} such that ij ∈ E(G) for every 1 6 i < j 6 n and also for every 1 6 j < i 6 an+1 and
n − an 6 j < i 6 n, for some 0 < a < 1/2. Then G has minimum semidegree an and satisfies
d+i , d
−
i > i − 1 for all 1 6 i 6 n, so if we apply the regularity lemma it is ‘indistinguishable’
from a digraph satisfying the hypotheses of Conjecture 2. However, any disjoint union of cycles
in G covers at most 2an vertices, so the argument used in Section 6 breaks down. We remark
that our argument may well still be useful in combination with a separate method for treating
the case when the reduced digraph cannot be nearly covered by disjoint cycles.
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