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ABSTRACT
It has recently been proposed that global or local turbulence models can be used to simu-
late core-collapse supernova explosions in spherical symmetry (1D) more consistently than
with traditional approaches for parameterised 1D models. However, a closer analysis of the
proposed schemes reveals important consistency problems. Most notably, they systematically
violate energy conservation as they do not balance buoyant energy generation with terms that
reduce potential energy, thus failing to account for the physical source of energy that buoyant
convection feeds on. We also point out other non-trivial consistency requirements for viable
turbulence models. The model of Kuhfuss (1986) proves more consistent than the newly pro-
posed approaches for supernovae, but still cannot account naturally for all the relevant physics
for predicting explosion properties. We perform numerical simulations for a 20M progenitor
to further illustrate problems of 1D turbulence models. If the buoyant driving term is formu-
lated in a conservative manner, the explosion energy of ∼2 × 1051 erg for the corresponding
non-conservative turbulence model is reduced to < 1048 erg even though the shock expands
continuously. This demonstrates that the conservation problem cannot be ignored. Although
plausible energies can be reached using an energy-conserving model when turbulent viscosity
is included, it is doubtful whether the energy budget of the explosion is regulated by the same
mechanism as in multi-dimensional models. We conclude that 1D turbulence models based
on a spherical Reynolds decomposition cannot provide a more consistent approach to super-
nova explosion and remnant properties than other phenomenological approaches before some
fundamental problems are addressed.
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1 INTRODUCTION
According to our present understanding, the explosions of massive
stars as core-collapse supernovae depend critically on the breaking
of spherical symmetry in the supernova core (Janka 2012; Foglizzo
et al. 2015; Mu¨ller et al. 2016b) except in the case of the least
massive progenitor stars (Kitaura et al. 2006). In the neutrino-
driven paradigm, the breaking of spherical symmetry is mediated
by two instabilities, namely buoyancy-driven convection (Herant
et al. 1994; Burrows et al. 1995; Janka & Mu¨ller 1995) and the
standing-accretion shock instability (Blondin et al. 2003; Foglizzo
et al. 2007), which manifests itself in the form of global slosh-
ing or spiral motions of the shock. The resultant multi-dimensional
(multi-D) fluid flow aids neutrino heating through a variety of inter-
related effects, e.g. by mixing hot neutrino-heated and colder mate-
rial from the vicinity of the shock, by providing turbulent pressure
(Burrows et al. 1995; Murphy et al. 2013), by providing heating
? E-mail: bernhard.mueller@monash.edu
close to the shock by secondary shocks (Mu¨ller et al. 2012b), and
by turbulent dissipation (Mabanta & Murphy 2018).
There have been attempts to distil these effects back into an ef-
fective one-dimensional (1D) description using an appropriate tur-
bulence model. On the one hand, such a 1D turbulence model for
the supernova core may lead to a better conceptual understanding
of the role of multi-D effects (Murphy & Meakin 2011; Mabanta
& Murphy 2018). On the other hand, one might hope that effective
1D models of neutrino-driven supernovae could provide an efficient
way to predict the “explodability” and even the explosion proper-
ties across a population of progenitor models at a cheaper cost than
full-blown multi-D models, but with greater rigour and consistency
than more parameterised approaches like those of O’Connor & Ott
(2010); Ugliano et al. (2012); Perego et al. (2015); Sukhbold et al.
(2016); Mu¨ller et al. (2016a).
The simplest approach of adopting the mixing-length theory
(MLT) for stellar convection (Biermann 1932; Bo¨hm-Vitense 1958)
to the supernova problem already dates back to the 1980s (Mayle
1985; Wilson & Mayle 1988). However, the extra convective en-
ergy transport provided by convection within the framework of
c© 0000 The Authors
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MLT alone does not improve the heating conditions to such a de-
gree as to allow explosions in spherical symmetry (Hu¨depohl 2014;
Mirizzi et al. 2016).
More general turbulence models have been proposed to cap-
ture multi-D effects in the heating region more adequately (Murphy
et al. 2013; Mabanta & Murphy 2018). Only recently have there
been efforts to use such turbulence models predictively. Mabanta
& Murphy (2018) incorporated a 1D turbulence model into steady-
state solutions for the accretion flow onto a proto-neutron star to
derive the reduction of the critical neutrino luminosity for shock
revival (Burrows & Goshy 1993) due to multi-D effects. Follow-
ing up on their earlier work, Mabanta et al. (2019) went on to in-
clude a simple turbulence model in dynamical simulations with a
view to studying the explodability of supernova progenitors. Us-
ing a light-bulb model for neutrino heating and cooling, they found
that their turbulence model roughly reproduces the reduction of the
critical luminosity in multi-D for a reasonable choice of model pa-
rameters. Shortly thereafter, Couch et al. (2019) presented a time-
dependent 1D turbulence model, which they coupled to the neutrino
transport code of O’Connor & Couch (2018) and then used to ex-
plore the systematics of explodability, and explosion and remnant
properties across the stellar mass range. One might thus hope that
such effective 1D turbulence models can furnish a more “consis-
tent” approach to the progenitor-explosion connection than current
phenomenological models.
In this paper, we critically examine this idea. We shall argue
that consistency and crucial physical principles such as energy con-
servation are difficult to achieve, especially during the explosion
phase. We show that even the time-dependent approach of Couch
et al. (2019) still suffers from inconsistencies. To remedy these, one
can draw on the extensive literature on generalisations of mixing-
length theory, which have been studied since the 1960s (e.g. Spiegel
1963; Unno 1967; Eggleton 1983; Kuhfuss 1986; Gehmeyr & Win-
kler 1992; Canuto 1993; Canuto & Dubovikov 1998; Wuchterl &
Feuchtinger 1998). Classic time-dependent convection models as
developed by Kuhfuss (1986) and Wuchterl & Feuchtinger (1998)
offer solutions to most of the inconsistencies in the models of Ma-
banta et al. (2019) and Couch et al. (2019), but even then the be-
haviour of 1D turbulence models during the explosion phase is
not fully satisfactory. We illustrate the remaining problems for a
20M progenitor by implementing the model of Kuhfuss (1986) in
the neutrino hydrodynamics code CoCoNuT (Mu¨ller et al. 2010;
Mu¨ller & Janka 2015) with some necessary adaptations for the
core-collapse supernova problem. The goal of our analysis and our
numerical experiments is primarily to illustrate the pitfalls that crop
up when one seeks to model supernova explosions in 1D by includ-
ing the effects of turbulence. We do not aim to present a consis-
tent solution to all of these problems, which does not appear within
reach at the moment.
This paper is organised as follows: In Section 2 we discuss re-
cently proposed 1D turbulence models and analyse to what extent
they meet important physical consistency criteria. In Section 3, we
discuss the 1D turbulence model of Kuhfuss (1986) and show that
it meets essential physical consistency criteria such as total energy
conservation and compatibility with the second law of thermody-
namics. We also describe its implementation in the hydrodynamics
code CoCoNuT. We then present results for a 20M star as test case
using several variations of the turbulence model of Kuhfuss (1986)
in Section 4 and conclude by discussing future perspectives for 1D
explosion modelling in Section 5.
2 RECENT 1D TURBULENCE MODELS FOR
CORE-COLLAPSE SUPERNOVAE
Both Mabanta et al. (2019) and Couch et al. (2019) start from
a spherical Reynolds decomposition of the fluid equations, from
which they discard some higher-order terms before they apply clo-
sure relations. Specifically, they ignore the turbulent mass flux in
the spirit of the anelastic approximation, so that no turbulent corre-
lation terms appear in the continuity equation. The common start-
ing point for both models can be written as
∂tρˆ + ∇ · 〈ρˆvˆ〉 = 0, (1)
∂t〈ρv〉 + ∇ · (ρˆvˆvˆ) + ∇Pˆ = ρˆg − ∇ · 〈ρR〉, (2)
∂t〈ρe〉 + ∇ · [(ρˆeˆ + Pˆ)vˆ] = ρˆvˆ · g − ∇ · (vˆ · 〈ρR〉)
−∇ · Fconv + 〈ρ′v′〉 · g + ˙ˆqν. (3)
Here ρ, vi, P, and e denote the fluid density, velocity, pressure, and
total (internal+kinetic) energy density, g denotes the gravitational
acceleration, and q˙ν is the volumetric neutrino heating rate. R and
Fconv are the Reynolds stress tensor and the turbulent energy flux
obtained from the Reynolds decomposition. Spherical Reynolds av-
erages are denoted by angled brackets, or by carets for individual
variables. Primes, as used in the term ρ′vi′ for buoyant energy gen-
eration, denote fluctuating quantities.
2.1 Model of Mabanta et al. (2019)
Mabanta et al. (2019) impose a closure relation by essentially as-
suming that the magnitude of turbulent radial velocity fluctuations
δv is constant within the gain region, and that turbulent dissipation
ε balances buoyant energy generation if integrated over the entire
gain region. With buoyant driving parameterised as βQ˙ν in terms of
the volume-integrated heating rate Q˙ν and a calibrated parameter
β, and turbulent dissipation scaling as ε ≈ δv3/Λ in terms of the
typical value of velocity perturbations δv (which can formally de-
fined as a root-mean-square average δv = 〈v′2〉1/2) and an effective
dissipation length Λ (taken to be the width of the gain region), one
obtains
δv = 3
√
βQ˙νΛ
Mgain
, (4)
as also derived by Mu¨ller & Janka (2015). The Reynolds stress ten-
sor is assumed to be diagonal with equipartition between the radial
and non-radial components so that Rrr = ρˆ δv2 and Rθθ = Rϕϕ =
ρˆ δv2/2. The turbulent dissipation ε ∼ δv3/Λ is also used to supply
the source term 〈ρ′vi′〉g for buoyant energy generation in Equa-
tion (3).
To obtain the convective flux, Mabanta et al. (2019) use a fit
for the convective luminosity Lconv = 4pir2Fconv that is inspired by
an analysis of multi-D simulations,
Lconv = αQ˙ν tanh
r − rg
h
, (5)
Here r is the radial coordinate, rg is the gain radius, h is an appropri-
ately chosen transition width, and α is a calibrated dimensionless
parameter. Mabanta & Murphy (2018) use Equation (5) only up to
the shock, where Lconv plummets to zero. The term ∇ · (vˆ · 〈ρR〉) for
the work exerted by Reynolds stresses is neglected in the energy
equation.
Although the prescriptions for the Reynolds stresses and the
convective luminosity are in line with multi-D simulations, there is
MNRAS 000, 1–23 (0000)
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an obvious question about energy conservation in this model. Inte-
grating Equation (3) under the assumption that turbulent dissipation
locally balances buoyant energy generation results in
∂
∂t
∫
ρe dV =
∫
ρˆvˆ · g dV +
∫
ρε dV +
∫
q˙ν dV (6)
=
∫
ρˆvˆ · g dV + (1 + β)Q˙ν.
The work done by gravitational forces on the spherically averaged
flow does not violate energy conservation and cancels if gravita-
tional potential energy is included in the budget (Shu 1992). Simi-
larly, the contribution Q˙ν of neutrino heating does not violate total
energy conservation if it is obtained from a conservative neutrino
transport scheme. However, the turbulence model introduces an ex-
tra source term βQ˙ν that violates energy conservation. As we shall
see, such a source term also appears in the model of Couch et al.
(2019).
It has been argued (Q. Mabanta, private communication;
Couch et al. 2019) that energy is still effectively conserved if one
accounts for the available free energy associated with convectively
unstable gradients. Although this argument is not entirely incor-
rect, it does not convincingly justify the use of a 1D turbulence
model that does not manifestly conserve energy, but rather points
to a loophole in the model: In the full multi-D problem, energy is
always strictly conserved, so the reservoir of available free energy
associated with unstable gradients must be depleted as turbulent
kinetic energy grows. Convective motions feed on P dV work of
the expanding and contracting bubbles analogous to a heat engine
(Herant et al. 1994; Mu¨ller & Janka 2015), and on the gravitational
potential energy of the bubbles, i.e., the reservoir of free energy
associated with unstable gradients forms a part of the reservoir of
internal and potential energy. Any increase in turbulent kinetic en-
ergy must therefore be balanced by a decrease in internal or poten-
tial energy. To ensure total energy conservation, a 1D turbulence
model needs to reflect this reshuffling of internal and potential en-
ergy by consistently including all the necessary turbulent correla-
tion terms. If there is a source term for the turbulent kinetic energy,
there must be a corresponding sink term for internal or potential
energy to account for the fact that the available reservoir of free
energy associated with unstable gradients is drained as convective
motions develop.
But on the other hand, the source term 〈ρ′v′〉 · g in the
Reynolds-averaged energy equation (3) is formally correct, so how
is it possible that the multi-D hydro equations conserve total en-
ergy whereas the spherically Reynolds-averaged equation do not?
The answer is that the system (1-3) does not include all terms from
the Reynolds decomposition consistently: Specifically, it ignores
the turbulent mass flux 〈ρ′v′〉 in Equation (1) and thus neglects the
(instantaneous) reduction of potential energy due to changes in the
density profile, but includes it in the source term in Equation (3). In
Section 3, we shall further discuss to what extent this problem can
be fixed.
There is another potential issue with the model of Mabanta
et al. (2019). If Equation (5) for the convective luminosity is only
used up to the shock, then this implies that the term ∇ · Fconv in the
energy equation will have a delta-function spike at the shock, and
it is unclear whether such a feature can be handled properly by the
hydrodynamics solver, i.e. whether it affects the propagation speed
of the shock in an unphysical manner.
2.2 Model of Couch et al. (2019)
Couch et al. (2019) solve a separate evolution equation for the tur-
bulent velocity fluctuations δv and compute the turbulent flux in the
energy equation using an MLT closure. They assume the same clo-
sure Rrr = 2Rθθ = 2Rϕϕ = ρˆ δv2 for the Reynolds stress tensor as
Mabanta et al. (2019). In their model, the momentum and energy
equations come down to
∂ρˆvˆr
∂t
+
1
r2
∂
∂r
[
r2(ρˆvˆ2r + Pˆ + ρˆ δv
2)
]
= −ρˆg (7)
∂ρˆeˆ
∂t
+
1
r2
∂
∂r
[
r2vr(ρˆeˆ + Pˆ + ρˆ δv2) − r2ρˆD∇eˆ
]
= −ρˆvˆrg + ρˆ δv
3
Λ
+ ˙ˆqν, (8)
where we have neglected the neutrino momentum source term,
which is irrelevant for our discussion. Here D = δv Λ/3 is an MLT
diffusion coefficient, and the mixing length Λ is chosen as a mul-
tiple of the pressure scale height Λ = αPˆ/(ρˆg), where α is a tun-
able parameter of order unity. Note that we have tacitly corrected
a typo in their Equation (26), where the term ρˆD∇e should not be
multiplied by the radial velocity vˆr. There is likely another typo
in their Equation (25), which should contain a fictitious force term
ρˆ(Rθθ + Rϕϕ)/r = ρˆ δv2/r on the right-hand side (RHS). Moreover,
the energy equation appears to assume an isotropic Reynolds stress
tensor, and is inconsistent with the assumed form of Rˆ. However,
these problems are somewhat peripheral to our further discussion.
For the evolution of the turbulent kinetic energy, Couch et al.
(2019) propose the following equation:
∂ρˆ δv2
∂t
+
1
r2
∂
∂r
[
r2(ρˆvˆrδv2 − ρˆD∇δv2)
]
= ρˆ δvω2BVΛ − ρˆ
δv3
Λ
. (9)
Here, the turbulent dissipation term δv3/Λ appears as a local sink
term, and the source term is expressed in terms of the Brunt-
Va¨isa¨la¨ frequency ωBV in a manner consistent with classical, time-
dependent MLT (cp. Section 2.1 in Mu¨ller et al. 2016b).
Including a separate time-dependent equation for the turbu-
lent kinetic energy makes the reshuffling of energy between the
spherically-averaged bulk flow and the turbulent fluctuations more
transparent, but still does not solve the problem of energy conser-
vation, and even introduces further ambiguities. From the form of
the equations and the discussion in Couch et al. (2019) it appears
that ρˆeˆ in the energy equation (8) is not meant to include the turbu-
lent kinetic energy, so that one needs to add Equations (8) and (9)
to analyse total energy conservation. As in Section 2.1, this again
leads to an additional source term
∫
ρˆ δvω2BVΛ dV that breaks to-
tal energy conservation. Since the typical turbulent velocity must
be related to the amount of neutrino heating just as in multi-D in
order to maintain a stationary, slightly superadiabatic gradient, the
rate of artificial energy injection by buoyant driving is also of the
same scale as before, i.e. roughly of order of the volume-integrated
neutrino heating rate Q˙ν itself.
Moreover, the model leaves us with a consistency problem.
While it is implicitly assumed that ρˆeˆ does not include the turbulent
kinetic energy – which is why the dissipation term appears as a
source in Equation (8) – the term for the work done by Reynolds
stresses is written as a divergence in Equation (3). In Equation (3),
however, 〈ρe〉 implicitly includes the turbulent kinetic energy as
correctly recognised in Mabanta et al. (2019). If one subtracts the
turbulent kinetic energy equation from the total energy equation,
one must instead treat Reynolds stresses as a body force so that
their contribution on the RHS of the energy equation is −vˆ · (∇· ρˆR)
instead of −∇ · (vˆ · ρR) (see also below in Section 3).
MNRAS 000, 1–23 (0000)
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This may seem a trivial issue, but it is enlightening to anal-
yse its potential repercussions. Assuming for the sake of simplicity
that the turbulent pressure Pt is actually isotropic, then including
the work of Reynolds stresses as a divergence as in Equation (8),
implies that the evolution equation for the internal energy density ˆ
of the spherically symmetric bulk flow is changed to
dˆ
dt
= −(Pˆ + Pt) d(1/ρˆ)dt , (10)
in the absence of heating and cooling terms from neutrinos and
dissipation, instead of
dˆ
dt
= −Pˆ d(1/ρˆ)
dt
. (11)
This is tantamount to an artificial entropy source term
Tˆ
dsˆ
dt
= −Pt d(1/ρˆ)dt . (12)
It is noteworthy that this term can become negative, i.e. the turbu-
lence model implicitly allows for a decrease of entropy even in the
absence of physical source terms for cooling.
There is yet another problem with the model of Couch et al.
(2019) that concerns the convective energy flux Fconv. The model
essentially assumes that Fconv can be computed by extrapolating
the total energy density e to the original position of the convective
bubbles using the local gradient to obtain the fluctuating part e′,
e′ =
(
ˆ+
vˆ2r
2
)′
= Λ
∂eˆ
∂r
= Λ
∂ˆ
∂r
+ Λ
∂vˆ2r/2
∂r
. (13)
This, however, leads to unphysical results. Let us first consider the
fluctuations of the internal energy density ˆ. To obtain the correct
MLT flux, one needs to account for the P dV done by the convec-
tive bubbles as they contract and expand while adjusting to the am-
bient pressure (Hu¨depohl 2014; Mirizzi et al. 2016). If the expan-
sion/contraction is adiabatic, one obtains
e′ = Λ
[
∂ˆ
∂r
+ Pˆ
∂
∂r
(
1
ρˆ
)]
. (14)
By expressing ∂/∂r in terms of the entropy and density gradients
using the first law of thermodynamics, one obtains an important
corollary: If the entropy gradient vanishes, then the convective en-
ergy flux also vanishes (assuming that there are no composition
gradients). If one uses Equation (13) this is no longer guaranteed.
There is also a concern about the turbulent transport of bulk
kinetic energy: This effect is included in Equation (8) via Equa-
tion (13), but there is no corresponding term for the turbulent trans-
port of momentum (i.e. turbulent viscosity) in Equation (8).
3 THE ENERGY-CONSERVING TURBULENCE MODEL
OF KUHFUSS (1986)
3.1 Description and Discussion of Individual Terms
Most of the problems discussed in Sections 2.1 and 2.2 are in fact
nicely solved by time-dependent one-equation turbulence models
that have been developed for stellar evolution (Stellingwerf 1982;
Kuhfuss 1986; Wuchterl & Feuchtinger 1998), originally motivated
by the problem of pulsations of RR Lyrae stars and Cepheids. Here
we shall use the work of Kuhfuss (1986) (with some modifications
by Wuchterl & Feuchtinger 1998) as a starting point. In their ap-
proach, the momentum equation in conservation form can be writ-
ten as
∂ρˆvˆr
∂t
+
1
r2
∂r2ρˆvˆr
∂r
+
∂(Pˆ + Pt)
∂r
= −ρˆg + 4
3r3
∂
∂r
[
r3µ
(
∂vˆr
∂r
− vˆr
r
)]
.
(15)
The underlying assumption about the form of the Reynolds stress
tensor differs slightly from Mabanta et al. (2019) and Couch et al.
(2019); it is decomposed into a trace component – the turbulent
pressure Pt – and a trace-free component modelled after the vis-
cous Navier-Stokes equations. This trace-free term gives rise to
the additional turbulent viscosity term on the RHS with a turbu-
lent dynamic viscosity1 µ, which is expressed in the spirit of MLT
as αµρˆΛ δv, where αµ is a dimensionless coefficient of order unity.
Although the assumed form of the trace-free term can be criticised
as ad hoc, it has the virtue of ensuring that it can be matched with a
viscous term in the energy equation that can be expressed as a flux
divergence (to ensure energy conservation) and always results in an
increase of fluid entropy.
Kuhfuss (1986) and Wuchterl & Feuchtinger (1998) also for-
mulate an evolution equation for the turbulent kinetic energy $.
With one important modification, the equation for $ can be written
as
∂ρˆ$
∂t
+
1
r2
∂
∂r
[
r2vˆrρˆ$
]
+
Pt
r2
∂r2vˆr
∂r
+
α$
r2
∂
∂r
(
r2ρˆΛ$1/2
∂$
∂r
)
= −〈ρ′v′〉g −CD ρˆ$
3/2
Λ
, (16)
in Eulerian form. Here, α$ and CD are dimensionless coefficients
for the turbulent diffusion of turbulent kinetic energy and turbu-
lent dissipation. Different from Kuhfuss (1986) and Wuchterl &
Feuchtinger (1998), we have omitted the viscous dissipation term
from the turbulent kinetic energy equation. Although it seems plau-
sible that the turbulent viscosity should should initially feed kinetic
energy from the bulk flow into disordered small-scale motion (i.e.
into turbulent kinetic energy), this has undesirable consequences.
The problem is that the viscous heating term is linear in δv just
like the buoyant driving term. If included in the equation for $, it
would act like a destabilising gradient wherever ∂vˆr/∂r − vˆr/r , 0
(i.e. almost everywhere) with |∂vˆr/∂r − vˆr/r| taking the place of the
Brunt-Va¨isa¨la¨ frequency ωBV as the growth rate. From the view-
point of numerical stability, such behaviour would be disastrous
at the shock, but it is also clearly unphysical. Shifting the viscous
heating term to the internal energy equation seems the only viable
solution.
Like Equation (9), the turbulent energy equation includes
terms for the advection and the turbulent diffusion of turbulent ki-
netic energy (the two flux divergence term on the left-hand side).
However, there is also a term that effectively accounts for P dV
term on the “eddy gas”. Including this term in Equation (16) en-
sures that the work exerted by the turbulent pressure correctly en-
ters as −vˆ · ∇Pt in the corresponding equation for ρˆeˆ without turbu-
lent kinetic energy, and hence does not change the internal energy
density of the bulk flow. Apart from dimensionless coefficients of
order unity, the source term for buoyant driving and the dissipation
term are essentially the same as in Equation (9); the driving term
can again be expressed in terms of the Brunt-Va¨isa¨la¨ frequency as
−〈ρ′v′〉g ∝ ρˆ δvω2BVΛ.
In the theory of Kuhfuss (1986), total energy conservation is
1 Note that our notation is different from Kuhfuss (1986), where µ is used
for the kinematic turbulent viscosity.
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ensured by consistently including the mass-specific turbulent ki-
netic energy $ in the energy equation. Kuhfuss (1986) originally
formulated an extended internal energy equation including $ as
the internal energy of an “eddy gas”, but this equation can be easily
recast into a total energy equation analogous to Equation (3),
∂ρˆ(eˆ +$)
∂t
+
1
r2
∂
∂r
[
r2ρˆ(eˆ +$)vr + r2(Pˆ + Pt)vˆr
+r2(Fconv + F$ + Fvisc)
]
= −ρˆvˆrg. (17)
Here, Fconv and F$ denote the convective flux of internal energy
and turbulent kinetic energy, and Fvisc is the energy flux from vis-
cous turbulent stresses. Equation (17) is manifestly conservative
because all the turbulent effects are lumped into flux divergence
terms. In accordance with Equation (14), the convective energy flux
is calculated as
Fconv = 〈ρv′r′〉 = −αeρˆ δv Λ
[
∂ˆ
∂r
+ Pˆ
∂
∂r
(
1
ρˆ
)]
, (18)
where αe is another adjustable dimensionless parameter for turbu-
lent energy transport. The viscous energy flux is given by
Fvisc = −43µvˆr
(
∂vˆr
∂r
− vˆr
r
)
, (19)
and as per Equation (16), the convective flux of turbulent kinetic
energy is
F$ = −α$ρˆΛ δv∂$
∂r
(20)
For further analysis, it is useful to consider the internal energy
equation for the spherical background flow as well, which reads
∂ρˆˆ
∂t
+
1
r2
∂
∂r
[
r2ρˆvˆr ˆ
]
+
Pˆ
r2
∂r2vˆr
∂r
−αe
r2
∂
∂r
[
r2ρˆΛ$1/2
(
∂ˆ
∂r
+ Pˆ
∂(1/ρˆ)
∂r
)]
= 〈ρ′v′〉g + CD ρˆ$
3/2
Λ
+
4
3
αµρˆΛ δv
[
∂vˆr
∂r
− vˆr
r
]2
, (21)
where αe is another dimensionless coefficient of order unity and
Equation (14) has been used to express the convective flux of in-
ternal energy. Note that the viscous dissipation term appears in the
internal energy equation for reasons explained above.
Equations (17), (16), and (21) ensure that i) entropy is con-
served during expansion and contraction in the absence of diffusive
flux and source/sink term, that ii) the convective flux transports en-
ergy into the direction of negative entropy gradients, and that iii)
total energy is conserved. Energy conservation is achieved by in-
cluding a sink term due to buoyant driving in the internal energy
equation, and not including a source term for buoyant driving in
the total energy equation.
3.2 The Kuhfuss Model Interpreted in the Framework of
Favre Decomposition
It may appear as though the solution for energy conservation in the
model of Kuhfuss (1986) were somewhat ad hoc and still inconsis-
tent, because it merely relies on neglecting the turbulent mass flux
〈ρ′v′r〉 in different equations than Mabanta et al. (2019) and Couch
et al. (2019). But this appearance is deceptive. The Kuhfuss model
is in fact consistent if we re-interpret the equations as arising from a
Favre decomposition of the flow based on mass-weighted averages
(Favre 1965) for mass-specific quantities (e.g., , v, $, and mass
fractions Xi) instead of a Reynolds decomposition. Using tildes to
denote Favre averages Y˜ = 〈ρY〉/ρˆ for any variable Y and double
primes for fluctuations around Favre averages, the equations for
conservation of mass, momentum, energy, partial masses, and for
the turbulent kinetic energy read,
∂ρˆ
∂t
+ ∇ · (ρˆv˜) = 0, (22)
∂ρˆv
∂t
+ ∇ · ρˆv˜v˜ + ∇ · ρˆR˜ + ∇Pˆ = ρˆg, (23)
∂
∂t
(
ρˆ˜ + ρˆ
|v˜|2
2
+ ρˆ$
)
+ ∇ ·
[
(ρˆ˜ + ρˆ
|v˜|2
2
+ Pˆ)v˜ + ρˆ〈′′v′′〉
+〈P′v′′〉 + ρˆR˜ · v˜ + ρˆv˜$ + 〈ρv′′ |v
′′|2
2
〉
]
= ρˆv˜ · g. (24)
∂ρˆ$
∂t
+ 〈v′′ · ∇P′〉 + (ρˆR˜ · ∇)v˜ + ∇ · (ρˆv˜$) + 〈ρv′′ |v
′′|2
2
〉 = 〈ρ′v′′〉 · g.
(25)
∂ρˆX˜i
∂t
+ ∇ · (ρˆv˜X˜i) + ∇ · (ρ ˜v′′X′′i ) = 0. (26)
as derived in Appendix A. Note that the turbulent kinetic energy is
now defined as the Favre average $ = ˜|v′′|2/2.
The only terms that are not mirrored2 in the model of Kuh-
fuss (1986) are the ones containing turbulent fluctuations of the
pressure due to the assumption of instant horizontal pressure equi-
libration. Different from the Reynolds-decomposed equations, the
total mass flux 〈ρvr〉 factorises as 〈ρvr〉 = ρˆv˜r. This eliminates both
the turbulent mass flux term 〈ρ′v′r〉 from the continuity equation
and the term 〈ρ′v′rg〉 from the total energy equation, while 〈ρ′v′rg〉
still naturally appears as a source term in the kinetic energy equa-
tion. Thus, the choice of discarding the 〈ρ′v′rg〉 term in the energy
equation is not actually an approximation in the model of Kuh-
fuss (1986), and there is in fact no need to include extra terms in
the Kuhfuss model to achieve full consistency with the spherically-
averaged fluid equations. Instead, we simply need to treat some of
the evolved quantities in the Kuhfuss model as Favre averages and
solve the following equations for mass, momentum, internal en-
ergy, partial mass fractions Xi, and turbulent kinetic energy $:
∂ρˆ
∂t
+
1
r2
∂r2ρˆv˜r
∂r
= 0, (27)
∂ρˆv˜r
∂t
+
1
r2
∂r2ρˆv˜r
∂r
+
∂(Pˆ + Pt)
∂r
= −ρˆg + 4
3r3
∂
∂r
[
r3µ
(
∂v˜r
∂r
− v˜r
r
)]
,
(28)
∂ρˆ˜
∂t
+
1
r2
∂
∂r
[
r2ρˆ˜v˜r
]
+
Pˆ
r2
∂r2v˜r
∂r
−αe
r2
∂
∂r
[
r2ρˆΛ$1/2
(
∂˜
∂r
+ Pˆ
∂(1/ρˆ)
∂r
)]
= 〈ρ′v˜′′r 〉g + CD ρˆ
$3/2
Λ
+
4
3
αµρˆΛv˜′′r
(
∂v˜r
∂r
− v˜
r
)2
, (29)
∂ρˆX˜i
∂t
+
1
r2
∂
∂r
[
r2ρˆX˜iv˜r
]
− αX
r2
∂
∂r
[
r2ρˆΛ$1/2
(
∂X˜i
∂r
)]
= 0, (30)
∂ρˆ$
∂t
+
1
r2
∂
∂r
[
r2v˜rρˆ$
]
+
Pt
r2
∂r2v˜r
∂r
− α$
r2
∂
∂r
(
r2ρˆΛ$1/2
∂$
∂r
)
= −〈ρ′v˜′′r 〉g −CD ρˆ
$3/2
Λ
. (31)
Here, the turbulent viscosity is defined analogously to Section 3.1
2 Bear in mind that the Reynolds stress tensor is broken up into a trace part
and a trace-free part in the Kuhfuss model.
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as µ = αµρˆΛ δv, and for reasons explained above, we still prefer
to feed the energy from turbulent viscous dissipation directly into
internal energy. Note that one can also formulate an equation for the
mole fractions Yi instead of Equation (30); its form is completely
analogous.
To close the system, we assume that the root-mean-square ra-
dial velocity fluctuations δv are related to the total turbulent kinetic
energy as δv = $1/2, reflecting the rough equipartition between
radial and non-radial velocity fluctuations in multi-D simulations.
Different from Kuhfuss (1986), we shall use Pt = ρˆ δv2 = ρˆ$ (as
originally proposed by Stellingwerf 1982) in our numerical imple-
mentation, which makes for a larger force from the turbulent pres-
sure gradient in the momentum equation. Although this is some-
what inconsistent, it does not fundamentally alter the structure and
properties of the turbulence model. The source term 〈ρ′v′′r 〉 can be
expressed as 〈ρ′v′′r 〉 = δρ δv using the MLT density contrast 3
δρ = Λ
(
∂ρˆ
∂r
− 1
c˜2s
∂Pˆ
∂r
)
. (32)
The model contains six adjustable non-dimensional parameters,
namely α as the ratio of the mixing length to the pressure scale
height, and the coefficient CD for turbulent dissipation, αµ for the
turbulent viscosity, and αe, αX , and α$ for the turbulent transport
of bulk energy, mass fractions, and turbulent kinetic energy. In
our implementation, we shall set all of these coefficient to unity
(CD = αµ = αe = α$ = αX = 1) except for the mixing-length
coefficient α. In fact, we shall see that αe = αX = 1 must hold for
consistency reasons given the assumed form of the term −〈ρ′v′′r 〉g
for buoyant driving.
3.3 Compatibility with the Second Law of Thermodynamics
In the light of our discussion of entropy conservation earlier in this
paper, the form of the Equations (27-31) appears puzzling at first
glance: It is easy to see that the additional terms from turbulent
stresses, turbulent viscosity, and turbulent dissipation either con-
serve or generate entropy and are thus compatible with the second
law of thermodynamics. The sink term from buoyant driving in the
internal energy generation seems to violate the second law, how-
ever. It appears that the price for energy conservation is the possi-
bility of a decrease in entropy in the bulk flow due to the generation
of turbulent kinetic energy, i.e. a violation of the second law of ther-
modynamics. This is especially curious since we cannot blame this
sink term on the inconsistent treatment of the turbulent mass flux
anymore, which has simply disappeared in the Favre decomposi-
tion.
The solution to this conundrum is that this sink term cancels
an extra entropy source term that emerges from the convective en-
ergy flux term. In order to see this, let us first determine the change
of entropy due to the convective transport (denoted by the sub-
script “conv”) of energy and mole fractions. It is convenient to con-
sider the convective derivative of thermodynamic quantities, whieh
can be obtained from the fluxes in the conservation equations in a
straightforward manner, e.g.,(
d˜
dt
)
conv
= −∇ · Fconv
ρˆ
, (33)
for the internal energy. It is also advantageous not to spell out the
3 Note that this is equivalent to the expression ρˆ δvω2BVΛ ussed in 2.2.
del operator in spherical polar coordinates. With these considera-
tions in mind, we obtain the rate of change of the fluid entropy due
to turbulent transport as
T˜
(
ds˜
dt
)
conv
=
(
d˜
dt
)
conv
−
∑
i
µi
(
dY˜i
dt
)
conv
=
1
ρˆ
∇ ·
{
αeΛ δv
[
ρˆ∇ + Pˆ∇
(
1
ρˆ
)]}
−
∑
i
µ˜i
ρˆ
∇ ·
(
αX ρˆΛ δv∇Y˜i
)
,
(34)
where µ˜i denotes the chemical potential for species i (and not the
turbulent viscosity).4 For this to be a conservation equation, we
would need the RHS to be of the form ρˆ−1T˜∇ · Fs, where Fs is
an MLT turbulent entropy flux proportional to Λρˆ δv∇s˜. We can ob-
tain such a term by means of rearrangements on the RHS if αe = αX
(which we shall always assume henceforth), but are then left with
an extra term,
T˜
(
ds˜
dt
)
conv
=
1
ρˆ
∇ ·
{
αeΛ δv
[
ρˆ∇ + P∇
(
1
ρˆ
)
−
∑
µ˜iρˆΛ δv∇Y˜i
]}
+
∑
i
(
αeΛ δv∇Y˜i
)
∇µ˜i (35)
=
1
ρˆ
∇ ·
(
αeΛ ρˆ δv T˜∇s˜
)
+
∑
i
αeΛ δv∇Y˜i∇µ˜i
=
T˜
ρˆ
∇ · (αeΛρˆ δv∇s˜) + αeΛ δv
∇s˜∇T˜ + ∑
i
∇Y˜i∇µ˜i
 .
Expressed as a Eulerian equation for ρˆs˜, this becomes(
∂ρˆs˜
∂t
)
conv
= ∇ · (αeΛρˆ δv∇s˜) + αeρˆΛ δv
T˜
∇s˜∇T˜ + ∑
i
∇Y˜i∇µ˜i
 .
(36)
Now consider the entropy change due to the sink term from buoyant
driving (subscript “buoy”) in the internal energy equation (29),(
∂ρˆs˜
∂t
)
buoy
= ρˆ
(
∂s˜
∂t
)
buoy
=
ρˆ
T˜
(
∂˜
∂t
)
buoy
=
〈ρ′v′′〉 · g
T˜
(37)
In order to obtain a form containing quadratic terms in some gradi-
ents of thermodynamic quantities as in Equation (35), we assume
hydrostatic equilibrium so that we can replace g with ∇Pˆ/ρˆ:(
∂ρˆs˜
∂t
)
buoy
=
〈ρ′v′′〉 · ∇Pˆ
ρˆT˜
=
Λ δv
ρˆT˜
( ∂ρ
∂P
)
s,Yi
∇Pˆ − ∇ρˆ
 · ∇Pˆ (38)
In fact, there is some motivation for consistently using ∇Pˆ/ρˆ as
the effective gravity for non-hydrostatic flow because this ensures
that the growth rate of turbulent kinetic energy is compatible with
the growth rate of the compressible Rayleigh-Taylor instability (for
which see, e.g., Bandiera 1984; Benz & Thielemann 1990; Mu¨ller
et al. 1991; Zhou 2017).
After expanding ∇Pˆ in terms of the partial derivatives of P
with respect to s, Yi, and ρ, the term ∇ρˆ cancels out, and we obtain(
∂ρˆs˜
∂t
)
buoy
=
Λρˆ δv
ρˆT˜
(
∂ρ
∂P
)
s,Yi
(∂P∂s
)
ρ,Yi
∇s˜ +
∑
i
(
∂P
∂Yi
)
ρ,s
∇Y˜i
 · ∇Pˆ.
(39)
4 Note that in the strictest sense the thermodynamic quantities T˜ , µ˜i, and
Pˆ are not Favre/Reynolds averages, but functions of the Favre/Reynolds
averages of ρˆ, ˜, and Y˜i, i.e. they are to be understood as T˜ = T (ρˆ, ε˜, Y˜i),
and so forth.
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We can then exploit Maxwell’s relations5 (∂P/∂s)ρ,Yi =
(∂T/∂ρ−1)s,Yi and (∂P/∂Yi)ρ,s = (∂µi/∂ρ
−1)s,Yi to replace the ther-
modynamic derivatives of P,(
∂ρˆs˜
∂t
)
buoy
= −Λρˆ δv
T˜
(
∂ρ
∂P
)
s,Yi
[
∇s˜
(
∂T
∂ρ
)
s,Yi
+
∑
i
∇Y˜i
(
∂µi
∂ρ
)
s,Yi
]
· ∇Pˆ
= −Λρˆ δv
T˜
[
∇s˜
(
∂T
∂P
)
s,Yi
+
∑
i
∇Y˜i
(
∂µi
∂P
)
s,Yi
]
· ∇Pˆ (40)
We can further rewrite this as(
∂ρˆs˜
∂t
)
buoy
=
Λρˆ δv
T˜
{
− ∇s˜ · ∇T˜ −
∑
i
∇Y˜i · ∇µ˜i (41)
+ ∇s˜ ·
(∂T∂s
)
P,Yi
∇s˜ +
∑
j
(
∂T
∂Yi
)
P,s,Yk ,k,i
∇Y˜ j

+
∑
i
∇Y˜i
(∂µi∂s
)
P,Yi
∇s˜ +
∑
j
(
∂µi
∂Y j
)
P,s,Yk ,k, j
∇Y˜ j
 }.
The terms in the first line cancel the extra source term in
(∂ρˆs˜/∂t)conv if and only if αe = 1 and αX = 1. Thus, only the
terms in the second and third line remain as a net source or sink
term for the entropy. In order to better understand these terms, we
reformulate them in terms of the MLT entropy and mole fractions
contrasts δs and δYe by eliminating δv in favor of the convective
turnover time τ = Λ/δv,(
∂ρˆs˜
∂t
)
buoy
=
Λρˆ δv
T˜
−∇s˜ · ∇T˜ −∑
i
∇Y˜i · ∇µ˜i
 (42)
+
ρˆ
τT˜
[ (
∂T
∂s
)
P,Yi
δs2 +
∑
j
(
∂T
∂Yi
)
P,s,Yk ,k,i
δs δY j
+
∑
i
(
∂µi
∂s
)
P,Yi
δs δYi +
∑
i, j
(
∂µi
∂Y j
)
P,s,Yk ,k, j
δYi δY j
]
,
The terms in the second and third line can be identified as the con-
tribution of the mixing entropy for material with s = s˜ ± δs and
Yi = Y˜i ± δYi, which is liberated per convective turnover time. This
is demonstrated in Appendix B for a general multi-species fluid (cp.
§ 21 in Landau & Lifschitz 1969 for the case of constant composi-
tion).
For well-behaved equations of state the mixing entropy is al-
ways positive; thus the Kuhfuss model actually predicts the correct
positive entropy change due to turbulent mixing. This is particularly
easy to see for the case without composition gradients, in which
case the sum of Equations (36) and (41) reduces to(
∂ρˆs˜
∂t
)
conv
+
(
∂ρˆs˜
∂t
)
buoy
=
Λρˆ δv
T˜
(
∂s˜
∂r
)2 (
∂T
∂s
)
P,Yi
=
Λρˆ δv
T˜
(
∂s˜
∂r
)2
c−1P > 0,
(43)
where cP is the heat capacity at constant pressure.
This analysis of the entropy source term shows that the Kuh-
fuss model is compatible with the second law, providing the cor-
rect, unavoidable rate of entropy generation in the absence of tur-
bulent dissipation and turbulent viscosity. Including a source term
for buoyant driving in the total energy equation therefore also over-
estimates entropy generation by turbulent mixing and dissipation.
Moreover, αe and αX are actually not free parameters, they are fixed
by the coefficient of the buoyant driving term and the requirement
5 Note that one can use ∂/∂ρ−1 = −ρ2∂/∂ρ for all derivatives with respect
to ρ−1.
of a correct entropy generation rate from turbulent mixing. Only
the “equation of state” Pt(ρˆ, $) of the turbulent “eddy gas”, α$, αµ,
and the mixing length parameter α remain as free parameters (un-
less there are further, yet undiscovered consistency requirements).
We need to stress, however, that consistency with energy con-
servation and with the second law does not mean that the Kuhfuss
model is accurate for the supernova problem. The closure relations
in the model are still based on an MLT ansatz that may not be valid
in the regime of strong compressibility and for the typical flow ge-
ometry encountered in supernova explosions. Constructing appro-
priate closures for the turbulent fluctuations that include compress-
ibility effects is anything but trivial (see, e.g., Canuto 1993, and
also Duffell 2016 for a thoughtful attempt in the case of the com-
pressible Rayleigh-Taylor instability).
3.4 Numerical Implementation
In order to illustrate the explosion dynamics of 1D models that in-
corporate effects of turbulence, we implement the model from Sec-
tion 3.2 in the neutrino radiation hydrodynamics code CoCoNuT-
FMT (Mu¨ller et al. 2010; Mu¨ller & Janka 2015) and run three dif-
ferent variations of the model for the 20M progenitor of Woosley
& Heger (2007). CoCoNuT-FMT is a finite-volume code for gen-
eral relativistic hydrodynamics in spherical polar coordinates with
the xCFC approximation for the metric (Cordero-Carrio´n et al.
2009). It uses higher-order reconstruction and an approximate Rie-
mann solver combined with a stationary, fast multi-group neutrino
transport (FMT) scheme as described in Mu¨ller & Janka (2015).
Since CoCoNuT-FMT is a relativistic code, some care is re-
quired to implement the turbulence model from Section 3, which
is formulated in the Newtonian approximation. Since general rel-
ativistic effects are unimportant and velocities are well below the
speed of light in the gain layer as the main region of interest, one
can dispense with a detailed re-derivation of the equations in full
relativity and simply include a few heuristic modifications: All flux
terms pick up an extra factor Nφ4 in terms of the lapse function
N and the conformal factor φ of the conformally flat metric, and
all conserved quantities pick up an extra factor φ6. Moreover, we
use the relativistic expression for the MLT density contrast ρ′ (cp.
Mu¨ller et al. 2013),
ρ′ = Λ
(
∂ρˆ(1 + ˜/c2)
∂r
− 1
c2s
∂Pˆ
∂r
)
, (44)
when computing the Brunt-Va¨isa¨la¨ frequency and buoyant driving.
Whether one computes the gravitational acceleration simply as the
derivative of the lapse function or includes relativistic correction
factors is immaterial in practice.
The terms in the turbulence model are implemented in an
operator-split approach except for the convective energy flux and
the corresponding turbulent fluxes in the equations for the mass
fractions and the Favre-averaged electron fraction Y˜e; these are
added directly to the hydro fluxes obtained from the Riemann
solver.
The operator-split update of the turbulent kinetic energy and
the bulk fluid energy and momentum are staged as follows: We first
integrate the terms for buoyant energy generation and dissipation,
∂$
∂t
= max(ω2BVΛ$
1/2, 0) − ρˆ$
3/2
Λdiss
. (45)
Here we deviate from Kuhfuss (1986) and Wuchterl & Feuchtinger
(1998) by introducing a dissipation length Λdiss that may be dif-
ferent from the mixing length Λ. The rationale for this is that the
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identification of Λdiss and Λ can lead to excessive overshoot into the
convectively stable atmosphere of the proto-neutron star. We limit
the dissipation length by balancing the turbulent kinetic energy and
the work against buoyancy for overshooting by a distance Λdiss,
Λdiss = max
min
Λ,
√
$2
max(−2ω2BV, 0)
 , 10−10 cm
 . (46)
This is motivated by the realisation that the penetration depth of
convective plumes from the gain region is not simply a fixed mul-
tiple of the pressure scale height, but regulated by the kinetic en-
ergy of the overshooting plumes and the Brunt-Va¨isa¨la¨ frequency in
the convectively stable cooling layer (Murphy et al. 2009, see their
Equation 26). This limiting procedure for the dissipation length is
only applied in regions where ω2BV < 0 indicates convective stabil-
ity.
Since the source term for buoyant driving vanishes for $ = 0,
care must be taken to ensure that convective motions can actually
grow. One possibility is to imposes a small seed value for$ as done
by Couch et al. (2019). We instead circumvent this problem alto-
gether by evolving δv, whose evolution equation can be obtained
using the chain rule:
∂δv
∂t
= max
(
ω2BVΛ
2
, 0
)
− CD
2
ρˆ
$2
Λdiss
. (47)
No seed for δv is required since ∂δv/∂t is non-zero even for δv = 0.
Since this equation is stiff if Λdiss is very small, we solve for the
value δvnew at the next time step implicitly, and afterwards solve
∂˜
∂t
= −max(ω2BVΛ$1/2, 0) + ρˆ
$3/2
Λdiss
. (48)
by updating the internal energy as
˜new = ˜old + (δv2old − δv2new). (49)
As discussed in Section 3.3, one can argue that ρˆ−1∂Pˆ/∂r should
actually replace g as the effective gravitational acceleration in the
source term for buoyant driving in the turbulent kinetic energy
equation (31) and in the calculation of the Brunt Va¨isa¨la¨ frequency.
This would have the virtue that the direction of unstable gradients
would reverse once the pressure gradient behind the shock becomes
positive as in the case of Rayleigh-Taylor later during the explosion
(Chevalier 1976; Mu¨ller et al. 1991; Fryxell et al. 1991). Using
ρˆ−1∂Pˆ/∂r as the effective gravity can, however, create numerical
problems at the shock, and following late-time mixing instabilities
would also require other changes in the model assumptions, e.g., on
the mixing length (Duffell 2016). For this reason, we still choose to
compute the Brunt-Va¨isa¨la¨ frequency using the gravitational accel-
eration g instead of ρ−1∂Pˆ/∂r.
We next update the fluid velocity according to
∂v˜r
∂t
= −1
ρˆ
∂Pt
∂r
, (50)
and then perform a step for diffusion, advection, and P dV work,
∂ρˆ$
∂t
= − 1
r2
∂
∂r
[
r2ρˆv˜r$
]
− Pt
r2
∂r2v˜r
∂r
− α$
r2
∂
∂r
(
r2ρˆΛ$1/2
∂$
∂r
)
.
(51)
Finally, we integrate the turbulent viscosity terms,
∂v˜r
∂t
=
4
3ρˆr3
∂
∂r
[
r3µ
(
∂v˜r
∂r
− v˜r
r
)]
, (52)
∂˜
∂t
=
4
3
Λ$1/2
(
∂v˜r
∂r
− v˜r
r
)2
, (53)
and convert back from the primitive variables to the conserved vari-
ables in general relativity,
4 NUMERICAL RESULTS
We evolve the 20M progenitor of Woosley & Heger (2007) un-
til 13 ms after collapse and then switch on the turbulence terms.
We compare three variations of the turbulence model described in
Sections 3.2 and 3.4:
• As a baseline model, we consider a case where turbulent vis-
cosity is switched off.
• As a second case, we run another model without turbulent vis-
cosity, where we switch off the sink term for buoyant driving in
the internal energy equation at 42 ms after bounce. In other words,
instead of Equation (48), we solve
∂˜
∂t
= ρ
$3/2
Λdiss
(54)
as in Couch et al. (2019). This case illustrates the effect of energy
non-conservation.
• In a third simulation, we revert to the conservative formulation
of buoyant driving and switch on turbulent viscosity.
All the dimensionless parameters are set to unity in those three
cases, i.e. α = αe = αX = α$ = αµ = CD = 1 .
In addition, we also investigate the influence of the mixing-
length parameter α in the conservative case without turbulent vis-
cosity in another three runs with α = 0.6, α = 1.5, and α = 2 while
keeping α$ = CD = 1 (as well as αe = αX = 1 as dictated by
consistency requirements, see Section 3.3).
Figure 1 compares the shock trajectories and diagnostics ex-
plosion energies Ediag for the first three cases. Following the usual
definition (Buras et al. 2006; Mu¨ller et al. 2012a), we compute Ediag
as the total (internal+kinetic+potential) energy of the material that
is nominally unbound at a given time. The turbulent kinetic energy
$ is included in the total energy.
4.1 Impact of Energy Non-Conservation
The shock is revived in all three cases, but the explosion dynamics
is significantly different. Comparing the two runs with and without
the sink term for buoyant driving in the internal energy equation,
we find that ignoring energy conservation in turbulence models has
serious repercussions. Shock revival occurs more than 100 ms later
for the energy-conserving turbulence model.
What is even more concerning, however, is that the rise of
the explosion energy after shock revival is completely different.
With the conservative formulation of the buoyant driving term, Ediag
grows slowly to reach little more than of ∼1049 erg. The diagnostic
energy then decreases again so that the ejecta are only marginally
unbound in the end. Even though the shock continuously propa-
gates outward, the result is only a fizzle and not a full-blown ex-
plosion. Figure 3 provides more explanation for this behaviour by
comparing profiles of the total specific energy e˜tot and radial veloc-
ity from the conservative and non-conservative model for similar
shock radii. For a given shock radius, the conservative model con-
sistently exhibits lower e˜tot and radial velocity behind the shock.
The turbulent flux terms and the turbulent pressure evidently alter
the thermodynamic conditions on the downwind side of the shock
sufficiently to maintain continuous shock expansion, but without
pumping an appreciable amount of energy into the ejecta.
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Figure 1. Diagnostic explosion energy Ediag (top panel) and shock trajec-
tories (bottom panel) for three variations of our 1D turbulence model. If
the buoyant driving is formulated in a conservative manner and turbulent
viscosity is not included (black curves), shock revival is obtained but the
explosion fizzles. If energy conservation is explicitly violated (red curve),
the explosion energy reaches ∼2×1051 erg. The inconsistency of this model
also shows in an accelerated rate of increase of Ediag at late times. The con-
servative turbulence model with turbulent viscosity produces an energetic
explosion with an energy of more than 2 × 1051 erg, but the rise of the ex-
plosion energy is faster than in the sophisticated 3D model of Melson et al.
(2015) of the same progenitor, and other considerations also suggest that
a plausible value of the explosion energy is only reached by accident (see
text).
The late-time behaviour of the case with a non-conservative
formulation of the buoyant driving term is particularly disturbing
as it is clearly unrealistic. Initially, the rise of Ediag slows down as
physically expected from a declining neutrino heating rate with a
visible break around a post-bounce time of 450 ms. A few hundreds
of miliseconds later, however, Ediag again starts to increase at an
accelerated rate.
These findings lead to two conclusions: First, the question of
total energy conservation clearly must not be ignored when formu-
lating a 1D turbulence model for supernova explosions; it is crucial
for the energetics of the explosion. Second, correctly reproducing
the energetics within a 1D turbulence model is evidently a very dif-
ferent matter than merely reproducing shock revival and shock ex-
pansion in a seemingly realistic way. It is non-trivial to ensure that
the shock propagation is coupled to the explosion energetics in the
same manner as it is in multi-D simulations, where the shock veloc-
ity vsh roughly follows the analytic scaling law derived by Matzner
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Figure 2. Diagnostic explosion energy Ediag (top panel) and shock trajecto-
ries (bottom panel) for the conservative turbulence model without turbulent
viscosity for four different values of the mixing length parameter α. In all
cases, the shock is revived, but the explosion energy remains very low. Due
to feedback effects (in particular the decrease of the turbulent pressure for
large α), the time of shock revival depends non-montonically on α.
& McKee (1999),
vsh ∼
√
Ediag
Mgain
(
Mgain
ρprer3
)0.19
(55)
in terms of Ediag, the mass Mgain between the shock and the gain
radius, and the pre-shock density ρpre as shown by Mu¨ller (2015).
The conservative model without turbulent viscosity does not ensure
this, and is therefore also unsatisfactory.
One might suspect that the low explosion energy in the con-
servative case is just an accidental pathology due to an unfortunate
choice of the non-dimensional parameters. Varying the mixing-
length parameter α does not qualitatively change the behaviour of
the model, however. Figure 2 shows that the explosion energy re-
mains unacceptably low even if we vary α over a wide range from
α = 0.6 to α = 2. Whether different choices for α$ and CD could
remedy the problem of fizzling explosions is a moot point; if this
were the case, one could still justifiably doubt the robustness of a
model that can easily behave in an unsatisfactory manner.
As an aside, Figure 2 reveals that the simulations do not re-
act monotonically to changes in α if α is varied over a wider range
than in Couch et al. (2019). The models with α = 1.5 and α = 2
actually explode later than the one with α = 1, but then result in
faster shock expansion once the explosion sets in. Although this
may seem puzzling at first glance, such a non-monotonic behav-
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Figure 3. Profiles of the radial velocity v˜r (left column) and the total specific energy e˜tot (excluding rest-mass contributions) in units of MeV per baryon mass
mb (right column) for the two runs without turbulent viscosity at three different stages of shock propagation to 500 km, 1000 km, and 3000 km (top to bottom).
The post-bounce times at which these shock radii are reached are indicated in the legends. Black and red curves are used for the model with a conservative
and non-conservative formulation of buoyant driving, respectively. In the model that respects total energy conservation, the post-shock velocity is consistently
lower and the material in the outer part of the post-shock region is only marginally unbound.
ior is not unexpected. As α is increased, buoyant driving becomes
stronger for the same superadiabatic gradient, but on the other hand
mixing becomes more effective at flattening the unstable gradient
in the gain region for a given turbulent velocity, which in turn re-
duces buoyant driving. If α is increased sufficiently, the net result
of these two competing effects can be, at least in certain situations,
a decrease of the turbulent pressure and a smaller shock radius.
4.2 The Full Model with Turbulent Viscosity and its
Limitations
But could 1D turbulence models fare better if they included more
turbulent correlation terms, or if some of the dimensionless coef-
ficients were adjusted? The conservative model with turbulent vis-
cosity superficially points in this direction, as it respects energy
conservation and reaches an explosion energy that is not far from
the values observed for supernovae from progenitors with massive
helium cores like SN 1987A with ∼1.5×1051 erg (Arnett et al. 1989)
and Cas A with ∼2.3 × 1051 erg (Orlando et al. 2016).
Nonetheless, this turbulence model also fails to convince upon
closer examination. The diagnostic energy rises significantly faster
than in the exploding 3D model of Melson et al. (2015) for the
same progenitor, and also faster than in other 3D explosion models
of progenitors above 15M (Lentz et al. 2015; Mu¨ller et al. 2017;
Vartanyan et al. 2019). One could assume that this is simply the
consequence of early shock revival in this model, and might be
fixed by a reasonable adjustment of the dimensionless parameters
of the turbulence model, or by eliminating potential inconsistencies
in the formulation of the turbulent viscosity term at the shock.
However, if the turbulence model could be tweaked to achieve
more realistic explosion dynamics, this would still not imply that it
captures the relevant physics of multi-D models consistently. There
are several outstanding issues that would still need to be addressed.
In multi-D, the explosion energy is supplied mostly by nu-
cleon recombination of neutrino-driven outflows, which contributes
an energy of nuc = 5-8 MeV per baryon6 in the outflows (Marek &
Janka 2009; Mu¨ller 2015). The total enthalpy and mass flux in the
outflows are remarkably constant over a wide range in radius; the
total enthalpy flux in the downflows varies more strongly, but is a
subdominant contribution to the angle-integrated total enthalpy flux
6 This range of values also accounts for some losses from turbulent energy
transfer between the outflows and downflows (Mu¨ller 2015).
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Figure 4. Top: convective energy flux Fconv (black), turbulent kinetic en-
ergy flux F$ (red), and total energy flux Ftot (blue) (including turbulent
fluctuations and the bulk flow) in the conservative model without turbulent
viscosity. Bottom: Fconv (black) and Ftot (blue) at a post-bounce time for
a 3D explosion model of an 11.8M progenitor (Mu¨ller et al. 2019). The
fluxes for the 3D model are shown at a post-bounce time of 0.455 s, where
the shock radius is about 3000 km as in the 1D model of the 20M star.
At this point, the explosion energy of the 3D model is about 1050 erg. The
total energy flux is similar to nuc M˙turb (magenta curve) over a wide range
in radii assuming a recombination energy of nuc = 5 MeV.
outside a few hundred kilometres (see Figure 18 in Mu¨ller 2015).
What a turbulence model would need to reproduce to be viewed as
consistent during the rise phase of the explosion energy is a convec-
tive total enthalpy flux of nuc M˙out from the recombination radius
out to several thousands of kilometres, where most of the mass of
the accumulated ejecta is located.
Given that turbulence models can produce convective veloci-
ties that match multi-D simulations reasonably well (see Figure 1
in Couch et al. 2019), one may grant that they can also be used
to roughly predict the outflow rate as7 M˙out ∼ 2pir2ρˆ δv. Since the
energy carried by the outflows is split between internal energy and
kinetic energy (whose contribution is more important at large radii),
7 During the rise phase of the explosion energy, one can neglect the spheri-
cally averaged velocity v˜r when estimating the outflow rate because v˜r < cs,
whereas δv = O(cs). Once v˜r approaches the speed of sound, the cycle of
accretion, neutrino heating, and mass ejection ceases, and the rise of the ex-
plosion energy proceeds at a slower rate during the subsequent wind phase,
cp. (Marek & Janka 2009; Mu¨ller 2015).
there is also some justification for interpreting the kinetic contribu-
tion to the energy flux into the ejecta as arising from “turbulent vis-
cosity” in the framework of a spherical Reynolds decomposition,
although this interpretation may not be very intuitive or useful.
But if the plausible energetics in the run with turbulent vis-
cosity is more than a lucky coincidence resulting from a fortunate
choice of non-dimensional model parameters to ensure that the to-
tal energy flux Ftot = Fconv + Fvisc + F$ carried by the overturn
motions is roughly given by the outflow rate times the recombina-
tion energy, e.g.,
Fconv + Fvisc + F$ ∼ 12 ρˆ δvnuc ∼
nuc M˙out
4pir2
(56)
over a wide range of radii outside the recombination region. This
holds quite well in 3D simulations outside ≈ 200 km out to some
distance behind the shock during the explosion phase as exempli-
fied by Figure 18 in Mu¨ller (2015).
Since the fluxes Fconv, Fvisc, and F$ are computed from lo-
cal gradients of ˜, Pˆ, v˜r, and $, it is hard to conceive of such a
mechanism: Why would the gradients adjust themselves in such a
manner that the combined turbulent energy flux carries a specific
energy per unit mass that corresponds to the energy liberated at the
recombination radius?
This problem is illustrated further in Figure 4, where we com-
pare Fconv, F$, and the total (turbulent+bulk) energy flux Ftot of
the conservative 1D model without viscosity to Fconv and Ftot in a
3D model of a different progenitor (the 11.8M model of Mu¨ller
et al. 2019) at a similar stage of shock propagation. Although the
profiles of Fconv are somewhat similar (except for a bump around
the recombination radius and a faster drop towards the shock), the
total energy flux is completely different. In the 1D model, Ftot is
completely dominated by the advective bulk energy flux at smaller
radii. By contrast, the total energy flux in the 3D model is roughly
proportional to the turbulent mass flux M˙turb ∼ M˙out,
4pir2Ftot ∼ nuc M˙turb, (57)
which is compatible with the reasoning behind Equation (56). Fig-
ure 4 also shows that the total energy flux is not dominated by any
single term in the Favre-averaged equations; apparently several tur-
bulent terms and the bulk energy flux need to add up to achieve a
total energy flux that is roughly set by Equations (56) and (57).
Since a more detailed analysis of the 3D explosion models in the
framework of Favre decomposition is beyond the scope of the cur-
rent paper, it remains obscure whether and how this can be mirrored
in a 1D turbulence model.
This particular issue is, of course, only a part of a larger prob-
lem that needs to be investigated further: Although Murphy &
Meakin (2011); Murphy et al. (2013); Mabanta & Murphy (2018)
have studied the applicability of closure relations for the turbulent
correlation terms in the Reynolds-averaged hydro equations during
the pre-explosion phase, closures valid for subsonic convection on
the background of the quasi-stationary accretion flow before shock
revival may no longer be applicable during the explosion phase.
With a non-stationary background flow, large-scale overturn mo-
tions over many pressure scale heights, and the emergence of super-
sonic downflows (which clearly renders the anelastic approxima-
tion invalid), one should expect that the closure relations and non-
dimensional parameters in the MLT fluxes need to change signifi-
cantly during the explosion phase. For example, one likely needs to
choose α  1 in the definition of the mixing length Λ = αP/(ρg)
during the explosion phase as the radial correlation length of the
convective flow structures increases. To make matters worse, even
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the direction of unstable gradients changes already during the first
seconds as a positive pressure gradient develops behind the shock,
so that low-entropy material becomes susceptible to being mixed
outward by the Rayleigh-Taylor instability (Chevalier 1976; Mu¨ller
et al. 1991; Fryxell et al. 1991). Rather than providing a consistent
recipe for 1D supernova simulations, the seeming “success” of the
run with turbulent viscosity in fact underscores all of these con-
cerns: It demonstrates that including additional turbulent correla-
tion terms in the turbulence model can have a significant impact
because the usual importance hierarchy of the correlation terms for
low-Mach number convection no longer holds around shock revival
and during the explosion.
Another lingering consistency problem concerns the explosive
nucleosynthesis during the early explosion phase. In multi-D mod-
els, a sizeable fraction of the material synthesised by explosive
burning in the shock is not entrained by the expanding neutrino-
heated bubbles, but channelled into accretion downflows and not
ejected (Mu¨ller et al. 2017; Harris et al. 2017). Capturing this pro-
cess is crucial for consistently predicting the mass of 56Ni made in
the explosion, but may be inherently beyond 1D turbulence models.
Again, the problem lies in the computation of turbulent fluxes from
local gradients. In reality, the outflows should carry a mass flux of
56Ni given by XNi M˙out, where XNi is the freeze-out mass fraction
of 56Ni, which depends on the entropy and expansion time-scale
of the outflows around the freeze-out temperature from nuclear
statistical equilibrium (NSE). It is doubtful that this can be cap-
tured accurately by 1D turbulence models with high accuracy. They
might predict a significant mass flux of 56Ni around the recombi-
nation radius, where the gradients of the mass fractions are steep,
but not at larger radii. Moreover, 1D turbulence models implicitly
assume instantaneous mixing between high-entropy outflows and
low-entropy downflows, which makes the NSE abundances and the
results of explosive burning in the ejected material quite dubious.
5 CONCLUSIONS
Prompted by the recent works of Mabanta et al. (2019) and Couch
et al. (2019), we analysed the consistency of various 1D turbu-
lence models for 1D supernova simulations and further bolstered
this analysis by numerical experiments. Our analysis shows that
the turbulence models of Mabanta & Murphy (2018) and Couch
et al. (2019) implement buoyant driving of convection in a man-
ner that violates energy conservation. This is because they do not
treat the turbulent mass flux consistently, omitting it in the conti-
nuity equation while including it in the source term for buoyant
energy generation. It is important to stress that this problem is not
one of correct numerical discretisation; the non-conservation of en-
ergy is built into the analytic form of the model equations. We also
point out that considerable care must be exercised when formulat-
ing the turbulent flux terms in order to ensure consistency between
the energy and momentum equation (and the turbulent kinetic en-
ergy equation in time-dependent turbulence models), and the cor-
rect direction of the convective energy flux.
We point out that the energy-conserving turbulence model of
Kuhfuss (1986) and Wuchterl & Feuchtinger (1998) already fixes
the inconsistencies in the work of Mabanta et al. (2019) and Couch
et al. (2019). Energy conservation is accomplished by including a
sink term for buoyant driving in the internal energy equation in this
model. Although this sink may appear unintuitive at first glance,
it emerges consistently from a spherical Favre decomposition, and
ensures the correct evolution of the entropy in agreement with the
second law of thermodynamics together with the convective flux
terms. We have implemented the model of Kuhfuss (1986) in the
CoCoNuT-FMT neutrino hydrodynamics code with some minor
modifications to avoid excessive convective overshoot and spuri-
ous generation of turbulent kinetic energy in non-homologously
expanding or contracting flows.
We simulated the collapse and explosion of a 20M progen-
itor using three different variations of this 1D turbulence model
in CoCoNuT-FMT to further illustrate the pitfalls and limitations
of this approach. We find that including buoyant driving as an
energy source term in a non-conservative manner without a cor-
responding sink term dramatically alters the explosion dynamics.
Using the conservative model, the material behind the continu-
ously expanding shock is barely unbound with a final explosion
energy of less than 1048 erg as opposed to ∼2 × 1051 erg with
the non-conservative turbulence model. This result suggests that
non-conservative models as proposed by Mabanta et al. (2019)
and Couch et al. (2019) should be used with considerable cau-
tion. Whether the non-conservative formulation of buoyant driv-
ing not only affects the dynamics of the explosion phase but also
the systematics of “explodability”, which appears rather different
in Couch et al. (2019) than in the parameterised models of Ugliano
et al. (2012); Ertl et al. (2016); Sukhbold et al. (2016); Mu¨ller et al.
(2016a); Ebinger et al. (2019), also needs to be examined further in
the future.
The low explosion energy obtained with our energy-
conserving baseline model demonstrates another consistency prob-
lem of 1D turbulence models. Even if a turbulence model accu-
rately captures the point of shock revival and predicts plausible
shock trajectories, the energetics of the explosion may still be woe-
fully off. A variation of the turbulence model including turbulent
viscosity results in a plausible explosion energy for the 20M pro-
genitor, but we view this as little more than a coincidence at this
stage. It does not imply that 1D turbulence models can consistently
capture the essential physics that governs the energetics of super-
nova explosions in multi-D.
Before 1D turbulence models can be considered significantly
more consistent that other phenomenological approaches to the su-
pernova progenitor-explosion connection (Ugliano et al. 2012; Pe-
jcha & Thompson 2015; Perego et al. 2015; Sukhbold et al. 2016;
Mu¨ller et al. 2016a), many critical issues still need to be addressed.
Most importantly, one needs to account for
(i) the coupling of the explosion energy to the recombination
energy of the neutrino-heated ejecta,
(ii) the violation of the anelastic approximation due to the emer-
gence of high-Mach number flow,
(iii) changes in the radial correlation length of turbulent fluctu-
ations during the developing explosion,
(iv) the violation of the hydrostatic approximation and the emer-
gence of an inverse pressure gradient behind the shock,
(v) the incomplete entrainment of 56Ni from explosive burning
into the neutrino-heated ejecta.
None of the available turbulence models adequately deals with
these daunting challenges yet. If there is a solution – which is not to
be taken for granted – it will likely not materialise in the near future
and will require a considerably more thorough analysis of multi-D
explosion models than has been carried out so far. Because of the
complexity of the problem, we cannot even hope to outline such a
solution at this point.
On the other hand, the consistency problems and pitfalls that
we pointed out should not lead to undue pessimism either. Even
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though 1D turbulence models have a long way to go before they can
become a superior, more consistent method to predict supernova
explosion and compact remnant properties than other approaches,
they may complement other phenomenological supernova models
and prove particularly useful for specific aspects of the progenitor-
explosion connection as many of the other methods have. It is also
noteworthy that the problems pointed out in this work are most
acute during the explosion phase, so that 1D turbulence models
may at least provide a more consistent approach for studying the
conditions for shock revival in 1D across a wide range of stellar
parameters. In order for 1D turbulence models to find their proper
place, it is necessary, however, to investigate and incorporate the
consistency requirements that follow from general physical princi-
ples and supernova explosion physics, to which the present work
will hopefully contribute.
ACKNOWLEDGEMENTS
I acknowledge fruitful discussions with H.-Th. Janka, T. Ertl,
A. Heger, Q. Mabanta, and J. Murphy. This work was supported
by the Australian Research Council through ARC Future Fellow-
ship FT160100035. This research was undertaken with the assis-
tance of resources from the National Computational Infrastructure
(NCI), which is supported by the Australian Government and was
supported by resources provided by the Pawsey Supercomputing
Centre with funding from the Australian Government and the Gov-
ernment of Western Australia.
REFERENCES
Arnett W. D., Bahcall J. N., Kirshner R. P., Woosley S. E., 1989, ARA&A,
27, 629
Bandiera R., 1984, A&A, 139, 368
Benz W., Thielemann F.-K., 1990, ApJ, 348, L17
Biermann L., 1932, Z. Astrophys., 5, 117
Blondin J. M., Mezzacappa A., DeMarino C., 2003, ApJ, 584, 971
Bo¨hm-Vitense E., 1958, Z. Astrophys., 46, 108
Buras R., Janka H.-T., Rampp M., Kifonidis K., 2006, A&A, 457, 281
Burrows A., Goshy J., 1993, ApJ, 416, L75+
Burrows A., Hayes J., Fryxell B. A., 1995, ApJ, 450, 830
Canuto V. M., 1993, ApJ, 416, 331
Canuto V. M., Dubovikov M., 1998, ApJ, 493, 834
Chevalier R. A., 1976, ApJ, 207, 872
Cordero-Carrio´n I., Cerda´-Dura´n P., Dimmelmeier H., Jaramillo J. L., No-
vak J., Gourgoulhon E., 2009, Phys. Rev. D, 79, 024017
Couch S. M., Warren M. L., O’Connor E. P., 2019, preprint,
(arXiv:1902.01340)
Duffell P. C., 2016, ApJ, 821, 76
Ebinger K., Curtis S., Fro¨hlich C., Hempel M., Perego A., Liebendo¨rfer M.,
Thielemann F.-K., 2019, ApJ, 870, 1
Eggleton P. P., 1983, MNRAS, 204, 449
Ertl T., Janka H.-T., Woosley S. E., Sukhbold T., Ugliano M., 2016, ApJ,
818, 124
Favre A. J., 1965, Journal of Applied Mechanics, 32, 241
Foglizzo T., Galletti P., Scheck L., Janka H.-T., 2007, ApJ, 654, 1006
Foglizzo T., et al., 2015, Publ. Astron. Soc. Australia, 32, e009
Fryxell B., Arnett D., Mueller E., 1991, ApJ, 367, 619
Gehmeyr M., Winkler K.-H. A., 1992, A&A, 253, 92
Harris J. A., Hix W. R., Chertkow M. A., Lee C. T., Lentz E. J., Messer
O. E. B., 2017, ApJ, 843, 2
Herant M., Benz W., Hix W. R., Fryer C. L., Colgate S. A., 1994, ApJ, 435,
339
Hu¨depohl L., 2014, PhD thesis, Technische Universita¨t Mu¨nchen
Janka H.-T., 2012, Annual Review of Nuclear and Particle Science, 62, 407
Janka H.-T., Mu¨ller E., 1995, ApJ, 448, L109
Kitaura F. S., Janka H.-T., Hillebrandt W., 2006, A&A, 450, 345
Kuhfuss R., 1986, A&A, 160, 116
Landau L. D., Lifschitz E. M., 1969, Course of theoretical physics. Vol. V,
Statistical Physics, Part I, Pergamon Press, Oxford
Lentz E. J., et al., 2015, ApJ, 807, L31
Mabanta Q. A., Murphy J. W., 2018, ApJ, 856, 22
Mabanta Q. A., Murphy J. W., Dolence J. C., 2019, preprint,
(arXiv:1901.11234)
Marek A., Janka H., 2009, ApJ, 694, 664
Matzner C. D., McKee C. F., 1999, ApJ, 510, 379
Mayle R. W., 1985, PhD thesis, California Univ., Berkeley.
Melson T., Janka H.-T., Bollig R., Hanke F., Marek A., Mu¨ller B., 2015,
ApJ, 808, L42
Mirizzi A., Tamborra I., Janka H.-T., Saviano N., Scholberg K., Bollig R.,
Hu¨depohl L., Chakraborty S., 2016, Nuovo Cimento Rivista Serie, 39,
1
Mu¨ller B., 2015, MNRAS, 453, 287
Mu¨ller B., Janka H.-T., 2015, MNRAS, 448, 2141
Mu¨ller E., Fryxell B., Arnett D., 1991, A&A, 251, 505
Mu¨ller B., Janka H., Dimmelmeier H., 2010, ApJS, 189, 104
Mu¨ller B., Janka H.-T., Marek A., 2012a, ApJ, 756, 84
Mu¨ller B., Janka H.-T., Heger A., 2012b, ApJ, 761, 72
Mu¨ller B., Janka H.-T., Marek A., 2013, ApJ, 766, 43
Mu¨ller B., Heger A., Liptai D., Cameron J. B., 2016a, MNRAS, 460, 742
Mu¨ller B., Viallet M., Heger A., Janka H.-T., 2016b, ApJ, 833, 124
Mu¨ller B., Melson T., Heger A., Janka H.-T., 2017, MNRAS, 472, 491
Mu¨ller B., et al., 2019, MNRAS, 484, 3307
Murphy J. W., Meakin C., 2011, ApJ, 742, 74
Murphy J. W., Ott C. D., Burrows A., 2009, ApJ, 707, 1173
Murphy J. W., Dolence J. C., Burrows A., 2013, ApJ, 771, 52
O’Connor E. P., Couch S. M., 2018, ApJ, 865, 81
O’Connor E., Ott C. D., 2010, Classical and Quantum Gravity, 27, 114103
Orlando S., Miceli M., Pumo M. L., Bocchino F., 2016, ApJ, 822, 22
Pejcha O., Thompson T. A., 2015, ApJ, 801, 90
Perego A., Hempel M., Fro¨hlich C., Ebinger K., Eichler M., Casanova J.,
Liebendo¨rfer M., Thielemann F.-K., 2015, ApJ, 806, 275
Shu F. H., 1992, Physics of Astrophysics, Vol. II. University Science Books
Spiegel E. A., 1963, ApJ, 138, 216
Stellingwerf R. F., 1982, ApJ, 262, 330
Sukhbold T., Ertl T., Woosley S. E., Brown J. M., Janka H.-T., 2016, ApJ,
821, 38
Ugliano M., Janka H.-T., Marek A., Arcones A., 2012, ApJ, 757, 69
Unno W., 1967, PASJ, 19, 140
Vartanyan D., Burrows A., Radice D., Skinner M. A., Dolence J., 2019,
MNRAS, 482, 351
Wilson J. R., Mayle R. W., 1988, Phys. Rep., 163, 63
Woosley S. E., Heger A., 2007, Phys. Rep., 442, 269
Wuchterl G., Feuchtinger M. U., 1998, A&A, 340, 419
Zhou Y., 2017, Phys. Rep., 720, 1
APPENDIX A: FAVRE DECOMPOSITION OF THE
EQUATIONS OF HYDRODYNAMICS
For compressible turbulent flows, it is often advantageous to use
mass-weighted (Favre) averages for the velocity v, specific internal
energy , and mass fractions Xi when decomposing the flow into
an averaged background state and turbulent fluctuations (e.g. Favre
1965). Compared to the usual Reynolds decomposition, the use of
Favre averages significantly simplifies the resulting equations as
it largely eliminates correlations with the density fluctuations. For
reference, we here outline this procedure, and derive the Favre-
averaged continuity, momentum, and energy equation, as well as
the equation for the turbulent kinetic energy. We assume that aver-
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ages are taken over spherical shells, and that the gravitational field
is spherically symmetric.
Favre decomposition uses the same volume-weighted aver-
ages for the density ρ and the pressure P, which we denote with
carets or angled-brackets as in Section 2,
ρˆ = 〈ρ〉 (A1)
Pˆ = 〈P〉. (A2)
For any mass-specific quantity Y (e.g. vi, , Xi), one instead uses
the Favre average, which we denote by a tilde,
Y˜ =
〈ρY〉
ρˆ
. (A3)
and which is used to define the fluctuations Y ′′ (denoted by a double
prime to distinguish them from fluctuations around the Reynolds
average) as
Y ′′ = Y − Y˜ . (A4)
A1 Continuity Equation
Averaging the continuity equation using these definitions leads to
∂〈ρˆ + ρ′〉
∂t
+ ∇ · 〈(ρˆ + ρ′)(v˜ + v′′)〉 = 0 (A5)
∂ρˆ
∂t
+ ∇ · (ρˆv˜ + 〈ρ′v˜〉︸︷︷︸
=0
+ 〈ρv′′〉︸︷︷︸
=0
) = 0, (A6)
∂ρˆ
∂t
+ ∇ · ρˆv˜ = 0. (A7)
Here we have exploited the general relations
〈ρY ′′〉 = 〈(ρˆ + ρ′)Y ′′〉 = 0, (A8)
〈ρ′Y˜〉 = 0. (A9)
A2 Momentum Equation
The Favre-averaged momentum equation can be obtained in a sim-
ilarly straightforward manner. Expanding in terms of averaged and
fluctuating quantities, we obtain
∂
∂t
〈(ρˆ + ρ′)(v˜ + v′′)〉 + ∇ · 〈(ρˆ + ρ′)(v˜ + v′′)(v˜ + v′′)〉
+ ∇〈Pˆ + P′〉 = −〈ρˆ + ρ′〉g, (A10)
which can be simplified to
∂ρˆv˜
∂t
+ ∇ · (ρˆv˜v˜ + 〈ρ′v˜v˜ + ρv′′v˜ + ρv˜v′′〉︸                      ︷︷                      ︸
=0
+〈ρv′′v′′〉) + ∇Pˆ = ρˆg,
(A11)
and,
∂ρˆv˜
∂t
+ ∇ · (ρˆv˜v˜ + ρˆv˜′′v′′〉) + ∇Pˆ = −ρˆg. (A12)
Note that we have omitted the outer product symbol in dyadic prod-
ucts for the sake of brevity and write, e.g., vv instead of v ⊗ v. If
we introduce the Favre-averaged turbulent stress tensor R˜ = v˜v, we
can write this in essentially the same form as Equation (2),
∂ρˆv
∂t
+ ∇ · ρˆv˜v˜ + ∇ · ρˆR˜ + ∇Pˆ = ρˆg. (A13)
The only difference is that the term 〈ρv〉 now factorises as 〈ρvr〉 =
ρˆv˜r. Thus, it is actually consistent to compute the fluid velocity v˜r
as the ratio of the evolved momentum density and mass density;
one need not assume that the turbulent mass flux vanishes in order
to obtain a simple and easily tractable form of the left-hand side of
the momentum equation.
A3 Energy Equation
The Favre-averaged total energy equation is
∂
∂t
〈
(ρˆ + ρ′)(˜ + ′′) +
1
2
(ρˆ + ρ′)(v˜ + v′′) · (v˜ + v′′)
〉
+ ∇ ·
〈
(ρˆ + ρ′)(˜ + ′′)(v˜ + v′′) + (Pˆ + P′)(v˜ + v′′)
+
1
2
(ρˆ + ρ′)(v˜ + v′′)(v˜ + v′′) · (v˜ + v′′)
〉
= 〈(ρˆ + ρ′)(v˜ + v′′)〉 · g.
(A14)
Expanding the various products and retaining only non-vanishing
terms (containing either averaged quantities only, or at least two
fluctuation terms), we obtain
∂
∂t
(
ρˆ˜ + +ρˆ
|v˜|2
2
+ ρˆ
〈|v˜′′|2〉
2
)
+∇·
[
(ρˆ˜ + Pˆ)v˜ + 〈ρ′′v′′〉 + 〈P′v′′〉
]
+ ∇ ·
〈
ρˆ
|v˜|2
2
v˜ + ρv′′(v˜ · v′′) + ρv˜ |v
′′|2
2
+ ρv′′
|v′′|2
2
〉
= ρˆv˜ · g.
(A15)
If we adopt the notation $ = 〈|v′′|2〉/2 for the turbulent kinetic
energy per unit mass and note that v′′(v˜ ·v′′) = (v′′v′′) · v˜, we obtain
an equation that already closely resembles Equation (17),
∂
∂t
(
ρˆ˜ + +ρˆ
|v˜|2
2
+ ρˆ$
)
+ ∇ ·
[
(ρˆ˜ + ρˆ
|v˜|2
2
+ Pˆ)v˜ + ρˆ˜′′v′′
+ 〈P′v′′〉 + ρˆR˜ · v˜ + ρˆv˜$ + 〈ρv′′ |v
′′|2
2
〉
]
= ρˆv˜ · g. (A16)
This is a conservation equation for the sum of the bulk internal
and kinetic energy and the turbulent kinetic energy. With one ex-
ception, all of the flux terms are included in the model of Kuhfuss
(1986), namely the standard total energy flux (ρˆ˜+ ρˆ|v˜|2/2+ Pˆ)v˜ for
the spherically averaged flow, the convective energy flux Fconv =
ρˆ˜′′v′′, the term ρˆR˜ · v˜ for work done by Reynolds stresses8, the ad-
vective flux ρˆv˜$ of turbulent kinetic energy, and the turbulent flux
F$ = 〈ρv′′|v′′|2/2〉 of turbulent kinetic energy. There is no energy
source term from buoyant driving on the right-hand side. The only
term that is explicitly discarded in the model of Kuhfuss (1986) is
the acoustic energy flux 〈P′v′′〉 because of the assumption of instant
horizontal pressure equilibration (P′ = 0).
A4 Turbulent Kinetic Energy Equation
In order to derive the Favre-averaged equation, we first consider the
equation for the total kinetic energy (Shu 1992):
∂ρ|v|2
∂t
+ ∇ ·
(
ρv
|v|2
2
)
+ v · ∇P = ρvg. (A17)
8 Remember that this term is split into a term Ptv containing the turbulent
pressure Pt and a viscous energy flux term in the Kuhfuss model.
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Performing a Favre-decomposition of this equation requires very
much the same steps that led to Equation (A16) and yields,
∂ρˆ(|v˜|2/2 +$)
∂t
+ ∇ ·
(
ρˆv˜
|v˜|2
2
)
+ 〈(v˜ + v′′) · ∇(Pˆ + P′)〉
+ ρˆR˜ · v˜ + ∇ · (ρˆv˜$) + 〈ρv′′ |v
′′|2
2
〉 = 〈(ρ + ρ′)(v˜ + v′′)〉 · g.
(A18)
Manipulating the Favre-averaged momentum Equation (A13) to
obtain the time derivative of v˜,
∂v˜
∂t
+ (v˜ · ∇)v˜ + 1
ρˆ
∇ · ρˆR˜ + ∇Pˆ
ρˆ
= g, (A19)
then allows us formulate an Equation for the kinetic energy of the
bulk flow,
∂ρ|v˜|2
∂t
+ ∇ ·
(
ρˆv˜
˜|v|2
2
)
+ v˜ · ∇Pˆ + v˜ · ∇ · ρˆR˜ = ρˆv˜g. (A20)
After subtracting this equation from (A18), we obtain the Favre-
averaged equation for the turbulent kinetic energy $,
∂ρˆ$
∂t
+ 〈v′′ · ∇P′〉+ (ρˆR˜ · ∇)v˜+∇ · (ρˆv˜$) + 〈ρv′′ |v
′′|2
2
〉 = 〈ρ′v′′〉 · g.
(A21)
Again, the model of Kuhfuss includes all of these terms except the
for the one containing pressure fluctuations P′, which are assumed
to vanish. The term (ρˆR˜ · ∇)v˜ accounts both for P dV work by the
turbulent pressure and for turbulent energy generation by turbulent
viscous stresses, ρˆv˜ accounts for the advection of turbulent kinetic
energy, and 〈ρv′′|v′′|2/2〉 accounts for turbulent diffusion of turbu-
lent kinetic energy. On the right-hand side, we naturally recover the
term 〈ρ′v′′〉 · g for buoyant generation of turbulent kinetic energy.
A5 Advection of Mass Fractions
Favre-averaging the equation for the advection of mass fractions,
∂〈(ρˆ + ρ′)(X˜i + X′′i )〉
∂t
+∇ · 〈(ρˆ+ ρ′)(v˜+ v′′)(X˜i + X′′i )〉 = 0, (A22)
immediately leads to
∂ρˆX˜i
∂t
+ ∇ · (ρˆv˜X˜i) + ∇ · (ρ ˜v′′X′′i ) = 0. (A23)
APPENDIX B: MIXING ENTROPY AT CONSTANT
PRESSURE FOR GENERAL EQUATION OF STATE
Let us consider the final thermodynamic state of two parcels of
gas of equal mass with entropy s˜ ± δs and mole fractions Y˜i ± δYi.
If the mixing occurs at constant pressure P, the total enthalpy is
conserved, and hence the specific enthalpy h is the mean of the
initial specific enthalpies. Thus, the specific entropy s¯ and the mole
fractions Y¯i for the mixed state obey
h(s¯, P, Y¯i) =
h(s˜ + δs, P, Y˜i + δYi) + h(s˜ − δs, P, Y˜i − δYi)
2
. (B1)
Since the partial mass of each species i is conserved, we have
Y¯i =
(Y˜i + δYi) + (Y˜i − δYi)
2
= Y˜i. (B2)
To obtain the specific entropy for the mixed state, we expand
around s˜ and Y˜i, noting that the zeroth-order terms are identical
on both sides and that the first-order terms vanish on the RHS,(
∂h
∂s
)
(s¯−s˜) =
(
∂2h
∂s2
)
δs2+2
∑
i
(
∂2h
∂s∂Yi
)
δs δYi+
∑
i, j
(
∂2h
∂Yi∂Y j
)
δYi δY j.
(B3)
Note that we did not denote the variables that are kept constant in
the derivatives to avoid clutter; since we are only using the natural
variables of the enthalpy no confusion arises. The second deriva-
tives on the RHS can be written as derivatives of the temperature
and chemical potentials to obtain the mixing entropy s¯ − s˜ as
s¯ − s˜ = 1
T˜
[ (
∂T
∂s
)
P,Yi
δs2 +
∑
i
(
∂T
∂Yi
)
P,s
δs δYi
+
∑
i
(
∂µi
∂s
)
P,Yi
δs δYi +
∑
i, j
(
∂µi
∂Y j
)
P,s,Yk ,k, j
δYi δY j
]
, (B4)
where we have split the middle term in Equation (B3) into deriva-
tives of T and µi. This is the general expression for the mixing
entropy at constant pressure for small δs and δYi.
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