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The in-plane London penetration depth, ∆λ(T ), was measured using a tunnel diode resonator
technique in single crystals of Ba1−xKxFe2As2 with doping levels x ranging from heavily under-
doped, x=0.16 (Tc=7 K) to nearly optimally doped, x= 0.34 (Tc =39 K). Exponential satura-
tion of ∆λ(T ) in the T → 0 limit is found in optimally doped samples, with the superfluid den-
sity ρs(T ) ≡ (λ(0)/λ(T ))2 quantitatively described by a self-consistent γ-model with two nodeless
isotropic superconducting gaps. As the doping level is decreased towards the extreme end of the
superconducting dome at x=0.16, the low-temperature behavior of ∆λ(T ) becomes non-exponential
and best described by the power-law ∆λ(T ) ∝ T 2, characteristic of strongly anisotropic gaps. The
change between the two regimes happens within the range of coexisting magnetic/nematic order and
superconductivity, x < 0.25, and is accompanied by a rapid rise in the absolute value of ∆λ(T ) with
underdoping. This effect, characteristic of the competition between superconductivity and other
ordered states, is very similar to but of significantly smaller magnitude than what is observed in
the electron-doped Ba(Fe1−xCox)2As2 compounds. Our study suggests that the competition be-
tween superconductivity and magnetic/nematic order in hole-doped compounds is weaker than in
electron-doped compounds, and that the anisotropy of the superconducting state in the underdoped
iron pnictides is a consequence of the anisotropic changes in the pairing interaction and in the gap
function promoted by both magnetic and nematic long-range order.
PACS numbers: 74.70.Xa,74.20.Rp,74.62.Dh
INTRODUCTION
The experimental determination of the symmetry of
the superconducting gap is important to unravel the
mechanism of superconductivity in iron-based supercon-
ductors [1–3]. Measurements of the London penetra-
tion depth [4–6], thermal conductivity [7, 8] and spe-
cific heat [9–11] in electron doped Ba(Fe1−xCox)2As2
(BaCo122) suggest that the superconducting gap changes
significantly with doping, developing nodes at both over-
doped and underdoped dome edges [8, 12, 13]. This
doping evolution is very similar to what is observed in
another electron-doped family, NaFe1−xCoxAs [14, 15]
and LiFeAs [16–19]. It is also consistent with the pre-
dicted dependence of the gap function with doping in
the s+− model [13, 20]. On the other hand, nodal be-
havior is observed at all doping levels in isovalent- sub-
stituted BaFe2(As1−xPx)2 (BaP122) [21]. This remark-
able contrast in two systems that share the same parent
compound prompts a detailed study of the hole doped
Ba1−xKxFe2As2 (BaK122) materials.
In BaK122, a full isotropic gap has been reported in
compositions close to optimal [22–28], whereas strongly
overdoped compositions with x ≈ 1 display nodal super-
conductivity [28–32]. Although these observations sug-
gest a similar trend as compared to the electron-doped
BaCo122 materials [33], there has been no systematic
studies of the superconducting gap structure in the un-
derdoped BaK122 so far. In this doping regime, su-
perconductivity coexists and competes with long-range
magnetic/nematic order [20, 34], making this an ideal
system to investigate the rich interplay between these
ordered states [35, 36]. Interestingly, a sizeable asymme-
try between the normal state properties of the electron-
and hole-doped materials is observed in such underdoped
regime [37–39].
In this work we study the evolution of the temperature
dependence of the in-plane London penetration depth,
∆λ(T ), in high quality single crystals of Ba1−xKxFe2As2
across the underdoped region of the phase diagram
0.16 ≤ x ≤ 0.34. We find that the optimally doped sam-
ples show a weak exponential temperature dependence in
the T → 0 limit, suggesting nodeless isotropic gaps. This
conclusion is consistent with the temperature dependence
of the superfluid density, which can be well fitted using
the self-consistent γ-model with two full gaps in the clean
limit [40]. In contrast, the lowest-Tc samples, deep in the
underdoped regime, show a strong power-law tempera-
ture dependence of ∆λ(T ) in the low-T limit, typical of
strongly anisotropic gaps. The onset of this behavior co-
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FIG. 1. (a) Normalized ∆λ(T ) for samples of Ba1−xKxFe2As2 with x=0.16, 0.19, 0.21, 0.3 and 0.34 (left to right). Middle
panel (b) shows zoom of the actual ∆λ(T ) plotted vs (T/Tc)
2 for a range T/Tc ≤0.3. Right panel (c) shows the same data
over the lowest temperature range T/Tc ≤ 0.1, plotted as a function of (T/0.1Tc)n with n 2.0, 2.3, 2.9, 3.0 and 3.5 ±0.1 for x=
0.16, 0.19, 0.21, 0.3 and 0.34, respectively. Note the systematic decrease of ∆λ(T ) on approaching optimal doping.
incides with the onset of the coexistence between the su-
perconducting and magnetic/nematic phases, indicating
that the anisotropic changes in the pairing interaction
arising from this coexistence play a major role in de-
termining the gap structure in the underdoped regime.
The magnitude of ∆λ(0.25Tc), which serves as a proxy
of the magnitude of the zero-temperature penetration
depth, shows a rapid rise in the range of coexisting mag-
netic/nematic order and superconductivity. Comparison
with the penetration depth data in the electron-doped
counterpart Ba(Fe1−xCox)2As2 reveals that the rapid
rise of ∆λ in the coexistence state is similar in both
materials, as expected for competing electronic ordered
states [41–44]. However, the increase in ∆λ is almost
three times larger in electron-doped materials, suggesting
that the competition between magnetic/nematic order
and superconductivity is weaker in the hole-doped mate-
rials. Interestingly, this electron-hole asymmetry inside
the superconducting state correlates with the asymmet-
ric behavior of the normal state properties, in particular
the nematic susceptibility, as measured by the in-plane
resistivity anisotropy [37] and by elastic constant mea-
surements [45], and pseudogap features in the inter-plane
resistivity [46, 47].
EXPERIMENTAL
The growth and characterization of single crystals of
BaK122 used in this study is described in detail in previ-
ous reports [47, 48]. In brief, measurements were per-
formed on pre-screened crystals with sharp supercon-
ducting transitions and individually measured chemi-
cal compositions with wavelength dispersive x-ray spec-
troscopy (WDS) in JEOL JXA-8200 electron micro-
probe. The composition was measured for 12 points per
single crystal and averaged, yielding statistical errors of
compositional measurement of ±0.005. The London pen-
etration depth ∆λ(T ) was measured using the tunnel-
diode resonator technique [49–51] in our He3 and dilution
refrigerator set-ups; details of the calibration procedure
and data analysis can be found in Ref. 52.
RESULTS AND DISCUSSION
In Fig. 1(a) we show the variation of the London pen-
etration depth ∆λ(T ) from the base temperature to Tc
for five compositions of Ba1−xKxFe2As2 spanning from
x=0.16 (Tc = 7 K, edge of the superconducting dome)
to x=0.34 (Tc = 39 K, nearly optimally doped). The
data are normalized by ∆λ(Tc) and reveal the high qual-
ity of our single crystals as evidenced by the sharpness of
the superconducting transitions and the absence of any
additional features. In Fig. 1(b) we present the same
data plotting the actual ∆λ(T ) as function of the re-
duced temperature T/Tc for 0 < T/Tc ≤ 0.3. This is the
characteristic temperature range in which the supercon-
ducting gap of single-band superconductors can be con-
sidered constant, and in which the temperature depen-
dence of ∆λ(T ) reflects the nodal structure of the gap.
In the clean limit, ∆λ(T ) is expected to depend exponen-
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FIG. 2. (Color online) Superfluid density,
ρs(T ) ≡ (λ(0)/λ(T ))2, of the optimally doped sample
Ba1−xKxFe2As2, x=0.34, calculated from the data of Fig. 1
using λ(0)=200 nm [53] (open symbols). The solid red line
on top of the data is the fit using the self-consistent two-gap
γ-model, with the black and green curves in the main panel
denoting the partial superfluid densities ρ1 (larger gap)
and ρ2 (smaller gap). The temperature dependence of the
corresponding gaps ∆1 and ∆2 is shown in the inset.
tially on temperature in nearly-isotropic nodeless super-
conductors, whereas a linear-in-T behavior is expected
for superconductors with line nodes. Because the ex-
perimental verification of the exponential dependence is
difficult due to noise in the data, the standard procedure
is to fit the data to a power-law function, ∆λ(T ) = ATn.
In this case, exponents n & 3 usually indicate nodeless
gap, whereas n . 2 indicate strong gap anisotropies – ei-
ther due to nodes in the presence of impurity scattering
or due to very deep gap minima [14]. In Fig. 1(b) the
data are plotted as function of (T/Tc)
2. Several features
can be noticed: first, the samples at the very edge of the
dome, x=0.16, display a temperature dependence very
close to T 2, signaling a sizeable gap anisotropy. As op-
timal doping is approached, the magnitude of ∆λ(0.3Tc)
dramatically decreases and the ∆λ(T ) curves progres-
sively flatten at low temperatures. This flattening signals
a full-gap state, though we note that data for T/Tc > 0.15
approximately follow a T 2 behavior.
To shed light on the behavior at optimal doping,
in Fig. 2 we show the superfluid density, ρs(T ) =
λ2(0)/λ2(T ) of the x=0.34 sample. Here, λ(T ) =
∆λ(T ) +λ(0) is obtained by using λ(0) = 200 nm [53] as
the value of the London penetration depth in the T → 0
limit. The superfluid density ρs(T ) shows a clear satura-
tion at low temperatures, evidencing a full-gap supercon-
ducting state, similar to the data of Fig. 1(b). A more
detailed analysis of the ρs(T ) data was made using the
clean-limit γ−model to fit the data [40], as shown by the
red solid line in the same figure. Here ρs = γρ1+(1−γ)ρ2;
the partial superfluid densities ρ1 and ρ2 are shown in
the main panel of Fig. 2, whereas the superconducting
gaps ∆1(T ) and ∆2(T ) are shown in the inset of Fig. 2.
The estimated gap values in the T →0 limit are 6.5 meV
and 3.3 meV, the larger gap being in reasonable agree-
ment with the value of ∼ 6 meV found from specific heat
measurements [54]. This analysis implies that the small
superconducting gap, ∆2, is strongly temperature depen-
dent even for T < 0.3Tc, and the characteristic behavior
can be found only at temperatures at least two times
lower than 0.3Tc. In Fig. 1(c) we show the data over
the temperature range 0 < T/Tc ≤ 0.1, presented as a
power-law function Tn of the reduced temperature, with
exponent n as shown in the main panel.
In Fig. 3 we summarize the doping evolution of the
London penetration depth as found in our study. For
reference in the top panel Fig. 3(a) we show the doping
phase diagram as determined from our TDR and resis-
tivity measurements [47], which are in good agreement
with the phase diagram determined from neutron scat-
tering and magnetization data on polycrystalline sam-
ples of Avci et al. [56]. This analysis reveals two clear
trends: (i) The exponent n of the power-law tempera-
ture dependence of ∆λ, Fig. 3(b), as determined from
the data analysis for 0 < T ≤ Tup with Tup=0.1Tc and
Tup=0.15Tc, decreases from n=3.5 for x=0.34 (which is
technically indistinguishable from an exponential depen-
dence) to n = 2 for x=0.16. (ii) The actual variation of
the London penetration depth ∆λ(Tup) with Tup=0.3Tc
and Tup=0.15Tc – which mimics the doping dependence
of the zero-temperature penetration depth – strongly in-
creases in the same doping regime.
Both effects are more prominent for doping levels x ≤
0.21, where magnetism and nematicity are also present.
Indeed, these trends can be understood theoretically as a
result of the competition and coexistence between mag-
netic/nematic order and superconductivity. On the one
hand, magnetism competes with superconductivity for
the same electronic states [20, 34], which is most directly
revealed by the suppression of the magnetic order pa-
rameter below Tc seen in neutron scattering [56]. Due to
its magnetic origin, nematic order inherits this competi-
tion and also competes with superconductivity [57, 58],
as manifested by the decrease of the orthorhombic distor-
tion – proportional to the nematic order parameter [36] –
below Tc, as measured by x-ray scattering [56]. The com-
petition between these electronic ordered states results in
a suppression of the zero-temperature superfluid density,
and a consequent enhancement of the penetration depth
in the low-temperature limit [41–44], in qualitative agree-
ment with the experimental data.
On the other hand, coexistence with magnetic/nematic
order leads to strong anisotropies in the gap function,
which is also in qualitative agreement with the experi-
mental data. Consider for instance a simplified scenario
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FIG. 3. (a) Doping phase diagram of Ba1−xKxFe2As2 as
determined from resistivity and TDR measurements on sin-
gle crystals [47] (black squares and dots), matching well
the results from neutron scattering and magnetization mea-
surements on polycrystalline samples [55, 56]. Dashed line
shows an extrapolation of the orthorhombic/magnetic transi-
tion lines, Tsm(x) to T → 0. The middle panel (b) shows the
doping evolution of the exponent of the power-law function
n as determined from the data analysis in the temperature
range T/Tc ≤0.1 (black stars) and T/Tc ≤0.15 (red circles).
The bottom panel shows the doping evolution of the magni-
tude of the variation of the London penetration depth at low
temperatures, ∆λ(Tup) with Tup=0.15Tc (red squares) and
Tup=0.3Tc (blue circles).
in which the s+− gap function and the pairing interac-
tion are completely isotropic at optimal doping. Because
nematic order breaks the tetragonal symmetry of the sys-
tem, it gives rise to a d-wave component in the original
s+− gap function in the coexistence state [59, 60]. Due to
the proximity between the d-wave and s+− ground state
energies – as manifested by the existence of a Bardasis-
Schrieffer mode in the Raman spectrum of the optimally
doped samples [61] – this mixing between d-wave and s+−
states can be sizeable, leading to strong anisotropies in
the gap. Furthermore, long-range magnetic order pro-
motes anisotropy in the pairing interaction itself [35].
Due to the anisotropic reconstruction of the Fermi sur-
face caused by the doubling of the unit cell in the mag-
netic phase, the electronic states near the Fermi level
acquire a significant angular dependence, which is trans-
lated to an effectively anisotropic pairing interaction for
the states of the reconstructed Fermi surface. As a re-
sult, the gap nodes that were fully isotropic in the non-
coexistence state develop deep minima, which may even
give rise to nodal behavior [35].
It is instructive to compare these observations with the
results on electron-doped BaCo122. In Fig. 4 we directly
compare the doping phase diagrams (panel (a)) and dop-
ing evolutions of the London penetration depth (panel
(b)) of the hole and electron-doped BaFe2As2 based su-
perconductors. The data for BaCo122 were taken from
Ref. 4. To take into account the fact that the struc-
tural (i.e. nematic) and magnetic transition lines (Ts
and Tm, respectively) coincide in BaK122, but split with
doping in BaCo122, we normalized the compositions of
the samples to those with the lowest measured structural
transition temperatures, x=0.25 in BaK122 and x=0.063
in BaCo122. This comparison reveals very interesting
similarities and differences between these two families.
First, as can be seen from Fig. 4 the Ts(x) boundary
in BaK122 terminates very sharply, suggesting a possible
first order transition with doping between the orthorhom-
bic/nematic and tetragonal phases. Second, the rapid
increase of the London penetration depth ∆λ(Tup) with
underdoping, reflecting the increase of λ(0) [62], has very
different magnitudes for the two types of doping. For
instance, despite using BaK122 samples that are much
closer to the edge of the superconducting dome (Tc=7 K
for x=0.16) than in our previous study of BaCo122 com-
pounds (Tc=7.4 K for x=0.038) [62], we find a three
times smaller increase of ∆λ(0.25Tc) on the hole-doped
side compared to the electron-doped side. This suggests
weaker competition between magnetic/nematic order and
superconductivity in the hole-doped BaK122 than in the
electron-doped BaCo122, which is in line with the sig-
nificantly weaker suppression of the magnetic order pa-
rameter below Tc found in neutron scattering experi-
ments [34, 56]. Similarly, as shown in the inset of panel
(b) in Fig. 4, the normalized resistivity in the normal
state is much less affected by the long-range magnetic
order in BaK122 than in BaCo122. This suggests that
the partial gapping of the Fermi surface by long-range
magnetic order is stronger in the latter case, leaving less
electronic states available for the superconducting state.
We note that the nematic susceptibility is also weaker in
the BaK122 family, as evidenced by the in-plane resis-
tivity anisotropy behavior [37] and the softening of the
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FIG. 4. (a) Comparison of the doping phase diagrams
of hole-doped Ba1−xKxFe2As2 and of the electron-doped
Ba(Fe1−xCox)2As2. The data are plotted using normalized
x/xs composition scale, where xs is a doping boundary of
Ts(x) lines with xs=0.25 for K- and xs=0.063 for Co-doping,
respectively. (b) Doping evolution of the temperature-
dependent part of London penetration depth ∆λ(0.25Tc) in
K-doped (blue circles) and Co-doped (red triangles). Note
three times difference in the magnitude of penetration depth
increase in two cases. Inset in panel (b) shows normalized
temperature-dependent resistivity, R/R(300K), for under-
doped samples with Co-doping x=0.038, x/xs=0.6 and K-
doping x=0.18, x/xs=0.72, plotted using normalized temper-
ature scale, T/Ts. Note that resistivity of K-doped samples
shows very small change at Ts, while that of Co-doped sam-
ples increases significantly below Ts.
shear modulus [45]. Therefore, our findings suggest a
close relationship between the electron-hole asymmetries
of the normal state and superconducting properties. De-
spite displaying different magnitudes, however, the con-
tinuous increase of ∆λ(0.25Tc) with underdoping in both
electron- and hole-doped samples contrasts with the case
of isovalent doping, BaP122, in which a sharp peak in
the low-temperature penetration depth is observed [63].
CONCLUSIONS
In conclusion, our measurements of the London
penetration depth in high quality single crystals of
Ba1−xKxFe2As2 close to the optimal doping level x=0.34
(Tc = 39 K) reveal a superconducting state with two full
gaps ∆1(0)=6.5 meV and ∆2(0)=3.3 meV. On the other
hand, our measurements deep in the underdoped regime,
for x=0.16 (Tc = 7 K), demonstrate that the gap de-
velops significant anisotropies without, however, devel-
oping nodes. Comparison with the electron-doped com-
positions Ba(Fe1−xCox)2As2 reveals a strong asymmetry
of the structure of the superconducting state, which is
nodeless in hole-doped and nodal in electron-doped com-
pounds. These observations suggest that the competi-
tion and the coexistence with magnetic/nematic order
is responsible for the anisotropic structure of the super-
conducting gap in the underdoped regime, and that this
competition is stronger in electron-doped rather than in
hole-doped compounds.
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