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Soit (B,),,,, le mouvement brownien litkaire dimarrant de I’origine, T,;~ =max(tE [O,T]: j;, B, ds+x+ty=a) 
et T,:~ =min( t> T: I:, B, ds+x+fy=n). Dans cette note nous dkterminons la loi du vecteur akatoire 
( Q-<:T> 7<:~, B :, ) 
1. Introduction 
Soient (B,),,,, le mouvement brownien lineaire demarrant de y, X, = jh B,y ds +x sa primitive 
dtmarrant de x, et U,=X,, f 20, le processus bidimensionnel associe, demarrant du point 
(x, Y>. 
Le processus ( U,) ,> o a suscite l’int&&t de nombreux chercheurs, et intervient dans divers 
domaines des mathematiques appliquees (voir [ 1 ] B [ lo] ) 
Dans cette note nous considerons respectivement le dernier et le premier instant, avant 
et apres un temps deterministe T, oii le processus ( fI,),,o atteint la droite (a} X W, 
7 ,,=max(tE [0, T]: X, =a) , 7C~T=min(f>T: X,=a) 
(avec les conventions usuelles max 0 = - co, min $!I = + a). 
Nous designerons par 13, la translation operant sur les trajectoires du processus (U,),,,, 
de la man&e suivante: 
u, 0 4 = u,,, , 
et par r,, le premier instant d’atteinte de la droite (a) X 62 par le processus ( U,),~o, 
7, =min(t>O: X, =a) . 
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Partant de l’equivalence essentielle 
( r,T <s, r<:T > t, BT,fr E C) 6 (T,, 0 8, > t-s, B, 0 6, E Cl , (1) 
C designant un borelien de W, nous allons obtenir la distribution conjointe du triplet 
( Q-<% T& BTtfI), puis en deduire les lois du couple ( T,?, T&.) et de la variable alCatoire 
T jj-. Nous examinerons enfin le cas particulier oti (x, y) = (0,O) et a = 0. 
Introduisons auparavant quelques notations utiles pour la suite. Notons P,,, y) la proba- 
bilite associee au processus (U,),,,, verifiant P,~,,, ( U,, = (x, y) ) = 1. Les densites de tran- 
sitionp,( x, y; U,(I) du processus markovien temporellement homogene ( U,) f3 r) sont definies 
selon [ 6,9] : 
J&(X, y; u, 1,) = P, 1 ,,,, { U, E du dr!} ldu dL 
fi 
= Gexp - $ (U-x-fy)2 
6 
~ 3 + 7 (u-x-1 )(I -.\I - t ,c-y)’ . 1 
Le semi-groupe naturellement associe au processus ( U,) ,> (,, 
admet pour generateur infinitesimal l’operateur aux derivees partielles 
Nous introduisons Cgalement I’operateur adjoint, 
intervenant dans I’Cquation de Fokker-Planck, satisfaite par les probabilith de transition, 
suivante: 
DTu.,,)p,(x, Y; u, 1’) = $,(x, Y; u, c) (2) 
Soient enfin: 
(i) 7,,=min(t>O:X,=u), 
(ii) 7.3 =max(tE [0, T]: X,=u) , 
(iii) ~~~~ = min(t>T?X,=u) . 
Nous rappelons deux r&hats essentiels, obtenus dans un travail antCrieur [ 2,3], i propos 
du premier instant de passage en a du processus (Xt)ra,o: 
Proposition 1. La densite’~,,,(x, y; z) = P,, ,,., { qz E dt, B, E dz] ldt dz du couple (T,,, B, 1 
s’explicite selon la formule 
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.A,.,(.% y; z) = IZI 
[ 
P,(X> y; a, z) 
f += 
- I( A.(- 121; SIP,-,(x,v; a, -e3 1 J,(z) (3) 
0 0 
oli f, dhigne la densite’du ‘premier instant de retour ci l’origine’ de McKean (91: 
A= 
{ 
IO, +m[ six<a, A_= 10, +x[ siz-co, 
]-m,O[ six>a, . I-=,O[ siz>o, 
&=signe de (a-x). 0 
PrOPOSitiOn 2. La fonctioni,,,(x, y; z) est solution de f’kquation de Kolmogorotl: 
~~x.>,.L.,(x,~; z)= ;f;,.,(x. y; z), t>O, .~#a, YEW, ZEA. Cl (4) 
2. La loi conjointe du triplet (T& T&, BTnfT) 
Notre premier rhltat s’honce comme suit: 
Th6orCme. La distribution conjointe de triplet (r$ rzr, BTtr) ndmet la reprksentation 
intkgrale suiclante: 
(5) 
= D f,-,([I; z)p,(x, y; a, ~1) 11,) do 1 lll,J.T,(~) BIT.+,,(t) ds dt dz. A; 
Preuve. Partant de l’kquivalence fondamentale ( l), nous obtenons une Ccriture intCgrale 
intermkdiaire de la loi de ( rCLT, T,&, BTltT). 
Lemme. On a pour s E J 0, T[ l’identite’ suicsante: 
PC.,-.,., f 7,~ <s, 7:~ E dt, B,;t, E dz) 
+=2 +a 
= 
[I I 
P.,(x, 4’; z*, ~‘)f,,,-.,(u, r’; z) du du n17;+rI(r) dt dz. 1 -cx -cc (5’) 
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Preuve. La propri6tC de Markov du processus ( U,) Iz o appliquee 2 1’6galitC ensembliste 
(valable pour 0 <s < T< t) 
( 72 < s> 7t7. >~,B,,EC)=(T~>~---S, B,,ECIo@,5, 
C dhignant un borClien de W, nous donne les relations suivantes: 
Une derivation de cette demihe egalittpar rapport B tfournit le rhltat annon& (5’). q 
Preuve du thCor&me (suite). Faisant appel aux Cquations aux d&ivkes partielles (2) et (4) 
respectivement vCrifi6es par p,(x, y; u, c) etf;,,(u, ~1; z), nous rtduisons la quantit6 (5’), 
apr&s l’avoir d&iv&e par rapport B S. Ceci donne pour 0 < s < T< t, 
tr i-2 
= II If;,.,-,(U, L’; z v%,,.j P,(X, .Y; u, 1’) 
-z -cc 
-P,(.G y; u, L’)D(, ,,I. &,,-,(u, ~1; z)] du dp . 
L’identite Clementaire 
nous conduit, en prenant soin d’inttgrer par rapport B la variable M sCpar$ment sur les 
intervalles ] -x, a[ et ]a, +a[ (du fait de la singular% en u=a de la fonction 
fi,,,( L(, L!; z) ), ?I une expression plus simple de la densit& de ( T;~, T& B,, ) : 
P~.,.,,{r,~~ds, T&Edt, B,,EdzI/ds dt dz 
+I 
= p<(x, y; a, P)V;,,~-,(~ +, ~1; z) -f,,,_,,(a-, rl; z)lr du . 
En observant que I’on a nhessairement: 
(i) si 1,>0, 
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P (<,+,,,)(~<,~dt, B,,~dz)=Pc,.,, 17,Edf, B,,Edz]n~-w(z) 
et 
Peer-,,, 17, Edt, B,, Edzl =O ; 
(ii) si r’<O, 
et 
P,,,~,,,{T,, Edr, B,,Edil=P~,,,,.,(7,,Edt, BnrEdzln,o.+=,(z) 
P (<,+,.) (T,, Edt, B,, Edz] =O; 
(ce qui rksulte du mouvement ‘rotationnel orientk’ des trajectoires du processus ( U,)rSCI 
[ 3,9] ), now ramenons (5”) h une intkgrale restreinte B l’intervalle A,. On conclut finalement 
en remarquant que l’on a 
Corollaire 1. Introduisons les notations suil,antes: 
+= 
g,(r)) =P,,,,,., (T,, ~dt]ldt= 
I 
h(-l~‘l;z> dz, 
0 
tz +* 
hrt”)=P,,,.,,{7O>t)= II fm( - ) ~‘1; z) du dz , 
I 0 
rt,(x, 4’; II, 1’) =p,(x, y; u, L’) fp,(x, 4’; u, -L’) 
Nous aLloyIs les deux re’sultats uiLlants: 
(i) Ln loi conjointe du couple ( T‘$ T,:~-) s’exprime selon la formule suirante: 
Pew, i7,T~ds> 7,:T~dtI += = [I g,-.,(L~)?,(x, Y; 0, L')L' drl n,c,,T,(s) n + ,Ct) ds dt. 1 0 
(ii) La distribution de la rlariable alkatoire rCLT admet la reprksentation suirsante: 
+x 
P L,.,, {T,rEdsl = 
II 
h,-,,(r)~,(x, Y; a, L~>K & n,o,r,(s) ds 1 0 
(6) 
(7) 
Preuve. (i) En inkgrant (5) par rapport k z et en permutant les intkgrales ainsi obtenues, 
on trouve successivement (aprks avoir not6 l’kquivalence Cvidente c EA. * z EA, ), pour 
O<s<T<t, 
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= I p,(x, y; a, L’) [ c( du I Jf;-,(r~ z) dz -x A, 
+r 
= 
I 
g,-,(rl)p,(x, y; a, L’) 1~11 dL> 
- ZC 
La premikre distribution recherchke (6) se dCduit de cette derniitre 6galitC en notant la 
paritC de la fonction L’ * g,( ~1). 
(ii) On obtient immCdiatementlaloi (7) en intkgrant (6) par rapport B r sur ] T, + a[. 0 
Dans le cas particulier O~II (x, y) = (0,O) et a = 0, nous avons plus explicitement: 
Corollaire 2. 1 (i) La distribution du couple ( r&, r,&) relativement d la probabilite’ PC,,,,,, 
admet pour densite’, pour 0 < s < T < t, 
P, o.o j i 70.7. E ds, T& E dt I ids df 
(8) 
(ii) PourO<s<T<tona, 
2(i) La loi de la L:ariable ale’toire 70,r (sous PC,,,,, $ admet pour densite’, pour t E IO, T[, 
P < o.o 1 { 70,~ E ds I / ds = TyiT,2 1 K,(4zf)ez’ dz 1 e--3H’Z $. (9) 
(ii) La fonction de r&parhtion de r& s’exprime, pour s E ] 0, T[, selon la formule 
K,, et K, d&&ant lesfonctions de Bessel modifie’es usuelles [ 111. 
Preuve. 1 (i) En remplaqant dans I’CgalitC (6) les fonctions g,_ ,( ~1) et T,~( 0,O; 0, u) par 
leurs valeurs explicites, nous obtenons 
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= 
Tr2s2(r--sj2 
I:Z e ~(2/(t-,))((,/S),‘-_,‘.-+~‘) &, d_ L 
0 0 
Le changement de variables, dans l’indgrale double, (I’, z) c-) (w, 6) defini par 
LI= J-- C- t-s w et 2 = t-s ilw nous conduit a l’egalite: 
P (ox)) 17;~ E ds, T& f df I Ids df 
L’integrale intermediaire s’exprime a l’aide de la fonction K,, [ 11, formule 15, p. 1831 
selon 
ce qui permet de conclure. 
1 (ii) Integrons I’identite (8) par rapport a s et t. Pour en tirer la formule (8’) il suffit de 
voir que l’on a les identites successives suivantes: 
la deuxikme CgalitC se deduisant des relations bien connues [ 111 
; (xK,(x)) = -S,(x), lim xK,(x) =O, 
x-+x 
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et la dernibe de 
lim K,,(X) = 0 . 
I- += 
2. La fonction de rkpartition (9’) de T& se dCduit de (8’) en remarquant que l’on a 
P (0.0) {T<T <sl =P,,,o, bo;r <s, T& > u 
Enfin, dtrivons la formule (9’) par rapport B S. Nous obtenons, en faisant appel B la 
relation K& = - K, [ 111, la densit (9) de T&. Cl 
Remarque. Le pro&d6 utilisk dans cet article, B savoir l’exploitation de l’kquivalence ( 1) , 
ne permet pas de dkterminer la loi du couple ( T;~, BrCTT), ni celle du quadruplet 
(73, B,<w T:T, BTstT). N&anmoins, nous avons rkcemment obtenu par une technique dif- 
fkrente l’expression de ces distributions; ceci fera l’objet d’une publication ultkrieure [ 51. 
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