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COMPRESSIBLE FLUID MODEL OF KORTEWEG TYPE WITH
FREE BOUNDARY CONDITION: MODEL PROBLEM
HIROKAZU SAITO
Abstract. The aim of this paper is to prove the existence of R-bounded so-
lution operator families for a resolvent problem on the upper half-space arising
from a compressible fluid model of Korteweg type with free boundary condi-
tion. Such a compressible fluid model was derived by Dunn and Serrin (1985)
and studied by Kotschote (2008) as a boundary value problem with non-slip
boundary condition.
1. Introduction
1.1. Problem. Let RN+ and R
N
0 be the upper half-space and its boundary for
N ≥ 2, respectively, i.e.
RN+ = {x = (x′, xN ) | x′ = (x1, . . . , xN−1) ∈ RN−1, xN > 0},
RN0 = {x = (x′, xN ) | x′ = (x1, . . . , xN−1) ∈ RN−1, xN = 0}.
This paper is concerned with the existence of R-bounded solution operator fam-
ilies for the following resolvent problem arising from a compressible fluid model of
Korteweg type with free boundary condition:
(1.1)

λρ+ ρ∗ divu = d in R
N
+ ,
ρ∗λu−Div{µ∗D(u) + (ν∗ − µ∗) divuI− (γ∗ − ρ∗κ∗∆)ρI} = f in RN+ ,
{µ∗D(u) + (ν∗ − µ∗) divuI− (γ∗ − ρ∗κ∗∆)ρI}n = g on RN0 ,
n · ∇ρ = h on RN0 .
Here, λ is the resolvent parameter varying in
Σσ,δ = {λ ∈ C | | argλ| < pi − σ, |λ| > δ}
for σ ∈ (0, pi/2) and δ ≥ 0; ρ = ρ(x) and u = u(x) = (u1(x), . . . , uN (x))T are the
fluid density and the fluid velocity, respectively, that are unknown functions; ρ∗,
µ∗, ν∗, γ∗, and κ∗ are given constants such that
ρ∗ > 0, µ∗ > 0, ν∗ > 0, γ∗ ∈ (−∞,∞), κ∗ > 0,
while d = d(x), f = f(x) = (f1(x), . . . , fN(x))
T, g = g(x) = (g1, . . . , gN (x))
T,
and h = h(x) are given functions; D(u) is the doubled strain tensor whose (i, j)-
component is given by ∂iuj +∂jui with ∂j = ∂/∂xj; I is the N ×N identity matrix
and n = (0, . . . , 0,−1)T is the unit outer normal to RN0 ; a · b =
∑N
j=1 ajbj for
N -vectors a = (a1, . . . , aN)
T, b = (b1, . . . , bN )
T. Here and subsequently, we use the
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following notation for differentiations: Let u = u(x), v = (v1(x), . . . , vN (x))
T, and
M = (Mij(x)) be a scalar-, a vector-, and an N×N matrix-valued function defined
on a domain of RN , and then
∇u = (∂1u, . . . , ∂Nu)T, ∆u =
N∑
j=1
∂2j u, ∆v = (∆v1, . . . ,∆vN )
T,
div v =
N∑
j=1
∂jvj , ∇v = {∂jvk | j, k = 1, . . . , N},
∇2v = {∂j∂kvl | j, k, l = 1, . . . , N}, DivM =
( N∑
j=1
∂jM1j, . . . ,
N∑
j=1
∂jMNj
)T
.
It especially holds that n · ∇ρ = −∂Nρ and
Div{µ∗D(u) + (ν∗ − µ∗) divuI− (γ∗ − κ∗∆)ρI}(1.2)
= µ∗∆u+ ν∗∇ divu− (γ∗ − κ∗∆)∇ρ.
The motion of barotropic compressible fluids is governed by
(1.3)

∂tρ+ div(ρu) = 0 in Ω, t > 0,
ρ(∂tu+ u · ∇u) = Div(T− P (ρ)I) in Ω, t > 0,
(ρ,u)|t=0 = (ρ0,u0) in Ω,
where Ω is a domain of RN ; P : [0,∞)→ R is a given smooth function describing
the pressure; ρ0 and u0 are given initial data. Dunn and Serrin [3] introduced the
thermomechanics of interstitial working, which tells us that, for a special material
of Korteweg type, the stress tensor T is given by
T = S(u) +K(ρ), S(u) = µD(u) + (ν − µ) div uI,(1.4)
K(ρ) =
κ
2
(
∆ρ2 − |∇ρ|2) I− κ∇ρ⊗∇ρ.
Here µ and ν are viscosity coefficients, while κ is a capillary coefficient.
Let us recall brief history of mathematical analysis for the compressible fluid
model of Korteweg type which means the system (1.3) together with (1.4) in the
present paper.
We start with the whole space case Ω = RN . Danchin and Desjardins [1] proved
in some critical space the existence and uniqueness of strong solutions global in
time for initial data close enough to stable equilibria and local in time for initial
densities bounded away from zero. For strong solutions, we also refer to a previous
work, Hattori and Li [6], that requires higher regularity of initial data than Danchin
and Desjardins [1]. Haspot [5], on the other hand, proved the existence of global
weak solutions.
Concerning boundary value problems, Kotschote [7] treated mainly bounded
domains with the boundary condition:
(1.5) u = 0 on Γ, n · ∇ρ = 0 on Γ,
where Γ is the boundary of Ω and n is the unit outer normal to Γ. In [7], he proved
for isothermal cases the existence and uniqueness of strong solutions local in time
by means of the contraction mapping principle together with the maximal Lp-Lq
regularity (p = q) of the linearized system, where the initial data should satisfy
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some compatibility conditions and ρ0 > 0 on Ω. For non-isothermal cases, we also
refer to his papers [8, 9, 10] based on approaches similar to [7].
We are interested in a free boundary value problem of the compressible fluid
model of Korteweg type, i.e. the domain Ω is replaced by an unknown domain
Ω(t), depending on time t, with boundary Γ(t). Then we have a further equation
of time-evolution of Γ(t) such as Vt = u · nt, where nt is the unit outer normal to
Γ(t) and Vt is the velocity of evolution of Γ(t) with respect to nt. In addition, the
boundary condition (1.5) should be replaced by the free boundary condition:
(T− P (ρ)I)nt = −P0nt on Γ(t), nt · ∇ρ = 0 on Γ(t),
where P0 is a given constant that is specified below. Thus the free boundary value
problem is formulated as follows:
∂tρ+ div(ρu) = 0 in Ω(t), t > 0,
ρ(∂tu+ u · ∇u) = Div(S(u) +K(ρ)− P (ρ)I) in Ω(t), t > 0,
(S(u) +K(ρ)− P (ρ)I)nt = −P0nt on Γ(t), t > 0,
nt · ∇ρ = 0 on Γ(t), t > 0,
(ρ,u)|t=0 = (ρ0,u0) in Ω0,
subject to Vt = u · nt on Γ(t). Here Ω0 is the given initial domain of RN .
Let ρ0(x) = ρ˜0(x) + ρ∞ for some positive constant ρ∞. Replacing ρ by ρ+ ρ∞
in the above system yields
∂tρ+ div((ρ+ ρ∞)u) = 0 in Ω(t), t > 0,
(ρ+ ρ∞)(∂tu+ u · ∇u)
= Div(S(u) +K(ρ+ ρ∞)− P (ρ+ ρ∞)I) in Ω(t), t > 0,
(S(u) +K(ρ+ ρ∞)− P (ρ+ ρ∞)I)nt = −P (ρ∞)nt on Γ(t), t > 0,
nt · ∇ρ = 0 on Γ(t), t > 0,
(ρ,u)|t=0 = (ρ˜0,u0) in Ω0,
where we have chosen P0 = P (ρ∞). We transform this system to a problem on the
initial domain Ω0 by some transformation (e.g. Lagrangian transformation), and
thus we achieve the following linearized system on Ω0:
(1.6)

∂tρ+ ρ∞ divu = d in Ω0, t > 0,
ρ∞∂tu−Div{µD(u) + (ν − µ) divuI
− (P ′(ρ∞)− ρ∞κ∆)ρI} = f in Ω0, t > 0,
{µD(u) + (ν − µ) div uI− (P ′(ρ∞)− ρ∞κ∆)ρI}n0 = g on Γ0, t > 0,
n0 · ∇ρ = h on Γ0, t > 0,
(ρ,u)|t=0 = (ρ˜0,u0) in Ω0,
where Γ0 is the boundary of Ω0 and n0 is the unit outer normal to Γ0. Then the
resolvent problem (1.1) can be obtained by the Laplace transform applied to (1.6)
for Ω0 = R
N
+ and Γ0 = R
N
0 .
Throughout this paper, the letter C denotes generic constants and Ca,b,c,... means
that the constant depends on the quantities a, b, c, . . . . The values of constants C
and Ca,b,c,... may change from line to line.
4 HIROKAZU SAITO
1.2. Main results. To state our main results precisely, we first introduce notation.
LetN be the set of all natural numbers andN0 = N∪{0}. Let 1 ≤ q ≤ ∞ and G
be a domain of RN . Then Lq(G) and W
m
q (G), m ∈ N, denote the usual K-valued
Lebesgue spaces on G and the usual K-valued Sobolev spaces on G, respectively,
where K = R or K = C. We set W 0q (G) = Lq(G) and denote the norm of W
n
q (G),
n ∈ N0, by ‖ · ‖Wnq (G). In addition, C∞0 (G) is the set of all functions of C∞(G)
whose supports are compact subsets of G, while (u,v)G =
∑N
j=1
∫
G
uj(x)vj(x) dx
for N -vector functions u = (u1(x), . . . , uN(x))
T, v = (v1(x), . . . , vN (x))
T.
Let X , Y be Banach spaces. Then L(X,Y ) is the Banach space of all bounded
linear operators from X to Y , and L(X) is the abbreviation of L(X,X). For a
subset U of C, Hol (U,L(X,Y )) stands for the set of all L(X,Y )-valued analytic
functions defined on U .
We next introduce the definition of the R-boundedness of operator families. Let
sign(a) be the sign function of a.
Definition 1.1 (R-boundedness). Let X and Y be Banach spaces, and let rj(u)
be the Rademacher functions on [0, 1], i.e.
rj(u) = sign sin(2
jpiu) (j ∈ N, 0 ≤ u ≤ 1).
A family of operators T ⊂ L(X,Y ) is called R-bounded on L(X,Y ), if for some
p ∈ [1,∞) there exists a positive constant C such that the following assertion holds
true: For each m ∈ N, {Tj}mj=1 ⊂ T , and {fj}mj=1 ⊂ X, we have∫ 1
0
∥∥∥ m∑
j=1
rj(u)Tjfj
∥∥∥p
Y
du
1/p ≤ C
∫ 1
0
∥∥∥ m∑
j=1
rj(u)fj
∥∥∥p
X
du
1/p .
The smallest such C is called R-bound of T on L(X,Y ) and denoted by RL(X,Y )(T ).
Remark 1.2. It is known that T is R-bounded for any p ∈ [1,∞), provided that
T is R-bounded for some p ∈ [1,∞). This fact follows from Kahane’s inequality
(cf. e.g. [11, Theorem 2.4]).
We treat in this paper a rescaled version of (1.1) as follows:
(1.7)

λρ+ divu = d in RN+ ,
λu− µ∗∆u− ν∗∇ divu+ (γ∗ − κ∗∆)∇ρ = f in RN+ ,
{µ∗D(u) + (ν∗ − µ∗) divuI− (γ∗ − κ∗∆)ρI}n = g on RN0 ,
n · ∇ρ = h on RN0 ,
where we have used (1.2) and replaced in (1.1) ρ, µ∗, ν∗, and κ∗ by ρ∗ρ, ρ∗µ∗, ρ∗ν∗,
and κ∗/ρ∗, respectively. For the right member (d, f ,g, h) of (1.7), we set
Xq(G) =W
1
q (G) × Lq(G)N ×W 1q (G)N ×W 2q (G).
Let F = (d, f ,g, h) ∈ Xq(G), and then the symbols Xq(G), Fλ are defined as
Xq(G) =W
1
q (G)× Lq(G)N , N = N +N2 +N +N2 +N + 1,
FλF = (d, f ,∇g, λ1/2g,∇2h,∇λ1/2h, λh) ∈ Xq(G).
We also set, for solutions (ρ,u) of (1.7),
Aq(G) = Lq(G)
N3+N2 ×W 1q (G), Sλρ = (∇3ρ, λ1/2∇2ρ, λρ),(1.8)
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Bq(G) = Lq(G)
N3+N2+N , Tλu = (∇2u, λ1/2∇u, λu).
Let ηw∗ be a constant given by
ηw∗ =
(
µ∗ + ν∗
2κ∗
)2
− 1
κ∗
,
and let σw∗ ∈ [0, pi/2) be an angle defined as
σw∗ =

0 (ηw∗ ≥ 0),
arg
(
µ∗ + ν∗
2κ∗
+ i
√
|ηw∗ |
)
(ηw∗ < 0).
Now we state main results of this paper.
Theorem 1.3 (Case γ∗ = 0). Let q ∈ (1,∞) and δ > 0. Assume that µ∗, ν∗, and
κ∗ are positive constants and that
(1.9) ηw∗ 6= 0, κ∗ 6= µ∗ν∗.
Then there exists a constant σ∗ ∈ (σw∗ pi/2), independent of q and δ, such that for
any σ ∈ (σ∗, pi/2) the following assertions hold true:
(1) For any λ ∈ Σσ,δ there are operators A0(λ) and B0(λ), with
A0(λ) ∈ Hol (Σσ,δ,L(Xq(RN+ ),W 3q (RN+ ))),
B0(λ) ∈ Hol (Σσ,δ,L(Xq(RN+ ),W 2q (RN+ )N )),
such that, for every F = (d, f ,g, h) ∈ Xq(RN+ ), (ρ,u) = (A0(λ)FλF,B0(λ)FλF)
is a unique solution of (1.7) for γ∗ = 0.
(2) There is a positive constant c(δ, σ), depending on at most N , q, δ, σ, µ∗, ν∗,
and κ∗, such that for n = 0, 1
RL(Xq(RN+ ),Aq(RN+ ))
({(
λ
d
dλ
)n
(SλA0(λ)) | λ ∈ Σσ,δ
})
≤ c(δ, σ),
RL(Xq(RN+ ),Bq(RN+ ))
({(
λ
d
dλ
)n
(TλB0(λ)) | λ ∈ Σσ,δ
})
≤ c(δ, σ).
Remark 1.4. We discuss the condition (1.9) in more detail in Remark 3.3 below.
Theorem 1.5 (Case γ∗ ∈ (−∞,∞)). Let q ∈ (1,∞). Assume that µ∗, ν∗, γ∗, and
κ∗ are constants satisfying
µ∗ > 0, ν∗ > 0, γ∗ ∈ (−∞,∞), κ∗ > 0,
and also assume that the condition (1.9) holds. Let δ = 1/2 and σ ∈ (σ∗, pi/2) for
σ∗ given in Theorem 1.3, and let c0 be a positive constant defined as c0 = c(δ, σ)
for the positive constant c(δ, σ) of Theorem 1.3. Then there is a constant λ0 ≥ 1,
depending only on c0, q, and γ∗, such that the following assertions hold true:
(1) For any λ ∈ Σσ,λ0 there are operators A(λ) and B(λ), with
A(λ) ∈ Hol (Σσ,λ0 ,L(Xq(RN+ ),W 3q (RN+ ))),
B(λ) ∈ Hol (Σσ,λ0 ,L(Xq(RN+ ),W 2q (RN+ )N )),
such that, for every F = (d, f ,g, h) ∈ Xq(RN+ ), (ρ,u) = (A(λ)FλF,B(λ)FλF)
is a unique solution of (1.7).
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(2) For n = 0, 1,
RL(Xq(RN+ ),Aq(RN+ ))
({(
λ
d
dλ
)n
(SλA(λ)) | λ ∈ Σσ,λ0
})
≤ 4c0,
RL(Xq(RN+ ),Bq(RN+ ))
({(
λ
d
dλ
)n
(TλB(λ)) | λ ∈ Σσ,λ0
})
≤ 4c0.
Remark 1.6. (1) Let σ ∈ (σ∗, pi/2), λ ∈ Σσ,λ0 , and F = (d, f ,g, h) ∈ Xq(RN+ ),
and let (ρ,u) ∈ W 3q (RN+ ) ×W 2q (RN+ )N be the solution of (1.7). We then have
by Definition 1.1 with m = 1
(1.10) ‖(Sλρ, Tλu)‖Aq(RN+ )×Bq(RN+ ) ≤ 8c0‖FλF‖Xq(RN+ ).
In addition, we have by (1.10) and the first equation of (1.7)
|λ|3/2‖ρ‖Lq(RN+ ) ≤ |λ|
1/2‖d‖Lq(RN+ ) + 8c0‖FλF‖Xq(RN+ ).
(2) Let g = 0 and h = 0 in (1.7). Then, by (1.10),
|λ|‖(ρ,u)‖W 1q (RN+ )×Lq(RN+ )N + ‖(ρ,u)‖W 3q (RN+ )×W 2q (RN+ )N
≤ Cλ0(8c0)‖(d, f)‖W 1q (RN+ )×Lq(RN+ )N (λ ∈ Σσ,λ0)
for some positive constant Cλ0 , which implies that we can construct an analytic
C0-semigroup on W 1q (R
N
+ )×Lq(RN+ )N associated with (1.6) for Ω0 = RN+ and
Γ0 = R
N
0 under constant coefficients µ, ν, and κ.
(3) Combining Theorem 1.5 with the operator-valued Fourier multiplier theorem
due to Weis [16, Theorem 3.4], we can prove the maximal Lp-Lq regularity
(1 < p, q <∞) for (1.6) (cf. [12, Subsection 2.5]).
This paper is organized as follows: The next section proves the existence of R-
bounded solution operator families for the whole space problem with γ∗ = 0. In
Section 3, we first reduce (1.7) with γ∗ = 0 to the case where d = 0 and f = 0
by means of solutions of the whole space problem. Next we derive representation
formulas of solutions of the reduced problem. Section 4 introduces some technical
lemmas in order to show the existence of R-bounded solution operator families
associated with the reduced problem. Section 5 proves Theorem 1.3 by combining
the result of the whole space problem with R-bounded solution operator families
of the reduced problem that are constructed by the technical lemmas of Section 4
together with the representation formulas obtained in Section 3. Section 6 shows
Theorem 1.5 by Theorem 1.3 and a perturbation method.
2. Whole space problem
In this section, we consider the following whole space problem:
(2.1)
{
λρ+ divu = d in RN ,
λu− µ∗∆u− ν∗∇ divu− κ∗∆∇ρ = f in RN .
More precisely, we prove
Theorem 2.1. Let q ∈ (1,∞) and δ > 0, and set Yq(RN ) =W 1q (RN)×Lq(RN )N .
Assume that µ∗, ν∗, and κ∗ are constants satisfying
(2.2) µ∗ > 0, µ∗ + ν∗ > 0, κ∗ > 0.
Then for any σ ∈ (σw∗ , pi/2) the following assertions hold true:
COMPRESSIBLE FLUID MODEL OF KORTEWEG TYPE 7
(1) For any λ ∈ Σσ,δ there are operators A1(λ), B1(λ), with
A1(λ) ∈ Hol (Σσ,δ,L(Yq(RN ),W 3q (RN ))),
B1(λ) ∈ Hol (Σσ,δ,L(Yq(RN ),W 2q (RN )N )),
such that, for every F = (d, f) ∈ Yq(RN), (ρ,u) = (A1(λ)F,B1(λ)F) is a
unique solution to the system (2.1).
(2) There exists a positive constant c1, depending on at most N , q, δ, σ, µ∗, ν∗,
and κ∗, such that for n = 0, 1
RL(Yq(RN ),Aq(RN ))
({(
λ
d
dλ
)n
(SλA1(λ)) | λ ∈ Σσ,δ
})
≤ c1,
RL(Yq(RN ),Bq(RN ))
({(
λ
d
dλ
)n
(TλB1(λ)) | λ ∈ Σσ,δ
})
≤ c1,
where A(RN), B(RN ), Sλ, and Tλ are given by (1.8).
We devote the remaining part of this section to the proof of Theorem 2.1.
First, we derive representation formulas of solutions of (2.1). Let us define the
Fourier transform and its inverse transform as
û = û(ξ) =
∫
RN
e−ix·ξ u(x) dx, F−1ξ [v](x) =
1
(2pi)N
∫
RN
eix·ξ v(ξ) dξ,
respectively. We then apply the Fourier transform to (2.1) in order to obtain
λρ̂+ iξ · û = d̂,(2.3)
λû+ µ∗|ξ|2û− ν∗iξ(iξ · û) + κ∗iξ|ξ|2ρ̂ = f̂ .(2.4)
Inserting (2.3) into (2.4) furnishes
(2.5) λ2û+ µ∗λ|ξ|2û− iξ(ν∗λ+ κ∗|ξ|2)(iξ · û) = λf̂ − κ∗iξ|ξ|2d̂,
and the scalar product of this identity and iξ yields
iξ · û = P (ξ, λ)−1(λiξ · f̂ + κ∗|ξ|4d̂), P (ξ, λ) = λ2 + (µ∗ + ν∗)λ|ξ|2 + κ∗|ξ|4.
We insert these formulas into (2.3) and (2.5) in order to obtain
ρ̂ =
(
λ+ (µ∗ + ν∗)|ξ|2
P (ξ, λ)
)
d̂−
N∑
j=1
iξj
P (ξ, λ)
f̂j,
û = −κ∗iξ|ξ|
2
P (ξ, λ)
d̂+
1
λ+ µ∗|ξ|2
f̂ − N∑
j=1
ξjξ(ν∗λ+ κ∗|ξ|2)
P (ξ, λ)
f̂j
 .
Thus we have
ρ = F−1ξ
[(
λ+ (µ∗ + ν∗)|ξ|2
P (ξ, λ)
)
d̂(ξ)
]
(x) −
N∑
j=1
F−1ξ
[
iξj
P (ξ, λ)
f̂j(ξ)
]
(x)(2.6)
=: A1(λ)F,
u = −F−1ξ
[
κ∗iξ|ξ|2
P (ξ, λ)
d̂(ξ)
]
(x) + F−1ξ
[
f̂ (ξ)
λ+ µ∗|ξ|2
]
(x)(2.7)
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−
N∑
j=1
F−1ξ
[
ξjξ(ν∗λ+ κ∗|ξ|2)
(λ + µ∗|ξ|2)P (ξ, λ) f̂j(ξ)
]
(x)
=: B1(λ)F.
Next we estimate P (ξ, λ).
Lemma 2.2. Assume that (2.2) holds. Then, for any σ ∈ (σw∗ , pi/2), λ ∈ Σσ,0,
and ξ ∈ RN , we have
|P (ξ, λ)| ≥ Cσ,µ∗,ν∗,κ∗(|λ|1/2 + |ξ|)4
with some positive constant Cσ,µ∗,ν∗,κ∗ independent of ξ and λ.
Proof. We rewrite P (ξ, λ) as
P (ξ, λ) =
(
λ+
µ∗ + ν∗
2
|ξ|2
)2
− ηw∗ κ2∗|ξ|4,
and note that, for any σ ∈ (0, pi/2), λ ∈ Σσ,0, and a ≥ 0,
(2.8) |λ+ a| ≥
(
sin
σ
2
)
(|λ|+ a).
First we consider the case ηw∗ ≥ 0. Since
P (ξ, λ) = (λ− λ+)(λ− λ−), λ± = −κ∗
(
µ∗ + ν∗
2κ∗
±√ηw∗ ) |ξ|2
and since (µ∗+ ν∗)/(2κ∗)±√ηw∗ > 0, it follows from (2.8) that for any σ ∈ (0, pi/2)
(2.9) |P (ξ, λ)| ≥ Cσ,µ∗,ν∗,κ∗(|λ|+ |ξ|2)2 (λ ∈ Σσ,0, ξ ∈ RN ).
Next we consider the case ηw∗ < 0. One has
(2.10) P (ξ, λ) = (λ − λ+)(λ − λ−), λ± = −κ∗
(
µ∗ + ν∗
2κ∗
± i
√
|ηw∗ |
)
|ξ|2.
It then holds that λ± = −κ∗|ξ|2e±iσw∗
√{(µ∗ + ν∗)/(2κ∗)}2 + |ηw∗ |. Let λ = |λ|eiθ
for 0 ≤ |θ| ≤ pi − σ, σ ∈ (σw∗ , pi/2). Noting λ± = λ∓, we observe that
|λ− λ±|2 = (λ− λ±)(λ− λ±)
= |λ|2 + |λ±|2 + 2κ∗|λ||ξ|2 cos(θ ∓ σw∗ )
√
{(µ∗ + ν∗)/(2κ∗)}2 + |ηw∗ |.
Since the angles satisfy
−σw∗ ≤ θ − σw∗ ≤ θ + σw∗ ≤ pi − (σ − σw∗ ) when 0 ≤ θ ≤ pi − σ,
−(pi − (σ − σw∗ )) ≤ θ − σw∗ ≤ θ + σw∗ ≤ σw∗ when −(pi − σ) ≤ θ ≤ 0,
we have cos(θ∓σw∗ ) ≥ cos{pi−(σ−σw∗ )} = − cos(σ−σw∗ ). Combining this inequality
with the last identity furnishes that
|λ− λ±|2 ≥ |λ|2 + κ2∗|ξ|4
{(
µ∗ + ν∗
2κ∗
)2
+ |ηw∗ |
}
− 2κ∗|λ||ξ|2 cos(σ − σw∗ )
√(
µ∗ + ν∗
2κ∗
)2
+ |ηw∗ |
≥ (1− cos(σ − σw∗ ))
[
|λ|2 + κ2∗|ξ|4
{(
µ∗ + ν∗
2κ∗
)2
+ |ηw∗ |
}]
.
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Thus, by (2.10), we obtain for any σ ∈ (σw∗ , pi/2)
|P (ξ, λ)| ≥ Cσ,µ∗,ν∗,κ∗(|λ|+ |ξ|2)2 (λ ∈ Σσ,0, ξ ∈ RN ),
which, combined with (2.9), completes the proof of Lemma 2.2. 
Corollary 2.3. Assume that (2.2) holds. Then, for any σ ∈ (σw∗ , pi/2) and any
multi-index α ∈ NN0 , there is a positive constant Cα,σ,µ∗,ν∗,κ∗ such that, for any
λ ∈ Σσ,0 and ξ ∈ RN ,∣∣∂αξ {λn(d/dλ)nP (ξ, λ)−1}∣∣ ≤ Cα,σ,µ∗,ν∗,κ∗(|λ|1/2 + |ξ|)−4−|α| (n = 0, 1).
Proof. To prove the corollary, we use Bell’s formula for derivatives of the composite
function of f(t) and t = g(ξ) as follows: For any multi-index α ∈ NN0 ,
(2.11) ∂αξ f(g(ξ)) =
|α|∑
k=1
f (k)(g(ξ))
∑
α1 + · · · + αk = α,
|αi|≥1
Γαα1,...,αk(∂
α1
ξ g(ξ)) . . . (∂
αk
ξ g(ξ))
with suitable coefficients Γαα1,...,αk , where f
(k)(t) is the kth derivative of f(t).
Let α be any multi-index of NN0 in this proof. Since
(2.12) |∂αξ |ξ|2| ≤

2|ξ| (|α| = 1),
2 (|α| = 2),
0 (|α| ≥ 3),
we have by Leibniz’s rule |∂αξ |ξ|4| ≤ Cα|ξ|4−|α| when |α| ≤ 4 and ∂αξ |ξ|4 = 0 when
|α| ≥ 5. These inequalities yield
(2.13)
∣∣∂αξ {λn(d/dλ)nP (ξ, λ)}∣∣ ≤ Cα,µ∗,ν∗,κ∗(|λ|1/2 + |ξ|)4−|α| (n = 0, 1)
for any (ξ, λ) ∈ RN × Σσ,0. We thus see that by (2.13) with n = 0 and by (2.11)
with f(t) = ts (s ∈ R) and t = g(ξ) = P (ξ, λ)
|∂αξ P (ξ, λ)s| ≤ Cs,α,µ∗,ν∗,κ∗
|α|∑
k=1
|P (ξ, λ)|s−k(|λ|1/2 + |ξ|)4k−|α|,
which, combined with Lemma 2.2 when s−k < 0 and with (2.13) for (α, n) = (0, 0)
when s− k ≥ 0, furnishes
(2.14) |∂αξ P (ξ, λ)s| ≤ Cs,α,σ,µ∗,ν∗,κ∗(|λ|1/2 + |ξ|)4s−|α|
for any (ξ, λ) ∈ RN ×Σσ,0. Setting s = −1 in (2.14) especially implies the required
estimate of Corollary 2.3 for n = 0. Noting that
λ
d
dλ
P (ξ, λ)−1 = −P (ξ, λ)−2
(
λ
d
dλ
P (ξ, λ)
)
,
we also have the required estimate of Corollary 2.3 for n = 1 by Leibniz’s rule
together with (2.13) for n = 1 and (2.14) for s = −2. This completes the proof of
the corollary. 
For k, l,m = 1, . . . , N we have, by (2.6) and (2.7),
∂k∂l∂mA1(λ)F = −F−1ξ
[
iξkξlξm{λ+ (µ∗ + ν∗)|ξ|2}
P (ξ, λ)
d̂(ξ)
]
(x)(2.15)
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−
N∑
j=1
F−1ξ
[
ξjξkξlξm
P (ξ, λ)
f̂j(ξ)
]
(x),
λ1/2∂k∂lA1(λ)F = −F−1ξ
[
ξkξlλ
1/2{λ+ (µ∗ + ν∗)|ξ|2}
P (ξ, λ)
d̂(ξ)
]
(x)(2.16)
+
N∑
j=1
F−1ξ
[
iξjξkξlλ
1/2
P (ξ, λ)
f̂j(ξ)
]
(x),
λA1(λ)F = F−1ξ
[
λ{λ+ (µ∗ + ν∗)|ξ|2}
P (ξ, λ)
d̂(ξ)
]
(x)(2.17)
−
N∑
j=1
F−1ξ
[
iξjλ
P (ξ, λ)
f̂j(ξ)
]
(x),
(
∂k∂l, λ
1/2∂k, λ
)B1(λ)F(2.18)
= −F−1ξ
[(
−ξkξl, iξkλ1/2, λ
) κ∗iξ|ξ|2
P (ξ, λ)
d̂(ξ)
]
(x)
+ F−1ξ
[(
−ξkξl, iξkλ1/2, λ
) f̂ (ξ)
λ+ µ∗|ξ|2
]
(x)
−
N∑
j=1
F−1ξ
[(
−ξkξl, iξkλ1/2, λ
) ξjξ(ν∗λ+ κ∗|ξ|2)
(λ+ µ∗|ξ|2)P (ξ, λ) f̂j(ξ)
]
(x).
To estimate these terms, we introduce the following two lemmas. The first one was
proved by [4, Theorem 3.3].
Lemma 2.4. Let q ∈ (1,∞) and Λ be a subset of C. Assume that t(ξ, λ) is a
function defined on (RN \ {0}) × Λ such that for any multi-index α ∈ NN0 there
exists a positive constant Mα,Λ, depending on α and Λ, such that
|∂αξ t(ξ, λ)| ≤Mα,Λ|ξ|−|α|
for any (ξ, λ) ∈ (RN \ {0})× Λ. Let T (λ) be an operator defined by [T (λ)f ](x) =
F−1ξ [t(ξ, λ)f̂(ξ)](x). Then the set {T (λ) | λ ∈ Λ} is R-bounded on L(Lq(RN )) and
RL(Lq(RN ))({T (λ) | λ ∈ Λ}) ≤ CN,q max
|α|≤N+1
Mα,Λ,
with some positive constant CN,q that depends solely on N and q.
Lemma 2.5. Let q ∈ (1,∞), δ > 0, and σ ∈ (0, pi/2). Assume that k(ξ, λ), l(ξ, λ),
andm(ξ, λ) are functions on (RN \{0})×Σσ,0 such that for any multi-index α ∈ NN0
there exists a positive constant Mα,σ such that
|∂αξ k(ξ, λ)| ≤Mα,σ|ξ|1−|α|, |∂αξ l(ξ, λ)| ≤Mα,σ|ξ|−|α|,
|∂αξ m(ξ, λ)| ≤Mα,σ(|λ|1/2 + |ξ|)−1|ξ|−|α|,
for any (ξ, λ) ∈ (RN \ {0})× Σσ,0. Let K(λ), L(λ), M(λ) be operators given by
[K(λ)f ](x) = F−1ξ [k(ξ, λ)f̂ (ξ)](x) (λ ∈ Σσ,0),
[L(λ)f ](x) = F−1ξ [l(ξ, λ)f̂(ξ)](x) (λ ∈ Σσ,0),
[M(λ)f ](x) = F−1ξ [m(ξ, λ)f̂ (ξ)](x) (λ ∈ Σσ,δ).
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Then the following assertions hold true:
(1) The set {K(λ) | λ ∈ Σσ,0} is R-bounded on L(W 1q (RN ), Lq(RN )), and there
exists a positive constant CN,q such that
RL(W 1q (RN ),Lq(RN )) ({K(λ) | λ ∈ Σσ,0}) ≤ CN,q max|α|≤N+1Mα,σ.
(2) Let n = 0, 1. Then the set {L(λ) | λ ∈ Σσ,0} is R-bounded on L(Wnq (RN)),
and there exists a positive constant CN,q such that
RL(Wnq (RN )) ({L(λ) | λ ∈ Σσ,0}) ≤ CN,q max|α|≤N+1Mα,σ.
(3) The set {M(λ) | λ ∈ Σσ,δ} is R-bounded on L(Lq(RN),W 1q (RN )), and there
exists a positive constant CN,q,δ such that
RL(Lq(RN ),W 1q (RN )) ({M(λ) | λ ∈ Σσ,δ}) ≤ CN,q,δ max|α|≤N+1Mα,σ.
Proof. Let α be any multi-index of NN0 in this proof.
(1). By using 1 = |ξ|2/|ξ|2 = −∑Nj=1(iξj)2/|ξ|2, we write K(λ)f as
[K(λ)f ](x) = −
N∑
j=1
F−1ξ
[
iξjk(ξ, λ)
|ξ|2 ∂̂jf(ξ)
]
(x) =: [K˜(λ)∇f ](x).
Since |∂αξ |ξ|2| ≤ 2|ξ|2−|α| for any ξ ∈ RN \ {0} by (2.12), we observe by (2.11)
with f(t) = ts/2 (s ∈ R) and t = g(ξ) = |ξ|2 that |∂αξ |ξ|s| ≤ Cs,α|ξ|s−|α| for any
ξ ∈ RN \ {0}. Setting s = −2 in this inequality yields, together with Leibniz’s rule
and the assumption for k(ξ, λ), that∣∣∣∣∂αξ ( iξjk(ξ, λ)|ξ|2
)∣∣∣∣ ≤ Cα ( max|β|≤|α|Mβ,σ
)
|ξ|−|α|
for any (ξ, λ) ∈ (RN \{0})×Σσ,0. Thus, by Lemma 2.4 and Definition 1.1, we have
for any m ∈ N, {λj}mj=1 ⊂ Σσ,0, and {fj}mj=1 ⊂ Lq(RN )N∫ 1
0
∥∥∥ m∑
j=1
rj(u)K(λj)fj
∥∥∥q
Lq(RN )
du =
∫ 1
0
∥∥∥ m∑
j=1
rj(u)K˜(λj)∇fj
∥∥∥q
Lq(RN )
du
≤
(
CN,q max
|α|≤N+1
Mα,σ
)q ∫ 1
0
∥∥∥ m∑
j=1
rj(u)∇fj
∥∥∥q
Lq(RN )
du
≤
(
CN,q max
|α|≤N+1
Mα,σ
)q ∫ 1
0
∥∥∥ m∑
j=1
rj(u)fj
∥∥∥q
W 1q (R
N )
du,
which completes the proof of Lemma 2.5 (1).
(2). The case n = 0 was already proved in Lemma 2.4. The proof of n = 1 is
similar to (1), so that we may omit the detailed proof.
(3). By Leibniz’s rule and the assumption for m(ξ, λ),
|∂αξ m(ξ, λ)| ≤Mα,σδ−1/2|ξ|−|α|,
|∂αξ {iξjm(ξ, λ)}| ≤ Cα
(
max
|β|≤|α|
Mβ,σ
)
|ξ|−|α| (j = 1, . . . , N),
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for any (ξ, λ) ∈ (RN \ {0})× Σσ,δ. We then observe by Lemma 2.4 that {M(λ) |
λ ∈ Σσ,δ} and {∂jM(λ) | λ ∈ Σσ,δ} are R-bounded on L(Lq(RN )) and their R-
bounds are bounded above by CN,q,δmax|α|≤N+1Mα,σ for some positive constant
CN,q,δ. Thus we have the required properties by Definition 1.1 immediately. This
completes the proof of Lemma 2.5 (3). 
In the same manner as we have obtained (2.14), we can prove the following
inequality (cf. also [15, Lemma 3.4]): For any a, b > 0, s ∈ R, σ ∈ (0, pi/2), and
multi-index α ∈ NN0 , there is a positive constant Ca,b,s,α,σ such that∣∣∂αξ (aλ+ b|ξ|2)s∣∣ ≤ Ca,b,s,α,σ(|λ|1/2 + |ξ|)2s−|α|(2.19)
for any λ ∈ Σσ,0 and ξ ∈ RN . Let j, k, l,m = 1, . . . , N , n = 0, 1, and σ ∈ (σw∗ , pi/2),
and let α be any multi-index of NN0 in what follows.
First, we consider the formula (2.15). By Corollary 2.3, (2.19), and Leibniz’s
rule, we have for any (ξ, λ) ∈ (RN \ {0})× Σσ,0∣∣∣∣∂αξ {(λ ddλ
)n(
iξkξlξm{λ+ (µ∗ + ν∗)|ξ|2}
P (ξ, λ)
)}∣∣∣∣ ≤ Cα,σ,µ∗,ν∗,κ∗ |ξ|1−|α|,∣∣∣∣∂αξ {(λ ddλ
)n(
ξjξkξlξm
P (ξ, λ)
)}∣∣∣∣ ≤ Cα,σ,µ∗,ν∗,κ∗ |ξ|−|α|,
which, combined with Lemma 2.5, furnishes
RL(Yq(RN ),Lq(RN )N3)
({
λn(d/dλ)n(∇3A1(λ)) | λ ∈ Σσ,0
})
(2.20)
≤ CN,q,σ,µ∗,ν∗,κ∗ .
Analogously, concerning (2.16), we can prove that
RL(Yq(RN ),Lq(RN )N2)
({
λn(d/dλ)n(λ1/2∇2A1(λ)) | λ ∈ Σσ,0
})
(2.21)
≤ CN,q,σ,µ∗,ν∗,κ∗ .
Secondly, we consider the formula (2.17). By Corollary 2.3, (2.19), and Leibniz’s
rule, we have for any (ξ, λ) ∈ (RN \ {0})× Σσ,0∣∣∣∣∂αξ {(λ ddλ
)n(
λ{λ+ (µ∗ + ν∗)|ξ|2}
P (ξ, λ)
)}∣∣∣∣ ≤ Cα,σ,µ∗,ν∗,κ∗ |ξ|−|α|,∣∣∣∣∂αξ {(λ ddλ
)n(
iξjλ
P (ξ, λ)
)}∣∣∣∣ ≤ Cα,σ,µ∗,ν∗,κ∗(|λ|1/2 + |ξ|)−1|ξ|−|α|,
which, combined with Lemma 2.5, furnishes
RL(Yq(RN ),W 1q (RN ))
({
λn(d/dλ)n(λA1(λ)) | λ ∈ Σσ,δ
})
(2.22)
≤ CN,q,δ,σ,µ∗,ν∗,κ∗ .
Thus (2.20), (2.21), and (2.22) imply the R-boundedness of SλA1(λ) required in
Theorem 2.1 (2).
Thirdly, we consider the formula (2.18). By Corollary 2.3, (2.19), and Leibniz’s
rule, we have for any (ξ, λ) ∈ (RN \ {0})× Σσ,0∣∣∣∣∂αξ {(λ ddλ
)n(
κ∗iξkξlξ|ξ|2
P (ξ, λ)
)}∣∣∣∣ ≤ Cα,σ,µ∗,ν∗,κ∗ |ξ|1−|α|,∣∣∣∣∂αξ {(λ ddλ
)n(
ξkξl
λ+ µ∗|ξ|2
)}∣∣∣∣ ≤ Cα,σ,µ∗,ν∗,κ∗ |ξ|−|α|,
COMPRESSIBLE FLUID MODEL OF KORTEWEG TYPE 13∣∣∣∣∂αξ {(λ ddλ
)n(
ξjξkξlξ(ν∗λ+ κ∗|ξ|2)
(λ+ µ∗|ξ|2)P (ξ, λ)
)}∣∣∣∣ ≤ Cα,σ,µ∗,ν∗,κ∗ |ξ|−|α|,
which, combined with Lemma 2.5, furnishes
RL(Yq(RN ),Lq(RN )N3)
({
λn(d/dλ)n(∇2B1(λ)) | λ ∈ Σσ,0
})
(2.23)
≤ CN,q,σ,µ∗,ν∗,κ∗ .
Analogously, we have
RL(Yq(RN ),Lq(RN )N2)
({
λn(d/dλ)n(λ1/2∇B1(λ)) | λ ∈ Σσ,0
})
(2.24)
≤ CN,q,σ,µ∗,ν∗,κ∗ ,
RL(Yq(RN ),Lq(RN )N )
({
λn(d/dλ)n(λB1(λ)) | λ ∈ Σσ,0
})
(2.25)
≤ CN,q,σ,µ∗,ν∗,κ∗ .
Thus (2.23), (2.24), and (2.25) imply the R-boundedness of TλB1(λ) required in
Theorem 2.1 (2).
Finally, we show the uniqueness by means of the existence of solutions already
proved above. Let (ρ,u) ∈ W 3q (RN ) × W 2q (RN )N be a solution of (2.1) with
λ ∈ Σσ,δ (σ ∈ (σw∗ , pi/2), δ > 0), d = 0, and f = 0, and let ϕ ∈ C∞0 (RN )N . Since
ϕ ∈ Lq′(RN )N for q′ = q/(q−1), we have a solution (ρ˜, u˜) ∈W 3q′ (RN )×W 2q′(RN )N
to the following system:{
λρ˜+ div u˜ = 0 in RN ,
λu˜− µ∗∆u˜− ν∗∇ div u˜− κ∗∆∇ρ˜ = ϕ in RN .
Then, by integration by parts,
(u, ϕ)RN = (λu− µ∗∆u− ν∗∇ divu, u˜)RN + (divu, κ∗∆ρ˜)RN .
We furthermore observe that
(divu, κ∗∆ρ˜)RN = −(λρ, κ∗∆ρ˜)RN = −(κ∗∆ρ, λρ˜)RN
= (κ∗∆ρ, div u˜)RN = −(κ∗∆∇ρ, u˜)RN .
Thus, for any ϕ ∈ C∞0 (RN )N ,
(u, ϕ)RN = (λu − µ∗∆u− ν∗∇ divu− κ∗∆∇ρ, u˜)RN = 0.
This implies that u = 0, which, combined with the equation λρ+divu = 0 in RN ,
furnishes that ρ = 0. The proof of Theorem 2.1 has been completed.
3. Representation formulas of solutions for a half-space problem
We prove Theorem 1.3 from this section to Section 5, i.e. we consider
(3.1)

λρ+ divu = d in RN+ ,
λu− µ∗∆u− ν∗∇ divu− κ∗∆∇ρ = f in RN+ ,
{µ∗D(u) + (ν∗ − µ∗) divuI+ κ∗∆ρI}n = g on RN0 ,
n · ∇ρ = h on RN0 .
Let E be an extension operator from W 1q (R
N
+ ) to W
1
q (R
N), and let E0 be the
zero extension operator from Lq(R
N
+ ) to Lq(R
N ). Setting in (3.1)
ρ = A1(λ)(Ed,E0f) + ρ˜, u = B1(λ)(Ed,E0f) + u˜
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for A1(λ), B1(λ) obtained in Theorem 2.1, we have
λρ˜+ div u˜ = 0 in RN+ ,
λu˜− µ∗∆u˜− ν∗∇ div u˜− κ∗∆∇ρ˜ = 0 in RN+ ,
{µ∗D(u˜) + (ν∗ − µ∗) div u˜I+ κ∗∆ρ˜ I}n = g˜ on RN0 ,
n · ∇ρ˜ = h˜ on RN0 ,
where we have set
g˜ = g− {µ∗D (B1(λ)(Ed,E0f)) + (ν∗ − µ∗) divB1(λ)(Ed,E0f)I
+ κ∗∆A1(λ)(Ed,E0f)I
}
n,
h˜ = h− n · ∇A1(λ)(Ed,E0f).
From this viewpoint, we consider the following reduced system:
(3.2)

λρ+ divu = 0 in RN+ ,
λu− µ∗∆u− ν∗∇ divu− κ∗∆∇ρ = 0 in RN+ ,
{µ∗D(u) + (ν∗ − µ∗) divuI+ κ∗∆ρI}n = g on RN0 ,
n · ∇ρ = h on RN0 .
We denote the reduced versions of Xq(R
N
+ ), Xq(R
N
+ ), and Fλ by X˜q(RN+ ),
X˜q(R
N
+ ), and F˜λ, respectively, i.e. we set X˜q(RN+ ) = W 1q (RN+ )N ×W 2q (R+) and
set, for G = (g, h) ∈ X˜q(RN+ ),
X˜q(R
N
+ ) = Lq(R
N
+ )
N˜ , N˜ = N2 +N +N2 +N + 1,
F˜λG = (∇g, λ1/2g,∇2h,∇λ1/2h, λh) ∈ X˜q(RN+ ).
It then suffices to show the following theorem in order to prove Theorem 1.3.
Theorem 3.1. Let q ∈ (1,∞) and δ > 0. Assume that µ∗, ν∗, and κ∗ are positive
constants and that the condition (1.9) holds. Then there exists a constant σ∗ ∈
(σw∗ , pi/2), independent of q and δ, such that for any σ ∈ (σ∗, pi/2) the following
assertions hold true:
(1) For any λ ∈ Σσ,δ there are operator families A2(λ), B2(λ), with
A2(λ) ∈ Hol (Σσ,δ,L(X˜q(RN+ ),W 3q (RN+ ))),
B2(λ) ∈ Hol (Σσ,δ,L(X˜q(RN+ ),W 2q (RN+ )N )),
such that, for every G = (g, h) ∈ X˜q(RN+ ), (ρ,u) = (A2(λ)F˜λG,B2(λ)F˜λG) is
a solution of (3.2).
(2) There exists a positive constant c2, depending on at most N , q, δ, σ, µ∗, ν∗,
and κ∗, such that for n = 0, 1
RL(X˜q(RN+ ),Aq(RN+ ))
({(
λ
d
dλ
)n
(SλA2(λ)) | λ ∈ Σσ,δ
})
≤ c2,
RL(X˜q(RN+ ),Bq(RN+ ))
({(
λ
d
dλ
)n
(TλB2(λ)) | λ ∈ Σσ,δ
})
≤ c2,
where A(RN+ ), B(R
N
+ ), Sλ, and Tλ are given by (1.8).
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Remark 3.2. (1) The uniqueness of (3.1) follows from the existence of solutions
for a dual problem in a similar way to the whole space problem.
(2) The R-boundedness has the following properties (cf. [2, Proposition 3.4]):
(a) Let X and Y be Banach spaces, and let T and S be R-bounded families
on L(X,Y ). Then T + S = {T + S | T ∈ T , S ∈ S} is also R-bounded on
L(X,Y ) and RL(X,Y )(T + S) ≤ RL(X,Y )(T ) +RL(X,Y )(S).
(b) Let X , Y , and Z be Banach spaces, and let T and S be R-bounded families
on L(X,Y ) and on L(Y, Z), respectively. Then ST = {ST | S ∈ S, T ∈ T }
is alsoR-bounded on L(X,Z) andRL(X,Z)(ST ) ≤ RL(X,Y )(T )RL(Y,Z)(S).
By these properties, Theorem 1.3 follows from Theorems 2.1, 3.1 immediately.
The remaining part of this section is devoted to compute the representation
formulas of solutions of (3.2). Let us define the partial Fourier transform with
respect to x′ = (x1, . . . , xN−1) and its inverse transform as
û = û(xN ) = û(ξ
′, xN ) =
∫
RN−1
e−ix
′·ξ′u(x′, xN ) dx
′,
F−1ξ′ [v(ξ′, xN )](x′) =
1
(2pi)N−1
∫
RN−1
eix
′·ξ′v(ξ′, xN ) dξ
′.
The system (3.2) can be written as
λρ+ divu = 0 in RN+ ,
λu− µ∗∆u− ν∗∇ divu− κ∗∆∇ρ = 0 in RN+ ,
µ∗(∂juN + ∂Nuj) = −gj on RN0 ,
2µ∗∂NuN + (ν∗ − µ∗) div u+ κ∗∆ρ = −gN on RN0 ,
∂Nρ = −h on RN0 ,
for j = 1, . . . , N − 1, where u = (u1, . . . , uN)T. Set ϕ = divu. Applying the partial
Fourier transform to the above system yields the ordinary differential equations:
λρ̂+ ϕ̂ = 0, xN > 0,(3.3)
λûj − µ∗(∂2N − |ξ′|2)ûj − ν∗iξjϕ̂− κ∗iξj(∂2N − |ξ′|2)ρ̂ = 0, xN > 0,(3.4)
λûN − µ∗(∂2N − |ξ′|2)ûN − ν∗∂N ϕ̂− κ∗∂N (∂2N − |ξ′|2)ρ̂ = 0, xN > 0,(3.5)
with the boundary conditions:
µ∗(iξj ûN (0) + ∂N ûj(0)) = −ĝj(0),(3.6)
2µ∗∂N ûN(0) + (ν∗ − µ∗)ϕ̂(0) + κ∗(∂2N − |ξ′|2)ρ̂(0) = −ĝN(0),(3.7)
∂N ρ̂(0) = −ĥ(0).(3.8)
We insert (3.3) into (3.4), (3.5), (3.7), and (3.8) in order to obtain
λ2ûj − λµ∗(∂2N − |ξ′|2)ûj − iξj{λν∗ − κ∗(∂2N − |ξ′|2)}ϕ̂ = 0, xN > 0,(3.9)
λ2ûN − λµ∗(∂2N − |ξ′|2)ûN − ∂N{λν∗ − κ∗(∂2N − |ξ′|2)}ϕ̂ = 0, xN > 0,(3.10)
2λµ∗∂N ûN (0) +
{
λ(ν∗ − µ∗)− κ∗(∂2N − |ξ′|2)
}
ϕ̂(0) = −λĝN (0),(3.11)
∂N ϕ̂(0) = λĥ(0).(3.12)
By (3.9) and (3.10), we have
λ2ϕ̂− λ(µ∗ + ν∗)(∂2N − |ξ′|2)ϕ̂ + κ∗(∂2N − |ξ′|2)2ϕ̂ = 0, xN > 0,
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which implies that Pλ(∂N )ϕ̂ = 0 with
Pλ(t) = λ
2 − λ(µ∗ + ν∗)(t2 − |ξ′|2) + κ∗(t2 − |ξ′|2)2.
Here we set
(3.13) ωλ =
√
|ξ′|2 + λ
µ∗
, ℜωλ > 0 for λ ∈ Σσ,0, σ ∈ (0, pi/2).
Applying Pλ(∂N ) to (3.9), (3.10) furnishes
(3.14) (∂2N − ω2λ)Pλ(∂N )ûJ = 0 (J = 1, . . . , N).
We consider the roots of Pλ(t) at this point. Since
Pλ(t) = κ∗λ
2
{
1
κ∗
−
(
µ∗ + ν∗
κ∗
)(
t2 − |ξ′|2
λ
)
+
(
t2 − |ξ′|2
λ
)2}
,
we set s = (t2 − |ξ′|2)/λ and solve the equation:
(3.15) s2 − µ∗ + ν∗
κ∗
s+
1
κ∗
= 0.
By the assumption ηw∗ 6= 0, we have the solutions s1, s2 (s1 6= s2) of (3.15) such
that s1 = s+ and s2 = s− with
s± =

µ∗ + ν∗
2κ∗
±√ηw∗ (ηw∗ > 0),
µ∗ + ν∗
2κ∗
± i
√
|ηw∗ | (ηw∗ < 0).
Thus setting, for λ ∈ Σσ,0 with σ ∈ (σw∗ , pi/2),
t1 =
√
|ξ′|2 + s1λ, t2 =
√
|ξ′|2 + s2λ,(3.16)
t3 = −
√
|ξ′|2 + s1λ, t4 = −
√
|ξ′|2 + s2λ,
we see that tk = tk(ξ
′, λ) (k = 1, 2, 3, 4) are the roots of Pλ(t) different from each
other and that ℜt1 > 0, ℜt2 > 0, ℜt3 < 0, and ℜt4 < 0.
Remark 3.3. We have in general the following situations concerning roots with
positive real parts for the characteristic equation of (3.14):
(1) Case ηw∗ < 0. It holds that ωλ 6= t1, ωλ 6= t2, and t1 6= t2.
(2) Case ηw∗ = 0. There are two cases: ωλ 6= t1 and t1 = t2; ωλ = t1 = t2.
(3) Case ηw∗ > 0. There are three cases: ωλ 6= t1, ωλ 6= t2, and t1 6= t2; ωλ = t1
and t1 6= t2; ωλ = t2 and t1 6= t2.
The condition (1.9) guarantees that we have the three roots with positive real parts
different from each other. We, however, think that our technique in the following
can be applied to the case of equal roots.
In view of (3.14) and Remark 3.3, we look for solutions ûJ of the forms:
ûJ = αJe
−ωλxN + βJ(e
−t1xN − e−ωλxN ) + γJ (e−t2xN − e−ωλxN ).
Here and subsequently, J runs from 1 to N , while j runs from 1 to N − 1. It then
holds that
∂N ûJ =
(− ωλαJ + ωλβJ + ωλγJ)e−ωλxN(3.17)
− t1βJe−t1xN − t2γJe−t2xN ,
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ϕ̂ =
(
iξ′ · α′ − iξ′ · β′ − iξ′ · γ′ − ωλαN + ωλβN + ωλγN
)
e−ωλxN(3.18)
+
(
iξ′ · β′ − t1βN
)
e−t1xN +
(
iξ′ · γ′ − t2γN
)
e−t2xN ,
where iξ′ · a′ =∑N−1j=1 iξjaj for a ∈ {α, β, γ}. By (3.9) and (3.10), we have
µ∗λ(∂
2
N − ω2λ)ûj + iξj{ν∗λ− κ∗(∂2N − |ξ′|2)}ϕ̂ = 0, xN > 0,
µ∗λ(∂
2
N − ω2λ)ûN + ∂N{ν∗λ− κ∗(∂2N − |ξ′|2)}ϕ̂ = 0, xN > 0,
which, combined with (3.18) and the assumption κ∗ 6= µ∗ν∗, furnishes that
iξ′ · α′ − iξ′ · β′ − iξ′ · γ′ − ωλαN + ωλβN + ωλγN = 0,(3.19)
µ∗λβj(t
2
1 − ω2λ) + iξj(iξ′ · β′ − t1βN ){ν∗λ− κ∗(t21 − |ξ′|2)} = 0,(3.20)
µ∗λγj(t
2
2 − ω2λ) + iξj(iξ′ · γ′ − t2γN ){ν∗λ− κ∗(t22 − |ξ′|2)} = 0,(3.21)
µ∗λβN (t
2
1 − ω2λ)− t1(iξ′ · β′ − t1βN ){ν∗λ− κ∗(t21 − |ξ′|2)} = 0,(3.22)
µ∗λγN (t
2
2 − ω2λ)− t2(iξ′ · γ′ − t2γN ){ν∗λ− κ∗(t22 − |ξ′|2)} = 0.(3.23)
By (3.20)-(3.23), we have
(t21 − ω2λ)
(
βj +
iξj
t1
βN
)
= 0, (t22 − ω2λ)
(
γj +
iξj
t2
γN
)
= 0.
As was seen in Remark 3.3, we know that ωλ 6= t1 and ωλ 6= t2 under the condition
(1.9), and therefore the last two identities imply that
(3.24) βj = − iξj
t1
βN , γj = − iξj
t2
γN .
These relations, furthermore, yield that
iξ′ · β′ − t1βN = −t−11 (t21 − |ξ′|2)βN ,(3.25)
iξ′ · γ′ − t2γN = −t−12 (t22 − |ξ′|2)γN .(3.26)
On the other hand, we have by (3.18) and (3.19)
(3.27) ϕ̂ = (iξ′ · β′ − t1βN )e−t1xN + (iξ′ · γ′ − t2γN )e−t2xN .
Next we consider the boundary conditions. By (3.6) and (3.17), we have
(3.28) iξjαN − ωλαj + (−t1 + ωλ)βj + (−t2 + ωλ)γj = −µ−1∗ ĝj(0).
In addition, by (3.11), (3.12), (3.17), and (3.27), we have
2µ∗λ{−ωλαN + (−t1 + ωλ)βN + (−t2 + ωλ)γN}(3.29)
+ {λ(ν∗ − µ∗)− κ∗(t21 − |ξ′|2)}(iξ′ · β′ − t1βN )
+ {λ(ν∗ − µ∗)− κ∗(t22 − |ξ′|2)}(iξ′ · γ′ − t2γN )
= −λĝN(0),
t1
(
iξ′ · β′ − t1βN
)
+ t2
(
iξ′ · γ′ − t2γN
)
= −λĥ(0).(3.30)
We now derive simultaneous equations with respect to βN and γN . By (3.24)
and (3.28), we have
iξjαN − ωλαj = −µ−1∗ ĝj − t−11 iξj(t1 − ωλ)βN − t−12 iξj(t2 − ωλ)γN .(3.31)
Since (3.29) can be written as
2µ∗λ{−ωλαN + (−t1 + ωλ)βN + (−t2 + ωλ)γN}
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+ {λν∗ − κ∗(t21 − |ξ′|2)}(iξ′ · β′ − t1βN )
+ {λν∗ − κ∗(t22 − |ξ′|2)}(iξ′ · γ′ − t2γN )
− λµ∗(iξ′ · β′ − t1βN + iξ′ · γ′ − t2γN )
= −λĝN(0),
we observe that, by (3.22), (3.23), (3.25), and (3.26),
2t1t2ωλαN(3.32)
= µ−1∗ t1t2ĝN (0) + t2(2t1ωλ − ω2λ − |ξ′|2)βN + t1(2t2ωλ − ω2λ − |ξ′|2)γN .
By (3.31) and (3.32), we have
αj =
1
ωλ
{
ĝj(0)
µ∗
+
iξj
2µ∗ωλ
ĝN (0) +
iξj
2t1ωλ
(4t1ωλ − 3ω2λ − |ξ′|2)βN(3.33)
+
iξj
2t2ωλ
(4t2ωλ − 3ω2λ − |ξ′|2)γN
}
.
On the other hand, by (3.28), we have for iξ′ · ĝ′(0) =∑N−1j=1 iξj ĝj(0)
ωλiξ
′ · α′ = µ−1∗ iξ′ · ĝ′(0)− |ξ′|2αN + (−t1 + ωλ)iξ′ · β′ + (−t2 + ωλ)iξ′ · γ′,
which, inserted into (3.19), furnishes
(3.34) − t1iξ′ · β′ − t2iξ′ · γ′ − (ω2λ + |ξ′|2)αN + ω2λβN + ω2λγN = −µ−1∗ iξ′ · ĝ′(0).
Since it holds by (3.24) that iξ′ ·β′ = t−11 |ξ′|2βN and iξ′ · γ′ = t−12 |ξ′|2γN , we insert
these identities and (3.32) into (3.34) in order to obtain
t2{(ω2λ + |ξ′|2)2 − 4t1ωλ|ξ′|2}βN + t1{(ω2λ + |ξ′|2)2 − 4t2ωλ|ξ′|2}γN(3.35)
= −2µ−1∗ t1t2ωλiξ′ · ĝ′(0) + µ−1∗ t1t2(ω2λ + |ξ′|2)ĝN(0).
Furthermore, by (3.25), (3.26), and (3.30),
(3.36) (t21 − |ξ′|2)βN + (t22 − |ξ′|2)γN = λĥ(0).
Thus, by (3.35) and (3.36), we have achieved
L
(
βN
γN
)
=
(−2µ−1∗ t1t2ωλiξ′ · ĝ′(0) + µ−1∗ t1t2(ω2λ + |ξ′|2)ĝN(0)
λĥ(0)
)
,(3.37)
L =
(
t2{(ω2λ + |ξ′|2)2 − 4t1ωλ|ξ′|2} t1{(ω2λ + |ξ′|2)2 − 4t2ωλ|ξ′|2}
t21 − |ξ′|2 t22 − |ξ′|2
)
.
Finally, we solve (3.37) and the equations (3.3)-(3.8). By direct calculations,
detL = (t2 − t1){(ω2λ + |ξ′|2)2(t22 + t2t1 + t21 − |ξ′|2)
− 4t1t2ωλ|ξ′|2(t2 + t1)}.
We here prove
Lemma 3.4. Assume that µ∗, ν∗, and κ∗ satisfy the same assumption as in
Theorem 3.1. Then detL 6= 0 for any (ξ′, λ) ∈ RN−1 × (C+ \ {0}), where
C+ = {z ∈ C | ℜz ≥ 0}.
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Proof. The lemma is proved by contradiction. Suppose that detL = 0 for some
(ξ′, λ) ∈ RN−1 × (C+ \ {0}). Then we observe that there is (βN , γN ) 6= (0, 0)
satisfying (3.37) with g = 0 and h = 0. This implies that the equations (3.3)-(3.8)
with g = 0 and h = 0 admits a non-trivial solution sufficiently smooth and decaying
exponentially as xN →∞, i.e. there exists (ρ, u1, . . . , uN) 6= (0, 0, . . . , 0) such that,
for xN > 0 and ϕ(xN ) =
∑N−1
j=1 iξjuj(xN ) + ∂NuN(xN ),
λρ(xN ) + ϕ(xN ) = 0,(3.38)
λuj(xN )− µ∗(∂2N − |ξ′|2)uj(xN )− ν∗iξjϕ(xN )(3.39)
− κ∗iξj(∂2N − |ξ′|2)ρ(xN ) = 0, j = 1, . . . , N − 1,
λuN (xN )− µ∗(∂2N − |ξ′|2)uN (xN )− ν∗∂Nϕ(xN )(3.40)
− κ∗∂N (∂2N − |ξ′|2)ρ(xN ) = 0,
µ∗(iξjuN (0) + ∂Nuj(0)) = 0, j = 1, . . . , N − 1,(3.41)
2µ∗∂NuN(0) + (ν∗ − µ∗)ϕ(0) + κ∗(∂2N − |ξ′|2)ρ(0) = 0,(3.42)
∂Nρ(0) = 0.(3.43)
In this proof, we set (a, b) =
∫∞
0
a(xN ) b(xN ) dxN and ‖a‖ =
√
(a, a) for func-
tions a = a(xN ), b = b(xN ) on R+, and also Φ = ‖∂Nϕ‖2 + |ξ′|2‖ϕ‖2.
Step 1. We prove in this step
λ
N∑
J=1
‖uJ‖2 + µ∗
N−1∑
j,k=1
‖iξkuj‖2 + µ∗‖
N−1∑
j=1
iξjuj‖2 + 2µ∗‖∂NuN‖2(3.44)
+ µ∗
N−1∑
j=1
‖∂Nuj + iξjuN‖2 + (ν∗ − µ∗)‖ϕ‖2 + κ∗|λ|2 λΦ = 0.
It now holds that for j = 1, . . . , N − 1
µ∗(∂
2
N − |ξ′|2)uj(xN ) + ν∗iξjϕ(xN ) = µ∗
N−1∑
k=1
iξk (iξkuj(xN ) + iξjuk(xN ))
+ µ∗∂N (∂Nuj(xN ) + iξjuN(xN )) + (ν∗ − µ∗)iξjϕ(xN ),
µ∗(∂
2
N − |ξ′|2)uN(xN ) + ν∗∂Nϕ(xN ) = µ∗
N−1∑
k=1
iξk (iξkuN (xN ) + ∂Nuk(xN ))
+ 2µ∗∂
2
NuN (xN ) + (ν∗ − µ∗)∂Nϕ(xN ).
Thus (3.39) and (3.40) can be written as
0 = λuj(xN )− µ∗
N−1∑
k=1
iξk (iξkuj(xN ) + iξjuk(xN ))(3.45)
− µ∗∂N (∂Nuj(xN ) + iξjuN (xN ))− (ν∗ − µ∗)iξjϕ(xN )
− κ∗iξj(∂2N − |ξ′|2)ρ(xN ),
0 = λuN (xN )− µ∗
N−1∑
k=1
iξk (iξkuN(xN ) + ∂Nuk(xN ))− 2µ∗∂2NuN(xN )(3.46)
− (ν∗ − µ∗)∂Nϕ(xN )− κ∗∂N (∂2N − |ξ′|2)ρ(xN ).
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Multiplying (3.45) by uj(xN ) and integrating the resultant formula with respect to
xN ∈ (0,∞), we observe that, by integration by parts together with (3.41),
0 = λ‖uj‖2 + µ∗
N−1∑
k=1
(iξkuj + iξjuk, iξkuj) + µ∗(∂Nuj + iξjuN , ∂Nuj)
+ (ν∗ − µ∗)(ϕ, iξjuj) + κ∗((∂2N − |ξ′|2)ρ, iξjuj).
Analogously, it follows from (3.42), (3.46) that
0 = λ‖uN‖2 + µ∗
N−1∑
k=1
(iξkuN + ∂Nuk, iξkuN) + 2µ∗‖∂NuN‖2
+ (ν∗ − µ∗)(ϕ, ∂NuN) + κ∗((∂2N − |ξ′|2)ρ(xN ), ∂NuN).
Summing these identities, we see by integration by parts with (3.43) that
λ
N∑
J=1
‖uJ‖2 + µ∗
N−1∑
j,k=1
(iξkuj + iξjuk, iξkuj) + µ∗
N−1∑
j=1
(∂Nuj + iξjuN , ∂Nuj)
+ µ∗
N−1∑
k=1
(iξkuN + ∂Nuk, iξkuN) + 2µ∗‖∂NuN‖2 + (ν∗ − µ∗)‖ϕ‖2 + κ∗
λ
Φ = 0,
where we have used (3.38) in order to obtain the last term of the left-hand side.
Combining the last identity with
N−1∑
j,k=1
(iξkuj + iξjuk, iξkuj) =
N−1∑
j,k=1
‖iξkuj‖2 + ‖
N−1∑
j=1
iξjuj‖2,
N−1∑
j=1
(∂Nuj + iξjuN , ∂Nuj) +
N−1∑
k=1
(iξkuN + ∂Nuk, iξkuN ) =
N−1∑
j=1
‖∂Nuj + iξjuN‖2
furnishes (3.44).
Step 2. We take the real part of (3.44) and the imaginary part of (3.44) in
order to obtain
0 = (ℜλ)
N∑
J=1
‖uJ‖2 + µ∗
N−1∑
j,k=1
‖iξkuj‖2 + µ∗‖
N−1∑
j=1
iξjuj‖2 + 2µ∗‖∂NuN‖2(3.47)
+ µ∗
N−1∑
j=1
‖∂Nuj + iξjuN‖2 + (ν∗ − µ∗)‖ϕ‖2 + κ∗|λ|2 (ℜλ)Φ,
0 = (ℑλ)
(
N∑
J=1
‖uJ‖2 − κ∗|λ|2Φ
)
.(3.48)
In addition, we have, by ab ≤ (a2 + b2)/2 with a, b ≥ 0,
‖ϕ‖2 ≤
N−1∑
j,k=1
‖iξkuj‖2 + ‖
N−1∑
j=1
iξjuj‖2 + 2‖∂NuN‖2,
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which, combined with (3.47), furnishes
(3.49) 0 ≥ (ℜλ)
N∑
J=1
‖uJ‖2 + µ∗
N−1∑
j=1
‖∂Nuj + iξjuN‖2 + ν∗‖ϕ‖2 + κ∗|λ|2 (ℜλ)Φ.
Step 3. Recall that λ ∈ C+ \ {0}. It then holds by (3.49) that ϕ = 0, which,
combined with (3.38), implies ρ = 0.
Next we show (u1, . . . , uN) = (0, . . . , 0). This follows from (3.49) immediately
when ℜλ > 0. When ℜλ = 0, one notes ℑλ 6= 0. It thus holds for ℜλ = 0 that
(u1, . . . , uN ) = (0, . . . , 0) by (3.48) and by Φ = 0 following from ϕ = 0.
Summing up the above results, we have (ρ, u1, . . . , uN ) = (0, 0, . . . , 0), which
contradicts the fact that (ρ, u1, . . . , uN ) is a non-trivial solution. This completes
the proof of the lemma. 
Let us write L−1 as follows:
L−1 =
1
detL
(
L11 L12
L21 L22
)
,
where
L11 = t
2
2 − |ξ′|2, L12 = −t1{(ω2λ + |ξ′|2)2 − 4t2ωλ|ξ′|2},
L21 = −(t21 − |ξ′|2), L22 = t2{(ω2λ + |ξ′|2)2 − 4t1ωλ|ξ′|2}.
We thus see that, by solving (3.37),
βN = −2t1t2ωλL11
µ∗ detL
iξ′ · ĝ′(0) + t1t2(ω
2
λ + |ξ′|2)L11
µ∗ detL
ĝN (0) +
λL12
detL
ĥ(0),(3.50)
γN = −2t1t2ωλL21
µ∗ detL
iξ′ · ĝ′(0) + t1t2(ω
2
λ + |ξ′|2)L21
µ∗ detL
ĝN (0) +
λL22
detL
ĥ(0),
which, combined with (3.24), (3.32), and (3.33), gives the exact formulas of αj , βj ,
γj , and αN for j = 1, . . . , N − 1. Hence we obtain
ρ̂(xN ) =
(
t21 − |ξ′|2
λt1
)
e−t1xNβN +
(
t22 − |ξ′|2
λt2
)
e−t2xN γN ,
ûj(xN ) =
1
µ∗ωλ
e−ωλxN ĝj(0) +
iξj
2µ∗ω2λ
e−ωλxN ĝN (0)
+
iξj(4t1ωλ − 3ω2λ − |ξ′|2)
2t1ω2λ
e−ωλxNβN
+
iξj(4t2ωλ − 3ω2λ − |ξ′|2)
2t2ω2λ
e−ωλxNγN
− iξj
t1
(e−t1xN − e−ωλxN )βN − iξj
t2
(e−t2xN − e−ωλxN )γN ,
ûN(xN ) =
1
2µ∗ωλ
e−ωλxN ĝN (0)
+
(
2t1ωλ − ω2λ − |ξ′|2
2t1ωλ
)
e−ωλxNβN
+
(
2t2ωλ − ω2λ − |ξ′|2
2t2ωλ
)
e−ωλxNγN
+
(
e−t1xN − e−ωλxN )βN + (e−t2xN − e−ωλxN ) γN ,
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where we have used (3.3), (3.25), (3.26), and (3.27) in order to derive the repre-
sentation formula of ρ. Setting ρ = F−1ξ′ [ρ̂(xN )](x′) and uJ = F−1ξ′ [ûJ(xN )](x′)
(J = 1, . . . , N), we see that ρ and u = (u1, . . . , uN )
T solve the system (3.2).
4. Technical lemmas
In this section, we prove technical lemmas that are used in Section 5 below in
order to show the existence ofR-bounded solution operator families associated with
the solution (ρ,u) of (3.2) obtained in Section 3. One assumes that µ∗, ν∗, and κ∗
satisfy the same assumption as in Theorem 3.1 and use the symbols introduced in
Section 3 in the following.
Let δ ≥ 0 and σ ∈ (0, pi/2), and let m(ξ′, λ) be a function defined on (RN−1 \
{0})×Σσ,δ that is infinitely many times differentiable with respect to ξ′ and analytic
with respect to λ. If there exists a real number s such that for any multi-index
α′ = (α1, . . . , αN−1) ∈ NN−10 and (ξ′, λ) ∈ (RN−1 \ {0})× Σσ,δ∣∣∣∣∂α′ξ′ ((λ ddλ
)n
m(ξ′, λ)
)∣∣∣∣ ≤ C(|λ|1/2 + |ξ′|)s−|α′| (n = 0, 1)
with some positive constant C = Cs,α′,δ,σ,µ∗,ν∗,κ∗ , thenm(ξ
′, λ) is called a multiplier
of order s with type 1. If there exists a real number s such that for any multi-index
α′ = (α1, . . . , αN−1) ∈ NN−10 and (ξ′, λ) ∈ (RN−1 \ {0})× Σσ,δ∣∣∣∣∂α′ξ′ ((λ ddλ
)n
m(ξ′, λ)
)∣∣∣∣ ≤ C(|λ|1/2 + |ξ′|)s|ξ′|−|α′| (n = 0, 1)
with some positive constant C = Cs,α′,δ,σ,µ∗,ν∗,κ∗ , thenm(ξ
′, λ) is called a multiplier
of order s with type 2. In what follows, we denote the set of all multipliers of order
s with type l (l = 1, 2) on (RN−1 \ {0})× Σσ,δ by Mlσ,δ(s). For instance, ξj/|ξ′| ∈
M2σ,0(0) and ξj , λ
1/2 ∈ M1σ,0(1) for j = 1, . . . , N − 1, and also |ξ′|2, λ ∈M1σ,0(2).
Remark 4.1. The sets Mlσ,δ(s) are vector spaces on C. In addition, M
l
σ,δ1
(s) ⊂
Mlσ,δ2(s) for 0 ≤ δ1 ≤ δ2, and especially Mlσ,0(s) ⊂Mlσ,δ(s) for any δ ≥ 0.
At this point, we introduce two lemmas concerning multipliers. The first lemma
was proved by [15, Lemma 5.1], and the second one by [15, Lemma 5.4].
Lemma 4.2. Let r1, r2 ∈ R, δ ≥ 0, and σ ∈ (0, pi/2).
(1) Given lj ∈ M1σ,δ(rj) (j = 1, 2), we have l1l2 ∈M1σ,δ(r1 + r2).
(2) Given mj ∈Mjσ,δ(rj) (j = 1, 2), we have m1m2 ∈M2σ,δ(r1 + r2).
(3) Given nj ∈M2σ,δ(rj) (j = 1, 2), we have n1n2 ∈M2σ,δ(r1 + r2).
Lemma 4.3. Let q ∈ (1,∞), δ ≥ 0, and σ ∈ (0, pi/2). For k(ξ′, λ) ∈ M1σ,δ(0) and
l(ξ′, λ) ∈ M2σ,δ(0), we define
[K(λ)f ](x) =
∫ ∞
0
F−1ξ′
[
k(ξ′, λ)λ1/2e−ωλ(xN+yN )f̂(ξ′, yN)
]
(x′) dyN ,
[L(λ)f ](x) =
∫ ∞
0
F−1ξ′
[
l(ξ′, λ)|ξ′|e−ωλ(xN+yN )f̂(ξ′, yN )
]
(x′) dyN ,
with λ ∈ Σσ,δ. Then the sets
{λn(d/dλ)nK(λ) | λ ∈ Σσ,δ}, {λn(d/dλ)nL(λ) | λ ∈ Σσ,δ}
COMPRESSIBLE FLUID MODEL OF KORTEWEG TYPE 23
are R-bounded on L(Lq(RN+ )) for n = 0, 1, and also their R-bounds do not exceed
some constant CN,q,δ,σ,µ∗,ν∗,κ∗ .
Let N1 = N + 1 and N2 = N
2 +N + 1 in what follows, and note that
ω2λ = |ξ′|2 +
λ
µ∗
= −
N−1∑
l=1
(iξl)
2 +
λ
µ∗
,(4.1)
tk = |ξ′|2 + skλ = −
N−1∑
l=1
(iξl)
2 + skλ (k = 1, 2),
where ωλ and tk are defined as (3.13) and (3.16), respectively. Then we have
Corollary 4.4. Let q ∈ (1,∞) and σ ∈ (0, pi/2), and let j = 1, 2. For kj(ξ′, λ) ∈
M1σ,0(j − 2), we define operators Kj(λ) by
[Kj(λ)f ](x) = F−1ξ′
[
kj(ξ′, λ)e−ωλxN f̂(ξ′, 0)
]
(x′),
with λ ∈ Σσ,0 and f ∈ W jq (RN+ ). Then there exists operators K˜j(λ), with
K˜j(λ) ∈ Hol (Σσ,0,L(Lq(RN+ )Nj ,W 2q (RN+ ))),
such that for any g ∈W 1q (RN+ ) and any h ∈ W 2q (RN+ )
K1(λ)g = K˜1(λ)(∇g, λ1/2g), K2(λ)h = K˜2(λ)(∇2h, λ1/2∇h, λh),
and also for n = 0, 1
RL(Lq(RN+ )Nj ,Bq(RN+ ))
({
λn
(
d/dλ
)n(TλK˜j(λ)) | λ ∈ Σσ,0}) ≤ C
with a positive constant C = CN,q,σ,µ∗,ν∗,κ∗ , where Bq(R
N
+ ), Tλ are given in (1.8).
Proof. We only prove the case j = 1.
For functions a(xN ), b(xN ) (xN ≥ 0) with a(xN + yN )b(yN ) → 0 as yN → ∞,
we observe that
a(xN )b(0) = −
∫ ∞
0
d
dyN
(a(xN + yN )b(yN)) dyN(4.2)
= −
∫ ∞
0
(∂Na)(xN + yN )b(yN ) dyN −
∫ ∞
0
a(xN + yN )(∂N b)(yN ) dyN .
By this relation and (4.1),
[K1(λ)g](x) =
∫ ∞
0
F−1ξ′
[
k1(ξ′, λ)
µ∗ωλ
λ1/2e−ωλ(xN+yN )λ̂1/2g(ξ′, yN)
]
(x′) dyN
−
N−1∑
l=1
∫ ∞
0
F−1ξ′
[
iξlk
1(ξ′, λ)
|ξ′|ωλ |ξ
′|e−ωλ(xN+yN )∂̂lg(ξ′, yN)
]
(x′) dyN
−
∫ ∞
0
F−1ξ′
[
λ1/2k1(ξ′, λ)
µ∗ω2λ
λ1/2e−ωλ(xN+yN )∂̂Ng(ξ
′, yN )
]
(x′) dyN
−
N−1∑
l=1
∫ ∞
0
F−1ξ′
[ |ξ′|k1(ξ′, λ)
ω2λ
|ξ′|e−ωλ(xN+yN )∂̂Ng(ξ′, yN)
]
(x′) dyN
=: K˜1(λ)(∇g, λ1/2g).
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We combine Lemma 4.2 and the assumption for k1(ξ′, λ) with
(4.3) ωsλ ∈M1σ,0(s) for any s ∈ R
(cf. [15, Lemma 5.2]) in order to obtain
k1(ξ′, λ)
µ∗ωλ
,
λ1/2k1(ξ′, λ)
µ∗ω2λ
∈ M1σ,0(−2),
iξlk
1(ξ′, λ)
|ξ′|ωλ ,
|ξ′|k1(ξ′, λ)
ω2λ
∈ M2σ,0(−2).
Thus Lemmas 4.2, 4.3 and (4.3) yield that TλK˜1(λ) has the required properties of
Corollary 4.4. This completes the proof of the corollary. 
4.1. Analysis of symbols. In this subsection, we estimate several symbols ap-
pearing in the representation formulas obtained in Section 3.
Lemma 4.5. Let σ1 ∈ (0, pi/2) and σ2 ∈ (σw∗ , pi/2).
(1) There is a positive constant Cµ∗ such that
ℜωλ ≥ Cµ∗{sin(σ1/2)}3/2(|λ|1/2 + |ξ′|), (ξ′, λ) ∈ RN−1 × Σσ1,0.
(2) There is a positive constant Cσ2,µ∗,ν∗,κ∗ such that for j = 1, 2
ℜtj ≥ Cσ2,µ∗,ν∗,κ∗(|λ|1/2 + |ξ′|), (ξ′, λ) ∈ RN−1 × Σσ2,0.
Proof. (1). Let µ−1∗ λ+ |ξ′|2 = |µ−1∗ λ+ |ξ′|2|eiθ. Then −(pi− σ1) ≤ θ ≤ pi− σ1, and
ℜωλ = |µ−1∗ λ+ |ξ′|2|1/2 cos(θ/2) ≥ min(1, µ−1/2∗ )|λ+ |ξ′|2|1/2 sin(σ1/2).
Combining this inequality with (2.8) yields the required inequality, which completes
the proof of Lemma 4.5 (1).
(2). Note that sjλ ∈ Σσ2−σw∗ ,0 (j = 1, 2) with σ2 − σw∗ ∈ (0, pi/2). Since tj = ωz
for z = µ∗sjλ ∈ Σσ2−σw∗ ,0, we have the required inequality by (1). This completes
the proof of Lemma 4.5 (2). 
Let us define the following symbols: for j = 1, 2,
mj(ξ
′, λ) = λ−1(tj + ωλ){(ω2λ + |ξ′|2)2 − 4tjωλ|ξ′|2},
pj(ξ
′, λ) = λ−1(tj + ωλ)(4tjωλ − 3ω2λ − |ξ′|2),
qj(ξ
′, λ) = λ−1(tj + ωλ)(2tjωλ − ω2λ − |ξ′|2).
On the other hand, we have
(ω2λ + |ξ′|2)2 − 4tjωλ|ξ′|2 = (ω2λ − |ξ′|2)2 − 4|ξ′|2ωλ(tj − ωλ),
4tjωλ − 3ω2λ − |ξ′|2 = 4ωλ(tj − ωλ) + ω2λ − |ξ′|2,
2tjωλ − ω2λ − |ξ′|2 = 2ωλ(tj − ωλ) + ω2λ − |ξ′|2,
which, combined with ω2λ − |ξ′|2 = µ−1∗ λ and t2j − ω2λ = (sj − µ−1∗ )λ following from
(4.1), furnishes that
mj(ξ
′, λ) = µ−2∗ λ(tj + ωλ)− 4(sj − µ−1∗ )|ξ′|2ωλ,
pj(ξ
′, λ) = (4sj − 3µ−1∗ )ωλ + µ−1∗ tj ,
qj(ξ
′, λ) = (2sj − µ−1∗ )ωλ + µ−1∗ tj .
Analogously, detL can be written as
(4.4) detL =
λ(t2 − t1)l1(ξ′, λ)
t1(t1 + ωλ)
=
λ(t2 − t1)l2(ξ′, λ)
t2(t2 + ωλ)
,
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where we have set
lj(ξ
′, λ) = µ−2∗ λtj(tj + ωλ)(t
2
2 + t2t1 + t
2
1 − |ξ′|2)
+ 4ωλ|ξ′|2{sjtjωλ(tj + ωλ)− (sj − µ−1∗ )t1t2(t2 + t1)}.
Now we prove
Lemma 4.6. There is a constant σ∗ ∈ (σw∗ , pi/2) such that, for any σ ∈ (σ∗, pi/2),
there exists a positive constant Cσ,µ∗,ν∗,κ∗ such that, for any λ ∈ Σσ,0 and ξ′ ∈
RN−1, we have for j = 1, 2
(4.5) |lj(ξ′, λ)| ≥ Cσ,µ∗,ν∗,κ∗(|λ|1/2 + |ξ′|)6.
Proof. Let σ˜ be any number of (σw∗ , pi/2).
First, we consider the case |ξ′|2/|λ| ≤ R1 for (ξ′, λ) ∈ RN−1×Σσ˜,0 and for some
sufficiently small positive number R1 determined below. Let z = |ξ′|2/λ. Then,
tj =
√
sjλ (1 +O(z)) , ωλ =
√
λ/µ∗(1 +O(z)) as |z| → 0,
which implies that
lj(ξ
′, λ) = µ−2∗ λ
3√sj(√sj +
√
1/µ∗)(s2 +
√
s2s1 + s1)(1 +O(z)).
Here we note that, by s1 + s2 = (µ∗ + ν∗)/κ∗ and s1s2 = κ
−1
∗ ,
s2 +
√
s2s1 + s1 =
µ∗ + ν∗
κ∗
+
1√
κ∗
> 0.
Thus there exists a constant R1 ∈ (0, 1) such that, for any (ξ′, λ) ∈ RN−1 × Σσ˜,0
with |ξ′|2/|λ| ≤ R1, we have (4.5).
Next, we consider the case |λ|/|ξ′|2 ≤ R2 for (ξ′, λ) ∈ RN−1×Σσ˜,0 and for some
sufficiently small positive number R2 determined below. Let y = λ/|ξ′|2. Then,
ωλ = |ξ′|(1 +O(y)), tj = |ξ′|(1 +O(y)) as |y| → 0,
which yields that lj(ξ
′, λ) = 8µ−1∗ |ξ′|6(1 + O(y)). Hence there is a constant R2 ∈
(0, 1) such that, for any (ξ′, λ) ∈ RN−1 × Σσ˜,0 with |λ|/|ξ′|2 ≤ R2, we have (4.5).
Finally, we consider the case |ξ′|2/|λ| ≥ R1/2 and |λ|/|ξ′|2 ≥ R2/2, i.e.
(4.6)
R2
2
|ξ′|2 ≤ |λ| ≤ 2
R1
|ξ′|2.
Let ξ˜′, λ˜, t˜j , and ω˜λ be given by
ξ˜′ = (|λ|1/2 + |ξ′|)−1ξ′, λ˜ = (|λ|1/2 + |ξ′|)−2λ,
t˜j =
√
|ξ˜′|2 + sj λ˜, ω˜λ =
√
|ξ˜′|2 + µ−1∗ λ˜.
Then we observe that
(4.7) lj(ξ
′, λ) = (|λ|1/2 + |ξ′|)6lj(ξ˜′, λ˜)
and that (4.6) is equivalent to the condition: r1 ≤ |ξ˜′| ≤ r2, r3 ≤ |λ˜| ≤ r4, where
r1 =
(√
2
R1
+ 1
)−1
, r2 =
(√
R2
2
+ 1
)−1
,
r3 =
(√
2
R2
+ 1
)−2
, r4 =
(√
R1
2
+ 1
)−2
.
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We define a compact set Kσ˜ by
Kσ˜ = {(ξ˜′, λ˜) ∈ RN−1 ∩ Σσ˜,0 | r1 ≤ |ξ˜′| ≤ r2, r3 ≤ |λ˜| ≤ r4}.
Since lj(ξ
′, λ) are continuous functions onRN−1×(Σσ˜,0\{0}) and since lj(ξ′, λ) 6= 0
on RN−1× (C+ \ {0}) by (4.4) and Lemma 3.4, there exist constants Cµ∗,ν∗,κ∗ > 0
and σ∗ ∈ (σw∗ , pi/2) such that |lj(ξ˜′, λ˜)| ≥ Cµ∗,ν∗,κ∗ for any (ξ˜′, λ˜) ∈ Kσ∗ . Combin-
ing this inequality with (4.7) yields that (4.5) holds for any (ξ′, λ) ∈ RN−1 × Σσ,0
with σ ∈ (σ∗, pi/2) and (4.6). This completes the proof of Lemma 4.6. 
By Lemma 4.5, we have for j = 1, 2
|tj | ≥ ℜtj ≥ Cσ,µ∗,ν∗,κ∗(|λ|1/2 + |ξ′|),
|tj + ωλ| ≥ ℜ(tj + ωλ) ≥ Cσ,µ∗,ν∗,κ∗(|λ|1/2 + |ξ′|),
for any λ ∈ Σσ,0 (σ ∈ (σw∗ , pi/2)) and ξ′ ∈ RN−1. Together with these inequalities
and (4.3), we can prove the following corollary by Bell’s formula (2.11) and Lemma
4.6 in the same manner as we have obtained Corollary 2.3 from Lemma 2.2.
Corollary 4.7. Let s ∈ R, σ2 ∈ (σw∗ , pi/2), and σ3 ∈ (σ∗, pi/2) for the same
constant σ∗ as in Lemma 4.6. Then, for j = 1, 2,
tsj , (tj + ωλ)
s ∈ M1σ2,0(s), lj(ξ′, λ)s ∈ M1σ3,0(6s),
and also
mj(ξ
′, λ) ∈M1σ2,0(3), pj(ξ′, λ), qj(ξ′, λ) ∈ M1σ2,0(1).
4.2. Technical lemmas. This subsection introduces some technical lemmas that
play an important role to show the existence of R-bounded solution operator fam-
ilies. Let Mj(xN ) (j = 0, 1, 2) be given by
(4.8) M0(xN ) = e
−t2xN − e−t1xN
t2 − t1 , Mj(xN ) =
e−tjxN − e−ωλxN
t2 − t1 (j = 1, 2).
Then we have
Lemma 4.8. Let q ∈ (1,∞), δ ≥ 0, σ1 ∈ (0, pi/2), and σ2 ∈ (σw∗ , pi/2). For
k(ξ′, λ) ∈M1σ1,δ(1), l(ξ′, λ) ∈ M1σ2,δ(1), m(ξ′, λ) ∈ M1σ2,δ(2),
we define operators K(λ), L(λ), and Mj(λ) (j = 0, 1, 2) by
[K(λ)f ](x) =
∫ ∞
0
F−1ξ′
[
k(ξ′, λ)e−ωλ(xN+yN )f̂(ξ′, yN )
]
(x′) dyN (λ ∈ Σσ1,δ),
[L(λ)f ](x) =
∫ ∞
0
F−1ξ′
[
l(ξ′, λ)e−t1(xN+yN )f̂(ξ′, yN )
]
(x′) dyN (λ ∈ Σσ2,δ),
[Mj(λ)f ](x) =
∫ ∞
0
F−1ξ′
[
m(ξ′, λ)Mj(xN + yN )f̂(ξ′, yN)
]
(x′) dyN (λ ∈ Σσ2,δ).
Then the sets {λn(d/dλ)nK(λ) | λ ∈ Σσ1,δ}, {λn(d/dλ)nL(λ) | λ ∈ Σσ2,δ}, and
{λn(d/dλ)nMj(λ) | λ ∈ Σσ2,δ} are R-bounded on L(Lq(RN+ )) for n = 0, 1 and
j = 0, 1, 2. In addition, the R-bound of the first set is bounded above by some
constant CN,q,δ,σ1,µ∗,ν∗,κ∗ , while the R-bounds of the other sets are bounded above
by some constant CN,q,δ,σ2,µ∗,ν∗,κ∗ .
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Proof. Case K(λ). The proof is similar to Corollary 4.4, so that we may omit the
detailed proof.
Case L(λ). As was seen in the proof of Lemma 4.5, we know that t1 = ωz for
z = µ∗s1λ ∈ Σσ2−σw2 ,0 with σ2−σw∗ ∈ (0, pi/2). Thus the required properties follow
from the above result of K(λ) and Definition 1.1 immediately.
Case M0(λ). Following Shibata and Shimizu [15, Lemma 5.4], we prove the
R-boundedness by means of [14, Theorem 2.3] and [2, Proposition 3.3].
Let α′ be any multi-index of NN−10 and n = 0, 1 in this proof. We then note
that for r1, r2 ∈ {ωλ, t1, t2} and for non-negative real numbers a1, a2∣∣∂α′ξ′ {λn(d/dλ)n(e−a1r1e−a2r2)}∣∣(4.9)
≤ c(|λ|1/2 + |ξ′|)−|α′|e−b(|λ|1/2+|ξ′|)(a1+a2),
for any (ξ′, λ) ∈ (RN−1\{0})×Σσ2,0 (cf. [13, Lemma 5.2]). Here and subsequently,
c is a positive constant depending on at most α′, δ, σ2, µ∗, ν∗, and κ∗, while b is
a positive constant depending on at most σ2, µ∗, ν∗, and κ∗. They especially are
independent of ξ′, λ, a1, and a2.
By using (4.1), we rewrite [M0(λ)f ](x) as
[M0(λ)f ](x) =
∫ ∞
0
F−1ξ′
[
m(ξ′, λ)
µ∗ω2λ
λM0(xN + yN )f̂(ξ′, yN)
]
(x′)
+
∫ ∞
0
F−1ξ′
[
m(ξ′, λ)
ω2λ
|ξ′|2M0(xN + yN )f̂(ξ′, yN)
]
(x′)
=: [M0,1(λ)f ](x) + [M0,2(λ)f ](x).
Let k1λ(x), k2λ(x) be given by
k1λ(x) = F−1ξ′ [m1(ξ′, λ)λM0(xN )] (x′) for m1(ξ′, λ) =
m(ξ′, λ)
µ∗ω2λ
,
k2λ(x) = F−1ξ′
[
m2(ξ
′, λ)|ξ′|2M0(xN )
]
(x′) for m2(ξ
′, λ) =
m(ξ′, λ)
ω2λ
,
and then
(4.10) [M0,l(λ)f ](x) =
∫
RN
+
klλ(x
′ − y′, xN + yN )f(y) dy (l = 1, 2)
and ml(ξ
′, λ) ∈M1σ2,δ(0) (l = 1, 2) by (4.3) and the assumption for m(ξ′, λ). Since
M0(xN ) = −xN
∫ 1
0 e
−{θt2+(1−θ)t1}xN dθ, we have, by (4.9) with r1 = t1, r2 = t2,
a1 = θxN , and a2 = (1− θ)xN ,
(4.11) |∂α′ξ′ {λn(d/dλ)nM0(xN )}| ≤ cxN (|λ|1/2 + |ξ′|)−|α
′|e−b(|λ|
1/2+|ξ′|)xN .
First we estimate k1λ(x). By (4.11), m1(ξ
′, λ) ∈ M1σ2,δ(0), and Leibniz’s rule,∣∣∂α′ξ′ {λn(d/dλ)n(m1(ξ′, λ)λM0(xN ))}∣∣(4.12)
≤ cxN |λ|(|λ|1/2 + |ξ′|)−|α′|e−b(|λ|1/2+|ξ′|)xN
≤ c|λ|1/2(|λ|1/2 + |ξ′|)−|α′|e−(b/2)(|λ|1/2+|ξ′|)xN .
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On the other hand, using the identity:
eix
′·ξ′ =
∑
|α′|=l
(−ix′
|x′|2
)α′
∂α
′
ξ′ e
ix′·ξ′ (l ∈ N0),
we have, by integration by parts,(
λ
d
dλ
)n
k1λ(x) =
∫
RN−1
eix
′·ξ′
(
λ
d
dλ
)n
(m1(ξ
′, λ)λM0(xN )) dξ′
=
(
1
2pi
)N−1 ∑
|α′|=N
(
ix′
|x′|2
)α′
·
∫
RN−1
eix
′·ξ′∂α
′
ξ′
{(
λ
d
dλ
)n
(m1(ξ
′, λ)λM0(xN ))
}
dξ′.
This identity, together with (4.12), furnishes that
(4.13) |λn(d/dλ)nk1λ(x)| ≤ C|x′|−N |λ|1/2
∫
RN−1
(|λ|1/2 + |ξ′|)−N dξ′ ≤ C|x′|−N
for a positive constant C = CN,δ,σ2,µ∗,κ∗,ν∗ . In addition, by (4.12) with |α′| = 0,
|λn(d/dλ)nk1λ(x)| ≤ C|λ|1/2e−(b/2)|λ|1/2xN
∫
RN−1
e−(b/2)|ξ
′|xN dξ′
≤ C(xN )−1
∫
RN−1
e−(b/2)|ξ
′|xN dξ′ ≤ C(xN )−N ,
which, combined with (4.13), implies that |λn(d/dλ)nk1λ(x)| ≤ C|x|−N .
Next we estimate k2λ(x). Since |∂α′ξ′ |ξ′|2| ≤ c|ξ′|2−|α
′| by (2.12), we have, by
(4.11) with n = 0, m2(ξ
′, λ) ∈M1σ2,δ(0), and Leibniz’s rule,
∣∣∂α′ξ′ (m2(ξ′, λ)|ξ′|2M0(xN ))∣∣ ≤ c ∑
β′+γ′+δ′=α′
∣∣∂β′ξ′ |ξ′|2∣∣∣∣∂γ′ξ′m2(ξ′, λ)∣∣∣∣∂δ′ξ′M0(xN )∣∣
(4.14)
≤ cxN
∑
β′+γ′+δ′=α′
|ξ′|2−|β′|(|λ|1/2 + |ξ′|)−|γ′|(|λ|1/2 + |ξ′|)−|δ′|e−b(|λ|1/2+|ξ′|)xN
≤ cxN |ξ′|2−|α′|e−b(|λ|1/2+|ξ′|)xN ≤ c|ξ′|1−|α′|e−(b/2)(|λ|1/2+|ξ′|)xN ,
which, combined with [14, Theorem 2.3], furnishes that |k2λ(x)| ≤ C|x′|−N for
some positive constant C = CN,δ,σ2,µ∗,κ∗,ν∗ . On the other hand, by (4.14) with
|α′| = 0,
|k2λ(x)| ≤ C
∫
RN−1
|ξ′|e−(b/2)|ξ′|xN dξ′ ≤ C(xN )−N .
Thus |k2λ(x)| ≤ C|x|−N , and similarly |λ(d/dλ)k2λ(x)| ≤ C|x|−N .
Summing up the above calculations, we have obtained |λn(d/dλ)nklλ(x)| ≤
C|x|−N for l = 1, 2. Thus, following the proof of Shibata and Shimizu [15, Lemma
5.4], we can prove by (4.10) and [2, Poposition 3.3] that {λn(d/dλ)nM0,l(λ) | λ ∈
Σσ2,δ} are R-bounded on L(Lq(RN+ )) and their R-bounds do not exceed a positive
constant CN,q,δ,σ2,µ∗,κ∗,ν∗ . This completes the case M0(λ).
COMPRESSIBLE FLUID MODEL OF KORTEWEG TYPE 29
Case Mj(λ) (j = 1, 2). By (4.1), we have for j = 1, 2
(4.15)
Mj(xN ) = rj(ξ′, λ)
(
e−tjxN − e−ωλxN
tj − ωλ
)
, rj(ξ
′, λ) =
(sj − µ−1∗ )(t2 + t1)
(s2 − s1)(tj + ωλ) .
Since Mj(xN ) = −rj(ξ′, λ)xN
∫ 1
0 e
−{θtj+(1−θ)ωλ}xN dθ and rj(ξ
′, λ) ∈ M1σ2,0(0) by
Corollary 4.7, we can prove the required properties in the same manner as the case
M0(λ) by virtue of (4.9). This completes the proof of Lemma 4.8. 
Corollary 4.9. Let q ∈ (1,∞), δ > 0, and σ ∈ (σw∗ , pi/2).
(1) Let j = 1, 2. For lj(ξ′, λ) ∈ M1σ,0(j − 3) and mj(ξ′, λ) ∈ M1σ,0(j − 2), we define
operators Lj(λ), M j0 (λ) by
[Lj(λ)f ](x) = F−1ξ′
[
lj(ξ′, λ)e−t1xN f̂(ξ′, 0)
]
(x′),
[M j0 (λ)f ](x) = F−1ξ′
[
mj(ξ′, λ)M0(xN )f̂(ξ′, 0)
]
(x′),
for λ ∈ Σσ,δ and f ∈W jq (RN+ ). Then there exist operators L˜j(λ), M˜ j0 (λ), with
L˜j(λ), M˜ j0 (λ) ∈ Hol (Σσ,δ,L(Lq(R+)Nj ,W 3q (RN+ ))),
such that for any g ∈ W 1q (RN+ ) and for any h ∈ W 2q (RN+ )
L1(λ)g = L˜1(λ)(∇g, λ1/2g), L2(λ)h = L˜2(λ)(∇2h, λ1/2∇h, λh),
M10 (λ)g = M˜
1
0 (λ)(∇g, λ1/2g), M20 (λ)h = M˜20 (λ)(∇2h, λ1/2∇h, λh),
and also for n = 0, 1
RL(Lq(RN+ )Nj ,Aq(RN+ ))
({
λn(d/dλ)n
(SλL˜j(λ)) | λ ∈ Σσ,δ}) ≤ C,
RL(Lq(RN+ )Nj ,Aq(RN+ ))
({
λn(d/dλ)n
(SλM˜ j0 (λ)) | λ ∈ Σσ,δ}) ≤ C,
with a positive constant C = CN,q,δ,σ,µ∗,ν∗,κ∗ .
(2) Let j, k = 1, 2. For mj(ξ′, λ) ∈M1σ,0(j − 1), we define operators M jk(λ) by
[M jk(λ)f ](x) = F−1ξ′
[
mj(ξ′, λ)Mk(xN )f̂(ξ′, 0)
]
(x′),
for λ ∈ Σσ,0 and f ∈ W jq (RN+ ). Then there exist operators M˜ jk(λ), with
M˜ jk(λ) ∈ Hol (Σσ,0,L(Lq(RN+ )Nj ,W 2q (RN+ ))),
such that for any g ∈ W 1q (R) and for any h ∈ W 2q (RN+ )
M1k (λ)g = M˜
1
k (λ)(∇g, λ1/2g), M2k (λ)h = M˜2k (λ)(∇2h, λ1/2∇h, λh),
and also for n = 0, 1
RL(Lq(RN+ )Nj ,Bq(RN+ ))
({
λn(d/dλ)n
(TλM˜ jk(λ)) | λ ∈ Σσ,0}) ≤ C,
with some positive constant C = CN,q,σ,µ∗,ν∗,κ∗.
Proof. By (4.1) and rj(ξ
′, λ) defined in (4.15), we have for j = 1, 2
∂NM0(xN ) = −t2M0(xN )− e−t1xN ,(4.16)
∂NMj(xN ) = −tjMj(xN )− rj(ξ′, λ)e−ωλxN .(4.17)
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(1). We only prove the case M10 (λ). By (4.1), (4.2), and (4.16),
M10 (λ)g =
∫ ∞
0
F−1ξ′
[
λ1/2t2m
1(ξ′, λ)
µ∗ω2λ
M0(xN + yN )λ̂1/2g(ξ′, yN )
]
(x′) dyN
−
N−1∑
k=1
∫ ∞
0
F−1ξ′
[
iξkt2m
1(ξ′, λ)
ω2λ
M0(xN + yN)∂̂kg(ξ′, yN)
]
(x′) dyN
+
∫ ∞
0
F−1ξ′
[
λ1/2m1(ξ′, λ)
µ∗ω2λ
e−t1(xN+yN )λ̂1/2g(ξ′, yN)
]
(x′) dyN
−
N−1∑
k=1
∫ ∞
0
F−1ξ′
[
iξkm
1(ξ′, λ)
ω2λ
e−t1(xN+yN )∂̂kg(ξ
′, yN )
]
(x′) dyN
−
∫ ∞
0
F−1ξ′
[
m1(ξ′, λ)M0(xN + yN )∂̂Ng(ξ′, yN)
]
(x′) dyN
=:
5∑
l=1
M˜10,l(λ)(∇g, λ1/2g).
First we estimate M˜10,1(λ), M˜
1
0,2(λ), and M˜
1
0,5(λ). Here we consider M˜
1
0,5(λ) only,
because the other terms can be treated similarly. Let j, k, l = 1, . . . , N − 1. By
(4.16), M˜10,5(λ) can be written as
λM˜10,5(λ)(∇g, λ1/2g)
= −
∫ ∞
0
F−1ξ′
[
λm1(ξ′, λ)M0(xN + yN )∂̂Ng(ξ′, yN)
]
(x′) dyN ,(
λ∂j , λ
1/2∂j∂k, ∂j∂k∂l
)
M˜10,5(λ)(∇g, λ1/2g)
= −
∫ ∞
0
F−1ξ′
[(
λiξj ,−λ1/2ξjξk,−iξjξkξl
)
m1(ξ′, λ)
· M0(xN + yN )∂̂Ng(ξ′, yN )
]
(x′) dyN ,(
λ, λ1/2∂j , ∂j∂k
)
∂NM˜
1
0,5(λ)(∇g, λ1/2g)
=
∫ ∞
0
F−1ξ′
[(
λ, λ1/2iξj ,−ξjξk
)
t2m
1(ξ′, λ)M0(xN + yN )∂̂Ng(ξ′, yN )
]
(x′) dyN
+
∫ ∞
0
F−1ξ′
[(
λ, λ1/2iξj ,−ξjξk
)
m1(ξ′, λ)e−t1(xN+yN )∂̂Ng(ξ
′, yN)
]
(x′) dyN ,(
λ1/2, ∂j
)
∂2NM˜
1
0,5(λ)(∇g, λ1/2g)
= −
∫ ∞
0
F−1ξ′
[(
λ1/2, iξj
)
t22m
1(ξ′, λ)M0(xN + yN )∂̂Ng(ξ′, yN )
]
(x′) dyN
−
∫ ∞
0
F−1ξ′
[(
λ1/2, iξj
)
(t2 + t1)m
1(ξ′, λ)e−t1(xN+yN )∂̂Ng(ξ
′, yN)
]
(x′) dyN ,
∂3NM˜
1
0,5(λ)(∇g, λ1/2g)
=
∫ ∞
0
F−1ξ′
[
t32m
1(ξ′, λ)M0(xN + yN)∂̂Ng(ξ′, yN )
]
(x′) dyN
+
∫ ∞
0
F−1ξ′
[
{t22 + t1(t2 + t1)}m1(ξ′, λ)e−t1(xN+yN )∂̂Ng(ξ′, yN )
]
(x′) dyN .
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Then, by Lemma 4.2, Corollary 4.7, and the assumption for m1(ξ′, λ),
λm1(ξ′, λ) ∈M1σ,0(1) ⊂M1σ,δ(2),
(
λiξj ,−λ1/2ξjξk,−iξjξkξl
)
m1(ξ′, λ) ∈ M1σ,0(2),(
λ, λ1/2iξj ,−ξjξk
)
t2m
1(ξ′, λ) ∈M1σ,0(2),
(
λ, λ1/2iξj − ξjξk
)
m1(ξ′, λ) ∈ M1σ,0(1),(
λ1/2, iξj
)
t22m
1(ξ′, λ) ∈ M1σ,0(2),
(
λ1/2, iξj
)
(t2 + t1)m
1(ξ′, λ) ∈M1σ,0(1),
t32m
1(ξ′, λ) ∈M1σ,0(2), {t22 + t1(t2 + t1)}m1(ξ′, λ) ∈ M1σ,0(1).
Combining these properties with Lemma 4.8 furnishes for n = 0, 1
(4.18) RL(Lq(RN+ )N1 ,Aq(RN+ ))
({
λn(d/dλ)n
(SλM˜10,5(λ)) | λ ∈ Σσ,δ}) ≤ C,
with some positive constant C = CN,q,δ,σ,µ∗,ν∗,κ∗ . Analogously, for l = 1, 2,
(4.19) RL(Lq(RN+ )N1 ,Aq(RN+ ))
({
λn(d/dλ)n
(SλM˜10,l(λ)) | λ ∈ Σσ,δ}) ≤ C.
Next we estimate M˜10,3(λ), M˜
1
0,4(λ). By Lemma 4.2, Corollary 4.7, and the
assumption for m1(ξ′, λ), we have for k = 1, . . . , N − 1
λ1/2m1(ξ′, λ)
µ∗ω2λ
,
iξkm
1(ξ′, λ)
ω2λ
∈ M1σ,0(−2).
Thus, similarly to the case M˜10,5(λ), we obtain by Lemma 4.8
RL(Lq(RN+ )N1 ,Aq(RN+ ))
({
λn(d/dλ)n(SλM˜10,l(λ)) | λ ∈ Σσ,δ
}) ≤ C
for n = 0, 1 and l = 3, 4 with C = CN,q,δ,σ,µ∗,ν∗,κ∗ , which, combined with (4.18)
and (4.19), completes the proof of the case M10 (λ). This completes the proof of
Corollary 4.9 (1).
(2). The proof is similar to (1) by virtue of (4.17) and rj(ξ
′, λ) ∈ M1σ,0(0), so
that we may omit the detailed proof. This completes the proof of the corollary. 
5. Proof of Theorem 1.3
As was seen in Section 3, it suffices to show Theorem 3.1 in order to complete the
proof of Theorem 1.3. From this viewpoint, we prove Theorem 3.1 in this section.
Let (ρ,u) be the solution of (3.2) obtained in Section 3, and let uJ be the Jth
component of u for J = 1, . . . , N .
5.1. Construction of solution operator families. This subsection constructs
solution operator families associated with (ρ,u).
First, we consider the formula of ρ. It can be written as
ρ = F−1ξ′
[{(
t21 − |ξ′|2
λt1
)
βN +
(
t22 − |ξ′|2
λt2
)
γN
}
e−t1xN
]
(x′)
+ F−1ξ′
[(
t22 − |ξ′|2
λt2
)
γN
(
e−t2xN − e−t1xN )] (x′).
Inserting (3.50) into the above formula yields that ρ = S1(λ)g + S2(λ)h with
S
1(λ)g := −
2∑
l=1
N−1∑
k=1
F−1ξ′
[
2iξkωλt1t2Ll1(t
2
l − |ξ′|2)
µ∗λtl detL
e−t1xN ĝk(0)
]
(x′)
+
2∑
l=1
F−1ξ′
[
t1t2Ll1(t
2
l − |ξ′|2)(ω2λ + |ξ′|2)
µ∗λtl detL
e−t1xN ĝN(0)
]
(x′)
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−
N−1∑
k=1
F−1ξ′
[
2iξkωλt1L21(t
2
2 − |ξ′|2)
µ∗λdetL
(
e−t2xN − e−t1xN ) ĝk(0)] (x′)
+ F−1ξ′
[
t1L21(t
2
2 − |ξ′|2)(ω2λ + |ξ′|2)
µ∗λdetL
(
e−t2xN − e−t1xN ) ĝN (0)] (x′),
S
2(λ)h :=
2∑
l=1
F−1ξ′
[
Ll2(t
2
l − |ξ′|2)
tl detL
e−t1xN ĥ(0)
]
(x′)
+ F−1ξ′
[
L22(t
2
2 − |ξ′|2)
t2 detL
(
e−t2xN − e−t1xN ) ĥ(0)] (x′).
Secondly, we consider the formula of uJ . Let j = 1, . . . , N−1, and then inserting
(3.50) into uJ yields that uJ = T
1
J(λ)g + T
2
J(λ)h with
T
1
j(λ)g := F−1ξ′
[
1
µ∗ωλ
e−ωλxN ĝj(0)
]
(x′) + F−1ξ′
[
iξj
2µ∗ω2λ
e−ωλxN ĝN (0)
]
(x′)
+
2∑
l=1
N−1∑
k=1
F−1ξ′
[
ξjξkt1t2Ll1(4tlωλ − 3ω2λ − |ξ′|2)
µ∗tlωλ detL
e−ωλxN ĝk(0)
]
(x′)
+
2∑
l=1
F−1ξ′
[
iξjt1t2Ll1(ω
2
λ + |ξ′|2)(4tlωλ − 3ω2λ − |ξ′|2)
2µ∗tlω2λ detL
e−ωλxN ĝN (0)
]
(x′)
−
2∑
l=1
N−1∑
k=1
F−1ξ′
[
2ξjξkωλt1t2Ll1
µ∗tl detL
(
e−tlxN − e−ωλxN ) ĝk(0)] (x′)
−
2∑
l=1
F−1ξ′
[
iξjt1t2Ll1(ω
2
λ + |ξ′|2)
µ∗tl detL
(
e−tlxN − e−ωλxN ) ĝN (0)] (x′),
T
2
j(λ)h :=
2∑
l=1
F−1ξ′
[
λiξjLl2(4tlωλ − 3ω2λ − |ξ′|2)
2tlω2λ detL
e−ωλxN ĥ(0)
]
(x′)
−
2∑
l=1
F−1ξ′
[
λiξjLl2
tl detL
(
e−tlxN − e−ωλxN ) ĥ(0)] (x′),
T
1
N (λ)g := F−1ξ′
[
1
2µ∗ωλ
e−ωλxN ĝN (0)
]
(x′)
−
2∑
l=1
N−1∑
k=1
F−1ξ′
[
iξkt1t2Ll1(2tlωλ − ω2λ − |ξ′|2)
µ∗tl detL
e−ωλxN ĝk(0)
]
(x′)
+
2∑
l=1
F−1ξ′
[
t1t2Ll1(ω
2
λ + |ξ′|2)(2tlωλ − ω2λ − |ξ′|2)
2µ∗tlωλ detL
e−ωλxN ĝN(0)
]
(x′)
−
2∑
l=1
N−1∑
k=1
F−1ξ′
[
2iξkt1t2ωλLl1
µ∗ detL
(
e−tlxN − e−ωλxN ) ĝk(0)] (x′)
+
2∑
l=1
F−1ξ′
[
t1t2Ll1(ω
2
λ + |ξ′|2)
µ∗ detL
(
e−tlxN − e−ωλxN ) ĝN (0)] (x′),
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T
2
N (λ)h :=
2∑
l=1
F−1ξ′
[
λLl2(2tlωλ − ω2λ − |ξ′|2)
2tlωλ detL
e−ωλxN ĥ(0)
]
(x′)
+
2∑
l=1
F−1ξ′
[
λLl2
detL
(
e−tlxN − e−ωλxN ) ĥ(0)] (x′).
Thirdly, we rewrite S1(λ)g, S2(λ), T1J(λ)g, and T
2
J(λ)h by means of (4.1), (4.8),
and symbols introduced in Subsection 4.1 in order to eliminate λ and t2 − t1 con-
tained in detL. For simplicity, we set
a(ξ′, λ) =
s1s2(t2 + t1)
s2 − s1 , b(ξ
′, λ) =
t2 + t1
s2 − s1 .
It now holds that
2∑
l=1
Ll1(t
2
l − |ξ′|2)
λtl detL
=
s1s2(t1 + ωλ)
t2l1(ξ′, λ)
,
L21(t
2
2 − |ξ′|2)
λdetL
= − s1s2t1(t1 + ωλ)
(t2 − t1)l1(ξ′, λ) ,
2∑
l=1
Ll2(t
2
l − |ξ′|2)
tl detL
= a(ξ′, λ)
2∑
l=1
(−1)l+1tlml(ξ′, λ)
slll(ξ′, λ)
,
L22(t
2
2 − |ξ′|2)
t2 detL
=
λs2t1m1(ξ
′, λ)
(t2 − t1)l1(ξ′, λ) ,
which, inserted into S1(λ)g and S2(λ)h, furnishes that
S
1(λ)g = −
N−1∑
k=1
F−1ξ′
[
2iξkωλt1s1s2(t1 + ωλ)
µ∗l1(ξ′, λ)
e−t1xN ĝk(0)
]
(x′)
+ F−1ξ′
[
t1s1s2(t1 + ωλ)(ω
2
λ + |ξ′|2)
µ∗l1(ξ′, λ)
e−t1xN ĝN (0)
]
(x′)
+
N−1∑
k=1
F−1ξ′
[
2iξkωλs1s2t
2
1(t1 + ωλ)
µ∗l1(ξ′, λ)
M0(xN )ĝk(0)
]
(x′)
− F−1ξ′
[
s1s2t
2
1(t1 + ωλ)(ω
2
λ + |ξ′|2)
µ∗l1(ξ′, λ)
M0(xN )ĝN (0)
]
(x′),
S
2(λ)h =
2∑
l=1
F−1ξ′
[
(−1)l+1a(ξ′, λ)tlml(ξ′, λ)
slll(ξ′, λ)
e−t1xN ĥ(0)
]
(x′)
+ F−1ξ′
[
λs2t1m1(ξ
′, λ)
l1(ξ′, λ)
M0(xN )ĥ(0)
]
(x′).
In addition, we observe that for A = {(1, 2), (2, 1)}
2∑
l=1
Ll1(4tlωλ − 3ω2λ − |ξ′|2)
tl detL
= a(ξ′, λ)
2∑
l=1
(−1)l+1pl(ξ′, λ)
slll(ξ′, λ)
,
2∑
l=1
Ll1(e
−tlxN − e−ωλxN )
tl detL
= s1s2
2∑
l=1
(−1)l+1(tl + ωλ)
slll(ξ′, λ)
Ml(xN ),
2∑
l=1
Ll2(4tlωλ − 3ω2λ − |ξ′|2)
tl detL
= b(ξ′, λ)
∑
(l,m)∈A
(−1)l+1tlml(ξ′, λ)pm(ξ′, λ)
ll(ξ′, λ)(tm + ωλ)
,
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2∑
l=1
Ll2(e
−tlxN − e−ωλxN )
tl detL
=
∑
(l,m)∈A
(−1)l+1tlml(ξ′, λ)
ll(ξ′, λ)
Mm(xN ),
2∑
l=1
Ll1(2tlωλ − ω2λ − |ξ′|2)
tl detL
= a(ξ′, λ)
2∑
l=1
(−1)l+1ql(ξ′, λ)
slll(ξ′, λ)
,
2∑
l=1
Ll1(e
−tlxN − e−ωλxN )
detL
= s1s2
2∑
l=1
(−1)l+1tl(tl + ωλ)
slll(ξ′, λ)
Ml(xN ),
2∑
l=1
Ll2(2tlωλ − ω2λ − |ξ′|2)
tl detL
= b(ξ′, λ)
∑
(l,m)∈A
(−1)l+1tlml(ξ′, λ)qm(ξ′, λ)
ll(ξ′, λ)(tm + ωλ)
,
2∑
l=1
Ll2(e
−tlxN − e−ωλxN )
detL
= t1t2
∑
(l,m)∈A
(−1)l+1ml(ξ′, λ)
ll(ξ′, λ)
Mm(xN ).
Inserting these relations into T1J(λ)g and T
2
J(λ)h furnishes that
T
1
j(λ)g = F−1ξ′
[
1
µ∗ωλ
e−ωλxN ĝj(0)
]
(x′) + F−1ξ′
[
iξj
2µ∗ω2λ
e−ωλxN ĝN(0)
]
(x′)
+
2∑
l=1
N−1∑
k=1
F−1ξ′
[
(−1)l+1ξjξkt1t2a(ξ′, λ)pl(ξ′, λ)
µ∗ωλslll(ξ′, λ)
e−ωλxN ĝk(0)
]
(x′)
+
2∑
l=1
F−1ξ′
[
(−1)l+1iξjt1t2(ω2λ + |ξ′|2)a(ξ′, λ)pl(ξ′, λ)
2µ∗ω2λslll(ξ
′, λ)
e−ωλxN ĝN (0)
]
(x′)
−
2∑
l=1
N−1∑
k=1
F−1ξ′
[
(−1)l+12ξjξkωλt1t2s1s2(tl + ωλ)
µ∗slll(ξ′, λ)
Ml(xN )ĝk(0)
]
(x′)
−
2∑
l=1
F−1ξ′
[
(−1)l+1iξjt1t2(ω2λ + |ξ′|2)s1s2(tl + ωλ)
µ∗slll(ξ′, λ)
Ml(xN )ĝN (0)
]
(x′),
T
2
j(λ)h =
∑
(l,m)∈A
F−1ξ′
[
(−1)l+1λiξjb(ξ′, λ)tlml(ξ′, λ)pm(ξ′, λ)
2ω2λll(ξ
′, λ)(tm + ωλ)
e−ωλxN ĥ(0)
]
(x′)
−
∑
(l,m)∈A
F−1ξ′
[
(−1)l+1λiξjtlml(ξ′, λ)
ll(ξ′, λ)
Mm(xN )ĥ(0)
]
(x′),
T
1
N(λ)g = F−1ξ′
[
1
2µ∗ωλ
e−ωλxN ĝN (0)
]
(x′)
−
2∑
l=1
N−1∑
k=1
F−1ξ′
[
(−1)l+1iξkt1t2a(ξ′, λ)ql(ξ′, λ)
µ∗slll(ξ′, λ)
e−ωλxN ĝk(0)
]
(x′)
+
2∑
l=1
F−1ξ′
[
(−1)l+1t1t2(ω2λ + |ξ′|2)a(ξ′, λ)ql(ξ′, λ)
2µ∗ωλslll(ξ′, λ)
e−ωλxN ĝN (0)
]
(x′)
−
2∑
l=1
N−1∑
k=1
F−1ξ′
[
(−1)l+12iξkt1t2ωλs1s2tl(tl + ωλ)
µ∗slll(ξ′, λ)
Ml(xN )ĝk(0)
]
(x′)
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+
2∑
l=1
F−1ξ′
[
(−1)l+1t1t2(ω2λ + |ξ′|2)s1s2tl(tl + ωλ)
µ∗slll(ξ′, λ)
Ml(xN )ĝN (0)
]
(x′)
T
2
N(λ)h =
∑
(l,m)∈A
F−1ξ′
[
(−1)l+1λb(ξ′, λ)tlml(ξ′, λ)qm(ξ′, λ)
2ωλll(ξ′, λ)(tm + ωλ)
e−ωλxN ĥ(0)
]
(x′)
+
∑
(l,m)∈A
F−1ξ′
[
(−1)l+1λt1t2ml(ξ′, λ)
ll(ξ′, λ)
Mm(xN )ĥ(0)
]
(x′).
5.2. R-bounded solution operator families. This subsection shows the exis-
tence of R-bounded solution operator families associated with (ρ,u). Let δ > 0 and
σ ∈ (σ∗, pi/2) for the same constant σ∗ as in Lemma 4.6, and let j, k = 1, . . . , N − 1
and l,m = 1, 2 in what follows. In addition, we note that a(ξ′, λ), b(ξ′, λ) ∈M1σ,0(1)
by Corollary 4.7.
First, we consider S1(λ), S2(λ). By Lemma 4.2, (4.3), and Corollary 4.7,
2iξkωλt1s1s2(t1 + ωλ)
µ∗l1(ξ′, λ)
,
t1s1s2(t1 + ωλ)(ω
2
λ + |ξ′|2)
µ∗l1(ξ′, λ)
∈M1σ,0(−2);
2iξkωλs1s2t
2
1(t1 + ωλ)
µ∗l1(ξ′, λ)
,
s1s2t
2
1(t1 + ωλ)(ω
2
λ + |ξ′|2)
µ∗l1(ξ′, λ)
,
a(ξ′, λ)tlml(ξ
′, λ)
slll(ξ′, λ)
∈M1σ,0(−1);
λs2t1m1(ξ
′, λ)
l1(ξ′, λ)
∈M1σ,0(0).
Let N1 = N2 + N and N2 = N2 + N + 1. Then Corollary 4.9 (1) furnishes that
there exist operators S˜1(λ), S˜2(λ), with
S˜
l(λ) ∈ Hol (Σσ,δ,L(Lq(RN+ )Nl ,W 3q (RN+ ))),
such that for any g ∈W 1q (RN+ )N and for any h ∈ W 2q (RN+ )
S
1(λ)g = S˜1(λ)(∇g, λ1/2g), S2(λ)h = S˜2(λ)(∇2h, λ1/2∇h, λh),
and also for n = 0, 1
RL(Lq(RN+ )Nl ,Aq(RN+ ))
({
λn(d/dλ)n
(SλS˜l(λ)) | λ ∈ Σσ,δ}) ≤ C,
with some positive constant C = CN,q,δ,σ,µ∗,ν∗,κ∗ .
Next we consider T1j(λ), T
2
j(λ). By Lemma 4.2, (4.3), and Corollary 4.7,
1
µ∗ωλ
,
iξj
2µ∗ω2λ
,
ξjξkt1t2a(ξ
′, λ)pl(ξ
′, λ)
µ∗ωλslll(ξ′, λ)
,
iξjt1t2(ω
2
λ + |ξ′|2)a(ξ′, λ)pl(ξ′, λ)
2µ∗ω2λslll(ξ
′, λ)
∈ M1σ,0(−1);
2ξjξkωλt1t2s1s2(tl + ωλ)
µ∗slll(ξ′, λ)
,
iξjt1t2(ω
2
λ + |ξ′|2)s1s2(tl + ωλ)
µ∗slll(ξ′, λ)
,
λiξjb(ξ
′, λ)tlml(ξ
′, λ)pm(ξ
′, λ)
2ω2λll(ξ
′, λ)(tm + ωλ)
∈ M1σ,0(0);
λiξjtlml(ξ
′, λ)
ll(ξ′, λ)
∈ M1σ,0(1).
Corollary 4.4 and Corollary 4.9 (2) thus furnish that there exist operators T˜1j(λ),
T˜
2
j(λ), with T˜
l
j(λ) ∈ Hol (Σσ,0,L(Lq(RN+ )Nl ,W 2q (RN+ ))), such that for any g ∈
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W 1q (R
N
+ )
N and for any h ∈W 2q (RN+ )
T
1
j(λ)g = T˜
1
j(λ)(∇g, λ1/2g), T2j(λ)h = T˜2j(λ)(∇2h, λ1/2∇h, λh),
and also for n = 0, 1
RL(Lq(RN+ )Nl ,Bq(RN+ ))
({
λn(d/dλ)n
(TλT˜lj(λ)) | λ ∈ Σσ,0}) ≤ C,
with some positive constant C = CN,q,σ,µ∗,ν∗,κ∗
Finally, we consider T1N(λ), T
2
N(λ). By Lemma 4.2, (4.3), and Corollary 4.7,
1
2µ∗ωλ
,
iξkt1t2a(ξ
′, λ)ql(ξ
′, λ)
µ∗slll(ξ′, λ)
,
t1t2(ω
2
λ + |ξ′|2)a(ξ′, λ)ql(ξ′, λ)
2µ∗ωλslll(ξ′, λ)
∈M1σ,0(−1);
2iξkt1t2ωλs1s2tl(tl + ωλ)
µ∗slll(ξ′, λ)
,
t1t2(ω
2
λ + |ξ′|2)s1s2tl(tl + ωλ)
µ∗slll(ξ′, λ)
,
λb(ξ′, λ)tlml(ξ
′, λ)qm(ξ
′, λ)
2ωλll(ξ′, λ)(tm + ωλ)
∈M1σ,0(0);
λt1t2ml(ξ
′, λ)
ll(ξ′, λ)
∈M1σ,0(1).
Corollary 4.4 and Corollary 4.9 (2) thus furnish that there exist operators T˜1N(λ),
T˜2N(λ), with T˜
l
N (λ) ∈ Hol (Σσ,0,L(Lq(RN+ )Nl ,W 2q (RN+ )N )), such that for any g ∈
W 1q (R
N
+ )
N and for any h ∈W 2q (RN+ )
T
1
N (λ)g = T˜
1
N(λ)(∇g, λ1/2g), T2N (λ)h = T˜2N (λ)(∇2h, λ1/2∇h, λh),
and also for n = 0, 1
RL(Lq(RN+ )Nl ,Bq(RN+ ))
({
λn(d/dλ)n
(TλT˜lj(λ)) | λ ∈ Σσ,0}) ≤ C,
with some positive constant C = CN,q,σ,µ∗,ν∗,κ∗
Summing up the above results and setting forU = (U1, U2, U3, U4, U5) ∈ X˜q(RN+ )
A2(λ)U = S˜1(λ)(U1, U2) + S˜2(λ)(U3, U4, U5),
B2(λ)U = (T˜11(λ)(U1, U2) + T˜21(λ)(U3, U4, U5),
. . . , T˜1N(λ)(U1, U2) + T˜
2
N (λ)(U3, U4, U5))
T,
we have completed the proof of Theorem 3.1.
6. Proof of Theorem 1.5
In this section, we prove Theorem 1.5 by using Theorem 1.3. Let δ = 1/2 and
σ ∈ (σ∗, pi/2), and let c0 be a positive constant defined as c0 = c(δ, σ) for the
positive constant c(δ, σ) given by Theorem 1.3. We then observe by Definition 1.1
that for any λ0 ≥ 1 and for n = 0, 1
RL(Xq(RN+ ),Aq(RN+ )) ({λ
n(d/dλ)n (SλA0(λ)) | λ ∈ Σσ,λ0}) ≤ c0,(6.1)
RL(Xq(RN+ ),Bq(RN+ )) ({λ
n(d/dλ)n (TλB0(λ)) | λ ∈ Σσ,λ0}) ≤ c0.
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Let F = (d, f ,g, h) ∈ Xq(RN+ ) and (ρ,u) = (A0(λ)FλF,B0(λ)FλF). Then (ρ,u)
satisfies the following system:
(6.2)
λρ+ divu = d in RN+ ,
λu− µ∗∆u− ν∗∇ divu+ (γ∗ − κ∗∆)∇ρ = f + γ∗∇A0(λ)FλF in RN+ ,
{µ∗D(u) + (ν∗ − µ∗) divuI− (γ∗ − κ∗∆)ρI}n = g− γ∗(A0(λ)FλF)n on RN0 ,
n · ∇ρ = h on RN0 .
Now we set G(λ)F and Xq,λ(RN+ ) as
G(λ)F = (0,−γ∗∇A0(λ)FλF, γ∗(A0(λ)FλF)n, 0),
Xq,λ(R
N
+ ) = {FλF ∈ Xq(RN+ ) | F ∈ Xq(RN+ )} (λ ∈ Σσ,λ0).
Note that Fλ is a bijection from Xq(RN+ ) onto Xq,λ(RN+ ). In view of (6.2), if there
is the inverse operator (I − G(λ))−1 ∈ L(Xq(RN+ )) of I − G(λ), then we see that
(6.3) (ρ,u) = (A0(λ)Fλ(I − G(λ))−1F,B0(λ)Fλ(I − G(λ))−1F)
solves the system (1.7). It thus suffices to show the invertibility of I − G(λ) and
the R-boundedness of the inverse operator in what follows.
Here we define a further operator H(λ) by
H(λ)U = (0, γ∗∇A0(λ)U,−(γ∗A0(λ)U)n, 0) for U ∈ Xq(RN+ ),
and introduce the following lemma proved essentially in [2, Remark 3.2 (4)] (cf.
also [11, page 84] for Khinchine’s inequality).
Lemma 6.1. Let 1 ≤ q < ∞, and let m(λ) be a bounded function defined on a
subset Λ of C. Assume that Mm(λ) is a multiplication operator with m(λ) de-
fined by Mm(λ)f = m(λ)f for any f ∈ Lq(G) with an open set G of RN . Then
RL(Lq(G))({Mm(λ) | λ ∈ Λ}) ≤ Kq‖m‖L∞(Λ) for some positive constant Kq ≥ 1
depending only on q.
By (6.1) and Lemma 6.1, we have for n = 0, 1
RL(Xq(RN+ )) ({λ
n(d/dλ)n (FλH(λ)) | λ ∈ Σσ,λ0})(6.4)
≤ c0|γ∗|Kq(2λ−10 + λ−1/20 ).
We here choose λ0 large enough so that c0|γ∗|Kq(2λ−10 + λ−1/20 ) ≤ 1/2. Since
H(λ)FλF = G(λ)F, the estimate (6.4) with n = 0 implies that
‖FλG(λ)F‖Xq(RN+ ) = ‖FλH(λ)FλF‖Xq(RN+ ) ≤
1
2
‖FλF‖Xq(RN+ ).
Thus FλG(λ)F−1λ ∈ L(Xq,λ(RN+ )) with ‖FλG(λ)F−1λ ‖L(Xq,λ(RN+ )) ≤ 1/2, which,
combined with the Neumann series expansion, furnishes that (I − FλG(λ)F−1λ )−1
exists in L(Xq,λ(RN+ )). Hence, F−1λ (I −FλG(λ)F−1λ )−1Fλ = (I −G(λ))−1 exists in
L(Xq(RN+ )), and also Fλ(I−G(λ))−1F = (I−FλH(λ))−1FλF by G(λ)F−1λ = H(λ).
We set for U ∈ Xq(RN+ )
A(λ)U = A0(λ)(I −FλH(λ))−1U, B(λ)U = B0(λ)(I −FλH(λ))−1U,
and then (ρ,u) = (A(λ)FλF,B(λ)FλF) solves (1.7) as was discussed in (6.3).
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Next we prove the R-boundedness of A(λ), B(λ) constructed above. Noting that
c0|γ∗|Kq(2λ−10 + λ−1/20 ) ≤ 1/2, we have, by (6.4), the Neumann series expansion,
and Definition 1.1,
(I −FλH(λ))−1 ∈ Hol (Σσ,λ0 ,L(Xq(RN+ ))),
RL(Xq(RN+ ))
({
λn(d/dλ)n(I −FλH(λ))−1 | λ ∈ Σσ,λ0
}) ≤ 2.
Combining these properties with (6.1) and Remark 3.2 (2) furnishes that
RL(Xq(RN+ ),Aq(RN+ )) ({λ
n(d/dλ)n (SλA(λ)) | λ ∈ Σσ,λ0}) ≤ 4c0,
RL(Xq(RN+ ),Bq(RN+ )) ({λ
n(d/dλ)n (TλB(λ)) | λ ∈ Σσ,λ0}) ≤ 4c0.
Finally, we prove the uniqueness of the system (1.7). Let (ρ,u) ∈ W 3q (RN+ ) ×
W 2q (R
N
+ )
N satisfy (1.7) whose right-hand side is zero. Then (ρ,u) satisfies (3.1)
with d = 0, f = −γ∗∇ρ, g = γ∗ρn, and h = 0. We thus have by (6.1) with n = 0
‖Sλρ‖Aq(RN+ ) ≤ c0‖(f ,∇g, λ
1/2g)‖Lq(RN+ )
≤ c0|γ∗|(2λ−10 + λ−1/20 )‖Sλρ‖Aq(RN+ ) ≤
1
2
‖Sλρ‖Aq(RN+ )
for any λ ∈ Σσ,λ0 , which implies that ρ = 0. In addition, by (6.1) with n = 0 again,
‖Tλu‖Bq(RN+ ) ≤ c0‖(f ,∇g, λ
1/2g)‖Lq(RN+ ) = 0.
Hence u = 0. This completes the proof of Theorem 1.5.
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