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[Note from the editors. The spindle property says that the order of the product ss′ of two generators
of a Coxeter group is equal to the multiplicity m(s, s′)—see Proposition 2.5 below. The present
Addendum contains a proof of this property, crucially used in the paper.]
1. Generalities
A Coxeter group W is a group generated by a set S of generators such that any relation s1 . . . sn =
1 (s1, . . . , sn ∈ S) is a consequence of relations of the form (ss′)m(s,s′) = 1, wherem(s, s) = 1 ∀ s ∈ S
and m(s, s′) = m(s′, s) ≥ 2 for s 6= s′ in S, with the convention that m(s, s′) = ∞ when
no defining relation occurs for a given pair (s, s′). In other words, W is the quotient of the free
monoid S∗ in the alphabet S by the equivalence relation ≡ defined by the elementary relations
ww′ ≡ w(ss′)m(s,s′)w′(w,w′ ∈ S∗, s, s′ ∈ S). The empty word of S∗ is denoted by 1. In what follows
W = 〈S〉 is a Coxeter groupwith respect to the set S of generators.We denote by T the set of reflections
ofW , or conjugates of generators. The length l(w) of w inW is the smallest n such that w = s1 . . . sn
for some s1, . . . , sn in S, with the convention that l(1) = 0.
Proposition 1.1. If w ∈ W and τ ∈ T , then l(wτ) 6= l(w)(mod 2). If s ∈ S, then l(ws) = l(w)± 1.
Proof. As the defining relations are all of even length in S∗, the parity n(mod 2) of a given expression
s1 . . . sn (s1, . . . , sn ∈ S) in W is a function of w = s1 . . . sn. The parity is 1 for τ in T , forcing
l(wτ) 6= l(w)(mod 2). In particular if s ∈ S l(ws) 6= l(w). If l(ws) > l(w), l(ws) = l(w) + 1. If
l(ws) < l(w), l(w) = l(wss) > l(ws) and l(w) = l(ws)+ 1. 
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In the sequel, we will use Proposition 1.1 without further reference.
Lemma 1.2. If w ∈ W and τ ∈ T with l(wτ) < l(w), then for some expression s1 . . . sn of
w(s1, . . . , sn ∈ S, s1 . . . sn = w) there is a unique i (1 ≤ i ≤ n) such that τ = sn . . . si . . . sn. Equivalently
wτ = s1 . . . sˆi . . . sn (omitting the letter si in the expression s1 . . . sn).
Proof. Ifw ∈ W and τ ∈ T with l(wτ) < l(w), let σ1 . . . σp be a reduced expression ofwτ (σ1 . . . σp ∈
S, wτ = σ1 . . . σp, l(wτ) = p). Now if r1 . . . rq . . . r1 is an expression of τ with q minimum, τ
cannot equal r1 . . . rk . . . r1 for some k (1 ≤ k < q), which would contradict the minimality of q.
It is also impossible that τ equals r1 . . . rq . . . rk . . . rq . . . r1 (1 ≤ k < q) as in that case ττ = 1 =
r1 . . . rˆk . . . rq . . . r1 = r1 . . . rk . . . r1τ and τ = r1 . . . rk . . . r1, a contradiction. Let us consider now the
expression σ1 . . . σpr1 . . . rq . . . r1 ofw. As we have seen,wτ cannot equal σ1 . . . σpr1 . . . rˆk . . . rq . . . r1
or σ1 . . . σpr1 . . . rq . . . rˆk . . . r1 (1 ≤ k < q). If wτ = σ1 . . . σˆj . . . σpr1 . . . rq . . . r1 for some j (1 ≤
j ≤ p), then w = σ1 . . . σˆj . . . σp and l(w) < l(wτ), a contradiction. Consequently the expression
σ1 . . . σpr1 . . . rq . . . r1 verifies the property stated in Lemma 1.2. 
Note that Lemma 1.2 remains valid for any group generated by a set of involutions, or elements of
order 2.
For s1, . . . , sn in S and t in T we put J(s1, . . . , sn ; τ) = |{j, 1 ≤ j ≤ n, τ = sn . . . sj . . . sn}|.
Lemma 1.3. For s1, . . . , sn in S and τ in T , the function J(w, τ) = J(s1, . . . , sn ; τ)(mod 2) where
w = s1 . . . sn is well defined.
Proof. By the definition of Coxeter groups, it is sufficient to prove that for any two finite
sequences of elements in Sσ1, . . . , σp and τ1, . . . , τq, any τ in T and any finite m(s, s′) we have
J(σ1, . . . , σp, τ1, . . . , τq ; τ) = J(σ1, . . . , σp, s, s′, . . . , s, s′︸ ︷︷ ︸
2m(s,s′)
, τ1, . . . , τq ; τ)(mod 2). Since (ss′)m(s,s′) =
1, the latter equals J(σ1, . . . , σp, τ1, . . . , τq ; τ) + J(s, s′, . . . , s, s′︸ ︷︷ ︸
2m(s,s′)
; uτu−1) where u = τ1 . . . τq.
However for 1 ≤ j ≤ m(s, s′) we have s′s . . . ss′︸ ︷︷ ︸
2j−1
= ss′ . . . s′s︸ ︷︷ ︸
2(j+m(s,s′))−1
. Consequently for any τ ′ in T ,
J(ss′ . . . s′s︸ ︷︷ ︸
2m(s,s′)
; τ ′) is even, which concludes the proof. 
For w in W , we put I(w) = {τ ∈ T , l(wτ) < l(w)}. Proposition 1.4 below is called the strong
exchange property (in short s.e.p.).
Proposition 1.4. If s1 . . . sn is an expression of w in W and if τ ∈ I(w), then for some i (1 ≤ i ≤ n)
wτ = s1 . . . sˆi . . . sn.
If s1 . . . sn is reduced then I(w) = {sn, snsn−1sn, . . . , sn . . . s1 . . . sn} and |I(w)| = n.
Proof. If those conditions are verified then by Lemmas 1.2 and 1.3 J(w, τ) = 1. Consequently
J(s1, . . . , sn ; τ) is odd, so nonzero, which proves the first part of the proposition. If moreover
l(w) = n, then sn . . . si . . . sn 6= sn . . . sj . . . sn (1 ≤ i < j ≤ n), as otherwise
w = wsn . . . si . . . snsn . . . sj . . . sn = s1 . . . sˆi . . . sˆj . . . sn and l(w) < n, a contradiction. Finally
wsn . . . si . . . sn = s1 . . . sˆi . . . sn and sn . . . si . . . sn ∈ I(w) (1 ≤ i ≤ n), which concludes the proof.

Corollary 1.5. If τ ∈ T and if τ = s1 . . . s2p+1 is reduced, then τ = s2p+1 . . . sp+1 . . . s2p+1.
Proof. As l(ττ ) < l(τ ), by Proposition 1.4 τ = s2p+1 . . . si . . . s2p+1 for some i (1 ≤ i ≤ 2p+ 1). If i >
p+ 1, we have l(τ ) < 2p+ 1, a contradiction. If i < p+ 1, we have 1 = ττ = s1 . . . sˆi . . . s2p+1 so that
τ = s1 . . . sis1 . . . si−1, hence l(τ ) < 2p+ 1, a contradiction. Consequently τ = s2p+1 . . . sp+1 . . . s2p+1.

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The particular case of the first part of Proposition 1.4 when τ is in S is called the exchange property
(in short e.p.).
Corollary 1.6 (of the e.p.). If w is in 〈J〉 with J ⊆ S, then the letters of every reduced expression of w are
in J.
Proof. If s1 . . . si is reduced and s1 . . . sisi+1 is not (s1, . . . , si+1 ∈ J ⊆ S), then by the e.p. a
reduced expression of the latter expression is obtained by omitting a letter in the former. It follows
(by induction) that if w is in 〈J〉, then w has a reduced expression whose letters are all in J . Now let
s1 . . . sn be such an expression of w, and let σ1 . . . σn be a reduced expression of w. By the e.p. σn is
in〈J〉. Consequently σn is in J , as we have just seen, and σ1 . . . σn−1 is in 〈J〉. Likewise σn−1, . . . , σ1 are
in J . 
For T ′ ⊆ T we put XT ′ = {w ∈ W , l(wt) > l(w) ∀ t ∈ T ′}.
Proposition 1.7. For J ⊆ S and w ∈ W we have |w〈J〉 ∩ XJ | = 1. If x ∈ XJ and y ∈ 〈J〉, then
l(xy) = l(x)+ l(y).
Proof. We first prove by induction on l(y) that l(xy) = l(x) + l(y) if x ∈ XT∩〈J〉 and y ∈ 〈J〉. Let
s1 . . . sns be a reduced expression of y. By Corollary 1.6 s1, . . . , sn, s are in J . Let σ1 . . . σp be a reduced
expression of x. We suppose that l(xys) = l(x)+ l(ys). If l(xy) 6= l(x)+ l(y) then l(σ1 . . . σps1 . . . sns) <
l(σ1 . . . σps1 . . . sn). As s1 . . . sns is reduced, by the e.p. s = (ys)−1σp . . . σi . . . σpys for some i (1 ≤
i ≤ p) and σp . . . σi . . . σp ∈ 〈J〉, a contradiction. Consequently l(xy) = l(x) + l(y), xy 6∈ Xs and
x〈J〉 ∩ XJ = {x}. Now if w ∈ W , either w ∈ XT∩〈J〉 or l(wt) < l(w) for some t in T ∩ 〈J〉. It follows (by
induction) that w〈J〉 ∩ XT∩〈J〉 contains some x. As w〈J〉 = x〈J〉, this concludes the proof. We have also
proved that XJ = XT∩〈J〉. 
Proposition 1.8. If h is an expression and if k is a reduced expression, then h = k inW if and only if there
is a sequence of expressions e1, . . . , eq such that e1 = h, eq = k, and for any i (1 ≤ i ≤ q − 1), either
ei = fssg and ei+1 = fg or ei = f ss′ . . .︸ ︷︷ ︸
n(s,s′)
g and ei+1 = f s′s . . .︸ ︷︷ ︸
n(s,s′)
g for some expressions f and g and some
s 6= s′ in S, n(s, s′) denoting the order of ss′ in W.
Here S is considered as a subset ofW . It is not obvious that S is not reduced to one element. However
n(s, s′) is always equal tom(s, s′) (see Section 2 below).
Proof. We reason by induction on the number of letters in the expression h. We put h = s1 . . . sns
and we suppose that h = k inW with k = σ1 . . . σps′ reduced. For any two expressions h′ and k′, we
put h′ → k′ whenever there is a sequence joining h′ and k′ of the type described in Proposition 1.8.
If ks is reduced we can write s1 . . . sn → ks and h → kss → k. If not, either s = s′, in which case
s1 . . . sn → σ1 . . . σp and h→ k, or s 6= s′. In that case let J = {s, s′}. By Proposition 1.7 for some x in
XJ and some y, y′ in 〈J〉 we have inW s1 . . . sn = xy and σ1 . . . σp = xy′ with l(y) = l(y′) = p − l(x),
ys = y′s′ and l(ys) = l(y) + 1. It follows that y = . . . ss′ and y′ = . . . s′s. Here . . . ss′ (respectively
. . . s′s) denotes the expression with p− l(x) letters all in J and no identical adjacent letters whose last
letter is s′ (respectively s). It is clear that the sequence x, xs, xss′, . . . , x(ss′)p−l(x)+1 is a simple cycle.
Consequently p−l(x)+1 = n(s, s′) (and the order of 〈J〉 is 2n(s, s′)). Now let e be a reduced expression
of x. We can write (s1 . . . sn)s→ (ey)s = e(ys)→ e(y′s′) = (ey′)s′ → (σ1 . . . σp)s′, which concludes
the proof. 
Corollary 1.9 (of Proof). If 〈S〉 is a Coxeter group and if s, s′ ∈ S, then n(s, s′) is finite if and only
if s, s′ ∈ I(w) for some w in 〈S〉. In that case if w = xy with x in X{s,s′} and y in 〈{s, s′}〉 then
y = ss′ . . .︸ ︷︷ ︸
n(s,s′)
= s′s . . .︸ ︷︷ ︸
n(s,s′)
. 
Lemma 1.10. The set of generators occurring in a given reduced expression of an element w ∈ 〈S〉 depends
onw only.
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Proof. Let s1 . . . sn and s′1 . . . s′n be reduced expressions ofw. Set J = {s1, . . . , sn} and J ′ = {s′1, . . . , s′n}.
We havew ∈ 〈J〉 ∩ 〈J ′〉. Hence J ′ ⊆ J and J ⊆ J ′ by Corollary 1.6. 
In what follows for w ∈ 〈S〉 and s ∈ S the notation s ∈ w will mean that s occurs in reduced
expressions ofw.
Proposition 1.11. The following conditions are equivalent:
1. W = 〈S〉 is a Coxeter group.
2. W = 〈S〉 is a group generated by a set S of involutions satisfying the s.e.p.
3. W = 〈S〉 is a group generated by a set S of involutions satisfying the e.p.
4. W = 〈S〉 is a group generated by a set S of involutions such that for any w in W and any J ⊆ S with
|J| ≤ 2, |w〈J〉 ∩ XJ | = 1.
Proof. We have seen that (1)⇒ (2)⇒ (3). We have (3)⇒ (4) since the proofs of Corollary 1.6 and
Proposition 1.7 above rely on the e.p. only. We have (4)⇒ (1) as the proof of Proposition 1.8 relies on
(4) only, and if Proposition 1.8 holds, then any equation s1 . . . sn = 1 is a consequence of relations of
the form (ss′)n(s,s′) = 1. 
2. Order of the product of two generators
Given a set S and a function m(s, s′) (s, s′ ∈ S) such that m(s, s′) ∈ N ∪ {∞} ∀ s, s′ ∈ S,
m(s, s) = 1∀ s ∈ S andm(s, s′) = m(s′, s)∀ s, s′ ∈ S , for k ≥ 0we define recursively the graded graph
G(S,m)(k)with height function h as follows: G(S,m)(0) is reduced to a vertex; the edges of G(S,m)(k) are
labelledwith elements of S; givenG(S,m)(k), we denote by Vk the set of its vertices of height k. If Vk = ∅,
we put G(S,m)(k+ 1) = G(S,m)(k). In the other case for any x ∈ Vk let D(x) be the set of edges adjacent
to x in G(S,m)(k) and J(x) ⊆ S the set of its labels. If J(x) 6= S, we create a set of edges adjacent to x in
G(S,m)(k+ 1) in bijection with S \ J(x). We denote by x(S \ J(x)) = {xs, s ∈ S \ J(x)} the corresponding
vertices of height k + 1 which are thus created. If h(x) = h(x′) = k with s ∈ S \ J(x), s′ ∈ S \ J(x′),
we put (x, s) ≈k (x′, s′) ifm(s, s′) is finite and there is a simple path x = x1, x2, . . . , x2m(s,s′)−1 = x′ in
G(S,m)(k) such that h(xi) = k− i+1 (1 ≤ i ≤ m(s, s′)) and h(xi) = k−2m(s, s′)+ i+1(m(s, s′)+1 ≤
i ≤ 2m(s, s′) − 1) and if the edges x1x2, x2x3, . . . , x(2m(s,s′)−2)x′ are alternatively labelled s′, s, . . . , s.
Finally we identify the vertices xs and xs′ if (x, s) ≈k (x′, s′), thus defining G(S,m)(k + 1), and we put
GS,m =⋃k G(S,m)(k).
Lemma 2.1. If for any k the relation ≈k is an equivalence relation then:
(a) For any vertex v ∈ GS,m and any s ∈ S there is a unique edge e adjacent to v labelled s, allowing the
notation e = (v, vs), and vs 6= vs′ if s 6= s′.
(b) For any vertex v ∈ GS,m and any s, s′ ∈ S (s 6= s′) the sequence v, vs, vss′, . . . is a cycle of length
2m(s, s′) if m(s, s′) is finite and an infinite sequence in the other case.
Proof. (a) We suppose that for any k ≈k is an equivalence relation. We reason by induction on k,
supposing that if v ∈ G(S,m)(k) and if h(v) < k, then for any s ∈ S the notation vs is valid, and
if v ∈ G(S,m)(k) and h(v) = k the notation vs is valid whenever s ∈ J(x). Let v ∈ G(S,m)(k + 1)
with h(v) = k + 1. If for some s in S v belongs to two distinct edges (v, x) and (v, x′) both labelled
s then by definition there is a finite sequence (x, s) = (x1, s1), (x2, s2), . . . , (xp, sp) = (x′, s) with
(xi, si) ≈k (xi+1, si+1) (1 ≤ i ≤ p− 1). As ≈k is transitive in all cases we have (x, s) ≈k (x′, s), forcing
x = x′, a contradiction. If for some s 6= s′ in S v belongs to the double edge (v, x) labelled s
and s′, then by definition there is a finite sequence (x, s) = (x1, s1), . . . , (xp, sp) = (x, s′) with
(xi, si) ≈k (xi+1, si+1) (1 ≤ i ≤ p− 1), and we have (x, s) ≈k (x, s′), a contradiction.
(b) We suppose first that s 6= s′ and that for the vertex v we have h(vs) = h(vs′) = h(v) + 1.
If h(v) < h(vs) < h(vss′) < · · · < h(v ss′ . . . σ︸ ︷︷ ︸
l
) (σ ∈ {s, s′}) then as ≈k is transitive for any k
either h(v ss′ . . . σ︸ ︷︷ ︸
l
) > h(v ss′ . . . σ︸ ︷︷ ︸
l
σ ′)({σ , σ ′} = {s, s′}), m(s, s′) = l and v, vs, vss′, . . . , v(ss′)m(s,s′)
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is a simple cycle, or h(v ss′ . . . σ︸ ︷︷ ︸
l
) < h(v ss′ . . . σ︸ ︷︷ ︸
l
σ ′). In that case we have also h(v s′s . . . σ ′︸ ︷︷ ︸)l <
h(v s′s . . . σ ′︸ ︷︷ ︸
l
σ). Consequently if m(s, s′) is infinite h(v ss′ . . .︸ ︷︷ ︸
q
) = h(v) + q (q ≥ 1), and if m(s, s′)
is finite v, vs, . . . , v(ss′)m(s,s′) is a simple cycle. Finally if h(vσ ) < h(v) for some σ ∈ {s, s′} by
obvious induction for some r ≥ 1h(v σσ ′ . . .︸ ︷︷ ︸
r
) = h(v) − r({σ , σ ′} = {s, s′}) and h(v σσ ′ . . .︸ ︷︷ ︸
r
s) =
h(v σσ ′ . . .︸ ︷︷ ︸
r
s′) = h(v σσ ′ . . .︸ ︷︷ ︸
r
) + 1. As (b) holds for the vertex v σσ ′ . . .︸ ︷︷ ︸
r
, as we have just seen, (b)
holds for v also. 
Lemma 2.2. The order n(s, s′) of ss′ in the Coxeter group 〈S〉 equals m(s, s′) for all s, s′ in S if and only if
≈k is an equivalence relation for any k.
Proof. We suppose first that ≈k is an equivalence relation for any k. We denote by v the vertex
of GS,m of height 0. If s1, . . . , sn ∈ S∗, by Lemma 2.1(a) we can define without ambiguity that
j(s1 . . . sn) = vs1 . . . sn and by Lemma 2.1(b) if m(s, s′) is finite j(s1 . . . sk(ss′)m(s,s′)sk+1 . . . sn) =
j(s1 . . . sn). Consequently for any two expressions w and w′, if w = w′ in 〈S〉 then j(w) = j(w′). As j
is onto, by Lemma 2.1(b) if m(s, s′) is finite the inverse image of the set {v, vs, vss′, . . . , v(ss′)m(s,s′)}
contains the 2m(s, s′) elements s, ss′, . . . , (ss′)m(s, s′) andm(s, s′) = n(s, s′), and ifm(s, s′) is infinite
the sequence s, ss′, . . . is infinite in 〈S〉. Inversely ifm(s, s′) = n(s, s′) ∀ s, s′ ∈ S, let HS,m be the graph
whose set of vertices is 〈S〉 and whose edges are the pairs (w,ws) (w ∈ 〈S〉, s ∈ S), labelled s. As
l(ws) = l(w) ± 1, HS,m is graded. We denote by HS,m(k) the subgraph of HS,m whose vertices are the
elements of 〈S〉 of length at most k. We prove by induction on k that we have HS,m(k) = G(S,m)(k)
and that the relation ≈k is an equivalence relation, so we suppose that this holds for k ≥ 0. If HS,m(k)
contains no vertex of length k, HS,m(k + 1) = HS,m(k) and G(S,m)(k + 1) = G(S,m)(k). In the other
case if l(x) = k then for s in Sl(xs) > l(x) if and only if in HS,m(k) no edge adjacent to x is labelled s.
Now if l(x) = l(x′) = k with l(xs) = l(x′s′) = k + 1(x, x′ ∈ 〈S〉, s, s′ ∈ S), then by Corollary 1.6 and
Proposition 1.7 xs = x′s′ if and only if (x, s) ≈k (x′, s′). Consequently HS,m(k+ 1) = G(S,m)(k+ 1) and
≈k is an equivalence relation. 
We will say that G(S,m)(k) is transitive if for any k′ < k the relation ≈k′ is an equivalence relation.
We have seen in the proof of Lemma 2.1(a) that if G(S,m)(k) is transitive and if (v, v′) is an edge of
G(S,m)(k) labelled s, the notation v′ = vs poses no ambiguity. If G(S,m)(k) is transitive and if v is one of
its vertices, for any J ⊆ S we denote by G(S,m)(k, v, J) the subgraph whose labels are in J and whose
set of vertices is {vs1 . . . sq, s1, . . . , sq ∈ J , vs1 . . . si ∈ G(S,m)(k), 0 ≤ i ≤ q}. For any vertex v and any
s1, . . . sq ∈ S we put v ≤ vs1 . . . sq and vs1 . . . sq ≥ v if h(v) < h(vs1) < · · · < h(vs1 . . . sq).
Lemma 2.3. If G(S,m)(k) is transitive and contains the vertex v such that h(vs) > h(v) ∀ s ∈ J(J ⊆ S),
then G(S,m)(k, v, J) is isomorphic (with respect to≤) to G(J,m′)(k− h(v)), where m′ is the restriction of m
to J × J .
Proof. We suppose that those conditions are verified. For 0 ≤ l ≤ k− h(v) we denote (for short) by
G(v, l) the subgraph of G(S,m)(k) with edges contained in J and set of vertices {vs1 . . . sq, s1, . . . , sq ∈
J, h(vs1 . . . sq) ≤ h(v)+ l, 0 ≤ q}, andwe prove by induction on l that G(v, l) is isomorphic to G(J,m′)(l)
(so we can put G(J,m′)(l) = F(G(v, l))). We suppose that this holds for l (l < k − h(v)). If G(v, l)
contains no vertex of height h(v)+ l then G(v, l+1) = G(v, l). As G(v, l) and G(J,m′)(l) are isomorphic,
G(J,m′)(l) contains no vertex of height l, and by definition G(J,m′)(l+ 1) = G(J,m′)(l). If x ∈ G(v, l) with
h(x) = h(v) + l, then for s ∈ J we have xs ∈ G(v, l)ΦF(x)s ∈ G(J,m′)(l)ΦF(x)s ≤ F(x)Φxs ≤ x. Now
if x, x′ ∈ G(v, l) with h(x) = h(x′) = h(v) + l and x ≤ xs, x′ ≤ x′s′, as G(S,m)(k) is transitive we have
xs = x′s′Φ(x, s) ≈h(v)+l(x′,s′) Φ(F(x), s) ≈l (F(x′), s′). Consequently by the definition of G(J,m′)(l + 1),
G(v, l+ 1) is isomorphic to G(J,m′)(l+ 1). 
Lemma 2.4. For any Coxeter group 〈S〉 we have n(s, s′) = m(s, s′) ∀ s, s′ ∈ S if and only if this holds for
any Coxeter group 〈S〉 with |S| ≤ 3.
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Proof. We suppose that for any Coxeter group 〈S〉with |S| ≤ 3, we have n(s, s′) = m(s, s′) ∀ s, s′ ∈ S.
If 〈S〉 is a Coxeter group, by Lemma 2.2 it is sufficient to prove that G(S,m)(k) is transitive for all
k ≥ 0. We reason by induction on k, so we can suppose that G(S,m)(k) is transitive. Let (x1, s1) ≈k
(x2, s2) ≈k (x3, s3) (with x1 6= x2, s1 6= s2, x2 6= x3, s2 6= s3). If s1 = s3 then x1 = x2(s1s2)m(s1,s2)−1 =
x3 and nothing has to be proved, so we can suppose that s1, s2, s3 are distinct. By obvious induction
there is v in G(S,m)(k) such that v ≤ vσ1 ≤ · · · ≤ vσ1 . . . σq = x1 (0 ≤ q) with σ1, . . . , σq ∈
{s1, s2, s3} = J and vs ≥ v ∀ s ∈ J . With the notations of Lemma 2.3 we have x1 ∈ G(v, q)
and x2, x3 ∈ G(v, q), as x2 = x1(s1s2)m(s1,s2)−1 and x3 = x2(s3s2)m(s2,s3)−1. By Lemma 2.3 G(v, q)
is isomorphic to G(J,m′)(q), and we have (F(x1), s1) ≈q (F(x2), s2) ≈q (F(x3), s3). By Lemma 2.2
(F(x1), s1) ≈q (F(x3), s3) and consequently (x1, s1) ≈q (x3, s3). 
Proposition 2.5. If 〈S〉 is a Coxeter group then n(s, s′) = m(s, s′) ∀ s, s′ ∈ S.
Proof. By Lemmas 2.2 and 2.4 it is sufficient to prove that G(S,m)(k) is transitive for all k ≥ 0 and
S = {s1, s2, s3}. We reason by induction on k and suppose that G(S,m)(k) is transitive. As we have seen,
wemust prove that if (x1, s1) ≈k (x2, s2) ≈k (x3, s3)with x1, x2, x3 distinct and s1, s2, s3 distinct, then
(x1, s1) ≈k (x3, s3). If m(s1, s2),m(s1, s3),m(s2, s3) ≥ 3, we have x2 ≥ x2s1, x2 ≥ x2s3 ≥ x2s3s2
and x2 ≥ x2s3 ≥ x2s3s1 ≥ x2s3s1s3, so (x2s3) ≥ (x2s3)s2 and (x2s3) ≥ (x2s3)s1 ≥ (x2s3)s1s3.
Consequently the set of vertices x in G(S,m)(k) with x ≥ xs1 and x ≥ xs2 ≥ xs2s3({s1, s2, s3} = S)
has no minimal element (with respect to h), a contradiction. It follows that≈k is trivially transitive. If
(x1, s1) ≈k (x2, s2) ≈k (x3, s3), x2 ≥ x2s1 and x2 ≥ x2s3, and by Corollary 1.9m(s1, s3) is finite. We can
now suppose that we have m(s1, s3) = 2, m(s1, s2) = p and m(s2, s3) = q with p ≥ q finite, and we
prove directly that Proposition 2.5 holds. In all other cases≈k is transitive for any k and GS,m is infinite.
It is a classical exercise in elementary graph theory to prove that the completely regular planar graph
G(p, q) (such that each face has length p and each vertex has degree q) exists (because it is uniquely
constructible). The graph G(p, 2) is a simple cycle, and G(3, 3), G(4, 3), G(5, 3) are platonic (they
correspond to the tetrahedron, the cube and the dodecahedron). In all other cases G(p, q) is infinite.
Given G(p, q), we construct now a graph H(p, q) by barycentric subdivision. First, for each face we
create an inner vertex which we join to the p vertices of the face, and the resulting edges are labelled
s2. We then subdivide the p edges of the face, thus creating p vertices and 2p edges which are labelled
s3. Finally the inner vertex is joined to the p new vertices, and the resulting edges are labelled s1. This
defines a planar graph with labelled edges, and H(p, q) is its dual with labelled edges. By construction
each vertex v of H(p, q) is adjacent to exactly 3 edges labelled s1, s2, s3 (so the notation vs is valid for
s in S), and ∀ s 6= s′ ∈ S the sequence v, vs, vss′, . . . , v(ss′)m(s,s′) is a simple cycle. For a fixed vertex
v and any x ∈ S∗ we put j(x) = vx. We can now reason as in the proof of Lemma 2.2: if x, x′ ∈ S∗
and x = x′ in 〈S〉, then j(x) = j(x′). Consequently j−1(v), j−1(vs), j−1(vss′), . . . , j−1(v(ss′)m(s,s′)−1s)
are distinct in 〈S〉 and n(s, s′) = m(s, s′). 
Note that we have classified finite Coxeter groups with at most three generators.
