We introduce a transformation between the discrete-time and continuoustime algebraic Riccati equations. We show that under mild conditions the two algebraic Riccati equations can be transformed from one to another, and both algebraic Riccati equations share common Hermitian solutions. The transformation also sets up the relations about the properties, commonly in system and control setting, that are imposed in parallel to the coefficient matrices and Hermitian solutions of two algebraic Riccati equations. The transformation is simple and all the relations can be easily derived. We also introduce a generalized transformation that requires weaker conditions. The proposed transformations may provide a unified tool to develop the theories and numerical methods for the algebraic Riccati equations and the associated system and control problems.
Introduction
We consider the relation between two types of algebraic Riccati equations (AREs). The first type is the discrete-time algebraic Riccati equation (DARE) where 
where E c , A c , M c ∈ C n,n , R c ∈ C p,p , B c , N c ∈ C n,p , and M c , R c are Hermitian. The AREs play a fundamental role in linear optimal and robust control. For instance, the solvability of the discrete-time linear quadratic optimal control problem,
, depends on the solvability of the DARE (1), e.g., [21, 24, 2, 3, 19, 16, 12] . Likewise, the solvability of the continuous-time linear quadratic optimal problem, with M * c = M c , R * c = R c , depends on the solvability of the CARE (2), e.g., [13, 1, 15, 17, 24, 19, 16] . Due to the important applications in system and control, in the past decades the AREs have been extensively studied. The theoretical results and numerical methods have been well developed, see, e.g., [13, 1, 15, 17, 21, 24, 5, 6, 18, 19, 16, 4, 8, 12, 7] and the references therein. Although in literature the AREs (1) and (2) are usually treated separately, it is well-known that, due to the similar background, their structures and properties appear in parallel. For instance, the AREs (1) and (2) are characterized by the same type of coefficient matrix tuples ( 
and (E c , A c , B c , M c , N c , R c ). Both Riccati operators R c and R d can be considered as transformations in the set of Hermitian matrices. For the AREs arising from system and control, special concepts and properties, such as controllability, stability, etc., are usually introduced in parallel to the coefficient matrices. These similarities lead to the investigation on equivalence relations between the two AREs. In [20] , it is shown that under certain conditions the AREs can be related by the Cayley transformation. However, the conditions may be too strong for many AREs and the relation between two sets of coefficient matrices may be very complicated. The transformation proposed in [11] is less restrictive. However, it still needs certain invertibility conditions.
In this paper we introduce the following invertible transformation for the AREs (1) and (2) . Given (E d 
We will show that under mild conditions the AREs related by the transformation f W share the same Hermitian solutions. The Hermitian solutions of the AREs are related to reducing (or deflating) subspaces of certain matrix pairs determined by the coefficient matrices of the AREs ( [17, 19, 16] ). In [26] , an equivalence transformation between the corresponding matrix pairs and reducing subspaces was given. We will see below that the transformation in [26] can be considered as an intermediate one of f W . However, the relation between ARE solutions and reducing subspaces is not an equivalence relation ( [16] ). For this reason, we will directly study the relation between the solutions of two types of AREs under the transformation f W .
The paper is organized as follows. Section 2 gives some necessary definitions and properties about matrix pairs and AREs, and some other auxiliary results. The proposed transformation has a strong tie with the Cayley transformation. So a brief review about the Cayley transformation is also given in this section. Section 3 formally introduces the above transformation. Relations about some controllability properties of the coefficient matrices are also described. The transformation introduced in [26] is also presented in this section. Section 4 gives several sufficient conditions under which a DARE can be transformed to a CARE by the proposed transformation. It also gives the relation between their Hermitian solutions. Section 5 is parallel to Section 4.
It gives sufficient conditions under which a CARE can be transformed to a DARE by the inverse transformation. Section 6 introduces a generalized transformation. Section 7 contains the conclusions.
Throughout the paper, R denotes the set of real numbers. C, C k , C m,q denote the set of complex numbers, the k-dimensional complex vector space, and the space of m × q complex matrices, respectively. H k,k denotes the set of k × k complex Hermitian matrices. C + , C − , and C 0 denote the sets of complex numbers with positive , negative, and zero real parts, respectively. O − , O + , and O 0 denote the sets of complex numbers inside, outside, and on the unit circle, respectively. rank X is the rank of matrix X. null X is the null space of matrix X. span X is the subspace spanned by the columns of matrix X. X * is the complex conjugate transpose of X. X − * = (X * ) −1 . 0 p×q (0 p ) is the p × q (p × p) zero matrix and I p is the p × p identity matrix. When the sizes are obvious from the context, they are simply denoted by 0 and I, respectively.
Preliminaries
Definition 1 Two matrix pairs (E, A), (F, B) ∈ C m,q ×C m,q are called equivalent if there exist nonsingular matrices X and Y such that (F, B) = (X EY, X AY).
Definition 2 Consider the matrix pair (E, A) ∈ C m,q × C m,q . If m = q and det(A − λE) = 0 for some λ ∈ C, the pair (E, A) is regular. If either m = q or m = q and det(A − λE) = 0 for all λ ∈ C, the pair (E, A) is singular.
Theorem 3 ( [14, 9] ). Any pair (E, A) ∈ C m,q × C m,q is equivalent to a pair of the block form
where αE r −βA r and αE l −βA l have full row and column ranks, respectively, for all α, β ∈ C not both zero, and (E g , A g ) is regular. The regular subpair (E g , A g ) is unique (up to equivalence transformations).
When (E, A) is regular, any number λ 0 ∈ C satisfying det(λ 0 E − A) = 0 is a finite eigenvalue of (E, A). If E is singular, then ∞ is also an eigenvalue of (E, A). For a general pair (E, A), its eigenvalues are just those of the subpair (E g , A g ) defined in (3). We denote by Λ(E, A) the set of all (finite and infinite) eigenvalues of (E, A).
Definition 4 For a given subspace S, X is called a basis matrix of S if the matrix X has full column rank and span X = S.
Definition 5 Consider the pair (E, A) ∈ C m,q × C m,q .
1. If U ∈ C q,k has full column rank and satisfies
where Y ∈ C m,k has full column rank and S, T ∈ C k,k , then U is a basis matrix of a right reducing subspace of (E, A) associated with the sub-pair (S, T ).
2. V is a basis matrix of a left reducing subspace of (E, A) associated with (S, T ) if it is a basis matrix of a right reducing subspace of (E * , A * ) associated with (S * , T * ).
Definition 7 Consider the matrix triplet (E, A, B) ∈ C n,n × C n,n × C n,p .
The triplet is
6. The triplet is regularizable if it is controllable at some λ ∈ C.
(i) There exist unitary matrices P, Q such that
where (E 11 , A 11 , B 1 ) is controllable.
(E, A, B) is controllable if and only if (E 22 , A 22 ) is void.
(ii) For any set Ω ⊆ C, there exist unitary matrices P, Q such that the triplet (E, A, B) has the form (4) Proof. (i) The factorization (4) is from [23] .
(ii) It follows from (i) by reducing (E 22 , A 22 ) further to a generalized Schur form and extracting the regular sub-pair with no eigenvalue in Ω to (E 11 , A 11 ).
Lemma 9 Consider the Hermitian matrix
Suppose that rank A = p, and
i.e., det A 22 = 0. Sufficiency. Since rank A 22 = rank A = p,
is a basis matrix of null A. Then
T for some T ∈ C n,n with det T = 0. So
Define the dissipation operators
where D d (X) and (E d , A d ) are related to the DARE (1), and D c (X) and (E c , A c ) are related to the CARE (2). The following equivalence conditions can be verified directly. Most of the results can be found in [19, 16, 12] . Proposition 10 Suppose X ∈ H n,n . Then the following statements are equivalent.
(i) X solves the DARE (1).
and there is a matrix K d ∈ C p,n such that the nonsingular matrices
i.e., U d is a basis matrix of a right reducing subspace of
is the same. It depends on X and has the expression
Proof. (i) ⇔ (ii) easily follows from taking the Schur complement of
, the decomposition (7) can be reduced further to the block triangular form
So we have
, the spectrum has the symplectic structure. In fact, for any matrix pair of the form as (E d , A d ), its spectrum always has the symplectic structure, e.g., [19, 26] . However, when the DARE has an Hermitian solution, there are some extra properties about the eigenvalues on the unit circle. In this case, with an arbitrary Hermitian solution X and its corresponding
The algebraic multiplicity of λ 0 in both spectra is obviously the same. Back to the original matrix pair (E d , A d ), the algebraic multiplicity of λ 0 must be even. It is also easily seen from (11) that for any Hermitian solution X and its corresponding
Similarly, for Hermitian solutions of the CARE (2) we have the following equivalence relations. Again, most of the results can be found in [19, 16, 12] . Proposition 11 Suppose X ∈ H n,n . Then the following statements are equivalent.
(i) X solves the CARE (2).
(iv) det R c = 0 and there is a matrix K c ∈ C p,n such that the nonsingular matrix
(v) det R c = 0 and the matrices
i.e., U c is a basis matrix of a right reducing subspace of (E c , A c ) associated with (E c , A c + B c K c ).
(vi) det R c = 0 and the matrices U c , Y c defined in (13) satisfy
i.e., U c is also a basis matrix of a left reducing subspace of (E c , A c ) associated with (−E Moreover, if X ∈ H n,n solves the CARE (2), the matrix K c in (iii) -(vi) is the same. It depends on X and has the expression
Proof. It is similar to the proof of Proposition 10.
Notice that E c = −E * c and A c = A * c . So the eigenvalues of (E c , A c ) appear in pairs (µ, −μ), i.e., the spectrum has the Hamiltonian structure, e.g., [19, 26] . When the CARE (2) has an Hermitian solution, from (12) we have
So the Hamiltonian structure is obvious. But in this case, if
* ) for any Hermitian solution X and its corresponding K c . So the algebraic multiplicity of µ 0 (with respect to (E c , A c )) must be even. Moreover, for any Hermitian solution X and its corresponding K c , from (15), (E c , A c + B c K c ) is regular if and only if (E c , A c ) is regular.
Sufficient conditions for the existence of Hermitian solutions of the AREs can be found in [19, 16, 8] .
Finally, we review the Cayley transformation c : C ∪ {∞} → C ∪ {∞}:
with c(−1) = ∞ and c(∞) = 1. The Cayley transformation is invertible and its inverse is
The correspondence between λ and µ = c(λ) is summarized in Table 1 . The Cayley transformation can be generalized to the space
The eigenvalues of (F, B) and (E, A) are related by the scalar Cayley transformation, namely, λ ∈ Λ(E, A) if and only if c(λ) ∈ Λ(F, B). Moreover, λ, c(λ) have the same Jordan structure.
Transformations between the AREs
We introduce the following transformation between the coefficient matrices of the DARE (1) and CARE (2) .
n,n . Then we define
where
with X = √ 2 2
Note that (17) can be considered as an LU or LQ factorization of X
, but it always exists and can be chosen unitary. Note also that f W depends on W . But once W has been chosen, the transformation f W is uniquely determined. Similarly, given a tuple (E c , A c , B c , M c , N c , R c ), for any nonsingular matrixW ∈ C n+p,n+p satisfying E c + A c −B c W = H 0 withH ∈ C n,n , we can definẽ
For a specific pair of tuples satisfying (17) and (18) with a fixed W , we have
by the transformationfW withW = W . In this case,f W behaves as an inverse operation of f W . For this reason, from now on we will abuse the notations by replacingW with W in (20) and (21) andfW with f −1 W , the "inverse" of f W . This should not cause any confusion, since in the following we will consider either the transformations f W andfW alone or a specific pair of tuples (17) and (18) with a fixed W .
From (18) and (21), it is easily seen that the Hermitian matrices (17) or (20) .
Theorem 12 Suppose that the matrix triplets (E
Proof. Pre-multiplying [−λI n , I n ] to (20) , simple calculations yield
Similarly, pre-multiplying [−µI n , I n ] to (17) we have
(a) For any λ ∈ C such that λ = −1, we have λ + 1 = 0. Then (22) can be written as
where µ = c(λ) = (λ − 1)(λ + 1) −1 . Clearly, µ = 1, ∞ and
(c) It can be obtained by using (23) .
) being controllable at −1 is equivalent to det E c = 0. From (a) and the relation between λ and µ = c(λ) shown in Table 1 ,
The result follows from all these equivalences.
(e) analogous to (d). 
W (E c , A c ), with the blocks determined by the formulas (17) - (18) and (20) - (21)
In [26] , a transformation t was introduced between the matrix pairs of the forms
The transformation t is defined by
and its inverse is
The transformation t can be considered as an intermediate transformation of f W . In fact, the pair (E d , A d ) has the form of (F d , G d ) with
and the pair (E c , A c ) has the form of (F c , G c ) with
where W satisfies (17). Then for (E
i.e., (E c , A c ) is equivalent to (Ẽ c ,Ã c ).
Below, we will also give relations between the ARE solutions and the reducing subspaces of (Ẽ d ,Ã d ) and (Ẽ c ,Ã c ). Since t is simpler than f W , numerically, one may use the transformation t instead of f W .
In the following two sections we will study the relation between the AREs under the transformation f W .
Transforming a DARE to a CARE
In this section we assume that the CARE (2) and (E c , A c ) are transformed from the DARE (1) and (E d , A d ), respectively, by the transformation f W defined by (17) and (18) .
The following theorem gives the existence condition for the CARE and the relation between the Hermitian solutions of both AREs.
Theorem 13 Consider the DARE (1) and the CARE (2), where
(a) If det R c = 0, then every X ∈ H n,n that solves the DARE (1) also solves the CARE (2).
Proof. For the matrix X defined in (19) we have
(a) Suppose X ∈ H n,n solves the DARE (1). By Proposition 10 (iii),
and for
where K d is of the form (10), we have
If det S 1 = 0, then
Then by Proposition 11 (iii), X solves the CARE (2). Due to (27) , (29), and Lemma 9, det S 1 = 0 if and only if det R c = 0.
(b) It is obvious. When det R c = 0, the relation between a DARE solution X and a reducing subspaces of (E c , A c ) is described by the following theorem.
Theorem 14
Consider the DARE (1) and the CARE (2), where R c (X) = f W (R d (X)). Let (E c , A c ) be of the form (6). Suppose X ∈ H n,n is a solution of the DARE (1) and the corresponding K d is of the form (10), and suppose det R c = 0. Then we have the following results.
(i) The matrices
as well as
where K c is of the form (14) .
(ii) The relations between K d and K c , (
are given, respectively, by
and
where S, S 1 are defined in (28), and c is the Cayley transformation (16).
Moreover, if X is a stabilizing (resp. semi-stabilizing) solution of the DARE (1), i.e., (
, then X is also a stabilizing (resp. semi-stabilizing) solution of the CARE (2), i.e., (E c , A c + B c K c ) is C-stable (resp. C-semi-stable).
Proof. Part (i) follows simply from Theorem 13 and Proposition 11 (v). For part (ii), since det S 1 = 0, (30) follows from (29). By (17) and (28),
1 .
So we have (31).
The last statement follows from (31) and the property of the Cayley transformation c.
The following example shows that det R c = 0 may occur although the DARE has Hermitian solutions.
Example 1 Consider the DARE
where a, b ∈ R and a = b. The coefficient matrices are
The DARE has a unique solution X = −a. It is easily verified that any nonsingular matrix W satisfying
has the form W = 0 w 21
, where w 12 w 21 = 0. By (18) , it is easily verified that R c = 0 for all W of the above form.
In the following we give some sufficient conditions for det R c = 0.
Theorem 15 Consider the DARE (1) and the CARE (2), where R c (X) = f W (R d (X)). Suppose that the DARE has (at least) one Hermitian solution.
Proof. From the proof of Theorem 13, det R c = 0 if and only if det S 1 = 0. So we only need to consider det S 1 .
Partition
Let X ∈ H n,n be a solution to the DARE and K d be of the form (10) . Then
From (17),
Hence
The following theorem gives an equivalent condition for det(
Theorem 16 Consider the pair (E
Proof. See [26] .
Remark 1 The condition det(E
d + A d ) = 0 implies that (E d , A d ) is regular and −1 ∈ Λ(E d , A d ). By (11) this also implies that (E d , A d +B d K d ) is regular and −1 ∈ Λ(E d , A d +B d K d ) for any Hermitian solution X. Also, Theorem 16 shows that det(E d + A d ) = 0 implies (E d , A d , B d ) is controllable at −1. The condition det(E d + A d ) = 0 implies −1 ∈ Λ(E d , A d ) and/or (E d , A d ) is singular. Theorem 16 shows that this happens if L * d M d N * d N d R d L d is singular and/or (E d , A d , B d ) is not controllable at −1.
The situation is complicated when det(E
is not controllable at −1. In this case we turn to consider a DARE that is reduced from (1) with the decomposition (4). When (E d , A d , B d ) is not controllable at −1, by Proposition 8 (ii) (with Ω = {−1}), there are unitary matrices P d , Q d such that
with (E 11 , A 11 , B 1 ) controllable at −1 and Λ(E 22 , A 22 ) ⊆ {−1}. Partition
conformably, where X ∈ H n,n and K d is of the form (10). It is easily verified that if X solves the DARE (1), then X 11 solves the reduced DARE associated with the coefficient matrices (E 11 , A 11 , B 1 , M 11 , N 1 , R d ), and K 1 defined in (34) has the form
The reduced DARE has the associated matrix pair
Let T = [T ij ] 2×2 be nonsingular and satisfy √ 2 2
Define
Then W d is nonsingular and satisfies (17) . So W d defines a transformation f W d .
Theorem 17 Consider the DARE (1). Suppose that
is not controllable at −1 and has the condensed form (33), and the DARE has an Hermitian solution. Consider the CARE
Proof. Once again we only need to prove det S 1 = 0, where S 1 is the top block of S defined in (28) with W = W d .
By using the block forms of W d and K d , we have
So det S 1 = 0 when det(T 11 + T 12 K 1 ) = 0. The latter can be obtained by applying Theorem 15 (a) to the reduced DARE with the transformation f T , where T is defined in (35). In Theorem 17, the non-singularity of R c depends on the choice of W .
is not controllable at −1 and det(Ê d +Â d ) = 0, R c may or may not be nonsingular. Although f W may fail to transform a DARE to a CARE, the Hermitian solutions of a DARE can always be related to a reducing subspace of the matrix pair (Ẽ c ,Ã c ) = t(E d , A d ) defined in (24) . 
Example 2 Consider the DARE with coefficient matrices
A d = I 2 , E d = −I 2 , B d = 1 0 , M d = 0 0 0 c , N d = a e , R d = b,
Theorem 18 Consider the DARE (1). Let
The third property is that Theorem 18 actually is a generalization of Theorem 14. In fact, by (26) and (37) we have
where W = diag( √ 2I, W ). By (28) and (17),
When det S 1 = 0, we have Theorem 14 again. Finally, when (E d , A d ) is a real pair, if the matrix W is chosen to be real, the pair (
is real too. If only real symmetric ARE solutions are considered, the real version of all the results in this section can be derived in a similar way.
Transforming a CARE to a DARE
In this section we consider the relation between the CARE (2) and the DARE (1) under the transformation f −1 W . All results giving in this section are parallel to those in the last section. We will skip the proofs, since they are also similar to those in the last section.
Theorem 19
Consider the CARE (2) and the DARE (1), where
W (R c (X)) and the coefficient matrices of R d (X) are obtained from (20) and (21) . Suppose X ∈ H n,n solves the CARE (2).
Theorem 20 Consider the CARE (2) and the DARE (1), where
be of the form (5). Suppose X ∈ H n,n is a solution of the CARE (2) and K c is of the form (14) .
and the matrices
The relations between K c and
given, respectively, by
Moreover, if X is a stabilizing (resp. semi-stabilizing) solution of the CARE (2), then X is also a stabilizing (resp. semi-stabilizing) solution of the DARE (1).
Although Theorem 19 and Theorem 13, Theorem 20 and Theorem 14 are similar, there is also a big difference: in Theorem 13, 14, the existence of a CARE is independent of the DARE solutions, but in Theorem 19, 20 the existence of a DARE does depend on the CARE solutions (more specifically,
. More details about the difference will be discussed below.
Theorem 21 Consider the CARE (2) and the DARE (1), where
W (R c (X)). Suppose that X ∈ H n,n solves the CARE (2) and K c is of the form (14) . When (E c , A c , B c ) is not controllable at 1, by Proposition 8 (ii), there are unitary matrices P c , Q c such that
where (Ê 11 ,Â 11 ,B 1 ) is controllable at 1 and Λ(Ê 22 ,Â 22 ) ⊆ {1}. Partition
conformably, where X ∈ H n,n and K c is defined in (14) . If X solves the CARE (2), thenX 11 solves the reduced CARE associated with the coefficient matrices (Ê 11 ,Â 11 ,B 1 ,M 11 ,N 1 , R c ), andK 1 defined in (39) has the expression
and define
Then W c is nonsingular and satisfies (20) .
Theorem 23 Consider the CARE (2). Suppose that (A c , B c , E c ) is not controllable at 1 and it has the condensed form (38). Consider the DARE
Wc (R c (X)) = 0, where W c is defined in (40). Suppose that X ∈ H n,n is a solution of the CARE andX 11 (21) and (20), respectively, with W = W c .
Proof. The proof is analogous to that of Theorem 17.
Theorem 24 Consider the CARE (2). Let (E c , A c ) be of the form (6) and
, which is defined in (24) . Suppose that X ∈ H n,n and K c is of the form (14) . Then the following statements are equivalent.
(i) X solves the CARE.
(ii) det R c = 0 and the matrices
(iii) det R c = 0 and the matrices
We also have the following properties. Let U c and Y c be defined in (13) . ThenŨ
The matrix pairs associated withŨ d and U c satisfy
Theorem 24 may also be considered as a generalization of Theorem 20. Finally, when (E c , A c ) is a real pair, if the matrix W is chosen to be real, the pair (
If only real symmetric ARE solutions are considered, the real version of all the results in this section can be derived in a similar way.
Generalized transformations
Define the nonsingular matrix
where H ∈ C n,n . Then we define the parameterized transformation
where E c , A c , B c , M c , N c , R c satisfy
Similarly, we define the corresponding transformation from (
W forfW in Section 3), by
Note that X 1,1 = X and f 1,1,W = f W . So the transformation f α,h,W is a generalization of f W . Clearly, the transformation f α,h,W also relates the DARE (1) and CARE (2), and their associated matrix pairs (E d , A d ) and (E c , A c ). Just as f W has the relation with c, the transformation f α,h,W has the relation with the generalized Cayley transformation c α,h defined by
(Note c = c 1,1 .) The relation between λ and µ is summarized in Table 2 .
λ |λ| < 1 |λ| = 1 |λ| > 1 α 0 −α ∞ µ Re µ < 0 Re µ = 0 Re µ > 0 0 −h ∞ h Table 2 : Correspondence between λ and µ = c α,h (λ)
The transformation c α,h can also be applied to matrix pairs: c α,h (E, A) = (A + αE, h(A − αE)) .
For fixed α and h, the transformation f α,h,W behaves completely the same as f W . In the previous three sections we have seen that −1 and 1, the poles of c and c α,h,W . The only change is that the poles −1 and 1 are replaced by −α and h, respectively, wherever they appear.
However, the parameters in f α,h,W give it some advantages. For a given ARE, we now are able to select α and h so that the problems happened to f W may possibly be avoided. Proof. In part (a) the existence of α 0 is based on the regularity of (E d , A d ) . The rest of the proof is the same as that of Theorem 13.
When (E d , A d ) is singular and (E d , A d , B d ) is not controllable at some numbers in O 0 , one may consider the reduced DARE by using the decomposition (4), as did in Theorem 17.
Theorem 26 Consider the CARE (2). Let (E c , A c ) be the associated matrix pair of the form (6). (43) is singular for any solution X ∈ H n,n of the CARE, and no Hermitian solution of the CARE solves the DARE (45).
Proof. In part (a) the existence of h 0 is based on the regularity of (E c , A c ). The rest of the proof is the similar to that of Theorem 13.
Similarly, when (E c , A c ) is singular and (E c , A c , B c ) is not controllable at some h > 0, one may consider the reduced CARE by using the decomposition (4), as did in Theorem 23.
There is also an intermediate transformation t α,h of f α,h,W , which is a generalization of t. We may apply t α,h and t −1 α,h , respectively, to (E d , A d ) and (E c , A c ) to obtain
their associated control problems in a unified way. For the discrete-time and continuous-times linear quadratic optimal control problems, the transformations connect not only the associated AREs but also the control problems themselves. The AREs from robust control are usually more complicated. In order to use the transformations to connect the discrete-time and continuoustime robust control problems, further work needs to done. Both transformations may fail for some AREs. Further study is also needed to deal with this problem.
