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Introdução 
A partir de 1965, ano em que Lotfi A. Zadeh publicou seu clássico artigo Fuzzy Sets 
[42] sobre a teoria fuzzy, muito tem-se feito na tentativa de modelar, matematicamente, 
conceitos que se julgam subjetivos. Para isto, muitos autores têm generalizado vários 
tópicos clássicos de matemática, de engenharia, computação e outras áreas, para incluir 
os casos fuzzy. Este é o caso de Sugeno [37] que introduz o conceito de esperança juzzy, 
baseando-se na definição de medida fuzzy, onde a a-aditividade da medida de probabi-
lidade deixa de ser exigida. Ainda em seu trabalho, Sugeno faz um estudo comparativo 
entre as esperanças clássica e fuzzy, para uma variável aleatória normalizada, concluindo 
que tais esperanças diferem no máximo em ~· Muitos outros conceitos de medida foram 
introduzidos na teoria fuzzy como, por exemplo, medida de Sugeno, medida de possibi-
lidade, introduzida por Zadeh [43], etc. Puri e Ralescu [28], provam que uma medida 
de possibilidade não é uma medida fuzzy e finalmente Wang [40] faz um estudo mais 
completo sobre os diversos tipos de medidas e integrais fuzzy. 
O nosso trabalho tem embasamento teórico, principalmente nos artigos de Puri e 
Ralescu [29] e [30] onde são dadas, respectivamente, as definições de diferencial e integral 
para funções fuzzy F : [a, b] C IR _____,. En, onde En é uma certa classe de conjuntos fuzzy 
com uma estrutura linear, sem ser espaço vetorial [29]. Em [30] também é definida uma 
métrica, D, para uma classe de conjuntos fuzzy, F{IRn), que contém En, com a qual o 
espaço (.:F(IRn), D) é completo (mas não separável). Por outro lado, Kloeden [22] define 
uma métrica, H, em .:F(IRn) com a qual (.:F(IRn), H) é separável (porém não é completo). 
Pelo fato de gn ser fechado em F(IR.n) [31], temos que (En, D) é espaço métrico completo 
e com a estrutura linear, mencionada antes, é que torna-se possível fazer uma teoria de 
cálcUlo diferencial e integral para funções eom valores em En. 
Baseado nos conceitos de diferencial e integral para funções fuzzy, Kaleva [17], dentre 
outros, desenvolve uma teoria de cáleulo diferencial e integral e dá início, paralelamente a 
Seikkala [36], ao estudo das equações diferenciais fuzzy, principal ferramenta, junto com 
as equações de diferenças, para o nosso trabalho. 
I 
Os modelos de crescimento populacional tais como os de competição entre espéczes e 
o de presa-predador, propostos inicialmente por Lotlca e Volterra (ver Bassanezi e Fer-
reira [05]), apresentam graus de subjetividade principalmente no que diz respeito às inter-
pretações dos parâmetros que neles aparecem (ver Modelo 2no Capítulo 7 deste trabalho). 
Também a condição inicial de um problema de Cauchy pode, muitas vezes, apresentar al-
gum grau de imprecisão quanto ao seu verdadeiro valor e mesmo as próprias variáveis de 
estado podem apresentar subjetividade. No modelo presa-predador, por exemplo, o que 
significa ser predador? Quantas presas devem ser abatidas para que o indivíduo passe a 
ser considerado predador? Mesmo que um grupo de indivíduos seja considerado predador, 
certamente existem vários graus depredação dentro deste grupo. Se considerarmos estas 
questões relevantes, então julgamos ser a teoria fuzzy uma ferramenta indicada para tratar 
tais problemas. 
A estratégia básica, neste trabalho, é estudar os modelos da Biomatemática, que 
utilizam as teorias de equações diferenciais e de diferenças, tratando-os dentro da teoria 
fuzzy. Para isto, tais teorias são generalizadas (Capítulos 4 a 6) e duas formas de extensão 
são tratadas: uma quando apenas o parâmetro multiplicativo é fuzzy e outra utilizando o 
princípio de extensão de Zadeh. Tal princípio é amplamente estudado em nosso trabalho 
(principalmente no Capítulo 3), possibilitando algumas aplicações (Capítulo 7). 
As teorias do cálculo para multifunções, resumidas no Capítulo 1, alicerçam as respec-
tivas teorias do cálculo para funções fuzzy, apresentadas nos Capítulos 3 a 6. O grande 
elo de ligação é o Teorema 2.3 que relaciona, univocamente, uma família de subconjuntos 
do IR11 com um conjunto fuzzy, cuja definição encontra-se no Capítulo 2. 
Nos Capítulos 5 e 6, além de teorias de equações diferenciais fuzzy e de equaçoes 
discretas, apresentamos teoremas que, em certo sentido, nos indicam serem as soluções 
clássicas preferidas. Questões de estabilidade, ainda polêmicas para equações diferenciais 
fuzzy, são discutidas e no final do Capítulo 6 apresentamos um pequeno estudo sobre as 
órbiLas periódicas para um sistema dinâmico fuzzy discreto. 
O Capítulo 7 é dedicado às aplicações das teorias, estudadas anteriormente, em mode-
2 
los da Biomat.emática.. Para tanto, são feitas considerações de como deve ser tratado cada 
modelo e de que forma a subjetividade, que julgamos relevante, deve ser incorporada aos 
modelos. 
A exemplo do que se faz para incorporar a estoeasticidade nos modelos da Bio-
matemática (May [25] e Turelli [39]), entendemos também ser basicamente dois os tipos 
de subjetividade que aparecem nos modelos da Biomatemática: quando as variáveis de 
estado são consideradas subjetivas (tratadas aqui por fuzziness demográfica) ou quando 
os coeficientes de modelos clássicos é que têm interpretações subjetivas (fuzziness ambi-
ental). Estas questões são ilustradas através de exemplos e um diagrama de bifurcação 
para o modelo logístico fuzzy é apresentado, usando o princípio de extensão de Zadeh. 
Norteados pelo prineípio de extensão de Zadeh, o qual nos permite estender equações 
diferenciais elássieas em questões diferenciais fuzzy, encerramos o nosso trabalho comen-
tando que qualquer conceito de estabilidade que venha a ser dado a uma solução de 
equação diferencial fuzzy deve ser compatível com o clássico já existente, isto é, soluções 






Neste capítulo, apresentaremos alguns conceitos relacionados a mu.ltifunções, isto é, funções 
que associam pontos a conjuntos. Estes conceitos servirão de base para o estudo de funções 
com valores em conjuntos fuzzy. Por exemplo, os eonceitos de integral de A urnann, bem 
como o de derivada de Hukuhara para multifunções, alicercam os respectivos eonceítos de 
integral e derivada para funções com valores em conjuntos fuzzy. 
1.2 Preliminares 
Sejam A e B dois subconjuntos limitados e não vazios de IR11 • A distância de Hwu.sdorff 
entre A e B é dada por 
h(A,B) ~max[p(A,B), p(B,A)] 
onde p(A, B) ~ sup inf [[a- b[[ e [[ · [[é a norma euclidiana em IR". 
aEA bEB 
Proposição 1.1 (Puri-Ralescu 130]) Sejam A e B, conforme acima, então 
(a.) p(A, B) =O, se e somente se, A C B, onde B é o fecho de B. 
(b) p(A, C)<: p(A, B) + p(B, C). 
4 
Q(IRn) denota a família de todos os subconjuntos compactos e não vazios de IRn enquanto 
Qc(IRn) é a família de todos os subconjuntos, compactos não vazios e convexos de IR". 
Teorema 1.2 (Puri-Ralescu [30]) O espaço métrico (Q(IR11 ), h) é completo e separável. 
Proposição 1.3 Sejam A, B, C E Q(IRn) e A C B C C, então 
h(B,X) <; max(h(A,X), h(C,X)) 
para todo X E Q(IR"). 
Prova: Pelo fato de A C B C C e A, B e C serem compactos, da Proposição 1.1, 
tem-se: 
p(X, B) <:: p(X, A)+ p(A, B) ~ p(X, A) 
p(B, X) <; p(B, C)+ p(C, X)~ p(C, X) 
Portando, 
se h(B, X);:> h(A, X) então h(B, X)~ p(B, X) <; p(C, X) <; h(C, X); 
e 
seh(B,X) ;:> h(C,X) então h(B,X) ~p(X,B) <; p(X,A) <; h(A,X); 
Isto é o que queríamos demonstrar. 
Em Q(IR") a métrica h pode também ser definida por: 
h(A, B) ~ inf{c: BC B(A,c), A C B(B,c)), 
onde B(A,c) ~ {x E IR"' lia- xll <c para algum a E A). 
• 
Diz-se que a seqüência de subconjuntos (Ap) de IRn converge para A C ffi", no 
sentido de Kumtowski, se 




lim sup Ap ~ n (LJA,) 
p->+oo 
p=l j=p 
= {x E IRn: x = .Jim Xp. E Ap., Ap subsequência de Ap} J ..... +oo J ; J 
Teorema 1.4 Sejam A, Ap E Q(ffin), então são equivalentes 
(a) lim h(Ap, A)~ O. 
p->+co 
{b) i. lim inf Ap = lim sup Ap =A 
p-->+oo p->+= 
e 
ii. todos os Ap e A estão contidos em um mesm.o compacto. 
Prova: (Ver Hausdorff [!4J ou Quelho [321). 
Agora, se tivermos (Ap) uma seqüência não decrescente {não crescente) de compactos 
de rnn e se (Ap) admitir subseqüência convergindo para um compacto A, com respeito à 
métrica de Hausdorff, então lim h(Ap, A)= O (Kaleva, [16]). 
p-o+oo 
Teorema 1.5 Seja f ; IRn - IRn uniformemente contínua. Então a aplicação K ~---+ 
f(K), definida em. (Q(IRn), h) é v.niformemente contínua. 
Prova: Dado E > O, seja ó > O tal que 
llx- y[[ < ó então llf(x)- f(y)[l <E para todo x,y E IRn 
Se K, C E Q(IRn) e h(K, C)< 8, então para todo x E K, inf[[x- y[[ < 8 se, e somente 
yEC 
se, [[x-y[[ < 6 para algum y E C' e, "'sim, [[f(x)- f(y)[[ <E, logo inf[[f(x)- f(y)[[ <E 
yEC 
para todo x E J{. 
Portanto, 
sup inf[[f(x)- f(y)[l <E. 
xEK yEC 
De maneira análoga, temos: 
6 
sup inf]]f(x)- f(y)]l <E. 
yEC xEK 
E portanto, 
h(j(K), !(C))< E • 
Corolário 1.6 Sejam a seqüência (Ap) e A subconjuntos de Q(IRn) e f: IRn--+ lR11 , 
contínua. 
Se lim h(Ap, A)~ O então lim h(f(Ap),f(A)) ~O. 
P""""+oo p---->+oo 
Prova: É uma conseqüência do Teorema 1.5, já que, pelo Teorema 1.4, Ap e A est.ào 
contidos em um mesmo compacto K e f f K é uniformemente contínua. 
Teorema 1. 7 A função f : IRn --+ IRn é contínua se, e somente se, a aplicação K H 
f(K), definida em (Q(IR.n),h) é contínua. 
Prova: Suponha que lim h(Ap, A)= O. Pelo Teorema 1.4, existe um compacto (L' com 
p-t+oo 
Ap C ff) e A c(]). Do Corolário 1.6, segue que lim h(f(Ap), f(A)) =O. Consequente-
p--t+oo 
mente, a aplicação K 1------t f(K) é contínua. Por outro lado, é claro que f é contínua já que 
é restrição de funçiiD contínua e h( {x ), {y}) ~ ]]x- y]]. • 
Corolário 1.8 Se f :IR"__, IR11 é contínua e lim h(Ap, A)= O, então 
p.....,+oo 
(!) lim inf f(Ap) ~f( lim inf A,)~ f(A) 
P--++oc. p--++oo 
e 
(2} lim supf(A,) ~f( lim supAp) ~ f(A). 
p--++oo p--++oo 
Prova: É uma conseqüência imediata dos Teoremas 1.4 e 1.7. 
Para encerrar esta secção, vamos fazer um pequeno resumo sobre a função suporte de 
um conjunto, cuja aplicação tem grande importância no cálculo de integrais com valores 
em conjuntos. Para maiores informações, ver {Aubin [01], Kisielewicz [21]). 
Definição 1.1 Se A E P(IRn), A f lj;, define-se a função suporte de A por 
7 
SA(x) = sup < x,o > 
aEA 
onde< ·, · > é o produto interno em IRn e P(IR11 ) é o eonjunto das partes de IR.". 
Teorema 1.9 Sejam A, B E Qc(IRn), então 
(1} SA+B ~ SA + SB 
(2) SM ~ !.SA, À 2: 0 
(3) A ~ B ""'SA ~ SB. 
Prova: Ver (Aubin [01], Kisielewicz [21]). A parte (3) é uma conseqüência do Teorema 
2.4.2 [OI [ ou da Proposição 1.3 [21]. 
Teorema 1.10 Sejam A, B E Qc(IRn), então 
h(A,B) ~ max{[SA(x)- SB(x)[ : [JxJJ ~I} 
Prova: Ver Lema 1.4 [21]. 
1.3 Integral e diferencial de multifunções 
A seguir, faremos um resumo dos principais resultados sobre integral e difereneial de 
multifunções, que servirão para definir a integral e a diferencial de funções com valores 
em conjuntos fuzzy. 
Os resultados, aqui mencionados, encontram-se em Puri e Ralescu ([29], [30]), Kaleva 
[17] e suas referências. 
Seja T ~ [a, b[ C IR; 
Uma multifunção em T é uma função G : T--+ P(IRn) tal que G(t) 'I cP para todo 
tE T. 
Seja S (C) o conjunto de todas as seleções integráveis de C, isto é, 
S(G) ~{f: T ~IR": f é integrável e f(t) E G(t), 'tt E T} 
8 
A integml de A urnann de G em T é definida por 
Teorema 1.11 Se G : T - P(IRn), então Ir G = if; ou Ir G é um subconjunto 
convexo de rnn. 
A função G : T ~ P(IRn) é dita mensurável se seu gráfico {(t, x) ~r E G(t)} é 
mensurável, isto é: 
{(t,x) ' x E G(t)} E .A X B 
onde A denota a cr-álgebra dos subconjuntos de IR" Lebesgue mensuráveis e B denota os 
subconjuntos Borel mensuráveis de IRn. G é dita integravelmente limitada se existe uma 
função integrável g' T ~ ffi tal que llxll <:: g(t) para todo x E G(t). 
Teorema 1.12 Se G: T- P(IRn) é mensurável e integravelmente limitada, então 
Teorema 1.13 Seja G : T - P(IRn), com G(t) fechado para todo t E T. Se G e 
mensurável e int.cgravelmente limitada, então f G é um s·ubconjunto compacto de IRn. lT 
Em virtude dos Teoremas 1.11 a 1.13) tem-se o seguinte: 
Corolário 1.14 Seja G: T ~ P(IR), com. G(t) é fechado para t.odo tE T. Se C é 
integravelmente limitada, então 
h G ~[c, d[ 
para c, dE IR com c:::;_ d. 
O seguinte teorema relaciona a integral de A urnann com a integral de Lebesgue para 
funções de IR.n em IR através da função suporte, o que nos possibilitará e facilitará em 
muito o cálculo da integral de Aumann de algumas multifunções: 
9 
Teorema 1.15 Seja G; T---. Q(IH.11 ) mensu1·ável e integravelmentc limitada, então 
Prova: Ver Teorema 8.6.2 [OI] ou Teorema 3.2.1 [21]. 
Exemplo 1.1 Se G(t) = [a(t), b(t)] é mensurá\re] e integravelmente limitada, então a(t) 
e b(t) são mensuráveis (Kaleva [17]) e 
h G ~ [ir a(t)dt, h b(t)dt] 
De fato, temos que 
SG(t)(x) ~ max{xa(t),xb(t)) 
e 
Pelo Teorema 1.15 temos 
Como ir G é convexo e compacto, podemos usar a parte (3) do Teorema 1.9 para coucluir 
que 
Exemplo 1.2 Sejam T ~ [0, I] e G: T ~ P(IR") com G(t) ~ B[O, t], tE [0, !], onde 
BjO, t] é a bola de centro na origem de raio tem IR11• 
X Sc(t)(x) ~< x, trr;:]f > se x f O e Sc(t)(O) ~O 
isto é, 
SG(tJ(x) ~ t[[x[[. 
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Logo 
!, llxll Sc(x)dt ~- ~ SB[O l[(x). T 2 '2 
Pelos Teoremas 1.9 e 1.15, tem-se 
!, ' I G ~ B[O, -]. T 2 
Exemplo 1.3 Sejam f: T-----> IR, integrável e A E Q(IRn) convexo com f(t) ~O, Vt E T. 
Então a funç.ão G{t) = f(t)A é integravelmente limitada e, 
Usando a parte (2) do Teorema 1.9, tem-se 
Pelos Teoremas 1.15 e 1.9, parte (3), concluímos que 
O teorema seguinte é uma generalizaç.ão do teorema da convergência dominada de 
Lebesgue: 
Teorema 1.16 (Puri-Ralescu [30]) Se Gk : T -----> P(IRn) sao mensuravets c se existe 
h ' T ~ IR, integrável tal que supk>J [[fk(t)[[ :S h(t) para todo fk E S(G,) e se 
Gk(t)-----> G(t), no sentido de Kuratow;ki, então ir Gk .......,.ir C. 
Observação: Segue do Teorema 1.4 que se Gk e G tomarem valores em Q(IR") com 
Gk(t) e G(t) dentro de um mesmo compacto, enLão a convergêucia, acima pode ser 
trocada pela convergência na métrica de Hausdorff. 
Para diferenciabilidade, usaremos a definição segundo Hukuhara [15]: 
A função G : T -----> Qc(IR11 ) é H -diferenciável em um ponto to E T se existe 
DG(t0 ) E Qc(IR") tal que 
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lim h(G(to + k)- G(lo), DG(to)) ~O. 
k--->0+ k 
e 
lim h(G(to)- G(to- k), DG(to)) ~O 
k-->0+ k 
Nos pontos extremos de T, considera-se apenas um dos limites acima. 
DG(t 0 ) é chamado de H -diferencial de G no ponto t0• 
Teorema 1.17 Se G : T -----> Qc(IRn) é H -diferenciável em T, então 
d(Sc(t)(x)) S ( ) 
dt = DG(t) X 
Prova: Para x = O, é óbvio. Dado x i- O, temos 
lim ls(G(t+k)-G(t))/k(x)- Svc(t)(x)l 
k-tO+ 
~ ilxll lim h(G(t + k)- G(t), DG(t)) ~O 
k ..... o+ k 
já que G é H -diferenciáveL 





lim ~[sc(t+k)(x)- Scttl(x)] ~ lim Stc(t+k)-G(t));.(x) ~~k ~~ 
- S lim (G(t+k)-G(t));.(x) ~ Svc(t)(x) 
k--+0~ 
Note que G(t + k) - G(t) E Qc(IRn) para k > O suficientemente pequeno já que G é 
H -diferenciável. De modo análogo ao que foi feito para a derivada à direita, faz-se para 





Em se tratando de "conjunto" no sentido clássico, a relação dicotômica de pertinência de 
um elemento e um conjunto deve estar bastante clara como um conceito primitivo. Mais 
precisamente, dado um conjunto A e um elemento x temos que x pertence a A (x E A) 
ou x não pertence a A (x f/:_ A). Por exemplo, sabemos que 2 E 1N (2 é um número inteiro 
positivo); ! f}. IN ( ! não é um número inteiro positivo). 
A noção de conjunto fuzzy, dada por Zadeh [42] em 1965, generaliza a idéia de conjunto 
quando o conceito de pertinência de um elemento a um conjunto deixa de ser um conceito 
primitivo como no caso clássico. Por exemplo, seja IF o "conjunto" dos números inteiros 
positivos ''pequenos", isto é, 
IF = {x E IN: x é pequeno}. 
Os números 2 e 20 pertencem a IF? Intuitivamente poderíamos dizer que se 20 E &""' então 
2 E IF, isto é, 2 teria um grau de pertinêncía maior que 20 em relaç.ão ao conjunto IF. A 
atribuição de um grau de pertinência de cada elemento a um conjunto passa então a ser 
uma caracterização do próprio conjunto. No caso de nosso exemplo, se considerarmos a 
função u: IN~ [0, 1], dada por u(n) =~definindo o grau de pertinência a IF, teremos 
que 2 E IF com grau de pertinência 0,5 e 20 E W com grau de pertinência do = O, 05, 
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ou n E IF' com grau de pertinência *· Observemos que o atributo pequeno para :r E IN" é 
subjetivo no sentido que se poderia ter uma infinidade de funções u: IN----> [0, 1] definindo 
o grau de pertinência de cada elemento de IF. 
Podemos ainda imaginar uma infinidade de conceitos que possuem a característica de 
não estarem bem definidos em suas fronteiras. Por exemplo, o ''conjunto" dos homeus 
altos, das ruas grandes de uma cidade, o diagnóstico médico de um paciente, classificação 
de bactérias quanto a sua natureza vegetal ou animal, o ''conjunto" dos problemas de 
uma determinada localidade, etc. 
2.2 Conjuntos fuzzy 
Seja X um conjunto (clássico). 
Definição 2.1 Um subconjunto fuzzy IF em X é 'um conjunto de pares ordenados 
IF = {(x,uiF(x)) : x E X} onde Uif: X ----> [0, 1] é uma funçào chamada grau de 
pertinência de x em IF, com os graus 1 e O representando, respectivamente, a pertinência 
completa e a não pertinência do elemento ao conjunto fuzzy. 
Observações: 
1. Quando quisermos nos referir a um conjunto clássico A, iremos apenas dizer conjunto 
A, sem usar a palavra "clássico". Porém se IP for um conjunto fuzzy, usaremos a 
palavra fuzzy para diferenciá-lo do conjunto clássico. 
2. Veja que fixado o conjunto X 1 a função Uif caracteriza completamente o coujunto 
fuzzy IF'. Por esse motivo, muitas vezes iremos nos referir ao conjunto fuzzy IF 
citando apenas a função que o caracteriza Uif. Omitiremos também o índice lF, na 
notação 'lllf, isto é, uw será denotada apenas por "11.. 
Exemplo 2.1 Seja 1F o subconjunto fuzzy dos números rea1s bem mmores do que 1. 
A"im, IF ~ {(x,u(x)) 'x E X~ ffi}. 
Sempre temos uma infinidade de escolhas para u: 
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(i) u(x) ~ { x:l se :r ::; 1 




Figura 2.1 - Conjunto fuzzy dos números bem maiores que 1 




(ii) Jl(x) = 
1 _ e-lOOO(x-1) 
se x:;l 
se x > 1 
também caracteriza o conjunto IF. Observamos que ~J-(x) < u(x), x E X. Neste caso, 
dizemos que J.LTF C uF. 
A escolha de u é subjetiva porém nao tão arbitrária. Seria totalmente errado 
escolhermos: 
(iii) u.(x) ~ { x-1 X :Ç 1 x-2 se 
o se X> 1 
para representar o conjunto IF, por razões óbvias. 
xt 
Exemplo 2.2 (Kandel [19])0 conjunto fuzzy dos fumantes dado por u(x, t) = 
1 + xt. 
onde x é proporcional ao número de cigarros fumados por unidade de tempo e t o tempo 
em que o indivíduo fumou durante sua vida. 
Exemplo 2.3 (Barros-Bassanezi [04]) Vamos supor que o conjunto dos pobres de uma 
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determinada localidade seja dado por: 
se O ::; r < ro 
se r :2'_ ro 
onde, r é um parâmetro proporcional à renda, r 0 é um determinado nível de r que a partir 
do qual, os indivíduos não são mais diferenciados quanto à pobreza e k é um parâmetro que 
nos dá uma característica do grupo estudado. O valor ro pode eventualmente depender 
do ambiente onde vive tal grupo. 
A seguir nós representamos graficamente alguns conjuntos fuzzy para alguns valores 
de k e r 0 fixado. 
• 
r 
Figura 2.2 - Uk para diversos valores de k 
Podemos verificar facilmente que se k1 :2'. k2 então Uk1 (r)::; Uk2(r) para todo r. 
Veja graficamente 
r" To r 
Figura 2.3 - Mesma renda r* em ambientes distintos 
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O gráfico acima mostra que se um indivíduo de Uk 1 tem renda r* e outro indivíduo de 
uk2 também tem a mesma renda r*, então o indivíduo de uk2 tem um grau de probreza 
maior que o grau de probreza do indivíduo de uk1. 
Assim podemos dizer que, quanto à renda, é mais fácil viver nas localidades onde k é 
grande. Portanto, k nos revela intuitivamente se o ambiente em que o grupo vive é mais 
ou menos favorável à vida. O parâmetro k pode nos dar uma idéia do grau de saturação 
do ambiente e por isso chamaremos k de parâmetro ambiental. 
Observamos ainda que 
se k ~ +oo então u.k(r) ~ u.00 (r) ~ { : se r> O 
se r= O 
Portanto, se por algum motivo, o parâmetro ambiental k de uma determinada localidade 
diminuir, então a vida neste local torna-se mais cara. Assim, se houver danos ambientais 
tais como destruições de rios, poluição do ar, etc., o nível de renda naquela localidade 
deve ser aumentado de maneira que o grau de pobreza permaneça o mesmo de antes do 
dano ambiental. 
r o 
Figura 2.4 - Variação do parâmetro k com ambiente 
k1 : parâmetro ambiental antes do dano ambiental. 
k2 : parâmetro ambiental depois do dano ambiental. 




r 2 : renda necessária para que um indivíduo que, antes do dano tinha nível de renda r 1 , 
passe a ter depois do dano ambientaL 
' E claro que há outras maneiras de compensar tais danos como, por exemplo, 
construções de hospitais, tornar mais baratos os produtos básicos como alimentaçào, 
melhorar o saneamento básico, etc. 
Os conjuntos fuzzy que sugerimos para representar o grau de pobreza, com a inter-
pretação dada acima para o parâmetro k, nos parecem razoáveis para pequenas locali-
dades. 
2.3 Os espaços métricos (.F(!Rn), D) e (.F(!Rn), H) 
Com a finalidade de se obter propriedades topológicas nas famílias dos conjuntos fuzzy, 
vamos nos restringir aos conjuntos fuzzy com níveis compactos não vazios: 
F(IR") ~ {u: IR"~ [0, !] I [u]0 é compacto e não vazio para todo a E [O,!]}, 
onde 
[u]0 ~ {x E IR" I u(x) :O: o} 'e o E (O, I] 
é o 0!-nível deu, e 
[u]0 ~ {x E IR" I u(x) > O} 
é o suporte de u. 
Proposição 2.1 O conjunto fu.zzy u E F(IRn.) se,_~_somente se, 
{i) u é sem.icontúaw supcnorrnente 
e 
(ii) [u] 0 é compacto e não vazio. 
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Prova: Como [u]" C [v] 0 , \In E (O, 1] e [v.J 0 é compacto, basta provarmos que (i) e 
equivalente a [u]" ser fechado. 
Dados o. E An = {x E rnn: u(x) <a:} e o< E< 0:- 11-(a), existe 8 >o tal que 
u(x) <E+ u(a) < u(a) + n- u(a) ~ n 
para todo X tal que llx- ali < 8, isto é Ao é aberto e portanto, [u ]0 = rnn- Ao é fechado. 
Reciprocamente, dados X E rnn e E > o, com u(a) +E < 1, a E Au(a)+e que é aberto, 
existe 8 >O tal que se llx- ali< 6, então x E Au(a)+e' isto é, u(x) < u(a) +E, logo 11 
é semicontínua superiormente. Se u(a) = 1, nada a fazer. 
O conjunto F(IRn), munido da métrica 
D(u,u) ~ sup h([u[", [u]") 
0:5a:51 
é um espaço métrico completo não separável (Puri-Ralescu [29]). 
Kloeden [22] também define uma métrica, do sendográjico, em F(IRn): 
H(u,v) ~ h'(send(u), send(v)) 
onde 
send(u) ~ ([u] 0 x [O, 1]) n end(u) 
end(u) ~ {(x,o) E IR" X [0,1]) / u(x) ~ n) 
e h' é a métrica de Hausdorff no espaço IRn x [0, 1]. 
1 • . . • • . . . . . . . . . • . 
Figura 2.5- send(u) 
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• 
O espaço métrico (.F(ll=tn), H) é separável mas não completo (Kloeden [22]). 
Puri e Ralescu [31] definem uma estrutura linear em .F(ffi.n) por: 






onde XA é a função característica do conjunto A. 
se .\0"0 
se À= O 
De acordo com o princípio de extensão de Zadeh e devido à continuidade das operações 
de adição e multiplicação clássicas, podemos usar Nguyen [27] para concluírmos que 
[v+ v["~ [u]" + [u]" e [.\v]"~ .\[u]", ,\E IR. 
No que segue denotamos por 
E"~ {v E .F(IR")/u é fuzzy convexo; isto é, u(.\x + (1- .\)y) 2: min(u(x), u(y)), 
'I,\ E [0, 1]}. 
Não é difícil provar que v. é fuzzy convexo se, e somente se, [u]a- é convexo, \lo. E [0, 1]. 
As operações de adição e multiplicação definidas acima estão de acordo com as cor-
respondentes operações de adição e multiplicação por números, para conjuntos compactos 
do rn.n. 
Sejam A, B, C E Qc(IR") e cx,fJ >O, então (a+fJ)A ~ aA+f)A; a(A+B) ~ cxA+cxB 
e h(A + B, A + C) = h{B, C). Da mesma forma, sejam u, v, w E En, então (o + f3)v. = 
cw+fiu; cx(v+v) ~ au+cxv, D(u+v,u+w) ~ D(v,w) e D(.\u,.\v) ~ [.\[D(u,v) 
Kaleva [17]. 
O conjunto En é fechado em .F(IRn) (!31]). Conseqüentemente, (En, D) é completo e, 
embora E" tenha uma estrutura linear, o mesmo não é espaço vetorial. Porém, temos o 
importante teorema: 
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Teorema 2.2 (Kaleva jl8]) O espaço métrico completo (E",D) pode se1· ·imcTso zsorne-
tricarnente em um espaço Teal de Banach. 
Uma importante conseqüência deste teorema consiste no fato de que conceitos dados 
a funções definidas nesse espaço de Banach podem ser naturalmente transportados para 
o espaço (E 11 ,D). Este poderia ser o caso da diferencial de funções F: [a,b] ----lo E11 , 
conforme Puri e Ralescu [29]. No entanto, utilizaremos a diferencial de Hnkuhara para 
definir a diferencial de funções F: [a, b] ----lo E", como veremos no Capítulo 4. 
O próximo resultado terá importância fundamental para nosso trabalho, pois será ele 
o grande elo de ligação entre conceitos clássicos (como os de mensurabilidade, integrabili-
dade, diferenciabilidade, etc.) para multifunç,ões, vistos no Capítulo 1, com os respectivos 
conceitos dados às funções fuzzy. 
Teorema 2.3 (Negoita e Ralescu [26]) Se { A0 /0 ::=; a < 1} é uma famüia de conjuntos 
compactos convexos e não vazios de lR" tal que 
3. se cxk é uma seqüência não decrescente convergindo para ex, ex> O com 
então existe um. u E E 11 tal que 
[u ]<> = A a para todo O < a ~ 1 
e 
[u[ 0 = U A" C A0 
O<oSl 
É cla.1·o que se u E E 11 , então seus o:-níveís satisfazem às condições 1, 2 e 3 acima. 
21 
Observamosqueseu,v E E 1 com os a:-níveisdadospor: [u]a = [u},u2] e [v]a = [vf,v2], 
então a multi.plicação fuzzy de u. por v é definida através de seus a:- níveis por 
[u .. v]a = [min u?vj, max u?vj] para i, j = 1, 2. 
A unicidade do produto está garantida pelo Teorema 2.3. 
Encerramos esta secção observando que, a exemplo da multiplicação entre elementos 
de E 1, poderíamos ter usado o Teorema 2.3 para definir as operações de adição e a 
multiplicação de conjuntos fuzzy por número real, usando estas operações nos seus níveis. 
2.4 Sobre convergência de conjuntos fuzzy. 
Nesta secção vamos enunciar os principais resultados e definições relacionados com tipos 
de convergências nos espaços de conjuntos fuzzy, que podem ser encontrados em Quelho 
[31], Kaleva [16] ou Rojas-Román [34], com o propósito de estudarmos a continuidade das 
funções definidas no espaço .F(ffin). 
Sejam u E .F(IRn) e { up} uma seqüência de F(IRn). 
D Definição 2.2 (D-convergência). Diz-se que uP D-converge para u, uP ---------Jo 11, se 
Definição 2.3 (L-convergência). Diz-se que uP L-converge para u, Up ~ u, se 
lim h([u,[", [u[") ~O para todo a E (0, !]. 
p_,+oc. 
Definição 2.4 (f-convergência). Diz-se que Vp f-converge para u, up ~ u, se 
lim end(up) = end (u) 
p-!+OO 
no sentido de Kuratowski. 
Definição 2.5 (H-convergência). Diz-se que 1lp H-converge para u,uP __!!__. u, se 
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Jirn H (up, u) =O. 
p ..... +o;: 
Proposição 2.4 U.p ~ u se, e somente se, 
{u >o) C lim inf{np 2 o} C lim sup{up 2 o) C {n 2 o), 'lo E [0, I[ 
p-->+= P-'+oo 
onde {u 2 a)~ {x E lRn: n(x) 2 a) 
Prova: Ver (Quelho [32J). 
H Proposição 2.5 Up ---+ u se, e somente se, 
Prova: Ver (Quelho [32J). 
A fim de se obter equivalências entre as diversas convergências de conjuntos fuzzy, 
pode-se consultar (Quelho [32], Kaleva [16[, Rojas-Román [34J). 
Kaleva [16] prova a seguinte: 
Proposição 2.6 Em :F(IR") valem. a8 seguinte im]Jlicações: 
1. D-convergência implica L-c01wergência. 
2. D-convergência. implica. H -convergência. 
Kaleva [16], através de alguns exemplos, mostra que as implicações (1) e (2) não podem 
ser invertidas. Aqui nós também ilustramos este faLo com o seguinte exemplo: 
Exemplo 2.4 Sejam 
1 se -1:s;x:s;1 
u(x) ~ -[x[+2 se -2<xS-loulSx<2 




-jxj+2 se -2 <X< ....E_ OU _E_ < l' < 2 






_j__:S + 1 
2 
o 
-2 --"-- -1 1-p 
.....1!..._ <X< ...E_ 
1-p- -p-1 




X< -2 OU X> 2 
1 --"-- 2 p-1 
Figura 2. 6- up _!!____,. u, 
para p :2.: 2 
É claro que uP ....!:!....,. u. Porém h(!up]l, [ujl) = 1 para todo p 2:'_ 1 de maneira que up 
não converge em nível e nem em D para u. 
Este exemplo mostra que podemos ter uma seqüência de funções contínuas com send(u.p) 
convexos convergindo para send(u) sem que haja L-convergência. Isto não acontecerá se 
[up]l e [11.]1 tiverem apenas um p~nto. 
Na verdade, Kaleva [16] mostra que a implicação (1) da Proposição 2.6 pode ser 
invertida se nos restringirmos ao subconjunto g de .F(IRn) dos u côucavos e fuzzy 
convexos enquanto que a implicação (2) poderá ser invertida se nos resLriugirmos ao 
subconjunto Ç 1 de 9 com [ujl tendo apeuas um elemento. 
Com o propósito de se obter as equivalências nas implicações (1) e (2) em outros 
subconjuntos de F(IRn) diferentes de Ç e Ç1 e que têm propriedades mais adequadas 
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para nossos estudos, daremos a seguinte definição: 
Definição 2.6 Dizemos que u E F(ffin) não tem pontos de rnaxzrnos locais próprios se 
para todo x E IR." com O < u(x) < 1, x não é ponto de máximo local da fuução 
u:IR"~[O,l[. 
Note que para todo u E F(IRn), dizer que u não tem pontos de máximos locais próprios 
é equivalente a 
{x E IR": u(x) >a)~ [u]" 
para todo a: E (0, 1). 
Proposição 2.7 Sejam up, u E F(IRn). 
próprios então são equivalentes. 
D (a) uP -----4 u 
(b) u, _I!_, u e [u] 1 ~ lim inf[u,]' 
p->+oo 
= 
(c) L Up -----4 U, U jup] 0 é limitado e 
P=l 
Prova: Ver (Quelho [32]). 
Se u não tem pontos de máximos locais 
Proposição 2.8 Sejam uP, u E .F(IR"). Se u não tem pontos de máximos locais próprws 
e ]ujl contém apenas um. elemento, então 
D H 
u.p ___, u. se, e somente se, Up ___, u. 
Prova: Ver (Quclho [32] ou Rojas-Román [34]) 
Observação: -Rojas e Román [34] mostram que o fato deu não ter pontos de máximos 
locais próprios é equivalente a u ter todos seus a:-níveis contínuos, isto é, a funç.ão a f--lo [u] 0 
é de níveis contínuos, ou seja, a função o: ~--> [u]a é contínua na métrica de Hausdorff, para 
todo " E [0, 1]. 
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Capítulo 3 
Sobre a extensão de Zadeh 
3.1 Introdução 
A extensão de Zadeh é um exemplo concreto de uma aplicação que leva conjunto fuzzy em 
conjunto fuzzy. Sua importância vai além da subjacente à própria evolução: como ferra-
menta é indispensável, a nosso ver, para a estruturação matemática quando se modelam 
fenômenos envoltos em grande grau de incerteza. 
As aplicações vão desde modelagem de crescimento populacional BassaHezi e Barros 
[04] a estudo de construções de imagem Forte e al. [09]. 
Nossa intenção aqui é estudar as principais propriedades da extensão de Zadeh, bem 
como provar teoremas de continuidade da mesma, nos espaços métricos (:F(ffi"), D) e 
(.F(IR"), H). 
Propriedades sobre a extensão de Zadeh de uma função contínua f : IR x IR -+ IR, 
foram inicialmente estudadas por Nguyen [27] e mais recentemente por Cabrelli e ai. 
[06] para uma família de contrações definidas em um espaço métrico compacto. O fato 
de estudarmos a extensão de Zadeh nos espaços métricos (F(IR11 ), D) e (F(ffin), H) 
não particulariza as conclusões se substituímos IRn por qualquer outro espaço métrico 
completo. 
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3.2 Definição e propriedades da extensão de Zadeh 
Definição 3.1 A extensâ.o de Zadeh da função f : IRn- IR_n é a função f dada por 
para todo conjunto fuzzy u : IRn- \0, 1]. 
Segue imediatamente da definição que se f(x) = c, constante, então f(u) = ê = X{c} 
onde XA é a função característica do conjunto A. 
A extensão de Zadeh j de fato estende a função f: IRn __, IRn, identificando IR11 com 
{X{x) E .F(IR"): x E IR"}, 
uma vez que 
para todo x E IRn. 
Gostaríamos de ressaltar que f IRn - IRn poderia ser substituída por 
f : X - X, (X, d) espaço métrico ou mesmo escolher f : A C IRn - IR!' e usar 
teoremas de extensões para resultar em f: IRn- IR11 . I\' osso interesse em que o domínio 
de f seja o espaço inteiro IRn é porque o domínio dos conjuntos fuzzy 'U é o espaç.o todo 
IR". 
Se f é bijetora, então (f(u))(x) = u(J- 1(x)) e assim podemos construir o gráfico do 
conjunto fuzzy f u. 
-.,r::."-' ..,---
1 
I , • X 
-·-~~ 
Figura 8.1 - Gráfico de ju ' 
27 
Para o caso em que f (:r) = Ax + b, com A matriz n x n e b E rn_n, a extensão é dada 
por 
se AT + b = x tiver solução 
se AT + b = x não tiver solução 
Assim, se existir A -l, então j se reduz a 
(/(u.))(x) ~ u(A- 1(x- b)). 
É fácil ver que, para o caso em que f(x) = a:r com a E IR e :r E IRn, tem-se 
{ 
u(a- 1x) 
(f(u))(x) ~ O 
se a.,' O 
se a.=O 
ou seja, j ( u) = au de acordo com a definição de multiplicação de número por u (Ralescu, 
[291). 
A seguir, vamos enunciar e demonstrar um resultado que é central para futuras con-
clusões neste nosso trabalho. Este resultado foi demonstrado em [27] para o caso em que 
f : IR" x IR:n ---+ ffiP é sobrejetora, e mais recentemente uma generalização, usando o 
conceito de t-norma, foi dada por Fuller e Jeresztfalvi [lO]. 
Teorema 3.1 Seja f : IRn-+ rnn sobrejetora. Uma condição necessária e s-uficiente para 
que 
[J(u)J" ~ J([uJ"), 
para todo u IRn- [0,1] e 0: E [0, 1], é que 11 a.linja. o ma:nmo ern f-· 1 (x) pam todo 
X E IR". 




sE J](u)[' ~ f([u['). 
Isto é, existe y com u(y) 2': s tal que f(y) = x. Mas, pela definição de s, tem-se u(y) = s. 
Por outro lado, se x E !f ( u )]'=\ então 
(f(u))(x) 2: o ou sup u(r) 2: a. 
TEJ-l(x) 
Como, por hipótese, existe y E f- 1(x) tal que u(y) sup u(T) > o:, segue que 
-rEj-l(x) 
X E /([uj"). 
Agora, se x E f([u["), existe x ~ f(y). 
Daí 
(i(u))(x) ~ sup u(r) 2: u(y) 2: a, isto é x E Jf(u)J" 
TEj-l(x) • 
O teorema seguinte foi inicialmente demonstrado por Nguyen [27] para o caso em que 
f : IR x IR ---4 ffi e mais recentemente por Cabrelli e al. [06] para o caso de um sistema de 
conjunto fuzzy interados, no estudo de construção de imagens. 
Teorema 3.2 Se f : rn,n - rn,n é contínua, então a extensão de Zadeh 
j : F(IR") ~ F(!Rn) está bem definida e, 
Jf(u)[" ~ f([u[") 
para tado n E [0, 1 ]. 
Obs: Lembremos que para se provar que f(u) E F(IR"), basta verificar que os conjuntos 
[](u)]"" são não vazios e compactos para todo O::::_ o: ::::_ 1. Assim, provaremos apenas que 
[J(u)jt'' = f([u]n), já que f{[u]o.) é não vazio e compacto pela continuidade de f, uma vez 
que u E F(IR"). 
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Observemos também que sendo f contínua, f- 1(x) é fechado e tem-se [u] 0 n f- 1(x) 
compacto por ser fechado dentro do compacto [u] 0 . 
Prova: Vamos dividir a prova em dois casos o > O e o = O. 
i. Para a: > O 
Seja X E Jf(u)]", então ju(x) 2: "e assim, r] (x) c~ <P, bem como ]u]0 n r 1(x) c~"'· 
Assim, 
(j(u))(x) ~ sup u(T) ~ sup u(T) ~ u(y) 2: a 
TEj-l(x) TEit~]Onj-l(x) 
para algum y E [u]0 nj- 1(x) 1 urna vez que ué semi contínua superiormente e [u]0 nj- 1 (x) 
é compacto (Ver Rudin [35] pág. 195). Logo J(y) ~ x e u(u) 2: a, isto é, x E J(]u]"). 
Por outro lado, f(]u]") C Jf(u)]" vale sempre já que se x E f(]u]"), existe y E ]u]" e 
X~ j(y). 
Daí (f(u))(x) ~ sup u(z) 2: u(y) 2: o ou x E Jf(u)]". 
TEj- 1(x) 
ii. Para a = O, tem-se 
A~ {x: (f(u))(x) >O)~ f{x: u(x) >O)~ f(B). 
Se s E A, então 
sup u(T) >O, 
TEJ- 1(x) 
daí existe y com f(y) ~ x c u(y) >O, isto é, x E f(B). 
Se x E f(B), então existe y E B com x = f(y), logo 
isto é, x E A. 
Agora, 
sup u(T) 2: u(y) >O 
TEj- 1(x) 
A~ f(B) :J f(B) por f ser contínua 
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e 
A~ f(B) C f(B) ~ f(B) pela compacidade de B e a continuidade de f. 
Portanto 
[j(u)]0 ~ f([u[ 0 ). • 
Note que a família {f([u]0 ), O :S: cr::; 1} define um único conjunto fuzzy, já que há uma 
correspondência biunívoca entre um conjunto fuzzy e a família {[u]<>, O :S: o:_:=;: 1}. 
Uma conseqüência imediata do teorema acima é o seguinte: 
Corolário 3.3 Se f é contínua, então j é monótona no seguinte sentido 
j(u) S f(v) se u S v, 
onde u :S: v significa u(x) :S: v(x) para todo x E IRn. 
Prova: Basta verificar que [J(u)]" C [f(v)[" para todo a E [0, 1[. 
Mas, como 
[v[" C [v[" para todo o E [0, lJ 
e 
[f(u)[" ~ f([u]") 
tem-se o resultado. 
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3.3 Continuidade 
(.F(IR"), D) e 
nos espaços métricos 
(.F(IR"), H) 
Nosso objetivo é mostrar a continuidade uniforme de f e que f é J.~-lipschitziana em 
(F(IRn), D) se f for uniformemente contínua e k-lipschitziana respectivamente. Em 
seguida vamos mostrar a equivalência entre a continuidade de f em (.:F(IR"), H) e a 
continuidade de f em rnn. 
Estes teoremas, que constituem uma parte importante de nosso trabalho, serão uti-
lizados nos capítulos seguintes, como por exemplo na secção 5.3 do capítulo de equações 
diferenciais fuzzy. 
Teorema 3.4 Se f : IRn - IR11 é uniformemente contínua, então a extensão de Zadeh, 
f: (F(IR"), D) ~ (F(IR"), D) 
é uniformemente contínua. 
Prova: Dado E > O, pelo Teorema 1.5, existe 6 > O 
se h([u]", [v]")< ó então h(f([u]"), f([v]")) <E. 
Assim 
se D(u,v) < ó então h([v]", [v]")< ó 
que implica em 
h(f[u]"), f([v]")) ~ h([j(u)]", [j{v)J") <E 'ia E [0, 1]. 
Logo 
eup h(Jf(u)J", Jf(v)J") <E. 
O$ o :51 
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isto é 
se D(u, v) < ó então D(](u.), ](v)) <c. • 
Note que se f for contínua, então f também será já que 
D(f(X{xj), i(X{yj)) ~ llf(x)- f(y)[[ para todo x,y E IR". 
Teorema 3.5 Sejam f : IR" ~ IR" e i : (F(IR"), D) ~ (F(IR"), D),onde i l 
a extensão de Zadeh. Então f é lipschitziana com constante k se, e somente se, f é 
lipschitziana com constante k. 
Prova: Primeiro observemos que sendo f lipschitziana, é também contínua e portanto 
podemos usar o Teorema 3.2. 
Por definição D(i(u), i(v)) ~ sup h(!([u.]"), f([vj")). 
O:S:o:$1 
Agora, 
h(!([u["), f([v[")) max{ sup inf [[f(x)- f(y)[[, sup inf llf(x)- f(y)[[) 
xE[u)" yE[v]"' yE[v)" xE[u)"' 
< max{ sup inf k[[x- y[[, sup inf k[[x- y[[) 
xE[u]"' !iE[v]" yE[v]"' xE[u]" 
~ k max{ sup inf llx- y[[, sup inf llx- Yil) 
xE[u]" YE[v)" yE[v]"' xE[1.Ji" 
kh(lu]", [v]") 
Logo, 
D(f(u), ](o)) :S kD(u,v). 
Por outro lado, como 
para todo x E IR71 e o E [0, 1], então 
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donde se conclui o teorema. • 
Teorema 3.6 Suponhamos f : IRn -----l' IRn t • L con 2n11-a e que 11-p - 11-. 
](u). 
Prova: Seja o E (0, I]; pelo Teorema 1.4 [upr'" e [ur" est.ão em um mesmo compacto. 
Assim, pelo Corolário 1.6, temos a conclusão, já que [](u.p)]a = f([up]u). • 
Teorema 3.7 f : m.n -----Jo IRn é contínua se, e somente se, j : (F(IRn), H) -----l' 
(:F(IR.n), H), é contínua. 
Prova: Suponhamos que f seja contínua; como (F(IR.n), H) é espaço métrico, basta 
H A H ~ 
mostrar que se Up __............ u então f ( uP) __,. f ( u ), para obtermos a prova do teorema. 
De acordo eom a Proposição 2.5, precisamos provar que 
j(u,) --S ](u) e !im h([j(u,)[ 0 , [j(u)[0) ~O. 
p--.>+oo 
Agora, da continuidade de f e da Proposição 2.4, precisamos provar que 
(i) lim h(j([u,[ 0 ), f([u[ 0)) ~O 
p--.>+oo 
e 
(ii) {f(u) >o) C lim inf{i(u,) ;>o) C lim sup{/(u,) ;>o} C {i(u.) :>o), 
p--.>+oo p--.>+oo 
para todo o E [0, ![. 
Para (i), a prova é análoga à do teorema anterior, já que podemos usar o Corolário 1.6 
para f([u,[ 0) e f([u[0 ). 
Para (ii), o caso em que a =O é trivialmente verdade. Se o f. O, como no Teorema 3.2, 
concluímos que 
{f(u) >o)~ f{u >o} 
Assim, da hipótese: 




{f(u) >a)= f{u >a) C 1( lim influvJ") C 1( lim supJuvJ") C f(]u]"). 
p->+oo p--++oo 
Vamos finalmente provar (ii) mostrando: 
(a) f ( lim inf]uvJ") C lim inf J(JuvJ"). 
p->+oo p--->+oo 
(b) 1( lim sup]uvl") = lim supf(]up]"). 
p->+oo p->+oo 
Verificação de (a): 
Se y E t( lim inf[up]<='') então y = f(x) com x = lim Xp e Xp E [up]"'. Como f é 
p--->+oo p->+oo 
contínua, temos que lim f(xp) = f(x) = y. Portanto y E Jim inf j([11.p]a). 
p->+<X• p--++oo 
Verificação de (b): 
Suponhamos que y E 1( lim sup[11.Pt), então y = f(x) com 
p--++oo 
x = hm Xp e Xp- E [up-]a. 
J--++oo J J J 
Pela continuidade de f, 
lim f(xp) = f(x) = y. 
J->+oo J 
Logo, 
y E lim supf(]uvJ"). 
J->+oo 
Por outro lado, se y E _lim supj([up]") então y = Um f(up-) com Xp E [up ]"'. 
J--++oo J-t+oo ; ; J 
Como [upj"' C [up]0 e [up] 0 está em algum compacto K, pois [up] 0 ~ [u] 0 , existe uma 
subseqüência xPi ----> x. Portanto, 
x E lim sup[11.p] 
p--++oo 
e 
y E lim f(xp) = lim f(xp,) = f(x), 
J-++oo J t-t+oo 
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pela continuidade de f e a unicidade do limite. 
Provamos assim que 
ou seJa, 
Logo y E f ( lim suplupl")· 
p~+oo 
f é contínua em (F(IRn), H). 
É claro que se f é contínua, então f é contínua uma vez que j estende f e H(X{x), X{yJ) 
~ h(x,y) ~ llx- Yll· • 
Agora, para que a continuidade de f acarrete a continuidade de f na métrica D, vamos 
nos restringir ao subconjunto de .F(lR11 ) : 
.F*(ffi.n) = {u. E .F(ffi}l): [u.Jl contém apenas um elemento eu. não contém pontos de 
máximo local póprio}. 
Corolário 3.8 Se f : IRn _...... IRn é contínua, entâ.o 
(I) f(F'(IR.n)) C F'(IR.") e 
(2) f/ F'(IR") é contínua na métrica D. 
Prova: 
(1) Seja u E .F*(IRn), então pela observação feita na Definição 2.6, precisamos provar 
apenas que 
{i(u) >a)~ lf(u)l" para a E (O, I) 
e 
lf ( u) P contém apenas um elemeuto. 
Mas, pela continuidade de f e a # O, como no Teorema 3.2, temos 
{i(u) >a)~ f{u >a)~ f{u >a)~ 1/(u)]", 
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onde a segunda igualdade é conseqüência da continuidade de f e do falo de rnn ser espaço 
métrico. A última igualdade é conseqüência do Teorema 3.2, que também nos garante: 
[J(u)J' = f([ujl) 
e assim jj(u.)Jl tem apenas um elemento. 
(2) Seja uP, u. E F*(IRn); de acordo com a Proposiçã-O 2.8, 
, . I H 
e eqUiva ente a uP --+ 11 
que, pelo Teorema 3.7, implica em 
e de novo, pela Proposição 2.8 e da parte (1), temos 
, D , 
f(u,) ~ f(u). • 
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Capítulo 4 
Integral e diferencial de uma função 
fuzzy 
4.1 Introdução 
Este capítulo tem como principal objetivo apresentar algumas generalizaçôes de certos 
conceitos e resultados básicos do cálculo diferencial e integral, com o intuito de estudar-
mos equações diferenciais fuzzy (Capítulo 5). Para isto, o Teorema 2.3 será de extrema 
importância, pois o mesmo, eomo já mencionamos na seção 2.3, nos permite olhar uma 
função com valores em conjuntos fuzzy como uma famt1ia de funções com valores em con-
juntos clássicos, a saber: os a-níveis do conjunto fuzzy imagem. Assim, as definições e 
resultados para multifunções, vistos no Capítulo 1, serão utilizados aqui, possibilitando-
nos obter resultados na teoria fuzzy. 
Iremos nos restringir, neste capítulo, ao espaço métrico completo (E.,, D), pois os a-
níveis de seus elementos são convexos e, como sabemos, há uma teoria bem adiantada 
para subconjuntos não vazios compactos e convexos, como resumo feito no Cnpítulo 1. 
De um modo geral, os resultados que iremos apresentar aqui encoutram-::;e em Puri 
Ralescu [29, 30] e Kaleva jl 7]. Porém, muitas vezes lançaremos mão das propriedades 
da função suporte, vistas no Capítulo 1, para apresentarmos demonstrações diferentes 
daquelae que estão em [17], [29[ e [30[. 
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4.2 Mensurabilidade 
Definição 4.1 (Kaleva [17]). A aplicação F: T--+ En é fortemente mensu1·á-vel se para 
todo o E [0, 1] a função F a: T _... Qc(IR11 ) definida por 
Fu(t) ~ [F(t)[" 
é mensurável. 
Observação; Qc(IRn) é o subconjunto formado pelos elementos de Q(IRn que são con-
vexos. Estamos usando aqui a mesma notação da Secção 1.3 em que T =[a, b] C IR. 
Para ver as demonstraç.ões dos lemas abaixo, ver KaleYa [17]. 
Lema 4.1 Se F: T- En é fortemente mensurável então F é mensurável com respeito 
à topologia gerada por D. 
Lema 4.2 Se F: T--+ En é contínua então F é fortemente mensurável. 
Lema 4.3 Seja F : T--+ E 1 fortemente mensurável e denote [F(t)] 0 = [>- 0 (t),pu(t)] 
para u E [0, 1]. Então fi."" o - ' ' e fl sao rnensuravezs. 
4.3 Integrabilidade 
A aplicação F : T - En é dita integrat,elmente li.mit.o.da se a função F o é integravelmente 
limitada. 
Definição 4.2 Seja F : T ---> En. A integral de F em T 1 denotada por h. F ou 1b F, é 
definida através de seus a-níveis 
para todo O :S: n < 1, sendo h F a_, a integral de Aumann. F é integTável sobre T se 
lF E E" 
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Teorema 4.4 (Puri e Ralescu \30]). Se F : T - E" é fortemente mensuTÚvel e integra-
velmente limitada, então F é integrável. 
Embora a prova deste teorema encontre-se em [30], vamos repeti-la com mais clareza, 
a nosso ver. 
Prova: Precisamos verificar que 
l.frFo existem, são compactos não vazios e convexos de IR", para todo n E [0, 1], e, 
de acordo com o Teorema 2.3, também verificar 
2. U r F a c r F0 , 
oso:SI lr lr 
3. h Fo:1 C h Fo:2 se O::; n 1 :::; n 2 :.:;: 1, 
4. se Gk T Q >o, então frFa = n f Fa~o· 
k;:>:Ilr 
As afirmações feitas em 1 são conseqüências dos Teoremas 1.11 a 1.13, uma vez que 
F0 são funções mensuráveis, integravelmente limitadas e com valores em Qc(IR"), por 
hipótese. 
As inclusões em 2 e 3 seguem do fato de 
Suponha agora que ok T o: > O, então para todo t E T, F(t) E E 11 e assm1 
F0 (t) = nFu~o(t). Como a seqüêneia Fa~;;(t) é decrescente e Fo.k(t) são compactos, temos 
k;::l 
Fa)t)- Fa(t) no sentido de Kuratowski. 
Uma vez que Fa 1 é integravelmente limitada e Fo:~o forma uma seqüência decrescente 
de funções mensuráveis, existe uma função integrável h : T - R+ tal que 
supk>l llfk(t)il :S h(t) para todo h E S(Fa,). 
S~gue do Teorema 1.16 que frFa~o- frFa, no sentido de Kwratowski. Como frFa.* 
é um seqüência decrescente de compactos do IR", ela deve convergir para sua intersecção. 
Assim, pela unicidade do limite, tem-se 
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que é a verificação de 4. • 
Teorema 4.5 (Kaleva [17]). Se P: T __,. (En, D) é contínua, então P é integrável. 
Apresentaremos uma prova ligeiramente diferente daquela apresentada em [17]. 
Prova: Pelo Lema 4.2, F é fortemente mensurável. Como P é contínua, Fo também o é 
na métrica de Hausdorff h. Assim a função g : T ~ R+ definida por g(t) ~ h( {0), F0 (t )) 
é contínua em T já que 
h({O}, Fo(to)) S h({O}, Fo(t)) + h(Fo(t), Fo(to)) 
ou 
h({O), Fo(to))- h({O), Fo(t)) S h(Fo(t), Fo(to)) 
isto é 
lg(to)- g(t)l S h(Fo(t), Fo(to)) 
e a continuidade de Fo garante a de g. Logo g é integrável em T. Mas para todo x E Fo(t), 
tem-se llxll:::; g(t), ou seja, F é integravelmenle limitada. Portanto, pelo Teorema 4.4, F 
é integrável. 
Teorema 4.6 (Kaleva ]17]). Seja. P: T __. En integrável e c E T. Entâo 
A prova que apresentaremos é uma conseqüência do Teorema 1.15: 
Prova: É claro que F é integrável em qualquer subintervalo de ja, b]. 
Seja a E jO, 1]. Do Teorema 1.15, tem-se 
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• 
Finalmente, usando o Teorema 1.9, concluímos 
• 
Corolário 4.7 (Kaleva [171). Se F T ~ (E",D) é contínua então G(t) 
li.pschítziana em T. 
Nossa prova é uma alternativa à do Kaleva [17]. 
Prova: Sejam s, t E T com s > t. Pelo Teorema 4.6 e do fato de D (u +v, u + w) = 
D(v,w), temos 
D(G(s),G(t)) ~v([ F, X{o}) ~h([ Fo, {o}) 
Como no Teorema 4.5, a função g(t) = h(Fo(t), {O}) assume máximo, M, em T por ser 
contínua e [[x[l :5: g(t) para todo x E Fo(t), isto é, Fo(t) C B[O, M[ (bola fechada de centro 
na origem e raio M) donde 
[Fac [B[O,M[. 
Logo, 
~ h((s- t)B[O, M], {O})~ M(s- t) 
onde a penúltima igualdade é conseqüência do Exemplo 1.3, Capítulo 1. Assim, con-
cluímos o corolário. • 
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Teorema 4.8 (Kaleva [17]). Scja.m F, G: T- En intcgr·át•ci8 e>. E TI·L Entâ.o 
(i) h F+ G = h F+ h G 
(ii) h >.F = >.h F 
(iii) D(F, G) é integTável 
(iv) D (h F, h G) S: h D(F, G) 
Prova: Ver Kaleva [87]. Notemos que a prova de (i) também poderia ser feita usando a 
função suporte já que (F+ G)a- =F a+ Co.. 
Teorema 4.9 (Kaleva [17]). Se F: T- En é integrável então afu.nção real 
(t,a)Hdiâmetro [1'Fr tET e <>E[O,I[, 
é não decrescente em t E T e não crescente em a E [O, 1 ]. 
Notemos que a primeira parte é conseqüência do Teorema 4.6 e a segunda é conseqüência 
de 1t F E En. 
Exemplo 4.1 Seja F(t) = f(t)u onde u E En e f: T- IR é uma funç.ão integrável e 
positiva. Então 
J,' F= (lo' f(s)ds)u 
É elaro que F é fortemente mensurável e integravelmente limitada por g(s) = af(s) oude 
a= max[u] 0 
A conclusão segue do fato de [>.u]o. = >.[u]"' e do Exemplo 1.3. Este exemplo generaliza 
aquele em que F(t) =A E En dado por Kaleva [17] e ilustra a força do Teorema 1 15, já 
que foi ele que nos possibilitou concluir o Exemplo 1.3. 
Exemplo 4.2 (Kalcva j1 7]). Defina F: T- en por 
n 
Fn(t) = ITia~(t), bf(t)], o E [0, 1] 
'i=l 
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onde af, bf : T --+ ffi são integráveis, contínuas à esquerda e [a?(t), bf(l.)] são os 
o-níveis de um elemento de E 1 • F é fortemente mensurável e integravelmente limitada 
por g(t) ~ nma:xlb;(t)l, 1 <;i<; n. 
tET 
De acordo com a demonstração do Teorema 4.4, tem-se 
4.4 Diferenciabilidade 
O conceito de diferenciabilidade será baseado na definição de diferenciabilidade para mul-
tifunções, dada por Hukuhara [15] como vimos na secção 1.3. De novo, o Teorema 2.3 nos 
possibilitará a sua extensão para função F : T --+ En. 
Se x,y E E 11 e existe z E E11 tal que x = y + z, então z será chamado de H-diferença 
de x e y, denotada por x- y. A seguinte definição é devido a Puri e Ralescu [29]. 
Definição 4.3 A aplicação F : T--+ En é diferenciável em to E T se existe F'(to) E En 
tal que os limites 
. F(l.o +h)- F (to) 
llm e 
h-+O+ h 
. F(to)- F(to- h) 
hX:..W+ h 
existem e são iguais a F' (to). 
Os limites são tomados no espaço métrico (En, D) e nos ponto extremos de T consideram-
se apenas as derivadas de um dos lados. 
Puri e Ralescu [29] também usaram o conceito clássieo de diferencial em espaços nor-
mados, para dar outra definição de derivada para a função F acima e provou que esta 
última é mais fraca que a dada aqui. 
Queremos ainda lembrar que, embora (En, D) não seja espaço vetorial, o mesmo pode 
ser imerso isometrieamente em um espaço de Banach (Teorema 2.2) e assim definir a 
diferencial da função F, como comentada acima (Ver Puri e Ralescu [29] e Kaleva \18]). 
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Proposição 4.10 Se F : T -----> En é diferenciável, então a rnu.ltifu.nção F0 é H-
diferenciável para todo a E [0, 1] e DFa(t) = [F'(t)]0 onde DF0 é a H-diferencial 
da função F a. 
Prova: conseqüência imediata da definição de F'(t). • 
É claro que a recíproca da Proposição 4.10 não é verdadeira uma vez que a diferença 
de Hukuhara [x]a- [y]a, a E [O, 1], não implica na H-diferença x- y. Contudo, tem-se 
o seguinte 
Teorema 4.11 {Kaleva [17]). Seja F: T-----> En satisfazendo as hipóteses: 
(a)ParacadatETexisteP>OtalqueasH-diferençasF(t+k)-F(t) e F(t)-F(t-k) 
existam para todo O ::; k ::; {3; 
{b) As funções F,., a E [0, 1] são uniformemente H-diferenciáveis com derivadas DF0 , 
isto é, para cada t E T e E > O existe 8 > O tal que 
h((F.(t + k)- F.(t))/k, DF.(t)) <e 
e 
h((F.(t)- F.(t- k))/k, DF.(t)) <e 
para todo O s; k < 6 e fr E [0, I]. 
Então F é diferenciável e a derivada de F é dada pela Proposição 4.10. 
Teorema 4.12 (Kaleva [17]). Seja F : T -----> E 1 diferenciável e denote [F ( t) ]a = [f a( t), 9a( t)], 
a E [0, 1]. Então !a e 9a são diferenciáveis e 
[F'(t)[" ~ [f~(t), g~(t)[. 
Prova: Basta ver que 
~[F(t + k)- F(t)[" ~ [(f.(t + k)- J.(t))j, (g.(t + k)- g.(t))fk[ 
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e passar ao limite. Para [F(t)- F(t- kW" faz-se o mesmo. • 
Teorema 4.13 (Kaleva [17]). Se F, G: T _,.E" são diferenciáveis e), E IR, entà.o 
(a) F e G são contínuo.8 
(b) (F+ G)'(t) ~ F'(t) + G'(t) 
(c) (AF)'(t) ~ AF'(t). 
Prova: 
(a) Seja k >O de modo que a H-diferença F(t + k)- F(t) existe, entii<J 
D(F(t + k), F(t)) D(F(t + k)- F(t), X{oJ) 
< kD((F(t + k)- F(t))/k, F'(t)) + kD(F'(t), :qoj). 
e pela diferenciabilidade de F, o lado direito da desigualdade vai para zero se h _,. o+. 
De maneira análoga tira-se a continuidade à esquerda de F. 
Para provar (b) e (c), basta usar as propriedades da métrica D: 
D(u +v, u + w) ~ D(v, w)eD(.\u, .\v)~ I.\ID(u, v). • 
Teorema 4.14 (Kaleva [17]). Seja F : T _,. En contínua. Então para todo t E T a 
função G(t) = !ot F é diferenciável e G'(t) = F(t). 
Prova: De acordo com o Teorema 4.5, F é integrável e para k > O, suficientemente 
pequeno 
1'+' G(t+k)-G(t)~ F. 
Seja é> O. Pelo Exemplo 4.1, Teorema 4.8 e pela continuidade de F, tem-se 
D((G(t + k)- G(t))/k, F(t)) ~D(l+' F(s)ds, l+' F(t)ds) 
I 1'+' < - D(F(s), F(t))ds <E 
k ' 
G(t)- G(t- k) 
De modo análogo, conclui-se que lim = F(t). • 
k---->0+ k 
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Teorema 4.15 (Kaleva \17]). Seja F : T - En diferenciável c suponha Q'UC F' é m-
tegrávcl. Então para todo s E T tem.-sc 
F(s) ~ F(a) + [F' 
Faremos a prova deste teorema para ilustrar, mais uma vez, a importância da função 
suporte no estudo do cálculo de funções com valores em conjuntos fuzzy. 
Prova: Como existe F', então, de acordo com a Proposição 4.10, devemos apenas mostrar 
que para todo a E [0, 1], 
Agora, usando os Teoremas 115 e 1.17 e os fatos que Fa(s)- F c.( a), DF"" e 18 DF c. são 
subconjuntos não vazios de Qc(IRn), temos 
S J: DF.(x) ~ [ SoFo(t)(x)dt 
Logo, de acordo com o Teorema 1.9, tem-se 
• 
Teorema 4.16 (Kaleva [17]). Seja F: T-E" diferenciável em T. Se t 1, t 2 E T com 
t 1 :S t2 então existe C E E" tal que F(t,) ~ F(t1) +C. 
Prova: Se F' for integrável, o resultado segue do teorema anterior. Para a demonstração 
geral ver Kaleva [17]. 
Corolário 4.17 Se F : T - En é diferenciável em T então para cada. 0: E [0, 1] a função 
real t ~ dim[F(t)]o. é não decrescente em T, onde dim A é o diâmetro do co1~junto A. 
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Teorema 4.18 (Kaleva ]17]). Se F T .____. E 11 é continuamente dijercnczávcl em T. 
Então 
D(F(b), F(a)) S (b- o)supD(F'(t), X{oj). 
tET 
Prova: Usando os Teoremas 4.8 e 4.15, obtemos 
D(F(b), F(a)) ~ D(j F', X{oj) S (b- a)supD(F'(t), X{oJ) 
T tET • 
Teorema 4.19 (de Rolle) (Kaleva [17]). Seja F : T - E 1 diferenciável em. T. Se 
F(a) ~ F(b) então existe t0 E T tal que F'(to) ~ X{O)· 
Prova: Pelo Teorema 4.16, F(t) ~ F(a) + R(t) para algum R(t) E E 1• Uma vez que 
F (b) = F (a) então pelo Corolário 4.17 diam F a { t) é constante em T para todo o: E [0, lj. 
Segue que diam. Rc.(t) =O e conseqüentemente R(t) = Xr(t) para alguma função r(t) E IR 
diferenciável já que F o é. Mais ainda, r(a) = r(b) = O e assim existe t0 E T tal que 
r'(t0 ) =O. Como existe F'(t) então, pela Proposiç.ão 4.10, basta mostrar que DF0 (t0 ) = 0: 
ou 
DF0 (t) ~ r'(t), Vt E T e Va E [0, 1[, 
logo 
F'(to) = Xr'(to) = X{o} • 
Exemplo 4.3 Seja F(t) = f(t)u onde u E E 11 e f : T .____. R+ é crescente e de classe 
C 1 . Então F é derivável e F'(t) = f'(t)u. 
Prova: Vamos mostrar que J'(t)u é contínua\ portanto integrável e, usando o Exemplo 
4.1, temos 
48 
F(t) ~ F(a) + (l j'(s)ds)u ~ F(a) + l J'(s)u 
e finalmente, dos Teoremas 4.13 e 4.14 tem-se 
F'(t) ~ j'(t)u.. 
A função f'(t)u é contínua pois, para tE T e c> O, existe 6 >O tal que se ls- ti< 6 
então 
D(f'(t)u, f'(s)u) sup h(j'(t)[u]", f'(s)[u]") 
O:Sn$1 
sup max [s f'(t)[u[" (x) - S f'(,)[u[" (x) I 
o:o::;u$1 llxll=l 
sup max [(f'(t)- f'(s))S[u["(x)l 
0$o:Sl llxll=l 
[J'(t)- J'(s)[ sup [a[< E 
aEJu]0 
• 
Exemplo 4.4 Sejam F(t) = f(t)u como no exemplo anterior e r : T--+ lR" uma função 
diferenciável. Então a função G(t) = Xr(t) + F(t) pode ser interpretada como F(t) se 
deslocado ao longo da curva r no IR". 
De acordo com os Teoremas 4.8 e 4.13 temos 
e 
G'(t) ~ Xc'(t) + J'(t)u. 
Fazendo f(t) ~I, obtemos G(t.) ~ Xc(t) + u, exemplo dado por Kaleva [17[ 
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Capítulo 5 
Equação diferencial fuzzy 
5.1 Introdução 
Com o intuito de modelar fenômenos com algum grau de incerteza, apresentamos aqui 
os principais resultados sobre equação diferencial fuzzy, ferramenta esta apropriada para 
tais fenômenos, a exemplo das equações diferenciais clássicas, que modelam fenômenos 
que admitimos serem determinísticos. 
Os resultados aqui apresentados foram basicamente desenvolvidos por Kaleva [17,18] 
Seikkala [36]. Kaleva [17] desenvolve uma teoria mais abrangente, em En, enquanto 
Seikkala [36] se restringe ao espaço E 1 . Mais recentemente, \Vu e al. [41 J demonstram 
a existência e unicidade do problema de Cauchy para equações diferenciais fuzzy com o 
campo satisfazendo uma condição de Cauchy generalizada e também estudam a relação 
entre a solução de uma equação diferencial fuzzy e suas soluções aproximadas. 
Considerações sobre parâmetros fuzzy, bem como apenas a condição inicial fuzzy, são 
feitas e, para este caso, verificamos que, em um certo sentido, a solução determinística é 
"preferida". 
5.2 Equação diferencial fuzzy 
Seja F : T x En ____. En e consideremos o problema de valor inicial 
u.'(t) = F(t, u.(t)), u.(a) = u.o, a>O (5.1) 
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Lema 5.1 Seja F: T X E 11 --+ E1l contínua .. A fu.nção u: T--+ E 11 é solução de (5.1} se 
e somente se é contínua e satisfaz a equaçâ.o integml 
u.(l) ~ u.o + l F(s, u.(s))ds 
para todo t E T. 
(5.2) 
Prova: Se u(t) é soluç.ão de (5.1), então de acordo com os Teoremas 4.13 e 4.15, u(t) é 
contínua e satisfaz (5.2). Por outro lado, se u(t) satisfaz (5.2), então u(t) satisfaz (5.1) 
pelos Teoremas 4.13 e 4.14. 
Notemos que o Lema 5.1 não pode ser estendido para t < a pois, em vista do Corolário 
4.17, diam [u(t)] 0 é não decrescente já que u(t) é diferenciável. Porém diam [u(tW'- ~ 
diam [u0Ja por satisfazer (5.2) mesmo para t < a. 
Como para o caso de espaços de dimensão finita, aqui também temos uma condição 
que nos garante a existência e unicidade do problema de valor inicial (5.1) em T. Mais 
ainda, a solução depende continuamente do valor inicial. 
Teorema 5.2 (Kaleva [17]). Seja F: T x En--+ En contínua e lipschitziana na segunda 
variável, isto é, existe k > O tal que 
D(F(t,u.), F(t,v)) :S kD(v, v) 
para todo t E T, u, v E En. Então o problema (5.1) tem solução única em T. 
Apresentaremos aqui a prova dada por Kaleva [17]. 
Prova: Dado (t,v) E T x E" e 11 >O tal que 11k < 1, então o problema 
v'(t) ~ F(t, v(t)), u.(t 1) ~v (5.3) 
tem soluç.ão única em 11 = [t 1, ( 1---1- '7], pms para. ( E C(J1, En), coujuuto das funçõeo 
contínuas de 11 em En, defina a função 
e a métrica 
G((t) ~v+ f' F(s,((s))ds, },. 
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H(Ç,<p) ~ '"PD(Ç(t),<p(t)) 
tElj 
em C(Jt, E'~). Pelo fato de (E", D) ser completo, C'(lt, E") também é completo. 
Pelo Corolário 4.7, G( E C(J 1, E"). Mais ainda, pelo Teorema 4.8 e a continuidade de F 
bem como o fato de F ser lipschitziana na segunda variável, temos 
H(GÇ,G<p) supD(l' F(s,((s))ds,l' F(s,<p(s))ds) 
IEJ1 l1 t, 
1tj+1/ < D(F(s, ((s)), F(s,<p(s))ds S rykH(Ç, cp) 
' 
para todo (,I.IJ E C(/1 ,E"). Portanto, pelo Teorema de Banach para contrações, G tem 
ponto fixo que, pelo Lema 5.1, é a solução de (5.3). 
Expressando T como reuuião finita de intervalos h com comprimentos menores que 1} 
e, unindo cada uma das soluções obtidas em h, obtemos a única solução em T. • 
Corolário 5.3 Seja F como no Teorema 5.2. Denote por u(t, u0) a solução para o pro-
blema (5.1) com valor inicial u0 • Então existe um número real q tal que 
H(u(·,uo),u(-,vo)) S qD(uo,vo) 
. E" para. quazsquer uo, vo E . 
Prova (dada por Kaleva [ 171) Sejam h, k 
u(tk, uo) e V= u(tk, vo). Fazendo 
1, , . , m como no Teorema e denote U 
G;r((t) ~ u + 1' F(s,((s))ds 
,, 
temos 
H(G;rU(·, uo), G;;11.(·, u0 )) ~ D(u, v) 
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e usando o Teorema 5.2, vem 
H (Gu-11(·, uo), G~u(·, vo)) < H(G;;u(·, uo), Gvu(·, vo)) 
" + L;H(G~- 1 u(·, uo), G~u(·, uo)) 
i=2 
< (1 + ~k + ... + (ryk)"- 1)D(u, v) 
Como G~u{, u0 ) converge para o ponto fixou(·, v0 ) = Gvu.(., v0) de Gv em C(h, E 11 ), 
temos 
1 
1/(u(·, uo), u(·, vo)) ~ II(G;;u(·, uo), G.,u(-, vo)) <: D(u, v) 
1 - ryk 
Fazendo indução sobrem, tem-se o resultado. • 
Para um caso mais geral, consideremos F : T x U - U contínua onde U é um 
subconjunto fechado de (E 11 , D). O teorema abaixo nos fornece uma condição necessária 
e suficiente para existência de soluç.ão do problema: 
u'(t) ~ F(t, v(t)), v(a)~u0 EU (5.4) 
Teorema 5.4 (Kaleva [18]). O problema de valor inicial (5.4) tem uma solução u E 
C(T, U) se, e somente se, U é localmente compacto. 
Os exemplos abaixo são devidos a Kaleva [18]. 
Exemplo 5.1 O conjunto U C En, formado pelos conjuntos fuzzy triangulares bem como 
os trapezoidais, são localmente compactos. 
I I .. 
Figura. 5.1a u triangular Figum 5.1b 11. trapezoidal 
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Exemplo 5.2 O conjunto U C E 71 formado pelos conjuntos fuzzy com n:-mve1s eqm-
lipschitzianos, isto é, existe Af > O tal que h(juJ\ [u]~) :S M In- fi I para todo u E U e 
o, ,6 E [0, 1], é localmente compacto. 
Notemos que de acordo com a observação feita na Proposição 2.8, se u. E U então '11 
não tem pontos de máximos locais próprios. 
5.3 Equação diferencial fuzzy com o campo dado 
pela extensão de Zadeh 
Nesta secção, nosso principal objetivo é comparar as soluções dos problemas de Cauchy 
clássico e fuzzy. Mais ainda, nossa conclusão, como era de se esperar, é que a solução do 
problema clássico é, em um certo sentido, a "preferida". 
Antes porém, vamos observar que para f : T X IR"- __, rnn, a extensão de Zadeh, 
f: T X E 11 --> E" é dada por 
{ 
sup u(x) 
j(t, u)(x) ~ xEJ-'(~x) 
se r'(t, x) ~ <P 
para todo conjunto fuzzy 11 ·. rnn --> [0, 1] e continuam valendo os resultados obtidos 
na Secção 3.2 do Capítulo 3, desde que f esteja bem definida. Queremos salientar que 
o fato de f ser contínua não é suficiente para que ](t, u) E E" se n ~ 2, já que 
[j(t, u)[" ~ f(t, [u[") para todo t E T e a E [O, 1[. Está claro também que se 
f : T X IR11 - rnn for linear afim, então f está bem definida para todo n 2::. 1 e que se 
F : T x En--> E 11 for dada por F(t, u.) = a(t)u, onde a: T--> IR é contínua, então F é 
extensão de Zadeh da função f : T x IRn--> IR11 dada por f(t, x) = a(t):r. Finalmente, s~e 
f : T X nr~ - IR"- é dada por f ( t, X) = A ( t )x com A ( t) matriz de IRn X m.n inversível para 
todo t, então, de acordo com observações feitas na Secção 3.2 do Capítulo 3, a extensão 
j(t, u) ~ u(A- 1(t)) para todo tE T e u E En. 
Consideremos agora o problema determinístico 
x'(t) ~ f(t, x), x(a) ~ xo (5.5) 
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e o problema fuzzy 
u'(t) ~ /(t, u), u(a) ~ uo (5.6) 
onde a > O e f é a extensão de Zadch de f. 
Teorema 5.5 Seja f : T X IR11 -+ lR11 contínua e lt.pschitziana. na segunda variável. Se 
f : T x En-+ E" estiver bem. definida, isto é, f leva conve1·o em convexo pam cada t fixo, 
então 
(a) cada um dos problemas (5.5) e (5.6) tem soluçâ.o única. 
(b) a solução do problema detenninístico (5.5) é preferida, zsto é, se x(t, x 0 ) e u(t, u0 ) 
são as soluções de (5.5) e (5.6) respectivamente, então u(t,u0 )(x(t,x0 )) = 1 para. todo 
tE T, se uo(xo) ~ 1. 
Prova: 
(a) O problema (5.5) é classico. Quanto ao problema (5.6), uma única solução é garantida 
pelo Teorema 5.2, pois de aeordo com o Teorema 3.5, f é lipschitziana se f o for. 
(b) Precisamos provar que para todo t E T, 
x(t, xo) E [u(t, uoJP se xo E [uoP, 






Corno o problema (5.6), com condição inicial vo, tem solução v(t) única e, lembrando que 
[/(t, v(t))J" ~ f(t, Jv(t}]"}, o nível [v(t)J" é a única solução do problema de Cauchy 
DX(t) ~ f(t,X(t)), X(O) ~ [v0]", (5.7) 
para funções com valores em conjuntos, onde D indica a derivada de Hukuhara. 
Assim, se a = 1 então {x(t, xo)} e [v(t, v0 )p são soluções do mesmo problema e, 
pela unicidade, tem-se 
{x(t, xo)) ~ Jv(t, vo)J' 
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para todo t E T. 
Por outro lado, se a= ~ então [u(t, uo)Jl e [v(t, v0]~ são soluç.ões do mesmo problema 
e, de novo pela unicidade, tem-se 
[u(t, u0)J' ~ [v(t, v0)[l 
para todo tE Te como [v(t, v0 )p C [v(t, v0)]!, concluímos que 
x(t,xo) E [v(t,vo)J' 




u(t) ~. !I{" 
Figura. 5.2 x(t) e u(t): soluções de 5.5 e 5.6 respectivamente 
Note que a condusâo obtida no item (b) do teorema acima, continua valendo se as suas 
hipóteses forem trocadas por outras que garantam a existência e unicidade da solução do 
problema (5.6). Neste caso, podemos também observar que se u 0 E IR.n em (.5.6), então as 
soluções clássica e fuzzy coincidem. Finalmente, de maneira análoga à que fizemos para 
concluir que :r(t, x0 ) E [11(t,u0)] 1, podemos concluir que se A, B E Qc(IR71 ) com A c B, 
então X(t,A) C X(t,B) onde X(t,A) e X(t,B) são as soluções de (5.7) e condiç.ões 
iniciais A e B respectivamente. 
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5.4 Equação diferencial fuzzy em E 1 
Nesta secção vamos nos restringir ao estudo do problema de Yalor inicial (5.1) para o caso 
em que a função F : T x E 1 .......... E 1 e T = IR+, exceto quando for especificado. Mais 
ainda, vamos nos restringir aos casos em que o campo F é "linear afim" ou é obtido via 
extensão de Zadeh. 
Lembramos que seu.: T-+ E 1 é diferenciável e [u]n = [uf, u~), então pelo Teorema 
4.12, uf, uZ são diferenciáveis e 
[u'(t)[" ~ [(ur)'(t), (u2)'(t)] 
para todo o E [0, 1 [. 
5.5 Valor inicial fuzzy em E 1 
Consideremos o problema de valor inicial fuzzy 
u'(t) ~ j(t, u(t)), u(O) ~ u0 (5.8) 
onde f é a extensão de Zadeh da função contínua f : IR+ x IR -+ IR e u 0 E E 1 com 
a-níveis [uo]" = [uQ1 , ug2], o: E [0, 1]. 
Como sabemos, seu E E 1 então 
[j(t, u)[" f(t, [u[") 
[min{f(t,x): x E [u["}, max{f(t,x): x E [u["}]. 
Notemos que a continuidade de f é suficiente para que j esteja bem definida já que f 
leva intervalo fechado em intervalo fechado para cada t fixo. 
Se denotarmos [u]u = [uJ, uz] e 
!J(t,uf,u2) ~ min{f(t,x): x E [uf,u2Jl 
j,(t, ur, u2) ~ max{f(t, x): X E [uf, u2Jl, 
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então u(t) será soluc;ão de (5.8) no intervalo !O, b) se 
{ 
(uf)'(t) = ! 1 (t, uf, u2), 
(u0)'(t) = h(t, uf, n2), 
u.f(O) = uQI (5.9a) 
(5.96) 
para t E [0, b) e o: E [0, 1]. Assim para o: fixado, temos um problema de valor inicial em 
IR?. Se nós o resolvermos de maneira única, teremos apenas que verificar se os intervalos 
[uf(t), u2(t.)] definem um conjunto fuzzy, isto é, se os intervalos satisfazem ao Teorema 
2.3. 
Teorema 5.6 (Seikkala [36]) Suponha que 
[f(t,x)-j(t,x)[ S g(t, [x-x[), t::>O, x,xEIR 
onde g: IR+ x IR._____. IR+ é contínua tal que r~--+ g(t, r) é não decrescente, o problema. de 
valor inicial 
r'(t) = g(t, r(t)), r(O) = ro (5.10) 
tem uma soluçô.o em IR+ para. ro >O e que r(t) =O é a única solução de (5.10) para 
ro =O. Então o problema (5.8) tem Única solução fuzzy. 
Exemplo 5.3 A função f (t, x) = -x satisfaz às hipóteses do Teorema 5.6 com g(t, r) = r 
e portanto o problema 
u'(t) = -u(t), u(O) = u0 E E 1 
---tem solução úuica fuzzy u em IR+ e seus níveis são dados por 
o o o + o u0 - u0, + u 01 u 02 _, 
"(t)- 1 ·e' ul . - 2 2 e 
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que são obtidos através das equações (5.9a) e (5.9b). É facil ver neste exemplo que se 
x(O) = r 0 E ffi, a solução é 
x(t, ro) = roe-t 
e se ro E uo, então 
x(t,ro) E [ur(!),u~(t)j, 
para. todo a E [0, 1], isto é, x( t, r o) tem grau de pertinência 1 para todo t 2 O. 
x(t, x0 ) IR 
Figura 5.3- Evolução das soluções u(t, uo) e x(t, x 0 ) no tempo 
Devido ao fato das soluções fuzzy terem a-níveis crescentes com t, conceitos tais eomo 
ponto de equil{brio, estabilidade de solução ou equilzôrio assintótico são questões ainda 
não muito claras em se tratando de equação diferencial fuzzy. Seikkala [36], define 
lim u(t) ~ Ç E E 1 
t->+oo 
se 
[Ç]" ~ [ lim uf(t), 
t-oo 
lim ug ( t l] 
t-oo 
Teorema 5.7 (Seikkala [36]) Suponha que 
[f(t,x)[ S g(t, [xl), X E JR, 
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onde g: ffi+ x ffi+--+ IR+ é uma aplicação contínua tal que r I--) g(l, 1·) é não dcc1·escente 
e para cada ro > O, a. solução nwJ.:imal de (5.10) existe e é lzmda.da em. JR+. Entrl.o o 
maior intervalo de qu.alquer solução u. de (5.8) é IR+ e 
limu(t)~(EE 1 
t-oo 
Observação: Se f e g são como no Teorema 5.7 e se para cada lo 2:'_ O e ro > O a 
solução de (5.10) existe e é limitada em [to, oo), então qualquer solução fuzzy de (5.8) 
através de qualquer condição (t. 0 , uo) E IR+ x E 1 existe em [t. 0 , oo) e tem um limite ( E E 1 
com t tendendo a oo. Notemos também que o limite ( E E 1 é tal que o diâmetro de 
qualquer a-nível deve ser maior ou igual ao diâmetro do a-nível da solução u(t) para todo 
t, uma vez que o diâmetro de [u(t)]" cresce com t. 
5.6 Equação "linear afim" com coeficientes fuzzy 
em E 1 
Considere o problema de valor inicial fuzzy 
u'(t) ~ A(t)u(t) + B(t), u(O) ~ u0 E E 1 (5.11) 
com t 2:'_ O e coeficientes A, B :IR+--+ E 1. 
Das definições de soma e multiplicação entre números fuzzy (ver secção 2.3) segue que 
seu.: IR+--+ E 1 é solução de (5.11) então seus a-níveis satisfazem 
{ 
(u~):(l) ~ min{A~(I)n:(l) 'i,J ~ 1,2) + B~(t), 
(u2) (I)~ max{ A, (t)u1 (t)' 1, J ~ I, 2} + H2 (I), 
uj(O) = uQ1 
(5.12) 
Teorema 5.8 (Seikkala [36]) Se para cada a E [0, 1] as funções A f sào i.ntegrávcis, então 
(5.12) tem solução única que são os a-níveis da única solução de (5.11) 
Corolário 5.9 Seja T um inten•alo fechado de IR+· Se A, B : T --+ E 1 sao contínuas, 
então o problema (ó.ll} tem solução Única, dada. por {5.12). 
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Prova: De acordo com o Teorema 4.5 e o Exemplo 1.1, as funções Af sao iutegráveis c 
assim o Corolário 5.9 vale pelo Teorema 5.8. Um cálculo direto também nos mostra que 
as hipóteses do Teorema 5.2 estão satisfeitas. 
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Capítulo 6 
Sistemas dinâmicos fuzzy discretos 
6.1 Introdução 
Neste capítulo, serão apresentadas as definições elássicas de estabilidade bem como esta-
bilidade assintótica de ponto fixo, para funções F: (F(ffin), D) --+ (F(IFt'1 ), D). 
Como mencionado antes, o Teorema 2.3 relaciona univocamente cada elemento u E 
.'F(IRn) com uma família de subconjuntos compactos de IR11 , seus o-níveis Assim, es-
tudaremos quais propriedades terão os o:-níveis de pontos fixos estáveis bem como as-
sintoticamente estáveis. Para tanto, conceitos como os de conjunto invariante, conjunto 
atrator, w-limite, etc. serão importantes e podem ser encontrados em Hale [12]. 
A maior parte de nossas conclusões refere-se ao campo fuzzy obtido via princípio de 
extensao de Zadeh de uma função contínua f : IR" --+ IR", cujas propriedades encontram-
se no Capítulo 3. Baseando-se também nesse princípio, Cabrelli e ai. \06] e Forte e ai. \09] 
estudam sistemas iterados fuzzy onde as funções envolvidas são contrações. Tais sistemas 
generalizam os clássicos sisl.ema.s de funções iterativos usados no estudo de construção 
de imagens. Comparações eutre as solu.çõ.es fuzzy e as determinísticas serão analisadas e, 
como no Capítulo 5, veremos também que a solução deterministica é "preferida". 
6.2 Sistemas dinâmicos fuzzy discretos 
Um sistema d-inâm.i.co fuzzy discreto é um sistema iterativo 
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(G. J) 
onde, F : .F(ffi") -----+ .F(ffi") é uma função. 
Dado uo E .F(IR11 ), a seqüência de iteradas 
uo, F(uo), F(F(uo)), ... 
é chamada de solução ou órbita positzva de (6.1) por u 0 e Fn(u 0 ) denota a composição 
de F n-vezes. 
Consideremos j a extensão de Zadeh da função contínua f: lRn---.-... IRn e (6.1) dado 
por J, isto é, 
Un+1 = f(un)· (6.2) 
Dizemos que (6.2) é o sistema fuzzy associado ao sistema determinístico 
(6.3) 
O teorema a seguir nos diz que, como já havíamos observado para equações diferenciais, 
as soluções determinísticas são preferidas. 
Teorema 6.1 Suponha que u 11 e x., sejam soluções de (6.2) c (6.3) po1· u 0 e xo 
respectivamente e que uo(xo) = 1. Então u.,(x.,) = 1 pam todo n;::: O. 
Prova: 
Un+t(Xn+J) = j(u.,)(xn+l) = sup u,(T);:::: un(x.,) 
Xn+J=[(T) 
já que u,., e Xn são soluções. Assim, 
• 
Notemos que não foi preciso usar a continuidade de f. Porém, sendo f contínua, o teorema 
acima pode também ser provado usando a monotonicidade de f vista llo Corolário 3.3. 
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Observe ainda que a monotonicidade de j implica /"+1(u. 0 ) ;::: /"(u.0 ) para todo n ;::: m 
fixo, se jm+I(uo) ~ f'"'(uo). 
Para encerrar esta secção, enunciaremos algllll5 resultados para pontos fixos. 
Definição 6.1 Seja a aplicaç.ão F: F(ffin) ___... F(ffi.11 ). Dizemos que U E F(ffi'1 ) é ponto 
fixo de F se F(u) ~ u. 
Notemos que F(U) = U se, e somente se, 
[F(u)[" ~ [u[" 
para todo a E [0, 1[. 
Teorema 6.2 Se.fa F .F(ffi11 ) .......... F(IR11 ). Se F for contração, então F tem único 
ponto fixo. 
Prova: A demonstraç.ão é clássica, já que (F(ffi"), D) é completo. 
Vale a pena ressaltar que seU for o ponto fixo, então 
k" 
D(F"(u.), u) ~ I_ k D(F(u), u) 
nos dá uma cota superior ao se tomar a n-ésima iterada como valor aproximado para U, 
onde k é a constante de contratação. 
O teorema seguinte é uma conseqüência do teorema do ponto fixo de TydwnofL eHuu-
ciado e demonstrado por Kaleva [16], no caso fuzzy. 
Teorema 6.3 Seja K urn subconjunto compacto e convexo de (E 11 , D). Toda a.phcas;ão 
contínua. de K em K tem ponto fixo. 
Observe que se P : F(IR11 ) .......... F(IR11 ) for extensão de alguma função f : IR 11 - IR11 e se 
x for ponto fixo de f, então X{x} será ponto fixo de F já que 
F(X{xJ) ~ XJ(x) ~ X{x)· 
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Teorema 6.4 Se f : IRn ------+ ffin é contmçáo, entáo a ext.ensáo de Za.deh 
f: (F(IRn), D) ---+ (F(IRn), D) tem único ponto fixo que é afunçâ.o caracterútica do ponto 
fixo de f. 
Prova: É uma conseqüência imediata do Teorema. 3.5, do Teorema 6.2 e da observação 
acima. • 
Notemos que se F: (F(IRn), D)- (F(lFtT'), D) for contração e o seu ponto fixo não for a 
função característica de x E IR•', então F não é extensão de Zadeh 
Teorema 6.5 Se f : IRn - IRn é contínua e A C IRn é um. conjunto compacto, entâ.o 
A é invariante pm·a f (i. é. f(A) = A) se, e somente se, a função cam.ct.edstica XA é 
ponto fixo da extensão de Zadeh, j. 
Prova: Pelo Teorema 3.2, temos 
Na secção seguinte, vamos estudar algumas propriedades de estabilidade do ponto fixo, 
levando-se em conta as particularidades do espaço (F(IR11 ), D). • 
6.3 Estabilidade do ponto fixo 
Definição 6.2 Dizemos que um ponto fixoU de F : F(IR11 ) ------+ F(IR1') é estável se para 
todo E> O existir um ó >O tal que, para todo u para o qual D(U,u) < ó, as iteradas por 
u satisfazem D(Fn(u), U) <E para todo n 2: O. Um ponto fixo ti é dito instável se ruiu 
for estável. Um ponto fixo Ué assintotica.ment.e estável se ele for estável e mais, existir 
r > O tal que para todo u com D (u, u) < r, tem-se lim D (F" ( u), 11) = O. 
n->+oa 
Observemos que, de acordo com a Proposição 2.6, seU é assintoticamente est.áye}, então 
Fn(u) ~ U para todo u tal que D(U, u) <r. 
A seguir, vamos reescrever a definição acima, para os níveis do ponto fixo :U. 
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Definição 6.3 O ponto fixo U de F : F(ffi") -t F(Ife) é estáYel se e somente se para 
todo E:> O existir 6 >O tal que, para todo u para o qual sup h([ut', [Ur') < 6, as iteradas 
O:<::u:Sl 
por u satisfazem sup h([F"(u)]a, [u]a) <E, para todo n ?:: O e Ué assintoticamente 
O:Sr.:$1 
estável se for estável e lim sup h([Fn(u)]a, [Ur') =O desde que sup h([u] 0 , [u]") <r. 
n-++= 05u:Sl O:So.:$1 
Agora, seU é estável então h(jF"(u.)]u, [U] 0 ) <E para todo Ct' E- [0, 1] e n?:: O, que 
é equivalente a 
inf{s: [F"(u)]" C B([u]",s) e [u]" C B([F"(u)]",s)) <E. 
Conseqüentemente temos 
[F"(u)]" c B([u]",c) e [u]" C B([F"(u)]",E) para todo o E [0, 1] e n 2: O. 
Se lim sup h(jF 11 (u)r, [U]") =O então para todo o E [0, 1] tem-se 
n--++= 0:5u:51 
lim h([F"(u)]", [u]") ~O 
n-++oo 
que implica 
lim inf([F"(u)]") ~ lim sup[F"(u)]" ~ [u]", 
n--++= n->+<x:• 
de acordo com o Teorema 1.4. 





para todo o E [0, 1]. 
Exemplo 6.1 Seja u.-.+J = max[â, un] onde 
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t E [0, 1] 
t ~ [O, 1] 
com O ~ a :$ L Através de um cálculo direto, podemos verificar que todo ponto inicial 
u 0 tem órbita com apenas um ou dois elementos e existe uma infinidade de pontos fixos 
estáveis, porém não assintoticamente estáveis. 
Exemplo 6.2 (Caso "linear"). Seja 
onde F : E 1 -----> E 1 é dada por F(u) = Àu, À E E 1• É claro que Ô = X{o} é ponto fixo. 
Supondo [>.]a= [À f, >.2], [u]u = [uf, u2] com Ai e uf positivos, temos 
[F(u)] 0 ~ [.\]u], .\~u~J, a E [0, 1] 
de acordo com a definição de multiplicação, dada no final da Secção 2.3. 
Dada uma condição inicial u0 com [u0]0 = [u~1 , u(j2 ] e u(j1 positivo, é fácil ver que 
[F"(uo)i" ~ [.\"uo]" ~ [(.\r)"u01 , (>,~)"uo,], o E [0, 1]. 
Assim, 
D(F"(u0),Ô) ~ sup [x[ ~ (.\~)"u~2 para todo u0 E E 1 
xE[Jn(uo)]O 
Portanto, como D(uo,Ô) u82, tem-se estabilidade assintótica em Ô se [.:\]° C [0, 1) e 
instabilidade se [.\] 0 iZ' [O, 1]. 
Notemos que diferentemente da solução de equaçõe-s- diferenciais fuzzy, o diâmetro do 
a-nível da solução é 
(À")" u" (.\")" u" 2 02- 1 01 
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que decresce com n se [>.]a C [0, 1). 
Observemos também que, embora o campo F acima não tenha sido obtido via extensão 
de Zadeh, temos que qualquer problema determinístico linear com coeficiente a. e condiç-ão 
inicial xo satisfazendo >.f~ a~>.], uQ1 ~ xo ~ u.g2 para todo x E [0, 1], tem-se 
(!-")" ua < an X < (!-")" u" 1 01 - o - 2 '02> 'lo E [O, 1[. 
Isto é, a solução do problema determinístico 
tem grau de pertinência 1 (i.é, é preferida), resultado análogo ao Teorema 6.1. 
Como veremos no Capítulo 7, esse é um exemplo que terá utilidade na modelagem de 
fenômenos onde julgamos apenas os parâmetros multiplicativos serem fuzzy. 
A próxima secção será dedicada ao estudo de estabilidade de pontos fixos, apenas para 
o caso em que o campo é obtido via princípio de extensão de Zadeh. 
6.4 Estabilidade do ponto fixo da extensão de Zadeh 
Nesta secção a função j: F(IR11 ) __, F(IRn) será a extensão de Zadeh da função contínua 
f : IRn --+ IRn e assim Ué ponto fixo de f se, e somente se, seus o:-níveis [u)a são conjuntos 
invariantes para f, uma vez que o Teorema 3.2 nos permite concluir que 
[u]" = lf(u)[" = f([u]"), 'to E [O, 1]. 
Por outro lado, como lf"(u)]" = f"([u["), entiio se lim h([f"(u)J", [u[") ~O, temos 
n-oo 
[ui" 
{ lim f"' (x;), x; E [u]"} 
J ..... +oo 
n Uf"(lul"l 
j;::>:O n2j 




w(B) ~ n U!"(B) (ver Hale [12[. pág. 8). 
J?:O n?.j 
Em particular, w(.r) C [u[" para todo x E [u]". 
A seguir, enunciaremos um lema que será usado repetidamente neste capítulo. 
Lema 6.6 Seja. X E .F(IR") a função característica do conjunto compacto X C IRn. 
Então a bola aberta 
B(X, r) {u E F(IR"); D(X,u) <r) 
{u E F(IR"); [u]0 c B(X,r) e X c B([u[ 1,r)} ~F 




sup inf{c;[u["cB(X,c) e X cB([u[",c))<r 
o::;u::; 1 
i(a) ~ inf{c; [u]" C B(X,c) e X C B([u[",E)} <r· 
para todo a E [0, 1[. 
Portanto [u[" C B(X,r) e X C B([u]",r) para todo a E [O, 1[. Em particular \em-se 
[u] 0 cB(X,r) e X C B([u[',r) e aeoim u E F . 
Seu E F, então [u[° C B(X,r) e X C B([u]',r), logo [u[" C [u[° C B(X.r) e 
X C B([u,P,r) C B([u]o.,r) para todo o: E [0, 1]. Assim, como X e [u.]Ct são compactos, 
B(X,r) e B([u]'\r)sãoabertosetem-sei(n)<rparatodoo:E[O,l]. Agora, 
i(a) <: max{i(O), i(1)} <r 
para todo o: E [O, 1], de acordo com a Proposição 1.3, já que 
i(a) ~ lr([u]",X) e [u.[ 1 C [u[" C [u] 0 
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Logo, 
sup i(n) <r isto é, u. E B{X,r). 
OS,:oS,:l 
Analogamente, prova-se que a bola fechada 
B[,\',r[ ~ {u E F(IR"): [u]° C B[X,r[ e X c B([u] 1,r]) 
e como F(IR", D) é espaço métrico, temos 
B(X,r) ~ B[X,r[. 
Corolário 6.7 Se o confunto X for unitário, X= {X}, então segu.e do Lema 6.6 que 
B(X,r) ~ {u E F(IR"): [u] 0 c B(x,r)) 





Baseando-se no corolário acima, demonstraremos um resultado que nos permite rela-
cionar a estabilidade do ponto fixo X com a estabilidade do conjunto fuzzy \{X}· Antes, 
porém, é interessante notar que o Corolário 6. 7 nos garante ainda a continuidade de j em 
todos os pontos da forma X:{x), x E !R71 • 
Teorema 6.8 Seja f : !R71 -----Jo IRn contínua com f(X) =X e f s1.w e:rtcnsà.o de Zadch. 
Então, 
a) X:{x} é estável para o sistema (6.2) se, e somente se, X é estável para o sistema (6.3). 
b) X:{x} é assintoticamente estável para o sistema (6.2) se, e somente se, X é assintoüca-
mente está1-'el para (6.3). 
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Prova: 
a) Por hipótese dado E > O existe 6 > O tal que se llx- XII < 6 então llf"(x)- XII < E 
para todo n ~O. Se D(u, X{x}) < 6 então sup llx-XII < 6 
xE[uj0 
que implica llf11(.:r)-XII <E 
para todo x E [u[0 c B(x, ó). Logo sup llf"(x)- x[[ <c ou 
xE[uj 0 
ainda sup IIY- XII <E pois f é contínua. 
yE[jn(u)jO 
Logo, pelo Corolário 6.7, 
D(f"(u), X{:,j) <E. 
sup [[y- x[[ <E ou 
yEf"([1•] 0) 
Para mostrar a estabilidade de X, a partir da estabilidade de X{x), basta observar que 
[[x- x[[ ~ D(X{x)• X{xJ) 
e 
b) Por hipótese, existe 6 > O 
Suponha que D(X{X}• u) < 6 
tal que se [[x- x[[ < ó então lim [[f"(x)- x[[ ~ O. 
n~= 
que é equivalente a sup llx- XII < 6 e daí, para todo 
xE((u]OJ 
x E [u] 0 , lim [lf"(x)- x[[ ~O ou 
·~= 
O lim sup [[f"(x)- x[[ ~ lim sup [[y- x[[ ~ 
n--tDO xEit!jO TI-+DO yEf"(iujO) 
lim sup [[y- x[[ ~ lim D(i"(u), xml· 
n-+oc . n-+DO 
yE[f"(u)] 0) 
que é o que queríamos. 
O argumento usado no fim da demonstração do item a) serve para provar que X{Xi é 
assintoticamente estável se X o for. 
A estabilidade, tanto num sentido quanto no outro, é garantida pelo item a). • 
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Corolário 6.9 Seja f : ffi" __, ffi", de classe C 1 e f(X) =X. Sendo >.i o5 a.1.1.luva.lurcs 
de r (x)' entâ.o 
a) Se !>.ii < 1, para todo i, X{x} é assintoticamente estável pa.r·a (6.2). 
b) Se l..\il > 1, pa.ra. algum. i, X{x) é instável pam (6.2). 
Prova: É uma conseqüência imediata do teorema anterior já que, nestaf' coudú,:ôes, o 
corolário vale para (6.3). • 
Com o propósito de toruar o Teorema 6.8 mais geral, lançaremos mão do Lema 6.6 
e das propriedades da função f, vistas no Capítulo 3, para investigar que relações de 
estabilidade há entre o conjunto clássico A C IR" e o conjunto fuzzy XA· Para isto, iremos 
precisar de vários conceitos como o de conjunto invariante isolado, conjunto atrator, etc. 
A seguir, daremos algumas definiç.ões de acordo com H ale \12]. 
Um conjunto invariante 1 é dito isolado, se existe uma vizinhança de 1 tal que se ]{ 
é um conjunto invariante e está nesta vizinhança, então K Ç 1. 
Um conjunto A c IR" atrai um conjunto B C IR" sob a aplicação T : IR" __, IR" se 
para todo E> O existir um no= no(E, A, B) tal que T"(B) está contido em B(A, E) 
para n :2': n 0 onde B (A, E) é a bola aberta de centro A e raio r:. A é atmtor global 
se for compacto maximal invariante (qualquer outro compacto invariante está contido em 
A) e atrai todo conjunto limitado de IR". Diz-se que um conjunto A é atmf.or local se A 
é compacto invariante e há uma vizinhança limitada B de A tal que A atrai B. 
Corolário 6.10 Seja u E F(IR11 ) e u/3 a fv.nção característica do n{vcl [u]f1 . Então 
uB E B(ii.c., r) se, e sornente se, [u.JB C B([u] 0 , 7·). isto é, ii. 0 são isolados se, e sornenlc 
se, existe r~ r(a) >O tal q"c [ti[B \t B([ti]",r) para fJ <" c ]"]"f [u]B 
Prova: É uma conseqüência do Lema 6.6 e do fato que [u]"' C [u]B se o:> {3. • 
Observamos que as funçãos escadas u : IR"__, [0, 1 J são desse tipo. 
Teorema 6.11 Seja j : F(IR11 ) __, F(IR.") a extensão de Zodeh, da. fu.nçã.o cont.úwu 
SeU é ponto fixo dej e lim D(J"(u),U) =0 paTo D(U,u) <r, então 
n-oo 
os níveis [ut atm.em os níveis [v ]c. através de f. 
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Prova: Por hipótese, se u E B (U, 1" ), vale que para todo E > O existe no = n0(E) tal que 
se n 2: no, D(f"(u), u) <c o que garante h(f"([u["), [u[") <e li e> 
ou 
h(f"([u["), [u[") ~ inf{s: f"([u[") c B([u[", s) e [u[" c B(f"([u["), s)) <E lia 
e daí 
f"([u[") C B ([u[", c) • 
que é o que queríamos. E mais, devido à métrica D, existe uma uniformidade em o: no 
sentido de que n = n(E) para todo o:. 
O fato de fn ([u ]0 ) C B ([U]0 , E) para n :2:. no nos permite concluir também que se x E [u ]0 , 
então 
{f"(x)} c B([u[",c) c B([u[",c). 
Como B ([u] 0 , E) é compacto, pois [U]0 é compacto, então fn(x) possui subseqüEmcia con-
vergente. Logo w(x) f: 1/J para todo x E [u]0 • 
Corolário 6.12 Se f 
u. E B(U,r),r >O, e 
X c B([u[ 1,r), então 
e j são como no Te01·ema 6.11, lim D(jn(H),U) =O par-a lodo 
n-t+oo 
X C IR.n é compacto e invariante para f com ]11]° C B (X, r) e 
'ii =X. 
Prova: Do Lema 6.6 segue que D(U, X) < r, 
lim D (X, u) = o já que X é fixo para f. Assim 
n->+= 
logo lim D(["(X ), u) 
n->+= 
o ou 
D(X, u) =o ou u =X. • 
Corolário 6.13 Se f, f e U são como no Corolário 6.12 e U é ponto fixo de j corn 
[u[" c B ([u]', r) e [u]0 c B ([u[", r), para algum " E [0, 1], então [u[ 0 ~ [uJ 1 
Prova: conseqüência imediata do Corolário 6.12 fazendo [ut =X. • 
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Corolário 6.14 Se f, f e U sao como no Corolário 6.13 c [U:]° C B(]Ujl,T) então 
Ju]o ~ JuP. 
Prova: Conseqüência do Corolário 6.13. • 
Observação: Dos Corolários 6.12 a 6.14 concluimos que os únicos pontos fixos de f, 
assintoticamente estáveis, com h(!u] 0 , [ujl) < r, são do tipo função earacteríst.ica de algum 
subconjunto compacto X de IRn e para este caso temos o 
Corolário 6.15 Se f e f são como no Teorema 6.11, então o ponto fixo X de f e 
estável se, e somente se, para todo E > O existe 6 > O tal que se u E F(IRn) com 
Ju]° C B(X,ó) e X C B(JuJ',ó) então f"(Jn] 0) c B(X,e) e X c B(f"(luJ',e) poro 
todo n :2: O. 
Demonstração: Conseqüência imediata da definição de estabilidade e do Lema 6.6. • 
Corolário 6.16 Se f, f e X são como no corolário acima. então w(x) C X para todo 
x próximo a X . 
Prova: Seja [u]n = B[X, 8] com O < 8 < T. Pelo Lema 6.6, '11. E B(X, 1·) e assim 
X~ w(BJX, ó]), donde w(x) C X. • 
Observe que B IX, 6] C IR.n é compacto se X o for. 
Como no estudo de dinâmica do ponto fixo, os casos em que os pontos fixos sao 
isolados desempenham um importante papel. O Corolário 6.10 sugere que nossa atenção 
esteja voltada para pontos fixos u : IRn---> [0, 1] com gráficos tipo escada. I\.·1ais ainda, os 
Corolários 6.12 a 6.15 nos informam que o caso em que o ponto fixo.\" de f é a fuuçào 
característica do conjunto compacto X C IR 11 merece atenção especiaL 
A seguir) enunciaremos alguns resultados para o ponto fixo X de f, que generalizam 
o Teorema 6.8. 
Teorema 6.17 Seja X a ftmçâo característica do conjunto compado X C IRn tal que 
/Cf:) =X e X é assintoticamente estável para j. Nestas condições tem-se 
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X~ nf"(B[X, 6]) 
n2':0 
para todo 8 E [0, r[ corn r dado pela Dcfim:ção 6.2. 
Prova: Seja u E F(IR") tal que [u]" ~ B[X, 6] onde 6 E [O, r[. 
Pelo Lema 6.6 é fácil ver que u E B(X, r). Logo, pelo Teorema 6.11, X atrai B [X, 6]. 
Como X C B[X,6] e w(B[X,6]) ~X, segue do Lema 2.1.1, pág. 9, Hale [12], que 
X~ nf"(B[X, 6]). • 
n2':0 
Notemos que em partieular o conjunto X é atrator local já que X atrai a vizinhança 
B[X, 6], como visto no Teorema 6.11. No entanto, X ser atrator local não é suficiente 
para que X seja assintoticamente estável para j. Veja exemplo a seguir. 
Exemplo 6.3 Seja Xn+l = f(xn), onde 




Os pontos fixos de f são x1 = 3- r;:; e x2 = 3 + M' eom j'(x2) = 1. 3v 3 3v 3 
O conjunto X= [x 1,x2] é atrator local para f. Entretanto, a função característica X, 
de X, não é assintoticamente estável para j, já que dado qualquer uo E :F(IR11 ) próximo 
a X, da forma 
[uo]" ~ [uo] 0 ~ [x 1 + 8, x, - 6] 
para todo o: E \0. 1], e 6 >O, apropriado, temos 
Jf"(uo)]" ~ f"([uo] 0 ) 
e 




Portanto, pela Proposiç.ão 2.3, ]n(uo) 
que queríamos. 
y 
H " " D 
-f+ X e conseqüentemente f"(uo) f> 
X 
Fig11.ra. 6.1 -f do exemplo 6.3 e seus pontos fixos 
X , que é o 
Na verdade, o que podemos observar nesse exemplo é que X çt_ B(fn(jv.]l,E) para 
infinitos valores de n, seja qual for o intervalo [uj 1 contido propriamente em X e, em vista 
do Lema 6.6, X não é assintoticamente estável. 
Os resultados seguintes referem-se às condições necessárias para pontos fixos assintot-
icamente estáveits da função f. 
Lema 6.18 Sefa j a exten8âo de Zadeh da função contínua f : rnn-+ IR". Se 
lim n(Jn(i), u) =o para algum. X E IR", então u é a função cm·acter{st'i.ca de alg-um 
rt---++oo 
ponto de IRn. 
Prova: Em vista do Teorema 3.2 e Corolário 6.7, basta Yer que 
lim D(i"(i), u) ~O=> lim 
n->+oo n---++oo 
sup llf"(x)- Yll ~O 
yE[uj0 
e conseqüentemente tem-se o resultado. • 
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Teorema 6.19 Se f e f soa como no Lema 6.18 cU é u.m ponto fil:o de f, assinto-
ticamente estável, com diam [11] 0 < r, com r dndo pela Defimçâo 6.2, então U é a fu.nçào 
característica de algu.m. ponto de Rn. 
Prova: Se dia.m[u] 0 < r, então de acordo com o Lema 6.6, para todo x E [u] 0, tem-se 
D(U, .i) <r. Logo lim D(Í11 (X), ú) =O e daí, pelo Lema 6.18, tem-se o resultado. • 
n--++co 
Teorema 6.20 Se f e f sâ.o como no Teorema 6.19 eU é globalmente assintoticamente 
estável, então U é a função característica de algum ponto de IR11 • 
Prova: É uma conseqüência imediata do Lema 6.18 já que, neste caso, lim D{Í"{i:), ú) 
n--++oo 
O para todo x E ffi". • 
Notemos que de acordo com o Teorema 6.8, o estudo da dinâmica de pontos fixos U, 
que estão nas hipóteses dos Teoremas 6.19 ou 6.20, se resume ao estudo da dinâmica dos 
pontos fixos para a função f : IRn -+ IRn. 
Vamos encerrar este capítulo com uma pequena introdução ao estudo de órbitas 
periódicas. 
Definição 6.4 Um ponto u.* E Y(Ifln) é chamado de ponto periódico de período p ou 
p-periódico da fuução F : F(IR") -+ F(IR71 ) se p é o menor inteiro positivo tal que 
FP(u*) = u*, onde FP indica composição. O conjunto de todas as iteradas de um ponto 
p-periódico é chamado de Ó1·bita p-per·iódica ou p-ciclo. 
Um ponto p-periódico u• é um ponto fixo da aplicação FP. Conseqüentemente, a noç.ão 
de estabilidade deu! segue aquela de ponto fixo. 
Definição 6.5 Um ponto p-periódico u* é dito ser estável, assintoticamente estável, ou 
instável se u• é, respectivamente, um ponto estável, assintoticamente estável ou instável 
da aplicação FP. 
Se f é a extensào de Zadeh da função contínua f : JRfl -+ IR'\ então é fácil ver que 
x• é um ponto p-periódico de f se, e somente se, a função característica x• de :r• é um 
ponto p-periódico de J, uma vez que [Jn(i)]a = fn(x) para todo n ~O e 0: E [0, 1], onde 
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X é uma função característica de x E IR11 • Lembremos também que f é contínua em :r, 
corno vimos na observação do Lema 6.6. Agora, baseando-se no Teorema 6.8, nós temos 
o seguinte: 
Teorema 6.21 Se f é a. extensão de Zadeh da função contínua- f IR'' -----> ffi", entâo 
x* é p-peri.ódzco estável (assintoticamente estável, instável) para f se, e somente se, :i:* é 
p-periódico estável (assintoticamente estável, instável) para f. 
Prova: é uma conseqüência imediata do Teorema 6.8 aplicado à função fP. • 
Corolário 6.22 Seja x* um ponto 2-periódico da função de classe C 1 , f IR-----> IR. Se 
lf'(f(x*))f'(x•)l < 1, então a órbita por X* é estável. 
Prova: É uma conseqüência do Teorema 6.21 e do fato de IJ'(J(x*)).f'(x•)l < 1 implicar 
a estabilidade da órbita por x*. Ver Edelstein [08]. • 
Assim como fizemos com o corolário acima, que relaciona as dinâmicas das órbitas de 
x* e X*, questões como bifurcação e caos podem ser transportadas do caso clássico para 
o caso fuzzy, quando tratamos da extensão de Zadeh. Para o caso mais geral em que 
F : E" -----> E", Kloeden [23] nos dá uma condição suficiente para que F seja caótica. 
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Capítulo 7 
Considerações sobre a modelagem 
fuzzy 
7.1 Introdução 
O estudo de problemas e situações reais usando matemática como ferramenta para sua 
compreensão, simplificação e resolução, visando uma possível tomada de decisão com 
relação ao objeto estudado, faz parte do processo que se convencionou chamar Modelagem 
Matemática. Quando o problema a ser analisado é das Ciências Biológicas, a modelag;em 
matemática recebe o nome de Biomatemática. 
Os modelos biomatemáticos são usualmente propostos por melo de equaçoes dife-
renciais quando se considera as variáveis de estado dependentes do tempo I, variando 
continuamente. O uso de equações de diferenças é indicado para modelar feHÔmcuos em 
que t assume valores discretos. 
Os paradígmas, para os quais as variáveis de estado são discretas, sao de natureza 
estocástica e portanto suas soluções são processos estocást.icos, isto é, em cada iu~tante t, 
tem-se uma função de densidade de distribuição para as variáveis de estado. 
A estocasticidade em um modelo biomatemático pode ser uma imposiç.ão ou da própria 
variável de estado, que tem esta característica, ou devido a alguns parâmetros introduzidos 
no modelo, inicialmente determinísticos, estarem sujeitos à flutuações aleatórias. Esteti 
dois casos são denominados estocasticidade demográfica e ambiental, respectivamente 
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(May [25], Thrclli [39[). 
Em se tratando de modelagem matemática, até mesmo os clássicos modelos deter-
minísticos estão sujeitos às imprecisões que podem ser causadas tanto pela natureza das 
próprias variáveis de estado envolvidas, como pelos parâmetros que são introJuzidos nas 
formas de coeficientes do modelo, condições iniciais, etc. Nestes modelos, a identificaç.âo 
dos parâmetros é normalmente baseada em métodos estatísticos, a partir de dados obti-
dos experimentalmente e da escolha de algum método adequado para a identificação dos 
mesmos. 
Ráfikov [33] discute e exemplifica algumas metodologias de identificação de parâmetros. 
De qualquer forma, os dados coletados, bem como o método adotado, quase sempre estão 
carregados de imprecisão e elementos de incerteza causados tanto pelo próprio processo 
de medição como por algum tipo de subjetividade na adoção do método. 
O que propomos neste capítulo é, de certa forma, generalizar os conceitos de estocas-
ticidade demográfica e ambiental, utilizando a subjetividade proveniente do "fuzziuess" a 
que os fenômenos biológicos estão sujeitos. 
A teoria de conjuntos fuzzy, formalizada por Zadeh [42], tem o intuito de dar um trata-
mento matemático às questões subjetivas e pode ser, em muitos casos, uma ferramenta 
indispensável para a análise e compreensão de certas situações reais, espeeificamente em 
dinâmica de população. 
As idéias de fuzziness demográfica e fuzziness ambiental serao dadas através dos 
conceitos de equações diferenciais fuzzy, desenvolvido no Capítulo 5, e de equações de 
diferenças fuzzy (ou sistemas fuzzy discretos) apresentados no Capítulo 6. 
7.2 Fuzziness demográfica 
Em uma mesma espécie a variação comportamental pode ser bastante acentuada quando 
consideramos seus elementos isoladamente. Entretanto, quando analisamos os grupos 
destes indivíduos, a diversidade comportamental aeontece em grau mais reduzido. Por 
exemplo, o conceito de predador pode estar carregado de subjetividade se olharmos cada 
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indivíduo de uma determinada espécie que pode estar sujeito às mais variadas situações 
particulares. Pode um predador, com um certo nível de predaçâo, se tornar presa de-
pendendo de cireunstâncias intrínsecas da espéeie ou mesmo ambientais. Em easos como 
estes devemos nos preocupar com o grau depredação da espécie. De modo geral, se quis-
ermos quantificar a qualidade subjetiva em estudo, devemos atribuir valores ou graus que 
traduzam satisfatoriamente esta qualidade e isto nem sempre pode ser eonseguido através 
de medição ou estatísticas. 
Os modelos estocásticos sao bastante úteis para se investigar as conseqüênciaS das 
variações sujeitas às distribuições de dados estatísticos como esperança de vida, fertilidade, 
captura, etc. Porém, para se analisar a dinâmica populacional de uma espécie baseada nos 
diferentes graus de predação, competição, sobrevivência, etc. acreditamos que a teoria 
fuzzy possa ser a mais adequada. 
Assim como nos casos determinísticos e estocásticos, as ferramentas de modelagem 
aqui são também as equa.ções diferenciais fuzzy e os sistem.as fuzzy discretos. Em am-
bos os casos, as estruturas fuzzy podem ser introduzidas devido apenas à condição ini-
cial (imprecisão ou mesmo subjetividade do quanto o indivíduo é inicialmente presa ou 
predador, por exemplo). Se estivermos modelando um fenômeno desta natureza, isto é, 
com condiç.ão inicial fuzzy, o pri.ncípio de extensão de Za.deh pode ser a ferramenta ideal 
para a modelagem. 
Vamos em seguida ilustrar o conceito de fuzziness demográfica onde a condiç.ào inicial 
é um conjunto fuzzy em E 1 . 
Exemplo 7.1 (Malthus-contínuo) 
u'(t) = au(t), u(O) = uo E E 1 (7.1) 
Para ad1ar a soluçã.o de (?.1), façamos [u.(l)]a = [uí\(t), u2(1)] e, pelo que vimos na Seçã.o 
5.5, devemos resolver os sistemas 
{ 
(url'(t) = auy(t) 




(uí')'(t) ~ a.u!)(t) 
(u!))'(t) = auf(t) 
para cada a E [0, 1]. 
uJ(O) = u.Q1 
u2(0) = uó\ 
a< O (7.3) 
As soluções de (7.2) e {7.3) existem, pelo Teorema 5.6, e são dadas respectivamente por: 
a;?: O 
e 
("" <>) "'+"' 
{ 
uf(t) = Um;Uo2 e-at+ Uo1
2
u92eat 
t" "I "+" u2(t) = U02;UQJ e-at + UOJ 2 '-'Q2 eat 
a< O 
Notemos que para o caso em que a~ O, o nível[u(t)jl se afasta da solução nula enquanto 
que se a< O, as soluções tornam-se cada vez mais difusas, porém o nível [u(tj]l aproxima-










Figura 7.1 Comportamento das soluções do Exemplo 7.1 para a :?. O e a < O. 




cuja solução é U 11 = a71 '11. 0 , de acordo eom a definição de multiplicação de número renl por 
conjunto fuzzy. É fácil ver que o único ponto fixo é Ó se a =1- 1 e que qualquer ponto 
u E E 1 é fixo se a = 1. 
A dinâmica desse sistema é a mesma do sistema determinístico, de acordo com o 
Teorema 6.8, ou seja, Ô é assintoticamente estável se a< 1, estável se a= 1 e instável se 
a> 1. 
Observemos que (7.3) e (7.4) foram obtidos pela extensão de Zadeh da função f: ffi-----> ffi 
dada por f(x) ~ ax. 
Nos exemplos 7.1 e 7.2, podemos notar a grande diferença do ponto de vista qualitativo 
quanto às suas soluç.ões: enquanto o diâmetro da solução de 7.1 cresce com o tempo t, 
tornando-a mais difusa, o mesmo não ocorre com as soluções 7.2 se a < 1. 
O exemplo seguinte tem sido objeto de estudo intensivo nos últimos anos. Por ser 
não linear, ele exibe muitos fenômenos importantes que são generalizados em sistemas 
dinâmicos. May [24] já o explorou interpretando-o como modelo de crescimento popula-
cional. Questões tais como b1jurcação, caos e construção de imagens são tópieos nos quais 
o nosso exemplo está presente (Ver Hale [13[ , Edelstein [08], Devaney [07[ , Forte [09[). 
Aqui não estudaremos as estabilidades das órbitas, a não ser dos pontos fixos e também 
daquelas que são funções características das órbitas determinísticas. 
Exemplo 7.3 {logístico-discreto). 
Seja a função logistic.a normalizada 
f(x) ~ ax(1- x), 
com 1 ::;: a :::; 4, uma vez que queremos x ;::: O. Vamos investigar os pontos fixos da 
extensão de__Zadeh J, além das funções características Ô e Xa, Xa = 1- ~- De acordo com 
o que vimos na Secç.ão 6.2, devemos resolver a equação f([u]u) = lu.jU = luf, u2], para 
todo a E [0, 1 [, isto é 
{ 
ur ~ min f(x) 
u']$x$u2 




Se 1 :::; a :::; 2, então .Ta = 1 - ~ :::; ~ 
Seja u E E 1 tal que j(u.) = u. Então. 
Logo, u2 ::::; ~ para todo O' E [0, 1]. Portanto, como f é crescente em (- oo, ~], (7 .5) é dado 
por 
{ 
u) ~ f(ul) ~ au!(l- u!) 
u2 = f(u2) = au2(1- u2) 
(7.6) 
Assim, a única solução de (7.6), além de Ô e .ia, é o conjuuto fuzzy u E E 1 tal que 
[u]" ~ [0, x"], para todo a E [0, I]. 
Se a > 2, então Xa = 1 - ~ > ~· Neste caso, consideremos todas as possibilidadeD de 
pontos fixos baseados nos valores deu~ e ug . 
• Para ug .::; ~. as soluções de (7.6), para todo Q E [0, 1], são ur =o e uz = Xa > ~ o 
que contradiz o fato de uf2 ~ u~ ~ !· Portanto não existem novos pontos fixos se ug:::; ~· 
• Para u~ ~ ~' (7.5) é dado por 
{ ui~ f(u2) ~ au2(!- u2) uf2 = f(uf) = auf(1- uf) 
uma vez que f é decrescente em [ t +oo). 
Mudando as variáveis a fim de simplificar a notação de (7.7) temos: 
daí, 
{ x~ay(l-y) y~ax(l-x) 
x ~ a2x(l- x)[l- ax(l- x)] ~ f 2 (x), 
(7.7) 
isto é, as coordenadas das soluções do sistema acima são exatamente os pontos fixos de 
a+ 1 ± J(a- 3)(a + 1) j 2(x) que são dados por x =O, Xa = 1-! e x 1, Xz = , (Ver 
" 2a 
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Edelstein [08]). Assim, se 2 <o < 3, x 1 e x2 não são reais, portanto a lÍniea solução de 
(7.7) é u.J = u2 = Xa, \In E [0, 1]. Por outro lado, se 3 ~a< 4, as soluções de (7.7) t:ião 
uf = u2 = X a. ou uJ = x 1 e u2 = x2, Vn E [0, 1]. Porém, neste último caso, devemos 
observar que u~ = x 1 ?: ~ se, e somente se, 3 :::; a ~ 1 + .;5. Dest.a forma, além de Ô e ia., 
temos o novo ponto fixoU definido por [U] 0 = [x 1 , x 2 ] = [x 11 J(x 1)] para todo a E [0, 1]. 
Finalmente, se a= 4, temos novamente u} = u2 =X a como única solução de (7.7). 
• Agora, se uf < ! e u.2 > ~para algum a, então (7.5) é dado por 
{ 
uf ~ min{f(uf), f(u2)) 
u.2 = f(~) = ~ 
(7.8) 
Portanto, se uf = f(u}) então uJ =O. Seu}= f(u2), então u} =f(~)= ~~(4- a), neste 
caso não é difícil ver que f(~) :S. ~, isto é, 
a2 I 
16 
(4- a):::; "2 se, e somente se, a > 1 + v'5. 
Em resumo temos 
• Se 1 :::; a :::; 2, os únicos pontos fixos do exemplo 7.3 são os seguintes: Ô; i: a e u 1 
definido por [ur[" ~ [0, X 0 [, Vn E [0, 1[ . 
• Se 2 < a :::; 3, além dos pontos fixos ô e Xa., temos o ponto fixo u2 definido por 
[u2]" ~[O, H 
• Se 3 < a :::; 1 + JS, além de Ô, i:a e U2 , temos também o ponto fixo U3 com [u3]" 
[x 1,x2], Vrx E [0, 1]. 




para todo a E [0, 1] e algum a. 
85 




!(~) ! Xa Q. 
2 ' 




! Xa Q 
2 4 







Figura 7.2 Os pontos fixos de i do exemplo 7.3. 
Vamos agora estudar a estabilidade dos Hovos pontos fixos encontrados para a funçào 
i já que os antigos pontos fixos têm as mesmas características que no caso determinístico, 
(Teorema 6.8). 
Para 1 < a :::; 2, o ponto fixo U:1 é instável ( cf. Corolário 6.15) pois D ( u., U1) < 6 se 
[u]" ~ [6, xa] e !"([6, x.J) ~ [/"(6), xa] para 6 > O, suficientemente pequeno, já que f 
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é crescente [0, !J. Assim [O,xa] rf_ B(f'1([u.jl,E) para infinitos \'alorcs de n E ~\J. 
Para 2 < a ::; 4 temos: 
• U2, U3 e U6 não são estáveis de acordo com o Corolário 6.15. 
• U5 também não é estável pois dado O< 8 <f(~), o conjunto fuzzy 'ti. definido por seus 
níveis 
[u]" ~ { [~, ~] se n S: O, 
[!(~), %1 se o>O 
é tal que D(u, U::;) = ~ < 8 e D(/'1(u), U5 ) >E para infinitos n E IN" tomando~se O< E< 8, 
já que 
D(f"(u), u5) ~ sup h(f"([uJ"), [usJ") ~ h(j"([~, %J), [0, %J) 
o::;a:Sl 
e fn([~, ~])C [~:, ~] para n grande, dado que f é crescente em (0, }J. 
• U4 é assintoticamente estável: 
Vamos primeiro mostrar sua estabilidade: 
Pela continuidade de f, temos que dado E > O, existe O < 8 < E com % - ó > X a > 
f(~)- 8 > O tal que f(%- 8) <f(%)+ E< t. Portanto, se D(u, U4) < ó, ou seja, 
[uJ° C B([f(~),%[,8) e [j(~),%J C B(j([v[l),S), 
temos, pelo fato de Xa > !, que 
!([f(~J + 6, ~- 61J ~ [!(%- 6), ~I 
e 
!'([!(%) + S, ~- SJ) ~[!(%),H 




!"([!(~) +6, ~- 6]) ~ I!(~HI 'fn 2: 2. 
Assim[!(~),~[ c B(J"([f(~) + 6, ~- 6]), E) 'tn 2: O. 
Como por hipótese [f(%) + 6,% - 6] C ]ujl, segue que 
Fazendo [u] 0 = jl, m] e supondo [u]0 f/_ !f(~),~]= ]U4 ]0 , pois neste caso não teríamos nada 
a fazer, temos 
f"([u[ 0) ~ [min{fn(l), f"(m)), ~[ 
para todo n ?_ 1. 
Como fn(l) e fn(m) são seqüências crescentes com limites iguais a f(~), temos 
!"([u[ 0) C B([f(%), ~[,E) 'tn 2: O. 
Logo, usando o Corolário 6.15, temos que U4 é estável. 
É claro que U4 é assintoticamente estável, pois pelo que fizemos acima, lim D (f'" ( u), u 4 ) 
n->+oo 
=ÜparatodouEE 1 com D(u,u4 )<ronderétalquef(i)-r>Ü e ~+r<1. 
Como é sabido, no caso clássico a :::: 3 é um valor de bifurcação, isto é, se a for 
ligeiramente maior que 3, o ponto fixo Xa deixa de ser estável e aparece uma órbita estável 
de perfodo 2. Para valores de a. ligeiramente maiores que 1 +Jô, aparece uma órbita estável 
de período 4. A partir do valor 3,89, aproximadamente, surge um comportamento caótico 
na dinâmica desta equação (Ver H ale 113], Edelstein lOS], Devaney [07)). Para o caso fuzzy, 
a = 1, a = 2, a = 3, a = 1 + J5 são também valores de bifurcação. Ilustraremos abaixo 
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Figura 7.3 Diagrama de bifurcação da função logística ](u). Embora o mmo dct.er-
minístico apresente pontos fi:ros e ciclos, no ramo fuzzy apresentamos apenas pontos ji1:os 
de j. As linhas tracejadas significam instabilidade e as cheias estabilidade. 
Vamos encerrar esta secção observando que a fuzziness ilustrada nos exemplos acima 
surge devido à condição inicial ser supostamente fuzzy e não o conceito dado à variável 
de estado. 
7.3 Fuzziness ambiental 
Variaç.ões abióticas ou ambientais podem também influenciar fortemente no processo de 
interação entre espécies e nas suas dinâmicas populacionais. As conseqüências, devido 
às variaçô~ no ambiente, podem ser analisadas incorporando-se estocasticidade e, neste 
caso, as soluções são processos estocásticos. Já no caso em que tais ambientes influeucian1 
subjetivamente (como, por exemplo, quando o custo de vida em uma localitlade iufluen-
eia na esperança de vida, quando num modelo presa-predador o ambieute é favorável à 
presa ou ao predador, quando em um modelo de competição algum dos competidores é 
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favorecido pelo ambiente, etc.), temos novameute a teoria fuzzy como opção. 
Aqui, as ferramentas também são as equações diferenciais ou as iteradas, formalmente 
determinísticas, mas com alguns de seus coeficientes modelados por conjuntos fnzzy. Neste 
caso, as equações podem ser tratadas de maneira clássica ou a.través do cálculo para teoria 
fuzzy desenvolvido nos Capítulos 5 e 6, dependendo da modelagem adotada. Aqui o 
princípio de extensão de Zadeh não é aparentemente, adequado. 
Vamos ilustrar o coneeito de fuzziness ambiental através de exemplos. Inicialmente no 
Modelo 1 consideramos a pobreza. como 1,1m fator que supostamente influencia a esperança 
de vida de um grupo (Veja !02, 04]): 
Modelo 1 (esperança de vida) 
Seja A um conjunto eom n(t) indivíduos no instante t. Supondo que nao haja nasci-
mento de indivíduos neste grupo A e que a dinâmica do número de indidduos obedeça 
ao problema de Cauchy 
n'(t) = -.>.n(t), n(O) =no, (7 ,9) 
surge a questão: de que maneir·a o ambiente ou mesmo a. forma de v-ida dos ind?:víduos 
influenciam na expectativa. de vida do grupo? Uma possível resposta será dada supondo 
que o ambiente interfere no grupo como um todo. Isto é, não levaremos em conta carac-
terísticas individuais tais como qual é o mais forte, a que raça pertence, qual a cor, etc. 
Esta é a característica principal para que adotemos a fuzziness apenas nos parâmetros da 
equação, originalmente determinística, a exemplo de estocastic.idade ambiental (Turelli 
[39], May [25]). 
Para incorporar a fuzziness no parâmetro À, podemos supor que À = >. 1 + uk(r)>.2, 
onde ).. 1 é a taxa de mortalidade natural (tomada em um grupo com condições satisfatória 
de sobrevivêneia) e uk(r)À2 é o coeficiente que representa a influência da pobreza na taxa 
de mortalidade À do grupo. A taxa de mortalidade é máxima c igual a À1 + À2 quando 
uk(r) = 1. Para nosso modelo, escolhemos como "conjunto do pobres" o conjunto fuzzy 






se O :=:; r < r o 
se r 2: ro 
CUJOS comentários e interpretações a respeito dos parâmetros k e r 0 e da variável r, 
encontram-se no Capítulo 2. 
Vamos supor agora que r seja proporcional ao salário S do grupo estudado: 1· = c.Sm\ 
com c e m duas constantes. Então, temos o conjunto fuzzy 
ro • 
onde So ~ ( ~);;;. 
c 
{ 
[1- (2)'"'1" So 
vk(S) = uk(cS"') = O 
se O< S < So 
se S 2: S'o 
Para obtermos os valores de ,\1 , Àz e So, utilizamos uma tabela de esperanças de 
vida baseada em faixas salariais distintas (cf. [02]). Os valores encontrados foram: >. 1 = 
1 
--, À2 ~ 6,618 x 10-3 e So ~ 3, 2. 
54,4 
De acordo com a distribuição salarial de um grupo de trabalhadores da mesma região, 
para a qual definimos >. 1, Àz e 8 0 , encontramos os valores k = 1,51 em= 0,4435, 
supondo c = 1. 
Assim, o problema (7.9) pode ser resolvido usando a teoria clássica de equações dife-
renciais ordinárias 1 cuja solução é conhecidamente dada por 
para cada valor de S. Desta forma, obtemos uma família de realizações (soluções) para 
o problema (7.9). A análise destas soluções bem como da média entre delas, no sentido 
clássico e também no sentido fuzzy (cf. Sugeno [37]), podem ser encontradas em [02]. 
Agora, vamos dar uma solução para (7.9), entendendo que tal problema é o problema 
da Cauchy fuzzy: 
n'(t) ~ -(.\1 + vk(S).\,)n(t), n(O) =no E IR+ 
cuja solução em cada instante é um conjunto fuzzy como vimos no Capítulo 5. 
Temos então que os o:-níveis de v~: e n(t) são 
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(7.10) 
' ' [vd" ~[O, So(l-a')"'[ e [n[" ~ [nj,n:)[ 
para cada a E [0, 1]. 
Logo, em conseqüência das operac;ões de multiplicação e adição, temos 
e, portanto, a solução de (7.10) é obtida do sistema determinístico bidimensional: 
{ 
n~ = -(>'1 + >-zS0(1- ot)n2 = -bn2 no 
(7.11) 
. o. \ (I; 
n 2 = -Atn 1 no 
para todo o: E [0, 1]. 
Acoplando as duas equações de (7 .11), vem 
ou 
obtendo assim as soluções 
(
nj ~ no[ 1I+{ii) exp(-v'>:;bt)- (4-l) exp(v'>:;tit)[ 
(.fo+tl o-,fii-l 
n2 ~no[~ exp(-v'>:;bt) + r exp(v'>:;tit)[ 
(7.12) 
Observemos que o problema (7.10) tem solução única com o-níveis dados por (7.12), de 
acordo com o Corolário 5.9, e que o diâmetro de cada a-nível desta solução é dado por: 
d(a, t) ~ n2- nj ~ no(jf- ,_fi)senh( v'>:;bt). 
Comentários 
O problema de valor inicial tem como solução um subconjunto fuzzy para cada t, dado por 
seus a-níveis. No modelo anterior temos que o parâmetro \. 1 + vkÀ2 é um conjunto fuzzy; 
entretanto, se tivermos informações mais precisas a respeito de tal parâmetro, podemos 
ter também uma melhor precisão na solução: 
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a) Quanto menor for o valor de 5 0 , ou seJa, regiões com meuores necessiUades de uma 
renda mínima, para que não haja interferência do fator renda na dinâmica populacional, 
têm melhor precisão nas suas soluções, já que b diminui aproximando-se de )q, se S0 
aproximar-se de zero. Mais ainda, supondo S0 ~O, (7.12), vem dada por 
que é a solução do problema determinístico onde não há interferência da renda na taxa 
de mortalidade. 
Conclusões semelhantes senam tiradas se considerássemos o parâmetro ambiental k 
crescente. Isto nos confirma a interpretação de que tal parâmetro revela se o ambiente 
em que vive o grupo é mais ou menos favorável à vida, como visto no Exemplo 2.3. 
b) Se desejamos modelar o mesmo fenômeno utilizando, desde o princípio, uma equaç.ão 
determínistica, obtemos 
como solução do problema determinístico 
dn dt ~ -~n, n(O) ~ n 0 . 
Neste caso, IL é um parâmetro fixo e se )IJ ~ p. ~ >11 + .\2 temos 
n](t) S n(t) S n2(t), 'Va E [0, 1[. 
(7.13 1 
(7.14) 
Estas desigualdades indicam que a solução determinística (7.13) é preje1"ida, com o sentido 
dado no Capítulo 5. 
Observ3:~os ainda que o modelo (7.10) só tem algum significado "realista" se a solução 
(7.12) satisfizer a condição 
" 1 (1+ ff) n 1 (t) 2' O- t S "'In {f; ~ 10 . 2y)qb --1 ,, 
Os casos extremos para t são: 
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e 
to ~ lim to: = +oo. 
U--->}-
A limitação de to, como sabemos, não aparece no caso determinístico, quando o 
fenômeno é modelado através de uma equação diferencial linear. 
c) Se optássemos por modelar o fenômeno supondo que o tempo fosse discreto, eutâo a 
equação que daria a dinâmica populacional, se considerada linear, seria 
(7.1.\) 
cuja solução, como visto no Exemplo 6.2, tem o:-nfveis: 
Ainda, de acordo com o Exemplo 6.2, a solução nula Ô é assintoticamente estável já 
que 
Podemos notar também que, como não poderia deixar de ser, a diminuição de So, bem 
como o aumento do valor de k (isto é, aumento nos recursos ambieutais), torna menos 
difusa a solução, acarretando maior precisão na previsão do número futuro de indivíduos 
do grupo que, no limite, é dado por >..~no, solução do problema determinístico 
n(t + 1) = !qn(t.), no. (7.16) 
Esta solução é preferida já que 
-"\no E [nnt),n~(t)[ \ia E [O, 1[. 
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Para encenarmos esta secção, comentaremos o modelo de Lotka-Volterra para com-
petição entre espéeies, oudc os eoeficientes de competição são "estabelecidos'' através 
dos recusas "ótimos" para os competidores. Giering III e Kandel [11] sugerem que tais 
recursos ótimos sejam modelados usando a teoria de conjuntos fuzzy. 
Modelo 2 (competição entre espécies) 
Suponhamos que n espécies estejam competindo em um único nível trófico (alimentos por 
exemplo) segundo o modelo de competição clássico: 
dN;(t) " 
dt ~ N;(t)[k;- L;!l;;N;(t)J. 
J=l 
(7.17) 
Aqui, vamos supor ki > O e que a competição se dê apenas por recursos ótimos que podem 
ser colocados ao longo de um eixoS (May [25]). 
A cada recursos E S nós assoeiamos um número u.ot(Vk, s) E [0, 1] que significará o 
quanto 8 é ótimo para o fenótipo Vk. Iremos supor que para cada v~; existe s tal que 
uo;(v, s) ~ 1. 
Giering III e Kandel [11] sugerem que os recursos ótimos, comuns às espécies i e j, sejam 
definidos pela função grau de pertinência: 
v;;(s) ~ sup [min(T, 1J;;((r))J 
O~T~I 
1)ij = I f likfjidV~-dVt 
(T 
e Jik é a densidade de distribuição do fenótipo v~; na espécie i. 
Note que o conjunto Çr nos informa quais sã.o os indivíduos que, de acordo eom seu 
fenótipo, julgam o recurso 8 superior a T, para cada TE [0, 1] e 1]ij nos dá uma "medida" 
de tal conjunto. 
Giering III e Kandel [11] definem finalmente os coeficientes 
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isto é, Ôij é definido com a possibilidade relativa de um recursos s, que é Ólmw para a. 
espécie i, ser também ótimo para a espécie j. Ver ([02] ou [28]). 
A fim de obtermos valores concretos para !3ii• vamos supor que existam apenas duas 
espécies competindo (N = 2) e que 
1 2 " J,c ~ "' exp[-(vk- m 1) f2a"J, 
v 271"0" 
onde mi é o fenótipo médio da espécie i e u é o desvio padrão para ambas espécies. Os 
recursos ótimos para o fenótipo v é dado pela função da Lorentz: 
1 
Uot(v, s) = 1 + 4w 2(v- s)2' 
onde w é uma constante que representa a versatilidade de recursos para o fenótipo v. 
Chamando de d = [mz - m1[ a distância entre os fenótipos das duas espécies, obtemos 
uma fórmula simplificada para f3ij (cf. [02]): 
e 
1~ 
onde g = 2w y ----r-. 
sup [min(T, ry(~, T))] 
{3; ~ P(d, w) ~ O<T<I . 
' sup [min(T, ry(O, T))] 
O:C::T$1 
É fácil ver que f3ii. = [3(0, ·w) = 1, para todo w e que f3ü = f3ii = /3. Assim (7 .15) passa a 
ser 
{ 
d~, ~ N,(t)]k,- N,- jJN,j 
"1Jf ~ N2 (t)[k 2 - j3N1 - N,j 
(7.18) 
Agora, para cada par (d, w) fixado, podemos encontrar uma solução do sistema deter-
minístico (7.18). Por exemplo, a solução de equilíbrio, não trivial, é 
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N, _ _ K-ól--_~C,K,;-·-", 
1 - 1 - tJ2 e 
e se considerarmos /{ 1 = I< 2 = I<, temos 
• • f{ 
NI = N2 = --1+~ 
(7.19) 
A questão da estabilidade das soluções é tratada neste caso de maneira clássica. Pode-se 
mostrar (cf. [03]) que o ponto de equilíbrio (7.19) é assintoticamente estável se 1- (3 > O. 
Neste caso, se considerarmos que quanto maior for o valor de d, tanto maior é a com-
plexidade do sistema, então para d =O (menor complexidade possível), tem-se {3 = 1 e a 
eventual estabilidade do ponto de equilíbrio pode não ser assintótica. Questões de "esta-
bilidade e complexidade", que têm grande interesse em Ecologia, podem ser encontradas 
em vários livros clássicos. Ver (May [25] , Svirezhev e Logofet [28], Kindlmann [20], etc). 
7.4 Fuzziness demográfica-ambiental 
Em geral, ambos os tipos de fuzzieness estão presentes nos fenômenos biológicos. No 
entanto, as dificuldades na análise das possíveis soluções dos modelos matemáticos para 
estes casos poderiam tornar o problema intratável. Porém, se nos restringirmos aos mo~ 
delos lineares (7 .1 O) e (7.15), suas soluções não são afetadas do ponto de vista qualitativo, 
apresentando apenas algumas complicações matemáticas. Especificamente, temos (7.10) 
e (7.15) transformados em (7.20) e (7.21) respectivamente: 
a) Caso contínuo 
(7.20) 
como solução dada por seus o:~níveis: 
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b) Caso discreto 
(7.21) 
e portanto os a-níveis da solução são 
Comentários finais 
A noção de estabilidade~ bem como a de pontos críticos para soluções de equações diferen-
ciais fuzzy1 ainda não está bem clara já que seus diâmetros sào crescentes com o tempo t 
(Kaleva [17]). Assim, questões como similaridade Hmite para nichos sobrepostos ou análise 
de extinção devem ser tratados modelando o fenômeno através de equações discretas onde 
o conceito de estabilidade está bem definido. 
Nos Capítulos 5 e 6 fizemos análise comparativa de sistemas fuzzy com os respec-
tivos sistemas determinísticos associados. Concluímos que as soluções determinísticas são 
preferidas (têm grau de pertinência 1 conforme Teoremas 5.5 e 6.1). Tais sistemas fuzzy 
são, em geral, obtidos de sistemas determinísticos usando a extensão de Zadeh (Capítulo 
3). Neste caso, funções características das soluções determinísticas são soluções do sis-
tema fuzzy associado (cf. Lema 5.1). Diante disto é de se esperar que qualquer conceito 
de estabilidade que venha a ser dado para as soluções de equações diferenciais fuzzy deve 
generalizar o já existente para as soluções determinísticas. Isto é, funções caracterbticas 
de soluções estáveis (instáveis ou assintoticamente estáveis) devem ser soluções estáveis 
(instáveis ou assintoticamente estáveis) para o sistema fuzzy associado. Mais ainda, as 
soluções dos sistemas fuzzy~ que são obt.idos usando o princípio de extensão de Zadeh, 
poderiam ser ditas estáveis (instáveis ou assintoticamente estáveis) se seus níveis \u(t)p 
contivessem soluções determinísticas estáveis (instáveis ou assintoticamente estáveis) pano~. 
os sistemas originalmente determinísticos, dado que estas são preferidas. 
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Vale a pena lembrar que os a-níveis dos poutos fixos assintoticamente estáveis, para 
sistemas iterativos fuzzy, obtidos pela extensão de Zadeh, são conjuntos atratores do 
sistema determinístico original, como vimos no Teorema 6.11. 
No Capítulo 7 apresentamos exemplos e técnicas de soluções de equações difereneiais 
e discretas onde julgamos ser relevantes os diversos graus de subjetividade, tanto nas 
variáveis de estado como nos parâmetros de equações, originalmente determinísticas. Estes 
foram os casos do exemplo 7.3 (logístico-discreto), onde surgem pontos fixos diferentes 
daqueles do caso clássico e novos valores de bifurcação; do Modelo 1 (esperança de vida) 
em que a taxa de mortalidade, supostamente, depende da renda dos indivíduos; e do 
Modelo 2 (competição entre espécies), onde a competição se dá pelos seus recursos ótimos. 
Podemos concluir que, a exemplo dos casos estocásticos, é preciso avaliar se tais com-
plicações matemáticas são relevantes para um melhor entendimento do fenômeno estu-
dado. Acreditamos, no entanto, que quando se consideram relevantes os diferentes graus 
de subjetividade do fenômeno estudado, a melhor forma de olhar o problema é por mew 
da teoria fuzzy. 
gg 
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