Abstract. Web service technologies, and the vision of semantically-enhanced services, aim to be key enablers to further exploit the potential of the Web as a platform where units of functionality can be deployed, shared, and assembled in a much more flexible way than it is possible today. Due to the expectable growth of the number of services offered in the WWW, the need for service repositories and mechanisms for the (semi)automatic organization and discovery of services is becomes increasingly important. In this paper, we propose a heuristic-based mechanism that enables service publishers to (semi)automatically classify their services in a service taxonomy managed by a service repository.
Introduction
Since the emergence of the semantic web [3] , many research efforts have been aiming to use semantics to endow web services with a much higher potential for automation. These efforts have resulted in a new research trend called semantic web services [16] . The basis of this trend is to attach some semantic information to current WSDLbased web services descriptions [6] in order to enable their analysis and manipulation by software programs. This manipulation would be useful to enact powerful capabilities such as automatic selection, invocation, composition, location or discovery of web services.
Nowadays, UDDI [12] is the most widely accepted and used protocol for publishing, searching and finding services over the web. These actions are usually performed using UDDI registries, which can be seen as service repositories easily accessed through a URL. In these registries, the published services are classified using some taxonomy (e.g. UNSPSC -United Nations Standard Products and Service Code, NAICS -North American Industry Classification System, etc.). Nevertheless, this classification is performed manually by a human publisher. Due to the huge quantity of service classes in taxonomies as the ones mentioned above, the classification process is usually complex and costly. Furthermore, taxonomies are subject to change and evolution, or even complete replacement by new ones, making even heavier the maintenance effort load on repository administrators.
The central point of the work presented here is to provide automatic mechanisms to help service publishers in the classification task. We propose a heuristic that provides the publisher with a ranked list of services categories in which the new published service fits best.
The paper is organized as follows: Section 2 introduces some previous work in the domain of web service classification and other areas related to the work presented here. Section 3 introduces the problem of web service classification and shows the scenario in which our work takes place. Section 4 present some ideas demonstrating why web service semantics are needed in our classification approach. The complete presentation and explanation of our heuristic classification approach is described in Section 5. Finally, Section 6 presents some conclusions and outlines future work.
Related work
Existent web service classification proposals may be divided into heuristic (e.g. [13] ) and non-heuristic approaches (e.g. [5] and [9] ). We briefly discuss next the most relevant initiatives in this scope related to our research.
In [9] , two different approaches to web service classification are presented: a) selecting the category based on the service information (using Natural Language Processing, machine learning and text classification techniques) and b) creating categories based on service information (using clustering techniques). In this proposal the classification is based on extracting relevant words from service descriptions, and using them to build term vectors for classification mechanisms (e.g. Naïve Bayes), in such a way that the service classification problem is solved by a text classification approach.
In [5] , the classification process follows the same steps than in [9] , but Support Vector Machines are used the as classification method. In addition, service publishers are provided with some information (a concept lattice extracted using Formal Concept Analysis over service descriptions) about how the words used in their descriptions contribute to the selection of a specific category.
In [13] , a framework to (semi)automate the semantic annotation of web services (i.e. the attachment of semantic information to web service descriptions, such as parameter description based on ontology concepts, service classification, etc.) is presented. A matching algorithm between web service data types and ontology concepts is defined (based on matching element schemas) in order to obtain a degree of similarity between services and domain ontologies. Having as many domain ontologies as service categories, they classify a service by finding the ontology that yields a higher similarity value when compared with the service.
Another related area to our work is that of service matchmaking (e.g. [10] and [14] ). It is somehow related to web service classification but differs in the final objectives. Our research aims to find similarity degrees between services in order to assign them to a common category, admitting some degree of fuzziness in the matching. In contrast, work on service matchmaking follows a strictly boolean approach, aiming to find a service that matches some capabilities in order to e.g. invoke it or compose it into a more complex process.
Service categorization is commonly used to facilitate service retrieval, be it by manually browsing service repositories, or by automatic discovery mechanisms. Classification taxonomies can be extremely large, comprising thousands categories, within multiple hierarchical levels. Additionally, the number of services in a repository can grow quite large. Furthermore, the placement of a service under a proper category requires a considerable amount of knowledge of the taxonomy, the service characteristics, the application domain, the overall organization of the repository, implicit guidelines, etc., in order to make good classification decisions. As a consequence, the task often becomes overwhelming for repository administrators. Our work aims at alleviating the administrator's work by automatically providing her/him with a smaller set of likely appropriate taxonomy categories (ranked by likelihood of appropriateness), when a new service has to be registered in the repository.
We approach the service classification task as follows. Given a set of service descriptions, already classified under some classification taxonomy, and a new service description, we propose a heuristic for automated service classification, based on the comparison of the unclassified service with the set of already classified services, whereby a measure of the likelihood that the service should be classified under a certain category is computed.
In our approach me make the following assumptions: − A service taxonomy or classification is available, i.e. a set of different service types (e.g. currency exchange, flight information retrieval, etc.) arranged in some logical way (e.g. a list, a tree with parent-child relations, etc.). These could be the standards commonly in use for this purpose, such as UNSPSC or NAICS. − A service registry is in place, where services are stored and classified in advance (manually or under human supervision).This could be an UDDI registry which seems to be the most widely accepted standard. The repository should be populated with classified services, which will serve as a basis for the classification of new ones. A WSDL description of each service should be available as well. The information in the descriptions will be compared between services in order to compute measures of similarity.
The need for service semantics
WSDL descriptions provide us with details about the operations a service provides, as well as the input and output information involved. While this enables comparisons already, the comparison would be greatly enhanced if the descriptions were enriched with further semantic information, as we discuss next. Consider this example: take a currency conversion service and a service that computes the expected time a trip between two cities would take. Since the WSDL description of a service only includes functional information (i.e. the description of its interface), at this level we can only compare service elements such as operations, messages, data types, etc. Let us say the currency conversion service has only one operation, which takes as inputs an amount of money (of type double) and two currency codes (of type string), and returns as output the converted amount (a double). On the other hand, the trip time calculator has also one operation receiving taking as inputs an average speed (a double) and two city names (strings), and returns as output the estimated trip time (a double). It is easy to see that using only the WSDL descriptions (without using NLP mechanisms) we would get a very high similarity value between these services, since their interface is (syntactically) exactly the same. Since the similarity measure between services is a critical point in our classification approach, cases like this one would lead to misclassification. Therefore, more information is needed in the descriptions, semantic information enabling the difference between e.g. a currency code and a city name, or an amount of money and a time duration. Thus we advocate here for using semantic web services, which raises two further issues: the choice of a semantic description language and the availability of domain ontologies where the concepts involved in a service are defined.
Any of the currently available semantic service description languages, such as OWL-S [11] , WSMO [15] , WSDL-S [1] and SWSO [2] , could be used in our approach, since the heuristic proposed here is language agnostic. We only assume a repository of domain ontologies is available as a common vocabulary for all the classified services. 
The service classification heuristic
As has already been introduced earlier, our approach to service classification is based on the comparison of a new unclassified service with a set of already classified services. Our heuristic can be divided into three different levels of granularity, each one corresponding to the comparison between two elements involved in the classification process: service to category similarity measure, service to service similarity measure, and, finally, concept to concept similarity measure. These are explained in detail next.
Service to category similarity
The comparison between a service and a category should provide evidence that a service should belongs to a taxonomy category. The proposed similarity measure works as follows. Let S be the set of all web services in a repository, and let C be the taxonomy used to classify the services in the repository. If we allow a service to be classified under several categories of the taxonomy, we may define the classification by C as a mapping τ : S → 2 C . Given a new service s to be added to S, we want to find the categories in C that best suit s. Given c∈C, let P(s:c) be the probability that c is an appropriate classification for s. We define an estimate for this probability by compari- whereby the appropriateness of a category for a service is computed in terms of the similarity between the service and the services classified under that category. The measure of the similarity between two services will be defined in the next subsection. Finally, P(s:c) is taken as a score value for ranking the categories according to their predicted appropriateness for s. Note that the P(s:c) ∈ [0,1] provided that sim (s, x) ∈ [0,1] and increases monotonically with respect to sim (s, x).
Service to service similarity
In or approach, the similarity between two services is measured in terms of the similarity of their operations and parameters. Let P be the set of all the parameters of the services in S, and OP the set of all service operations. If we denote by P s ⊂ P the set of the parameters of service s, and by OP s ⊂ OP the set of its operations, the similarity of two services is defined as: Developing a measure for comparing the complete set of parameters (despite the operation they belong to) between services is still work in progress in our research at the time of writing, so in the meantime we are working with ( )
The similarity between the sets of operations (OP and OP') of two services is computed as the average of the best possible pairwise similarities obtained by an optimal pairing of the elements from the two sets. We define the similarity between two operations as: are the set of input and output parameters of the operations op and op' respectively. The similarity between two parameter sets is computed in turn as the average of the best possible pairwise similarities obtained by an optimal pairing of the elements from the two sets. The similarity between two parameters is defined as the similarity of their types, which are assumed to be classes in a domain ontology. The similarity between concepts in an ontology has been widely studied (see e.g. [4] , [7] , [8] ). In the next section we describe our own proposal, suited to the purpose of concept comparison in our context. Note that the service comparison defined here returns values in [0,1], provided that the similarity between ontology concepts is also within that range.
Concept to concept similarity
The similarity measure between concepts describing service parameters is key to our heuristic, since the previously defined comparisons are layered on top of this measure. We define it as follows.
Let T denote the set of all concepts in the domain ontology. The similarity between two concepts is measured in terms of their distance in the ontology class hierarchy. Given two concepts t∈T and t'∈T, let t 0 be the lower common ancestor to t and t' in T, and let d = dist(t,t 0 ) + 1, d' = dist(t',t 0 ) + 1 be the number of levels between t, t' (plus 1) and t 0 in the concept hierarchy. We define the similarity between t and t' as:
where: − h(T) is the total height of the concept hierarchy, which is introduced to measure the distance between concepts as a proportion of the total depth of the ontology.
increases (that is, the similarity decreases) with the difference in the depth level between t and t'. Note that the similarity would seem to increases with the length d + d' of the shortest hierarchical path between them, but this is compensated by dividing by min(d,d'), in a way that the similarity is essentially not sensitive to the depth of the concepts.
− α∈[0,1] is a parameter that ensures a minimum non-zero similarity value, even for the most dissimilar concepts, in a way that the similarity ranges in some interval [min,1] above 0, in order to relax the influence of the measure in the heuristic.
T is introduced to reinforce the decrease of the similarity when the concepts are in the same branch of the ontology hierarchy. Figure 2 shows how the similarity function sim(t,t') depends on the distance d and d' of the t and t' to their lowest common ancestor. 
Conclusions and further work
We have developed a set of similarity measures, which assembled together result in an effective heuristic for the (semi)automatic classification of semantic web services. This heuristic offers and alternative mechanism to the ones explored in previous research, such as the usage of NLP techniques [5] [9] , and the classification based on WSDL descriptions [13] , to which our proposed approach is complementary. Our recursive definition of the similarity measures for service classification by successive levels has the advantage of modularity, in the sense that the measures can be studied and optimized at each level with a reasonable degree of independence. The main limitation of our approach is that it relies on the existence of a critical mass of semantic web service descriptions, which do not yet abound nowadays. Nevertheless, as the semantic web is gaining momentum, we rely on the growth and spread of such corpora, as a hypothesis for our research.
At the time of this writing, we are testing and refining all the measures defined here in order to achieve the best classification success rate. So far, we have performed several experiments over the concept to concept similarity measure obtaining good results. The next steps in our research, apart from finishing complete heuristic test
