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Electron Neutrino Appearance at the NOvA Experiment
Abstract
NOvA is a long-baseline neutrino oscillation experiment searching for electron neutrino
appearance and muon neutrino disappearance. To do this, NOvA uses the NuMI beam
at Fermi National Accelerator Laboratory along with two functionally identical detect-
ors, separated by a baseline of 809 km. A near detector, which is close to the point
of neutrino production, provides a measurement of initial beam energy spectra and fla-
vour composition. The spectra are then extrapolated to a far detector and compared to
data to look for oscillations. The experiment is able to constrain several parameters of the
Pontecorvo-Maki-Nakagawa-Sakata matrix and is sensitive to the neutrino mass hierarchy.
This thesis presents an analysis of 6 years of NuMI data collected by the NOvA far
detector corresponding to a 14 ktonne equivalent exposure of 13.60×1020 and 12.50×1020
protons on target, in neutrino and antineutrino beam modes respectively. Several tech-
niques to develop NOvA’s most recent 3-flavour oscillation analysis are explored, focussing
on the electron neutrino appearance channel. A new fit of far detector data is performed,
probing the parameters governing 3-flavour neutrino oscillations with improved sensitivity
equivalent to collecting 5 to 6% more data. NOvA is expected to take data for about
12 years and so this improvement is equivalent to approximately half a year of data tak-
ing. Each year of operation of the accelerator complex for NOvA costs tens of millions of
dollars, providing strong motivation to maximise the sensitivity of our analysis of the data.











10−3 eV2 in the normal neutrino mass hierarchy and lower octant of θ23 is obtained. In
the upper octant sin2 θ23 = 0.57
+0.02
−0.04. Two points of maximal CP violation, δCP = 3π/2
in the inverted mass hierarchy and δCP = π/2 in the normal mass hierarchy, are excluded
at 3.4 σ and 2.4 σ respectively. Maximal muon-tau mixing, the oscillation point at which
θ23 = π/4, is allowed at the 1-σ level.
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Preface
An overview of the content of each chapter in the thesis is given below, with original
contributions from the author highlighted accordingly. The general goals of this thesis
were suggested by my supervisor, Professor Jeffrey John Hartnell, who is an analysis co-
ordinator for the Neutrinos from the Main Injector (NuMI) Off-Axis Neutrino Experiment
(NOvA) experiment. Note that the bibliography contains many references to documenta-
tion which is only available to members of the NOvA collaboration. The inclusion of these
references is to ensure that the original work of others is suitably recognised. Where an
internal document is referred to, every effort has been made to ensure that the associated
material in the thesis is self explanatory.
Chapter 1 introduces and motivates the subject of the thesis.
Chapter 2 presents the theoretical background relevant to neutrino oscillations and
summarises the current status of the field. Particular emphasis is given to how NOvA, as
a long-baseline experiment, probes the oscillation parameters. The chapter draws from a
number of sources, following a comprehensive review of associated literature.
Chapter 3 describes the major components of the NOvA experimental set-up. Sections
cover the neutrino source, near and far detectors, and a brief summary of simulation. The
chapter is based on the work of other members of the NOvA collaboration.
Chapter 4 introduces various aspects of the 3-flavour oscillation analysis methodology
including energy reconstruction, event selection and the extrapolation of information from
the Near Detector (ND) to the Far Detector (FD). The chapter discusses primarily the
work of the NOvA collaboration at large, with my own contributions appropriately high-
lighted.
vii
Chapter 5 describes the development of a technique to quantify the uncertainty in ND
event rate normalisation due to potential deficiencies in the simulation of the environment,
particularly in relation to the pile-up of events. The systematic was first introduced by
another collaborator. I implemented it into the most recent analysis and the various im-
provements presented in the chapter are my own work.
Chapter 6 gives an overview of changes and additions made to the electron neutrino
appearance analysis, with the goal of increasing NOvA’s sensitivity to the neutrino mass
hierarchy and the Charge-Parity (CP) violating phase, δCP . The chapter uses NOvA’s
standard 3-flavour oscillation analysis as a base from which to build. All improvements
are my own work.
Chapter 7 presents the results of a 3-flavour fit to neutrino and antineutrino beam
data to measure oscillation parameters using the improved analysis. Code written by
other members of the NOvA collaboration was adapted by myself to produce some of the
plots which are shown. Aside from this, the chapter is based entirely on my own work.
Chapter 8 summarises the thesis and presents a self-reflection of the research project.
viii
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Neutrino physics has a rich history stretching back almost 100 years. First proposed
as a solution to an apparent observation of energy and angular momentum conservation
violation, the neutrino has subsequently been extensively studied using a variety of ex-
perimental techniques. Since 1998, it has been known that the assumption made in the
Standard Model of Particle Physics (SM) that neutrinos are massless is incorrect. Despite
the neutrino’s elusive nature, initially thought to be so weakly interacting that they could
never be detected, several measurements of different neutrino sources have demonstrated
that neutrinos oscillate between flavours. The existence of this oscillation showed that
neutrinos do in fact have a (small) non-zero mass.
Some of the parameters which govern neutrino oscillations are now relatively well
constrained, but there are still many unanswered questions. It is not yet known which
neutrino mass eigenstate is the heaviest or whether a fundamental symmetry between µ
and τ flavours exists. Perhaps the biggest question of all is whether neutrinos are a source
of Charge-Parity (CP) violation in the lepton sector. Finding the solution could help
provide an explanation to the observed asymmetry of matter and antimatter present in
the universe. Unsurprisingly, neutrinos and neutrino oscillations continue to be the focus
of substantial research efforts around the globe.
Neutrinos from the Main Injector (NuMI) Off-Axis Neutrino Experiment (NOvA) is
a currently operating long-baseline neutrino oscillation experiment searching for electron
neutrino and antineutrino appearance and muon neutrino and antineutrino disappear-
ance. To do this, NOvA uses the NuMI beam at Fermi National Accelerator Laboratory
(Fermilab) along with two functionally identical detectors, separated by 809 km. A Near
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Detector (ND), which is close to the point of neutrino production, provides a measurement
of initial beam spectra and flavour composition. The spectra are then extrapolated to the
Far Detector (FD) to look for oscillations. The experiment is able to constrain several
parameters of the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix, the mass squared
splitting and is sensitive to the neutrino mass hierarchy.
In this thesis, an analysis of NuMI data corresponding to a 14 ktonne equivalent expos-
ure of 13.60×1020 and 12.50×1020 protons on target collected by the NOvA far detector,
in neutrino and antineutrino beam modes respectively is presented. With a particular
focus on the electron neutrino appearance channel, several techniques to improve NOvA’s
most recent 3-flavour oscillation analysis are explored. A new fit of FD data is performed,
probing the parameters governing 3-flavour neutrino oscillations with improved sensitivity
equivalent to collecting 5 to 6% more data compared to the most recent public result [1].
There is strong motivation to maximise the sensitivity of our analysis of the data. Each
year of operation of the accelerator complex for NOvA costs tens of millions of dollars.
NOvA is expected to take data for about 12 years and so this improvement is equivalent
to approximately half a year of data taking.




The story of the neutrino starts in the year 1914, when James Chadwick demonstrated
that the energy spectrum of the electron emitted in nuclear β decay was continuous [2].
At the time it was assumed that the decay was two body, taking the form N → N ′ + e
where N is some nucleus and e is an electron. Therefore, Chadwick’s observation im-
plied a violation of the principle of conservation of energy. As a solution to this problem,
Wolfgang Pauli postulated in 1930 that the spectrum could be explained by the existence
of a neutral, weakly interacting fermion emitted in addition to the electron [3]. He called
this new particle the ‘neutron’ and proposed that it should have a mass similar to that of
the electron. Three years after Pauli’s initial idea, Fermi incorporated the particle into a
new model for β decay, he renamed the particle the ‘neutrino’ [4].
A summary of the neutrino’s first detection and evidence of its oscillation is given
here. The remainder of the chapter goes on to give a comprehensive summary of the
theory most relevant to the thesis, with particular emphasis given to 3-flavour neutrino
oscillations. Sections 2.2 and 2.3 introduce neutrino interactions and neutrino oscillations
respectively. Section 2.4 focuses on oscillations at NOvA. Finally, Section 2.5 presents the
current global experimental picture of the field.
2.1 First Detection and Evidence of Neutrino Oscillations
It wasn’t until 1956, almost 30 years after the existence of the neutrino was first postulated
by Pauli, that the first detection was made by Fred Reines and Clyde Cowan [5,6]. Their
method was to place large tanks of water and liquid scintillator close to the core of a
nuclear reactor, using the huge flux of electron antineutrinos to observe the inverse β
4 Neutrino Physics
decay process
p+ ν̄e → n+ e+. (2.1)
The water was doped with cadmium chloride, a neutron absorber. The combination of
two prompt gammas from the positron annihilation and the later, single gamma from the
capture of the neutron, was used to infer a signal. For this work, Reines was awarded the
Nobel Prize in Physics in 1995.
Following the detection of the electron neutrino, it took just six years for the muon
neutrino to be discovered using the world’s first accelerator-based neutrino beam at Brookhaven
National Laboratory [7]. The general scheme of colliding protons with a target to produce
secondary hadrons and subsequently allowing them to decay to neutrino-charged lepton
pairs, is a technique still used today. The third generation neutrino, the tau, was observed
directly at Fermilab by the Direct Observation of the Nu Tau (DONUT) collaboration in
2000 [8]. The collaboration’s first result was based on just four events on a background
of 0.34 ± 0.05. Although a significance of around 3.5 σ, below the normal 5 σ threshold,
the result was generally accepted by the community given that the particle was expected
to be there. In a final publication in 2007, the collaboration reported a measurement of
the tau neutrino Charged Current (CC) cross-section relative to the electron and muon
neutrino cross-sections [9]. The values obtained were consistent with the SM expectation.
Despite the discovery of the tau neutrino completing the SM in 20001, the phenomena
that would become known as ‘neutrino oscillations’ were first suggested by Bruno Ponte-
corvo in 1957 [10]. He postulated transitions between neutrinos and antineutrinos in a
scheme analogous to K0/K̄0 oscillation. Although nothing initially came of his proposal,
the idea was revisited, first by Maki, Nakagawa and Sakata. They assumed that the elec-
tron and muon neutrinos were mixed states of two mass eigenstates [11]. Pontecorvo then
developed this idea to formulate the first intuitive understanding of two flavour neutrino
oscillations in 1968 [12].
The first experimental observation of neutrino oscillations came in the same year,
when Ray Davis set up an experiment consisting of a tank of chlorine cleaning solution,
underground at the Homestake mine in South Dakota2. The solution was capable of
1Excluding the Higgs boson.





37Cl→ 37Ar + e−. (2.2)
Davis would extract the argon atoms and count them, giving a direct measurement of
the solar neutrino flux [13]. Electron neutrinos are produced in large numbers in nuclear
reactions in the Sun, but the flux measured by Davis was around one third of the number
predicted in calculations by John Bahcall in the standard solar model [14]. This became
known as the solar neutrino problem and was believed to be the result of flaws in Davis’
methods or in theory. However, subsequent experiments using different technologies con-
firmed the deficit. The water Cherenkov detector Kamiokande [15] and the gallium based
experiments SAGE [16] and GALLEX [17], all reported lower than theoretically predicted
rates of solar neutrinos in 1989, 1991 and 1992 respectively.
Around the same time, Kamiokande made one of the first measurements of neut-
rino oscillations using atmospheric neutrinos [18]. Atmospheric neutrinos are produced
when primary cosmic rays (usually protons), collide with the Earth’s atmosphere and the
products (mostly pions) decay. In a naive calculation, the expected ratio of muon neut-
rinos to electron neutrinos is two to one. Kamiokande found that the value of this ratio
depended on the neutrino’s zenith angle - roughly two to one for neutrinos coming from
directly overhead, dropping off to approximately one to one for up-going neutrinos. This
demonstrated that neutrinos travelling a greater distance after production, through the
Earth on their way to the detector, were ‘disappearing.’ This observation could be ex-
plained by oscillations. In 1998 Kamiokande’s upgrade, Super-Kamiokande, reported an
energy dependent asymmetry in the muon neutrino rate with a significance greater than
6 σ [19]. Therefore, this data provided conclusive evidence of neutrino oscillations.
In 2002, the Sudbury Neutrino Observatory (SNO) experiment resolved the solar neut-
rino problem by simultaneously measuring the electron and total solar neutrino fluxes. The
flux of electron neutrinos showed the same deficit that had been observed by previous ex-
periments and the total flux was in agreement with the standard solar model [20].
For the achievements of the Super-Kamiokande and SNO collaborations, Takaaki
Kajita and Arthur McDonald respectively were awarded the Nobel Prize in Physics in
2015 ‘for the discovery of neutrino oscillations, which shows that neutrinos have mass’ [21].
Since their discovery, the study of neutrino oscillations has progressed into the measure-
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ment of the parameters governing oscillations and establishing the neutrino mass hierarchy.
In addition, several fundamental questions remain: whether neutrinos are Dirac or Major-
ana, the origin of their mass, the number of neutrino flavours and others. Finding answers
to these questions provides exciting prospects for the future of the field.
2.2 Neutrino Interactions
2.2.1 The Weak Force
In the SM, neutrinos interact via the weak force only. This force couples leptons differing
by one unit of electric charge in Charged Current (CC) interactions, mediated by the






γk(1− γ5)u (p) k ∈ [0, 3], (2.3)
corresponding to such vertices, highlights two key features of the interaction [22]. Here,
u(p) and u(p′) are Dirac spinors representing incoming and outgoing particles with mo-
menta p and p′ respectively. γl are the Dirac γ matrices. An example diagram of such a
vertex is shown in Figure 2.1a. In the case that neutrinos are Dirac particles, the structure
of the vertex factor is vector minus axial vector (V-A). Therefore, weak interactions do not
conserve parity, making them unique in the SM3. An additional important consequence
of the vertex is that only left-handed chiral particle states and right-handed chiral anti-
particle states participate in the weak interaction4. This follows immediately from the
inclusion of 12(1 − γ5) in the vertex factor, which is the left-handed chiral projection op-
erator, PL. This projects out left-handed particle states and right-handed antiparticles
states. By construction, for a right-handed particle or left-handed antiparticle state v,
PLv = 0.
3Physical quantities are often classified by their dimension and behaviour under parity transformation
(spatial inversion through the origin). Vector quantities change sign under parity transformation, 3-
momentum for example, ~p → −~p. Conversely, axial vector quantities (vectors that can be expressed as a
cross-product) do not change sign under parity transformation, angular momentum for example, ~L → ~L.
There are also pseudoscalars, single valued quantities that change sign under parity due to them being
expressible as a scalar product of a vector and axial vector. An important example is the normalised
projection of spin onto 3-momentum, known as helicity h ≡ ~S·~p|~p| [22].
4Chirality has no obvious physical interpretation, loosely it can be understood as how a spinor trans-
forms under a Lorentz transformation. For a given boost, a left-handed state ‘rotates’ one way and a
right-handed state the other. It can also be interpreted as the helicity of a particle in the massless limit.










Figure 2.1: Diagrams showing examples of CC (left) and Neutral Current (NC) (right)
weak vertices. λ is a charged lepton and νλ is a neutrino of corresponding flavour, there
is no flavour change at the vertex. Both interactions violate parity, but there is only a
transfer of charge in CC. Taken from [23].
Unification of the weak force with Quantum Electrodynamics (QED) to become the
SU(2)× U(1) electroweak theory gives rise to the Neutral Current (NC) interaction, me-
diated by the massive (but uncharged), spin-1 Z boson. An example diagram of a NC
vertex is shown in Figure 2.1b. Both the CC and NC channels are key in NOvA’s oscil-
lation analyses, whether that be as signal or background. In the context of a neutrino’s
interaction with the detector mass, the channels that NOvA uses are of the following form:
(−)






where X is the detector mass and ± in the final state refers to an antineutrino or neutrino
in the initial state respectively. The key difference between CC on the left and NC on
the right is that CC has a charged lepton in the final state. Identifying the flavour of
this lepton gives information about the flavour of the incoming neutrino. The identity of
the other final state particles X ′, depends on the exact identity of X. X could be, for
example, a proton or the entire nucleus. The various possible initial and final states are
discussed in the next section.
2.2.2 Interactions in the NOvA Detectors
The final states of CC and NC interactions in the NOvA detectors depend on how the
initial state neutrino interacts with the detector mass. These possibilities have different
cross-sections, all of which contribute to the total cross-section. The dependencies of the
cross-sections on neutrino energy in NOvA’s region of interest are shown in Figure 2.2.
There are four main CC processes, Quasi-elastic (QE), Meson Exchange Current (MEC),
Baryon Resonance Production (RES) and Deep Inelastic Scattering (DIS), described as
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follows:
• QE: A neutrino (antineutrino) of a given flavour interacts with a single neutron
(proton), producing a negatively (positively) charged lepton of the same flavour.
See Figure 2.3a.
• MEC: A neutrino (antineutrino) interacts with a correlated pair of nucleons within
a nucleus, leading to multiple nucleons in the final state. See Figure 2.3b.
• RES: The exchanged W boson has enough energy to create a nuclear resonance which
subsequently undergoes a strong decay, typically emitting a pion and a nucleon from
the nucleus. See Figure 2.3c.
• DIS: The W boson has enough energy to interact with a single quark, breaking
up the nucleon containing that quark. This results in a hadronisation, appearing
experimentally as a number of strongly interacting particles. See Figure 2.3d.
The simulation of the different processes discussed here, is covered in detail in Chapter 3.
2.3 Oscillations
It has been experimentally determined that neutrinos oscillate. In the most simple terms,
there is a non-zero probability that a neutrino created in one flavour at one point in
spacetime will be measured at a later spacetime point with a different flavour. In the
context of quantum mechanics, this experimental fact implies that the neutrino’s flavour
eigenstates (eigenstates of the weak interaction) are not the same as the neutrino’s mass
eigenstates (states diagonalising the free particle Hamiltonian). These two bases are in fact
rotated relative to each other. Consequently, each of the flavour states can be written as a
linear combination of the mass states and vice-versa. This relationship can be summarised





In this expression, |νλ〉 and |νj〉 are the neutrino flavour and mass eigenstates respectively
and N corresponds to the number of active neutrino flavours. In the case of 3-flavour
oscillations, λ ∈ [e, µ, τ ] and N = 3. Additionally, U is a 3 × 3 unitary (U−1 = U †)
matrix known as the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix, after the three
people who first introduced it formally and Pontecorvo, acknowledged for predicting the
Neutrino Physics 9





























Figure 2.2: Muon neutrino cross-sections as a function of neutrino energy for a carbon

































Figure 2.3: Diagrams showing examples of the processes contributing to the total CC
cross-section. Taken and adapted from [25].
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existence of oscillations [11, 12]. Unlike the analogous mixing matrix in the quark sector,
the PMNS matrix is quite off diagonal. This means that each flavour state is relatively
strongly coupled with each mass state.
In general, nine parameters are required to completely define this type of matrix:
three angles and six complex phases. However, not all of these phases are physically
relevant, three of them can be absorbed into the definitions of the particles themselves [22].
Following this rewriting, the PMNS matrix can then be expressed as the product of four




































sab := sin θab , cab := sin θab , a, b ∈ [1, 3], a 6= b. (2.7)
This representation of the leptonic mixing matrix is perhaps the most intuitive. Loosely
speaking, each individual matrix describes a ‘sector’, grouping terms which are tradition-
ally probed by particular type of experimental set up. At zeroth order, ‘set up’ in neutrino
physics refers to an experiment’s L/E value, or the ratio of a neutrino’s propagation dis-
tance and energy. Consequently from left to right, the matrices represent the atmospheric,
reactor and solar sectors respectively. A summary of measurements in each of these sec-
tors is given in Sections 2.5.3, 2.5.2 and 2.5.1 respectively. The rightmost matrix is only
not equal to the identity when α21 and α31 are non-zero, that is to say, in the case that
neutrinos are Majorana rather than Dirac. As will be shown in Equation 2.25, oscillation
experiments are not sensitive to these phases. For this reason, this component of the
PMNS matrix will be ignored, leaving three angles (θ12, θ13, θ23) and one complex phase
(δ). δ is often written δCP , as it describes to what extent neutrinos violate CP symmetry.
2.3.1 Time Evolution
It is necessary to derive an expression to describe the probability of neutrinos changing
flavour as they propagate to obtain an observable that can be studied experimentally.
There are several ways to do this. The most complete, but still non-relativistic, method
is by treating each flavour eigenstate as a superposition of ‘source’ wave packets, one for
each mass eigenstate. However, the derivation which follows is the most simplistic, con-
sidering the neutrinos to be plane waves. Certain assumptions made in this description
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are not necessary when using the wave packet method. Moreover, the important concept
of coherence is lost. Nevertheless, the fundamental result is the same for the purposes
of this thesis. A number of sources were used in parallel to ensure that the following
mathematical picture is as transparent as possible [27,28].
Consider first a neutrino with definite flavour state |νλ〉 produced at spacetime point
X0 = (0,~0). The neutrino then propagates in the absence of any external potentials.
The mass states |νj(X)〉, which are eigenstates of the free particle Hamiltonian, therefore,





The solutions are plane waves of the form
|νj(X)〉 = e−iPj ·X |νj(X0)〉, (2.9)
where X is the (later) spacetime point of detection and Pj is the 4-momentum of the j’th
mass state such that
Pj ·X = Ejt− ~pj · ~x. (2.10)






Substituting firstly, this expression into the plane wave solutions (Equation 2.9) and







−iPj ·XUηj |νη〉. (2.12)
This shows that for an arbitrary spacetime point X, the flavour state is a superposition
of the states |νη〉. Therefore, the neutrino produced at X = X0 is now a composite state
of different flavoured neutrinos. The transition amplitude for detecting a neutrino in a
flavour state λ′ at spacetime point X, given that it was produced in flavour state λ at X0
is given by the inner product












−iPj ·X . (2.15)
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The probability of observing such a transition is then simply the coherent sum



















Recalling Equation 2.10, the exponential phase can be expanded and simplified
(Pj − Pk) ·X = (Ej − Ek)t− (~pj − ~pk) · ~x (2.19)
=
(√










































where the following assumptions were made:
• All mass states have the same spatial momentum ~p = ~pj = ~pk.
• Neutrinos are ultra-relativistic (m << E), therefore, |~p| ∼ E and t ∼ L where
L is the distance propagated by the neutrinos between production and detection.
This quantity is often referred to as the ‘baseline’ in oscillation experiments. Terms
O(m4) and higher are neglected.
Putting all of these pieces together gives the following expression for the oscillation prob-
ability



















































where δλλ′ is the Kronecker delta and the sign of the imaginary component is positive / neg-
ative for antineutrinos / neutrinos respectively. This follows immediately by recognising
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that a neutrino state with negative helicity (left-handed) is related to an antineutrino
state with positive helicity (right-handed) by CP transformation. Applying CP to the
expression for probability amounts to taking the complex conjugate, flipping the sign of
the imaginary term only. Other noteworthy properties:
• Dependence on terms of the form UλjU∗λ′jU∗λkUλ′k means that the Majorana phases
of the PMNS matrix cancel. Oscillation experiments, therefore, have no sensitivity
to these phases.
• In addition to the PMNS parameters, there is a dependence on the difference in






. This implies that for the
probability of transition to be non-zero, at least one of the neutrinos must be massive
and their masses should be distinct.
• Considering the probability to be a function of L (or L/E) implies that the probab-
ility varies sinusoidally. The transition probability is, therefore, different at different
points along the flight of the neutrino, repeating after some period. This is what is
described as ‘oscillations’.
• In the case that λ 6= λ′, the equation gives what is known as the ‘appearance’
probability. Conversely, in the case that λ = λ′, the equation gives what is known as





real this case, the final, imaginary term is zero. As a result, measurements using the
disappearance channel yield limited information about the (complex) CP violating
phase, δCP .
See Appendix A.1 for an explicit derivation of Equation 2.25 from the transition amplitude
(Equation 2.13).
2.3.2 Designing an Oscillation Experiment
From Section 2.3.1, it is clear that in the 3-flavour picture, both appearance and disap-
pearance probabilities are relatively complicated functions of the PMNS parameters, mass
splittings, propagation distance and energy. To illustrate how an experiment might be
designed to probe these parameters, it is useful to consider the approximation that there
are two neutrino flavours. In this simplified picture, the neutrino mixing matrix becomes
a real, Two Dimensional (2D) rotation matrix.
UN=2 =

 cos θ sin θ





















Fig. 18: Left: two-family appearance oscillation probability as a function of the baseline of L at fixed neutrino
energy. Right: same probability shown as a function of the neutrino energy for fixed baseline.
An optimal neutrino oscillation experiment in vacuum is such that the ratio of the neutrino energy and
baseline are tunned to be of the same order as the mass splitting, E/L ⇠  m2. If E/L    m2, the
oscillation phase is small and the oscillation probability depends on the combination P (⌫↵ ! ⌫ ) /
sin2 2✓( m2)2, and the mixing angle and mass splitting cannot be disentagled. The opposite limit
E/L⌧  m2 is the fast oscillation regime, where one can only measure an energy or baseline-smeared
oscillation probability




It is interesting, and reassuring, to note that this averaged oscillation regime gives the same result as the
flavour transition probability in the case of incoherent propagation (L  Lcoh):
P (⌫↵ ! ⌫ ) =
X
i




Flavour transitions via incoherent propagation are sensitive to mixing but not to the neutrino mass split-
ting. The ’smoking gun’ for neutrino oscillations is not the flavour transition, which can occur in the
presence of neutrino mixing without oscillations, but the peculiar L/E⌫ dependence. An optimal exper-
iment that intends to measure both the mixing and the mass splitting requires running E/L ⇠  m2.
6.5 Neutrino propagation in matter
When neutrinos propagate in matter (Earth, sun, etc.), their propagation is modified owing to coherent


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 2.4: Appearance probability as a function of propagation distance (left) and neut-
rino energy (right), in the two neutrino flavour picture. Moving to increasingly higher
energies, the appearance probability tends to zero. Taken from [28].
Moving to more tangible units by reintroducing factors of ~ and c, the oscillation probab-
ilities are given by [27]






, λ 6= λ′ (2.27)
P (νλ → νλ) = 1− P (νλ → νλ′), (2.28)
where ∆m2 ≡ m22 −m21. The appearance probability (Equation 2.27) is plotted in Fig-
ure 2.4 as both a function of propagation length (with fixed energy) and as a function
of energy (with fixed propagation length). It oscillates as a sine function squared, where
the amplitude is driven by the mixing angle θ. Conversely, the frequency is driven by
the difference in squared masses ∆m2 and can be extracted by considering the period of
oscillation at a fixed energy, or oscillation length, defined to be






With this in mind, an experiment with a monochromatic neutrino source can be ima-
gined, where the oscillation probability is sampled at different propagation distances or
‘baselines’.
In practise, due to the large active masses required by neutrino detectors, it is the
probability as a function of neutrino energy at a fixed baseline which is usually measured
experimentally. The position of the first oscillation maximum from right to left, marked










This expression can be reached by differentiating the probability with respect to energy
and finding the root corresponding to the largest value of E. Therefore, the mass splitting
in the case of two neutrinos is directly proportional to Emax.
As alluded to in Section 2.3, the key to probing different components of the PMNS
matrix is designing experiments with optimised values neutrino energy and baseline. More
specifically, it is beneficial for their ratio to be the same order as the square mass splitting,





At leading order, therefore, as E →∞ and assuming a fixed baseline, P → 0 and there are
no oscillations. At the opposite limit, E/L << ∆m2, oscillations become too ‘fast’, and
energy resolution becomes a limiting factor. Note also in this limit that it is possible for
oscillations occur over scales of L which are smaller than that of a detector. This would
be a problem for experiments like NOvA which currently measure using a single baseline.
2.3.3 Oscillations in Matter
Up to this point, it has been assumed that the neutrino mass states are eigenstates of
the free particle Hamiltonian. In practice, neutrinos often oscillate while passing through
matter, not vacuum, when on route from source to detector. In the case of NOvA, the
neutrinos travel through the Earth for approximately 800 km. Largely, the Earth is, of
course, composed of non-exotic matter such as protons, neutrons and electrons, as opposed
to, for example, µ or τ leptons. For this reason, electron neutrinos and antineutrinos have
an additional coherent forward scattering process with the electrons in matter via the
W boson. These interactions, shown in Figure 2.5, change the energy levels of the mass
eigenstates, thereby affecting oscillation probabilities.
This behaviour was predicted in the 1970’s and the mathematics describing it was
developed in the 1980’s - it is known as the Mikheyev-Smirnov-Wolfenstein (MSW) or




where GF is Fermi’s constant, Ne is the electron number density, the positive sign is
for neutrinos and the negative sign for antineutrinos. To demonstrate the effect of this
potential, the two neutrino approximation can once again be considered [23, 31]. As with




















Figure 2.5: Diagrams showing CC (left and middle) and NC (right) coherent scattering
of neutrinos or antineutrinos on electrons. The NC channel happens equally for all neutrino
flavours whereas the CC scattering is unique to the electron flavour. Taken from [23].




































 − cos 2θ ± 4EVe sin 2θ













The first term on the right hand side of Equation 2.32 is the free particle Hamiltonian,
rotated into the flavour basis by sandwiching it between UN=2 and U
†
N=2, where UN=2 is
given by Equation 2.265. Multiplying out this product and adding the external potential
results in Equation 2.33, an effective Hamiltonian in the flavour basis, HMf describing
neutrino propagation in matter.
HMf must now be diagonalised to find the energy levels EMf ,η and their corresponding
flavour eigenstates in matter. This can be done by a unitary transformation, parametrised










 cos (θM) − sin (θM)




 cos (θM) sin (θM)
− sin (θM) cos (θM)

 . (2.35)





come simply from taking the ultra-relativistic limit
of the plane wave solution, Ej =
√
p2 +m2j ≈ p +
m2j
2p




, p ∼ E. p is a term common to all
states and, therefore, enters as a common phase, dropping out when computing probabilities and therefore
irrelevant to oscillations. Hence, it can be ignored.
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By directly comparing the matrix entries of Equation 2.34 and Equation 2.35, it can be
shown that for EMf ,j = ∓
∆m2M











+ sin2 (2θ). (2.38)
The calculation to reach this point is non-trivial but written in this form allows for the
most intuitive evaluation of the result. It can be seen that both the Hamiltonian and
mixing matrix take the same form as in vacuum oscillations, but with modified effective
masses. This implies that the oscillation probabilities also take the same form but with
modified parameters θ ↔ θM and ∆m2 ↔ ∆m2M. The ± sign in the matter potential
(Equation 2.31) appears as a ∓ in the expression for AM, implying different effective para-
meters for neutrinos and antineutrinos for the same matter. Note that in the limit that
Ne → 0, representing matter becoming less dense and tending toward vacuum, AM → 1
meaning θM → θ and ∆m2M → ∆m2, as expected.
Although deriving the analogous result for three neutrino flavours is far more complex,
the take-away message is the same. Propagation in matter changes the effective mixing
angles and mass splittings, leading to different appearance and disappearance probabilities
for neutrinos compared to antineutrinos. This apparent ‘fake CP’ violation can pose
problems for oscillation experiments if matter effects are not correctly taken into account.
Largely, however, the matter effect is of great use to experiments. In the case of NOvA,
it helps to determine the neutrino mass hierarchy. This will be discussed in detail in
Section 2.4.
2.4 Oscillations at NOvA
In its 3-flavour long-baseline oscillation physics program, NOvA has the following goals:
1. Measure the atmospheric mass splitting, ∆m232.
2. Determine the value (and octant) of θ23. The lower octant of θ23 is defined to be
the region where θ23 < π/4 whereas θ23 > π/4 defines the upper octant.
3. Constrain the values of the CP violating phase, δCP .
4. Determine the neutrino mass hierarchy.
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Items 1. and 2. can be achieved (except for the octant determination) via the disap-
pearance channel P (νµ → νµ) alone. Items 3. and 4., however, require the appearance
channel P (νµ → νe). Exactly how these measurements are made is the subject of the next
sections.
2.4.1 Muon Neutrino Disappearance
Defining ∆ij ≡ ∆m2ijL/4E, the relevant disappearance probability for NOvA in vacuum
is given by






































≈ 1− 4 cos2 θ23 sin2 θ23
(




= 1− (2 cos θ23 sin θ23)2 sin2 (∆23)
= 1− sin2 2θ23 sin2 (∆23) . (2.39)
Two simplifications based on current experimental knowledge have been used to reach
Equation 2.39. Firstly, θ13 is small compared to the other mixing angles, therefore,
sin2 θ13 ∼ 0 and cos θ13 ∼ 1. Secondly, |∆m221| is known to be a factor of 30 smaller than
|∆m231|. By the cyclic relation |∆m231| = |∆m232| ± |∆m221| (± depending on the neutrino
mass hierarchy), |∆m232| ≈ |∆m231|. This is known as the One Mass Scale Dominance
(OMSD) approximation. Therefore, at leading order and as highlighted in the discussion
of the two flavour approximation (Section 2.3.2), the amplitude of oscillation as a function
of energy directly relates to sin2 2θ23. Additionally, the position of the first oscillation
maximum directly relates to ∆m232.
A limitation of using the disappearance channel to measure θ23 is that the probability
is symmetric about θ23 = π/4, or, invariant under transformations θ23 → π/2 − θ23 [26].
In practise, therefore, NOvA has no sensitivity to the octant of θ23 in this channel. The
case that θ23 = π/4 is known as ‘maximal mixing’. It is defined in this way since it de-
scribes the situation where the third mass eigenstate ν3, is made up of equal amounts of νµ
and ντ
6. Whether nature has chosen maximal mixing is of great interest to the neutrino
community, potentially pointing to a fundamental symmetry in the lepton sector. This
6θ23 = π/4 =⇒ Uµ3=Uτ3 = 12 cos θ13.
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Figure 2.6: A schematic describing the two neutrino mass hierarchy scenarios. It is not
currently known experimentally whether the third neutrino mass eigenstate is the heaviest
or the lightest. The colour breakdown of each mass state represents their rough flavour
composition. Diagonal boundaries between colours represent varying values of δCP .
situation is distinct from maximum disappearance or, the value of θ23 which leads to the
largest amplitude of oscillation. For muon neutrinos at NOvA, maximum disappearance
happens at around θ23 = 0.514 due to higher order terms and small contribution of the
matter effect. The point of maximum disappearance for muon antineutrinos is distinct
from that of neutrinos, again due to contributions from the matter effect.
A final interesting observation is that these oscillations depend on the sine squared
of the atmospheric mass squared difference. For this reason, it is not possible to estab-
lish the sign of ∆m232. Therefore, it is not known whether the third mass eigenstate is
heavier or lighter the other two. This is known as the neutrino mass hierarchy prob-
lem, explained diagrammatically in Figure 2.6. If an experiment were sensitive enough
to measure simultaneously and to the necessary precision ∆m232 and ∆m
2
31, the hierarchy
could be established. Currently, no experiment probes the hierarchy in this way. NOvA’s
sensitivity is in the electron neutrino appearance channel, discussed next.
2.4.2 Electron Neutrino Appearance
Defining again ∆ij ≡ ∆m2ijL/4E, the relevant appearance probability for NOvA in matter
is given by [32]
P((−)νµ →
(−)
νe ) = Patm + Psol + 2
√
PatmPsol(cos δ cos ∆32
(+)
− sin δ sin ∆32), (2.40)
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Neutrino energy (GeV)





































Figure 2.7: Electron neutrino appearance probability in vacuum for muon neutrinos (left)
and muon antineutrinos (right), for a given set of oscillation parameters as indicated in
the legend. The solid blue curves show the case that CP is conserved, or δCP = 0, π. The
green and red curves correspond to maximum CP violation, δCP = 3π/2 and δCP = π/2
respectively. Taken from [33].
where
√
Patm ≡ sin θ23 sin 2θ13 sin
(











Like the disappearance case, OMSD has been applied and higher order terms in sin2 θ13
have been dropped. Additionally, a ≡ ±GFNe/
√
2 where the positive sign is for neutri-
nos and the negative sign for antineutrinos. For perspective, |a| for the Earth is roughly
1/3500 km.
At NOvA’s baseline, the Psol term is negligible since it depends on higher order terms
in the solar mass splitting. The next-to-leading order cross term (the term picking up
contributions from both Patm and Psol) is the ‘CP violating piece’. If δ is equal to 0 or
π, Equation 2.40 becomes the same for neutrinos and antineutrino, implying that CP is
conserved. If δ takes any other value, this implies CP is violated and why δ is often written
δCP . Figures 2.7a and 2.7b show that although a small effect, NOvA has some sensitivity
to δCP via the number of appearance νe’s and ν̄e’s. At the first appearance maximum the
value of δCP determines whether there is: an enhancement of neutrinos and suppression of
antineutrinos (δCP = 3π/2), an enhancement of antineutrinos and suppression of neutrinos
(δCP = π/2), equal numbers of both δCP = 0, π.
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(a) (b)
Figure 2.8: Electron neutrino appearance probability in vacuum compared to matter for
muon neutrinos (left) and muon antineutrinos (right), for a given set of oscillation para-
meters indicated in the legend. The black curves show the case of vacuum, the blue and red
curves represent the normal and inverted hierarchies in matter respectively. The shaded
areas are drawn out by varying values of δCP . Taken from [33].
As discussed in Section 2.4.1, the electron neutrino appearance channel gives NOvA
its sensitivity to the neutrino mass hierarchy. Oscillations through matter bring in a
dependence on the hierarchy. For electron neutrinos in the normal hierarchy, there is
an enhancement of the appearance probability compared to vacuum. In the inverted
hierarchy, there is a suppression. This behaviour, and the corresponding behaviour for
electron antineutrinos is shown in Figure 2.6.
2.5 Experimental Status
As alluded to in Section 2.1, the experimental study of neutrino oscillations already has a
rich history. Five of the key parameters governing oscillations are relatively well measured:






. The sign of ∆m232
and the octant of θ23, however, are yet to be determined. The complex phase δCP is the
least well constrained. NOvA, amongst other running (Tokai to Kamioka (T2K) [34]) and
future (Deep Underground Neutrino Experiment (DUNE) [35]) accelerator based experi-
ments, is working to improve the measurement of this parameter, the mass hierarchy and
the octant.
This section is not intended to be a comprehensive historical record but highlights the
most recent and the most precise measurements in each of the ‘sectors’ (see Section 2.3).
The latest public 3-flavour oscillation results from NOvA are discussed in Section 2.5.5.
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For completeness, Table 2.1 summarises the latest oscillation fits to global data from the
NuFit collaboration [36].
2.5.1 Measurements in the Solar Sector
The ‘solar’ sector refers to the parameters θ12 and ∆m
2
21. Historically probed using neut-
rinos produced in nuclear reactions in the Sun with experiments such as SNO [20] and
Super-Kamiokande [19], the current best measurement of the mass splitting comes from
the Kamioka Liquid-scintillator Antineutrino Detector (KamLAND) [37]. KamLAND
uses electron antineutrinos with energies O(1− 10) MeV from an array of 53 commercial
nuclear reactors. The detector, at a flux weighted average distance of 180 m from the
reactors, is a 13 m spherical balloon filled with 1 ktonne of liquid scintillator at a depth of
2700 m water equivalent. The electron antineutrino survival probability as a function of
the effective baseline, divided by neutrino energy is shown in Figure 2.9a. The oscillatory
nature of the data is clearly visible. The blue histogram shows a 3-flavour oscillation fit





−0.18 × 10−5 eV2. The KamLAND measurement of the mass splitting,
however, is in tension at about the 1.4-σ level with a joint fit of Super-Kamiokande and
SNO data. A comparison of each experiment’s contours, presented at The XXIX Inter-
national Conference on Neutrino Physics and Astrophysics (Neutrino 2020), is shown in
Figure 2.9b.
2.5.2 Measurements in the Reactor Sector
The ‘reactor’ sector refers to the parameters θ13 and ∆m
2
31. Despite its small size, θ13 is
currently the most precisely known mixing angle. Three experiments, all proposed in the
mid-2000s, have contributed to this effort using inverse β decay to measure the flux of
electron antineutrinos from fission processes inside nuclear reactors. In general, electron
antineutrino appearance probabilities are measured as a function of energy and fitted to a





at leading order. For the mass splittings, reactor experiments use an approximation which
replaces the part of the formula dependent on ∆m231 and ∆m
2
32 with an effective mass
splitting, ∆m2ee
7. This parameter can then either be treated as a free or be constrained
7Details of this procedure are given in [39]. In short, defining a ∆m2ee removes dependence on the mass
hierarchy. It is not, however, a fundamental parameter. Therefore, a transformation must be made to
recover a physically meaningful quantity, reintroducing the hierarchy.
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FIG. 4: Allowed regions projected in the (tan2 θ12, ∆m221) plane,
for solar and KamLAND data from the three-flavor oscillation anal-
ysis for (a) θ13 free and (b) θ13 constrained by accelerator and short-
baseline reactor neutrino experiments. The shaded regions are from
the combined analysis of the solar and KamLAND data. The side
panels show the ∆χ2-profiles projected onto the tan2 θ12 and ∆m221
axes.
by term (iv). Table II summarizes the systematic uncertainties
on ∆m221 and the expected event rate of reactor νe’s. The
overall rate uncertainties for Period 1 and for Periods 2 and 3
are 3.5% and 4.0%, respectively. Systematic uncertainties
are conservatively treated as being fully correlated across all
data taking periods. The penalty term (v) optionally provides
a constraint on the neutrino oscillation parameters from so-
lar [27–31], accelerator (T2K [6], MINOS [7]), and short-
baseline reactor neutrino experiments (Double Chooz [8],





















eνData - BG - Geo  best-fit oscillationν3-
FIG. 5: Ratio of the observed νe spectrum to the expectation for
no-oscillation versus L0/E for the KamLAND data. L0 = 180 km
is the flux-weighted average reactor baseline. The 3-ν histogram is
the best-fit survival probability curve from the three-flavor unbinned
maximum-likelihood analysis using only the KamLAND data.
Figure 2 plots the time variation for the rates of reactor νe’s,
geo νe’s, and backgrounds for the three data taking periods,
assuming the best-fit oscillation parameters, and geo νe fluxes
from the reference model of [17]. Also drawn are the correla-
tions between the measured and expected best-fit event rates,
which should fit to a line with unit slope and zero offset in the
absence of geo νe’s. The vertical displacement of the trend
for events below 2.6 MeV is attributed to the contribution of
geo νe’s.
Figure 3 shows the prompt energy spectra of νe candidate
events for each period. The reduction of the 13C(α, n)16O
background in Period 2 and of reactor νe’s in Period 3 can
clearly be seen. For the three-flavor KamLAND-only anal-
ysis (χ2osci = 0), the fit oscillation parameter values are
∆m221 = 7.54
+0.19
−0.18 × 10−5 eV2, tan2 θ12 = 0.481+0.092−0.080,
and sin2 θ13 = 0.010+0.033−0.034. The contours are nearly symmet-
ric about tan2 θ12 = 1, but the best-fit values for tan2 θ12 > 1
are slightly disfavored over those for tan2 θ12 < 1, with
∆χ2 = 0.8. Assuming CPT invariance, the oscillation pa-
rameter values from a combined analysis including constraints
TABLE II: Contributions to the systematic uncertainty in the neutrino
oscillation parameters ∆m221, θ12, and θ13 for the earlier / later pe-
riods of measurement, denoted in the text as Period 1 / Period 2 & 3.
The overall uncertainties are 3.5% / 4.0% for Period 1 / Period 2 & 3.
Detector-related (%) Reactor-related (%)
∆m221 Energy scale 1.8 / 1.8 νe-spectra [32] 0.6 / 0.6
Rate Fiducial volume 1.8 / 2.5 νe-spectra [24] 1.4 / 1.4
Energy scale 1.1 / 1.3 Reactor power 2.1 / 2.1
Lcut(Ep) eff. 0.7 / 0.8 Fuel composition 1.0 / 1.0
Cross section 0.2 / 0.2 Long-lived nuclei 0.3 / 0.4
Total 2.3 / 3.0 Total 2.7 / 2.8
(a)
• Best fit value of solar Δm221 changed from 4.8 x 10-5 eV2 (2019) to 




• Shift of prediction due to improved detector simulation

• Added statistics due to improved spallation cut





• Event migration due to new reconstruction

• Previous analysis used data up to Feb 2014 (SK-IV: 1664 days)

• Added ~1200 days of data fluctuated towards smaller D/N 
asymmetry

• Both impacted to the shift of best fit Δm221 value by roughly equal 
amount (in term of change of Δχ2)
22
Difference from the 
previous results
Data/MC ratio at E < 6 MeV slightly shifted upward
AFitDN = (−3.6 ± 1.6(stat) ± 0.6(syst)) % → AFitDN = (−2.1 ± 1.1) %
Preliminary
Preliminary KamLAND (95%CL)
SK+SNO 2020 (95% CL)
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(b)
Figure 2.9: Left: Election antineutrino survival probability as a function of effective
baseline over neutrino energy for the KamLAND experiment. The data (black) is fitted
with a 3-flavour oscill tion model with no xternal constraints (blue). Taken from [37].
Right: A comparison of contours in the ∆m221 and θ12 space for KamLAND, Super-
Kamiokande and SNO. Some very mild tension between the ∆m221 best fit values hailing
from react r data and solar data, can be see . ADN is a metric to quantify the amount of
asymmetry in the number of neutrino events observed in the day compared to the night.
Taken from [38].
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by measurements from the atmospheric sector.
Early indications of a small, but non-zero value of θ13 came from the Double-Chooz
collaboration in 2011 [40]8. The experiment consists of one (eventually two) detector(s)
placed at 1050 m (400 m) from a pair of nuclear reactors in France. The neutrino target,
10 m3 of gadolinium doped liquid scintillator, is beneath a hill offering 300 m water equi-
valent of shielding from cosmic rays. In their latest publication in April 2020, the data
prefers a best fit of sin2 2θ13 = 0.105± 0.014 in the 3-flavour model [41].
Shortly after the initial indications from Double-Chooz, the Daya Bay collaboration
reported an analysis disfavouring the θ13 = 0 hypothesis at 5.2 σ [42]. At the time of
this result, the experiment consisted of six gadolinium doped liquid scintillator detectors,
each with a target mass of 20 tonnes. They were clustered in three groups (experiment
halls) at effective baselines of 512 m, 561 m and 1579 m, from six reactors. A single
effective baseline for each experiment hall is established by translating the flux from all
six reactors. Unlike the first Double-Chooz result which used the Main Injector Neutrino
Oscillation Search (MINOS) measurement of the atmospheric mass splitting to constrain
its fit [43], Daya Bay freely fits for the effective mass splitting ∆m2ee. Figure 2.10a shows
the ratio of the measured number of events and the no oscillations expectation for each
experiment hall. The χ2 profile for sin2 2θ13 is inset in the top right, showing the ex-
clusion of zero at great than 5-σ. Another reactor experiment, Reactor Experiment for
Neutrino Oscillation (RENO) (situated in South Korea), confirmed this result less than a
year later at 4.9-σ [44]. Daya Bay’s latest result was published in 2018 [45]. A best fit of
sin2 2θ13 = 0.0856± 0.0029 and ∆m232 = 2.471+0.068−0.070(−2.575)+0.068−0.070 × 10−3 eV2 assuming
the normal (inverted) hierarchy, was found for the 1958 days of data. The corresponding




A non-zero value of θ13 is key to measuring the CP violating phase δCP via long-
baseline accelerator neutrino oscillation experiments. This is clear from the Psol term of
Equation 2.40. By the same reasoning, experiments like NOvA do in fact have some sens-
itivity to θ13. However, the behaviour of the probability when changing θ13 is completely
degenerate with the behaviour when changing θ23. Thus, the sensitivity in this channel is
8The first indications came from T2K. In the same year, they reported electron neutrino appearance
from a muon neutrino beam with a significance of 2.5-σ [34].
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uncertainties were not included in the analysis; the absolute
normalization ε was determined from the fit to the data. The
best-fit value is
sin2 2θ13 = 0.092 ± 0.016(stat) ± 0.005(syst)
with a χ2/NDF of 4.26/4. All best estimates of pull parameters
are within its one standard deviation based on the correspond-
ing systematic uncertainties. The no-oscillation hypothesis is
excluded at 5.2 standard deviations.
The accidental backgrounds were uncorrelated while the
Am-C and (alpha,n) backgrounds were correlated among
ADs. The fast-neutron and 9Li/8He backgrounds were site-
wide correlated. In the worst case where they were correlated
in the same hall and uncorrelated among different halls, we
found the best-fit value unchanged while the systematic un-
certainty increased by 0.001.
Fig. 4 shows the measured numbers of events in each de-
tector, relative to those expected assuming no oscillation. The
6.0% rate deficit is obvious for EH3 in comparison with the
other EHs, providing clear evidence of a non-zero θ13. The
oscillation survival probability at the best-fit values is given
by the smooth curve. The χ2 versus sin22θ13 is shown in the
inset.
Weighted Baseline [km]



































FIG. 4. Ratio of measured versus expected signal in each detector,
assuming no oscillation. The error bar is the uncorrelated uncertainty
of each AD, including statistical, detector-related, and background-
related uncertainties. The expected signal is corrected with the best-
fit normalization parameter. Reactor and survey data were used to
compute the flux-weighted average baselines. The oscillation sur-
vival probability at the best-fit value is given by the smooth curve.
The AD4 and AD6 data points are displaced by -30 and +30 m for
visual clarity. The χ2 versus sin2 2θ13 is shown in the inset.
The observed νe spectrum in the far hall is compared to
a prediction based on the near hall measurements in Fig. 5.
The disagreement of the spectra provides further evidence of
neutrino oscillation. The ratio of the spectra is consistent with
the best-fit oscillation solution of sin2 2θ13 = 0.092 obtained
































FIG. 5. Top: Measured prompt energy spectrum of the far hall (sum
of three ADs) compared with the no-oscillation prediction from the
measurements of the two near halls. Spectra were background sub-
tracted. Uncertainties are statistical only. Bottom: The ratio of mea-
sured and predicted no-oscillation spectra. The red curve is the best-
fit solution with sin2 2θ13 = 0.092 obtained from the rate-only anal-
ysis. The dashed line is the no-oscillation prediction.
In summary, with a 43,000 ton-GWth-day livetime expo-
sure, 10,416 reactor antineutrinos were observed at the far
hall. Comparing with the prediction based on the near-hall
measurements, a deficit of 6.0% was found. A rate-only anal-
ysis yielded sin2 2θ13 = 0.092 ± 0.016(stat) ± 0.005(syst).
The neutrino mixing angle θ13 is non-zero with a significance
of 5.2 standard deviations.
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FIG. 4. The 68.3%, 95.5% and 99.7% C.L. allowed regions in the
 m2ee-sin2 2✓13 plane. The one-dimensional   2 for sin2 2✓13 and
 m2ee are shown in the top and right panels, respectively. The best-
fit point and one-dimensional uncertainties are given by the black
cross.
Nuclear Power Gro p, Key Laboratory of Particl and
Radiation Imaging (Tsinghua U iversity), the Ministry of
Education, Key Laboratory of Particle Physics a d Particle
Irradiation (Shandong University), the Ministry of Education,
Shanghai Laboratory for Particle Physics and Cosmology,
the Research Grants Council of the Hong Kong Special
Administrative Region of China, the University Development
Fund of The University of Hong Kong, the MOE program
for Research of Excellence at National Taiwan University,
National Chiao-Tung University, and NSC fund support
from Taiwan, the U.S. National Science Foundation, the
Alfred P. Sloan Foundation, the Ministry of Education,
Youth, and Sports of the Czech Republic, the Charles
University Research Centre UNCE, the Joint Institute of
Nuclear Research in Dubna, Russia, the CNFC-RFBR joint
research program, the National Commission of Scientific and
Technological Research of Chile, and the Tsinghua University
Initiative Scientific Research Program. We acknowledge
Yellow River Engineering Consulting Co., Ltd., and China
Railway 15th Bureau Group Co., Ltd., for building the
underground laboratory. We are grateful for the ongoing
cooperation from the China General Nuclear Power Group
and China Light and Power Company.
⇤ Now at Department of Chemistry and Chemical Technology,
Bronx Community College, Bronx, New York 10453
[1] F. P. An et al. (Daya Bay Collaboration), Phys. Rev. Lett. 108,
171803 (2012), arXiv:1203.1669 [hep-ex].
[2] J. K. Ahn et al. (RENO Collaboration), Phys. Rev. Lett. 108,
191802 (2012), arXiv:1204.0626 [hep-ex].
[3] Y. Abe et al. (Double Chooz Collaboration), Phys. Rev. Lett.
108, 131801 (2012), arXiv:1112.6353 [hep-ex].
[4] K. Abe et al. (T2K Collaboration), Phys. Rev. Lett. 112, 061802
(2014).
[5] P. Adamson et al. (MINOS Collaboration), Phys. Rev. Lett. 110,
171801 (2013).
[6] F. P. An et al. (Daya Bay Collaboration), Phys. Rev. Lett. 112,
061801 (2014), arXiv:1310.6732 [hep-ex].
[7] F. P. An et al. (Daya Bay Collaboration), Phys. Rev. D 95,
072006 (2017), arXiv:1610.04802 [hep-ex].
[8] F. P. An et al. (Daya Bay Collaboration), Nucl. Instr. Meth. A
811, 133 (2016).
[9] F. P. An et al. (Daya Bay Collaboration), Nucl. Instr. Meth. A
773, 8 (2015).
[10] D. Adey et al. (Daya Bay Collaboration), (2018),
arXiv:1808.10836 [hep-ex].
[11] Y. Huang et al., Nucl. Instrum. Meth. A 895, 48 (2018),
arXiv:1707.03699 [physics.ins-det].
[12] P. Huber, Phys. Rev. C 84, 024617 (2011), arXiv:1106.0687
[hep-ph].
[13] T. A. Mueller, D. Lhuillier, M. Fallot, A. Letourneau,
S. Cormon, M. Fechner, L. Giot, T. Lasserre, J. Martino,
G. Mention, A. Porta, and F. Yermia, Phys. Rev. C 83, 054615
(2011).
[14] See Supplemental Material at [URL will be inserted by
publisher] for the following tabulated data: the observed
prompt energy spectra for ⌫e inverse beta-decay candidates
and estimated backgrounds for each experimental hall, the
distribution of   2 versus sin2 2✓13 and  m2ee, and the
components of the detector response model P (Erec; Etrue).
[15] F. P. An et al. (Daya Bay Collaboration), Chin. Phys. C 41,
013002 (2017), arXiv:1607.05378 [hep-ex].
[16] X. B. Ma, Y. F. Zhao, Y. X. Chen, W. L. Zhong, and F. P. An,
Nucl. Phys. A 966, 294 (2017), arXiv:1512.07353 [physics.ins-
det].
[17] F. P. An et al. (Daya Bay Collaboration), Phys. Rev. Lett. 115,
111802 (2015), arXiv:1505.03456 [hep-ex].
[18] M. Tanabashi et al. (Particle Data Group), Phys. Rev. D 98,
030001 (2018).
[19] P. Adamson et al. (MINOS Collaboration), Phys. Rev. Lett. 112,
191801 (2014).
[20] M. A. Acero et al. (NOvA), Phys. Rev. D 98, 032012 (2018),
arXiv:1806.00096 [hep-ex].
[21] K. Abe et al. (T2K), Phys. Rev. Lett. 121, 171802 (2018),
arXiv:1807.07891 [hep-ex].
(b)
Figure 2.10: Left: Ratio of the number of observe i verse β decay events and no osci -
lations prediction for Daya Bay’s first analysis in 2012. Each blue point represents data
from a single detector and the red curve is the best fit. Err r bars on the data show bot
the statistical a d tot l uncorrelated ystematic error. The inset plot shows the χ2 profile
for sin2 2θ13. Zero is clearly xcluded a greater than 5-σ. Taken from [42]. Right: The
1-, 2- and 3-σ confidence intervals in θ13 and ∆m
2
ee space for Daya Bay’s most recent
publication. The panels on the top and right of the figure show the One Dimensional (1D)
∆χ2 for each parameter. The best fit and corresponding 1D uncertainties are given by the
black cross. Taken from [45].
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much less than that achieved in the electron antineutrino disappearance channel. Long-
baseline experiments measuring P (νµ → νe), therefore, usually constrain θ13 in their fits
using reactor measurements.
2.5.3 Measurements in the Atmospheric Sector
The ‘atmospheric’ sector refers to the parameters θ23 and ∆m
2
32. It has been and continues
to be, one of the most studied. The importance of the parameters to the neutrino mass
hierarchy and potential µ/τ symmetry has already been discussed in Section 2.4.1. The
IceCube, MINOS, Super-Kamiokande and T2K collaborations have all released results in
this sector since 2019 [38,46–48], as has NOvA [1]. NOvA’s result is discussed in detail in
Section 2.5.5, a brief summary of the results from the other collaborations is given here.
• IceCube: The IceCube experiment detects atmospheric and astrophysical neutrinos
via their interaction with approximately one cubic kilometre of instrumented ice,
1.5 km below the surface, close to the South Pole. To probe the atmospheric mixing
parameters, tau neutrino appearance from atmospheric muon neutrinos (νµ → ντ ) is
used. Neutrinos with reconstructed energies between 5.6 GeV and 56 GeV are taken
forward into the final selection. In their last analysis published in 2019, the normal
hierarchy and upper octant were preferred with a 2D best fit at sin2 θ23 = 0.58
+0.04
−0.13
and ∆m232 = 2.55
+0.12
−0.11 × 10−3 eV2.
• MINOS: At Neutrino 2020, MINOS and its successor MINOS+ presented its final
oscillation analysis, combining beam and atmospheric data from ten years of run-
ning. The experiment was made up of two detectors, a near and a far, separated
by a baseline of 735 km. They were functionally identical, constructed from altern-
ating planes of plastic scintillator strips and steel. They were also magnetised and
placed on-axis with respect to the muon neutrino enhanced beam with an energy
peaked around 3 and 7 GeV for MINOS and MINOS+ respectively. Muon neutrino
disappearance and electron neutrino appearance was used to probe the atmospheric
parameters. The normal ordering and lower octant were found to be slightly pre-






−0.09 × 10−3 eV2.
Maximal mixing was disfavoured at around the 1-σ level.
• Super-Kamiokande: Super-Kamiokande’s importance to the understanding of solar
neutrinos has already been highlighted. It also definitively demonstrated the oscilla-
tion of atmospheric neutrinos and, therefore, showed that neutrinos have mass. The
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detector has a fiducial mass of 22.5 ktonnes and is composed of a cylindrical tank of
water. Cherenkov light from final state particles of neutrino interactions is picked
up by approximately 11000 Photo-multiplier Tubes (PMTs). Different particles in
the medium produce light signals of distinct topologies and this property can be
used to identify particle type. The light can also be used to determine the direction
of the incoming neutrino, allowing the rate of neutrinos of different flavours to be
measured as a function of angle (baseline). In the absence of oscillations, the rate
is roughly isotropic. A 3-flavour oscillation model can be applied to explain angular
dependence in the data. Super-Kamiokande’s most recent result was released at
Neutrino 2020, the normal hierarchy was preferred and the best fit was found to be






−0.12 × 10−3 eV2.
• T2K: NOvA’s main ‘competitor’, T2K is a long-baseline experiment in Japan. A
complex of three near detectors sits 280 m downstream of a muon neutrino enhanced
beam that has an energy peaked at 600 MeV. The Super-Kamiokande detector
functions as a far detector, 295 km further downstream and 2.5 degrees off-axis.
Muon neutrino disappearance and electron neutrino appearance are used to probe
the atmospheric parameters. In April 2020, a T2K article focussing on CP viola-
tion was published [49]. This is briefly discussed in Section 2.5.4. Three months
later at Neutrino 2020, a more general result was presented. The data preferred





−0.08 × 10−3 eV2.
Figure 2.11 shows the most recent contours from all of the experiments discussed in this
section. Assuming the normal neutrino mass hierarchy, there is general agreement at
the 90% confidence level. With the exception of Super-Kamiokande, contours are largely
symmetric about maximal mixing (sin2 θ23 = 0.5).
2.5.4 Constraints on δCP
The parameter quantifying to what extent neutrino oscillations violate CP symmetry, δCP ,
is currently the field’s least well measured. MINOS, NOvA and T2K all provide weak con-
straints, generally in slight tension with each other.
In a paper published in April 2020, T2K observed data explainable by a sizeable in-
crease in the neutrino oscillation probability [49]. This lead to the exclusion at 3-σ of
46% of δCP values, corresponding to those giving an enhancement of the antineutrino
28 Neutrino Physics

























Neutrino 2020 - Latest Results
90% C.L (Normal Ordering)
https://conferences.fnal.gov/nu2020/
https://indico.fnal.gov/event/43209/
Figure 2.11: Contours in θ23 and ∆m
2
32 space, from the most recent atmospheric sector
analyses. Assuming the normal mass hierarchy, the 90% confidence intervals are shown;
each collaboration is represented by its own colour and is labelled. Taken from [50].
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Fig. 14 Significance of the DUNE determination of CP-violation
(δCP ̸= [0, ± π ]) as a function of the true value of δCP, for seven
(blue) and ten (orange) years of exposure, in both normal (top) and
inverted (bottom) ordering. The width of the transparent bands cover
68% of fits in which random throws are used to simulate statistical varia-
tions and select true values of the oscillation and systematic uncertainty
parameters, constrained by pre-fit uncertainties. The solid lines show
the median sensitivity
Fig. 15, the median sensitivity reaches 0 at CP-conserving
values of δCP (unlike the case with the throws as in Fig. 14),
but in regions far from CP-conserving values, the Asimov
sensitivity and the median sensitivity from the throws agree
well.
Figure 16 shows the result of Asimov studies investigating
the significance with which CPV can be determined in NO
for 75% and 50% of δCP values, and when δCP = − π/2, as
a function of exposure in kt-MW-years, which can be con-
verted to years using the staging scenario described in Sect. 6.
The width of the bands show the impact of applying an exter-
Fig. 15 Asimov sensitivity to CP violation, as a function of the true
value of δCP, for ten years of exposure. Curves are shown for variations
in the true values of θ23 (top), θ13 (middle) and ∆m232 (bottom), which
correspond to their 3σ NuFIT range of values, as well as the NuFIT
central value, and maximal mixing
123
Figure 2.12: Asimov sensitivity to CP violation at DUNE, as a function of the true value of
δCP , for ten years of exposure. The green shaded area represents the effect of changing θ23
within the 3-σ NuFit range of values [36]. Similar treatment of ∆m232 and θ13 yield smaller
variations in the sensitivity compared to the central value evaluation. Taken from [51].
oscillation probability. With the addition of more data, at Neutrino 2020 T2K reported a
similar preference but with weaker limits, excluding 35% at 3-σ [48].
Future accelerator based oscillation experiments with longer baselines, larger detectors
and more powerful beams hope to make a more precise measurement of δCP . Figure 2.12
shows the Asimov sensitivity of DUNE [51], a planned liquid argon based experiment, as a
function of the true value of δCP . If the normal hierarchy is assumed and with 10 years of
running, DUNE has the ability to exclude the CP conserved case at 5-σ for greater than
50% of δCP ’s range.
2.5.5 Latest 3-flavour Results from NOvA
This section will briefly summarise the results of the latest (2020) 3-flavour analysis of
NOvA’s data, presented at Neutrino 2020 [1]. Chapter 6 discusses improvements made to
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this analysis and Chapter 7 presents the results of those improvements. It is important to
note that the same dataset and simulation are used in the version presented here and the
version presented in later chapters.
Figure 2.13 shows the Protons on Target (POT) accumulating against time for the
dataset used in the 2020 analysis. At NOvA, the beam mode where the number of neutri-
nos in the beam is enhanced is known as Forward Horn Current (FHC) mode. The corres-
ponding antineutrino mode is known as Reverse Horn Current (RHC) (see Section 3.1.2
for details). The total FHC and RHC exposures are 13.60 × 1020 and 12.50 × 1020 POT
respectively, collected between 2014 and 2020. 3-flavour oscillation results are extracted
from a simultaneous fit of data in both beam modes, in the muon neutrino disappearance
and electron neutrino appearance channels.
Figures 2.14a and 2.14b show the distributions of reconstructed neutrino energy at the
FD for selected muon neutrinos and antineutrinos in FHC and RHC respectively. There
were 211 candidates in FHC (on a background of 8.2 events) and 105 candidates in RHC
mode (on a background of 2.1 events). Analogous spectra for electron neutrinos are shown
in Figure 2.159. The number of appearance electron neutrinos is less than the number of
surviving muon neutrinos. 82 and 33 candidates were observed in FHC and RHC respect-
ively.
The resulting confidence intervals in sin2 θ23 and δCP space are shown in Figure 2.16a
for both the normal and inverted hierarchies. The best fit at sin2 θ23 = 0.57
+0.04
−0.03 and
∆m232 = 2.41± 0.07 × 10−3 eV2 shows a preference in the data for the normal hierarchy
(at 1-σ) and upper octant (at 1.2-σ). With regard to δCP , the best fit is found to be at
0.82π and there is at least one value in each choice of hierarchy and octant that is not
disfavoured at greater than 1-σ. δCP = 3π/2 in the normal hierarchy is excluded at greater
than 3-σ while δCP = π/2 in the inverted hierarchy is disfavoured at approximately 2-σ.
This is nicely explained in Figure 2.16b by the so-called ‘bi-event’ plot, or, the number
of electron neutrino candidates compared to electron antineutrino candidates. No strong
asymmetry in the number of each type of event is observed.
9The electron neutrino spectra are not directly analogous to the muon neutrino spectra. Disappearance
conserves CP, therefore, antineutrinos in the neutrino mode sample are counted as signal and vice versa
in antineutrino mode. Appearance does not necessarily conserve CP, therefore, electron (anti)neutrinos in
the (neutrino) antineutrino sample are counted as background.
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Figure 2.13: The number of POT as a function of time for the NOvA 2020 dataset.
Each point represents 24 hours of data taking and the solid lines show the cumulative
totals. Orange and blue regions represent neutrino and antineutrino beam running modes





































































Figure 2.14: The 2020 analysis reconstructed neutrino energy spectra at the FD with muon
neutrino selection cuts and energy estimator applied. Neutrino and antineutrino beam
modes are shown on the left and right figures respectively. The ratio to no oscillations for
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Figure 2.15: The 2020 analysis reconstructed neutrino energy spectra at the FD with
electron neutrino selection cuts and energy estimator applied. Neutrino and antineutrino
beam modes are shown on the left and right figures respectively. The binning scheme is
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Figure 2.16: Left: 1-, 2- and 3-σ contours for the 2020 3-flavour oscillations fit in sin2θ23
and δCP space. Right: So-called ‘bi-event’ plot, the number of electron neutrino can-
didates compared to electron antineutrino candidates is shown, as well as the best fit
prediction. For choices of oscillation parameters in the four octant and hierarchy scen-
arios, an ellipse is traced out by varying the value of δCP . No strong asymmetry in the






























Normal Ordering (best fit) Inverted Ordering (∆χ2 = 2.7)
bfp ±1σ 3σ range bfp ±1σ 3σ range
sin2 θ12 0.304
+0.013
































































Normal Ordering (best fit) Inverted Ordering (∆χ2 = 7.1)
bfp ±1σ 3σ range bfp ±1σ 3σ range
sin2 θ12 0.304
+0.012




































+2.517+0.026−0.028 +2.435→ +2.598 −2.498
+0.028
−0.028 −2.581→ −2.414
Table 2.1: 3-flavour oscillation parameters from a fit to 2020 global data by the NuFit
collaboration. The lower and upper sections show results obtained with and without
atmospheric data from Super-Kamiokande includedA. Best fits in the normal and inverted
hierarchy scenarios are included in the left and right columns respectively. Taken from [36].
AThere was not enough information available to the NuFit collaboration to make an independent analysis
of Super-Kamiokande atmospheric data comparable in detail to that performed by the collaboration. The




NOvA is a two-detector, long-baseline experiment designed primarily to study the PMNS
matrix and neutrino mass hierarchy, via muon neutrino disappearance and electron neut-
rino appearance in a muon neutrino beam. The two detectors, a near and a far, are
functionally equivalent and used to measure the neutrino energy and flavour composition
of the NuMI beam at two distances from the target. Both detectors are located off-axis
at 14 mrad and their almost identical construction allows for partial cancellation of sys-
tematic uncertainties correlated between the them. The 300 tonne Near Detector (ND)
is located 100 m underground, 1.015 km from the point at which the protons hit the
target at Fermilab, allowing the flux to be sampled before oscillations have taken place.
The much larger, 14 kilo-tonne Far Detector (FD) operates on the surface near Ash River,
Minnesota, a further 809 km from the target. This detector is used to search for oscillation
phenomena. The choice of baseline and off-axis position means that the FD experiences
a narrow energy flux at the first oscillation maximum, enhancing sensitivity to oscillations.
This chapter gives an overview of the NOvA experimental set-up. Section 3.1 discusses
the neutrino source and Section 3.2 explains the near and far detectors. The operational
design differs very little from the one initially described in the NOvA Technical Design
Report (TDR) [53], where additional information on many of the topics discussed in this
chapter can be found.
3.1 The NuMI Beam
Neutrinos from the Main Injector (NuMI) [54] is the name given to the facility providing
the flux of neutrinos or antineutrinos that NOvA uses for its oscillation and cross-section
The NOvA Experiment 35
Figure 2: Schematic of the NuMI Beam. The individual components of the NuMI beam (not
to scale) are shown together with the relevant dimensions. All the important elements are
shown, including the target, the horns, the decay pipe, the hadron absorber, and the so-called
muon shield which consists of the dolomite rock preceding the MINOS Near Detector.
and predominantly decay via the modes ⇡+ ! µ+ + ⌫µ and K+ ! µ+ + ⌫µ
yielding a ⌫µ beam. There is also a few percent ⌫̄µ component coming from
negative hadrons and a small contamination of electron neutrinos (⌫e) due to
subdominant electronic decay mode of K+ hadrons, decays of K0 particles, and
decays of tertiary muons [10].
A hadron monitor is located at the end of the decay volume just in front
of the 5 m thick absorber to record the profile of the residual hadrons. These
residual hadrons are attenuated to a negligible number by the absorber. Four
alcoves have been excavated in the rock just downstream of the absorber and
are used to house three muon monitors allowing measurement of the residual
muon flux with three di↵erent threshold energies2. The 240 m of rock following
the absorber stops the muons remaining in the beam but allows the neutri-
nos to pass. After 240 m a cavern has been excavated to house the MINOS
Near Detector. The cavern subsequently housed additional experiments such
as MINER⌫A or ArgoNeuT, taking advantage of the high neutrino flux at that
location. The schematic of the NuMI beam is shown in Fig. 2. The individual
beam components are described in more detail in the sections below.
2.1. The Primary Beam Line
The primary beam line is a transfer line carrying the 120 GeV protons from
the Main Injector to the NuMI target. There were two central design principles
for the NuMI proton beam line [29]: safe and low-loss transmission of a very
high-power proton beam and accuracy and stability of targeting. Fractional
losses over the 350 m beam line were required to be kept below 10 5. The
physics of the MINOS experiment required the beam to have an angular stability
of ±60 µrad, and a positional stability of ±250 µm at the target. Typical
operational values achieved were fractional beam loss prior to the target profile
monitor of 3⇥10 7, angular stability of ±15 µrad, and positional stability of
±100 µm.
2The fourth alcove was not instrumented during MINOS running.
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i 3.1: Schematic drawing of the NuMI beam facility showing the target hall, decay
pipe, hadron monitor, absorber and muon monitors. Taken from [54].
analyses. A schematic drawing of the facility is shown in Figure 3.1, displaying all of its
key components. It is just one part of a complex of accelerators and other machinery
located at Fermi National Accelerat r L boratory (Fermilab) i th US mid-west, shown
in Figure 3.2. Protons originating from an ion source are gradually accelerated though the
complex until they reach 120 GeV. These primary particles are then directed to impinge
on the NuMI target, this is typically done in batches of ∼ 1013 particles over 10 µs at
intervals of approximately 1.33 s. This is known as a ‘spill’ and creates a directed cascade
of secondary hadrons, mostly pions, which go on to decay to neutrino-charged lepton pairs.
The next sections walk through this process in more detail.
3.1.1 Primary P oton Beam
The 120 GeV protons directed at the NuMI target start as a beam of 35 keV hydrogen
ions, generated by an ion source. These ions are fed into Fermilab’s 150 m long Linear
Accelerator (LINAC), accelerating them to 400 MeV, before their electrons are stripped
using a thin gold foil and they are passed to the Booster. The Booster is a synchrotron
with a diameter of 152 m and accelerates the bare protons to 8 GeV. From here they are
pa d into the fixed field Recycler ring here a technique known as ‘slip-stacking’ is used.
Slip-stacking is key to giving NuMI the ability to run at higher intensities and involves
grouping together 2 batches of protons from the Booster. Due to the much larger size
of the Recycler compared to the Booster, it can accommod te u to six of these double
bunches. This is known as the ‘6+6’ configuration. As a final step, the slip-stacked protons
are passed to the Main Injector (MI) where they are accelerated to their final momentum
of 120 GeV. While this is being done, in parallel, the next batches of protons are being
stacked in the recycler.
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Figure 3.2: The Fermilab accelerator complex, showing the path of protons from ion source
to NuMI target [55].
3.1.2 Secondary Hadron Beam
Once at 120 GeV, the protons are extracted and directed to impinge on the 0.95 m long
graphite target in the NuMI beam facility (see Figure 3.1). The collisions between the
accelerated protons and carbon atoms of the target create a spray of hadrons, mostly pions
and kaons, which are focussed to form a secondary beam.
The focussing is done by a pair of magnetic horns placed down-stream of the target,
each composed of an outer and parabolically shaped inner conductor. When pulsed with a
high current, a magnetic field with a strength inversely proportional to the radial distance
from the central axis is created. The shape of the inner conductor results in the path length
of a charged particle moving through the conductor to be proportional to the square of
its radial entry distance. Putting these two pieces of information together under the thin
lens approximation, the result is a lens with a focal length proportional to a particle’s
incident momentum. The sign of the current can be flipped to focus or deflect a certain
particle charge. The modes where negatively and positively charged particles are focussed
are known as Reverse Horn Current (RHC) and Forward Horn Current (FHC) modes
respectively. Figure 3.3 shows possible trajectories of particles incident on the horns. It














































Figure 13: Hadron Trajectories Through the Two Horns. The top diagram illustrates possible
trajectories through the two NuMI horns. Hadrons that are underfocused or overfocused
by the first horn are further focused by the second horn. The bottom graph illustrates the
composition of the low energy NuMI spectrum from the di↵erent hadron trajectory classes
through the horns.
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Figure 3.3: Possible trajectories of particles incident on the magnetic focussing horns.
The use of two horns ensures that any particle under or over focussed by the first horn, is
re-focussed by the second. Particles which do not enter the region between the inner and
outer conductors, those with low transverse momentum, are undeflected. Taken from [54].
was demonstrated that the use of two horns over one increases focussing efficiency by 50%.
Additionally, the relative positions of each of the horns and target can be varied, to tune
the energy of the beam. The further the most down-stream horn is away, the higher the
beam energy.
3.1.3 Decay Pipe & Neutrino Beam
After passing the second horn, the focussed hadrons enter the 675 m long decay pipe.
The decay pipe is filled with helium which, due to its long interaction length, gives the
secondary mesons time to decay in flight to tertiary mesons, charged leptons and neutrinos.
At this point, t e vast majority of particles in the beam are pions with momenta of order
GeV, although there is some contribution from kaons. The most relevant decay modes in
each horn current are summarised in Table 3.1. The meson’s daughters are Lorentz boosted
down the pipe towards the Absorber, designed to prevent any unwanted particles from
travelling further. Around 80% of unwanted beam which reaches the Absorber consists
of primary protons which didn’t interact, the remainder is mostly secondary protons and
mesons that did not decay. A small fraction (4%) is made up of electrons, neutrons
and gammas. Approximately 240 m of rock after the Absorber is used to range out any
remaining muons, some however propagate further and decay themselves via (in RHC
mode) µ− → νµ + e− + ν̄e. This is one way that an electron neutrino component is
introduced to the beam, constituting an irreducible background to the νe appearance
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Horn Current Decay Mode Branching Ratio
FHC
π+ → µ+ + νµ 0.9999
K+ → µ+ + νµ 0.6355
RHC
π− → µ− + ν̄µ 0.9999
K− → µ− + ν̄µ 0.6355
Table 3.1: Most common decay modes for charged pions and kaons. Branching ratios
taken from [26].
analysis. The same background can also arise from the decays of K0 and K± via, for
example,
K0L → π− + e+ + νe (3.1)
K+ → π0 + e+ + νe. (3.2)
The energy spectrum of these electron neutrinos has a peak at a higher energy than those
hailing from pions, around 7.5 GeV at NOvA. Charged and neutral kaons are also the
dominant parent of muon neutrinos at higher energy. These neutrinos have an energy
spectrum which peaks around 12 GeV.
3.1.4 Off-axis Design
A key feature of NOvA is that both detectors sit 14.6 mrad off the axis of the NuMI beam.
This is a technique which exploits the kinematics of a two body decay, the dominant decay
mode in the creation of a neutrino beam. Taking the specific example of π+ → µ+ + νµ,
in the rest frame of the parent pion, the decay is isotropic. In the case of beam however,
in the laboratory frame, the pions decay in flight and the daughters are boosted. The
neutrino energy, therefore, becomes a function of the pion energy and the angle of the










Eπ, mπ and γ are the energy, rest mass and Lorentz factor respectively of the parent pion.
Additionally, mµ is the rest mass of the muon and θ is the (small) angle between the
pion and neutrino directions. The equation can be derived by considering conservation of
4-momentum between parent and daughter particles.
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Figure 3.4: Neutrino energy as a function of parent pion energy at different angles with
respect to the beam axis [56].
This relationship highlights that the muon neutrino energy spectrum that the detect-
ors see can be tuned. Figures 3.4 and 3.5 show this effect. The reconstructed neutrino
energy spectra for νµ-CC events at the Near and Far detectors is plotted for different
off-axis angles. Although moving further off-axis reduces the overall flux, it becomes more
narrowly peaked around the first oscillation maximum (∼ 2 GeV). This is a consequence
of neutrino energy becoming less dependent on pion energy as the detectors are moved
further away from the beam axis.
Another benefit of the detectors being off-axis is enhanced background rejection, par-
ticularly in the case of NC events where there is no outgoing charged lepton. In such an
interaction, the neutrino carries much of the energy away, causing a tendency in the visible
energy to “feed down” to lower energies. With a wide beam, there are more NC events
from higher energy neutrinos which have the ability to feed down into the signal region.
An effect which is greatly reduced when the beam is narrowed.
3.2 The NOvA Detectors
The primary goal of the NOvA detectors is to identify muons and electrons produced in
CC neutrino interactions and measure their energy. The two detectors are liquid scintil-
lator based tracking calorimeters, that are functionally identical. Their main distinctions
are their size and location with respect to the surface. The ND is 300 tonne and 105 m
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Figure 3.5: Reconstructed energy spectra for νµ-CC in the ND (left) and FD (right)
constructed at different angles with respect to the beam axis [57].
underground, in contrast to the FD which is 14 kilotonne and on the surface.
To distinguish muons from electrons, and both of these from backgrounds such as NC
events, the detectors are segmented and make use of low-Z materials (primarily carbon).
The segmentation is done via the use of many Polyvinyl Chloride (PVC) cells filled with
liquid scintillator, each read out by their own wavelength shifting fibre. The array of cells
must be sufficiently granular to separate using topology, the showering particles, such as
electrons, from non-showering particles, such as muons and pions. Using a low Z mater-
ial specifically aids with electron-photon separation, an important concept for reducing
the amount of NC background in the electron neutrino appearance sample. Often in NC
events, a π0 particle will be produced. This neutral particle deposits no observable energy
in the NOvA detectors until it decays, most commonly to two photons. The two single
photons are often difficult to resolve, producing the same signature as an electron in the
detector. In a true electron neutrino CC interaction, the electron is produced exactly at
the primary vertex of the interaction. A π0, although produced at the vertex, will travel
on average some distance determined by the interaction length of the material before de-
caying. The vertex at which the two photons are produced is, therefore, displaced from the
primary vertex. The long interaction length of carbon ensures that the displaced vertex
from a π0 → γγ decay is large enough to be resolved.
A diagram of the two detectors and the fundamental detection principle is shown in
Figure 3.6. Common features, key to their construction and design are explained in more
detail in the next sections. Sections 3.2.7 and 3.2.8 then expand on their differences.
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Figure 3.6: A scaled depiction of the NOvA detectors, including a comparison to the av-
erage person. A ‘zoom’ showing the alternating orientation of cell planes is also included,
along with a schematic drawing of a wavelength shifting fibre looped in a single cell. The
detection principle is also illustrated. A charged particle passes through the cell, causing
the liquid to produce scintillation light. This light bounces around the cell until cap-
tured by the fibre, shifted and transported to be collected and amplified by an Avalanche
Photodiode (APD). The image on the far right shows the pixelated readout of a single
APD.
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between cells is designed to minimize the stress and therefore minimize the creep.  Chapter 12 









Fig. 5.11:  Drawing of the NOQA rigid PVC extrusion.   
 
 
The other crucial property of the PVC is its reflectivity for scintillator light of 400 – 450 
nm.  The light typically bounces off the PVC walls about 8 times before being captured by the 
fiber, so the surviving light at that point is proportional to the reflectivity raised to a power equal 
to the number of reflections, (reflectivity)8.  A 1% change in reflectivity translates into ~ 8% 
change in the amount of light seen by the fiber.  Our baseline rigid PVC sample has demonstrated 
a reflectivity of ~ 90%  at 430 nm using a PVC mixture loaded with 15% of the anatase form of 
titanium dioxide which boosts the reflectivity in the blue region.  Additional details of NOQA 
PVC properties and NOQA extrusions are covered in Chapter 12.  
5.5.5  Extrusion Modules 
Two factories within the NOQA Collaboration construct leak-tight NOQA extrusion 
modules from the PVC and fiber.   The first factory at Fermilab takes raw extrusion deliveries 
from the extruder and has the primary purpose of checking each extrusion for structural integrity.  
The extrusions are sorted to remove any variations in thickness which may arise during the 
extrusion process and additional sorting may take place to remove extrusions with excess 
“banana” along the length.  The sorting will achieve a set of extrusions to form a single plane 
with a common thickness in the Far Detector at Ash River.  Two sorted 16 cell objects are then 
attached with methyl methacrylate adhesive and the extrusion module is cut to an exact length.   
The second factory is at the University of Minnesota is where the extrusions are threaded 
with wavelength shifting fiber loops as in Figure 5.10 and each fiber is tested for continuity after 
installation.  The extrusion modules are capped at one end by a simple PVC end plate to contain 
the liquid scintillator and are capped at the other end by a more complicated fiber manifold which 
contains the liquid (in horizontal modules) and also routes the 64 fiber ends to 32 APD pixels.  
This is shown in Figure 5.12.  As part of the assembly procedure, the 64 fiber ends are 
constrained into a block to match the APD pixel array, potted in epoxy, and faced off with a fly 
cutter.   
The assembled extrusion modules with fiber manifolds and end caps are 15. 7 meters long, 
sized to fit inside a standard domestic 53-foot semi trailer truck. The end plates and fiber 
manifolds link the entire 32 cells into a common liquid volume.  Thus the 1.3 meter by 15.7 meter 
extrusion module forms the primary containment vessel for the liquid scintillator.  Each vertical 
extrusion module holds about 256 gallons of scintillator and each horizontal module holds about 
278 gallons.   As part of the construction process, each completed extrusion module is tested for 
leaks before being shipped to the Ash River site.   







Figure 3.7: A single NOvA rigid PVC extrusion, 16 cells wide. Taken from [53].
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3.2.1 The Cell
The fundamental building block of the NOvA detectors is the cell: rectangular structures
of rigid PVC, filled with liquid scintillator and containing a looped, wavelength shifting
fibre. Light is collected by the fibre which then shifts and transports it to be collected.
Cells are extruded in groups of 16 with a cross-sectional area of 3.8× 5.9 cm, as depicted
in Figure 3.7. The extrusions are much longer in the FD (15.6 m) than the ND (3.9 m),
leading to greater attenuation of light along the fibres in the FD. To ensure that as much
of the light as possible is captured by the fibre, the PVC was chosen to be highly reflective.
Since light reflects eight times on average before hitting the fibre, an increase in reflectivity
of 1% results in an ∼ 8% increase in the amount of light seen by the fibre.
Two groups of these 16 cells are glued together to form a 32 cell ‘module’. These
plane-like structures are placed normally to the beam direction, with successive layers
turned by 90 degrees with respect to one another. This formation, shown in Figure 3.6,
enables NOvA to do Three Dimensional (3D) tracking of particles.
3.2.2 Liquid Scintillator
PVC constitutes approximately 35% of the total detector mass. The other 65% is act-
ive material, the liquid scintillator held within the cells. Its composition is detailed in
Table 3.2. Aside from the mineral oil used as a solvent, the largest component is pseudoc-
umene - the primary scintillant, which emits light in the range 360 - 390 nm (ultra-violet).
Wavelength shifters are included to shift this light to 400 - 450 nm (violet / blue), to
line-up with the absorption spectrum of the wavelength shifting fibre. Furthermore, a
small amount of tocopherol is added as an antioxidant. This is important since oxy-
gen contamination of scintillator can lead to a degradation of light output. Finally, to
avoid charge build up and possible sparking while filling the PVC cells, small amounts
of antistatic agent are added. This addition has no effect on the light yield. In total,
approximately three million gallons of the scintillator mixture are required to fill the FD
and thirty-thousand gallons are required to fill the ND.
3.2.3 Optical Fibre
Each cell contains a looped, wavelength shifting fibre designed to capture light and trans-
port it via total internal reflection to the pixelated array of an APD. A looped fibre can
yield almost a factor of four more light than a single fibre with a non-reflecting end, since
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Component Purpose Mass Fraction
Mineral Oil Solvent 95.8%
Pseudocumene Scintillant 4.1%
2,5-Diphenyloxazole (PPO) Wavelength shifter 0.091%
bis-MSB Wavelength shifter 0.0013%
Stadis-425 Antistatic agent 0.0003%
Tocopherol Antioxidant 0.0010%
Table 3.2: Chemical composition of the NOvA scintillator [53].
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Figure 3.7: NOvA’s optical fiber absorption and emission spectra. The dye in the optical fiber absorbs
the violet light emitted by the liquid scintillator and re-emits it in the blue-green range. Wavelengths
below 500 nm are highly attenuated due to the overlapped emission and absorption spectra [58].
of 520 - 550 nm will still be measurable. As can be seen from NOvA’s optical fiber absorption
and emission spectra in Figure 3.7, wavelengths below about 500 nm are attenuated due to the
overlap between the two spectra. Each single fiber is looped inside a Polyvinyl Chloride (PVC)
cell. This design allows light traveling in both directions along the cell to be collected. Given the
light produced, a measurable signal requires a good quantum e ciency for green light which is
achieved by using an Avalanche Photo-diode (APD).
3.2.4 Photodetectors and Electronics
The NOvA electronics have to satisfy slightly di↵erent criteria in each detector. In the FD, the
readout should be able to collect information from events happening within the Neutrinos at the
Main Injector (NuMI) spill as well as record cosmic ray events used for calibration and monitoring.
In the ND, the electronics have to be capable enough to allow the multiple particle interactions
induced by the neutrino beam. to be separated. In both detectors, the readout should have a high
quantum e ciency for the light signal and low noise to be able to measure the light from the end
of the cell far away from the readout.
With these considerations in mind, the NOvA photodetectors were chosen to be Hamamatsu
APDs. These APDs have a quantum e ciency of 85% in the 500 - 550 nm region and currently
operate at a gain of 100 and 150 in the ND and in FD, respectively; the higher gain in the FD is to
increase the signal to noise ratio. The thermal creation of electron-hole pairs is minimized by each
APD carrying its own Thermoelectric Cooler (TEC) to keep it operating at - 15  C and therefore
mitigate the dark noise.
APDs use the photoelectric e↵ect to convert light into an electrical signal. Each absorbed
photon can excite an electron which is drifted by a potential di↵erence and then causes an electron
avalanche. These electrons are collected, amplified, and digitized by a coupled Front End Board
(FEB), which sends its data onwards to a Data Concentrator Module (DCM) and then to a farm of
Figure 3.8: Emission and absorption spectra for the NOvA optical fibre. The wavelengths
of light emitted by the scintillator are shifted upwards. Due to an overlap in the spectra,
light below 495 nm is severely attenuated, most notably the largest emission peak at
475 nm. Taken from [53].
light is able to travel in either direction down it. The fibre has a polystyrene core, coated
with two additional layers of material with decreasing refractive index to maximise total
internal reflection. The total diameter of the fibre is 0.7 mm, with the double cladding
constituting around 12% of that.
The APDs used in NOvA have a higher quantum efficiency at longer wavelengths. The
polys yrene of the core is, therefore, m xed with a dye which shifts the 400 - 450 m light
emitted by the scintillator further toward green, 490 - 550 nm. Due to a overlap in the
emission and absorption spectra for the dye, shown in Figure 3.8, wavelengths of light
below around 500 nm are severely attenuated.
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3.2.4 Photodetectors & Front End Boards
NOvA uses APDs manufactured by Hamamatsu for its photodetection, chosen for their
high quantum efficiency in the 520 - 550 nm range of light exiting the fibre ends. They
are packaged in arrays of 32 pixels for a one-to-one mapping with the number of cells in
a module (see Section 3.2.1). Each individual pixel interfaces with both ends of a cell’s
single fibre, as shown in the right side of Figure 3.6.
APDs convert light to an electric signal using the photoelectric effect. When photons
are absorbed, electron-hole pairs are made. An electric field separates these two charge car-
riers and if the potential difference is sufficiently high, their velocity will increase to a level
where they create addition election-hole pairs by impact ionisation. These electron-hole
pairs are then themselves accelerated and the process is repeated, amplifying the photocur-
rent. To reduce noise generated by thermal creation of electron-hole pairs, thermal-electric
coolers are used to maintain an operating temperature of −15◦C. This is key for NOvA
to be sensitive to faint light created at the far end of a FD cell.
Electric signals from the avalanche multiplication are read by a Front End Board
(FEB) containing an Application Specific Integrated Circuit (ASIC), Analogue to Digital
Converter (ADC) and Field Programmable Gate Array (FPGA). This is where the data
acquisition process begins. The rate at which a FEB samples an APD is detector depend-
ent, discussed further in Section 3.2.7. Shaping is performed first by the ASIC, giving
pulses characteristic rise and fall times. Shaped, analogue signals are then digitised by the
ADC and passed onto the FPGA for processing, where the times and amplitudes of the
signals are extracted. Any ‘hits’ with an amplitude above a pre-programmed threshold
are sent on for further processing.
3.2.5 Data Concentrator Modules & Triggering
Following low level processing by the FEBs, the APD hits are sent to a farm of Data
Concentrator Module (DCM)s. Up to 64 APDs feed into a single DCM. Their purpose is
to integrate all information they receive in a 50 µs snapshot in time and produce a data
packet (microslice). This data packet is then sent to a buffer farm via Ethernet where it
is kept while a triggering decision is made. There are two main types of trigger:
• Clock Based, data around a particular point in time is stored. An example is the
NuMI trigger which stores 550 µs of data symmetrically about the 10 µs beam spill.
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A Master Timing Distribution Unit (MTDU) connects to an external Global Posi-
tioning System (GPS) antenna, driving a master clock known as ‘NOvA Time’. The
MTDU drives multiple slave TDUs, each of which synchronise a group of DCMs back
to the master clock. The MTDU is also connected to the accelerator network. In the
case of the NuMI trigger, each time there is a NuMI spill, the MTDU converts the
accelerator timestamp to NOvA time. Data in the buffer nodes with a timestamp
around the spill time is readout.
A related trigger type is a ‘signal’ based trigger. This is when an external signal
to store data for an specified duration is received. An example is the cosmic pulse
trigger which stores 550 µs of FD data at 10 Hz. The data is used for detector
calibration and estimating cosmic background in the various analyses.
• Data Driven, data is read out because specific conditions are met. An example
would be the supernova trigger. This trigger looks for multiple small clusters of hits
and their distribution in time. The length of data read out (in time) is determined
by the time series of the small clusters and the maximum amount of storage on the
buffer nodes.
3.2.6 Detector Assembly
The NOvA detectors are built from the PVC extrusions described in Section 3.2.1. Ex-
trusion modules (two PVC extrusions glued together) were constructed at the Module
Factory at the University of Minnesota, Minneapolis. Here, the modules were tested and
assembled with other detector components. A completed extrusion module features an
end plate stuck across the entire assembly, with centre and side plates added for protec-
tion against leakage. The top is sealed with a manifold cover through which the fibres are
direct to the ‘snout’. The snout routes the fibres to the APD pixel array and provides the
fill and vent ports that allow the module to be filled with liquid scintillator. An electronics
box, supported by the snout, contains the APD and FEB. Once complete and leak tested,
the modules were shipped to either the ND or FD sites.
3.2.7 Near Detector
The NOvA ND is located in a purpose-built cavern, 105 m below ground and 1.015 km
downstream of the NuMI target at Fermilab. The cavern is accessible from the shaft used
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5.4   Near Detector Site and Detector Area at Fermilab 
The NOQA Near Detector will be located in a new underground cavern off the existing 
MINOS access tunnel as shown in Figure 5.8.  This new cavern requires a modest excavation of 
about 750 cubic yards of rock.  Access to the area is via the existing MINOS shaft.   
This Near Detector site will be located 1015 meters from the NuMI Target Hall and 105 
meters below grade.  The cavern is on a level grade and the NuMI neutrino beam enters the area 
from above at an angle of 58 milliradians (~3 degrees).  At Ash River the beam enters the Far 
Detector from below at an angle of 58 milliradians.  The cavern and Near Detector are located 
off-axis at the same angle of 14.6 milliradians as the Far Detector in Ash River as illustrated in 




















Fig. 5.8: Plan view and elevation (top) views of the NuMI beam line at Fermilab.  The NOQA 


















Fig. 5.9: A detailed plan view of the MINOS access tunnel from the vertical MINOS shaft to the 
















Figure 3.9: A plan view of the ND cavern with respect to the MINOS installations and
beamline. Taken from [53].
by the MINOS experiment [58]. As discussed in Section 3.1.4, the ND sits 14.6 mrad away
from the central axis of the beam. Furthermore, since the detector is on a level grade, the
NuMI beam enters at a slight downward angle of 3◦. Figure 3.9 shows the position of the
cavern with respect to the MINOS hall and the axis of the beam.
Images of the ND from the front and back, highlighting all of the main feature are
shown in Figure 3.10. It can be seen that the detector has two distinct regions. The
most upstream is fully active, constructed from 192 planes, each three extrusion modules,
3.9 m × 4.9 m, wide (high). The most downstream region is known as the ‘muon catcher’.
It has a similar structure to the upstream section but includes 10 layers of 10 cm thick
steal placed between each of the 11 pairs of active planes. Since the steal planes were
recycled from the smaller NOvA prototype Near Detector on the Surface (NDOS), the
muon catcher is 2/3 the height of the rest of the detector. Its purpose is to contain muons
that would otherwise escape through the back. The total ND structure contains 20192
readout channels in 214 planes for a combined length of 15.8 m in the beam direction and
300 tonne total mass.
The primary purpose of the ND is to measure the flux of the NuMI beam before os-
cillations take place. It is, therefore, much closer to the NuMI target than the FD and
experiences a much larger flux. During a typical spill, there are between five and ten neut-
rino interactions in the ND. To avoid pile-up of physics events, greater timing resolution is
required compared to the FD. This is achieved by increasing the rate at which the FEBs
sample the APDs by a factor of four (every 125 ns rather than every 500 ns). The result
of this increase is a timing resolution in the ND of 5 ns, compared to 15 ns in the FD. The
ND has been taking data since August 2014.
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(a) (b)
Figure 3.10: Recent photographs of the NOvA ND, including a person for perspective.
The front of the detector is shown on the left image, looking downstream. The muon
catcher is shown in the foreground of the right image. The electronics boxes containing
the FEBs and DCMs are clearly visible on the detector top [55].
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(a) (b)
Figure 3.11: Photographs of the FD hall. The detector was assembled in 1 kilo-tonne
blocks of planes horizontally, before being lifted and pivoted by 90◦ into position (left).
The complete detector is shown on the right [55].
3.2.8 Far Detector
The NOvA FD is constructed from 896 planes normal to the beam direction and contains
a total of 344064 channels. The result is an active area of 15.6 m×15.6 m facing the beam,
a length of 60 m in the beam direction and total mass of 14 kilo-tonne. Approximately
65% of that mass is active (scintillating). Images taken during and following the assembly
of the FD are shown in Figure 3.11.
Like the ND, the FD sits 14.6 mrad away from the central axis of the beam but, in
contrast, is on the surface. The surface position presents a very different challenge for data
taking and offline analysis, compared to the ND. To mitigate the number of cosmic rays
entering the detector, it is shielded by 4 ft (122 cm) of concrete and 0.5 ft (15 cm) of barite.
This overburden provides approximately 14 radiation lengths of protection, reducing the
number of cosmic ray induced events in the detector significantly. Even so, the FD still
experiences cosmic ray events at roughly 150 kHz. A small fraction of this cosmic data
is recorded and used to calibrate the detectors (see Section 4.1.2). It is also used to
estimate the number of cosmic rays contributing to the oscillation analyses’ backgrounds.
In particular, primary cosmic ray photon events can produce electromagnetic showers in
the detector, mimicking νe-CC interactions. Furthermore, cosmic ray neutrons can interact
to produce pions. Such events can be mistaken for νµ-CC interactions. In addition to the
overburden, several offline techniques are used reduce such backgrounds, explained further
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in Section 4.1.3. The FD has been taking data since October 2013.
3.3 Simulation
NOvA uses a wide range of tools to produce accurate simulations of several distinct phys-
ical processes. The extraction of oscillation parameters relies on predictions of the beam
flux, interaction of neutrinos and the response of the detector to particles produced in
these interactions. Without robust modelling and analysis, interpretation of experimental
data is not possible.
3.3.1 Beam Simulation
NOvA’s model of the neutrino flux hails from the simulation of hadron production in
the NuMI target, followed by the subsequent transport and decay of these hadrons. A
Geant4 [59] based simulation featuring an accurate description of beamline geometry (in-
cluding focussing) and material composition, known as G4NuMI [60], is used for this
purpose. A 120 GeV beam of protons with a Gaussian profile in the transverse plane is
used as input to the simulation. The simulation chain ends at the point when a neutrino
is produced1.
To improve the prediction of hadron production, corrections to the nominal neutrino
flux are made based on constraints from external thin and thick target experiments such as
NA49 [61]. The corrections are introduced by applying weights to the neutrino yield, based
on the hadronic interaction history of each individual neutrino2. Weights are calculated
by the Package to Predict the Flux (PPFX), developed by the MINERvA collaboration
for the NuMI beam [62]. The package also estimates uncertainties on the spectrum based
on the external data using a multi-universe technique (Section 4.6.1). Figure 3.12 shows
the neutrino composition of the flux after PPFX corrections have been applied, in both
FHC and RHC modes.
1Muons which are produced in conjunction with the neutrinos are tracked further.
2Truth information about hadronic interactions which eventually lead to a neutrino are tabulated at
the generation stage. These tables contain details of the kinematics of all interactions and the amount of
material traversed by every particle.
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Figure 3.12: Major components of the neutrino flux at the FD (top) and ND (bottom)
in FHC (left) and RHC (right) modes, after corrections calculated using external hadron
production data are applied. Taken from [63].
The NOvA Experiment 51
3.3.2 Interactions & Cross-sections
Monte Carlo (MC) neutrino generators use the meson decay points and momenta inform-
ation from G4NuMI (Section 3.3.1) to generate neutrinos and simulate their interactions
with the detectors and surrounding material. For the analysis presented in this thesis,
NOvA uses the GENIE generator, version 3 [24]. This version allows for the user to choose
and customise the underlying physics models. Weights to the GENIE simulation, motiv-
ated by both our own ND and external data, as well as external theory, are applied. The
Comprehensive Model Configuration (CMC) that NOvA uses is N18 10j 02 11a, based on
the out of the box CMCs G18 10b 02 11a and G18 10j 00 000 with the following changes:
• In the Charged Current Quasi-elastic (CCQE) channel, a sophisticated nuclear phys-
ics model from Nieves et al., involving a local Fermi gas model with corrections from
the Random Phase Approximation (RPA) is used [64]. Systematic uncertainties
come from the ‘z-expansion’ fit of the axial form factor from Meyer et al. [65]. This
involves replacing the traditional dipole structure of the CCQE form factor with
the analytic expression predicted by QCD and making a fit to neutrino-deuteron
scattering data.
• For CC MEC mediated events, where the neutrino interacts with a correlated pair
of nucleons, the Valencia model is used [66]. A fit of this model to NOvA ND data
in the 2D reconstructed visible hadronic energy and three momentum transfer space
is made to improve data-MC agreement.
• For RES events, the Berger-Sehgal model [67] with parameters tuned by the GENIE
collaboration to better agree with neutrino-deuteron scattering data is used.
• For DIS, the Bodek-Yang model with parameters tuned by NOvA to neutrino-
deuteron scattering data is used [68].
• The GENIE hN model for Final State Interactions (FSI) is used, with parameters
tuned by NOvA to better match pion-carbon scattering data.
Figure 3.13 shows the data and MC comparison of the reconstructed visible hadronic
energy in the ND of events passing the νµ-CC selection, with and without NOvA’s adjust-
ment to the cross-section model. Better data-MC agreement is achieved, mostly driven by
the changes made in relation to MEC events.
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Figure 3.13: Data-MC comparison of reconstructed visible hadronic energy in FHC (left)
and RHC (right) beam modes, for events passing the νµ-CC selection. The stacked
histograms represent the breakdown of MC by true interaction mode. The black solid
histogram shows the total simulation after tuning. The corresponding modes in default
GENIE are shown by the dashed black histograms. Taken from [70].
An important background for NOvA, most notably at the FD, arises from interactions
of cosmic rays. To accurately reflect cosmic activity in simulation, cosmic ray data is
‘overlaid’ into the simulation of beam events. Cosmic rays for detector calibration are
simulated using the Cosmic Ray Shower Library (CRY) generator [69].
3.3.3 Detector Simulation
Following the production of particles by a neutrino or cosmic ray interaction, governed by
the generators (Section 3.3.2), propagation and energy deposition in the detector materials
is simulated by GEANT4 [59]. Evaluation of light production and transport through fibres,





Performing an oscillation analysis of data from a two-detector, long-baseline experiment
involves several steps. Deposits of energy or ‘hits’ in the detectors are clustered to isolate
physics events and reconstructed to establish higher level properties (Section 4.1). Based
on these properties, cuts are applied to create signal-rich subsets which can then be binned
further as a function of, for example, reconstructed energy (Sections 4.3 and 4.4). These
spectra can then be tested against a 3-flavour neutrino model dependent on both the os-
cillation parameters and terms capturing systematic uncertainties (Sections 4.6 and 4.7).
In a process called extrapolation, the nominal FD MC is tweaked based on measurements
of the neutrino flux at the ND (Section 4.5). The Common Analysis Format Analysis
(CAFAna) framework (Section 4.2) provides a standardised and efficient way to tackle
many of these steps [71].
This chapter provides a detailed overview of the process to go from raw hits in the
NOvA detectors to constraints on the 3-flavour neutrino oscillation parameters, focussing
on the electron neutrino appearance channel. The chapter discusses primarily the work of




The search for muon and electron neutrino candidates starts with scintillation light pro-
ducing hits in the detectors’ APDs that are digitised to give ADC counts as a function
of time. A threshold determining whether a particular ADC time bin is interesting is
54 Analysis Methodology
defined by a technique called Dual Correlated Sampling (DCS). The difference in ADC
counts between time bins x and x − 3 must be greater than some value set individually
for each APD pixel. Using DCS protects against the baseline wandering. Each hit above
threshold is recorded in a data product known as a cell hit, carrying information about
the cell, plane, time and size of the energy deposition. The time is calibrated to remove
any differences attributable to different hits being processed by different hardware. After
this calibration, the time of a given hit with respect to the data trigger, and to every other
hit in the acquisition is known. The cell provides a transverse position and the plane a
longitudinal position which, along with the calibrated time, can be used to cluster hits
occurring spatially and temporally close to each other. The amount of energy deposited,
characterised by the ADC charge value, is also stored along with a corresponding number
of photo-electrons (PE) produced based on average APD response1. The cell hits are
now known as cal hits and are sorted and saved according to their header information2.
As a result, cal hits from different runs, subruns, and triggers are written to separate files3.
Clustering
NOvA uses the clustering algorithm TDSlicer to associate cal hits which occur close to-
gether in time and space [72]. Due to the alternating plane configuration of both detectors,
explained in Section 3.2.1, each cal hit carries xzt or yzt (cell, plane, time) information.
Clustering is, therefore, initially done in 3D. The resulting groups are then merged to
form a set of Four Dimensional (4D) clusters in xyzt, known as slices. Hits that are not
associated with a slice are labelled as noise and added to the ‘noise slice’ for the event
which is carried forward with through the rest of the analysis chain so that it is available
to analysers.
The process by which 3D clusters are established is itself two step. First, to establish
‘centres’ of clustering in time, the work of Rodriguez and Liao is used [73]. For each given
1The conversion from ADC to PE is a simple scaling of the ADC by a single number, different for the
ND and FD.
2Cal refers to the fact that the hits have been time calibrated. No energy calibration has been carried
out at this point.
3The lowest level simulation files are designed to have exactly the same format as these raw data
files (with the addition of associated ‘truth’ information or, the information with which the events were
generated). This allows reconstruction algorithms applied to both data and MC further down the processing
chain to be identical.
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hit, a metric quantifying the density (ρ) of hits around that given hit is calculated. An
isolation score (δ) for each hit is then evaluated, describing the minimum Euclidean dis-
tance to any other hit with higher density. Hits considered ‘central’ are chosen based on
their density and isolation, with differing cuts for the ND and FD. Figure 4.1 shows the
distribution of density and isolation for a typical clustering problem. From these central
hits, the full 3D clusters are created using Prim’s algorithm [74], building them by starting
with the central hits and successively adding the hit outside the cluster that is nearest to
some hit inside the cluster. There is a cut applied to the distance between two hits, beyond
which the hits will not be clustered. Figure 4.2 shows a diagrammatic representation of the
algorithm. Circles A, B, C and D can be interpreted as hits and the labelled lines connect-
ing them as the distances between them. Starting Prim’s algorithm at hit A, moving from
left to right in the Figure, D is first added to the cluster since it is the closest connected
hit to A. Next, B or C can be added. B is added to the cluster via its connection with
D. Its connection with A could equally have been chosen. At this point, connecting A to
B is no longer valid since that would link two hits already in the cluster. Finally C is added.
Once slices have been established, they are treated as self-contained interactions. All
further reconstruction is applied independently to the group of hits forming each individual
slice. Due to the very different topologies of νµ and νe interactions in the NOvA detectors
(see Figure 4.3), two separate reconstruction chains are applied to optimise the identific-
ation and characterisation of each type. These are discussed next, focussing mainly on
νe given its relevance to this thesis.
νe Reconstruction
The first stage in the electron neutrino reconstruction chain is to identify the global event
vertex. A Hough transform is used to identify prominent features in the slice, character-
ised by straight lines [77]. Each 2D point (hit) has an associated Hough space (r, θ), or, the
set of all straight lines passing through that point parametrised by ri = x cos θi + y sin θi.
The parameters r and θ represent the length and angle with respect to the x axis of
the shortest path between the origin and the line in the Hough space4. In this example,
the set of all straight lines for a given point traces out a sinusoidal curve in the (r, θ)
space. The curve is unique to each point. If the curves of several points intersect at the
same values of ri and θi, it implies those points are co-linear. In practise, the classic al-
4Equivalently, the Hough space could be all (m, c) for lines through a point parametrised by y = mx+c.
The polar form, however, is more robust against ‘vertical’ lines.
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di is measured by computing the minimum
distance between the point i and any other




For the point with highest density, we con-
ventionally take di ¼ maxjðdijÞ. Note that di is
much larger than the typical nearest neighbor
distance only for points that are local or global
maxima in the density. Thus, cluster centers are
recognized as points for which the value of di is
anomalously large.
This observation, which is the core of the
algorithm, is illustrated by the simple example
in Fig. 1. Figure 1A shows 28 points embedded
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Fig. 1.The algorithm in two dimensions. (A) Point distribution. Data points are ranked in order of decreasing density. (B) Decision graph for the data in

















0 0 2000 4000 6000 8000 10,000150 300 450
0 40 80 120 160
Number of points
Fig. 2. Results for synthetic point distributions. (A) The probability distribution from which point distributions are drawn. The regions with lowest intensity
correspond to a background uniform probability of 20%. (B and C) Point distributions for samples of 4000 and 1000 points, respectively. Points are colored
according to the cluster to which they are assigned. Black points belong to the cluster halos. (D and E) The corresponding decision graphs, with the centers
colored by cluster. (F) The fraction of points assigned to the incorrect cluster as a function of the sample dimension. Error bars indicate the standard error of the mean.








Figure 4.1: The distribution of isolation score δ versus density ρ (right) for a typical
clustering problem (left). The numbers correspond to the density orderings of the data
points. Points in the centre of clusters, those with local or global maximal density, tend to
have high isolation score. In this plot, the global maximum point 1, is given an isolation
score equal to the largest possible distance any two points can have (by virtue of the
fact there is no higher density point). The local maximum in the red cluster, point 10,
by virtue of the fact there is no higher density point in the red cluster, must have an
isolation ‘parter’ in the blue cluster, hence the large distance and large isolation of this
point. Points around the maxima score low on isolation due to their proximity to the
maxima but have high density. Points 26, 27 and 28 on the other hand have too great an
isolation to be associated to any cluster but are also not dense enough to form their own
cluster. Therefore, they are treated as noise. Taken from [73].





q (ADC)10 102 310
q (ADC)10 10
















Figure 4.3: Three distinct event topologies seen in NOvA ND data. A νµ-CC event
(top) is characterised by a long, straight track from the outgoing muon and a shorter,
‘stubby’ track left by the final state proton. In νe-CC events (middle), the muon track is
replaced with a shower-like object. Both of these event types can be distinguished from a
NC event (bottom) by searching for electromagnetic showers displaced from the primary
vertex, indicating the presence of a neutral pion. Each event type presents its own unique
challenge for reconstruction. Taken from [76].
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gorithm calculates ri and θi for all pairs of hits and bins in (r, θ) space, creating a Hough
map. Peaks in this distribution correspond to lines which feature in the Hough spaces
of several hits and are, therefore, most likely to correspond to lines connecting several
hits. NOvA uses a modified version of the classic algorithm [78] which is more robust
against falsely assigning lines, accounting for the limits of detector resolution by means of
a Gaussian smeared weight. Valid lines for each slice are chosen by taking points in the
Hough map where the sum of the weights exceeds some threshold. The algorithm has a
tendency to produce too many valid lines. To minimise this, hits associated to the most
dominant line (the Hough map peak) are removed and the algorithm re-run. This process
is repeated until a predetermined maximum number of valid lines is reached, or, there
are no points in the Hough map exceeding the threshold. This iterative process helps to
ensure that smaller lines are not missed due to the presence of larger, more dominant ones.
The guidelines laid out by the Hough transform are used as seeds in the Elastic Arms
algorithm [79]. The algorithm determines the event’s global vertex, assuming that all of
the activity in the slice has a common origin. Starting with the intersection points and
directions of the Hough lines as seeds, a series of vectors or “arms” pointing away from
the intersections points are constructed. For each choice of vertex and arm direction, the
value of an energy cost function is calculated. In NOvA, the cost function has three terms.
The first captures how well the arms describe the hits and the second penalises for hits
that are not assigned to any arm. The third term is a experiment specific, penalising any
arm which starts at a distance greater than the mean free path for pair production (7/9
of a radiation length) from the vertex. This allows for physically meaningful displaced
vertices, common in NC interactions. The optimal vertex is the configuration of arms and
vertex position which minimises the cost function.
Once the global vertex has been established, the Fuzzy k-means algorithm is used
to construct prong objects [80]. Prongs are collections of hits associated with a single
particle candidate emerging from the vertex. “Fuzzy” highlights that initially the number
of prongs is unknown and that a hit can be a member of multiple prongs. Furthermore,
there is no requirement that a hit must be part of any prong, ensuring that hits can still
be labelled as noise. The extent to which a particular hit belongs to a particular prong is
known as ‘membership’ and is calculated based on the distance of the hit to the centre of
a given prong. The algorithm takes hits in the 2D plane (each view is treated separately),
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drawing a vector from each of them to the global vertex. These vectors are represented by
their angle with respect to the beam direction, allowing for a 1D angular density of hits
to be calculated5. To establish prong centres and the membership of each hit, an iterative
process is used. It is first assumed that all hits belong to one prong, centred on the region
of highest density. This position is then corrected, based on the angular separation of
each hit from the centre of this prong, until the amount of correction between subsequent
steps falls below a certain threshold. Any hits with a membership score of less than some
threshold are used to make a new angular distribution of hits, the centre of which is taken
as the first iteration point for a second prong. This process is repeated until all hits be-
long to at least one prong, or, a maximum number of prongs is reached. The final step of
Fuzzy-k is to match 2D prongs between views to make 3D prongs. The cumulative energy
as a function of distance from the start of each 2D prong is calculated. Counterpart 2D
prongs should have a very similar energy profile in either view. Every profile in the XZ
view is subtracted from every profile YZ view and the absolute value taken. Pairs with
smallest maximal value in this metric are taken as matched [81].
The νe reconstruction chain is summarised in the form of a flowchart in Figure 4.4.
The final step is to do particle identification, discussed in Section 4.1.3.
νµ Reconstruction
The slice level muon neutrino reconstruction is far less complex than that for electron
neutrinos, with only one major stage in the processing. νµ-CC events are often dominated
by the outgoing muon which, unlike showering electrons, produce a sharp, straight track.
Any change in trajectory is likely due multiple scattering at small angles along the track.
NOvA’s tracking algorithm, Kalman track [82], is designed for reconstructing such to-
pologies and is based on a Kalman filter routine [83]. Starting with the most upstream
hits and working forward, hits are iteratively accepted or rejected in developing tracks
based on how the inclusion of that hit affects the track’s χ2. The calculation of the χ2 is
weighted in a way that favours adjacent hits with small angular deviations. This process
is done in the XZ and YZ views separately, as displayed in Figure 4.5. Tracks in the two
views are then matched to form 3D objects based on the Z position of the tracks’ start
and end points.
5Based on a hit’s distance from the vertex, an associated angular uncertainty due to multiple scattering
is assigned. The scale is determined empirically from a simulated sample of muons and electrons between



















Figure 2. Flowchart of the reconstruction algorithms used to identify ⌫e CC interactions.
concern is separating 50-70 cosmic rays in a readout window. For the Near Detector ⇠4
neutrino interactions are expected in each 10 microsecond neutrino beam window. The physics
interactions are separated using an expanding, density-based clustering algorithm (DBSCAN)
initially outlined in [2] which makes use of spacial and temporal information.
A local density is computed for each hit by counting the number of neighbors that are within a
certain “distance” of that hit. The clusters that this algorithm makes have two types of points,
core points and border points. Core points have at least the minimum number of neighbors
within the critical distance. Border points have less than the minimum number of neighbors,
but are allowed to be included in the cluster if and only if they are the neighbor of a core point.
The algorithm makes clusters by looping over all hits and expanding clusters around identified
core points until all hits are either classified in a cluster or left as noise.
Most of the particles passing through the NOvA detector are all traveling at or very close to
the speed of light. Therefore, hits that originated with the same individual physics event (one
neutrino or one cosmic ray) are those that are separated by light-like intervals in 4D space. To
take advantage of this, the neighbor score function for two hits includes a causality term, and
two terms to penalize hits that are far separated in space. It is defined as follows:
neighbor score =














where Tres is the timing resolution of the two hits added in quadrature and Dpen is a distance
penalty.
For hits that occur in the same view, the neighbor score is calculated as shown above with  ~r
being a two-dimensional quantity. For hits that are in opposite views,  XY is zero and Dpen
in the  Z term is replaced with a smaller term, OppV iewP lPen (opposite view plane penalty)
with  ~r being one-dimensional. Two hits are considered to be neighbors if their neighbor score
is less than an overall sensitivity parameter ✏ which fulfills the role of the critical “distance” in
the causality neighborhood space.
The parameters in the neighbor score function were all tuned with a data-driven method to
achieve maximum performance and tested by examining two primary metrics, completeness
Completeness =
Energy from interaction deposited in slice
Total energy from interaction deposited in detector
, (2)
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Figure 4.4: The reconstruction chain for the electron neutrino analysis, from the isolation
of individual physics events (slicing) to particle identification. Taken from [81].
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Figure 3: Example of reconstructed tracks in far detector Monte Carlo event
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Figure 4.5: An example of a simulated νµ-CC event at the FD reconstructed using the
Kalman track algorithm. The top and bottom planes show the XZ and YZ views respect-
ively. The different colours highlight hits associated with separately established tracks in
the event.Taken from [82].
A related algorithm is window tracker, used to reconstruct both cosmic rays which
stop in, and pass straight through the detectors [84]. It works under the assumption
that cosmic ray muons follow a straight line trajectory within short portions of Z values.
Starting with a set number of planes covering some narrow (user specified) range of Z
at the most upstream side of a slice, all hits are compared to a signal (energy) weighted
average position. Any hits more than approximately 12 cells away from this position are
dropped and those that remain are checked for collinearity. Any point contributing more
than 2 units of χ2 to a straight line fit through the points are removed. A new fit is
performed on those that are left and the line is extrapolated into the next window along
in Z. The hits in that window are then checked for collinearity and the process repeats.
As with Kalman track, a set of 2D tracks are formed in each of the two views and are
eventually matched to form 3D tracks.
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4.1.2 Energy Reconstruction
As discussed in Chapter 2, long-baseline neutrino experiments traditionally probe the
oscillation parameters by measuring the number of neutrino events at a fixed distance as
a function of energy. It is, therefore, vital that the true energy of an incident neutrino
can be reconstructed. This is done using the charge depositions made by the final state
particles. Following the formation of slices (see Section 4.1.1), hits within these slices
must be calibrated against standard candles to ensure that their translation to energy
units is consistent across detector elements and over time. Following calibration of the
hits, analysis level energy estimators are then developed. The estimators for νe-CC and
νµ-CC candidate events are distinct due to the different way in which muons interact with
the detectors compared to electrons.
Calibration of Calorimetric Energy
NOvA performs calorimetric energy calibration to allow the deposited energy of any two
pieces of recorded activity in the detectors to be meaningfully compared. They must
be both comparable to each other and on an absolute scale. It can be summarised in
two steps. First, the relative calibration removes any positional dependence in detector
response due to, for example, attenuation of light along cell fibres. Next, the absolute cal-
ibration assigns an interpretable energy scale (GeV) to the corrected hits from the relative
calibration. This process is repeated individually for the different data taking periods,
accounting for the drifting of the energy scale due to ageing of the detector as a function
of time.
At the FD, both of the calibration stages exploit the abundance and interaction be-
haviour of cosmic ray muons. Their tracks are easily identified and their energy loss by
ionisation is described well by the Bethe-Bloch equation. Hits used in the calibration must
belong to tracks identified as cosmic rays that also pass quality cuts affirming they have
been well reconstructed. Furthermore, the hits must meet the ‘tricell’ criteria. Namely,
a hit is a tricell hit if each neighbouring cell in the same plane of cells also contains a
hit. Shown visually in Figure 4.6a, this requirement ensures that for a given hit there is a
well defined path length over which the muon deposited energy by ionisation within the
central cell. A hit which is not tricell is not guaranteed to have been caused by a muon
which passed through both the upper and lower horizontal boundaries of the cell. Without
this condition, the path length of the muon within the hit cell cannot be calculated by
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For the average hit, we assumed an accurate pathlength cannot be obtained,
as the previous cosmic reconstruction algorithm was fairly rudimentary 2. If
a cell has each of its neighbors in the same plane hit, then we know, for a Y
view cell, that the track entered through the upper wall, and exited through the
lower wall, so that it may also strike the neighboring cells as shown in Fig. 1.
The pathlength then is just the width of the cell divided by the direction cosine,
here cy. This selection also significantly decreases the chance that the hit in
question is a noise hit as shown in Fig.2. Allowance is made for neighboring
dead cells, so e.g. “hit, dead, hit, hit” would still lead the 3rd cell to be selected.
This selection is known as the “xy” (or “tricell”) estimator, since it is requiring
neighbors in the x̌ or y̌ direction.
The pathlength through a cell with no special geometry may be estimated as
the average over all rays with that direction that could pass through the cell. If
the pathlength estimate is longer than 10 cm the hit is not used. The selection





Figure 1: Selection of “xy” cells. The dark-red cell is selected because each of
its light-red neighbors is hit. The pathlength is Ly/cy.
2In future calibrations, this assumption will no longer be made.
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Figure 4.6: Left: The tricell criterion. The hit in the dark red cell is used in the calibration
since hits were also produced in the neighbouring cells. The corresponding path length is
obtained using the reconstructed track angle and trigonometry. Taken from [85]. Right:
The distribution of attenuation corrected PE per unit length as a function of distance from
the end of the track, for all tricell hits in selected stopping muon tracks. Each black point
shows the mean of a fit made to the peak in each distance slice. Hits in between 100 cm
and 200 cm, where the response is most uniform, are used in the absolute calibration to
set the energy scale. Taken from [86].
trigonometry.
• Relative calibration: As discussed in Section 4.1.1, a single number characterising
the average expected APD response is used to convert signals in units of ADC to
units of PE. For a given true amount of energy deposited, this observed number of PE
is a function of true position in the detectors. More specifically, the APD readout
sits at one end of each of the cells. Hits at the furthest point from the readout
are greatly attenuated when travelling along the fibre compared to those close by.
Therefore, given two equal energy deposits at different points along a cell, the one
occurring closest to the readout will be incorrectly interpreted as having a higher
energy. The relative calibration accounts for this. A fit to the distribution of mean
recorded PE per centimetre from tricell hits in each cell as a function of distance
from the readout is performed. In these fits, there are seven free parameters divided
amongst an exponential component and a polynomial component. The polynomial
component accounts for the different way in which light is reflected toward the ends
of the cells compared to the bulk, given the non-reflective nature of the end caps.
Plots showing an example fit and the resulting correction are given in Figure 4.7.
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The different behaviour of light deposited at the ends of the cells can be seen in the
drop in PE per centimetre in data near the edges of the plot. This corrected number
of PE, independent of position, is passed onto the absolute calibration.
• Absolute calibration: The absolute calibration aims to take the position inde-
pendent number of PE and convert it to the physically meaningful unit of energy,
GeV. To do this, tricell hits from cosmic ray muons which stop inside the detector
are used6. Figure 4.6b shows the attenuation corrected number of PE deposited
per unit path length for such hits, as a function of their distance from the end of
their track. This relationship is well described by the Bethe-Bloch equation. In the
range of distances between 100 cm and 200 cm from the track end, known as the
track window, the detector response is found to be uniform within 1.8% [87]. This
track window sits on top of the minimum ionising region of the muon, allowing for
a comparison against the known minimum deposition rate in MeV/cm for muons in
NOvA’s scintillator. Specifically, the calorimetric energy scale is calculated as the
mean detector response to a stopping muon tricell hit within the track window in
truth (in MeV/cm) divided by the reconstructed mean detector response to a stop-
ping muon tricell hit within the track window (in corrected PE/cm). This number
is calculated per detector, per data taking period, for both reconstructed data and
reconstructed simulation.
Discrepancies exist between the energy scales calculated for the data and for the MC
used in the analysis presented in this thesis [88]. All are below 5% and lead to the inclusion
of systematic uncertainties that will be discussed in Section 4.6.
νe Energy Reconstruction
For νe-CC and ν̄e-CC candidate events, the total energy of the incident neutrino Eν/(ν̄) is
calculated using the following quadratic expression
Eν/(ν̄) = α0
(







EEM is the calorimetric energy of the hits assigned to the reconstructed electromagnetic
activity. Prong Convolutional Visual Network (CVN) (see Section 4.1.3) is used to dif-
ferentiate between activity which is electromagnetic and activity which is hadronic. In
6A sample of stopping muons can be isolated by simply looking for tracks where one end is contained
within the detector or, by looking for the presence of a Michel electron.
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Figure 4.7: Left: The mean number of PE per unit path length for tricell hits in cosmic
ray data, as a function of position along a FD cell with respect to its centre. The best fit
attenuation curve is shown in blue. Right: The mean of the ratio of reconstructed and
true energy for hits as a function of position along a FD cell with respect to its centre. The
red and blue data points show the means before and after relative calibration respectively.
Taken from [85].
this context, calorimetric energy is the sum of calibrated hits, scaled additionally to ac-
count for dead material and detector thresholds7. EHad is the calorimetric energy of any
hits remaining in the slice which are not attributed to the electromagnetic activity. The
parameters αi are obtained in a procedure which minimises the variance of reconstructed
neutrino energy from true neutrino energy in simulation. The true neutrino energy is
weighted so that a fit to it sees a beam flux which is flat in energy, ensuring that the
estimator is not biased toward the expected beam peak. The FHC energy resolution,
10.3%, can be read off this plot. The corresponding resolution in RHC is 9.1% [89]. Using
a quadratic function improves the energy resolution with respect to using a linear function
by approximately 2%. Moving to a cubic fit showed limited improvement on the quadratic
fit [90].
νµ Energy Reconstruction
For νµ-CC and ν̄µ-CC candidate events, the total energy of the incident neutrino Eν/(ν̄)
is calculated in the following way
Eν/(ν̄) = Eµ/(µ̄) + EHad. (4.2)
7The scaling factor is obtained from a linear fit of true neutrino energy and visible energy
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Eµ/(µ̄) is the energy of the outgoing (anti)muon, estimated from the length of its track.
EHad refers to the system’s hadronic energy and is estimated by summing the visible energy
of all hits not attributed to the muon. This visible energy is then corrected using a spline-
based fit obtained from simulation. Figure 4.8b and Figure 4.8d show these piece-wise
functions used to estimate the conversion from reconstructed visible energy to hadronic
energy, for FHC and RHC respectively. The functions to go from reconstructed track
length to true muon energy, used to obtain Eµ/(µ̄), are similarly shown in Figure 4.8a
and Figure 4.8c. The smearing matrices corresponding to hadronic energy are clearly
less diagonal than those corresponding to muon energy. As a result, the hadronic energy
resolution is approximately 30%, much lower than the 4% achieved for the muon. In
the latest 3-flavour analysis, the muon neutrino and antineutrino energy resolutions were
9% and 8% respectively at the FD [91]. The difference between the two beam modes
is expected, given that on average in FHC, the fraction of energy given to the hadronic
shower is greater.
4.1.3 Particle Identification
Performing an oscillation analysis relies on the experiment’s ability to observe change in
neutrino flavour. To do this slices must be classified according to whether they are, for
example, νµ-CC, νe-CC or NC. NOvA uses a number of particle identification techniques
and the most important for the 3-flavour analysis are discussed next.
Convolutional Visual Network (CVN)
The CVN [92] is a classification technique belonging to the Convolutional Neural Network
(CNN) family of deep learning methods. The general use of CVNs at NOvA is beneficial
in two primary ways. Firstly, it allows the analyses to be decoupled from reconstruction
inefficiencies such as the misplacing of a vertex. This is because the event slices (discussed
throughout this section) are fed into the network as images or ‘pixel maps’, where each
pixel has an intensity proportional to deposited charge. Secondly, the networks extract
their own features from these images that they deem important, rather than have a human
explicitly decide. This allows for the exploitation of more complex relationships between
variables that humans may otherwise miss. 256 such key features are extracted via the
application of a series of linear operations on the original image and placed into ‘feature
maps’. A heuristic explanation of this process is shown in Figure 4.9a.
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Neutrino Beam NOvA Simulation
(a) FHC Eµ.
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Antineutrino Beam NOvA Simulation
(d) RHC EHad.
Figure 4.8: Piece-wise linear fits of the density distributions of true muon energy against
reconstructed muon track length (left) and true neutrino energy minus reconstructed muon
energy against reconstructed visible hadronic energy (right) in simulation. The dashed
vertical red lines denote boundaries between regions which are fitted to a single straight
line. The solid red lines show the fit results, used as scale factors in the νµ-CC (top) and
ν̄µ-CC (bottom) energy estimators. The apparent ‘ridge’ around 1 GeV in the hadronic
energy plots is a binning effect. Bins above 1 GeV are larger and, therefore, contain more
statistics. Taken from [91].
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The output of the network is a score between zero and one which is an estimate
of how likely a given event is to be truly νµ-CC, νe-CC, ντ -CC, NC or cosmic activ-
ity. NOvA’s CVN is trained separately in FHC and RHC, using simulated beam events
and cosmic ray data. Intrinsic beam νe-CC events are treated no differently to appear-
ance νe-CC events. Improvements in sensitivity to oscillation parameters presented in this
thesis involve binning the νe appearance data according to electron neutrino CVN (CVNe)
score. Figure 4.9b shows the distribution of CVNe broken down by true interaction type
in FD simulation.
In addition to this event level CVN, there is also ProngCVN which attempts to clas-
sify individual reconstructed prongs within a slice [94]. The architecture of the network is
analogous to event level CVN, with the additional evaluation of XY and YZ pixel maps
containing individual prongs. These individual prongs are determined by NOvA’s tradi-
tional reconstruction meaning the classifier is not entirely decoupled from reconstruction
inefficiencies. The output scores of the network correspond to how likely a particular prong
is to have originated from an electron, photon, muon, pion or proton. It is currently used
by the electron neutrino energy estimator to determine which groups of hits constitute
electromagnetic activity [95].
Reconstructed Muon Identifier (ReMId)
Reconstructed Muon Identifier (ReMId) is a Boosted Decision Tree (BDT) used to identify
how muon-like each track in a slice is [96]. It is trained on simulated muon tracks from
νµ-CC events and NC events, representing signal and background respectively. Scores
are assigned based on four reconstructed variables provided by the Kalman track al-
gorithm (see Section 4.1.1): deposited energy per unit length log-likelihood, scattering
log-likelihood, track length and the fraction of planes overlapping with any hadronic activ-
ity. The deposited energy per unit length (dE/dx) is different for, for example, pions and
muons8. Calculating a log-likelihood provides a metric for comparing each track against
the muon energy profile hypothesis. Similarly, scattering log-likelihood captures to what
extent each track deviates from a straight line. The score of the highest scoring track for
a given slice is taken forward and used as a classification probability describing how likely
that event is to be νµ-CC.
8In addition to ionisation, pions can loose energy via hadronic scattering.
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Figure 11. ⌫e CC and ⌫µ CC classifier output
Distribution in ⌫e CC Classifier output (top) and ⌫µ CC Classifier output (bottom) for appearing
electron neutrino CC interactions (violet), surviving CC muon neutrino (green), NC interactions
(blue), and NuMI beam electron neutrino CC interactions (magenta). The y-axis is truncated in the
top figure such that the background is not fully visible in order to better show the signal distribution.
Distributions are scaled to a NuMI exposure of 18⇥1020 protons on target, full 14-kton Far Detector.
– 16 –
(b)
Figure 4.9: Left: A heuristic explanation of CVN. Using a series of image processing
transformations applied to heat maps representing deposited charge, 256 features key to
classification of interaction type are extracted. These 256 features are used to build feature
maps. Each feature can be loosely interpreted as a var abl or a s rength of response to
a certain condition in the underlying image. For example, the green, lue and purple
features could be seen to as responses to muon tracks, electron showers and hadronic
activity respectively. Since this feature map is extracted from a νµ-CC event, a stronger
response in the green and purple features compared to blue is expected. Taken from [93].
Right: The distribution of CVNe in FD simulation broken down by constituent true
interaction type. High values of CVNe are overwhelmingly dominated by appearance
electron neutrinos. The second largest component are from electron neutrinos arising
from the beam. This component is the main (and irreducible background) to the electron
neutrino appearance analysis. These events are, of course, electron neutrinos, they just
did not ‘start life as’ muon neutrinos. Taken from [92].
70 Analysis Methodology
Cosmic Rejection BDTs
Due to the surface position of the FD, the background which requires the highest level of
suppression comes from cosmic rays. Both the νe and νµ analyses have their own, sep-
arately trained BDTs which assign a score to each slice quantifying how likely the event
is to not be a cosmic interaction. For training samples, standard simulated beam events
of the appropriate flavour are used for signal, and cosmic data is used for background.
A wide range of kinematic variables are used as inputs to the BDTs for both analyses.
For νµ there are seven such variables [97]: cosine of the angle of the primary track with
respect to the beam, primary track length, largest vertical position of the track end points,
cosine of the angle of the primary track with respect to vertical, fraction of hits in the
slice belonging to the primary track, shortest distance from the primary track to the de-
tector walls and normalised transverse momentum. Note that the BDT does not take any
particle identification scores as input, but events used in the training must pass a loose
pre-selection: event CVN muon neutrino score must be greater than 0.4 and there must
be a track with a ReMId score of greater than 0.4.
The cosmic rejection BDT for νe is more complex [98]. Separate BDTs are trained for
the core and peripheral samples (introduced in Section 4.3), using eleven and six input
variables respectively. The core BDT’s variables are similar to those used for νµ, but using
the shower rather than the track objects. The peripheral BDT’s variables were chosen for
their separation power among non-fiducial events: normalised X component of reconstruc-
ted momentum, normalised Y component of reconstructed momentum, minimum distance
of any prong to a detector wall which is not the top, vertex X position, vertex Y position
and vertex Z position. As with the muon neutrino BDT, a loose pre-selection is applied to
obtain the training sample. Event CVN electron neutrino score must be greater than 0.5.
BDT performance is very similar in FHC and RHC, with almost complete background
rejection for 90% signal efficiency In both cases. Figure 4.10 shows the classification score
for simulated beam events and cosmic data, for each of the separately trained νe BDTs.
The higher the classification score, the fewer the cosmic ray events.
4.2 High Level Software
Once the raw data and simulation files have been fully reconstructed, the slices are saved
as Common Analysis Format (CAF) files [71]. These files are specially organised ROOT
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Figure 2: BDT response for Core and Peripheral, both in FHC and RHC samples.
6
Figure 4.10: The νe BDT classification score for simulated beam events and cosmic data,
for each of the separately trained samples. Clockwise from top left: FHC core, FHC
peripheral, RHC peripheral and RHC core. Cosmic, beam background and appearance
electron neutrino events are shown by the black, green and blue histograms respectively.
The red histograms shows all events. Note that at low BDT scores, cosmic events dominate
entirely. Taken from [98].
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TTrees [99] which can be easily read by the CAFAna framework. All remaining steps of the
oscillation analysis presented in this thesis are performed using this framework. For speed,
everything in CAFAna is histogram based. Each event in each CAF file is accessed once,
producing histograms (for example, energy spectra) which all subsequent analysis is done
in terms of. The software provides a wide range of classes enabling efficient plotting and
fitting of oscillated nominal and systematically shifted neutrino spectra, as well as Near
to Far Detector extrapolation. For the fit to data itself, CAFAna utilises Minuit [100], the
numerical minimisation package.
4.3 Data Quality & Event Selection
NOvA’s 3-flavour analysis relies on fitting FD spectra of νµ-CC and νe-CC candidates with
an oscillation model. Sensitivity to the model is greatly improved when these samples have
a good level of signal purity and efficiency. The following sections discuss how the quality
of data is assured and how neutrino candidates are isolated and eventually selected.
4.3.1 Data & Spill Quality
Before any analysis specific treatment is applied at the level of slices, there are several
stages of processing to ensure that any data used in the measurement of oscillation para-
meters is not affected by any electronics or data acquisition issues. Firstly, “Good runs”, a
set of criteria that determine whether detector and beam conditions were within standard
operating ranges during the period that the data were recorded, are applied [101]. Checks
are made that, for example, the beam spill occurred during the expected time window, hit
rates within each FEB are not too high and all sections of the detector are switched on.
Secondly, cuts are made at the spill level. This removes short periods of detector or beam
failures from runs that would otherwise be marked good. Spills where the beam position,
beam width or POT are outside acceptable ranges are removed. Similarly removed are any
spills where one or more DCMs feature no hits. The amount of data retained following the
application of good runs and spill cuts has increased over time. Measured as a percentage
of total POT at the FD, it has climbed from approximately 75% in data taking period
one to greater than 99% most recently [101].
As described in Section 3.2, following a beam trigger at the FD, 550 µs of data are
read out, with the beam spill occurring between 218 and 228 µs in that window. Only
data falling between 217 and 229 µs is taken forward into the oscillation analysis.
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4.3.2 Event Quality
The purpose of event quality cuts is to remove any slices which have failed to meet basic
reconstruction standards. This includes, for example, ensuring the presence of a vertex
or putting a requirement on the number of hits [102]. The exact cuts vary according
to detector and are analysis dependent. Furthermore, in the νe-CC analysis there are
two distinct groups of FD events making up what are known as the core and peripheral
samples. The distinction between the two is discussed again in detail in Section 4.4.2.
Roughly speaking, however, the peripheral sample is made up of events which are deemed
to be highly electron-like by event CVN but fail the containment cuts applied to formulate
the core sample. The core sample itself is additionally split into two regions based on
electron neutrino CVN score. The core and peripheral samples are completely orthogonal.
• νµ-CC: At both the ND and FD, the reconstructed neutrino energy must be less
than 5 GeV and there must be at least one Kalman track with an assigned ReMId
value (Section 4.1.3). A slice must also contain more than 20 total hits and register
activity in more than four contiguous detector planes.
• νe-CC: There must be a reconstructed vertex and at least one prong. Additionally,
at the FD the reconstructed neutrino energy must be between 1 and 4 GeV, the
longest prong must be between 100 and 500 cm and there must be between 30 and
150 total hits in a slice. At the ND, the energy and hit requirements are loosened
to the ranges 0 to 4.5 GeV and 20 to 200 hits respectively. For the peripheral
sample, the hit and prong length requirements are dropped and the 0 to 4.5 GeV
reconstructed energy range is adopted.
4.3.3 Containment
Containment cuts are primarily implemented to ensure that for a given interaction, all of
the energy is deposited within the active volume of the detector. This is key to correctly
determining the total energy of the incident neutrino. Furthermore, they also help to
reject interactions which originated outside the detector (rock events at the ND, cosmic
events at the FD). Various metrics to tune these cuts were used in the 2020 3-flavour
analysis. The ratio of signal to background, the level of agreement between data and
simulation, the overall energy resolution and the fraction of total energy escaping were all
considered [102].
• νµ-CC at the ND: All activity must be within the ranges −180 < X, Y < 180 cm
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and 40 < Z < 1525 cm. Also, only the primary track can enter the muon catcher
and the event vertex cannot be located there. Any events with tracks that cross the
air gap due to the differing muon catcher height are additionally rejected. Finally,
all tracks are extrapolated both forwards and backwards from their end and start
points respectively. The projected track must cross at least five planes from the end
point and ten planes from the start point before reaching any detector edge to be
accepted.
• νµ-CC at the FD: Firstly, events with activity closer than 60, 12, 16, 12, 18 and
18 cm from the top, bottom, east, west, front and back detector sides respectively
are rejected. Secondly, there must be no hits in the front two or back three detector
planes. Finally, a similar track projection cut to that used in the ND is applied.
The projection must cover six and seven planes from the end and start of all tracks
respectively.
• νe-CC at the ND: There are requirements that both the event vertex and all prongs
be sufficiently far from the detector edges. Specifically, the entire event must fall
within the region −150 < X < 170 cm, −170 < Y < 150 cm and 150 < Z < 1225 cm.
No part of the event must enter the muon catcher.
• νe-CC at the FD: Events with activity closer than 63 cm from the detector top,
12 cm from the bottom, east or west and 18 cm from the front or back are rejected.
4.3.4 Particle Identification (PID)
Particle identification cuts are largely the same in both detectors since ND samples are used
to correct the FD predictions (see Section 4.5). As discussed, NOvA’s primary method of
event flavour classification is to use the output score of event CVN (see Section 4.1.3). For
the νµ-CC sample, slices with a muon neutrino identification score of greater than 0.8 and
containing a Kalman track with a ReMId score of greater than 0.3 are accepted. For the
νe-CC core sample, slices with an electron neutrino identification score of greater than 0.97
are accepted for the ‘high Particle Identification (PID)’ bin. Similarly, the corresponding
‘low PID’ bin accepts events with scores of greater than 0.84 and 0.85 in FHC and RHC
respectively.
Additional measures are taken at the FD to ensure the cosmic background is reduced
as much as possible. This is done by means of a BDT trained to reject cosmic interactions
Analysis Methodology 75
Cut Level ⌫µ ⌫µ Total Beam Bkg NC Cosmics E c Purity
NoCut 602 43.1 124 563 2.52⇥106
Quality 569 41.0 121 490 4.72⇥105 0.946 1.20⇥10 3
Containment 249 14.1 83.9 336 6.99⇥103 0.413 0.033
Cosmic Rej. 239 13.8 78.2 293 1.54⇥103 0.397 0.111
Full PID 201 12.5 0.717 2.51 6.02 0.334 0.956
<latexit sha1_base64="P30Du8mEImnwxjdnBc9IBEuvPJI=">AAAFBXicbVRLb9QwEE67C5TyauHYi0Uf4gBRssm+blUXEJWgalFfUlMqr9e7a+o4S2wXLWEvXPgrXDiAEFf+Azf+DTPebWlpLWU8nsc34y+ZtAdSaBMEf6amS+Vr12/M3Jy9dfvO3Xtz8/d3dWZzxndYJrN8v001l0LxHSOM5PuDnNO0Lfle+7iF/r0TnmuRqW0zHPDDlPaU6ApGDZiO5ksLSZv3hCoMhZQRmSUJ48rwXKgeHJYTRgcYWWyjn+h+9h49ps/JUqLsUZLaJUIVlUMtNIE+OMNw0s6zY66IUCYD6zsLmIJKwqzRjyG+gx6e03Ew61OluASPUEzazmmFMRzvkA37ap10qKG+61CzXAyMFh84ns76t5Lmo2K1GLGPDBdIOGAGIUkfGXJqyxrykp9wSVbO3QH1DJjCsGJiHaF5OzPQ+BpwStaOe2DYaIFoZToVTIP2rAtswr5pc2GGJEkmtWax1kaG1VZILaiAjCM/hC2sxCCrtQhkxa9WlhIjUq5JGLwpaq4mrrFMEoTZslQiOGY1ESj0AweEcHET9divXwCqOqDAb8Y1jPQrwXnvkwjc0KrjI1OGCpXCK8KGYiwQxq7TRuTjKYoQo+Y3m+cxokmFOIzcHkTRP0hkh7zmb32EjBxk5Ddgqzd8pKLSjFxb1fgqyKhZd3sYhqeQz62UZHP9KeYGYxb9qguqh/UxkaFr0jENEFE8vn+15iAufAQJV52zLwbPkra5LEA99bhZOJpbhGu5RS4r4URZ9CZr82jud9LJmEUqmaRaH4TBwBwWNDeCAeJsYjUfUHZMe/wAVEXh4oeFm+IRWQZLh3SzHB54Fc56PqOgqdbDtA2RKTV9/b8PjVf5DqzpNg4LoQbWcMXGhbpWEhhN/CWQjshhzOQQFAqTBb3iROJwwo8DSQj/v/JlZbfiwzfT3Kosrq5N6JjxFryH3iMv9OreqvfC2/R2PFb6VPpS+lb6Xv5c/lr+Uf45Dp2emuQ88C6s8q+/tZhtuQ==</latexit>
Table 4.1: The simulated number of predicted νµ-CC candidates at the FD at each stage
of the 2020 analysis cut flow at the 2020 3-flavour best fit (see Section 2.5.5), broken down
by true interaction type in FHC. Efficiency is calculated with respect to ‘NoCut’, where
no slice level cuts have been applied. Taken from [104].
(see Section 4.1.3). In the νµ-CC and νe-CC analyses, events scoring less than 0.45 (0.45)
and 0.49 (0.47) respectively in FHC (RHC) in their specific BDTs are removed. Finally,
νe-CC candidates must also pass a ‘nearest slice’ cut. This cut looks for cosmogenic-like
activity close in space or time to the candidate in question. It is designed to minimise
susceptibility to reconstruction failures whereby a single background event is mistakenly
sliced into two separate events, one of which looks like signal [95].
As aforementioned, there is a completely independent second sample in the νe analysis
known as the ‘peripheral.’ A peripheral candidate must pass a more stringent PID cri-
teria than a core candidate. For a CVN score CVNe, and cosmic rejection score CRe, the
following must be met. In FHC: CVNe > 0.97 and CRe > 0.60, or, CVNe > 0.995 and
CRe > 0.56. In RHC: CVNe > 0.97 and CRe > 0.61, or, CVNe > 0.995 and CRe > 0.57.
Figure 4.11 summarises the cut flow described above for νµ-CC and νe-CC in diagram-
matic form. The number of simulated events at the FD after each major cut category
is applied is shown in Tables 4.1 - 4.4. Events are scaled to the 2020 3-flavour analysis
exposure.
A large part of this thesis explores to what extent true νe-CC events with a lower
CVN score can be used improve NOvA’s sensitivity to the oscillation parameters. A full
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Figure 4.11: A diagrammatic representation of the two FD cut flows. Left: νµ-CC .
Right: νe-CC . Taken from [103].
Cut Level ⌫µ ⌫µ Total Beam Bkg NC Cosmics E c Purity
NoCut 193 111 45.8 225 1.63⇥106
Quality 186 106 45.0 195 2.99⇥105 0.964 6.21⇥10 4
Containment 86.7 35.5 32.0 132 4.38⇥103 0.449 0.019
Cosmic Rej. 84.9 32.8 28.9 107 635 0.440 0.099
Full PID 79.5 25.7 0.336 0.790 1.65 0.412 0.966
<latexit sha1_base64="tKvq2WTDZzY6Q/Q16GX/Vc+89fA=">AAANtnic1Zdbb9MwFMczrqNrYYNHXiw2Jh4gyqXNmrdpA8QkmDa0cdEyKsd1W1PHCbE9VEK/IU+88W04TgIa2yRAYhs7Umzn2El+/vvkxIkzzqRynG8zly5fuXrt+uyNxlyzdfPW/MLtVzLVOaG7JOVp/ibGknIm6K5iitM3WU5xEnP6Oh6vm/7XBzSXLBU7apLR/QQPBRswghW4egtzX6KYDpkoFIZLpuj/twaKCBWK5kwMz5vlj6yB7kcEZ0bvYseojOQo/Wjo1YiipSiF9THLV0RC96JET5cQFphPJJMIFpYScyWK83RMBWJCpeD9oEEChjkiWsmHML5vemiOq8FkhIWgHHqYIFz3fzysuh3to039YgP1scL2CUsOCkuSs0xJ9omevV5/bwD8M4g1x/m0WC2m5DMxBiWc/GeB3YAjGplFP2+SPzQDvK4Vek4PKEfLJ0etcVcnpr2TKojPNchFaG08BMfmOhTrqUwYkdB6MoAsBPWWzpmaoCj6p4o0/s1tzs4M8GZqNF5Gbuib0nWhbHfsLlSe1zEuO/CXIsUSKpHrvCuCUnVjVQkininwtsbcLB6QdQNTOkGF7JSzMMieHYaHkTslsmOHQRvqwPbcw72P2tB9SrMoYzgVCjORQPaEp3cDewUqv2MbUt+rsH3PzMH2u4fB/Bq73Q7L2nHDU1e7AjbvC3pJ39sGuG2HFWkZE93yzHXMJAK/UwM6FWB4+oAnAT/VnKOtjccAsRKWunqdUmXH9v2grFdCp4rlmtj16ogIzpr4QmaJC/bhiKjo//wwnzfO7w2AOY4pLy4Aa2mNHwLD9r03vwhvfmnoeMOtG4tWbVu9+a9RPyXa5EPCsZR7rpOp/QLnihG4XyPSkmaYjPGQ7kFTYMiH+0X52zFF98HTR4M0hwPyaek9fEWBEyknSQwjE6xG8mifcZ7Ut6fVoLtfMJFpRQWpHjTQHMHW1/zDoD7LYRvLJ9DAsFEFVrPjNZtf+NNpgAju0Skfb7zybBey6ba3uLpWyzFr3bXuWQ8s11qxVq1n1pa1a5Gm33zbjJuk1W29a9HWsBp6aaa+5o71i7Wy79iNgxQ=</latexit>
Table 4.2: The simulated number of predicted ν̄µ-CC candidates at the FD at each stage
of the 2020 analysis cut flow at the 2020 3-flavour best fit (see Section 2.5.5), broken down
by true interaction type in RHC. Efficiency is calculated with respect to ‘NoCut’, where
no slice level cuts have been applied. Taken from [104].
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Cut Level ⌫e ⌫e Total Beam Bkg NC Cosmics E c Purity
NoCut 96.8 1.84 1.58⇥103 820 2.95⇥106
Data Qual. 93.2 1.78 1.5⇥103 680 5.12⇥105 0.964 1.81⇥10 4
Containment 71.4 1.39 560 510 2.58⇥104 0.738 2.65⇥10 3
Cosmic Rej. 63.5 1.02 91.5 169 353 0.656 0.094
Full PID 52.0 0.859 11.4 4.73 1.51 0.537 0.738
Basic Cuts 38.7 0.689 549 508 4.53e+05 0.400 8.53e-05
Full PID 8.63 0.194 3.84 0.253 1.63 0.0892 0.593
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Table 4.3: The simulated number of predicted νe-CC candidates at the FD at each stage
of the 2020 analysis cut flow at the 2020 3-flavour best fit (see Section 2.5.5), broken
down by true interaction type in FHC. Efficiency is calculated with respect to ‘NoCut’,
where no slice level cuts have been applied. The core sample is shown first and the
peripheral beneath. ‘Basic Cuts’ refers to cuts to ensure quality of reconstruction described
in Section 4.3.2 while ‘Full PID’ refers to the complete selection including application of
CVN. Taken from [104].
Cut Level ⌫e ⌫e Total Beam Bkg NC Cosmics E c Purity
NoCut 27.0 5.14 723 328 1.92⇥106
Data Qual. 26.4 4.92 693 266 3.25⇥105 0.979 8.12⇥10 5
Containment 20.9 3.72 252 199 1.61⇥104 0.774 1.26⇥10 3
Cosmic Rej. 19.3 2.57 27.4 57.8 296 0.715 0.048
Full PID 17.3 1.96 5.43 1.6 0.589 0.639 0.643
Basic Cuts 8.55 2.25 259 200 2.88⇥105 0.317 2.97⇥10 5
Full PID 3.01 0.419 2.11 0.117 0.998 0.112 0.453
<latexit sha1_base64="4MwYCJO7SvtGo7bBD0UIOs5keUs=">AAAFu3icdVRLbxMxEF5oAiW8Chy5WLQgDrDa3WRfB6SqBQQSVAW1gNRtK8dxElPHG9Y2KCz5kXDj3zDjTSGFYimel+eb8efN9KdSaBMEPy9cXGm1L11evdK5eu36jZtrt26/06WtGN9npSyrD32quRSK7xthJP8wrTid9CV/3z/Zxvj7z7zSolR7ZjblhxM6UmIoGDXgOr618r3o85FQtaGQMicdUjCuDK+EGoFxv2B0iifrPYwTPS6/YMSMOdkoSkDGwnWh7DGfbxCqqJxpoQk0xBnmkX5VnnBFhDIleD9ZABdUEmaNfgTnBxjhFW0OszFVikuICMWkHZyWauD4gOzY1y/JgBrqu1Y1q8TUaPGVo/X7IlbSal5v1nP2jeGCHQzMIKQYY8dO3baGvOKfuSQPzrsMOlFFba800PQWEEu2Tkbg2NmGbbvUE8E0aM+GQCnIXVsJMyNFsajTwTo7JVZ6QKLUD0DEftgDkUZd2LtRBnvo59FGYcSEaxIGR3XiyuNq9qJAnKdwb/LGUukjWOIjSg8yQSR51/kShPSjeBksdmCBn6c5yMwPz5R6jGHo1xFSKkOFmsAbIRqkOLgUK0Qx7mGeu3aTcBmjt6iQpj0XjZIzFbrLFZAx8pZ/9B2a79r247ShB9Pj1EdKojxpMMPYyaCXnYI8t1KS3ZdPESF1CMBf4pjtNVaTGme5k0l3ISH652UAaItqaAYeRzti4tg1EzkR546CwLmy7DxCu6FrG4j9H6FLnXb9IHRZvdAh+2Fjhg4EqM6zhR01x2LXbOfMN1twNfj9gaMtaZ/LGtTTCPyHj9fWgS63yL9KuFDWvcXaPV77UQxKZvHZmaRaH4TB1BzWtDKCAV6nsJpPKTuhI34AqqJw1cPazZ45uQ+eARmWFfzgs3He5YyaTrSeTfpwckLNWP8dQ+d5sQNrhtlhLdTUGq5YU2hoJYE5goOMDEQFM0HOQKEwBqBXHB84SWDcdYCE8O8r/6u8g2eAf9CbaH1za0HHqnfXu+c99EIv9Ta9F96ut++xVtY6ao1a4/aTNmt/bMvm6MULi5w73pnVtr8ACGCVtw==</latexit>
Table 4.4: The simulated number of predicted ν̄e-CC candidates at the FD at each stage
of the 2020 analysis cut flow at the 2020 3-flavour best fit (see Section 2.5.5), broken
down by true interaction type in RHC. Efficiency is calculated with respect to ‘NoCut’,
where no slice level cuts have been applied. The core sample is shown first and the
peripheral beneath. ‘Basic Cuts’ refers to cuts to ensure quality of reconstruction described
in Section 4.3.2 while ‘Full PID’ refers to the complete selection including application of
CVN. Taken from [104].
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4.4 Analysis Binning at the FD
An optimal binning choice at the FD is key to ensuring that the full potential of all
available neutrino beam data is realised. Appropriate binning can be used to maximise
resolution in certain areas of phase space, as is the focus of the disappearance analysis.
It can also be used to maximally separate signal and background, as is the focus of the
appearance analysis. Both are discussed next.
4.4.1 νµ-CC Binning
As discussed in Section 2.4.1, in the disappearance analysis the parameters sin2 θ23 and
∆m232 dictate the position of the first disappearance maximum in neutrino energy. At
NOvA, the energy region around the maximum is known as ‘the dip’ and occurs between
1 and 2 GeV. Moving to higher energies, not only does NOvA have fewer events but os-
cillation probability is lower. For this reason, in the dip region, reconstructed neutrino
energy is binned in intervals of 0.1 GeV. This allows for a more precise evaluation of both
where in energy the minimum of the energy spectrum lies and how deep it is. This of
course translates into improved sensitivity to the oscillation parameters as compared to
coarser binning. Moving to higher energies, the bins get wider until between 4 and 5 GeV
there is just a single bin. There are 19 bins of reconstructed neutrino energy in total. An
example FD simulated νµ-CC spectrum is shown in Figure 4.12a.
As discussed in Section 4.1.2, the muon neutrino energy resolution is driven by the
amount of hadronic energy in the event. To obtain an even better resolution of the dip
location, the muon neutrino FD sample is divided into four bins according to the fraction
of the total reconstructed energy which is hadronic. All simulated events at the FD which
pass the full νµ-CC selection cuts (see Section 4.3) are binned in neutrino energy and
ordered by their hadronic energy fraction. Each neutrino energy bin is then split into
four such that each sub-bin contains an equal number of events. Figure 4.12b shows the
hadronic energy fraction bin boundaries as a function of neutrino energy. The result is
four hadronic energy quartiles where quartile 1 has the best energy resolution (∼7% in
FHC) and quartile 4 the worst (∼12% in FHC). Figure 4.13 shows the distribution of the
fractional difference between reconstructed and true neutrino energy for all four quartiles
in FHC.
A further benefit of binning by hadronic energy fraction is that true muon neutrino
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Figure 4.12: Left: νµ-CC predicted spectrum at the FD for the 2020 oscillation analysis
best fit point (purple) and under the assumption of no oscillations (red). By comparing
the two histograms, the maximum disappearance region, ‘the dip’, is seen to be between 1
and 2 GeV. This range is binned most finely. Bins can be seen to get wider toward higher
energy. Taken from [106]. Right: The distribution of hadronic energy fraction against
reconstructed neutrino energy for muon neutrino candidates passing all selection cuts in
FHC. The blue and purple histograms show the boundaries of the four hadronic energy
quartiles in FHC and RHC respectively. Taken from [107].
events with less hadronic activity are more easily identified as νµ-CC. For this reason,
background tends to pile up in the 4th quartile, improving sensitivity through better overall
signal and background separation. Figure 4.14 shows a prediction of the νµ-CC spectrum
at the FD when split by quartile, using the 2020 3-flavour analysis best fit point. Both the
specialised energy binning and the separation into sub-samples of hadronic energy fraction
were developed for the 2018 3-flavour analysis [105].
4.4.2 νe-CC Binning
The sensitivity to oscillation parameters in the νe-CC analysis is driven by the ability to
separate signal and background. In addition to binning in equally sized bins of 0.5 GeV
in reconstructed neutrino energy, the core event sample is further split into categories of
CVNe score. As discussed in Section 4.1.3, CVNe score describes how electron neutrino-
like an event is deemed to be by CVN. In the 3-flavour analysis presented at Neutrino 2020
there were two CVNe categories, low PID and high PID. Loosely speaking, a less pure
PID bin and a more pure PID bin respectively. Figure 4.15 shows the true composition in
each of these analysis bins for FHC and RHC. The high PID bin background is dominated
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Q1 gaus Mu:0.014, Sigma:0.042
Q1 stat Mu:0.016, RMS:0.078
Q2 gaus Mu:-0.003, Sigma:0.065
Q2 stat Mu:-0.004, RMS:0.092
Q3 gaus Mu:-0.011, Sigma:0.082
Q3 stat Mu:-0.014, RMS:0.104
Q4 gaus Mu:-0.047, Sigma:0.105
Q4 stat Mu:-0.054, RMS:0.115
NOvA SimulationNeutrino Beam
Figure 4.13: Muon neutrino energy estimator resolution for the four hadronic energy quart-
iles in FHC. A Gaussian fit to each histogram is shown. The legend includes the mean and
Root Mean Square (RMS) of each of the histograms and the mean and standard deviation
of each of the best fit curves. In both beam modes, neutrino interactions involving larger
hadronic showers (quartile 4) have a lower energy resolution than those where the vast
majority of the energy is assigned to the muon (quartile 1). Taken from [91].
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Figure 4.14: The νµ-CC FD predicted spectra at the 2020 oscillation analysis best fit,
split by hadronic energy fraction quartile in FHC. Quartile 1 contains events with the
lowest fraction of hadronic energy and, therefore, has the best energy resolution. Quartile
4 contains events with the highest fraction of hadronic energy and, therefore, has the worst
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Figure 4.15: νe-CC FD predicted spectra at the 2020 3-flavour analysis best fit point,
broken down by interaction type. Left: FHC. Right: RHC. In both horn currents,
the dominant background in the high PID bin is from beam electron neutrinos. Cosmic
interactions make up a large part of the background in the peripheral sample. Taken
from [108].
by the (irreducible) beam electron neutrinos.
In addition to the core sample, there is the peripheral sample. This sample contains
events deemed to be highly electron neutrino-like by CVN but do not pass the FD contain-
ment cuts. For this reason, it is less likely that all of the neutrino energy was deposited
within the detector. The energy information is, therefore, not used in the fit. Due to
the location of the events in this sample, close to the detector edges, the dominant (non-
irreducible) background is from cosmic interactions.
One of the analysis improvements presented in this thesis centres around a detailed
examination of the νe-CC analysis binning. This is discussed in Chapter 6.
4.5 Predictions at the FD
Predicting the FD reconstructed energy spectrum is done in two ways. Primarily, NOvA
uses measurements of the unoscillated neutrino energy spectrum at the ND to correct the
nominal FD prediction. This process is known as ‘extrapolation’ and is described in the
next sections [109]. Although a data driven correction to the FD central value prediction
is beneficial, the main advantage of such a technique is the reduction in the impact of
systematic uncertainties correlated between the two detectors. It is particularly effective
with regard to errors from interaction cross sections and flux, historically some of the
largest. Alternatively, it is possible to rely purely on the MC simulation of the FD. This
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is the so-called ‘no extrapolation’ method.
4.5.1 Decomposition & Extrapolation
Neutrino events are one of seven possibilities: νµ-CC, ν̄µ-CC, νe-CC, ν̄e-CC, ντ -CC, ν̄τ -CC
and NC. Each selected sample is a mixture. Furthermore, oscillations can drastically alter
the mixtures between ND and FD. To use information from the ND to help predict what
would be seen at the FD it is necessary, therefore, to estimate the composition of selected
samples at the ND. This process is called ‘decomposition’. The decomposition method
varies according to how a particular ND sample is used. Additionally, the exact details of
extrapolation vary according to which FD sample is being predicted. Each case will now
be discussed in more detail.
νµ → νµ Signal
The muon neutrino candidate sample at the ND (see Section 4.3) is used to predict the
muon neutrino survival signal at the FD. Due to the high purity of this ND sample, 95.2%
and 97.2% in FHC and RHC respectively, all of the observed discrepancy between data
and MC is assigned to the νµ (ν̄µ) component [102]. Somewhat by construction (NOvA’s
MEC model is tuned to this same data) there is good agreement in this sample. An overall
event excess of 1% and deficit of 3% is observed in FHC and RHC respectively.
As discussed, information obtained by making this measurement is carried to the FD
via extrapolation. A schematic describing the process by which this is done is shown in
Figure 4.16. As explained in [105], background estimated using simulation is first sub-
tracted from the ND data spectrum. The background subtracted reconstructed neutrino
spectrum is unfolded to a true neutrino energy spectrum via a smearing matrix obtained
from ND simulation. Next, this true ND spectrum is multiplied by a FD over ND event
ratio, designed to capture differences in event rate due to, for example, detector accept-
ance. A true energy FD spectrum has now been obtained and energy dependent oscillation
weights can be applied to reflect a set of oscillation parameters. This oscillated spectrum
is converted to a FD reconstructed energy spectrum via a smearing matrix, again obtained
in simulation. The backgrounds are then added in.
This process is carried out independently in each bin of hadronic energy fraction (see
Section 4.4.1) and additionally in three bins of reconstructed muon transverse momentum
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Figure 4.16: The process by which ND data is used to correct the predicted FD signal in
the muon neutrino disappearance analysis. Taken from [111].
|~p µT |, calculated as |~p
µ
T | = |~pµ|
√
1− cos2 θµ. θµ is the angle of the muon with respect
to the beam [110]. Extrapolating in this way increases the robustness of the analysis,
reducing the impact of cross section uncertainties on, in particular, the measurement of
∆m232. The reason for this is that differences in kinematics of the ND and FD selected
νµ samples arise from differences in selection efficiency and acceptance. A known origin
of these differences is the varying ability of the two detectors to contain muons within the
side walls. Figure 4.17 shows how the distributions of |~p µT | for selected events at the ND
and FD differ. The extrapolation bin containing events with the lowest |~p µT |, therefore,
will have ND and FD samples whose kinematics more closely match, compared with the
bin with the highest |~p µT |.
Unlike the bins of hadronic energy fraction, following extrapolation, the |~p µT | bins are
summed. That is to say, they are not explicitly used in the fit for oscillations.
νµ → νµ Background
Backgrounds to the νµ appearance signal at the FD come in two forms. First, event
candidates due to neutrinos from the beam, are predicted to be small. For this reason,
the nominal FD simulation is used to estimate them. Second, there are event candidates
arising from cosmic interactions. Quantifying this background is discussed in Section 4.5.2.
νµ → νe Signal
As with the muon neutrino survival signal, the muon neutrino candidate sample at the ND
(see Section 4.3) is used to predict the electron neutrino appearance signal at the FD. The
same extrapolation procedure as described in Section 4.5.1 is followed, with the exception
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Figure 4.17: Left: A comparison of the reconstructed muon transverse momentum for se-
lected νµ-CC and ν̄µ-CC candidates in simulation at the ND (red) and FD (blue). ND data
is shown in black. Right: A similar plot but comparing the reconstructed muon transverse
momentum for selected νµ-CC and ν̄µ-CC candidates in simulation at the ND (red) and
the reconstructed electron transverse momentum for selected νe-CC and ν̄e-CC candidates
at the FD (blue). Both taken from [112].
that the FD over ND event ratio and oscillation weights are appropriately replaced. Fur-
thermore, the FD true to reconstructed neutrino energy smearing matrix maps onto the
appearance (see Section 4.4.2) rather than the disappearance energy binning.
Unlike the survival signal, the ND sample is not extrapolated as a function of hadronic
energy fraction. Events are, however, subdivided into three bins of |~p µT | for extrapolation
(see Section 4.5.1) and summed before fitting.
As discussed in Section 4.4.2, the appearance analysis makes use of a ‘peripheral’
sample. In the fit for oscillations, this is a single bin with no explicit dependence on
reconstructed neutrino energy, other than events must have a reconstructed neutrino en-
ergy less than 4.5 GeV. Before these events are summed into a single bin, extrapolation
weights which are calculated for the high PID bin are applied to nominal FD MC pre-
dictions for the peripheral sample. This is appropriate given that peripheral events also
have been deemed highly electron-like by CVN. In the electron neutrino appearance bin-
ning developed in this thesis (see Chapter 6), the peripheral sample is split into 3 bins
of reconstructed primary shower calorimetric energy for a given event. ‘Primary shower’
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refers to the most energetic shower in the event. Given the high CVN score, however, this
shower is likely to be the primary lepton. Extrapolation weights from the high PID bin are
applied to these 3 bins by assuming simply that lepton energy is, on average, the majority
of the total reconstructed energy. In short, extrapolation weights from the 1.5 to 2.0 GeV,
2.5 to 3 GeV and 3.5 to 4 GeV high-high PID bins are applied to the three peripheral bins
sequentially respectively.
νµ → νe Background
The electron neutrino candidate sample at the ND (see Section 4.3) is used to predict the
background components of the electron neutrino appearance spectra at the FD. There are
three major components to this background: electron neutrinos which are intrinsic to the
beam or Beam Electron Neutrino (BEN) events, NC events and νµ-CC events. Two types
of data-driven decomposition, BEN decomposition and Michel decomposition, are used to
estimate these components at the ND in FHC, discussed next9. In RHC, due to a much
larger fraction of wrong-sign events in the sample compared to FHC, the simpler method
of proportional decomposition is used. Here, any overall discrepancy between data and
simulation is split equally among the three background components. Namely, it is assumed
that the simulation correctly predicts the relative proportions of event types but not the
absolute normalisation in each analysis bin.
Once decomposed, the ND data is extrapolated to the FD. In the extrapolation method
used here, correction factors from the ND are calculated purely in the reconstructed en-
ergy space, rather than first converting to true energy. Extrapolating in this way reduces
dependence on the energy estimator. This is important for these background events, where
the electron neutrino energy estimator is expected to perform poorly10. Oscillation prob-
ability weights at the FD are still applied in true energy [113].
BEN decomposition: This technique uses muon neutrino events at the ND to es-
timate the intrinsic electron neutrino component of the beam, a major (and irreducible)
background at the FD for the appearance analysis [114]. Figure 4.18b shows the true
neutrino energy for electron neutrino events at the ND in FHC, split by their ancestry. At
low energies (less than ∼3 GeV), the majority of electron neutrinos originate from pions
9Other possible oscillation channels, νe → νµ and ν → ντ make a much smaller contribution and are
predicted using the nominal FD MC.
10Note that it is never possible to reconstruct the true neutrino energy in a NC event.
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via muon decay
π+ → νµ + µ+ , µ+ → ν̄µ + e+ + νe. (4.3)
Figure 4.18a shows the equivalent plot for muon neutrinos. In the low energy region, the
vast majority of muon neutrinos also originate from pions. It can also be seen that at high
energies, most electron and muon neutrinos originate from neutral or charged kaons
K0L → π− + e+ + νe (4.4)
K+ → π0 + e+ + νe. (4.5)
By looking at samples of low and high energy muon neutrinos in data, the pion and kaon
fluxes respectively in simulation can be corrected. Due to the shared ancestry of the
muon and electron neutrinos, these corrected fluxes can then be propagated to the selec-
ted electron neutrino component at the ND through ‘pions weights’ and a ‘kaon scale’.
The low and high energy muon neutrino samples are also known as the ND contained
and un-contained samples respectively. The cut for the contained sample is the ND muon
neutrino selection cut described in Section 4.3. The un-contained cut is largely the same
except for the requirement that the candidate muon track not be contained. The break-
down of simulation compared to data for these samples is shown in Figure 4.19.
The calculation of the kaon scale SK , defined simply as the ratio of the number of
selected νµ-CC events from kaons in data versus simulation, is done iteratively via the
equations [114]





























C is the set of bins in the contained sample in the region 1 - 3 GeV where muon neutrinos
with pion ancestors dominate. U is the set of bins in the un-contained sample in the
region 4.5 - 10 GeV where muon neutrinos with kaon ancestors dominate. The pion scale
from Equation 4.7, required to make contained events match in data and MC, is used in
Equation 4.8 in obtaining the kaon scale. Then, that improved kaon scale is fed back into
Equation 4.7. The procedure stops when subsequent calculations of SK differ by less than
10−4. For the analysis presented in this thesis, an overall increase of 5.8% in the rate of
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electron neutrinos with kaon parents relative to simulation is obtained [102].
With regard to correcting the electron neutrino component with pion ancestry, events
in the contained sample between 0 and 5 GeV are used. The calculation and application of
weights has the ability to be more sophisticated given the reliability of the muon neutrino
energy estimator for this subset of events and the direct kinematic relationship between
the produced muon neutrinos and their parent pion. Figure 4.20 shows the distribution
of ancestor transverse and forward momentum for selected muon and electron neutrinos
in each of their respective samples. There is a large amount of overlap in the phase space
of pions which go on to produce beam electron neutrinos compared to muon neutrinos.
Firstly, therefore, a set of weights wνµ as a function of reconstructed energy Eνµ is
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These weights are then applied to the νe-CC events with pion ancestors selected in the
electron neutrino ND sample. The corrected νe from pion spectrum is then given by
summing over (pπT , p
π
z ) in each analysis bin. The final estimate of intrinsic beam electron
neutrinos is the sum of the corrected pion and kaon components and the uncorrected
simulation of other ancestors [95].
Michel decomposition: This decomposition technique is employed to correct NC
and νµ-CC events, using the number of Michel electrons in each selected event [117]. A
true νµ event will contain a muon which, 92% of the time in pure carbon, will decay to
produce a Michel electron via µ− → e− + νµ [118]. Michel electrons can also be produced
11Note that the inclusion of NMCνµCC←K in the denominator means any difference in data and simulation
is split equally among muon neutrinos with pion and kaon ancestors according to their proportions in
simulation. Figure 4.18a shows, however, that the kaon contribution in this sample is (negligibly) small.
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(a) (b)
Figure 4.18: Left: True neutrino energy of muon neutrino events with a true vertex inside
the ND, broken down by the ancestor type in FHC. Right: True neutrino energy of
electron neutrino events with a true vertex inside the ND, broken down by the ancestor
type in FHC. Contained muon neutrino events in the 0 - 5 GeV range are used to calculate
the pion weights, while 1 - 3 GeV contained and 4.5 - 10 GeV un-contained muon neutrino
events are used for the kaon scale. Both taken from [116].
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Figure 4.19: Left: A breakdown of simulation compared to data for the BEN contained
sample. Right: A breakdown of simulation compared to data for the BEN un-contained
sample. Although not shown on either figure, data and simulation match within systematic
uncertainty. Both taken from [116].
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Figure 4.20: Left: The distribution of transverse and forward momentum for pions which
go onto to produce selected muon neutrinos in the contained BEN sample. Right: The
distribution of transverse and forward momentum for pions which go onto to produce
electron neutrinos which pass the ND electron neutrino selection. A large amount of
overlap can be seen between the phase space of the two. Note that this plot was produced
for the 2020 3-flavour analysis. The analysis presented in this thesis employs a looser ND
electron neutrino selection cut (see Chapter 6). The selection, however, has not changed
in the region of phase space where beam electron neutrinos constitute a large fraction of
the background. Both taken from [116].
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in the hadronic system, usually via π± → µ± → e± + ν + ν̄. True νµ-CC events will
contain on average one extra Michel electron compared to true NC (and beam νe) events.
It can be see from Figure 4.21 that the fraction of true muon neutrinos with one or more
Michel electrons is greater than for NC events. The number of Michel electrons then can,
in principle, be used to estimate the νµ-CC and NC contributions in data.
A Michel finding algorithm is run which looks for activity close in space but delayed
in time with respect to the neutrino candidate slice [119]. To differentiate between true
Michels and background, a log-likelihood based PID known as the Michel electron Identifier
(MID) was developed. For a candidate event, MID is the difference in log-likelihoods
calculated under the Michel and not a Michel hypotheses based on its calorimetric energy,
number of cells containing hits, and the spatial and temporal separation from the parent
slice. Distributions analogous to Figure 4.21 are constructed for each analysis bin for
events passing a MID cut and the νµ-CC and NC events are scaled using a log-likelihood
fit to the data in this space [117]. Since there is no separation of beam νe and NC events
using this method and the νe events have already been corrected by BEN decomposition,
Michel decomposition holds them fixed.
In the 2020 3-flavour analysis, fairly large corrections of 38.2% and 13.9% were made
to the νµ-CC and NC populations respectively [102]. These events, however, arise from
specific kinematic regions within the possible phase space of these events and are poorly
constrained by external data. For the new analysis introduced later in this thesis, there
is a discussion of the results of decomposition and final extrapolated FD predictions in
Chapter 7.
4.5.2 Estimation of Cosmic Induced Events
In addition to misidentified events from the neutrino beam, a very important source of
background to the oscillation analyses at the FD comes from cosmic induced activity.
To estimate this background, an approach using data from the cosmic trigger (recorded
orthogonally to any beam data) is used. Full νµ and νe analysis selected cuts (see Sec-
tion 4.3) are applied to the data and the FD analysis bins are populated. The resulting
spectra have some cosmic exposure or ‘livetime’ associated with them. The integrals of
these histograms are scaled down to match the livetime corresponding to NuMI beam
data. The error on each bin is taken to be the 1-σ Poissonian uncertainty before scaling,
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Figure 4.21: The number of Michel electrons in each selected event in the 2020 analysis
electron neutrino ND sample in simulation. Events are separated by true interaction
type and the histograms are not stacked. Data is shown in black. The fraction of true
muon neutrinos with one or more Michel electrons is greater than for NC events. Taken
from [116].
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this is propagated to the fit and treated as a systematic uncertainty [120,121].
As a final addition to the FD spectrum, beam events with a true interaction vertex
outside the detector volume passing the electron neutrino FD selection are added. These
‘rock’ events are introduced at the very end since they are simulated in a separate, special
sample. Their very small contribution to the analysis presented in this thesis is discussed
in Chapter 6.
4.6 Systematic Uncertainties
NOvA accounts for around 60 individual systematic uncertainties in the 3-flavour oscilla-
tion analysis. In the software, each systematic is treated as its own ‘universe’ where the
distributions (for example, energy spectra) are re-calculated at every step (for example,
extrapolation). There are three ways in which the effect of a particular systematic can
be captured. Firstly, some systematics such as the flux model and most of the neut-
rino interaction uncertainties, use functions which re-weight the nominal distributions
directly. Others, such as the muon energy scale, necessitate tweaking one or two un-
derlying parameters before generating new distributions. Finally, any systematic which
exhibits complex behaviour, such as calibration or detector response, requires new MC files
to be made with the earlier stages of the simulation and reconstruction re-performed [102].
These methods are used to obtain ND and FD predictions in a given systematic universe
at the ±1- and 2-σ values of the systematic (recall from Section 4.2 that CAFAna is
entirely histogram based). The fit, however, needs systematics that are continuous. Cubic
interpolation is used in each analysis bin to obtain the event counts ‘in between’12. The
next sections discuss the different systematic groups in detail and in tabulated form define
some shorthand notation used in the later chapters. Where appropriate, shorthand names
are also defined in the text using this font.
12Cubic Hermite splines are commonly used for this kind of interpolation of numerical data. ‘Hermite’
refers to the form with which the polynomials are defined, namely, by their values and first derivatives
at the two data end points. Cubic splines are the lowest-order splines which can be both forced to be




ppfx hadp beam pc00 Flux component 00
ppfx hadp beam pc01 Flux component 01
ppfx hadp beam pc02 Flux component 02
ppfx hadp beam pc03 Flux component 03
ppfx hadp beam pc04 Flux component 04
Table 4.5: Shorthand and corresponding full names of all of the systematic parameters
related to flux. Both short and long forms are used later in the thesis.
4.6.1 Flux
Differences in data and simulation, arising from both the mismodelling of hadron pro-
duction in the graphite target and their subsequent transport, are covered by flux uncer-
tainties. As discussed in Section 3.3.1, a package known as PPFX is used to incorporate
external data to constrain the part related to hadron production [62]. The package de-
rives an uncertainty using a multi-verse technique. 100 random scenarios are generated,
each representing a world with different proton-target cross-sections. For each of these
universes a set of weights, directly analogous to those applied to the central value predic-
tion described in Section 3.3.1, are derived. A covariance matrix is constructed for each
universe using interactions corrected by these weights, describing the relationship between
bins of true energy. These covariance matrices are summed to form an averaged covariance
matrix which can be collapsed via a Principle Component Analysis (PCA) [122]. The PCA
allows the hadron production uncertainty to be captured in a much smaller set of uncor-
related weights or ‘principle components’. The five principle components leading to the
largest variance in the FD over ND event ratio are taken forward into the fit for oscillations.
Uncertainty in subsequent transport, which arises from unknowns affecting beam fo-
cussing such as the target position, the magnetic field in the decay pipe, the amount
of current in the horns etcetera, are also included in the PCA [122]. For each of the
100 hadron flux universes described above, 20 sets of beam transport parameters are also
thrown. Table 4.5 lists the shorthand and corresponding full names of all of the systematic
parameters related to flux.
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4.6.2 Cross-section
In total, 62 systematic parameters are used to quantify uncertainties in the model due to
neutrino cross-sections and FSI. Most are evaluated using weights provided by GENIE [24],
which can be applied to the simulated events based on the neutrino interaction’s truth
information [95]. Some of these uncertainties are expected, however, to have very little
effect on the results but significantly increase run time at the fitting stage. To mitigate
the effects on run time, the cross-section systematic parameters are broken down into two
groups. The systematics are ranked according to the χ2 their ±1-σ shifts make to the
nominal FD prediction in the analysis distributions (see Section 4.4) [102]. All system-
atics whose effect falls below χ2 = 0.005 in all distributions are classed as small. In the
analysis presented in this thesis, the effect of these systematics is summed in quadrature
and treated as one effect in the fit (SumSmallXSec3Flavor2020)13. There are 38 system-
atics in the group of small cross-section uncertainties, the remaining 24 large cross-section
uncertainties are treated individually. For perspective, one of the largest cross-section
systematics is radcorrnue which results in a 1.6% increase or decrease in total number
of predicted FD events. Conversely, one of the smallest cross-section uncertainties treated
as ‘large’ is kZExpEV3Syst2020 (described below) which has approximately an 0.7% affect
on the FD prediction.
Some of the key remaining large cross-section uncertainties which differ from the default
GENIE adjustable parameters are summarised as follows:
• CCQE: NOvA utilises the ‘z-expansion’ parametrisation of the CCQE form factor
to asses the uncertainty on its value (see Section 3.3.2) [65]. GENIE provides five
adjustable parameters for the shape and normalisation of the form factor. NOvA
retains the standard normalisation parameter, which can be loosely seen as chan-
ging the ‘traditional’ axial mass, adjusting the total number of events by -20% and
15% (ZNormCCQE). The four remaining shape parameters are used to create four
custom weight functions which correctly enforce correlations between themselves
(kZExpEVnSyst2020, n = 1, 2, 3, 4) [123].
• MEC: NOvA employs three uncertainties associated to MEC interactions. These
are intended to separately capture dependence on neutrino energy, energy transfer
and the composition of final state nucleon pairs based on several experimental and
13The same group of cross-section systematics found to be small in the 2020 3-flavour analysis were
taken as small in the analysis presented in this thesis.
96 Analysis Methodology
theoretical models [123]. Since these uncertainties are uncorrelated for neutrino
and antineutrinos, there are in fact six MEC systematics included in the fit for
oscillations (MECEnuShapeSyst2020Nu/AntiNu, MECShapeSyst2020Nu/AntiNu and
MECInitStateNPFracSyst2020Nu/AntiNu).
• RES: Historically, GENIE has over-predicted the number of νµ-CC RES events at
low values of 4-momentum transfer. However, as described in Section 3.3.2, the
version of GENIE used for the 2020 3-flavour analysis uses a new resonance model
which results in a much smaller excess in this region. Despite this, there are still small
amounts of disagreement between data and simulation, and it is not understood if
the new model is in fact the reason for the observed improvements. NOvA, therefore,
retains a systematic uncertainty related to this effect (LowQ2RESSupp2020).
• DIS: Motivated by disagreements in data and simulation in the ND and recent
reanalysis of bubble chamber data [124], an uncertainty for non-resonant interac-
tions producing pions is introduced (DISvnCC1pi 2020 is the systematic uncertainty
covering interactions with one pion in the final state). Such interactions with a final
state hadronic mass of less than 3 GeV, carry a 50% uncertainty. Above 3 GeV, the
uncertainty drops from 50% linearly until hitting 5% at 5 GeV.
• Other uncertainties: A 2% uncertainty on the ratio of the νe to νµ and ν̄e to
ν̄µ cross-sections is applied to account for radiative corrections (radcorrnue/radcorrnuebar).
Similarly, a 2% uncertainty which is fully anticorrelated between νe and ν̄e is intro-
duced to allow for second class currents (2ndclasscurr). Both of these uncertainties
were motivated by work done by the T2K collaboration [125].
Table 4.6 lists the shorthand and corresponding full names of all of the systematic para-
meters related to neutrino cross-section.
4.6.3 Detector Response and Calibration
The evaluation of uncertainties arising from the calibration procedure and the detector
response model necessitates the production of several additional MC samples. These
datasets, discussed next, require some amount of re-simulation of the nominal ND and FD
samples but with the relevant systematic parameters altered [102].
• The detector light model describes the number of photons produced in the scintillator
which are collected by the fibre. When a charged particle passes through the NOvA
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Systematic parameters: neutrino cross-section
2ndclasscurr Second class currents
DISvnCC1pi 2020 DIS vnCC1pi (DIS events producing 1 pion)
hNFSI FateFracEV1 2020 hN FSI fate fraction eigenvector 1
hNFSI MFP 2020 hN FSI mean free path
LowQ2RESSupp2020 RES low-Q2 suppression
MECEnuShape2020AntiNu MEC Eν shape, antineutrinos
MECEnuShape2020Nu MEC Eν shape, neutrinos
MECInitStateNPFrac2020AntiNu MEC initial state np fraction, antineutrinos
MECInitStateNPFrac2020Nu MEC initial state np fraction, neutrinos
MECShape2020AntiNu MEC 2020 (q0, |~q|) response, antineutrinos
MECShape2020Nu MEC 2020 (q0, |~q|) response, neutrinos
MaCCRES MaCCRES (Nuclear form factor parameter.)
MaNCRES MaNCRES (Nuclear form factor parameter.)
MvCCRES MvCCRES (Nuclear form factor parameter.)
MvNCRES MvNCRES (Nuclear form factor parameter.)
NuTauScale ντ Scale
radcorrnue Radiative corrections for νe
radcorrnuebar Radiative corrections for ν̄e
RPAShapeenh2020 RPA shape: higher-Q2 enhancement (2020)
RPAShapesupp2020 RPA shape: low-Q2 suppression (2020)
SumSmallXSec3Flavor2020 Summed small cross-section systematic
ZExpAxialFFSyst2020 EV1 CCQE z-exp eigenvector shift 1
ZExpAxialFFSyst2020 EV2 CCQE z-exp eigenvector shift 2
ZExpAxialFFSyst2020 EV3 CCQE z-exp eigenvector shift 3
ZExpAxialFFSyst2020 EV4 CCQE z-exp eigenvector shift 4
ZNormCCQE CCQE z-exp normalisation
Table 4.6: Shorthand and corresponding full names of all of the systematic parameters
related to neutrino cross-section. Both short and long forms are used later in the thesis.
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scintillator, it produces both scintillation and Cherenkov photons. Motivated by a
discrepancy between data and simulation in proton dE/dx of around 5% (compared
to 1.5% for muons) [126], three new samples were produced with changes to this
model. In one, the factor determining the level of Cherekov photons produced was
increased to bring the proton disagreement to less than 1% while leaving the muon
response unchanged. Since this factor is a property of the materials used by NOvA,
which is common to both detectors, this systematic applies to both the ND and
FD (Cherenkov). The other two samples investigate the overall number of photons
collected by the fibre, there is one for the ND and one for the FD14. There are shifts
of ±10% in both X and Y views at the ND. In the FD the shifts are ±16% in the
X view and an anticorrelated ∓6% shift in the Y view. In both of these samples
the absolute calibration constants are counter adjusted to preserve energy response,
which is calibrated using muons. These samples are useful for evaluating the effect of
the hits that miss or pass the threshold level (Light Level ND/Light Level FD) [23].
• In both the ND and FD, there is a downward trend of approximately 0.24% per
year in the number of reconstructed hits in candidate events [127]. This is evidence
that the scintillator and/or the detector electronics are ageing. A special ‘drift’
sample, where the light model is decreased in line with the observed downward trend
as a function of time, was produced to account for this (CalibDrift). Absolute
calibration constants are appropriately shifted to preserve muon response.
• As with the light model uncertainties, the overall energy response uncertainty is de-
termined by discrepancies in data versus simulation for candidate protons in the ND.
This disagreement at the 5% level is greater than for any other particle or standard
candle metrics such as Michel electron distributions and π0 mass peaks. To evalu-
ate this systematic (Calibration), nominal simulated samples are re-used but the
absolute calibration constants are turned up and down by 5% before reconstruction.
This procedure ensures that the energy of the reconstructed hits changes, but the
number of reconstructed hits remains the same compared to nominal. Additionally,
to account for differences in reconstructed and true energies for events close to the
detector edges, there is a ‘calibration shape’ uncertainty (CalibShape) [128].
Table 4.7 lists the shorthand and corresponding full names of all of the systematic para-
meters related to detector response and calibration.
14The overall light yield is view and detector dependent due to geometry.
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Light Level FD FD light level
Light Level ND ND light level
RelativeCalib Relative calibration
Table 4.7: Shorthand and corresponding full names of all of the systematic parameters
related to detector response and calibration. Both short and long forms are used later in
the thesis.
4.6.4 Other Uncertainties
• ND-FD Acceptance: As discussed in Chapter 4.5, the technique of extrapolation
is used to carry information from measurements made in the ND to predicted FD
spectra. This helps to reduce the impact of particular systematic uncertainties on
the analysis, for example, from neutrino cross-sections. Although the two detectors
are ‘functionally identical’, they do differ, particularly in their sizes. This leads to
ND and FD ‘equivalent’ samples having different underlying kinematic distributions
due to their differing abilities to contain all final state particles. The correction
factors that are applied at the FD, therefore, come from a somewhat incorrect re-
gion of phase space. Techniques such as extrapolating in bins of muon transverse
momentum (see Section 4.5.1) help to counter these effects. For the prediction of
electron neutrino appearance signal, however, these kinematic difference can be par-
ticularly acute15. To quantify these differences, an ‘acceptance’ systematic is derived
(accept signal ptTextrap FHC 2020/accept signal ptTextrap RHC 2020) [129].
The size of the systematic is estimated by re-weighting the muon neutrino samples
in both the ND data and MC to match the FD electron neutrino samples in the
following kinematic spaces: true four momentum transfer squared, reconstructed
angle of the primary lepton with respect to the beam, total reconstructed transverse
15Recall that the electron neutrino candidate sample at the FD is extrapolated from the muon neutrino
candidate sample at the ND. Differences in the kinematics of the accepted samples arise, therefore, due to
the differing containment of muons at the ND and electrons at the FD and differing PID performance.
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momentum of the event. The idea being that the kinematics of the FD electron
neutrino selected sample are replicated in the ND muon neutrino candidate sample.
The re-weighted ND spectra are then passed through the extrapolation procedure
and the resulting FD distributions are compared to the nominal. The largest dif-
ference between shifted and nominal distributions is taken as the systematic’s 1-σ.
These are maximally 0.4% in both FHC and RHC.
• Muon energy scale: There are five separate systematic parameters designed to
characterise the uncertainty associated with using reconstructed muon length in the
detectors to determine muon energy [130]. Three of these systematics (UnCorrND / FD
/ MuCatMuEScaleSyst2020) deal with the associated sources of uncertainty which are
uncorrelated between detectors, with the muon catcher and ND treated separately.
The size of these systematics are 0.15%, 0.13% and 0.48% in the FD, ND and muon
catcher respectively. All three are dominated by uncertainties in ‘mass accounting’.
This includes but is not limited to, for example, uncertainty in the volume/density
of detector components such as the scintillator, steel or PVC. A fourth system-
atic parameter quantifies the uncertainties which are correlated between detectors
(CorrMuEScaleSyst2020), amounting to 0.7%. This uncertainty is dominated by
uncertainties in the Fermi density effect and differences in muon range as calculated
by GEANT and calculated by others [131]. The final systematic parameter accounts
for so called ‘neutron pileup’ in the ND and muon catcher (PileupMuESyst2020).
Over the course of a 10 µs spill, many neutrino induced neutrons can build up in the
ND, given that the neutron capture time is around 50 µs. Upon recapture, however,
they produce a hit in the detector which can be tagged onto the beginning or end
of a true muon track. This leads to muon neutrino events which occur later in the
spill having a higher reconstructed muon energy on average.
• Neutron scale: Discrepancies in data versus simulation in neutron rich samples
(using a sub-sample of ν̄µ-CC candidates) have been observed. In particular, simula-
tion shows an excess of neutron candidate prongs at low energy (below 20 MeV) and
a deficit at medium energy (above 20 MeV and below 150 MeV) [132]. This motiv-
ated an uncertainty which scales the contribution of energy from simulated neutrons
with a true visible energy below 20 MeV to the total reconstructed hadronic energy
(NeutronEvisPrimariesSyst2018). This has the effect of shifting neutrons from
the region of excess to the region of deficit.
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• Normalisation: Systematic uncertainties falling under the umbrella of normalisa-
tion can be broken down into two parts. First, there is the ‘correlated normalisation’
(NormHornCorr) which has a value of 0.82%. This is constructed from a sum in
quadrature of uncertainties surrounding detector masses and the so called ‘GENIE-
GEANT mismatch problem’ observed in NOvA code16 [133]. Second, uncertainties
in POT are summed in quadrature with uncertainties resulting from differences in
event selection efficiency in data and simulation (separately for FHC and RHC).
The latter uncertainties are the subject of Chapter 5. The resulting scales of these
uncertainties (NormFHC2020/NormRHC2020) are 0.72% and 0.90% in FHC and RHC
respectively.
• ND rock scale: For the analysis presented in this thesis, a new systematic to cap-
ture the uncertainty in the number events originating in the rock surrounding the
ND was introduced (NDNueRockEventSyst). The necessity for and development of
this systematic is discussed in more detail in Chapter 6. In short, a 100% uncertainty
is applied to any ND event with a true vertex outside the detector. This system-
atic is ‘νe specific’, so only the electron neutrino appearance signal and background
predicted spectra are affected.
Table 4.8 lists the shorthand and corresponding full names of all of the systematic para-
meters which do not fit into the categories covered by Tables 4.5 - 4.7.
4.7 Oscillation Model Fit to Data
The measurement of oscillation parameters is made by comparing the total FD prediction
under a 3-flavour model to data, using a frequentist statistical approach. NOvA assumes
that each analysis bin i is described by Poisson statistics. Specifically, in the i’th analysis
bin, the probability Pi of observing Oi events given an expectation of Ei(~θ) events for a










16In the late stages of the 3-flavour analysis, a bug in either GEANT code or the interface of that code
with NOvA code was discovered. The bug causes GEANT to drop particles from the list of primary
particles it receives from GENIE around 0.6% of the time. It has since been discovered that this bug is
fixed in a later version of GEANT4.
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Systematic parameters: detector response and calibration
accept signalkin pTextrap FHC 2020 Acceptance ND to FD kinematics νe signal FHC
accept signalkin pTextrap RHC 2020 Acceptance ND to FD kinematics ν̄e signal RHC
CorrMuEScaleSyst2020 Muon energy scale correlated
cosmicScale Cosmic background scale
LeptonAngleSystFDXZ2020 Lepton angle systematic FD XZ
LeptonAngleSystFDYZ2020 Lepton angle systematic FD YZ
LeptonAngleSystNDXZ2020 Lepton angle systematic ND XZ
LeptonAngleSystNDYZ2020 Lepton angle systematic ND YZ
michel tagging2020 Michel electrons tagging uncertainty
NDNueRockEventSyst ND rock scale νe




PileupMuESyst2020 ND neutron pile-up
RockScale FD rock scale
UnCorrFDMuEScaleSyst2020 FD muon energy scale uncorrelated
UnCorrMuCatMuESyst2020 Muon catcher muon energy scale uncorrelated
UnCorrNDMuEScaleSyst2020 ND muon energy scale uncorrelated
Table 4.8: Shorthand and corresponding full names of all of the systematic parameters
which do not fit into the categories covered by Tables 4.5 - 4.7. Both short and long forms
are used later in the thesis.
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The joint probability across all bins is given by the product of the bin-wise probabilities.









The set of values for the oscillation parameters which maximise the likelihood for a given
observation are commonly referred to as the ‘best fit’ values. Maximisation corresponds
to finding a stationary point with respect to ~θ, hence a constant with respect to ~θ can be














The likelihood ratio is more useful when rearranged in the following way







































[Oi lnEi − Ei − lnOi!] + 2
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Minimising this function with respect to ~θ for a dataset Oi is directly analogous to max-
imising the likelihood given in Equation 4.12 [134]. Formally, the values of the parameters
~θ which minimise Equation 4.18 such that
(−2 lnλ)min ≡ −2 lnλ(~θA) < −2 lnλ(~θB) ∀ ~θB 6= ~θA (4.19)
are those which most accurately describe the data. As aforementioned, they are known as
the ‘best fit’ values [23].
Equation 4.18 can be considered a χ2 statistic with k degrees of freedom, since−2 lnλ(~θ)
tends to a Gaussian distribution as k → ∞17. From this point, therefore, χ2(~θ) will be
used to denote Equation 4.18. However, the analysis presented in this thesis is not within
17The general definition of a χ2 statistic is any function of Oi and Ei(~θ) which asymptotically obeys the
‘classical’ χ2 distribution [134].
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the boundaries of this asymptotic limit. As a result, all confidence intervals shown in
this document, which assume Gaussian statistics, are an approximation. Such confidence
intervals are obtained by means of a further test statistic ∆χ2, defined as
∆χ2(~θ) = χ2(~θ)− χ2min. (4.20)
For a ∆χ2 with one degree of freedom, for example, the 1-σ (“68%”) confidence interval
is defined to be the region of phase space where ∆χ2 < 1. For the purpose of constructing
contours in two dimensions, there are two degrees of freedom. The 1-, 2- and 3-σ regions
are defined to be where ∆χ2 < 2.30, ∆χ2 < 6.18 and ∆χ2 < 11.83 respectively [26].
Equation 4.20 is also used to quantify the sensitivity of the analysis to a given set of
oscillation parameters. Here, so called Asimov ‘fake data’ is constructed at the central
value of a simulated FD spectrum, predicted at a given set of oscillation parameters18
4.7.1 Treatment of Oscillation Parameters
The underlying physics model employed in this thesis uses the full oscillation formulae in
matter introduced in Section 2.4. The experiment baseline, L = 810 km and density of
the Earth, ρ = 2.84 g/cm3 are held fixed [135]. The solar oscillation parameters are also
held fixed at the values given in the 2019 edition of the Particle Data Group (PDG) [26]:
∆m221 = 7.53× 10−5 eV2 and sin2 2θ12 = 0.851. As discussed, NOvA has some sensitivity
to θ13. This angle, however, is very well measured by other experiments. It is treated,
therefore, as a constrained nuisance parameter via the addition of a Gaussian penalty term
to the χ2 statistic. The central value and 1-σ uncertainty for sin2 2θ13, also taken from
the 2019 edition of the PDG, are 0.085 and 0.003 respectively.
The parameters which remain, δCP , ∆m
2
32 and sin
2 θ23 are all completely free in the
fit. In order to probe both mass hierarchies, two fits, one seeded with a positive value of
∆m232, the other seeded with a negative value of ∆m
2
32, are performed. The “best fit” in
the hierarchy which is disfavoured corresponds to a local minimum only.
4.7.2 Treatment of Systematic Uncertainties
NOvA incorporates numerous systematic uncertainties into its fit to the data (see Sec-
tion 4.6). They are treated as uncorrelated and are included in the likelihood fit in the
18Fake data at NOvA is constructed by taking the central value of a high-statistics simulated FD spec-
trum, predicted at some set of oscillation parameters and scaled to a particular POT exposure.
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At each point in oscillation space, therefore, the χ2 taken forward is the one which is
minimised with respect to all systematic parameters i, including the rightmost ‘penalty
term’. si and σi represent the values and 1-σ ranges of the systematic parameters (in units
of σ) respectively. As its name suggests, the penalty term acts to increase the total χ2
according to how far a particular systematic is pulled away from its central value of zero.
The larger the pull, the larger the penalty.
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Chapter 5
Context Effects on Near Detector
Selection Efficiency
The intensity of NuMI beam pulses has a sizeable influence on the efficiency of selecting
true νµ-CC and νe-CC events in the ND. At higher intensities, the density of neutrino in-
teractions is larger. This leads to separate physics events occurring more closely together
in both time and space (pile-up), complicating reconstruction. To establish to what extent,
if any, selection efficiency in data and simulation are different to one another, a single neut-
rino overlay procedure is used. This technique, first implemented by a fellow collaborator
for the 2018 round of analyses [137], involves inserting individual MC neutrino interactions
on top of nominal data and MC beam spills in the ND. The difference in efficiency to select
the single interactions in data and MC is evaluated separately for four samples of interest
(νe-CC, νµ-CC)⊗(FHC, RHC). The results are used as data driven values for part of the
systematic uncertainty on the ND normalisation. In the 2018 analysis, only the values for
the νµ-CC samples were determined. Separate results for νe-CC were introduced by myself.
This chapter expands on the procedure described above and was used for the 2020
oscillation analysis. Section 5.1 details the how the relevant data and simulation samples
are prepared. Section 5.2 talks about the extraction of the selection efficiency differences
and Section 5.3 presents the values obtained. Section 5.4 then explains how those values
are used in the fit for oscillations. Section 5.5 shows a study of neutrino energy resolution,
which uses the overlaid data sets.
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Figure 5.1: Fully reconstructed ND spill in data, before (left) and after (right) the single
simulated neutrino is overlaid. The extra νµ is highlighted by the blue arrow. The top and
bottom windows in each Figure are birds-eye and side-on views of the detector respectively.
5.1 Single Neutrino Overlay Methodology
Single MC neutrinos are overlaid into a subset of ND spills in data. This gives a ‘true’
number of neutrinos to select. The same overlay and selection procedure in simulated ND
spills yields an efficiency directly comparable to the efficiency in data, and the difference
is taken as a data-MC ND normalisation difference. Figures 5.1 and 5.2 show example
event displays of nominal ND spills, before and after the single neutrino has been overlaid.
The evolution of software from the 2018 to the 2020 analysis1 and the need for a new way
to match the beam intensity in simulation to the data, required an in-depth evaluation
of how singles events are generated and overlaid. All changes to the method for 2020 are
geared toward achieving a more robust evaluation of NOvA’s susceptibility to pile-up and
are summarised below.
• In the 2018 analysis, the single neutrino interactions were simulated in the condi-
tions of a particular data run/subrun combination and overlaid onto that specific
combination. However, in doing so the ‘random subrun’ procedure for matching
the beam intensity in simulation to data was distorted. This lead to the need for a
complex re-weighting of events, to align the distributions of POT per spill in data
and MC a posteriori.
In the 2020 analysis, singles are generated in such a way that any single neutrino can
be overlaid onto any nominal spill in data or MC, which are sampled randomly. It is
1The performance of a newly introduced clustering algorithm, discussed in Section 4.1.1, was of partic-
ular interest.
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Figure 5.2: Fully reconstructed ND spill in nominal MC, before (left) and after (right)
single simulated neutrino is overlaid. The extra νµ is highlighted by the blue arrow.
important to ensure that singles are overlaid into enough spills to both measure the
data-MC difference to the required uncertainty, but also to match beam intensity
distributions in data and MC.
• In both 2018 and 2020, the overlay procedure has been to add exactly one MC
neutrino to each nominal spill, regardless of the intensity of the spill into which it is
being overlaid. In 2020, to account for the fact that at higher intensities we expect
more neutrino interactions, that is to say, have the rate of overlaid neutrinos per
spill vs. intensity match the natural rate of neutrinos per spill vs. intensity, a spill
POT dependent weight is applied to the overlaid neutrinos. This is equal to the ratio
of the actual POT per spill and a central value of POT per spill (40 × 1012 POT).
Events which are selected in higher intensity spills are, therefore, weighted up and
those in lower intensity spills are weighted down. For example, a single neutrino
being overlaid into spill of 40 × 1012 POT (a high intensity spill) will be assigned
a weight of 6/4 = 1.5. In contrast, a single neutrino being overlaid into spill of
20× 1012 POT (a low intensity spill) will be assigned a weight of 2/4 = 0.5.
• Independent evaluation of selection efficiency differences between data and simula-
tion for electron neutrinos and antineutrinos have been introduced. In 2018, the
selection efficiency differences for muon neutrinos were applied to electron neutrino
candidate distributions. This likely lead to an underestimation of the systematic due
to the more complex topology of electron neutrino interactions compared to muon
neutrino interactions in NOvA.
Four separate samples ((νe-CC, νµ-CC)⊗ (FHC, RHC)) of single neutrino events are
simulated in the ND with the same flux files and GENIE version as the nominal MC. There
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is exactly one neutrino in each simulated spill and spills are not run/subrun matched to
real data taking conditions. This gives the flexibility to overlay any single neutrino into
any nominal data or MC spill.
The difference in selection efficiency between data and simulation is expected to be
small - of order 1%. It is necessary, therefore, to make a sub-percent measurement of the
selection efficiency in each case to be able to resolve this difference. This means that after
all cuts have been applied and assuming a selection efficiency of 20%, there must be a
sample of roughly 200k events. This means that the subset which defines the denominator
must contain around 1 million events. However, to get to the sample which constitutes
the denominator, a series of pre-selection cuts are made. These are discussed in detail
in Section 5.2.1 but in short, also reduce the sample by a factor of four to five. Leaving
some room for contingency means that of order 10 million single neutrino events must be
generated in each horn current and each neutrino flavour.
The hits from simulated singles are then mixed in to nominal data and MC ND files
which have been randomly sampled. These hybrid spills are then reconstructed using
the regular reconstruction chain and converted to CAF format. The extraction of the 1-σ
context systematic can then be extracted using the standard CAFAna analysis framework.
5.2 Extracting Selection Efficiency Difference
5.2.1 Pre-selection Cuts
To extract a reliable efficiency, it is important to have a well defined denominator that
both pinpoints the signal which matters for normalisation and is truly comparable between
data and MC. This sample is realised by applying a set of pre-selection cuts, designed for
the 2018 analysis, to the overlaid neutrinos in the mixed files.
• MC does not simulate various scenarios found in the real data spills - for example, the
NuMI trigger still provides data “spills” during beam downtime where the intensity is
zero POT. To get around this, the standard spill cuts are applied (see Section 4.3.1).
• To isolate signal, true overlaid νµ-CC or ν̄µ-CC events (in the case of νµ systematic)
and νe-CC or ν̄e-CC events (in the case of νe systematic) are required.
• The true vertex of the neutrino interaction must be inside a fiducial box of 25-
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1150 cm in the beam direction and ±180 cm in the transverse directions2. The box,
therefore, sits symmetrically in the centre of the detector plane transverse to the
beam direction and slightly away from the most upstream plane and muon catcher.
This removes events very near the detector edges and those starting in the muon
catcher.
A visual summary of the pre-selection cuts is given in Figure 5.3. Note the “NT” stands for
“neutrino truth” and refers to the fact that plots are made using truth, not reconstructed,
variables. Figures 5.3a to 5.3c showing the x, y and z positions of the true neutrino
interaction vertex have some interesting physical features. For a neutrino interaction to
be included in one of these plots, it is only necessary for energy from that interaction to be
deposited in the detector. The vertex of the interaction can be outside of the detector. The
bumps in Figure 5.3a come from interactions with a vertex in the electronics boxes on the
top of the detector. The slopes in that same Figure and Figure 5.3b come from the fact that
the detector is not centred on the beam. Flux, therefore, is a function of position across
the detector. Finally the clear regions of “low” and “high” in Figures 5.3b and Figures 5.3c
are caused by the muon catcher. Recall that the muon catcher is approximately two thirds
of the height of the rest of the detector and contains different materials.
• Events are also required to have a true energy in the 3-flavour oscillation analysis
region of interest, 0 to 7 GeV (0 to 6 GeV for νe). These ranges are slightly wider
than those of reconstructed neutrino energies used in the analysis to avoid biases at
the upper limits.
The sample of events which pass these pre-selection cuts forms the efficiency denominator,
corresponding to the row ‘overlaid’ in the cut flow tables shown in Section 5.3. A plot
showing the true energy distribution of this sample is shown in Figure 5.4.
5.2.2 Slicing Efficiency
Imperfections in slicing should also be addressed by this analysis. It is not uncommon
for the energy deposited by the overlaid neutrino to be split between multiple slices in a
spill. A typical physical example causing this is a neutron being produced at a neutrino
interaction vertex travelling a large distance in the detector before interacting. This res-
ults in a hit in the detector which is spatially and temporally displace from the parent
2The origins of the coordinate systems for each detector are in the centre of the front (most upstream)
faces. Both are right-handed with z increasing moving downstream and y increasing moving vertically
upwards.
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MC singles in Data
MC singles in MC
(a) Requiring the true vertex X position to sat-
isfy |x| ≤ 180 cm removes events starting close
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MC singles in Data
MC singles in MC
(b) Requiring the true vertex Y position to sat-
isfy |y| ≤ 180 cm removes events starting close
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MC singles in Data
MC singles in MC
(c) Requiring the true vertex Z position to sat-
isfy 25 ≤ z ≤ 1150 cm removes events starting
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MC singles in Data
MC singles in MC
(d) To isolate νµ, a cut on true PDG code is
applied. There is also a cut requiring the in-
teraction to be charged current.
Figure 5.3: In all of the histograms shown, there is an entry per overlaid single neutrino,
weighted by (spill POT) / (40×1012 POT). The black points show singles overlaid in data
and the red points show singles overlaid in MC. Each plot represents a cut made based on
the truth information of the overlaid neutrino. These cuts, combined with the requirement
to be a charged current event and that the corresponding spill passes standard spill cuts,
define the pre-selection and form the efficiency denominator.
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MC singles in Data
MC singles in MC
Figure 5.4: True energy distribution of overlaid muon neutrinos in data and MC in FHC,
after pre-selection cuts are applied. This sample forms the efficiency denominator.
interaction. This hit could then be dismissed as noise or, in the busy environment of
the ND, be incorporated into a slice with another neutrino interaction. To ensure that a
maximum of one event is counted in each spill, a cut on the (poorly named) CAF variable
‘slice efficiency’ is made. This variable captures the fraction of energy in a given slice
associated with the neutrino that contributes the most energy to the slice. Putting a cut
at 51% ensures only one slice per spill is considered overlaid. Figure 5.5 shows that placing
a cut here does not remove important data-MC differences. Between 0.5 and 0.2 the ratio
of data and MC is flat. Below 0.2, the energy contribution to the slices is so low that they
are highly unlikely to be selected. The slope in the ratio just above 0.5 and the apparent
normalisation offset above this will be addressed by this analysis. After imposing this cut,
the sample is referred to as ‘sliced’ in the cut flow tables.
It was shown in that although removing this cut introduces interesting effects at the
slice level, once a basic quality cut is applied, the number of slices is comparable to when
the cut is placed at 51%. Most importantly at selection level, there is no difference in
the value of the normalisation systematic. This implies that the slices containing small
amounts of the overlaid neutrino’s energy, do not contain any other meaningful physics





























MC singles in Data
MC singles in MC
Figure 5.5: The distribution of ‘slice efficiency’ for all overlaid neutrinos in data and MC.
There is one entry per reconstructed slice. Placing a cut at 51% ensures that one overlaid
event can only contribute one slice.
(other neutrino interactions). It is likely that the hits in these slices are from neutrons
that are spatially and temporally separated from the parent interaction, making it difficult
to associate the activity.
5.2.3 3-Flavour Cut Flow
The difference in efficiencies in data and simulation comes from the different stages of
reconstruction and selection for oscillation analysis. After the ‘sliced’ sample has been
made, the standard 3-flavour cuts (see Section 4.3) are applied sequentially. In the case
of νµ-CC - Data Quality (DQ), DQ + containment, DQ + containment + PID (selected).
Similarly for νe-CC - pre-selected, selected. An example of how the νµ-CC cut flow affects
the true energy distribution shape can be seen in the area normalised plots in Figure 5.6.
The samples of events which pass each of the full selection cuts form the final efficiency
numerators. The entire cut flow from ‘overlaid’ to ‘selected’ can be summarised in tables
like Table 5.1 which shows the results for νµ-CC FHC.
To estimate the uncertainty on the fractional selection difference, the distribution of
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MC singles in Data
MC singles in MC
(d) Full selection. Eff. diff: -0.18
Figure 5.6: Applying νµ-CC analysis cuts to the sliced samples of single neutrinos sequen-
tially. Fully selected events form the final efficiency numerator. Plots are area normalised
so that the shapes of the distributions can be easily compared. Comparisons of the number
of events are given in Tables 5.1, 5.2 and 5.3.
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error about each binomially distributed efficiency in data, εD and MC, εMC is approximated
to be normal. The individual errors are then summed in quadrature to get the uncertainty
on the fractional difference. A walk-through of the calculation is shown below.
• Recall that each overlaid neutrino carries a weight according to the intensity of
the spill into which it is being overlaid, discussed in Section 5.1. Under the normal
estimation, the variance of the efficiency ε with N overlaid events i, each with weight






















• Standard deviation of the difference of selection efficiencies as a percentage of the





This number is taken as the uncertainty on the 1-σ systematic value for fractional selection
efficiency difference.
5.3 Results
The goal of the single neutrino overlay study in the context of the 2020 oscillation analysis
was four numbers. An estimation of the uncertainty arising from differences in selection
efficiency between data and MC for νµ-CC and νe-CC events, in both horn currents. To get
these numbers, the number of simulated single neutrinos selected when mixed into nominal
data and nominal MC is compared. The fractional difference in efficiency between the two
is taken as the 1-σ value of the systematic.
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Events Eff, % Events Eff, %
Overlaid 2.53× 106 100 2.64× 106 100 0
Sliced 2.50× 106 98.9 2.61× 106 98.8 0.054




526000 20.8 551000 20.8 −0.27
Selected 386000 15.3 404000 15.3 −0.18 ± 0.21
Table 5.1: Cut flow table for overlaid single νµ-CC events in FHC. The final difference in
efficiency and associated error between data and simulation is in the bottom right cell.
A summary of the four values is given in Table 5.3 and a detailed breakdown as success-
ive cuts are applied is shown for two of the event types: νµ-CC in Table 5.1 and νe-CC in
Table 5.2. In the muon neutrino FHC and RHC modes, the values of the systematic are
either smaller (FHC) or similar in magnitude (RHC) to the 2018 analysis. Both are less
than 0.5%. In the electron neutrino FHC and RHC samples (for which no value was cal-
culated in 2018), the values of the systematic are close to 0.5% but slightly larger than for
the muon neutrinos in the same beam configuration. Three of the results are consistent
with there being no difference between data and MC.
The slicing and selection procedure also appears to be robust against the range of spill
intensities experienced by the ND so far. This can be seen by looking at the selection
efficiency as a function of POT per spill, shown in Figure 5.7a. There is less than 1%
variation in efficiency between the lowest and highest spill POT values. Figure 5.7b shows
efficiency fall sharply as the true neutrino energy increase. This is expected due to the
ND’s (in)-ability to contain higher energy events. Importantly, the behaviour is seen in
both data and MC.
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Events Eff, % Events Eff, %
Overlaid 1.52×106 100 1.53×106 100 0
Sliced 1.50×106 99.0 1.52×106 99.0 0.087
Pre-
selected
154000 10.2 155000 10.1 0.41
Selected 111000 7.35 112000 7.32 0.36 ± 0.41
Table 5.2: Cut flow table for overlaid single νe-CC events in FHC. The final difference in
efficiency and associated error between data and simulation is in the bottom right cell.
Eff. in Data, % Eff. in MC, % (Dataeff−MCeff)MCeff , % Systematic
νµ FHC 15.26 15.29 -0.18 ± 0.21 0.21%
νµ RHC 18.14 18.23 -0.48 ± 0.16 0.48%
νe FHC 7.35 7.32 0.36 ± 0.41 0.41%
νe RHC 8.91 8.96 -0.53 ± 0.34 0.53%
Table 5.3: The final values of the single overlaid neutrino selection efficiency difference.
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(b)
Figure 5.7: Selection efficiency as a function of POT per spill of nominal spill (left) and
true neutrino energy of overlaid muon neutrinos (right).
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5.4 Implementation as a Systematic
The four percentages derived from the overlay procedure to capture ND context effects
are not implemented into the fit for oscillations as stand-alone systematics. Instead, they
are combined with uncertainty on total POT, estimated to be 0.55% [102]. The POT
uncertainty is correlated in both detectors and affects all events, but could be separate
for each horn current. The context numbers are all independent and in principle could
be applied to ND events according to their selected flavour and horn current. In practise
due to time constraints, the context numbers are summed in quadrature with the POT
uncertainty, according to horn current. The two resulting ‘total’ uncertainties (one for
FHC and one for RHC) are applied to all ND events in the appropriate beam mode.
5.5 Energy Resolution
Another interesting study which can be done using the overlay samples described in this
chapter examines the neutrino energy resolution. As previously mentioned, the overlaid
neutrinos give some level of truth information to refer to in the ‘real’ environment of data.
The spread in the distribution of fractional residuals defined in Equation 5.6 is a good




, ν ∈ [νµ, νe] . (5.6)
A wider spread of REν for overlaid neutrinos in data compared to MC may imply
some form of oversight in the simulation, as may a difference in the mean. Figures 5.8
and 5.9 show the fractional residuals for overlaid FHC νµ-CC and νe-CC respectively. It
is difficult to extract precise values of energy resolution from these plots. In particular,
how much of the tails are included when applying either a Gaussian fit or calculating
the RMS greatly affects the value obtained. However, the focus of this study is not to
extract absolute values in data and MC, but to compare the two. It can be see from the
ratio plots that in the peak region, both νµ-CC and νe-CC slightly slope. Gaussian fits
in these regions, however, show that the peaks differ by much less than 1% (see legends).
The width of these fitted Gaussians confirms that the spread of the distributions in data
and MC are very similar, again much less than 1%. Statistics are more limited outside
of the fitted regions, but the ratios are largely flat. Calculations of RMS using fractional
residuals values ∈ [−3, 3] brings similar conclusions. The story is the same for RHC events.


















0.4− 0.2− 0 0.2 0.4
















 0.000194±: 0.070321 σ 0.000176 ±: -0.002668 µMC singles in Data. 
 0.000189±: 0.070159 σ 0.000173 ±: -0.003433 µMC singles in MC.   
Figure 5.8: The distribution of fractional residuals in the νµ-CC energy estimator for
selected overlaid muon neutrinos in FHC data and MC. Plots are normalised to the number
of overlaid single neutrinos in data. Gaussian fits are made around the peaks. Best fit
values of the mean and variance are shown in the legend.
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 0.000473±: 0.079736 σ 0.000368 ±: 0.009480 µMC singles in Data. 
 0.000458±: 0.079217 σ 0.000367 ±: 0.007147 µMC singles in MC.   
Figure 5.9: The distribution of fractional residuals in the νe-CC energy estimator for
selected overlaid electron neutrinos in FHC data and MC. Plots are normalised to the
number of overlaid single neutrinos in data. Gaussian fits are made around the peaks.
Best fit values of the mean and variance are shown in the legend.
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It is also informative to look at the fractional residuals as a function of true neutrino en-
ergy. This is shown in Figures 5.10 and 5.11 for overlaid FHC νµ-CC and νe-CC respectively.
Each data point shows the mean fractional residual in a given bin of true energy and the
‘error bars’ show the raw RMS in that bin. RMS is used here as it is typically one of the
quantities which is used by the groups in NOvA which develop the energy estimators and
study their resolution. In the lower plots data minus MC, rather than the ratio of the
two, is shown. The difference in means is more easily interpreted than the ratio given the
proximity of both of the means to zero. The error bars show the standard error on the
difference between the means. There is good agreement between data and MC in each
of the νµ-CC and νe-CC single neutrino overlay samples, both in per bin central value
and RMS. Finally, it is worth noting that both energy estimators become more biased at
higher energies, this is due to the fact that they are tuned to the peak (and not the mean)
in the 3-flavour oscillation analysis region of interest3.
In summary, the systematic studies presented in this chapter show that pile-up, noise
and any other context effects are sufficiently well modelled in the simulation such that no
significant difference in selection efficiency or energy reconstruction between ND data and
MC are introduced.
3For νµ-CC , 0 GeV ≤ EReco < 5 GeV and for νe-CC , 1 GeV ≤ EReco < 4 GeV.
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Figure 5.10: The distribution of fractional residuals in the νµ-CC energy estimator for se-
lected overlaid muon neutrinos in FHC data and MC as a function of true neutrino energy.
The error bars show the raw RMS in each bin. The lower plot shows the distribution of
data minus MC.
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MC singles in Data
MC singles in MC
Figure 5.11: The distribution of fractional residuals in the νe-CC energy estimator for
selected overlaid electron neutrinos in FHC data and MC as a function of true neutrino
energy. The error bars show the raw RMS in each bin. The lower plot shows the distri-




The primary goal of this thesis is to explore ways in which NOvA’s existing and relatively
mature 3-flavour analysis can be adapted to probe the parameters governing neutrino
oscillations with greater sensitivity, particularly δCP and the neutrino mass hierarchy.
This chapter reports on several attempts, both successful and unsuccessful, to improve
the standard analysis methodology in the electron neutrino appearance channel. It is
found that simultaneous implementation of three changes can achieve a gain in sensitivity
equivalent to collecting 5 to 6% more data based on a simple metric. First, two other axes
binned as a function of different particle identifiers are introduced. This is in addition to
the existing dependence on energy and a single electron neutrino particle identification
score. Second, by including regions of phase space with a greater amount of beam and
cosmic induced background, more data is made available to the fit for oscillations. A bin
edge optimisation procedure is also developed to simultaneously establish the position of
bin edges in every variable which maximises the simple metric. Third, a coarsely binned
simple energy variable targeting the most energetic shower in an event is introduced to
the peripheral events sample. These three changes are combined and a 3-flavour fit to
neutrino and antineutrino data is performed. The results of this improved analysis are
presented in Chapter 7.
6.1 Studies at the FD
In order to compare different analysis methodologies, it is necessary to first define a metric
which quantifies to what extent one is ‘better’ than another. In the case of this thesis,
‘better’ corresponds to a greater sensitivity to the neutrino oscillation parameters - spe-
cifically δCP and the neutrino mass hierarchy. To allow quick comparison of different
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methodologies, the metric must also be simple. With this in mind, the following metric























i is the predicted number of FD events from simulation in analysis bin i in the





sin2 θ23 = 0.5, (6.3)
∆m232 = 2.44 (−2.55)× 10−3 eV2, (6.4)
sin2 2θ13 = 0.085. (6.5)
∆m232 and sin
2 2θ13, therefore, are chosen to sit at their 2019 PDG central values [26]. For
θ23, maximal mixing is used as the neutral option with respect to the true octant choice.
O
π/2
i corresponds to fake data constructed in analysis bin i at the same oscillation point
as E
3π/2





Fake data at NOvA is constructed by taking the central value of a high-statistics simulated
FD spectrum, predicted at some set of oscillation parameters and scaled to a particular




∆κ2CP describes the signific-
ance with which the point δCP =
3π
2 can be excluded. Visually, it can be seen as comparing
two points on the electron neutrino bi-event plot, Figure 2.16b. Loosely, it quantifies how
well a point somewhere in middle, degenerate region (close where current data sits) and a
point on the edge, in the region of large asymmetry, can be discerned from one another.




Given ∆κ2CPA < ∆κ
2
CPB
, the fractional difference between the two corresponds directly
to the fractional change in exposure that would be necessary to achieve the sensitivity of
methodology B using methodology A.
Due to the high number of new analysis methodologies being evaluated, the time taken
to construct each methodology computationally must be kept as low as possible. For this
reason, in the initial stages of the search for sensitivity improvements when combinatorics
are high, only FD simulation is used. Namely, FD predictions are not corrected in any
way using ND data. ∆κ2CP is calculated for both neutrino mass hierarchies and separately
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FHC RHC
Core Peripheral Total Core Peripheral Total
Normal hierarchy 7.91 0.96 8.87 2.55 0.25 2.80
Inverted hierarchy 7.04 0.80 7.84 3.17 0.33 3.50
Table 6.1: ∆κ2CP values for the 2020 3-flavour analysis using FD only simulation (no
extrapolation of ND data). The contributions of the core and peripheral samples to each
of the totals is also given.
for FHC and RHC. This allows for easy identification of analysis changes which may affect
one horn current more than the other.
Additionally, note that systematic uncertainties are not considered at this stage due
to the large jump in resource requirements this would necessitate. Since the measurement
of δCP is statistically limited, the first order consideration should be statistics. The effect
of systematics on the metric are studied at a later stage (see Section 6.3.1), at which point
the earlier stages of evaluation could be circled back to if necessary.
For the purpose of this thesis, methodology A (the ‘baseline’ analysis) will be the
2020 3-flavour analysis. The assumed exposure corresponds to the full 2020 neutrino and
antineutrino FD dataset of 13.60 × 1020 and 12.50 × 1020 POT in FHC and RHC modes
respectively. Table 6.1 shows the values of ∆κ2CP calculated for this baseline analysis,
∆κ2CP2020 . All fractional improvements are calculated with respect to these numbers unless
otherwise specified.
6.1.1 Searching for Gains
The driving factor governing sensitivity in the appearance analysis is the ability to separate
signal and background. Introducing more variables to the FD spectra used in the fit for
oscillations is one way that this could feasibly be achieved. Another way is by increasing
the density of binning in a given variable. Additional information can also be passed to
the fit by including events from less signal pure regions of phase space as separate samples.
Practically, this is done by loosening the electron neutrino candidate selection cuts and
using binning to separate the ‘new’ regions from existing ones. Each of these possibilities
are explored separately and those which show the most promise are taken forward and
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combined. The initial possibilities can be categorised into two focus groups: kinematic
variables and particle identification classification scores. These groups are discussed next.
Kinematic variables:
As discussed in Section 4.4.2, at first order the 2020 analysis appearance FD spectra bin
the electron neutrino candidates as a function of reconstructed neutrino energy between
1 and 4 GeV. The simplest way this scheme can be modified is by changing that energy
dependence. Tables 6.2 and 6.3 show four such alterations, in FHC and RHC respectively.
It can be seen that neither binning increasingly more finely (moving from result A to E)
or widening the range of accepted energies to between 0 and 10 GeV, lead to relatively
large increases in the value of ∆κ2CP . Note that although more events are introduced by
widening the energy range, negative changes in sensitivity can be seen in the two tables.
These entries correspond to the cases where any gain in sensitivity due to this introduction
is offset by energy binning which is coarser than the nominal configuration. In the core
sample, therefore, the 2020 energy binning scheme of 0.5 GeV bins in reconstructed neut-
rino energy between 1 and 4 GeV is retained. However, introducing energy dependency
to the peripheral sample results in a modest increase of approximately 1%, even with the
coarsest of binnings. Unfortunately, since the peripheral sample by construction is made
up of events which are not fully contained within the fiducial volume, the estimator for
total neutrino energy is not expected to perform well. Peripheral events, however, must
pass a very stringent electron neutrino PID cut. Namely, they are likely to have a well
identified electron shower which carries a considerable fraction of the total event energy.
With this in mind, the final rows of the two Tables show ∆κ2CP when the peripheral is
binned as a function of primary shower calorimetric energy. As discussed in Section 4.5.1,
‘primary shower’ refers to the most energetic shower in the event and ‘calorimetric en-
ergy’ is a sum of calibrated hits, corrected for detector dead material. The simplicity of
the variable and the specificity of the event type being quantified, make it a safer and
more appropriate choice than using the energy of the whole event, where some might be
missing. Approximately two thirds of the sensitivity from binning as function of neutrino
energy is retained. Although this is a relatively small gain, given the simplicity of the
change, the decision was made to implement three bins of primary shower calorimetric
energy between 0 and 4.5 GeV in the peripheral sample. The lower and upper boundaries
on the energy reflect the limits on the neutrino energy in the 2020 analysis. Figures 6.1a
and 6.1b summarise the tabulated results graphically.
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Figure 6.1: A summary of sensitivity improvements following changes to energy binning
at the FD in FHC (left) and RHC (right). The normal and inverted neutrino mass
hierarchy cases are shown by solid and dashed curves respectively. Each colour represents
a proposed change to a current variable in, or, the introduction of a new variable to, the
FD spectrum. Letters A - E correspond to how that variable is binned. A key can be
found in Tables 6.2 and 6.3.
Binning as a function of energy plus other reconstructed energy variables such as
electro-magnetic energy and reconstructed hadronic energy fraction was also trialled, to
very little avail. Similarly, other kinematic variables at both the event and shower level
such as total transverse momentum, transverse momentum fraction of the leading shower,
total number of Michel electrons and primary shower direction, did not contribute any
meaningful additional sensitivity.
Particle identification:
The investigation of how best to incorporate the PID variables into the analysis was done
in three distinct steps. First, the effect of finer binning in the two PID variables already
used in the appearance analysis, CVNe (CVN A) and cosmic rejection, was explored.
Second, binning in terms of a second electron neutrino classification score not used in the
main analysis, CVN B, was introduced. CVN B is directly analogous to CVN A but was
trained on signal and background samples containing events satisfying slightly different
loose kinematic cuts. Both of these changes result in mild to modest increases in ∆κ2CP .
Third, the lower bounds of the CVN A cut values were reduced to 0.5 and the cosmic
rejection cut removed, thereby increasing the total electron neutrino appearance candidate
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Normal hierarchy Inverted hierarchy


















12 A 8.89 0.23 7.88 0.51
24 B 8.90 0.34 7.89 0.64
48 C 8.91 0.45 7.89 0.64
96 D 8.91 0.45 7.90 0.77




















12 A 8.83 -0.40 7.76 -1.02
24 B 8.89 0.23 7.86 0.26
48 C 8.91 0.45 7.89 0.64
96 D 8.92 0.56 7.90 0.77
















2 A 8.96 1.01 7.94 1.28
4 B 8.99 1.35 7.97 1.66
8 C 9.00 1.47 7.99 1.91
16 D 9.01 1.58 8.00 2.04




























2 A 8.94 0.79 7.92 1.02
4 B 8.95 0.90 7.93 1.15
8 C 8.96 1.01 7.94 1.28
16 D 8.97 1.13 7.95 1.40
32 E 8.97 1.13 7.95 1.40
Table 6.2: A summary of ∆κ2CP values for several analyses with alternative energy binning
at the FD in FHC. The corresponding data equivalent sensitivity improvements (with
respect to the 2020 analysis) are given as percentages in the column marked POT-equiv.
This information is shown graphically in Figure 6.1a.
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Normal hierarchy Inverted hierarchy


















12 A 2.82 0.71 3.52 0.57
24 B 2.83 1.07 3.53 0.86
48 C 2.84 1.43 3.53 0.86
96 D 2.84 1.43 3.53 0.86




















12 A 2.75 -1.79 3.47 -0.86
24 B 2.81 0.36 3.51 0.29
48 C 2.84 1.43 3.53 0.86
96 D 2.85 1.79 3.53 0.86
















2 A 2.85 1.79 3.56 1.71
4 B 2.86 2.14 3.57 2.00
8 C 2.87 2.50 3.58 2.29
16 D 2.88 2.86 3.58 2.29




























2 A 2.83 1.07 3.54 1.14
4 B 2.84 1.43 3.55 1.43
8 C 2.85 1.79 3.55 1.43
16 D 2.85 1.79 3.56 1.71
32 E 2.85 1.79 3.56 1.71
Table 6.3: A summary of ∆κ2CP values for several analyses with alternative energy binning
at the FD in RHC. The corresponding data equivalent sensitivity improvements (with
respect to the 2020 analysis) are given as percentages in the column marked POT-equiv.
This information is shown graphically in Figure 6.1b.
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Figure 6.2: A summary of sensitivity improvements following changes to PID binning at
the FD in FHC (left) and RHC (right). The normal and inverted neutrino mass hierarchy
cases are shown by solid and dashed curves respectively. Each colour represents a proposed
change to a current variable in, or, the introduction of a new variable to, the FD spectrum.
Letters A - F correspond to how that variable is binned. A key can be found in Tables 6.4
and 6.5.
sample size. The result of combining these looser cuts with binning in each of the PIDs
is presented in Tables 6.4 and 6.5, and, Figures 6.2a and 6.2b. Similar partitioning of the
peripheral sample was also attempted to no avail. Furthermore, note that to assess the
importance of finer binning in the CVN variables, the fractional gain in sensitivity quoted
in the first and second rows of the tables are calculated with respect to bin configuration
‘A’ in the first row. This configuration has the FD binning structure of the 2020 analysis
but with relaxed cuts on cosmic rejection and CVN A. Any events with a CVN A score
falling below the 2020 low threshold are put into an additional single selection bin with the
standard reconstructed neutrino energy binning between 1 and 4 GeV. The extra events
that enter the analysis due to the loosing of the cosmic rejection cut are distributed among
all selection bins. Even the purity of the bin with the most stringent CVN requirement is
affected.
It is clear from Figures 6.2a and 6.2b that there are gains to be had both by including
the second CVN classification score (green) and by binning in, rather than simply cut-
ting on, cosmic rejection score (red). With large numbers of bins, these changes result in
sensitivity increases equivalent to analysing approximately 6.5% and 5% more FHC data
respectively assuming the normal hierarchy. Unfortunately, introducing 96 bins in even
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Normal hierarchy Inverted hierarchy











3 A 8.50 0 7.44 0
6 B 8.66 1.80 7.59 2.02
12 C 8.71 2.47 7.65 2.82
24 D 8.73 2.71 7.67 3.09
48 E 8.73 2.71 7.68 3.23









6 A 8.97 5.53 7.88 5.91
12 B 9.00 5.88 7.91 6.32
24 C 9.02 6.12 7.93 6.59
48 D 9.04 6.35 7.95 6.85















2 A 9.04 1.91 7.93 1.15
4 B 9.19 3.48 8.06 2.81
8 C 9.27 4.51 8.13 3.70
16 D 9.30 4.62 8.15 3.95
32 E 9.31 4.96 8.16 4.08
64 F 9.32 5.07 8.18 4.34
Table 6.4: A summary of ∆κ2CP values for several analyses with alternative PID binning
and cuts at the FD in FHC. The corresponding data equivalent sensitivity improvements
are given as percentages in the column marked POT-equiv. These improvements are
calculated with respect to the 2020 analysis in the case of cosmic rejection and to bin
configuration A of CVN A for the others. See the main text for justification. This
information is shown graphically in Figure 6.2a.
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Normal hierarchy Inverted hierarchy











3 A 2.72 0 3.41 0
6 B 2.76 1.47 3.44 0.88
12 C 2.77 1.84 3.46 1.47
24 D 2.79 2.57 3.47 1.76
48 E 2.79 2.57 3.47 1.76









6 A 2.82 3.68 3.52 3.23
12 B 2.82 3.68 3.53 3.52
24 C 2.83 4.04 3.53 3.52
48 D 2.84 4.41 3.54 3.81















2 A 2.83 1.07 3.53 0.85
4 B 2.86 2.14 3.57 2.00
8 C 2.88 2.86 3.59 2.57
16 D 2.89 3.21 3.60 2.86
32 E 2.89 3.21 3.60 2.86
64 F 2.89 3.21 3.61 3.14
Table 6.5: A summary of ∆κ2CP values for several analyses with alternative PID binning
and cuts at the FD in RHC. The corresponding data equivalent sensitivity improvements
are given as percentages in the column marked POT-equiv. These improvements are
calculated with respect to the 2020 analysis in the case of cosmic rejection and to bin
configuration A of CVN A for the others. See the main text for justification. This
information is shown graphically in Figure 6.2b.
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one extra variable is neither practical nor desirable. Bin combinatorics grow quickly with
every new inclusion, leading to greater computer resource requirements and the need for
larger MC samples. Furthermore, the appearance candidate sample in data contains of
order 100 events in total. The inclusion of empty bins in FD spectra not only leads to
an analysis which is more complex but contributes to longer fit times. Fit times grow
approximately linearly with the number of bins. For these reasons it is sensible to im-
pose an upper limit on the total number of analysis bins, while still drawing the best
out of each of the most promising individual changes. Therefore, an FD core spectrum
containing three bins in cosmic rejection and three bins in each CVN (162 total core bins
including reconstructed neutrino energy) is taken forward for further optimisation. The
optimisation procedure is discussed in the next section.
6.1.2 Optimisation of Bin Edges
In Section 6.1.1, all values of ∆κ2CP are calculated assuming each new variable is intro-
duced in bins of equal size. As discussed in Section 6.1.1, for the core sample, the lower
bounds on both CVNs were reduced to 0.5 and completely removed for cosmic rejection.
As a result, the range of possible values that can be taken by either CVN is from 0.5 to 1.
The cosmic rejection score can take values between 0.35 and 0.72 (see Figure 4.10). It is
unlikely that the most optimal way to partition the sample is to make the selection bins
equally spaced. A method has been developed to simultaneously locate the positions of
all selection bin edges such that ∆κ2CP is maximised. Note the specification of selection
bin edges. Bins of reconstructed neutrino energy are fixed at intervals of 0.5 GeV between
1 and 4 GeV.
For a set of variables A, each with Na possible bin edge locations (not including the
fixed upper and lower bounds) and ka required bins, the number of possible binning




Binom (Na, ka − 1) . (6.7)
Even for the case of three variables, each with three floating bin edges across 50 possibly
positions, B is greater than a billion. Within the bounds of standard CAFAna, making
several FD predictions each with different binning, is difficult. Each prediction would re-
quire the filling of its own histogram. Instead, CAFAna is used to make a single spectrum
which is binned very finely at the limit of resolution in each of the PID variables. This
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single spectrum can generate four histograms, each one corresponding to an FD prediction
at one of the test points used to calculate ∆κ2CP , (δCP = π/2, δCP = 3π/2) ⊗ (NH, IH).
Evaluating a given binning scheme then equates to a ‘re-binning’ of these finely binned
histograms in selection bin space. In practise, re-binning involves keeping track of a sum
of all fine bins in each region of selection bin space bordered by the bin edges defining the
binning scheme in consideration. This is a fast operation. The resulting pairs of re-binned
histograms (corresponding to test points δCP = π/2 and δCP = 3π/2) can then be used to
calculate values of ∆κ2CP for each selection bin scheme. The best scheme is the one which
gives the greatest sensitivity, namely, the one which maximises ∆κ2CP .
The distributions of CVN are reasonably flat at low values but show a lot of shape
toward 1. For this reason, between 0.5 and 0.75, the fine binned predictions generated in
CAFAna use eight bins. Between 0.75 and 1, possible bin edge positions are placed every
0.01 units. In the case of cosmic rejection, possible positions are placed every 0.01 units.
This corresponds to roughly 150 million selection bin scenarios to be evaluated in each
horn current1. The selection bin scenario corresponding to the largest ∆κ2CP is denoted by
the vertical blue line. The CVN and cosmic rejection bin edge positions for this scenario
are given in the legend and summarised in Table 6.6. The resulting FD spectra are shown
in Figures 6.3a and 6.3b. Since four variables are now being binned in (two CVNs, cosmic
rejection and reconstructed neutrino energy), the spectra are presented as 1D functions of
‘Analysis Bins’. Regions of low, medium and high cosmic rejection score can be extracted
by eye based on the contribution of cosmic events to each bin. Furthermore, bins appear
to be in groups of six. These are the six reconstructed neutrino energy bins which retain
the logical order within each group. Further optimisation by eye of this binning scheme to
obtain the final version is discussed in the next section. A more intuitive, visual present-
ation of the analysis bins is given at this point.
A benefit of the algorithm discussed here is that it can be run in ‘bare’ C++. Once the
four prediction histograms have been made using CAFAna and their information exported
to a basic text file format, the code is implemented exclusively of even ROOT [99]. The
operation performed to evaluate each binning scenario is a simple one and the total number
of possible scenarios can easily be tackled by parallelisation. It has been demonstrated
that around 100 million scenarios can be evaluated by 1000 nodes with 4 GB of memory in
1The procedure was run under both the normal and inverted neutrino mass hierarchies. The optimal
bin edge positions were found to be very similar for both.
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FHC RHC
Cosmic rejection 0.35, 0.47, 0.52, 0.72 0.35, 0.49, 0.58, 0.72
CVN A 0.50, 0.89, 0.99, 1.00 0.50, 0.83, 0.97, 1.00
CVN B 0.50, 0.77, 0.94, 1.00 0.50, 0.93, 0.99, 1.00
Table 6.6: A summary of the selection bin edges which maximise the value of ∆κ2CP .
2 to 3 hours. This excludes job queue time. The output file produced is also in a basic text
file format with one line per bin edge combination evaluated. The algorithm is currently
limited by its memory requirements. Each node running the code generates all possible bin
edge permutations but only a subset (equal to the total number of permutations divided
by the number of nodes being used) are ‘saved’ and taken forward for evaluation on that
node. Therefore, there is no upper limit on the total number of permutations that can
evaluated, provided that the algorithm is run across a sufficient number of nodes. Re-
factoring the algorithm so that each permutation is evaluated on the fly may be possible
in the future. The optimisation of cuts based on histogram input is a common task at
NOvA, giving the algorithm the potential to be used more widely.
6.1.3 Optimisation by Eye
Although the FD spectra shown in Figures 6.3a and 6.3b reflect the most sensitive binning
configuration, it is clear by eye that the total number of bins can be greatly reduced without
impacting this sensitivity too greatly. There are areas of empty or nearly empty bins and
specific regions of phase space which are completely dominated by cosmic background.
Figures 6.4a and 6.4b can be used to assess which parts of the spectra are most important
for sensitivity. They show the fractional contribution of each bin to the total ∆κ2CP . In
FHC, 99.9% of the total ∆κ2CP can be retained using just 67 bins (information in the plot
legend), or, just under half of the current total. With this in mind and by evaluating a
text file list of analysis bins ordered by their contribution to ∆κ2CP , the total number of
bins are reduced as follows:
• Complete removal of the lowest cosmic rejection bin (0.35 to 0.47) in FHC and (0.35
to 0.49) in RHC. This roughly corresponds to taking out analysis bins 0 to 50.
• Removal of heavily ‘off-diagonal’ selection bins, for example, (high CVN A, low
CVN B) in FHC and (low CVN A, high CVN B) in RHC. This takes out the smaller
regions of very little or no events.
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Figure 6.3: Prediction of events at the FD (core and peripheral) with selection bin edges
that maximise the value of ∆κ2CP in FHC (left) and RHC (right). Events are binned as
a function of four variables, shown here projected onto a single axis. The green, red and
purple stacked histograms show the cosmic, beam background and signal components of
the total prediction respectively.
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Bin PID description Cosmic rejection CVN A CVN B
(a) (low, low) Low: ≥ 0.47. High: ≥ 0.52 [0.50 - 0.89) [0.50 - 0.77)
(b) (low, medium) I ” [0.50 - 0.89) [0.77 - 0.94)
(c) (low, medium) II ” [0.89 - 0.99) [0.50 - 0.77)
(d) (medium, medium) ” [0.89 - 0.99) [0.77 - 0.94)
(e) (low, high) ” [0.50 - 0.89) [0.94 - 1.00]
(f) (medium, high) ” [0.89 - 0.99) [0.94 - 1.00]
(g) (high, high) ” [0.99 - 1.00] [0.94 - 1.00]
Table 6.7: Selection bin boundaries for the fully optimised FD axes in FHC. Letters (a - g)
are used to label all FD spectra included in the remainder of thesis. Figure 6.5 shows an
example. These boundaries are also applicable to the ND with the exception of cosmic
rejection. The ND sample is not binned according to cosmic rejection (see Section 6.2).
• Particularly in bins of lower cosmic rejection, the vast majority of sensitivity comes
from the 1 to 2.5 GeV region. Bins above 2.5 GeV where this is true are removed.
The implementation of these changes results in FD spectra with 54 and 60 analysis bins
in FHC and RHC respectively. Figures 6.5 and 6.6 present these spectra in their final
form. Tables 6.7 and 6.8 define each of the selection bins labelled in the Figures (a - g,
low and high cosmic rejection) in terms of their CVN and cosmic rejection boundaries for
FHC and RHC respectively.
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0.950: 19, 0.990: 37, 0.995: 46, 0.999: 67, 
Inverted Hierarchy
0.950: 17, 0.990: 34, 0.995: 43, 0.999: 64, 
-beamν
(a)
























0.950: 21, 0.990: 40, 0.995: 49, 0.999: 65, 
Inverted Hierarchy
0.950: 25, 0.990: 45, 0.995: 54, 0.999: 70, 
-beamν
(b)
Figure 6.4: The contribution of each analysis bin to the total ∆κ2CP in FHC (left) and
RHC (right). The normal and inverted hierarchy cases are shown in purple and pink
respectively. The number of bins necessary to retain 95%, 99%, 99.5% and 99.9% of the
total ∆κ2CP is given in the legend.
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Figure 6.5: Distributions of reconstructed neutrino energy and reconstructed primary
shower energy for the core and peripheral samples respectively at the FD in FHC without
extrapolation. The core sample is split into selection bins (a - g) and additionally by
low and high cosmic rejection score. Lightly shaded regions are not included in the fit
for oscillations. The purple histogram shows the total prediction, evaluated at the 2020
3-flavour best fit (Section 2.5.5). Different coloured stacked histograms show the various
beam and cosmic background components of the total prediction. Appearance signal is
shown in white.
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Bin PID description Cosmic rejection CVN A CVN B
(a) (low, low) Low: ≥ 0.49. High: ≥ 0.58 [0.50 - 0.83) [0.50 - 0.93)
(b) (low, medium) ” [0.83 - 0.97) [0.50 - 0.93)
(c) (low, high) ” [0.97 - 1.00] [0.50 - 0.93)
(d) (medium, medium) ” [0.83 - 0.97) [0.93 - 0.99)
(e) (medium, high) I ” [0.83 - 0.97) [0.99 - 1.00]
(f) (medium, high) II ” [0.97 - 1.00] [0.93 - 0.99)
(g) (high, high) ” [0.97 - 1.00] [0.99 - 1.00]
Table 6.8: Selection bin boundaries for the fully optimised FD axes in RHC. Letters (a - g)
are used to label all FD spectra included in the remainder of thesis. Figure 6.6 shows an
example. These boundaries are also applicable to the ND with the exception of cosmic
rejection. The ND sample is not binned according to cosmic rejection (see Section 6.2).
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Figure 6.6: Distributions of reconstructed neutrino energy and reconstructed primary
shower energy for the core and peripheral samples respectively at the FD in RHC without
extrapolation. The core sample is split into selection bins (a - g) and additionally by
low and high cosmic rejection score. Lightly shaded regions are not included in the fit
for oscillations. The purple histogram shows the total prediction, evaluated at the 2020
3-flavour best fit (Section 2.5.5). Different coloured stacked histograms show the various










Normal hier. 8.87 9.36 5.5% 2.80 2.89 3.2%
Inverted hier. 7.84 8.25 5.2% 3.50 3.61 3.1%
Table 6.9: A comparison of the sensitivity achieved when using the thesis FD binning
versus the 2020 FD binning in an FD only analysis with no systematic uncertainty. The
corresponding data equivalent sensitivity improvements are given as percentages in the
column marked POT-equiv.
A summary of the gain in sensitivity when using the FD ‘thesis’ binning derived in this
section compared to the 2020 analysis axes is given in Table 6.9. The 2020 methodology
would be required to analyse 5.5% more FHC and 3.2% more RHC data to achieve an
equivalent sensitivity under the normal hierarchy. Note that these numbers are only
an indication of the final sensitivity of the new analysis. They assume no systematic
uncertainty and information from the ND has not been included. These two caveats are
the subjects of the remaining sections in this chapter.
6.2 Studies at the ND
The ND plays a key role in reducing the effect of a number of systematic uncertainties on
the FD predicted spectrum. Its energy spectra are divided up by PID in exactly the same
way as the FD. As discussed in Section 4.5.1, a technique known as decomposition is used
to assign any difference between data and simulation at the ND among the different beam
components. In order to constrain the beam background in the new FD binning scheme,
decomposition must be revisited.
Figures 6.7 and 6.8 show the energy spectra of the electron neutrino-like samples at
the ND. These spectra show the results of the decomposition used in the final fit for
oscillations, presented in Chapter 7. There is a full discussion of this decomposition in
Section 7.1. This includes tabulated event counts for each selection bin and comparisons of
data and simulation in several reconstructed variables, before and after decomposition. At
this point, however, it is important to highlight particular features in this decomposition
that warrants extra attention. First, note that due to the larger overburden of the ND
compared to the FD, there is no need for a specially trained classifier to identify cosmic
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interactions. Therefore, each selection bin (a) - (g) at the ND is used to correct both the
low and high cosmic rejection bins of each analogous selection bin at the FD. Figures 6.9
through to 6.12 justify this choice. They show distributions of CVN A and CVN B in each
selection bin at the FD, for just beam events. No extrapolation is used. It can be seen that
the form of background is very similar in counterpart low and high cosmic rejection bins.
It is appropriate, therefore, to correct each counterpart with the same ND information.
An issue that arises on close inspection of the ND data and MC is caused by the way
that rock events are simulated. Take, for example, FHC selection bin (f) between 1 and
1.5 GeV shown in Figure 6.7. Overall, data is approximately 15% above simulation in
this bin. This can be seen from the grey histogram in the ratio plot. The NC compon-
ent of this bin in simulation (blue), however, is corrected down. As a consequence, the
νµ-CC component (green) is corrected up by far more than 15% to compensate. The cause
of this is found to be events with an interaction vertex outside the detector volume. This
is discussed in detail in the next section.
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Figure 6.7: Distributions of reconstructed neutrino energy for events passing the electron
neutrino selection at the ND, before and after decomposition, in each selection bin (a -
g) for FHC beam. Data is shown in black. Corrected and uncorrected simulated beam
components are shown in the remaining solid and dashed histograms respectively. The
ratios of the data to corrected (black) and uncorrected (grey) total simulated events are
also shown. Any bin that is not extrapolated to the FD, that is to say, not included in
the fit for oscillations, is lightly shaded.
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Figure 6.8: Distributions of reconstructed neutrino energy for events passing the electron
neutrino selection at the ND, before and after decomposition, in each selection bin (a -
g) for RHC beam. Data is shown in black. Corrected and uncorrected simulated beam
components are shown in the remaining solid and dashed histograms respectively. The
ratios of the data to corrected (black) and uncorrected (grey) total simulated events are
also shown. Any bin that is not extrapolated to the FD, that is to say, not included in
the fit for oscillations, is lightly shaded.
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Figure 6.9: Distributions of CVN A for the core and peripheral samples respectively at the
FD in FHC without extrapolation. Cosmic backgrounds are not shown. The core sample
is split into selection bins (a - g) and additionally by low and high cosmic rejection score.
Lightly shaded regions are not included in the fit for oscillations. The purple histogram
shows the total prediction, evaluated at the 2020 3-flavour best fit (Section 2.5.5). Different
coloured stacked histograms show the various beam and cosmic background components
of the total prediction. Appearance signal is shown in white.
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Figure 6.10: Distributions of CVN A for the core and peripheral samples respectively at the
FD in RHC without extrapolation. Cosmic backgrounds are not shown. The core sample
is split into selection bins (a - g) and additionally by low and high cosmic rejection score.
Lightly shaded regions are not included in the fit for oscillations. The purple histogram
shows the total prediction, evaluated at the 2020 3-flavour best fit (Section 2.5.5). Different
coloured stacked histograms show the various beam and cosmic background components
of the total prediction. Appearance signal is shown in white.
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Figure 6.11: Distributions of CVN B for the core and peripheral samples respectively at the
FD in FHC without extrapolation. Cosmic backgrounds are not shown. The core sample
is split into selection bins (a - g) and additionally by low and high cosmic rejection score.
Lightly shaded regions are not included in the fit for oscillations. The purple histogram
shows the total prediction, evaluated at the 2020 3-flavour best fit (Section 2.5.5). Different
coloured stacked histograms show the various beam and cosmic background components
of the total prediction. Appearance signal is shown in white.
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Figure 6.12: Distributions of CVN B for the core and peripheral samples respectively at the
FD in RHC without extrapolation. Cosmic backgrounds are not shown. The core sample
is split into selection bins (a - g) and additionally by low and high cosmic rejection score.
Lightly shaded regions are not included in the fit for oscillations. The purple histogram
shows the total prediction, evaluated at the 2020 3-flavour best fit (Section 2.5.5). Different
coloured stacked histograms show the various beam and cosmic background components
of the total prediction. Appearance signal is shown in white.
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6.2.1 Simulation of Rock Events
Anomalous behaviour in a small number of reconstructed energy bins following the de-
composition of the electron neutrino-like sample at the ND is observed. A hypothesis
based on simulated events with a true interaction vertex outside of the detector volume
is investigated by ‘re-running’ the decomposition procedure specifically excluding these
‘rock events’. Figures 6.13 and 6.14 show the results of this decomposition. These plots
should be interpreted carefully. The coloured histograms showing both uncorrected and
corrected simulation include rock events. The decomposition weights, however, are calcu-
lated with rock events removed. Therefore, uncorrected simulation and its ratio to data
are identical in these Figures to Figures 6.7 and 6.8. Conversely, corrected simulation (a
sample containing rock events) has been corrected using weights assuming no rock events
- namely, it is being ‘over-corrected’. This is the reason that total simulation now exceeds
data everywhere. As a consequence, the extent to which this corrected simulation exceeds
data (given by the solid black ratio), is purely a result of the influence of rock events. Any
bins which are shaded grey are not used at the FD, so are of no concern. Considering
bins which are extrapolated, it can be seen that the rock events are most influential at
low energy.
Rock events introduce such behaviour as a result of the way that they are implemented
into the ND simulation. They are generated separately and ‘overlaid’ onto the simulation
of beam events interacting inside the detector. A large number of events are required,
necessitating the re-use of the same rock interactions for different beam spills. On the
whole, rock events are not selected themselves but are important due to their contribu-
tion to pile-up. However, when they are selected the same rock events can be selected
multiple times, thereby distorting certain bins. Figure 6.15a shows the number of times
each uniquely simulated rock event is selected, the so called ‘re-use rate’, in each FHC
PID bin. In several cases, the same interaction is being selected greater than 100 times.
Figure 6.15b shows that the large majority of selected rock events arise from muon neut-
rino CC events and that NC interactions account for approximately one third of the total.
This matches the typical event type fractions, given the composition of the beam.
Introducing to the analysis samples in regions of phase space where statistics are lim-
ited amplifies the re-use effect. Areas of high statistics, regardless of their rock event
purity, are less susceptible since the fractional contribution to the total events of the oc-
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casional event being selected multiple times remains low. Figure 6.16a shows the fraction
of each sample which are rock events. This is one reason that PID bin (a) remains largely
unaffected. PID bin (g) on the other hand is largely unaffected since rock events are less
likely to pass the stricter PID cuts. The story is similar in RHC. The decomposition
procedure itself, however, is less susceptible to adverse behaviour from rock events since
any total difference in data and simulation is shared equally between all beam components.
A number of ways to address the behaviour arising from the rock events have been
considered. Removing the rock events completely or partially by, for example, limiting
the re-use rate, are both possibilities. However, it was decided that a 100% uncertainty
should be applied in the appearance analysis to all selected ND events with a true vertex
outside of the detector. The systematic is implemented such that it accounts for two ef-
fects: uncertainty due to in the overall rate of accepted rock events and uncertainty in the
fractional difference attributed to each beam component. The influence of this systematic
on the appearance background prediction at the FD in FHC is shown in Figure 6.16b.
As expected, the largest shifts in the nominal spectrum are observed in the low energy
bins (bins centred at 9.5, 12.5, 15.5 and 39.5, denoted by arrows on the plot) which use
extrapolation weights from the ND bins most heavily influenced by rock events. A map
to translate from ‘Analysis Bin’ as shown in this plot to the presentational reconstructed
neutrino energy binning used in Figures such as Figure 6.5 is given in Appendix B. The ef-
fect of the systematic on the νe-CC signal prediction is extremely small. Its overall effect on
the sensitivity of the analysis to the oscillation parameters is addressed in the next section.
A final thought in this section relates to how rock events should be handled in the
analysis in the future. Due to the larger surface area to volume ratio of the ND, events
with a true interaction vertex outside of the detector are a much larger fraction of the
selected sample at the ND compared to the FD. It is, therefore, undesirable to propagate
the differences related to this effect via extrapolation. As can been seen from Figure 6.15b,
the large majority of rock events are from muon neutrino CC interactions. To be selected,
these events very likely contain a single photon that enters the detector unseen. The
kinematics of the final state particles in the selected rock events may, therefore, be quite
different to fiducial events. This suggests that it would be worth studying the possibility of
subtracting off the rock events from the ND samples before performing the decomposition.




Figure 6.13: Distributions of reconstructed neutrino energy for events passing the electron
neutrino selection at the ND, before and after decomposition, in each selection bin (a - g)
for FHC beam. Decomposition weights are calculated exclusively of rock events. Data is
shown in black. Corrected and uncorrected simulated beam components are shown in the
remaining solid and dashed histograms respectively. The ratios of the data to corrected
(black) and uncorrected (grey) total simulated events are also shown. Any bin that is not
extrapolated to the FD, that is to say, not included in the fit for oscillations, is lightly
shaded.
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Figure 6.14: Distributions of reconstructed neutrino energy for events passing the electron
neutrino selection at the ND, before and after decomposition, in each selection bin (a - g)
for RHC beam. Decomposition weights are calculated exclusively of rock events. Data is
shown in black. Corrected and uncorrected simulated beam components are shown in the
remaining solid and dashed histograms respectively. The ratios of the data to corrected
(black) and uncorrected (grey) total simulated events are also shown. Any bin that is not




Figure 6.15: Left: The number of times that a uniquely simulated rock event is selected,
the so called ‘re-use rate’, split by PID bin in FHC. Right: The number of rock events
selected in each PID bin in FHC broken down by true interaction type including re-use.
6.3 Fake Data Sensitivities
Having established the decomposition procedure for the electron neutrino-like sample, the
ND can now be included in sensitivity studies. Throughout the remainder of this thesis,
any sensitivities (including those presented in Section 7.3) use fake FD data and real ND
data2. It is also possible to use fake ND data for sensitivity studies, however, this doubles
the amount of computing resources required when making FD ‘prediction files’. Since
FD predictions files made with real ND data are essential for the final oscillation fit, the
decision was made not to produce prediction files using fake ND data.
6.3.1 The Effect of Systematic Uncertainty on Sensitivities
The level at which the simple sensitivity metric ∆κ2CP is affected by systematic uncertainty
can be estimated by allowing the systematic parameters in the fit penalty terms to move
away from zero. Specifically, a fit of the prediction at δCP = 3π/2 to the fake data at
δCP = π/2 is performed, keeping the oscillation parameters fixed while minimising over
all of the systematic penalty terms. ∆κ2CP can then be recalculated as in Equation 6.1
but with E
3π/2
i replaced by Ē
3π/2
i - the predicted number of events in analysis bin i after
minimising with respect to the systematic penalty terms. Figure 6.17 shows the results
of such a fit. The difference between the predictions at δCP = 3π/2 without (green)
and with (purple) minimisation over all systematic parameters is most clear in the largest
peak in FHC. There are two reasons why the difference between the two is relatively small.
2Recall that fake data at NOvA is constructed by taking the central value of a simulated FD spectrum,
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Figure 6.16: Left: The fraction of the total selected events which are rock in each PID
bin in FHC. A uniquely simulated rock event which is selected twice would contribute two
events to both the numerator and denominator. Right: The effect of systematic uncer-
tainty arising from the ND rock event rate on the appearance background prediction at the
FD in FHC. The red histogram shows the nominal total predicted FD beam background
and the 1-σ range of uncertainty is included as a purple band. The ratios of the ±1-σ






Normal hier. 10.53 11.16 6.0%
Inverted hier. 10.45 11.05 5.7%
Table 6.10: A comparison of the sensitivity achieved when using the thesis FD axes versus
the 2020 FD axes including the considered systematic uncertainty. FHC and RHC spectra
are evaluated simultaneously and extrapolation of ND data is included. The corresponding
data equivalent sensitivity improvements are given as percentages in the column marked
POT-equiv.
First, the Gaussian penalty applied to all systematic pulls provides an incentive for the
systematic parameters not to wander too far from zero. Second, note that FHC and RHC
are fitted simultaneously. Each sample is trying to pull in opposite directions. On the
whole, it is favourable for the prediction to be decreased in FHC and increased in RHC,
to move toward the fake data.
As with the statistics only case, the ∆κ2CP described here can be compared for the
analysis using the new FD binning scheme and the 2020 scheme. These results are sum-
marised in Table 6.10. FHC and RHC are now evaluated jointly and extrapolation of
ND data is included. Using the new FD binning scheme equates to an effective exposure
increase of approximately 6% compared to the 2020 analysis.
∆κ2CP can also be calculated treating each systematic uncertainty separately. Com-
paring this number to the ∆κ2CP assuming no systematic uncertainty gives an indication
as to which systematic parameter most affects the overall sensitivity. This can help to
direct effort toward uncertainties that are the most influential. For a given systematic,
Figure 6.18 shows the fractional difference between ∆κ2CP and ∆κ
2
CP assuming no system-
atic uncertainty. This can be interpreted as the data equivalent cost to the sensitivity due
to that given systematic. Systematics associated with neutrino cross-section and detector
energy scale are found to be the largest factors limiting the sensitivity.
6.3.2 ∆χ2 Studies
The metric ∆κ2CP is a simple way to quickly compare the sensitivity of multiple analysis
methodologies to the oscillation parameters, specifically δCP . A new FD binning scheme
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Figure 6.17: A comparison of fake data at δCP = π/2 (black) and predictions at
δCP = 3π/2 when all systematic parameters are (purple) and are not (green) minimised
over. FHC and RHC are shown in the top and bottom windows respectively. Systematic










































































































































tematic uncertainty individually versus no systematic uncertainty. Note that not all of the
neutrino cross-section uncertainties listed on the horizontal axis are treated independently
in the fit, many of them are combined as discussed in Section 4.6.2. A description of what
each of the systematics are can be found in Section 4.6.
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based on this metric has been developed in this Chapter and will be used to perform an
oscillation analysis, the results of which are shown in Chapter 7. This section compares
the performance of the new analysis to the 2020 analysis using ‘traditional’ measures of
sensitivity such as ∆χ2 as a function of sin2 θ23 and δCP . All of the sensitivities presen-
ted use fake FD data at the 2020 3-flavour best fit3 (Section 2.5.5) and real ND data, as
discussed at the top of Section 6.3.
Figures 6.19a and 6.19b show contours of constant ∆χ2 (Equation 4.20) in the sin2 θ23
versus δCP and ∆m
2
32 versus sin
2 θ23 spaces respectively in the normal hierarchy. Fig-
ures 6.19c and 6.19d show the same thing but in the inverted hierarchy. Each point on
the underlying surface is obtained by fixing the values of the oscillation parameters which
are labelled on the axes in the fit to fake data. All other parameters, including those
describing systematics are then profiled over. The global minimum χ2 is then subtracted
from the minimum χ2 at that point in oscillation space. As described in Section 4.7, the
borders of the 1-, 2- and 3-σ allowed regions are drawn using a Gaussian estimate. These
contours are slightly tighter everywhere for the new analysis. The largest differences can
be seen in sin2 θ23 around δCP = 3π/2 in the normal hierarchy and δCP = π/2 in the
inverted hierarchy. Furthermore, around maximal mixing δCP is clearly more constrained
at 1-σ. As expected, there is not much improvement in the ∆m232 space since this is driven
by the disappearance measurement.
Figures 6.20a to 6.20d show various sensitivities to different interesting observables
in 1D. Note the vertical axis shows the square-root of ∆χ2. The plots can, therefore,
be interpreted as showing a Gaussian significance in σ. Each ∆χ2 is calculated in the
following way [138]:






− χ2δ=i. The significance with




the mass hierarchy and all systematic parameters are profiled over.
• Figure 6.20b: i ∈ [0, 2π), ∆χ2i =
(




ficance with which the incorrect mass hierarchy can be rejected as a function of true
δCP . δCP , ∆m
2
32, sin
2 θ23, θ13 and all systematic parameters are profiled over in the
other hierarchy.
3For the inverted hierarchy plots, the oscillation point corresponding to the local minimum in the region
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Figure 6.19: Fake data sensitivities at the 2020 3-flavour best fit for the 2020 and new
analyses. ∆χ2 is calculated as different functions of the freely fitted oscillation parameters
in the normal and inverted hierarchies. The borders of the 1-, 2- and 3-σ allowed Gaussian
regions of the new analysis are shown in shades of dark blue (red) through to light blue
(red) respectively for the normal (inverted) neutrino mass hierarchy. The corresponding
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Figure 6.20: Sensitivity to: non-zero CP violation (top left), determine the neutrino
mass hierarchy (top right) and reject the wrong octant of θ23 (bottom) as a function
δCP (left) and sin
2 θ23 (right). Results for the new and old analyses are shown by the
dashed and solid curves respectively. Neutrino mass hierarchy information is given in the
legend.
• Figure 6.20c: i ∈ [0, 2π), ∆χ2i =
(




with which the incorrect octant of θ23 can be rejected as a function of true δCP . δCP ,
∆m232, θ13, the mass hierarchy and all systematic parameters are profiled over in the
whole parameter space. sin2 θ23 is profiled within the limits of the respective wrong
and right octants. This is so that the minima in each octant can be compared.
• Figure 6.20d: The significance with which the incorrect octant of θ23 can be rejected
as a function of true sin2 θ23.
The new analysis shows rejection power greater than or equal to the old analysis in all of
these metrics.
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The Effect of Systematic Uncertainties on the Oscillation Parameters
A final consideration is how the sensitivity to the oscillation parameters is affected by
systematic uncertainty. Figure 6.21 shows the estimated contribution of each category
of systematic uncertainty to the total uncertainty, in each of the freely fitted oscillation
parameters. A comparison to the statistical uncertainty and to the 2020 3-flavour analysis
can also be seen. For a given oscillation parameter, a 1D function of ∆χ2 (analogous
to Figures 7.12, 7.13 and 7.14) is constructed assuming no systematic uncertainty. This
is the so called, ‘statistics only’ fit. Next, assuming contributions from each category of
systematic uncertainty individually, a set of analogous functions is constructed. These are
the ‘systematic’ fits. Each systematic fit then has the statistics only fit subtracted from it
in quadrature. The value of this difference at ±1-σ is taken as the estimated systematic
contribution.
With the exception of ∆m232, it is clear that both the analysis presented in the (new)
thesis and the (old) 2020 analysis are statistically limited in their measurements of the
freely fitted oscillation parameters. However, there is a slight reduction in the statistical
uncertainty of the most statistically limited parameter δCP in the new version versus
the old. On the whole, both the shape (asymmetry of the uncertainty around zero) of
the susceptibility and relative importance of each systematic group remains very similar
between the two analyses. The total systematic contribution to the total uncertainty
is also estimated to be almost identical, with the exception of ∆m232. Here, there is a
slight reduction in uncertainty in the new analysis compared to the old, coming mostly
from reduced susceptibility to detector calibration and response. This may be due to the
additional PID bins providing an extra constraint for the systematic parameters governing
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Figure 6.21: The simulated contribution of each category of systematic uncertainty to the
total uncertainty on δCP (top left), sin
2 θ23 (top right) and ∆m
2
32 (bottom) at the 2020
analysis best fit. The new analysis (blue) can be compared to the 2020 3-flavour analysis
(grey). An estimate of statistical uncertainty is shown by the hatched bars at the bottom




This chapter presents the results of an improved analysis of NOvA’s 2020 3-flavour data-
set [1] using the analysis structure outlined in Chapter 4 and the improvements outlined
in Chapter 6. The dataset corresponds to a 14 ktonne equivalent exposure of 13.60× 1020
and 12.50×1020 protons on target at the FD, in neutrino and antineutrino beam modes re-
spectively. A measurement of the neutrino oscillation parameters δCP , sin
2 θ23 and ∆m
2
32
is performed, including the level at which the data disfavours one of the mass hierarchies
and octants of θ23.
Firstly, Section 7.1 discusses the results of the decomposition procedure for the electron
neutrino-like sample at the ND, used to estimate the beam backgrounds in the appearance
signal at the FD. Plots comparing data and simulation, before and after decomposition,
and in several variables are also shown. Secondly, Section 7.2 presents the results of the
3-flavour model fit to the FD data. Candidate event counts, oscillation parameter best fit
values, 1-σ allowed regions and several 1D and 2D contours in ∆χ2 space, are all shown.
There are also comparisons of FD data and simulation in several reconstructed variables.
Finally, a close examination of the measurement’s systematic uncertainties is given in
Section 7.3.
7.1 Studies at the ND
7.1.1 Decomposition
Tables 7.1 and 7.2, and, Figures 6.7 and 6.8 illustrate the final results of the electron
neutrino-like sample decomposition at the ND, introduced in Section 6.2. The Figures
show the distributions of reconstructed neutrino energy for events passing the electron
Results 167
neutrino selection at the ND, before and after decomposition, in each selection bin (a - g).
The tables give a detailed breakdown of the correction factors obtained for each interaction
type in each selection bin. Overall, the nominal number of MC events are increased by
19.1% and 16.7% for FHC and RHC respectively. As explained in Section 4.5.1, in RHC
the total discrepancy between data and simulation in each reconstructed energy bin is split
equally between the beam components. In FHC, several other data driven techniques are
used. Across all selection bins in FHC, the beam νe-CC component is increased by 1.2%.
The NC and νµ-CC components are increased by 11.7% and 48.8% respectively. These
corrections are similar to those obtained in the 2020 analysis (see Section 4.5.1) [102]. It
is worth noting, however, that with the new analysis slightly fewer events are attributed
to NC and slightly more attributed to νµ-CC . On closer inspection of Table 7.1 it can
be seen that across individual selection bins, the corrections to the νµ-CC component
differ by a reasonable amount. Given the different areas of phase space that each of the
selection bins carve out, some variation is expected. Not all of the selection bins, for
example, contain events within the same energy range. Bins (b), (c) and (d) do not have
the ‘high energy’ tail of the others. Some of the variation may also be attributed to the
decomposition procedure not performing optimally in certain reconstructed energy bins.
The primary reason for this is the presence of poorly modelled rock events, described in
detail in Section 6.2. The average corrections in the ‘worst affected’ selection bins, (d)
and (f), are completely driven by the decomposition results in their lowest energy bins.
The decomposition performs poorly here since the Michel spectrum, drawn up per recon-
structed energy bin, is skewed by the presence of repeated rock events. The issues in these
bins are covered by the rock systematic. Figure 6.16b shows large uncertainties on the
corresponding FD bins (bins centred at 9.5, 12.5, 15.5 and 39.5).
Tables 7.3 and 7.4 show a breakdown of predicted events in simulation at the FD in
FHC, with and without without extrapolation at the 3-flavour 2020 best fit (Section 2.5.5).
This illustrates to what order the decomposition affects the estimate of beam background
and total prediction. Note that the ∼ 12% change in NC at the ND translates to an almost
identical change in NC at the FD. The ∼ 48% change νµ-CC, however, translates to a
∼ 37% change at the FD. This comes about due to the presence of oscillations causing
the muon neutrinos to disappear. The corresponding FD spectrum with extrapolation is
shown in Figure 7.3. Recall that each selection bin at the ND extrapolates to both the
low and the high cosmic rejection equivalent selection bins at the FD. Tables 7.5 and 7.6,
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ND selection bin, FHC
(a) (b) (c) (d) (e) (f) (g) All
Total data 22029 9746 759 4939 1141 8718 11553 58885
Total MC 17321 7953 652 3930 988 7355 11253 49452
Total corrected 22029 9746 759 4939 1141 8718 11553 58885
Total correction (%) 27.2 22.5 16.3 25.7 15.5 18.5 2.67 19.1
NC MC 8930 4000 322 1747 441 1948 517 17905
NC corrected 10567 4084 402 1707 630 1894 717 20002
NC correction (%) 18.3 2.10 25.1 -2.28 42.9 -2.77 38.8 11.7
νµ-CC+ν̄µ-CC MC 7426 3219 256 1397 296 1485 535 14616
νµ-CC+ ν̄µ-CC corrected 10461 4917 280 2428 250 2695 713 21745
νµ-CC+ν̄µ-CC correction (%) 40.9 52.7 9.36 73.8 -15.8 81.5 33.0 48.8
νe-CC+ν̄e-CC MC 964 734 74.5 786 250 3922 10200 16931
νe-CC+ν̄e-CC corrected 1000 745 76.6 804 261 4128 10123 17138
νe-CC+ν̄e-CC correction (%) 3.74 1.49 2.69 2.26 4.31 5.26 -0.75 1.22
Table 7.1: Decomposition results for the electron-like ND sample in FHC. All numbers are
calculated using only the bins which are directly extrapolated to the FD and, therefore,
influence the fit for oscillations. ‘Corrected’ refers to the particular quantity in simulation
after decomposition weights have been applied. The percentage correction is calculated
as the difference in the corrected and nominal MC, divided by the nominal MC. The
corresponding reconstructed neutrino energy spectra at the ND are shown in Figure 7.1.
and, Figure 7.4 show the same information but in RHC. Note that the predicted number
of selected, right sign, true electron neutrinos in this analysis and the 2020 analysis can
be compared [104]. It can be seen that this analysis is 59.4% efficient in the core samples
versus 56.0% efficient in the 2020 analysis at the 2020 best fit.
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ND selection bin, RHC
(a) (b) (c) (d) (e) (f) (g) All
Total data 5297 3751 256 1567 96 2745 7377 21089
Total MC 4312 3249 186 1342 79 2201 6703 18073
Total corrected 5297 3751 256 1567 96 2745 7377 21089
Total correction (%) 22.8 15.5 37.4 16.7 21.9 24.715 10.0 16.7
NC MC 3015 1643 82 619 17 409 299 6085
NC corrected 3704 1915 114 719 21 529 336 7336
NC correction (%) 22.8 16.5 38.4 16.2 19.4 29.2 12.3 20.6
νµ-CC+ν̄µ-CC MC 924 675 37 219 6 178 184 2225
νµ-CC+ ν̄µ-CC corrected 1152 748 48 252 8 227 208 2642
νµ-CC+ν̄µ-CC correction (%) 24.6 10.7 30.1 15.1 20.6 27.2 12.7 18.8
νe-CC+ν̄e-CC MC 373 930 67 504 55 1613 6220 9763
νe-CC+ν̄e-CC corrected 442 1088 94 596 67.7 1989 6833 11111
νe-CC+ν̄e-CC correction (%) 18.4 17.0 40.3 18.2 22.9 23.3 9.86 13.8
Table 7.2: Decomposition results for the electron-like ND sample in RHC. All numbers are
calculated using only the bins which are directly extrapolated to the FD and, therefore,
influence the fit for oscillations. ‘Corrected’ refers to the particular quantity in simulation
after decomposition weights have been applied. The percentage correction is calculated
as the difference in the corrected and nominal MC, divided by the nominal MC. The
corresponding reconstructed neutrino energy spectra at the ND are shown in Figure 7.2.
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Figure 7.1: Distributions of reconstructed neutrino energy for events passing the electron
neutrino selection at the ND, before and after decomposition, in each selection bin (a -
g) for FHC beam. Data is shown in black. Corrected and uncorrected simulated beam
components are shown in the remaining solid and dashed histograms respectively. The
ratios of the data to corrected (black) and uncorrected (grey) total simulated events are
also shown. Any bin that is not extrapolated to the FD, that is to say, not included in
the fit for oscillations, is lightly shaded.
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Figure 7.2: Distributions of reconstructed neutrino energy for events passing the electron
neutrino selection at the ND, before and after decomposition, in each selection bin (a -
g) for RHC beam. Data is shown in black. Corrected and uncorrected simulated beam
components are shown in the remaining solid and dashed histograms respectively. The
ratios of the data to corrected (black) and uncorrected (grey) total simulated events are
also shown. Any bin that is not extrapolated to the FD, that is to say, not included in
the fit for oscillations, is lightly shaded.
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Event Type Core Peripheral Total
Appearance νe 56.5 8.38 64.9
Wrong sign appearance 0.894 0.187 1.08
Beam νe + ν̄e 10.5 3.42 13.9
Total νµ + ν̄µ 3.11 0.267 3.38
Total ντ + ν̄τ 0.551 0.112 0.663
Neutral current 12.9 0.325 13.2
Total beam background 27.9 4.31 32.2
Cosmics 3.34 1.63 4.97
Total prediction 87.8 14.3 102
Table 7.3: The simulated breakdown of predicted events at the FD in FHC with extrapol-
ation at the 2020 3-flavour best fit (see Section 2.5.5).
Event Type Core Peripheral Total
Appearance νe 56.4 8.53 64.9
Wrong sign appearance 0.896 0.192 1.09
Beam νe + ν̄e 10.4 3.61 14.0
Total νµ + ν̄µ 2.21 0.256 2.46
Total ντ + ν̄τ 0.551 0.112 0.663
Neutral current 11.5 0.312 11.8
Total beam background 25.6 4.49 30.1
Cosmics 3.34 1.63 4.97
Total prediction 85.3 14.6 100
Table 7.4: The simulated breakdown of predicted events at the FD in FHC without
extrapolation at the 2020 3-flavour best fit (see Section 2.5.5).
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Figure 7.3: Distributions of reconstructed neutrino energy and reconstructed primary
shower energy for the core and peripheral samples respectively at the FD in FHC with
extrapolation. The core sample is split into selection bins (a - g) and additionally by
low and high cosmic rejection score. Lightly shaded regions are not included in the fit
for oscillations. The purple histogram shows the total prediction, evaluated at the 2020
3-flavour best fit (Section 2.5.5). Different coloured stacked histograms show the various
beam and cosmic background components of the total prediction. Appearance signal is
shown in white.
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Event Type Core Peripheral Total
Appearance ν̄e 17.0 2.89 19.8
Wrong sign appearance 1.92 0.404 2.32
Beam νe + ν̄e 5.52 2.10 7.61
Total νµ + ν̄µ 0.339 0.132 0.471
Total ντ + ν̄τ 0.300 0.074 0.374
Neutral current 3.65 0.152 3.80
Total beam background 11.7 2.86 14.6
Cosmics 0.498 0.973 1.47
Total prediction 29.2 6.72 35.9
Table 7.5: The simulated breakdown of predicted events at the FD in RHC with extra-
polation at the 2020 3-flavour best fit .
Event Type Core Peripheral Total
Appearance ν̄e 17.6 3.03 20.6
Wrong sign appearance 1.98 0.419 2.39
Beam νe + ν̄e 4.86 1.99 6.85
Total νµ + ν̄µ 0.276 0.129 0.404
Total ντ + ν̄τ 0.300 0.074 0.374
Neutral current 2.97 0.144 3.12
Total beam background 10.4 2.76 13.1
Cosmics 0.498 0.973 1.47
Total prediction 28.5 6.75 35.2
Table 7.6: The simulated breakdown of predicted events at the FD in RHC without
extrapolation at the 2020 3-flavour best fit (Section 2.5.5).
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Figure 7.4: Distributions of reconstructed neutrino energy and reconstructed primary
shower energy for the core and peripheral samples respectively at the FD in RHC with
extrapolation. The core sample is split into selection bins (a - g) and additionally by
low and high cosmic rejection score. Lightly shaded regions are not included in the fit
for oscillations. The purple histogram shows the total prediction, evaluated at the 2020
3-flavour best fit (Section 2.5.5). Different coloured stacked histograms show the various
beam and cosmic background components of the total prediction. Appearance signal is
shown in white.
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7.1.2 Reconstructed Variables at the ND
Figures C.1 through C.18 (Appendix C) show distributions of various reconstructed quant-
ities for events passing the electron neutrino selection at the ND, before and after decom-
position, in each selection bin (a - g) and for both horn currents. In all plots, decomposition
weights are applied as a function of reconstructed neutrino energy. The black ‘corrected’
ratio, therefore, is not expected to sit at exactly 1. Furthermore, events which fall outside
of the reconstructed neutrino energy window applied at the FD are included in these spec-
tra. As a result, the spectra are on the whole more susceptible to poorly modelled rock
events. This can be seen, for example, in RHC selection bin (d) in transverse momentum.
Despite this, all variables show improved agreement between data and simulation after
decomposition.
7.2 Analysis of FD Data
7.2.1 Candidate Events & New Best Fit
The number of candidate νe-CC events in FHC data and candidate ν̄e-CC events in RHC
data is found to be 102 and 34 respectively. The number of νµ-CC and ν̄µ-CC candidates,
of course, does not change from the analysis presented at the Neutrino 2020 conference
(see Section 2.5.5). This leads to a best fit, when also minimising over all systematic para-
meters, in the normal neutrino mass hierarchy and lower octant of sin2 θ23. Specifically,
the most favoured values of the oscillation parameters are found to be sin2 θ23 = 0.46,
δCP = 0.12π and ∆m
2
32 = 2.41×10−3 eV2. See Section 7.3 for a discussion of systematics.
Throughout the rest of the document, this best fit will be referred to as the ‘thesis best
fit’. Tables 7.7 and 7.8 show a breakdown of the predicted events in FD simulation at
the thesis best fit in FHC and RHC respectively. The number of candidates observed in
data are in general agreement with both of the predicted totals from simulation. Worthy
of note is the peripheral sample in RHC, where 6.34 events are expected and only 2 are
observed. However, the Poisson ‘up error’ on 2 events is approximately 2.2. This result,
therefore, is still consistent at around 2-σ.
Figures 7.5 and 7.6 show distributions of reconstructed neutrino energy and recon-
structed primary shower energy for the core and peripheral samples respectively at the
FD. The core sample is split into selection bins (a - g) and additionally by low and high
cosmic rejection score. Lightly shaded regions are not included in the fit for oscillations.
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Event Type Core Peripheral Total
Appearance νe 51.7 7.87 59.6
Wrong sign appearance 0.822 0.194 1.02
Beam νe + ν̄e 10.7 3.75 14.5
Total νµ + ν̄µ 3.54 0.292 3.82
Total ντ + ν̄τ 0.538 0.113 0.651
Neutral current 14.3 0.387 14.7
Total beam background 29.9 4.74 34.6
Cosmics 3.34 1.63 4.97
Total prediction 84.9 14.2 99.2
Data 86 16 102
Table 7.7: The predicted number of events at the FD in FHC at the thesis best fit compared
to data.
νe-CC and ν̄e-CC appearance candidates in data are shown in black. The purple histogram
shows the total prediction, evaluated at the thesis best fit. The 1-σ range of systematic
uncertainty is represented by the purple band. The white, red and blue stacked histograms
show the signal, beam background and cosmic background components respectively of the
total prediction.
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Figure 7.5: Distributions of reconstructed neutrino energy and reconstructed primary
shower energy for the core and peripheral samples respectively at the FD in FHC. The core
sample is split into selection bins (a - g) and additionally by low and high cosmic rejection
score. Lightly shaded regions are not included in the fit for oscillations. νe-CC appearance
candidates in data are shown in black. The purple histogram shows the total prediction,
evaluated at the thesis best fit. The 1-σ range of systematic uncertainty is represented
by the purple band. The white, red and blue stacked histograms show the signal, beam
background and cosmic background components respectively of the total prediction.
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Event Type Core Peripheral Total
Appearance ν̄e 15.2 2.67 17.9
Wrong sign appearance 1.72 0.41 2.13
Beam νe + ν̄e 5.02 1.92 6.95
Total νµ + ν̄µ 0.352 0.132 0.484
Total ντ + ν̄τ 0.295 0.073 0.369
Neutral current 3.80 0.158 3.96
Total beam background 11.2 2.70 13.9
Cosmics 0.498 0.973 1.48
Total prediction 26.9 6.34 33.3
Data 32 2 34
Table 7.8: The predicted number of events at the FD in RHC at the thesis best fit
compared to data.
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Figure 7.6: Distributions of reconstructed neutrino energy and reconstructed primary
shower energy for the core and peripheral samples respectively at the FD in RHC. The core
sample is split into selection bins (a - g) and additionally by low and high cosmic rejection
score. Lightly shaded regions are not included in the fit for oscillations. ν̄e-CC appearance
candidates in data are shown in black. The purple histogram shows the total prediction,
evaluated at the thesis best fit. The 1-σ range of systematic uncertainty is represented
by the purple band. The white, red and blue stacked histograms show the signal, beam
background and cosmic background components respectively of the total prediction.
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The so called ‘bi-event plot’, which shows the number of candidate appearance ν̄e-CC
events versus νe-CC events, provides an intuitive way to compare old and new data and
best fits. Comparing Figure 7.7 to its 2020 3-flavour counterpart Figure 2.16b, it can
be seen that the data still sits in between the lower and upper octant ellipses but has
shifted slightly closer to the lower one. The best fit moving from the upper to the lower
octant reflects this change. Since this shift in the data is accompanied by only a small
migration away from the central degenerate region, this implies the best fit value of δCP
must also shift. It now sits in the top left, rather than bottom left, arc of the best fit ellipse.
7.2.2 Confidence Intervals




2 θ23 spaces respectively in the normal hierarchy. Figures 7.9 and
7.11 show the same thing but in the inverted hierarchy. Each point on the underlying
surface is obtained by fixing the values of the oscillation parameters which are labelled on
the axes in the fit to data. All other parameters, including those describing systematics
are then profiled over. The global minimum χ2 is then subtracted from the minimum χ2
at that point in oscillation space. As described in Section 4.7, the borders of the 1-, 2-
and 3-σ allowed regions are drawn using a Gaussian estimate. A fair comparison of these
contours with those from the 2020 analysis (Figure 2.16a and [1]) is not possible given
that the ones from 2020 are Feldman-Cousins corrected1 [139]. Broadly, however, it can
be seen in Figure 7.8 that the range of sin2 θ23 values allowed at 2-σ has shrunk in the
region around δCP ∼ 3π/2. This is accompanied by an increase in the range of sin2 θ23
values allowed at 1-σ around δCP ∼ π/2. Meanwhile in the inverse hierarchy, the 3-σ
‘islands’ observed in the 2020 analysis get much closer for high values of sin2 θ23 around
δCP ∼ π/2. Very little change is expected or observed in the ∆m232 versus sin2 θ23. There
does appear to be slightly more values of ∆m232 allowed at 1-σ around maximal mixing.
1The Feldman-Cousins technique can be used to determine confidence limit boundaries for Poissonian
processes. This is done by using pseudo-experiments to probe the range of possible log-likelihood ratios.
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Figure 7.7: The total number of ν̄e-CC candidate events versus the total number of
νe-CC candidate events in data and simulation. The black point shows FD data and
the purple star is placed at the thesis best fit prediction. Ovals in the normal (blue)
and inverted (red) neutrino mass hierarchies for the upper and low octants of sin2 θ23 are
traced by varying δCP between 0 and 2π. The position of each oval is determined by fixing
sin2 θ23 and ∆m
2

















σ1 σ2 σ3 Best fit
Figure 7.8: Allowed regions as a function of sin2 θ23 and δCP in the normal hierarchy. The
borders of the 1-, 2- and 3-σ allowed Gaussian regions are shown in shades of dark blue
















σ1 σ2 σ3 
Figure 7.9: Allowed regions as a function of sin2 θ23 and δCP in the inverted hierarchy.
The borders of the 1-, 2- and 3-σ allowed Gaussian regions are shown in shades of dark
red through to light red respectively.
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σ1 σ2 σ3 Best fit
Figure 7.10: Allowed regions as a function of ∆m232 and sin
2 θ23 in the normal hierarchy.
The borders of the 1-, 2- and 3-σ allowed Gaussian regions are shown in shades of dark
blue through to light blue respectively. The thesis best fit is shown as a black star.
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Figure 7.11: Allowed regions as a function of ∆m232 and sin
2 θ23 in the inverted hierarchy.
The borders of the 1-, 2- and 3-σ allowed Gaussian regions are shown in shades of dark
red through to light red respectively.
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Figures 7.12, 7.13 and 7.14 show
√
∆χ2 as a function of δCP , sin
2 θ23 and ∆m
2
32 re-
spectively, for different choices of neutrino mass hierarchy and sin2 θ23 octant. The plots
are constructed in a way directly analogous to the 2D contours. Note the vertical axis
shows the square-root of ∆χ2. The plots can, therefore, be interpreted as showing the
Gaussian significance with which a particular value of a given parameter is disfavoured.
By looking at where particular curves pass
√
∆χ2 = 1, 1-σ confidence intervals for each
oscillation parameter can be extracted. These regions, summarised in Table 7.9, largely
overlap with the 1-σ ranges obtained in the NOvA 2020 3-flavour analysis [140]. The point
of maximal mixing (sin2 θ23 = 0.5) is allowed at 1-σ.
It is apparent from any of the three 1D distributions that there is a set of oscillation
parameters which are allowed at the 1-σ level, for all choices of hierarchy and octant.
Figure 7.13 shows that for any fixed value of θ23, there is always a choice of oscillation
parameters (most likely driven by δCP ) where the normal hierarchy is favoured over the
inverted. Additionally, it can be seen that the preference for the lower versus the upper
octant is mild. From Figure 7.12 it can be concluded that regions of phase space which
would imply large asymmetry in the number of observed νe-CC versus ν̄e-CC (the ‘edges’
of the bi-event plot), are disfavoured. For example, δCP = π/2 in the inverted hierarchy
and δCP = 3π/2 in the normal hierarchy are rejected at > 3.8 σ and > 2.6 σ respectively.
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Figure 7.12: The Gaussian significance with which a particular value of δCP is disfavoured,
for all choices of neutrino mass hierarchy and sin2 θ23 octant. The solid (dashed) blue (red)
contour represents the upper (lower) octant in normal (inverted) hierarchy.
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Figure 7.13: The Gaussian significance with which a particular value of sin2 θ23 is disfa-
voured, for the normal (blue) and inverted (red) neutrino mass hierarchies.
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Figure 7.14: The Gaussian significance with which a particular value of |∆m232| is disfa-
voured, for all choices of neutrino mass hierarchy and sin2 θ23 octant. The solid (dashed)
blue (red) contour represents the upper (lower) octant in normal (inverted) hierarchy.
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Best fit
NH, sin2 θ23 = 0.46, δCP = 0.12π, ∆m
2
32 = 2.41× 10−3 eV2
Parameter 1-σ range
sin2 θ23 NH [0.43 , 0.50]
⋃
[0.53 , 0.59]
sin2 θ23 IH [0.44 , 0.49]
⋃
[0.53 , 0.59]
δCP (π) NHLO [0.00 , 0.33]
⋃
[1.93 , 2.00]
δCP (π) NHUO [0.14 , 0.94]
δCP (π) IHLO [1.21 , 1.53]
δCP (π) IHUO [1.20 , 1.75]
∆m232 (×10−3 eV2) NHLO [2.35 , 2.47]
∆m232 (×10−3 eV2) NHUO [2.35 , 2.47]
∆m232 (×10−3 eV2) IHLO [−2.50 , −2.42]
∆m232 (×10−3 eV2) IHUO [−2.51 , −2.41]
Table 7.9: Summary of the 1-σ Gaussian allowed intervals for each freely fitted oscillation
parameter. The global best fit is given in the second row.
7.2.3 Reconstructed Variables at the FD
Figures C.19 through C.44 (Appendix C) show the comparison of FD data against several
reconstructed variables in simulation. With the exception of the RHC peripheral sample
(already discussed in Section 7.2.1), there is good general agreement in all selection bin
across all considered reconstructed variables. A single anomalous bin, however, in FHC
selection bin (g) in the reconstructed vertex Z position spectra (Fig C.35) is identified.
The probability of observing no events when 6 are predicted is approximately 1 in 400.
It is found that there are 2 events just above the top bin edge. Additionally, none of the
other selection bins show any anomalous behaviour in this particular range of vertex Z
values. For these reasons and given the large number of plots shown in this section, it can
be reasonably assumed to be a statistical fluctuation.
7.3 Systematic Uncertainties
Figure 7.15 shows the best fit value of each systematic parameter (pull) at the thesis best
fit in units of σ. The pull can be seen as a measure of how much a prediction has to
be shifted to improve the χ2 between the data and the oscillation model due to given
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systematic uncertainty [23]. The largest pulls arise from uncertainties associated with
detector calibration and the ND light model. With the exception of the calibration shape
parameter at 1.03-σ, all pulls are less than 0.8-σ.
Figures 7.16 through 7.18 show the estimated contribution of each broad category of
systematic uncertainty to the total uncertainty, in each of the freely fitted oscillation para-
meters. A comparison to the statistical uncertainty and to the 2020 3-flavour analysis can
also be seen. These plots are made using real ND data and fake FD data, produced at
the thesis best fit. For a given oscillation parameter, a 1D function of ∆χ2 (analogous
to Figures 7.12, 7.13 and 7.14) is constructed assuming no systematic uncertainty. This
is the so called, ‘statistics only’ fit. Next, assuming contributions from each category of
systematic uncertainty individually, a set of analogous functions is constructed. These are
the ‘systematic’ fits. Each systematic fit then has the statistics only fit subtracted from it
in quadrature. The value of this difference at ±1-σ is taken as the estimated systematic
contribution. Figures 7.19 through 7.21 are constructed using the same methodology but
each of the systematic parameters are presented individually rather than being grouped
together in broad categories.
With the exception of ∆m232, it is clear that both the analysis presented in the (new)
thesis and the (old) 2020 analysis are statistically limited in their measurements of the
freely fitted oscillation parameters. As expected, there is a slight reduction in the statistical
uncertainty of the most statistically limited parameter δCP in the new analysis versus the
old. This most likely a result of the extra events added to the analysis and the better
separation of signal and background that the new analysis binning provides. It can also
be seen that overall sensitivity to systematic uncertainty is very similar between the two
versions. On the whole, each systematic category carries the same level of importance in
both. In the case of δCP and ∆m
2
32 in the new analysis, a small reduction in uncertainty due
to neutrino cross-sections is observed. This most likely represents a mild underestimate of
the true variance attributable to the ‘small’ cross-section uncertainties in the new analysis.
Recall that the effect of these uncertainties is summed and treated as a single effect in the
fit (see Section 4.6.2). In Chapter 8, a proposal to improve this treatment is discussed.
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Figure 7.15: The best fit value of each systematic parameter (pull) at the thesis best fit
in units of σ. An overview of the individual parameters listed on the x-axis can be found
in Section 4.6.
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New Analysis 2020 Analysis
Figure 7.16: The simulated contribution of each category of systematic uncertainty to the
total uncertainty on δCP at the thesis best fit. The new analysis (blue) can be compared
to the 2020 3-flavour analysis (grey). An estimate of statistical uncertainty is shown by
the hatched bars at the bottom of the Figure. A breakdown of the systematic groups can
be found in Section 4.6.
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Figure 7.17: The simulated contribution of each category of systematic uncertainty to
the total uncertainty on sin2 θ23 at the thesis best fit. The new analysis (blue) can be
compared to the 2020 3-flavour analysis (grey). An estimate of statistical uncertainty is
shown by the hatched bars at the bottom of the Figure. A breakdown of the systematic
groups can be found in Section 4.6.
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Figure 7.18: The simulated contribution of each category of systematic uncertainty to the
total uncertainty on ∆m232 at the thesis best fit. The new analysis (blue) can be compared
to the 2020 3-flavour analysis (grey). An estimate of statistical uncertainty is shown by
the hatched bars at the bottom of the Figure. A breakdown of the systematic groups can






























































Figure 7.19: The simulated contribution of each systematic uncertainty to the total uncer-
tainty on δCP at the thesis best fit. A breakdown (and shortname key) of the systematic































































Figure 7.20: The simulated contribution of each systematic uncertainty to the total uncer-
tainty on sin2 θ23 at the thesis best fit. A breakdown (and shortname key) of the systematic
parameters can be found in Section 4.6.
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Figure 7.21: The simulated contribution of each systematic uncertainty to the total uncer-
tainty on ∆m232 at the thesis best fit. A breakdown (and shortname key) of the systematic




This thesis has presented an improved analysis of NuMI data collected by the NOvA
far detector between 2014 and 2020. The data corresponds to a 14 ktonne equivalent
exposure of 13.60× 1020 and 12.50× 1020 POT, in neutrino and antineutrino beam modes
respectively. Several methods for increasing NOvA’s sensitivity to the 3-flavour oscillation
parameters, particularly δCP and the mass hierarchy, were explored. It was found that
the 2020 3-flavour analysis could be improved in three ways to achieve a gain in sensitivity
equivalent to collecting 5 to 6% more data. First, in addition to binning the data as
function of energy and a single particle identification score, two axes dependent on other
particle identifiers were introduced. Second, more signal events are made available to the
fit for oscillations by including regions of parameter space with a greater amount of beam
and cosmic induced background. A bin edge optimisation procedure was developed to
simultaneously establish the position of bin edges in every variable which maximised the
sensitivity metric. Third, coarse binning in a basic energy variable targeting the most
energetic shower in an event was introduced to the peripheral events sample. These three
changes were combined and a fit for 3-flavour oscillations to the neutrino and antineutrino
data was performed. A best fit at sin2 θ23 = 0.46, δCP = 0.12π and ∆m
2
32 = 2.41×10−3 eV2
was obtained. Our data do not prefer a particular neutrino mass hierarchy or octant, but
the points δCP = 3π/2 in the inverted mass hierarchy and δCP = π/2 in the normal mass
hierarchy are excluded at 3.4 σ and 2.4 σ respectively. The 1-σ confidence ranges for
the best fit combination of hierarchy and octant (normal hierarchy, lower octant) can be
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summarised as follows:
sin2 θ23 ∈ [0.43 , 0.50]
⋃
[0.53 , 0.59]
δCP (π) ∈ [0.00 , 0.33]
⋃
[1.93 , 2.00]
∆m232 (×10−3 eV2) ∈ [2.35 , 2.47] .
Despite favouring the lower octant over the upper octant, these 1-σ ranges overlap signi-
ficantly with those of the NOvA 2020 3-flavour analysis [140]. Notably, however, maximal
mixing (sin2 θ23 = 0.5) is permitted in the upgraded analysis at 1-σ.
If I were to develop the analysis further, I would return to the results of the bin edge
optimisation procedure and choose the combination of edges to take forward for further
analysis more carefully. Instead of my approach in this thesis which was to simply pick
the combination which maximised a sensitivity metric, I would also take into account how
‘off-diagonal’ the two sets of bin edges corresponding to electron CVN score were with
respect to each other. Areas of low statistics at the ND arose from selecting bin edges
corresponding to narrow regions of phase space. This in turn necessitated the introduction
of a systematic to cover against uncertainty in the true rate of “rock” events originating
outside of the ND. Secondly, given additional time and resources, instead of combining
the effect of all cross-section systematics deemed small in the 2020 3-flavour analysis into
a single systematic uncertainty, I would establish a new list of the most important cross-
section uncertainties given the updated selection. I would then use a principle component
analysis to obtain a set of uncorrelated systematic parameters to include in the fit, cover-
ing some high percentage of the total variance. This would increase the robustness of the
new analysis method.
In addition to sensitivity improvements, a data-driven study was undertaken for this
thesis to quantify an important and potential systematic effect arising in the ND. Due
to the high intensity of the beam at the location of the ND close to the source, multiple
neutrino interactions occur in the detector and in the surrounding rock during every spill.
This pile-up activity is not present in the FD and must be well modelled in ND simulation
to avoid biasing the measurements. Single MC neutrino interactions were overlaid into ND
spills in both data and simulation and re-reconstructed. Selection efficiencies in data and
MC for these single νµ-CC and νe-CC events (in both horn currents) were determined and
studied as a function of spill intensity and true neutrino energy. Differences were found to
be small, showing that pile-up, noise and other context effects are sufficiently well modelled
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in simulation. A further study of neutrino energy resolution reached the same conclusions.
Looking toward the future, NOvA plans to roughly double or triple its current FD
dataset in both horn currents by 2025, allowing the experiment to reach 3-σ hierarchy
sensitivity for 30 - 50% of δCP values [141]. As more data is gathered, the 3-flavour analysis
becomes more affected by systematic, rather than statistical, uncertainty. As can be seen
from Figure 7.18, this is particularly true of the variable ∆m232, which is driven by the
disappearance measurement and is sensitive to the detector energy scale. Significant effort
is being made to reduce the level of uncertainty associated with this systematic. Analysis
of data from a dedicated test beam facility at Fermilab is currently on-going [142]. It is
unlikely, however, that NOvA will truly become systematically limited in its measurement
of δCP or θ23. Recent tension between the best fit values of δCP measured by T2K [48]
and by NOvA [1] has brought renewed emphasis as to whether 3-flavour oscillations fully
describe the data or whether additional, new physics could be involved. The value of
δCP measured in this thesis maintains the tension. A joint fit of NOvA and T2K data
is currently under way that will quantify the tension. Future long-baseline experiments,
with more powerful beams and larger detectors, will be able to make far more sensitive
measurements. DUNE, for example, has the ability to exclude the CP conserved case
at more than 5-σ for 50% of δCP ’s range after 10 years of running [51]. These future
experiments will start taking data towards 2030. In the meantime, the upgraded NOvA








ADC Analogue to Digital Converter.
APD Avalanche Photodiode.
ASIC Application Specific Integrated Circuit.
BDT Boosted Decision Tree.
BEN Beam Electron Neutrino.
CAF Common Analysis Format.
CAFAna Common Analysis Format Analysis.
CC Charged Current.
CCQE Charged Current Quasi-elastic.
CMC Comprehensive Model Configuration.
CNN Convolutional Neural Network.
CP Charge-Parity.
CRY Cosmic Ray Shower Library.
CVN Convolutional Visual Network.
CVNe electron neutrino CVN.
202 Acronyms
DCM Data Concentrator Module.
DCS Dual Correlated Sampling.
DIS Deep Inelastic Scattering.
DONUT Direct Observation of the Nu Tau.
DQ Data Quality.
DUNE Deep Underground Neutrino Experiment.
FD Far Detector.
FEB Front End Board.
Fermilab Fermi National Accelerator Laboratory.
FHC Forward Horn Current.
FPGA Field Programmable Gate Array.
FSI Final State Interactions.
GPS Global Positioning System.
KamLAND the Kamioka Liquid-scintillator Antineutrino Detector.
LINAC Linear Accelerator.
MC Monte Carlo.
MEC Meson Exchange Current.
MI Main Injector.
MID Michel electron Identifier.
MINOS Main Injector Neutrino Oscillation Search.
MSW Mikheyev-Smirnov-Wolfenstein.




NDOS Near Detector on the Surface.
Neutrino 2020 The XXIX International Conference on Neutrino Physics and Astrophys-
ics.
NOvA NuMI Off-Axis Neutrino Experiment.
NuMI Neutrinos from the Main Injector.
OMSD One Mass Scale Dominance.
PCA Principle Component Analysis.





POT Protons on Target.





ReMId Reconstructed Muon Identifier.
RENO Reactor Experiment for Neutrino Oscillation.
RES Baryon Resonance Production.
RHC Reverse Horn Current.
RMS Root Mean Square.
204 Acronyms
RPA Random Phase Approximation.
SM Standard Model of Particle Physics.
SNO Sudbury Neutrino Observatory.
T2K Tokai to Kamioka.
TDR Technical Design Report.
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A.1 Explicit Calculation of 3-flavour Transition Probability
It is shown in Chapter 2 that for a neutrino produced in definite flavour state λ, the
amplitude corresponding to detecting that neutrino in flavour state λ′ after propagating
a distance L in vacuum, is given by




−iPj ·X . (A.1)
Lemma: The corresponding transition probability can be expressed
































The following identities and definitions will be used:
|z1 + z2 + z3|2 = z21 + z22 + z23 + 2Re [z1z∗2 + z1z∗3 + z2z∗3 ] , zl ∈ C (A.3)
eiθ = cos (θ) + i sin (θ) (A.4)
Re [A] = Re [A∗] (A.5)










Neutrino Physics Supplementary Material 217
















































































= |Uλ1U∗λ′1 + Uλ2U∗λ′2 + Uλ3U∗λ′3|2
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Table B.1 is a map to translate from ‘Analysis Bin’ as shown in Figure 6.16b to the
presentational reconstructed neutrino energy binning used in Figures such as Figure 6.5.
220 Analysis Bin Mapping
1D Bin Number Presentational Reconstructed Neutrino Energy Binning
1 to 3 PID (low, medium) I, CosRej low, 1 to 2.5 GeV
4 to 6 PID (low, medium) I, CosRej high, 1 to 2.5 GeV
7 to 9 PID (low, medium) II, CosRej high, 1 to 2.5 GeV
10 to 12 PID (medium, medium), CosRej low, 1 to 2.5 GeV
13 to 15 PID (medium, medium), CosRej high, 1 to 2.5 GeV
16 to 21 PID (medium, high), CosRej low, 1 to 4 GeV
22 to 27 PID (high, high), CosRej low, 1 to 4 GeV
28 to 33 PID (low, low), CosRej high, 1 to 4 GeV
34 to 39 PID (low, high), CosRej high, 1 to 4 GeV
40 to 45 PID (medium, high), CosRej high, 1 to 4 GeV
46 to 51 PID (high, high), CosRej high, 1 to 4 GeV
52 to 57 Unused
58 to 60 Peripheral
Table B.1: A map to translate from ‘Analysis Bin’ in FHC as shown in Figure 6.16b to




Supplementary Data to Simulation
Comparison Plots
This appendix contains a suite of figures comparing data and simulation at the ND (Sec-
tion § C.1) and FD (Section § C.2). They are described and discussed fully in Chapter 7.
C.1 ND
Figures begin on the next page.
222 Supplementary Data to Simulation Comparison Plots
Figure C.1: Distributions of reconstructed electro-magnetic energy for events passing the
electron neutrino selection at the ND, before and after decomposition, in each selection
bin (a - g) for FHC beam. Data is shown in black. Corrected and uncorrected simulated
beam components are shown in the remaining solid and dashed histograms respectively.
The ratios of the data to corrected (black) and uncorrected (grey) total simulated events
are also shown.
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Figure C.2: Distributions of reconstructed electro-magnetic energy for events passing the
electron neutrino selection at the ND, before and after decomposition, in each selection
bin (a - g) for RHC beam. Data is shown in black. Corrected and uncorrected simulated
beam components are shown in the remaining solid and dashed histograms respectively.
The ratios of the data to corrected (black) and uncorrected (grey) total simulated events
are also shown.
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Figure C.3: Distributions of reconstructed hadronic energy for events passing the electron
neutrino selection at the ND, before and after decomposition, in each selection bin (a -
g) for FHC beam. Data is shown in black. Corrected and uncorrected simulated beam
components are shown in the remaining solid and dashed histograms respectively. The
ratios of the data to corrected (black) and uncorrected (grey) total simulated events are
also shown.
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Figure C.4: Distributions of reconstructed hadronic energy for events passing the electron
neutrino selection at the ND, before and after decomposition, in each selection bin (a -
g) for RHC beam. Data is shown in black. Corrected and uncorrected simulated beam
components are shown in the remaining solid and dashed histograms respectively. The
ratios of the data to corrected (black) and uncorrected (grey) total simulated events are
also shown.
226 Supplementary Data to Simulation Comparison Plots
Figure C.5: Distributions of reconstructed hadronic energy fraction for events passing the
electron neutrino selection at the ND, before and after decomposition, in each selection
bin (a - g) for FHC beam. Data is shown in black. Corrected and uncorrected simulated
beam components are shown in the remaining solid and dashed histograms respectively.
The ratios of the data to corrected (black) and uncorrected (grey) total simulated events
are also shown.
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Figure C.6: Distributions of reconstructed hadronic energy fraction for events passing the
electron neutrino selection at the ND, before and after decomposition, in each selection
bin (a - g) for RHC beam. Data is shown in black. Corrected and uncorrected simulated
beam components are shown in the remaining solid and dashed histograms respectively.
The ratios of the data to corrected (black) and uncorrected (grey) total simulated events
are also shown.
228 Supplementary Data to Simulation Comparison Plots
Figure C.7: Distributions of electron neutrino CVN A score for events passing the electron
neutrino selection at the ND, before and after decomposition, in each selection bin (a -
g) for FHC beam. Data is shown in black. Corrected and uncorrected simulated beam
components are shown in the remaining solid and dashed histograms respectively. The
ratios of the data to corrected (black) and uncorrected (grey) total simulated events are
also shown.
Supplementary Data to Simulation Comparison Plots 229
Figure C.8: Distributions of electron neutrino CVN A score for events passing the electron
neutrino selection at the ND, before and after decomposition, in each selection bin (a -
g) for RHC beam. Data is shown in black. Corrected and uncorrected simulated beam
components are shown in the remaining solid and dashed histograms respectively. The
ratios of the data to corrected (black) and uncorrected (grey) total simulated events are
also shown.
230 Supplementary Data to Simulation Comparison Plots
Figure C.9: Distributions of reconstructed vertex X position for events passing the electron
neutrino selection at the ND, before and after decomposition, in each selection bin (a -
g) for FHC beam. Data is shown in black. Corrected and uncorrected simulated beam
components are shown in the remaining solid and dashed histograms respectively. The
ratios of the data to corrected (black) and uncorrected (grey) total simulated events are
also shown.
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Figure C.10: Distributions of reconstructed vertex X position for events passing the elec-
tron neutrino selection at the ND, before and after decomposition, in each selection bin
(a - g) for RHC beam. Data is shown in black. Corrected and uncorrected simulated
beam components are shown in the remaining solid and dashed histograms respectively.
The ratios of the data to corrected (black) and uncorrected (grey) total simulated events
are also shown.
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Figure C.11: Distributions of reconstructed vertex Y position for events passing the elec-
tron neutrino selection at the ND, before and after decomposition, in each selection bin
(a - g) for FHC beam. Data is shown in black. Corrected and uncorrected simulated beam
components are shown in the remaining solid and dashed histograms respectively. The
ratios of the data to corrected (black) and uncorrected (grey) total simulated events are
also shown.
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Figure C.12: Distributions of reconstructed vertex Y position for events passing the elec-
tron neutrino selection at the ND, before and after decomposition, in each selection bin
(a - g) for RHC beam. Data is shown in black. Corrected and uncorrected simulated
beam components are shown in the remaining solid and dashed histograms respectively.
The ratios of the data to corrected (black) and uncorrected (grey) total simulated events
are also shown.
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Figure C.13: Distributions of reconstructed vertex Z position for events passing the elec-
tron neutrino selection at the ND, before and after decomposition, in each selection bin
(a - g) for FHC beam. Data is shown in black. Corrected and uncorrected simulated beam
components are shown in the remaining solid and dashed histograms respectively. The
ratios of the data to corrected (black) and uncorrected (grey) total simulated events are
also shown.
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Figure C.14: Distributions of reconstructed vertex Z position for events passing the elec-
tron neutrino selection at the ND, before and after decomposition, in each selection bin
(a - g) for RHC beam. Data is shown in black. Corrected and uncorrected simulated
beam components are shown in the remaining solid and dashed histograms respectively.
The ratios of the data to corrected (black) and uncorrected (grey) total simulated events
are also shown.
236 Supplementary Data to Simulation Comparison Plots
Figure C.15: Distributions of the number of reconstructed showers in a slice for events
passing the electron neutrino selection at the ND, before and after decomposition, in each
selection bin (a - g) for FHC beam. Data is shown in black. Corrected and uncorrected
simulated beam components are shown in the remaining solid and dashed histograms
respectively. The ratios of the data to corrected (black) and uncorrected (grey) total
simulated events are also shown.
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Figure C.16: Distributions of the number of reconstructed showers in a slice for events
passing the electron neutrino selection at the ND, before and after decomposition, in each
selection bin (a - g) for RHC beam. Data is shown in black. Corrected and uncorrected
simulated beam components are shown in the remaining solid and dashed histograms
respectively. The ratios of the data to corrected (black) and uncorrected (grey) total
simulated events are also shown.
238 Supplementary Data to Simulation Comparison Plots
Figure C.17: Distributions of the number of hits in the primary shower for events passing
the electron neutrino selection at the ND, before and after decomposition, in each selection
bin (a - g) for FHC beam. Data is shown in black. Corrected and uncorrected simulated
beam components are shown in the remaining solid and dashed histograms respectively.
The ratios of the data to corrected (black) and uncorrected (grey) total simulated events
are also shown.
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Figure C.18: Distributions of the number of hits in the primary shower for events passing
the electron neutrino selection at the ND, before and after decomposition, in each selection
bin (a - g) for RHC beam. Data is shown in black. Corrected and uncorrected simulated
beam components are shown in the remaining solid and dashed histograms respectively.
The ratios of the data to corrected (black) and uncorrected (grey) total simulated events
are also shown.
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C.2 FD
Figures begin on the next page.
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Figure C.19: Distributions of reconstructed electro-magnetic energy for the core and peri-
pheral samples at the FD in FHC. The core sample is split into selection bins (a - g)
and additionally by low and high cosmic rejection score. Lightly shaded regions are not
included in the fit for oscillations. νe-CC appearance candidates in data are shown in
black. The purple histogram shows the total prediction, evaluated at the thesis best fit.
The white, red and blue stacked histograms show the signal, beam background and cosmic
background components respectively of the total prediction.
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Figure C.20: Distributions of reconstructed electro-magnetic energy for the core and peri-
pheral samples respectively at the FD in RHC. The core sample is split into selection bins
(a - g) and additionally by low and high cosmic rejection score. Lightly shaded regions are
not included in the fit for oscillations. ν̄e-CC appearance candidates in data are shown
in black. The purple histogram shows the total prediction, evaluated at the thesis best
fit. The white, red and blue stacked histograms show the signal, beam background and
cosmic background components respectively of the total prediction.
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Figure C.21: Distributions of reconstructed hadronic energy for the core and peripheral
samples at the FD in FHC. The core sample is split into selection bins (a - g) and addition-
ally by low and high cosmic rejection score. Lightly shaded regions are not included in the
fit for oscillations. νe-CC appearance candidates in data are shown in black. The purple
histogram shows the total prediction, evaluated at the thesis best fit. The white, red
and blue stacked histograms show the signal, beam background and cosmic background
components respectively of the total prediction.
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Figure C.22: Distributions of reconstructed hadronic energy for the core and peripheral
samples respectively at the FD in RHC. The core sample is split into selection bins (a - g)
and additionally by low and high cosmic rejection score. Lightly shaded regions are not
included in the fit for oscillations. ν̄e-CC appearance candidates in data are shown in
black. The purple histogram shows the total prediction, evaluated at the thesis best fit.
The white, red and blue stacked histograms show the signal, beam background and cosmic
background components respectively of the total prediction.
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Figure C.23: Distributions of reconstructed hadronic energy fraction for the core and
peripheral samples at the FD in FHC. The core sample is split into selection bins (a - g)
and additionally by low and high cosmic rejection score. Lightly shaded regions are not
included in the fit for oscillations. νe-CC appearance candidates in data are shown in
black. The purple histogram shows the total prediction, evaluated at the thesis best fit.
The white, red and blue stacked histograms show the signal, beam background and cosmic
background components respectively of the total prediction.
246 Supplementary Data to Simulation Comparison Plots
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
2
4
6 (a) PID (low, low)
CosRej low CosRej high
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
2
4
6 (b) PID (low, medium)
CosRej low CosRej high
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
2
4
6 (c) PID (low, high)
CosRej low CosRej high
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
2
4
6 (d) PID (medium, medium)
CosRej low CosRej high





(e) PID (medium, high) I
CosRej low CosRej high





(f) PID (medium, high) II
CosRej low CosRej high






12 (g) PID (high, high)
CosRej low CosRej high


























Figure C.24: Distributions of reconstructed hadronic energy fraction for the core and
peripheral samples respectively at the FD in RHC. The core sample is split into selection
bins (a - g) and additionally by low and high cosmic rejection score. Lightly shaded regions
are not included in the fit for oscillations. ν̄e-CC appearance candidates in data are shown
in black. The purple histogram shows the total prediction, evaluated at the thesis best
fit. The white, red and blue stacked histograms show the signal, beam background and
cosmic background components respectively of the total prediction.
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Figure C.25: Distributions of CVN A score for the core and peripheral samples at the
FD in FHC. The core sample is split into selection bins (a - g) and additionally by low
and high cosmic rejection score. Lightly shaded regions are not included in the fit for
oscillations. νe-CC appearance candidates in data are shown in black. The purple histo-
gram shows the total prediction, evaluated at the thesis best fit. The white, red and blue
stacked histograms show the signal, beam background and cosmic background components
respectively of the total prediction.
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Figure C.26: Distributions of CVN A score for the core and peripheral samples respectively
at the FD in RHC. The core sample is split into selection bins (a - g) and additionally
by low and high cosmic rejection score. Lightly shaded regions are not included in the
fit for oscillations. ν̄e-CC appearance candidates in data are shown in black. The purple
histogram shows the total prediction, evaluated at the thesis best fit. The white, red
and blue stacked histograms show the signal, beam background and cosmic background
components respectively of the total prediction.
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Figure C.27: Distributions of CVN B score for the core and peripheral samples at the FD
in FHC. The core sample is split into selection bins (a - g) and additionally by low and high
cosmic rejection score. Lightly shaded regions are not included in the fit for oscillations.
νe-CC appearance candidates in data are shown in black. The purple histogram shows the
total prediction, evaluated at the thesis best fit. The white, red and blue stacked histo-
grams show the signal, beam background and cosmic background components respectively
of the total prediction.
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Figure C.28: Distributions of CVN B score for the core and peripheral samples respectively
at the FD in RHC. The core sample is split into selection bins (a - g) and additionally
by low and high cosmic rejection score. Lightly shaded regions are not included in the
fit for oscillations. ν̄e-CC appearance candidates in data are shown in black. The purple
histogram shows the total prediction, evaluated at the thesis best fit. The white, red
and blue stacked histograms show the signal, beam background and cosmic background
components respectively of the total prediction.
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Figure C.29: Distributions of the cosmic rejection BDT score for the core and peripheral
samples at the FD in FHC. The core sample is split into selection bins (a - g) and addition-
ally by low and high cosmic rejection score. Lightly shaded regions are not included in the
fit for oscillations. νe-CC appearance candidates in data are shown in black. The purple
histogram shows the total prediction, evaluated at the thesis best fit. The white, red
and blue stacked histograms show the signal, beam background and cosmic background
components respectively of the total prediction.
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Figure C.30: Distributions of the cosmic rejection BDT score for the core and peripheral
samples respectively at the FD in RHC. The core sample is split into selection bins (a - g)
and additionally by low and high cosmic rejection score. Lightly shaded regions are not
included in the fit for oscillations. ν̄e-CC appearance candidates in data are shown in
black. The purple histogram shows the total prediction, evaluated at the thesis best fit.
The white, red and blue stacked histograms show the signal, beam background and cosmic
background components respectively of the total prediction.
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Figure C.31: Distributions of the reconstructed vertex X position for the core and peri-
pheral samples at the FD in FHC. The core sample is split into selection bins (a - g)
and additionally by low and high cosmic rejection score. Lightly shaded regions are not
included in the fit for oscillations. νe-CC appearance candidates in data are shown in
black. The purple histogram shows the total prediction, evaluated at the thesis best fit.
The white, red and blue stacked histograms show the signal, beam background and cosmic
background components respectively of the total prediction.
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Figure C.32: Distributions of the reconstructed vertex X position for the core and peri-
pheral samples respectively at the FD in RHC. The core sample is split into selection bins
(a - g) and additionally by low and high cosmic rejection score. Lightly shaded regions are
not included in the fit for oscillations. ν̄e-CC appearance candidates in data are shown
in black. The purple histogram shows the total prediction, evaluated at the thesis best
fit. The white, red and blue stacked histograms show the signal, beam background and
cosmic background components respectively of the total prediction.
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Figure C.33: Distributions of the reconstructed vertex Y position for the core and peri-
pheral samples at the FD in FHC. The core sample is split into selection bins (a - g)
and additionally by low and high cosmic rejection score. Lightly shaded regions are not
included in the fit for oscillations. νe-CC appearance candidates in data are shown in
black. The purple histogram shows the total prediction, evaluated at the thesis best fit.
The white, red and blue stacked histograms show the signal, beam background and cosmic
background components respectively of the total prediction.
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Figure C.34: Distributions of the reconstructed vertex Y position for the core and peri-
pheral samples respectively at the FD in RHC. The core sample is split into selection bins
(a - g) and additionally by low and high cosmic rejection score. Lightly shaded regions are
not included in the fit for oscillations. ν̄e-CC appearance candidates in data are shown
in black. The purple histogram shows the total prediction, evaluated at the thesis best
fit. The white, red and blue stacked histograms show the signal, beam background and
cosmic background components respectively of the total prediction.
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Figure C.35: Distributions of the reconstructed vertex Z position for the core and peri-
pheral samples at the FD in FHC. The core sample is split into selection bins (a - g)
and additionally by low and high cosmic rejection score. Lightly shaded regions are not
included in the fit for oscillations. νe-CC appearance candidates in data are shown in
black. The purple histogram shows the total prediction, evaluated at the thesis best fit.
The white, red and blue stacked histograms show the signal, beam background and cosmic
background components respectively of the total prediction.
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Figure C.36: Distributions of the reconstructed vertex Z position for the core and peri-
pheral samples respectively at the FD in RHC. The core sample is split into selection bins
(a - g) and additionally by low and high cosmic rejection score. Lightly shaded regions are
not included in the fit for oscillations. ν̄e-CC appearance candidates in data are shown
in black. The purple histogram shows the total prediction, evaluated at the thesis best
fit. The white, red and blue stacked histograms show the signal, beam background and
cosmic background components respectively of the total prediction.
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Figure C.37: Distributions of the number of reconstructed showers for the core and peri-
pheral samples at the FD in FHC. The core sample is split into selection bins (a - g)
and additionally by low and high cosmic rejection score. Lightly shaded regions are not
included in the fit for oscillations. νe-CC appearance candidates in data are shown in
black. The purple histogram shows the total prediction, evaluated at the thesis best fit.
The white, red and blue stacked histograms show the signal, beam background and cosmic
background components respectively of the total prediction.
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Figure C.38: Distributions of the number of reconstructed showers for the core and peri-
pheral samples respectively at the FD in RHC. The core sample is split into selection bins
(a - g) and additionally by low and high cosmic rejection score. Lightly shaded regions are
not included in the fit for oscillations. ν̄e-CC appearance candidates in data are shown
in black. The purple histogram shows the total prediction, evaluated at the thesis best
fit. The white, red and blue stacked histograms show the signal, beam background and
cosmic background components respectively of the total prediction.
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Figure C.39: Distributions of the reconstructed calorimetric energy of the primary shower
for the core and peripheral samples at the FD in FHC. The core sample is split into
selection bins (a - g) and additionally by low and high cosmic rejection score. Lightly
shaded regions are not included in the fit for oscillations. νe-CC appearance candidates
in data are shown in black. The purple histogram shows the total prediction, evaluated
at the thesis best fit. The white, red and blue stacked histograms show the signal, beam
background and cosmic background components respectively of the total prediction.
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Figure C.40: Distributions of the reconstructed calorimetric energy of the primary shower
for the core and peripheral samples respectively at the FD in RHC. The core sample is split
into selection bins (a - g) and additionally by low and high cosmic rejection score. Lightly
shaded regions are not included in the fit for oscillations. ν̄e-CC appearance candidates
in data are shown in black. The purple histogram shows the total prediction, evaluated
at the thesis best fit. The white, red and blue stacked histograms show the signal, beam
background and cosmic background components respectively of the total prediction.
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Figure C.41: Distributions of the number of hits in the primary shower for the core and
peripheral samples at the FD in FHC. The core sample is split into selection bins (a - g)
and additionally by low and high cosmic rejection score. Lightly shaded regions are not
included in the fit for oscillations. νe-CC appearance candidates in data are shown in
black. The purple histogram shows the total prediction, evaluated at the thesis best fit.
The white, red and blue stacked histograms show the signal, beam background and cosmic
background components respectively of the total prediction.
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Figure C.42: Distributions of the number of hits in the primary shower for the core and
peripheral samples respectively at the FD in RHC. The core sample is split into selection
bins (a - g) and additionally by low and high cosmic rejection score. Lightly shaded regions
are not included in the fit for oscillations. ν̄e-CC appearance candidates in data are shown
in black. The purple histogram shows the total prediction, evaluated at the thesis best
fit. The white, red and blue stacked histograms show the signal, beam background and
cosmic background components respectively of the total prediction.
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Figure C.43: Distributions of the reconstructed transverse momentum fraction of the
primary shower for the core and peripheral samples at the FD in FHC. The core sample
is split into selection bins (a - g) and additionally by low and high cosmic rejection score.
Lightly shaded regions are not included in the fit for oscillations. νe-CC appearance
candidates in data are shown in black. The purple histogram shows the total prediction,
evaluated at the thesis best fit. The white, red and blue stacked histograms show the
signal, beam background and cosmic background components respectively of the total
prediction.
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Figure C.44: Distributions of the reconstructed transverse momentum fraction of the
primary shower for the core and peripheral samples respectively at the FD in RHC. The
core sample is split into selection bins (a - g) and additionally by low and high cos-
mic rejection score. Lightly shaded regions are not included in the fit for oscillations.
ν̄e-CC appearance candidates in data are shown in black. The purple histogram shows the
total prediction, evaluated at the thesis best fit. The white, red and blue stacked histo-
grams show the signal, beam background and cosmic background components respectively
of the total prediction.
