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Abstract—Prototype of face recognition based attendance 
application that has been developed to overcome weaknesses in 
DTETI UGM student manual attendance system has several 
weaknesses. These weaknesses are a decrease in facial recognition 
accuracy when operating under conditions of varying 
environmental light intensity and in condition of face rotating 
towards z axis rotation centre. In addition, application prototype 
also does not yet have a database to store attendance results. In 
this paper, a new application prototype has been developed using 
Eigenface face detection and recognition algorithm and Haar-
based Cascade Classifier. Meanwhile, to overcome prototype 
performance weaknesses of the previously developed application, 
a pre-processing method was proposed in another study was 
added. Processes in the method were geometry transformation, 
histogram levelling separately, image smoothing using bilateral 
filtering, and elliptical masking. The test results showed that in the 
category of various environmental light intensity conditions, face 
recognition accuracy from developed application prototypes was 
16.71% better than previous application prototypes. Meanwhile, 
in category of face slope conditions at z axis rotation centre, face 
recognition accuracy from developed application prototype was 
38.47% better. Attendance database system was also successfully 
implemented and running without error.  
 
Keywords— Eigenface, Haar-Based Cascade Classifier, Image 
Pre-Processing, Attendance Application, Face Recognition. 
I. INTRODUCTION 
According to [1], education has long been seen as an activity 
that is not only mere information delivery, but also requires 
students' active mental and physical involvement in its process. 
Therefore, students' presence in class is very important to 
enable active teaching and learning interactions occurrence 
between educators and students. In order to monitor students' 
attendance, a reliable attendance recording system or 
attendance system is needed.  
At present, student attendance system at Department of 
Electrical Engineering and Information Technology of the 
University Gadjah Mada (DTETI UGM) is still manual. 
Attendance process on manual attendance system is done by 
manually marking attendance list sheet. The advantage of this 
system is that it does not require high costs. However, this 
system has several disadvantages, i.e. attendance results 
transferring process into database is very vulnerable to human 
error and it is also time consuming. To overcome this weakness, 
a new automatic attendance system is required. Attendance 
process in automatic attendance is carried out automatically by 
electronic devices. Benefits of using automatic attendance 
system compared to manual attendance is that attendance 
results already in digital form so that it is easier to process and 
can directly enter the database. Meanwhile, automatic presence 
system weakness is that its development and/or implementation 
requires a higher cost than manual presence system. 
Until now, several technologies that can be used in automatic 
presence systems include Barcode technology [2], Radio 
Frequency Identification (RFID) [3], fingerprint recognition [4], 
iris recognition [5], facial recognition [6], and multimodal 
technology [7]. Fingerprint recognition technology, iris 
recognition, and face recognition are biometric-based 
technologies. Biometrics is a method for recognizing one's 
identity automatically based on physical characteristics and 
behaviour [8]. Meanwhile, Barcode and RFID technology is 
based on non-biometrics. Identification base of Barcode 
technology is a barcode that can be read using a scanner, while 
identification base of RFID technology is radio waves that can 
be read using a wave reader. Barcode and RFID technology 
have several advantages, namely its easy use and very high 
accuracy. However, Barcodes and RFID also have weaknesses, 
namely if students forget to bring object identification, then 
attendance process cannot be carried out. Meanwhile, in 
biometrics technology, basis of its identification uses physical 
characteristics and human behaviour. Human physical 
characteristics and behaviour are always attached to human 
body unless it is lost/damaged due to aging, accident, or 
because it is indeed born defective. This makes biometrics 
technology far more practical than non-biometric technology 
which requires users to always carry object identification. 
In this paper, a prototype application for biometric 
technology based attendance was developed. Biometrics 
technology was selected as basis for identification technology 
due to its practicality. Meanwhile, employed biometrics 
technology is facial recognition technology. Research on 
application development of DTETI UGM students' attendance 
based on facial recognition technology has been done [9]. In 
that study, an attendance application prototype was developed 
using the OpenCV library. The employed algorithms were 
Haar-based Cascade Classifier algorithm in face detection 
process and Local Binary Pattern Histogram (LBPH) algorithm 
in the face recognition process. Meanwhile, image pre-
processing was only in a form of image transformation into 
grey images and image size alteration. In the conducted tests, 
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performance of that application prototype was quite 
satisfactory, although it was not yet 100% successful, it 
detected and recognized all faces of tested test subjects. The 
prototype application [9] was then redeveloped to be retested 
using new data. Test materials were in a form of images and 
videos. Test result of application prototype [9] in seven test 
videos with face conditions perpendicular to camera and using 
training image on same light intensity as test environment light 
intensity showed very good results, i.e. average face 
recognition accuracy of 100% However, when tested on 
different circumstances, this application prototype has 
decreased the face recognition average accuracy. When 
application prototypes were tested on different environmental 
light intensities using training images taken at different light 
intensity conditions, the average accuracy of facial recognition 
was reduced to 82.67%. In addition, when application 
prototypes were tested on faces which rotated by 5° with  z axis 
rotation centre, face recognition  average accuracy also 
decreased, which was to 64.68%. This application prototype [9] 
also had weaknesses, i.e. it did not have a database system to 
store attendance results. 
This conducted research aimed to create a prototype with a 
better performance compared to previous application prototype 
[9]. The performance that will be improved are face recognition 
accuracy on various environmental light intensity and face 
recognition accuracy on the face condition which rotates with 
centreof z axis. In addition, a database system will be added to 
store attendance results. In this paper, application development 
is still carried out using OpenCV library. Face detection process 
still use Haar-based Cascade Classifier algorithm. Meanwhile, 
for face recognition process, OpenCV library has had three 
classes of face recognition algorithms, namely Eigenface, 
Fisherface, and Local Binary Pattern Histogram (LBPH). 
Eigenface algorithm was selected as a face recognition 
algorithm in this paper. To increase facial recognition accuracy, 
both on tilted face caused by rotation of head centred on z axis 
and in changing light intensity situations, it is necessary to add 
a pre-processing facial images method. The utilized image pre-
processing method was a pre-processing method that has been 
developed [10]. In addition to pre-processing method, SQL-
based database systems were also added to a developed 
prototype.  
After prototype application was successfully developed, its 
performance was compared to performance of benchmark 
application prototype [9] which had been redeveloped. It is 
expected that developed prototype application can provide 
better performance results compared to benchmark application 
prototype [9] from previous studies results. 
II. FACE RECOGNITION 
A biometric technology used in this paper is face recognition 
technology. Face recognition technology was selected because 
according to [11], being compared to fingerprint recognition, 
face recognition is more hygienic because there is no physical 
contact by many users. Whereas when compared to iris 
recognition, face recognition is more cost effective because of 
a cheaper tool. To overcome face recognition weakness in a 
form of system dependence on environmental light condition 
changes, face expressions, and pose/face inclination, a 
compensation by using face recognition algorithms and a good 
image pre-processing was used. On the other hand, when 
compared to multimodal technology, face recognition 
technology is cheaper because multimodal technology uses 
more than one technologies. 
In this paper, application development was still carried out 
using OpenCV library. When compared with MATLAB, 
OpenCV library is processed with faster computation time, uses 
smaller storage resources, and it has unpaid licenses [12]. Haar-
based Cascade Classifier algorithm is still used for face 
detection process. Reference [13] shows that Haar-based 
Cascade Classifier has better performance compared to several 
other object detection algorithms such as Successive Mean 
Quantization Transform (SMQT) and Sparse Network of 
Winnows (SNOW), Neural Network (NN), and Support Vector 
Machines (SVM). Meanwhile, for face recognition process, 
OpenCV library has had three classes of face recognition 
algorithms, namely Eigenface, Fisherface, and Local Binary 
Pattern Histogram (LBPH). The Eigenface algorithm was 
selected as a face recognition algorithm in this paper because 
according to [14], Eigenface algorithm performance is slightly 
better than Fisherface algorithm. Meanwhile, according to [15], 
compared to LBPH algorithm, Eigenface algorithm has a faster 
but less accurate recognition processing time.  
Meanwhile, to increase facial recognition accuracy, both on 
tilted face caused by rotation of head centred on z axis and in 
changing light intensity situations, it is necessary to add an 
appropriate pre-processing facial images method recognition. 
In [16] a pre-processing method was developed consisting of 
four stages, namely cropping, resizing, normalization, and 
filtering. Test results showed that the pre-processing method 
succeeded in increasing average accuracy of Eigenface 
algorithm by 66.32%. On the other hand, in [17] a facial pre-
processing method was developed with stages corresponding to 
stages in [16], but with a more detailed and better method. In a 
normalization stage, pre-processing method developed in [17] 
had a geometric transformation process and a histogram 
levelling process separately. The geometry transformation 
process was useful for overcoming tilted faces caused by head 
rotation centred on the z axis, while separate histogram 
levelling processes were useful for dealing with situations of 
changing light intensity affecting facial recognition 
performance. Therefore, pre-processing method in [17] was 
selected as pre-processing method on application prototypes 
developed in this paper. In addition to the pre-processing 
method, SQL-based database systems were also added to 
application prototypes. SQL was selected over NoSQL because 
its presence data structure was fixed and in a form of a table. 
MySQL was selected as a relational database system in this 
paper because compared to Oracle, MySQL had a non-paid and 
user-friendly license [18]. Meanwhile, compared to 
PostgreSQL, MySQL required shorter computation time in 
simple read operations, it was easier to use and easier to install 
[19]. 
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III. RESEARCH METHOD 
A. Differences between Benchmark Application Prototype and 
Application Prototype Developed in this Study 
Application prototypes that had been developed before [9] 
was used as a benchmark application against application 
prototype developed in this paper. Difference between 
benchmark application prototype [9] with the developed 
application prototype is explained in Table I. Meanwhile, 
differences in pre-processing method between two prototypes 
are explained by Fig. 1.  
TABLE I 
 DIFFERENCES BETWEEN BENCHMARK APPLICATION PROTOTYPE WITH AN 
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Fig. 1 Pre-processing method differences. 
1) Geometry Transformation: A success of face recognition 
process depends on homogeneity of position and training face 
image and face image that will be recognized. Geometry 
transformation process was carried out to homogenize all 
images. In addition, geometric transformation was also done to 
cut unnecessary parts such as hair, forehead, and chin. There 
were three stages in geometry transformation namely rotation, 
scaling, and translation.  
Rotation was carried out to straighten a titling face because 
z axis rotation. To be able to rotate face, first seek out 
coordinates of midpoint between two eyes as rotation centre 
and tilt angle between two eyes as face's tilt angle. Once those 
two values were obtained, rotation could be done.  
Meanwhile, scaling was done to change facial images size 
but it still used a same pixel size/scale from original image. In 
this paper, based on an empirical test result, ideal image size as 
a training image to be trained and recognized was 70x70 pixels. 
Features calculated as a scale reference was distance between 
eyes. According to [17], in order to have hair, forehead, and 
chin be cut off, coordinates of ideal position from left eye 
according to calculations on paper were 0.16 of total image 
width (x coordinates) and 0.14 of total image height (y 
coordinates). From this information, desired distance between 
eyes was ((1-0.16) * 70) - (0.16 * 70) = 47.6. After obtaining 
the desired eye distance, scale was obtained using (1). 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =  47.6 𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑡𝑡_𝑥𝑥−𝑙𝑙𝑙𝑙𝑙𝑙𝑡𝑡_𝑥𝑥. (1) 
Description: 
left_x = left eye point of input image on x axis 
right_x = right eye point of input image on x axis. 
Translation was the last process of geometry transformation. 
Translation is a process of position/coordinates shifting aimed 
to shift midpoint position between eyes towards desired 
position. According to [17], an ideal position of midpoint 
between these eyes is 0.5 of image width at x coordinate and 
0.14 from image height at y coordinate. Based on this 
information, translation could be done using (2) and (3). 
𝑠𝑠ℎ𝑖𝑖𝑖𝑖𝑖𝑖_𝑥𝑥 =  (0.5 ∗  70)  − 𝑥𝑥 =  35 − 𝑥𝑥  (2) 
𝑠𝑠ℎ𝑖𝑖𝑖𝑖𝑖𝑖_𝑦𝑦 =  (0.5 ∗  70)  − 𝑦𝑦 =  35 − 𝑦𝑦. (3) 
Description: 
shift_x = magnitude of midpoint coordinates shifts between 
eyes on x axis 
shift_y = magnitude of midpoint coordinates shifts between 
eyes on y axis, 
x = coordinates of midpoint between input eyes  
on x axis 
y = coordinates of midpoint between input eyes 
on y axis. 
2) Separate Histogram Levelling: According to [17], 
histogram levelling on face images needs to be done separately 
because light can come from anywhere on one side of face and 
then shadow on the other side of face. Separate histogram 
levelling was carried out starting from 0.25 left part image, 0.5 
middle part image, and 0.25 right side image.  
3) Smoothing: Smoothing step was carried out aiming to 
reduce pixel noise caused by histogram equalization. 
Smoothing was carried out using bilateral filtering method. 
According to [17], bilateral filtering is very good at smoothing 
most images while still keeping image edges sharp. 
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4) Elliptical Masking: This stage was carried out aiming to 
remove angles on face image such as neck that often got 
shadows, especially if face was not really facing straight to 
camera [17]. In order not to interfere with performance, the part 
was removed by masking face image. Masking was done by 
first making a white elliptical mask with a black background. 
The ellipse was made with a horizontal radius of 0.5, a vertical 
radius of 0.8, and its midpoint coordinates, which were 0.5 on 
x-axis and 0.4 on y-axis. When applied to face images, ellipse 
mask background was changed to grey so as not to contrast too 
much with other colour parts in face image [17]. 
B. Test Method 
Test was divided into two, i.e. functionality test and 
performance test. Functionality test aimed to test application 
prototype if it could run well or not. Functionality test was 
carried out by testing existing menus. Meanwhile, performance 
test was carried out aiming to know whether there was an 
increase or not in developed application prototype, compared 
to performance of benchmark application prototype [9]. In 
functionality test, there were two performances categories 
sought out. These categories were face recognition accuracy 
and video processing time. Percentage value of face recognition 
accuracy was calculated using (4). 
𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑠𝑠𝑠𝑠𝑦𝑦 =   𝑛𝑛𝑎𝑎𝑛𝑛𝑛𝑛𝑠𝑠𝑎𝑎  𝑜𝑜𝑖𝑖  𝑠𝑠𝑎𝑎𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑖𝑖𝑎𝑎𝑠𝑠𝑠𝑠𝑦𝑦  𝑘𝑘𝑛𝑛𝑜𝑜𝑘𝑘𝑛𝑛  𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 
𝑖𝑖𝑜𝑜𝑖𝑖𝑠𝑠𝑠𝑠  𝑣𝑣𝑖𝑖𝑣𝑣𝑠𝑠𝑜𝑜  𝑖𝑖𝑎𝑎𝑠𝑠𝑛𝑛𝑠𝑠𝑠𝑠  
∗  100% (4) 
Meanwhile, video processing time was calculated using 
QueryPerformanceFrequency () and 
QueryPerformanceCounter () functions. Wilcoxon Signed-
Rank test was conducted to find out that there was a significant 
increase or decrease in performance between compared 
prototypes. This test was chosen compared to T test because 
histogram from obtained test data was not normally distributed 
[20]. This test was conducted in one direction (one-tail) with a 
significance value of 0.05 
IV. RESULTS AND DISCUSSION 
A. Application Development Results 
The developed application prototype had two interface 
displays, i.e. main interface display as shown in Fig. 2 and 
command prompt interface display as shown in Fig. 3. 
Fig. 2 is main page display of application prototype that has 
been developed. This page is equipped with three menus in 
upper left and guide text at bottom to help users operate 
application prototypes. If there were faces detected on the 
frame, indicator would appear in a form of a yellow line on the 
face. If the detected face had eyes detected, an indicator would 
appear in a form of a red circle in each eye. Meanwhile, Fig. 3 
is a display of command prompt window page. This page serves 
as an interface for users to interact with application prototypes, 
especially in inputting data in a form of text. The majority of 
responses from prototype applications were submitted through 
this page. 
 
Fig. 2 Main interface display. 
 
Fig. 3 Command prompt interface display. 
B. Test Results of Attendance Process 
Attendance process occurred when application was in face 
recognition mode. This process started when face was 
successfully recognized 15 times in a row. Of the 15 times of 
face recognition, the most recognizable NIMs were taken for 
subsequent performing attendance to MySQL database through 
MySQL Connector/C ++ library. By MySQL Connector/C ++ 
library, NIM was passed on a query to determine whether the 
attendance would succeed or not. Attendance process would be 
successful if previously user had been registered in attendance 
database by taking courses on same day and hour as when the 
user did the attendance. In addition, at attendance time user 
must be within course validity period. Success of attendance 
process was indicated by a notification in a form of sound effect 
and text notifications in cmd as shown in Fig. 4. 
 
Fig. 4 Application responses to a successful attendance process. 
 
Fig. 5 Application responses to failed attendance process. 
Attendance process can only be done once in a course 
session to avoid multiple data. If there is a user who does 
attendance but is not registered taking a course at same time as 
the attendance, then a notification will appear in a form of a 
sound effect and a notification in a form of text in cmd as shown 
in Fig. 5. The same thing will also happen to users who do 
attendance twice. 
When the attendance process is successful, then attendance 
will be recorded in attendance database, especially in 
attendance table. The recorded data is in a form of id, 
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student_ID, student, course_id, subjects, day, date and 
attendance time as shown in Fig. 6. 
 
Fig. 6 Table of attendance in attendance database. 
C. Test Results of Application Prototype Performance 
This section discusses test results of performance 
comparison between prototype applications that have been 
developed with benchmark application prototypes [9]. 
1) Comparison of Accuracy Performance and Face 
Recognition Processing Time in Various Light Intensity 
Conditions: This test was carried out aiming to find out 
differences in accuracy performance and face recognition 
processing time between the developed application prototype 
with benchmark application prototypes [9], particularly in 
various light intensity conditions. Light intensity conditions 
categories used in this test were light intensity of 24 lux, 15 lux, 
and 7 lux. Test results are shown in Fig. 7 and Fig. 8.  
 
Fig. 7 Graph of face recognition accuracy value comparison. 
In Fig. 7 it can be seen that average value of facial 
recognition accuracy from developed prototype exceeds 
average value of facial recognition accuracy from the 
benchmark application prototype [9] in all light intensity 
conditions. Average increase in facial recognition accuracy 
performance is ((98.57-73.29) + (99.71-92) + (99.86-82.71))/3 
= 16.71%.  
Meanwhile, in Fig. 8, it can be seen that average value of 
total video processing time from benchmark application 
prototype [9] is higher than average value of total video 
processing time from prototype application developed in this 
paper on all light intensity conditions. Average increase in 
video processing time performance is ((31.24-24.02) + (31.21-
25.99) + (31.49-25.25)) / 3 = 6.22 seconds. 
To determine significance of performance improvement, a 
Wilcoxon Signed-Rank test was carried out with a significance 
level of 0.05. The Wilcoxon Signed-Rank test results showed 
that there was a significant increase in performance on accuracy 
and total time of face recognition processing from application 
prototypes developed in this paper with an average increase of 
16.71% and 6.22 seconds respectively. 
 
Fig. 8 Graph of video processing time total average value comparison. 
2) Comparison of Face Recognition Accuracy Performance 
in Tilted Face Conditions due to Z Axis Rotation: This test was 
conducted aiming to find out differences in face recognition 
accuracy performances among application prototypes 
developed in this paper with benchmark application prototypes 
[9], especially on tilted face conditions due to z axis rotation. 
Categories of rotation angle magnitudes employed in this test 
were 5 °, 10 °, 15 °, and 20 °. Results of this test are shown in 
the following Fig. 9.  
 
Fig. 9 Graph of face recognition accuracy value comparison. 
In Fig. 9 it can be seen that average facial recognition 
accuracy values from developed application prototype exceeds 
face recognition average value from benchmark application 
prototype [9] in all categories of rotation angle. Average 
increase in facial recognition performance is equal to ((99.86-
64.86) + (99.29-61.57) + (94.82-48.98) + (80.3-45)) / 4 = 
38.47%. 
To determine significance of performance improvement, a 
Wilcoxon Signed-Rank test was carried out with a significance 
level of 0.05. The Wilcoxon Signed-Rank test results showed 
that there was an increase in facial recognition accuracy 
performance which was significant from developed prototype 
application in this paper which was 38.47% on tilted face 
conditions due to z axis rotation. 
V. CONCLUSIONS 
Based on the tests that have been conducted, some 
conclusions can be drawn as follows. There was a significant 
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increase in facial recognition accuracy performance from 
prototype applications that had been developed under 
conditions of various environmental light intensity with an 
average performance increase of 16.71%. In addition, there was 
a significant increase in facial recognition processing time 
performance from developed application prototypes in this 
paper on condition of various environmental light intensity 
represented by video processing time with an average increase 
in time of 6.22 seconds. Furthermore, there was also a 
significant increase in face recognition accuracy performance 
from application prototype which had been developed under 
conditions of tilted face changes caused by head rotation with 
z axis rotation centre with an average increase of 38.47%. It can 
be concluded that attendance database system had been 
successfully implemented and worked without errors. 
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