Abstract-This work proposes a new tensor-based approach to solve the problem of blind identification of underdetermined mixtures of complex-valued sources exploiting the cumulant generating function (CGF) of the observations. We show that a collection of second-order derivatives of the CGF of the observations can be stored in a third-order tensor following a constrained factor (CONFAC) decomposition with known constrained structure. In order to increase the diversity, we combine three derivative types into an extended third-order CONFAC decomposition. A detailed uniqueness study of this decomposition is provided, from which easy-to-check sufficient conditions ensuring the essential uniqueness of the mixing matrix are obtained.
and data analysis, just to mention a few. A widespread class of these methods relies on independent component analysis by means of higher-order statistics [1] . This subject has been at the center of many theoretical works while related methods and algorithms have been used in a variety of application fields [2] [3] [4] (see also [5] , [6] for surveys). A problem that has attracted a particular interest is that of blind identification of underdetermined mixtures. Several solutions have been proposed in the literature to solve this problem (see, e.g., [6] [7] [8] [9] [10] [11] [12] and references therein). The proposed solutions resort to second, fourth or sixth-order statistics of the observations. Several solutions to blind identification/source separation problems have been proposed recently based on multi-way (tensor) analysis [13] . This is a subject that has gained attention in numerous application areas involving data analysis such as psychometrics [14] , arithmetic complexity [15] and chemometrics [16] , [17] . In this context, canonical polyadic (CP) decomposition 1 [14] , [18] is the most popular tensor decomposition. The CP decomposition has been successfully used as an alternative solution to principal component analysis (PCA) when the available data to be analyzed can be arranged as a meaningful multi-way array, or a higher-order tensor [13] . Indeed, the widespread use of the CP decomposition can be attributed to its essential uniqueness property under mild conditions [19] [20] [21] [22] [23] [24] [25] as well as to the existence of several numerical algorithms that can be used to compute this decomposition [16] , [26] [27] [28] [29] [30] [31] [32] .
A first class of the so-called tensor-based methods directly exploits the trilinear nature of the observed data, and the decomposition of the data tensor provides a direct estimation of the sources. These methods have been widely applied in wireless communications by means of different tensor decompositions (see e.g., [33] [34] [35] [36] [37] [38] ). However, when the diversity of the observations is not sufficient, one can resort to a second class of tensor-based methods that rely on the multilinearity properties of higher-order statistics (HOS) [8] , [29] . A large majority of these methods solves the blind identification problem by means of the CP decomposition of a tensor storing the cumulants of the observations [7] , [8] , [39] [40] [41] [42] . This is the case, for instance, of FOOBI/FOOBI2 [11] , [12] , and BIOME [9] algorithms, which capitalize on the triadic decomposition of fourthand sixth-order output cumulants, respectively. The approach presented in [39] relies on the CP decomposition of third-or fourth-order cross spectra of the observations. The works [40] , [41] , [43] , [44] address convolutive mixtures.
A particular class of blind identification methods exploits the second characteristic function of the observations. This idea has first appeared in [45] and later in a few works [10] , [46] , [47] . In [10] , the authors showed that partial derivatives of the second characteristic function of the observations taken at different points of the observation space can be stored in a symmetric tensor, the CP decomposition of which provides a direct estimation of the mixing matrix up to trivial scaling and permutation indeterminacies. The alternating least squares (ALS) algorithm is applied to blindly estimate the mixing matrix from a CP data tensor constructed from third-order derivatives of the output characteristic function. In a recent work [48] , we have considered a more general scenario where the sources are assumed to be complex-valued (e.g., 4-PSK or 4-QAM), which is usually the case in digital communications. Therein, the authors resort to the cumulant generating function (CGF) of the observations and a Levenberg-Marquardt (LM) based algorithm is proposed to estimate the mixing matrix.
In this work, we show that the CGF-based blind identification problem can be more efficiently addressed by means of the constrained factor (CONFAC) decomposition [49] . Under the assumption of complex-valued sources, we show that a collection of second-order derivatives of the CGFs of the observations can be stored in a third-order tensor following a third-order CONFAC decomposition with known constraint matrices. The profile of 1's and 0's of the constraint matrices captures the linear combination patterns involving real and imaginary components of the CGFs derivatives. In order to increase the diversity, we combine three derivative types into an extended CONFAC decomposition of increased dimensionality. The uniqueness property of this decomposition is studied and our results establish a set of easy-to-check sufficient conditions that guarantee the essential uniqueness of the mixing matrix. From an algorithmic viewpoint, we develop a CONFAC-based enhanced line search (CONFAC-ELS) method to be used with an alternating least squares (ALS) estimation procedure for accelerated convergence. In particular, the numerical complexities of two CONFAC-based algorithms (namely, CONFAC-ALS and CONFAC-ELS) is analyzed and compared with the numerical complexity of the Levenberg-Marquardt (LM)-based algorithm derived in [48] (therein called LEMACAFC) to solve the same problem. Our computer simulation results evaluate and compare the estimation accuracy of the proposed approach with those of competing higher-order methods. Our results also attest the efficiency of CONFAC-based solutions over the competing LM-based approach proposed in [48] .
1) Contributions:
The contributions of this paper can be highlighted as follows:
• In comparison with [48] , which does not rely on a tensor decomposition approach, we originally formulate the CGF-based blind identification problem in the case of complex-valued sources as a constrained tensor decomposition problem with a priori known structure. From a tensor decomposition perspective, this work is a direct generalization of [10] to the complex case. In the same way as the CP decomposition fits the case of real mixture of real sources in [10] , this work shows that the CONFAC decomposition fits the case of complex-valued mixtures of complex-valued sources; • We provide a detailed uniqueness study of the proposed CONFAC decomposition. A set of easy-to-check conditions ensuring the essential uniqueness of the mixing matrix is provided, guiding the choice of the number of sensors and number of derivatives points for a given number of sources. This is in contrast to [48] , where the uniqueness issue is not addressed and no condition for blind identifiability of the mixing matrix is given; • Using the fact that second-order derivatives of the CGF of a Gaussian noise are constant regardless of the point at which the derivatives are computed, it is possible to "denoise" the derivative tensor to be decomposed, yielding more robustness to noise effects; • We develop an enhanced line search (ELS) optimization for the CONFAC-based blind identification method and a numerical complexity analysis of the so-called CONFAC-ELS algorithm is provided. This analysis corroborates the efficiency of the proposed algorithm compared to the LM-based algorithm of [48] . The distinguishing feature of the proposed second-order approach is its low complexity compared to higher-order methods, and its capability to deal with underdetermined mixtures without requiring constraints on the temporal structure of the sources such as correlation [12] and piecewise stationarity [50] . Additionally, the proposed CONFAC-ELS algorithm is more computationally efficient than the competing LM-based algorithm [48] , as can be seen from our numerical analysis and simulation results. This paper is organized as follows. In Section II, a background on the CONFAC decomposition of a third-order tensor is provided. In Section III, we formulate the CGF-based blind identification problem and present the main core equations. The problem is recast in Section IV using the proposed CONFAC decomposition approach. In Section V, a uniqueness study of the proposed decomposition is provided, from which a set of easy-to-check conditions ensuring the essential uniqueness of the mixing matrix is presented. Section VI presents the CONFAC-ELS blind identification algorithm and discusses its numerical complexity. Simulation results are given in Section VII and the paper is concluded in Section VIII.
Notations (1) where and are the factor matrices, while and are the constraint matrices. The factor matrices are unknown, to be determined, while the constraint matrices are known fixed matrices whose structure satisfies the two following assumptions:
A1 The columns of (resp. and ) are canonical vectors possibly multiplied by . The canonical vectors composing these matrices belong, respectively, to the canonical bases , , and . A2 , and are full-row rank matrices with ranks equal to , , and , respectively. The CONFAC decomposition can be stated in a different manner, which sheds light on a different way of interpreting its constrained structure. By exchanging summations in (1), we obtain: (2) where (3) is an element of a tensor that follows an -factor triadic decomposition in terms of , and . We call , or simply , the constrained core tensor of the CONFAC decomposition. Due to the structure assumed from the constraint matrices, contains elements at fixed positions. Fig. 1 provides an illustration of the CONFAC decomposition. Note that the CONFAC decomposition (1) can be seen as a constrained Tucker3 decomposition [51] [52] [53] with the particular characteristic of having a core tensor with known triadic decomposition. Moreover, note that the CONFAC decomposition for which , and reduces to the -factor canonical polyadic (CP) decomposition [14] , [18] .
Two different matrix representations of the tensor are possible, namely the sliced and unfolded representations. Their construction and factorization follow the same reasoning as that of the CP decomposition [34] . Thus, is the factorization of the -th slice of along its first dimension. Similarly, and are the factorizations of its -th and -th slices and , respectively, along its second and third dimensions.
The full information contained in tensor can be organized in three unfolded matrices , , and , which admit, respectively, the following factorizations:
The CONFAC decomposition of a third-order tensor was originally proposed in [49] in the context of wireless communications to design multiple-antenna transmission schemes with blind detection. Therein, it is shown that the three CONFAC constraint matrices are design parameters of the multiple-antenna transmission system. The CONFAC decomposition also appears in related works [54] , [55] , where the constraint matrices of the decomposition are restricted to fixed linear combination patterns. Uniqueness conditions for the third-order CONFAC decomposition have been studied in a recent work [56] .
III. PROBLEM FORMULATION
We consider a noisy linear mixture of narrowband sources received by an array of sensors. Let be the mixing matrix. Define , and as the -th discrete-time realizations of the observations, source and noise vectors, respectively,
. According to this model we have:
The sources can be real-or complex-valued and the noise samples are modeled as zero-mean circularly-symmetric complexvalued Gaussian random variables.
The problem consists in estimating from the only knowledge of the observations. In this work, we are interested in solving this problem by resorting to partial derivatives of the CGF of the observations. Specifically, the problem consists in finding such that (6) where is a permutation matrix and is a diagonal matrix. This means that can be identified up to permutation and scaling of its columns. Column permutation and scaling ambiguities are referred to as trivial ambiguities.
The blind identification of the mixing matrix relies on the following assumptions:
H1 The matrix does not contain pairwise collinear columns; H2 The sources are non-Gaussian and mutually statistically independent; H3 The number of sources is known. It has been shown in former studies [57] , [58] that is theoretically identifiable under these assumptions.
A. Generating Function of the Observations
We recall from [48] the main steps that formulate the secondorder derivatives of the CGF of the observations in the case of complex-valued sources. The cumulant generating function (CGF) of the observations, , can be decomposed in a sum of marginal second generating functions of the sources, ,
. We start by defining and in the complex field. The second generating function of the -th source taken at the point of defined is given by
Similarly, the second generating function of the observations taken at the point defined in can be written as where and . Define and as the real and imaginary parts of the mixing matrix so that . Next, denote (resp. ) the -th column of (resp. ).
Replacing by its model and using sources' mutual statistical independence hypothesis yields: (8) where is the corresponding second generating function of the Gaussian noise. From these definitions, we can rewrite( (8)) as (9) where and . Defining yields a compact representation for (9) as (10)
B. Differentiation of
Following the approach of [10] , [48] , we compute partial derivatives of at different points of , denoted here as , .
Recall that a real function of complex variables is never holomorphic. Consequently, differentiations must be taken separately with respect to real and imaginary parts.
Let be the set containing the CGFs of the observations evaluated at the points. Similarly, denotes the CGFs of the additive Gaussian noise. Define (11) and note that . By successively differentiating (10) with respect to the variable pairs , and we can obtain the three different second-order derivative equations, respectively: (12) (13) (14) where (15) and is the -th entry of the -th "derivative tensor" of dimensions , , while , , and , , are the corresponding second-order derivatives of the noise term, which follow the same calculation steps as those of the second-order derivatives of the signal part of the model. We call attention to the fact that , , and do not depend on the index , since the second-order derivative of the noise is constant and not affected by the point at which the derivative tensor is calculated.
IV. THE CONFAC DECOMPOSITION APPROACH

A. Denoised Formulation of the Tensor Decomposition
We use the fact that the CGFs of a Gaussian noise evaluated at different points of the observation space have identical second-order derivatives to eliminate the noise influence from the derivative tensors in (12) , (13) and (14) . This is possible by subtracting from the -th derivative tensor the secondorder CGF derivatives evaluated at the origin. More specifically, the "denoised" derivative tensors are given by (16) where denotes the second-order derivative of the CGF of the observations evaluated at the origin, i.e., at in . Note that is equal to , , the noise contribution, since the signal part of the CGF derivatives vanish at the origin. Thus, by computing the difference given in (16) Note that two columns of correspond to the real and imaginary parts of the -th column of the mixing matrix, respectively. Each of the three columns of is associated with a second-order derivative type collected at points. Using these definitions, as subsequently shown, we can decompose the denoised derivative tensor , , as follows:
(17) which corresponds to a sum of CONFAC tensor blocks . The -th block is given by a sum of four outer products involving repeated columns of matrices and . The linear combination pattern involving the columns of and is determined by the joint structure of , and
. By comparing (17) with the general formulation (1), we can deduce the following correspondences:
For each one of the three derivative types, the constraint matrices , and of the associated CONFAC decomposition can be identified by comparing respectively (12), (13) and (14) with (17) . A possible choice is given by (18) (19) Note that the first-and second-mode constraint matrices do not depend on the differentiation variables. This dependence is confined only in the third-mode constraint matrix.
Remark 1: The structures chosen for the constraint matrices in (18)- (19) are not unique. This can be seen by rewriting (17) as (20) where (21) is a triadic decomposition of . Even under assumptions A1-A2 of Section II, which must be satisfied by , and , there is still freedom to permute their columns and/or change their signs without changing the constrained core tensor , . However, these ambiguities are unimportant in our context since the three constraint matrices are known by definition. Any structural choice for these matrices that satisfies the decomposition could be adopted. Our choice given in (18)- (19) is motivated by the convenience of having only the third-mode constraint matrix changing as the differentiation variables are changed, while the two first constraint matrices are fixed. Most importantly, such a choice makes possible to easily combine the three derivative types into a single CONFAC decomposition as will be seen in the next section.
Let us define the block matrices
which concatenate the contributions of the sources. Define also the block-diagonal constraint matrices (24) (25) (26) With these definitions, we can treat (17) simply as an block-CONFAC decomposition composed of blocks, the -th block being associated with the -th source. In this case, the following correspondences can be obtained by analogy with (1):
The unfolded matrix representations for the second-order derivative tensor , , follow those of (4). For instance, the unfolded representation can be written as:
Note that (27) can be viewed as an "augmented" CP decomposition, where certain columns are repeated in matrix factors in first and second modes. However, without imposing additional constraints into this CP decomposition, we would have to solve a cumbersome combinatorial problem (to associate real and imaginary parts). The goal of the CONFAC decomposition is precisely to overcome this difficulty by explicitly parameterizing these constraints
B. Combining all Derivatives Into an Extended CONFAC Decomposition
As shown in (12), (13) and (14) , three types of second-order derivatives can be obtained from the CGF of the observations depending on the pair of variables with respect to which the derivatives are computed. Each derivative type yields a CONFAC decomposition with a different constrained structure, the structural difference being confined in the third-mode constraint matrix , , as we have proposed in the previous subsection. In order to increase diversity, we take all the three types of second-order derivatives into account by constructing an extended CONFAC decomposition, as follows (28) This unfolded representation can be rewritten as (29) where (30) Likewise, we can also stack row-wise the three derivative types into the second and third unfolded matrices and , as follows . . . 
After some algebraic manipulations the unfolded matrices (31) and (32) can be respectively rewritten in compact form as
where (35) V. UNIQUENESS STUDY Recall that the goal of the proposed blind identification problem is to identify the possibly underdetermined mixture (up to trivial column permutation and scaling ambiguities) from the only knowledge of the CGF derivatives of the observations. Herein, this problem is addressed by exploiting the uniqueness property of the CONFAC decomposition of a tensor that combines the three derivative types, as shown Section IV-B. In order to study uniqueness, it is convenient to rewrite the unfolded representation as follows: (36) with (37) The . Note that, although the full column-rank condition for can be restrictive from the view point of blind identification, the full column-rank of is likely to hold when the number of points at which the derivatives are evaluated is large enough.
In the remainder of this section, we do not use the assumption of having full column rank. Assume instead that has full column rank (which implies ). This assumption, together with having full column rank , implies that we may set without loss of generality. A proof of this is analogous to that derived in [56] (cf. Lemma 3.4). We denote alternative component matrices as and , with and . For , equating the CONFAC decomposition (36) to its alternative yields (39) The goal is now to prove that both decompositions coincide up to trivial transformations. By assumption, the left-hand side has rank , and it follows that is nonsingular and that has full column rank . We write (40) Next, we consider the structure of . We have (41) with, for ,
where the matrices and have vanished because , from (18) . Obviously, the matrix has identical structure, with replaced by . Below, we derive several constraints on implied by the equations above. These constraints are used to obtain uniqueness results for generic and specific values of and . Let . The structure of (42) has some redundant rows due to minors being identical. In particular, [59] has shown that the number of nonredundant minors for an symmetric matrix (of which the entries are unknown) is not but . If the null space of the matrix in (50) is given by (51) , and (54) implies that for all and in different triplets , then the linear combinations forming a block of the alternative solution involve only one block of . The nonsingularity of implies that the block-to-block correspondence between and is a permutation. Hence, the question of essential uniqueness of reduces to the question of essential uniqueness for block only, which is ensured by Theorem 1.
1) Uniqueness Checking Procedure:
Below, we use the constraints (50) and (54) to check uniqueness for generic and several values of
and . An outline of our procedure is as follows.
1) Check if rank and rank . 2) Check if the null space of the matrix in (50) is defined by (51). 3) Check if the null space of in (54) implies that for all and in different triplets . As stated above, matrix is essentially unique if steps 1, 2, and 3 hold. This procedure for checking uniqueness can be easily performed by a numerical computational routine. Examples of some values of for which is essentially unique are: .
Note that our uniqueness checking procedure works for . It worth noting that these conditions are sufficient but not necessary. This means that uniqueness may exist for other underdetermined cases where our conditions are not verified, as it will be pointed out in our simulations. The development of a more general uniqueness result is currently under investigation.
VI. BLIND IDENTIFICATION ALGORITHM
Computation of formal CGF partial derivatives and the construction of the derivative tensors are largely detailed in Section IV-A of [48] . The estimated noise contribution is removed as explained in (16) . The algorithm used to estimate the mixing matrix is based on the alternating least squares (ALS) procedure [51] . In our case, the algorithm uses the unfolded representations (29) , (33) and (34) to alternates between the estimation of the factor matrices and of the extended CONFAC decomposition. For avoiding the very slow convergence behavior that is typical in the traditional ALS algorithm [51] , we propose the use of an enhanced line search (ELS) [30] to be used in conjunction with the ALS steps for accelerating the convergence of the estimates. Exact line search consists of searching the global minimum along a fixed direction. Of course, this procedure can be traced back to the origins of numerical optimization, and in particular to univariate global minimization; see e.g., [60] and references therein. However, the first application to CP decomposition appears in the thesis of Franc [61] . Various implementations of this idea can then be found in the literature, including [62] and [30] . In the latter reference, the chosen implementation is called Enhanced Line Search (ELS). Herein, we derive an ELS implementation of the CONFAC decomposition. Let , and be the estimated matrices computed at the -th ALS iteration. The directions , and are defined by: (55) (56) (57) The ELS method consists in finding an optimal step-size parameter to predict the estimated matrices , and such that (58) (59) (60) The optimization method searches for the best that leads to the global minimum of (61) which is a polynomial of degree six in given by
. The mathematical expressions of the polynomial coefficients are provided in Appendix B. In practice, ELS step-size can be executed every iterations in order to spare some computations, where is called the ELS period. Therefore, CONFAC-ALS corresponds CONFAC-ELS with . The CONFAC-ELS algorithm is summarized in Algorithm 1. After convergence, the final estimate of the complex-valued mixing matrix is obtained by combining real and imaginary parts of the estimated . Our simulation experiments have shown that, whenever the mixing matrix is accurately estimated, the difference between the estimated and at the end of Algorithm 1 is negligible, so that both matrices yield a good estimate of the mixing matrix. Conversely, we have observed that the difference between both estimated matrices becomes more important when the estimation error of the mixing matrix increases. This means that the distance between these matrices serves as an indicator of the quality of the estimation.
A. Numerical Complexity
We now discuss the numerical complexity of CONFAC-ELS algorithm, in terms of the number of multiplications, with respect to the numbers of sources , sensors , samples , differentiation points and iterations . For comparison purposes, we also give the numerical complexities of the standard CONFAC-ALS algorithm (i.e., without ELS) and that of the Levenberg-Marquardt (LM)-based algorithm derived in [48] (therein called LEMACAFC-2) to solve the same problem. First, note that building the tensor of derivatives is common to all algorithms and it costs multiplications. Therefore, this contribution to the overall cost is neglected in the following analysis.
One CONFAC-ALS iteration consists of building three matrices , and and solving overdetermined linear systems(see lines 14-16 of Algorithm 1). Note that the later step is done by means of a QR factorization so that one actually solves complete triangular systems. Building and each costs approximately multiplications. Estimations of and are dominated by a QR factorization and each one of them costs approximately multiplications. Building costs approximately multiplications. The QR factorization costs approximately multiplications, whereas solving the triangular systems costs additional multiplications. After few simplifications, we have: (62) When CONFAC-ELS is used, each ELS iteration adds the computation of the optimal step, which costs approximatively additional multiplications. Assuming that the optimal step is computed every iterations, we obtain:
Each iteration of LEMACAFC-2 is dominated by the construction of the Jacobian matrix and a QR factorization, which cost and multiplications, respectively. In practice, and are negligible in comparison to and . Thereby, (64) Fig. 2 compares the convergence speed of the three algorithms (LEMACAFC-2, CONFAC-ALS, and CONFAC-ELS) in terms of the number of multiplications. We have chosen a representative case: 3 sensors, 4 sources, 5000 samples and 100 differentiation points. The signal-to-noise ratio (SNR) is set to 20 dB and ELS is run every 4 iterations of CONFAC-ELS. Plotted lines are median plots of the reconstruction error of the data tensors obtained from 100 Monte Carlo runs. These results highlight the efficiency of the CONFAC approach compared to the LEMACAFC one. This is especially true when one wants to use a lot of differentiation points in order to improve the estimation of the mixing matrix. One could think from theses plots that ELS is not so efficient. Actually, a closer look shows that CONFAC-ALS requires about 3.4 times more multiplications than CONFAC-ELS to stop. In addition the median NMSE value obtained with CONFAC-ALS is whereas it is with CONFAC-ELS.
VII. SIMULATION RESULTS
The performance of our blind algorithm is evaluated according to the normalized mean square estimation error(NMSE) of the mixing matrix estimation:
where the permutation and scaling ambiguities present in are fixed in the same manner as in [29] . Estimation precision relies upon several parameters such as the number of sources for a given number of sensors(under-determinacy level), number of samples, and SNR. Their respective influences are evaluated by means of Monte Carlo runs. Hence, our comparison criterion is the median value of the NMSE computed from 100 of these runs. At each run, the sources, mixture, noise and initialization conditions are randomly drawn. Mixture and noise entries are drawn from a Gaussian distribution. Sources are synthesized 4-PSK or 8-PSK signals.
We compare performances of the CONFAC-ELS algorithm with those of FOOBI(Fourth Order Only Blind Identification) and BIRTH(Blind Identification of mixtures of sources using Redundancies in the daTa Hexacovariance matrix, also referred to as 6-BIOME). Both FOOBI and 6-BIOME are reference higher-order statistics based algorithms that rely, respectively, on fourth and sixth-order cumulants of the observations. The tolerance of the joint diagonalization procedure in 6-BIOME and FOOBI is set to . CONFAC-ELS is stopped when the absolute difference between two consecutive values of the cost function is less than or when the iteration number reaches 1000. We used 200 differentiation points in the CONFAC-ELS algorithm, and ELS period is set to 4. ALS/ELS is sensitive to parameter initialization. Thereby in the most difficult situations, three random starting points were compared, and the one leading to the smallest value of the cost function after few iterations was kept. The problem of choosing optimal differentiation points in the CONFAC-ELS procedure has not been theoretically investigated yet. However in practice, we obtained best results by randomly drawing the points in the ranges for SNR values greater than or equal to 20 dB and for lower SNR values. A lot of situations involving complex-valued mixtures for different sources alphabets and different numbers of sensors, sources and samples have been investigated. Obviously higherorder algorithms allow to deal with more tricky situations such as low SNR and high under-determinacy levels. Nevertheless, we have retained here six scenarios which highlight some strong points of the CONFAC-ELS algorithm. Results are given according to the SNR level in the 5-40 dB range.
We first consider three cases of complex-valued mixtures of 4-PSK sources. The first one involves 4 sources, 3 sensors, and 20000 samples. In the following, let us denote this kind of configuration as the "4PSK-4-3-20000" case. Results are plotted in Fig. 3 . In this situation, the SNR range is clearly split into two regions around a critical value: CONFAC-ELS outperforms the two higher-order algorithms for SNR values above 15 dB whereas under this value all algorithms exhibit similar performances. For the second experiment, 4PSK-6-4-50000 case, we increase the underdeterminacy level and the number of samples. The results are depicted in Fig. 4 . One can observe the same global behavior than in the previous experiment except that the critical SNR value is now 20 dB. For the last experiment involving 4-PSK sources, the 4PSK-5-3-5000 case, we still increase the underdeterminacy level but this time we strongly decrease the number of samples. Fig. 5 shows that, as in the first experiment, CONFAC-ELS clearly provides better results than the higher-order algorithms for SNR values above 15 dB. However the situation is upturned for 5 dB and 10 dB.
In the following experiments, 4-PSK sources are replaced by 8-PSK sources. Hence, the fourth experiment considers 8PSK-4-3-10000 case, while in the fifth experiment, we increase the underdeterminacy level and the number of samples, by considering the 8PSK-5-4-10000 case. The results are plotted in Figs. 6 and 7 , respectively. Both scenarios show degraded performances of FOOBI and 6-BIOME in comparison to the previous experiments involving 4-PSK sources. Conversely, CONFAC-ELS is consistent and provides the best results in the whole SNR range. These results highlight the stability of the proposed algorithm.
In our last experiment, we consider the 8PSK-4-3-2000 case. This is another challenging configuration where a small number of samples are used. Fig. 8 points out the same behavior than the two previous experiments, where CONFAC-ELS outperforms FOOBI and 6-BIOME in all the considered SNR range. Note that, in this case, more satisfying results are obtained for higher SNRs.
It is worth noting that, although the underdetermined cases and considered in this section cannot be proven to be unique from the checking procedure of Section V, no problem with non-uniqueness was encountered in our simulations. As we have mentioned in Section V, the generalization of our uniqueness checking procedure is still an open point that deserves further investigation.
VIII. CONCLUSION
We have proposed a second-order method for the blind identification of underdetermined mixtures of complex-valued sources that relies on a CONFAC decomposition approach. The distinguishing feature of the proposed approach is its low complexity compared to higher-order methods and its capability to deal with underdetermined mixtures without requiring constraints on the temporal structure of the sources (such as correlation and nonstationarity), as in previously reported second-order methods. The possibility of canceling out the noise influence from the second-order CGF derivatives of the observations makes the proposed method robust to noise. Our uniqueness study resulted in a set of easy-to-check sufficient conditions that guarantee the essential uniqueness of the mixing matrix. According to our numerical results, our second-order CONFAC-ELS algorithm is fast and able to surpass higher-order algorithms in various typical situations involving underdetermined mixtures. This is especially true for SNR values above 15 dB or in the case of 8-PSK sources. Obviously, the price to pay is that the underdeterminacy level has to be quite low while higher-order algorithms are less sensitive to this limitation. Finally, in comparison with the LEMACAF approach of [48] , the CONFAC approach is less time-consuming and allows to deal with more sources for a given number of sensors. We conjecture that even better results would be obtained by extending the CONFAC approach to the case of third-order CGFs derivative, so that higher underdeterminacy levels could be handled at the cost of an increase in the numerical complexity. 
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