
































































































































































































































































































Light detection and  ranging  (LiDAR) sensors are devices  that emit pulses of  laser  light  to measure 
distance. Data collected from these sensors can be used to build incredibly detailed 2D and 3D maps 
of the world around us. Maps generated with LiDAR have taken over from more traditional methods 
of mapping  for  use  in  surveying,  agriculture, mining  and  almost  any  other  application  requiring 
detailed maps. With the help of complex algorithms, LiDAR sensors can be used to solve the SLAM 
problem  for  use  in  autonomous  navigation  in military  applications  and  urban  search  and  rescue 
missions. 
Perhaps the most critical drawback when it comes to using LiDAR sensors for SLAM is their cost. This 












































previously  discussed,  solving  the  SLAM  problem  is  crucial  for  a  car  to  be  able  to  navigate  its 
environment without  human  interaction. With majority  of  the  autonomous  car  industry  betting 
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Rangefinders  are devices  that measure  the distance between  itself  and  a  target object  remotely. 
















































dependence on ambient  light to  function.  In scenarios with a high variance  in  illumination such as 
going through tunnels or frequent weather changes cameras tend to make inaccurate readings [25].  
Microsoft’s Kinect  is a colour and depth (RGB‐D) camera developed for use with the Xbox 360 and 
Xbox One  video  game  consoles.  Interestingly, Microsoft  released  a  software  development  kit  to 
encourage enthusiasts and researchers to explore the technology. It can now be used for 3D mapping, 
localization  and  navigation  in  robotics  [26].  The  Kinect  differs  from  other  cameras  in  that  it  can 





















maps  [33]. These  findings and many others support  the notion  that sensor  fusion may be a more 

















One method  of  localization when  solving  the  SLAM  problem  is  using GPS. GPS  is most  useful  in 























































Gmapping  is another widely used LiDAR‐based package  for  implementing SLAM. Gmapping differs 
from Hector SLAM in that it requires wheel odometry data for localization, making it more appropriate 
for ground vehicles  rather  than aerial vehicles. Gmapping,  like Hector SLAM uses a scan matching 
process for more reliable pose estimation. 
2.5.3 Comparison of Hector Mapping and Gmapping 







exhibited  thicker  lines  than  that of Gmapping, which,  in  certain applications  such as autonomous 
navigation/obstacle avoidance, could be detrimental to its performance. The KartoSLAM map exhibits 
skewed walls and there is a lack of documentation for its use compared to Gmapping and HectorSLAM. 

























for use  in  small  electronics projects  such  as basic  home  security  systems. Arduinos have  a  small 
number of both digital and analog input and output pins. Unlike the Pi and Beaglebone, they don’t run 


































of  reasons.  Firstly,  the  Raspberry  Pi  has  significantly more  processing  power  and  RAM  than  the 




























Figure  4  shows  a  high‐level  representation  of  the  overall  system  architecture.  A wiring  diagram 
showing how each of the hardware components interact can be found in Appendix A. 






the  robot by  changing  the  state of  the onboard DC motors with  the motor driver  in  response  to 
commands sent by the remote PC. The onboard Arduino Nano is responsible for controlling the speed 
of the robot via PWM and acts in accordance with commands sent by the Carcontrol.py program. 















SD  card  on  the  Raspberry  Pi.  Ubuntu  mate  was  chosen  as  it  comes  pre‐installed  with  all  the 












src directory.  Following  this,  in  the  catkin directory,  the workspace  is built with  the  catkin_make 
command.   
The  following  commands  entered  to  the  console  show  the  process  of  making  the  hector_cat 
workspace that was used in the project. It contains the rplidar_ros package which retrieves the LiDAR 
data and  the hector_slam package which  interprets  this data  to build maps. Both packages were 
sourced from Github. 
 $ mkdir -p ~/hector_cat/src 
 $ cd hector_cat/src 
 $ git clone https://github.com/robopeak/rplidar_ros.git 
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 $ git clone https://github.com/tu-darmstadt-ros-pkg/hector_slam.git 
 $ cd .. 
 $ catkin_make -j1 




the  original  src  directory.  The  devel  directory  contains  bash  files  that, when  sourced  (executed), 
overlay  the  workspace  over  the  ROS  environment  to  resolve  any  dependencies  and  run  scripts 
required for the packages to work. 
Before  HectorSLAM  can  work  without  odometry  data  the  launch  files  contained  in  the  catkin 
workspace directory must be modified. In ROS launch files contain a set of parameters relating to the 
way nodes operate  in ROS. Launch  files  for nodes can be  found  in  the respective node’s directory 
within the src directory of a catkin workspace.  
The  mapping_default.launch  file  can  be  found  in  the 

























$ cd hector_cat 
 $ source devel/setup.bash 
 $ sudo chmod 666 /dev/ttyUSB0 





In a new  terminal window, with  the  rplidar_ros process  still  running  the  following commands are 
executed while in the hector_cat directory to run the hector_slam package. 
 $ cd hector_cat 
 $ source devel/setup.bash 




update  each  time  the  robot  moves  the  distance  specified  by  the  map_update_distance_thresh 
parameter or whenever  the  robot  rotates by an angle specified by  the map_update_angle_thresh 
parameter. The distance and angle parameters are  in meters and  radians  respectively and can be 
found  and  modified  in  the  mapping_default.launch  file  in  the 
~hector_cat/src/RPLidar_Hector_SLAM/hector_slam/hector_mapping/launch directory. 























































29  5  In2 of motor driver  Right‐hand motors forwards 
35  19  In1 of motor driver  Right‐hand motors backwards 
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33  13  In3 of motor driver  Left‐hand motors forwards 
31  6  In4 of motor driver  Left‐hand motors backwards 





9  GND  Motor driver ground  Common ground 







GPIO 5  GPIO 19  GPIO 13  GPIO 6  GPIO 20 
Forward  W  HIGH  LOW  HIGH  LOW  HIGH 
Backward  S  LOW  HIGH  LOW  HIGH  HIGH 
Left  A  HIGH  LOW  LOW  LOW  LOW 
Right  D  LOW  LOW  HIGH  LOW  LOW 





















Pin  Mode  Connection  Purpose 
D10  Output  En1 of motor driver  PWM speed control of right‐hand motors 
D9  Output  En2 of motor driver  PWM speed control of left‐hand motors 
D2  Input  5V or none  PWM option 1: Sets PWM to 100 when HIGH 
D3  Input  5V or none  PWM option 2: Sets PWM to 140 when HIGH 






















































































The MapReceive.py program  is automatically executed when  the  LabVIEW program  is  run. This  is 
achieved by using the System Exec VI to run the following command in the windows terminal from the 
appropriate working directory. 










on  the  front of  the  robot  is  toggled  indicating  the end of  the  start‐up  sequence. Each of  the  four 
processes are executed in separate terminals using the gnome‐terminal command (See Appendix G). 










most cases. However,  it can still be an  issue particularly  in environments that  lack features such as 
long hallways. While desks and chairs may seem like very distinct features in a room, it is important 
to note that the LiDAR scans at a height of only 150mm above the ground. The LiDAR scan height 


























To determine how accurate  the  scale of  the maps produced by HectorSLAM are,  the  four  lengths 
depicted  in  red  in  Figure 14 were  compared  to  real‐life measurements.  Each  square on  the map 
represents 1m2. Figure 15 compares map measurements to real measurements. The only discrepancy 






















The  robot’s  driving  ability  was,  at  times,  sub  optimal  which  often  resulted  in  poor  mapping 
performance. Most notably, the robot often struggled to turn on smooth surfaces such as wooden 
and concrete  floors.  In an attempt  to alleviate  this  issue,  rubber bands were wrapped around  the 
wheels  to  increase  traction. This was counterproductive as  the motors did not provide  the  torque 
needed to turn the vehicle with all the wheels gripping well on the floor. 
In situations where  the wheels weren’t gaining  traction  the  robot was driven  forward slightly and 
another attempt to turn was made. While  it usually only took one or two attempts to successfully 












While  file  transfer between  the  client and  server was effective and  reliable  the  transfer  rate was 























The nature of Python being an  interpreted  language means  that  it  is  relatively  slow  compared  to 
compiled  languages  such as C++. Rewriting  the  file  transfer  client and  server  in C++ may make  it 





















the  surface of  the  simple  interfaces we use  to  interact with  computers and machines. The Robot 








allow anyone who knows how  to use a  computer  the ability  to  control and monitor  systems and 
processes or in the case of this project, robots. 
The  combination  of  the  LiDAR  used  in  this  project  and  HectorSLAM made  it  possible  to  create 
impressively accurate and detailed maps. While the outcomes of this project were realized in terms 
of  creating an easy‐to‐use  indoor mapping  robot,  it did have  its  limitations. The  robot had  to be 





















This work served to prove that the  low‐cost RPLiDAR  is a suitable solution for  implementing SLAM. 
This is significant because up until recently LiDAR was not an economical solution for many developers 
or hobbyists. With this technology becoming more and more available, progress and innovations can 






exciting  time  for  those  in  the  technology  field – and  for  the  rest of  the world  that benefits  from 
technology.  Being  open‐source,  the  Robot  Operating  System  and  Unix  operating  systems  are  a 
testament  to  this  fact  and  it  has  been  an  interesting  and  exciting  journey  learning  about  this 
technology with the assistance of the online community. 
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9 Appendix 
9.1 Appendix A 
Wiring diagram between components on the robot. 
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9.2 Appendix B 
Dual full‐bridge driver electrical characteristics state that there is a minimum voltage total drop, 
VCEsat of 1.8V. 
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9.3 Appendix C 
Python server for motor direction control via TCP/IP. Repetitive blocks of code are collapsed for 
simplicity – CarControl.py 
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9.4 Appendix D 
Arduino code for motor speed control. Filename: “speed control” 
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9.5 Appendix E 
Python server for sending map images to remote client ‐ “Mapsend.py”.
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9.6 Appendix F 
Python client for receiving map images from server on the Raspberry Pi – “MapReceive.py” 
 
 
9.7 Appendix G 
Bash script for automating start up process without user input. Gnome‐terminal allows all processes 
to run individually as they cannot all be run from the same terminal. 
  
