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Abstract
This thesis summarizes the results of the design of avionics systems intended for use
onboard unmanned air and ground vehicles, that are parts of a multi-vehicle system
whose primary mission objective is to provide up-close surveillance capability from a
large stand-off distance. Different types of cooperative action between air and ground
vehicles, that can help to enhance the overall system surveillance capability, are
analyzed, including communication relay, simultaneous visual surveillance of ground
objects from air and ground vehicles, and visual coverage of ground vehicles from air
vehicles. Both hardware and software design as well as practical implementation of the
designed avionics systems are discussed, and results of field tests are presented.
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Chapter 1
Introduction
1.1 Background and Motivation
Unmanned Aerial Vehicles (UAV) and Unmanned Ground Vehicles (UGV) find
numerous applications as surveillance agents capable of penetrating different areas where
human presence is either undesired, dangerous, or impossible. While individual
surveillance agents can provide the desired surveillance capability in most simple
scenarios, such as visual inspection of a ground object from either air or ground, their use
becomes very limited as operating conditions become more complicated. One major
limitation is the operational range. If surveillance capability is desired at a distant site,
main issues become the delivery of the surveillance system to the site and the
communication range of the system, as well as the maintaining of line-of-sight (LOS)
between a ground operator and the system. If, in addition, mission objectives include
simultaneous surveillance of multiple ground objects, some of which may not be directly
observable from the air, such missions become impossible to accomplish with any single-
vehicle system. Overall surveillance capability can be significantly enhanced by the use
of systems of cooperative vehicles. Simultaneous use of multiple surveillance vehicles
allows the achievement of all of these objectives as well as the extension of system
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capabilities to include some new ones, such as visual tracking with geolocation of
stationary or moving ground objects. All of these issues are addressed in the Parent/Child
UAV system.
1.2 Parent/Child UAV Project
Having realized the importance of cooperative multi-vehicle systems for unmanned
surveillance missions, Draper Laboratory, in cooperation with the Department of
Aeronautics and Astronautics at MIT, initiated a research project in 1998 that had the
goal of the design and development of a cooperative system of UAVs to enable up-close
surveillance capabilities from a large stand-off distance. The project was given a name of
Parent/Child UAV (PCUAV).
The general concept of the PCUAV system is depicted in Figure 1-1. The system
includes a medium-size UAV (3 to 4 meters wingspan) called "parent vehicle", two
smaller UAVs (up to 1 meter wingspan) called "mini-vehicles", and may include a
number of micro-UAVs (MAV), ground rovers, and ground sensors. The parent vehicle
provides transportation capability to deliver the whole system of vehicles to a mission
site and long-range communication capability to enable data exchange between the
mission site and a distant ground station. During the cruise to the mission site, the mini-
vehicles are attached to the fuselage of the parent vehicle, while micro-vehicles and
ground sensors are contained inside payload delivery vehicles (PDV) inside the cargo bay
of the parent vehicle. Upon arrival to the mission site, the mini-vehicles are deployed and
begin to loiter above the mission site according to their personal flight schedules to
achieve their part of the mission objectives. Micro-vehicles and ground sensors are then
deployed and delivered to low altitude or the ground by payload delivery vehicles. All
14
micro vehicles, PDVs, and ground sensors are considered expendable, while mini-
vehicles, after the completion of their missions, reintegrate with the parent vehicle and
return with the parent vehicle to the launch site. Detailed review of the rendezvous and
reintegration techniques utilized by the parent and the mini vehicles can be found in [1]
and [2].
up to 1 km
up to 1 km
N
'I
Figure 1-1: PCUAV concept
Once deployed, the whole system can be viewed as a three-tier system, the micro
vehicles and ground sensors being the first tier, the mini-vehicles being the second tier,
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and the parent vehicle being the third tier of the system. The main objective of micro-
UAVs is to provide up-close visual surveillance of different objects of interest on the
ground. The advantage of using micro-UAVs is their ability to approach ground objects
to provide visual information not obtainable from higher altitude UAVs, but, at the same
time, they are very limited in communication range. Therefore, the presence of the
second tier of the system is essential for their successful operation. Mini vehicles, that
constitute the second tier, have two main roles in the system: they provide visual
surveillance from medium altitudes and provide communication relay between vehicles
and sensors of the first tier and the parent vehicle that loiters at a higher altitude.
Due to its multi-vehicle and multi-tier nature, the PCUAV system is capable of
providing surveillance capabilities unattainable with any single-vehicle surveillance
system.
1.3 MDTPP Project
After the completion of the PCUAV project in 2002, a second project was jointly
initiated by the Draper Laboratory and the Department of Aeronautics and Astronautics at
MIT. The project was given a name of MIT/Draper Technology Partnership Project
(MDTPP).
In part as an extension of capabilities of the PCUAV project, the MDTPP project
is focused on accurate deployment and operation of a distributed ground sensor network
from a UAV of Predator class. The sensor network can include large numbers of
stationary and mobile ground nodes to provide surveillance capability at a remote site.
One part of the project is the investigation of the possibilities of cooperation between
unmanned ground and air vehicles to enhance aggregate surveillance capability.
16
1.4 Thesis Overview
This thesis summarizes the results of the design and development of avionics systems for
unmanned air and ground vehicles used in the PCUAV and MDTPP projects, whose
primary goal is to provide visual surveillance capability in a cooperative multi-vehicle
system.
The thesis consists of two main parts: Chapter 2 describes the design and
implementation of avionics systems used in the PCUAV project, and Chapter 3 describes
the design and implementation of avionics systems used in the MDTPP project.
First, Chapter 2 describes avionics system used onboard the mini vehicles of the
PCUAV system for visual surveillance and communication relay between the vehicles of
the first tier of the PCUAV system and the parent vehicle. Then the avionics system of a
first tier vehicle simulator is described, followed by the discussion of experimental results
obtained during a series of flight tests in which both the mini vehicle and the first tier
vehicle simulator are used for cooperative visual surveillance.
Chapter 3 begins with the detailed review of the objectives of the MDTPP project
and the role of mobile ground nodes in the distributed ground sensor network. Design and
implementation of a testbed ground rover that simulates a mobile ground node is then
described, followed by a discussion of different types of cooperative action between
mobile ground nodes and air vehicles that are relevant to the MDTPP project, which
include communication relay and visual coverage of mobile ground nodes from air
vehicles. Next, a testbed aircraft and an integrated camera platform built for use onboard
the aircraft are described, including the results of a test of the integrated camera platform
in flight conditions. After that a detailed design of the avionics system for the testbed
17
aircraft is discussed whose main objectives are to enable cooperative action between the
aircraft and the testbed ground rover, and to provide general-purpose visual surveillance
capability. Chapter 3 concludes with a conceptual design of a hybrid system that
combines the advantages of small UAVs and small UGVs in a single system.
18
Chapter 2
Cooperative Surveillance in the PCUAV
System
In this chapter a typical PCUAV surveillance mission is analyzed to derive the
requirements for the design of the avionics system for a mini vehicle, whose mission
objectives are visual surveillance and communication relay. Mini vehicle avionics system
design and implementation are then discussed. Results of flight tests with both a single
video source and two video sources are discussed.
2.1 Mission Analysis
In a typical PCUAV surveillance mission, mini vehicles, that constitute the second tier of
the PCUAV system, have two main roles: providing visual surveillance from medium
altitudes (up to 1 km) and providing communication relay between the first tier of the
system and the parent vehicle, that loiters at a higher altitude.
Specific requirements for a video subsystem include collecting high quality visual
information about regions of interest on the ground from a small, relatively unstable air
vehicle in the presence of high frequency vehicle vibrations induced by the vehicle
propulsion device. To enable geolocation of the observed ground objects from the
19
obtained visual information, the avionics system should be capable of measuring vehicle
attitude and position with respect to a global coordinate frame.
The communication subsystem should be capable of providing a transparent
communication interface to enable data exchange between the vehicles/sensors of the
first tier and the parent vehicle.
In a multi-vehicle surveillance system, such as the PCUAV system, one important
capability that should be enabled is the ease of access by operators to visual information
from any of the vehicles, which becomes an additional requirement for the design of the
communication subsystem.
2.2 Mini Vehicle Avionics System
As a solution to the problem of providing visual surveillance capability from a relatively
unstable air vehicle in the presence of vehicle vibrations, a video subsystem was designed
to provide a sequence of still digital images rather than a continuous video stream. The
quality of a continuous video stream would suffer in this case because of vehicle
instabilities, a streaming video picture would look shaking, and it would be difficult for
an operator to follow rapidly changing details in the field of view. Still digital images,
taken sequentially at discrete moments of time, are free from these limitations, and give
the operator some time to pay attention to different details in every image. Assuming two
mini vehicles in the PCUAV system, the frame rate of the sequence of still digital images
was chosen to be one frame per second per mini vehicle.
The most reasonable choice of communication medium to meet the stated
communication subsystem requirements is a wireless computer network based on Internet
Protocol (IP). In an IP network, every vehicle is assigned a unique IP-address. Visual
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information in digital format can be easily routed to reach any destination point or
multiple points in the network, which allows any number of operators to get access to
visual data from any of the vehicles in the system. IP network also allows an operator to
remotely log into any vehicle's computer for command/control while maintaining
security of the connection if necessary.
A combination of digital video and digital communications allows realization of
high video quality at the ground station. A specific feature of this design solution, as was
mentioned above, is the use of a sequence of still digital images, which makes the use of
Transmission Control Protocol (TCP) possible. Usually, to transmit a continuous video
stream via an IP network a fast protocol, such as User Datagram Protocol (UDP), is used.
However, the UDP protocol, though fast, is not reliable. The TCP protocol is slower, but
provides reliable communications, with guaranteed delivery of every packet. The
reliability of the TCP protocol is achieved via the use of an acknowledgement
mechanism: the delivery of every packet is acknowledged from the receiver, signaling
that a next packet can be sent; if a packet's delivery was not acknowledged, the packet
will be sent again. This mechanism ensures the delivery of every packet but creates an
additional communication overhead, compared to the UDP protocol, which does not use
the acknowledgement mechanism. As the frame rate in this design solution is not high,
using the TCP protocol is appropriate and avoids the loss of visual information.
For practical implementation, IEEE 802.1 lb compliant wireless local area
network (WLAN) communication devices were used in the avionics system, because
these devices are commercially available and allow the creation of a wireless computer
network at a reasonable price, while simulating full communication functionality of the
objective system. TCP/IP was used as the communication protocol for both
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command/control and image return. The mini vehicle avionics architecture is shown in
Figure 2-1.
The central part of the avionics system is a PC/104 computer stack that includes
CPU board, utility board with the usual set of PC computer interfaces (including floppy
drive interface and IDE interface) and a storage device (IDE flash disk), framegrabber
board, PCMCIA interface board, and power supply board that provides power to the
computer stack as well as to other electronic components in the system. Using a flash
disk, rather than a mechanical hard drive, is essential in the presence of high frequency
vibrations and noise induced by a propulsion device, such as a piston engine. It was
found during ground tests of the system that mechanical hard drives often fail in such
conditions.
PC/104 Stack
CPU Board
GPS
I PCMCIA Interface Board
+ 5
Flash Disk/Utility Board
Framegrabber
Input + 5 V
6-40V
Battery 12 V Power Supply Board
. . --------...... .... .... . ..
PCMCIA
WLAN
Adapter
+ 12V
Figure 2-1: Mini vehicle avionics architecture
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A Global Positioning System (GPS) receiver is included in the system in order to
measure GPS coordinates of the points from which images are taken, which, in
combination with the vehicle attitude measurements, provide a set of information that can
be used to geolocate observed ground objects. In this work, it is assumed that the vehicle
attitude information is available from the inertial sensors of the flight control subsystem
(mini-vehicle flight control is not a part of this thesis, more details on mini-vehicle flight
control can be found in [1] and [2]).
Cisco Aironet PC4500 WLAN PCMCIA cards (pc-cards) in combination with
2.2 dB antennas are used for communications in both the avionics system and the laptop
ground station. Aironet pc-cards are based on the Harris Semiconductor's PRISM digital
communication chipset, and, among all the considered WLAN pc-cards, they allowed for
the longest communication range. These pc-cards performed extremely well and allowed
communication range of the order of 1 kilometer to be achieved between the flying
airplane and the ground station.
An analog NTSC video-camera provides an analog video stream at 30 frames per
second (fps), at a resolution of 640x480 pixels. For many surveillance purposes, black
and white (B&W) images have sufficiently high quality. B&W images with 255 levels of
gray, 8 bits per pixel (bpp) encoding, are used in this design solution. The main reason
for using B&W images is to reduce the required communication bandwidth. Given the
limitations of a power source onboard a small air vehicle, minimizing the required data
rate is essential in order to increase communication range. Compared with color images,
using B&W images significantly reduces the required communication bandwidth. For
comparison, a B&W image with 8 bpp has three times smaller size than a color image of
the same resolution with common Red/Green/Blue (RGB) color scheme with 24 bpp (one
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byte for each color). It should be noted that solving the problem of increased range by
pure increase of antenna gain is impractical in this case, because increasing antenna gain
leads to the increased directivity of the antenna, whereas for this type of application
directivity of antennas should be as low as possible.
The video output of the camera is connected to the framegrabber board, which
captures still digital images at discrete moments of time, with a frame rate of 0.5 frame
per second (fps), or one frame every two seconds. The images are then compressed using
a JPEG algorithm. JPEG compression ratios of up to 15:1 produced image compression
with no visible loss of image quality. Higher compression ratios resulted in visible image
quality degradation.
Figure 2-2: Mini vehicle avionics computer
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The compression ratio of 15:1 was therefore chosen as the operational compression ratio
used in the system. Compressed images are transmitted over WLAN link to the laptop
ground station and shown in real time on the screen of the ground station.
The assembled computer stack is shown in Figure 2-2. The computer stack is
enclosed inside an aluminum box that serves two purposes: protect the computer stack in
case of airplane crash and shield electromagnetic radiation from inside the stack, as it was
found that some electronic components, in particular GPS antenna and R/C receiver, are
very sensitive to electromagnetic interference from the computer. When installed inside
the airplane, the computer box is enclosed inside vibration isolation medium.
The Linux operating system was chosen for both the avionics computer and the
laptop ground station. Linux is a Unix-like operating system that can be used on PC
platforms and has all important Unix features including true multi-tasking and direct
support of IP protocol.
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2.3 First Tier Vehicle Simulator
The purpose of the first tier vehicle simulator, also referred to as ground video system, is
to simulate visual surveillance and communication capabilities of any of the vehicles of
the first tier of the PCUAV system. The architecture of the simulator is shown in Figure
2-3.
PCMCIA
WLAN
Adapter
PC/104 Stack
RS232 + 5 V
CPU Board > SBC2000
Computer_
PCMCIA Interface Board
Flash Disk/Utility Board
camera control
Framegrabber
+ 5 V
Camera
+ 12 V
Power Supply Board
-------------- t-----------
Figure 2-3: First tier vehicle simulator architecture
The architecture is similar to that of the mini vehicle, except that the GPS receiver
is not included. An additional component is a single-board SBC2000 computer that
communicates with the main computer via an RS232 serial port and controls two servo-
motors used for pan and tilt motion of the camera. An operator has the ability to control
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the motion of the camera remotely to point the camera in different directions using video
information from the camera as feedback. All communications between the simulator and
the operator are done via the mini vehicle to validate the mini vehicle's communication
relay capability. Figure 2-4 shows the simulator positioned in a forest during one of the
flight tests.
Figure 2-4: First tier vehicle simulator
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2.4 Laptop Ground Station
A Dell Inspiron 7500 laptop computer, shown in Figure 2-5, was used as a ground
station. A communication antenna can be seen attached at the top left corner of the
computer screen. The antenna is connected to a WLAN communication pc-card installed
inside one of the computer's pc-slots. The same kind of antenna is used in the avionics
system onboard the mini vehicle and in the first tier vehicle simulator. The antenna has
2.2 dB gain and directivity pattern very close to omni-directional. It is essential for this
type of application that communication antennas be as close to omni-directional as
possible so as to enable communications between all vehicles in the system, for any
orientation of the vehicles.
Figure 2-5: Laptop ground station
The Linux operating system was used in the ground station, and a number of graphical
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user interfaces (GUI) have been developed for viewing real time images arriving at the
ground station from different vehicles.
2.5 Software Architecture
A number of software modules have been developed that can be used in different
combinations depending on what flight test they are being used for. The software
architecture for a flight test with a single video source onboard the mini vehicle is shown
in Figure 2-6.
Mini vehicle IP: 192.168.1.8
Image --... L- JPEG
capture compression
Analog NTSC
video-camera
Server 1
Sequence FI
of still
digital FIi
images ...
@ 0.5 fps F-
Laptop IP: 192.168.1.6
Client 1
GUI
showing images Hard drive
Figure 2-6: Software architecture for single video source
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Mini vehicle IP: 192.168.1.8
Image I-- .. JPEG
capture compression
Analog NTSC
video-camera
Server 1
Server 2
Server 3
FII FLI WLAN
Client 1 Client 2 Client 3
Hard drive
GUI OperatorGUI camera
showing images contrl
control
input
Laptop IP: 192.168.1.6
.... _ .. ___.. .. _ . .. _ _. _ ._-----------------
----- -- ------- -- ----
Client 4 Client 5
Camera JPEG
motion compression
control A
Image
capture
Analog NTSC
pan/tilt video-camera
Ground video system IP: 192.168.1.7
L ..  _ .. . _ . ._- .... . . . .. . ... _- _ .. _ ...... _- _ ..... _ ...
Figure 2-7: Software architecture for two video sources with camera control and
retransmission via aircraft
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The system operates as follows. Digital images are captured from an analog video stream,
compressed using a JPEG algorithm, and sent to the server 1 program. Server 1 maintains
a communication link with client 1 in the laptop and sends compressed images to client 1.
Client 1 stores the received images in the laptop's hard drive, while the GUI displays the
arriving images in real time on the screen of the laptop.
Figure 2-7 shows the software architecture for a flight test with one video source
onboard the mini vehicle, one video source in the ground video system (first tier vehicle
simulator), with remote control of the pan/tilt video-camera in the ground video system
from the laptop ground station, and with all communication traffic retransmitted via the
mini vehicle. The architecture includes multiple server/client groups in order to enable
concurrent execution of communication tasks. Multiple ports can be defined at the same
IP interface, which allows several communication programs to share the same IP address
while using different port numbers. The pair of server 1 and client 1 in this architecture
performs the same tasks as in the previous architecture: sending visual information
collected from the mini vehicle to the ground station. Servers 2 and 3 in the mini vehicle
are responsible for retransmission of communication traffic between the first tier vehicle
simulator and the ground station: images from the simulator are retransmitted by server 2
to the ground station, while camera motion commands are retransmitted by server 3 from
the ground station to the simulator. The video subsystem used in the simulator is similar
to that used in the mini vehicle, and its operation is programmed in a similar set of
software modules. The GUI used in the laptop in this architecture is different from the
one used in the previous architecture as it simultaneously displays images arriving from
two vehicles.
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2.6 Flight Tests
A series of flight tests were conducted to validate the designed avionics systems. The first
flight test investigated the scenario of a single mini vehicle with single video source
installed onboard the vehicle. This scenario is depicted in Figure 2-8.
D
Sequence of
still digital
images
@ 0.5fps [
Ground station
z
Mini
vehicle
El'
FOV
WLAN
link
Figure 2-8: First flight test scenario
As a testbed for surveillance flights, a remotely controlled model of the mini vehicle was
used. The airplane was flown by a pilot along an arbitrary trajectory, while the onboard
avionics system was collecting visual information and sending it over a WLAN
communication link down to the laptop ground station. The arriving images were
displayed in real time in a graphical user interface (GUI) on the screen of the ground
station. A snapshot of the GUI showing one of the images from the first flight test is
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shown in Figure 2-9. The system performed very well during the flight test. Several series
of high quality images from the airplane have been recorded. At no point during flight,
for any orientation of the vehicle, was the communication link lost or the link quality
degradation observed.
Draper/MIT PCUAV project, Spritg 2001
Figure 2-9: Snapshot of GUI showing an image from the first flight test
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The second flight test had the goal of testing the communication relay capability
of the mini vehicle in combination with the first tier vehicle simulator performing visual
surveillance on the ground. The scenario of the second flight test is depicted in Figure
2-10. The mini vehicle provided retransmission of all communication traffic between the
first tier vehicle simulator (ground video system) and the laptop ground station. Two-way
communication traffic included video images from the ground video system sent to the
ground station and camera motion commands from the operator of the ground station sent
to the ground video system. Thus the operator could remotely control the motion of the
camera by issuing commands from the laptop and using visual information from the
camera as a feedback.
Mini
vehicle
Sequence of
still digital WLAN
images link
@ 0.5 fps
LJ
LIII ImagesCamera motion
commands
LIII
LIII
Ground station Ground video system
Figure 2-10: Second flight test scenario
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pan right
Ground station tilt up >
keyboard---
tilt down >
Ground video system
Figure 2-11: Camera motion control from laptop
In order to issue camera motion commands from laptop four keys on the laptop
keyboard were used, as shown in Figure 2-11. The motion of the camera can be
decomposed into four simple motions: pan left, pan right, tilt up, and tilt down, which
provides a reasonable correlation with four "arrow" keys on the keyboard. The camera
performs one of the four simple motions for as long as the corresponding key is being
pressed, and stops when the key is released. Two of the four simple motions (one pan and
one tilt) can be used at the same time. The same type of GUI was used for viewing
arriving images in the laptop as during the first flight test.
The ground video system was placed next to a van to simulate a situation in which
a vehicle of the first tier approaches an object of interest on the ground for visual
inspection. Sample images recorded during the second flight test are shown in Figure
2-12. Changes in the content of the images can be seen due to the camera rotation. All
systems performed very well during the flight test, and several series of high quality
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images from the ground video system have been recorded. At no point during flight, for
any orientation of the mini vehicle, was the communication link lost or was the link
quality degradation observed.
Figure 2-12: Sample images from the second flight test
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The scenario of the third flight test is depicted in Figure 2-13.
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still digital
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Images from
ground video system
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Figure 2-13: Third flight test scenario
The purpose of the third flight test was to validate all capabilities of the mini vehicle
together, including visual surveillance and communication relay in combination with the
first tier vehicle simulator performing visual surveillance on the ground. This scenario
closely resembles a typical PCUAV mission scenario, except that in a real mission all
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communications between the tier of the mini vehicles and the ground station are done via
the parent vehicle in order to achieve much longer communication range. The first tier
vehicle simulator was placed on the bank of a river next to a bridge across the river, while
the remotely controlled mini vehicle with the avionics system onboard was flying above
in circles taking images of the area from the air. All communications between the first
tier vehicle simulator and the laptop ground station were done via the flying mini vehicle
in the same way as it was done during the second flight test. In addition, visual
information from the mini vehicle was transmitted down to the ground station in the same
communication link. The graphical user interface written for this flight test is capable of
displaying real time images arriving from both vehicles. A snapshot of the GUI showing
some of the images recorded during this flight test is shown in Figure 2-14. Two
consecutive images from the ground video system are displayed to allow for some history
of situation development to be viewed. During the flight test, all systems performed very
well, and several series of high quality images from both vehicles have been recorded. At
no point during flight, for any orientation of the mini vehicle, was the communication
link lost or was the link quality degradation observed.
The summary of the performed flight tests is as follows. The avionics systems
designed for the mini vehicle and the first tier vehicle simulator met their requirements
and provided the expected visual surveillance and communications capabilities. Their
performance was validated in conditions close to operational conditions of a typical
PCUAV surveillance mission.
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Figure 2-14: Snapshot of GUI from third flight test
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2.7 Chapter Summary and Conclusions
In this chapter, results of the design and development of avionics systems for vehicles in
the PCUAV system, whose primary mission objective is to provide visual surveillance
capability, were presented.
In Section 2.1, a typical PCUAV surveillance mission was analyzed to derive the
requirements for video and communication subsystems of the mini vehicle.
The design of the mini vehicle's avionics hardware was presented in Section 2.2.
As a solution to the problem of providing visual surveillance capability from a small
relatively unstable air vehicle in the presence of vibrations, the system was designed to
provide a sequence of still digital images, taken sequentially at discrete moments of time,
rather than a continuous video stream. Monochromatic video in combination with JPEG
image compression were used to minimize the required communication bandwidth,
which is essential in order to maximize communication range given the limitations of a
power source onboard a small air vehicle. The communication capability required of the
mini vehicle was defined as providing data relay between the vehicles of the first and the
third tiers of the PCUAV system while enabling ease of access by operator(s) to visual
data from any of the vehicles. As a solution to the communication problem, a wireless
computer network was chosen. For practical implementation, an IEEE 802.1 lb compliant
WLAN ad-hoc network was used for both command/control and image return. In order to
achieve high video quality on the ground station, the TCP/IP communication protocol
was used. TCP/IP protocol provides reliable communications with guaranteed delivery of
all packets and allows to avoid the loss of visual information.
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Section 2.3 presented the design of the avionics system used in the first tier
vehicle simulator. The approach used in the design of video and communication
subsystems of the first tier vehicle simulator is similar to that used in the mini vehicle's
avionics system.
The laptop ground station was described in Section 2.4.
Section 2.5 presented the design of software architectures used in all vehicles. The
software was implemented as a set of modules that can be used in different combinations
depending on what types of flight tests they are used for. A server/client approach was
used for communications, and multiple server/client groups were used to enable
concurrent execution of communication tasks. All software was implemented in C under
the Linux operating system. Graphical user interfaces were implemented in Tcl/Tk. The
Linux operating system was chosen for use in all vehicles and the ground station. As a
Unix-like operating system, Linux has all of the important Unix features including true
multi-tasking and direct support of IP protocol.
Flight tests conducted in order to validate the designed avionics systems were
presented in Section 2.6. Three main types of the conducted flight test were as follows.
The first flight test had the goal of testing the visual surveillance capability of the
mini vehicle. The first flight test scenario involved the mini vehicle flying along arbitrary
trajectories while the onboard avionics system was collecting visual data and transmitting
it down to the laptop ground station via a WLAN communication link. Arriving images
were displayed in real time on the screen of the laptop and saved to the laptop's hard
disk.
The goal of the second flight test was to test the communication relay capability
of the mini vehicle in combination with the first tier vehicle simulator performing visual
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surveillance on the ground. During the second flight test, the mini vehicle flew in roughly
circular trajectories above the mission site while the onboard avionics system was doing
retransmission of two-way communication traffic between the first tier vehicle simulator
and the laptop ground station: video images from the simulator to the ground station and
camera motion commands from the ground station to the simulator. The ground station
operator had the ability to remotely control the motion of the camera in the first tier
vehicle simulator while using visual information from the camera as a feedback.
The third flight test had the goal of testing the combined visual surveillance and
communication capability of both the mini vehicle and the first tier vehicle simulator in
conditions close to operational conditions of a typical PCUAV surveillance mission. Two
video sources were used during the third flight test: one onboard the flying mini vehicle
and one in the first tier vehicle simulator on the ground. All communications between the
first tier vehicle simulator and the ground station were done via the flying mini vehicle,
including camera motion commands and image return. Visual information from both
video sources was simultaneously displayed in real time on the screen of the ground
station.
Experimental results collected during the flight tests indicate that the designed
avionics systems met their requirements and provided the expected visual surveillance
and communication capabilities. Several series of high quality images were recorded. The
communication range between the flying mini vehicle and the ground station of the order
of one kilometer was achieved. At no point during flight was the communication link lost
or was the link quality degradation observed, for any orientation of the mini vehicle.
The performed work described in this chapter was a part of a broader effort by a
number of people. Other team members investigated other aspects of the PCUAV system,
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including vehicle design, vehicle flight control, rendezvous and reintegration techniques.
More details on the results of this work can be found in [1], [2], [3], and [4]. This
collected effort altogether demonstrated the potential of the PCUAV concept and the
advantages that a cooperative multi-vehicle system can provide for unmanned
surveillance missions.
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Chapter 3
Cooperative Surveillance in the MDTPP
System
In this chapter the main goals of the MDTPP project are reviewed and a typical MDTPP
surveillance mission is analyzed to define the scope of operational capabilities of mobile
ground nodes in the distributed ground sensor network. Different types of cooperative
action between mobile ground nodes and air vehicles are analyzed that can help to
enhance the overall system surveillance capability. Design and implementation of
avionics systems intended for use onboard UAVs and ground rovers, whose mission
objective is to provide cooperative visual surveillance at a remote site, are discussed; as
well as the results from field tests.
3.1 MDTPP Goals and Mission Analysis
The MDTPP project is focused on accurate deployment and operation of a distributed
ground sensor network from a UAV of Predator class. The sensor network can include a
large number of stationary and mobile ground nodes to provide up-close surveillance
capability over some area on the ground from a large stand-off distance. The node
deployment strategy and node locations on the ground are calculated before the mission,
given the availability of a map of the intended mission area. The MDTPP system is
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designed to provide surveillance capability not only in areas directly observable and
directly accessible from an aircraft, but also in partially or fully occluded areas including
forested areas, urban areas, areas covered by low thick clouds or covered by different
types of overhead concealment. Ground sensors are delivered from the UAV to specified
locations on the ground by guided payload delivery vehicles. After the deployment, a
wireless computer network is established between all nodes.
The rationale for using mobile ground nodes in the distributed ground sensor
network is as follows. First, locations of all objects of interest on the ground may not be
exactly known before the mission, thus hampering precision sensor placement in close
proximity to objects of interest. Second, new objects of interest may be discovered from
the sensory information obtained at the mission site after the deployment of the system.
To address these issues, mobile ground nodes can be used to approach objects of interest
to examine them from small distances and from different aspects. Mobile ground nodes
can be particularly useful in urban areas. Sensory range of a stationary ground sensor will
be limited in an urban area by the direct visibility range between the sensor and the
surrounding buildings. Thus, the use of a stationary sensor will be limited to the
particular area of its deployment, whereas mobile ground nodes can move between
buildings to cover different areas. Another type of environment in which the use of
mobile ground nodes can be advantageous is forested areas or similar areas where direct
deployment of sensors from an aircraft may not be possible. Mobile ground nodes can
penetrate such areas after being deployed in their vicinity.
Given the objectives of a typical MDTPP mission, the mobile ground nodes
should be remotely operated, but they should also possess a partial degree of autonomy
for such tasks as obstacle avoidance. Communications with mobile ground nodes should
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be done either via nearby stationary ground nodes or via the UAV loitering above the
mission site.
3.2 Ground Vehicle and Air Vehicle Cooperation in
the MDTPP System
After the deployment of the distributed ground sensor network, the UAV that delivered
the system to the mission site loiters above the mission site. The UAV can be used for
different purposes in this scenario. First, the UAV can provide long-range
communication relay capability to enable data exchange between the deployed system
and distant operators. Second, the UAV can be equipped with a sensor platform to
provide surveillance capability from high or medium altitudes. In addition, the UAV can
provide additional services such as visual coverage of multiple mobile ground nodes. The
reasons for doing this are described below.
Remote operation of a ground vehicle may not be an easy task when the ground
vehicle cannot be directly seen by its operator. If the ground vehicle is equipped with
forward-looking camera(s), as in the case of a vehicle used for visual surveillance, visual
information from the camera(s) can be used for both surveillance purposes and for remote
operation. However, even looking at a real-time video from the vehicle's forward-looking
camera(s), it is still not a very easy task, especially in an unknown mission environment.
Additional visual coverage of the ground vehicle from an air vehicle would allow the
operator to see both the ground vehicle and some amount of terrain surrounding it, thus
making the remote operation of the ground vehicle much easier. Also, ground vehicles
are not very good at detecting obstacles below the ground level, such as depressions and
holes in the ground, using their forward-looking cameras. As described in [5], it was
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found that additional visual coverage from a point above a ground vehicle facilitates
detection of such obstacles. Authors obtained promising results studying the use of
dedicated unmanned air vehicles, such as small helicopters, for convoying unmanned
ground vehicles to provide visual coverage of the terrain lying ahead of the ground
vehicles to facilitate obstacle detection by the ground vehicles. Within the context of the
MDTPP system, there is more interest in studying the use of a large fixed-wing UAV for
this purpose because, after transporting and deploying its various nodes, the UAV is
available to provide visual coverage of the mobile ground nodes.
In the following sections, the design and implementation of avionics systems for a
UAV and a ground rover, that are parts of the MDTPP system, are discussed. The ground
rover serves as a simulator of a mobile ground node providing up-close visual
surveillance capability, and the UAV serves as a simulator of the system delivery vehicle.
The UAV and the rover are designed to perform visual surveillance missions
cooperatively. The investigated types of cooperation between the UAV and the ground
rover include communication relay and visual coverage of the ground rover from the
UAV to facilitate remote operation of the rover and obstacle detection for the rover.
3.3 Testbed Ground Rover
The testbed ground rover described in this section was designed and built to simulate a
mobile ground node of the MDTPP system. The rover's avionics architecture is shown in
Figure 3-1.
The central part of the avionics architecture is a PC/104 computer stack that
includes the following boards: CPU board, utility board with hard drive and a usual set of
computer interfaces including a floppy drive interface and IDE interface, PCMCIA
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interface board, framegrabber board, and power supply board that provides power to the
computer stack as well as to other electronic components in the system. A GPS receiver
is included in the system to be used for autonomous visual tracking of the rover from the
UAV, as will be described later in this chapter. The rover is equipped with an analog
NTSC video camera with pan and tilt capability. The control of the camera motion is
done by a single board SBC2000 computer which communicates with the main computer
via an RS232 serial port. Video output of the camera is input to the framegrabber board
that captures still digital images from the continuous video stream, which are then
compressed using a JPEG algorithm. Visual surveillance capability is implemented in the
rover in the same way as in the mini vehicle of the PCUAV system: to produce a
sequence of monochromatic, still, digital images taken at discrete moments of time and
compressed by a JPEG algorithm. This is done for the same reason as for the mini
vehicle: as the rover simulates a small ground vehicle deployable from an airplane, its
onboard power resources are very limited, and therefore in order to maximize
communication range it is essential to minimize the required communication bandwidth
(for more details see Appendix B). For communications with the rover, an IEEE 802.1 lb
compliant PCMCIA wireless LAN (WLAN) adapter is used that is connected to the
PCMCIA interface board of the main computer. Remote control of the rover can be done
either via the WLAN adapter or via an R/C receiver, which was included in the rover to
allow for additional flexibility during experimentation.
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Figure 3-1: Testbed ground rover avionics architecture
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Motion control part of the rover includes a hardware speed controller, that controls
DC motors and a steering servo-motor, both of which can be controlled either from the
R/C receiver or from the SBC2000 computer. When remote control of the rover is done
over WLAN, motion commands are sent from the WLAN adapter to the main computer,
which sends them to the SBC2000 computer, and the SBC2000 computer generates pulse
width modulated (PWM) command signals for the steering servo-motor and for the speed
controller. The PWM signals generated by the computer are identical to those generated
by the R/C receiver. A WLAN/ R/C control selector is included in the rover avionics,
allowing the operator to choose whether the rover should be controlled from the
R/C receiver or from the onboard computer.
The testbed ground rover is shown in Figure 3-2.
Figure 3-2: Testbed ground rover
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In order to simulate realistic mission conditions, (i.e. the rover being a part of the
distributed ground sensor network), during all field tests WLAN communications are
used for all purposes, and the remote control of the rover via the R/C receiver is only kept
as a backup and safety feature. When the remote control of the rover is done over
WLAN, the control can be done either from a laptop ground station with its graphical
user interface (described later in this chapter) or from a modified R/C console connected
to the laptop ground station. The modified R/C console together with the laptop ground
station is shown in Figure 3-3.
Figure 3-3: Laptop ground station with modified R/C console
The R/C console has two control sticks. The right stick is used to control the speed and
steering of the rover, while the left stick can be used simultaneously to control pan and
tilt motion of the camera onboard the rover. In order to be able to use the R/C console
together with the laptop, the console was modified as shown in Figure 3-4. A single
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board SBC2000 computer was installed in a box on the back side of the console. The
computer measures the pulse width of every channel of the console, converts measured
data into commands and sends these commands via serial port to the laptop. In this way
the sticks of the console are used for the control while all communications are done via
WLAN from the laptop.
Figure 3-4: Modified R/C console
A graphical user interface (GUI) has been written to be used in the laptop ground station.
The GUI is used to view information obtained from the rover's camera in real time and
can also be used to control the motion of the rover. The GUI is shown in Figure 3-5.
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Figure 3-5: Testbed ground rover graphical user interface
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Main fields in the GUI include a window displaying real time images arriving from the
rover, image counter, GPS coordinates monitor, "software joystick", and a control mode
selector that allows the user to choose whether the control of the motion of the rover
should be done from the R/C console or from the GUI. As this GUI is relatively
computationally intensive, interpreted languages such as Tcl/Tk would be too slow for it,
and therefore it was implemented in C++/Qt. The figure shows a snapshot of the GUI
displaying one of the images obtained from the rover's camera during one of the field
tests.
Figure 3-6: "Software joystick"
The "Software joystick", used to control the motion of the rover from the GUI, is
shown in Figure 3-6. It allows to control the motion of the rover in one move of mouse.
After the "Start" button is clicked, the GUI engages the cursor tracking mode. In this
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mode, cursor coordinates are interpreted by the GUI as rover speed and steering
commands for as long as the cursor stays within the "software joystick" tracking area.
Motion of the cursor in vertical direction corresponds to speed control, and motion in
horizontal direction corresponds to steering control. Yellow areas correspond to zero
values of speed and steering angle.
The remote operation of the rover over WLAN can be done either directly from
the laptop ground station or with retransmission via the UAV. Diagram illustrating the
remote control of the rover via the UAV is shown in Figure 3-7. In this diagram, the
control of the rover from the modified R/C console is assumed.
The output of the console is a sequence of pulse width modulated (PWM) signals
with the amplitude of 10 Volts and the period of about 20 milliseconds. Each pulse
represents a separate channel. The pulse width of every channel is measured by the
SBC2000 computer installed on the back side of the console. The output voltage of the
console is divided by a factor of two in order to lower its amplitude to the level of 5 Volts
acceptable by the SBC2000 computer. The measured values of all channels are converted
into commands inside the SBC2000 computer and sent via an RS232 serial port to the
laptop ground station. From the laptop, the commands are sent to the airplane that
retransmits them to the rover. Once received by the rover's PC/104 computer, the
commands are sent to the SBC2000 computer that generates PWM control signals for the
steering servo-motor, speed controller, and the servo-motors used for pan and tilt motion
of the rover's camera.
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Figure 3-7: Testbed ground rover remote control with retransmission via aircraft
Image return from the rover can also be done either directly from the rover to the
laptop ground station or with retransmission via the airplane. Both image return and the
remote control of the rover can be done at the same time via the same WLAN
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communication link. Diagram illustrating image return from the rover with
retransmission via aircraft is shown in Figure 3-8.
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Figure 3-8: Image return from testbed ground rover with retransmission via aircraft
57
3.4 Testbed Aircraft
The testbed aircraft described in this section is used to simulate the MDTPP system
delivery vehicle. The primary goal of the design of avionics system for the testbed
aircraft is to enable cooperative action between the aircraft and the testbed ground rover
including communication relay and visual coverage of the rover from the aircraft. The
mission scenario involving this type of cooperative action is illustrated in Figure 3-9.
Figure 3-9: Mission scenario with rover/aircraft cooperation
58
Images
..............- GPS data
Rover/camera
motion commands
The communication capability of the aircraft in this mission scenario includes
retransmission of all types off traffic between the rover and the rest of the distributed
system or ground operators. In order to provide visual coverage of the rover, the aircraft
is equipped with two video cameras, both with pan/tilt/zoom capability, one with high
zoom ratio and the other with low zoom ratio. Visual coverage of the rover is intended to
be done by both cameras simultaneously. The high zoom camera will provide up-close
views of the rover with some amount of terrain around it at a high level of detail.
Figure 3-10: Testbed aircraft
The low zoom camera is included to complement visual information obtained from the
high zoom camera by covering a larger part of the mission site necessary for global
navigation of the rover. Two camera pointing modes will be used. A coarse pointing
mode will be used for initial acquisition of the rover and will be based on differential
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GPS (DGPS) information obtained from both vehicles. After the initial acquisition of the
rover is done, an accurate tracking mode will be engaged based on pixel tracking that will
be using information obtained from the analysis of images from the high zoom camera.
The testbed aircraft is shown in Figure 3-10. The aircraft is remotely controlled,
has about four meters wingspan, and a payload capacity of about 100 pounds.
3.5 Integrated Camera Platform
The high zoom camera is shown in Figure 3-11. The figure shows the camera installed on
a laboratory stand during laboratory tests.
Figure 3-11: High zoom/pan/tilt camera
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The camera has the following characteristics:
e Video output: composite NTSC
* Resolution: 720x480/ 640x480
* Pan speed: up to 360 deg/sec
e Tilt speed: up to 90 deg/sec
" Optical zoom: 16x
" Digital zoom: 8x
" Total zoom: 128x
" Serial communications: RS485
e Power: 12 VDC
" Weight: 0.8 kg
In order to ensure the high zoom camera protection, vibration isolation, and shock
absorption in flight and landing conditions, an integrated camera platform was built. The
high zoom camera installed inside an aluminum flight box, which is a part of the
integrated camera platform, is shown in Figure 3-12.
Figure 3-12: High zoom camera inside flight box
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The main purpose of the flight box is the protection of the camera. The camera is covered
by an acrylic dome that serves several purposes. First, high impact strength of acrylic
plastic guarantees the camera safety if an unexpected rough landing occurs. Second, the
spherical shape of the dome makes it more aerodynamic. And last, being slightly shaded,
the dome protects the camera from excessive sunlight, resulting in better video quality.
The camera flight box is installed inside the outer box of the integrated camera platform,
with vibration isolation and shock absorption medium installed between the two boxes.
The assembled integrated camera platform is shown in Figure 3-13.
Figure 3-13: Integrated camera platform assembled
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Additional (optional) spring/damper elements for shock absorption during landings are
installed between the outer box and the outer frame of the integrated camera platform.
When installed inside the testbed aircraft, the outer frame is rigidly attached to the
fuselage of the aircraft. The integrated camera platform, installed onboard the testbed
aircraft, is shown in Figure 3-14.
Figure 3-14:. Integrated camera platform installed onboard testbed aircraft
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When installed onboard the aircraft, the camera platform occupies the lower half of the
payload bay in the front section of the aircraft, leaving the upper half of the bay for
avionics. The top side of the camera platform is implemented as a deck on which the
avionics package is mounted.
It would be appropriate at this point to mention the importance of the shock
absorbing properties of the landing gear system on an aircraft. The main landing gear of
the testbed aircraft, which can be very well seen in the top picture of Figure 3-14, is an
example of a very good and soft landing gear, which is very important for the integrity of
the video system and other equipment onboard the aircraft.
In order to test the integrated camera platform a flight test was conducted. The
avionics system built for the mini vehicle of the PCUAV system was used together with
the high zoom camera in color mode onboard the testbed aircraft (however, this avionics
system is not intended for use in this project and was used for the purpose of this flight
test only; avionics system intended for use with the testbed aircraft in the MDTPP project
is described later in this chapter). Several series of high quality images have been
recorded. Two snapshots of a GUI showing images from this flight test are shown in
Figures 3-15 and 3-16.
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Figure 3-15: Snapshot of GUI showing an image from the flight test
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Figure 3-16: Snapshot of GUI showing an image from the flight test
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3.6 Testbed Aircraft Avionics System
Testbed aircraft avionics architecture is shown in Figure 3-17.
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Figure 3-17: Testbed aircraft avionics architecture
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The avionics system was designed to provide the following functionality:
communication relay between the testbed ground rover and the rest of the distributed
system, visual coverage with autonomous visual tracking of the rover from the testbed
aircraft, and general-purpose visual surveillance from the testbed aircraft. Unlike the mini
vehicle of the PCUAV system, the testbed aircraft used in the MDTPP project is a large
and stable aircraft, which makes it possible and reasonable to use live color video at
maximum frame rate to achieve as high video quality as possible. As in the case of the
mini vehicle of the PCUAV system, the combination of digital video and digital
communications is used to achieve high video quality on the ground station.
The central part of the avionics system is a PC/104+ computer stack that includes
the following boards: CPU board, PCMCIA interface board, utility board with 2GB IDE
flash disk and a usual set of computer interfaces including floppy drive interface and IDE
interface, analog/digital (A/D) conversion board, PCI bus extension board, MPEG-2
video compression board, and power supply board that provides power to the computer
stack as well as to other electronic components in the system. It is important that a flash
disk is used as a storage device in the system rather than a mechanical hard drive;
because the system is designed for operation onboard an aircraft, in the presence of high
frequency vibrations and noise induced by the aircraft's piston engine, and mechanical
hard drives were found to often malfunction in such conditions. A GPS receiver is
included in the system, to be used in differential mode together with the GPS receiver
installed on the rover for the initial acquisition phase of autonomous visual tracking of
the rover. An IEEE 802.1 lb compliant PCMCIA wireless LAN (WLAN) adapter is
included in the system to be used for all communications between the aircraft and the rest
of the system, including the rover.
68
Two video compression boards are included in the system for simultaneous video
compression from the two onboard video cameras: one for MPEG-2 video compression
and the other for MPEG-4 video compression. Two different video compression
algorithms, MPEG-2 and MPEG-4, are used mostly to compare the quality that can be
obtained with both algorithms in operational conditions of the system. The MPEG-2
video compression board is a PC/104 board, and an alternative solution is to use two of
these boards in the stack, one for each camera. During laboratory tests, both the MPEG-2
and the MPEG-4 video compression boards produced very high quality compressed
videos, however the quality of MPEG-2 videos was found to be somewhat better. Both
boards can provide similar compression ratios. The best results were obtained with the
compressed video streams of the order of 2 Mbps (compression ratio of the order of 100).
The MPEG-4 compression board is a PCI board that requires a PCI bus extension board
to be installed in the computer stack.
The control of the cameras motion is done from the computer, via a serial RS485
interface. Using the RS485 protocol allows creation of a serial communication network
with bus architecture on a single serial port, while using different names to address
different devices connected to the bus. This is a very useful feature in computer systems
with many peripheral devices, in which case there is always a shortage of serial ports on a
CPU board.
The high zoom camera used in the system was described in Section 3.5. As a low
zoom camera, a miniature camera with 3x digital zoom and internal pan/tilt capability is
used, which is shown in Figure 3-18.
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Figure 3-18: Low zoom/internal pan/tilt camera
Analog/digital conversion board is included in the system in order to provide
interface with rate gyros and 3-axis accelerometer, which are used to measure pitch, roll,
and yaw angles and the speed of the aircraft. This information will be needed by the
autonomous visual tracking control algorithm.
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3.7 Approach for Camera Pointing Control
3.7.1 Coarse Camera Pointing
Coarse camera pointing is based on differential GPS (DGPS) data and is used for initial
acquisition of the rover. DGPS data obtained from the GPS receivers installed on the
aircraft and on the rover is used to calculate a pointing vector R (Figure 3-19) in the
inertial coordinate frame xyz. This vector is transformed into vector Rb in the aircraft
body frame XbYbZb in a usual way, using quaternions. Once vector Rb is known, its
direction is expressed in the aircraft body frame in terms of pan angle qp and tilt angle q,
(i.e., azimuth angle and polar angle of a polar coordinate frame).
y Yb
Figure 3-19: Coarse camera pointing
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The obtained values of pan angle qp and tilt angle q, are used to point the camera.
3.7.2 Accurate Camera Pointing
Once the initial acquisition of the rover is done, an accurate tracking mode is engaged.
The approach for accurate camera pointing is depicted in Figure 3-20.
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Video
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Figure 3-20: Accurate camera pointing
The algorithm consists of two parts. Part 1 generates control signals for the camera's
motors, while part 2 performs visual tracking of the rover in the field of view of the
camera. The output of part 2 consists of values of Aq,,Aq,,A4,,A4,, which are error
signals of the pan and tilt angles of the camera and their rates of change, used as an input
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to part 1 of the algorithm. The approach for visual tracking used in part 2 is depicted in
Figure 3-21.
Figure 3-21: Principle of visual tracking
The center of the rover is calculated from an image analysis and then the pointing error
(Al) is calculated, representing the deviation of the center of the rover from the center of
the image. The tracking error has two components, one of which (Alp) is parallel to the
pan direction of the camera motion, and the other one (Al) is parallel to the tilt direction
of the camera motion. The error values for pan and tilt angles of the camera are inferred
from Alp and Alt respectively, using geometrical arguments.
After the accurate pointing mode is engaged, the coarse tracking algorithm
continues to function. This is done for the following two reasons. Should the rover
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become lost by the tracking algorithm, due to a sudden movement of the aircraft, it will
be reacquired by the DGPS-based coarse tracking algorithm. Second, the coarse tracking
algorithm calculates the distance between the aircraft and the rover, which is used for
geometrical calculations.
At the time of the writing of this thesis, this work is in progress and more design
results and experimental results are expected.
3.8 Hybrid System: Rover with Personal Tethered
Flyer
This section describes the conceptual design of a system that combines the advantages of
air vehicles and ground vehicles in a single system. While micro unmanned air vehicles
(MAV) have undisputed advantages over ground vehicles in their ability to freely move
over any kinds of terrain, in any type of environment, their major problem is the limited
amount of onboard power. Typical endurance of an MAV is of the order of 20 to 30
minutes. Ground vehicles, on the other hand, have much longer endurance because they
can carry substantial amount of batteries. A hybrid system is proposed that combines the
advantages of MAVs and ground vehicles in a single system.
The general concept of such a hybrid system is depicted in Figure 3-22. The
system consists of a ground rover and a hovering MAV attached to the rover by a tether.
The flyer is a hovering type MAV that is deployable from the rover and is retractable
back to the rover. The flyer is equipped with a side-looking camera and a down-looking
camera. The side-looking camera can be used to provide observations in different
directions from a point above the ground.
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Figure 3-22: Rover with personal tethered flyer concept
The down-looking camera can be used for several purposes: to provide visual coverage of
the rover from a point above the ground, to provide visual information for the flyer
attitude control (as will be described below) and for general-purpose visual surveillance.
Visual coverage of the rover from the flyer is done for the same purposes as described in
the previous sections: to facilitate remote operation of the rover and to facilitate obstacle
detection for the rover.
Different aircraft types can be used for the flyer, including conventional
helicopter, quad-rotor craft, ducted-fan MAV, and hovercraft. The following discussion
assumes the hovercraft type.
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Typical environments in which the use of such system can be advantageous
include urban areas and forested areas, as illustrated in Figure 3-23.
Figure 3-23: Applications of the hybrid system
The rover and the flyer parts of the hybrid system complement each other. The flyer can
be deployed at different altitudes to provide observation of objects/areas not observable
from the rover. At the same time, the rover can carry enough batteries to enable long
endurance for itself and for the flyer. As the flyer does not have to carry any batteries
onboard it in this system, it can be a very small and light aircraft. Assuming the
hovercraft type of the flyer, a typical concept of operation of such hybrid system would
be as follows: while the rover is stationary, deploy flyer => make observations => retract
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flyer => move rover to another place. A helicopter type flyer would have the advantage
of being able to follow the motion of the rover while deployed. Main advantage of a
hovercraft type flyer is the ease of implementation and the overall simplicity of the
system.
Different details of a hovercraft type flyer are illustrated in Figure 3-24. First of
all, it is important to have a non-zero tension in the tether, which will have stabilizing
effect. Non-zero tension is achieved by applying a somewhat excessive amount of
upward thrust. Excessive thrust applied on the outer rim of the tethered craft, as shown in
Figure 3-24 (a), will stabilize its attitude and altitude, while the altitude will be exactly
known from the known (measured in the rover) length of the deployed tether. If, as
depicted in Figure 3-24 (b), the craft is deflected from its vertical position, the tension in
the tether will have a non-zero horizontal component Th, which will tend to return the
craft to its position right above the rover. Figures 3-24 (c) and (d) illustrate some details
of the flyer deployment/retraction mechanism. The bottom part of the flyer has a round
conical shape to enable easy and robust reintegration of the flyer with the rover. When
the flyer is being retracted, it will slide into a round-shaped funnel on the upper surface of
the rover that matches the shape of the conical bottom part of the flyer, thus
compensating for possible misalignment. Both the deployment and the retraction of the
flyer are done by rotating a winch that deploys or winds up the tether. During both the
deployment and the retraction the flyer applies excessive upward thrust to keep a non-
zero tension in the tether. This ensures steady and controllable ascent/descent of the flyer
as well as proper alignment of the tether on the winch. In order to ensure contact of
electrical wires in the tether with the rover, a rotational sliding contact unit is used
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together with the winch (similar to ones used in pan/tilt cameras that allow for infinite
number of pan rotations of the camera).
I
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T
T
Th
(a) Hovercraft type flyer
(c) Deployment mechanism
(b) Stabilizing effect of tether tension
(d) Retraction mechanism
Figure 3-24: Hovercraft type flyer details
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Figure 3-25: Avionics architecture of the hybrid system
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Avionics architecture of the hybrid system is shown in Figure 3-25. Minimizing the
number of wires in the tether is important in order to minimize the weight of the tether.
Two wires are necessary to supply power from the rover's battery to the flyer. Two
additional wires are necessary to transmit video signals from the two cameras onboard
the flyer to the rover ("ground" wire is common for all signals and is implemented as a
braid to shield the two video wires). Total of four wires in the tether is sufficient. Wired
(rather than wireless) video transmission is desired in order to achieve high video quality.
All video processing is done onboard the rover, which eliminates the necessity of having
a large and heavy computer onboard the flyer. A miniature single-board SBC2000
computer (weighing about 40 grams) is sufficient. Additional communications between
the rover and the flyer are necessary to coordinate the control of both vehicles. This can
be done using wireless serial link between the vehicles in order to keep the number of the
wires in the tether at the minimum.
No inertial sensors are necessary in the flyer, because its attitude and altitude are
inherently stable due to the combination of excessive thrust and the tension in the tether.
Down-looking camera footprint
Figure 3-26: Using down-looking camera for flyer attitude control
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The flyer's altitude is exactly known from the known (measured in the rover)
length of the deployed tether. The orientation and the relative position of the flyer with
respect to the rover are measured from visual information obtained from the down-
looking camera. This task is alleviated by the specific shape of the rover, which is easily
recognizable against the background.
The hovercraft type of the flyer makes steady and controllable rotational motion
of the flyer easy to implement. One or two (for symmetry) blades actuated by servo
motor(s) can be used to deflect parts of the exhaust jet (which is close to the outer rim of
the craft) to initiate and control steady rotational motion.
In the absence of the ability for translational motion, one DC motor to produce
upward thrust is sufficient in the flyer. It is also desirable that the flyer be capable of
translational motion, because for large lengths of the deployed tether its stabilizing effect
is weak, and it may also be necessary to operate the system in windy conditions. Ability
for translational motion can be included in the flyer by either using additional DC motors
to produce sidewise thrust or by using extra servo motors to deflect parts of the main
exhaust jet sidewise. However, this is a matter of practical investigation, and for now this
question is left open. A helicopter type craft could be one possible solution for a flyer
with translational motion capability, but the problem with helicopter is that in order to
move sidewise, in general, the craft needs to rotate to change direction of motion.
Similarly, the problem with quad-rotor is that the craft needs to tilt to change direction of
motion.
The current state of the art of miniaturization of electronic components, video
cameras, DC motors, and servo-motors (given that no batteries are necessary onboard)
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makes it possible to build a small and very light craft that can be used as a flyer in this
hybrid system.
3.9 Chapter Summary and Conclusions
In this chapter, results of the design and development of avionics systems for vehicles in
the MDTPP system were presented. The main goal of the designed systems is to enable
cooperation between air and ground vehicles that can help to enhance the overall system
surveillance capability.
In Section 3.1, the goals of the MDTPP project were reviewed and a typical
MDTPP surveillance mission was analyzed to define the scope of operational capabilities
of mobile ground nodes in the distributed ground sensor network. Mobile ground nodes
can be particularly useful in urban areas and forested areas or similar types of
environments where direct deployment of sensors from an airplane may not be possible.
Mobile ground nodes can penetrate such areas after being deployed in their vicinity.
Given the objectives of a typical MDTPP mission, mobile ground nodes should be
remotely operated while they may possess a partial degree of autonomy for such tasks as
obstacle avoidance.
Different types of cooperative action between air and ground vehicles that can
help to enhance the overall system surveillance capability were discussed in Section 3.2.
The types of cooperative action chosen for design and practical implementation include
communication relay and visual coverage of ground vehicles from air vehicles. Specific
objectives of visual coverage of ground vehicles from air vehicles are to facilitate remote
operation of ground vehicles and to facilitate obstacle detection by ground vehicles, as
ground vehicles were found ineffective, using their forward-looking cameras, at the
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detection of obstacles below ground level such as holes in the ground, and additional
visual coverage from a point above ground, such as an aircraft, helps to resolve this
problem.
Section 3.3 presented the design and implementation of a testbed ground rover
used as a simulator of a mobile ground node of the distributed ground sensor network in
the MDTPP project. Detailed design of the rover's avionics hardware and software was
presented. Primary mission objective of the rover is to provide up-close visual
surveillance of objects of interest on the ground. As the rover is a part of the distributed
ground sensor network, all communications with the rover, including remote control of
the rover and image return from the rover are done over WLAN with retransmission via
other nodes of the distributed system.
In Section 3.4, a testbed aircraft was described that is used as a system delivery
vehicle in the MDTPP project. A mission scenario was detailed in which the aircraft
cooperates with the testbed rover by providing communication relay and visual coverage
of the rover.
In Section 3.5 an integrated camera platform was presented whose purpose is to
provide protection, shock absorption, and vibration isolation of the high zoom/pan/tilt
camera used onboard the testbed aircraft. The results of the test of the integrated camera
platform in flight conditions were presented.
Section 3.6 presented the detailed design of avionics system that is used in the
testbed aircraft. Unlike the mini vehicle of the PCUAV system, described in Chapter 2,
the MDTPP testbed aircraft is a large and stable aircraft, which makes it possible and
reasonable to use live color video at maximum frame rate to achieve as high video quality
as possible. Video streaming over digital communication media (WLAN) is used to
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achieve high video quality on the ground station. Two different state-of-the-art video
compression algorithms, MPEG-2 and MPEG-4, are used in the system in order to
compare experimental results that can be obtained with both algorithms in operational
conditions of the system. Two cameras are used in the system to provide visual coverage
of the testbed ground rover: high zoom/pan/tilt camera and low zoom/pan/tilt camera.
Both cameras are intended to do visual tracking of the rover simultaneously. The high
zoom camera will provide up-close view of the rover and a small amount of terrain
around the rover. The low zoom camera is included in the system to complement visual
information obtained from the high zoom camera by covering a larger area of the mission
site, which is necessary for global navigation of the rover.
The approach used for the design of visual tracking control system was discussed
in Section 3.7. Two tracking modes will be used: coarse tracking mode based on
differential GPS and accurate tracking mode based on pixel tracking. Coarse tracking
mode will be used for initial acquisition of the rover and will use data obtained from GPS
receivers installed on the aircraft and on the rover. Once the initial acquisition is done,
accurate tracking mode will be engaged. Accurate tracking mode will use image analysis
from the high zoom camera to calculate deviation of the image of the rover from the
center of the total image.
Section 3.8 presented conceptual design of a hybrid system that combines the
advantages of air vehicles and ground vehicles in a single system. While micro air
vehicles (MAV) have undisputed advantages over ground vehicles in their ability to
move freely over any kinds of terrain, in any type of environment, their major problem is
the limited amount of onboard power. Ground vehicles, on the other hand, have much
longer endurance because they can carry substantial amount of batteries. The proposed
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hybrid system consists of a ground rover with a hovering type MAV that is attached to
the rover by a tether and is deployable from and retractable back to the rover. The flyer
and the rover parts of the hybrid system complement each other: the flyer can be
deployed at different altitudes to provide observations of different objects from its side-
looking camera that are not observable from the rover. In addition to this, the flyer
provides visual coverage of the rover from its down-looking camera to facilitate remote
operation of the rover and to facilitate obstacle detection by the rover. At the same time,
the rover carries enough batteries to enable long endurance for itself and for the flyer. As
the flyer does not have to carry any batteries, it can be a small and very light craft. In
addition to this, the rover provides transportation capability for the flyer: it can deliver
the air vehicle to places the air vehicle would be unable to reach by itself, for example, to
enter buildings or different ground facilities.
The work described in this chapter demonstrated different ways in which
cooperation between air and ground vehicles can be used to enhance capabilities of multi-
vehicle systems. Specifically, air and ground vehicle cooperation was investigated in the
context of a multi-vehicle surveillance system designed to provide up-close visual
surveillance capability in areas not directly observable and not directly accessible from an
aircraft.
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Chapter 4
Conclusions
This thesis summarized the results of the design of avionics systems intended for use
onboard unmanned air and ground vehicles that are parts of cooperative multi-vehicle
systems designed to provide up-close surveillance capability from a large stand-off
distance. Cooperative action between air and ground vehicles was studied as a way of
enhancing the overall system surveillance capability. Cooperating vehicles can
complement each other's capabilities, including transportation, communications, and
sensing, to accomplish surveillance missions unattainable with single-vehicle systems.
Types of cooperative action that have been studied in the PCUAV project include
communication relay and simultaneous visual surveillance of objects/areas of interest on
the ground from air and ground vehicles. While small air and ground vehicles have the
advantage of being able to approach objects of interest on the ground for close inspection
and can obtain sensory information unobtainable from higher altitude vehicles, their
major limitation is short communication range. Larger air vehicles, such as the mini
vehicles in the PCUAV system, can provide retransmission of communication traffic
from/to small vehicles on the ground (or at small altitudes) and thereby extend the
communication range of small vehicles. At the same time, larger air vehicles can provide
visual surveillance capability from higher altitudes to cover larger areas, which would be
impossible to do from small vehicles operating on or close to the ground. Combination of
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all of these capabilities in a single multi-vehicle system proved very effective, which was
demonstrated by the PCUAV system.
Types of cooperative action that have been studied in the MDTPP project include
communication relay and visual coverage of ground vehicles from air vehicles. As in the
PCUAV project, communication relay by air vehicle(s) is done to extend communication
range of small ground vehicles and stationary ground sensors. The purposes of visual
coverage of ground vehicles from air vehicles are as follows. First of all, it facilitates
remote operation of ground vehicles. As the system is designed to operate at a distant
site, a ground vehicle cannot be directly seen by its operator, which makes the remote
operation of the vehicle a challenging task, even if live video from the vehicle's
camera(s) is available. This is especially true if the vehicle operates in an unknown
mission environment. Additional visual coverage of the ground vehicle from an air
vehicle would allow the operator to see the ground vehicle from above as well as some
amount of terrain around the ground vehicle, making the remote operation of the ground
vehicle much easier. The second reason for visual coverage of ground vehicles from air
vehicles is to facilitate obstacle detection by ground vehicles. Ground vehicles, using
their forward-looking cameras, are not very effective at the detection of obstacles below
the ground level, such as holes in the ground, and additional visual coverage from an air
vehicle helps to resolve this problem.
In the design of avionics systems in both projects emphasis was made on the use
of digital technologies in order to achieve high quality of the obtained visual information.
Specifically, combination of digital video and digital communications allowed to obtain
high video quality on a ground station.
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All avionics systems designed in both projects were tested in field tests. At the
time of the writing of this thesis, the MDTPP project is in progress. Flight tests with live
streaming video from the high zoom/pan/tilt camera onboard the testbed aircraft and the
remote control of the camera from the ground are being planned. Detailed design of
autonomous visual tracking control system is under way, which will be followed by flight
tests with autonomous visual coverage of the ground rover from the testbed aircraft.
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Appendix A
PCUAV Air Vehicles
Parent Vehicle Mini Vehicle Version I
Mini Vehicle Version II Avionics Testbed Airplane
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Appendix B
Link Equation
Link equation:
SNR = Eb - PLIGLLG'
No kTsR
where
SNR - signal to noise ratio
Eb - energy per bit
N, - noise spectral density
P - transmitter power
L, - line loss
G, - transmitter antenna gain
L, - space loss
La - transmission path loss
Gr - receiver antenna gain
k - Boltzmann constant
T- system noise temperature
R - data rate
Space loss is given by:
L, = (2,24xzS (B.2)
where
A - wavelength
S - range
As follows from equations B. 1 and B.2, practical ways of achieving longer
communication range S, while keeping constant value of signal-to-noise ratio SNR,
include increasing transmitter power P, increasing receiver antenna gain Gr increasing
transmitter antenna gain G,, and decreasing data rate R .
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Appendix C
MPEG Video Compression
This appendix briefly outlines main features of MPEG family of video compression
algorithms.
MPEG-1, the first in the family of MPEG video compression algorithms, was
designed to provide compression of non-interlaced video at the resolution of up to
352x288 (or 352x240) pixels, known as common intermediate format (CIF). MPEG-1
differs from JPEG type of compression in two major aspects. First big difference is the
use of temporal compression in addition to spatial compression, i.e., the use of
redundancy of visual information between consecutive frames for compression. Second
big difference follows from the first one - the use of motion estimation between frames.
MPEG-2 is an improved version of MPEG-1 that allows to achieve much better
compressed video quality. Both MPEG-I and MPEG-2 treat video stream as a sequence
of frames. Main differences between MPEG-2 and MPEG-I are as follows. MPEG-2
supports NTSC resolution of 640x480 (720x480) pixels. MPEG-2 has support for
interlaced video. Interlace is a scanning system used to increase the display flicker rate
(so that flicker is virtually unnoticeable) without increasing the bandwidth of the video
signal. The technique is to scan alternate lines of a frame in half a frame interval followed
by the remaining lines during the second half MPEG-2 also allows for better scalability
of video than MPEG-1.
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MPEG-4 is the most recent state-of-the-art video compression algorithm that
differs significantly from both MPEG-I and MPEG-2. Main difference of MPEG-4 is the
use of a different approach for video compression: unlike MPEG-I and MPEG-2, MPEG-
4 treats video stream as a sequence of objects rather than a sequence of frames. For
example, in a scene of a soccer game, every player and the ball are separate video
objects. The concept of an object in MPEG-4 can include not only video objects but also
objects of different nature including computer graphics objects, and text objects.
Independent coding techniques can be used for different types of objects, which are
optimized for efficient encoding of objects of a given type. One of the advantages of the
independent object encoding technique of MPEG-4 is the possibility of interaction with
objects. This feature makes MPEG-4 suitable for such applications as interactive
television and different sophisticated data retrieval systems, which can be controlled from
traditional computer peripherals including mice, keyboards, etc. Another distinctive
feature of MPEG-4 is its high error resilience. MPEG-4 was designed specifically to
work in error prone environments, such as transmission over wireless media.
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