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Deep learning networks are successfully used for object and face recognition in im-
ages and videos. In order to be able to apply such networks in practice, for example
in hospitals as a pain recognition tool, the current procedures are only suitable to
a limited extent. The advantage of deep learning methods is that they can learn
complex non-linear relationships between raw data and target classes without lim-
iting themselves to a set of hand-crafted features provided by humans. However,
the disadvantage is that due to the complexity of these networks, it is not possi-
ble to interpret the knowledge that is stored inside the network. It is a black-box
learning procedure. Explainable Artificial Intelligence (XAI) approaches mitigate
this problem by extracting explanations for decisions and representing them in a
human-interpretable form. The aim of this master’s thesis is to investigate different
XAI methods and apply them to explain how a deep learning network distinguishes
facial expressions of pain from facial expressions of emotions such as happiness and
disgust. The results show that the CNN has problems to distinguish between pain
and happiness. By the usage of XAI it can be shown that the CNN discovers fea-
tures for happiness in painful images, when the person shows no typical pain re-
lated facial expressions. Furthermore, the results show that the learned features of
the network are dataset-independent. It can be concluded that model-specific XAI
approaches seem to be a promising base to make the learned features visible for hu-
mans. This is on the one hand the first step to improve CNNs and on the other hand,
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Facial expressions are one of the most important human nonverbal signals in inter-
acting with other people and thus contribute to the emergence and maintenance of
social relationships (Frith, 2009). One of the tasks of facial expressions is to com-
municate emotions (Ambady & Rosenthal, 1992; Ekman & Rosenberg, 1997). Emo-
tions like happiness, anger, sadness, disgust, surprise, and fear are universal, which
means that the same facial expressions can be associated with these emotions across
different cultures (Ekman & Friesen, 1971). Especially when people are unable to ex-
press themselves verbally (e. g., through illness, accidents or congenital disabilities,
or due infancy), facial expression is often the only way for these people to express
emotions. For this reason, nursing staff in clinics and care facilities in particular are
required to observe patients closely in order to be able to read their emotions and
take action, if necessary. Due to the already significantly increased number of pa-
tients, especially in nursing homes, and the prognosis that more and more people
will be cared for in such facilities in the future (Statistisches Bundesamt, 2015), a pa-
tient’s facial expressions that are only monitored by people will not be manageable
in the long term. Additionally, humans often have problems in differentiating be-
tween pain and other facial expressions (Aviezer, Trope, & Todorov, 2012; Brahnam,
Chuang, Shih, & Slack, 2006). Therefore, in addition to the (classical) exploration
of emotions in a psychological context, research into a technical solution for distin-
guishing emotions and pain has gained greater importance in the last decade. A
system, which uses explainable artificial intelligence (XAI) to describe how pain dif-





In this chapter, the theoretical background relevant for this master’s thesis is de-
scribed. First, the psychological constructs of emotions and pain are considered.
This is followed by a description of deep learning networks. At the end of this
chapter, the theoretical principles of XAI methods used in this master’s thesis are
explained.
2.1 Psychological Constructs of Pain and Emotions
In the following section the constructs of pain and emotions will be presented and
distinguished from each other. Then, a short overview about measurements of pain
and emotions in research and practical settings is provided.
2.1.1 Emotions
Plutchik (1982) defined emotion as an inferring complex sequence of reactions to a
stimulus including cognitive evaluation, subjective changes, autonomous and neu-
ronal arousal, impulses for action and behaviour. This has an effect on the stimulus
that initiated the complex sequence. Emotions are one of the key characteristics for
human experience (Vytal & Hamann, 2010). Emotional experiences permeate every
area of (mental) life (Kassam, Markey, Cherkassky, Loewenstein, & Just, 2013). They
have influence on the content and type of thoughts (Clore & Huntsinger, 2007), on
decisions and actions (Damasio, 1994; Overskeid, 2000), and on memory and per-
ception (Phelps, 2004; Phelps, Ling, & Carrasco, 2006; Scott et al., 1997). Therefore it
is necessary and important to characterize the structure of emotional experience (Vy-
tal & Hamann, 2010). The discrete emotion theories based on the work of Darwin
(1873). His ideas were later taken up, expanded and made empirically accessible
by Ekman (1971) and represent one possibility of the characterization of emotions.
Their approach is based on a set of emotions that is universally valid, meaning that
these emotions can be expressed and interpreted identically all over the world (Ek-
man & Friesen, 1971). These emotions are called basic emotions: happiness, anger,
sadness, disgust, surprise, and fear (Ekman & Friesen, 1971). The facial expressions
associated with these emotions (Ekman & Friesen, 2003; Friesen & Ekman, 1983) are
listed in Table 2.1.
2.1.2 Pain
Merskey and Bogduk (2012, p. 209) describe pain as “an unpleasant sensory and
emotional experience associated with actual or potential tissue damage, or described
in terms of such damage.” Pain has the function of demanding attention and thus
stimulating and maintaining escape, recovery and healing (Williams, 2002). Without
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TABLE 2.1: Facial expressions of the six basic emotions with corre-
sponding AUs (Ekman & Friesen, 2003; Friesen & Ekman, 1983).
Emotion Action units Description
Happiness 9+12 Nose wrinkler, lip corner puller
Sadness 1+4+15 Inner brow raiser, brow lowerer, lip corner de-
pressor
Surprise 1+2+5+26 Inner brow raiser, outer brow raiser, upper lid
raiser, jaw drop
Fear 1+2+4+5+7+20+26 Inner brow raiser, outer brow raiser, brow low-
erer, upper lid raiser, lid tightener, lip stretcher,
jaw drop
Anger 4+5+7+23 Brow lowerer, upper lid raiser, lid tightener, lip
tightener
Disgust 9+15+16 Nose wrinkler, lip corner depressor, lower lip
depressor
pain, human life would be significantly shorter (Wall, 1999) or, as Damasio (1994)
concluded: Pain increases the probability of survival. Facial expressions serve as
a person’s behavioural resource to express pain and at the same time can be per-
ceived as being in pain by other people (Prkachin, 2009). Pain therefore has a very
important social component, as the expression of pain triggers social reactions such
as empathy, care, and nursing (Williams, 2002). Moreover, almost the same Action
Units (AUs) are involved in the facial expression of pain as in that of disgust (Kunz,
Peter, Huster, & Lautenbacher, 2013). Despite this, the study by Kunz et al. (2013)
showed that people are able to judge whether the person shown expresses pain or
disgust on the basis of facial expressions in pictures even without contextual infor-
mation. In contrast to this, Aviezer et al. (2012) and Brahnam et al. (2006) found out
that the abilities of humans to distinguish between pain and other facial expressions
without context information is quite bad. One explanation for these different results
is that unlike emotions such as happiness, where certain AUs are activated, pain
in highly inter-individual. These inter-individual clusters of pain are displayed in
Figure 2.1. This results in various facial expressions of pain (Kunz & Lautenbacher,
2014).
2.1.3 Measurement of Pain and Emotions
Emotions can be represented by the facial expression of a person (Duchenne, 1990).
These facial expressions represent an important measure for the study of emotions,
social interactions, communication, personality and development of people, espe-
cially children (Ekman, Huang, Sejnowski, & Hager, 1993; Ekman & Rosenberg,
1997; Ekman & Oster, 1979). In the expression of emotions through a person’s fa-
cial expressions, there are various distinctions to make. Thus emotions can be rep-
resented by facial expressions, although the person does not feel the emotion at all
(Ekman, 1993). The French anatomist Duchenne de Boulogne was the first to de-
scribe the differences in facial expressions with real and played joy (Ekman, David-
son, & Friesen, 1990). The Duchenne smile named after him (Ekman, 1989) differs
from a played smile in that besides the contraction of the zygomaticus major mus-
cle, which is needed to pull up the corners of the mouth to a smiling mouth, the
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FIGURE 2.1: Different expression of pain, depending on inter-
individual differences (Graphic from Kunz and Lautenbacher (2014)).
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orbicularis oculi muscle, which reduces the eye opening, is also activated. Besides
the facial pretence of emotions, there is also the possibility that people feel emo-
tions but do not express them through facial expressions (Ekman, 1993). There are
also inter-individual differences in the facial expression of emotions (Ekman, 1993).
Besides, muscle movements in the face are more or less intense depending on the
emotion and strength of the emotion (Aviezer et al., 2012). In research, the Facial
Action Coding System (Friesen & Ekman, 1978) is a quantitative approach to encode
these differences in facial expressions. For this, AUs are used, which describe spe-
cific muscle movements in the face. Other ways to objectively measure emotions
are through the use of videos, functional magnetic resonance imaging or electroen-
cephalography (Bartlett, Hager, Ekman, & Sejnowski, 1999).
Four types of measurements are commonly used in research in assessing pain:
psychophysical methods, rating scale methods, magnitude estimation procedures,
and in the behavioural way, the measurement of performance in different tasks.
The Facial Action Coding System can also be used to measure the facial expres-
sion of pain (Craig, Prkachin, & Grunau, 1992). In clinical settings, self-report in the
form of questionnaires (e.g., Visual Analogue Scale for Pain (McCormack, David, &
Sheather, 1988), Numeric Rating Scale (Downie et al., 1978)), pain diaries (e.g, de Wit
et al. (1999)) or verbal descriptions (e.g., Gracely, McGrath, and Dubner (1978)) has
prevailed to measure pain (Werner et al., 2014).
2.2 Machine Learning for Facial Expression Analysis
In addition to the classical objective measurement methods in pain and emotion re-
search, which often require complex human analysis, the use of machine learning
methods has been researched and continuously improved in recent years to an auto-
matic and thus time-saving alternative to the classical methods (Bartlett et al., 1999).
In machine learning, emotion recognition using facial expressions is a subfield of
social signal processing (Pitaloka, Wulandari, Basaruddin, & Liliana, 2017). Using
machine learning, classifiers can learn by induction (Sebastiani, 2002). This means
that the classifier learns patterns using examples. A great advantage of machine
learning is that the classifier learns automatically, thereby a complex manual gener-
ation of a classifier by human experts is not necessary (Sebastiani, 2002). To define
learning as a description about the improvements a computer program can make by
itself, Mitchell (1997, p. 2) says that
“A computer program is said to learn from experience E with respect
to some class of task T and performance measure P, if its performance at
tasks in T as measured by P, improves with experience E.”
One type of task T is classification. Here the computer program has to solve the
problem to which of k categories some input data belongs (Goodfellow, Bengio, &
Courville, 2016). For this, the learning algorithm should produce a function f :
R
n → {1, ..., k}. When using y = f (x), the program assigns an input, which is
described by the vector x, to a category y (Goodfellow et al., 2016). The category
y is described by a numeric value (e.g., 0 =car, 1 =house). The experience E, a
computer program can make depends on the approach for learning task. One ap-
proach is supervised learning (Goodfellow et al., 2016). Here, the datasets which
are used by the computer program for training, are labeled. This means that the
computer program is supervised through the information to which class the data
belongs. Classification tasks are often found in object recognition (Goodfellow et al.,
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2016). Object recognition (Krizhevsky, Sutskever, & Hinton, 2012; LeCun et al., 1990;
Ioffe & Szegedy, 2015) and one subcategory of it, face recognition (Parkhi, Vedaldi,
& Zisserman, 2015) is nowadays very successfully implemented using deep learning
approaches (Krizhevsky et al., 2012; Matsugu, Mori, Mitari, & Kaneda, 2003). Deep
learning represents a specific approach of machine learning (Goodfellow et al., 2016).
It belongs to the so-called ‘representation-learning methods’, which means that these
systems are fed with raw data and they automatically and independently learn the
representations necessary for classification (LeCun, Bengio, & Hinton, 2015). This
distinguishes deep learning from conventional machine learning methods, which
require careful and elaborate feature extraction to bring the raw data into a suitable
format for learning (LeCun et al., 2015). In many machine learning applications like
image analysis, the input usually consists of multidimensional data arrays and the
kernel is usually a multidimensional array of parameters (Goodfellow et al., 2016).
The performance measure P as described by Mitchell (1997) can be, for example, the
measurement of accuracy.
Machine learning, especially deep learning, was able to improve greatly in the re-
cent years due to technological improvements such as the availability of high-speed
GPUs (Samek, Wiegand, & Müller, 2017), the availability of large amount of data,
and the development of open software frameworks such as Caffe (Jia et al., 2014)
or Tensorflow (Abadi et al., 2016). Therefore, deep learning approaches like Con-
volutional Neural Networks (CNNs) have a large impact in the field of computer
vision research (Parkhi et al., 2015). Since 2009, deep learning networks won many
international contests in pattern recognition (Schmidhuber, 2015).
2.2.1 Convolutional Neural Networks
LeCun (1989) described a foldable artificial neural network, a Convolutional Neural
Network, for the first time in the late 1980s. CNNs belong to the feedforward neural
networks (Goodfellow et al., 2016). To understand CNNs, first a short overview
about feedforward neural networks is given. After that, the specific assumptions for
CNNs are explained.
Feedforward neural networks approximate a function F∗. As an example, a clas-
sifier y = f ∗(x) is given, which assigns an input x to a category y (Goodfellow et al.,
2016). Feedforward thus describes the information flow through network (Good-
fellow et al., 2016). In this example, a feedforward network defines a mapping
y = f (x; θ) and learns the values of the parameter θ, which represent an approx-
imation of the best function. Feedforward neural networks are able to distinguish
data which are not linear separable (Dreiseitl & Ohno-Machado, 2002). They use a
transformed input φ(x), where φ represents a non-linear transformation of the data
x. When using deep learning, a neural network contains not only one f (x) function,
but several functions that are built in layers. For example, a function f (x) with three
layers consists of the form f (x) = f (3)( f (2)( f (1)(x))) (Goodfellow et al., 2016). The
more layers, the deeper the network.
In contrast to classical (deep) feedforward neural networks, which use matrix
multiplication as the basis for their calculations, CNN uses convolutions (Goodfel-
low et al., 2016). The components which are specific for a CNN are convolutional
layers, pooling layers, and fully-connected layers (LeCun et al., 2015). In the con-
volutional layers, calculation is done using convolution (see Figure 2.2). This is
achieved by using a filter (the notation ‘kernel’ or ‘feature detector’ is also used),
which scans over a given image. In doing so, matrix multiplication is used and the
results are written into a feature map (LeCun et al., 2015). Convolutional layers can
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FIGURE 2.2: Convolution: A filter matrix (left) is multiplied with the
pixel values of a binary image (middle). The results of the multiplica-
tion is stored into a feature map (right) (Graphic inspired by 1).
be seen as feature extractors (Lin, Chen, & Yan, 2014) which makes it possible to have
an end-to-end system which detects the features automatically and trains a classifier
using these features.
In the example displayed in Figure 2.2, the operation is done in 2D. Using RGB
images, three 2D arrays are used, including width and height informations for every
colour channel (LeCun et al., 2015).
The resulting output of a convolutional layer is passed through a activation func-
tion (LeCun et al., 2015). Nowadays, the rectified linear unit (ReLU) activation func-
tion is mostly applied (Goodfellow et al., 2016; Jarrett, Kavukcuoglu, Ranzato, & Le-
Cun, 2009). Krizhevsky et al. (2012) describe this activation function as a non-linear,
non-saturating function in the form of
f (x) = max(0, x), (2.1)
where f(x) returns zero when x < 0 and f (x) returns x when x ≥ 0 . Deep neu-
ral networks using ReLUs have significantly shorter training times than saturating
non-linearities (Krizhevsky et al., 2012). Another activation function is the softmax
activation. It is often used in the last layer of a CNN (Goodfellow et al., 2016) to
reflect the probability distribution of n classes. The softmax activation is formulated
as




where z is a vector of the inputs to the last layer (output layer) and i indexes the
inputs of the vector z.
A convolution layer is followed by a pooling layer. Pooling layers are used in
CNNs to reduce the dimensionality and therefore the number of parameters in the
network. This leads to shorter training time and helps to reduce overfitting. Over-
fitting can be seen as “memorizing the training cases” (Dreiseitl & Ohno-Machado,
2002, p. 254). One of the used pooling methods is max pooling (Y. Zhou & Chellappa,
1http://deeplearning.stanford.edu/wiki/index.php/Feature_extraction_using_convolution
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FIGURE 2.3: Max pooling: Using a 2× 2 pooling filter with stride of 2
leads on the feature map (left) to a reduced max pooling map (right).
The highest value for each region is used as input for the max pooling
map (Graphic inspired by 2).
1988). Here, the max values of different regions of the feature map are extracted and
written into a max pooling map. The extracting of the max values is done by a filter
which does not overlap regions. To guarantee a non-overlapping filter of size z× z,
a stride which is defined as s = z is used (Krizhevsky et al., 2012). For example, to
scan the feature map with a filter size of 2× 2, a stride of 2 is necessary to ensure no
overlapping regions (see Figure 2.3).
In a classical (deep) feedforward neural network, all layers are fully connected,
which means that each neuron of the previous layer is connected to the following
layer. In contrast, only the last layers in a CNN are fully connected layers. These
layers are used to calculate the class score in a classification task.
Beside the architecture of a CNN, there are some relevant techniques which are
important to make the network learn. According to Goodfellow et al. (2016), four
things are essential to build a deep learning algorithm DL: specification of a dataset
d, a cost function cost_ f unc, an optimization procedure opt, and a network model m
(e.g., CNN). In a semi-formalized description it can be said:
DL(x) = d(x) + m(x) + cost_ f unc(m(x)) + opt(cost_ f unc(m(x))), (2.3)
where the cost function is applied to the model and the optimization is used to min-
imize the cost function.
A cost function (sometimes referred to as ‘error function’ or ‘loss function’) is a
function that quantifies the difference between the expected and actual outputs of a
CNN. One cost function, used in deep learning for multi-class classification task is
cross-entropy, formulated as
H(P, Q) = −Ex∼P log Q(x) = −∑
x
P(x) log Q(x) (2.4)
2https://www.quora.com/What-is-max-pooling-in-convolutional-neural-networks
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where P stands for the true distribution and Q stands for the distribution predicted
by the model. The expectation of f (x) with respect to P(x) is denoted as Ex∼P.
To minimize the output of the cost function, optimization is needed. To optimize
the layer weights during the training phase of a CNN and therefore to reduce the
output of the cost function, backpropagation is used (Simonyan, Vedaldi, & Zisser-
man, 2014). The idea of backpropagation is not specific for CNNs and can also be
used for calculation of other functions (Goodfellow et al., 2016). The choice of the
backpropagation method depends on the used cost function and the used network
model (LeCun, Bottou, Orr, & Müller, 1998). Backpropagation is used to calculate a
gradient (Goodfellow et al., 2016). The gradient represents the rate at which the costs
C change with respect to weights and biases 3. Therefore, the gradient represents the
direction of steepest change ∇C(x, y). The gradient is needed to apply a gradient-
based optimization function to update the weights. In general, optimisation meth-
ods can be categorised based on whether fixed or adaptive learning rates are used.
As an optimization method with fixed learning rates, stochastic gradient-descent
(SGD) is nowadays often used (Goodfellow et al., 2016). A common approach using
adaptive learning rate is the adaptive moment estimation (Adam), introduced by
Kingma and Ba (2014).
Besides using pooling layers to reduce the danger of overfitting, regularization
techniques are used to prevent the network model from adapting itself overly on the
training set and performing poorly on unseen data. Goodfellow et al. (2016, p. 117)
defined regularization as
“any modification we make to a learning algorithm that is intended
to reduce its generalization error but not its training error.”







i.e. the sum of the squared weights w. λ serves in this formula as regularization
rate and is therefore also called ‘weight decay’. It reduces the weight vector by a
constant factor (Goodfellow et al., 2016). If the values for λ are very high, the effect
of regularization is very small. This leads to too much weight w being added, re-
sulting in underfitting. When if λ is very small, the coefficients will shrink towards
zero. This formula is added as a penalty to the cost function. Another approach to
prevent overfitting is to use dropout (Srivastava, Hinton, Krizhevsky, Sutskever, &
Salakhutdinov, 2014). The idea here is to drop out (randomly) neurons in a network,
i.e. to remove the neuron with all of its incoming and outgoing connections (see
Figure 2.4).
2.2.2 VGG Face
The VGG Face architecture, described by Parkhi et al. (2015), is a CNN which is spe-
cialized in face recognition. It is based on the architecture of the VGG (named after
the research group which invented it: Visual Geometry Group4), which was first de-
scribed by Simonyan and Zisserman (2014). VGG Face was trained on a collected
3The backpropagation algorithm is often misunderstood, because backpropagation does not repre-
sent the entire learning algorithm for the CNN. Instead, the gradient-based optimization method uses
the gradient calculated by backpropagation for learning (Goodfellow et al., 2016).
4https://www.robots.ox.ac.uk/~vgg/
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FIGURE 2.4: (a) shows a neural net consisting of two hidden layers
with fully connected neurons. (b) shows the same network after us-
ing dropout as regularization technique which leads to a reduction
of the complexity of the network (Graphic from Srivastava, Hinton,
Krizhevsky, Sutskever, and Salakhutdinov (2014)).
dataset of face images of celebrities. This dataset was created by using the Internet
Movie Data Base to get a ranked celebrity list of actors. In the end, 1,635,159 images
of 2622 actors were collected. The images contained profile shots as well as frontal
shots. For testing, the Labelled Faces in the Wild (LFW) and YouTube Faces in the
Wild (YTF) (Wolf, Hassner, & Maoz, 2011) dataset were used. LFW contains 13,233
images of 5749 persons. The YTF dataset contains 3425 videos of 1595 persons. The
videos are from the video-sharing platform YouTube 5. The VGG Face architecture
consists of six different stages (see Figure 2.5). On the first stage, the input of the face
images have a size of 224× 224 pixels. The image size is reduced from stage to stage
to in the end 7× 7 pixels. The last stage of the VGG Face architecture includes three
fully connected layers. The last fully connected layer consists of 2622 neurons. The
high number of neurons in the last layer is explained by the fact that 2622 different
prominent persons should be classified in the original use of the VGG Face model.
The number of neurons in the last layer can be adjusted for the respective classifi-
cation task. The activation function of the last layer is ‘softmax’ to scale the output
values in a range between 0 and 1. In the other fully connected layers and in the
convolutional layers, ReLU activation function is used.
2.2.3 Data Augmentation
One reason for the great success of CNNs lies in the efficient use of GPUs and Re-
LUs and the use of regularization techniques such as dropout (LeCun et al., 2015).
Additional to these aspects, the larger the dataset, the more effective is the model
training (Perez & Wang, 2017). Therefore, techniques to enlarge datasets and then
use them for training the deep learning models also make an important contribution
(LeCun et al., 2015). This techniques are summarized under the term data augmen-
tation. By data augmentation, methods to change images using transformations are
meant (Chatfield, Simonyan, Vedaldi, & Zisserman, 2014). These transformations
do not change the underlying class and can therefore be used as a way to extend
5https://www.youtube.com
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FIGURE 2.5: VGG Face architecture as described in Parkhi, Vedaldi,
and Zisserman (2015).
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FIGURE 2.6: Influence of different data augmentation techniques on
images (Graphic inspired by 6).
datasets by adding further examples (Chatfield et al., 2014). Some of the common
data augmentation techniques used in deep learning are rotation, scaling, transla-
tion, flipping and cropping (Chatfield et al., 2014; Hauberg, Freifeld, Larsen, Fisher,
& Hansen, 2016) (see Figure 2.6).
2.3 Explainable Artificial Intelligence for Deep Learning Net-
works
Although deep learning models are used very successfully in various domains in-
cluding image classification, one disadvantage of the methodology remains: due to
the non-linear structure, deep learning is a black box, i.e. it is not comprehensible
to people, especially laymen, how the trained network makes its decisions (Samek
et al., 2017). This trade-off between accuracy and interpretability is a fundamental
theme of all machine learning approaches. For example, it is shown that rule-based
systems or expert systems are easy for humans to interpret, but are often not very
accurate (Selvaraju et al., 2016). When CNNs are used, this interpretability is aban-
doned in favour of a higher accuracy, which is achieved by a stronger abstraction.
Stronger abstraction means the addition of more than one layer to the network (Sel-
varaju et al., 2016). To compensate for the loss of interpretability, there is the possibil-
ity of using post-hoc methods for CNNs after a network has been trained, explaining
“why they predict what they do” (Selvaraju et al., 2016, p. 2). Post-hoc methods fo-
cus more on the understanding of the results of a machine learning approach than
to the understanding how a model works (Lipton, 2017). Six of these post-hoc ap-
proaches are presented in more detail in this master’s thesis. First, six model-specific
6https://github.com/aleju/imgaug
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FIGURE 2.7: Structure of the deconvnet (left), which inverts the given
structure of a CNN (right) (Graphic from Zeiler and Fergus (2014)).
approaches for deep learning networks: deconvnet, backpropagation, guided back-
propagation, Grad-CAM, guided Grad-CAM, and Layer-wise relevance propaga-
tion (LRP) are presented. Following this, one model-agnostic approach, Local Inter-
pretable Model-agnostic Explanations (LIME) is presented.
2.3.1 Deconvnet
The deconvnet approach was first used to perform supervised learning (Zeiler, Tay-
lor, & Fergus, 2011). Zeiler and Fergus (2014) describe another way of usage of the
deconvnet approach: to visualize the given activations of a feature map of CNNs.
Here, deconvnet inverts the direction flow of a CNN (Springenberg, Dosovitskiy,
Brox, & Riedmiller, 2014) (see Figure 2.7). For this, an input image is presented to
the CNN to compute the features. To reconstruct a specific activation of a specific
neuron in a specific layer, all other activations are set to zero in this layer of the CNN
(see Figure 2.8). The resulting feature map is then given to the deconvnet. Three
procedures, namely unpooling, rectification and filtering are applied on this given
feature map. Unpooling is done using switches (see Figure 2.9). During the forward
pass of the CNN, in the max pooling step the information about the location of the
highest value is getting lost. The switches prevent this information loss by storing
the locations of the max values. These switches are used by deconvnet to reconstruct
these locations. As the CNN uses ReLU activations, in the step of rectification in the
deconvnet the reconstructed map is also passed through a ReLU activation. This is
formulated as
Rn = Rn+1 · (Rn+1 > 0), (2.6)
where Rn stands for the approximate feature map construction (Simonyan et al.,
2014). In the last step of each deconvnet, filtering is applied. In the CNN, filters are
used in the convolutional layers. To reconstruct the information using deconvnet, a
transposed filter (flipping each filter vertically and horizontally) is used to ‘uncon-
volve’ the feature maps constructed by the CNN. The transposed filter is applied
on the rectified maps constructed by the rectification step before. The deconvnet
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FIGURE 2.8: In the forward pass of a CNN a feature map is gener-
ated. To reconstruct the activation of a neuron, all neurons except
one are set to zero before the backward pass using deconvnet is done
(Graphic inspired by Springenberg, Dosovitskiy, Brox, and Riedmiller
(2014)).
FIGURE 2.9: Before creating pooled maps in the CNN (right), switch
variables including the location of the max values before the pooling
are saved (middle). These switches are used by deconvnet to recon-
struct the locations in the unpooling step (left) (Graphic from Zeiler
and Fergus (2014)).
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method is applied to every layer of in the CNN until the input pixels of the images
are reached. The resulting map represents the parts of the image which activate the
non-zero neuron at most.
2.3.2 Backpropagation
As Simonyan et al. (2014) stated, their backpropagation approach to visualize neuron
activations in CNNs can be seen as a generalization of the deconvnet approach. In
their approach, Simonyan et al. (2014) describe that two types of visualizations are
possible by calculating the gradient of a class:
1. Generating an image that maximizes the class values
2. Generating a saliency map that refers to a specific image of a specific class
For this master’s thesis, the second kind of visualization is used. Here, Simonyan
et al. (2014) create saliency maps which are specific to the image, meaning that the
saliency map highlights the areas of the given image that are discriminative for the
given class. This is achieved by ranking the pixels of an image I0. The ranking is
based on the influence of the pixels on the class score function Sc(I) of a class c of a
CNN. The class score function Sc(I) is a non-linear function of image I. To approx-
imate the non-linear function Sc(I) locally for I0, a first-order Taylor expansion is
performed:
Sc(I) ≈ w
T I + b. (2.7)










Simonyan et al. (2014) mentioned that the derivative of the class score can be inter-
preted as the magnitude in which pixels needs to be changed to affect the class score
Sc(I) the most. These pixels can then be considered relevant for the object local-
ization in the image. The procedure is very similar to the deconvnet approach (see
Figure 2.7). The difference to deconvnet is the use of the ReLU function. For the
ReLU rectification layers Xn+1 = max(Xn, 0), the sub-gradient looks like this:




. To represent the saliency map M ∈ Rm×n (m rows and n
columns) for an image I0 of a class c, the derivative w is found using backpropaga-
tion. Then the saliency map is generated by rearranging the elements of the vector
w. When using RGB images, as this master’s thesis does, the maximum magnitude
of w across all colour channels is used. Formally, this is described by
Mij = max|wh(i,j,c)|, (2.10)
where c stands for the colour channel of the pixel (i, j) of an image I. The index
h(i, j, c) refers to the element of w that corresponds to colour channel c of pixel (i, j).
The saliency map is visualized for the highest scoring class (Simonyan et al., 2014)
(see Figure 2.10). The computation to create an image-specific saliency map is not
time consuming, because only one backpropagation pass is required (Simonyan et
al., 2014).
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FIGURE 2.10: Backpropagation: Image specific saliency map for the
highest scoring class (Graphic from Simonyan, Vedaldi, and Zisser-
man (2014)).
2.3.3 Guided Backpropagation
An alternative approach that combines the idea of backpropagation and deconvnet
is called guided backpropagation (Springenberg et al., 2014). Springenberg et al.
(2014) experimented with new CNN structures without max pooling. To get an im-
pression of how their new CNN worked, they used deconvnet to visualize the fea-
ture maps of different layers. When doing so, they determined that the deconvnet
approach does not work well on CNNs without max pooling, because one important
step in the deconvnet process is the unpooling of the feature map. Therefore, Sprin-
genberg et al. (2014) worked out another approach to visualize the predictions of a
CNN which works without max pooling. Guided backpropagation also uses a ReLU
function. Here, the negative gradients from the top layer (as used in deconvnet) and
the negative gradients of the bottom layer (as used in backpropagation) are used by
guided backpropagation to mask out all these negative values. This combination is
formulated as:
Rn = Rn+1 · (Xn+1 > 0) · (Rn+1 > 0). (2.11)
Therefore, the guided backpropagation method only uses positive values for pos-
itive activations. An overview about the differences of the ReLU functions of the
backward step used in the approaches of deconvnet, backpropagation, and guided
backpropagation is given in Figure 2.11.
2.3.4 CAM and (Guided) Grad-CAM
Whereas the deconvnet, backpropagation, and guided backpropagation methods
(Simonyan et al., 2014; Springenberg et al., 2014; Zeiler & Fergus, 2014) ignore the
fully-connected layer of a deep learning network, CAM uses also these layers and
thus give a complete view of the whole CNN (B. Zhou, Khosla, Lapedriza, Oliva,
& Torralba, 2016). CAM stands for Class Activation Mapping (B. Zhou et al., 2016).
CAM uses global average pooling, which was described by Lin et al. (2014), who
uses them in their novel deep learning structure. The global average pooling allows
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FIGURE 2.11: Different ReLU functions used by deconvnet, back-
propagation and guided backpropagation method (Graphic from
Springenberg, Dosovitskiy, Brox, and Riedmiller (2014)).
it to identify exactly the regions of an image which are important for class discrim-
ination (B. Zhou et al., 2016). The main technique used by CAM is called class acti-
vation mapping (B. Zhou et al., 2016). Here, global average pooling is used on the
last convolutional feature map. The features generated this way are the input for the
fully connected layers which then create the classification output. In the case of a
softmax activation in the last fully connected layer of a CNN, the activation of unit k
is represented as fk(x, y) at a spatial location (x, y). For unit k, the result of the global





k is the weight for class c in unit k. This weight is important, be-
cause it is the indicator for the importance of Fk for class c. The bias term is ignored
in this formula. Comparable to Equation 2.2, the output Pc of the softmax activation





Now the CAM Mc for class c is a combination of the global average pooling Fk and
the input to the softmax Sc and can defined for each spatial element as the following:
Mc(x, y) = ∑
k
wck fk(x, y). (2.13)
Sc can be seen as ∑x,y Mc(x, y). Therefore, Mc(x, y) can be interpreted as the im-
portance of the activation at spatial grid (x, y) which leads to the classification c. In
other words, the CAM is a weighted linear sum of visual patterns at different spa-
tial locations (for a resulting example visualization see Figure 2.12). Grad-CAM is a
generalization of the CAM approach (Selvaraju et al., 2016). While the use of CAM
is limited to a few specific CNNs, Grad-CAM can be applied to any CNN model. In
summary, the calculation of the score yc for each class for CAM can be formulated

















This results in the feature map LcCAM ∈ R
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FIGURE 2.12: Highlighting of the important discriminative image re-
gions to classify a briard using CAM (Graphic from B. Zhou, Khosla,
Lapedriza, Oliva, and Torralba (2016)).












gradients via backpropagation, i.e: yc
. (2.16)









Different to deconvnet (Zeiler & Fergus, 2014), backpropagation (Simonyan et al.,
2014), and guided backpropagation (Springenberg et al., 2014), the approach of guided
Grad-CAM (Selvaraju et al., 2016) not only highlights fine-grained details in the im-
age but are also class discriminative (see Figure 2.13). To achieve this, the heatmaps
generated with Grad-CAM and backpropagation are multiplied pointwise (Selvaraju
et al., 2016).
2.3.5 Layer-wise Relevance Propagation
The LRP method, introduced by Bach et al. (2015) is another model-specific XAI ap-
proach for deep learning networks. It uses pixel-wise decomposition as its main
concept, combined with layer-wise relevance propagation (Bach et al., 2015). The
general idea of pixel-wise decomposition is to look at the impact of each input pixel
x(d) of an input image x to the prediction f (x). One possibility to do that is to seg-
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FIGURE 2.13: The first row shows the visualization for the class
‘cat’, the second row the visualizations for the class ‘dog’. Origi-
nal image (first column). Improvement in class discrimination using
Grad-CAM (third column) instead of guided backpropagation (sec-
ond column). Improvement of class discrimination and resolution
using Guided Grad-CAM (fourth column) (Graphic from Simonyan,
Vedaldi, and Zisserman (2014)).
Rd < 0 can be interpreted as evidence against the structure which should be classi-
fied, and Rd > 0 otherwise. The resulting Relevance Rd for each input pixel x(d) can
be visualized in a heatmap by mapping every Rd to a colour space (Bach et al., 2015).
LRP is an approach to achieve a pixel-wise decomposition as denoted in Equation
2.18. Here it is important to mention that LRP is not an algorithm which can be
applied on neural networks. Instead, LRP defines constraints which have to be ful-
filled when trying to calculate the importance of pixels to a classification result of a
neural network (Bach et al., 2015). These constraints are described in Equation 2.23
and Equation 2.24. Before the LRP approach for the entire network is explained, the
function of LRP on a single neuron j is described (Lapuschkin, Binder, Müller, &
Samek, 2017): A neuron j gets a relevance score Rj from the higher layer. This rel-
evance score is distributed proportionally to the contribution of the input neurons i






zij is measuring the contribution of neuron i to the activation of neuron j. zj rep-
resents the aggregation of all forward messages zij over i at j. The relevance value










Ri←j = Rj. (2.21)
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FIGURE 2.14: Forward pass in a multilayer neural network which
results in a classification f (x) (left). Calculating the layerwise rele-
vance R
(l,l+1)
i←j between a neuron i and a neuron j using the sink neu-
ron R
(l+1)
j and a source neuron R
(l)
i (right) (Graphic from Bach et al.
(2015)).
With these formulas, it is possible to calculate the importance of pixels to a classifi-
cation result of a neural network (Bach et al., 2015):















d stands for the relevance score for each dimension z
(l+1)
d of the layer
l + 1, modeled by the vector z. The last layer is represented as f (x) and the first
layer of the network as R
(1)
d . The relevance of each neuron of the network except









It should be noted that the term ‘input’ refers to the direction during classification,









which represents the sum over the sources at layer l for a fixed neuron k at layer l + 1.
In comparison, Equation 2.23 represents the sum over the sinks at layer l + 1 for a
fixed neuron i at a layer l. A visualization of the important components of LRP is
displayed in Figure 2.14. The neuron activation of xj represents a non-linear function
of zj. The pre-activations zij measure the relative contribution of each neuron xi to










A disadvantage of equation 2.25 is that for small zj, relevance values Ri←j can take on
unbounded values. To counteract this, a stabilizer ε ≥ 0 can be used. The Equation
















j zj < 0
(2.26)
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In practice, the LRP method is often stabilized using a αβ-rule. It is possible to define















The usage of α and β have the advantage through the stabilizing effect that they
make it possible to visualize not only positive but also negative activations of pix-
els. The strength of the influence of negative and positive portions can be controlled
with the choice of the respective α and β value (Bach et al., 2015; Montavon, Samek,
& Müller, 2017). Besides these parameters, Kohlbrenner (2017) showed that a ‘preset’
variant of the LRP algorithm achieves optimal results in the calculation of relevance
maps. Using the preset approach, the relevance scores Rj for all neurons of the low-
est (first) layer are uniformly distributed to the input neuron instead of using the αβ
values (Lapuschkin et al., 2017). To control the resolution of the heatmaps generated
by LRP, Bach, Binder, Müller, and Samek (2016) describe an approach of a ‘mapping
influence cut-off point’. This point describes the moment from which the forward
mapping function of the classifier no longer influences relevance propagation, since
only the receptive field of the classifier is relevant. The cut-off at this point is called
the ‘flat’ rule.
2.3.6 Local Interpretable Model-Agnostic Explanations
The LIME method (Ribeiro, Singh, & Guestrin, 2016) uses local predictions to learn
an interpretable model. The approach of Ribeiro et al. (2016) is a model-agnostic
approach, which means it can provide explanations for the predictions of any clas-
sifier (e.g., decision trees, CNNs, linear models). With LIME and a variation of it,
SP-LIME, explanations for the prediction of a model can be generated for specific
images and the focus can also be laid on the model as a whole. In this master’s the-
sis, the focus lays on the explanation of specific images. In the following paragraphs,
the LIME approach for that case will be described in more detail.
To get an interpretable representation of the data, a simplification is needed. For
the simplification in image classification, the original representation of an instance
which should be explained, denoted as x ∈ R is represented as an interpretable rep-
resentation in the form of a binary vector x′ ∈ {0, 1}d
′
. Ribeiro et al. (2016) describe
an explanation as a model g ∈ G, where G represents different kinds of interpretable
models. In general, the explanation calculated by LIME looks like the following:
ξ(x) = argmin
g∈G
{L( f , g, πx) + Ω(g)}, (2.28)
where Ω(g) stands for the complexity of the explanation g ∈ G. For example, us-
ing CNNs, the complexity measure is the number of non-zero weights. The com-
plexity measure is the counterpart of interpretability, meaning the more complex an
explanation is, the less interpretable it is by humans. The model being explained
is denoted as f : Rd → R. For multiple classification tasks, f (x) represents the
probability that x belongs to the relevant class. πx(z) serves as a proximity measure
between a distance z and x and represents the locality. L( f , g, πx) expresses the un-
faithfulness of g in the approximation of f depending on the locality, given by πx.
The focus lays on two parts: to minimize L( f , g, πx) to guarantee a local fidelity and
to hold Ω(g) low to get a result which is still interpretable by humans. L( f , g, πx) is
approximated using samples which are weighted by πx.
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FIGURE 2.15: Different steps of the LIME procedure to get an inter-
pretable model of the complex CNN image classifier.7
When using LIME for CNN image classifiers, the following steps are passed (see
Figure 2.15):
1. The original image which is used for the prediction by the CNN is divided into
super-pixels.
2. After that, the original image is perturbed into sample instances by switching
some super-pixels off. The L2 distance between the original image and the
perturbed image is calculated and used later as weights πx for the explanation
model.
3. The created sample instances are used as input for the CNN image classifier.
The classifier then calculates a prediction for each of the perturbed images.
4. Extraction of K features (super-pixels) of the CNN image classifier which cre-
ating the maximum likelihood for the class which was predicted by the CNN.
The selection of the K features is done using a variant (Efron, Hastie, John-
stone, & Tibshirani, 2004) of the Lasso algorithm from Tibshirani (1996). K
stands for the amount of features which should be extracted. Here, any num-
ber can be used, but a higher value means more complexity (Efron et al., 2004).
The weights for the K features are then learned using least squares method.
The combination of Lasso with K features is named K-LASSO by Ribeiro et al.
(2016).
5. The resulting relevant super-pixels can then be displayed on the image. The





The meta-analysis of Lench, Flores, and Bench (2011) showed that people find it
difficult to distinguish between different negative emotions, while the distinction
between positive and negative emotions is easier for humans. In the recognition of
emotions and pain by humans, the context, for example in the form of body move-
ments, plays a role (Aviezer et al., 2012). In addition, indirect (e.g., rubbing a hurted
part of the body) and direct expression (e.g., vocalization) of pain behaviour is com-
bined to communicate pain (Keefe & Wren, 2013). If the context and the direct or
indirect behaviour is omitted, it is very difficult for people to recognize emotions
(Aviezer et al., 2012; Brahnam et al., 2006). The omission can be due to reduced abil-
ity of movement and expression due to illness or due to limited verbal communica-
tion skills, as for example in children. Video-based pain recognition could serve as
a supplement to self-reported measurements of pain in these scenarios (Kunz et al.,
2017). In this master’s thesis, the video-based material of the BioVid dataset (Walter
et al., 2013; Werner et al., 2013) is analysed using a fine tuned VGG Face CNN. On
this model, different XAI methods are applied to create a post-hoc interpretability
(Montavon et al., 2017). Referring to Montavon et al. (2017), there a distinction to
make between the words ‘interpretation’ and ‘explanation’. Montavon et al. (2017,
p. 2) define interpretation as “the mapping of an abstract concept (e.g., a predicted
class) into a domain that the human can make sense of.” In this master’s thesis,
the interpretable domain are the images. Explanation is definded by Montavon et
al. (2017, p. 2) as “the collection of features of the interpretable domain, that have
contributed for a given example to produce a decision (e.g., classification).” In this
master’s thesis, an explanation is given by the heatmaps of the images, generated
by the different XAI methods. In general, the goal is to find and visualize good
explanations for the decisions of a network.
The three central questions to which this master’s thesis would like to provide
answers, are:
1. Predictive performance: How well can facial expressions of pain be automat-
ically distinguished from those of disgust and happiness using self-learned
spatial features?
2. Decision interpretation: How can the decisions made by the model be pre-
sented to people in a comprehensible and transparent way?
3. Feature explanation: How do the self-learned features differ for the facial ex-




The process of carrying out this master’s thesis consisted of three steps: the selection
and preparation of the dataset, the training of the CNN network and the application
of various XAI techniques for the trained CNN (see Figure 4.1). These steps are
described in detail in this chapter.
4.1 Material
4.1.1 BioVid Dataset
For training, validating, and testing the deep learning model, the BioVid Heat Pain
Dataset (BioVid) (Walter et al., 2013; Werner et al., 2013) was used. It contains data
from 90 participants from three age groups (18-35, 36-50 and 51-65 years). Each of
these age groups consisted of 15 women and 15 men. The dataset has five parts 1:
1. Part A (Pain stimulation without facial EMG - short time windows)
2. Part B (Pain stimulation with facial EMG - partially occluded face, short time
windows)
3. Part C (Pain stimulation without facial EMG - long videos)
4. Part D (Posed pain & basic emotions)
5. Part E (Emotion elicitation with video clips)
Part A consisted of 5.5 seconds long videos each. Part D consisted of 1 minute videos
each. In the videos of part A, pain elicitation was done by induce heat using a ther-
mode at the right arm (Walter et al., 2013). An individual pain threshold was de-
termined and from it four pain intensities were derived (Walter et al., 2013). In the
videos of part D, the emotions were induced (Walter et al., 2013) by showing peo-
ple images from the International Affective Picture System (IAPS) (Lang, Bradley, &
Cuthbert, 1997). For the emotion induction seven images with positive or negative
valence and with high or low arousal were used. Therefore, 28 images were used in
total.
Extracted pain images with a pain intensity of 3 and 4 from part A and extracted
disgust and happiness images from part D were used for this master’s thesis (see
Table 4.1).
1http://www.iikt.ovgu.de/BioVid.html
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FIGURE 4.1: Overview of the procedure followed in this master’s the-
sis, starting with preprocessing the BioVid dataset, followed by the
training, validation, and testing of the CNN and then the applica-
tion of different explainable AI techniques to visualize and explain
the predictions of the CNN.
TABLE 4.1: Extracted BioVid data before balancing and data cleaning
steps.
Part Name Subjects Frames
Part A Pain intensity 3 87 12,006
Pain intensity 4 87 12,006
Part D Disgust 76 114,076
Happiness 75 112,575
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TABLE 4.2: Extracted BioVid data after balancing and data cleaning
steps.
Part Name Subjects Frames
Part A Pain intensity 3 87 12,006
Pain intensity 4 87 12,006
Part D Disgust 75 24,075
Happiness 75 24,075
FIGURE 4.2: Example image of the BioVid dataset: image before crop-
ping (left) and image after cropping (right) using 68 landmarks.
4.1.2 Data Preparation
Since the dataset was unbalanced between happiness, disgust, and pain, it was bal-
anced by manually selecting 3× 107 frames per category per subject in which the
subject showed the emotions disgust and happiness. To ensure the variability of
the selected frames, the 1 minute videos were divided into three time slots and 107
frames were extracted per time slot. During the manual selection of the frames,
it was found that the subject 08311Zw55 moved her head massively in the disgust
video. She turned away from the camera and talked to the study leaders and showed
no disgust expression. This subject was therefore excluded from the dataset. Af-
ter the balancing and data cleaning step, 24,012 frames for pain, 24,075 frames for
disgust, and 24,075 frames for happiness (see Table 4.2) remained. After balancing
the datatset, the BioVid images were cropped using 68 landmarks (see Figure 4.2).
The landmarks were generated using the Dlib C++ library (King, 2009). The images
were saved with a resolution of 256× 256 pixels. As a preprocessing step, the data
augmentation technique of flipping was used. This enlarged the dataset and was
applied randomly during the training and validating phases of the CNN.
4.2 Implementation of CNN
To train the CNN, a VGG Face network was created with the deep learning library
Keras (version 2.2.0). The implementation was realized in Python (version 3.5) and
Tensorflow (version 1.5.0). The network was fine-tuned on BioVid dataset for the
3-class classification problem. Thereby, only the weights in the three final fully con-
nected layers were updated. In each of the 5 runs, a different fold was reserved for
testing and the remaining 4 folds were used for training. 20% of the training data
were used for validation. In order to improve the performance of the CNN, various
parameter optimizations were tried out. More details can be found in the appendix
(see Appendix A).
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4.3 Implementation of Explainable AI Methods
Altogether, seven different XAI approaches were implemented using Python 3.5
and different libraries for TensorFlow 1.8 and Keras 2.2.0. These approaches were:
deconvnet, backpropagation, guided backpropagation, Grad-CAM, guided Grad-
CAM, LRP, and LIME. For deconvnet, backpropagation and LRP, the Git Hub code
from Lapuschkin, Alber, Hägele, Schütt, and Binder (2018) was used and adapted
for the requirements of this master’s thesis. For guided backpropagation, Grad-
CAM and guided Grad-CAM, the Git Hub code from Petsiuk (2018) was adapted.




In this chapter, the results of this master’s thesis are presented. First, the perfor-
mance results of the CNN are presented, followed by the visualizations and a de-
tailed description of different XAI methods.
5.1 Classification Results
For the XAI methods, the best performing VGG Face model (fold 5) of the 5-fold
cross-validation was used (see Table 5.1). The loss and accuracy shown in Table
5.1 are rounded to two and three decimal places, respectively. The 5-fold cross-
validation has an overall accuracy of 0.593 and an overall loss of 2.24 on the test-
ing set. In the best model, the image pixel values were rescaled between 0-1 and
an average-centering for each colour channel was applied. As hyperparameters,
ADAM optimizer was used with a learning rate of 0.00001, categorical entropy was
used as the loss function and L2 regularization with a regularization constant of
0.0001 was used to reduce overfitting. The end of the learning process was deter-
mined by the early stopping method on the validation set. If the loss stopped im-
proving during an epoch, i.e., stopped going down any further, the training stopped
after this epoch. The number of epochs required is displayed in Table 5.1. For testing
the fold 5 model, 14,322 images were used. 4692 of these images belong to the class
‘pain’, 4815 images belong to the class ‘disgust’ and 4815 images belong to the class
‘happiness’ (see Table 5.2). The loss and accuracy values during training are visual-
ized in Figure 5.1. As displayed in the confusion matrix (see Figure 5.2), the model
could classify disgust images most often correctly, but it has especially problems in
classifying happy images as happy. For 1356 happy images, happiness was wrongly
classified as pain. In other words: only 57% of the happy images were classified as
TABLE 5.1: Results of the 5-fold cross-validation of the best perform-
ing CNN.
Fold Training Validation Testing Epochs
Loss Accuracy Loss Accuracy Loss Accuracy
1 0.86 0.998 2.08 0.623 2.34 0.537 2
2 0.85 0.998 2.11 0.608 2.17 0.610 2
3 0.85 0.998 1.99 0.637 2.28 0.592 2
4 0.86 0.997 2.18 0.600 2.85 0.562 2
5 0.55 0.999 1.81 0.625 1.58 0.665 4
Average 2.24 0.593
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TABLE 5.2: Results of the confusion matrix of fold 5.
Precision Recall F1-score Images
Pain 0.62 0.69 0.66 4692
Disgust 0.70 0.73 0.71 4815
Happiness 0.67 0.57 0.62 4815
Average/Total 0.67 0.66 0.66 14322
FIGURE 5.1: Training accuracy and training loss of fold 5.
happy (see Figure 5.3). The second most misclassified images were pain. Here, 17%
of the pain images were classified as disgust (see Figure 5.3). In Figure 5.4 and Figure
5.5, two examples from the test fold are displayed. The first label above the images
refers to the true class, the second label refers to the predicted class. In the original
images (see Figure 5.4, (top, left)), the facial reaction to the pain intensities 3 and 4
are expressed. While the classifier wrongly predicts ‘happiness’ at pain intensity 3, it
classifies ‘pain’ correctly at pain intensity 4. The visualizations by the XAI methods
show that the difference between features relevant for happiness and pain are really
small. It seems that especially small changes in the part around the eyes and nose
are important for the classifier. When predicting pain, the part between the eyes,
above the nose are important. For happiness prediction, the focus shifts towards the
eyes.
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FIGURE 5.2: Confusion matrix of fold 5.
FIGURE 5.3: Normalized confusion matrix of fold 5.
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FIGURE 5.4: Misclassification of happiness in pain related images.
Features and decisions explained using the methods deconvnet,
(guided) backpropagation, and (guided) Grad-CAM. Original images
with pain intensity 3 (top row, first image from left), and pain inten-
sity 4 (top row, second image from left).
FIGURE 5.5: Misclassification of pain as happiness in pain related im-
ages. Features and decisions explained using the methods LRP and
LIME. Original images as in Figure 5.4.
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FIGURE 5.6: Images of 4 subjects of the BioVid dataset, expressing
pain (intensity 3 and 4), disgust and happiness.
5.2 Results from Explainable AI Methods
Four images of 4 subjects (2 women, 2 men) from the test fold are used to analyse the
BioVid images with XAI (see Figure 5.6). The description above the images describes
the true class label. The distinction between the two pain intensities (e.g., image (1)
and (2) of Figure 5.6) is shown only for purposes of traceability. In the classification
task, these two intensities are combined under a single class ‘pain’. In the following
subsections, the results of the XAI approaches decovnet, backpropagation, guided
backpropagation, guided Grad-CAM, LRP, and LIME are presented. The order of the
images shown in each of the generated XAI salieny maps and heatmaps corresponds
to the order shown in Figure 5.6. Above each image the true class label is displayed,
followed by the class label predicted by the CNN. Images (1), (3), (8), (9), (11), and
(15) were classified correctly, while the remaining pictures were misclassified.
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FIGURE 5.7: Deconvnet: Saliency maps of the 4 selected subjects of
the BioVid dataset, expressing pain (intensity 3 and 4), disgust and
happiness. The order of the images is the same as in Figure 5.6
5.2.1 Deconvnet
In Figure 5.7 the saliency maps created with the deconvnet approach are shown.
With the visualizations generated by the deconvnet method, the original faces can
be perceived with the human eye. These are displayed in very fine granular form. A
distinction of facial regions important for the prediction is not visible.
5.2.2 Backpropagation
In Figure 5.8 the saliency maps created with the backpropagation approach are shown.
Here the relevant pixels are displayed as white dots, the rest is displayed in black.
Although a fine granularity can be determined for the created images, it is not clearly
visible to the human eye which parts of the face were relevant for the classifier for
its decision. There are hardly any contours of a face or facial regions (e.g., nose,
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FIGURE 5.8: Backpropagation: Saliency maps of the 4 selected sub-
jects of the BioVid dataset, expressing pain (intensity 3 and 4), disgust
and happiness. The order of the images is the same as in Figure 5.6.
mouth) to be recognized. This makes an interpretation almost impossible. It is also
not visually possible to differentiate between the classifications.
5.2.3 Guided Backpropagation
The results for the guided backpropagation approach is displayed in Figure 5.9. For
guided backpropagation, the results of the last convolution layer of the CNN were
used. Similar to the backpropagation method, bright pixels indicate a contribution
to the predicted class, while darker pixels are not important for the prediction. The
result of the guided backpropagation method allows faces to be recognized by the
human eye to see which regions were relevant for the classification. Despite visual
improvements compared to the backpropagation method, differences between the
individual classifications are not clearly visible.
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FIGURE 5.9: Guided backpropagation: Saliency maps of the 4 se-
lected subjects of the BioVid dataset, expressing pain (intensity 3 and
4), disgust and happiness.
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FIGURE 5.10: Grad-CAM: Heatmaps of the 4 selected subjects of the
BioVid dataset, expressing pain (intensity 3 and 4), disgust and hap-
piness. The order of the images is the same as in Figure 5.6
5.2.4 Grad-CAM
In Figure 5.10 the results of the Grad-CAM approach are visualized. Here, the fully
connected layers of the CNN are also involved in the analysis. Red areas indicate
a high relevance of these areas for the classification and blue areas indicate a low
relevance. Visualization using the Grad-CAM approach shows that in the classifica-
tion of pain the eye area seems to be mainly and almost exclusively relevant for the
classifier. With disgust, besides the high relevance of the eyes, the nose also shows
up as an important region (see Subfigures (11) and (15)). For Happiness, the eyes
are again relevant for classification, but here the area extends to the mouth region
(see Subfigures (5), (6), (7), and (8)). Although there are visual differences, they are
not sufficient to distinguish between the different classifications. Especially when
looking at happiness and pain images, there are hardly any visual differences in the
heatmaps.
Chapter 5. Results 37
FIGURE 5.11: Guided Grad-CAM: Saliency maps of the 4 selected
subjects of the BioVid dataset, expressing pain (intensity 3 and 4), dis-
gust and happiness. The order of the images is the same as in Figure
5.6.
5.2.5 Guided Grad-CAM
In Figure 5.11 the results of the guided Grad-CAM approach are displayed. The
method of guided Grad-CAM combines the fine granularity of the guided back-
propagation approach with the ability of class discrimination of the Grad-CAM ap-
proach. Compared to the Grad-CAM approach, finer differences become clear here.
Not relevant pixels are grayed out. In the case of disgust, the areas around the nos-
trils and the upper side of the nose are particularly relevant (see Subfigures (2), (3),
(10), (11), (12), (13), (14), (15), and (16)). The images of happiness show that the up-
per side of the nose and the area of the cheeks, the region enclosed from the corners
of the mouth to the eyes is an important area for classification (see Subfigures (5),
(6), (7), (8)). In pain, the areas above the lashes and nose seem to be important (see
Subfigures (1), (4), and (9)).
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5.2.6 LRP
The LRP approach gives results with different focuses, depending on the used pa-
rameters. The basic LRP approach is applied in Figure 5.12 (LRP-Z), where no sta-
bilizers are used. In the visualization, negative as well as positive values are repre-
sented in every picture. In Figure 5.13 (LRP-PresetAFlat), an α value of 1, a β value
of 0, and an ε value of 1e-1 are used. In Figure 5.14 (LRP-PresetBFlat), an α value of
2, a β value of 1, and an ε value of 1e-1 are used. Comparing these two visualizations
with the different α and β weights, it becomes apparent that with the increase of the
α value the positive pixel values become more prominent, whereas this is not the
case with the increase of the β values for the negative pixel values. In Figure 5.15,
an ε value of 1e-7 is used. In comparison to the basic LRP approach, much less noise
is represented here. For disgust, the folds on the sides of the nose are important.
For happiness, the eyes and the lips are important. For pain, nose and eyes are im-
portant. It can also be seen that some pixels in these regions also make a negative
contribution to classification. If one want a closer look at the positive pixels, Figure
5.13 should be viewed. Here, the focus lays more on the positive pixels. As in Fig-
ure 5.15, especially the eyes are important for classifying happiness. The nose gets
important when detecting disgust. For pain, areas around the nose and the eyes are
important.
5.2.7 LIME
LIME was the only model-agnostic approach tested in this master’s thesis. The re-
sults for the up to three most important regions detected by LIME are displayed in
Figure 5.16. Similar interpretations can be derived as with the methods described
earlier, but due to the size of the superpixels, they are not quite as detailed as with
the model-specific approaches such as guided Grad-CAM or LRP. The LIME method
shows that the area around the nose and the upper cheek area starting from the nose
are particularly relevant for the classification of disgust (see Subfigures (2), (10), (11),
(13), and (14)). In addition to the nose and cheek area, the eye area also seems to be
significant for the detection of the emotion happiness (see Subfigures (5), (6), (7), (8)).
In the case of pain, the forehead region, the mouth and parts of the eye area are rel-
evant for the classification (see Subfigures (1), (4), and (9)), depending on the input
image. In Figure 5.17, the areas that are relevant for the classification (green) as well
as the areas that are not relevant for this classification (red) are shown. In general,
areas not directly related to the face (e.g., see Subfigures (4) and (7)) are not helpful
for the classification of pain and happiness. Depending on the image, the forehead,
the corners of the mouth, and the background are not relevant for the classification
(see Subfigures (3), (14), and (16)).
5.3 Generalization
In addition to classifying the images from the test folder, 4 images (2 for disgust, 2 for
happiness) of 2 subjects from the Actorstudy dataset1 were used (see Subfigures (1)
to (4) of Figure 5.18). Additionally, 2 images of 2 subjects from the UNBC-McMaster
shoulder pain expression archive database (Lucey, Cohn, Prkachin, Solomon, &
Matthews, 2011) showing a facial expression of pain were used (see Subfigures (5)
and (6) of Figure 5.18). Like the BioVid datatset, the images of Actorstudy and
1Unpublished dataset from Intelligent Systems Group, Fraunhofer IIS, Erlangen
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FIGURE 5.12: LRP-Z: Heatmaps of the 4 selected subjects of the
BioVid dataset, expressing pain (intensity 3 and 4), disgust and hap-
piness. The order of the images is the same as in Figure 5.6.
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FIGURE 5.13: LRP-PresetAFlat: Heatmaps of the 4 selected subjects
of the BioVid dataset, expressing pain (intensity 3 and 4), disgust and
happiness. The order of the images is the same as in Figure 5.6.
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FIGURE 5.14: LRP-PresetBFlat: Heatmaps of the 4 selected subjects
of the BioVid dataset, expressing pain (intensity 3 and 4), disgust and
happiness. The order of the images is the same as in Figure 5.6.
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FIGURE 5.15: LRP-Epsilon: Heatmaps of the 4 selected subjects of
the BioVid dataset, expressing pain (intensity 3 and 4), disgust and
happiness. The order of the images is the same as in Figure 5.6.
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FIGURE 5.16: LIME: Heatmaps of the 4 selected subjects of the BioVid
dataset, expressing pain (intensity 3 and 4), disgust and happiness.
The order of the images is the same as in Figure 5.6.
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FIGURE 5.17: LIME: Heatmaps of the 4 selected subjects of the BioVid
dataset, expressing pain (intensity 3 and 4), disgust and happiness.
The order of the images is the same as in Figure 5.6. In Comparison to
Figure 5.16, not only the positive features as also the negative features
are highlighted.
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UNBC-McMaster shoulder pain expression archive database were cropped using
the landmarks generated by using the DLib C++ library (King, 2009). The purpose
of using these images is to visualize whether the CNN had learned dataset-specific
features or whether the features are dataset-independent. The XAI methods Grad-
CAM, guided Grad-CAM, LRP-PresetAFlat, and LIME were used for visualization.
The predictions for the images which displays emotions were correctly classified by
the CNN. The network could not classify correctly one of the two pain pictures. The
visualizations generated by the XAI approaches show that the features do not differ
much from the images in the test folder. Already with the Grad-CAM approach the
importance of the region of the nose at eye level becomes visible in the classification
of disgust (see Figure 5.10). Further details cannot be worked out due to the lack of
detail. The visualizations of guided Grad-CAM (see Figure 5.20) and LRP (see Figure
5.21) reveal finer details: in happiness, the mouth is an indicator for the classification,
while this is less relevant for the classification of disgust. As with the visualizations
of the images in the test folder, the results of LIME only provide a rough orientation,
due to the size of the super-pixels. Regions around the eyes are important to clas-
sify disgust (see Subfigures (1) and (6) of Figure 5.22). For happiness, parts of the
mouth are relevant (see Subfigures (2) and (4) of Figure 5.22). Figure 5.23 shows not
only positive super-pixels but also negative super-pixels. Here it can be seen that
aspects of the background make the classification worse. Additionally, for the clas-
sification of pain, the classifier detect many face related super-pixel as not relevant
(see Subfigure (5) of Figure 5.23).
Chapter 5. Results 46
FIGURE 5.18: Six images of different datasets are used to verify the
feature-generalization of the CNN. Images (1) to (4) are from the Ac-
torstudy dataset ( c© Fraunhofer IIS). Images (5) and (6) are from the
UNBC-McMaster shoulder pain expression archive database ( c© Jef-
frey Cohn).
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FIGURE 5.19: Grad-CAM: Heatmaps of the 3 subjects of the Ac-
torstudy dataset and UNBC-McMaster shoulder pain expression
archive database, expressing pain, disgust and happiness. The order
of the images is the same as in Figure 5.18.
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FIGURE 5.20: Guided Grad-CAM: Heatmaps of the 3 subjects of the
Actorstudy dataset and UNBC-McMaster shoulder pain expression
archive database, expressing pain, disgust and happiness. The order
of the images is the same as in Figure 5.18.
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FIGURE 5.21: LRP: Heatmaps of the 3 subjects of the Actorstudy
dataset and UNBC-McMaster shoulder pain expression archive
database, expressing pain, disgust and happiness. The order of the
images is the same as in Figure 5.18. The heatmaps include positive
(red) and negative (blue) pixels.
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FIGURE 5.22: LIME: Heatmaps of the 3 subjects of the Actorstudy
dataset and UNBC-McMaster shoulder pain expression archive
database, expressing pain, disgust and happiness. The order of the
images is the same as in Figure 5.18. The heatmaps only display pos-
itive super-pixels.
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FIGURE 5.23: LIME: Heatmaps of the 3 subjects of the Actorstudy
dataset and UNBC-McMaster shoulder pain expression archive
database, expressing pain, disgust and happiness. The order of the
images is the same as in Figure 5.18. The heatmaps displays negative




The three questions to which this master’s thesis would like to provide answers are
summed up as predictive performance, decision interpretation, and feature expla-
nation. In the first section, the question about predictive performance is answered,
followed by the second section, which answers the research questions about deci-
sion interpretation and feature explanation. Subsequently, in a further section, the
limitations of this master’s thesis will be discussed. Finally, in the last section, an
outlook on future research questions will be given.
6.1 Predictive Performance
The analysis of CNN revealed that the network had difficulty classifying happiness
correctly. Above all, happy faces were often misclassified as faces of pain. An expla-
nation for this can be the diversity of the dataset. Since the BioVid dataset does not
consist of actors, the prototypical representation of the pain expression is not given.
As already described in Kunz and Lautenbacher (2014), one can assume different fa-
cial expressions for pain. Another explanation can be alexithymia. Alexithymia de-
scribes the lack of facial expression of feelings. This can arise especially in stressful
situations (Dinges et al., 2005). Since the induction of pain can be a stressful situa-
tion for people, this can be an explanation. By using XAI methods for a prototypical
case, the relevant facial characteristics for this misclassification could be made visi-
ble. Images which were labelled as pain often show facial expressions that reminded
more of a smile than a painful face. The CNN has not much problems distinguishing
disgust and pain. By using two additional datasets, the Actorystudy dataset and the
UNBC-McMaster shoulder pain expression archive database, selected XAI methods
were used to demonstrate that the CNN has learned to record dataset-independent
features. This is an important point to ensure correct detection in practical applica-
tions. Whereas the emotions in the BioVid dataset were induced, the emotions in
the Actorstudy dataset were posed. The classification of the six example images of
the two datasets showed 5 correct predictions. Motley and Camden (1988) found
out that posed facial expressions of emotions are easier to identify by humans than
spontaneous expressions of emotions. Even if the CNN is not a human, this could be
the reason that the classification of the posed emotions in the generalization image
examples is often correct.
6.2 Decision Interpretation & Feature Explanation
The objective of the master’s thesis is to use XAI methods to make the black-box
behaviour of CNNs interpretable for humans. To interpret the outcome of a CNN,
an explanation is given by the saliency maps or heatmaps, generated for the input
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images by the different XAI methods. In general, the goal was to find and visualize
good explanations for the behaviour of a network. But what does ‘a good explana-
tion’ actually mean? According to Selvaraju et al. (2016), two aspects are important
for it:
1. The visual explanation should be class discriminative. This means that one
should be able to perceive visual differences between different classes.
2. The visualization should have a good resolution, so that even fine-granular
differences can be perceived.
The presented approach of (guided) backpropagation (Simonyan et al., 2014; Sprin-
genberg et al., 2014) and deconvnet (Zeiler & Fergus, 2014) mainly address aspect 2.
When using saliency maps generated by (guided) backpropagation, a very detailed
resolution with pixel accuracy is possible. As already mentioned in Selvaraju et al.
(2016), the results of this master’s thesis show that the generated saliency maps us-
ing (guided) backpropagation and deconvnet are not class discriminative (aspect 1),
since the differences between classes are barely perceptible to the human eye. It is
important to note that deconvnet does not directly visualize the learned features, but
is ‘conditioned’ on an image (Springenberg et al., 2014). This is due to the fact that
switches are used for reconstruction, which store the information about the location
of the max values. In addition, deconvnet has difficulties visualizing an interpretable
image structure for higher layers. This is because more invariant representations are
learned in higher layers. This results in a single image not being able to activate
these neurons at most (Springenberg et al., 2014). As Selvaraju et al. (2016) stated,
the pixel-space gradient visualization approaches like (guided) backpropagation (Si-
monyan et al., 2014; Springenberg et al., 2014) and deconvnet (Zeiler & Fergus, 2014)
are outperformed by guided Grad-CAM. The Grad-CAM approach (Selvaraju et al.,
2016) fulfils aspect 1. Visualisations computed by Grad-CAM are highly class dis-
criminative, but are not fine granular. The guided Grad-CAM approach (Selvaraju
et al., 2016) can do both: the visualizations created by this approach are fine granu-
lar as well as class discriminative. These can be observed also in the results of this
master’s thesis. Fine granular details can be seen in the images and the unimportant
parts of the images are grayed out.
As Bach et al. (2015) describe, the LRP approach differs from Simonyan et al.
(2014) in the interpretation of the visualisations itself. The backpropagation ap-
proach answers the question ‘What makes the painful face more or less a painful
face?’ In contrast, the LRP approach answers the question ‘What makes the painful
face a painful face?’. LRP offers many settings and parameters that can be changed
to achieve the best possible result. The large number of parameters also has a dis-
advantage: correct assumptions are required as to what exactly one wants to make
visible, and how negative and positive pixels could be connected. These assump-
tions can only be made to a limited extent in advance. Montavon et al. (2017) point
out that different combinations of the default values for α, ε, and β must be tried to
see how the visualizations change. This means that the fine-tuning for LRP takes
some time due to trial and error. The results of this master’s thesis are therefore only
a first step towards finding the ‘best’ visualization.
The approach of Ribeiro et al. (2017), namely LIME, as well as the LRP approach
of Bach et al. (2015) were able to display positive and negative (super-) pixels for
classification. In contrast to the LRP method, the resolution of LIME was not very
detailed, due to the size of the super-pixels. LIME uses quickshift (Vedaldi & Soatto,
2008) as segmentation method to create super-pixels. The quickshift algorithm uses
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information about colour and pixel location to calculate super-pixels. Because ev-
ery image of the used datasets have different colours, the generated super-pixels are
different for every image. The different colouring depends on the skin tone, hair
colour, make up, background and eye colour of the subjects. Therefore, the gener-
ated super-pixels are different, i.e., varying in size for every image. This makes the
explanation for disgust, happiness and pain very blurred. In contrast to the LRP and
guided backpropagation methods, LIME cannot display fine granular details (e.g.,
the influence of the nostrils). Another limitation of LIME has already been described
by Ribeiro et al. (2017). They point out that LIME, as the name implies, creates local
explanations. This makes it possible to display non-linear models linearly. If the best
model is very strongly non-linear, even in the range of linear prediction then LIME
cannot provide a good explanation (Ribeiro et al., 2017).
In the given examples the features for pain, happiness, and disgust are not al-
ways distinguishable from one another. This is partly because the visualizations
refer to the specific image and not to the features generally learned by the CNN. An-
other reason is that the facial expressions for the respective examples of a class are
very differently represented. In the generalization examples using the Actorstudy
dataset, better predictions can be seen due to the posed emotions, which are also
reflected in a more clearly interpretable visualization.
To summarize, it can be said that model-specific as well as model-agnostic XAI
approaches are suitable for making the classifications of a CNN visible for interpre-
tation. However, the interpretability of the different visualizations depends on the
granularity and the power for class discrimination. It is also important to cleary
highlight relevant regions so that the human eye can easily detect important seg-
ments in the face. Guided Grad-CAM, LRP and LIME seem to be the best inter-
pretable approaches for this purpose.
6.3 Limitations
The BioVid dataset used in this master’s thesis showed some problems. Due to the
unbalanced classes, a manual frame selection for the emotions disgust and happi-
ness had to be done. This manual selection is a highly subjective process. Therefore,
it cannot be guaranteed that the selected frames correspond in intensity and clarity
to those of the category pain. In addition, it must be noted that the pain recordings
were real pain experienced but the emotions were induced by showing IASP im-
ages (Walter et al., 2013). The question arises whether the emotion induction with
the help of IAPS images was sufficient or whether a stronger emotional expression
could have been induced by a combination of other methods like auditory and visual
stimuli. The study by Baumgartner, Esslen, and Jäncke (2006) showed that a com-
bination of images and music can significantly increase the emotional experience.
In the meta-analysis of Westermann, Spies, Stahl, and Hesse (1996) similar findings
appeared. Emotion induction with the help of films (in which the combination of im-
age and sound can also be found) produced the strongest effect. Westermann et al.
(1996) note that the effects are less pronounced if the subjects are not informed about
the purpose of the experiment. Stronger facial expressions might have made it easier
for CNN to distinguish happiness from pain. In the work of Walter et al. (2013), no
information is given regarding whether the subject was informed about the purpose
of the BioVid experiment. Furthermore, no more additional details about the emo-
tion sequences of the BioVid dataset are given. Therefore, it remains unclear whether
frames of all possible valence and arousal conditions have made it into the training,
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validation, and test sets. In addition, this possible broad spectrum of positive and
negative emotions makes clear prototypical classification difficult. There was no in-
formation about an objective or subjective rating of the respective emotions, as it
was the case with pain, where a person-specific pain threshold was determined and
used (Walter et al., 2013).
While applying the different XAI methods, a practical disadvantage of LIME
became apparent: LIME needed an average of 8 minutes to generate a visualization
for an image. In comparison, the model-specific approaches took only a few seconds
(e.g., LRP needed 1-5 seconds per image). LIME needs too much time to be useful
for real-time applications in the field. Here, optimization of the LIME method and
the usage of parallel processing (if possible), are some feasible solutions.
The informative value of the visualizations generated by the XAI methods can
be further improved. Depending on the approach, it was very difficult to identify
features used for classification. There are three possible reasons for this:
1. The choice of XAI method: For example, the class discrimination abilities of
deconvnet and backpropagation are poor (Selvaraju et al., 2016).
2. The configuration of XAI method: The LRP approach, in particular, provides
numerous possibilities to adjust the visualizations through the parameters α, β
and ε, and through the flat and present versions.
3. The representation of CNN performance: The visualizations generated by the
XAI approaches provide only a partial view of the classification capabilities of
the CNN. Classification accuracy must be taken into account when looking at
the visualizations.
The last point in particular must not be forgotten when reading the results of this
master’s thesis. The accuracy of the used folder of the VGG Face network was
66%. Although this is higher than the probability of guessing, it can certainly be
improved.
6.4 Future Research
The classification performance of the network used in this master’s thesis leaves
much room for improvement. Optimization by adapting various hyperparameters
is conceivable. For example, the analysis and adjustment of the threshold with which
the network makes its decision for a classification would have to be considered. XAI
methods can also be used to improve and optimize the network. Montavon et al.
(2017) describe that the application of XAI methods is not only limited to the analy-
sis of the output of a network, but also for the analysis of scientific data (Montavon
et al., 2017). In addition, XAI methods can be used to analyse and validate the net-
work itself. Already in the works of Selvaraju et al. (2016), Springenberg et al. (2014),
Zeiler et al. (2011), Zeiler and Fergus (2014) XAI methods were used to visualize the
learned features of different layers. XAI is therefore not only able to visualize the fi-
nal result of a CNN, but also the learned features in the previous layers. This allows
a previously non-existent view into the interior of a network. This view can be help-
ful in improving and optimizing CNNs. The visualisation itself can be optimized
as well. For the LRP approach, adjustments of the α, β and ε values are possible to
control the importance of the influence of positive and negative pixels (Bach et al.,
2015). Moreover, Montavon et al. (2017) describe some practical recommendations
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to improve the visualisations generated by the LRP method: using dropout as regu-
larization technique, preferring sum pooling instead of max pooling and not to use
too many fully connected layers in the network (whereas no definition is given what
is meant by ‘many’).
The XAI methods presented in this master’s thesis are not exhaustive. There
are other approaches, such as DeepFaceLIFT (Liu, Peng, Shea, & Picard, 2017). In
this approach, the landmarks used for face detection are coloured according to their
significance for the classification decision.
In this master’s thesis, a frame-based approach was followed to train and test
the CNN. In the work of Ashraf et al. (2009), sequence-based approaches present
themselves as a possible alternative. Although not the same hit rates are achieved as
with frame-based approaches, sequence-based approaches are interesting because it
allows to encode temporal characteristics. Ashraf et al. (2009) use a Support Vec-
tor Machine for feature extraction. For a sequence-based analysis, Long Short-Term
Memory (LSTM) can be used (Hochreiter & Schmidhuber, 1997). The work of Ro-
driguez et al. (2018) already shows promising results in using LSTMs to include
temporal information of a painful sequence to improve the network’s performance.
Only two of the six basic emotions were used in this master’s thesis to train the
CNN. For use in practice, a pain recognition system should be able to distinguish
pain from other emotional states. An expanded network that has been trained on
all six basic emotions and pain would be useful to explore. Alternatively, the use of
AUs (Craig et al., 1992; Ekman & Friesen, 2003) could be considered. The use of AUs
would have the advantage that the results of the visualizations could be interpreted
even better by comparing them with previous findings in emotion and pain research.
In addition, Lucey et al. (2009) could show that the results are better when using AUs
instead of features directly extracted from the images.
The application of different XAI methods, as presented in this master’s thesis,
represents only a first step into the analysis of the classification results of a CNN in
the field of pain and emotions. The qualitative interpretation of the results is very
subjective. An analysis of the interpretability of the visual XAI results still has to be
empirically verified. An evaluation with a larger sample of laypersons and medical
experts seems appropriate to obtain meaningful results on interpretability.
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A.1 CNN Architecture With Early Stopping
Compared to the CNN architecture used in the main part of this master thesis, an-
other model with the same setting but with the regularization technique dropout of
0.5 was used instead of the L2 regularization (see Table A.1). Like the model in the
main part, the values are rounded to two and three decimal places, respectively. The
end of the learning process was determined by the early stopping method on the
validation set.
A.2 CNN Architectures Without Early Stopping
Before early stopping, models with dropout (0.5) or L2 regularization (0.0001) were
used. With these settings, the CNN was trained for a fixed number of epochs. In
Table A.2 and Table A.3 the results of the CNNs using dropout or L2 regularization
for a fixed epoch size of 7 are displayed. In Table A.4 (dropout) and Table A.5 (L2
regularization) the epoch size has the fixed size of 3.
TABLE A.1: Results of the 5-fold cross-validation using early stop-
ping and a dropout of 0.5.
Fold Training Validation Testing Epochs
Loss Accuracy Loss Accuracy Loss Accuracy
1 0.04 0.996 1.22 0.639 1.45 0.532 2
2 0.04 0.996 1.26 0.601 1.31 0.599 2
3 0.03 0.997 1.14 0.650 1.49 0.592 2
4 0.04 0.995 1.36 0.599 1.96 0.556 2
5 0.04 0.997 1.78 0.625 1.02 0.662 2
Average 1.45 0.588
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TABLE A.2: Results of the 5-fold cross-validation using a fixed epoch
size of 7 and a dropout of 0.5
Fold Training Validation Testing Epochs
Loss Accuracy Loss Accuracy Loss Accuracy
1 0.01 0.998 1.36 0.630 1.41 0.562 7
2 0.01 0.998 1.44 0.606 1.54 0.594 7
3 0.01 0.998 1.33 0.643 1.79 0.572 7
4 0.01 0.997 1.47 0.610 2.21 0.553 7
5 0.01 0.999 1.20 0.637 1.08 0.665 7
Average 1.61 0.589
TABLE A.3: Results of the 5-fold cross-validation using a fixed epoch
size of 7 and a L2 regularization of 0.0001.
Fold Training Validation Testing Epochs
Loss Accuracy Loss Accuracy Loss Accuracy
1 0.67 0.999 1.97 0.633 2.15 0.558 7
2 0.67 0.998 2.03 0.620 2.08 0.599 7
3 0.65 0.998 1.89 0.634 2.22 0.590 7
4 0.67 0.998 2.08 0.607 2.76 0.565 7
5 0.67 0.999 1.82 0.629 1.74 0.664 7
Average 2.19 0.613
TABLE A.4: Results of the 5-fold cross-validation using a fixed epoch
size of 3 and a dropout of 0.5.
Fold Training Validation Testing Epochs
Loss Accuracy Loss Accuracy Loss Accuracy
1 0.04 0.997 1.21 0.573 1.23 0.552 3
2 0.03 0.997 1.34 0.603 1.10 0.610 3
3 0.03 0.997 1.22 0.589 1.41 0.571 3
4 0.03 0.996 1.43 0.554 1.77 0.536 3
5 0.03 0.998 1.10 0.642 0.93 0.676 3
Average 1.29 0.589
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TABLE A.5: Results of the 5-fold cross-validation using a fixed epoch
size of 3 and a L2 regularization of 0.0001.
Fold Training Validation Testing Epochs
Loss Accuracy Loss Accuracy Loss Accuracy
1 0.85 0.998 2.04 0.593 2.10 0.562 3
2 0.85 0.998 2.21 0.609 1.90 0.612 3
3 0.84 0.998 2.09 0.576 2.24 0.584 3
4 0.85 0.998 2.27 0.560 2.68 0.536 3
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