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ABSTRACT
Estimation of Pedestrian Trip Generation Rates in Urban Areas
by
Pankaj Maheshwari
Shashi S. Nambisan, Ph.D., P.E., Examination Committee Chair 
Professor of Civil and Environmental Engineering 
University of Nevada, Las Vegas
This study investigates factors that can be used to quantify average hourly pedestrian 
trips in urban areas and hence help in estimating pedestrian trips. Various models are 
developed for morning period, early and late evening periods, and an overall average 
hourly model was also developed depending on the type of the facilities near the high 
pedestrian activity locations. General linear regression modeling and other statistical 
methods are used to identify the significant factors. The best subset regression is used to 
model four different hourly pedestrian volumes and the F-test is used to support the 
analysis. The model is validated and calibrated using data from the Las Vegas 
metropolitan area. The findings show that the average hourly pedestrian trips are a 
function of number of lanes, average annual household income and the residential area 
proximate to the study location. Results show that the pedestrian trips are independent of 
the commercial area and the number of bus stops near the vicinity. The methodology is 
also applicable to other urban settings. The calibrated model can estimate the pedestrian 
trips at any high pedestrian activity location provided the socioeconomic and 
demographic characteristics are known.
iii
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CHAPTER 1 
INTRODUCTION
The main objective of this research is to estimate pedestrian trips in urban areas 
during peak periods. The focus is on high pedestrian activity locations. These locations 
are divided into intersections and corridors. Pedestrian trip generation is defined as the 
number of trips which are generated due to pedestrian related activities. These trips can 
be productions or attractions depending on the proximate land use characteristics. The 
cause-effect relationship between the key factors that give rise to pedestrian movement 
should be analyzed. Such factors include the low income group population, number of 
housing units, square foot of development, number of bus stops and bus routes within the 
walking distance, and school zones near the vicinity of the proposed study area. The type 
of roadway characteristics such as signalization, presence of side walks, numbers of lanes 
etc. are also determinants in walking behavior of pedestrians.
Pedestrian trips can somehow be related to exposure which pedestrians face while 
walking. Hauer (1980) shows that in risk analysis, exposure is the concept describing the 
opportunity for a random event to occur, that is, the number of trials. Consequently, 
identifying the appropriate measure of exposure for a particular risk event is extremely 
important for analyzing the likelihood of its occurrence. For pedestrian safety analysis, 
this exposure measure should account for the extent to which people place themselves a
1
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risk of being hit by a motor vehicle. If these criteria are met, the exposure metric can be a 
reliable explanatory variable for predicting pedestrian crashes.
This study investigates factors that can be used to quantify average hourly pedestrian 
trips in urban areas. In this research, discussion is limited to selected intersections and 
corridors with high pedestrian activities. Various candidate models for morning and 
evening periods are to be evaluated depending on the type of the facilities near the 
locations. General linear regression modeling and other statistical methods will be used to 
identify the significant factors. These models will greatly be influenced by the trip 
purpose around the locations. Pedestrian volume data is collected for selected locations 
with high pedestrian activities and then depending on the surrounding socio-economic, 
demographic, land use and traffic characteristics, a regression model will be developed to 
estimate the number of pedestrian trips. The model will be validated and calibrated using 
data from the Las Vegas metropolitan area. This approach is applicable to other urban 
settings. The outcomes of the study will help better estimate pedestrian trips. In turn, this 
is critical for the planning, design, operations and management of transportation networks 
for pedestrians.
Problem Statement
Pedestrian trips are caused due to either “on roadway” network or “off roadway” 
network characteristics. Additionally, even though studies have tried to evaluate the 
relationship of pedestrian trips with the on and off network characteristics, few have 
considered both types of characteristics together. Therefore, the focus of this study is to 
estimate the pedestrian trips which are a function of various on and off network
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
characteristics and identify significant factors influencing pedestrian trip generation. 
Information and results of these relationships can be used by planners and engineers to 
make better decisions related to traffic operations and for pedestrian safety 
improvements.
Scope of the Study
This study uses pedestrian hourly volume data collected for high pedestrian activity 
locations in the Las Vegas metropolitan area in the year 2003. Other information used 
includes demographic, population and land use data. Briefly, the study includes 
developing cause effect relationships between the various factors affecting pedestrian 
trips in the form of regression models. Geographic Information System (GIS) tools, such 
as Arc GIS and Arc Map, are used to buffer the locations to street centerline map and 
support analysis. Also, statistical software such as S-Plus and MINITAB are used in this 
study.
Chapter 2 summarizes the existing literature related to the estimation of pedestrian 
trips. Chapter 3 summarizes the basics of regression model building and the various 
model evaluation criteria. Chapter 4 presents the methodology used in this research. 
Descriptive analysis and results of various hourly period regression models are discussed 
in Chapter 5. Various techniques of model validation are discussed in Chapter 6. Finally, 
a summary and conclusions, and recommendations for further research are presented in 
Chapter 7.
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CHAPTER 2
LITERATURE REVIEW
The popular planning literature investigating the connection between land use and 
transportation behavior has focused primarily on the land use characteristics and 
automobile travel. The theoretical advances in the land use transportation relationships 
embodied in paradigms such as the job-housing balance, new urbanism-nontraditional 
design standards and transit oriented development rely very heavily on the generation of 
pedestrian traffic to realize their proposed benefits. Taken together, these theories and 
findings suggest that a major component in the testing of the relationship between land 
use and transportation is measuring the degree to which land use characteristics influence 
pedestrian travel behavior.
Pedestrian Trip Generation is defined as the number of trips which are generated due 
to pedestrian related activities. These trips can be productions or attractions depending on 
the proximate land use characteristics.
Keall (1995) examined the pedestrian crash data using the exposure measures “time 
spent walking” and “number of roads crossed”. These two measures of risk were more 
precise than the most common mode of presenting pedestrian crash statistics -  number of 
crashes per person in the population. Crashes per person overestimated the risk for people
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
under 30 years of age, underestimated the risk of people for people over 79 years of age, 
and underestimated the risk of males compared with females.
Hess et al (1999) studied the relationship between site design and pedestrian travel in 
a mixed-use, medium density environment. Site design characteristics were investigated, 
such as mean block size, completeness and continuity of the sidewalk system, and on 
street parking. The findings showed that these factors significantly influenced the 
likelihood of choosing walking as a travel mode. They selected sites by controlling the 
variables that previous research considered to have an effect on pedestrian volume, such 
as population density, land use, and income. The hypothesis is that when control 
variables were held constant, other factors such as mean block size and completeness and 
continuity of the public sidewalk system affected pedestrian trip generation. A 
relationship between economic and ethnic differences with the pedestrian crash rate was 
noted by McMohan et al (1999). They studied demographic variables such as percentage 
of single parents with children, the percentage of housing stock built after 1980, whether 
85 percent of households were composed of families, and whether the unemployment rate 
was less than 1.75 percent. The study showed that the percentage of single parents with 
children and housing stock built after 1980 significantly influenced “walking along the 
road” crashes. The conclusion was that factors contributing to that type of crash indicated 
not only geometric characteristics of the sites but also demographics and neighborhood 
characteristics.
The actual time spent in walking or pedestrian volumes are costly to observe and 
therefore not readily available, Ivan and Qin (2001) and Vanjeeshwaran et al (2005) 
showed that population density is usually used as a substitute in pedestrian crash
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prediction models. However, population density does not necessarily relate directly to the 
actual number of people walking on the streets. For example, tourist sites frequently 
attract large number of visitors who are not counted in the population density. In other 
words, there is an unexpected high pedestrian volume that cannot be represented by the 
population density in these areas. In some areas low pedestrian volume compared with 
the high population density may be attributed to the high vehicle-owner rate. Finally, they 
concluded that prediction models based on population density are, therefore, intrinsically 
unreliable. Also, they found that median household income is also not significant in their 
analysis. The result was different from many previous studies, which were usually done 
under an urban setting or urban, suburb, and rural mixture conditions. The discrepancy 
might be due to the limited number of sites or the homogeneous data resource because all 
of their data was from rural areas in Connecticut. It is not surprising that the vehicle- 
owner ratio is higher in rural areas, and variations for the demographic factors such as 
neighborhood environment, household median income, and unemployment are not as 
significant as they are in urban areas. Thus, the study suggested the necessity of 
considering an urban setting and rural setting separately.
A variety of pedestrian sketch-plan methods have been developed to estimate 
pedestrian volumes under existing and future conditions in a pedestrian activity area. 
These methods generally use pedestrian counts and regression analysis to predict 
pedestrian volumes as a function of adjacent land uses (e.g., square feet of office or retail 
space) and/or indicators of transportation trip generation (parking capacity, transit 
volumes, traffic movements, etc.). Alternatively, data on surrounding population and 
employment may be combined with assumed trip generation and mode split rates to
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estimate levels of pedestrian traffic. These methods can be used to identify areas of high- 
pedestrian traffic based on existing land use data, thereby reducing the need to conduct 
pedestrian counts on all facilities. They can also be used to forecast changes in pedestrian 
volumes as a result of future land use or transportation trip generation changes.
Pushkarev and Zupan (1971) forecasted pedestrian volumes in high-density urban 
areas based on existing land use characteristics and pedestrian volumes for specific 
locations. Similar studies were performed in other areas in the 1960s and 1970s for the 
purposes of developing pedestrian demand models. Pedestrian volumes were determined 
on midtown Manhattan surface streets at various times of day using aerial photography. 
Regression analysis was then used to predict total pedestrian volumes per block. 
Independent variables included adjacent land uses (square feet of office, retail, and 
restaurant), distance to transit entrances, and sidewalk and plaza space per block. Flow 
characteristics by time of day, traffic characteristics, and trip generation characteristics of 
specific types of buildings were also analyzed. Jahanbakhsh and Patel (1977) used 
regression models to estimate the noon-hour and average pedestrian volumes per hour, 
based on land use data. Their analysis included eight types of land uses as the 
independent variables. Pedestrian volume per hour per block is the dependent variable of 
the regression. Mid-block sidewalk counts were used to determine pedestrian volumes for 
estimating the model. Future volumes were then predicted based on forecasts of future 
land use. This technique was applied to the Milwaukee central business district.
Ercolano et al (1997) suggested the collection of existing data by transportation 
providers (at a minimum, vehicles per hour from traffic counts and local mode shares 
from the census) to estimate peak pedestrian travel demand in suburban and developing
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rural activity centers. This sketch-planning method has been applied to help determine 
the location of pedestrian facility improvements such as pedestrian crossings, sidewalks, 
and signal retiming. Pedestrian per hour (PPH) values are derived from peak vehicles per 
hour (VPH) data, transit vehicle ridership, and non-motorized mode-share estimates. A 
real world application is described for a shopping area in Plattsburgh, New York. 
Household population, national transportation survey percentages and activity center data 
were used to calculate potential walking trips in specific corridors. The case study was a 
suburban roadway corridor in Seattle, Washington. It is a quick method or tool to be used 
by planners to identify the priority areas for pedestrian facility expenditures. The steps for 
a corridor-level analysis are as follows:
• To represent the majority of pedestrian trips, identify a 0.8-km buffer around the 
selected corridor. Geographical Information System (GIS) offer tools that enable 
planners to create buffers.
• Identify traffic generators such as the number of housing units by dwelling type, 
average persons per unit for each dwelling type, and the average number of 
trips per person from these locations.
Total Corridor Generated Trips (TCGT) = Population x Trips per Person
Potential Pedestrian Trips (PPT) = TCGT x (Total All Trips < 0.8 km)
Est. Primary Pedestrian Trips = PPT x (Percent Known Walking Trips <0 .8  km)
OR
Population x Pedestrian Mode Split for the area (if available)
• Identify traffic attractors such as retail, recreational, social facilities, schools.
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transit stations, and churches. Since most pedestrian trips are less than 0.4 km, it 
is important that traffic generators and attractors are in close proximity. Areas 
with high levels of attractors are likely to have a higher potential for pedestrian 
activity. When associated with nearby traffic generators, optimal conditions 
for pedestrians exist.
•  Locate transit, school, and park and ride data to validate the estimated pedestrian 
trip numbers.
Davis et al (1999) presented a method to measure and predict pedestrian crosswalk 
volumes for the evaluation of traffic signal requests and for the compilation of hazard 
indices. A case study was developed from data collected in Washington, DC, which 
involved over 18,000, 5-minute pedestrian count intervals. This method of only using 
short-term counts of 5 to 10 minutes is more cost effective than continuous counts. The 
technique only requires short-term vehicle counts of 5-, 10-, 15- or 30 minutes over a 1- 
to 4-hour period. Pedestrian counts that are recorded in the middle of the hour are shown 
to have greater accuracy as opposed to counts at the beginning or end of an hour. 
Furthermore, short-term counts taken over 4 hours are more accurate than counts taken 
over 1 to 3 hours. The method gives detailed instructions for designing a data collection 
experiment, including (a) selecting the type of application; (b) selecting the count 
interval; (c) collecting the data; and (d) computing estimated volumes.
Hass and Morrall (1967) conducted a survey of pedestrian tunnels between all major 
buildings and parking lots at Carleton University in Ottawa, Canada. Their objective was 
to develop a pedestrian demand model for future design criteria. The model predicts 
future flows on a pedestrian network, by link, under future land use and pedestrian
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network conditions. Data were collected using an 0-D  questionnaire survey, and the 
model was calibrated using screen-line counts and walking time-distance surveys. Trips 
were assigned to a network system by a computer assignment program based on results of 
the survey.
Ness et al (1969) applied a gravity model technique to forecast pedestrian volume in 
the Toronto area. The CBD was divided into office zones, and pedestrian links were 
coded depending on street configuration and the locations of the centroids of these zones. 
Trip generation and attraction rates were measured for office zones and transportation 
terminals; these were used in conjunction with a set of friction factors and minimum-path 
walking trees as inputs to the gravity-type distribution model. The minimum path was 
calibrated on the basis of walking time, waiting time at intersections, street attractiveness, 
and a turn penalty.
A formal Pedestrian Planning Process (PPP) was outlined by Kagan et al (1978), 
including a demand modeling phase and a design and evaluation phase. The PPP was 
intended to help cities develop a network of pedestrian facilities, particularly in their 
downtown core area, which would "ensure and foster effective exchange for pedestrian 
trip-making between and within planned and existing activity centers." The PPP includes 
a comprehensive evaluation of existing and forecast pedestrian travel patterns and 
movement requirements. The PPP can be used to predict changes in trip patterns as a 
result of pedestrian facility improvements or land uses and identify and prioritize actions 
for improvements to facilities. The PPP is based on methods and concepts similar to 
those found in the standard four-step urban transportation planning process. Demand 
modeling is based on a gravity model approach to show the distribution and assignment
10
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
of pedestrian volumes over a network, under both current and forecast conditions. Trip 
characteristics are analyzed separately by purpose and by time of day.
The city of Portland, Oregon (1999) has developed indices to help prioritize proposed 
pedestrian projects. The Pedestrian Potential Index identifies locations with high potential 
for pedestrian trip-making and used three main factors:
•  Policy factors that deem certain areas (i.e., urban activity centers) as critical for
pedestrians.
• Proximity factors that identify whether the segment is close to pedestrian
generators such as schools, parks, transit, or neighborhood shopping.
• Pedestrian potential factors that describe the likelihood of walking based on five 
environmental factors, namely, mixed use/density, proximity to destinations, 
street connectivity and continuity characteristics, average parcel size, and slope.
To identify pedestrian factors for the Pedestrian Potential Index, Portland Metro 
developed a model using trips of two miles or less that were taken from the 1994 regional 
household travel survey and then geocoded by address. Using the Metro Regional Land 
Information System (RLIS) model, variables were developed such as intersection density 
per acre, average parcel size, number of households and employment within one-half 
mile of each activity center. The travel data and variables were used to construct a 
binomial logit equation that showed the likelihood of walking for a given trip. The 
variables that were chosen for the Pedestrian Potential Index were well correlated with 
pedestrian demand.
Mouden et al (1997) reported that pedestrians walk more in urban areas than in 
suburban areas because of the route directness and convenience of pedestrian facilities.
11
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However, it could not be concluded that the number of pedestrians will be higher in 
densely populated areas. Handy (1996) and Loutzenheiser (1997) reported that urban land 
use patterns play an important role in influencing walking trips. Even though land use 
characteristics and patterns play an important role in influencing walking trips, other 
factors that contribute to walking trips include age and car ownership. Individual 
decisions, limitations, and motivations are primary roles in influencing walking trips and 
this could be identified based on population, demographic and socioeconomic 
characteristics such as ages, incomes, and auto ownerships.
According to Berkovitz (2001), people who live in spread out development patterns 
(sprawl) areas spend less time walking than do people who live in mixed-land use, neo 
traditional neighborhood, or well established neighborhoods, because sprawl requires 
more frequent and longer trips. It should be noted that walking is particularly risky in 
metropolitan areas with a large degree of sprawl. In such areas, the development tends to 
increase the number of automobile owners, hence high speed and high volume roadways, 
which create unfriendly pedestrian environments. On the other hand, mixed land-use or 
neo-traditional neighborhood and smart growth planning seek to increase walking trips 
and to introduce more transportation benefits. Sale (1997) and Shaw (1996) discuss the 
benefits of neo-traditional neighborhoods as follows:
• Serving a short walking distances and low speed traffic.
• Streets focusing on automobile and pedestrian routes to every destination.
• Complex public spaces, containing traffic and parking.
• Integral part of a visual panorama, consisting of trees, sidewalks, and buildings 
fronts.
12
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•  Helping to balance the overall use of the street.
• Compatible in building size and locations in close proximity.
•  Establish different behavior patterns, characterized by neighborhoods with less 
dependence on the automobile.
In short, it could be concluded that different land use characteristics promote various 
pedestrian demands. Increased pedestrian exposure is directly related to the potential for 
crashes. However, urban forms or land use patterns also play an important role in 
pedestrian safety.
USDOT, EHWA (1999) showed that age groups of pedestrians present different 
chances of risks to accidents or death, when traveling on roadways. Pedestrians who are 
65 years and older, are 2 to 8 times more likely to die than younger pedestrians when 
struck by vehicles. Also, child pedestrians have a greater risk of accidents on roadways 
than adults, as they lack skills and experiences. Murakami and Young (1997) showed that 
for car ownership, low income households have an average of only 0.7 vehicles per adult, 
while other households have an average of more than 1 vehicle per adult. Therefore, 
people in low income households are more likely to walk than other income groups. The 
choice to walk results from three determining factors:
• Personal factors, such as income, age, health, ethnicity, education, social and 
environmental attitudes towards the different means of transportation, and type of 
employment;
•  Environmental factors, such as pedestrian-supportive land use types, intensity and 
mix; transportation facility characteristics; climate and weather; and 
topographical conditions; and
13
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• Trip characteristics, including trip length and purpose.
These determinants of travel interact in often complex ways to effect mode choice. 
For example, a wealthy person may choose to drive a short distance to work in downtown 
Manhattan but will walk 2 km to a friend’s house in the country.
Mouden et al (2002) discuss the steps required to identify the environmental 
conditions that support walking and to locate latent demand for pedestrian travel. First, 
walking as a mode of transport is limited by the characteristics of the trip. Today, 
walking is practical as a mode of transport for short and very short distances. This means 
that the distance between trip origin and destination must be small. A walking distance 
that is widely applied is 0.4 to 0.8 km (0.25 to 0.5 miles), although it has a little empirical 
verification and has not been refined to include variations based on location, 
environmental and personal determinants. Second, pedestrian trips require 
complementary origin and destination. Land uses at trip origin and destination must 
functionally complement each other as generators and attractors of travel. Appropriate 
generators and attractors include dense residential or employment areas as well as 
specific land uses such as shops, parks and schools. Many of the existing approaches used 
to measure the relationships between origins and destinations are imprecise or even 
erroneous. A third criterion for locating areas with potential for pedestrian travel demand 
addresses the infrastructure or the facilities needed for safe and comfortable walking. 
Continuous sidewalks and trails and safe street crossings are readily used indicators of 
pedestrian supportive facilities. While the presence of appropriate facilities appears to be 
necessary to support significant volumes of pedestrians, such facilities are never 
sufficient to generate significant volumes of pedestrian trips. In other words, a lack of
14
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sidewalk systems will deter many people from walking, but the presence of a sidewalk 
system will not attract pedestrians unless it connects appropriate origins and destinations. 
This suggests that capital budgets for pedestrian infrastructure should be targeted 
exclusively to places where such origins and destinations are found.
In Summary, a review of the literature shows that while efforts have been made to 
help quantify pedestrian trip making, there is a need to develop better methods to 
estimate pedestrian trip generation rates, especially in urban areas. This indeed is the 
focus of this research. The research explores statistical methods to develop such models. 
A brief review of relevant statistical methods follows.
Principal Component Analysis (PCA)
In brief, PCA is used to form new variables which are linear composites of the 
original variables. However, unlike the original variables, the new variables are 
uncorrelated among themselves. The maximum number of variables formed by the PCA 
is equal to the number of original variables. For example, the PCA is used to construct 
the components based on p variables. The results of p linear combinations could be as 
follows;
PCi = wiiX] + W12X2 + .................. wiiXi
P C 2  =  W21X1 +  W 22X2 + ........................... W 2|Xi
PCp =  W p iX i  +  Wp2X2 + ........................... WpiXi
Where PC,, PC2 ,  , PCp are the principal components, Wp, is the weight of the i'*"
variable for the p* principal component, and x, is the variable description as suggested 
earlier. Sharma (1996) shows that the weights, w , j ,  are estimated such that:
15
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1. The first component PCI accounts for the maximum variance in the data, where 
the second component PC2 accounts for the maximum variance in the data that 
have not been considered for the first principal components, and so on.
p
2. = 1, where i = 1, 2 ,..........p, j = 1, 2, 3 .........p
,=i j
1=1 j
Multiple Linear Regression Models 
Pawlovich (1998) used a backward linear regression and principal component 
analysis to explore the relationship between crash incidence and underlying demographic, 
socioeconomic, and land use characteristics. The backward linear regression was first 
used to evaluate the association between crash rates and several independent variables. 
However, the model from backward elimination was found to have several limitations in 
selecting the most appropriate variables related to the crash rates. Therefore, the PCA 
was performed on the selected independent variables to identify highly correlated group 
of variables. Chu and Baltes (2002) used a linear regression model to calibrate the level 
of pedestrian mid-block crossing difficulty. Independent variables used in this model 
were the number of elderly people, traffic volume, traffic speed, median types, the 
existence of crosswalks, and presence of traffic signals. The result of the model was 
found to be useful in serving as a tool for determining the mid-block pedestrian level of 
service. Cui and Nambisan (2003) used a simple method called nearest neighborhood 
analysis to identify risk locations in a mid-block pedestrian safety study.
16
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Generalized Linear Regression Model 
The variables used in the linear regression models are sometimes unable to fit the 
model properly. Generalized linear regression models (GLM) help to overcome some of 
the problems of using linear regression. The GLMs that are found in pedestrian safety are 
log linear. Poisson, and negative binomial regression models. The discussions of these 
studies are summarized next. Al-Balbissi et al (1990) used a log-linear regression model 
to study the child pedestrian causality and several variables related to city planning. The 
variables were road pattern, road density, population density, size of green areas, and 
number of schools in the area. Ivan and Qin (2001) applied a log linear model to 
investigate the relationship between the weekly pedestrian exposure in rural areas of 
Connecticut and the following factors: population density, presence of sidewalks, number 
of lanes, area types, traffic control types, and median household incomes. The Tukey and 
Duncan multiple comparisons were also used in this model to select the most appropriate 
variables fit in the regression model. Laden (2002) used a Poisson regression model to 
estimate the number of accidents when evaluating the relationship between pedestrians 
and vehicle flow at the intersections in Hamilton, Canada.
17
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CHAPTERS
MODEL BUILDING AND EVALUATION CRITERIA
The major assumptions in the study of regression analysis are as follows:
• The relationship between the response y and the regressors is linear, at least 
approximately.
• The error term s  has zero mean.
• The error term s  has constant variance .
• The errors are uncorrelated.
• The errors are normally distributed.
The Model-Building Problem
It is assumed that the regressor (or explanatory or independent) variables included in 
the model are known to be important. The focus is on techniques to ensure that the
functional form of the model is correct and the underlying assumptions are not violated.
In some applications theoretical considerations or prior experience can be helpful in 
selecting the regressors to be used in the model. However, in most practical problems the 
analyst has a pool of candidate regressors that should include all the influential factors, 
but the actual subset of regressors that should be used in the model needs to be
18
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determined. Finding an appropriate set of regressors for the model is called the variable 
selection problem.
Building a regression model that includes only a subset of the available regressors 
involves two conflicting objectives.
• The model should include as many regressors as possible so that the information 
content in these factors can influence the predicated value of y.
• The model should include as few regressors as possible because the variance of 
the prediction increases as the number of regressors increases. Also, the larger the 
number of regressors in the model, the greater the costs of data collection and 
model maintenance.
The process of finding a model that is a compromise between these two objectives is 
called selecting the “best” regression equation. Unfortunately, there is no definition of 
“best”. Furthermore, there are several algorithms that can be used for variable selection, 
and these procedures frequently specify different subsets of the candidate regressors as 
best.
The variable selection problem is often discussed in an idealized setting. It is usually 
assumed that the correct functional specification of the regressors is known, and that no 
outliers or influential observations are present. However, these assumptions rarely met in 
practice. Residual analysis is used in revealing functional form for regressors that might 
be investigated, in pointing out new candidate regressors, and for identifying defects in 
the data such as outliers. The effect of influential or high leverage observations should 
also be determined. The investigation of model adequacy is linked to the variable 
selection problem. Although ideally these problems should be solved simultaneously, an
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iterative approach is often employed, in which (1) a particular variable selection strategy 
is employed and then (2) the resulting subset model is checked for correct functional 
specifications, outliers, and influential observations. Several iterations may be required to 
produce an adequate model. In fact, there may not be a single best equation but rather 
several equally good ones. Because variable selection algorithms are heavily 
computationally intensive, the analyst is sometimes tempted to place too much reliance 
on the results of a particular procedure but such temptations should be avoided. 
Experience, professional judgment in the subject matter, and subjective considerations all 
enter into the variable selection problem.
Consequences of Model Misspecification 
To provide a motivation for variable the selection, a brief review of the consequences 
of incorrect model specification is presented. By deleting the variables from the model, 
the precision of the parameter estimates of the retained variables is improved even though 
some of the deleted variables are not negligible. This is also true for the variance of the 
predicated response. Deleting variables potentially introduces bias into the estimates of 
the coefficients of the retained variables and the response. However, if the deleted 
variables have small effects, the Mean Squared Error (MSE) of the biased estimates will 
be less than the variance of the unbiased estimates. That is, the amount of bias introduced 
is less than the reduction in the variance. There is danger in retaining negligible variables, 
that is, variables with zero coefficients or coefficients less than their corresponding 
standard errors from the full model.
20
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Regression models are frequently built using retrospective data, that is, data that have 
been extracted from historic records. These data are often saturated with defects 
including outliers, “wild” points, and inconsistencies resulting from changes in the data 
collection and information processing system over time. These data defects can have a 
great impact on the variable selection process and lead to model misspecification. A very 
common problem in historical data is to find that some candidate regressors have been 
controlled so that they vary over a very limited range. These are often the most influential 
variables, and so they were tightly controlled to keep the response within the acceptable 
limits. Yet because of the limited range of the data, the regressor may seem unimportant 
in the least squares fit. This is a serious model misspecification that may be prevented by 
only the model builder’s nonstatistical knowledge of the problem environment. When the 
range of variables thought to be important is tightly controlled, the analyst may have to 
collect new data specifically for the model building effort.
Criteria for Evaluating Subset Regression Models 
There are two key aspects of the variable selection problem— generating the subset 
models and deciding if one subset is better than the other. The criteria for evaluating and 
comparing best subset models are discussed next.
Coefficient of Multiple Determination 
Montgomery et al (2001) shows a measure of the adequacy of a regression model that 
has been widely used is the coefficient of multiple determination, R^. Let Rp  ̂denotes the 
coefficient of multiple determination for a subset regression model with p terms, that is, 
p-1 regressors and an intercept term . Computationally
21
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„ 2 _ S S ^ ( p ) _  ss^ ,^(p)
  ’
where S S ^ { p ) , SS^^^(p) and SSj  denote the regression sum of squares, the residual
sum of squares and the total sum of squares, respectively, for a p-term subset model. Rp  ̂
increases as p increases; therefore the analyst uses this criterion by adding regressors to 
the model up to the point where an additional variable is not useful in that it provides 
only a small increase in Rp .̂ Since it is not possible to find an “optimum” value of R^ for 
a subset regression model, it is better to look for a “satisfactory” value. To avoid the 
difficulties of interpreting R^, analysts prefer to use the adjusted R^ statistic, defined for a
p-term equation as
/
R̂ Adj.p - 1 -
n — l
| ( l - V ) .................................................... (3 2)
The statistic does not necessarily increase as additional regressors are
introduced into the model. In fact, it is seen that if s regressors are added to the model, 
R̂ Adj,p+s will exceed R̂ Adj,p if and only if the partial F-statistic for testing the significance 
of the s additional regressors exceeds 1. Consequently, one criterion for selection of an 
optimum subset model is to choose the model that has the maximum However,
this is equivalent to another criterion which is discussed next.
Residual Mean Square 
The residual mean square for a subset regression model as given by Montgomery et al 
(2001) is computed as follows.
=  (3 .3)n -  p
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M5r̂ j (p ) may be used as a model evaluation criterion. Because S5r̂ j(p ) always 
decreases as p increases, initially decreases, then stabilizes, and then eventually
may increase. The eventual increase in occurs when the reduction in
(p) from adding a regressor to the model is not sufficient to compensate for the loss 
of one degree of freedom in the denominator. That is, adding a regressor to a p-term 
model will cause M5r̂  ̂(p  +1) to be greater than (p) if the decrease in the residual 
sum of squares is less thanM^R^^fp). The subset regression model that minimizes 
M5Rg^(p)will also maximize . Thus, the criteria minimum M5R^^(p)and
maximumR^A^.p are equivalent.
Mallow’s Cp Statistic
The Mallow’s Cp Statistic criterion is related to mean square error of the fitted value. 
When using the Cp criterion, it is helpful to visualize the plot of Cp as a function of p 
(linear relationship) for each of the regression equation. Regression equation with little 
bias will have values of Cp that fall near the line Cp = p while those equations with 
substantial bias will fall above this line. Generally small values of Cp are desirable.
Uses of Regression and Model Evaluation Criteria 
As already seen, there are several criteria that can be used to evaluate subset 
regression models. Montgomery et al (2001) suggests that the criterion which is used for 
model selection should certainly be related to the intended use of the model. There are 
several possible uses of regression including (1) data description, (2) prediction and 
estimation, (3) parameter estimation, and (4) control.
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If the objective is to obtain a good description of a given process or to model a 
complex system, a search for regression equations with small residual sum of squares is 
indicated. Since is minimized by using all candidate regressors, it is usually
preferred to eliminate some variables if only a small increase in results. In general,
it is expected to describe the system with as few regressors as possible while 
simultaneously explaining the substantial portion of the variability in y.
Frequently, regression equations are used for prediction of future observations or 
estimation of the mean response. In general, it is preferred to select the regressors such 
that the mean square error of the prediction is minimized. This usually implies that 
regressors with small effects should be deleted from the model. The Predicted Sum of 
Squares PRESS statistic is used to evaluate candidate equations produced by a subset 
generation procedure and that subset regression model is selected which has the smallest 
value of PRESS p. This statistic is, however, potentially useful for discriminating
alternative models. Generally, a model with a small value of PRESS is preferable to one 
where PRESS is large. PRESS is generally regarded as a measure of how well a 
regression model will perform in predicting new data. Montgomery et al (2001) used the 
PRESS statistic to compute an R ^ - like statistic for prediction.
SS ,  .......................................................................3 4
This statistic gives some indication of the predictive capability of the regression model.
In parameter estimation, both the bias that result from deleting variables and the 
variances of the estimated coefficients need to be considered. When the regressors are 
highly multicollinear, the least squares estimates of the individual regression coefficients
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may be extremely poor. Several methods are available to improve parameter estimates 
when the matrix X is ill-conditioned. These methods often lead to a prediction equation 
that is more effective in extrapolation than one based on least squares, for in 
extrapolation good estimates of the parameters are essential.
Montgomery et al (2001) suggested that when a regression model is used for control, 
accurate estimates of the parameters are important. This implies that the standard errors 
of the regression coefficients should be small. Furthermore, since the adjustments made 
in the regressor variables, x s, to control the dependent variable, y, will be proportional to 
the estimated coefficients P s , the regression coefficients should closely represent the
effects of the regressors. If the regressors are highly multicollinear, the Ps may be very 
poor estimates of the effects of individual regressors.
Multicollinearity
The use and interpretation of a multiple regression model often depends explicitly or 
implicitly on the estimates of the individual regression coefficients. Some examples of 
inferences that are frequently made include identifying the relative effects of the 
regressor variables, prediction and/or estimation, and the selection of an appropriate set 
of variables for the model.
If there is no linear relationship between the regressors, they are said to be 
orthogonal. When the regressors are orthogonal, inferences such as those illustrated 
above can be made relatively easily. Unfortunately, in most applications of regression, 
the regressors are not orthogonal. However, in some situations the regressors are nearly 
perfectly linearly related, and in some cases the inferences based on such regression
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models can be misleading or erroneous. When there are near-linear dependencies among 
the regressors, the problem of multicollinearity is said to exist.
Multicollinearity Diagnostics 
Several techniques have been proposed by Montgomery et al (2001) for detecting 
multicollinearity. In this section, some of the diagnostic measures are illustrated. 
Desirable characteristics of a diagnostic procedure are that it directly reflects the degree 
of the multicollinearity problem and provides information helpful in determining which 
regressors are involved.
Examination of the Correlation Matrix 
Montgomery et al (2001) suggests that a very simple measure of multicollinearity is 
the inspection of the off-diagonal elements in X ’X matrix. If regressors x. and Xj are
nearly linearly dependent, then j will be near unity. Examining the simple correlations
r.j between the regressors is helpful in detecting near-linear dependence between pairs of
regressors only. Unfortunately, when more than two regressors are involved in a near- 
linear dependence, there is no assurance that any of the pairwise correlations will be 
large. Generally, the inspection of the r.j is not sufficient for detecting anything more
complex than pairwise multicollinearity.
Variance Inflation Factors 
The diagonal elements of the C = (X’X)'^ matrix are very helpful in detecting 
multicollinearity as shown by Montgomery et al (2001). It is seen thatC^ , the j ’*
diagonal element of C, can be written as = (1 -  R / ) ~ ’ , where R /  is the coefficient of
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determination obtained when Xj is regressed on the remaining p - l  regressors. The term 
Cjj is called the Variance Inflation Factor (VIF). If Xj is nearly orthogonal to the 
remaining regressors, R /  is small and C jj is close to unity, while if x^ is nearly linearly 
dependent on some subset of the remaining regressors, R /  is near unity and C^  is large. 
Since the variance of the j ’* regression coefficients is CjjG^ , it can be seen is a factor
by which variance of Pjis  increased due to near-linear dependences among the
regressors. The VIF for each term in the model measures the combined effect of the 
dependencies among the regressors on the variance of that term. One or large VIFs 
indicate multicollinearity. Practical experience indicates that if any of the VIFs exceeds 5 
or 10, it is an indication that the associated regression coefficients are poorly estimated 
because of multicollinearity.
Eigensystem Analysis of X ’X 
Montgomery et al (2001) used the characteristic roots or eigenvalues of X ’X, 
say/l, .......'^p ’ to measure the extent of multicollinearity in the data. If there are one or
more near-linear dependencies in the data, then one or more of the characteristic roots 
will be small. One or more small eigenvalues imply that there are near-linear 
dependences among the columns of X. Some analysts prefer to examine the condition 
number of X ’X, defined as
K = ^ ...................................................................................... .'(3.5)
min
where and are the maximum and minimum eigenvalues of X ’X matrix. 
This is just the measure of the spread in the eigenvalue spectrum of X ’X. Generally if the
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condition number is less than 100, there is no serious problem with multicollinearity. 
Condition numbers between 100 and 1000 imply moderate to strong multicollinearity, 
and if /r exceeds 1000, severe multicollinearity is indicated. The condition indices of X ’X 
matrix are
-y , , 7= 1 ,2 ,.......... p ........................................ (3.6)
4
Clearly, it can be seen that the largest condition index is the condition number defined 
in equation (3.5).The number of condition indices that are large (say>1000) is a useful 
measure of the number of near-linear dependences in X ’X.
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CHAPTER 4 
METHODOLOGY
Several methodologies and processes have to be used to estimate pedestrian trips. The 
process of database building and analysis are dependent on both the objective of a study 
and the availability of the data. Figure 1 presents the process of database building and 
analysis used in this research.
Identification of High Pedestrian Crash Sites 
The geocoded pedestrian crash data was used to identify high pedestrian crash zones 
and sites in the study area. The GIS based methodology to identify pedestrian high crash 
zones and sites is presented next.
Identify Pedestrian Crash Problems 
The focus of this step is to identify crash problems based on pedestrian crash 
characteristics in the study area. This is the first step of the zoning methodology 
recommended by NHTSA to identify high pedestrian crash sites. An overall analysis has 
to be conducted in order to identify pedestrian crash problems. As examples, pedestrian 
crashes at signalized intersections, pedestrian crashes at mid-block locations, pedestrian 
crashes involving children, and pedestrian crashes involving senior citizens are 
significant pedestrian crash problems in Las Vegas metropolitan area.
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Address Match Pedestrian Crash Data
Until recently, NDOT used to store crash location related information in the crash 
database based on one of the 3 reference systems: street name / reference street name, 
mile post, or street address. The street name / reference street name location referencing 
system is mostly used in urban areas whereas mile post referencing system is used in 
rural areas. Mid-block locations are sometimes referenced using street address. The type 
of reference system, thus, depends on the focused study area. If the focus is to identify 
locations in a metropolitan area, then street name / reference street name location 
reference system is suitable. Pedestrian crash locations could be address matched using 
the “addressmatch” feature available in commonly used GIS software programs.
Define Study Area
The study area has to be identified and defined for analysis and evaluation of 
pedestrian safety countermeasures at selected pedestrian high crash sites. Such a study 
area could comprise of a set of zip codes, traffic analysis zones (TAZs), census blocks, or 
census tracts. Using TAZs or census blocks could lead to erroneous results in places like 
Las Vegas where large activity centers may have very little resident population. Hence, a 
zip code was felt appropriate for analyses.
The address-matched pedestrian data is overlaid on the zip code coverage. The 
number of pedestrian crashes in each zip code is then estimated. The overlay process also 
facilitates incorporating data characterizing the zip code. Examples of such data include 
population, demographic, socio-economic, and land use characteristics. The pedestrian 
crash rate is calculated by dividing the number of pedestrian crashes estimated in a zip
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code by the total population in the zip code. In fact, the pedestrian crash rates should be 
based on the nature of the safety problem being evaluated.
Identify and Rank Pedestrian High Crash Zones in the Study Area 
The focus of this step is to identify pedestrian high crash zones (corridors comprising 
a set of links) in the study area. The road network in the study area has to be analyzed to 
identify zones with cluster of crashes. A detailed analysis of pedestrian crashes in each 
zone is then conducted. Pedestrian crash indices are developed to help such analyses. 
These look at aspects such as pedestrian crashes in the vicinity of a zone, severity of such 
crashes, and length of the zone (corridor).
Identify High Crash Sites in the Selected Zones 
Not all sites in the zones have significant pedestrian crash problems. Also, the type of 
problem could differ between locations within a zone. The focus of this task is to research 
and identify high pedestrian crash sites in each zone. These high crash locations are 
summarized in Table 1.
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Table 1 List of selected sites
Site# Location (Street 1 /  Street 2)
1 Maryland Pkwy / Sierra Vista Dr
2 Maryland Pkwy / Dumont St
3 Maryland Pkwy/Twain Ave
4 Harmon Ave / Paradise Rd
5 Flamingo Rd / Koval Lane
6 Flamingo Rd / Paradise Rd
7 Bonanza Rd / F  Street
8 Bonanza Rd/ D Street
9 Lake Mead Blvd / Las Vegas Blvd
10 Lake Mead Blvd / Pecos Rd
11 Lake Mead Blvd: Belmont St to McCarran St
12 Fremont St: 11th St to 8th St
13 Fremont St: 8th St to 6th St
14 Twain Ave: Cambridge St to Swenson St
15 Twain Ave: Swenson St to Palos Verde
Pedestrian Trip Generation Data 
For this study, pedestrian volumes are collected at the sites which are high pedestrian 
activity locations during the morning period, early and late evening periods. High 
pedestrian activity locations were selected as they are a good indicator of the pedestrian 
trips generation behavior using the facility and it will further help to improve pedestrian 
safety. The locations considered in this analysis include intersections and corridors. 
Fifteen high crash locations were considered for the analysis out of which 10 are 
intersections and 5 are corridors.
The morning period is considered to be 7:00 AM to 9.00 AM while the early evening 
period is defined from 4:00 PM to 6:00 PM. The late evening period is defined from 6:00 
PM to 9:00 PM. Pedestrian volume data are collected for an urban setting of the Las 
Vegas metropolitan area located in Clark County, Nevada. Since Las Vegas is one of the
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top tourist destinations in the United States, sites are chosen so that it rules out the 
possibility of erroneous data collection. Typically the visitor population peaks over the 
weekends, data are collected for a typical weekday since pedestrian trips differ during 
weekdays and weekends. Hence, data are collected on Tuesdays and Thursdays to make 
sure that they do not account for additional tourist data. The collection of pedestrian 
volumes data required substantial time and effort in addition to manual labor and costs.
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Collect Peak Hour Pedestrian Trips
Variables Screening
Classification as continuous and categorical variables.
Multiple Linear Regression Analysis
1) Using the Best Subset Regression Methods.
2) Select models based on suitable criterion and using 
F-test values
Initial Diagnostics
1) Construct scatter plots of all the independent 
variables with the dependent variable to examine 
the raw data.
2) Study correlation among the variables.
Database and Data Development
•  Buffer high crash locations (0.25 mile or 0.8 km)
• Compute average household income
• Compute population density
• Compute square foot of development 
(Residential and Commercial)
• Collect school zone and bus stops data
• Collect on-network characteristics
Figure 1 A schematic representation of the methodology
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On-Roadway Network Characteristics Data 
On-roadway network characteristics considered included the following:
• Intersection or corridor
• Number of lanes
These characteristics were collected at the time of data collection and verified with 
the Clark County database. The number of lanes defined in this study is the average 
number of lanes per leg of an intersection.
Off Roadway Network Characteristics Data 
Off-roadway network characteristics data used in this study are: household incomes, 
population density, land use characteristics, presence of bus stops and schools, square 
foot of commercial and residential developments. Bus stops data were obtained from the 
Regional Transportation Commission (RTC) of Southern Nevada. Household income and 
population data were gathered from the census block data available from the United 
States Census Bureau’s website (http://www.census.gov/main/www/cen2000.html). The 
number of people boarding and alighting buses at stops is a very good indicator of 
pedestrian trip generation, but such data are not readily available. Hence, it is assumed 
that the number of bus stops will serve as a surrogate indicator of the pedestrian trips. 
The land use characteristics data were gathered from the assessor parcel data from the 
Assessor’s office Geographic Information System Data (www.co.clark.nv.us/ceit/gismo/ 
gismo.htm). These off roadway characteristics are evaluated based on quarter mile buffer 
distances from each location. Quarter miles buffer distances are used because of the 
conjecture that pedestrians generally don’t walk farther than quarter mile. Finally, each of 
these off-network roadway characteristics data is divided as follows:
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• Household incomes: Annual household income was categorized as follows:
- less than $10,000
- $10,000 to $20,000
- $20,000 to $50,000
- $50,000 to $75,000
- $75,000 to $100,000
- $100,000 to $150,000
- greater than $150,000.
• Land use characteristics: Land use data was categorized as follows:
Residential square foot of development
- Commercial square foot of development 
Industrial square foot of development
• Population density: computed as population residing within a quarter mile buffer 
zone divided by the residential area within the buffer zone.
• Number of bus stops: includes the bus stops located within the quarter mile of 
buffer zone around the location.
Procedure
Data analysis was done using ArcMap, a Geographical Information Systems (GIS) 
software. The street centerline network was combined with the block group polygon layer 
of Las Vegas metropolitan area. Then point shape files were created for the selected sites 
and a buffer of quarter mile was formed around those locations. The next step was to 
compute the population density, average household income, square foot of commercial
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and residential development, number of bus stops and schools within the buffer zones. 
Within the buffer zones, there are several parcel layers with certain characteristics such as 
parcel area, total number of households, income groups ranging from less than $10,000 to 
greater than $150,000, and population. The block group polygon layer is clipped with the 
buffer layer to compute the shape area of the parcel within the buffer zone.
Estimation of Parcel Population within the buffer layer 
The population is assumed to be uniform throughout the parcel layer. As a result, the 
population is assumed to be distributed in proportion of the parcel area and is given by 
the following relationship:
P i ^ ^ * P ................................................................................... (4.1)
A
Where:
Pi  = Population of parcel layer inside buffer zone
P = Total population of the parcel layer
At  = Area of the parcel layer inside buffer zone (or shape area)
A = Total area of the parcel layer 
The population density is computed using the population within the buffer layer divided 
by the square foot of residential area.
Estimation of Average Household Income 
The average income inside the buffer zone for each parcel layer is computed using the 
following relationship:
........................................................................... (4.2)
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Where
Nj = Number of households within a parcel layer inside the buffer zone 
Ij = Average income of block group 
The number of households within a parcel layer inside the buffer zone is assumed to be 
uniformly distributed in proportion to the parcel area and is given by the following 
expression
Nj = N * ^ ...................................................................................(4 .3)
Where
N  = Total number of households within a parcel layer
Ni = Number of households in each income category
Ij is given by the following expression
V  (MeanlncomeGroups * Ni)
U = — ------------^ ........    (4 .4)
Where mean income groups are the mean of the income categories discussed earlier.
Estimation of Square Foot of Development 
Land use data were obtained from the GISMO website where it is classified into 
various categories including residential, commercial and industrial. Separate shape files 
were made for all the land use categories and then each layer was clipped with a buffer 
layer to compute the development area within the buffer zone. The development area 
represents the total square foot and it represents the area which is developed and not the 
area allotted for development.
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Identification of Bus Stops 
The bus stops data were obtained in the form of GIS format as shape file from the 
Regional Transportation Center of Southern Nevada. The bus stops within a quarter mile 
of the specified location were identified by creating a buffer using Arc Map.
The number of bus stops is an important indicator in estimating the pedestrian trips. 
Typically, there are a minimum of two and maximum of four bus stops in the vicinity of 
an intersection which contribute to the pedestrian trips. This implies that number of bus 
stops is definitely a significant factor which determines pedestrian trips. However, to 
consider a more general aspect of this variable, the number of bus stops within a quarter 
mile buffer zone is considered for the analysis.
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CHAPTERS
ANALYSIS AND RESULTS OF MODEL BUILDING 
Roadway characteristics and other attributes are shown in Table 2. Column I and 
column 2 in Table 2 describes the site number and locations respectively. Column 3 
represents the type of location where the point locations are intersections while linear 
locations are corridors. Column 4 shows the population inside a quarter mile buffer zone 
which ranges from 317 to 4,469. Column 5 represents the population density in the buffer 
zone and is measured in 1,000 units. The values have a wide variation ranging from 
11.803 to 1323.588. Column 6 shows the average annual household income (in 1,000’s of 
$) which has an average of 38. Columns 7, 8, 9 and 10 show the morning, early evening, 
late evening and average hourly pedestrian trips. The average hourly pedestrian trips are 
of particular interest since it is the average of other three hourly periods. There are a 
minimum of I I  and a maximum of 173 pedestrians during the average hourly period for 
various sites. Column 11 represents the average number of lanes per leg of an intersection 
or corridor ranging from 4 to 8. Columns 12 and 13 show the commercial and residential 
square foot of development in 10,000 units. The sites have a wide range of values 
indicating an overall spread throughout Las Vegas metropolitan area. Column 14 
describes the number of bus stops within quarter mile of the location. There are a 
minimum of 5 to a maximum 13 bus stops depending on the surroundings of the location.
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Table 2 Pedestrian volumes and site characteristics
Site # Location (S treet 1 /  Street 2) Type
Pop in 
Buffer 
Zone
Pop Density 
in Buffer 
Zone (1,000) 
(X2)
Avg Annual 
Income in 
(1000's of $) 
(X3)
Morning
Hourly
Ped
Volume
(Y1)
Early
Evening
Hourly
Ped
Volume
(Y2)
Late
Evening
Hourly
Ped
Volume
(Y3)
Average
Hourly
Ped
Volume
(Y)
Avg. fto. 
of lanes 
per leg 
(X I)
Com m ercial 
Sq. ft (10,000) 
(X4)
Residential 
Sq. ft (10,000) 
(X5)
No. of 
bus 
stops  
(X6)
1 Maryland Pkwy / Sierra Vista Dr Point 2,469 43,991 40.449 90 65 56 70 6 78.5888 56.1248 10
2 Maryland Fkw y /  Dumont St Point 2,571 49.551 40.787 55 59 49 54 5 119.3263 51.8864 8
3 Maryland Fkw y /  Tw a in Ave Point 2,033 90.806 41.256 95 97 93 95 7 106.2226 22.3885 13
4 Harmon Ave /  Paradise Rd Point 1,577 18.354 38.546 88 157 172 139 6 170.3452 85.9223 6
5 Flamingo Rd / Koval Lane Point 1,091 11.803 45.085 132 184 204 173 8 410.9333 92.4324 8
6 Rarringo Ftd /  Paradise Rd Point 2,318 25,241 41.247 125 172 154 150 8 183.5481 91.8335 6
7 Bonanza R d /F  Street Point 291 221.478 30.587 38 37 19 31 4 10.0793 1.3139 5
8 Bonanza Rd /  D Street Point 317 338.097 27.619 39 78 23 47 5 33.6879 0.9376 8
9 Lake Mead Blvd /  Las Vegas Blvd Point 1,653 447.410 41.654 74 93 99 89 8 22.6944 3.6946 7
10 Lake Mead Blvd /  Pecos Rd Point 2,163 99.064 42.752 68 140 110 106 7 5.3104 21.8344 8
11 Lake Mead Blvd: Belmont St to McCarran St Linear 2,653 1323.588 47.658 13 13 8 11 7 11.3585 2.0044 5
12 Fremont St: l l t t i  St to Stti St Linear 1,338 23.476 27.841 180 118 119 139 4 111.5607 56.9940 13
13 Fremont St: 8th St to 6th St Linear 1,670 42.887 27.448 129 103 63 98 4 251.0163 38.9391 9
14 Twain Ave: Carrbridge St to Swenson St Linear 3,637 17.751 38.222 70 109 97 92 5 18.7295 204.8858 7
15 Twain Ave: Swenson St to Paies Verde Linear 4,469 23.260 38.213 92 76 50 73 5 13.0049 192.1328 8
C/)
C/)
The variables used in the Regression Model are defined in Table 3. These variables 
are defined as follows:
Table 3 Variable descriptions
Variables Notation Description
AHPT y Pedestrian Trips (average hourly)
MHPT yi Pedestrian Trips (morning hourly)
EVHPT y2 Pedestrian Trips (early evening hourly)
LEHPT y3 Pedestrian Trips (late evening hourly)
AVLAN x l Average number of lanes
POPDEN x2 Population Density in Buffer Zone (1,000 units)
AAINC x3 Average Annual Income in Buffer Zone (1,000 units)
CSFDEV x4 Commercial Development (10,000 units)
RSFDEV x5 Residential Development (10,000 units)
NUBUS x6 Number of Bus Stops
Analyses were performed for morning hourly, early evening hourly and late evening 
hourly pedestrian trips as dependent variables. The average hourly pedestrian volume is 
the mean of the three time periods. This is taken into account considering the possibility 
of making a single regression model in place of individual hourly models. It will help in 
identifying the significant factors and variables affecting the final regression model since 
almost 75 percent of the daily pedestrian trips occur during these time intervals. The most 
important thing to consider is that the final model needs to be a good predicator of future 
observations.
Analysis: Y versus x l, x2, x3, x4, x5, x6 
Linear regression was used to build a model involving pedestrian volume as a 
dependent variable and the other variables as independent variables. Linear regression
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was performed on the variables using Minitab, a statistical software which provides a 
descriptive and preliminary analysis of the variables including scatter plots, residual 
analysis and normality plot of the residuals.
As previously mentioned, it is desirable to consider regression models that employ a 
subset of candidate regressor variables. To determine the subset of variables to use in the 
final equation, it is natural to consider fitting models with various combinations of the 
candidate regressors. One possible technique which is discussed in this research is “All 
Possible Regressions”. This procedure requires fitting all the regression equations 
involving one candidate regressor, two candidate regressors, and so on. These equations 
are evaluated according to some suitable criterion, and the “best” regression model 
selected. If we assume that the intercept term is included in all equations, then if
there are K  candidate regressors, there are 2^ total equations to be estimated and 
examined. Clearly the number of equations to be examined increases rapidly as the 
number of candidate regressors increases.
In this research, there are six candidate regressors which results into 64 candidate 
regression equations. But this is nearly impossible to verify and validate each and every 
model. A specific approach to this is to use “Best Subsets Regression” which displays the
values ^nd 5 = (p)  statistics for several (but not all) models
for each value of p. The program has the capability of identifying the m best (form < 5 ) 
subset regression models. Since this research requires dealing with only six candidate 
regressors, other methods such as step-wise type regression algorithms are not applicable 
which are generally applied with 30 or more candidate regressors.
43
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
The analyses performed include scatter plots, correlation matrix, residual analysis and 
normal probability plot of the residuals. The examination of the scatter plot matrix of the 
variables in Figure 2 shows significant correlation among some variables. It can be seen 
that the variables x2, x4 and x5 have some sort of curvilinear pattern. Also, few outliers 
are seen in the plot which gives a clear indication that some transformation would be 
appropriate for these variables. The reason for this is that the range of values of these 
variables is large.
Matrix Plot of y l, x l, x2, x3, x4, xS, x6
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Figure 2 Scatter Plot Matrix of the Variables
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The subject variables were transformed using natural log, and these transformed 
variables were used in the regression model. Figure 3 shows the scatter plot matrix of the 
transformed variables. An initial examination of the Correlation Matrix shows that there 
is a strong correlation between variables xl-x3 and In(x2)-ln(x5). It can be seen 
that rj3 =0.806 and T25 = -0 .913 . This gives rise to the classic problem of 
Multicollinearity; which was discussed in Chapter 3.
Matrix Plot of y l, x l, ln(x2}, x3, In(x4}, in(x5), x6
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Figure 3 Scatter Plot Matrix of the Transformed Variables
Complex methods such as Principal Component Analysis and Robust Regression 
Techniques are not used in this research to remove multicollinearity. They do not help in
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terms of the explanation of which independent variables are associated and cause change 
in the dependent variable. Instead, it is desired to prepare a model that includes all the 
significant factors and still shows some direct relationship between the variables. An 
alternate solution to this problem is variable elimination. If the variables are nearly 
linearly dependent, eliminating one regressor may be helpful in combating 
multicollinearity. Since variables ln(x2) and ln(x5) are highly correlated, the variable 
ln(x2) is removed from the subsequent models after close examination. The Best Subset 
Regression is used to model four different hourly pedestrian volumes and the best model 
is selected using F-Test.
F-Test for Regression Relation 
Montgomery et al (2001) states the test whether there is a regression relation between 
the response variable Y and the set of X variables Xi, Xz, ....Xp_i, i.e., to choose between 
the alternatives:
H q '-Pi -  P i - .......... =  Pp-\ -  0
: not all P^ (k = 1,2 p  - 1) equals zero
We use the test statistic:
........................................................................................ (5.1)
MSE
The decision rule to control the Type 1 error at a  is:
If F * < F(1 -  a \ p  -  \ , n -  p), conclude 
If F * > F(1 -  a ; p  - l , n -  p),  conclude
where p - l  and n -  p  are the degrees of freedom of numerator and denominator 
respectively.
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Models for morning hourly pedestrian trips 
The regression analysis of variable MHPT using different combinations of 
independent variables is shown in Appendix 2 and the summary of those models is 
described in Table 4. Only those models are selected which can clearly describe the 
effects of adding or deleting any other variable in the model. F-Test uses the concepts of 
reduced and full model to select the best regression model and the results are shown in 
Table 5. In addition, the residual vs. fitted plot and the normality plot for the best possible 
regression model are also presented in Figure 4 and Figure 5 respectively.
The two tailed T-statistic is used to see the significance at 90% Confidence Interval. 
The value of t-statistic at 90% Cl is ? ^ = 0̂.95,13 =1-77 and for 95% Cl, the value of t-
1— ,n~2  
2
statistic is t „ = 0̂ .9 1 5n -2 .1 6 . For maintaining consistency throughout the peak
1— ,n -2  
2
periods, 95% Cl is used for the analysis. Variance Inflation Factor (VfF) is used to 
estimate the amount of correlation among the covariates. R^pre and PRESS statistics are 
used as measures to indicate the predictive power of a model.
The main objective now is to select a model that has best explanatory and predictive 
power. As seen from Table 4, the t-statistics are not significant at 95 percent confidence 
interval for model 1. Hence, this model is rejected without any further analysis. Model 2 
has variable BUSSTOP significant at 90 percent confidence interval, and it has good 
R^Adj and R^pre values as compared to model 3. But the F-test in Table 5 shows that 
model 3 is better than model 2. In addition model 3 has a large intercept which might 
create some doubt about the validity of the model. Hence there is a trade-off between the
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two models and both the models are considered as good for explanatory and predictive 
purposes. The F-Statistics shows that both model 2 and model 3 are equally good.
The final regression equation from model 2 can be written as
MHPT = 87.6 + (21.4 NLANES) -  (5.92 AVEINC) + (38.4 In (RESAREA)) + (5.32 
BUSSTOP)
The final regression equation from model 3 can be written as
MHPT = 149 + (23.5 NLANES) -  (6.97 AVEINC) + (19.3 In (RESAREA))
As seen from the above regression equations, the signs of the estimated regression 
coefficients are reasonable. As the number of lanes increases, pedestrian trips also 
increases since lanes are indicative of activity and traffic volumes. Further, bus routes 
tend to use larger streets more than smaller streets. Thus streets with higher number of 
lanes are likely to have more bus stops. In turn, this leads to a greater level of pedestrian 
movements. As the average household income increases, pedestrian trips are expected to 
decrease since average income is directly related to auto ownership. Generally, people 
having higher automobiles tend to make fewer pedestrian trips. This is reflected by the 
negative sign for the AVEINC variable. Residential area is directly related to pedestrian 
trips. The residential population generally increases as the residential area increases. It is 
expected that greater the number of people residing in an area, greater would be the 
pedestrian trips.
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Table 4 Models for morning hourly pedestrian trips
Variable Model 1 Model 2 Model 3
Estimate
t-
stat VIF Estimate
t-
stat VIF Estimate
t-
stat VIF
Intercept 68.20 1.31 87.6 149.12 3.74
NLANES 18.32 2.37 3.8 21.35 3.09 3.1 23.47 3.06 3.0
AVEINC -5.206 -2.79 4.2 -5.923 -3.55 3.5 -6.969 -3.91 3.1
In(COMMAREA) 11.66 1.7 - - - - - - -- — —
In(RESAREA) 33.81 3.42 1.7 38.36 4.56 1.3 19.31 5.04 1.1
BUSSTOP 4.90 1.3 5.31 1.2 -- - - -  -
R̂ 0.831 0.816 0.744
(Adi) 0.738 0.743 0.674
FStat 8.87 11.10 10.64
S 22.065 21.856 24.606
C p 6.0 4.8 6.7
PRESS 14705.8 14642.5 14881.7
R ^(Pre) 0.434 0.437 0.427
Note: --indicates the variables not included in the model, tcmicai 90/95 = 1.77/2.16 
The numbers in italics (shaded boxes) are not significant at the 95% confidence level
Table 5 Model selection for morning hourly pedestrian trips
Model Selection F-Value F-Critical Value Conclusion
Model 1-Model 2 0.81 F(1, 9 1 95%) =5.12 F-value<F-critical value
Model 2 is better
Model 2 -Model 3 3.94 F(1, 10 1 95%) = 4.96 F-value<F-critical value
Model 3 is better
95 percent significance level is used for model selection
Figure 4 shows the plot between the residuals and the fitted values for model 2, which 
is one of the selected models for morning hourly pedestrian trips. It can be seen that 
errors are random and the plot shows a constant variance. Figure 5 shows the normal 
probability plot of the residuals for model 2. As seen, all the points lie almost along a 
straight line which makes the normality assumption valid.
Figure 6 shows the plot between the residuals and the fitted values for model 3, which 
is another selected model for morning hourly pedestrian trips. It can be seen that errors 
are random and the plot shows a constant variance. Figure 7 shows the normal probability
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plot of the residuals for model 3. As seen, all the points lie almost along a straight line 
which makes the normality assumption valid.
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Figure 4 Plot of Residuals vs. Fitted Values for morning hourly pedestrian trips
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Figure 5 Normal Probability Plot of the Residuals for morning hourly pedestrian trips
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Figure 6 Plot of Residuals vs. Fitted Values for morning hourly pedestrian trips
Normal Probability Plot of the Residuals
(response is y l)
90-  r -  -
80 - - -  
70 - — 
60 ̂  
5 0 - - 
P  40 - 
30- 
20 -
 * — • - t  -  ;----
' 1...
.... , - r- - ■ 1
... -  •-
10 -  j----  ^--
5 - ..' '   Î.
-25-50 250 50
Residual
Figure 7 Normal Probability Plot of the Residuals for morning hourly pedestrian trips
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Models for early evening hourly pedestrian trips
The regression analysis of variable EEHPT with other independent variables is shown 
in Appendix 3 and the summary of those models is described in Table 6. Only those 
models are selected which can clearly describe the effects of adding or deleting any other 
variable in the model. F-Test uses the concepts of reduced and full model to select the 
best regression model and the results are shown in Table 7. In addition, the residual vs. 
fitted plot and the normality plot for the best possible regression model are also presented 
in Figure 8 and Figure 9 respectively.
The main objective now is to select a model that has the best explanatory and 
predictive power. As seen from Table 6, the t-statistics are not significant at 95 percent 
confidence interval for variables In (COMMAREA) and BUSSTOP in model 1. Hence, 
model 1 is rejected without any further analysis. For model 2, the reduction in RMSE 
(root mean square error, S) from model 1 is not sufficient enough to make the variable 
BUSSTOP significant at 95 percent confidence interval. So, model 2 is also rejected 
without giving any further consideration. The F-Statistics shows that model 3 is the best. 
Finally, model 3 seems to be the best as all the variables are significant at 95 percent 
confidence interval. This is also supported by the F-test from Table 7, which shows that 
model 3 is better than model 2.
The final regression equation from model 3 can be written as
EEHPT = 86.6 + (39.3 NLANES) -  (7.47 AVEINC) + (19.8 In (RESAREA))
As seen from the above regression equations, the signs of the estimated regression 
coefficients are reasonable. As the number of lanes increases, pedestrian trips also 
increases since lanes are indicative of activity and traffic volumes. Further, bus routes
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tend to use larger streets more than smaller streets. Thus streets with higher number of 
lanes are likely to have more bus stops. In turn, this leads to a greater level of pedestrian 
movements. As the average household income increases, pedestrian trips are expected to 
decrease since average income is directly related to auto ownership. Generally, people 
having higher automobiles tend to make fewer pedestrian trips. This is reflected by the 
negative sign for the AVEINC variable. Residential area is directly related to pedestrian 
trips. The residential population generally increases as the residential area increases. It is 
expected that greater the number of people residing in an area, greater would be the 
pedestrian trips.
Table 6 Models for early evening hourly pedestrian trips
Variable Moc el 1 Model 2 Model 3
Estimate t-stat VIF Estimate t-stat VIF Estimate t-stat VIF
Intercept 120.10 124.56 2.37 86.56 2.17
NLANES 39.94 4.43 3.8 40.63 5.26 3.1 39.33 5.11 3.0
AVEINC j -7.949 -3.66 4.2 -8.113 -4.34 3.5 -7.467 -4.17 3.1
In(COMMAREA) 1.164 1.7 — — - - - - —
In(RESAREA) 20.99 4.19 1.7 21.45 5.25 1.3 19.82 5.16 1.1
BUSSTOP -3.38
20
1.3 -3.28
19
1.2 -- — —
R̂ 0.8 0.8 0.797
(Adi) 0.720 0.747 0.742
FStat 8.19 11.33 14.44
S 25.726 24.448 24.672
C o 6.0 4.0 3.1
PRESS 15272.8 10970.1 10268.4
R ^ P re ) 0.538 0.662 0.689
Note: -indicates the variables not included in the model, tcnticai 90/95 = 1.77/2.16 
The numbers in italics (shaded boxes) are not significant at the 95% confidence level
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Table 7 Model selection for early evening hourly pedestrian trips
Model Selection F-Value F-Crltlcal Value Conclusion
Model 1 -Model 2 0.03 F(1,9 |95%) = 5.12 F-value<F-critical value
Model 2 is better
Model 2 -Model 3 1.20 F(1,10|95%) = 4.96 F-value<F-critical value
Model 3 is better
95 percent significance level is used for model selection
Figure 8 shows the plot between the residuals and the fitted values for model 3, which 
is the selected model for early evening hourly pedestrian trips. It can be seen that errors 
are random and the plot shows a constant variance. Figure 9 shows the normal probability 
plot of the residuals for model 3. As seen, all the points lie almost along a straight line 
which makes the normality assumption valid.
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Figure 8 Plot of Residuals vs. Fitted Values for early evening hourly pedestrian trips
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Models for late evening hourly pedestrian trips 
The regression analysis of variable LEHPT with other independent variables is shown 
in Appendix 4 and the summary of those models is described in Table 8. Only those 
models are selected which can clearly describe the effects of adding or deleting any other 
variable in the model. F-Test uses the concepts of reduced and full model to select the 
best regression model and the results are shown in Table 9. In addition, the residual vs. 
fitted plot and the normality plot for the best possible regression model are also presented 
in Figure 10 and Figure 11 respectively.
As seen from Table 8, the t-statistics are not significant for most of the coefficients at 
95 percent confidence interval for model 1. Also the PRESS and R^dj statistics are not as
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good as compared to model 2 and model 3. Hence, this model is rejected without any 
further analysis. Model 2 has a high PRESS statistic, in addition to non significance of 
some of the variables at 95 percent confidence interval. Although, if the Mallow’s Cp 
criteria is considered, model 2 turns out to be the best model since Cp value is close to p. 
The F-Statistics shows that model 3 is the best. The main objective is to select the model 
which has the best explanatory and predictive power with most of the criteria supporting 
it. As a result, most of the criteria favor model 3 and this is also supported by the F-test 
from Table 9, which shows that model 3 is better than model 2.
The final regression equation from model 3 can be written as
LEHPT = 11.1 + (40.9 NLANES) -  (6.27 AVEINC) + (22.3 In (RESAREA))
As seen from the above regression equations, the signs of the estimated regression 
coefficients are reasonable. As the number of lanes increases, pedestrian trips also 
increases since lanes are indicative of activity and traffic volumes. Further, bus routes 
tend to use larger streets more than smaller streets. Thus streets with higher number of 
lanes are likely to have more bus stops. In turn, this leads to a greater level of pedestrian 
movements. As the average household income increases, pedestrian trips are expected to 
decrease since average income is directly related to auto ownership. Generally, people 
having higher automobiles tend to make fewer pedestrian trips. This is reflected by the 
negative sign for the AVEINC variable. Residential area is directly related to pedestrian 
trips. The residential population generally increases as the residential area increases. It is 
expected that greater the number of people residing in an area, greater would be the 
pedestrian trips.
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Table 8 Models for late evening hourly pedestrian trips
Variable Model 1 Model 2 Model 3
Estimate
t-
stat VIF Estimate
t-
stat VIF Estimate
t-
stat VIF
intercept 9.97 -19.30 11.10 0.20
NLANES 37.47 3.02 3.8 36.94 3.07 3.8 40.95 3.90 3.0
AVEINC -5.689 4.2 -5.269 185 4.0 -6.271 -2.57 3.1
In(COMMAREA) 7.37 1.7 6.35 1.6 —- ——
In(RESAREA) 20.62 2.99 1.7 19.58 3.00 1.6 22.33 4.26 1.1
BUSSTOP -2.95 1.3 — " — " -- —
R̂ 0.758 0.746 0.732
(Adi) 0.623 0.664 0.659
F Stat 5.63 7.33 10.01
S 35.400 34.412 33.685
C p 6.0 4.4 3.0
PRESS 30010.3 24193.5 21289.3
R ^(P re) 0.355 0.480 0.543
Note: --indicates the variables not included in the model, tcrmcai 90/95 = 1.77/2.16 
The numbers in italics (shaded boxes) are not significant at the 95% confidence level
Table 9 Model selection for late evening hourly pedestrian trips
Model Selection F-Value F-Critical Value Conclusion
Model 1-Model 2 0.45 F(1,9|95%) = 5.12 F-value<F-critical value
Model 2 is better
Model 2 -Model 3 0.54 F(1, 10 1 95%) = 4.96 F-value<F-critical value
Model 3 is better
95 percent significance level is used for model selection
Figure 10 shows the plot between the residuals and the fitted values for model 3, 
which is the selected model for late evening hourly pedestrian trips. It can be seen that 
errors are random and the plot shows a constant variance. Figure 11 shows the normal 
probability plot of the residuals for model 3. As seen, all the points lie almost along a 
straight line which makes the normality assumption valid.
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Residuals Versus the Fitted Values
(response is y3)
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Figure 10 Plot of Residuals vs. Fitted Values for late evening hourly pedestrian trips
Normal Probability Plot of the Residuals
(response is y3)
U 40
Residual
Figure 11 Normal Probability Plot of the Residuals for late evening hourly pedestrian
trips
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Models for average hourly pedestrian trips 
The regression analysis of variable AHPT with other independent variables is shown 
in Appendix 5 and the summary of those models is described in Table 10. Only those 
models are selected which can clearly describe the effects of adding or deleting any other 
variable in the model. F-Test uses the concepts of reduced and full model to select the 
best regression model and the results are shown in Table 11. In addition, the residual vs. 
fitted plot and the normality plot for the best possible regression model are also presented 
in Figure 12 and Figure 13 respectively.
As seen from Table 10, all the three models have good and R^dj statistics. But the 
major difference lies in the PRESS and R^re values, which clearly shows that model 3 is 
best. The models which yield the best (lowest) values of Cp will tend to be similar to 
those that yield the best (highest) values of adjusted R-squared and this precisely is seen 
in model 3. Although, model 3 seems to be over fitted since Cp < p, but still it is best 
when other criteria are considered. The F-Statistics shows that model 3 is the best. 
Finally, model 3 seems to the best as all the variables are significant at 95 percent 
confidence interval. This is also supported by the F-test from Table 11, which shows that 
model 3 is better than model 2.
The final regression equation from model 3 can be written as
AHPT = 82.5 + (34.7 NLANES) -  (6.92 AVEINC) + (20.5 In (RESAREA))
As seen from the above regression equations, the signs of the estimated regression 
coefficients are reasonable. As the number of lanes increases, pedestrian trips also 
increases since lanes are indicative of activity and traffic volumes. Further, bus routes 
tend to use larger streets more than smaller streets. Thus streets with higher number of
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lanes are likely to have more bus stops. In turn, this leads to a greater level of pedestrian 
movements. As the average household income increases, pedestrian trips are expected to 
decrease since average income is directly related to auto ownership. Generally, people 
having higher automobiles tend to make fewer pedestrian trips. This is reflected by the 
negative sign for the AVEINC variable. Residential area is directly related to pedestrian 
trips. The residential population generally increases as the residential area increases. It is 
expected that greater the number of people residing in an area, greater would be the 
pedestrian trips.
Table 10 Models for average hourly pedestrian trips
Variable Model 1 Model 2 Model 3
Estimate
Std
Error VIF Estimate
Std
Error VIF Estimate
Std
Error VIF
Intercept 66.78 53.45 62.32 43.32 82.55 34.16
NLANES 32.06 7.93 3.8 31.98 7.52 3.8 34.65 6.58 3.0
AVEINC -6.320 1.91 4.2 -6.256 1.77 4.0 -6.923 1.53 3.1
In(COMMAREA) 4.38 1.7 4.23 1.6 — — -  -
In(RESAREA) 18.82 4.40 1.7 18.66 4.07 1.6 20.48 3.28 1.1
BUSSTOP -0.45 2.81 1.3 -- — - - — - - —
R* 0.842 0.842 0.832
(Adi) 0.755 0.779 0.786
F Stat 9.61 13.30 18.17
S 22.616 21.486 21.104
Cp 6.0 4.0 2.6
PRESS 12622.4 10093.4 8874.7
R (Pre) 0.567 0.654 0.696
Note: -indicates the variables not included in the model, tcnticai 90/95 -  1.77/2.16 
The numbers in italics (shaded boxes) are not significant at the 95% confidence level
61
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Table 11 Model selection for average hourly pedestrian trips
Model Selection F-Value F-Critical Value Conclusion
Model 1-Modei 2 0.03 F(1,9|95%) = 5.12 F-value<F-critical value
Modei 2 is better
Modei 2 -Modei 3 0.61 F(1, 10 195%) = 4.96 F-value<F-critical value
Model 3 is better
95 percent significance level is usee for modei selection
Figure 12 shows the plot between the residuals and the fitted values for model 3, 
which is the selected model for average hourly pedestrian trips. It can be seen that errors 
are random and the plot shows a constant variance. Figure 13 shows the normal 
probability plot of the residuals for model 3. As seen, all the points lie almost along a 
straight line which makes the normality assumption valid.
Residuals Versus the Fitted Values
(response is y)
40H
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20-
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-20-
-30-1
0 20 40 60 80 100 120 160140 180
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Figure 12 Plot of Residuals vs. Fitted Values for average hourly pedestrian trips
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Normal Probability Plot of the Residuals
(response is y)
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Figure 13 Normal Probability Plot of the Residuals for average hourly pedestrian trips
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CHAPTER 6
MODEL VALIDATION 
Introduction
The surest method to have a model fit the data at hand is to discard much of the data. 
A p-variable fit to p+1 observation will perfectly predict Y as long as no two 
observations have the same Y. Such a model will, however, yield predictions that appear 
almost random with respect to responses on different dataset. Therefore, unbiased 
estimates of predictive accuracy are essential.
Model validation is done to ascertain whether predicted values from the model are 
likely to accurately predict responses on future observations or subjects not used to 
develop the model. Three major causes of failure of the model to validate are overfitting, 
changes in measurement methods/changes in definition of categorical variables, and 
major changes in subject inclusion criteria.
Harrell (2001) suggests that there are two major modes of model validation, external 
and internal. The most stringent external validation involves testing a final model 
developed using one dataset with data from another external dataset. This validation 
would test whether the data collection instrument was translated properly and whether 
other differences make earlier findings nonapplicable. Testing a finished model on new 
subjects from the same geographic area but from a different institution as subjects used to 
fit the model is a less stringent form of external validation. The least stringent form of
64
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external validation involves using the first m of n observations for model training and 
using the remaining n-m observations as a test sample. This is very similar to data- 
splitting as discussed in the following section.
Even though external validation is frequently favored by nonstatisticians, it is often 
problematic. Holding back data from the model-fitting phase results in lower precision 
and power, and one can increase precision and learn more about geographic or time 
differences by fitting a unified model to the entire subject series.
Internal validation involves fitting and validating the model by carefully using one 
series of subjects. One uses the combined dataset in this way to estimate the likely 
performance of the final model on new subjects, which after all is often of most interest.
Quantities used in Validation
For ordinary multiple regression models, Harrell (2001) uses the index as a good 
measure of the model’s predictive ability, especially for the purpose of quantifying drop­
off in predictive ability when applying to other datasets. R^ is biased, since if one used 
nine predictors to predict outcomes of 10 subjects, R^ = 1.0 but the R^ that will be 
achieved on future subjects will be close to zero. In this case, dramatic overfitting has 
occurred. The adjusted R^ solves this problem; at least when the model has been 
completely prespecified and no variables or parameters have been screened out of the 
final model fit.
Quite often it is needed to validate indexes other than R^ for which adjustments for p 
have not been created. (For example, in the binary logistic model, there is a 
generalization of R^ available, but no adjusted version. Logistic models are often
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validated using other indexes such as rank correlation between predicted probabilities and 
observed outcomes). It is also needed to validate models containing “phantom degrees of 
freedom” that were screened out earlier, formally or informally. For these purposes, 
nearly unbiased estimates of or any other indexes using data splitting, cross validation, 
or the bootstrap methods are appropriate. The bootstrap provides the most precise 
estimates.
R^ measures only one aspect of predictive ability. Harrell (2001) states that there are 
two major aspects of predictive accuracy that needs to be assessed. Calibration or 
reliability is the ability of the model to make unbiased estimates or outcome. 
Discrimination is the model’s ability to separate subject’s outcomes. Validation of the 
model is recommended even when a data reduction technique is used. This is a way to 
ensure that the model was not overfitted or is otherwise inaccurate.
Validation using Data-Splitting
Harrell (2001) suggests that the simplest validation method is one time data-splitting. 
Here a dataset is split into training (model development) and test (model validation) 
samples by a random process with or without balancing distributions of the response and 
predictor variables in the two samples. In some cases, a chronological split is used so that 
the validation is prospective. The model’s calibration and discrimination are validated in 
the test set.
In ordinary least squares, calibration may be assessed by, for example Y against T . 
Discrimination here is assessed by R^ and it is of interest in comparing R^ in the training 
sample to that achieved in the test sample. A drop in R^ indicates overfitting, and the 
absolute R^ in the test sample is an unbiased estimator of predictive discrimination.
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To be able to validate predictions from the model over the entire test sample, the test 
sample must be large enough to precisely fit a model containing one predictor. For a 
study with a continuous uncensored response variable, the test sample size should 
ordinarily be >100 at a bare minimum. For survival time studies, the test sample should 
at least be large enough to contain a minimum of 100 outcome events. For binary 
outcomes, the test samples should contain a bare minimum of 100 subjects in the least 
frequent outcome category. Once the size of the test sample is determined, the remaining 
portion of the original sample can be used as a training sample. Even with these test 
sample sizes, validation of extreme predictions is extremely difficult. However, it has the 
following disadvantages:
• Data-splitting greatly reduces the sample size for both model development and 
model testing.
• It requires a larger sample to be held out than cross validation technique to be able 
to obtain the same precision of the estimate of predictive accuracy.
•  The split may be fortuitous; if the process were repeated with a different split; 
different assessments of predictive accuracy may be obtained.
• Data-splitting does not validate the final model, but rather a model developed on 
only a subset of the data. The training and test sets are recombined for fitting the 
final model, which is not validated.
• Data-splitting requires the split before the final analysis of the data. With other 
methods, analyses can proceed in the usual way on the complete dataset. Then, 
after a “final” model is specified, the modeling process is rerun on multiple
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resamples from the original data to mimic the process that produces the “final” 
model.
Cross-Validation
Cross Validation is a generalization of data-splitting that solves some of the problems 
of data-splitting. Leave out one cross-validation, the limit of cross validation, is similar to 
jackknifing. Here one observation is omitted from the analytical process and the response 
for that observation is predicted using a model derived from the remaining n-1 
observations. The process is repeated n times to obtain an average accuracy. But earlier 
research efforts report that grouped cross-validation is more accurate; here groups of k 
observations are omitted at a time. Suppose, for example, that 10 groups are used. The 
original dataset is divided into 10 equal subsets at random. The first 9 subsets are used to 
develop a model (transformation selection, interaction testing, stepwise variable 
selection, etc. all are done). The resulting model is assessed for accuracy on the 
remaining 1/10* of the sample. This process is repeated at least 10 times to get an 
average of 10 indexes such as R^.
A drawback of cross-validation is the choice of the number of observations to hold 
out from each fit. Another is that the number of repetitions needed to achieve accurate 
estimates of accuracy often exceeds 200. For example, one may have to omit 1/10* of the 
sample 200 times to accurately estimate the index of interest. Thus, the sample would 
need to split into tenths 20 times. Another possible problem is that cross-validation may 
not fully represent the variability of variable selection. If 20 subjects are omitted each 
time from a sample size of 1000, the lists of variables selected from each training sample 
of size 980 are likely to be much more similar than lists obtained from fitting independent
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samples of 1000 subjects. Finally, as with data-splitting, cross-validation does not 
validate the full 1000-subject model as shown by Harrell (2001).
Validation using the Bootstrap
Harrell (2001) described several bootstrapping procedures for obtaining nearly 
unbiased estimates of future model performance without holding back data when making 
the final estimates of the model parameters. With the ‘simple bootstrap’, one repeatedly 
fits the model in a bootstrap sample and evaluates the performance of the model on the 
original sample. The estimate of the likely performance of the final model on the future 
data is estimated by the average of all of the indexes computed on the original sample.
It had been shown by Harrell (2001) that an enhanced bootstrap estimates future 
model performances more accurately than the simple bootstrap. Instead of estimating an 
accuracy index directly from averaging indexes computed on the original sample, the 
enhanced bootstrap uses a slightly more indirect approach by estimating the bias due to 
overfitting or the “optimism” in the final model fit. After the optimism is estimated, it can 
be subtracted from the index of accuracy derived from the original sample to obtain a 
bias corrected or overfitting-corrected estimate of predictive accuracy. The bootstrap 
method is as follows. From the original X and Y in the sample of size n, draw a sample 
with replacement also of size n. Derive a model in the bootstrap sample and apply it 
without change to the original sample. The accuracy index from the bootstrap sample 
minus the index computed on the original sample is an estimate of optimism. This 
process is repeated for 100 or so bootstrap replications to obtain an average optimism, 
which is then subtracted from the final model fit’s apparent accuracy to obtain the 
overfitting-corrected estimate.
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Note that bootstrapping validates the process that was used to fit the original model. It 
provides an estimate of the expected value of the optimism, which when subtracted from 
the original index, provides an estimate of the expected bias-corrected index.
Harrell (2001) states that ordinary bootstrapping can sometimes yield overly 
optimistic estimates of optimisrn, that is, may underestimate the amount of overfitting. 
This is especially true when the ratio of the number of observations to the number of 
parameters is not large. A variation on the bootstrap that improves the precision of the 
assessment is the “0.632” method, which was found to be optimal in many examples. 
This method provides a bias-corrected estimate of predictive accuracy by substituting 
0.632*(apparent accuracy - £ q) for the estimate of optimism, where £q is the weighted 
average of accuracies evaluated on observations omitted from bootstrap samples.
Collection of New Data to Check Model 
The best means of model validation is through the collection of new data. The 
purpose of collecting new data is to be able to examine whether the regression model 
developed from the earlier data is still applicable for the new data. If so, one has 
assurance about the applicability of the model to data beyond those on which the model is 
based.
Methods for checking validity 
Kutner et al (2004) shows a variety of methods for examining the validity of the 
regression model against the new data. One validation method is to reestimate the model 
form chosen earlier using the new data. The estimated regression coefficients and various 
characteristics of the fitted model are then compared for consistency to those of the 
regression model based on the earlier data. If the results are consistent, they provide
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strong support that the chosen regression model is applicable under broader 
circumstances that those related to the original data.
A second validation method is designed to calibrate the predictive capability of the 
selected regression model. When a regression model is developed from given data, it is 
inevitable that the selected model is chosen, at least in large part, because it fits well the 
data at hand. For a different set of random outcomes, one may likely have arrived at a 
different model in terms of the predictor variables selected and/or their functional forms 
and interaction terms present in the model. A result of this model development process is 
that the error mean square MSE will tend to understate the inherent variability in making 
future predictions from the selected model.
A means of measuring the actual predictive capability of the selected regression 
model is to use this model to predict each case in the new data set and then to calculate 
the mean of the squared prediction errors, to be denoted by MSPR, which stands for 
mean squared prediction error:
V "  (Y. - Y  Ÿ
MSPR = '-------— .......................................................... (6.1)
n
where:
Y. is the value of the response variable in the i* validation case
Ŷ  is the predicted value for the i* validation case based on the model-building data set 
n is the number of cases in the validation data set
Kutner et al (2004) suggests that if the mean squared prediction error MSPR is fairly 
close to MSE based on the regression fit to the model-building data set, then the error
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mean square MSE for the selected regression model is not seriously biased and gives an 
appropriate indication of the predictive ability of the model. If the mean squared 
prediction error is much larger than MSE, one should rely on mean squared prediction 
error as an indicator of how well the selected regression model will predict the future.
In this research, model validation is done through collection of new data sets since the 
sample size is very small. Pedestrian trip data were collected for three new locations 
along with their socio-economic and demographic characteristics which are needed to 
validate the model. Since most of the trips are generated during the seven hours which 
were considered in this research, only average hourly pedestrian trip generation model is 
validated. Table 12 shows the results and analysis of the validated model.
AHPT = 82.5 -k (34.7 NLANES) -  (6.92 AVEINC) + (20.5 In (RESAREA))
Table 12 Model validation for average hourly pedestrian trips
Description NLANES AVEiNC RESAREA In(RESAREA) AHFT
%
Error
Calcu
lated
Obse
rved
Martin 
Luther King 
Blvd / Carey 
Av. 7 39.746 9.5404 2.26 97 60 60.99
Las Vegas 
Blvd/
Tonopah St. 6 37.897 23.3501 3.15 93 88 5.73
Owens / 
Civic Center 7 38.748 33.5092 3.51 129 128 0.98
Average 7 38.797 22.1332 2.97 106 92 22.57
To check the predictive capability of the model, it is better to calculate the MSPR 
criteria as explained by equation 6.1. According to it, the MSPR is computed to be 455, 
while the MSE of the fitted regression model is 445.4 as seen in the Appendix 5. Since,
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MSE and MSPE are close enough, it can be said that the fitted regression model predicts 
future observations well.
As seen from Table 12, the final validated model has an average error of 22.57 
percent. This can be attributed by large range of values in the residential area. However, 
the number of lanes and the average annual household income does not differ much for 
the validated sites.
73
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
CHAPTER?
SUMMARY AND CONCLUSIONS
In this research, the uses of off-network and on-network characteristics to estimate 
Pedestrian Trip Generation rates were evaluated. Multiple Linear Regression Techniques 
were used for this purpose. One of the specific techniques applied in this research was 
Best Subsets Regression which helped in identifying the major factors affecting 
pedestrian trips given socioeconomic and demographic characteristics.
Models were built for estimating hourly pedestrian trips for morning period, early 
evening period, late evening period and average periods. The average period is mean of 
the morning, early evening, and late evening periods. One result of the study was that the 
commercial area was not a statistically significant explanatory variable. This implies that 
the hourly pedestrian trips at any given location are independent of the commercial area 
near the vicinity. In addition, it was seen that the number of bus stops was not a 
significant factor in all the models except for the morning period. The reason might be 
the presence of captive riders which predominately affects the morning period trips. 
Another interesting result was that average annual household income was significant in 
all four models, which generally was not seen in earlier research. Further, it was seen that 
as the average annual household income increases, the pedestrian trips generated
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decreases. The hourly pedestrian trips were a function of number of lanes and residential 
area which were expected.
The major recommendations from this study can be summarized as follows:
• Additional data should be collected to improve the accuracy of the estimated 
regression coefficients. If locations permit, variables such as signalization 
characteristics, presence or absence of crosswalks and sidewalks, industrial square 
foot of development, number of people boarding and alighting a bus at a bus stop, 
number of students studying in schools near the vicinity etc. can be incorporated 
into the models.
• The commercial development can further be subdivided into office and retail 
space. This might give a better indication of the distribution of pedestrian trips.
•  The residential development can be further subdivided into single family housing, 
townhouse, condominiums etc. to better estimate the effects of type of housing on 
pedestrian trips.
• By considering time series data, autocorrelation would have to be considered 
since the data is collected over a period of one year. Autocorrelation is the error in 
the time series data that exhibit serial correlation.
Since estimating pedestrian trips at any location requires substantial time and labor 
efforts, these models will provide an estimate of the pedestrian trips using the facility 
provided the socioeconomic and demographic characteristics are known. These models 
are prepared based on the data collected from the Las Vegas metropolitan area. This 
method is applicable to other such urban settings. Finally, the result of this thesis may be
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used as a guideline and tool to assist engineers and planners to identify the specific issues 
and areas in improving pedestrian safety.
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APPENDIX I
CORRELATION MATRIX
Correlations; y1, x1, in(x2), x3, in(x4), In(x5), x6
xl
yi
-0.029
0.918
xl In (x2 ) x3 In(x4)
In(x2) -0.711
0.003
0 .128 
0.648
x3 -0.254
0.361
0 . 8 0 6
0.000
0.077
0.785
In(x4) 0.657
0.008
0.089
0.753
-0.567 
0 . 028
-0.095
0.736
In(x5) 0 . 622 
0.013
0.010
0.971
- 0 . 9 1 3
0.000
0.181 
0 . 518
0.441
0.100
x6 0 . 596 
0 .019
-0.176 
0 . 529
-0.287
0.299
-0.263
0.343
0.352 
0 .199
Cell Contents : Pearson correlation 
P-Value
0.274
0.322
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APPENDIX 2
MINITAB RESULTS FOR MORNING HOURLY TRIPS
Best Subsets Regression: y1 versus x l, x3, in(x4), In(x5), x6
Response is yl
1 1 
n n 
( ( 
X  X
Mallows X X 4 5 X
Vars R-Sq R-Sq(adj) C-p S 1 3 ) ) 6
1 43 .2 3 8 . 8 19.3 33.695 X
1 38.7 34.0 21.7 35.004 X
1 35.5 30.6 23 .4 35.896 X
1 6.4 0.0 38.9 43 .245 X
1 0.1 0.0 42.3 44.690 X
2 58.4 51.5 13.2 30.012 X X
2 58.3 51.3 13.3 30.060 X X
2 56.9 4 9 . 7 14.0 30.543 X X
2 5 2 . 6 44.7 16.3 3 2 . 0 4 2 X X
2 46.9 38.0 19.3 3 3 . 9 1 3 X X
3 7 4 . 4 6 7 . 4 6 . 7 2 4 . 6 0 6 X X X
3 6 8 . 5 59.9 9.8 27 .267 X X X
3 65.6 56.2 11.4 28.526 X X X
3 64.0 54.2 12.2 29.154 X X X
3 59.4 48.3 14.7 30.975 X X X
4 8 1 . 6 7 4 . 3 4 . 8 2 1 . 8 5 6 X X X X
4 77.2 68.0 7.2 24.367 X X X X
4 72.6 61.7 9.6 2 6.668 X X X X
4 68.5 55.9 11.8 28.598 X X X X
4 61.2 45 .7 15.7 31.747 X X X X
5 8 3 . 1 7 3 . 8 6 . 0 2 2 . 0 6 5 X X X X X
Bold indicates the models which are used in this ]
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Regression Analysis: yl versus x l, x3, In(x4), In(x5), x6
The regression equation is
yl = 68.2 + 18.3 xl - 5.21 x3I + 11.7 ln(x4) + 33
Predictor Coef SE Coef T P VIF
Constant 68.17 5 2 . 1 5 1.31 0.224
X l 18.324 7.738 2.37 0.042 3.8
x3 -5 .206 1.864 -2.79 0.021 4.2
ln(x4) 11.66 12.95 0.90 0.391 1.7
In(x5) 33.814 9 . 886 3 . 4 2 0 . 008 1.7
x6 4.900 2.742 1.79 0.108 1.3
S = 22.0653 R-Sq = 83.1% R-Sq(ad]) = 73.8%
PRESS = 14705.8 R-Sq(pred) = 43 .41%
Analysis of Variance
Source DF SS MS
Regression 5 21603.8 4320.8
Residual Error 9 4381.9 486.9
Total 14 25985.7
F P
8.87 0.003
Source DF Seq SS
xl 1 22.1
x3 1 3925.7
In(x4) 1 8625.6
In(x5) 1 7474.8
x6 1 1555.6
Unusual Observations
Obs xl 
8 5.00
12 4.00
yl
39.00
180.00
Fit 
72.07 
143.47
SE Fit 
15 . 02 
14.76
Residual
-33.07
3 6 . 5 3
St Resid 
-2.05R 
2 .23R
R denotes an observation with a large standardized residual.
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Residirâls Versus the Fitted Values
(response is y l)
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Regression Analysis: yl versus x l, x3, In(x5), x6
The regression equation is
yl = 87.6 + 21.4 xl - 5.92 x31 + 38 .4 ln(x5) + 5
Predictor Coef SE Coef T P VIF
Constant 87.60 47 .02 1.86 0.092
xl 21.355 6.902 3.09 0.011 3.1
x3 -5.923 1.670 -3 .55 0.005 3.5
In(x5) 38.366 8.416 4.56 0 . 001 1.3
x6 5.315 2.677 1.99 0.075 1.2
S = 21.8561 R-Sq = 81.6% R-Sq(ad]) = 74.3%
PRESS = 14642.5 R-Sq(pred) = 43. 65%
Analysis of Variance
DF SS MSSource
Regression 4 21208.8 5302.2 11.10 0.001
Residual Error 10 4776.9 477.7
Total 14
Source DF Seq SS
xl 1 22 .1
x3 1 3925.7
In(x5) 1 15377.7
x6 1 1883 .3
Unusual Observations
Obs
12
xl
5.00
4.00
yl
39.00
180.00
Fit
72.24
144.59
SE Fit 
14.87 
14.57
Residual 
-33 .24 
35.41
St Resid 
-2.08R 
2 .17R
R denotes an observation with a large standardized residual.
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Residuals Versus the Fitted Values
(response is yl)
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Regression Analysis: yl versus x l, x3, In(x5)
yl = 149 + 23.5 xl - 6.97 x3 + 19. 3 ln(x5 )
Predictor Coef SE Coef T P VIF
Constant 149.12 39.83 3 .74 0.003
xl 23.473 7.677 3.06 0.011 3.0
x3 -6.969 1.784 -3 .91 0 .002 3.1
In(x5) 19.309 3.831 5.04 0 . 000 1.1
S = 24.6064 R-Sq = 74.4% R-Sq(adj) = 67.4?
PRESS = 14881.7 R-Sq(pred) = 42 .73%
Analysis of Variance
Source DF SS MS F P
Regression 3 19325.5 6441.8 10.64 0.001
Residual Error 11 6660.2 605.5
Total 14 25985.7
Source DF Seq SS
xl 1 22.1
x3 1 3925.7
ln(x5) 1 15377.7
Unusual Observations
Obs xl yl Fit SE Fit Residual St Resid
12 4.00 180.00 127.05 13.05 52.95 2.54R
R denotes an observation with a large standardized residual.
83
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
m -
'M
1. : T #  
_ _  20-  
I  10 
I  0 
- 10-  
-20 
-30- 
-40- - r -
0
Residuals Versus the Fitted Values
(response is yl)
—I— 
20 40 "eo” lo " 100 120 140
Fitted Value
-50
Normal Probability Plot of the Residuals
(response is y l)
95--
90- #r
80 - -
70- • 
60- — 
50- - 
«  40- 
“ • 30- 
2 0 -
1È
§
10 -
-25 0
Residual
25 50
84
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
APPENDIX 3
MINITAB RESULTS FOR EARLY EVENING HOURLY TRIPS 
Best Subsets Regression: y2 versus x l, x3, ln(x4), in(x5), x6
Response is y2
1 1
n n 
( (
X  X
Mallows X X 4 5 X
Vars R-Sq R-Sq(adj) C-p S 1 3 ) ) 6
1 31.7 26.5 23.1 41.678 X
1 27.5 21.9 25.2 42.944 X
1 16.4 10.0 30 .7 46.101 X
1 1.4 0.0 38.2 50.071 X
1 1.0 0 . 0 38.4 50.168 X
2 47.7 39.0 17.1 37.969 X X
2 41.2 31.4 20.4 40.261 X X
2 40.5 30.6 20.7 40.499 X X
2 31.8 20.5 25.1 43.338 X X
2 31.7 20.3 25.1 43.380 X X
3 7 9 . 7 7 4 . 2 3 . 1 2 4 . 6 7 2 X X X
3 55.0 42 .8 15.5 36.760 X X X
3 47.8 33.6 19.1 39.600 X X X
3 46.7 32 .2 19.6 40.011 X X X
3 42.7 27.1 21.6 41.506 X X X
4 8 1 . 9 7 4 . 7 4 . 0 2 4 . 4 4 8 X X X X
4 79.7 71.6 5.1 25.876 X X X X
4 55.2 3 7 . 3 17.4 38.478 X X X X
4 4 6 . 8 25.5 21.6 41.952 X X X X
4 42.8 19.9 23 . 6 43.503 X X X X
5 8 2 . 0 7 2 . 0 6 . 0 2 5 . 7 2 6 X X X X X
Bold indicates the models which are used in this
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Regression Analysis: y2 versus x l, x3, In(x4), In(x5), x6
The regression equation is
y2 = 120 + 39.9 xl - 7.95 x3 + 1.:16 ln(x4) + 21
Predictor Coef SE Coef T P VIF
Constant 120.09 60.80 1.98 0.080
xl 39.936 9.022 4.43 0.002 3.8
x3 -7.949 2.174 -3.66 0.005 4.2
In (x4) 1.164 6.556 0.18 0.863 1.7
In(x5) 20.995 5.006 4.19 0.002 1.7
x6 -3.378 3.196 -1.06 0.318 1.3
S = 25.7260 R-Sq = 82.0% R-Sq(ad]) = 72 . 0%
PRESS = 15272.8 R-Sq(pred) = 53 .81%
3 . 3 8  x6
Analysis of Variance
Source DF
Regression 5
Residual Error 9
Total 14
Source DF Seq SS
xl 1 5436.0
x3 1 4740.5
In(x4) 1 5278.5
In(x5) 1 10914.2
x6 1 739.2
SS
27108.5
5956.4
33064.9
MS
5421.7
661.8
F
8.19
P
0.004
Unusual Observations
Obs xl y2 Fit SE Fit Residual St Resid
10 7.00 140.00 99.47 16.66 40.53 2 . 07R
R denotes an observation with a large standardized residual.
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Regression Analysis: y2 versus x l, x3, In(x5), x6
The regression equation is
y2 = 125 + 40.6 xl - 8.11 x3 + 21 .4 In(x5) - 3
Predictor Coef SE Coef T P VIF
Constant 124.56 52.60 2.37 0 . 039
xl 40.632 7.721 5.26 0 .000 3.1
x3 -8.113 1.868 -4.34 0.001 3.5
In(x5) 21.449 4.089 5 . 2 5 0 . 000 1.3
x6 -3.283 2 .995 -1.10 0 .299 1.2
S = 24.4485 R-Sq = 81.9% R-Sq(adj) = 74.7%
PRESS = 10970.1 R-Sq(pred) = 66 .82%
.28 x6
Analysis of Variance
Source DF SS MS F P
Regression 4 27087.6 6771.9 11.33 0.001
Residual Error 10 5977.3 597.7
Total 14
Source DF Seq SS
xl 1 5436.0
x3 1 4740.5
ln(x5) 1 16192.7
x6 1 718.4
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Regression Analysis: y2 versus xl, x3, In(x5)
The regression equation is
y2 = 86.6 + 39.3 xl - 7.47 x3 + 19 .8 ln(x5)
Predictor Coef SE Coef T P VIF
Constant 86.56 39.93 2 .17 0.053
xl 39.324 7.697 5.11 0.000 3.0
x3 -7.467 1.789 -4.17 0 . 0 0 2 3.1
In(x5) 19.814 3 . 8 4 2 5.16 0.000 1.1
S = 24.6718 R-Sq = 79.7% R-Sq(adj) = 7 4 . 2i
PRESS = 10268.4 R-Sq(pred) = 68 .94%
Analysis of Variance
Source DF S3 MS F P
Regression 3 26369.3 8789.8 14.44 0.000
Residual Error 11 6695.7 608.7
Total 14 33064.9
Source DF Seq SS
xl 1 5436.0
x3 1 4740.5
ln(x5) 1 16192.7
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APPENDIX 4
MINITAB RESULTS FOR LATE EVENING HOURLY TRIPS
Best Subsets Regression: y3 versus x1, x3, In(x4), In(x5), x6
Response is y3
1 1
n
(
n
(
X X
Mallows X X 4 5 X
Vars R-Scj R-Sq(adj) C-p S 1 3 ) ) 6
1 33.4 28.2 13 .7 48.839 X
1 31.3 26.0 14.5 49.602 X
1 24.3 18.5 17.1 52.050 X
1 7.2 0.1 23.4 57.626 X
1 1.2 0.0 25.7 59.462 X
2 57.1 50.0 6.9 40.783 X X
2 51.1 43.0 9.2 43.548 X X
2 44.9 35.7 11.5 46.230 X X
2 41.8 32.1 12.6 47.527 X X
2 36.2 25.5 14.7 49.756 X X
3 7 3 . 2 6 5 . 9 3 . 0 3 3 . 6 8 5 X X X
3 65.8 56.5 5.7 38.030 X X X
3 57.3 45.6 8.9 42.508 X X X
3 51.6 38.4 11.0 45.235 X X X
3 51.1 37.8 11.2 45.481 X X X
4 7 4 . 6 6 4 . 4 4 . 4 3 4 . 4 1 2 X X X X
4 74.0 63 . 6 4.7 34.806 X X X X
4 66.0 52 . 4 7.6 39.765 X X X X
4 51.6 32 .3 13.0 47.443 X X X X
4 51.2 31.7 13 .1 47.641 X X X X
5 7 5 . 8 6 2 . 3 6 . 0 3 5 . 4 0 0 X X X X X
Bold indicates the models which are used in this ;
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Regression Analysis: y3 versus x1, x3, In(x4), In(x5), x6
The regression equation is
y3 = 9.97 + 37.47 xl - 5.68 x 3 +  7 .37 ln(x4)
Predictor Coef SE Coef T P VIF
Constant 9.97 83.66 0.12 0.908
xl 37.47 12.41 3.02 0.015 3.8
x3 -5.689 2.991 -1.90 0.090 4.2
In(x4) 7.370 9.022 0.82 0.435 1.7
In(x5) 20.619 6.888 2.99 0.015 1.7
x6 -2.949 4 .398 -0.67 0.519 1.3
2.95 x6
S = 35.4001 R-Sq = 75.8% R-Sq(adj) = 62.3% 
PRESS = 30010.3 R-Sq(pred) = 35.52%
Analysis of Variance
Source DF SS MS F P
Regression 5 35260 7052 5.63 0.013
Residual Error 9 11279 1253
Total 14 46539
Source DF Seq SS
xl 1 11319
x3 1 2179
ln(x4) 1 10533
In(x5) 1 10666
x6 1 563
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Regression Analysis: y3 versus x l, x3, in(x4), In(x5)
The regression equation is
y3 = - 19.3 + 36.9 xl - 5.27 x3. + 6.35 In (x4) +
Predictor Coef SE Coef T P VIF
Constant -19 .30 69.38 -0. 28 0.787
xl 36 .94 12.04 3 .07 0. 012 3.8
x3 -5. 269 2.843 -1. 85 0 .094 4.0
In(x4) 6.353 8.645 0. 73 0.479 1.6
In(x5) 19. 588 6.527 3 .00 0. 013 1.6
S = 34..4121 R-Sq = 74.6% R-Sq( ad] ) = 64.4%
19.6 ln(x5)
PRESS = 24193.5 R-Sq(pred) = 48.01% 
Analysis of Variance
Source DF SS MS F P
Regression 4 34697 8674 7.33 0.005
Residual Error 10 11842 1184
Total 14 46539
Source DF Seq SS
xl 1 11319
x3 1 2179
In(x4) 1 10533
In(x5) 1 10666
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Regression Analysis: y3 versus x l , x3, In(x5)
y3 = 11.1 + 40.9 xl - 6.27 x3 + 22 .3 ln(x5)
Predictor Coef SE Coef T P VIF
Constant 11.10 54.52 0.20 0.842
xl 40 . 95 10.51 3 .90 0.002 3 . 0
x3 -6.271 2.443 -2.57 0.026 3.1
In(x5) 22.326 5.245 4.26 0.001 1.1
S = 33.6849 R-Sq = 73.2% R-Sq(adj) = 65.9^
PRESS = 21289.3 R-Sq(pred) = 54.25%
Analysis of Variance
Source 
Regression 
Residual Er 
Total
DF SS MS F P
3 34058 11353 10.01 0 . 002
11 12481 1135
14 4 6 5 3 9
Source DF Seq SS
xl 1 11319
x3 1 2179
ln(x5) 1 20559
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APPENDIX 5
MINITAB RESULTS FOR AVERAGE HOURLY TRIPS
Best Subsets Regression; y versus x l, x3, In(x4), In(x5), x6
Response is y
1 1 
n n 
( ( 
X  X
Mallows X X 4 5 X
Vars R-Sq R-Sq(adj) C-p S 1 3 ) ) 6
1 40.7 3 6 . 1 22.8 36.480 X
1 39.2 34.5 23 . 7 36.943 X
1 11.7 4.9 39.4 44.515 X
1 7 . 7 0.6 41. 6 45.513 X
1 0.5 0.0 45 . 8 47.264 X
2 55.5 48.0 16.4 32.905 X X
2 52.0 44.0 18.4 34.172 X X
2 47.5 38.7 21.0 35.737 X X
2 41. 8 32.2 24.2 37.604 X X
2 40 . 9 31.1 24 .7 37.897 X X
3 8 3 . 2 7 8 . 6 2 . 6 2 1 . 1 0 4 X X X
3 64.5 54.9 13.2 30.675 X X X
3 55.6 43 . 4 18.4 34 . 336 X X X
3 55.5 43 .3 18.4 34.367 X X X
3 54.9 42 .7 18.7 34.572 X X X
4 8 4 . 2 7 7 . 9 4 . 0 2 1 . 4 8 6 X X X X
4 83 .2 76.5 4.6 22.133 X X X X
4 65.0 51. 1 14.9 31.935 X X X X
4 55.6 37.8 20.3 3 6 . 004 X X X X
4 52.2 33 .1 22 . 3 37.354 X X X X
5 8 4 . 2 7 5 . 5 6 . 0 2 2 . 6 1 6 X X X X X
Bold indicates the models which are used in this ]
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Regression Analysis: y versus x l, x3, In(x4), In(x5), x6
The regression equation is
y = 66.8 + 32.1 xl - 6.32 x3 + 4.38 ln(x4) + 18
Predictor Coef SE Coef T P VIF
Constant 66.78 53.45 1.25 0.243
xl 32.064 7.931 4.04 0.003 3.8
x3 -6.320 1.911 -3.31 0.009 4.2
In(x4) 4.382 5.764 0.76 0.467 1.7
In(x5) 18.814 4.400 4.28 0.002 1.7
x6 -0.449 2.810 -0.16 0.876 1.3
S = 22.6157 R-Sq = 84.2% R-Sq(adj) = 75.5%
PRESS = 12622.4 R-Sq(pred) = 56.74%
Analysis of Variance
Source DF SS MS F
Regression 5 24574.5 4914.9 9.61 0.00:
Residual Error 9 4603.2 511. 5
Total 14 29177.7
Source DF Seq SS
xl 1 3417.4
x3 1 3563.5
In(x4) 1 7904.2
In(x5) 1 9676.3
x6 1 13.1
100
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Residuals Versus the Fitted Values
(response is y)
3
1
-10
-30
20 40 60 80 100 
Fitted Value
120 140 160 180
Normal Probability Plot of the Residuals
(response is y)
„ i---------- — ■— -4- — — — — - f ----- ------------- ----- (—
70-
i— — " — — f- — — + —
® 40--T
--- 1----1--- ----- - ! "  T r T""l !----(---- ^ — ---- r----,---- r —̂
'* -t  'i —
- f -  -
5-
-40 -30 -20 -10 0
Residual
10 20 30 40 50
101
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Regression Analysis: y versus x1, x3, in(x4), In(x5)
The regression equation is
Y  = 62.3 + 32.0 xl - 6.26 x3 + 4.23 ln(x4) + 18.7
Predictor Coef SE Coef T P VIF
Constant 62.32 43.32 1.44 0.181
xl 31.983 7.519 4.25 0.002 3.8
x3 -6.256 1.775 -3.52 0.005 4.0
In(x4) 4.227 5.398 0.78 0.452 1.6
In(x5) 18.657 4.075 4.58 0.001 1. 6
S = 21.4856 R-Sq = 84.2% R-Sq(adj) = 77.9%
PRESS = 10093.4 R-Sq(pred) = 65.41%
Analysis of Variance
Source DF SS MS F P
Regression 4 24561.4 6140.4 13.30 0.001
Residual Error 10 4616.3 461.6
Total 14 29177.7
Source DF Seq SS
xl 1 3417.4
x3 1 3563.5
In(x4) 1 7904.2
ln(x5) 1 9676.3
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Regression Analysis: y versus x l , x3, In(x5)
The regression equation is
y = 82.5 + 34.7 xl - 6.92 x3 + 20 .5 ln(x5)
Predictor Coef SE Coef T P VIF
Constant 82.55 34.16 2.42 0.034
xl 34.650 6.584 5.26 0 . 000 3 . 0
x3 -6.923 1.530 -4.52 0.001 3.1
In(x5) 20.479 3.286 6.23 0.000 1.1
S = 21.1045 R-Sq = 83.2% R-Sq(adj) = 78.65
PRESS = 8874.71 R-Sq(pred) = 69.58%
Analysis of Variance
Source DF SS MS F P
Regression 3 24278.3 8092.8 18.17 0.000
Residual Error 11 4899.4 4 4 5 . 4
Total 14 29177.7
Source DF Seq SS
xl 1 3417.4
x3 1 3563.5
ln(x5) 1 17297.4
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