Determinação de perfis de consumo baseada em autocodificadores e mapas de Kohonen by Leonardo Ribeiro Proganó
  
 
Faculdade de Engenharia da Universidade do Porto 
 
Determinação de perfis de consumo baseada em 
Autocodificadores e Mapas de Kohonen 
Leonardo Ribeiro Proganó 
 
Dissertação realizada no âmbito do  
Mestrado Integrado em Engenharia Electrotécnica e de Computadores 
Major Energia  
 
 
Orientador: Professor Doutor José Nuno Fidalgo 
 
 














































© Leonardo Proganó, 2013 
iii 
Resumo 
Os sistemas de distribuição de energia têm sofrido grandes transformações nos últimos 
anos. A liberalização do mercado de energia e subsequente restruturação do setor elétrico 
Português foi com certeza um dos fatores que mais contribuiu para estas alterações. Outros 
fatores relevantes são o desenvolvimento e disseminação da produção distribuída e, num 
futuro próximo, o impacto dos veículos elétricos. A complexidade acrescida destes sistemas 
em conjugação com as crescentes exigências de maiores níveis de eficiência energética 
acarreta diversos desafios no sentido de otimizar os diversos processos. Um destes desafios é 
a adequada determinação de perfis de consumo, um processo indispensável quer para 
planeamento e operação do sistema elétrico, quer no funcionamento do mercado de energia 
elétrica.  
Neste trabalho pretende-se implementar um algoritmo de clustering, baseado em 
diagramas de carga, que permita obter classes coesas e que origine, simultaneamente, uma 
classificação fácil a partir dos dados de faturação. O processo de clustering a implementar é 
baseado em Mapas de Kohonen, que normalmente funcionam bastante bem para um número 
de características (entradas) relativamente limitado, sendo habitualmente menos eficiente 
quando esse número é mais elevado. Frequentemente aponta-se para um limite de entradas 
inferior a 10, mas preferencialmente inferior a 5. No caso de classificação com base em 
diagramas diários (24 horas), serão 24 entradas o que se afasta claramente da situação ideal.  
Assim, propõem-se, numa primeira fase, a utilização de autoencoders para permitir a 
redução da dimensão do vetor de entradas e, numa segunda fase, os novos vetores (de 
dimensão reduzida) são apresentados ao algoritmo de Kohonen. Contudo, a questão da 
obtenção de perfis utilizáveis em mercados não se esgota neste ponto. As classes 
determinadas pelo algoritmo de Kohonen devem ser identificáveis com base em variáveis de 
faturação, as únicas que garantidamente estão disponíveis para todos os consumidores. 
A obtenção dos perfis de consumo baseia-se habitualmente numa das seguintes 
alternativas: algoritmos de clustering – agrupamento de consumidores de acordo com a 
similaridade de diagramas – ou, alternativamente, na divisão apriorística em função dos dados 
de faturação (consumo, potência contratada, etc.). 
Na primeira hipótese, as classes obtidas são coesas mas a classificação com base nas 
características de faturação é problemática. No segundo caso, a classificação é simples mas 
as classes obtidas resultam demasiado heterogéneas e independentes das características dos 
diagramas. 
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Deste modo, o principal objetivo desta dissertação é desenvolver uma metodologia que 
resulta duma combinação das duas alternativas mencionadas, ou seja, obter-se perfis de 
consumo baseados em diagramas de carga mas sendo as classes separáveis através dos dados 
de faturação. Os resultados obtidos nos testes efetuados permitem concluir que esta é uma 
abordagem eficaz, tendo permitido responder positivamente aos desafios propostos neste 
trabalho. A análise dos resultados mostra que a metodologia adotada conduziu ao objetivo 
pretendido: obtenção de perfis de consumo heterogéneos, sendo as classes identificáveis com 













Energy distribution systems have been transforming and evolving significantly in recent 
years. One of the most influential events leading to this was the liberalization of the energy 
market and corresponding restructuration of the Portuguese energy sector. Other important 
key factors were the development and dissemination of the distributed generation and in the 
near future, the impact of electric vehicles. The complexity added to these systems added to 
the increasing requirements of better energy efficiency levels entails many challenges to the 
optimization of several processes. One of these challenges is the adequate determination of 
load profiles, an imperative process for management and operation of electric system and 
for the electric energy market. 
In this essay, the main goal is to implement a clustering algorithm, based on consumption 
diagrams that allows obtaining cohesive classes and simultaneously permits an easy 
classification based on billing data. The clustering method intended is based on Kohonen 
Maps that normally works well to a limited number of characteristics (input) relativity low, 
being usually less efficient when that number is high. Frequently the number of input used is 
inferior to 10, preferably less than 5. In this case, when implanting a classification method 
based on daily diagrams (24 hours), it will be 24 input values which clearly is far from the 
ideal scenario.  
Thus, on an initial phase, it is proposed the utilization of autoencoders to allow the 
reduction of the dimension of the input vector and, on a second phase, the new vectors (with 
reduced size) are presented to the Kohonen algorithm.  
The attainment of flow profiles is usually based on clustering algorithms - according to 
similar consumer group similarity diagrams or, alternatively, the division on the basis of a 
priori billing data (consumption, contracted power, etc.). 
In the first case, the obtained classes are cohesive but the classification based on the 
characteristics of billing is problematic. In the second case, the classification is simple but 
the classes obtained are too heterogeneous. 
Therefore, the main goal of this thesis is to develop a methodology that results in a 
combination of the two alternatives mentioned. In other words, classifying load profiles 
based on consumption diagrams but, at the same time, the classes should be identifiable by 
billing data.. 
The results obtained on the tests performed allowed concluding that this was an 
effective approach, allowing positive conclusions to the challenges proposed. The analysis of 
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the results shows that the methodology adopted lead to the intended goal: obtaining 
heterogeneous load profiles, being identifiable based on the billing data. 
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Capítulo 1  
 
Introdução 
Neste primeiro capítulo é feita uma abordagem ao funcionamento e evolução do sector 
elétrico com destaque para a distribuição de eletricidade. Ao contextualizar este tema, é 
descrita a importância e o enquadramento dos objetivos desta dissertação para o mercado 
elétrico. No final deste capítulo é apresentada a estrutura da organização e conteúdo do 
trabalho desenvolvido na dissertação. 
 
 
1.1 - Enquadramento 
Desde há mais de 100 anos, a necessidade fulcral de providenciar energia elétrica à 
população levou a uma constante procura de otimização dos vários aspetos relativos ao setor 
elétrico. Com o tempo, a complexidade deste sistema foi aumentando pois, paralelamente ao 
crescimento da infraestrutura, a acompanhar o aumento da população e das suas 
necessidades energéticas, cresceram também os níveis de exigência de qualidade de serviço. 
Na última década, ocorreu a abertura de mercado, que se ampliou para um mercado ibérico – 
o Mercado Ibérico de Eletricidade (MIBEL) – em 2007, aumentou-se o foco em políticas de 
energia renovável que contribuiu para um aumento muito grande na complexidade do sistema 
elétrico nacional devido à imprevisão e inconsistência da produção. Neste sentido, também o 
aparecimento da geração distribuída que, com um crescente desenvolvimento em Portugal, 
está a contribuir para um sistema mais exigente e mais complexa. Mais recentemente surgiu 
a questão do impacto dos veículos elétricos. Todas estas variáveis constituem fatores de 
complexificação, tornando fulcral uma evolução do setor em todas as suas áreas, como o 
planeamento e manutenção [1]. 
Esta evolução sempre foi acompanhada de investimentos tanto na inovação da tecnologia 
como na expansão das redes. Procura-se sempre um estado ótimo tendo em consideração as 
diferentes vertentes do sistema de distribuição de energia, minimizando as perdas, 
conjugando os processos de exploração com os de manutenção e os de expansão e integração 
de novos componentes. A procura da máxima qualidade é uma busca permanente e 
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desafiadora, dado que surgem sempre novos problemas e desafios com a inovação, desde a 
abertura dos mercados ou mesmo o investimento nas energias limpas mas difíceis de prever. 
Perante o dinamismo constante da necessidade de soluções para a melhoria da qualidade 
do sector elétrico surgem frequentemente novas metodologias que ajudam a desenvolver 
mecanismos práticos e simples na operacionalidade do sistema elétrico de energia.  
Um dos desafios do Sector é o planeamento a médio prazo e a dependência deste da 
previsão do consumo elétrico. Isto deve-se a que numa sociedade tão complexa e diversa, os 
comportamentos dos consumidores sejam muito variados. Conhecer e prever os padrões de 
consumo é fundamental para todo o sector pois, para além de contribuírem para a 
caracterização de toda a atividade desse sector, em todas as suas áreas, servem também 
para a definição os valores das tarifas praticadas, influenciando toda a renumeração de todos 
os agentes ligados ao sector. 
É importante referir que a passagem para mercado liberalizado, com os preços da energia 
a dependerem da oferta e procura horárias, tornou os agentes do sector elétrico dependentes 
dos registos de consumo horário. Uma vez que estes dados não estão normalmente disponíveis 
(especialmente em BT1), é indispensável a aplicação de perfis. A alternativa seria a aplicação 
de contadores horários a toda a BT (tal como na Finlândia ou Itália [2] ), mas esta alternativa 
é bastante cara para o sector elétrico Português, apesar de que em 2012 o operador da rede 
de distribuição EDP Distribuição ter previsto a instalação de cerca de 100 000 contadores 
inteligentes em 6 a 7 zonas / localizações do país [3] e, mais tarde estes contadores seriam 
disseminados por toda a rede de distribuição. 
Mesmo na situação de todos os consumidores disporem de contadores horários, os perfis 
de consumo continuam a ser indispensáveis para previsão de consumos a médio prazo (e.g. 
previsão do diagrama global de consumo do sistema de distribuição), para planeamento da 
expansão (e.g. estimação do diagrama de consumo dum PT), para determinação de perfis de 
perdas e outras aplicações. 
A determinação de perfis de consumo revela-se assim uma ferramenta fundamental quer 
para planeamento e operação do sistema elétrico, quer no funcionamento do mercado de 
energia elétrica [4, 5].  
A obtenção dos perfis de consumo baseia-se habitualmente numa das seguintes 
alternativas: algoritmos de clustering – agrupamento de consumidores de acordo com a 
similaridade de diagramas – ou, alternativamente, na divisão apriorística em função dos 
dados de faturação (consumo, potência contratada, etc.). Na primeira hipótese, as classes 
obtidas são coesas mas a classificação com base nas características de faturação é 
problemática. No segundo caso, a classificação é simples mas as classes obtidas resultam 
demasiado heterogéneas e independentes das características dos diagramas [6, 7]. Estes 
problemas são exemplificados e explicados no capítulo 3 deste trabalho onde se apresenta a 
Metodologia. 
Uma das estratégias utilizadas para classificar diferentes tipos de consumidores passa 
pela aplicação de algoritmos de clustering que mediante as características apresentadas 
pelos seus diagramas, agrupa-os em classes diferentes. No entanto, devido á dimensão e 
complexidade dos dados, por vezes torna-se difícil para estes mecanismos devolverem 
padrões com baixos níveis de ambiguidade, levando a que haja investimento em pesquisa de 
                                                 
1  Em Portugal, a generalidade dos consumidores MT, AT e MAT dispõe de contadores horários (sistema 
de telecontagem). 
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estratégias derivativas e combinadas com outras ferramentas para procurar-se uma 
majoração na performance da estratégia inicial. 
Existem várias metodologias de classificação de consumidores de baixa tensão que 
recorrem a aplicações de clustering em diagramas de consumo como a utilização do algoritmo 
de Kohonen (SOM), K-Means, Fuzzy K-means, etc [8]. No entanto, para aplicações práticas no 
mercado, é frequente os perfis por serem definidos segundo dados de faturação (divisão 
apriorística) [9], de forma relativamente independente dos respetivos diagramas de carga. 
Este é de facto um problema comum mas complicado, o que explica que não se encontram 
muitos artigos científicos que explorem a relação entre diagramas horários e dados de 
faturação.  
Por outro lado, dado o elevado número de variáveis de entrada, os algoritmos de 
clustering têm, por vezes, alguma dificuldade em obter performances ótimas. Uma 
ferramenta que pode ser utilizada para reduzir dimensionalidade de um dado diagrama de 
consumo é a rede neuronal através dos pesos das camadas internas. Estas redes neuronais são 
conhecidas por Autocodificadores (ou Autoencoders). 
 
 
1.2 - Objetivos da Dissertação 
Neste dissertação pretende-se desenvolver uma metodologia de classificação de perfis de 
consumo através utilização de Mapas de Kohonen como algoritmos de clustering, 
relacionando os diagramas de consumo com os dados de faturação. De modo a obter melhores 
performances no processo de clustering, executa-se uma redução da dimensionalidade dos 
diagramas de consumo. Este processo de codificação é obtido através da utilização de 
Autoencoders, isto é, um tipo de rede neuronal artificial que com os valores de entrada e 
saída aproximados, possui informação codificada na camada escondida de neurónios 
(dimensão bottleneck).  
1.3 - Estrutura da Dissertação 
Nesta secção é explicada a segmentação e estrutura deste documento. Nos capítulos 
iniciais é feita a contextualização do tema enquanto também é explicada a motivação e 
objetivos do próprio trabalho. No segundo capítulo é apresentada uma breve revisão da 
literatura associada aos conceitos presentes no desenvolvimento do trabalho promovendo 
uma melhor compreensão do mesmo. A metodologia de trabalho, organização de testes e 
procedimentos e toda a organização é explicada pormenorizadamente no capítulo 3. 
Os testes e análises em concreto são demonstrados, fundamentados e explicados no capítulo 
4 desta dissertação. Por fim, no capítulo 5 são apresentadas as conclusões retiradas de todo o 
trabalho realizado assim como sugestões de possíveis trabalhos futuros. 
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1.4 - Software Utilizado 
Este trabalho exigiu a utilização de diferentes aplicações (ferramentas computacionais) 
com o propósito de ultrapassar as diversas etapas constituintes da metodologia.  
Durante toda a duração do desenvolvimento do tema da dissertação, utilizou-se o 
Microsoft Excel para o tratamento inicial de dados, filtragem e análise de resultados.  
Para a redução da dimensionalidade dos diagramas diários de consumo de 24 para 5 
variáveis utilizou-se a aplicação nftool do Mathworks Matlab [10]. Esta aplicação é 
basicamente um simulador de redes neuronais, dotado de um ambiente gráfico interativo e 
de utilização amigável.  
Os processos de clustering foram baseados na aplicação nctool do Mathworks Matlab , 
fundamental para os objetivos desta dissertação. Esta aplicação é baseada no algoritmo de 
Kohonen [11]. 
Apesar de as aplicações do nftool e nctool do Mathworks Matlab serem muito intuitivas, 
foi necessária alguma ambientação de modo a criar alguma familiaridade com estas, 
facilitando a identificação de erros e melhorar o rendimento e capacidade de análise dos 
vários testes efetuados. Uma vez que existiam diversas operações que poderiam ser 
executadas em diversas aplicações2, outro aspeto importante foi decidir que tipo de 





                                                 




Capítulo 2  
Revisão Bibliográfica 
Neste capítulo efetua-se uma revisão a trabalhos e conclusões obtidos em estudos de 
determinação de perfis de consumo, desde as técnicas e algoritmos desenvolvidos até a 
abordagens aos diferentes tipos de problemas relacionados. 
 
2.1 -  Perfis de Consumo 
O conceito de perfil de consumo é um termo que é conhecido e analisado há muito tempo 
mas só recentemente tem sido utilizado como ferramenta do mercado de energia e na 
otimização do sistema de distribuição. Os perfis de consumo consistem em diagramas de 
dados que representam um padrão de uso de eletricidade de um dado segmento de 
consumidores [12]. O perfil de consumo é representando habitualmente em valores horários 
ou em intervalos de 30, 15 minutos ao longo de um dia, sendo estes valores resultados da 
média dos consumidores que representam esse perfil. 
 
Ilustração 2-1 - Exemplo de perfis de Consumo (Class A,B,C). Fonte: [13] 
Os diagramas de consumo são definidos mediante o comportamento do consumidor. A 
estimação dos perfis de consumo que agregam um determinado padrão de consumidores são 
essenciais para o operador estimar cargas de consumo e planear com maior eficiência a 
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distribuição da rede. Atualmente a instalação de aparelhos de medição horária é comum em 
alguns países e torna este processo mais simples pois é possível obter informação detalhada e 
completa de forma simples, mediante a recolha de dados de consumo horário de cada 
consumidor. Contudo, mesmo em casos em que existam contadores horários generalizados, a 
determinação de perfis de consumo será sempre importante não só para o funcionamento do 
mercado mas também para realização de estimativas a médio e longo prazo, por combinação 
dos perfis associados aos diferentes tipos de consumidores do sistema em questão com a 
estimativa do respetivo consumo energético.  
A obtenção de perfis de consumo é geralmente um processo que engloba 3 grandes 
etapas: Recolha de dados, definição de classes (onde são identificados os perfis típicos e as 
regras de classificação) e avaliação de performance. O foco deste trabalho incide na segunda 
etapa: definição de classes. 
2.2 - Redes Neuronais 
Na resolução de problemas complexos, um método eficiente pode passar por recorrer ao 
lema “dividir para conquistar”, ou seja, decompor sistemas mais exigentes em elementos 
mais simples. A utilização de redes neuronais costuma ser uma estratégia comum e existem 
diferentes tipos mas todos são caracterizados por um princípio comum: um conjunto de nós e 
interligações entre eles. Estes nós podem ser vistos como unidades computacionais simples 
que recebem informação (entrada) e processam de modo a obter um novo produto (saída). 
Este processo pode ser bastante simples, como por exemplo o somatório das entradas, ou 
bastante complexo (um nó pode conter uma nova rede). As conexões entre nós definem a 
fluidez da informação entre nós, sendo estes unidirecionais ou bidirecionais. As interações 
entre nós através das conexões estabelecem o comportamento global da rede, fator 
importante e prioritário aos próprios elementos da rede. Isto mostra a potencialidade do uso 
destas ferramentas e isso é transparente na quantidade diversa de aplicações das redes na 
física, ciência computacional, matemática, telecomunicações, etc. Esta diversidade é 
explicada pelo potencial exibido por esta ferramenta em aplicações em diferentes tipos de 
problemas em diferentes sistemas e ambiente. 
A estas redes dá-se o nome de Redes Neuronais Artificiais [14] (muitas vezes referidas 
apenas por Redes Neuronais). Um neurónio artificial é um modelo computacional inspirado 
nos neurónios naturais, em que se simula o processo em que estes recebem sinais através 
sinapses localizados na membrana do neurónio. Quando os sinais recebidos são fortes o 
suficiente, o neurónio é ativado e emite um sinal pelo axónio. Este sinal pode acabar por ser 
enviado para outra sinapse e daí ativar outros neurónios. Ou seja, uma rede neuronal 
artificial simula este comportamento, em que as entradas são multiplicadas pelos pesos 
(força dos sinais respetivos) e calculados pela função matemática que determina a ativação 
do neurónio - outra função contribui para a especificação da saída do neurónio artificial. As 
redes neuronais artificiais combinam os neurónios de modo a processar a informação. Quanto 
maior for o peso (weight) do neurónio, maior será o valor do produto. Estes pesos também 
podem ser negativos o que determina a influência do sinal que pode ser inibido por isso. 
Deste modo a saída da rede neuronal acaba por ser determinada em função das entradas e 
dos pesos das ligações. Ajustando os pesos dos neurónios poderemos obter um produto (saída) 
desejado para entradas específicas. No entanto, se as redes tiverem milhares de ligações, 
torna-se indispensável a utilização de algoritmos específicos que ajustem automaticamente 
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os pesos dos neurónios para obter o resultado desejado. A este processo dá-se o nome de 
aprendizagem ou treino. 
A diversidade de redes neuronais e derivadas implementações é bastante grande pois são 
conceitos que já existem desde 1943. O mesmo se aplica à diversidade de algoritmos de 




Os autoencoders, abreviatura para autoassociative neural networks, são redes neuronais 
artificiais treinadas para produzirem uma aproximação entre entradas e saídas, usando retro 
propagação ou procedimentos semelhantes de aprendizagem. O fator chave que as 
distinguem é dimensão bottleneck entre as entradas e as saídas. A compressão da informação 
do chamado bottleneck permite a aquisição de um modelo correlativo da informação das 
entradas, útil para a realização de uma variedade de tarefas, nomeadamente de rastreio de 
dados. A rede reduz o ruído no vetor de entradas devido à mapiação destas no espaço do 
modelo de correlação (unidades escondidas), onde a informação é comprimida num espaço de 
menor dimensionalidade. Este sub-espaço é novamente mapeado num espaço de maior 
dimensão (da cama escondida para a saída). Os resultados mostram que nestas aplicações, a 
abordagem de rede é mais eficaz do que as técnicas lineares competitivas [16].  
 
 
Ilustração 2-2 - Esquema demonstrativo de um Autoencoder [17] 
2.3 - Clustering 
O proceso de clustering (agrupamento) divide dados em grupos (clusters) segundo um 
critério pré-determinado. Se o objetivo for obter grupo com padrões semelhantes, então os 
agrupamentos deverão conter a informação da estrutura natural da informação. No entanto, 
em alguns casos a análise de clustering pode ser útil apenas como ponto de partida para 
outros propósitos como meio de resumir a informação. A análise de clustering tem tido um 
papel importante em vários campos, como psicologia e outras ciências sociais, engenharia, 
biologia, estatísticas, reconhecimento de padrões, análise de informação, etc. [18]. Como o 
tipo de informação pode variar bastante de problema para problema exige-se uma análise 
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profunda a cada tipo de problema para haver uma decisão eficaz no método de clustering a 
aplicar. Um desses métodos são os Self-Organizing Maps [19]. 
2.3.1 Self-Organizing Maps (SOM) 
 
Também conhecidos como Mapas de Kohonen [19], os SOM são um tipo de rede neuronal 
artificial treinada usando aprendizagem não supervisionada, isto é, em que as saídas são 
desconhecidas. Este é um método computacional muito útil para visualização de dados de 
grande dimensão. Na sua forma mais básica produz um gráfico de semelhança dos dados de 
entrada. Converte uma relação estatística não linear entre dados de elevada dimensão numa 
simples relação geográfica de pontos exibidos numa baixa dimensão, geralmente numa grelha 
bidimensional de nós. Resumindo, compacta a informação ao mesmo tempo que preserva as 
importantes relações topológicas e métricas dos dados de entrada na exibição. Estas redes 
são baseadas em aprendizagem competitiva, no qual os neurónios competem entre si para ser 
ativados, com a consequência de que apenas um é ativado de cada vez. A este neurônio 
ativado dá-se o nome de “winner-takes-all neuron” ou simplesmente o neurônio vencedor. 
Tal competição pode ser induzida / implementada tendo conexões de inibição lateral 
(caminhos de feedback negativo) entre os neurônios. O resultado é que os neurónios são 
forçados a organizarem-se. Há que referir ainda que neste algoritmo não existe uma forma 
formal de definir o erro, isto principalmente pelo fato de que o treino é não supervisionado. 
 
Ilustração 2-3 - Exemplo de um SOM. Fonte: [20] 
  
  
Capítulo 3  
Metodologia 
3.1 - Introdução 
 
No Capítulo 1 foram apresentados os objetivos da presente dissertação, que consistem no 
estudo da viabilidade de utilizar Autoencoders como meio de permitir uma maior eficiência 
no processo de separação em classes (clustering). A literatura científica comprova a 
dificuldade e ineficiência destes algoritmos no tratamento de grandezas com muitas 
dimensões (mais de 10) [21]. Isto aplica-se aos algoritmos de clustering em geral, 
nomeadamente aos Mapas de Kohonen (SOM - Self Organizing Maps) utilizados neste trabalho. 
Frequentemente aponta-se para um limite de entradas do SOM inferior a 10, 
preferencialmente não superior a 5. No caso de classificação com base em diagramas diários 
(24 horas), serão 24 entradas o que se afasta claramente da situação ideal.  
Assim, propõe-se, numa primeira fase, a utilização de Autoencoders para permitir a 
redução da dimensão do vetor de entradas a considerar. Numa segunda fase, os novos vetores 
(de dimensão reduzida) serão apresentados ao algoritmo de Kohonen, que agrupará os 
consumidores em classes com diagramas semelhantes. 
Uma vez obtidas as classes (clusters), a questão essencial é a obtenção dum processo de 
classificação baseado em características acessíveis para todos os consumidores. Note-se que o 
processo de obtenção das classes é baseado nos diagramas, mas estes apenas estão 
disponíveis para os consumidores da amostra. Por isso, a classificação terá que ser baseada 
em características de faturação (potência contratada, consumo, tipo de consumidor, tarifa), 
ou seja, dados conhecidos para todos os consumidores.  
A potência contratada representa o limite máximo de potência permitido ao consumidor e 
pode assumir os seguintes valores (kVA): 1.15, 3.45, 4.6, 6.9, 10.35, 13.8, 17.25, 20.7, 27.6, 
34.5, 41.4 e 61. O consumo representa naturalmente a quantidade de energia elétrica 
associada a cada consumidor, neste caso trata-se do consumo anual. O tipo de consumidor 
engloba as seguintes géneros: Doméstico, Indústria, Comércio, Hotelaria e Outros. O tipo de 
tarifa de contagem contém as seguintes opções: Simples, Bi-horária, Média e Longa. 
Em traços gerais, a metodologia engloba os seguintes passos principais: 
1. Tratamento inicial dos dados: filtragem de erros e seleção de dados a utilizar para 
todo o procedimento, aspetos fulcrais para a performance final e credibilidade de 
conclusões retiradas do trabalho. 
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2. Redução de dimensionalidade: Para uma otimização no processo de clustering, reduz-
se a dimensionalidade dos diagramas diários de 24 para 5 com a condição de não se 
perder demasiada informação (as redes neuronais criadas devem ter um coeficiente 
de determinação superior a 90%). 
3. Testes de clustering: É nesta etapa que a ambiguidade dos dados faz toda a diferença 
nos resultados finais. As opções nos testes a efetuar são diversas, podendo-se aplicar: 
a. Dados originais ou normalizados com diferentes critérios; 
b. Apenas aos dias úteis ou com a inclusão dos fins de semana; 
c. Diferenciando mês a mês ou considerando a média anual.  
Para além de apenas se utilizar os valores referentes aos diagramas de consumo 
pode-se aliar valores diferenciativos como valores escalares do consumo energético 
total ou os próprios dados de faturação.   
4. Criação dum processo de classificação baseado em dados de faturação: Nesta etapa 
analisa-se os resultados da ferramenta de clustering, de onde se tentará extrair 
conclusões que resultam em processos de classificação relativamente simples ― note-
se que processos de classificação intricados poderiam resultar em regras de mercado 
difíceis de explicar aos utilizadores comuns (consumidores). Por outro lado, admite-se 
que determinados resultados de clustering possam não permitir formular qualquer 
guia de classificação devido à sua heterogeneidade. 
 
Os passos 3 e 4 (de certo modo interativos) exigiram a realização de um conjunto extenso 
de testes (combinações das hipóteses referidas atrás), seguidos da tentativa de identificação 
de características classificáveis de modo a poder-se perfilar um dado consumidor mediante os 
seus dados de faturação. Assim, à medida que se foi experimentando com estas ferramentas, 
foi definido o tratamento dos dados disponibilizados de um grupo de consumidores de BTN 
sendo importante para se obter resultados sem erros e mais fiáveis. Estes dados consistiam 
nas várias características de cada consumidor, desde potência contratada ou tipo de tarifa 
até às próprias medidas de consumo. Também com este processo foram definidos os melhores 
testes a realizar.  
Note-se que os passos 3 e 4 são independentes, podendo o processo de clustering (passo 
3) dar origem a resultados muito bons (classes homogéneas e bem separadas) mas, por outro 
lado, o passo 4 falhar completamente, e não ser possível obter a correspondente classificação 
com base em dados de faturação. O exemplo seguinte ilustra esta situação. 
 




Ilustração 3-1- Exemplo: 4 Diagramas médios obtidos após processo de clustering (dados 
normalizados). 
A ilustração 3.1 mostra um exemplo em que o clustering originou classes bem separadas 
(diagramas protótipo de cada grupo são bastante diferentes entre si). No entanto, na tabela 
3.1 observa-se que os 4 perfis se repartem pelos diferentes valores de Potência Contratada, 
tornando virtualmente impossível a tarefa de criar uma classificação baseada nesta 
característica. Por outro lado, a análise de classes em termos da Tarifa, apenas permite 
concluir que todos os consumidores do Perfil 1 são de Tarifa Simples, não sendo evidente 
qualquer outra conclusão relativamente às outras classes. 
Tabela 3.1 - Características de cada classe associada ao clustering da ilustração anterior. 
Potência Contratada Perfil 1 Perfil 2 Perfil 3 Perfil 4 
1,15 0 19 2 8 
3,45 6 130 48 56 
6,9 7 93 54 76 
10,35 1 50 24 27 
13,8 3 44 20 5 
17,25 0 18 8 5 
20,7 1 73 48 13 
Tarifa Perfil 1 Perfil 2 Perfil 3 Perfil 4 
Simples 18 336 194 144 
Bi-horária 0 91 10 37 
 
3.2 - Tratamento de Dados 
Devido ao tamanho extenso e complexo de uma base de dados de diagramas de consumos 
de BTN, é fundamental efetuar-se um controlo de qualidade dos dados a utilizar em todo o 
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para obtenção dos melhores resultados finais. Desse modo, este processo incluiu as seguintes 
etapas: 
 Filtragem de casos anómalos: Esta etapa dá início ao processo por ser fulcral na 
validade dos testes finais e futuras conclusões. Sem esta etapa, todo o trabalho é 
comprometido. São eliminados os diagramas de valor de consumo nulo e casos 
incoerentes: por exemplo, em que constem valores do diagrama superiores aos 
valores de Potência Contratada, o que corresponderia a uma situação impossível. 
 Primeira redução da dimensão: Os diagramas diários, no ficheiro inicial são 
apresentados em medições de 15 em 15 minutos, ou seja, 96 valores de consumo 
que caracterizam cada diagrama, de cada consumidor em cada mês3. Para se 
obter melhores resultados no processo de redução de dimensionalidade através 
dos Autoencoders decidiu-se começar por representar os diagramas diários por 
24 valores (horas), sendo que o valor de cada hora corresponde à média dos 4 
valores associados a essa dada hora. 
 Seleção e cálculo de diagramas médios: Observou-se que após as etapas 
anteriores, cada consumidor teria melhor representatividade nos dias úteis. 
Assim, após a filtragem e a redução de dimensão referida no ponto anterior, foi 
calculado o diagrama médio diário de cada consumidor, com base nos diagramas 
médios representativos dos dias úteis de cada mês. Concluindo, no final, a base 
de dados consistia em diagramas médios diários de 24 horas por consumidor. 
 Os dados finais obtidos da etapa anterior foram sujeitos a um processo de 
normalização. Este processo foi feito de duas formas, aplicadas em diferentes 
fases dos testes futuros. A primeira normalização consistiu na divisão de cada 
valor horário pelo valor horário máximo registado desse consumidor. Uma nova 
normalização, independente da primeira, consistiu na divisão de cada valor 
horário pelo somatório dos 24 valores horários desse consumidor. Estas 
normalizações são importantes pois nos testes futuros de clustering permitem 
dar enfâse à forma dos diagramas de consumo, fator muito pertinente na 
separação em classes. No final estão disponíveis três conjuntos de dados: um 
conjunto com os dados não-normalizados e dois conjuntos com dois tipos de 
normalização. 
 
3.3 - Redução de Dimensionalidade 
Como explicado anteriormente, um dos objetivos deste trabalho é obter melhores 
resultados nas aplicações de algoritmos de clustering, os SOM, reduzindo a dimensionalidade 
das entradas. 
Este processo recorre à utilização de Autoencoders. Em resumo, os Autoencoders são um 
tipo de Redes Neuronais usadas para compressão de informação. 
                                                 
3  De facto, os dados originais também comportam a distinção entre Dia útil, sábado e domingo. Neste 
trabalho, optou-se por não considerar os dados de fim de semana por serem menos representativos.  
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No caso do presente trabalho, utiliza-se um dos métodos mais comuns de treino da rede: 
aprendizagem supervisionada com o algoritmo de Levemberg-Marquat. Utilizando o nftool do 
Matlab Mathworks, este processo baseia-se na decisão de se criar uma rede neuronal em que 
a entrada e saída, os diagramas diários de 24 horas, são iguais e obriga a rede neuronal a 
treinar com uma camada escondida de dimensão bastante menor (neste trabalho, apenas 5 
neurónios). Isto significa que se o erro na reprodução dos diagramas for baixo, a sua 
informação estará retida na camada escondida da rede, o que significa uma redução de 





Ilustração 3-2 - Topologia e Estrutura da Rede Neuronal 
Assim, se a rede neuronal tiver sido treinada com sucesso (erro baixo; coeficiente de 
determinação próximo de 1), a informação das entradas (vetor de 24 elementos) estará 
codificada na camada escondida (de 5 elementos). Pode-se então usar os valores das matrizes 
dos pesos e Bias4 da rede para obter os valores das unidades escondidas, onde cada vetor de 
entrada (de 24 valores) será codificadas num vetor de 5 dimensões. Para este efeito foi 
necessário programar uma função no próprio Matlab. Esta função emula o fundamento 
matemático das redes neuronais, replicando parte do seu funcionamento (desde a entrada 
até à saída das unidades da camada escondida): 
 
 Transpor matriz dos pesos que ligam camada de entrada e camada escondida. 
Guardar resultado na matriz A; 
 Transpor a matriz Bias que ligam camada de entrada e camada escondida. 
Guardar em B; 
  Para cada padrão (exemplo de treino): 
o  Multiplicar valores da entrada pela matriz A; 
o Somar à matriz B; 
o Guardar na matriz Outputcodificado; 
 Aplicar função de transferência tangente sigmoide hiperbólica em todos os 
valores da matriz Outputcodificado 
                                                 




















 14  Metodologia 
14 
 
Esta redução de dimensionalidade ocasiona certamente a perda de alguma informação e 
de significado físico, isto é, a entrada (diagrama de 24h) transforma-se num vetor de 5 
elementos sem interpretação física plausível. Apesar disso, esta operação é de importância 
decisiva no presente trabalho, uma vez que possibilita a utilização eficiente dos SOM. 
 
3.4 - Testes de Clustering 
Sendo um trabalho que procura a obtenção de métodos eficazes de agrupamento e 
classificação de consumidores de BTN, é necessária a aplicação de diversos testes com 
estratégias diferentes para que sejam feitas várias análises aos procedimentos e, dessa 
forma, formar boas conclusões e selecionar os métodos mais sólidos de melhor performance. 
Assim, este conjunto de testes foi dividido em 3 fases. A designação do nome de cada teste 
designa as suas características. 
 
 
Ilustração 3-3 – Esquema geral explicativo da sequência de testes efetuados neste trabalho 
Em cada teste, para o processo de clustering utiliza-se a ferramenta nctool. Como já 
explicado, o nctool utiliza o algoritmo SOM para agrupar os diagramas em classes consoante 
as características do diagrama codificado (5 parâmetros). Em termos gráficos, o programa 
apresenta os resultados deste processo numa estrutura (grelha) hexagonal de quatro zonas 
(condições standard definidas inicialmente para simplificar a identificação de classes neste 
trabalho). Assim, é possível associar cada classe a uma zona da grelha. Caso se tivesse optado 
por uma grelha com um número muito elevado de zonas, haveria a necessidade de agregar 
zona de modo a restringir o número de classes.  
Como objetivo de análise de performance, podemos observar dois tipos de imagem. A 
distribuição de amostras por cluster (cujo centróide identifica o Perfil) encontra-se 
exemplificado na Ilustração 3-4 e o peso das distâncias entre estes. No segundo caso, como 
representado na Ilustração 3-5, a tonalidade da ligação entre cluster representa a 
Base de dados  
(após tratamento 








Fase3  Teste 3b 
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disparidade entre dois grupos, ou seja, quanto mais escura for a ligação, maior é a 
“distância”. 
 
Ilustração 3-4 - Exemplo de distribuição de amostras por cluster 
 
Ilustração 3-5 - Exemplo de visualização gráfica de distâncias entre clusters 
3.4.1 - Fase 1 
 
Numa primeira fase, são apenas analisados os diagramas de consumo. Entendeu-se que 
numa fase inicial do trabalho seria importante perceber-se qual a melhor estratégia e realizar 
testes mais simples. A divisão de testes nesta fase pode ser vista como: 
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 No teste 1a os dados são aplicados diretamente no processo de clustering,ou seja, 
são valores originais.  
 O teste 1b consiste no mesmo processo mas os dados são normalizados antes do 
processo da redução de dimensionalidade.  
Esta normalização consiste na divisão de cada valor horário pelo máximo valor do 
consumidor respetivo. A matriz aplicada ao SOM, após redução de dimensionalidade, é de 
1004x5, pois refere-se aos 1004 consumidores da amostra representados por vetores de 5 
elementos. 
 
3.4.2 - Fase 2 
 
Na segunda fase, é feita uma nova filtragem aos dados. Todos os consumidores de 
Potência contratada de 4,6 kVA são retirados da base de dados por se concluir que é uma 
modalidade já não praticada atualmente e os consumidores de 27, 34, 41 e 61 kVA também 
são retirados por serem valores demasiado raros, e associados à baixa tensão especial (BTE). 
Analogamente à primeira fase, o tipo de dados introduzidos no processo de redução de 
dimensionalidade podem ser separados em: 
 Valores originais (representados pela letra “a” na denominação do teste (testes 2a1 
e 2a2);  
 Valores normalizados (representados pela letra “b” na denominação do teste (testes 
2b1, 2b2, 2b3 e 2b4). 
Todo o processo desde codificação até clustering é repetido pois quer-se analisar os 
resultados provenientes de dados reais e dados normalizados. No entanto, na normalização 
cada valor do diagrama é dividido pela sua energia total pois deseja-se dar relevância à 
forma dos diagramas.  
Esta fase é a fase com maior número de testes e de análise mais profunda como 
demonstrado no esquema da Ilustração 3.4. 




Ilustração 3-6 - Esquema explicativo sobre os testes efetuados na fase 2 
Estes testes podem ser caracterizados pelos seguintes procedimentos: 
 Os testes 2a1 e 2b1 correspondem à aplicação do processo já conhecido da fase 
anterior. Após a filtragem efetuada, a matriz aplicada é de 853 consumidores 
com diagramas de 24 horas. Após redução de dimensionalidade, a matriz aplicada 
ao SOM é de 853x5.  
 Nos testes anteriores percebeu-se que seria importante inserir dados adicionais 
no processo de clustering, com o objetivo de melhorar o seu desempenho, em 
termos de facilitação do processo de classificação. Convém relembrar que o 
processo de clustering não é o último passo; após separação dos consumidores da 
amostra em classes, é necessário deduzir regras de classificação que sejam 
aplicáveis ao universo dos consumidores BTN. Como se verá adiante no capítulo 
de apresentação de resultados, os testes anteriores não permitiram a inferência 
destas regras. Assim, nos testes 2a2 e 2b2, inclui-se para cada consumidor o valor 
da potência contratada, o tipo de consumidor, e o tipo de tarifa e uma nova 
variável representativa do consumo energético anual. A intenção de incluir estas 
variáveis é providenciar ao SOM novas dimensões de classificação diretamente 
relacionadas com as variáveis de classificação pretendidas (informação de 
faturação). 
Estas novas variáveis e os valores que assumem são definidos na Tabela 3.2. De notar que 
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Tabela 3.2 - Detalhes das variáveis adicionais de entrada dos testes 2a2 e 2b2 
Potência 
Contratada 
Tarifa Tipo de Consumidor Escalão Energético 
Valor  
(kVA) 







Comércio 1 < 500 1 
3,45 3,45 Doméstico 2 
Entre 500 e 
1500 
2 














Outros 5 > 15000 5 20,7 20,7 
20,7 20,7 
 
 Os testes 2b3 e 2b4 diferenciam-se do 2b2 porque nas novas variáveis 
introduzidas nos testes anteriores, os seus valores normalizam-se de modo a não 
influenciarem demasiado os resultados finais. Esta normalização resulta segunda 
a explicação da Tabela 3.3. No entanto, apesar de que no teste 2b3 aquando o 
processo de clustering são utilizados as 3 novas variáveis (além dos 5 valores dos 
diagramas de consumo como habitual), no teste 2b4 apenas os valores da 
Potência contratada e Tarifa são usados com as variáveis dos diagramas de 
consumo. 
  































































3.4.3 - Fase 3 
Na terceira e última fase de testes, experimentou-se abordar o problema de uma maneira 
diferente. Apesar de se manter as filtragens da segunda fase, optou-se por reduzir o tamanho 
da base de dados criando uma grelha de classificação baseada nos dados de faturação. Os 
dados de faturação utilizados para definir a grelha são: a Potência Contratada, o escalão 
energético que corresponde ao consumo anual médio e o tipo de tarifa. Note-se que isto é 
uma forma de forçar que os resultados do clustering (passo 3) correspondam necessariamente 
a classificações baseadas em dados de faturação.  




Tabela 3.4 - Definição do Escalão Energético 
Escalão Energético 
Consumo Energético Anual (kWh) Valor que assume 
<500 1 
Entre 500 e 1500 2 
Entre 1500 e 5000 3 
Entre 5000 e 15000 4 
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Energético        
 
Bi-horário 
5               
 4               
 3               
 2               
 1               
 
Simples 
5               
 4               
 3               
 2               
 1               
 
  




Esta transformação permite que, ao invés de se dispor de uma base de dados de 
diagramas de consumo por consumidor, tem-se uma base de dados de diagramas de 
consumo por grupos de consumidores, definidos previamente mediante os seus dados de 
faturação. Assim, é repetido o processo de codificação e clustering para estes dados 
obtendo-se, no final, uma atribuição de classes baseada na grelha apresentada na Tabela 
3.6. 
 
3.4.4 - Resumo 
A realização de vários testes de características diferentes, com diversos conjuntos de 
dados e vários processos envolvidos, dificulta a estruturação de conclusões sobre as relações 
causa/efeito em estudo nos testes realizados. Interessa assim fazer uma síntese dos testes 
em questão. Em suma, a primeira fase serviu para se obter uma ideia geral dos resultados do 
processo de clustering apenas com os diagramas de consumo. Na segunda fase aprofundou-se 
mais a complexidade dos testes ao inserir-se novas variáveis para melhor separação dos 
diferentes tipos de consumidores. A terceira fase serviu como um teste diferente em que 
existe uma pré-divisão dos consumidores mediante os seus dados de faturação e daí perceber-
se através dos diagramas de consumo apenas quais as relações entre estes diagramas. 
  





Tabela 3.6 - Resumo das variáveis de entrada dos testes efetuados 
Entradas 
Nº de variáveis 
aplicadas ao SOM 
Diagramas de Consumo 5 
Diagramas de Consumo (normalizada) 5 
Diagramas de Consumo 5 
Diagramas de Consumo (normalizada) 5 
Diagramas de Consumo+ Potência Contratada+ Tarifa+ tipo de Consumidor+ 
Escalão Energético 
8 
Diagramas de Consumo (normalizados) + Potência Contratada+ Tarifa+ tipo de 
Consumidor+ Escalão Energético 
8 
Diagramas de Consumo+ Potência Contratada+ Tarifa+ tipo de Consumidor+ 
Escalão Energético (todos normalizados) 
8 
Diagramas de Consumo+ Potência Contratada+ Tarifa (todos normalizados) 7 
 
Convém recordar que o termo “diagramas de consumo” referido na tabela anterior se 
refere aos diagramas codificados de dimensão 5. 
 
3.5 - Criação dum processo de classificação baseado em dados 
de faturação 
A última etapa do trabalho será após a realização dos testes: conceber uma metodologia 
de classificação de consumidores de BTN segundo os seus dados de faturação. Esta etapa 
apesar de finalizar o trabalho é iniciada mediante obtenção dos primeiros resultados pois a 
análise que é feita em cada teste define a qualidade destes e modifica a estratégia que se vai 
tomando para a otimização da metodologia final de classificação. A classificação deve 
consistir em regras simples e intuitivas, de modo a poderem ser aceites para funcionamento 
em mercado de eletricidade. 
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Capítulo 4  
Testes e Análise de Resultados 
Este capítulo descreve os testes efetuados e apresenta os principais resultados obtidos e a 
análise respetiva. Os resultados serão apresentados mediante a sequência metodológica 
apresentada nas secções anteriores. 
 
4.1 - Fase 1 
4.1.1 - Rede neuronal e redução de dimensionalidade 
Como explicado na Metodologia, o primeiro passo exige a redução de dimensionalidade 
dos diagramas de consumo. Este processo ocorre após filtragem e conversão dos dados, e 
antecede a sua importação para o Matlab.  
Nesta fase compreende os testes 1ª – com dados originais - e 1b – com dados 
normalizados. Segue-se o treino das redes neuronais para cada teste. A Ilustração 4-1 e 
Ilustração 4-2 mostram os erros MSE e o coeficiente de determinação R, obtidos com as redes 
neuronais treinadas. Pode-se observar que os MSE são baixos e o R próximo da unidade, o que 
ilustra o impacto na precisão da informação aquando a redução de dimensionalidade. O facto 
de se conseguir obter uma saída tão parecida com a entrada mostra que, de facto, a 
informação foi em geral preservada. Como explicado na Metodologia, uma precisão superior a 
90% é a condição para a garantia de preservação da informação obtida pelo Autoencoder. 
 
 
Ilustração 4-1- Resultados da rede neuronal criada para o teste 1a 
 24  Testes e Análise de Resultados 
24 
 
Ilustração 4-2 - Resultados da rede neuronal criada para o teste 1b 
 
 
Ilustração 4-3 - Erro de progressão da rede neuronal do teste 1a 




Ilustração 4-4 - Erro de progressão da rede neuronal do teste 1b 
 
Ilustração 4-5 - Histograma demonstrativo da precisão da rede neuronal criada para o teste 1a  
É possível observar que a precisão das redes neuronais criadas é suficientemente fiável 
para manter a qualidade da informação codificada na camada interior delas. 




Ilustração 4-6 - Comparação Entrada-Saída de um consumidor exemplo após treino da rede neuronal 
 
 
4.1.2 - Processo de Clustering 
Após a etapa da redução da dimensionalidade, as matrizes de 1004x5 de cada teste são 
aplicadas à ferramenta nctool que aplica o algoritmo de clustering standard em clusters 
hexagonais, como demonstrado nas figuras seguintes. 
É possível observar que nos resultados referentes ao teste 1a na Ilustração 4-7 e na 
Ilustração 4-8, a distância dos pesos entre clusters é considerável pois quanto mais escura é a 
tonalidade do segmento, maior é a distância entre os clusters. No entanto isso não se observa 










0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
Consumo 
Hora 
Comparação Entrada-Saída de um consumidor exemplo após 
treino da rede neuronal  
Entrada
Saída








Ilustração 4-8 - Resultados do algoritmo de clustering no teste 1a 
Em relação aos resultados referentes ao teste 1b, as amostras estão mais equitativamente 
separadas por cada cluster mas a similaridade entre estes é maior como demonstrada pela 
tonalidade clara da Ilustração 4-9. Esta maior similaridade não é surpreendente, uma vez que 
a normalização dos diagramas elimina o fator de escala, o que significa que torna os 
diagramas mais próximos. 
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Ilustração 4-9 - Similaridade entre os clusters obtidos do teste 1b 
 
 




4.1.3 - Conclusões a retirar dos testes 1a e 1b 
Os resultados do processo de clustering obtidos foram então transferidos para o Excel 
com o objetivo de modo a, por um lado, visualizar os diagramas de cada classe e, por outro 
lado, tentar obter uma classificação baseada em dados de faturação. Da visualização das 
classes foi possível fazer as seguintes observações. Na Ilustração 4-11 referente ao teste 1a, é 
possível observar uma boa separação dos diagramas, pela forma e pela amplitude. No caso do 
teste 1b, demonstrado na Ilustração 4-12, a separação dá maior destaque à forma por serem 
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dados normalizados. Pode-se desde já comprovar que o processo de redução de 
dimensionalidade não causa impacto significativo na identificação de diferentes padrões de 
consumo. Nota-se, no entanto, que no primeiro caso as classes aparecem separadas 
sobretudo em função da amplitude do diagrama enquanto no segundo caso a distinção é 
sobretudo de forma. 
 
 
Ilustração 4-11 - Diagramas de consumo médio de cada perfil (teste 1a) 
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Apesar dos diagramas de consumo serem bem separados, a análise da distribuição dos 
consumidores por classe em função dos dados de faturação não permitiu deduzir as regras de 
classificação de cada perfil com base nestes dados. Em primeiro lugar, a distribuição do tipo 
de tarifa (Simples, Bi-horária, etc.) é comum em todos os perfis. Para além disso, na Tabela 
4.1 é possível observar-se que em cada perfil existem consumidores de quase todas as 
potências contratadas. (Embora existam algumas exceções o que praticamente impede a 
elaboração de conclusões imediatas. A análise relativamente ao tipo de consumidor, apesar 
de se observar uma predominância de consumidores domésticos no perfil 2 e 4 e 
consumidores de comércio no perfil 3, repete-se a dificuldade de se tirar conclusões 
imediatas para elaborar uma classificação simples. 
Tabela 4.1 - Potência Contratada dos consumidores de cada perfil, resultados do teste 1a 
Potência Contratada (kVA) Perfil 1 Perfil 2 Perfil 3 Perfil 4 
1,15 29 0 0 0 
3,45 177 68 0 0 
4,6 2 0 0 0 
6,9 170 26 1 36 
10,35 86 6 0 14 
13,8 54 12 4 4 
17,25 26 5 0 0 
20,7 97 30 5 3 
27,6 24 9 1 0 
34,5 29 17 4 0 
41,4 31 20 12 1 




Ilustração 4-13 - Percentagem dos tipos de consumidor em cada perfil, resultado do teste 1a 
No caso do teste 1b as conclusões são muito semelhantes, embora os perfis obtidos se 
distingam entre eles por outras características como o tipo de consumidor “outros” ser 
predominante no perfil 4, e o tipo doméstico ter predominância nos dois primeiros perfis. 
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Tabela 4.2 - Potência Contratada dos consumidores de cada perfil, resultados do teste 1b 
Potência Contratada (kVA) Perfil 1 Perfil 2 Perfil 3 Perfil 4 
1,15 8 17 1 3 
3,45 93 78 22 52 
4,6 0 2 0 0 
6,9 68 90 23 52 
10,35 40 30 18 18 
13,8 27 6 24 17 
17,25 11 7 7 6 
20,7 42 18 38 37 
27,6 11 7 6 10 
34,5 11 7 22 10 
41,4 18 7 22 17 
61 0 0 0 1 
 
 
Ilustração 4-14 - Percentagem dos tipos de consumidor em cada perfil, resultado do teste 1b 
 
Concluindo, esta primeira fase de testes serviu para testar os processos de forma direta e 
para observar a performance das ferramentas envolvidas nestes processos. Do final desta fase 
conclui-se que não foi possível obter um processo de classificação baseado em dados de 
faturação, para o conjunto de dados testados. Como meio de atenuar a heterogeneidade 
deste conjunto optou-se por restringir a análise aos consumidores BTN (potência contratada 
não superior a 20.7 kVA) e eliminar retirar também os consumidores de potência contratada 
de 4,6 kVA, uma vez que se trata de um escalão de pouca representatividade (neste 
momento, já se encontra extinto). 
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4.2 - Fase 2 
4.2.1 - Rede neuronal e redução de dimensionalidade 
Nesta fase, como explicado na metodologia, fez-se uma filtragem na amostra de 
consumidores reduzindo-a de 1004 para 853 consumidores. De notar que nesta fase a 
normalização aos dados é feita consoante o somatório da energia de modo a dar maior ênfase 
à forma dos diagramas. 
Os detalhes sobre as redes neuronais criadas para cada um dos casos são demonstrados na 
Ilustração 4-15 e na Ilustração 4-16. 
 
 
Ilustração 4-15 - Resultados da rede neuronal criada para os testes 2a 
 
Ilustração 4-16 - Resultados da rede neuronal criada para os testes 2b 
Apesar da rede neuronal para os testes 2b ter um menor precisão, considera-se válida por 
se encontrar ainda dentro dos pressupostos considerados neste trabalho. 
 
4.2.2 - Testes 2a1 e 2b1 
Nos primeiros testes desta fase, submetendo os dados na ferramenta nctool obtemos 
separações de diagramas algo semelhantes aos testes da fase 1 deste trabalho. Tal como na 




Tabela 4.3 - Esquema de entradas dos processos de clustering (2a1 e 2b1) 
Diagrama codificado 
I1 I2 I3 I4 I5 
 









Ilustração 4-18 - Agrupamento de perfis no SOM do teste 2b1 
Na Ilustração 4-19 a separação é clara do ponto de vista da amplitude, ao invés do teste 
2b1 onde na Ilustração 4-20 se verifica quatro perfis bastante diferentes do ponto de vista da 
forma. 
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Ilustração 4-19 – Diagramas médios de consumo por perfil segundo o teste 2a1 
 
Ilustração 4-20 - Diagramas médios de consumo por perfil segundo o teste 2b1 
Do teste 2a1 não se verifica padrões diretos em termos de potência contratada como se 
pode verificar na Tabela 4.4.  
 
Tabela 4.4 - Potência contratada de cada perfil segundo o teste 2a1 
Potência Contratada (kVA) Perfil 1 Perfil 2 Perfil 3 Perfil 4 
1,15 29 0 0 0 
3,45 174 9 62 0 
6,9 168 44 17 4 
10,35 84 5 6 11 
13,8 53 4 11 6 
17,25 25 1 5 0 
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Analisando o tipo de consumidor de cada perfil é, percebemos que no teste 2a1 não é 
possível obter padrões claros. Contudo existe uma predominância de alto consumo energético 
nos três últimos perfis o que indica já alguma eficácia no processo de clustering. 
 
 
Ilustração 4-21 - Tipo de consumidor por perfil, resultado do teste 2a1 
 
 
Ilustração 4-22 – Escalão energético dos consumidores por perfil, resultado do teste 2a1 
 
Em relação aos resultados do teste 2b1, observa-se novamente uma dificuldade na 
observação de padrões claros na potência contratada por perfil embora no tipo de 
consumidor se observe algumas diferenças (predominância de consumidores de indústria no 
perfil 1 ou doméstico no perfil 4). 
  




Tabela 4.5 - Potência contratada de cada perfil segundo o teste 2b1  
Potência Contratada (kVA) Perfil 1 Perfil 2 Perfil 3 Perfil 4 
1,15 0 19 2 8 
3,45 6 130 48 56 
6,9 7 93 54 76 
10,35 1 50 24 27 
13,8 3 44 20 5 
17,25 0 18 8 5 
20,7 1 73 48 13 
 
 
Ilustração 4-23 - Tipo de consumidor por perfil, resultado do teste 2b1 
4.2.3 - Testes 2a2 e 2b2 
Embora se observem alguns resultados interessantes nos testes anteriores, de modo a 
motivar o algoritmo a distinguir melhor os resultados, nos testes 2a2 e 2b2, decidiu-se incluir 
nas entradas (para além dos diagramas codificados) os valores das potências contratadas 
(1,15; 3,45; etc), o tipo de consumidor (Comercio, Domestico, etc.) e o tipo de tarifa 
(Simples ou Bi-horária). Neste caso, obtem-se 8 variáveis de entrada do SOM, tal como 
esquematizado na Tabela 4.6. 
 
 






Tipo de tarifa 
I1 I2 I3 I4 I5 I6 I7 I8 
 
 
Esta decisão leva a que os perfis obtidos, em ambos os testes, sejam relativamente 
similares entre si como demonstrado na Ilustração 4-24 e na Ilustração 4-25. Isto mostra que 
o objetivo de facilitar a classificação de classes prejudicou a sua diversidade. 




Ilustração 4-24 – Diagramas médios de consumo por perfil, obtidos no teste 2a2 
 
Ilustração 4-25 - Diagramas médios de consumo por perfil, obtidos no teste 2b2 
Sobre as características de faturação de cada perfil, no teste 2a2 observam-se na Tabela 
4.4.7 resultados bem separados em termos de potência contratada sendo possível obter perfis 
de consumo segundo os dados de faturação. No entanto, estes resultados estão muito 
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Tabela 4.4.7 - Distribuição de consumidores segundo a potências contratada por perfil, resultado do 
teste 2a2 
Potência Contratada (kVA) Perfil 1 Perfil 2 Perfil 3 Perfil 4 
1,15 29 0 0 0 
3,45 245 0 0 0 
6,9 233 0 0 0 
10,35 0 0 106 0 
13,8 0 74 0 0 
17,25 0 31 0 0 
20,7 0 0 0 135 
 
 
Ilustração 4-26 - Distribuição de Potência Contratada dos consumidores de cada perfil, resultado do 
teste 2a2 
 
Ilustração 4-27 - Tipo de Consumidor teste 2a2 
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No teste 2b2 observam-se conclusões muito semelhantes ao teste 2a2. 
 
Tabela 4.4.8 - Distribuição de consumidores segundo a potências contratada por perfil, resultado do 
teste 2b2 
Potência Contratada (kVA) Perfil 1 Perfil 2 Perfil 3 Perfil 4 
1,15 0 0 0 29 
3,45 0 0 0 245 
6,9 0 0 0 233 
10,35 0 106 0 0 
13,8 0 0 74 0 
17,25 31 0 0 0 
20,7 135 0 0 0 
 
 
Ilustração 4-28 - Distribuição de Potência Contratada dos consumidores de cada perfil, resultado do 
teste 2b2 
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Ilustração 4.4-29 - Tipo de consumidores por perfil, resultados do teste 2b2 
Estes testes apesar de tornarem possível uma classificação baseados na faturação 
devolvem na prática apenas 2 perfis devido às médias dos diagramas de consumo de cada 
perfil serem demasiado aproximados, não cumprindo um dos objetivos definidos para este 
trabalho. 
Uma das explicações possíveis que se pode retirar dos testes 2a2 e 2b2 advém de as variáveis 
introduzidas não estarem contextualizadas numericamente com os diagramas de consumo, 
principalmente depois de estas já entrarem no processo de clustering codificadas. Assim, 
observa-se uma separação forçada pela potência contratada o que apesar de podermos 
separar os perfis por esta característica, os perfis obtidos são relativamente homogéneos. 
Deste modo, resolve-se nos próximos testes: 
1. Prosseguir apenas com os dados normalizados pois já foi observado que estes têm 
melhores performances devido à importância que a forma adquire com este 
método. 
2. Normalizar os valores das novas variáveis adicionadas aos diagramas de consumo. 
 
4.2.4 - Teste 2b3 
Como explicado anteriormente, para este teste o número de variáveis a aplicar ao SOM 
continua a ser oito (cinco variáveis representativas dos diagramas de consumo, potência 
contratada, tipo de consumidor e tarifa). No entanto, este teste é realizado com os dados 
normalizados, incluindo as novas variáveis (segundo a tabela descrita na metodologia). Desta 
forma evita-se a preponderância dos valores das entradas não normalizadas, como aconteceu 
nos dois testes anteriores.  
Os resultados na Ilustração 4-30 mostram uma separação fundamentalmente baseada na 
forma, já previsível por se utilizar dados normalizados. Por outro lado nota-se uma clara 
distinção nos tipos de consumidor em cada perfil como se pode ver na Ilustração 4-31.  
Outro fator importante na distinção dos perfis é a separação completa dos perfis 1, 2 e 3 
do perfil 4 em termos de tipo de tarifa, em que os 3 primeiros agregam apenas consumidores 
de tarifa simples e o quarto perfil agrega apenas os consumidores de tarifa bi-horária como se 
demonstra na Tabela 4.9. Pode-se observar que o perfil 4 (tarifa bi-horária é o que a presenta 
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o diagrama mais plano (ver Ilustração 4-31), o que comprova as vantagens da existência deste 
tipo de tarifa. 
Estes dois fatores possibilitam a criação de um guia de classificação de consumidores BTN 
como demonstrado na Tabela 4.11 e na Ilustração 4-33. 
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Ilustração 4-32 - Distribuição de Potência contratada por perfil segundo o teste 2b3 
Tabela 4.9 - Tipos de Tarifa por perfil, resultado do teste 2b3 
Tarifa Perfil 1 Perfil 2 Perfil 3 Perfil 4 
Simples 266 145 299 0 
Bi-horária 0 0 0 143 
 
Tabela 4.10 - Tipos de Potência Contratada por perfil, resultado do teste 2b3 
Potência Contratada (kVA) Perfil 1 Perfil 2 Perfil 3 Perfil 4 
1,15 20 0 9 0 
3,45 95 0 145 5 
6,9 96 0 89 48 
10,35 55 0 36 15 
13,8 0 36 16 22 
17,25 0 15 4 12 
20,7 0 94 0 41 
 
 
Tabela 4.11 - Proposta de tabela de classificação de consumidores BTN segundo as suas 
características de faturação 
Tarifa Tipo Potência Contratada Perfil 








<= 10,35 Perfil 1 
>10,35 Perfil 2 
 




Ilustração 4-33 – Proposta de diagrama de classificação de consumidores BTN segundo as suas 
características de faturação  
Apesar de os resultados serem bastante interessantes, por motivos de praticabilidade no 
mercado energético, é necessário um processo de classificação que não utilize o tipo de 
consumidor neste processo de classificação (Doméstico, Hotelaria, Comercial, etc.) – trata-se 




4.2.5 - Teste 2b4 
De modo a procurar-se uma alternativa ao teste anterior, resolveu-se efetuar o mesmo 
teste mas sem a variável tipo de consumidor, de modo a não condicionar os resultados com 
esta variável. 
Assim, após execução da ferramenta de clustering pode-se observar na Ilustração 4-34 
uma separação muito similar ao teste anterior o que significa que a retirada da variável não 
influenciou significativamente este processo. 
 
                                                 
5  Normalmente são os consumidores que, no ato de solicitação da ligação, indicam à distribuidora o 
tipo de uso da energia (doméstico, industrial, etc.). A ERSE tem conhecimento da existência de 
muitos casos mal classificados. Além disso, cresceu o receio que os consumidores passassem a 
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Ilustração 4-34 - Diagramas médios de consumo de cada perfil segundo o teste 2b4 
 
Tabela 4.12- Tipo de tarifa de cada perfil segundo o teste 2b4 
Tarifa Perfil 1 Perfil 2 Perfil 3 Perfil 4 
Simples 454 113 143 0 












0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
Consumo 
Hora 









Tabela 4.13 - Potência contratada de cada perfil segundo o teste 2b4 
Potência Contratada (kVA) Perfil 1 Perfil 2 Perfil 3 Perfil 4 
1,15 29 0 0 0 
3,45 240 0 0 5 
6,9 185 0 0 48 
10,35 0 0 91 15 
13,8 0 0 52 22 
17,25 0 19 0 12 




Ilustração 4-35 – Distribuição de Potência contratada por perfil segundo o teste 2b4 
Pode-se então observar que segundo a Tabela 4.12 e a Tabela 4.13, os quatro perfis 
permitem criar uma proposta de classificação de consumidores BTN sem recurso às 
características de tipo de consumidor (Doméstico, Industria, etc.), um dos objetivos para este 
teste. Esta proposta de classificação, demonstrada na Ilustração 4-36 beneficia dum processo 
de clustering em que os diagramas de cada perfil estão bem separados ao contrário dos testes 
2a2 e 2b2 tornando assim este o teste de maior sucesso da fase 2 segundo os objetivos 
propostos. 
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Ilustração 4-36 - Proposta de diagrama de classificação de consumidores BTN segundo 
características de faturação 
4.3 - Fase 3 
Na última fase de testes deste trabalho resolveu-se seguir uma abordagem um pouco 
diferente dos testes anteriores. Apesar de seguir o mesmo processo de testes, a base de 
dados a aplicar a estes é organizada de maneira diferente. 
Como explicado na metodologia, começou-se por separar em grupos segundo as suas 
características de faturação sendo estas o tipo de tarifa (Simples ou Bi-horária), o escalão de 
consumo energético e a potência contratada. Calculou-se em seguida o diagrama 
representativo de cada grupo (média dos diagramas dos consumidores em cada grupo, o que 
resultou em 48 diagramas de consumo. De notar também que se utilizou os dados 




Pot. Contrat <= 6,9 Perfil 3 
Pot.Contrat = 





Tarifa Bi-horária Perfil 4 




Ilustração 4-37 - Diagramas de consumo horário típicos segundo topologia definida para a fase 3 
 
De seguida utilizou-se o processo habitual de redução dimensional e sujeitou-se os 
diagramas, agora de cinco variáveis, ao nctool para quatro clusters. Os resultados podem ser 
observados na Ilustração 4-38 e na Ilustração 4-39. 
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Diagramas de consumo de 48 consumidores típicos 
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Ilustração 4-39 - Proximidade dos clusters do SOM do teste da fase 3 
Preenchendo a grelha, demonstrada na metodologia, segundo o Perfil obtido em cada 
consumidor típico obtemos o resultado exposto na Tabela 4.14. Para uma análise mais direta, 
utiliza-se cores para agrupar os perfis. Ou seja, cada cor representa um perfil (a numeração 
das células também têm a mesma caraterística.). No entanto a cor vermelha (células com a 
cruz) representam a falta de amostras do tipo designado. Por exemplo, na amostra de dados 
considerada não existem consumidores de tarifa Simples, Potência Contratada de 1,15 kVA e 
consumo energético anual de nível 5, isto é, superior a 15000 kWh.   
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Tabela 4.14 - Grelha de classificação de cada consumidor típico segundo o teste da Fase 3 
 Escalão Energético        
 
Bi-horária 
5 x x x x 4 4 1 
 4 x x 4 4 4 4 4 
 3 x 3 3 3 4 3 1 
 2 x x 3 x x x x 
 1 x x x x x x x 
 
Simples 
5 x 4 3 3 4 4 4 
 4 4 4 3 4 3 1 1 
 3 4 4 1 1 1 1 1 
 2 2 1 1 1 1 1 1 
 1 4 1 1 4 1 x 1 
 
  
1,15 3,45 6,9 10,35 13,8 17,25 20,7 Potência Contratada (kVA) 
Desta tabela pode-se retirar algumas conclusões como: 
 O perfil 1 caracteriza maioritariamente consumidores de baixo consumo 
energético e de tarifa simples. 
 O perfil 4 caracteriza maioritariamente consumidores de grande consumo 
energético, embora estes se repartam pelos dois tipos de tarifa. 
 Relativamente à potência contratada parece haver uma distribuição dos 
diversos níveis pelas diferentes classes, não sendo possível extrair qualquer conclusão 
relevante. 
 O perfil 2 apenas abrange uma única quadrícula (e corresponde de facto a um 
único consumidor) – em princípio esta classe deveria ser desconsiderada em situações 
reais. 
Contudo, e apesar de se poder observar alguns padrões, não é o suficiente para criar um guia 
de classificação simples de consumidores BTN segundo as suas características de faturação.





Capítulo 5  
Conclusões e Futuros Desenvolvimentos 
5.1 - Conclusões 
Neste trabalho pretende-se desenvolver uma metodologia que permita obter perfis de 
consumo através de dados de faturação mediante padrões retirados de aplicação de um 
algoritmo de clustering aos diagramas de consumo. Neste sentido, foi implementada uma 
metodologia na qual a primeira parte consiste na implementação de uma otimização da 
performance do algoritmo de clustering através de compressão de dados com o uso de 
autoencoders, um tipo de redes neuronais artificiais que permitem compressão de informação 
com baixo nível de perda de precisão. 
Este processo de redução de dimensionalidade foi realizado com sucesso, permitindo a 
compressão de um conjunto de dados com 24 variáveis para 5. Esta aplicação foi importante 
para posteriormente se obter uma boa performance do algoritmo de clustering. 
Foram efetuados vários testes utilizando os SOM (algoritmo de clustering escolhido) e os 
resultados obtidos foram diversificados, dependendo das condições de teste e dos parâmetros 
considerados no processo. Nos primeiros testes efetuou-se uma abordagem direta com apenas 
as variáveis referentes aos diagramas de consumo, originais e normalizadas, e os resultados 
obtidos demonstraram uma boa separação de perfis de consumo. Foi também observável que 
a normalização permite uma separação mais dependente da forma dos diagramas, fator 
importante na formulação dos testes seguintes. Contudo, sendo o objetivo desta tese 
formular uma classificação de consumidores a partir dos seus dados de faturação, estes 
resultados não se mostraram satisfatórios, devido à grande heterogeneidade de 
características em todos os perfis, isto é, grande dispersão de características de faturação 
por todas as classes. 
Numa segunda fase de testes, resolveu-se restringir a amostra de consumidores e testar 
outras variantes na procura de melhores resultados o que levou às seguintes conclusão: 
 Dados normalizados permitem melhores resultados no algoritmo de clustering 
devido à sua distinção maioritariamente pela forma do diagrama. 
 O processo de clustering produz melhores resultados quando nas entradas se 
adiciona também variáveis ligadas às características de faturação dos 
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consumidores, apesar do risco de perda de alguma heterogeneidade entre 
diagramas representantes de cada perfil. 
 Apesar de o tipo de consumidor (Doméstico, Comercio, etc.) auxiliar numa 
fase de classificação de consumidores pelos seus dados de faturação, é 
possível estabelecer uma metodologia que não recorra a esta informação — 
trata-se de uma exigência imposta pela ERSE que considerou que esta 
informação não seria objetiva — dando apenas enfoque à potência contratada 
e à tarifa. 
Numa terceira fase abordou-se o problema de uma perspetiva diferente embora com os 
mesmos princípios traçados nos objetivos deste trabalho. Reduziu-se toda a amostra de 
consumidores a uma grelha estabelecida em função de combinações específicas das 
características de faturação escolhidas (Tipo de tarifa, consumo energético anual médio, e 
potência contratada). Cada quadrícula desta grelha foi então caracterizada pela média dos 
diagramas dos consumidores nessa quadrícula. Esta operação resultou em 48 diagramas (um 
por cada quadrícula) que posteriormente se aplicou a redução de dimensionalidade e 
algoritmo de clustering. Deste teste, permitiu-se concluir que apesar de se poder observar 
alguns padrões interessantes, não poderia ser o suficiente para criar um guia de classificação 
simples de consumidores BTN segundo características de faturação, objetivo principal do 
desenvolvimento desta dissertação. 
Conclui-se assim que os resultados mais promissores foram os obtidos com o teste 2b4, 
que permitiram obter simultaneamente perfis diferenciados e uma processo de classificação 
simples e com base em dados de faturação. 
5.2 - Possibilidades de trabalho futuro 
Apesar de se comprovar que é possível obter-se guias simples de classificação de 
consumidores pelas suas características de faturação através de uma metodologia que 
combina autoencoders com algoritmos baseados em Mapas de Kohonen, existe muito espaço 
para desenvolvimento de outras possibilidades.  
Em primeiro lugar, devido a uma amostra relativamente limitada de dados nesta, esta 
metodologia beneficiaria com a realização de testes com amostras mais vastas, quer em 
termos de período de amostragem quer em termos de número de consumidores.  
Outra componente que deve ser explorada de modo a cimentar as alternativas na 
obtenção de perfis de consumo é testar autoencoders com outros tipos de algoritmos de 
clustering como o K-Means ou até mesmo em estratégias de combinação de algoritmos. 
 Como o objetivo da obtenção de perfis é o aumento da eficiência na distribuição 
devido a melhores previsões de diagramas de consumo, é evidente que a redução de custos é 
uma das consequências finais desejadas. Após as conclusões retiradas desta dissertação, de 
modo a comprovar-se a utilidade prática e objetivo final, é importante realizarem-se estudos 
de impacto de aplicação dos perfis propostos. Um dos testes possíveis seria de tipo 
económico, comparando a diferença média entre valores de faturação baseadas em 
diagramas reais e valores obtidos com a utilização de perfis. Outro exemplo de teste a 
efetuar seria a comparação do diagrama real num PT (agregação dos diagramas dos 
consumidores que alimenta) com o diagrama que resultaria da aplicação de perfis a todos os 
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consumidores em causa. Este processo seria naturalmente repetido para um conjunto 
alargado de PTs, de modo a obter-se erros médios com significado estatístico. 
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Anexo A - Uso da aplicação nftool do 
Mathworks Matlab 
Como descrito anteriormente, numa primeira fase de trabalho foi necessário utilizar 
uma aplicação simples que codificasse informação, de 24 variáveis (horárias) para uma 
quantidade razoavelmente baixa para posterior uso no processo de clustering. No entanto 
existe a preocupação de se manter o erro a um nível baixo. 
Após importação dos dados para o Matlab, utiliza-se o comando nftool para dar inicio à 
aplicação que criará a rede neuronal. 
 
 
Ilustração A-1 - Painel de interface introdutório do nftool 
Este primeiro ecrã de interface desta aplicação muito intuitiva explica o 
funcionamento e enquadramento de utilização.  
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Ilustração A-2 - Painel de interface do nftool: Definição de entradas e saídas da rede a treinar 
Procedendo no programa, temos o painel de interface que nos propõe a selecionar 
que dados compõem o input e target da rede neuronal. Como desejámos obter a informação 
retida na hidden layer da rede neuronal que corresponde aos dados que inserimos, devemos 
pôr como output a mesma informação. 
 




Ilustração A-3 - Painel interface do nftool: Definição dos parâmetros de treino, validação e teste. 
Após a seleção dos inputs e targets, devemos escolher quais as percentagens de 
dados serão usados no treino, validação e teste da rede neuronal. Por defeito o programa usa 
70%,15% e 15% respetivamente, no entanto é possível alterar estes valores. Ao longo do 
trabalho foram sempre usados os valores por defeito. 
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Ilustração A-4 - Painel interface do nftool: Definição do número de neurónios da camada escondida. 
No painel seguinte é selecionado o número de neurónios na camada escondida da 
rede neuronal. A decisão deste valor é fundamental pois irá definir o número de variáveis que 
utilizaremos para definir as características inerentes de cada diagrama de consumo, 
anteriormente de 24 variáveis. Foi decidido usar-se 5 neurónios escondidos por se obter um 
erro relativamente muito baixo e ainda assim ser adequado na utilização no processo de 
clustering. 




Ilustração 5-5 Painel interface do nftool: Comando de treino treino da rede 
Assim, no painel seguinte inicia-se o treino da rede. Após este processo é possível 
obter-se a informação relativa à performance e fiabilidade da informação desta. 
 
 
Ilustração A-6 - Painel de performance do treino da rede (este painel é acessível após comando de 
treino da rede demonstrado na ilustração anterior) 
No final de todo o procedimento, grava-se a informação da rede para posterior 
trabalho de dados e conversão de informação para se obter os diagramas de cada consumidor 
em 5 variáveis. 
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Ilustração A-7 - Painel interface do nftool: Gravação de resultados 
  
  
Anexo B - Uso da aplicação nctool do 
Mathworks Matlab 
A aplicação nctool, pela sua simplicidade de utilização e sendo uma ferramenta 
bastante intuitiva foi escolhida para processar os testes necessários neste trabalho. Para 
iniciar o processo, introduz-se o comando “nctool” na linha de comando do Matlab. 
Num primeiro painel onde é descrito brevemente o procedimento inerente ao programa e um 




Ilustração B-1 - Painel de interface introdutório do nctool 
 
Imediatamente no painel seguinte, é-nos requisitado a base de dados a utilizar pelo 
algoritmo de clustering, definindo as variáveis e as amostras destas. 
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Ilustração B-2 - Painel de interface do nctool: Definição das entradas no SOM 
 
No painel seguinte define-se o formato da rede neuronal a aplicar o algoritmo de 
clustering, que por sua vez é importante na performance desta aplicação pois define o 
número de nódulos pelas quais serão agrupadas todas as amostradas submetidas. Também de 
referir que a aplicação mostra graficamente o formato da rede neuronal futura a ser criada. 
Por defeito, o SOM tem a forma hexagonal. 
 




Ilustração B-3 - Painel de interface do nctool: Definição do tamanho do SOM, isto é, nº de clusters 
 
No painel seguinte, após comando de treino, é possível verificar resultados de 
performance, como o número de amostras por nódulo e a distância entre cada nódulo, 
importante na análise das classes definidas e as suas diferenças. 
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Ilustração B-4 - Painel de Interface do nctool: Resultados pós-treino do SOM (inclui visualização da 
distribuição de amostras por perfil) 
 
Ilustração B-5 - Exemplo de resultado SOM (similaridade entre clusters) da ferramenta nctool 




Caso seja um resultado satisfatório do ponto de vista da performance desejada, no 
painel final são gravados os resultados, entre eles o output do SOM onde se retira a matriz de 
valores binários que definem a alocação de cada diagrama ao grupo correspondente dentro 
de todos os grupos definidos aquando a escolha do tamanho da rede neuronal. 
 
Ilustração B-6 - Painel de Interface do nctool: Gravação de resultados 
