Support Vector Machine is one of the most classical approaches for classification and regression. Despite being studied for decades, obtaining practical algorithms for SVM is still an active research problem in machine learning. In this paper, we propose a new perspective for SVM via saddle point optimization. We provide an algorithm which achieves (1 − )-approximations with running timeÕ(nd + n d/ ) for both separable (hard margin SVM) and non-separable cases (ν-SVM ), where n is the number of points and d is the dimensionality. To the best of our knowledge, the current best algorithm for hard margin SVM achieved by Gilbert algorithm [16] requires O(nd/ ) time. Our algorithm improves the running time by a factor of √ d/ √ . For ν-SVM, besides the well known quadratic programming approach which requires Ω(n 2 d) time [21, 31] , no better algorithm is known. In the paper, we provide the first nearly linear time algorithm for ν-SVM. We also consider the distributed settings and provide distributed algorithms with low communication cost via saddle point optimization. Our algorithms requireÕ(k(d + d/ )) communication cost where k is the number of clients, almost matching the theoretical lower bound.
respectively. In comparison to C-SVM, which uses the l 1 -loss as the penalty term directly, the penalty term of ν-SVM is somewhat more complicated. ν-SVM is first proposed by Schölkopf and Smola [34] . The advantage of ν-SVM is that the parameter ν has a clearer meaning, which is always between [0, 1]. 1 Moreover, Schölkopf et al. [34] showed that ν is an upper bound on the fraction of margin errors and a lower bound on the fraction of support vectors.
In general, SVM and its variants can be formulated as convex quadratic programs. It takes O(n 2 d) time by solving quadratic programs directly [21, 31] . QP-based algorithms are widely used in open source projects such as libsvm [8] , scikit-learn [30] and so on. However, the quadratic running time limits SVM to be used in much larger data sets. There are several improvements for some specific settings. For hard-margin SVM, based on the geometric linear separable property, Gartner and Jaggi [16] showed that Gilbert algorithm [17] achieves a (1 − )-approximation with O(nd/ β 2 ) running time where β is the distance between the two polytopes of the two types of points after we scale all points in a unit ball. For the l 2 -SVM and C-SVM, since we can transform the quadratic programs to a single-objective unconstrained optimization problem, there also exist efficient algorithms for the two variants [23, 35, 13, 13, 15, 2] . However, these techniques cannot be extended to ν-SVM directly because ν-SVM cannot be transformed to single-objective unconstrained optimization problems. Except the traditional quadratic programming approach such as Sequential Minimal Optimization(SMO) [31, 34] , there is no better algorithm with the theoretical guarantee for ν-SVM.
Distributed SVM has also attracted significant attention in recent years. The most popular distributed model is to store data in distributed sites, and those sites collaboratively solve the algorithmic problem of interest by communicating with each other through network links. A number of distributed algorithms for SVM in this setting have been obtained in the past [14, 29, 27, 26, 9, 18, 40] . Typically, the communication complexity is one of the most important performance measurements for distributed algorithms, and has been studied extensively (see [39, 28] and the book [24] for more details). For distributed hard-margin SVM, recently, Liu et al. [25] proposed a distributed algorithm with O(kd/ ) communication cost, where k is the number of the clients.
Our Contributions: We summarize our main contributions as follows.
Hard-Margin SVM: Inspired by the recent work of Zhang and Lin [41] and
Allen-Zhu et al. [3] , we propose a new perspective for solving hard-margin SVM via saddle point optimization. From the geometric point of view, it is known that training an SVM is equivalent to computing the polytope distance between two sets of points. We show that this view can be translated to a saddle point optimization problem. Then, we provide a new (1 − )-approximation algorithm with running timeÕ(nd + n √ d/ √ β) 2 to solve the saddle point optimization, where n is the number of points, d is the dimension and β is a lower bound of the margin after scaling points to a unit ball. Compared to Gilbert algorithm [16] , our algorithm improves the running time by a factor of √ d/ √ .
Related Work: Two important variants C-SVM and l 2 -SVM have been well studied in the literature. Basically, there are three main strategies: the primal gradient-based methods [23, 35, 13, 15, 2] , dual quadratic programming methods [22, 36, 20] and dual geometry methods [38, 37] . Recently, Allen-Zhu [2] provided the current best algorithms which achieve O(nd/ √ ) time for l 2 -SVM and O(nd/ ) time for C-SVM. Allen-Zhu et al. [3] used the saddle point optimization and obtained anÕ(nd + n √ d/ √ ) algorithm for the minimum enclosing ball problem (MinEB) in Euclidean space. This result also implies algorithms for l 2 -SVM directly by the connection of MinEB and l 2 -SVM (see [38, 19, 16, 10, 33, 37] ). Based on Tsang et al. [38, 37] , the dual of l 2 -SVM is equivalent to a MinEB by a specific feature mapping. However, it maps the d-dimensional points to the (d + n)-dimensional space. Thus, we need quadratic time to solve l 2 -SVM by this mapping. To avoid this mapping, they designed an algorithm called Core Vector Machine (CVM), in which they solve O(1/ ) MinEB problems sequentially. Under this framework, it seems impossible to achieve an algorithm for l 2 -SVM with running time better than O(nd/ ).
Saddle Point Optimization for SVM
In this section, we first formulate both hard-margin SVM and ν-SVM, and show that they can be reduced to saddle point optimizations. Then we provide an algorithm SVMSPSolver to solve the saddle point optimizations. For convenience, the default vectors in the paper are all column vectors.
Formulate SVM as Saddle Point Optimization
Definition 1 (Hard-margin SVM). Suppose we have n points
The goal of hard-margin SVM is to find a hyperplane H = {x ∈ R d | w T x = b} that separates P from Q. Meanwhile, the distances from P to H and from Q to H are equial and the sum of such distances is maximized.
For convenience, we assume that in the hard margin case x i 2 ≤ 1 for 1 ≤ i ≤ n. 3 Moreover, we assume that the margin is at least some constant β > 0. It is well known that hard-margin SVM can be formalized as the following quadratic programming [11] .
Suppose |P| = n 1 and |Q| = n 2 .
. The dual problem of (1) is equivalent to the problem of finding the two closest points between the convex hulls of two types of points [5] . We call the problem a C-Hull problem, defined as follows.
Since i η i = 1, we can regard it as a probability distribution among points in P (similarly for Q). We denote ∆ n1 to be the set of n 1 -dimensional probability vectors over P and ∆ n2 to be that over Q. Then, we prove that the C-Hull (2) is equivalent to the following saddle point optimization by Lemma 2. We defer the proof in Appendix A.
Lemma 2. Problem C-Hull (2) is equivalent to the saddle point optimization (3) .
is only linear with respect to η and ξ. However, in order to obtain an algorithm which converges faster, we hope the objective function is strongly convex with respect to η and ξ. Fortunately, we can add a small regularization term which ensures that the objective function is strongly convex. This is a commonly used approach in optimization (see [3] for example). In this paper, we use the entropy function H(u) := i u i log u i as the regularization term. The new saddle point optimization problem is as follows.
where γ = β/2 log n. The following lemma describes the efficiency of the above saddle point optimization (4) . We defer the proof to Appendix A.
Lemma 3. Let (w * , η * , ξ * ) and (w • , η • , ξ • ) be the optimal solution of saddle point optimizations (3) and (4) respectively. Define OPT as in (3). Define
We call the saddle point optimization (4) a Hard-Margin Saddle problem, abbreviated to HM-Saddle. Next, we discuss ν-SVM (see [12, 34] ) and again provide an equivalent saddle point optimization formulation.
Definition 4 (ν-SVM). Given n points x i ∈ R d for 1 ≤ i ≤ n, each x i has a label y i ∈ {+1, −1}. ν-SVM is the quadratic programming as follows.
Crisp and Burges [12] present a geometry interpretation for ν-SVM. They proved that ν-SVM is equivalent to the problem of finding the closest distance between two reduced convex hulls as follows.
We call the above problem a Reduced Convex Hull problem, abbreviated to RC-Hull. The difference between problem C-Hull (2) and RC-Hull (6) is that in the latter one, each entry of η and ξ has an upper bound ν. Geometrically, it means to compress the convex hull of P and Q such that the two reduced convex hulls are separate. We define D n1 to be the domain of η in RC-Hull, i.e., {η | η 1 = 1, 0 ≤ η i ≤ ν, ∀i} and D n2 to be the domain of ξ, i.e., {ξ | ξ 1 = 1, 0 ≤ ξ j ≤ ν, ∀j}. Similar to Lemma 2, we have the following lemma. The proof is deferred to Appendix A.
Lemma 5. RC-Hull (6) is equivalent to the following saddle point optimization.
Similarly, we add two entropy terms to make the objective function strongly convex with respective to η and ξ.
where γ = β/2 log n. We call this problem a ν-Saddle problem. Similar to Lemma 3, we can prove that ν-Saddle (8) is (1 − )-approximation of the saddle point optimization (13) . See Lemma 8 in Appendix A for the details. Overall, we can solve hard-margin SVM and ν-SVM through solving HM-Saddle and ν-Saddle. 4
Saddle Point Optimization Algorithms for SVM
In this section, we propose efficient algorithms to solve HM-Saddle (4) and ν-Saddle (8) . The framework is inspired by the prior work by Allen-Zhu et al. [3] . They provide an algorithm L1L2SPSolver for saddle point optimization. However, we have mentioned in 'related work' that their algorithm does not imply an effective SVM algorithm directly. Instead, we show that under the same pre-processing step, through some modified update rules, we can apply their framework to solve HM-Saddle and ν-Saddle efficiently. For completeness, we briefly introduce their algorithm.
Recall that we assume all points are in a unit ball, i.e., x i 2 ≤ 1. We first apply a randomized Hadamard space rotation as in [3] . Concretely speaking, let H be the d × d Walsh-Hadamard matrix and D be a d × d diagonal matrix whose entries are i.i.d. chosen from ±1 with equal probability. Then, we transform our data by left-producting the matrix HD. It is well known [1] that with high probability, for any point x i we have
Let X + = HDA and X − = HDB. It means that after transformation, with high probability, each entry in X + or X − is at most O( log n/d). We can speed up this transformation to O(nd log d) time by FFT. After the data transformation, we initialize the necessary parameters. Here we use "α[t]" to represent the value of variable "α" at iteration t. For example, w[0], η[0], ξ[0] are the initial value of w, η, ξ. The preprocessing step is given by Algorithm 1. We denote X i to be the ith row and X ·j to be the jth column of a given matrix X.
Then, we discuss the update rules. We call our algorithm SVMSPSolver and provide the details in Algorithm 2. In order to unify HM-Saddle and ν-Saddle in the same framework, we use (S 1 , S 2 ) to represent the domains (∆ n1 , ∆ n2 ) in HM-Saddle and
Algorithm 1 Pre-processing Input: P: n 1 points x + i with label +1 and Q:
Generally speaking, we alternatively maximize the objective with respect to w and minimize with respect to η and ξ. The update rules use some useful technique for speeding up the convergence, such as the proximal gradient method and momentum (see the book [6] ). In the following, we analyze the update rules in details. Firstly, it is not hard to check that the update rule for w (line 3 in Algorithm 2) is equivalent to
In fact, this is a variant of the proximal coordinate gradient method with l 2 -norm regularization. In order to accelerate the convergence, we randomly select one dimension i * ∈ [d] and update the corresponding w i * in each iteration. Moreover, note that the
) appending a momentum term. The update rules for η and ξ use the proximal gradient method with a Bergman divergence regularization. We also add a momentum term
for primal variable w when updating η and ξ.
We need to show that we can solve the optimization problems in line 4 and 5 of Algorithm 2 efficiently. In fact, for both HM-Saddle and ν-Saddle, we can obtain explicit expressions of these two optimization problems using the method of Lagrange multipliers. Firstly, the explicit expressions of HM-Saddle for η and ξ are as follows.
where
Note that the factors Z + and Z − are used to project the value Φ(η i [t], X + ) and Φ(ξ j [t], X − ) to the domains ∆ n1 and ∆ n2 . The above update rules of η and ξ can be also considered as the multiplicative weight update method (see [4] ).
Then we consider ν-Saddle. The update rules are similar but require a more careful projection method. Let η i and ξ j to be Φ(η i [t], X + )/Z + and Φ(ξ j [t], X − )/Z − respectively. However, we have an extra constraint that η i , ξ j ≤ ν compared to HM-Saddle. Thus, we need another projection process (12) to ensure that η[t + 1] and ξ[t + 1] locate in domain D n1 and D n2 respectively. For convenience, we only present the projection for η here. The projection for ξ is similar.
Note that there are at most 1/ν (a constant) entries η i of value ν during the whole projection process. In each iteration, there must be at least 1 more entry η i = ν since we make all entries η j > ν equal to ν after the iteration. Thus, the number of iterations in (12) is at most 1/ν. By (12), we project η and ξ to the domains D n1 and D n2 respectively. We still need to show the projection result of (12) is exactly the optimal solution in line 4. Combining with Lemmas 2, 3, 5 and 8 we obtain (1− )-approximate solutions for C-Hull and RC-Hull problems. Hence by strong duality, we obtain (1 − )-approximations for hard-margin SVM and ν-SVM inÕ(n(d + d/ β)) time.
First, we initialize some parameters in each client as the pre-processing step in Algorithm 1 (see Algorithm 3 for the pseudocode). Each client maintains the same random diagonal matrix D d×d and the total number of points in each type (i.e, |P| = n 1 and |Q| = n 2 ). 5 Moreover, each client C applies a Hadamard transformation to its own data and initialize the partial probability vectors C.η and C.ξ for its own points. We first consider HM-Saddle. The interaction between clients and the server can be divided into three rounds in each iteration.
1. In the first round, the server randomly chooses a number i * ∈ [d] and broadcasts i * to all clients. Each client computes C.δ + i * and C.δ − i * and sends them back to the server.
2. In the second round, the server sums up all C.δ + i * and C.δ − i * and computes S.
The server broadcasts S.δ + i * and S.δ − i * to all clients. By S.δ + i * and S.δ − i * , each client updates w individually. Moreover, each client C ∈ C updates its own C.η and C.ξ according to the new directional vector w. In order to normalize the probability vectors η and ξ, each client sends the summation C.Z + and C.Z − to the server.
3. In the third round, the server computes
and broadcasts to all clients the normalization factors S.Z + and S.Z − . Finally, each client updates its partial probability vector C.η and C.ξ based on the normalization factors.
As we discuss in Section 2.2, for ν-Saddle, we need another O(1/ν) rounds to project η and ξ to the domains D n1 and D n2 .
4. Each client computes C.ς + , C.ς − and C.Ω + , C.Ω − according to (12) and sends them to the server. The server sums up all C.ς + , C.ς − , C.Ω + , C.Ω − respectively and gets S.ς + , S.ς − , S.Ω + , S.Ω − . If both S.ς + and S.ς − are zeroes, the server stops this iteration. Otherwise, the server broadcasts to all clients the factors S.ς + , S.ς − , S.Ω + , S.Ω − . All clients update their C.η and C.ξ according to (12) and repeat Step 4 again.
We give the pseudocode in Algorithm 4 in Appendix D. By Theorem 6, after T =Õ(d + d/ ) iterations, all clients compute the same (1 − )-approximate solution w = w[T ] for SVM. W.l.o.g, let the first client send w to the server. By at most O(n) more communication cost, the server can compute the offset b, the margin for hard-margin SVM and the objective value for the ν-SVM. The correctness of Algorithm DisSVMSPSolver is oblivious since we obtain the same w[t] as in SVMSPSolver after each iteration.
Communication Complexity of DisSVMSPSolver:
We claim that the communication cost of DisSVMSPSolver isÕ(k(d+ d/ )), and show that the lower bound of the communication cost for distributed SVM is Ω(k min{d, 1/ }). Note that if d = Θ(1/ ), the communication lower bound is Ω(k(d + d/ )) which matches the communication cost of our algorithm DisSVMSPSolver. We defer the details to Appendix D. 
Experiments
In this section, we first compare our SVMSPSolver with library NuSVC in scikitlearn [30] . We show that under the same parameters for ν-SVM 6 , our algorithm achieves better accuracy using significantly less time. Second, in the distributed setting, we compare DisSVMSPSolver with two distributed algorithms for SVM, HOGWILD! [32] and distributed Gilbert algorithm [25] . Our simulation show that our DisSVMSPSolver has lower communication cost in practice. The CPU of our platform is Intel(R) Xeon(R) CPU E5-2690 v3 @ 2.60GHz, and the system is CentOS Linux. We use both synthetic and real-world data sets. The real data is from [8] . See Appendix E for the way to generate synthetic data. Besides, more experimental results can be found in Appendix E.
The experimental results for ν-Saddle: We compare our SVMSPSolver with NuSVC in scikit-learn [30] and summarize the results in Table 1 . In the table, we can see that the time cost of SVMSPSolver is much less than NuSVC when they achieve almost the same accuracy. Especially, the gap of the running time is more significant when the size of the data set is larger. For example, the time cost of NuSVC is more than two hundreds times larger than SVMSPSolver for the data set "covtype.binary". The running time of SVMSPSolver is nearly linear to the size of data sets, which matches Theorem 6.
Distributed experiments: In the distributed setting, we compare our algorithms with HOGWILD! [32] and distributed Gilbert algorithm [25] . The data is distributed to k = 20 nodes. We compare both linearly separable and non-separable cases.
For the separable cases, we compare the margins solved by the algorithms with respect to the communication cost. We compare the results for synthetic data sets with different dimensions. Moreover, we test them in the real-world data set "mushrooms". The experimental results can be found in Figure 1 For the non-separable cases, we compare the accuracy of each algorithm based on the same communication cost. Again, we generate data to analyze the relationship between the running time and the dimensionality d. We also select the real world datasets "phishing" and "a9a" from [8] . We illustrate the objective function value of 6 Scikit-learn uses another equivalent form of ν-SVM. See the details in Appendix E. Proof. Consider the saddle point optimization (3) . First, note that
The range of the term (Aη − Bξ) for η ∈ ∆ n1 , ξ ∈ ∆ n2 is a convex set, denoted by S. Since the convex hulls of P and Q are linearly separable, we have 0 / ∈ S. Denote φ(w, z) = w T z − 1 2 w 2 for any w ∈ R d , z ∈ S. Then (3) is equivalent to max w min z∈S φ(w, z). Note that
Thus, we only need to consider those directions w ∈ R d such that there exists a point z ∈ S with w T z ≥ 0. We use W to denote the collection of such directions.
Let u be a unit vector in W. Denote z u := arg min z∈S φ(u, z) = arg min z∈S u T z. By this definition, z u is the point with smallest projection distance to u among S (see Figure 2 ). Observe that if a direction w = c·u (c > 0), then we have arg min z φ(w, z) = arg min z φ(u, z). Also note that max w=c·u:c>0
Let w u := arg max w=c·u:c>0 φ(w, z u ) = arg min w=c·u:c>0 w − z u 2 . w u is the projection point of z u to the line ou, where o is the origin. See Figure 2 for an example.
Overall, we have
The last equality is by the Pythagorean theorem. Let z * be the closest point in S to the origin point. Next, we show that max u∈W: u =1 w u 2 = z * 2 . Given a unit vector u ∈ W, define w to be the projection point of z * to the line ou. By the definition of z u and w u , we have that max u w u 2 ≤ w 2 ≤ z * 2 . Moreover, let u = z * / z * . In this case, we have w u 2 = z * 2 . Thus, we conclude that max u w u 2 = z * 2 . Overall, we prove that
Thus, C-Hull (2) is equivalent to the saddle point optimization (3). 
Then g(w * ) − g(w • ) ≤ OPT (note that g(w * ) = OPT).
By the definition of saddle points, we have
Note that entropy function satisfies 0 ≤ H(u) ≤ log n for any u ∈ ∆ n . Thus, γH(η) + γH(ξ) ≤ β Lemma 5 (restated). RC-Hull (6) is equivalent to the following saddle point optimization.
Proof. The proof is almost the same to the proof of Lemma 2. The only difference is that the range of the term (Aη−Bξ) is another convex set defined by η ∈ D n1 , ξ ∈ D n2 .
Lemma 8. Let (w * , η * , ξ * ) and (w • , η • , ξ • ) be the optimal solution of saddle point optimizations (13) and (8) respectively. Define OPT as in (13) . Define g(w) := min
Then g(w * ) − g(w • ) ≤ OPT.
Proof. Note that D n1 is a convex polytope contained in ∆ n1 and D n2 is a convex polytope contained in ∆ n2 . It is not hard to verify that the proof of Lemma 3 still holds for D n1 and D n2 .
B The Equivalence of the Explicit and Implicit Update Rules of η and ξ Lemma 9 (Update Rules of HM-Saddle). The following two update rules are equivalent.
• η[t+1] = arg min
Proof. The Lagrangian function of the first optimization formulation is
Thus, we have
Solve the above equalities, we obtain
Recall that X ·i is the ith column of X.
Lemma 10 (Update Rules of ν-Saddle). The following three update rules are equivalent.
Rule 2:
• Step 2: Sort η i by the increasing order. W.l.o.g., assume that η 1 , . . . , η n1 is in increasing order. Define ς i = j≥i (η j − ν) and Ω i = j<i η j . Find the largest index i * ∈ [n] such that ς i * ≥ 0 and η i * −1 (1 + ς i * /Ω i * ) < ν by binary search.
• Step 3:
Proof. Similar to the proof of Lemma 9, we first give the Lagrangian function of the first optimization formulation as follows.
By KKT conditions, we have the following.
We first show the equivalence between Rule 1 and Rule 2. Note that η[t + 1] in Rule 2 satisfies the second and the fourth KKT conditions. We only need to give all α i and λ satisfying other KKT conditions for Rule 2. Let
The inequality follows from the definition of i * . Note that we only need to prove that η i * (1 + ς i * /Ω i * ) ≥ ν. If i * ≥ ν, then the above inequality holds directly. Otherwise if η i * < ν and η i * (1 + ς i * /Ω i * ) < ν, we have that ς i * +1 = ς i * + ν − η i * > 0 and Ω i * +1 = Ω i * + η i * . We also have the following inequality
which contradicts with the definition of i * . Finally, randomly choose an index i, let
By the chosen of α i , it is not hard to check that the value of λ is the same for any index i. Thus, η i [t + 1], α i and λ are the unique solution of KKT conditions. So Rule 1 and Rule 2 are equivalent. By a similar argument (define suitable α i and λ), we can prove that Rule 1 and Rule 3 are equivalent, which finishes the proof.
Remark 11. We analyze Rule 2 in Lemma 10. Roughly speaking, we find a suitable value η i * , set all value η j > η i * to be ν, and scales up other values by some factor 1 + ς i * /Ω i * . We can verify that the running time of Rule 2 is O(n log n) since both the sorting time and the binary search time are O(n log n). On the other hand, recall that the running time of Rule 3 is O(n/ν) (explained in Section 2.2). Thus, if the parameter ν is extremely small, we can use Rule 2 in practice.
C Proof of Theorem 6
For preparation, we give two useful Lemmas 12 and 13. The two lemmas generalize Lemma A. 
Lemma 13. Let x = argmin z∈Sm {H(z)}. Let S m be a convex polytope contained in ∆ m . Then for all u ∈ S m ,
Combing the above lemmas and an almost same analysis as in Theorem 2.2 in [3] , we obtain the following Theorem 14.
Theorem 14. After T iterations of Algorithm 2 (both HM-Saddle and ν-Saddle versions), we obtain a directional vector w[T ] ∈ R d satisfying that
Proof Sketch. The difference between our statement and Theorem 2.2 in [3] is that we update two probability vectors η and ξ instead of one in an iteration. Thus, we have two terms V η[T ] (η • ) and V ξ[T ] (ξ • ) on the left hand side. Moreover, we care about convex polytopes S 1 ⊂ ∆ n1 and S 2 ⊂ ∆ n2 instead of ∆ n1 and ∆ n2 . However, these differences do not influence the correctness of the proof of Theorem 2.2 in [3] . Note that we replace Lemma A.1 and Lemma A.2 in [3] by Lemma 12 and Lemma 13. It is not hard to verify the proof of Theorem 2.2 in [3] works for our theorem.
We also need the following lemma. 
where S 1 and S 2 are two convex polytopes such that S 1 ⊂ ∆ n1 and S 2 ⊂ ∆ n2 . For any u, v ∈ R d , we have
Proof. Denote by ∇g(w) any subgradient of g(w) at point w. We write ∇g(w) = Aη w − Bξ w − w for any arbitraryη w ∈ S 1 ,ξ w ∈ S 2 satisfying that g(w) = w T Aη w − w T Bξ w − w 2 . Note that Aη w (resp. Bξ w ) can be considered as a weighted combination of all points x i (resp. x i ), we claim that Aη w ≤ 1 ( Bξ w ≤ 1) owing to the assumption that every x i satisfies x i ≤ 1. Next, we compute as follows
Now we are ready to prove Theorem 6 as follows. Proof. Let
According to Theorem 14, we have
In order to get a (1 − )-approximate solution, according to Lemma 15, it suffices to choose T such that
OPT.
Note that θ = 1 −
. Thus, we only need to have
D Missing Details in Section 3
First, we give the pseudocode of DisSVMSPSolver. See Algorithm 3 for the preprocessing step for each clients. Recall that we assume there are m 1 points x + 1 , x + 2 , . . . , x + m1 and m 2 points x − 1 , x − 2 , . . . , x − m2 maintained in C. We use 1 m to denote a vector with all components being 1. The initialization is as follows. 
E Supplementary of Experiments
Data set: We use both synthetic and real-world data sets. The real data is from [8] . The synthetic data is generated as follows. For the separable data, we randomly choose a hyperplane H which overlaps with the unit norm ball in R d space. Then we randomly sample n points in a subset of the unit ball such that the ratio of the maximum distance among the points to H over the minimum distance to H is β 1 = 0.1. Let the labels of points above H be +1 and let others be −1. For the non-separable data, the difference is that for those points with distance to H smaller than β 2 = 0.1, we randomly choose their labels to be +1 or −1 with equal probability. Moreover, we also use real-world including the separable data set "mushrooms" and non-separable ones "w8a", "gisette", "madelon", "phishing", "a1a", "a5a","a9a", "ijcnn1", "covtype.binary", "higgs".
Experiments of unbalance data sets:
We also process some unbalanced data sets in which one type of points is much more than the other types of points. In this case, classifying all test points to the major type could achieve a good accuracy. However, this classifier is not useful in practice. Instead, we often use true positive rate (TPR) and true negative rate (TNR) to measure a classifier over such data sets. By the experimental results, our SVMSPSolver achieves more reasonable TPR and TNR, i.e., |TPR − TNR| is smaller. See Table 2 for the details. Thus, the performance of our algorithm SVMSPSolver is better for the unbalance data. 8 More distributed experiments for SVM: Besides the results in Figure 1 , we test more data sets for the distributed algorithms. We give the results in Figure 4 . By the experimental results, we obtain the same conclusion as in Section 4.
In the following, we give some remarks for the Gilbert Algorithms and HOGWILD! by the experimental results.
NuSVC in scikit-learn: The form of the ν-SVM used in scikit-learn is a variant of the 8 Note that the performance of SVMSPSolver and NuSVC are not same for the unbalance data. This is because their bias b are not exactly the same. See [5, 12] for more explanations. form in the paper. We give the formulation as follows. y
Crisp and Burges [12] prove that through reparameterizing, the above formulation is equivalent to ν-SVM (5). Concretely speaking, let ν = 2 µn , ρ = ρ µ .
Then, (15) can be transformed to ν-SVM (5).
Remark 18. The Gilbert Algorithm only has performance guarantee for the linearly separable data. The accuracy of Gilbert Algorithm for the non-separable cases is unstable and not good.
Remark 19. Note that HOGWILD! is a lock-free stochastic gradient descent algorithm. Theoretically, the HOGWILD! can only process the non-separable case. In order to compare with our HM-Saddle algorithm, we set the penalty coefficient of HOGWILD! to be a very large constant to approximately solve the separable case.
