HIGH RESOLUTION MICROWAVE SPECTROSCOPY OF ULTRA COLD RYDBERG ATOMS AS A PROBE OF ELECTRIC AND MAGNETIC FIELDS by Bohlouli-Zanjani, Parisa
HIGH RESOLUTION MICROWAVE SPECTROSCOPY OF
ULTRA COLD RYDBERG ATOMS AS A PROBE OF




presented to the University of Waterloo
in fulfillment of the





c°Parisa Bohlouli Zanjani, 2003
I hereby declare that I am the sole author of this thesis. This is a true copy of the thesis,
including any required final revisions, as accepted by my examiners.
I understand that my thesis may be made electronically available to the public.
ii
Abstract
In highly excited Rydberg atoms, the excited electron is in a large, loosely bound orbit.
Hence, in contrast with the ground states, the Rydberg states are very sensitive to external
electric field and can be ionized in rather weak fields. The low ionization threshold of Rydberg
states results in effective state-specific detection by the selective field ionization technique.
In this thesis, high-resolution spectroscopy of Rydberg states of Rubidium using millimeter
wave transitions and selective field ionization has been used as a probe of external electric and
magnetic fields. Laser cooling and trapping techniques in a magneto-optical trap (MOT) are
employed to have a high density and narrow velocity distribution for the atomic sample.
In this work the magnetic field inhomogeneity inherent in a MOT is minimized and the
stray electric field present at the trap region is compensated in order to have resolved spectra.
The Stark line broadening of the spectra obtained in this work may be used to determine
the electric field distribution in an expanding ultra-cold neutral plasma.
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A Rydberg atom is an atom with a single valence electron in a high principal quantum number,
n, state. Brief discussions of Rydberg atoms can be found in Refs. [1] and [2].
The excited valence electron is shielded from the electric field of the nucleus by the electrons
in the ion core of a Rydberg atom. Therefore the excited electron sees the nucleus with only one
proton, like the electron of a Hydrogen atom. The energy levels of Hydrogen can be obtained













= 10 973 731.568 62(9) m−1 = 13.605 698(4) eV . (1.3)
In the above equations, me is the mass of the electron and R∞ is the Rydberg constant. Since
the electron is much lighter than the proton, Ry ≈ R∞.
The energy levels of atoms other than Hydrogen deviate from the relation in Eq. 1.1. When
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the valence electron is far from the ionic core (high angular momentum, l, states) it is only
sensitive to the net charge and behaves like the Hydrogen atom. On the other hand, when
the valence electron comes near the ionic core (low-l states) it can polarize and penetrate the
ionic core. To adjust the Rydberg equation for this penetration of the inner core electrons, a
correction term called the “quantum defect” is introduced. The Rydberg relation is modified




where δl is the quantum defect of the state of angular momentum l.
The quantum defect is different for different angular momentum states. For low-l states the
penetration and polarization of the core electrons by the valence electron lead to large quantum
defects.
The radius of the charge distribution of the valence electron scales as n2. Thus, the electric
dipole moment scales as n2. This leads to high induced transition probabilities. If the initial
state n and the final state n0 are close to each other, the energy difference, En − En0 , scales
as n−3. Therefore Rydberg atoms strongly absorb microwave radiation over a certain range of
relatively high n.
The large Rydberg atom orbits have longer natural lifetimes than those of less excited atoms.
For Rydberg states other than Hydrogen the lifetimes scales as n3 for low-l states and as n5 for
high-l states [4].
In the Rydberg states, the excited electron is in a large, loosely bound orbit. Hence, in
contrast with the ground states, the Rydberg states are very sensitive to external electric field
and can be ionized in rather weak fields. For example, the classical field for ionization of
the ground state of atomic hydrogen is 3.2 × 108V / cm, while the field required to ionize a
Rydberg state with n = 47, is 65.9V / cm - which can be obtained easily in the laboratory. The
low ionization threshold of Rydberg states results in effective detection of such states by the
selective field ionization technique.
However, before the invention and development of frequency tunable dye lasers in the early
1970’s, it was difficult to generate Rydberg atoms in the laboratory. Narrow bandwidth tunable
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dye lasers made it possible to selectively populate highly excited states, hence spectroscopic
studies of Rydberg states became more common.
1.2 Rydberg Atom Spectroscopy Using Microwave Transitions
High-resolution spectroscopy of Rydberg atoms using millimeter wave (mm-wave) transitions
has been used as a probe of external electric or magnetic field and also for precise measurement
of fine and hyperfine structure intervals.
W. E. Lamb et al (1956) [5] observed the first mm-wave induced transitions between the
excited states of hydrogen. The 3s1/2 → 3p1/2, 3s1/2 → 3p3/2, and 3p3/2 → 3d5/2 transitions
were observed and the fine structure of Hydrogen atoms in the n = 3 states were measured.
P. Goy et al. (1981) [6] used double-resonance spectroscopy of Rydberg atoms of Cesium
with mm-waves and obtained relatively precise values for quantum defects in the s, p, d, and
f Rydberg levels (for principal quantum number, n = 23− 45). They measured the transition
frequencies between two states with n ≥ 20 and l ≤ 3, with an accuracy of about a MHz. Fine
and hyperfine structures in these levels were also measured.
F. Merkt et al. (1998) [7] obtained a resolution of 250 kHz in the spectra of high Rydberg
states of Argon for n = 60 − 200 in a double-resonance experiment. This resulted in more
accurate effective quantum numbers and a more precise measurement of fine-structure intervals
for l ≤ 3.
W. Li et al. (2003) [8] observed two photon mm-wave transitions of cold Rydberg atoms of
Rubidium in a magneto-optical trap (MOT), with 100 kHz spectral resolution. The accuracy
of quantum defects for s, p, and d states were improved by an order of magnitude. This was
the first microwave study of Rydberg atoms obtained by laser cooling.
In the present experiments, the Rydberg states of the Rb atom are used. Rb is an alkali
metal atom with 36 electrons in a closed core and one optically accessible valence electron.
Laser cooling and trapping techniques in a MOT are employed to have a higher density and
lower velocity distribution for the atomic sample. The valence electron of Rb can be optically
excited from its ground state, 5s, to the excited state, 5p, by a cw diode laser also being used
for cooling and trapping the atoms. It is subsequently excited to the Rydberg state, 47s, by a
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pulsed tunable dye laser and then to the 47p state by absorption of the microwaves.
1.3 Measuring Plasma Induced Electric Field Distributions Us-
ing mm-wave Spectroscopy of Cold Rydberg Atoms
The electric field distribution of an ultra-cold neutral plasma can be studied using a combina-
tion of laser-cooling and trapping methods together with Rydberg-atom spectroscopy. Highly
excited Rydberg atoms are very sensitive to static and ac electric fields and can be used for the
measurement of the plasma induced electric fields.
A definition of a plasma is given here. A plasma is an ionized gas. It contains free electrons
and positive ions. The charged particles in a plasma exhibit collective effects. The distance
at which the electron is shielded by the surrounding positive ions or vice versa, is the Debye




Here ²0 is the electric permittivity of vacuum, kB is the Boltzman constant, e is the elementary
charge, Te is the electron temperature, and n is the plasma density. An ionized gas is not a
plasma unless the Debye length is smaller than the size of the system [9].
Until recently (1999) neutral plasma temperatures ranged from 1016K in a magnetosphere
of a pulsar to 300K in the earth’s ionosphere. T. C. Killian et al. [10] were able to create
a plasma with an electron temperature Te = 100 mK, an ion temperature Te = 10 µK, and
densities as high as n = 2 × 109 cm−3 . This novel plasma was obtained by photoionization of
laser-cooled Xenon atoms and is known as ultra-cold neutral plasma (UCNP).
Electric fields in dc and high frequency discharge plasmas have been diagnosed by the
spectroscopy of Rydberg atoms [11], [12], and [13]. J. Neukammer et al. [14] used Rydberg
atoms to measure and compensate weak static electric fields.
D. Feldbaum et al. [15] used Rydberg atom spectroscopy to study the electric field of an
ultra-cold non-neutral plasma created in a MOT. The remaining neutral atoms in the ion plasma
were excited to Rydberg states by a blue dye laser pulse. They measured the electric field in the
cloud of cold Rb+ ions using the electric field dependence of these transitions. Due to the laser
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linewidth, electric fields lower than ∼ 12V / cm, such as microfields, were not detectable. The
macroscopic electric field of a plasma is the net field due to the continuous charge distribution,
whereas microfields refer to the distribution of electric fields that are encountered due to the
discrete charges in the plasma. For example, in a neutral plasma the macroscopic electric field
is zero. However at a point in space nearby an individual electron or ion, the electric field is
very high. The actual electric field is best described by a probability distribution known as the
microfield.
In the experiments presented in this thesis, the high resolution spectroscopy of Rydberg
states of laser cooled Rb atoms is studied by driving ‘one photon’ microwave transitions between
the Rydberg states of 47s1/2 and 47p1/2. Microwave excitation instead of optical excitation
makes it possible to have a high degree of control over pulse length, intensity and frequency.
This is ideal for the detection of microfields.
In this experiment Rb atoms were first laser cooled and trapped in a MOT. Atom trapping in
a MOT relies on magnetic field inhomogeneity. Therefore, spatial inhomogeneity of the energy
levels of the atoms due to the magnetic field inhomogeneity inside MOT broadens the transition
frequencies and limits the precision of spectroscopy. In this work, magnetic field inhomogeneity
is minimized and the stray electric field present at the trap region is compensated in order to
have resolved spectra.
1.4 Structure of Thesis
This thesis is organized as follows:
In chapter two, the experimental techniques that were used to built a MOT are described.
Many of these techniques have been developed by others [16], [17], [18], [19], but they are
included as a reference for future experiments.
In chapter three, the initial observations of microwave transitions are presented and the
power broadening effect of the microwave field on the transitions is described.
In chapter four, a theoretical overview of the behavior of the ground state and Rydberg states
of Rb in the presence of a magnetic field is discussed and the experimental data showing the
effect of this field on the microwave transitions between adjacent Rydberg states are presented.
5
The experimental data related to the inhomogeneous magnetic field reduction is also presented
in this chapter.
In chapter five, a theoretical review of the effect of an external electric field on atomic
Hydrogen and alkali metal atoms such as Rb is given. The theoretically calculated energy
shifts (Stark maps) of the Rb atom due to an external electric field are illustrated and the
experimental data for compensating stray electric field is presented. Some of the experimental
limitations encountered are presented. The Holtsmark distribution of plasma induced electric
fields is also discussed in this chapter using two typical cold plasma densities [20], [10].





The idea of Doppler cooling is to slow particle velocity using light pressure [21] by illuminating
atoms from all directions with light tuned slightly below an atomic absorption line. This is
illustrated for 1-D in Fig. 2-1.
Here a moving atom sees the light it moves towards Doppler shifted closer to resonance,
whereas the light it moves away from is shifted away from resonance. Thus, the atom pre-
dominantly scatters photons from the direction that it is moving towards and is slowed down.
Doppler cooling can be extended to 3-D by using six beams, forming three orthogonal standing
waves. In our experiment Rubidium is loaded into a region where three pairs of counter prop-
agating mutually orthogonal laser beams intersect. This configuration is sometimes referred to
as optical molasses. An atom will see a viscous damping force, F = −αv from all directions,
opposing its motion (Fig. 2-2).
Although optical molasses provides viscous damping, it is not a trap. The atoms are free
to diffuse. Typically, a molasses contains ten times fewer atoms than a magneto-optical trap
for similar beam powers [22]. A magneto-optical trap provides a spatially dependent force in







Figure 2-1: One-dimensional Doppler cooling. The frequency of the standing laser field ωL is
detuned by ∆ from the atomic resonance, which has a linewidth Γ.
Figure 2-2: Velocity dependence of the optical damping force for 1-D optical molasses. The
two dotted traces show the force from each beam, and the thick curve is the combined force,
displaying viscous damping around v = 0 [21].
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2.2 Magneto-Optical Trap (MOT)
AMagneto-Optical Trap (MOT) employs both optical and magnetic fields to trap neutral atoms
(first demonstrated in 1987 [18]). It greatly reduces the random thermal motions of the atoms
and makes it possible to measure energy level structure and excited state lifetimes with high
accuracy.
The MOT consists of three orthogonal pairs of circularly polarized counter propagating laser
beams and an anti-Helmholtz magnetic field B = B(z) which is produced using two identical













Figure 2-3: Schematic diagram of the anti-Helmholtz coils configuration of MOT and three
orthogonal σ+σ− standing waves. Since the currents in the two coils are in opposite directions,
there is a |B| = 0 point at the center.
The idea is to use the circularly polarized light for optical molasses and add the magnetic
field such that an atom which moves away from the origin is Zeeman shifted into resonance with
a beam which pushes it back. Here, it is explained how this works using a simplified model of
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an atom in 1-D.
A simple scheme for an atomic transition with Jg = 0 −→ Je = 1 has three Zeeman
components in a magnetic field. Because of the Zeeman shift, the excited state MJe = 1 is
shifted up for B > 0, whereas the state with MJe = −1 is shifted down, as shown in Fig. 2-4.
In Fig. 2-4 two counter propagating laser beams of opposite circular polarization, each
detuned below the zero field atomic resonance by δ, are incident on the atoms.
At position z1 in Fig. 2-4, the beams propagating in the ±z direction have σ± polarizations.
Due to the electric dipole selection rules, ∆MS = 0 and ∆ML = ±1 for σ± polarizations (page
157 [23]), these beams (propagating in the ±z direction) drive ∆MJ = ±1 transitions respec-
tively. The magnetic field therefore tunes the ∆MJ = −1 transition closer to the resonance
and the ∆MJ = +1 transition further out of resonance. If the polarization of the laser beam
incident from the right is chosen to be σ− and correspondingly σ+ for the other beam, then
more light is scattered from the σ− beam than from the σ+ beam. Thus, the atoms are driven
toward the center of the trap where the magnetic field is zero. Similarly on the other side of the
center of the trap an atom with z < 0, scatters more σ+ photons, and is also pushed towards
z = 0. In other words, atoms interact more with the laser field that pushes them back into
the trap than with the laser field that pushes them out. The effect here operates in position-
space and the atoms experience a restoring force F = −kz, whereas for molasses it operates in
velocity-space. Since the laser is detuned below the atomic resonance, compression and cooling
of the atoms is obtained simultaneously in a MOT. The MOT scheme can easily be extended
to 3-D by using six instead of two laser beams.
2.2.1 Trap and Repump Lasers
Cooling and trapping alkali atoms in a MOT usually requires laser light at two frequencies, one
for cooling and trapping and another one for repumping (Fig. 2-5). This is required since alkali
atoms are not perfect two level systems. In the experiment presented in this text, 85Rb atom
is used.
For cooling and trapping 85Rb in a MOT, the most common technique is used. The laser
light is detuned a few line widths to the red of the 52S1/2(F = 3) −→ 52P3/2(F 0 = 4) resonance











Figure 2-4: The magneto-optical trap in 1-D. The magnetic field changes linearly as a function
of position. The horizontal dashed line shows the laser frequency seen by an atom at rest in the
center of the trap. For an atom at z = z1, the σ
− beam, driving the ∆MJ = −1 transition, is
























Figure 2-5: Hyperfine structure of the 52S1/2 and 5
2P3/2 states of
85Rb, showing the cooling,
trapping and repump transitions (page 41 of [23], [24]).
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F 0 = 4 excited state is only allowed to decay back to the F = 3 ground state, where it can be
immediately reexcited.
Since the splitting of the two excited states F 0 = 4 and F 0 = 3 is very small (121MHz, see
Fig. 2-5), there is a probability that after absorbing a photon, 85Rb is excited to F 0 = 3 instead
and drops out of the cooling cycle and ends up in the 52S1/2(F = 2) state. Thus, a second laser
system is needed to remove atoms from the F = 2 state by exciting the F = 2 −→ F 0 = 2 or
3 transition. From the F 0 = 2 or 3 states, the atom can decay back to the F = 3 state, where
they will be trapped once again. Without a mechanism for removing atoms from the F = 2
state, the trap would cease to function. This second laser is referred to as the repump laser. It
overlaps the intersection region of the trapping laser beams.
2.3 MOT Apparatus
2.3.1 Vacuum Chamber
The equipment to trap atoms in the MOT, in our case, includes an ultra-high-vacuum (UHV)
chamber, which is connected to a vacuum pump, two electric field plates, a detection system,
and a source of Rb (getter), as shown in Fig. 2-6. The vacuum pump is operated continuously
to maintain high vacuum. The trap could be loaded by resistively heating the Rb getter. The
chamber and all the components to be contained within are designed to be UHV compatible
and can be baked out up to at least 100 ◦C.
For cooling and trapping optical access must be present through three orthogonal axes. Our
chamber consists of two fused silica and four Pyrex windows for this purpose. Fused silica is
a very low thermal expansion material and is extremely thermal shock resistant. It also has
high homogeneity and good transmission in the ultraviolet and near infrared spectral regions.
It is transparent for the trapping lasers (780 nm) and non-trapping laser inputs such as the
microwave beam and pulsed Rydberg excitation laser (480 nm). The Pyrex windows are also
transparent for the trapping lasers and easily withstand a bake out of up to 150 ◦C.
There is another Pyrex viewport at the bottom of the chamber, along a fourth axis, to
provide additional optical access for trap imaging and also two extra view ports for future
modifications.
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Electrical feed throughs are provided for the detection system, electric field plates connec-
tions and Rb getter containers. The Rb getter containers are mounted on a conflat flange by
feed throughs. The microchannel plate detector (MCP) and its electrical feed throughs are
premounted on a UHV compatible flange. Our MCP are UHV compatible and can be baked
to 300 ◦C.
Figure 2-6 shows a drawing of the vacuum chamber. One port of the ten ports of the
octagonal UHV chamber is connected to a four way cross port which provides us with extra
ports. One of the ports is connected to a UHV valve for rough pumping the system, another
one is connected to a clean UHV pump, and the third port is connected to a conflat mounted
ionization gauge. The ionization gauge provides a second measurement of the pressure, the
other one is the magnitude of the ion pump current.
2.3.2 Vacuum Pumps
Since we have a small vacuum chamber we use Sputter-ion pump to obtain UHV. We use a
Duniway triode sputter-ion pump (RVA-20-TR/M) with a pumping speed of 20 l/s, this pump
withstands a bake out up to 200 ◦C [26]. The ion pump has an array of cylindrical anode
cells which are placed between parallel cathode plates constructed of strips of Titanium. The
electrodes are charged with a 5 kV dc power supply with a negative voltage polarity. A magnet
with a field of few kG surrounds the body of the pump.
All of the pumping systems must be free of oil to prevent organic compounds from back
streaming into the chamber. A clean roughing pump is needed to assure that the pump reaches
a pressure low enough for sputter-ion pump to start, a pressure below 10 millitorr indicates ad-
equate roughing pump performance. A variety of rough vacuum pumps are available, including
rotary mechanical pumps, turbo molecular pumps and sorption pump. The cleanest roughing
pump technology is the sorption pump which we used for rough pumping the chamber. The
sorption pump uses ultra-high surface area material. Such a molecular sieve, which are chilled
to liquid nitrogen temperature (77K), absorbs most gases at a temperature dependent rate.
Water vapor, oxygen, nitrogen, argon and most organic vapors are pumped by our sorption

































Figure 2-6: Schematic drawing of the vacuum chamber, valves, Rb source, ion pump, MCP
detector and CCD camera (not to scale). Quarter wave plates are labelled QWP and retro
reflecting mirrors are labelled M. The third trapping beam, perpendicular to the page, is shown
by a dot at the center of the chamber.
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2.3.3 Chamber Cleaning Process
The most important thing to obtain UHV pressures is to make sure all of the vacuum compo-
nents are clean. The cleaning process for the parts which were machined was,
1. Washing the parts with a liquid detergent then rinsing with hot distilled water, acetone,
and methanol. The parts received from the factory should be checked for any stains or
small particles. If there are particles on the surfaces, they should be removed using a
clean oil-free compressed air. The compressed air capsule should not be tilted more than
40 ◦ otherwise, it leaves some residual on the components. The rest of cleaning procedure
is the same for both machined parts and the ones received from factory.
2. The submersible parts (no valves) were placed in an ultrasonic cleaner with strong de-
greaser such as trichloroethylene for 1/2 hour. The long cleaning time allows the degreaser
to remove residual oil from the machining. After the ultrasonic bath the parts are rinsed
with methanol.
3. The parts are baked in air for 2 hours at 130 ◦C to drive off any residual material still on
the parts. Once the parts have cooled they are wrapped in oil-free aluminum foil until
assembly.
All knife edges and copper gaskets are wiped with ultra-pure methanol before installation
to remove any factory residue. The above procedure should be done wearing powder-free latex
gloves to avoid contamination of the vacuum components.
Silvered bolts are used to attach the flanges to the chamber, to reduce the possibility of the
bolts seizing during bake out.
Now the entire vacuum system can be assembled. The system is initially pumped out by
the sorption pump and checked for leaks. After making sure that the vacuum chamber pressure
is low enough for sputter-ion pump to start (below 10 millitorr), the UHV valve is closed and
the ion pump is started. The system is pumped on overnight before the bake out is started.
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Figure 2-7: The temperature of the vacuum chamber and the ionization gauge pressure during
the bake out.
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2.3.4 Chamber Bake Out
The vacuum system must be baked at high temperatures under vacuum to remove contaminants
and obtain UHV pressures. The entire bake out procedure took approximately 75 hours.
After assembly and initial pump down of the chamber, it is placed in an oven. Three
thermocouples are placed in the oven at critical places. The entire system including the ion
pump and the magnets (coils) are baked. Figure 2-7 shows the temperature and the ionization
gauge pressure reading during the bake out. The system is slowly brought up to the final
temperature over ∼30 hours. Throughout the warming up process, thermocouple and pressure
readings are recorded using a Labview program. Once the temperature of the system reached
100 ◦C, the system was baked for ∼ 20 hours at the same temperature with the ion pump on.
The system was cooled down slowly over ∼ 25 hours. At this point the ion pump indicated a
pressure of 2.5× 10−9 torr .
2.3.5 Anti-Helmholtz Coils (AHC)
As discussed briefly at the beginning of this chapter, in order to operate the MOT a magnetic
field is required which has a single zero field center at the intersection of the trapping laser
beams. The magnitude of the magnetic field should increase in all directions from the zero field
point. An anti-helmholtz coil, which is a coaxial pair of coils (quadrupole) carrying opposite
currents, produces such a field.
If the separation of the coils is 2A and they have 2R diameter, the transverse, Bz, and axial,
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where µ0 = 4π × 10−7TmA−1 [27].
In the Eqs. 2.1 and 2.2, the coils are perpendicular to the z axis and centered at z = ±A. In
our geometry the field magnitude increases almost linearly in all directions from the coil center
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(2.5)
In our case the coils are on the outside of the chamber so the radius of the coils should be
large enough not to block the windows for optical access. Water is circulated through the coils
to dissipate heat. Each coils consists of 200 turns of 1.5mm diameter, 15 gauge, copper wire
insulated with enamel jacket. This copper wire has a resistance of 3.249Ω per 1000 ft at 20 ◦C
[28].
The coils have effective radius of 8.9 cm. The coils are separated by 2A = 12.06 cm. Inserting
these values into Eqs. 2.3, and 2.5, the field gradient is,
dB
dz
(G / cm) = 0.0125× n× I (2.6)
where I is the current going through a single coil in amperes and n = 200 is the number of
turns. A typical operating current is 7.5A, which yields a field gradient in the z direction of
18.75G / cm. As shown in Eq. 2.5, axially the field gradient is half of the field gradient in the
z direction.
2.3.6 Compensating Coils
The apparatus also contains three pairs of coils in the Helmholtz configuration which are called
compensating coils or nulling coils. These coils have two applications. Due to the earth, there
is stray magnetic field at the trapping region. By adjusting the current running through the
coils this stray field can be canceled. This is why these coils are called compensating coils or
nulling coils. The coils can also move the trap spatially by a distance of a couple of millimeters.
All the nulling coils contain 50 turns of wire. The largest coils are separated by 13.52 cm, the
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smaller set of the coils are separated by 11.74 cm and the smallest set of coils are separated by
9.2 cm. Due to the magnetic field induced by the ion pump and the fact that the zero magnetic
field induced by the AHC is not exactly at the center of the trap (since the electric field plates
were not mounted exactly at the center of the chamber) only one pair of nulling coils seems to
have a positive effect on the trap. This pair of coils generate fields along the z axis, shown in
Fig. 2-6. They produce a field of 6.37G with an operating current of 2.7A.
2.4 Structure and Properties of Rubidium
Because Rb has a single electron outside of closed shells, it has an almost hydrogen like struc-
ture of energy levels. Naturally occurring Rb is made of two isotopes, 85Rb ( 72.17% natural
abundance) and 87Rb ( 27.83% natural abundance) with masses of 84.9117 and 86.909 atomic
mass units and a melting point of 38.89 ◦C [29]. The nucleus of 85Rb has a spin of I = 5/2
while the nuclear spin of 87Rb is I = 3/2.
The ground and first excited states of Rb are 52S1/2 and 5
2P1/2,3/2 respectively. As we can
see in Fig. 2-5, the nuclear spin of 85Rb, I = 5/2, causes hyperfine splitting, but all of the
transitions shown have wavelengths around 780 nm and can be achieved with an inexpensive
diode laser.
The 5P3/2 state has a natural linewidth of 5.89MHz and lifetime of 27 nanoseconds [29].
Total spin, F , is the coupling of nuclear spin, I, to the total electronic spin, J . For the ground
5S state,85Rb has F = 2 or 3, and 87Rb has F = 1 or 2. In the excited 5P3/2 state,
85Rb has
F = 1, 2, 3 or 4, and 87Rb has F = 0, 1, 2 or 3. The hyperfine energy splitting, ∆hfs, between
these levels are shown in Table 2.1 and Fig. 2-8
The selection rules for hyperfine transitions are [23],
∆J = 0,±1
∆F = 0,±1, not F = 0→ F = 0







































Figure 2-8: Hyperfine splittings (not to scale) of the allowed hyperfine transitions (∆F = 1) for
85Rb and 87Rb. Energy splittings are in MHz. The diagram of the overall transition shown at
the center is not linearly scaled. The labels on the lines correspond to the labels in Fig. 2-10
[30].
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Electronic state Isotope I J F ∆hfs(MHz)
5S1/2
85Rb 5/2 1/2 2,3 3036
5S1/2
87Rb 3/2 1/2 1,2 6835
5P3/2
85Rb 5/2 3/2 1,2,3,4 29,63,121
5P3/2
87Rb 3/2 3/2 0,1,2,3 72,157,267
Table 2.1: Nuclear angular momenta, I, and hyperfine intervals for the ground and first excited
states, J=3/2, of both naturally occuring isotopes of Rubidium [30].
2.5 Diode Laser
2.5.1 External Cavity Diode Laser (ECDL)
Two different laser frequencies are required for the MOT. External cavity diode lasers (ECDL)
are employed for this purpose.
Figure 2-9 shows the ECDL used in the present experiments. This laser was built ([31], [32])
based on the ECDL design of K. B. MacAdam et al. [16]. A useful description of ECDL can be
found in Refs. [16], [33], and [34]. The output beam reflects off the grating and the first order
beam diffracts back into the laser diode. The optical feedback from the grating narrows the
laser line width to < 1MHz. The grating can be tuned by two adjustment knobs, connected to
the grating mount, vertically and horizontally. For the fine tuning of the grating a piezoelectric
transducer (PZT stack) is used. A Lexan shield covers the entire set-up to protect it against
dust, noise and temperature drifts of the surrounding air.
The semiconductor laser diode used in this experiment is the Sanyo DL7140-201, which
produces 70mW of power at 780 nm.
2.5.2 Frequency Control and Stabilization
Both trapping and pumping lasers are locked to atomic transitions in 85Rb using the dichroic
atomic-vapor laser lock (DAVLL) technique [17]. Saturated absorption spectroscopy (SAS) [35]
was used to identify the desired atomic transitions and be able to lock the laser at the right
frequency. Since these type of frequency stabilizations are standard, they will not be described
here in detail.
The basic idea of SAS is to produce sub-Doppler spectral lines. Figure 2-10 shows the SAS








Figure 2-9: ECDL used in the present experiment. It consists of a laser diode, a collimating















































Rb85 (F = 2 — F' = 1,2,3)
Figure 2-10: SAS and DAVLL spectra of 85Rb F = 2 to F 0 = 1, 2, 3 (for repumping) and F = 3
to F 0 = 2, 3, 4 (for trapping). The labels on the lines correspond to the labels in Fig. 2-8. The






























Figure 2-11: Optical layout for the SAS and the DAVLL system. The output beam from the
ECDL passes through a beam splitter and a small amount of power is split off to be used for
locking and the rest is sent to the MOT. Quarter wave plates, half wave plates, photodiodes,
and polarizing beam splitters are labelled QWP, HWP, PD, and PBS respectively. The Faraday
isolator is labelled FI and the beam splitters are labelled BS.
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the labels in Fig. 2-8. The trapping light is red detuned by several natural linewidths from the
52S1/2(F = 3) −→ 52P3/2(F 0 = 4) cooling transition (label p in Fig. 2-10). The repump laser
is locked directly to the 52S1/2(F = 2) −→ 52P3/2(F 0 = 3) transition (label k in Fig. 2-10).
Each laser can be locked to the peak or the side of an atomic transition. However, the
disadvantage of both peak and side locking is the small capture range, which prevents them
from recovering from perturbations (such as, mechanical fluctuations in beam alignments and
fluctuation of light intensity) that cause drift in the laser frequency.
In order to overcome the problems associated with the SAS technique, the DAVLL system
is used [31]. This method employs a weak magnetic field to generate Zeeman splitting of Rb
transitions allowing the differential absorption of different circular polarization to be observed.
The resulting profile is anti-symmetric and has a sharp slope around the central frequency. This
steep slope makes the DAVLL signal less sensitive to noise, and makes it easy to integrate into
an electrical feedback circuit that will bring the laser frequency back to the central frequency.
Compared to SAS, the DAVLL signal maintains the same slope over a much larger frequency
range which translates to larger frequency recapture range. On the other hand SAS provides the
necessary reference point for obtaining the DAVLL signal. Therefore a combination of DAVLL
and SAS is used for locking the laser frequency. The optical layout for SAS and DAVLL is
shown in Fig. 2-11.
2.6 MOT Performance
Fluorescence diverging from the collection of trapped atoms over a small solid angle is reflected
by a mirror towards a beam splitter. The mirror is installed underneath the trap. The beam
splitter splits the light into two beams. One beam is directed towards a CCD camera. The
other beam is detected by a non-imaging trap intensity detector [36]. The amplified output of
the detector is monitored on an oscilloscope.
The number of atoms in the trap, na, depends on the trapping laser intensity, amount of
Rb released into the trap (which is dictated by Rb getter current) and the current running
through the AHC. Using the non-imaging trap intensity detector, at a Rb getter current of
Ig = 10.5A, and AHC’s current of IAHC = 7.2A, the amplified trap signal was 2.5 × 10−3V,
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Figure 2-12: CCD snapshot of our MOT.
which corresponds to 5×10−10W of the light power. The solid angle over which light is gathered
is limited by the geometry of the mirror. Considering this limit and other accountable losses such
as the beam splitter, the partial trap light power read was calculated to be equivalent to 0.0157%
of the total trap light power. Therefore the total trap light power was Ptt = 3.19×10−6W. The






where h = 6.626 × 10−34(J s) is the Planck’s constant, c is the speed of light, np = 6 ×
106 (photon/sec)atom [37] is the number of photons emitted from a Rb atom per second, and λ =
780× 10−9m is the wavelength of the trapping light.
Figure 2-12 is a snapshot from a CCD camera showing the cloud of cold trapped atoms in
the MOT. The bright circle at the middle of the image is the cloud of atoms and the larger ring
around the cloud is the 1/4 inch hole on the lower electric field plate.
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2.7 Dye Laser
2.7.1 Modeless Dye Laser
The ground state of 85Rb, 5s1/2 → 5p3/2, transition is driven by the cw diode cooling and
trapping lasers. Transitions from the 5p3/2 to the 47s1/2 Rydberg state (20817.37 cm
−1 =
480.37 nm [38]) are driven with a pulsed dye laser. The dye laser is pumped by a frequency-
tripled Nd:YAG laser. The YAG laser is Q-switched to produce 8 ns long pulse at a 10Hz
repetition rate.
The dye laser used to excite the Rydberg states is a modeless tunable dye laser, first demon-
strated by P. Ewart (1985) [19]. In this design, light from the YAG laser is split by a multi-
faceted prism into four beams. A cylindrical lens focuses the diverging beams into the dye cell
to excite dye molecules flowing through a dye cell making four pumped regions.
Figure 2-13 shows the basic geometry of the modeless dye laser. The multiple pumped
regions of the single dye cell are used as the amplifiers, and the frequency selective elements
are illuminated strips on a single diffraction grating. All of the frequency selective elements
are tuned simultaneously by changing the angle of the tuning reflector with respect to the



















Figure 2-13: Basic geometry of a modeless dye laser (after Ref. [39]).
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grazing-incidence dye laser [40].
This type of dye laser was constructed in the lab [39] after Ewart’s design [19]. This laser
uses perpendicular flat mirrors as tuning and end reflectors, to reduce back reflection and cost
compared to Ewart’s design. The gain medium is Coumarin 480 dye which is an appropriate
choice for the desired operational wavelength of ∼ 480 nm. The wavelength selective element is
a 3600 lines/mm holographic diffraction grating. The tuning reflector is rotated by a stepper
motor. The stepper motor is operated by a stepper motor driver (Newport, ESP300) and the
driver is controlled by a Labview program which will be discussed in Sec. 2.10.
2.7.2 Wavelength Calibration
The dye laser wavelength was calibrated by observation of tabulated transitions of Ne [41],
using the Optogalvanic (OG) effect in a hallow-cathode (filled with U and Ne) discharge [42].
The light from the pulsed dye laser induces U and Ne transitions. These transitions can be
measured electrically, using the OG effect, in an external circuit. The output signal of this
circuit is gated using a boxcar integrator. The output of the boxcar is digitized and recorded
as a function of the stepper motor position. The resultant spectrum has peaks which can be
assigned to the tabulated Ne transitions.
A small amount of dye laser output (10%) was split off and directed towards a diverging
lens (−16.5 cm focal length), followed by a fused silica etalon (1.14 cm−1 Free Spectral Range,
80% reflectivity for 479 − 490 nm and 594 − 603 nm, LightMachinery). This setup created a
fringe pattern. A photodiode was placed at the screen of the fringe pattern, approximately
35 cm from the etalon, and recorded the passing fringes as the wavelength was scanned.
The rest of the dye laser light (90%) passed through one single-pass dye amplifier. The
amplifier is a dye cell with flowing dye and is also pumped by the third harmonic of the YAG
laser. The third harmonic of the YAG laser is split into two beams to pump the modeless dye
laser and the amplifier at the same time. The modeless dye laser is pumped by 3.5mJ /pulse,
corresponding to an average power of 35mW and the amplifier is pumped by 9mJ /pulse,
corresponding to an average power of 90mW at 355 nm .
The same Labview program which collects the OG signal also records the output signal of
the photodiode simultaneously as a function of stepper motor position. The etalon frequency
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markers were used to study the behavior of the laser light and as constant frequency markers
between Ne transitions.
Traces (a) and (b) in Fig. 2-14, show the fringe pattern and the corresponding OG spectrum
recorded simultaneously as a function of stepper motor position. The lines in trace (b) can be
assigned to Ne transitions using “Tables of spectral lines of neutral and ionized atoms” by A.
R. Striganov et al. [41].
The assigned OG lines can be used to form a relationship between the stepper motor position
and vacuum wavelength. This relationship can be used for any wavelengths in the range enclosed
by the calibration points.





where λvac = λair × 1.0003.
In Sec 3.1, it will be explained how to identify the highly excited Rydberg states of 85Rb
using the calibrated dye laser energy (cm−1).
2.8 Microwave Components
To generate microwaves, a microwave signal generator (Agilent-E8254) is used. This source can
generate frequencies from 250 kHz to 40GHz. The cw output of the synthesizer is formed into
pulses using a digital delay generator (SRS-DG535).
To direct the microwaves from the synthesizer to the trap region, the output of the synthe-
sizer passes through the following components:
1. A 24” long coaxial cable with 1.25 dB/ ft insertion loss. The cable has connectors at each
end. Each of the connectors has 0.25 dB insertion loss. The total insertion loss of the
cable with its connectors is 3 dB.
2. An aluminium WR-28 waveguide to coax adapter with 0.3 dB insertion loss.




















Stepper motor position (micro stepping)
(a)
(b)
 (a) Etalon pattern
 (b) Ne transitions (OG effect)
Figure 2-14: The spectrum of typical Etalon pattern, trace(a), and OG, trace(b), as a function
of the stepper motor position.
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4. Standard 20 dB gain horn antenna, to launch the microwaves through the largest window
of the vacuum chamber towards the trap region.
The operational frequency range for the above microwave components is 26.5− 40GHz .
2.9 Detection System
The low ionization threshold of the Rydberg atoms makes them quite susceptible to dc electric
fields. One of the most sensitive methods for detection of Rydberg atoms is the selective field
ionization technique, which will be explained in the following Section. The instruments used to
generate the electric field and detect the ion signals are also discussed in Secs. 2.9.2 and 2.9.3.
2.9.1 Selective Field Ionization (SFI)
The ionization threshold of Rydberg atoms scales as n−4, where n is the principal quantum



















Figure 2-15: Scheme of SFI detection of Rydberg states. The top graph shows a time resolved
(slowly rising) electric field E, started after the Rydberg state excitation by laser light. At
times t1 and t2, the E field reaches the ionization thresholds E1 and E2 for the Rydberg states
n1 and n2 . The bottom graph shows, corresponding ionization signals of the levels n1 and n2
(after Ref. [43]).
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As soon as a field on this order is applied, the Rydberg atoms are ionized and the resultant
ions and electrons can be accelerated and detected by a microchannel plate detector (see Sec.
2.9.3). The binding energy of the Rydberg states depends on the principal quantum number,
n, angular momentum, l, and also varies between different levels with different sublevels, ml.
Since the ionization threshold depends on the binding energy, the excited states can be detected
selectively.
Electric field ionization uses either a fast rising electric pulse (square pulse) or a slowly
rising (time resolved) pulse. The fast rising pulse is used to detect different Rydberg states
as the laser frequency is being scanned. On the other hand, in order to detect the initial and
final states of the microwave transition 47s1/2 → 47p1/2 simultaneously, a slowly rising pulse is
used. The slowly rising pulse makes it possible to detect and resolve Rydberg states that have
different binding energies.
Figure 2-15 shows the scheme for SFI of the Rydberg states n1 and n2 using a time varying
electric field, E. After the atoms are excited to these Rydberg states, an E ramp is applied.
The E field reaches the ionization thresholds, E1 and E2 of the Rydberg states n1 and n2 at
different times t1 and t2 respectively. Therefore, a time-resolved peak appears for each of the
states in the ionization signal (Fig. 2-15, bottom graph).
This detection method of Rydberg states is simple, sensitive and energy selective. In the
experiments presented in this thesis, the Rydberg states 47s1/2, 47p1/2 and 47p3/2 can be
detected selectively in this way. The ionization potentials of the states 47p1/2 and 47p3/2 are
very close, thus these two states cannot be distinguished at the same time.
The slowly rising field ionization pulse is initiated 3µs after the Q-switch and has a peak
value of 99.8V / cm. A trigger from the Q-switch is sent to the digital delay generator which
sends a trigger pulse to a homemade [44] high voltage (HV) pulse generator which field ionizes
the atoms.
The fast rising field ionization pulse is initiated 1µs after the Q-switch of the YAG laser
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and has a peak value of 112.5V / cm. A trigger from the Q-switch of the YAG laser is sent to
a digital delay generator (SRS - DG535) which sends a trigger pulse to another homemade [45]
HV pulse generator which field ionizes the atoms.
2.9.2 Electric Field Plates
The Rydberg states are detected via selective field ionization and subsequent collection of ions
by a microchannel plate (MCP) detector.
Figure 2-16, shows a pair of stainless steel electric field plates separated by 3.556 cm . Each
plate is 3.313 × 1.75 in2 in size. These plates have two purposes: to provide the high voltage
ionizing field pulse and to provide an offset voltage for stray electric field compensation.
A field ionizing pulse is applied to the region between the plates. This pulsed electric field,
ionizes the excited atoms and also serves as an extraction pulse, directing the ions up into the
MCP. Figure 2-6, shows how these two plates are mounted inside the vacuum chamber. The
field ionization pulse is applied to the bottom plate. The offset voltage is also applied to these
plates.
Each plate has two rectangular holes (0.25 × 0.375 in2) to allow passage of the trapping
beams. The upper plate has a 1/4 inch circular hole for ion extraction towards the MCP and
the lower plate also has a 1/4 inch circular hole to allow imaging of the trap by a CCD camera.
The ionizing voltages are applied to the plate farthest from the detector (bottom plate).
The field plate closest to the detector is grounded, to shield the MCP detector from the field
ionization pulse (FIP). However, when the offset voltage is required to be applied, this plate
is connected to an arbitrary waveform generator, AWG, (Agilent 33250A) in order to generate
and control a dc voltage.
2.9.3 Microchannel Plate Detector (MCP)
Once the field ionizing and extraction pulse is applied, the ions are drawn up to the microchannel
plate (MCP) detector. The ions hit the front plate of a double microchannel plate detector
[46]. This MCP consists of two microchannel plates. The wiring of this detector is shown in
Fig. 2-17 [47].






























Figure 2-16: Schematic geometry of the electric field plates.
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from the channel wall. An electron accelerating potential difference (∼ −1400V) is applied
across the length of the channel. The initial electron strikes the adjacent wall, freeing several
electrons (via secondary emission). These electrons will be accelerated along the channel until
they in turn strike the channel surface, giving rise to more electrons. Eventually this process
yields a cloud of several thousand electrons which emerge from the rear of the plate. The
multiplied electron signal is collected by an anode and generates a voltage across a 50 Ω resistor,
which is then amplified by modular amplifiers (Minicircuit ZF500). The necessary voltage to
the MCP is slowly increased by 100V steps until the optimum voltage is reached.
Figure 2-6 shows the place of the MCP installed inside the vacuum chamber. The mi-
crochannel plate detector is mounted on a UHV flange and is held a few centimeters above the
extraction hole on the upper electric field plates.
2.10 Data Collection Technique
LabVIEW was used to collect data in all the experiments. LabVIEW is a visual programming
language that is widely used for data collection and automation. The OG spectrum, etalon
fringe pattern, Rydberg state ion signal, microwave spectrum, and fluorescence signal of the
trapped atoms were all collected using LabVIEW programs.
Figure 2-18 is a snapshot of the main panel of the program. This program is able to sweep
the dye laser frequency while the signals of OG, etalon pattern and ion signal are averaged over
many laser shots. The outputs and inputs of the program are numbered in this figure and their
functions are described below.
(1) - GPIB address of stepper motor
The GPIB address of the instrument to be driven by the program, such as stepper motor
driver or microwave signal generator.
(2) - number of scans to acquire
A 16-channel digitizer (National Instruments) is used to digitize the analogue time-averaged
output signals of two boxcar integrators. A subroutine communicates with this digitizer and
collects the signals from different channels. The number of laser shots to be averaged is set












































This part shows the channels are being recorded. The program shown in Fig. 2-7 records
and shows the data collected from three different channels of the digitizer as a function of
stepper motor position.
(4, 5) - start & stop position
The start and stop position of the stepper motor (or start and stop frequency of the mi-
crowaves).
(6) - number of steps/point
The increment of stepper motor position (or microwave frequency).
(7) - axis number
the axis of the stepper motor driver to be controlled.
(8, 9) - position before move & current position
Output 8 displays the position of the stepper motor before the program starts moving the
position. Output 9 indicates the position of the stepper motor while the program is running.
Finally, graphs number 10, 11, and 12 display the recorded and averaged signals as the
program is running.
With slight modifications to the program shown in Fig. 2-7, it is possible to drive the
microwave signal generator and sweep the microwave frequency while the signal is averaged
over many laser shots. A typical scan of microwave frequency is stepped in increments of
80 kHz, and each step is averaged over 40 laser shots.
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Figure 2-18: Snapshot of panel page of the LabVIEW data collection program. The Rydberg
state ion signal, etalon fringe pattern, and OG spectrum are being collected as shown in graphs




This chapter begins with a description of the experimental procedure performed to identify the
Rydberg states using the calibrated dye laser wavelength (Sec. 3.1). In Sec. 3.2, the effect of the
intensity of the microwave field on the linewidth of the microwave transitions (47s1/2 → 47p3/2)
is explained and the experimental data are analyzed and interpreted. This effect must be
minimized in order to improve the experimental resolution.
3.1 Experimental
The modeless dye laser excites trapped atoms in the MOT to Rydberg states. The 47s1/2
Rydberg state lies 20817.37 cm−1 above the 5p3/2 state [38], which corresponds to λvac =
480.37 nm using Eq. 2.8. In order to excite the atoms to the 47s1/2 states, the dye laser should
be carefully adjusted to this wavelength.
First, the frequency of the dye laser is tuned ∼ 10 cm−1 above the ionization potential (IP)
of Rb1. Then, the laser frequency is scanned and the fast rising field ionization pulse (FIP),
field-ionizes the Rydberg states and the ion signals are detected by the MCP. The detected
signals are collected as a function of laser frequency (or energy (cm−1)). Finally, the observed
transitions can be identified using the tabulated atomic energy levels of C. E. Moore [38].
To identify the Rydberg states precisely, the dye laser frequency was scanned and the OG
spectrum, etalon pattern and the ion signals of the Rydberg states were collected simultaneously
1The IP of Rb lies 20874.46 cm−1(λvac = 479.0543 nm) above the 5p3/2 state [38].
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using a LabVIEW program. Figure 3-1 shows the spectrum of OG, etalon pattern, and the ion
signal of the Rydberg states as a function of the excitation energy relative to the ground state
5s1/2. Figure 3-2 shows the assigned Rydberg states. To collect the data shown in Fig. 3-2,
the ion signal was gated and averaged using a boxcar averager.
After the desired state was identified, the stepper motor, which turns the tuning mirror of
the modeless dye laser, was moved back (to ∼ 10 cm−1 above the IP) and scanned to the right
transition. In Fig. 3-2, the desired transition, 47s1/2, is marked by an arrow.
To collect the spectrum in Fig. 3-2, a small amount of dye laser output (10%), was split
and directed towards the fused silica etalon to collect the etalon pattern. The rest of the laser
light passed through the single-pass dye amplifier. The amplified light was split into two beams
by a neutral density filter (ND 0.5) with 31% transmittance. The transmitted beam was sent
to the OG hollow cathode lamp and the reflected beam was directed towards the trap to excite
the atoms to Rydberg states.
In order to observe the microwave transition 47s1/2 → 47p1/2 the following procedure is
performed.
The fast rising FIP is switched to the slowly rising (time resolved) FIP. A trigger from the
Q-switch of the YAG laser initiates the timing sequence of most of the experiments. The trigger
is sent to a digital delay generator (SRS - DG535) which sends a trigger pulse to a high voltage
(HV) pulse generator 3 µs later, field ionizing the atoms. Figure 3-3 shows traces of the slowly
rising FIP signal along with the ion signal of 47s1/2 and 47p1/2 detected by the MCP on an
oscilloscope. Due to the slow rise time of the FIP and the different field ionization thresholds,
different Rydberg states ionize at different times with respect to the onset of the ionization
pulse.
A boxcar gate is set to detect the 47p1/2 state (Fig. 3-4). The Labview program, described
in Sec. 2.10, is used to sweep the microwave frequency while the signal is averaged over many
laser shots. A typical scan of microwave frequency is stepped in increments of 80 kHz and each
step is averaged over 40 shots of the laser. The ion signal is averaged by the boxcar over a
105 ns time-period starting ∼ 10 µs after the light pulse (Fig. 3-4).
The delay generator also sends another trigger pulse to the microwave signal generator














 (a) Rydberg states (ion signal)
 (b) Etalon pattern
 (c) Ne transitions (OG effect)
Figure 3-1: The spectrum of the ion signal of the Rydberg states (trace(a)), etalon pattern
(trace(b)), and typical OG signal (trace(c)). For the sake of clarity, traces (c) and (b) have























































 d-states (Moore's tables)
 s-states (Moore's tables)
 
Figure 3-2: The assigned spectrum of the Rydberg states of Rb. The high lying states are
unresolved due to the line width of the excitation source (dye laser). The ion signals were col-


















 slowly rising FIP




Figure 3-3: Traces of FIP signal and ion signals of 47s1/2 and 47p1/2 states observed on an
oscilloscope. The ion signals are expected to appear around the peak of the FIP. Since the
MCP detector detects the ions after a certain time of flight (TOF), the ion signals appear on


















 Time gate averaging
 




Figure 3-4: Traces of the timing gate of a boxcar and ion signals of 47s1/2 and 47p1/2 states
observed on an oscilloscope. The ion signal is being averaged over 105 ns time-period starting
∼10 µs after the light pulse.
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100 ms
50 µs3 µs              Dye laser
             ~ 480 nm
Field Ionization
Pulse (FIP)
       Microwaves  on       Microwaves off
Figure 3-5: Timing diagram of the experiment to observe microwave transitions. The atoms
were excited using microwaves from 47s1/2 to 47p1/2. The microwaves were turned off right
before the FIP pulse, that is 3 µs after the trigger from Q-switch of the YAG laser, and turned
on 50 µs after the FIP pulse. This was repeated every 100ms (every laser shot).
turn them back on 50µs later. The microwaves are kept on for most of the time between laser
pulses. The reason is that the power of the microwaves inside the synthesizer is being measured
after the switch that pulses the signal. Therefore, the power meter inside the device can not
measure the power of the microwaves properly if the microwaves have a low duty cycle.
As shown in the timing diagram in Fig. 3-5, the atoms are excited to Rydberg states in the
presence of the microwave field and the ionizing electric field comes about 3µs after the laser
pulse.
3.2 Power Broadening
The linewidth of the microwave transitions between the 47s1/2 and 47p3/2 Rydberg states of Rb
can be influenced by the intensity of the microwave field. The interaction of the time-varying
electric field of the microwaves with the Rydberg states can broaden the observed transitions. In
this section, the Rabi theory is employed to investigate this interaction [48]. The experimental
data showing the effect of microwave power on the observed transitions will also be presented.
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The microwave field can be described by a classical EM plane wave,
E = E0 cos(ωt− kz). (3.1)
Since in the present experiments the microwave frequency is only resonant with the energy
levels 47s1/2 and 47p3/2, it is possible to consider a two-level atomic system with energy levels
Ea and Eb for this discussion. Excitation of an atomic transition by microwaves leads to a
time-dependent probability of the atom being in either the upper or the lower level. If all
atoms were initially in state a, the probability of an atom, b(t)b∗(t), being in the level with














(ωba − ω)2 + (DabE0~ )
2 (3.4)
where Dab is the atomic dipole matrix element, ω is the microwave frequency, ωba is equal to
(Eb−Ea)/~, ~ = 1.0546×10−34 J . s is Planck’s constant, and t is the duration of the time that
the atom is being exposed to the microwaves. Rab is known as the Rabi frequency. Equation
3.2 shows that the probability of an atom being in the energy states Ea or Eb oscillates with
the frequency Ω/2π.
In the experiment described in this section, the atomic dipole matrix element Dab is,
D47p3/2,47s1/2 =< 47p3/2(mj = 1/2) |r cos θ| 47s1/2(mj = 1/2) >= 1038.2 a.u. (3.5)
This calculation is a by-product of the Stark map calculation which will be discussed later in
Sec. 5.2.2 [49].
In Eq. 3.2 the average of the sin2(Ωt2 ) term, 1/2, must be taken into account. The reasons
that this term should be replaced by its average are as follows.
1. Rydberg states are Zeeman shifted inside the trap due to the magnetic field inhomogeneity
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induced by the anti-Helmholtz coils (AHC). Thus, ωba = (Eb − Ea)/~ in Eq. 3.4 is not
the same for all of the atoms inside the trap.
2. The atoms are not being excited to the 47s1/2 states by the dye laser at the same time
due to the 10 ns width of the laser pulse. Therefore, they are not being exposed to the
microwaves for the same amount of time. If the frequency, Ω, is calculated for a value
of the ω close to ωba, and E0 = 0.55V /m, then Ω would be on the order of ∼ 107Hz,
while the reciprocal of the exposure time, 1/t, for a microwave pulse width, t = 3µs,
would be on the order of 105Hz . Hence, the population of the atoms oscillates between
the energy levels Ea and Eb many times during the time that it is being irradiated by
the microwaves. This leads to random phase variations much greater than 2π. Thus, for
uniformly distributed random phase the sin2(Ωt2 ) term averages to 1/2.
Now, considering the average of the sin2(Ωt2 ) term in Eq. 3.2, the population probability,





Since (HW ) is proportional to the amplitude of the electromagnetic wave, E0, the linewidth
increases with increasing intensity. This is called power broadening.
Figure 3-6 shows the effect of microwave power broadening on the 47s1/2 → 47p3/2 tran-
sition. The spectra was taken with three different microwave powers, −25 dBm, −40 dBm,
and −50 dBm, which results in 29.20MHz, 4.67MHz, and 4.62MHz full width half maxima
(FWHM). This also results in E0 being 1.032V /m, 0.166V /m, 0.165V /m respectively, using
Eqs. 3.5 and 3.6.
By estimating the microwave power density at the location of the trapped atoms, E0 may
be determined independently. The insertion losses of the microwave components must be sub-
tracted from the output power of the synthesizer. The amount of microwave power being
absorbed by the atoms also depends on the location of the trap with respect to the antenna.
Consider −25 dBm output power for the microwaves. After including the insertion losses
(Sec. 2.8), 4.2 dB, the microwave power radiated from the antenna decreases to −29.2 dBm





















(a)  -25 dBm
(b)  -40 dBm
(c)  -50 dBm
Figure 3-6: Power broadening effect of microwaves on the 47s1/2 → 47p3/2 transition. The
spectra were taken with three different microwave powers; trace (a), −25 dBm, trace (b), −40
dBm; trace (c) −50 dBm. The full width half maxima of the spectra are 29.20MHz, 4.67MHz,
and 4.62MHz respectively. For the sake of clarity, traces (a) and (b) have vertical offsets 0.15
and 0.075. The time averaged boxcar gain was changed for each spectra to enhance the signal,
hence the vertical scales of these spectra can not be compared to each other.
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the Half Power Beamwidth2 (HPBW) of the antenna. Now using the HPBW information and
the separation of the antenna from the trap, which is 5.7 cm, the microwave power density in








where I is the microwave power density in W / cm2 and E0 is in the units of V / cm . From
this equation, in contrast from the observed linewidth and the Rabi theory, it was found that
E0 = 0.323, 0.057, and 0.018V / cm for corresponding output powers of −25 dBm, 40 dBm, and
−50 dBm.
The discrepancies between these values of E0 and the values calculated using the linewidths
of the experimentally observed transitions and Eq. 3.6 can be explained as follows. In con-
sidering the radiation pattern of the antenna, it is assumed that roughly half of the power is
uniformly distributed within the Half Power Beamwidth (HPBW). However, this is an approxi-
mation which is likely to underestimate E0. The chamber reflects microwaves to the trap which
also could increase E0.
Reducing the output power of the microwaves to −60 dBm did not improve the linewidth,
instead, it reduced the intensity of the signal. As illustrated in Fig. 3-6 lowering the output
power from −40 dBm to −50 dBm (traces (b) and (c)) did not improve the linewidth as much as
it did when reduced from −25 dBm to −40 dBm (traces (a) and (b)). Therefore, the linewidth
in trace (c) must be due to another effect that broadens the transitions, independent of the
microwave power. The effect of the magnetic field inhomogeneity induced by the AHC on the
Rydberg states broadens the transitions. This will be discussed in chapter 4 and also it will be
shown how this effect was minimized by switching the AHC’s winding current on and off.
For all the experiments which will be presented in chapters 4 and 5, the microwave power is
P = −50 dBm. It would be useful to estimate the line broadening of the microwave transitions
due to the power broadening for P = −50 dBm. The following calculations lead to this result.
2The HPBW is the angular width between the two directions of the microwave antenna at which the main
beam gain function is one-half its maximum value within a plane containing the maximum gain of the main
beam lobe.
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From Eq. 3.7 it is realized that,
E0(V / cm) ∝
p
I(W / cm2). (3.8)
The power density at the trap region, I, is proportional to the total microwave power, P,
I(W / cm2) ∝ P (W). (3.9)
The numerical constants which turn the above relations into an equality are identical for all
three spectra shown in Fig. 3-6, due to the same experimental conditions. Hence, they do not
need to be taken into account in the following calculations. From Eqs. 3.8 and 3.9,
E0(V / cm) = k
p
P (W) (3.10)








The constant numerical factor Dabk/~ can be calculated from this equation and the observa-
tions. The same result is expected to be obtained for the two output powers −25dBm and
−40dBm, but a different result for −50dBm. The line broadening for this case is due to other
effects, independent of that of the power broadening.
If the HW ’s for the traces (a) and (b) in Fig. 3-6 are inserted in Eq. 3.11 along with their
relative powers, the values obtained for Dabk/~ would be 259.63 and 233.5 respectively. Their
average value is hDabk/~i = 246.56. Using Eq. 3.11, the line broadening (HW ) due to the
power broadening effect for an output power −50dBm is 0.78MHz .
However, it should be mentioned that in the above calculations the 47s1/2 → 47p3/2 tran-
sition is considered, while the 47s1/2 → 47p1/2 transition is studied in chapters 4 and 5. Since
the matrix element Dab is different for these two transitions, by considering Eq. 3.6, the line
broadening (HW ) due to the power broadening effect is slightly smaller, 0.748MHz.
It will be shown in Sec. 4.4.1 that the effective coupling will be different between different
MJ states, in the MJ resolved case (see for example, Fig. 4-13, the microwave spectrum of the
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Precision spectroscopy of trapped atoms in a Magneto-Optical Trap (MOT) is difficult, since
a MOT relies on the spatial inhomogeneity of the atomic energy levels induced by the inho-
mogeneous anti-Helmholtz magnetic field. Spatial inhomogeneity of the energy levels broadens
the transition frequencies, thus limiting the precision of spectroscopy. In this experiment, the
current in the Anti-Helmholtz coils (AHC) was switched off to minimize field inhomogeneity,
which resulted in a better resolution.
This chapter begins with a description of the Zeeman effect of fine (LS coupling) and
hyperfine structure (IJ coupling). These effects must be considered in order to determine the
observed transitions. The range of inhomogeneous magnetic fields that the atoms in the trap
experience is estimated in section 4.3. In section 4.4, experimental results are presented for
microwave spectra in the case where the current to the AHC is left on and when it is switched
off. The results are interpreted in this section.
4.2 Zeeman Effect of Fine and Hyperfine Structures
In all the experiments described in this thesis, the interaction of the atomic electrons with
an inhomogeneous external magnetic field B should be considered. Although there is a field
gradient inside the atomic cloud due to the AHC, each atom sees a homogeneous magnetic
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field due to its small size compared to the field gradient, which is equal to 18.75G / cm (from
Eq.2.6). Hence a homogeneous B field can be considered in describing the Zeeman effect. This
section is adapted from Refs. [51] and [52].
It is easiest first to consider the Rb atom without hyperfine structure. In this case MJ is
a good quantum number and the atom has a 2J + 1 degeneracy associated with the different
possible values of MJ . In the presence of the external magnetic field B, these different states
will have different energies due to different orientations of the magnetic dipoles in the external
field. The splitting of these energy levels is called the Zeeman effect.
In the presence of an external magnetic field of strengthB, the following magnetic interaction
energies have to be considered,
H1 = ζL · S; HM = −µ ·B (4.1)
where for Hydrogen-like atoms,







and r is the radial distance of the valance electron from nucleus. In Eq. 4.1, HM is the
Hamiltonian of the Zeeman effect and µ is the total magnetic moment of the electrons. The
total magnetic moment of the electrons, µ, can be written in terms of the orbital and spin
magnetic moments,
µ = µl+µs = −µB(glL+gsS) (4.3)
where µB = e~/2m0 = 9.2732 × 10−24 J /T is the Bohr magneton and the orbital and spin
g-factors are gl ≡ 1 and gs ≈ 2 respectively.
By considering the weak field approximation in which H1 À HM (Eq. 4.1), the energy
splitting, ∼ µBB, produced by the external field is small compared to the fine structure.
The Zeeman energy shift in first order perturbation theory is given by,
∆E = hγLSJMJ |HM | γLSJMJi (4.4)
where the fine-structure level is labelled by (γLSJ) in a weak field. The effective form of HM
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is, (from Eq. 4.1 and 4.3),
HM = µB(L+gsS) ·B
= µBB(Lz+gsSz), (4.5)
where the magnetic field B is applied along the z-axis.
To evaluate the matrix element of Lz and Sz, first L must be projected on to J, and then
projected on to the z-axis,








S · J = 1
2
(J2 − L2 + S2) (4.7)
L · J = 1
2
(J2 + L2 − S2). (4.8)
The energy shift from Eq. 4.4 and Eq. 4.5 can be rewritten as,
∆E = hγLSJMJ |gJµBBJz| γLSJMJi = gJµBBMJ (4.9)
where gJ is the Landé g factor for the particular state being considered,
gJ =
J(J + 1) + L(L+ 1)− S(S + 1)
2J(J + 1)
+ gs
J(J + 1)− L(L+ 1) + S(S + 1)
2J(J + 1)
. (4.10)
From Eq. 4.9 and Eq. 4.10, it can be seen that the energy shift caused by the Zeeman
effect is linear in B and MJ . Thus, for a set of states with particular values of n,L, and J , the
individual states with different MJ will be equally spaced in energy, separated by gJµBB (Fig.
4-1). However, the spacing will in general be different for a set of states with different n, L,
and J, due to the difference in the Landé g factor.
Figure 4-1 shows the Zeeman effect of the fine structure of Rb for the 2S1/2 −2 P1/2 and
2S1/2−2P3/2 resonances, and all the allowed transitions due to the electric dipole selection rules
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2P1/2























Figure 4-1: Schematic diagram of the Zeeman effect of the fine structure of Rb, 2S1/2 −2 P1/2
and 2S1/2 −2 P3/2 and the allowed transitions, ∆MJ = 0, ±1.
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for MJ ,
∆MJ = 0,±1 (4.11)
where the transition MJ = 0 → M 0J = 0 is not an allowed transition if ∆J = 0 [51]. From Eq.
4.9, the spacings between the magnetic sublevels of the 2S1/2,
2P1/2, and
2P3/2 states are 2µBB,
2/3µBB and 4/3µBB respectively. The S states are chosen to be analyzed in the following parts
due to their large intervals when compared to the intervals of the P states (Fig. 4-1). However,
this procedure can be applied to the P states as well.
The formalism of the Zeeman effect of the hyperfine structure is similar to that of the fine
structure. However, they have significantly different orders of magnitude. Whereas the strong-
field case is rare in fine structure, this is not so in hyperfine structure. Furthermore, since the
nuclear magnetic moment µI is much smaller than the electronic magnetic moment µJ , it does
not take a particularly strong external field to make the Zeeman effect comparable in magnitude
to the strength of the hyperfine interactions. Thus, the approximation of a small external field
is not practical when discussing the Zeeman splitting of hyperfine structure. However, these
splittings can be calculated for any level using the Breit-Rabi formula [52],





















and µB is the Bohr magneton, h = 6.62617636 × 10−34(J s) is Planck’s constant, B is the
magnitude of the magnetic field. The upper sign in Eq. 4.12 is taken for states which belong at
low field to F = I + 1/2 and the lower sign for states which belong to F = I − 1/2. For 85Rb,
the total nuclear angular momentum, I, is 5/2 and the constants g0I and gJ are −0.0002936400
and 2.00233 respectively [24].In the above equation, ∆ν is the separation between the levels
F = I ± 1/2 at zero field, which is equal to 3036MHz for the ground state of 85Rb.
The results of the Zeeman splitting for the hyperfine levels in the ground state of 85Rb
are shown in Fig. 4-2. The atom has a 2F + 1 degeneracy associated with the different
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possible values ofMF . The degeneracy of the states is lifted such that each state has a different
corresponding energy in the presence of an external field. As illustrated in Fig.4-2, the energy
shifts are linear for a small external field. In order to show the Zeeman splitting of both
hyperfine states, F = 3 and 2, a stronger magnetic field is considered in Fig. 4-2, compared
to typical magnetic fields (∼ 1.6 × 10−4T) in the MOT. The Zeeman splitting of the F = 3
hyperfine state in Fig. 4-2 has been magnified in Fig. 4-3, in order to show the separation of
the different MJ energy levels for a typical magnetic field in the MOT.
Fine and hyperfine splitting depend on the principal quantum number, n. As n increases,
the splitting becomes smaller. Wenhui Li et al. [8] experimentally measured the ns hyperfine
intervals of 85Rb and 87Rb for n = 28 to n = 33, and found the following relationship for the
ns hyperfine intervals, νhfs, and n
∗,
νhfs = 14.6(±1.4)GHz(n∗)−3, (4.14)
where n∗ = n − δs is the effective quantum number of the s states and δs1/2 = 3.1311804 [8]
is the quantum defect of the ns1/2 states. The hyperfine intervals of the 47s1/2 state can be
obtained from Eq. 4.14, resulting in 0.173 MHz. Similarly, the np fine-structure intervals, νfs,
of 85Rb can be calculated by [8], [53],
νfs = 86.9357(±7× 10−4)THz(n∗)−3 − 23.3(±5)THz(n∗)−5. (4.15)
Using Eq. 4.15, the 47p1/2 − 47p3/2 fine-structure interval of 85Rb is 996.218MHz. Since these
two levels are not lifted evenly from the non fine-structure level, the quantum defect δp in








Considering the Zeeman effect of hyperfine structure in the ground state of 85Rb with
a typical maximum magnetic field B ' 1.6 × 10−4T in the trap, the Zeeman shift, ∆E =
4.48MHz (using Breit-Rabi formula, Eq. 4.12), is small compared to the hyperfine splitting,


































Figure 4-2: Zeeman splitting of the hyperfine levels in the ground state, 52S1/2 (F = 2, 3), of

































Figure 4-3: Zeeman splitting of the hyperfine level F = 3 in the ground state 52S1/2 of
85Rb
using the Breit-Rabi formula [51]. In this plot the y axis shows the relative frequency to the
zero field frequency.
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Figure 4-4: Energy level diagram showing the Zeeman splitting of the hyperfine levels in the
excited state, 472S1/2 (F = 2, 3), of
85Rb using the Breit-Rabi formula [51].
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Figure 4-5: Effect of weak and strong magnetic field on the energy levels of 472S1/2 (F = 2, 3),
of 85Rb, showing the Zeeman splitting of the hyperfine levels in the excited state.
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for the excited state, 47s1/2, the hyperfine splitting, ∼ 0.173MHz, is smaller than the Zeeman
shift. Therefore, the same magnetic field which is considered to be a weak field for the ground
state, is a strong field in the excited state. Thus, for the excited states the hyperfine structure
is treated as a perturbation.
Figure 4-4 shows the Zeeman shifts of hyperfine states for the 47s1/2 (F = 2, 3) state. As
illustrated in the graph, the Zeeman shifts are larger compared to the hyperfine splitting and a
magnetic field & 1.5× 10−5T is considered to be a strong field. In Fig. 4-5 the Zeeman shift
of the same states are shown using a smaller scale. This figure shows both weak and strong
field effect on the energy levels using the Breit-Rabi formula, Eq. 4.12. When a weak field,
B . 2 × 10−6T, is applied, the frequency is linearly dependent to the magnetic field. This
dependence does not hold for strong field, & 1.5× 10−5T .
For a magnetic field of 1.6 × 10−4T, which is a typical magnetic field inside the trap, the
Zeeman separation of the adjacent hyperfine states of 47s, is on the order of 25 kHz (see Fig.
4-4). This separation is less than the resolution of the observed transitions, therefore they are
barely observable. The same applies for the 47p(J = 1/2 and 3/2) states. Since the hyperfine
interval of the p states is expected to be less than that of the s states, the Zeeman splitting
of the 47p(J = 1/2 and 3/2) hyperfine states is even less than that of the 47s1/2 states and is
not resolvable. However, as mentioned earlier the energy shift caused by the Zeeman effect of
the fine structure is much larger than hyperfine structures. According to Eq. 4.9 and Fig. 4-1,
the energy shift caused by the Zeeman effect of the fine structure is linear in B and MJ . For
a typical magnetic field in the trap, this splitting is equal to 4.48MHz for s1/2 states, 1.5MHz
for p1/2, and 2.9MHz for p3/2. These splittings are resolvable in the observed transitions.
In the following sections, the aforementioned theory and calculations are used to investigate
the experimentally observed transitions.
4.3 Magnetic Field Inside the Trap
Due to the field inhomogeneity inside the trap, each atom experiences a different magnetic
field depending on where they are located. The shifts of the energy levels of the atoms are
proportional to the magnetic field that is experienced by each atom (Eq. 4.9).
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Figure 4-6 compares the output of a CCD camera for two clouds of cold atoms obtained
on different days. The first two lower graphs show the profile of a slice through each trap and
the two upper graphs show the magnetic field as a function of distance from the center of the
cloud. As explained in chapter 2, at the center of the cloud the magnetic field is zero and
the magnitude of the magnetic field increases through the extent of the trap. The maximum
magnetic field that atoms see depends on the size of the cloud. The size of the trap can be
changed by different variables such as the power and alignment of the trapping and repump
lasers (due to fluctuations in temperature), the amount of Rb being released into the MOT and
also the field gradient induced by the AHC. The amount of Rb being released into the trap and
the field gradient can be controlled by using reliable power supplies. Any small changes in the
alignment of the lasers can change the size of the trap, and hence the maximum magnetic field
that atoms see in the MOT.
As illustrated in Fig. 4-6, with a typical field gradient equal to 18.75G / cm, for a trap size
of ∼ 1.2mm, the atoms see a magnetic field ranging from 0 to 1.125G, and for a trap size of
∼ 1.9mm, the atoms see a magnetic field ranging from 0 to 1.875G.
4.4 Experimental
The experiments described in this section were carried out following the same procedure ex-
plained in Sec. 3.1. Microwave transitions, 47s1/2 → 47p1/2, were first driven in the presence
of an external magnetic field induced by the AHC. Since the 47p3/2 state has four magnetic
sublevels (MJ = 3/2, 1/2,−3/2,−1/2) and the 47p1/2 state has only two magnetic sublevels
(MJ = 1/2,−1/2), the 47s1/2 −→ 47p1/2 resonance was chosen for observing microwave tran-
sitions in the following experiments. Some common features of the experiment will now be
discussed.
Figure 4-7 shows a spectra of the microwave transitions of 47s1/2 → 47p1/2 states in the
presence of an external magnetic field B. As illustrated in this figure, the observed transitions
correspond to 47s1/2(MJ = 1/2) → 47p1/2(MJ = 1/2,−1/2) and 47s1/2(MJ = −1/2) →
47p1/2(MJ = 1/2,−1/2). The fine structure energy levels are Zeeman shifted in the presence













































 small trap 
  large trap
Figure 4-6: Comparison of two different sized traps and their relative magnetic fields. The two
upper graphs are plots of the magnitude of the magnetic field B with respect to positionn in
the trap. The two bottom graphs are the output of a CCD camera, showing the profile of a
slice through the traps. The amplitude of the profile is proportional to the number of atoms.
The horizontal axis has been calibrated to correspond to the actual size of the traps. Solid line:
AHC’s current = 10.4A, Rb getter’s current = 12A. Dashed line: AHC’s current = 6.7A, Rb
getter’s current = 10.5A.
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experiment due to the AHC’s inhomogeneous magnetic field which broadens the transitions.
The peak labeled (a,b) has a FWHM of ∼ 1.23MHz in this spectrum.
The spectrum of Fig. 4-7 can be used to measure the magnetic field experienced by the atoms
excited to the 47p1/2 states. As indicated in Fig. 4-6, magnitude of the magnetic field varies
from 0 to ≤ 1.85×10−4T depending on the size of the trap. Using Eq. 4.9 and knowing the fine
structure interval of 47s from the spectra, 2.01±0.02MHz, the relative magnetic field would be
equal to (0.72 ±0.01)×10−4T (Fig. 4-6). The Zeeman splitting of the 47p1/2(MJ = 1/2,−1/2)
states in the presence of this magnetic field is 0.672 ± 0.006MHz (Eq. 4.9). A comparison
between this interval and the experimental resolution of the resonances (FWHM∼ 1.23MHz)
explains why these states are not separated at our experimental resolution.
Considering the applied magnetic field (0.72 ±0.01) × 10−4T and Fig. 4-6, it is realized
that the signal shown in Fig. 4-7 is mostly contributed by the excited atoms around the center
of the trap. This result is expected, because at the outermost shell of the trap there are few
atoms and at the center of the trap, despite the fact that the trap is more intense, there is no
Zeeman shift, due to the magnetic field being zero in this region.
It should be noted that the spectrum shown in Fig. 4-7 was taken in slightly different
conditions from the traps shown in Fig.4-6 and the size, and hence the range of the magnetic
field is not exactly the same as what is shown in this figure. In the experiments described in
this thesis, the size of the trap was between 1.1mm to 1.9mm and the maximum magnetic field




























Figure 4-7: Experimental scans of the 47s1/2 → 47p1/2 microwave resonances in the presence
of an external magnetic field (AHC’s current on). The microwave frequency is stepped in
increments of 500 kHz, and at each frequency the boxcar signal was averaged over 20 laser
shots. Microwave power is −50 dBm. Labels in the insert give the line assignment.
67
4.4.1 Pulsed Magnetic Field
In order to minimize the magnetic field inhomogeneity contribution to the width of the transi-
tions, rapid AHC’s winding current switching is used instead of having the winding current on
continuously. In this section it will be shown that by switching the AHC’s winding current on
and off, the induced “inhomogeneous” magnetic field is reduced inside the cloud and the atoms
feel stronger “homogeneous” magnetic field due to the Helmholtz configuration of nulling coils.
In this work, only one pair of the compensating coils has a positive effect on the trap (the
ones along the z axis of the MOT in Fig. 2-6) and they produce a field of 6.37G with typical
operating current of 2.7A. Figure 4-8 shows the circuit used for rapidly switching the AHC’s
current [44].
Every current winding forms an inductor, for which the following relationships between the




The circuit shown in Fig. 4-8 permits the inductor (AHC) to generate a large back emf (200V)
in order to maximize dI/dt. The SPW47N60C2 metal-oxide-semiconductor field effect transistor
(MOSFET) is able to withstand 600V, which is much higher than the winding back emf in this
case. This transistor (SPW47N60C2 - MOSFET) is controlled by a MOSFET driver (TPS2814).
This driver is triggered by a 5V pulse signal. The 100VTVS zener diodes are used for power
dissipation. When the MOSFET switches off, a positive high voltage builds up and eventually
breaks down through the 100VTVS zener diodes until current stops flowing. According to the
Eq. 4.17 the higher the back emf the faster the current turns off. Figure 4-9 shows the measured
AHC’s winding current using the circuit shown on Fig. 4-8, with the current decreasing linearly
to zero in 100 µs.
The winding current of the AHC is switched off 3ms before the flash lamps of the YAG
laser fire and is switched back on 0.5ms after it fires. The flash lamps have a delay of 240 µs
with respect to the Q-switch of the YAG laser. A timing diagram is shown in Fig. 4-10.
The circuit shown on Fig 4-8 can switch AHC’s winding current to zero in 100 µs, but the
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Figure 4-9: AHC’s current wave form for the circuit used in Fig. 4-8.
ducting objects near the windings, such as the vacuum chamber, flanges and support structures.
Eddy currents induced in these objects will dissipate at a relatively slow rate dictated by the
inductance and resistance of the conducting objects.
The spatial inhomogeneity of the transition frequency was minimized through rapidly switch-
ing the AHC’s winding current which in turn reduces the AHC’s field inhomogeneity, rather
than turning it off completely because of the induced eddy currents.
Figure 4-11 shows the 47s1/2 −→ 47p1/2 resonances in the presence of a pulsed magnetic
field for three different delay times between switching off the AHC’s winding current and the
flash lamps of the YAG laser. As shown in this figure, as the delay time is increased from 1ms
to 6ms the widths of the transitions decrease from 1.38MHz to 0.778MHz. Recall Fig.4-7, the
Zeeman splitting of fine structure of the 47p1/2 state is not resolved. However, by reducing the
field inhomogeneity, the Zeeman splitting of fine structure of the 47p1/2 state is clearly resolved
with the delay time of 3ms and 6ms (Fig. 4-11).
Gaussian fits for two microwave scans of Fig. 4-11 are illustrated in Fig. 4-12 to clearly
show the shift of the frequency of the transitions as the delay between switching off the winding
current and the flash lamps increases. This is due to the varying homogeneous and inhomoge-
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    AHC current on    &    Microwaves  on
    AHC current off    &    Microwaves off
    AHC current off    &    Microwaves on
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~ 480 nm




















 AHC's current off 1 ms before FL
FWHM = 1.3804 MHz
  AHC's current off 6 ms before FL
FWHM = 0.779MHz
 AHC's current off 3 ms before FL
FWHM = 1.044 MHz
Figure 4-11: Effect of switching off the AHC’s winding current on a microwave transition
(47s1/2 − 47p1/2) with different delay times between switching off the current and the flash
lamps (FL) of the YAG laser. The microwave frequency is stepped in increments of 80 kHz, and
at each increment the boxcar signal was averaged over 40 laser shots. For the sake of clarity,
the top spectra has an offset of y = 0.12V and the middle spectra has an offset of y = 0.06V
with respect to their initial origins.
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neous magnetic field that is applied to the atoms by changing the delay time. As mentioned
previously, the inhomogeneous magnetic field induced by the AHC is reduced by rapidly switch-
ing their windings current. However, due to the presence of the nulling coils, which produce
a field of 6.37G with operating current of 2.7A at the center of the coils axis (Sec. 2.3.6), a
homogeneous magnetic field is applied to the atoms which becomes stronger as the inhomoge-
neous magnetic field is minimized. The energy shift caused by the Zeeman effect is linear in
B and MJ , so for the 47s1/2 and 47p1/2 states, the individual states with different MJ will be
equally spaced in energy separated by gJµBB. Hence, as B increases the energy separation of
the states increases as well (see Eq. 4.9 and Fig. 4-1 ). The difference in the Zeeman shifts of
the transitions can be observed as the delay time increases in Fig. 4-12.
Figure 4-13 presents a recording of the 47s1/2 −→ 47p1/2 resonances with an insert giving
the assignment of the lines. This spectrum allows us to measure the magnetic field seen by the
Rydberg atoms excited inside the trap.
The frequency difference of the peaks b and c, and also of the peaks a and d, indicate
the Zeeman splitting of the 47s1/2 state which is 5.15 ± 0.05MHz for both sets. Similarly for
the 47p1/2 state the Zeeman splitting can be measured from the frequency difference of the
peaks b and a, and from the peaks c and d, which for both sets is 1.59± 0.01MHz. Therefore,
using Eq. 4.9 the magnitude of the magnetic field can be measured using either the energy
separation of the 47s1/2 states or the 47p1/2 states. The measured magnetic field should be the
same using either of these two intervals. However, the magnitude of the magnetic field due to
the 47s1/2 interval is (1.84 ±0.02)×10−4T and it is (1.70±0.01)×10−4T if the 47p1/2 interval
is considered.
If a magnetic field of (1.84 ±0.02) × 10−4T (from the separation of the 47s1/2 states) is
applied, the separation of the Zeeman splitting of the 47p1/2 state is expected to be equal to
1.72 ± 0.01MHz, using Eq. 4.9. A comparison between this separation and the one from the
spectra of Fig. 4-13, which is 1.59± 0.01MHz, gives rise to 0.13MHz error. The reason for this
discrepancy is unknown.
Let’s call the average of the magnetic fields due to the separation of the 47s1/2 states and
of the 47p1/2 states, B1 = 1.77 × 10−4T. Now, recall the field due to the current in the



















AHC's current off 6 ms before FL
 
AHC's current off 3 ms before FL
Figure 4-12: Two microwave spectra with different delays between switching off the AHC’s
winding current and the flash lamps of the YAG laser. Apparent from the data is the difference
in the Zeeman shifts of the transitions as the delay increases. The microwave frequency is
stepped in increments of 80 kHz, and at each frequency the boxcar signal was averaged over 40
laser shots.
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a homogeneous magnetic field of B2 = 6.37 × 10−4T. The typical magnetic field due to the
AHC’s before switching the winding current off is B3 = 0.72 ±0.01× 10−4T.
As explained in Sec. 4.4.1, when the AHC’s current is pulsed, the eddy currents induced in
electrically conducting objects near the windings prevent the magnetic field from decaying to
zero. Therefore, when comparing B1, B2, and B3, it is concluded that the effect of switching
the AHC’s winding current on and off is to reduce the field inhomogeneities and allow the

































Figure 4-13: The 47s1/2−47p1/2(∆MJ = 0,±1) transitions as a function of microwave frequency
for 85Rb. The 47s1/2 is excited by a tunable dye laser. A microwave field is applied and atoms
which have made the transition to the 47p1/2 states are detected by field ionization. The
microwave frequency is stepped in increments of 80 kHz, and at each increment the boxcar





Highly excited Rydberg atoms are very sensitive to electric fields, as well as magnetic fields,
and they can be used for the measurement and compensation of such fields.
Reducing the effect of inhomogeneous magnetic fields on the microwave transition of Ry-
dberg atoms, was described in chapter 4. In this chapter, measurement and compensation of
stray electric field inside the trap by application of a dc electric field and observing the spectral
shifting of the microwave transitions between Rydberg states will be described.
In the following section, the effect of electric field on Rydberg atoms is explained. This
effect will be illustrated for H and Rb atoms. In section 5.3, experimental results for measuring
and compensating the stray electric field are presented. A comparison between a theoretical
calculation of the effect of the electric field on Rydberg states (Stark map) and the experi-
mental results is made in this section. The electric field distribution due to two typical cold
plasma densities are estimated by the Holtsmark distribution method in section 5.4. Using
this technique, the density of an expanding plasma can be diagnosed by measuring the spectral
broadening of a microwave transition due to the effect of the electric field.
77
5.2 Stark Effect
The effect of an electric field on Rydberg states is known as the Stark effect which is of great
practical importance for the study of Rydberg atoms.
In the presence of an electric field, Rydberg state energies are shifted; spherical symmetry
is lost and l ceases to be a good quantum number as the electric field mixes different l states.
Some parts of the following explanations are adapted from Ref. [1].
5.2.1 Hydrogen
It is easiest first to consider the behavior of the Hydrogen atom in a static field. The effect of
electron and nuclear spins are small, thus neglected. If the applied field E is in the z direction,




Using the zero field nlm angular momentum eigenstates, the matrix elements hnlm |Ez|n0l0m0i
of the Stark perturbation to the zero field Hamiltonian can be calculated. The matrix element
in spherical coordinates is
hnlm |Ez|n0l0m0i = Ehnlm |r cos θ|n0l0m0i (5.2)
where the quantization is along the z axis. The Ez matrix elements are non vanishing ifm0 = m
and l0 = l ± 1 due to the properties of the spherical harmonic angular functions. The E field
lifts the degeneracy of the lm states of a particular n state. For all the diagonal elements, the
Hamiltonian matrix has the same term, −1/2n2. If the electric dipole coupling to other n states
is neglected, when the matrix is diagonalized all of its eigenvalues will be proportional to E.
That means the H atom shows a linear Stark shift. Stark states having linear Stark shifts, have
permanent electric dipole moments. These states have positive Stark shifts if their electron is
localized on the up field side of the atom, and they have negative Stark shifts if their electron
is localized on the down field side of the atom.
Therefore, for non-relativistic Hydrogen, the highly degenerate zero-field states fan out into
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a “manifold” for each ml, which remains a good quantum number (see Fig. 5-1). At low E
fields, the first order energies are [1]:





E(n1 − n2)n (5.3)
where n1 and n2 are non-negative integers labeling different members of the manifold, and are
related to |ml| and n by
n1 + n2 + |ml|+ 1 = n. (5.4)
For ml = 0, the extreme “blue-shifted” (up shifted) state of the manifold has n1 − n2 = n− 1,
while the extreme “red-shifted” (down shifted) state has n1−n2 = −n+1. The energy separation
between these extreme states of the manifold increases with n.
Figure 5-1 shows the Stark structure and field ionization of the |ml| = 1 states of the H
atom. The Stark shifts are quite linear, except at the highest fields shown, and the first order
energies of Eq. 5.3 are adequate for many purposes. Figure 5-1 also shows that the levels of n
and n+ 1 cross.
5.2.2 Alkali-Metal Atoms
Alkali-metal atoms, have similar characteristics to the H atom in an electric field. However,
the presence of the finite sized ionic core in these atoms results in important differences. The
presence of the core in zero field reduces the energies, especially those of the lowest l states.
With a finite sized ionic core, the wave function is no longer separable in parabolic coordinates.
Hence, the parabolic quantum number n1 is not a good quantum number, unlike in the H atom.
In the region below the classical ionization limit, the blue and red states of adjacent n do
not cross as they do in H. Since these states are coupled in alkali atoms, they exhibit avoided
crossings.
An efficient method of calculating the energy levels (Stark maps) for alkali metals in Rydberg
states is described by Zimmerman et al. [55]. Using the same method, the Stark map of Rb
for high n Rydberg states is calculated and illustrated in Fig. 5-2 [49].
Here the Stark effect in nonhydrogenic atoms like Rb is calculated. Ignoring the spin of the
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Figure 5-1: Stark structure and field ionization properties of the |ml| = 1 states of the H atom.








+ Vd(r) +Ez (5.5)
where Vd(r) is the difference between the Rb potential and the Coulomb potential,−1/r and
is only nonzero near r = 0. A straightforward and effective method of calculating the energies
and wave functions is direct diagonalization of the Hamiltonian matrix. If we use the Rb nlm
spherical states as basis functions, the diagonal matrix elements are given by the energies of
the zero field nlm states. These are well approximated by [1],
hnlm |H|nlmi = 1
2(n− δl)2 (5.6)
where δl is the quantum defect, and off diagonal matrix elements are given by,
hnlm |Ez|n0l ± 1mi = δm,m0δl,l0±1Ehl,m |cos θ| l ± 1,mihn, l |r|n0, l ± 1i (5.7)
where δm,m0 and δl,l0±1 are the selection rules,
δm,m0 =
 1, m = m00, m 6= m0

δl,l0±1 =
 1, l = l ± 10, l 6= l ± 1
 (5.8)
and hl,m |cos θ| l ± 1,mi is the angular matrix component derived using spherical harmonics,
hl,m |cos θ| l − 1,mi =
µ
l2 −m2
(2l + 1)(2l − 1)
¶1/2
hl,m |cos θ| l + 1,mi =
µ
(l + 1)2 −m2
(2l + 3)(2l + 1)
¶1/2
(5.9)
The radial matrix component, hn, l |r|n0, l ± 1i, is calculated by numerical integration. The
fastest and the most accurate method of integration is Numerov’s algorithm [55]. If several n
manifolds of l states are included, the eigenvalues of the Hamiltonian matrix give the energy
levels of the Rb atom in the field and the Stark maps are generated by simply connecting the
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Atom l j δ0 δ2
85Rb 0 1/2 3.131 180 4 (±10×10−7) 0.1784 (±6×10−4)
1 1/2 2.654 884 9 (±10×10−7) 0.2900 (±6×10−4)
1 3/2 2.641 673 7 (±10×10−7) 0.2950 (±7×10−4)
2 3/2 1.348 091 71 (±40×10−8) -0.602 86 (±26×10−5)
2 5/2 1.346 465 72 (±30×10−8) -0.596 00 (±18×10−5)
Table 5.1: The quantum defects for s, p, and d series of 85Rb, from Ref. [8].
eigenvalues of the matrix.
In Eq. 5.6, the quantum defect, δl, reflects how much the average potential experienced by
the Rydberg electron deviates from a pure Coulombic point charge interaction. The quantum
defect is strongly dependent on the orbital angular momentum quantum number, l, and is
largest for l = 0. The quantum defect of an nlj state is given by [1] :








(n− δ0)8 , ..., (5.10)
See Table 5.1 for the quantum defects of Rb for the s, p, and d series. The coefficients, δ4, δ6,
and δ8, can be found in Ref. [1]. For high n states, the first two terms of Eq. 5.10 are often
sufficient.
Since Stark maps can be directly compared to spectroscopic measurements, it is convenient
to define the magnitude of the electric field, E, in V / cm and the energy in cm−1. The zero
field energies (diagonal matrix elements) from Eq. 5.6 are calculated in atomic units and can
be converted into cm−1 using the following relationship,
1 atomic unit (in Eq. 5.6) = 2×RRb cm−1 (5.11)
where RRb = 109736.605 cm
−1 is the Rydberg constant for the Rb atom [1] (Eq. 1.2). Using
the atomic unit of electric field, the off diagonal matrix elements ( Eq. 5.7) can be converted
into atomic units using the following relationship [3]:
1 atomic unit = 5.14220624× 109V / cm (5.12)
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Figure 5-2: Calculated Stark structure of the |mj | = 1/2 states of the Rb atom for the n = 43
to n = 45 manifolds [49].
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Figure 5-3: Closer look at calculated Stark structure of the |mj | = 1/2 states of the Rb atom
at the n = 44 manifold [49].
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|mj | = 1/2 are shown. This Stark map is obtained by direct diagonalization of the Hamiltonian
matrix [49]. In zero field, the quantum defects δs1/2 , δp1/2 , δp3/2 , δd3/2 , and δd5/2 of the Rb states
displace them (s, p, and d states) from the high l states and they only exhibit large Stark shifts
when they intersect the manifold of Stark states. As shown in Fig. 5-2 and Fig. 5-3, these
states undergo quadratic Stark effect at low fields. Unlike the Stark map of Hydrogen, shown
in Fig. 5-1, the energy levels of different n do not cross in the Rb stark map.
For a heavy alkali metal such as Rb, the fine structure interaction is large enough to influence
the Stark structure and must be taken into account. The fine structures of the p and d states
of Rb are large and can not be neglected, so that |mj | rather than |ml| is the “good ” quantum
number. Each |mj | manifold is a mixture of states with ml = mj ± 12 . As illustrated in Figs.
5-2 and 5-3, the fine structure interaction has been implemented into the Stark calculation [49].
The Stark shifts of the fine structure of p and d states are apparent in these figures. In Fig.
5-3, the 47p1/2 and 47p3/2 states have quadratic Stark shifts until they intersect the n = 44
manifold.
Since high l, (l > 3), states have negligible quantum defects at zero field, they fan out into
a “manifold” for each ml. These states have hydrogenic Stark shifts, as illustrated in Fig. 5-3
for the n = 44 manifold.
In order to minimize the stray electric field and eventually measure a plasma density, the
shifting of the transitions between 47s1/2 −→ 47p1/2 due to the presence of an E field are
experimentally observed. The theoretical calculation of the Stark map is very helpful to estimate
the shifting and broadening of the transitions due to stray and applied E fields.
Figure 5-4 is a schematic diagram showing the field dependence of the energy levels of
Rydberg states undergoing quadratic Stark shifts. In this figure the inhomogeneous electric
field distribution is shown by two vertical dashed lines on both sides of the central field with
values E1 and E2. Due to the field inhomogeneity, the Rydberg states are subject to slightly
different electric fields. On the right side of the graph, the line broadening for Rydberg states
due to the electric field distributions, are presented. The line broadening for the Rydberg
states depends on the strength of the electric field distribution due to the parabolic character
of the quadratic Stark shifts. This means that the line broadening that results from the same














Figure 5-4: Schematic diagram showing the dependence of the energy levels of Rydberg states
to the applied electric field. The quadratic Stark effect and its relative line shapes are shown




High resolution spectra of high Rydberg states can be modified by electric fields. Even weak
dc electric fields strongly modify the spectra. Stray fields may be precisely measured and com-
pensated due to the strong dependence of the spectral features on the electric fields. Almost
field-free conditions can be achieved, which are required to obtain resolved spectroscopic infor-
mation from the highest Rydberg states. This section demonstrates the measurement and the
compensation of stray electric field, by observing the line shifting of the microwave transitions
between the 47s1/2 and 47p1/2 states of Rb due to a varying dc E field.
The AHC’s current is turned off 3ms before the flash lamps of the YAG laser fire, and is
turned back on 0.5ms after, to optimize the spectroscopic resolution. Microwave transitions
are monitored by SFI. Following each laser pulse, a voltage ramp is applied to the lower electric
field plate and ions resulting from ionization of the Rydberg atoms are detected by a MCP.
Stray E field can be compensated in two perpendicular directions in this apparatus. One
direction is along the perpendicular axis to the plane of the electric field plates (axis x in Fig.
2-6). The other direction is along the axis of the AHC (axis z in Fig. 2-6). As explained is Sec.
2.9.2, a dc voltage is applied to the electric field plates. The top plate is connected to the AWG
which is used as a GPIB controllable variable power supply. The bottom plate is connected to
the slowly rising FIP circuit, which allows a dc bias voltage to be applied to the plate prior to
the HV pulse. This voltage is controlled using a digital to analogue output of a data acquisition
board.
A grounded flange of the vacuum chamber is on one side of the plates. There is an insu-
lating fused silica window on the other side of the plates (Fig. 5-5). Therefore, changing the
average voltage of the electric field plates induces an electric field in the z direction towards
the grounded flange of the vacuum chamber that is connected to the plates by four ceramic
insulators. However, the magnitude of this effect is difficult to estimate. For compensating
the stray field in x direction it is possible to change the differential voltage of the two plates.
Changing the differential voltages of the plates results in an applied E field in the x direction




















Figure 5-5: Schematic diagram of the connections for the electric field plates. They are near a
grounded flange on one side and there is an insulating fused silica window on the other side.
The separation of the plates is d = 3.556 cm .
where d = 3.556 cm is the separation between the plates and ∆V is the potential difference
across them. A Labview program sets the differential and average voltages of the plates.
This experiment was performed in three steps:
1) In the first step, the attempt was to compensate the E field in the x direction by varying
the differential voltage between the two plates. The average voltage was set to 2.4V and the
differential voltages of , −0.2, 0.1, 0.4, 0.7, and 1 V were applied to the plates. This resulted in
estimated electric fields of −0.056, 0.028, 0.112, and 0.281V / cm respectively. Figure 5-6 shows
the effect of dc electric field on the 47s1/2 → 47p1/2 transitions in Rb for different differential
voltages across the plates.
As explained in section 4.4.1, the 47s1/2 → 47p1/2 transitions splits into 4 components due
to the Zeeman effect. They also undergo a quadratic Stark shift (see Fig.5-3) due to the applied
E field. The Stark shifts in this case, are proportional to the square of the magnitude of the
electric field, but do not depend on its sign. Therefore, the line centers of the components lie
on a parabolic curve of the form shown in Fig. 5-7.
Figure 5-7 illustrates the line center of one of the microwave components of each spectra,
shown by an arrow in Fig. 5-6, as a function of the applied field. The maximum point of the
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parabola indicates for the minimum E field. The minimum E field is achieved with an average
voltage of 2.4V and a differential voltage of 0.2944V .
2) The same procedure is used to determine and cancel the stray field component in the
orthogonal direction, z, by keeping the differential voltage equal to 0.2944V and changing the
average voltage. The average voltages of −7,−4, 2.4, 5 and 7V were applied to the plate. Figure
5-8 shows the effect of changing the average voltages on the 47s1/2 → 47p1/2 transitions with
differential voltage set at 0.2944V. Figure 5-9 shows the center line frequency of the marked
transitions in Fig. 5-8 as a function of the applied E field. In this case, the minimum field is
obtained using an average voltage of 2.685V and a differential voltage of 0.2944V .
3) Finally, in third step of this experiment, step 1 is repeated but this time the average volt-
age is set to 2.685V and the differential voltage is varied. The differential voltages of 0.0, 0.1, 0.5
and 0.75V were applied to the plates resulting in applied electric fields of 0.0, 0.028, 0.14
and 0.22V / cm. Figure 5-10 shows the effect of changing the differential voltages on the
47s1/2 → 47p1/2 transitions with the average voltage set at 2.685V. Figure 5-11 shows the
center line frequency of the marked transitions in Fig. 5-10 as a function of the relative E field.
The minimum electric field is attainable with the average voltage of 2.685V and differential
voltage of 0.312V, as shown in Fig. 5-11.
Steps 1 to 3 are an iterative procedure that can be repeated indefinitely to get to a point
where the stray E field is minimized. Sources of the measured stray field in the apparatus are
as follows,
• The voltage of 1300V applied to the MCP detector at the top of the electric field plates,
which leaks into the photoexcitation region.
• The pulsed voltage of ∼ 320V (resulting in a pulsed electric field of 89.99V / cm, see Fig.
3-3) applied on the electric field plates to field ionize the 47p1/2 Rydberg states. This
voltage may not return to zero in the interval separating subsequent pulses.
• The Rb getter, which is being resistively heated by applying 10.5A current, is in a direc-
tion perpendicular to x and z direction (y direction in Fig. 2-6).
The stray field in the y direction can not be compensated by changing either the differential
voltage or changing the average voltage of the electric field plates. However, by comparing the
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calculated Stark maps and the experimental observations, it will be shown that the field in this
direction is negligible.
In Fig. 5-12, theoretical data from the calculated Stark maps and the experimental ob-
servation of the 47s1/2 → 47p1/2 resonance frequency as a function of the applied E field are
illustrated. In the theoretical calculation, the only perturbation considered on the energy levels
is due to the applied electric field. However in the experimental observations the magnetic field
inside the trap (see chapter 3) Zeeman shifts the energy levels as well. As shown in Fig. 5-12,
there is a shift equal to 1.765MHz at zero field between the theoretical and the experimental
graphs. This shift is mainly due to the presence of the magnetic field. As explained in Sec. 4.2,
for a set of states with particular values of n,L, and J , the individual states with different MJ
will be equally spaced in energy, separated by gJµBB (Fig. 4-1). Thus, the zero magnetic field
transition frequency for each spectra can be calculated by considering the average frequency of
the four microwave transitions, as shown in Fig. 5-10.
This can be used to adjust the experimental data and plot a graph showing the zero mag-
netic field transition frequency as a function of the applied electric field. In Fig. 5-12, the
experimental data have been shifted up in frequency after being adjusted for Zeeman shifts.
Now the theoretical data can be compared to the adjusted experimental data. They almost
overlap each other at zero electric field. However, there is a small vertical shift equal to 0.36 kHz
between the two graphs. This offset could be due to the quantum defect uncertainties which
appear in the theoretical calculations. The absolute uncertainty of the transition frequency at
zero field can be calculated to be ±27 kHz using the uncertainties from Table. 5.1.
The stray field in the y direction adds an additional electric field to the applied E field and
it is expected to see a blue shift (lower frequency) in transition frequency. However as shown in
Fig. 5-12 the transitions are not blue shifted (the adjusted data), which means that the effect
of the stray field in the y direction due to the current running through the Rb getter is so small
that can be neglected.
Furthermore, the present inconsistency between the theoretical data and the adjusted ex-
perimental data at “non zero fields” can be due to the following approximations: In calculating
the electric field between the two electric field plates it is assumed that there is an ideal homo-

























 avg 2.4V, diff -0.2V 
FWHM=0.53 MHz
 avg 2.4V, diff  0.1V
FWHM=0.45 MHz
 avg 2.4V, diff  1V
FWHM=0.54 MHz
Figure 5-6: Stark shifts of the microwave transitions 47s1/2 → 47p1/2 in Rb. To record these
traces differential voltages of −0.2, 0.1, 0.4, 0.7, and 1V were applied to the plates, resulting
in applied electric fields of −0.056, 0.028, 0.112, and 0.281V / cm. Only three out of the five
spectra are shown in this figure. For clarity, trace (a) and trace (c) have a vertical offset of























  fit data
Figure 5-7: Microwave transition 47s1/2 → 47p1/2 of Rb as a function of applied electric field.
Apparent from the figure is the quadratic Stark shift of the 47s1/2 and 47p1/2 energy levels.
To compensate the stray field in x direction different differential voltages were applied to the
electric field plates. The vertex of the parabola (average 2.4V, differential 0.2944V) represents

























 diff  0.2944 V, avg -4 V
FWHM=0.434 MHz
 diff  0.2944 V, avg -7 V
FWHM=0.612 MHz
 
 diff  0.2944 V, avg 2.4 V
FWHM=0.334 MHz
Figure 5-8: Changing the average voltage of the electric field plates and its effect on the
47s1/2 → 47p1/2 transition in Rb. To record these traces, average voltages of −7,−4, 2.4, 5, and
7V were applied to the plates. For clarity, trace (a) and (b) have a vertical offset of 0.2V with






















Figure 5-9: Plot of the electric field dependence of the transitions by changing the average
voltage of the plates and therefore compensating the stray field in z direction. The vertex of

























 avg 2.6 V, diff  0.00 V
FWHM=0.558 MHz
 
 avg 2.6 V, diff  0.5 V
FWHM=0.332 MHz
 avg 2.6 V, diff  0.1 V
FWHM=0.504 MHz
Figure 5-10: Effect of changing differential voltages of the electric field plates on the 47s1/2 −→
47p1/2 transition in Rb. Differential voltages of 0.0, 0.1, 0.5, and 0.75V were applied to the
plates resulting in applied electric field of 0.0, 0.028, 0.14, and 0.22V / cm. Trace (a) and (b)























Figure 5-11: Changing the differential voltage of the plates and its effect on 47s1/2 −→ 47p1/2
transition in Rb. Apparent from the figure is the quadratic Stark shift of the energy levels. The
vertex of the parabola (average 2.685V, differential 0.312V) represents the minimum electric
field.
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It was also assumed that only Ex 6= 0.
5.4 Holtsmark Distribution of Electric Field in an Ultra-Cold
Neutral Plasma (UCNP)
The electric field distribution of a UCNP can be studied using Rydberg-atom spectroscopy. As
shown in the previous sections, highly excited Rydberg atoms are very sensitive to static and
ac electric fields and can be used for the measurement of plasma induced electric fields.
In a plasma, the electric field typically follows a probability distribution centered about a
most probable electric field. In this section, a technique to estimate the density of a UCNP using
the Holtsmark distribution of electric fields will be described. A model showing the distribution
of the electric field in a typical plasma gives information about the Rydberg states that should
be excited in order to measure the electric field by mm-wave spectroscopy (Fig. 5-4).
Holtsmark theory is one of the most successful theories of line broadening by the particles of
a plasma [57], [58]. The main idea used to derive the Holtsmark distribution is that, the charged
particle positions are assumed to be completely uncorrelated. In our case, this means that ions
are assumed to be randomly placed right after the creation of the plasma by photoionization.
This field of randomly placed ions determines the ion microfield (see Sec. 1.3).























where q = 1.602177 × 10−19C is the electron charge and ²0 = 8.854187817 × 10−12C /(V .m)
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E field (V/cm)
1.765 MHz
 Stark map calculation
 Experimental data
 Fit to data
 Experimental data adjusted for Zeeman shifts
 Fit to adjusted data
Figure 5-12: Comparison between the Stark map calculation [49] and experimental observations
of the 47s1/2 → 47p1/2 resonance frequency as a function of the applied E field. The data have
been offset by −0.0855V / cm in the x direction so that their maxima are at zero field.
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where np is the plasma number density.
One of the objectives for studying the frequency broadening of the cold Rydberg states is
to use it as a tool for estimating the density of a UCNP.
Assume a typical cold plasma density, produced by photoionizing laser-cooled atoms, equal
to 4 × 109 cm−3[10]. Using Eqs. 5.14, 5.15, 5.16, and 5.17, the Holtsmark distribution of the
inhomogeneous E field induced by the plasma of this density is plotted in Fig. 5-13.
Recall that in Fig. 5-12, a line fit to the experimental data yields a relationship between
transition frequency of 47s1/2 to 47p1/2 as a function of the applied E field,
ν47s→47p = 36.519− 0.089E2 (5.18)
where ν47s→47p represents the transition frequency in GHz and E, the applied electric field,
is in V / cm . Using the transformation Jacobian, |dν/dE| , the frequency broadening of the
transition can be obtained by,





where P (ν) is the probability of frequency distribution due to inhomogeneous electric field
distribution inside the plasma, and P (β) represents the Holtsmark distribution function. Figure
5-14 shows the frequency distribution of the transition due to the inhomogeneous electric field
induced by a plasma of density np = 4× 109 cm−3.
As mentioned in section 5.2.1, the energy separation between the extreme states of a man-
ifold increases with n (Eq. 5.3). In other words as n increases, the manifolds fan out more and
there are larger Stark shifts (Fig.5.2). Hence, low l states such as p1/2, p3/2, d3/2 and d5/2 inter-
sect the manifolds at lower electric fields. To measure the electric field distribution in a UCNP,
it is easier to work in a region where these states have not intersected the manifold. Otherwise,
for a specific E field more than one frequency resonance may be presented (for example, see
Fig. 5-3 for microwave transition between 47s1/2 and 47p1/2). This makes it more complicated
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Figure 5-13: Theoretical calculation of the Holtsmark electric field distribution probability for
a plasma with density np = 4× 109 cm−3 .
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Figure 5-14: The probability of frequency distribution of the microwave transition 47s1/2 to
47p1/2 due to the inhomogeneous electric field induced by a plasma with density np = 4 ×
109 cm−3.
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Figure 5-15: Holtsmark electric field distribution probability for a plasma with density np =
2× 1010 cm−3 .
to determine the inhomogeneous electric field inside the plasma using line broadening.
In what follows it is useful to define an effective maximum field for the Holtsmark distri-
bution. The field Emax is the field for which 94.4% of the fields are less than. It is given
by,
Emax(np) = 7.436 E0(np). (5.20)
For a plasma density of np = 4 × 109 cm−3, the maximum electric field Emax(np) is ∼
7V / cm . Now recall Fig 5-3; for the n = 44 manifold, the maximum electric field that can be
applied without having the low l state (47p1/2) intersect with the manifold, is approximately
7V / cm. Hence, to measure the electric field induced by this specific plasma density the
47s1/2 → 47p1/2 transition can be used.
Another UCNP obtained experimentally has a density, np = 2×1010 cm−3 [20]. Figure 5-15
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Figure 5-16: Calculated Stark maps of the |mj | = 1/2 states of 85Rb for the n = 35 to n = 37
manifolds [49].
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shows the theoretical Holtsmark electric field distribution of this plasma. In this case Emax(np)
is ∼ 20.5V / cm . This field can not be measured using the 47s1/2 → 47p1/2 transitions, since
an electric field less than 7V / cm is sufficient to make the low l state, 47p1/2, intersect with the
manifold n = 44. Thus, a lower n state must be chosen to satisfy the requirement for measuring
the electric field distribution.
Figure 5-16 shows the calculated Stark map for the manifolds n = 35 to n = 37. In this
figure, the 38p1/2 state intersects the manifold n = 35 in the presence of an electric field equal
to 20.5V / cm . Thus, microwave transitions between the 38s1/2 and 38p1/2 states are suitable to
study the electric field distribution of a plasma with density np ≤ 2×1010 cm−3 . The transition









where RRb is the Rydberg constant for Rb (Eq. 1.2), c is the speed of light, and δp and δs are
the quantum defects of the 38p1/2 and 38s1/2 states.
If a certain plasma density, np, is given, the maximumobservable electric field, Emax(np),
can be obtained from Eq. 5.20, in which E0(np) is a function of np defined by Eqs. 5.16 and
5.17. Equation 5.20 can be rewritten as,
Emax(np)(V /m) = 1.726× 10−8(V .m)× n2/3p (m−3). (5.22)






These relationships may be used to determine the maximum n which can be used to measure
a plasma density.
It is desirable to work at the highest n possible. Polarizability increases with n, therefore
as n increases, sensitivity to low electric fields improves. However, exciting the atoms to high n
states is limited by the laser linewidth. The line broadening of the transitions due to the laser
linewidth, makes the higher n (n > 61) states unresolvable (Fig. 3-2).
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The highest n states that the atoms can be selectively excited to, with the present dye laser
linewidth (FWHM ≈ 14GHz), is n = 61. The transition frequency of the 61s1/2 → 61p1/2
resonances is equal to 15.97GHz, which can be generated using the same microwave generator
that was used to drive the 47s1/2 → 47p1/2 transitions. The maximum electric field observable
in this case is Emax(np) ≈ 6.09V / cm .
Low electric fields such as microfields (Sec. 1.3) are expected to be detectable. This is in
contrast to the previous work on the detection of the electric fields induced by a non-neutral




Summary and Future Work
Rubidium atoms were laser cooled and trapped in a magneto optical trap (MOT) by semicon-
ductor diode lasers (∼ 780 nm). The frequencies of the diode lasers were locked and stabilized
using dichroic atomic-vapor laser lock (DAVLL) and saturated absorption spectroscopy (SAS)
techniques. The cooled and trapped atoms were excited to the Rydberg states (47s1/2) using a
tunable modeless dye laser (∼ 480 nm) being pumped by the third harmonic of a Nd:YAG laser
(355 nm). Microwaves were used to drive the transitions from the 47s1/2 states to the 47p1/2
states. The Rydberg atoms were detected using selective field ionization (SFI).
The power broadening of the microwave transitions was studied experimentally. The effect
of inhomogeneous magnetic fields, inherent in the MOT, on the microwave transitions of the
Rydberg atoms was reduced by switching the AHC’s current on and off. This improved the
spectral resolution.
Taking advantage of the fact that highly excited Rydberg atoms are sensitive to electric fields
due to their loosely bound orbits, the spectral shifting of the microwave transitions (47s1/2 →
47p1/2) were observed and used for measurement and compensation of the stray electric fields
present at the trap region. The electric field distributions due to two typical cold plasma
densities were estimated using the Holtsmark distribution.
Using the techniques and the results described in this thesis, it is planned to use the mil-
limeter wave transitions as a probe of electric fields in a plasma. This requires another dye laser
to be added to the present set up in order to partially ionize the trapped atoms and make an
ultra-cold neutral plasma (UCNP). Expansion of the UCNP can be studied by observing the
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evolution of the microfields and the macroscopic electric fields as the time delay between the
two dye laser pulses is varied.
The Stark line broadening of the spectra obtained in this work can be used to determine
the electric field distribution, P (β), in an expanding UCNP. The use of a dye laser with a
narrower bandwidth (less than 14GHz FWHM ) would allow excitation of atoms to higher
Rydberg states. Hence, more precise measurements of the detailed P (β) can be obtained. As
concluded in Sec. 5.4, unlike the previous work on the detection of the electric fields induced by
a non-neutral plasma in a MOT [15], low electric fields such as microfields will be detectable. If
the detected microfields follow the Holtsmark distribution, the density of the expanding UCNP
can be measured. However, if the detected microfields do not follow the Holtsmark distribution,
the positions of charged particles in the plasma are correlated. Precise measurements of P (β)
could reveal Wigner crystallization [59].
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