The focus of this paper is on discussion of a catalog of a class of (3, g) graphs for even girth g. We first show that this catalog of graphs extends infintely. We compare our catalog with other known lists of (3, g) graphs such as the enumerations of trivalent symmetric graphs, and show that our catalog has graphs for more orders than these lists.
graphs are also referred to in the literature as cubic graphs. We consider only graphs that are undirected and without multiple edges between any two vertices in this paper."
The focus of this paper is as follows.
• A detailed comparion with existing works, i.e., the enumerations of trivalent symmetric graphs and trivalent vertex-transitive graphs in section 2.
• Infiniteness of our catalog of (3, g) graphs in section 4.
D3
We use the notation D3 to refer to D3 chord indices {l 1 , l 2 , . . . , l b } for a Hamiltonian trivalent bipartite graph with symmetry factor b and 2m vertices where b|m. As mentioned above, a detailed description of D3 can be found in [1] .
Comparison with lists of trivalent symmetric graphs and trivalent vertextransitive graphs
Our catalog of (3, g) Hamiltonian bipartite graphs has more orders than lists of (3, g) symmetric graphs and (3, g) vertex-transitive graphs. Since (3, g) symmetric graphs are a subset of (3, g) vertex-transitive graphs, we compare our list with the list of (3, g) vertex-transitive graphs from [3] and [4] . We summarize the comparison of our list of (3, g) Hamiltionian bipartite graphs with lists of (3, g) vertex-transitive and (3, g) symmetric graphs in Table ? ? for even values of girth g between 6 and 14. As shown in Table 1 , our lists are exhaustive for (3, 6) and (3, 8) Hamiltionian bipartite graphs and partial for (3, 10) , (3, 12) and (3, 14) Hamiltionian bipartite graphs.
(3, 6) Hamiltonian bipartite graphs until 50
Our enumeration of distinct orders for which (3, 6) Hamiltonian bipartite graphs exist until 50 is exhaustive. (3, 6) Hamiltonian bipartite graphs exist for all even orders greater than or equal to 14. As shown in Table 2 , (3, 6) Hamiltonian bipartite graphs exist for 19 distinct orders until 50 and in Table 3 , (3, 6) Table  ? ?. As shown in Table 4 , (3, 8) Hamiltonian bipartite graphs exist for 28 orders until 90 and in Table 5 , (3, 8) vertex-transitive graphs exist for 21 orders until 90 and (3, 8) symmetric graphs exist for 6 orders until 90. We observe in Table 4 and Table 5 that for each (3, 8) (3, 10) Hamiltonian bipartite graphs exist until 160 is partial, since our conclusion on existence of (3, 10) Hamiltonian bipartite graphs for some orders is inconclusive. As shown in Table 6 , (3, 10) Hamiltonian bipartite graphs exist for 29 orders until 160 and in Table 7 , (3, 10) vertex-transitive graphs exist for 15 orders until 160 and (3, 10) symmetric graphs exist for 7 orders until 160. We observe in Table 6 and Table 7 that for each (3, 10) vertex-transitive graph on the vertex-transitive list, there exists a (3, 10) Hamiltonian bipartite graph on our list until order 160. We observe in Table 6 and Table 7 that for each (3, 10) vertex-transitive graph on the vertex-transitive list, there exists a (3, 10) Hamiltonian bipartite graph on our list until order 160.
(3, 12) Hamiltonian bipartite graphs until 400
Our enumeration of distinct orders for which (3, 12) Hamiltonian bipartite graphs exist until 400 is partial, since our conclusion on existence of (3, 12) Hamiltonian bipartite graphs for some orders is inconclusive. As shown in Table 8 , (3, 12) Hamiltonian bipartite graphs exist for 84 orders until 400 and in Table 9 , (3, 12) vertex-transitive graphs exist for 26 orders until 400 and (3, 12) symmetric graphs exist for 16 orders until 400. We observe in Table 8 and Table 9 that for each (3, 12) vertex-transitive graph on the vertex-transitive list, there exists a (3, 12) Hamiltonian bipartite graph on our list until order 400. We observe in Table 8 and Table 9 that for each (3, 12) vertex-transitive graph on the vertex-transitive list, there exists a (3, 12) Hamiltonian bipartite graph on our list until order 400. We observe in Table 8 and Table 9 that for each (3, 12) vertex-transitive graph on the vertex-transitive list, there exists a (3, 12) Hamiltonian bipartite graph on our list until order 400.
(3, 14) Hamiltonian bipartite graphs until 1000
Our enumeration of distinct orders for which (3, 14) Hamiltonian bipartite graphs exist until 1000 is partial, since our conclusion on existence of (3, 14) Hamiltonian bipartite graphs for some orders is inconclusive. As shown in Table 10 , (3, 14) Hamiltonian bipartite graphs exist for 84 orders until 400 and in Table 11 , (3, 14) vertex-transitive graphs exist for 35 orders until 1000 and (3, 14) symmetric graphs exist for 11 orders until 400. We observe in Table 10 and Table 11 that for each (3, 14) vertex-transitive graph on the vertex-transitive list, there exists a (3, 14) Hamiltonian bipartite graph on our list until order 1000.
Note 2. We observe that (3, g) Hamiltonian bipartite graph exists for each distinct order for which (3, g) vertex-transitive graphs exist for considered ranges, whether bipartite or non-bipartite exist for even girth until g = 14. The sub-problems for the cage problem that are discussed in [5] are subproblems for Cayley graphs and vertex-transitive graphs. We restrict our search space to Hamiltonian trivalent bipartite graphs. We choose a range of symmetry factors wisely for each value of g such that a sub-problem can be solved.
Comparison with other computational methods and constructions
Our approach to find graphs of high girth can be described as follows.
1. We restrict our search space to Hamiltonian trivalent bipartite graphs.
2. We choose a range of symmetry factors wisely for each value of g such that a sub-problem can be solved.
Known graph constructions
The cage problem is related to construction of regular graphs of high girth. A related question is construction of graphs of regular degree with high girth. Many high girth graph individual construction techniques have been listed in [5] . Some of the important constructions for trivalent graphs are as follows.
Voltage graph construction
The voltage graph construction method has been used by Exoo in [6] for the (3, 14) record graph with order 384, Exoo in [7] for (3, 16) record graph with order 960, Exoo in [8] for (3, 18) record graph with order 2560, Exoo in [9] for (3, 20) record graph with order 5376, and Exoo and Jajcay in [8] for (3, 30) record graph with order 1143408.
Bray, Parker, Rowley
Quoting from [5] : "Bray, Parker and Rowley constructed a number of current record holders for degree three by factoring out the 3-cycles in trivalent Cayley graphs." Several of the current trivalent record holder graphs described in [10] that are constructed by this method and are (3, 24) record graph of order 49608, (3, 26) record graph of order 109200, (3, 28) record graph of order 415104, (3, 32) record graph of order 3650304.
Enumerations of trivalent symmetric graphs
The Foster census to enumerate all trivalent symmetric graphs was initiated by Ronald M. Foster in the 1930s. The Foster census was published as a book, Bouwer et al 1988 [11] with trivalent symmetric graphs until order 512. The Extended Foster Census until order 768 was published in Conder et al 2002 [12] . Conder et al have extended this list to order 2048 and more recently to order 10000.
Conder's list of trivalent symmetric graphs up to order 2048 is available at the 
Enumerations of trivalent vertex-transitive graphs
A more recent effort to enumerate trivalent vertex-transitive graphs by Primož Potočnik, Pablo Spiga and Gabriel Verret in 2012 [3] and [4] . This is a generalization of the enumeration of trivalent symmetric graphs, and the current method works until order 1280. Quoting from [3] , "Let Γ be a cubic G-vertex-transitive graph, let v be a vertex of Γ and let m be the number of orbits 1 of the vertex-stabiliser 2 G v in its action on the neighbourhood (v). It is an easy observation that, since Γ is G-vertex-transitive, m is equal to the number of orbits of G in its action on the arcs of Γ (and, in particular, does not depend on the choice of v). Since Γ is cubic, it follows that m = 1, 2, 3 and there is a natural split into three cases, according to the value of m."
The case m = 1 corresponds to that of trivalent symmetric graphs for which |G| ≤ 48|V (Γ)|, based on a celebrated theorem from Tutte 1947 [13] , Tutte 1959 [14] , that says that the vertex-stablizer has order of at most 48. Quoting further from [3] : "Since the order of the groups involved grows at most linearly with the order of the graphs and the groups have a particular structure [12] , a computer algebra system can find all the graphs up to a certain order rather efficiently (by using the LowIndexNormalSubgroups algorithm in Magma for example)." For m = 3, we quote from [3] : "If m = 3, then G v fixes the neighbours of v pointwise and, by connectedness, it is easily seen that G v = 1. This lack of structure of the vertex-stabiliser makes it difficult to use the method that was successfully used in the arc-transitive case. On the other hand, since G v = 1, it follows that |G| = |V (Γ)| ≤ 1280." Thus we have |G| = |V (Γ)| ≤ 1280 for m = 3. Quoting further from [3] : "This allows us to use the SmallGroups database in Magma to find all possibilities for G (and then for Γ)" For m = 2, we quote from [3] : "Therefore, in order to find all cubic G-vertextransitive graphs with m = 2 up to n vertices, it suffices to construct the list of all tetravalent arc-transitive graphs of order at most n/2." Quoting further from [3] : "This allows us to use a method similar to the one used in the cubic arc-transitive case to construct a list of all tetravalent arc-transitive graphs of order at most 640."
The information from enumeration of vertex-transitive graphs from [3] and [4] is also available at the link, http://www.matapp.unimib.it/~spiga/TableLineByLine.html.
Research on improvement of lower bound
The research on improving lower bound for (k, g) consists of proving the nonexistence of a (k, g) graph with a given number of vertices. This approach has been used to find the correct values of the lower bound for n (3, 11) and (4, 7) in [15] . Extensive computer searches have already been used for improving lower bounds for the cage problem.
Quoting from [5] : "Such proofs are organized by splitting the problem into a large number of subproblems, which can then be handled independently, and the work can be done in parallel on many different computers. The computation can begin by selecting a root vertex and constructing a rooted k-nary tree of radius (g−1) 2 . The actual computation proceeds in two phases. First, all non-isomorphic ways to add sets of m edges to the tree are determined (for some experimentally determined value of m). This phase involves extensive isomorphism checking. The second phase is the one that is more easily distributed across a large number of computers. Each of the isomorphism classes found in the first phase becomes an independent starting point for an exhaustive search to determine whether the desired graph can be completed. Of all possible edges that could be added to the graph at this point, those that would violate the degree or girth conditions are eliminated. The order in which the remaining edges are considered is then determined by heuristics." 6. High girth constructions from LDPC literature
More general constructions
We list the more general constructions that are currently known for constructing graphs for a wider set of degrees girth. [16] , "Ramanujan graphs X p,q are p + 1 regular Cayley graphs of the group PSL(2, Z/qZ) if the Legendre symbol ( p q ) = 1 and of PGL(2, Z/qZ) if the Legendre symbol ( p q ) = −1. X p,q is bipartite of order n = |(X p,q )| = q * (q 2 − 1) and a bound on the girth is given by the equation, g(X p,q ) ≥ 4 log p (q) − log p (4)".
Lazebnik
For q being a power of a prime k ≥ 3, Lazebnik in [17] describes explicit construction of a q-regular bipartite graph on v = 2q k vertices with girth g ≥ k + 5.
Chandran
Chandran in [18] describes a high graph construction method that constructs a graph with girth log(n) with order n.
Differences of our approach from other mentioned approaches
Our approach is different from other mentioned approaches as follows.
1. Even though Voltage graph is perhaps the most successful technique in generating record graphs, it depends upon the choice of an appropriate base graph, and choice of a lift in order to yield a candidate graph with high girth, and is hence not as general as our method. However, our approach currently is currently "Inconclusive" for girths 18 and above. 2. Collapsing cycles in Calyey graphs: Even though this method produces record graphs for higher girth than our approach, it is not as general as our approach. Cayley graphs are a very small subset of graphs of our interest and hence this approach is not as general as ours even though this method is more useful in a practical sense to find graphs of large girth.
3. O' Keefe and Wong detailed case analysis: These methods are for lower bound improvement by checking and establishing a (k, g) cage, and different from our approach in terms of focus.
• 4. Computational methods used for lower bound improvement: The following methods are general, but are different from our approach since they are more focussed on improving the lower bound and showing non-existence and then establishing cages.
• (3, 9) : 1995, Brinkmann, [23] ; (3, 11) : 1998, Mckay [24] and (4, 7): 2011 Exoo [15] • Largest case for elimination of symmetry assumption n(3, 9) = 58 and n(4, 7) = 67: Our methods do not work for odd girth, and (3, 8) is the largest case that works for full symmetry factor.
Infinite family of graphs
The D3 chord index notation can specify an infinite family of graphs.
Definition 1. Extent of a path
Let G be a graph represented by a D3 chord index, and P be a path in G. The extent of P is the maximum distance of pairs of vertices in P along with the Hamiltonian cycle of G.
Lemma 1. Let G be a (k, g) graph represented by a D3 chord index, P be a path of length g, and l be the length of the longest chord in P . Then the extent of P is not more than (l + 1)g/2.
Proof. First observe that the edges adjacent to a chord in P are edges in the Hamiltonian edges, because each vertex has only one chord edge. Thus the number of chords in P is not more than g/2. Consider a path of length g in G, and the order of G is large enough. Then the maximal extent is attained when all the edges in P are in the same direction along with the Hamiltonian path, and when chords of length l and Hamiltonian edges are interleaved each other. Thus the extent of (l + 1)g/2 is attained. If the order of G is smaller, the maximal extent can be less than (l + 1)g/2, but not more than that. QED Lemma 2. Let G be a graph represented by a D3 chord index, and C be a cycle of length g. Then the extent of C is not more than (l + 1)g/4.
Proof. First assume that the order of G is large enough. Because a cycle is a path, the previous lemma applies. In a cycle, the first vertex is the same as the last vertex, so the edges cannot direct in the same direction, and thus the attainable extent is a half of that of paths, which is (l + 1)g/4. If the order of G is smaller, then the extent can be smaller, but not larger. QED Proof. Because the cycles of length g have extents of no more than (l + 1)g/2 <= m, the extents are less than half of the Hamiltonian cycle. When b vertices are added without changing D3 chord index, one more repeat of the repeated structure is added, thus the shortest path length is not changed. Thus it corresponds to a graph with girth g.
Note 5. This is not always true for smaller graphs. If the cycle of length g is around the Hamiltonian path, then inserting more vertices without changing D3 chord indices make the cycle longer. Thus the girth may not be kept unchanged.
Corollary 1. Let G be a graph represented by a D3 chord index, of order 2m, of symmetry factor b, maximum chord length be l, and (l + 1)g/4 <= m. Then the D3 chord index gives (3, g) graphs for orders 2m ′ = 2(m + b), 2(m + 2b), ...
