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SUMMARY
m-Estimation represents a broad class of estimators, including least-squares and
maximum likelihood, and is a widely used tool for statistical inference. Its successful
application however, often requires negotiating physical resources for desired levels of
accuracy. These limiting factors, which we abstractly refer as costs, may be compu-
tational, such as time-limited cluster access for parameter learning, or they may be
financial, such as purchasing human-labeled training data under a fixed budget. This
thesis explores these accuracy-cost tradeoffs by proposing a family of estimators that
maximizes a stochastic variation of the traditional m-estimator.
Such “stochastic m-estimators” (SMEs) are constructed by stitching together dif-
ferent m-estimators, at random. Each such instantiation resolves the accuracy-cost
tradeoff differently, and taken together they span a continuous spectrum of accuracy-
cost tradeoff resolutions. We prove the consistency of the estimators and provide
formulas for their asymptotic variance and statistical robustness. We also assess
their cost for two concerns typical to machine learning: computational complexity
and labeling expense.
For the sake of concreteness, we discuss experimental results in the context of a
variety of discriminative and generative Markov random fields, including Boltzmann
machines, conditional random fields, model mixtures, etc. The theoretical and exper-
imental studies demonstrate the effectiveness of the estimators when computational
resources are insufficient or when obtaining additional labeled samples is necessary.
We also demonstrate that in some cases the stochastic m-estimator is associated with




To establish some basic context, we begin by informally introducing a statistical
technique known as m-estimation and the key reasoning behind its widespread employ
in the fields of statistics and machine learning. We then briefly describe the primary
contribution of this dissertation, the stochastic m-estimator, as an extension of the
standard m-estimator and describe the practical and analytical benefits afforded by
this seemingly simple modification. We conclude this chapter with an organizational
overview of the dissertation and a synopses of subsequent chapters.
Throughout this dissertation, we are fundamentally concerned with finding the
index θ which identifies a member of a family of known, non-random functions {mθ :
θ ∈ Θ}. The function should best characterize n, m-dimensional random variates,
Dn = (x
(1), . . . , x(n)), x(i) ∈ X ⊂ Rm, (1)
which are assumed independent and identically sampled according to law or distri-
bution P . We call Dn the dataset and by the interchangeability implied by the iid
assumption, we denote the random set by {X(i)}n1 . Following standard conventions,
we denote random variables by upper case and random variates (instantiations) by
lower case.
A popular method for making precise the notion of “best characterize,” is to
specify each mθ(x) such that it reflects some indication of utility or negative loss with
respect to a particular instance x. Under this analogy, the point θ may be regarding
not just as identifying a particular member of the family, but as perhaps possessing
its own intrinsic meaning, for example, it is often a parameter or knob which controls
how dimensions of X relate to one another and how those relationships should be
1









Since the functions are non-random, the sequence {mθ(x(i))}n1 remains iid, and we
may expect to exploit classical statistical techniques in its analysis. The value(s) for
which Mn(θ) attains its maximum is denoted θ̂n = θ̂n(X1, . . . , Xn). Being a function
of random values, θ̂n is itself random variable; we refer to a particular realization as
the estimate or estimator.
Estimators which maximize criteria of the form of (2) are known as m-estimators,
and represent a broad class of point estimation techniques. They are a standard
tool in statistical inference and machine learning, with classic examples being least-
squares estimators and the maximum likelihood estimator (MLE). We refer to a
particular function of the data as an m-function, for example, the MLE is defined as
mθ(X) = log pθ(X) where pθ is a probability function parameterized by θ. Like the
MLE, m-estimators enjoy several favorable statistical qualities, such as consistency1
and asymptotic Normality. Unlike the MLE though, them-functions, may not directly
represent a probability density function. Hence m-estimators are not fully parametric
and in this sense more general than the MLE.
Traditionally, m-estimators were motivated by the need for estimators which are
immune to small departures in model assumptions. However, since many standard
point estimators are also m-estimators, they provide a broad framework for explor-
ing the statistical properties of a variety of techniques. Although there are many
reasons for studying these estimators, we focus on three main aspects: (i) tailoring
m-functions to satisfy the modeler’s requirements, i.e., computational and asymptotic
efficiency,2 (ii) robustness or resistance to deviations from assumptions (vs., say, the
1That is, loosely speaking, it converges in probability to the true value of the estimator.
2The extent which it is estimated in some “best possible” manner, under large data assumptions.
2
MLE), and, (iii) they can be analyzed using techniques that do not assume the true












Figure 1: Hypothetical tradeoff between accuracy (contours; decrease in dark-
ness), computational cost (x-axis), and labeling cost (y-axis). The vertical line
represents realizable accuracies given a fixed computational budget while the hori-
zontal corresponds to fixed labeling budget. The curve represents all combinations
of computational and labeling costs that achieve a certain accuracy.
Unfortunately many m-estimators are not practical, despite possessing many fa-
vorable qualities. For example, although statistically efficient, log-likelihood m-
estimators for many different models are of limited practical use due the computational
cost of evaluating the m-function. Conversely, the pseudo log-likelihood m-estimator,
a “relaxation” of the log-likelihood (made precise in Chapter 3), trades computational
costs for reduced statistical efficiency, that is, it pays a higher statistical cost. Bud-
geted learning scenarios, i.e., active learning and generative semi-supervised learning,
represent another common example. Here, the evaluation of each m-function has
a labeling cost (due to purchasing labeled examples) which must be negotiated to
achieve accuracy requirements.
3
Figure 1 depicts these notions as hypothetical example; in this case it is a three-
way tradeoff between accuracy, computational cost, and labeling cost. The contours
are logarithmic with darker shades indicating decreased accuracy. For this illustra-
tion, we assume the true model is computationally challenging to fit and there exists
a reasonable simplification scheme. Such a situation commonly occurs when model-
ers intentionally assert false independencies to render parameter learning tractable.
Labeling costs correspond to purchasing human-labeled training samples; we may
reasonably imagine paying people to identifying man-made structures in images or
nouns in sentence.3 Examining this space of tradeoffs reveals many of the usual
regimes present in data modeling:
1. Fixed computation: accuracy increases with additional labeled samples. This
regime is often employed as a theoretical framework for the analysis of estima-
tors but also represents active learning or dataset construction.
2. Fixed labels : accuracy increases with additional computation. This regime char-
acterizes the analysis of approximate inference and has numerous practical im-
plementations, such as Monte Carlo techniques.
3. Fixed labels & computation: accuracy is fixed at single point in the tradeoff
space. This regime includes fixed dataset, fixed inference problems and repre-
sents many traditional machine learning tasks.
4. Fixed accuracy : combinations of computational and labeling costs with the
same accuracy. This regime represents a holistic view of costs and their relation
to accuracy.
The main trend of Figure 1 is typical of many, if not most learning problems;
higher accuracy necessitates a large set of labeled samples and increasingly precise
3Obviously these approaches would not result in such smooth tradeoffs; this is in fact a key
contribution of this dissertation.
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model fitting. Perhaps more interesting, are the variety of ways we achieve the same
level of accuracy (red curve) and how we can exploit the interplay between costs. It
seems that at lower accuracies, it may be more beneficial to invest in obtaining larger
training sets rather than refining the approximation scheme. Following this trend from
bottom-left to top-right, we note that at some point the two costs decouple and we can
obtain the same amount of improvement from either. However this phenomenon is not
without drawback–it takes increasingly more computation and/or labels to achieve
the same levels of improvement in accuracy, i.e., this region represents diminishing
return.
Although the previous issues have been extensively studied in one form or an-
other, we are unaware of any preexisting, holistic treatment capable of quantifying
both statistical performance and the associated costs, while simultaneously providing
practical algorithms for smoothly realizing the continuum of tradeoffs. This disserta-
tion offers such a framework by presenting a family of estimators which maximize a
stochastic variation of the traditional m-estimator.
1.1 The Stochastic m-Estimator
The standard application of m-estimators entails selecting a fixed m-function a priori,
either from a variety of well-studied functions or a proposed alternative. Indeed as-
sessing which m-function to employ is a well-studied problem, however, operationally
speaking the choice remains a one-time procedure. In this regard there is a certain
lack of flexibility associated with the m-estimator framework. There is no ability for
some m-functions to be selected more frequently than others, as resource budgets
permit at that particular instant. For example, available computational resources
may allow the computation of the full log-likelihood for 20% of the samples, and the
pseudo log-likelihood for the remaining 80%.
5
This dissertation addresses this shortcoming via a stochastic extension of tradi-
tional m-estimators. Loosely speaking, stochastic m-estimators (SME) stitch together
different m-estimators, at random. In doing so, each such instantiation resolves the
accuracy-cost tradeoff differently, and taken together they span a continuous spec-
trum of accuracy-cost tradeoff resolutions. Although we formally develop SMEs sub-
sequently, the general form remains much like (2), with the exception of an additional












for some non-negative weighting scheme β ∈ Rk+, which we often drop from the
notation for brevity. The random variables Z = (Z(1), . . . , Z(n)) are each binary k-
dimensional vectors and sampled independently from some density fλ. Note that in
general Z
(i)
r may not be independent from Z
(i)
−r but it is independent of Z
(j)
: and X(i).
Where convenient we intermingle the signal processing notation Z2:7, which indicates
a subset of the dimensions two through seven and set notation Z−4 which indicates all
dimensions except four. Since Z
(i)
j is binary, the function m̃θ(X) exists as a randomly
affine combination of k possibly evaluated m-functions, mjθ(X).
Under this construction, M̃n is tunable through three mechanisms:
1. The m-functions themselves.
2. The weights β.
3. The density fλ associated with Z.
We refer to λ as the selection “policy.” The policy λ and the characteristics of
mjθ dictate where in the tradeoff space, i.e., Figure 1, the estimator should reside.
Choosing a policy λ ∈ Λ should not be regarding as selecting a hyperparameter but
6
rather a tunable knob that represents a commitment of the modeler’s resources to his
or her task. Different policies may emphasize or de-emphasize different m-functions
depending on their characteristics. Unlike the policy, the weights β are properly
regarded as nuisance parameters and control the statistical efficiency of the SME.
This issue is given full treatment in subsequent chapters along with a simple heuristic
for its selection.
We note that the criterion (3) cannot be re-expressed as an m-estimator despite
being a sum of sums. The sum in (3) is over independent terms while the terms of
(4) are clearly not independent as they are evaluated at the same X.
1.2 Organization
This work develops the stochastic m-estimator for two fundamental issues of many
statistical machine learning tasks: computational costs of parameter learning and
labeling costs of dataset construction. We study these tradeoffs and show that SMEs
result in practical algorithms that can smoothly negotiate them.
The remainder of this dissertation is organized as follows. In Chapter 3, we
explore the computational tradeoffs implicit to parameter learning. For the sake of
concreteness, we limit this discussion to Markov random fields. In Chapter 5, we
explore the labeling tradeoffs present in budgeted learning. Here again we limit the
analysis to generative semi-supervised learning scenarios for the sake of simplicity.
We discuss the relevant related work separately in each chapter. Since we tailor each
SME to the particular accuracy-cost tradeoff, we also separately explore its statistical
properties.
1.2.1 Computational Costs
Chapter 3 describes the use of stochastic m-estimators in situations where the com-
putation of the MLE is intractable. In contrast to many previously proposed ap-
proximate estimators, this estimator is statistically consistent and admits a precise
7
quantification of both computational complexity and statistical accuracy through
analyzing its asymptotic variance. Due to the continuous parameterization of the es-
timator family, we obtain an effective framework for achieving a predefined problem-
specific balance between computational tractability and statistical accuracy. We also
demonstrate that in some cases reduced computational complexity may in fact act as a
regularizer, increasing robustness and therefore accomplishing both reduced computa-
tion and increased accuracy. This “win-win” situation conflicts with the conventional
wisdom stating that moving from the MLE to pseudo likelihood and other related
estimators result in a computational win but a statistical loss. Nevertheless we show
that this occurs in some practical situations.
We discuss experimental results in the context of Boltzmann machines and con-
ditional random fields. The theoretical and experimental studies demonstrate the ef-
fectiveness of the estimators when the computational resources are insufficient. They
also demonstrate that in some cases reduced computational complexity is associated
with robustness thereby increasing statistical accuracy.
1.2.2 Labeling Costs
Chapter 5 examines the use of the stochastic m-estimator for budgeted learning sce-
narios. Specifically, we explore generative semi-supervised learning. SSL has emerged
as a popular framework for improving modeling accuracy while controlling label-
ing cost. SMEs allow us characterize the asymptotic accuracy of generative semi-
supervised learning as a function of number of samples and proportion labeled. The
SME framework not only affords the ability to make this characterization for simple
scalar labels, i.e., classification, but allows the analysis of multidimensional labels,
i.e., structured prediction, thereby permits partial labeling schemes.
By providing analysis for large data, we complement distribution-free approaches
by providing an alternative framework to measure the value associated with different
8
labeling policies and resolve the fundamental question of how much data to label and
in what manner. We demonstrate the effectiveness of the SME framework with both
simulation studies and real world experiments using naive Bayes for text classification




In this chapter we provide a formal development of the stochastic m-estimator (SME).
We first define a general functional form of the SME, then we introduce the requisite
empirical process theory. Finally we provide proofs of its consistency and asymptotic
normality. The techniques that we use to develop the SME can largely be found in
[9] and [49].
2.1 Notation
Unless stated otherwise, we will assume we are given a sequence Xn = {X(i)}ni=1 of
independent and identically distributed random variables with distribution PX on
a measurable space (X ,A, µ) where X ⊆ Rm is the event space, A is a σ-algebra,
and µ is a σ-finite measure. Measure µ could be a counting measure (when X is
denumerable) or a Lebesgue measure; when it exists, dP (x) = p(x)dµ(x). As is
convention, write random variables as upper case and random variates as lower case.
We often write X = X(1) when it is unambiguous. Unless stated otherwise, d(·, ·) is
the Euclidean distance, I[·] the indicator function of some event, and δ(y) the Dirac
delta function (which is 1 if and only if y = 0).
In this chapter we use de Finetti notation [41] to simplify the otherwise cumber-
some, more standard notation for expectations. We therefore may write the empirical
10

















n(Pn − P )f.
For example, the law of large numbers could be written as Pnf → Pf almost surely
(when Pf exists). The central limit theorem asserts that Gnf is asymptotically
normal if Pf 2 <∞.
We use the notation f : A 7→ B to indicate f is a function with domain A and
co-domain B. Often we treat a part of the function’s domain as fixed, e.g., fθ(x) has
a domain consisting of a parameter part θ and a data part x. We use the notation
θ 7→ fθ(x) to indicate that the map under consideration is a function of θ (and fixed
for x). We may also write functionals as f 7→ f(x) which indicates that the domain is
F = {f(x) : X → R} and not X . We may also write K(θ;x) to indicate θ 7→ K(θ, x).
2.2 The Stochastic m-Estimator









i=1 δ(x − x(i))δ(z − z(i)). Here Z(t) is a random variable and t an index; we
postpone further details for the moment. The function ν(t) is a σ-finite measure
which specifies how the m-functions should be combined. For example, in this thesis
it is often the case that ν(t) is a discrete measure and Z(t) is a binary, length-k






The functions mθ,t : X → R are real-valued maps which are measurable in X
for every {t : ν(t) > 0} and θ ∈ Θ where (Θ, d) is an r-dimensional metric space.
Individually, each member of the collection {mθ,t(X) : ν(t) > 0} can be understood
as a “deficient” m-function, that is, possessing all the standard properties of an m-
function with the exception that θ 7→ PnZ(t)mθ,t(X) typically has many maxima,
even for large n. Collectively, (5) can be understood as specifying a random, com-
posite m-function which is assumed not deficient.
As an example, recall the standard least-squares estimator mθ(X) = ‖X − θ‖22.
A possible SME generalization of this m-estimator is defined by the collection of Lp
norms, i.e., mθ,t(X) = ‖X − θ‖tt with ν(t) = I(t ∈ Z+). Assuming X is a length-
m random vector, another possible generalization is to define an SME based on a
collection of L2-normed subsets, i.e., mθ,t(X) = ‖XAt − θAt‖22 where ν(·) > 0 indexes
sets At ⊆ {1 . . .m}.1 Just as with the standard m-estimator, the appropriateness of
a particular {mθ,t}t depends fundamentally upon the task at hand.
Defined on probability space (Z,Az, Pλ,X), the random variable Z controls the
relative importance the corresponding mθ,t(X). The collections Z = {Z(t) : ν(t) > 0}
and {mθ,t(X) : ν(t)} are random processes, thus (5) has the dual-interpretation of
being the zero-lag, cross-correlation.2 Due to this similarity, we often refer to t as a
time index and regard ν(·) as specifying time as discrete or continuous.
The parameter λ of the distribution of Pλ,X is more a matter of descriptive con-
venience rather than necessity. Often we refer to a particular λ as a “policy” in order
to emphasize its role as a “knob” in selecting particular m-pairs. Procedurally, the
process Z is is generated from Pλ,X(i) for each X
(i), and is denoted Z(i). In this fash-
ion the maximization of the SME criterion is deterministic for any given sequence
of {(X(i), Z(i))}n1 ; this is a matter of practical consequence when designing arg max
1The notation XAt indicates the sub-vector of X indexed by At and is equivalent to {Xj : j ∈ At}.






denotes the complex conjugate. Since Z is real, (5) is equivalently represented by Pn[(Z ? mθ)(0)].
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procedures. In this thesis, the random variable Z(t) is typically be independent of
X, although strictly speaking, this is not necessary.
2.2.1 Goals
The aim of this chapter is to establish conditions for ensuring that the point-wise max-
imum of (5), denoted θ̂n, is equivalent to the maximum of θ 7→ P
∫
R Z(t)mθ,t(X) dν(t),
in the limit of n. In the latter case, we denote the maximizers by Θ0 with θ0 being
individual members; ideally |Θ0| = 1 but this is often not so. Convergence of θ0 → Θ0
shall be understood as d(θ,Θ0) = inf{d(θ, θ0) : θ0 ∈ Θ0} → 0 in the appropriate prob-
abilistic sense. Unfortunately, proving the convergence of θn → Θ0 as n → ∞ is not
as simple as directly applying the Strong Law of Large Numbers; the maximization
of the empirical expectation necessitates the development of a uniformly strong law
of large numbers. This is precisely the study of empirical process, which we review
subsequently.
Before examining conditions which imply θ̂n converges to the population maxi-
mizer, it is worthwhile to consider how different choices of Pλ,X result in different
limiting points. Although the specification of Pλ,X is left intentionally ambiguous, we
list here a few possible assumptions which are useful to the accuracy/cost tradeoffs
developed in subsequent chapters. In the following cases we assume X and Z are
independent, i.e., P1 = PXPλ.
Discrete. When ν(t) is the discrete measure, we obtain a sum-form SME, i.e., θ 7→∑k
t=1 wtPXmθ,t(X) where wt = PλZt where Zt is one of the coordinates of Z
such that ν(t) > 0.
Independent. When i 6= j implies Z(i), Z(j) are independent, we obtain an SME
of the form, θ 7→
∫
Rw(t)PXmθ,t(X) dν(t) where w(t) = P
(t)
λ Z(t). Here P
(t)
λ
denotes the appropriate marginal distribution.
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Binary. When Z(t) ∈ {0, 1}, we obtain an SME of the form, θ 7→
∫
Rw(t)PXmθ,t(X) dν(t)
where w(t) = pλ(Z(t) = 1) where pλ is the appropriate mass function.
Unbiased. Setting z(t) = 1/pλ(z(t)) with probability pλ(z(t)) > 0 results in an SME
of the form θ 7→
∫
R PXmθ,t(X) dν(t).
From these examples it is clear that independence among Z(i) and Z(j) is perhaps
only useful for sampling purposes. Likewise discreteness and binary cases are useful
when closed form expressions are lacking. More interesting is the ability to remove Z
by making it a random variable reciprocal to its probability. We return to this notion
in later chapters. In this chapter we show that X ⊥ Z is a sufficiently strong enough
assumption for consistency, that is loosely speaking, a weak kind of unbiasedness.
For the specific distributional forms of Pλ, we often choose either the Multino-
mial distribution with one draw, or a product of independent Bernoulli distributions.
When necessary, we embed a multiplicative constant into each mθ,t to ensure that all
such functions are of comparable scale (rather than embed the constant into Z).
As stated, the aim of this chapter is to show that (5) converges in probability to




where P = PXPZ|X,λ. We call this map the population criterion. Since the sample
criterion (5) is an average over the observations, we now review the essential tools
from empirical processes theory to make this characterization.
2.3 Essential Empirical Process Theory
We now review the fundamental tools from Empirical Process theory necessary for
characterizing the asymptotic behavior of the Stochastic m-Estimator. This review
is brief and merely for the reader’s convenience; proofs and further discussion can be
found in the excellent textbook treatment [50].
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2.3.1 Stochastic Order Notation
Throughout this thesis, we will find it convenient to denote the convergence of random
sequences by the appropriate stochastic order notation.
The notation oP (1), read “small oh-P -one,” denotes a sequence of random vectors
that converges to zero in probability. The expression OP (1), read “big oh-P -one,”
denotes a sequence bounded in probability. In other words, for a given sequence of
random variables Rn,
Xn = oP (Rn) means Xn = YnRn where Yn
p−→ 0,
Xn = OP (Rn) means Xn = YnRn where Yn = OP (1).
Here, Xn
p−→ X means for all ε, PI[d(Xn, X) > ε] → 0 as n → ∞ where I[ω ∈ A]
is the indicator function of the event ω ∈ A. The statement Yn = OP (1) means that
the sequence Yn is bounded in probability, i.e., for every ε > 0, there exist M,N > 0
such that PI[d(Xn, 0) < M ] > 1− ε for n > N .
Understanding claims such as oP (1) + oP (1) = oP (1) or OP (1)oP (1) = oP (1) is
easiest when each order symbol is replaced with an appropriate sequence. The first
example is a statement of the continuous mapping theorem, i.e., Xn + Yn = Zn
p−→ 0
where Xn, Yn both converge to zero in probability. The second statement can be seen
as a consequence of combining Prohorov’s theorem and Slutsky’s theorem, i.e., if Xn
is bounded in probability and Yn
p−→ 0, then XnYn
p−→ 0.
We interpret oas(1) and Oas(1) similar to the above, however the convergence is
understood in the almost sure sense, i.e., for all ε > 0, PI[limn→∞ d(Xn, X) < ε] = 1.
In the case of the almost sure order notation, the appropriate distribution shall be
understood from the context.
2.3.2 Main Definitions & Theorems
Empirical process theory extends statements like the Strong Law of Large Numbers
and the Central Limit Theorem to be uniform in a class of functions, f ∈ F , and
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serves as an elegant stepping stone for proving the convergence of m-estimators.
To establish the the uniform convergence of {Pnf : f ∈ F}, i.e., supf∈F ‖Pnf −
Pf‖ p−→ 0, it is necessary to characterize the size of the class F . This notion can be
made precise under the following definitions.
A measurable function F : X → R such that |f(x)| ≤ F (x) for all x ∈ X and
f ∈ F is called an envelope function for a class of functions F . A function f : X → R
is said to be µ-integrable, or simply integrable, when
∫
|f(x)|dµ(x) <∞. Denote the
supremum norm of a function φ : F → R by ‖φ‖F = supf∈F |φ(f)|. We denote the
Lr(P )-norm (of f) as ‖f‖P,r = (P |f |r)1/r.
Definition 1. Given two measurable functions l, u : X → R with X ∼ P and
finite Lr(P )-norm, the bracket [l, u] is the collection of all functions f ∈ F such that
l(x) ≤ f(x) ≤ u(x) for all x ∈ X . An ε-bracket is a bracket such that ‖u− l‖ < ε for
some norm ‖ · ‖ (defined for collections).
Definition 2. The bracketing number N[](ε,F , ‖ · ‖) is the smallest number of ε-
brackets needed to cover F .
Intuitively, the bracketing number is the minimum number “intervals” needed to
cover every co-domain of every function of a family.
Definition 3. A collection F of measurable functions f : X → R with ‖Pnf−Pf‖F =
oas(1) is said to be P -Glivenko–Cantelli.
Theorem 1. If N[](ε,F , ‖·‖P,1) <∞ for every ε > 0 then F is P -Glivenko–Cantelli.
Proof. The proof is a straight-forward generalization of the Glivenko–Cantelli The-
orem which states that the empirical distribution function converges almost surely.
See [49] Theorem 19.1 for proof.
Theorem 2. If F is a Glivenko–Cantelli class of functions f : X → Rk with integrable
envelope and φ : Rk → R is continuous, then the class of functions φ ◦ f : X → R is
Glivenko–Cantelli, provided this class has an integrable envelope.
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For proof of Theorem 2, see [50].
Although the proofs of Theorems 1 and 2 are omitted, they are straightforward
consequences of the the Glivenko-Cantelli Theorem. This theorem however is cer-
tainly non-trivial; its understanding is not essential to this thesis. It is sufficient to
understand that if the co-domains of a family are covered by finitely many, small
intervals, then the average of any member of this family almost surely converges to
its expectation.
2.4 Statistical Characterization of the SME
In this section we relate the stochastic m-estimator (5) to the population maximizer
(7). Following classical statistical analysis, we make this characterization in the limit
of large data, i.e., n→∞ where n is the number of samples.
Logically speaking, this this characterization is not indicative of the estimator’s
performance in any real-world setting. However, we may reasonably regard this
asymptotic conclusion as being a desirable, common-sense property. Moreover, the
n→∞ assumption vastly simplifies the analysis and allows an elegant characteriza-
tion of the SME under conditions which are typically relatively easy to verify.
Presently we show that the SME–being based on a finite training set–would indeed
recover the population maximizer as n → ∞. This is the property of “statistical
consistency,” or simply “consistency.” Usually the maximizer of (5) is found as the
θ ∈ Θ which is a zero of the gradient (of (5)). We also show that such a procedure
results in an SME which is Normally distributed in the limit of n. As we see in later
chapters, this conclusion allows us to precisely characterize the risk associated with
different parameterizations of SMEs, i.e., the risk as a function of λ and/or β.
2.4.0.1 A General Consistency Proof
For the moment, we abstract away the details of (5) and establish the conditions of
consistency for a “non-specific m-estimator.” That is, we examine conditions of {mθ :
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θ ∈ Θ} which ensure that θ̂n = arg maxθ∈Θ Pnmθ(X) is almost surely arbitrarily close
to a member of Θ0 defined as Θ0 = {θ ∈ Θ : Pmθ(X) = maxθ′∈Θ Pmθ′(X)}. We tem-
porarily defer our analysis of the particular specificationmθ(X) =
∫
R Z(t)mθ,t(θ) dν(t).
Theorem 3. Suppose that the class of functions {mθ : θ ∈ Θ} is P -Glivenko–Cantelli
and that there exists Θ0 ⊆ Θ such that Pmθ0 = Pmθ′0 for all θ0, θ
′
0 ∈ Θ0 and that
sup{Pmθ : d(θ,Θ0) ≥ ε} < Pmθ0 for every ε > 0. Then Pnmθ̂n ≥ Pnmθ0 implies that
d(θ̂n,Θ0)
as−→ 0.
Proof. By the property of θ̂n and the strong law of large numbers, we have Pnmθ̂n ≥
Pnmθ0 = Pmθ0 − oas(1). Subtracting Pmθ̂n from both sides and rearranging gives,
Pmθ0 − Pmθ̂n ≤ Pnmθ̂n − Pmθ̂n + oas(1)
≤ sup
θ∈Θ
|Pnmθ − Pmθ|+ oas(1)
as−→ 0,
where the almost sure convergence follows from the definition of Glivenko-Cantelli.
By assumption, there exists for every ε > 0 a number η > 0 such that Pmθ <
Pmθ0−η for every θ with d(θ,Θ0) > ε. Thus, the event {d(θ̂n, θ0) ≥ ε} is contained in
the event {Pmθ̂n < Pmθ0 − η}. The probability of the latter event converges to zero
almost surely, in view of the preceding display. This proof can be found in [49].
Clearly the simplicity of this proof is a consequence of the “high-level” assumption
that {mθ : θ ∈ Θ} is a P -Glivenko–Cantelli class. We now turn to establishing this
condition for the stochastic m-estimator.
2.4.0.2 SME is Glivenko–Cantelli
We begin by noting that (5) is simply an m-estimator evaluated over an augmentation
of data X. That is, writing the augmented data as Y = (X,Z) where X,Z have the
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same meaning as above, we can rewrite (5) as





where Pn is again the empirical distribution of {Y (i)}n1 . The population criterion has
the form, θ 7→ PXPZ|X,λmθ(Y ).
We now connect Wald’s classical regularity conditions to connect the SME (5) to
Definition 3. Unlike Wald, we weaken the identifiability requirement and allow the
global maximum to be achieved at (possibly) several points, i.e., |Θ0| ≥ 1.
Lemma 1. Let (Θ, d) be a compact metric space, let the map θ 7→ mθ(x) be con-
tinuous for every x ∈ X , and suppose that every θ has a neighborhood U such that
supθ′∈U |mθ′(x)| ≤ Kθ(x) where ‖Kθ(x)‖µ,1 < ∞. Then the class {mθ : θ ∈ Θ} is
Glivenko–Cantelli and sup{Pmθ : d(θ,Θ0) ≥ ε} < Pmθ0 for every ε > 0 and any
θ0 ∈ Θ0 if and only if θ 7→ Pmθ attains its global maximum only on points Θ0.
Proof. The compactness of Θ and the local domination of the functions mθ imply
that the class {mθ : θ ∈ Θ} possesses an integrable envelope function. The dominated
convergence and the assumed continuity of the maps θ 7→ mθ(x) imply that the map
θ 7→ Pmθ is continuous.
The set Bε = {θ ∈ Θ : d(θ,Θ0) ≥ δ} is an intersection of closed and bounded
sets (since Θ is bounded). Since θ 7→ Pmθ is continuous and Bε compact, θ 7→ Pmθ
attains its supremum in Bε for every given ε > 0. By assumption, this maximum is
smaller than Pmθ0 .
To complete the proof we show that,
N[](ε, {mθ : θ ∈ Θ}, ‖ · ‖P,1) <∞,
and invoke Thm. 1. If Bm is a decreasing sequence of neighborhoods of a fixed θ such
that ∩mBm = {θ} and um and lm are defined as the supremum and infimum of the
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functions mθ with θ ∈ Bm, then um−lm → mθ−mθ = 0 as m→∞, by the continuity
of the functions θ → mθ, By the dominated convergence theorem P (um − lm) → 0.
We conclude that for every ε > 0 and θ ∈ Θ there exists a neighborhood B such
that P (uB − lB) < ε where uB = supθ′∈Bmθ′ and lB = infθ′∈Bmθ′ . The collection
of neighborhoods B obtained this way by varying θ over Θ has finite sub-collection
that covers Θ, by the compactness of Θ. The corresponding finitely-many brackets
[lB, uB] cover the class {mθ : θ ∈ Θ}. This proof can be found in [50].
The integrable bound assumption of Lemma 1 is satisfied when supθ′∈U ‖z(t)mθ′,t(x)‖ν,1 ≤
K(x, z) where ‖K(x, z)‖µ,1 <∞. This is often the most difficult condition to verify.
In this thesis we rarely need the generality afforded by (5) and in the subsequent
chapters we typically ensure,
• z is bounded, i.e., supt |z(t)dν(t)| = c <∞, and,
• z is a finite-length vector, i.e., |{t : ν(t) > 0}| <∞.














where T = {t : ν(t) > 0}. These rather strong assumptions allow for the immediate
disregard of the additional randomness of Z since we need only replace the finitely
many z(t) with the supremum. It is also useful note that when ‖Z‖ν,1 < ∞ and




Having established that the SME θ̂n = arg maxθ∈Θ Pnmθ(X) is eventually near the
statistically ideal set Θ0, we now attempt to characterize the nature of this conver-
gence. Specifically, we ask what is the distribution of the random estimator θ̂n?
Since we wish to not preclude the possibility of multiple points of maximum |Θ0| >
1, we briefly introduce the Z-estimator as a framework to describe and examine the
local convergence. The z-estimator is defined as the θ̂n which satisfies ‖Pnψθ̂n‖ = 0.
That this estimator is closely related to the m-estimator is apparent by the fact
that {θ ∈ Θ : ‖Pnψθ(X)‖ = 0} includes all extrema of Pnmθ(X) when ψθ(X) =
∇θmθ(X). Hence, the appropriate subset K ⊆ Θ implies equivalence between z- and
m- estimators.
Like the m-estimator consistency proof, we employ empirical process theory as a
framework for providing a simple proof of the z-estimator’s. consistency
Theorem 4. Suppose that the class of functions {ψθ : θ ∈ Θ} is P -Glivenko–Cantelli
and that there exists ∅ 6= Θ0 ⊆ Θ such that sup{‖Pψθ‖ : d(θ,Θ0) > δ} > 0 = ‖Pψθ0‖
for every δ > 0. Then Pnψθθ̂n = 0 implies that d(θ̂n,Θ0)
as−→ 0.
Proof. By Theorem 2, ‖Pψθ̂‖ = ‖Pnψθ̂‖ + o(1) = o(1), almost surely as n → ∞,
by the proper of θ̂. Thus it is impossible that d(θ̂, θ0) > δ infinitely often, for any
δ > 0.
We now prove the asymptotic Normality of the z-estimator, and by appropriate
restriction of Θ, the m-estimator as well.
Theorem 5. For each θ in an open subset of Euclidean space, let θ 7→ ψθ(x) be twice
continuously differentiable for every x. Suppose that Pψθ0 = 0, that P ||ψθ0||2 < ∞
and that the matrix Pψ̇θ0 exists and is non-singular. Assume that the second-order
partial derivatives are dominated by a fixed integrable function ψ̈(x) for every θ in a
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neighborhood of θ0. Then every consistent estimator sequence θ̂n such that Ψn(θ̂n) = 0
for every n satisfies
√





ψθ0(Xi) + oP (1).
In particular, the sequence
√







Proof. By Taylor’s theorem there exists a (random) vector θ̃n on the line segment
between θ0 and θ̂n such that
0 = Φn(θ̂n) = Φn(θ0) + Φ̇n(θ0)(θ̂n − θ0) +
1
2
(θ̂n − θ0)TΨ̈n(θ̃n)(θ̂n − θ0).
The first term on the right Ψn(θ0) is an average of the iid random vectors ψθ0(Xi),
which have mean PΨθ0 = 0, By the central limit theorem, the sequence
√
nΦn(θ0)




. The derivative Φ̇n(θ0) in the second term is an average also.
By the law of large numbers it converges in probability to the matrix V = Pψ̇θ. The
second derivative Φ̈n(θ̃n) is a k-vector of (k × k) matrices depending on the second-
order derivatives ψ̈n. By assumption, there exists a ball B around θ0 such that ψ̈θ is
dominated by ||ψ̈|| for every θ ∈ B. The probability of the event {θ̂n ∈ B} tends to












This is bounded in probability by the law of large numbers. Combination of these
facts allows us to rewrite the preceding display as
−Ψn(θ0) = (V + oP (1) +
1
2
(θ̂n − θ0)OP (1))(θ̂n − θ0) = (V + oP (1))(θ̂n − θ0),
because the sequence (θ̂n− θ0)OP (1) = oP (1)OP (1) converges to 0 in probability if θ̂n
is consistent for θ0. The probability that the matrix Vθ0 + oP (1) is invertible tends to
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1. Multiply the preceding equation by
√
n and apply (V + oP (1))
−1 on the left and
right to complete the proof. This proof is due to Wald and presented in [49].
Assuming then that interchange of differentiation and integration is reasonable,
















COMPUTATIONAL COST: LEARNING OBSERVED
MRFS
In this chapter we develop a particular stochastic m-estimator which is best suited for
undirected, high tree-width graphical models. Such graphical models contain loops
(where parameter inference is concerned); often there are many edges with respect to
the number of random variables. We will assume that the data is fully observed, that
is, the data generating distribution is naturally regarded as not being a marginal of
some other distribution. As we will demonstrate, the application of this estimator
to high tree-width graphs is a matter of practical concern. Low tree-width graphs
usually permit computationally efficient algorithms for exact inference and need not
be approximated.
3.1 Introduction
Maximum likelihood estimation is by far the most popular point estimation tech-
nique in machine learning and statistics. Assuming that the data consists of n,
m-dimensional vectors
D = (X(1), . . . , X(n)), X(i) ∈ Rm, (8)
and is sampled iid from a parametric distribution pθ0 with θ0 ∈ Θ ⊂ Rr, a maximum










As an m-estimator, the use of the MLE is motivated by its consistency,1 i.e.,
θ̂mln → θ0 as n → ∞ with probability 1 [24]. The consistency property ensures that
as the number n of samples grows, the estimator will converge to the true parameter
θ0 governing the data generation process.
An even stronger motivation for the use of the MLE is that it has an asymptoti-
cally normal distribution with mean vector θ0 and variance matrix (nI(θ0))
−1. More
formally, we have the following convergence in distribution as n→∞ [24]
√
n (θ̂mln − θ0) N(0, I−1(θ0)), (11)
where I(θ) is the r × r Fisher information matrix
I(θ) = Epθ{∇ log pθ(X)(∇ log pθ(X))>} (12)
with ∇f representing the r×1 gradient vector of f(θ) with respect to θ. The conver-
gence (11) is especially striking since according to the Cramer-Rao lower bound, the
asymptotic variance (nI(θ0))
−1 of the MLE is the smallest possible variance for any
estimator. Since it achieves the lowest possible asymptotic variance, the MLE (and
other estimators which share this property) is said to be asymptotically efficient.
The consistency and asymptotic efficiency of the MLE motivate its use in many
circumstances. Unfortunately, in some situations the maximization or even evaluation
of the log-likelihood (9) and its derivatives is impossible due to computational con-
siderations. For instance this is the situation in many high dimensional exponential
family distributions, including Markov random fields whose graphical structure con-
tains cycles. This has lead to the proposal of alternative estimators under the premise
that a loss of asymptotic efficiency is acceptable–in return for reduced computational
complexity.
1The consistency θ̂mln → θ0 with probability 1 is sometimes called strong consistency in order to
differentiate it from the weaker notion of consistency in probability P (|θ̂mln − θ0| < ε)→ 0.
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In contrast to asymptotic efficiency, we view consistency as a less negotiable prop-
erty and prefer to avoid inconsistent estimators if at all possible. This common view-
point in statistics is somewhat at odds with recent advances in the machine learning
literature promoting non-consistent estimators, for example using variational tech-
niques [31]. Nevertheless, we feel that there is a consensus regarding the benefits of
having consistent estimators over non-consistent ones [53, 54].
In this chapter, we propose a family of estimators for use in situations where the
computation of the MLE is intractable. In contrast to many previously proposed
approximate estimators, these estimators are statistically consistent and admit a pre-
cise quantification of both computational complexity and statistical accuracy through
their asymptotic variance. Due to the continuous parameterization of the estimator
family, we obtain an effective framework for achieving a predefined problem-specific
balance between computational tractability and statistical accuracy. We also demon-
strate that in some cases reduced computational complexity may in fact act as a
regularizer, increasing robustness and therefore accomplishing both reduced computa-
tion and increased accuracy. This “win-win” situation conflicts with the conventional
wisdom stating that moving from the MLE to pseudo likelihood and other related
estimators result in a computational win but a statistical loss [32]. Nevertheless we
show that this occurs in some practical situations.
For the sake of concreteness, we focus on the case of estimating the parameters
associated with Markov random fields. In this case, we provide a detailed discussion
of the accuracy–complexity tradeoff. We include experiments on both simulated and
real world data for several models including the Boltzmann machine, conditional
random fields, and the Boltzmann linear chain model.
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3.2 Related Work
There is a large body of work dedicated to tractable learning techniques. Two pop-
ular categories are Markov chain Monte Carlo (MCMC) and variational methods.
MCMC is a general purpose technique for approximating expectations and can be
used to approximate the normalization term and other intractable portions of the
log-likelihood and its gradient [13]. Variational methods are techniques for conduct-
ing inference and learning based on tractable bounds [31]. A similar approach would
be to conduct maximum likelihood estimation for a simpler model that is tractable.
Variational methods are most useful when the inference distribution is a marginal of
some joint distribution which is an exponential family [54].
Despite the substantial work on MCMC and variational methods, there are little
practical results concerning the convergence and approximation rate of the resulting
parameter estimators. Variational techniques are sometimes inconsistent and it is
hard to analyze their asymptotic statistical behavior [55]. In the case of MCMC, a
number of asymptotic results exist [13], but since MCMC plays a role inside each
gradient descent or EM iteration it is hard to analyze the asymptotic behavior of the
resulting parameter estimates. An advantage of this framework is that we are able
to directly characterize the asymptotic behavior of the estimator and relate it to the
amount of computational savings.
This work draws on the composite likelihood method for parameter estimation
proposed by [36] which in turn generalized the pseudo likelihood of [6]. A selection of
more recent studies on pseudo and composite likelihood are [1, 34, 51, 48, 28]. Most
of the recent studies in this area examine the behavior of the pseudo or composite
likelihood in a particular modeling situation. We believe that the present work is
the first to systematically examine statistical and computational tradeoffs in a gen-
eral quantitative framework. Possible exceptions are [60] which is an experimental
study on texture generation, [58] which is focused on inference rather than parameter
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Table 1: High-level comparison of the dominant techniques for learning MRFs.
Here consistency and accuracy are understood in the statistical sense, hence ac-
curacy is dominated by asymptotic variance. It is arguable to what extent the
methods facilitate a computation/accuracy tradeoff, but certainly only SCL man-
























Variational Methods % % X X %
Markov Chain Monte Carlo X % X X %
Contrastive Divergence % % X X %
Full Likelihood X X X % %
Pseudo Likelihood X X X % %
Composite Likelihood X X X X %
Stochastic Composite Likelihood X X X X X
∗ - “Feasible to analyze/valuate” not a statement of being.
estimation, and [10] which examines the generalization performance of small- and
large- scale learning systems. The work of [35] is also interesting in that the authors
employ composite likelihood m-estimators and asymptotic arguments to compare the
risk of discriminative and generative models. However, this work differs in theme and
technique–we explore the tradeoff between computation and accuracy by way of a
fundamentally different estimator.
Composite likelihood techniques, and consequently this work, can be thought of
as local contrastive objectives (i.e., pseudo likelihood, contrastive divergence). [52]
present a non-local alternative in which the objective is not restricted to using the
training label, but rather any assignment.
3.3 Stochastic Composite Likelihood
In many cases, the absence of a closed form expression for the normalization term
prevents the computation of the log-likelihood (9) and its derivatives thereby severely
limiting the use of the MLE. A popular example is Markov random fields, wherein the
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computation of the normalization term is often intractable (see Section 3.6 for more
details). In this work we propose alternative estimators based on the maximization
of a stochastic variation of the composite likelihood.
We denote multiple samples using superscripts and individual dimensions using
subscripts. Thus X
(r)
j refers to the j-dimension of the r sample. Following standard
convention we refer to random variables (RV) using uppercase letters and their cor-
responding values using lowercase letters. We also use the standard notations for
extracting a subset of the dimensions of a random variable
XS
def
= {Xi : i ∈ S}, X−j
def
= {Xi : i 6= j}. (13)














The maximum pseudo likelihood estimator (MPLE) θ̂mpln is consistent, i.e., θ̂
mpl
n → θ0
with probability 1, but possesses considerably higher asymptotic variance than the
MLE’s (nI(θ0))
−1 [39]. Its main advantage is that it does not require the computation
of the normalization term as it cancels out in the probability ratio defining conditional
distributions
pθ(Xj|X−j) = pθ(Xj|{Xk : k 6= j}) =
pθ(X)∑
xj
pθ(X1, . . . , Xj−1, Xj = xj, Xj+1, . . . , Xm)
.(15)
The MLE and MPLE represent two different ways of resolving the tradeoff between
asymptotic variance and computational complexity. The MLE has low asymptotic
variance but high computational complexity while the MPLE has higher asymptotic
variance but low computational complexity. It is desirable to obtain additional esti-
mators realizing alternative resolutions of the accuracy complexity tradeoff. To this
end we define the stochastic composite likelihood whose maximization provides a fam-
ily of consistent estimators with statistical accuracy and computational complexity
spanning the entire accuracy-complexity spectrum.
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Stochastic composite likelihood generalizes the likelihood and pseudo likelihood
functions by constructing an objective function that is a stochastic sum of likelihood
objects. We start by defining the notion of m-pairs and likelihood objects and then
proceed to stochastic composite likelihood.
Definition 4. An m-pair (A,B) is a pair of sets A,B ⊂ {1, . . . ,m} satisfying
A 6= ∅ = A ∩ B. The likelihood object associated with an m-pair (A,B) and X is
Sθ(A,B)
def
= log pθ(XA|XB) where XS is defined in (13). The composite log-likelihood
function [36] is a collection of likelihood objects defined by a finite sequence of m-pairs












There is a certain lack of flexibility associated with the composite likelihood
framework as each likelihood object is either selected or not for the entire sample
X(1), . . . , X(n). There is no allowance for some objects to be selected more frequently
than others. For example, available computational resources may allow the compu-
tation of the log-likelihood for 20% of the samples, and the pseudo likelihood for the
remaining 80%. In the case of composite likelihood if we select the full likelihood com-
ponent (or the pseudo likelihood or any other likelihood object) then this component
is applied to all samples indiscriminately.
In SCL, different likelihood objects Sθ(Aj, Bj) may be selected for different sam-
ples with the possibility of some likelihood objects being selected for only a small
fraction of the data samples. The selection may be non-coordinated, in which case
each component is selected or not independently of the other components. Or it may
be coordinated in which case the selection of one component depends on the selection
of the other ones. For example, we may wish to avoid selecting a pseudo likelihood
component for a certain sample X(i) if the full likelihood component was already
selected for it.
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Another important advantage of stochastic selection is that the discrete parame-
terization of (16) defined by the sequence (A1, B1), . . . , (Ak, Bk) is less convenient for
theoretical analysis. Each component is either selected or not, turning the problem
of optimally selecting components into a hard combinatorial problem. The stochas-
tic composite likelihood, which is defined below, enjoys continuous parameterization
leading to more convenient optimization techniques and convergence analysis.
Definition 5. Consider a finite sequence of m-pairs (A1, B1), . . . , (Ak, Bk), a dataset



















βjZj log pθ(XAj |XBj), (18)
where, for brevity, we typically omit D,Z in favor of sc`n(θ).
In other words, the SCL is a stochastic extension of (16) where for each sample
X(i), i = 1, . . . , n, the likelihood objects S(A1, B1), . . . , S(Ak, Bk) are either selected
or not, depending on the values of the binary random variables Z
(i)
1 , . . . , Z
(i)
k and
weighted by the constants β1, . . . , βm. Note that Z
(i)
j may in general depend on Z
(i)
r
but not on Z
(l)
r or on X(i).
When we focus on examining different models for P (Z) we sometimes parameterize
it, for example by λ, i.e., Pλ(Z). This reuse of λ (it is also used in Definition 5) is
a notational abuse. We accept it, however, as in most of the cases that we consider
λ1, . . . , λk from Definition 5 either form the parameter vector for P (Z) or are part of
it. Often we refer to a particular λ as a “policy” in order to emphasize its role as a
“knob” in selecting particular m-pairs.
Some illustrative examples follow.
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Independence. Factorizing Pλ(Z1, . . . , Zk) =
∏
j Pλj(Zj) leads to Z
(i)
j ∼ Ber(λj)
with complete independence among the indicator variables. For each sample
X(i), each likelihood object S(Aj, Bj) is selected or not independently with
probability λj.
Multinomial. A multinomial model Z ∼ Mult(1, λ) implies that for each sample Z(i)
a multivariate Bernoulli experiment is conducted with precisely one likelihood
object being selected depending on the selection probabilities λ1, . . . , λk.
Product of Multinomials. A product of multinomials is formed by a partition of
the dimensions to l disjoint subsets {1, . . . ,m} = C1 ∪ · · ·Cl where ZCi ∼




Pi ({Zj : j ∈ Ci}) , where Pi is Mult(1, (λj : j ∈ Cl)).
Loglinear Models. The distribution P (Z) follows a hierarchical loglinear model [7].
This case subsumes the other cases above.
In analogy to the MLE and the MPLE, the maximum SCL estimator (MSCLE)
θ̂msln estimates θ0 by maximizing the SCL function. In contrast to the log-likelihood
and pseudo log-likelihood functions, the SCL function and its maximizer are random
variables that depend on the indicator variables Z(1), . . . , Z(n) in addition to the data
D. As such, its behavior should be summarized by examining the limit n→∞. Doing
so eliminates the dependency on particular realizations of Z(1), . . . , Z(n) in favor of
the the expected frequencies λj = EP (Z) Zj which are non-random constants.
The statistical accuracy and computational complexity of the MSCL estimator
are continuous functions of the parameters (β, λ) (components weights and selection
probabilities respectively) which vary continuously throughout their domain (λ, β) ∈
Λ × Rk+. Choosing appropriate values of (λ, β) retrieves the special cases of MLE,
MPLE, maximum composite likelihood with each selection being associated with
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a distinct statistical accuracy and computational complexity. The SCL framework
allows selections of many more values of (λ, β) realizing a wide continuous spectrum
of estimators, each resolving the accuracy-complexity tradeoff differently.
We include below a demonstration of the SCL framework in a simple low dimen-
sional case. In the following sections we discuss in detail the statistical behavior of
the MSCLE and its computational complexity. We conclude the chapter with several
experimental studies.
3.3.1 Boltzmann Machine Example
Before proceeding we illustrate the SCL framework using a simple example involving
a Boltzmann machine [27]. Section 3.8.1 describes the specifics of this model. We
consider in detail three SCL policies: full likelihood (FL), pseudo likelihood (PL),
and a stochastic combination of first and second order pseudo likelihood with the
first order components (p(Xi|X−i)) selected with probability λ and the second order
components (p(Xi, Xj|X{i,j}c)) with probability 1− λ.
Denoting the number of (binary) graph vertices, or nodes, by m, the number of
examples by n, the computational complexity of the FL function (FLOP2 counts) is


















(for the log-likelihood gradient).3 The exponential growth in m prevents such
computations for large graphs.
The k-order PL function offers a practical alternative to FL (1-order PL corre-
spond to the traditional pseudo likelihood and 2-order is its analog with second order

























(for the gradient). The slower complexity growth of the k-order PL (polynomial in m
2Number of FLoating point OPerations.











cost of exponential 2m storage). Note that this is only a polynomial improvement to an exponential
complexity hence we lose no insight by making naive assumptions.
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instead of exponential) is offset by its reduced statistical accuracy, which we measure





which is bounded from below by 1 (due to Cramer Rao lower bound) and its deviation
from 1 reflects its inefficiency relative to the MLE.
The MLE thus achieves the best accuracy but it is computationally intractable.
The first order and second order PL have higher asymptotic variance but are easier
to compute. The SCL framework enables adding many more estimators filling in the
gaps between ML, 1-order PL, 2-order PL, etc.
We illustrate three SCL functions in the context of a simple Boltzmann machine
(five binary nodes, fourteen samples X(1), . . . , X(14), θtrue = (−1,−1,−1,−1,−1,
1, 1, 1, 1, 1)) in Figure 2. The top box refers to the full likelihood policy, i.e., maxi-
mum likelihood. For each of the fourteen samples, the FL component is computed and
their aggregation forms the SCL function which in this case equals the log-likelihood.
The selection of the FL component for each sample is illustrated using a diamond
box. The numbers under the boxes reflect the FLOP counts needed to compute the
components and the total complexity associated with computing the entire SCL or
log-likelihood is listed on the right. As mentioned above, the normalized asymptotic
variance (19) is 1.
The pseudo likelihood function (14) is illustrated in the second box where each
row correspond to one of the five PL components. As each of the five PL component
is selected for each of the samples we have diamond boxes covering the entire 5× 14
array. The shade of the diamond boxes reflects the complexity required to compute
them enabling an easy comparison to the FL components in the top of the figure (note
how the FL boxes are much darker than the PL boxes). The numbers at the bottom
of each column reflect the FLOP marginal count for each of the fourteen samples and
the numbers to the right of the rows reflect the FLOP marginal count for each of the
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PL components. In this case the FLOP count is less than half the FLOP count of
the FL in top box (this reduction in complexity obtained by replacing FL with PL
will increase dramatically for graphs with more than 5 nodes) but the asymptotic
variance is 83% higher.4
The third SCL policy reflects a stochastic combination of first and second order
pseudo likelihood components. Each first order component is selected with probability
λ and each second order component is selected with probability 1− λ. The result is
a collection of 5 1-order PL components and 10 2-order components with only some
of them selected for each of the fourteen samples. Again diamond boxes correspond
to selected components which are shaded according to their FLOP complexity. The
per-component FLOP marginals and per example FLOP marginals are listed as the
bottom row and right-most column. The total complexity is somewhere between FL
and PL and the asymptotic variance is reduced from the PL’s 183% to 148%.
Additional insight may be gained at this point by considering Figure 4 which plots
several SCL estimators as points in the plane whose x and y coordinates correspond
to normalized asymptotic variance and computational complexity respectively. We
turn at this point to considering the statistical properties of the SCL estimators.
3.4 Consistency and Asymptotic Variance of θ̂msln
A nice property of the SCL framework is enabling mathematical characterization
of the statistical properties of the estimator θ̂msln . In this section we examine the
conditions for consistency of the MSCLE and its asymptotic distribution and in the
next section we consider robustness. The propositions below constitute novel gener-
alizations of some well-known results in classical statistics. Proofs may be found in
Appendix A. For simplicity, we assume that X is discrete and pθ(x) > 0.
Although we could merely appeal to the statistical guarantees outlined in Chapter
4The asymptotic variance of SCL functions is computed using formulas derived in the next section.
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X(1) X(2) X(3) X(4) X(5) X(6) X(7) X(8) X(9) X(10) X(11) X(12) X(13) X(14) Total
F
L
X1, , . . . , X5               4620




X1|X−1               308
X2|X−2               308
X3|X−3               308
X4|X−4               308
X5|X−5               308










X1|X−1         176
X2|X−2           220
X3|X−3           220
X4|X−4        154
X5|X−5          198
X{1,2}|X{1,2}c     164
X{1,3}|X{1,3}c      205
X{1,4}|X{1,4}c     164
X{1,5}|X{1,5}c     164
X{2,3}|X{2,3}c      205
X{2,4}|X{2,4}c        287
X{2,5}|X{2,5}c     164
X{3,4}|X{3,4}c   82
X{3,5}|X{3,5}c     164
X{4,5}|X{4,5}c      205
Complexity 208 107 208 167 230 230 293 271 148 230 274 252 66 88 2772
Rel.Efficiency 1.48
Figure 2: Sample runs of three different SCL policies for 14 examples
X(1), . . . , X(14) drawn from a 5 binary node Boltzmann machine (θtrue =
(−1,−1,−1,−1,−1, 1, 1, 1, 1, 1)). The policies are full likelihood (FL, top), pseudo
likelihood (PL, middle), and a stochastic combination of first and second order
pseudo likelihood with the first order components selected with probability 0.7
and the second order components with probability 0.3 (bottom).
The sample runs for the policies are illustrated by placing a diamond box in table
entries corresponding to selected likelihood objects (rows corresponding to likeli-
hood objects and columns to X(1), . . . , X(14)). The FLOP counts of each likelihood
object determines the shade of the diamond boxes while the total FLOP counts
per example and per likelihood objects are displayed as table marginals (bottom
row and right column for each policy). We also display the total FLOP count and
the normalized asymptotic variance (19).
Even in the simple case of 5 nodes, FL is the most complex policy with PL requir-
ing a third of the FL computation. 0.7PL+0.3PL2 is somewhere in between. The
situation is reversed for the estimation accuracy-FL achieves the lowest possible
normalized asymptotic variance of 1, PL is almost twice that, and 0.7PL+0.3PL2
somewhere in the middle. The SCL framework spans the accuracy-complexity
spectrum. Choosing the right λ value obtains an estimator that suits available
computational resources and required accuracy.
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2, we choose to develop proofs which exploit the specific nature of composite likelihood
m-functions. This has two advantages. The proofs are self-contained and easier to
understand as we do not need generality afforded by empirical process theory. Second,
we wish to establish a stronger conclusion, viz., that the SCL estimator converges to
the MLE under the appropriate conditions.
Definition 6. A sequence of m-pairs (A1, B1), . . . , (Ak, Bk) is m-pair identifiable, or
simply identifiable, of pθ if the map {pθ(XAj |XBj) : j = 1, . . . , k} 7→ pθ(X) is injective.
In other words, there exists only a single collection of conditionals {pθ(XAj |XBj) : j =
1, . . . , k} that does not contradict the joint pθ(X).
Proposition 1. Let Θ ⊂ Rr be an open set, pθ(x) > 0 and continuous and smooth
in θ, and (A1, B1), . . . , (Ak, Bk) be a sequence of m-pairs for which
{(Aj, Bj) : ∀j such that λj > 0} ensures identifiability. Then the sequence of SCL








The above proposition indicates that to guarantee consistency, the sequence of
m-pairs needs to satisfy Definition 6. It can be shown that a selection equivalent to
the pseudo likelihood function, i.e.,
S = {(A1, B1), . . . , (Am, Bm)} where Ai = {i}, Bi = {1, . . . ,m} \ Ai (21)
ensures identifiability and consequently the consistency of the MSCLE estimator.
Furthermore, every selection of m-pairs that subsumes S in (21) similarly guarantees
identifiability and consistency.
The proposition below establishes the asymptotic normality of the MSCLE θ̂n.
The asymptotic variance enables the comparison of SCL functions with different pa-
rameterizations (λ, β).
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Proposition 2. Making the assumptions of Proposition 1 as well as convexity of
Θ ⊂ Rr we have the following convergence in distribution
√













The notation Varθ0(Y ) represents the covariance matrix of the random vector
Y under pθ0 while the notations
p−→, in the proof below denote convergences in
probability and in distribution [24]. ∇ represents the gradient vector with respect to
θ.
When θ is a vector the asymptotic variance is a matrix. To facilitate comparison
between different estimators we follow the convention of using the determinant, and
in some cases the trace, to measure the statistical accuracy. See chapter 4 of [44] for
some heuristic arguments for doing so. Figures 2,3,4 provide the asymptotic variance




n(θ̂n− θ0) converges in distribution to a Gaussian with zero mean
(for the MLE and similarly for SCL estimators as we show above) implies that the
estimator’s asymptotic behavior, up to n−1/2 order, is determined exclusively by the
asymptotic variance. That means that the estimator is essentially unbiased up to
that order. Higher order statistical analysis (obtained using Taylor series with more
terms) show that the bias decays in the faster rate of n−1 [18]. We thus follow the
statistical convention of conducting first order asymptotic analysis and concentrate
on the estimator’s asymptotic variance.
38
The statistical accuracy of the SCL estimator depends on β (weight parameters)
and λ (selection parameter). It is thus desirable to use the results in this section
in determining what values of β, λ to use. Directly using the asymptotic variance is
not possible in practice as it depends on the unknown quantity θ0. However, it is
possible to estimate the asymptotic variance using the training data. We describe
this in Section 3.7.
3.4.1 Assessing Risk
So far we have demonstrated that estimators based on maximizing the likelihood,
conditional composite likelihood, and stochastic composite likelihood criterion func-
tions can be interpreted as stochastic m-estimators. Accordingly, when the model is
well-specified, i.e., p ≡ pθ0 for a unique θ0 ∈ Θ, all three estimators recover the true
model in the limit of large data. Alternatively, when the model is misspecified, i.e.,
there exists no θ0 ∈ Θ such that p ≡ pθ0 , then the MLE recovers a different model
than either the SCL or CL objectives.
Table 2 summarizes the relationship between maximum likelihood (MLE), com-
posite likelihood (MCLE), and stochastic composite likelihood estimators (MSCLE).
In the well-specified case, i.e., p ≡ pθ0 for some θ0 ∈ Θ, all three estimators share the
same point of convergence. In the misspecified case, i.e., there exists no θ0 ∈ Θ for
which p ≡ pθ0 then the MLE recovers a possibly different point in the limit of large
data. That the MCLE and MSCLE recover the same point is matter of appropriately
chosen weights, i.e., setting the SCL weights to βj = 1/λj adjusts for sampling bias
with respect to the unweighted composite likelihood.
Despite this precise characterization of each estimator, it remains unclear which
estimator performs better in practice. A partial answer to this question was given
by the estimator’s asymptotic distribution. In each of these cases, the estimator is
asymptotically Normal, hence we heuristically characterized the estimator based on
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Table 2: Limit points of estimators based on maximizing likelihood, conditional
composite likelihood, and stochastic composite likelihood criterion functions. Well-
specified corresponds to existence of some θ ∈ Θ such that p ≡ pθ0 while misspec-











some scalar-valued function of its covariance matrix, e.g., trΣ or det Σ.
We now explore these choices by examining the risk associated with each estimator.
Herein, it is assumed that the testing task entails inference over a subset of the random
vector, i.e., infer Y based on some evidence X.
In the standard case of the MLE, risk is often characterized in terms of expected
conditional log-loss, i.e.,
R(θ) = Ep(X,Y ) log pθ(Y |X).
However, for many MRF’s










where Rp = H[p(Y |X)], or Bayes risk, is the entropy of the true conditional distri-
bution. It is important to emphasize that the point θ0 is not necessarily the point
with minimum expected log-loss, but rather is the maximizer of some objective taken
under the population distribution, i.e., θ0 = arg maxθ∈ΘM(θ). The parenthetical
decomposition of risk reflects the understanding that some of the risk is due to es-
timation error, i.e., error due to making inferences from a finite set of samples, and




Proposition 3. Let Σ−1 be the asymptotic variance as defined in Prop. 2. Assume
R(θ) is a real-valued twice continuously differentiable function. Write Rn = R(θ̂n)














where the right-hand is the distribution associated with a weighted sum of χ2 random








2 ]ii, for some positive-definite A and
positive semi-definite B such that R̈0 = A−B.
Proof. The proof uses a standard argument known as the delta method and follows
[49, 35].
We use the stochastic order notion op(·) to indicate that for a sequence of random
variables Rn, the statement Xn = op(Rn) means Xn = YnRn for Yn
p−→ 0.
For the first statement, we take the first-order Taylor expansion of Ṙn on the
neighborhood of θ0,
Rn = R0 + ṘT0 (θ̂n − θ0) + op(‖θ̂n − θ0‖). (28)
That this is valid, follows from Taylor’s theorem and the fact that the continuous
mapping theorem implies that if R(h) = o(‖h‖r) for h→ 0 and r > 0, then R(Wn) =




n(θ̂n − θ0) was found to be asymptotically Normal, we may invoke Pro-
horov’s theorem and conclude that the sequence is uniformly tight, from which it
follows that, op(
√




n and rearranging terms yields,
√
n(Rn −R0) = Ṙ0
√
n(θ̂n − θ0) + op(1).
Equation (26) follows from application of Slutsky’s theorem.
When Ṙ0 = 0, Equation 26 is a degenerate distribution.
Similarly to the previous procedure, we take the second-order Taylor expansion of
Ṙ0 near θ0, multiply by n, and rearrange terms to get,















































0 ), application of the continuous mapping
theorem to the outer product function implies a Wishart limiting distribution, hence,




















where W(V, n) is the Wishart distribution with n degrees of freedom.
Finally we note that, trW(V, 1) = tr VW(I, 1), which is the distribution of a
weighted sum of independent χ21 variables, where the weights are determined by the
diagonal elements of V . Hence (29) follows.








0 . The mean of this distribution is
1
2
tr (V ) and the variance is tr (V ∗ V ),
where ∗ is the element-wise product.
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3.5 Robustness of θ̂msln
The experimental results of the SCL estimator exhibited the surprising phenomenon
of sometimes out-performing the maximum likelihood estimator on a held-out test
set (see Section 3.8). This phenomenon seems to be in contradiction to the fact that
the asymptotic variance of the MLE is lower than that of the SCL maximizer. This
is explained by the fact that in some cases the true model generating the data does
not lie within the parametric family {pθ : θ ∈ Θ} under consideration. For example,
many graphical models (HMM, CRF, LDA, etc.) make conditional independence
assumptions that are often violated in practice. In such cases the SCL estimator
acts as a regularizer achieving better test set performance than the non-regularized
MLE. We provide below a theoretical account of this phenomenon by considering the
statistical development of Chapter 2.
As Chapter 2 was a theoretical presentation of the abstract SME and lacked
detailed examples, we re-establish that chapter’s earlier proofs in the specific context
of the composite likelihood SME. Our notation here continues to follow the one in
[49].
We now assume that the model generating the data is outside the model family
















Proposition 4 below generalizes the consistency result by asserting that θ̂n → θ0
where θ0 is the point on {pθ : θ ∈ Θ} that is closest to the true model P , as defined
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by







βjλjD(P (XAj |XBj)||pθ(XAj |XBj)),
(30)
or equivalently, θ0 satisfies
EP (X) EP (Z) ψθ0(X,Z) = 0. (31)
When the SCL function reverts to the log-likelihood function, θ0 becomes the KL
projection of the true model P onto the parametric family {pθ : θ ∈ Θ}.
Proposition 4. Assuming the conditions in Proposition 1 as well as supθ:‖θ−θ0‖≥εM(θ) <
M(θ0) for all ε > 0 we have θ̂
msl
n → θ0 as n→∞ with probability 1.
The added condition maintains that θ0 is a well separated maximum point of
M . In other words it asserts that only values close to θ0 may yield a value of M
that is close to the maximum M(θ0). This condition is satisfied in the case of most
exponential family models.
Proposition 5. Assuming the conditions of Proposition 2 as well as EP (X) EP (Z) ‖ψθ0(X,Z)‖2 <
∞, EP (X) EP (Z) ψ̇θ0(X) exists and is non-singular, |Ψ̈ij| = |∂2ψθ(x)/∂θiθj| < g(x) for
all i, j and θ in a neighborhood of θ0 for some integrable g, we have
√






(i), Z(i)) + oP (1) (32)
or equivalently












Above, fn = oP (gn) means fn/gn converges to 0 with probability 1.
Corollary 1. Assuming the conditions specified in Proposition 5 we have
√




Equation (33) means that asymptotically, θ̂n behaves as θ0 plus the average of iid
RVs. As mentioned in [49] this fact may be used to obtain a convenient expression
for the asymptotic influence function, which measures the effect of adding a new
observation to an existing large dataset. Neglecting the remainder in (32) we have
I(x, z) def= θ̂n(X(1), . . . , X(n−1), x, Z(1), . . . , Z(n−1), z)− θ̂n−1(X(1), . . . , X(n−1), Z(1), . . . , Z(n−1))


















= −(EP (X) EP (Z) ψ̇θ0)−1
1
n









(EP (X) EP (Z) ψ̇θ0)






Corollary 1 and Equation 35 measure the statistical behavior of the estimator when
the true distribution is outside the model family. In these cases it is possible that a
computationally efficient SCL maximizer will result in higher statistical accuracy as
well. This “win-win” situation of improving in both accuracy and complexity over
the MLE is confirmed by our experiments in Section 3.8.
We finally note that the above analysis is not limited to misspecified models. For
example, the influence function may be used to detect the robustness of θ̂n to outliers
or rare events (it is desirable to be robust to such occurrences even if the model is
not misspecified).
3.6 Stochastic Composite Likelihood for Markov Random
Fields
Markov random fields (MRF) are some of the more popular statistical models for
complex high dimensional data. Approaches based on pseudo likelihood and com-
posite likelihood are naturally well-suited in this case due to the cancellation of the
normalization term in the probability ratios defining conditional distributions. More
specifically, a MRF with respect to a graph G = (V,E), V = {1, . . . ,m} with a clique
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The primary bottlenecks in obtaining the maximum likelihood are the computations
logZ(θ) and∇ logZ(θ). Their computational complexity is exponential in the graph’s
treewidth and for many cyclic graphs, such as the Ising model or the Boltzmann
machine, it is exponential in |V | = m.
In contrast, the conditional distributions that form the composite likelihood of























whose computation is substantially faster. Specifically, the computation of (37) de-
pends on the size of the sets A and (A∪B)c and their intersections with the cliques in
C. In general, selecting small |Aj| and Bj = (Aj)c leads to efficient computation of the
composite likelihood and its gradient. For example, in the case of |Aj| = l, |Bj| = m−l
with l  m we have that k ≤ m!/(l!(m − l)!) and the complexity of computing the
c`(θ) function and its gradient may be shown to require time that is at most expo-
nential in l and polynomial in m.
3.6.1 Ensuring Identifiability
Under fairly mild assumptions the stochastic composite likelihood estimator provides
an asymptotically consistent method for recovering a specific limit point θscl0 ∈ Θ. This
follows from the fact that the MSCLE is a particular SME. However, consistency does
not ensure that the estimate is “good,” merely that its reliability increases with the
quantity of training data.
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This section addresses this issue by examining precisely how particular choices of
components ensure that the limit point of SCLE is the same limit point as the MLE. In
particular, we make precise the relationship from joint to conditionals and, critically,
how the conditional distributions relate to the joint distribution. In particular we
examine simple sufficient conditions which ensure a collection of components uniquely
characterize a joint (when it exists).
3.6.1.1 From Joint to Conditional
Introductory treatments of conditional distributions define the conditional probabil-
ity as the ratio of joint and marginal densities, i.e., P (A|B) = P (A,B)/P (B) for
sets A,B ∈ A where (X ,A) is a measurable space and P a probability measure.
The division by P (B) ensures that P (·|B) is a probability measure and ensures zero
measure is allocated to points outside B, i.e., P (Bc|B) = 0.
Although intuitive, this definition obviously requires that either P (B) > 0 or
some limiting argument can be made which justifies the existence of P (A|B) for
P (Bn) → 0 as n increases. That such reasoning is potentially error-prone is best
underscored by the Borel–Kolmogorov paradox. The (apparent) paradox is related
to selecting a point at random from the surface of the earth and how conditioning on
seemingly equivalent events yields different conditional distributions. In particular,
a point lying on the equator is uniformly distributed with respect to longitude while
a point on the meridian is not (with respect to latitude). The paradox is that both
seem to be referring to the same great circle, just under a different coordinate system.
The resolution of the Borel-Kolmogorov paradox lies in the inadmissibility of con-
ditioning on an event of measure zero (be it equator or meridian). To correctly
understand the nature of each conditional, one must view the meridian and equator
as a limit of some continuous function, hence the conditional must be also seen as a
limit.
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The following theorem (Theorem 5.3.1 of [3]) makes the notion of conditional
distribution precise by treating a it as a random variable, measurable under the law
of the joint. In doing so, it shows that measurable conditional distributions always
exist and that they are unique, almost everywhere.
Theorem 6. Let X : (X ,A) → (X ′,A′) be a random object on (X ,A, P ) and let
B be a fixed set in A. Then there exists a real-valued Borel measurable function
x 7→ g(B|x) on (X ′,A′) such that for each A ∈ A′,




Furthermore, if x 7→ h(B|x) is another such function, then g ≡ h, P -a.e.
Proof. The map A 7→ P ({X ∈ A} ∩ B) is a finite measure on A′ which is absolutely
continuous with respect to P , hence the result follows from the Radon-Nikodym
theorem.
In simple terms, this theorem characterizes uniqueness and existence of the condi-
tional distribution by viewing it as a random variable which partitions a measurable
space. Then, through what is essentially the total law of probability, we see that
the distribution must exist uniquely, P -almost everywhere. The uniqueness up to
measure-zero provides some understanding of why the Borel-Kolmogorov condition-
als are not necessarily in agreement. The paradox (and theorem) also reveals that
conditional distributions are not invariant to transformations of the random variable–
this would entail integration under a measure corresponding to the change of variable.
3.6.1.2 From Full Conditionals to Joint
We now consider conditions which ensure the converse of Section 3.6.1.1, viz., when
does the map {(Aj, Bj)}k1 7→ ∪j{p(XAj |XBj)} characterize a joint distribution and
is this distribution is unique. As outlined in Section 3.3 outlines, such conditions
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have significant practical implications since conditional distributions of Markov ran-
dom fields are typically computationally attractive while the corresponding joint is
impossible to compute.
Brook’s Lemma gives this converse, although under a fairly restrictive assumption
known as the positivity condition, which we now state. [26, 11]
Definition 7. Let (X1, X2, . . . , Xm) ∼ p(x1, x2, . . . , xm) and denote the marginal dis-
tribution of Xi as pi. If pi(xi) > 0 for every i = 1, . . . ,m implies that p(x1, . . . , xm) >
0, then p is said to satisfy the positivity condition.
The positivity condition asserts that the support of the joint p is equivalent to the
Cartesian product of the supports of the marginals, pi’s. That this condition should
eliminate ambiguities like the Borel-Kolmogorov paradox follows from the fact that
when the marginals have zero probability (meaning conditionals could be non-unique)
then it follows that the joint must also have zero probability.
We also establish the term “compatible” to indicate that a pair of distributions
agree on at least one joint distribution. More precisely,
Definition 8. Two conditional probability (density or mass) functions p(XA1|XB1), q(XA2|XB2)
are said to be compatible if there exists marginals π1(XB1), π2(XB1) such that,
p(XA1|XB1)π1(XB1) ≡ q(XA2|XB2)π2(XB2).
[2]
We now illustrate how the positivity condition and simple factorization allows a
joint to be written as a function of compatible conditionals.
Lemma 2 (Brook’s Lemma). Let k + 1 : m − 1 denote the sequence (k + 1, k +
2, . . . ,m− 1). Under the positivity condition, a joint probability function p satisfies,







for every permutation σ = (σ1, . . . , σm) of {1, . . . ,m} and any x′ ∈ X (fixed for all
x ∈ X ).
Proof. Fix x′ ∈ X and assume σ = (1, 2, . . . ,m) is the identity permutation. The






















The argument is identical for an arbitrary permutation σ.
It is important to emphasize that Brook’s Lemma does not guarantee that the
joint exists. As an example, consider two random variables each of which is drawn
from a conditionally exponential distribution.
Example 1. Suppose that X1, X2 are random variables which, when viewed condi-











However, since the normalization term
∫
R2+
exp(λx1x2)dx is unbounded, no joint dis-
tribution exists.
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It is possible to extend Lemma 2 to distributions that fail to satisfy the positivity
condition but additional assumptions are required.
Proposition 6. Let f be a distribution defined on a finite state-space |X | < ∞ of
dimension m. Furthermore, assume that for every (x, x′) ∈ X 2 there exists an integer
m < ∞ such that adjacent members of the sequence (x(i))mi=1 differ only in a single
component, i.e., there exists j ≤ m such that x(i)j = x
(i+1)
j , and that f(xj) > 0. Then
for a fixed x′ ∈ X , the factorization in Brook’s Lemma holds.
Proof. The proof consists of showing that the conditions imply ergodicity hence
uniqueness. See [43] for proof.
3.7 Automatic Selection of β
As Proposition 2 indicates, the weight vector β and selection probabilities λ play
an important role in the statistical accuracy of the estimator through its asymptotic
variance. The computational complexity, on the other hand, is determined by λ inde-
pendently of β. Conceptually, we are interested in resolving the accuracy-complexity
tradeoff jointly for both β, λ before estimating θ by maximizing the SCL function.
However, since the computational complexity depends only on λ we propose the fol-
lowing simplified problem: Select λ based on available computational resources, and
then given λ, select the β (and θ) that will achieve optimal statistical accuracy.
Selecting β that minimizes the asymptotic variance is somewhat ambiguous as
ΥΣΥ in Proposition 2 is an r× r positive semidefinite matrix. A common solution is
to consider the determinant as a one dimensional measure of the size of the variance
matrix,5 and minimize
J(β) = log det(ΥΣΥ) = log det Σ + 2 log det Υ. (41)
5See chapter 4 of [44] for a heuristic discussion motivating this measure.
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A major complication with selecting β based on the optimization of (41) is that it
depends on the true parameter value θ0 which is not known at training time. This may
be resolved, however, by noting that (41) is composed of covariance matrices under θ0
which may be estimated using empirical covariances over the training set. To facilitate
fast computation of the optimal β we also propose to replace the determinant in (41)
with the product of the diagonal elements. Such an approximation is motivated by
Hadamard’s inequality (which states that for symmetric matrices det(M) ≤
∏
iMii)
and by Geršgorin’s circle theorem (see below). This approximation works well in
practice as we observe in the experiments section. We also note that the procedure
described below involves only simple statistics that may be computed on the fly and
does not contribute significant additional computation (nor do they require significant
memory).
More specifically, we denote K(ij) = Covθ0(∇Sθ0(Ai, Bi),∇Sθ0(Aj, Bj)) with en-
tries K
(ij)
st , and approximate the log det terms in (41) using





































We denote (assuming A is a n× n matrix) for i ∈ {1, . . . , n}, Ri(A) =
∑
j 6=i |Aij|
and let D(Aii, Ri(A)) (Di where unambiguous) be the closed disc centered at Aii with
radius Ri(A). Such a disc is called a Geršgorin disc. The result below states that for
matrices that are close to diagonal, the eigenvalues are close to the diagonal elements
making our approximation accurate.
Theorem 3.7.1 (Geršgorin’s circle theorem e.g., [29]). Every eigenvalue of A lies
within at least one of the Geršgorin discs D(Aii, Ri(A)). Furthermore, if the union of
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k discs is disjoint from the union of the remaining n− k discs, then the former union
contains exactly k and the latter n− k eigenvalues of A.
Algorithm 1 solves for θ, β jointly using alternating optimization. The second
optimization problem J(β; ·) is done using the approximation above and may be
computed with minimal additional computation. The components of this objective
are typically freely available when sc` is minimized with Newton-type methods. In
practice we found that such an approach leads to a selection of β that is close to
optimal, despite loose convergence criteria for the minimization of the sc` objective
(see Sec. 3.8.3 and Figures 15, 21 for results).
Algorithm 1 Calculate θ̂msl
Require: {Xi}i∈I and λ, β(0)
1: t← 1
2: while t < MAXITS do
3: θ(t) ← arg min sc`(θ; {Xi}i∈I , λ, β(t−1))
4: if converged then
5: return θ
6: end if
7: β(t) ← arg min J(β; {K(ij)}(i,j)∈J , λ, θ)




We demonstrate the asymptotic properties of θ̂msln and explore the complexity-accuracy
tradeoff for three different models-Boltzmann machine, linear Boltzmann MRF and
conditional random fields. In terms of datasets, we consider synthetic data as well as
datasets from sentiment prediction and text chunking domains.
The basic road-map is to explore SCL for a theoretical Boltzmann machine and
then to explore two datasets using both generative and discriminative models. We
also demonstrate the effectiveness of the β heuristic for these experiments.
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3.8.1 Toy Example: Boltzmann Machines
We illustrate the improvement in asymptotic variance of the MSCLE associated with
adding higher order Boltzmann machine likelihood components with increasingly






, x ∈ {0, 1}m. (44)






dimensional vector with half the components +1 and half −1. Since the
asymptotic variance of θ̂msln is a matrix we summarize its size using either its trace or
determinant.
Figure 3 displays the asymptotic variance, relative to the minimal variance of the
MLE, for the cases of full likelihood (FL), pseudo likelihood (|Aj| = 1) PL1, stochastic
combination of pseudo likelihood and 2nd order pseudo likelihood (|Aj| = 2) compo-
nents αPL2 + (1−α)PL1, stochastic combination of 2nd order pseudo likelihood and
3rd order pseudo likelihood (|Aj| = 3) components αPL3 +(1−α)PL2, and stochastic
combination of 3rd order pseudo likelihood and 4th order pseudo likelihood (|Aj| = 4)
components αPL4 + (1− α)PL3.
The graph demonstrates the computation-accuracy tradeoff as follows: (a) pseudo
likelihood is the fastest but also the least accurate, (b) full likelihood is the slowest but
the most accurate, (c) adding higher order components reduces the asymptotic vari-
ance but also requires more computation, (d) the variance reduces with the increase
in the selection probability α of the higher order component, and (e) adding 4th order
components brings the variance very close the lower limit and with each successive
improvement becoming smaller and smaller according to a law of diminishing returns.
Figure 4 displays the asymptotic accuracy and complexity for different SCL poli-
cies for m = 9 binary valued vertices of a Boltzmann machine. We explore three
polices in which we denote pseudo likelihood components of size, or order, k. These
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Figure 3: Asymptotic variance matrix, as measured by trace (left) and deter-
minant (right), as a function of the selection probabilities for different stochastic
versions of the SCL function.
policies include: λ1β1PL1 + λ2(1 − β1)PL2, λ1β1PL1 + λ2(1 − β1)PL3, λ1β1PL2 +
λ2(1− β1)PL3 (for multiple values of λ1, λ2, β1). By taking different linear combina-
tions of various sized pseudo likelihood components, we span a continuous spectrum
of accuracy-complexity resolutions. The lower part of the diagram is the boundary of
the achievable region (the optimal but unachievable place is the bottom left corner).
SCL policies that lie to the right and top of that boundary may be improved by
selecting a policy below and to the left of it.
3.8.2 Local Sentiment Prediction
Our first real world dataset experiment involves local sentiment prediction using a
conditional MRF model. The dataset consisted of 249 movie review documents hav-
ing an average of 30.5 sentences each with an average of 12.3 words from a 12633
word vocabulary. Each sentence was manually labeled as one of five sentimental des-
ignations: very negative, negative, objective, positive, or very positive. As described
in [38] (where more information may be found) we considered the task of predicting
the local sentiment flow within these documents using regularized conditional random
fields (CRFs) (see Figure 5 for a graphical diagram of the model in the case of four
sentences).
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Figure 4: Computation-accuracy diagram for three SCL families:λ1β1PL1 +
λ2(1 − β1)PL2, λ1β1PL1 + λ2(1 − β1)PL3, λ1β1PL2 + λ2(1 − β1)PL3 (for mul-
tiple values of λ1, λ2, β1) for the Boltzmann machine with 9 binary nodes. The
pure policies PL1 and PL2 are indicated by black circles and the computational
complexity of the full likelihood indicated by a dashed line (corresponding nor-
malized asymptotic variance is 1). The PL3 pure policy is beyond the scale of
the diagram. As the graph size increases, the computational cost increases dra-












Figure 5: Graphical representation of a four token conditional random field
(CRF). A, B are weight matrices and represent state-to-state transitions and state-
to-observation outputs. Shading indicates the variable is conditioned upon while
no shading indicates the variable is generated by the model.
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As is common practice, we curtail overfitting through a L2 regularizer, exp{−(2nσ2)−1||θ||22},
which is strong when σ2 is small and weak when σ2 is large. We consider σ2 a hyper-
parameter and select it through cross-validation, unless noted otherwise.
Figure 6 shows the contour plots of train and test log-likelihood as a function of
the SCL parameters: weight β and selection probability λ. The likelihood compo-
nents were mixtures of full and pseudo (|Aj| = 1) likelihood (rows 1,3) and pseudo
and 2nd order pseudo (|Aj| = 2) likelihood (rows 2,4). Aj identifies a set of labels
corresponding to adjacent sentences over which the probabilistic query is evaluated.
Results were averaged over 100 cross validation iterations with 50% train-test split.
We used BFGS quasi-Newton method for maximizing the regularized SCL functions.
The figure demonstrates how the train log-likelihood increases with increasing the
weight and selection probability of full likelihood in rows 1,3 and of 2nd order pseudo
likelihood in rows 2,4. This increase in train log-likelihood is also correlated with an
increase in computational complexity as higher order likelihood components require
more computation. Note however, that the test set behavior in the third and fourth
rows shows an improvement in prediction accuracy associated with decreasing the
influence of full likelihood in favor of pseudo likelihood. The fact that this happens
for (relatively) weak regularization, σ2 = 10, and indicates that lower order pseudo
likelihood has a regularization effect which improves prediction accuracy when the
model is not regularized enough. We have encountered this phenomenon in other
experiments as well and we will discuss it further in the following subsections.
Figure 7 displays the complexity and negative log-likelihoods (left:train, right:test)
of different SCL estimators, sweeping through λ and β, as points in a two dimensional
space. The shaded area near the origin is unachievable as no SCL estimator can
achieve high accuracy and low computation at the same time. The optimal location in
this 2D plane is the curved boundary of the achievable region with the exact position



































































































































Figure 6: Train (left column) and test (right column) neg. log-likelihood con-
tours for maximum SCL estimators for the CRF model. L2 regularization,
exp{−(2nσ2)−1||θ||22}, parameters are σ2 = 1 (rows 1,2) and σ2 = 10 (rows 3,4).
Rows 1,3 are stochastic mixtures of full (FL) and pseudo (PL1) log-likelihood
components while rows 2,4 are PL1 and 2nd order pseudo likelihood (PL2). Most
noteworthy, is the striking effect of the regularizer both in terms of other regular-
izers and the CoNLL-2000 dataset, Figure 16.58
Figure 7: Scatter plot representing complexity and negative log-likelihood
(left:train, right:test) of SCL functions for CRFs with L2 regularization param-
eter σ2 = 1/2. The points represent different stochastic combinations of full and
pseudo likelihood components. The shaded region represents impossible accu-
racy/complexity demands. Since the boundary of the obtainable region is empiri-
cal, the optimal beta always lies on this boundary. By varying λ, β we are able to
smoothly span complexity (wall seconds) and accuracy.
tradeoff.
3.8.3 Text Chunking
This experiment consists of using sequential MRFs to divide sentences into “text
chunks,” i.e., syntactically correlated sub-sequences, such as noun and verb phrases.
Chunking is a crucial step towards full parsing. For example,6 the sentence:
He reckons the current account deficit will narrow to only # 1.8 billion in
September.
could be divided as:
[NP He ] [VP reckons ] [NP the current account deficit ] [VP will narrow ] [PP
to ] [NP only # 1.8 billion ] [PP in ] [NP September ].
where NP, VP, and PP indicate noun phrase, verb phrase, and prepositional phrase.


























































































































Figure 8: Label counts in CoNLL-2000 dataset. Phrases such as noun (NP),
verb (VP), and prepositional (PP) are demarcated by a “begin” tag (B-) and an
“inside” tag (I-). Non-phrase entities are denoted as “other” (O).
We used the publicly available CoNLL-2000 shared task dataset. It consists of
labeled partitions of a subset of the Wall Street Journal (WSJ) corpus. Our training
sets consisted of sampling 100 sentences without replacement from the the CoNLL-
2000 training set (211,727 tokens from WSJ sections 15-18). The test set was the same
as the CoNLL-2000 testing partition (47,377 tokens from WSJ section 20). Each of
the possible 21,589 tokens, i.e., words, numbers, punctuation, etc., are tagged by
one of 11 chunk types and an O label indicating the token is not part of any chunk.
Chunk labels are prepended with flags indicating that the token begins (B-) or is
inside (I-) the phrase. Figure 8 lists all labels and respective frequencies. In addition
to labeled tokens, the dataset contains a part-of-speech (POS) column. These tags
were automatically generated by the Brill tagger and must be incorporated into any
model/feature set accordingly.
In the following, we explore this task using various SCL selection policies on two
related, but fundamentally different sequential MRFs: Boltzmann chain MRFs and
CRFs.
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3.8.3.1 Boltzmann Chain MRF
Boltzmann chains are a generative MRF that are closely related to hidden Markov
models (HMM). See [37] for a discussion on the relationship between Boltzmann
chain MRFs and HMMs. We consider SCL components of the form P(X2, Y2|Y1, Y3),
P(X2, X3, Y2, Y3|Y1, Y4) which we refer to as first and second order pseudo likelihood











Figure 9: Graphical representation of a four token Boltzmann chain. A, B are
weight matrices and represent preference in particular state-to-state transitions
and state-to-feature emissions. Only the start state is conditioned upon while all
others are generative.
The nature of the Boltzmann chain constrains our feature set to only encode
the particular token present at each position, or time index. In doing so we avoid
having to model additional dependencies across time steps and dramatically reduce
computational complexity. Although SCL is precisely motivated by high treewidth
graphs, we wish to include the full likelihood for demonstrative purposes–in practice,
this is often not possible. Although POS tags are available we do not include them
in these features since the dependence they share on neighboring tokens and other
POS tags is unclear. For these reasons our time-sliced feature vector, xi, has only a
single-entry one and cardinality matching the size of the vocabulary (21,589 tokens).
As in Section 3.8.2, we control overfitting through a L2 regularizer, exp{−(2nσ2)−1||θ||22},
which is strong when σ2 is small and weak when σ2 is large. Here again we choose σ2
via cross-validation unless otherwise noted. More often though, we show results for
several representative σ2 to demonstrate the roles of λ and β in θ̂msln .































Figure 10: Accuracy and complexity tradeoff for the Boltzmann chain MRF with
PL1/FL (left) and PL1/PL2 (right) selection policies. Each point represents the
negative log-likelihood (perplexity) and the number of flops required to evaluate
the composite likelihood and its gradient under a particular instantiation of the
selection policy. The shaded region is the convex hull of the points and represents
empirically unobtainable combinations of computational complexity and accuracy.
Particularly interesting is the difference between policies and against the discrim-
inative CRF, cf. Figure 16.
the SCL estimator θ̂msl100 with a pseudo/full likelihood selection policy (PL1/FL). As is
our convention, weight β and selection probability λ correspond to the higher order
component, in this case full likelihood. The lower order pseudo likelihood component
is always selected and has weight 1−β. As expected the test set perplexity dominates
the train-set perplexity. As was the situation in Sec. 3.8.2, we note that the lower
order component serves to regularize the full likelihood, as evident by the abnormally
large σ2.
We next demonstrate the effect of using a 1st order/2nd order pseudo likelihood
selection policy (PL1/PL2). Recall, our notion of pseudo likelihood never entails
conditioning on x, although in principle it could. Figures 13 and 14 show how the
policy responds to varying both λ and β. Figure 10 depicts the empirical tradeoff
between accuracy and complexity. Figure 15 highlights the effectiveness of the β
heuristic. See captions for additional comments.
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3.8.3.2 CRFs
Conditional random fields are the discriminative counterpart of Boltzmann chains
(cf. Figures 5 and 9). Since x is not jointly modeled with y, we are free to include
features with non-independence across time steps without significantly increasing the
computational complexity. Here our notion of pseudo likelihood is more traditional,
e.g., P(Y2|Y1, Y, 3, X2) and P(Y2, Y3|Y1, Y, 4, X2, X3) are valid 1st and 2nd order pseudo
likelihood components.
We employ a subset of the features outlined in [45] which proved competitive
for the CoNLL-2000 shared task. Our feature vector was based on seven feature
categories, resulting in a total of 273,571 binary features (i.e.,
∑
i fi(xt) = 7). The
feature categories consisted of word unigrams, POS unigrams, word bigrams (forward
and backward), and POS bigrams (forward and backward) as well as a stopword indi-
cator (and its complement) as defined by [33]. The set of possible feature/label pairs
is much larger than our set–we use only those features supported by the CoNLL-2000
dataset, i.e., those which occur at least once. Thus we modeled 297,041 feature/label
pairs and 847 transitions for a total of 297,888 parameters. As before, we use the L2
regularizer, exp{−(2σ2)−1||θ||22}, which is strong when σ2 is small and weak when σ2
is large.
We demonstrate learning on two selection policies: pseudo/full likelihood (Figures
17 and 18) and 1st/2nd order pseudo likelihood (Figures 19 and 20). In both selection
polices we note a significant difference from the Boltzmann chain, β has less impact on
both train and test perplexity. Intuitively, this seems reasonable as the component
likelihood range and variance are constrained by the conditional nature of CRFs.
Figure 16 demonstrates the empirical accuracy/complexity tradeoff and Figure 21
depicts the effectiveness of the β heuristic. See captions for further comments.
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3.8.4 Complexity/Regularization Win-Win
It is interesting to contrast the test log-likelihood behavior in the case of mild and
stronger L2 regularization. In the case of weaker or no regularization, the test log-
likelihood shows different behavior than the train log-likelihood. Adding a lower order
component such as pseudo likelihood acts as a regularizer that prevents overfitting.
Thus, in cases that are prone to overfitting reducing higher order likelihood compo-
nents improves both performance as well as complexity. This represents a win-win
situation in contrast to the classical view where the MLE has the lowest variance and
adding lower order components reduces complexity but increases the variance.
In Figure 6 we note this phenomenon when comparing σ2 = 1 to σ2 = 10 across
the selection policies PL1/FL and PL1/PL2. That is, the weaker regularization and
more restrictive selection policy, i.e., PL1/PL2, is able to achieve comparable test set
perplexity.
For the text chunking experiments, we observe a striking win-win when using the
Boltzmann chain MRF, Figures 11 and 13. Notice that as regularization is decreased
(comparing from left to right), the contours are pulled closer to the x-axis. This
means that we are achieving the same perplexity at reduced levels of computational
complexity. The CRF however, only exhibits the win-win to a minor extent. We
delve deeper into why this is might be the case in the following section.
3.8.5 λ, σ2 Interplay
Throughout these experiments we fixed σ2 and either swept over (λ, β) or used the
heuristic to evaluate (λ, β(λ)). Motivated by the sometimes weak win-win (cf. Section
3.8.4) we now consider how the optimal σ2 changes as a function of λ. In Figure 22
we used the β heuristic to evaluate train and test perplexity over a (λ, σ2) grid. We
used CRFs and the text chunking task as outlined in Section 3.8.3.2.
For the PL1/FL policy, we observe that for small enough λ the optimal σ2, i.e.,
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the σ2 with smallest test perplexity, has considerable range. At some point there are
enough samples of the higher-order component to stabilize the choice of regularizer,
noting that it is still weaker than the optimal full likelihood regularizer. Conversely,
the PL1/PL2 regularizer has an essentially constant optimal regularizer which is
relatively much weaker.
As a result, we believe that the lack of win-win for the chunking CRF follows from
two effects. In the case of the PL1/FL policy the contour plots are misleading since
there is no single σ2 that performs well across all λ ∈ [0, 1]. For the PL1/PL2 there
is simply little change in regularization necessary across λ.
3.9 Discussion
The proposed estimator family facilitates computationally efficient estimation in com-
plex graphical models. In particular, different (β, λ) parameterizations of the stochas-
tic composite likelihood enables the resolution of the complexity-accuracy tradeoff in
a domain and problem specific manner. The framework is generally suited for Markov
random fields, including conditional graphical models and is theoretically motivated.
When the model is prone to overfit, stochastically mixing lower order components
with higher order ones acts as a regularizer and results in a win-win situation of im-
proving test-set accuracy and reducing computational complexity at the same time.
It is interesting to note that the SCL framework may be generalized to random
m-estimators beyond likelihood objects. That is, instead of a fixed m-function we
may consider a linear combination of stochastic objects (appearing or not with some
probability). Such estimators go beyond traditional m-estimator but may be analyzed
using techniques similar to the ones developed in this chapter. Although not a random
m-estimator, the work of [22] borrows SCL concepts to facilitate budgeted semi-
supervised learning. This too would benefit from a randomm-estimator interpretation
and indeed many machine learning tasks may fit nicely into such a framework.
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The SCL framework may be useful for a wide variety of intractable graphical
models. Besides the examples presented here, it may be particularly suited for large
scale models from statistical physics, exponential random graph models, and models
from computational biology. A particularly nice feature is that the above computation








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 16: Accuracy and complexity tradeoff for the CRF with PL1/FL (left)
and PL1/PL2 (right) selection policies. Each point represents the negative log-
likelihood (perplexity) and the number of flops required to evaluate the composite
likelihood and its gradient under a particular instance of the selection policy. The
shaded region is the convex hull of the points and represents empirically unobtain-
able combinations of computational complexity and accuracy. σ2. Particularly
interesting is the difference between policies and against the generative Boltzmann









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 22: Optimal regularization parameter as a function of (λ, β̂(λ)) for
PL1/FL (left) and PL1/PL2 (center) CRF selection policies. In the left fig-
ure, PL1/FL, λ represents the probability of including FL into the objective.
A few FL samples add uncertainty to the objective thus a weaker regularizer is
preferable. As more FL samples are incorporated, this effect diminishes but still
acts to regularize since the full likelihood (only) best regularization is σ2 = 500
(red triangle). The center figure, PL1/PL2, exhibits only a minor change as λ
(the probability of incorporating PL2) is increased. It is however, best served
by a much weaker regularizer than PL2 alone (red triangle).
The right figure depicts the test-set perplexity as a function of λ using the op-
timal σ2 (small λ values were clipped as their performance is quite poor). Note
that the perplexity is lowest when both components are always selected (λ = 1)
and that the PL1/FL policy outperforms the PL1/PL2 policy as expected.
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CHAPTER IV
COMPUTATIONAL COST: LEARNING HIDDEN MRFS
As in the previous chapter we shall continue to concern ourselves with the challenges
present learning parameters of high tree-width undirected graphical models. As be-
fore the techniques developed presently are of practical significance only when the
efficient inference algorithms do not exist. This chapter differs from the previous
by specializing the analysis to those models which are naturally regarded as being a
marginal of some joint distribution. This is essential for maximum likelihood type
inference when the model has unobserved or hidden random variables.
4.1 Introduction
We begin by recalling the notion developed in the previous chapter and add to it as
needed.
Let {pθ : θ ∈ Θ} be a parametric family with members defined on anm-dimensional
measure space (X ,A, µ), and let (Θ, d) be an r-dimensional metric space (m, r <∞).
Here again we will concern ourselves with identifying the index θ ∈ Θ such that
pθ most closely resembles some distribution of nature p.
1 The resemblance shall be
characterized through the intermediary pn, i.e., the empirical distribution constructed
from an iid sequence {x(i)}n1 where x(1) ∼ p. We refer to the sequence as the training
data or dataset.it by Dn.
1For the entirety of this chapter we assume that the measure µ is σ-finite and that the Radon-
Nikodym derivatives of all distribution functions, e.g., Pθ, P,Q, exist under a common measure, e.g.,
dPθ(x) = pθ(x)dµ(x). When unambiguous, we use the terms “distribution function” and “probabil-
ity function” interchangeably, and often simply refer to the function in question as a distribution.
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4.2 Additional Notation
An exponential family E = (T, µ,Θ) is a parametric family whose members are linear-
energy Markov random fields (47), i.e., Eθ(X) = −θTT (X). The function T : X → Rr
is non-random and µ is a base measure.










where P being absolutely continuous with respect toQ justifies the convention 0 log 0 =
0. When considering members of {pθ : θ ∈ Θ} we often write DKL
(
pη
∣∣∣∣ pθ) as DKL(η ∣∣∣∣ θ).
The conditional KL-divergence should be interpreted as the expected KL-divergence,













Strict adherence to the convention that the event A is a random variable and a is a
random variate makes the distinction between left- and right-hand-side clear.
The significance of KL-divergence in the following discussion follows from the same
logic used in the previous chapter. Fundamentally, we wish to exploit its relationship
to the likelihood function as well as the Gibbs Inequality, which we now re-state.
Lemma 3. Kullback–Leibler divergence of p and q defined on measure space (X ,A, µ)










= log 1 = 0 (45)
where the bound and its unique tightness follow from Jensen’s inequality.
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∣∣∣∣ pθ), the Gibbs inequality is an essential property for establish-
ing conditions for the theoretical convergence of the estimator.
4.3 Hidden MRF
Unlike the previous chapter however, we now imagine that only a portion of each
sample is observed. We say “imagine” because it is often the case that the “unob-
served data” has no statistical meaning. A more general treatment would regard the
“unobserved data” as merely auxiliary (non-random) variables. However, we adhere
to this analogy as it provides a rich conceptual device for understanding a particular
class of MRFs which we describe presently.
In accordance to the “missing data” analogy, we shall interpret the sample space
X as a Cartesian product of spaces corresponding to observed and unobserved data,
i.e., X = Y × Z and µ(x) = µ(y)µ(z). Such an assumption implies that all samples
have the same configuration of missing and non-missing elements. That the measure µ
should factorize is a matter of convenience (although it is typical) and is unimportant
to the presentation. It is appropriate to refer to {x(i)}n1 as the complete dataset and
{y(i)}n1 as the observed dataset.
That this framework still corresponds to a Markov random field is apparent from
establishing some additional notation. To simplify subsequent presentation, we begin






= exp {−Eθ(x) + Aθ}µ(x), (47)
where, as before, the set of cliques C is an appropriate set-of-sets and the clique po-
tential φc is a non-negative function of sub-vector xc. In the log-domain, the function




or “energy function,” conveys the structural relationship between data elements (by
way of clique potentials). The product measure µ(x) typically serves to control the
support of the family; it cannot depend on θ and is an implied consequence of the
construction of each clique potential.
Working with “energy” rather than directly manipulating probabilities simplifies
the analysis by eliminating at least one source of non-linearity. The terminology
however should be seen as equivalent; the energy formulation is merely a (negative)
log-domain representation of an MRF. In addition to simplifying analysis, this termi-
nology provides a reasonable descriptive vocabulary with a rich history in the physics
community.
Index the observed portion of x as y(x), or where unambiguous, simply y and
similarly denote the unobserved portion of x by z(x) or simply z. Under this notation,
a hidden Markov random field may be defined as,
pθ(y) = exp{−Fθ(y) + Aθ}µ(y), where, (48)








The function Fθ is known as the variational free-energy and, for any fixed y, bears
close resemblance to the normalization term of a standard MRF. Written in this
manner, we can understand the hidden MRF as simply an MRF with a particular
form of energy function, viz. the total energy in a particular cell of a fixed partitioning
of the sample space.
4.3.0.1 Learning Challenge
Unfortunately, this construction often precludes the computational advantages of a
likelihood based on conditional components. For example, consider the following
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observed-data full-conditional,
pθ(yj|y−j) = exp {−Fθ(y)− Aθ(y−j)}µ(y), where,




The computation of Aθ(y−j) is reduced to integration of only one dimension of Y ,
however it remains necessary to integrate over all dimensions of Z (for every point in
Yj × {y−j}).
To address the inability of the SCL framework to provide a computationally sim-
ple approximation of Fθ(y), we examine a alternative approach known as Monte Carlo
Expectation. We show that MCEM and SCL possess orthogonal strengths and weak-
nesses, and describe how a MCEM, SCL hybrid is a particularly compelling framework
for coping with the computational burden of Fθ(y).
4.4 EM, Importance Sampling, & SCL
In this section we recall Expectation Maximization (EM) and its Monte Carlo Markov
Chain (MCMC) variant, Monte Carlo EM (MCEM). We then develop an MCEM+SCL
hybrid algorithm and show how it spans the accuracy/cost tradeoff for latent variable
MRFs.
4.4.1 Expectation Maximization
Expectation maximization is an immensely popular technique for coping with objec-











by deriving a variational objective and solving this in a coordinate-wise manner. The


























∣∣∣∣ pθ(Z|y)) dPn(y) (52)
, Qn(θ, q)
for some distribution q in a set of distributions Q which has positive support on Z.
Equation (51) follows from application of Jensen’s inequality and (52) makes clear
when this inequality is tight (since Gibbs inequality asserts DKL
(
p
∣∣∣∣ q) = 0 iff p ≡ q).
Henceforth, we assume Q = {pθ(Y |X) : θ ∈ Θ} and may therefore write Qn(θ, qξ) as
Qn(θ, ξ) without ambiguity (cf. Thm. 6).
By Gibbs inequality and (52), `n(θ) = Qn(θ, θ) = supξ∈ΘQn(θ, ξ), and we may
equivalently view the MLE as,





That such a formulation should be computationally favorable follows from alter-
nating the respective maximizations, i.e., one may solve Qn(θ, ξ) coordinate-wise in
θ and ξ. A general EM algorithm can thus be stated as a the following three-step
procedure (given some initial θ(0)),








Loop: t← t+ 1. (53)
When Q = {pθ : θ ∈ Θ}, the E-step has the analytical solution ξ(t) = θ(t−1), again by
the properties of KL-divergence. That this algorithm converges can be understood
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as a consequence of the ascent property, i.e.,
`n(θ
(t−1)) = Qn(θ
(t−1), θ(t−1)) ≤ Qn(θ(t), θ(t−1)) ≤ `n(θ(t)), (54)




2. θ(t) ∈ {θ ∈ Θ : Qn(θ, θ(t−1)) ≥ Qn(θ(t−1), θ(t−1))},
3. `n(θ) ≥ Qn(θ, θ(t−1)).
Hence EM can be understood as an iterative approach for maximizing a lower
bound of `n which is tight at the previous iteration’s maximizer. [30] The statistical




is a more delicate issue and is the subject of [57]. By examining the sequence as an
intersection of point-to-set maps, Wu shows that the sequence is indeed statistically
consistent with the points of local extrema under the population distribution.
Informally we can understand the statistical convergence as being a consequence
of the (assumed) smoothness of Qn and the property that `n(θ) = Qn(θ, θ), for which
Proposition 1 ensures consistency.
That this approach is named EM rather than “Alternating Maximization” is a
consequence of the assumptions made during its original formulation.[20] That is,
assuming {pθ : θ ∈ Θ} is an exponential family, the surrogate optimization objective
may be rewritten as,
Qn(θ, θ
(t−1)) = En E
[
log pθ(Y, Z)
∣∣θ(t−1), Y ] , (55)
where En denotes the expectation under the empirical distribution. Hence each itera-
tion entails maximization of an expectation parametrized by the previous iteration’s
maximizer.
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4.4.2 Monte Carlo EM
Like the stochastic composite likelihood framework, expectation maximization funda-
mentally rests on the assumption that computing the expectation over the posterior
q(Z|Y ) is computationally simple (cf. (51)). In situations where this is not the case,
we can expect MCMC techniques to offer reasonable alternative methods since the
problematic term is already an expectation. This is precisely the intuition which
underlies Monte Carlo EM (MCEM) algorithms [56].
We begin by observing that, under the assumption that the surrogate family
Q = {pθ : θ ∈ Θ}, the E-step of (53) is maximized by ξ(t) = θ(t−1) by the properties
of KL-divergence. Regarding the M-step, we note that the − log pθ(t−1) is constant in
θ and its omission does not affect the maximizer.
A simple Monte Carlo EM algorithm can be formulated by rewriting Qn(θ, θ
(t−1))












By the Strong Law of Large Numbers, we are assured that Qnm
as−→ Qn as m→∞. If
|Y| <∞, as is often the case for discrete random variables, then we have the pleasing
result that Qnm
as−→ Qn as n→∞. We refer to the algorithm,
E-step: z(ij) ∼ pθ(t−1)(·|y(i)), j = 1 . . .m, i = 1 . . . n




Loop: t← t+ 1. (57)
as the simple MCEM algorithm and denote the returned value (based on some pre-
defined stopping criteria) as θ̂n.
However appealing this approach may be, it is certainly not without drawbacks.
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First, it remains unclear how large m should be to ensure a reasonable level of ac-
curacy. Setting m too large represents unnecessary computational overhead, while a
value too small diminishes the accuracy of the estimate θ̂n. Second, it may still be the
case that sampling from pθ(z|y), be it through exact means or Markov Chain Monte
Carlo algorithms such as Metropolis-Hastings or Gibbs sampling, may be computa-
tionally prohibitive. We address these issues in the following section by introducing
importance sampling and incorporating it into the above MCEM algorithm.
4.4.2.1 Importance Sampling
Importance sampling is a standard Monte Carlo technique which allows random vari-
ates sampled from one distribution to be used as if they were sampled from another
distribution. More precisely, importance sampling makes the following approximation












where {x(i)}m1 is an iid sequence with x(1) ∼ g. From the Strong Law of Large
Numbers, it should be clear that the approximation is exact in the limit of large m,
provided that g(x) > 0 when f(x) > 0. Aside from the issue of the support of g,
(58) holds for any f and as such, the sequence {x(i)}m1 need not be regenerated for a
different f .
Although g can be any distribution with adequate support, it is reasonable to
expect some choices of g to be superior to others. Namely, it is desirable to choose a
g which ensures f/g is bounded and that the variance of the approximation (58) can
be controlled. In general, the selection of such a g can be difficult so we turn to a












where wi = f(x
(i))/g(x(i)) and w0 =
∑
iwi. By the Strong Law of Large Numbers
w0/m
as−→ 1 and (59) remains an asymptotically consistent estimate of Ef [h(X)].
As in (58), we retain the desirable property that the sequence {x(i)}m1 need not be
regenerated when f is changed.
In context of the MCEM algorithm (57), the approximation outlined by (59) trans-
lates to a one-time generation of a set of latent variates {z(ij)}mj=1 for each observation
in the observed sequence {y(i)}n1 . As such, the added cost of the E-step is avoided
and (57) is simplifies to the following Importance Sampled MCEM algorithm,























z(ij) ∼ pθ(0)(·|y(i)), i = 1 . . . n, j = 1 . . .m.
Henceforth we refer to the procedure characterized by (60) and (61) simply as the
MCEM algorithm.
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As fortuitous coincidence, we note that the wij/wi terms are computationally
tractable even when pθ(z|y) is not. This is clear from the fact that pθ(z|y) is an MRF



















j=1 exp {Eθ (z(ij), y(i))− Eθ(0) (z(ij), y(i))}
.
We summarize by stating that the importance sampled MCEM (60) is a statis-
tically justifiable algorithm for efficiently finding θ̂n in latent variable models with a
tractable M-step. Fundamentally, the algorithms success hinges upon the coordinate-
wise nature of EM coupled with the computational simplicity of importance sampling
techniques.
4.4.3 The MCEM+SCL Hybrid
As described above, the Monte Carlo Expectation Maximization (MCEM) algorithm
is a statistically motivated procedure for learning HMRF parameters by approximat-
ing the E-step of the EM algorithm. Since it is a Monte Carlo based approximation,
the technique permits arbitrarily small error through increased sampling. Compu-
tationally speaking, the success application of the MCEM algorithm hinges upon
the assumptions that a relatively small m permits reasonable accuracy and that the
M-step can be efficiently resolved.
On the other hand, the Stochastic Composite Likelihood (SCL) framework, while
offering a statistically principled methodology, only simplifies the the M-step, or more
generally, eliminates the intractable normalization term from the observed-data MRF.
Our detailed survey of MCEM and SCL informally justifies the following straight-
forward MCEM+SCL hybrid algorithm,
































x(ij) = (z(ij), y(i))
z(ij) ∼ pθ(0)(·|y(i)).
The MCEM+SCL algorithm can essentially be understood as (60) with the SCL
objective rather than the traditional log-likelihood M-step. We use the notation Q̃
to indicate the SCL surrogate and Q to indicate the traditional EM surrogate.
4.5 Convergence
That the SCL+MCEM hybrid (63) is a viable algorithm for finding SCL-like estima-
tors follows from two convergence arguments. We first demonstrate that the sequence
of maximization problems converges to a fixed point, under reasonable conditions. We
make this argument through the same techniques which justify EM and MCEM; we
reviewing these approaches and show that the hybrid satisfies similar conditions. Next
we briefly touch on the statistical convergence of the MCEM+SCL algorithm as a
special-case of the SME.
4.5.1 Algorithmic Convergence
In [57], it was first demonstrated that under standard regularity conditions, any




(t−1)) = arg max{Qn(θ, θ(t−1)) : θ ∈ Θ},
and that under suitable regularity conditions, the sequence {θ(t) = Mn(θ(t−1))}∞t=1
converges to the set of stationary points of the log-likelihood, i.e., {θ ∈ Θ : ∇θ`n(θ)}.
In [25], the authors characterize EM as discrete-time dynamical system, i.e.,
θ(t+1) = Mn(θ
(t)). In context, ofm-estimation, we could perhaps imagine this as a type
of “dynamical m-estimator.” Again taking this dynamical system perspective, the au-
thors cast MCEM is a perturbation of the EM system, i.e., θ(t+1) = Mn(θ
(t)) + oas(1).
As in previous chapters, we use the stochastic order notion oas(·) to indicate that for
a sequence of random variables Rn, the statement Xn = op(Rn) means Xn = YnRn
for Yn
as−→ 0.
We state a weakened version of the convergence proof of [25, 12] and show how
the MCEM+SCL surrogate Q̃nm also satisfies the necessary conditions. To this end,
it useful to formalize our notion of the ascent function (54) by introducing Lyapunov
functions.
Definition 9. Let Θ0 = {θ ∈ Θ : θ = M(θ)} be the set of fixed points of a function
M : Θ 7→ Θ (perhaps identical to Mn above). A function g : Θ 7→ R is said to be a
Lyapunov function relative to (M,Θ) if g is continuous and g ◦M(θ) ≥ g(θ) for all
θ ∈ Θ, with equality if and only if θ ∈ Θ0.
In other words, the function M is the basis for an ascent algorithm which maxi-
mizes the function g. From the Gibbs Inequality implications of (52), it is clear that
the log-likelihood `n is a Lyapunov function relative to the (combined) M- and E-
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where as usual X = (Y, Z) and z̃(i)
iid∼ fλ is the SCL “selection” random vector. Equa-
tion 64 is tight if and only if q(z|y, z̃) ∝
∏k
j=1 pθ(XAj |XBj)βj z̃j by Gibbs’s inequality.2
Hence, sc`n is Lyapunov with respect to (M̃n,Θ) where,
M̃n(θ





∣∣∣∣∣∣∏kj=1pθ(XAj |XBj)βjZ̃j) , (66)
and qθ(t−1)(Z|Y, Z̃) ∝
∏k
j=1 pθ(t−1)(XAj |XBj)βjZ̃j .
At a high-level, the proof of the convergence of MCEM [25] can be seen as an
extension of the EM convergence proof [57]. Notably the MCEM proof exploits the
requirement that the sampling noise in the point-to-point maps tends to zero.
We now state the EM convergence theorem similar to [57] which will serve as a
stepping stone for the convergence of the MCEM+SCL hybrid.
Theorem 7. Let Θ be an open subset of Rr and let Mn : Θ 7→ Θ be a continuous
map with the set Θ0 = {θ ∈ Θ : θ = Mn(θ)} of fixed points. Assume that there exists
a Lyapunov function g relative to (Mn,Θ) such that {g(θ) : θ ∈ Θ0} is a finite set.
Let K ⊂ Θ be compact and {θ(t)} a K-valued sequence satisfying,
lim
t→∞
∣∣g(θ(t+1))− g ◦Mn(θ(t))∣∣ = 0.




∣∣∣∣Q) = ∫ log PQ dP −∫ dP +∫ dQ is non-negative for all P,Q and zero if and only
if P ≡ Q. [19]
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Then the set Θ0 ∩ K is non-empty, the sequence {g(θ(t))} converges to a point g0 ∈
{g(θ) : θ ∈ Θ0 ∩K}, and the sequence {θ(t)} converges to the set [θ0] = {θ ∈ Θ0 ∩K :
θ0 = Mn(θ)}.
Proof. The proof is due to [57] and follows from direct application of Zangwill’s Global
Convergence Theorem (see Theorem 11.2.3 [12]).
The convergence of the EM+SCL hybrid characterized by (65) and (66) is proved
by Theorem 7 assuming the conditions are satisfied for M̃n and sc`n.
We now state and prove the convergence of the SCL+MCEM hybrid as a corollary
of Thm. 7. For simplicity of notation we treat the number of training samples as n = 1









z̃jβj Em,θ(t−1) [log pθ(XAj |XBj)|y],
where Em,θ denotes the Monte Carlo average of m samples from pθ; Em,θ includes
the importance weights. The function Q̃ is the EM+SCL surrogate and Q̃m is the
MCEM+SCL surrogate. Also write,
θ(t) = M̃(θ(t−1)) = arg max{Q̃(θ, θ(t−1)) : θ ∈ Θ},
θ(t)m = M̃m(θ
(t−1)
m ) = arg max{Q̃m(θ, θ(t−1)m ) : θ ∈ Θ}.
The random variable θ(t) is the EM+SCL estimator and θ
(t)
m is the MCEM+SCL
estimator.
Corollary 2. Let Θ be an open subset of Rr and let {pθ : θ ∈ Θ} be a MRF family de-
fined on m-dimensional measure space (X ,A) with σ-finite measure µ. Let z̃ ∼ fλ(Z̃)
be the length-k SCL binary selection random vector corresponding to the sequence of
m-pairs {(Aj, Bj) : βj, fλ,j > 0} and write the observed and latent data as X = (Y, Z).
Additionally, make the following assumptions.
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A1 The map (θ, θ′) 7→ Eθ′ [log pθ(XAj |XBj)|y] is finite and continuous on Θ2 for all
j = 1 . . . k.
A2 The set {L(θ) : θ ∈ Θ0} is finite, where Θ0 = {θ ∈ Θ : θ = M̃(θ)}, and the
closure of the sequence {θ(t)} is a compact subset of Θ.
A3 The convergence of the Monte Carlo composition is uniformly strong, i.e., for
d→∞, supθ∈Θ
∣∣∣L ◦ M̃d(θ)− L ◦ M̃(θ)∣∣∣ = oas(1).
A4 The sequence of m-pairs {(Aj, Bj) : λj, βj > 0} ensures the identifiability of
pθ(X). Additionally, the selection random variable is |z̃| <∞.
Then, the sequence {L(θ(t))}t has a limit and, the sequence {θ(t)} converges to a
member of the set Θ0, almost surely.
Proof. From A1, A2, and (64), it is clear that L is Lyapunov relative to (M̃,Θ).
Therefore, each iteration of this SCL+EM algorithm increases the objective, L ◦
M̃(θ) ≥ L(θ), with equality if and only if θ ∈ Θ0. Because M̃ is continuous and the
Monte Carlo composition converges uniformly (A3), the proof follows from Theorem
7. That the stationary point is the MLE in the case follows
We note that this theorem indeed generalizes the proofs of convergence for EM
and MCEM through particular choices of fλ and β, e.g., βFL = fλ(zFL) = 1.
Obviously Assumption 3 is fairly strong. It appears that [25] is the most general
treatment of the subject. The authors relax Assumption 3, by restricting the proof of
MCEM convergence to curved exponential families. They show that, even when Md
is computed from ergodic rather than independent samples, assumption 3 is satisfied.
Restricting attention to exponential families and Md from a Monte Carlo average
rather than an MCMC average, reveals the key properties which eliminate A3. In
context of, MCEM+SCL the A3 condition is met when the number of Monte Carlo
samples is increased with each iteration.
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4.5.2 Statistical Convergence
In the previous section, it was proved that the EM+SCL hybrid algorithm converges
to a maximum when the number Monte Carlo samples are increased after each itera-
tion. We now ask whether or not the M-step is capable of recovering the population
maximizer, that is, we address the (statistical) consistency of the EM+SCL M-step.
That the M-Step is consistent, follows trivially from the fact that the limit point of
the previous proof is simply the SCL objective on the marginal pθ(Y ).
4.6 Gradient-Based Alternative
Let X = (Y, Z) and J = {j ∈ Z+ : βj > 0, fλ(Z̃j) > 0}. Suppose that |J | <
∞ and each member of the set {pθ(XAj |XBj)}j∈J of conditionals is positive and
differentiable in θ. Furthermore, assume there exists a function K(x, θ) such that∫
|K(x, θ)| dµ(z) <∞ and
∣∣∇θpθ(xAj |xBj)∣∣θ=θ′ ≤ K(x, θ) for all θ′ in a neighborhood
of θ. Finally, assume that the SCL selection random vector and corresponding weights
are of bounded length, i.e., supZ̃ ‖Z̃‖ <∞ and supβ ‖β‖ <∞.
These assumptions satisfy the conditions of the Lebesgue dominated convergence






















j=1 pθ(xAj |xBj)βj z̃j∫
X
∏k

















∇θ log p(xAj |xBj)
∣∣y] (67)
where qθ(Z|Y ) ∝
∏k
j=1 pθ(xAj |xBj)βj z̃j .
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Much like the preceding sections one may approximate (67) using a Monte Carlo
average with samples drawn from qθ(Z|Y ). It is also natural to apply the derivation
of (67) to develop a stochastic gradient descent algorithm. For example, consider the
Robbins-Monro procedure [42],
θ̂(t+1) = θ̂(t) + γt∇θsc`1(y(t), z(t); θ(t−1)) (68)
where z(t) ∼ qθ(Z|y(t)) is importance sampled in a fashion similar to the preceding
section. Here γt is the learning rate and must be suitable chosen to ensure convergence.
For more details see [12].
4.7 Empirical Study
In this section we validate the theoretical analysis related to the MCEM+SCL algo-
rithm outlined by (63). We evaluate the performance of two SCL policies in learning
the parameters of a latent linear-chain MRF. These models are often referred to as
“hidden Markov models” but due to the ambiguity of this term, we prefer the term
latent linear-chain MRF or latent Boltzmann chain (see Section 3.8.3.1 for more de-
tails).
Recall that a length T fully observed Boltzmann chain (BC) is given by,








Here, the random variate z corresponds to the sequence of transition states while the
random variate y corresponds to the sequence of emission states. Denoting the number
of transition states as s and the number of emission states as m, the parameters
θ = (π,A,B) correspond to the distribution of the start state (s × 1), transition
matrix (s × s), and emission matrix (s ×m). The latent Boltzmann chain (LBC) is




As in Chapter 3, this is a convenient model for validation as efficient algorithms
exist for computing the full normalization term.[12] For example, the Baum-Welch al-
gorithm has a complexity of O(s2T ); naive computation has a complexity exponential
in chain length, i.e., O(sTT ).[23]
For this experiment we used a randomly parameterized, T = 20 length chain with
s = 10 transition states and m = 100 emission states. We generated n0 = 1000
training samples and n1 = 5000 testing examples using a Gibbs sampler. We used
a fixed weight βj = 1 for all components; we expect results to improve using the
heuristic presented in Chapter 3.
The left column of Figure 23 depicts the training and testing negative log-likelihood
resulting from varying the probability λFL of selecting the full-likelihood component
during M-step SCL policy. Likewise, the right column of Figure 23 depicts the effect
of varying the probability λPL1 of computing the order-2 pseudo-likelihood component
independently at each site t = 1 . . . 20. In both cases the order-1 pseudo-likelihood
was always computed, i.e., λPL1 = 1. Both experiments employed the importance
weighting scheme outlined above; the number of MCEM samples was increased by 1,
every 5 iterations. The results are averaged over 10 runs; all results are statistically
significant by the 25th iteration.
At a high-level, we observe trends quite similar to those of Chapter 3. These results
are noticeably less smooth–a consequence of the Monte Carlo nature of the E-step. In
both the PL1/PL2 and PL1/FL policies the test set negative log-likelihood stabilizes
above the train set negative log-likelihood (as expected) and in order of increasing
computation (also as expected). Also noticeable, the randomness diminishes with the
number of iterations as the number of importance samples is increased.
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Figure 23: Train (top row) and test (bottom row) negative log-likelihood (y-axis)
after a given number of iterations (x-axis) of the MCEM+SCL hybrid algorithm
(63). See Section 4.7 for discussion.
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CHAPTER V
LABELING COST: GENERATIVE SEMI-SUPERVISED
LEARNING
5.1 Introduction
Semi-supervised learning (SSL) is a technique for estimating statistical models using
both labeled and unlabeled data. It is particularly useful when the costs of obtaining
labeled and unlabeled samples are different. In particular, assuming that unlabeled
data is more easily available, SSL provides improved modeling accuracy by adding a
large number of unlabeled samples to a relatively small labeled dataset.
The practical value of SSL has motivated several attempts to mathematically
quantify its value beyond traditional supervised techniques. Of particular impor-
tance is the dependency of that improvement on the amount of unlabeled and labeled
data. In the case of structured prediction the accuracy of the SSL estimator depends
also on the specific manner in which sequences are labeled. Focusing on the frame-
work of generative or likelihood-based SSL applied to classification and structured
prediction we identify the following questions which we address in this chapter.
Q1: Consistency (classification). What combinations of labeled and unlabeled data
lead to precise models in the limit of large data.
Q2: Accuracy (classification). How can we quantitatively express the estimation
accuracy for a particular generative model as a function of the amount of labeled
and unlabeled data. What is the improvement in estimation accuracy resulting
from replacing an unlabeled example with a labeled one.
Q3: Consistency (structured prediction). What strategies for sequence labeling lead
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to precise models in the limit of large data.
Q4: Accuracy (structured prediction). How can we quantitatively express the esti-
mation quality for a particular model and structured labeling strategy. What is
the improvement in estimation accuracy resulting from replacing one labeling
strategy with another.
Q5: Tradeoff (classification and structured prediction). How can we quantitatively
express the tradeoff between the two competing goals of improved prediction
accuracy and low labeling cost. What are the possible ways to resolve that
tradeoff optimally within a problem-specific context.
Q6: Practical Algorithms. How can we determine how much data to label in practical
settings.
The first five questions are of fundamental importance to SSL theory. Recent re-
lated work has concentrated on large deviation bounds for discriminative SSL as a re-
sponse to Q1 and Q2 above. While enjoying broad applicability, such non-parametric
bounds are weakened when the model family’s worst-case is atypical. By forgoing
finite sample analysis, our approach complements these efforts and provides insights
which apply to the specific generative models under consideration. In presenting an-
swers to the last question, we reveal the relative merits of asymptotic analysis and how
its employ, perhaps surprisingly, renders practical heuristics for controlling labeling
cost.
Our asymptotic derivations are possible by extending the recently proposed stochas-
tic composite likelihood formalism [21] and showing that generative SSL is a special
case of that extension. The implications of this analysis are demonstrated using
a simulation study as well as text classification and NLP structured prediction ex-
periments. The developed framework, however, is general enough to apply to any
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generative SSL problem. As in [35], the delta method transforms our results from
parameter asymptotics to prediction risk asymptotics.
5.2 Related Work
Semi-supervised learning has received much attention in the past decade. Perhaps
the first study in this area was done by [14] who examined the convergence of the
classification error rate as a labeled example is added to an unlabeled dataset drawn
from a Gaussian mixture model. [40] proposed a practical SSL framework based on
maximizing the likelihood of the observed data. An edited volume describing more
recent developments is [15].
The goal of theoretically quantifying the effect of SSL has recently gained in-
creased attention. In [16], the authors use asymptotic bias arguments to analyze
generative SSL under various scenarios of labeled and unlabeled data while [59] con-
siders the asymptotic efficiency. [47] examined the effect of using unlabeled samples
with imperfect models for mixture models. [4] and [46] analyze discriminative SSL
using PAC theory and large deviation bounds. Additional analysis has been con-
ducted under specific distributional assumptions such as the “cluster assumption”,
“smoothness assumption” and the “low density assumption.”[15] However, many of
these assumptions are criticized by [5].
Excluding the works of Cohen & Cozman and Zhang, this chapter complements
the above studies by focusing on generative rather than discriminative SSL. Whereas
Cohen & Cozman consider the scenario in which error is dominated by bias rather than
variance, we analyze and empirically motivate the reverse. This chapter generalizes
that of Zhang’s by including SSL for structured prediction tasks. Moreover, this leads
to heuristics for optimally obtaining partially labeled samples. In contrast to most
other studies, we derive model specific asymptotics as opposed to non-parametric
large deviation bounds. While such bounds are helpful as they apply to a broad set
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of cases, they also provide less information than model-based analysis due to their
generality. Our analysis, on the other hand, requires knowledge of the specific model
family and an estimate of the model parameters. The resulting asymptotics, apply
specifically to the case at hand without the need of potentially loose bounds.
This chapter will explore and answer questions Q1-Q6 in the context of generative
SSL. In particular, it provides a new framework for examining the accuracy-cost SSL
tradeoff in a way that is quantitative, practical, and model-specific.
5.3 Stochastic SSL Estimators
Generative SSL [40, 15] estimates a parametric model by maximizing the observed















A classical example is the naive Bayes model in [40] where pθ(X, Y ) = pθ(X|Y )p(Y ),
pθ(X|Y = y) = Mult([θy]1, . . . , [θy]V ). The framework, however, is general enough to
apply to any generative model pθ(X, Y ).
To analyze the asymptotic behavior of the maximizer of (69) we assume that the
ratio between labeled to unlabeled examples λ = L/(L + U) is kept constant while
n = L+ U →∞. More generally, we assume a stochastic version of (69) where each









(1− Z(i)) log pθ(X(i)), Z(i) ∼ Bin(1, λ).
The variable Z(i) above is an indicator taking the value 1 with probability λ and 0
otherwise. Due to the law of large numbers for large n we will have approximately
L = nλ labeled samples and U = n(1 − λ) unlabeled samples thus achieving the
asymptotic behavior of (69).
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Equation (70) is sufficient to handle the case of classification. However, in the
case of structured prediction we may have sequences X(i), Y (i) where for each i some
components of the label sequence Y (i) are missing and some are observed. For ex-
ample one label sequence may be completely observed, another may be completely
unobserved, and a third may have the first half labeled and the second half not.
More formally, we assume the existence of a sequence labeling policy or strategy
℘ which maps label sequences Y (i) = (Y
(i)
1 , . . . , Y
(i)
m ) to a subset corresponding to
the observed labels ℘(Y (i)) ⊂ {Y (i)1 , . . . , Y
(i)
m }. To achieve generality we allow the
labeling policy ℘ to be stochastic, leading to different subsets of {Y (i)1 , . . . , Y
(i)
m } with
different probabilities. A simple “all or nothing” labeling policy could label the entire
sequence with probability λ and otherwise ignore it. Another policy may label the





1 , . . . , Y
(i)
m with probability 1/3
∅ with probability 1/3
Y
(i)
1 , . . . , Y
(i)
bm/2c with probability 1/3
. (71)






Equation (72) generalizes standard SSL from all or nothing labeling to arbitrary
labeling policies. The fundamental SSL question in this case is not simply what is
the dependency of the estimation accuracy on n and λ. Rather we ask what is the
dependency of the estimation accuracy on the labeling policy ℘. Of particular interest
is the question what labeling policies ℘ achieve high estimation accuracy coupled with
low labeling cost. Answering these questions leads to a generative SSL theory that
quantitatively balances estimation accuracy and labeling cost.
Finally, we note that both (70) and (72) are random variables whose outcomes
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depend on the random variables Z(1), . . . , Z(n) (for (70)) or ℘ (for (72)). As a con-
sequence, the analysis of the maximizer θ̂n of (70) or (72) needs to be done in a
probabilistic manner.
5.4 A1: Consistency (Classification)
Assuming that the data is generated from pθ0(X, Y ), consistency corresponds to the
convergence of
θ̂n = arg max
θ
`n(θ) (73)
to θ0 with probability 1 as n → ∞ (`n is defined in (70)). This implies that in the
limit of large data our estimator would converge to the truth. Note that large data
n→∞ in this case means that both labeled and unlabeled data increase to ∞ (but
their relative sizes remain the constant λ).
We show in this section that the maximizer of (70) is consistent assuming that
λ > 0. This is not an unexpected conclusion but for the sake of completeness we
prove it rigorously. The proof technique is also used when we discuss consistency of
SSL estimators for structured prediction. The notation
p−→ denotes convergences in
probability.[24]
Definition 10. A distribution pθ(X, Y ) is said to be identifiable if θ 6= η entails that
pθ(X, Y )− pη(X, Y ) is not identically zero.
Proposition 7. Let Θ ⊂ Rr be a compact set, and pθ(x, y) > 0 be identifiable and
smooth in θ. Then if λ > 0 the maximizer θ̂n of (70) is consistent i.e., θ̂n → θ0 as
n→∞ with probability 1.
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(1− Z(i)) log pθ(X(i))− (1− λ) log pθ0(X(i))
)
,
which converges by the the strong law of large numbers as n→∞ to its expectation
with probability 1, i.e.,
`′n(θ)
p−→ µ(θ) = −λD(pθ0(X, Y )||pθ(X, Y ))− (1− λ)D(pθ0(X)||pθ(X))).
If we restrict ourselves to the compact set S = {θ : c1 ≤ ‖θ − θ0‖ ≤ c2} then
| log pθ(X, Y )| < K(X, Y ) < ∞, ∀θ ∈ S. As a result, the conditions for the uniform







|`′n(θ)− µ(θ)| = 0
}
= 1. (74)
Since pθ(X, Y ) is identifiable, we have D(pθ0(X, Y )||pθ(X, Y )) ≥ 0 with equality
iff θ = θ0. Since also D(pθ0(X)||pθ(X))) ≥ 0 we have that µ(θ) ≤ 0 with equality
iff θ = θ0 (assuming λ > 0). Furthermore, since the function µ(θ) is continuous it
attains its negative supremum on the compact S: supθ∈S µ(θ) < 0.
Combining this fact with (74) we have that there exists N such that for all n >
N the likelihood maximizers on S achieves strictly negative values of `′n(θ) with
probability 1. However, since `′n(θ) can be made to achieve values arbitrarily close to
zero under θ = θ0, we have that θ̂n 6∈ S for n > N . Since c1, c2 were chosen arbitrarily
θ̂n → θ0 with probability 1.
The proof follows the consistency proof of Chapter 3 with the exception that it
does not assume independence of the indicator functions Z(i) and (1 − Z(i)), as is
assumed there.
105
The above proposition is not surprising. As n→∞ the number of labeled exam-
ples increase to∞ and thus it remains to ensure that adding an increasing number of
unlabeled examples does not hurt the estimator. More interesting is the quantitative
description of the accuracy of θ̂n and its dependency on θ0, λ, n which we turn to next.
5.5 A2: Accuracy (Classification)
The proposition below states that the distribution of the maximizer of (70) is asymp-
totically normal and provides its variance which may be used to characterize the
accuracy of θ̂n as a function of n, θ0, λ. As in Section 5.4 our proof proceeds by
casting generative SSL as an extension of stochastic composite likelihood.
In Proposition 8 (below) and in Proposition 10 we use Varθ0(H) to denote the
variance matrix of a random vector H under pθ0 . The notation  denotes conver-
gences in distribution [24] and ∇f(θ), ∇2f(θ) are the r× 1 gradient vector and r× r
matrix of second order derivatives of f(θ).
Proposition 8. Under the assumptions of Proposition 7 as well as convexity of Θ
we have the following convergence in distribution of the maximizer of (70)
√






Σ = λVarθ0(V1) + (1− λ)Varθ0(V2)
V1 = ∇θ log pθ0(X, Y ), V2 = ∇θ log pθ0(X).
Proof. By the mean value theorem and convexity of Θ, there is η ∈ (0, 1) for which
θ′=θ0 + η(θ̂n − θ0) and
∇`n(θ̂n) = ∇`n(θ0) +∇2`n(θ′)(θ̂n − θ0).
Since θ̂n maximizes `n we have ∇`n(θ̂n) = 0 and
√








By Proposition 7 we have θ̂n
p−→ θ0 which implies that θ′
p−→ θ0 as well. Furthermore,
by the law of large numbers and the fact that Wn
p−→ W implies g(Wn)






λEθ0 ∇2 log pθ0(X, Y )
+ (1− λ)Eθ0∇2 log pθ0(X)
)−1
= Σ−1
where in the last equality we used a well known identity concerning the Fisher infor-
mation.










(W (i) +Q(i)) (78)
where W (i) = Z(i)∇ log pθ0(X(i), Y (i)), Q(i) = (1 − Z(i))∇ log pθ0(X(i)). Since (78) is
an average of iid random vectors W (i) +Q(i) it is asymptotically normal by the central
limit theorem with mean
Eθ0(Q+W ) = λEθ0 ∇ log pθ0(X, Y )
+ (1− λ)E∇ log pθ0(X) = λ0 + (1− λ)0.
and variance
Varθ0(W +Q) = Eθ0 W
2 + Eθ0 Q
2 + 2Eθ0 WQ
= λVarθ0 V1 + (1− λ)Varθ0 V2
where we used the fact that E(Z(1−Z)) = EZ−EZ2 = 0 for binary random variables
Z.




We finish the proof by combining (76), (77) and (79) using Slutsky’s theorem.
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Proposition 8 characterizes the asymptotic estimation accuracy using the matrix
Σ. Two convenient one dimensional summaries of the accuracy are the trace and the
determinant of Σ. In some simple cases (such as binary event naive Bayes) tr(Σ) can
be brought to a mathematically simple form which exposes its dependency on θ0, n, λ.
In other cases the dependency may be obtained using numerical computing.
Figure 24 displays three error measures for the multinomial naive Bayes SSL
classifier [40] and the Reuters RCV1 text classification data. In all three figures the
error measures are represented as functions of n (horizontal axis) and λ (vertical
axis). The error measures are classification error rate (left), trace of the empirical
MSE (middle), and log-trace of the asymptotic variance (right). The measures were
obtained over held-out sets and averaged using cross validation. Figure 26 (middle)
displays the asymptotic variance as a function of n and λ for a randomly drawn θ0.
As expected the measures decrease with n and λ in all the figures. It is interesting
to note, however, that the shapes of the contour plots are very similar across the three
different measures (top row). This confirms that the asymptotic variance (right) is a
valid proxy for the finite sample measures of error rates and empirical MSE. We thus
conclude that the asymptotic variance is an attractive measure that is similar to finite
sample error rate and at the same time has a convenient mathematical expression.
5.6 A3: Consistency (Structured)
In the case of structured prediction the log-likelihood (72) is specified using a stochas-
tic labeling policy. In this section we consider the conditions on that policy that ensure
estimation consistency, i.e., convergence of the maximizer of (72) to θ0 as n→∞.
We assume that the labeling policy ℘ is a probabilistic mixture of deterministic
sequence labeling functions χ1, . . . , χk. In other words, ℘(Y ) takes values χi(Y ), i =
1, . . . , k with probabilities λ1, . . . , λk. For example the policy (71) corresponds to
χ1(Y ) = Y , χ2(Y ) = ∅, χ3(Y ) = {Y1, . . . , Ybm/2c} (where Y = {Y1, . . . , Ym}) and
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λ = (1/3, 1/3, 1/3).










Z(i) ∼ Mult(1, (λ1, . . . , λk))
which exposes its similarity to the stochastic composite likelihood function in [21].
Note however that (80) is not formally a stochastic composite likelihood since Z
(i)
j , j =
1, . . . , k are not independent and since χj(Y ) depends on the length of the sequence
Y (see for example χ1 and χ3 above). We also use the notation S
m
j for the subset of
labels provided by χj on length-m sequences
χj(Y1, . . . , Ym) = {Yi : i ∈ Smj }.






{pθ({Yr : r ∈ Smj }, X)} → pθ(X, Y )
where q is the distribution of sequences lengths. In other words, there is at most one
collection of probabilities corresponding to the lhs above that does not contradict the
joint distribution.
The importance of Definition 11 is that it ensures the recovery of θ0 from the
sequences partially labeled using the labeling policy. For example, a labeling policy
characterized by χ1(Y ) = Y1, λ1 = 1 (always label only the first sequence element) is
non-identifiable for most interesting pθ as the first sequence component is unlikely to
provide sufficient information to characterize the parameters associated with transi-
tions Yt → Yt+1.
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Proposition 9. Assuming the conditions of Proposition 7, and λ1, . . . , λk > 0 with
identifiable χ1, . . . , χk, the maximizer of (80) is consistent i.e., θ̂n → θ0 as n → ∞
with probability 1.













(i)), X(i))− λj log pθ0(χj(Y (i)), X(i))
)
.







q(m) ·D(pθ0({Yi : i ∈ Smj }, X)||pθ({Yi : i ∈ Smj }, X)).
Since µ is a linear combination of KL divergences with positive weights it is non-
negative and is 0 if θ = θ0. The identifiability of the labeling policy ensures that
µ(θ) > 0 if θ 6= θ0. We have thus established that `n(θ) converges to a non-negative
continuous function µ(θ) whose maximum is achieved at θ0.
As with Proposition 7, the proof follows the consistency proof of 3 with the ex-
ception that it does not assume independence of the indicator functions Z(i) and
(1− Z(i)).
Ultimately, the precise conditions for consistency will depend on the paramet-
ric family pθ under consideration. For many structured prediction models such as
Markov random fields the consistency conditions are mild. Depending on the precise
feature functions, consistency is generally satisfied for every policy that labels con-
tiguous subsequences with positive probability. However, some care need be applied
for models like HMMs which contain parameters associated with start and/or end
labels and with models asserting higher order Markov assumptions.
5.7 A4: Accuracy (Structured)
We consider in this section the dependency of the estimation accuracy in structured
prediction SSL (72) on n, θ0 but perhaps most interestingly on the labeling policy ℘.
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Doing so provides insight into not only how much data to label but also in what way.
Proposition 10. Under the assumptions of Proposition 9 as well as convexity of Θ
we have the following convergence in distribution of the maximizer of (80)
√












Vjm = log pθ0({Yi : i ∈ Smj }, X).
Proof. By the mean value theorem and convexity of Θ there is η ∈ (0, 1) for which
θ′=θ0+η(θ̂n − θ0) and
∇`n(θ̂n) = ∇`n(θ0) +∇2`n(θ′)(θ̂n − θ0).
Since θ̂n maximizes `, ∇`n(θ̂n) = 0 and
√
n(θ̂n − θ0) = −
√
n(∇2`n(θ′))−1∇`n(θ0). (82)
By Proposition 9 we have θ̂n
p−→ θ0 which implies that θ′
p−→ θ0 as well. Furthermore,
by the law of large numbers and the fact that if Wn
p−→ W then g(Wn)





















where in the last equality we used a well known identity concerning the Fisher infor-
mation.
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where in the first equality we used the fact that Y (i) can have only one length and
only one of χ1, . . . , χk is chosen. Using the central limit theorem we thus conclude
that
√
n∇`n(θ0) N (0,Σ) (85)
and finish the proof by combining (82), (83), and (85) using Slutsky’s theorem.
Figure 25 (left, middle) displays the test-set log-perplexity for the CoNLL2000
chunking task as a function of the total number of labeled tokens. We used the
Boltzmann chain MRF model that is the MRF corresponding to HMM (though not
identical e.g., [37]). We consider labeling policies ℘ that label the entire sequence with
probability λ and otherwise label contiguous sequences of length 5 (left) or leave the
sequence fully unlabeled (middle). Lighter nodes indicate larger n and unsurprisingly
show a decrease in the test-set perplexity as n is increased. Interestingly, the middle
figure shows that labeling policies using a smaller amount of labels may outperform
other policies. This further motivates our analysis and indicates that naive choices of
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Figure 24: Three error measures for the multinomial naive Bayes SSL classifier
applied to Reuters RCV1 text data. In each, error is a function of n (horizontal
axis) and λ (vertical axis). The left depicts classification error rate, the middle de-
picts the trace of empirical MSE, and right depicts the log-trace of the asymptotic
variance. Results were obtained using held-out sets and averaged using cross val-
idation. Particularly noteworthy is a striking correlation among all three figures,
justifying the use of asymptotic variance as a surrogate for classification error, even
for relatively small values of n.
5.7.1 Conditional Structured Prediction
Thus far our discussion on structured prediction has been restricted to generative
models such as HMM or Boltzmann chain MRF. Similar techniques, however, can
be used to analyze SSL for conditional models such as CRFs that are estimated
by maximizing the conditional likelihood. The key to extending the results in this
chapter to CRFs is to express conditional SSL estimation in a form similar to (72)





and to proceed with an asymptotic analysis that extends the classical conditional
MLE asymptotics. We omit further discussion due to lack of space but include some
experimental results for CRFs.
Figure 26 (left) depicts a similar experiment to the one described in the previous
section for conditional estimation in CRF models. The figure displays log-perplexity
as a function of n (x axis) and λ1 (y axis). We observe a trend nearly identical to
that of the Boltzmann chain MRF (Figure 25, left, middle).
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Figure 25: Test-set results for two policies of unlabeled data for Boltzmann
chain MRFs applied to the CoNLL 2000 text-chunking dataset (left, middle). The
shaded portion of the right panel depicts the empirically unachievable region for
naive Bayes SSL classifier on the 20-newsgroups dataset. The left two share a
common log-perplexity scale (vertical axis) while the vertical axis of the right panel
corresponds to trace of the empirical MSE; the horizontal axis indicates labeling
cost. As above, results were obtained using held-out sets and averaged using
cross validation. Collectively these figures represent the application and effect
of various labeling policies. The left figure depicts the consequence of partially
missing samples for various n,λ while the middle and right represent SSL in the
more traditional all or nothing sense: either labeled or unlabeled samples. See text
for more details.




























Figure 26: Left figure depicts sentence-wise log-perplexity for CRFs under the
same policy and experimental design of the above Boltzmann chain. Center fig-
ure represents log-trace of the theoretical variance and demonstrates phenomena
under a simplified scenario, i.e., a mixture of two 1000-dim multinomials with
unbalanced prior. Rightmost figure demonstrates the practical applicability of
utilizing asymptotic analysis to characterize parameter error as a function of size
of training-set partition. The training-set is fixed at 2000 samples and split for
training and validating. As the proportion used for training is increased, we see a
decrease in error. See text for more details.
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5.8 A5: Tradeoff
As the figures in the previous sections display, the estimation accuracy increases with
the total number of labels. The Cramer-Rao lower bound states that the highest
accuracy for unbiased estimators is obtained by the maximum likelihood operating on
fully observed data. However, assuming that a certain cost is associated with labeling
data SSL resolves a fundamental accuracy-cost tradeoff. A decrease in estimation
accuracy is acceptable in return for decreased labeling cost.
Our ability to mathematically characterize the dependency of the estimation ac-
curacy on the labeling cost leads to a new quantitative formulation of this tradeoff.
Each labeling policy (λ, n in classification and ℘ in structured prediction) is associated
with a particular estimation accuracy via Propositions 8 and 10 and with a particular
labeling cost. The precise way to measure labeling cost depends on the situation at
hand, but we assume in this chapter that the labeling cost is proportional to the
number of labeled samples (classification) and of labeled sequence elements (struc-
tured prediction). This assumption may be easily relaxed by using other labeling cost
functions, e.g, obtaining unlabeled data may incur some cost as well.
Geometrically, each labeling policy may thus be represented in a two dimensional
scatter plot where the horizontal and vertical coordinates correspond to labeling cost
and estimation error respectively. Three such scatter plots appear in Figure 25 (see
Section 5.7 for a description of the left and middle panels). The right panel corre-
sponds to multinomial naive Bayes SSL classifier and the 20-newsgroups classification
dataset. Each point in that panel corresponds to different n, λ.
The origin corresponds to the most desirable (albeit unachievable) position in the
scatter plot representing zero error at no labeling cost. The cloud of points obtained
by varying n, λ (classification) and ℘ (structured prediction) represents the achievable
region of the diagram. Most attractive is the lower and left boundary of that region
which represents labeling policies that dominate others in both accuracy and labeling
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cost. The non-achievable region is below and to the left of that boundary (see shaded
region in Figure 25, right). The precise position of the optimal policy on the boundary
of the achievable region depends on the relative importance of minimizing estimation
error and minimizing labeling cost. A policy that is optimal in one context may not
be optimal in a different context.
It is interesting to note that even in the case of naive Bayes classification (Fig-
ure 25, right) some labeling policies (corresponding to specific choices of n, λ) are
suboptimal. These policies correspond to points in the interior of the achievable re-
gion. A similar conclusion holds for Boltzmann chain MRF. For example, some of
the points in Figure 25 (left) denoted by the label 700 are dominated by the more
lightly shaded points.
We consider three different ways to define an optimal labeling policy (i.e., deter-
mining how much data to label) on the boundary of the achievable region:
(λ∗, n∗)1 = arg min
(λ,n):λn≤C
tr(Σ−1) (86)
(λ∗, n∗)2 = arg min
(λ,n):tr(Σ−1)≤C
λn (87)
(λ∗, n∗)3 = arg min
(λ,n)
λn+ α tr(Σ−1). (88)
The first applies in situations where the labeling cost is bounded by a certain available
budget. The second applies when a certain estimation accuracy is acceptable and the
goal is to minimize the labeling cost. The third considers a more symmetric treatment
of the estimation accuracy and labeling cost.
Equations (86)-(88) may be easily generalized to arbitrary labeling costs f(n, λ).
Equations (86)-(88) may also be generalized to the case of structured prediction with
℘ replacing (λ, n) and cost(℘) replacing λn.
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5.9 A6: Practical Algorithms
Choosing a policy (λ, n) or ℘ resolves the SSL tradeoff of accuracy vs. cost. Such a
resolution is tantamount to answering the basic question of how many labels should
be obtained (and in the case of structured prediction also which ones). Resolving
the tradeoff via (86)-(88) or in any other way, or even simply evaluating the asymp-
totic accuracy tr(Σ) requires knowledge of the model parameter θ0 that is generally
unknown in practical settings.
We propose in this section a practical two stage algorithm for computing an es-
timate θ̂n within a particular accuracy-cost tradeoff. Assuming we have n unlabeled
examples, the algorithm begins the first stage by labeling r samples. It then estimates
θ′ by maximizing the likelihood over the r labeled and n− r unlabeled samples. The
estimate θ̂′ is then used to obtain a plug-in estimate for the asymptotic accuracy
tr(Σ). In the second stage the algorithm uses the estimate t̂r(Σ) to resolve the trade-
off via (86)-(88) and determine how many more labels should be collected. Note that
the labels obtained at the first stage may be used in the second stage as well with no
adverse effect.
The two-stage algorithm spends some initial labeling cost in order to obtain an
estimate for the quantitative tradeoff parameters. The final labeling cost, however,
is determined in a principled way based on the relative importance of accuracy and
labeling cost via (86)-(88). The selection of the initial number of labels r is important
and should be chosen carefully. In particular it should not exceed the total desirable
labeling cost.
We provide some experimental results on the performance of this algorithm in
Figure 26 (right). It displays box-plots for the differences between tr(Σ) and t̂r(Σ)
as a function of the initial labeling cost r for naive Bayes SSL classifier and 20-
newsgroups data. The figure illustrates that the two stage algorithm provides a very
accurate estimation of tr(Σ) for r ≥ 1000 which becomes almost perfect for r ≥ 1300.
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5.10 Discussion
In this chapter we developed a stochastic m-estimator for controlling labeling costs.
Through the SME framework, we able to provide asymptotic analysis of classifica-
tion and structured prediction tasks under semi-supervised learning scenarios. This
analysis allowed us to answer several questions one might reasonably ask in fitting
these models. This included addressing how combinations of labeled and unlabeled
data lead to precise models, expressing the estimation accuracy as a function of the
amount of labeled and unlabeled data, and quantifying the improvement resulting
from replacing an unlabeled example with a labeled.
The answers to these questions allowed us to develop practical solutions for bud-
geted learning scenarios. Such situations are common to many fields, particularly
Natural Language Processing, where data evidence is numerous and labels scarce.
Through the SME framework we could quantify the value of labels and thereby opti-
mally utilize fiscal resources under several reasonable scenarios. These included fixed




This dissertation aimed to develop, through theory and example, a general math-
ematical framework for controlling those forces in machine learning which impede
accuracy. These limiting factors, which we abstractly referred to as costs, may be
computational or they may be financial.
In chapter 2 we began construction of such a framework by considering the broad
class of estimators known as m-estimators. Such estimators consist of maximizing
an average and are ubiquitous in statistics and machine learning. Notable special
cases include least-squares estimation and the maximum likelihood estimator. We
improved upon the standard m-estimator by imagining a “super” m-estimator, com-
prised of selecting several criteria functions at-random, and maximizing their sum.
We called this the stochastic m-estimator (SME) and were able to show that each
SME instantiation resolves the accuracy-cost tradeoff differently, and taken together
they span a continuous spectrum of accuracy-cost tradeoff resolutions.
We also proved that the stochastic m-estimator inherits the desirable properties of
its m-estimator predecessor, including consistency and asymptotic Normality. Such
properties are fairly modest, owing to their asymptotic nature, but nonetheless char-
acterize the estimator in an intuitive and fundamentally significant manner. Simply
put, satisfying these properties ensures that given sufficiently many data, the estima-
tor will behave in a manner which is faithful to the distribution which underlies the
data.
In chapters 2, 3, and 4 we applied the SME to several fundamental tasks in
machine learning. In chapter 2 we explored the computational challenges of learning
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parameters in broad class of models known as Markov random fields (MRFs). MRFs
include simple models, such as the Exponential and Poisson distributions, as well as
more sophisticated models, such the Boltzmann machine and the Ising model. In
chapter 3 we continued to study computational tradeoffs in MRF parameter learning,
only this time tailored the SME to handle models with latent random variables. We
called this extension the MCEM+SCL hybrid. Notable latent variable MRFs include
the Mixture of Gaussians and Latent Dirichlet Allocation [8]. Through theoretical
and experimental study, we demonstrated the effectiveness of the estimators when
computational resources are insufficient or when obtaining additional labeled samples
is necessary. We also demonstrated that in some cases the stochastic m-estimator is
associated with robustness thereby increasing its statistical accuracy and representing
a win-win.
In chapter 4, we examined another cost which is common to every machine learning
problem: label complexity. That is, how do we obtain adequately many training
samples to ensure accurate inference. We asked, and answered, several questions
pertaining to a particular means of tolerating partially labeled samples known as
semi-supervised learning. As a happy side-effect, we discovered that the stochastic
m-estimator framework yields some intuition as to how much a particular partial
labeling will improve estimator accuracy. From this idea we developed a simple
procedure for requesting more labeled samples and in what configuration they should
be labeled.
We imagine the SME framework as being appropriate for several other tasks in
statistics and machine learning. It may be possible to extend ideas similar to stochas-
tic m-estimation to sample generation, much like blocked Gibbs sampling. It would
also seem that feature learning is a viable candidate for the SME. One may imagine
the features themselves as being randomly selected and the SME framework could
be used to characterize the performance of different selection policies. This idea is
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important when there are too many features to collect, perhaps due to insufficient
computer memory, or when there are varying costs associated with different features.
As an illustrative example, consider the task of information retrieval and the ag-
gressive time tradeoff the modern search engine must negotiate. Typically this task
involves ranking an enormous collection of documents in some short interval, say 250
milliseconds, concurrently for hundreds of thousands of users. Document relevance is
based not only on quality and similarity to the query, but also on characteristics spe-
cific to the user. Such characteristics or features may include the user’s demographic
(gender, age, location, interests), past session data, or features based on other similar
users (users of a type clicked on pages of a type). Each of these features are likely to
require increasing amounts of computation and network time, but they are also likely
to improve retrieval quality. We believe the SME is a natural candidate to describe
this tradeoff. It offers a methodology for developing approaches which balance the
cost of obtaining richer features and the improvement those features bring to user
satisfaction.
As this dissertation demonstrated, we believe the stochastic m-estimator frame-
work is robust enough to rise to many of the accuracy-cost tradeoffs present in ma-
chine learning. We also hope that its fundamentally simple construction makes it a





Theorem 8 (m-Estimator Strong Consistency). The following assumptions imply
that the sequence of estimators θ̂n is strongly consistent with some θ0 ∈ Θ0, i.e., there









(A1) The set Θ is compact and permits metric d(·, ·).
(A2) The function m : Θ× X → {−∞,∞} ∪ R is upper semi-continuous in θ for








(A3) Write ψ(x, θ, ρ) = sup {mθ′(x) : d(θ′, θ) < ρ}. For every θ ∈ Θ and suffi-
ciently small ρ > 0:
(i) The function ψ(x, θ, ρ) is ν-measurable and,
(ii) The population expectation is positive integrable, i.e., E0 ψ(X, θ, ρ) <∞.




If Θ is empty or M0(θ) is identically −∞ then Θ0 = Θ and the theorem is vacuous,
hence we may assume Θ0 ⊂ Θ 6= ∅. Since Θ is compact (A1), the supremum are
achieved on Θ and Θ0 6= ∅, so E0mθ0 > −∞. This fact together with A3(ii) implies
E0 |mθ0| <∞ so |M0(θ0)| <∞.
(We next show limits and integrals are exchangeable.)
Let ρ ≥ ρn be a decreasing sequence in n. Fix some θ; the sequence ψ(x, θ, ρn) is
decreasing and bounded above by ψ(x, θ, ρ). In view of A2 and mθ(x) ≤ ψ(x, θ, ρn)
we have ψ(x, θ, ρn) ↓ mθ(x) as n →∞. By A3, ψ(x, θ, ρ) is measurable and positive
integrable. These facts satisfy the conditions of the (extended) monotone convergence
theorem1 and we conclude E0 ψ(X, θ, ρn) ↓M0(θ) ≥ −∞ as n→∞.
(We next establish a finite subcover of a subset of Θ which excludes open neigh-
borhoods Θ0.)
In view of the preceding paragraph and the fact that M0(θ) < M0(θ0) for every
θ 6∈ Θ0 we have that for every θ there exists ρθ > 0 such that E0 ψ(X, θ, ρθ) < M0(θ0).




c(θ, ε) for some ε > 0. The set Sε is covered by {Bθ : θ ∈ Sε},
i.e., Sε ⊂ ∪θ∈SεBθ. Note that the cover excludes members of Θ0 by definition of Bθ.
Since Sε is an intersection of closed sets it is compact. Let {Bθj : j = 1, . . . , p} be a
finite subcover of Sε.
(We now invoke the strong law of large numbers on the finite sub-cover.)
Write En ψj = En ψ(X, θj, ρθj). We apply the SLLN
2 to each of the finitely many





En ψ(X, θj, ρj) = E0 ψ(X, θj, ρj)
}
= 1,
for each j = 1, . . . , p. Since the finite intersection of almost sure events remains
1Ash & Doléans-Dade. Page 49. Theorem 1.6.7(b).
2Ash & Doléans-Dade. Pages 242–244. Theorem 6.2.5.
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(We conclude the proof by showing θ̂n 6∈ Sε by assuming its complement.)
If we assume θ̂n ∈ Sε then obviously Mn(θ̂n) ≤ supθ∈SεMn(θ). This fact, A4, and

























= p0 {M0(θ0) < M0(θ0)}
which implies θ̂n 6∈ Sε. Since ε was chosen arbitrarily the theorem follows. This proof
is due to Wald.
A.2 Stochastic Composite Likelihood
The proofs below generalize the classical consistency and asymptotic efficiency of the
MLE [24] and the corresponding results for m-estimators [49]. They follow simi-
lar lines as the proofs in [24] and [49], with the necessary modifications due to the
stochasticity of the SCL function. We assume below that pθ(X) > 0 and that X is a
discrete and finite RV.
The following lemma generalizes Shannon’s inequality [17] for the KL divergence.
We will use it to prove consistency of the SCL estimator.
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Lemma A.2.1. Let (A1, B1), . . . , (Ak, Bk) be a sequence of m-pairs that ensures
identifiability of pθ, θ ∈ Θ and α1, . . . , αk positive constants. Then
k∑
j=1
αkD(pθ(XAj |XBj) || pθ′(XAj |XBj)) ≥ 0 (92)
where equality holds iff θ = θ′.
Proof. The inequality follows from applying Jensen’s inequality for each conditional
KL divergence






= log 1 = 0.
For equality to hold we need each term to be 0 which follows only if pθ(XAj |XBj) ≡
pθ′(XAj |XBj) for all j which, assuming identifiability, holds iff θ = θ′.
Proposition 1. Let Θ ⊂ Rr be an open set, pθ(x) > 0 and continuous and smooth
in θ, and (A1, B1), . . . , (Ak, Bk) be a sequence of m-pairs for which
{(Aj, Bj) : ∀j such that λj > 0} ensures identifiability. Then the sequence of SCL








Proof. The SCL function, modified slightly by a linear combination with a term that
























βjλj D(pθ0(XAj |XBj) || pθ(XAj |XBj)).
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Zjβj log pθ(XAj |XBj)− λjβj log pθ0(XAj |XBj)
∣∣∣ < K(x) <∞ (94)
where K(x) is a function satisfying EK(X) <∞. As a result, the conditions for the







|scl′(θ)− µ(θ)| = 0
}
= 1. (95)
By Proposition A.2.1, µ(θ) is non-positive and is zero iff θ = θ0. Since the function
µ(θ) is continuous it attains its negative supremum on the compact S: supθ∈S µ(θ) <
0. Combining this fact with (95) we have that there exists N such that for all n > N
the SCL maximizers on S achieves strictly negative values of sc`′(θ) with probability
1. However, since sc`′(θ) can be made to achieve values arbitrarily close to zero under
θ = θ0, we have that θ̂
msl
n 6∈ S for n > N . Since c1, c2 were chosen arbitrarily θ̂msln → θ0
with probability 1.
Proposition 2. Making the assumptions of Proposition 1 as well as convexity of
Θ ⊂ Rr we have the following convergence in distribution
√













The notation Varθ0(Y ) represents the covariance matrix of the random vector
Y under pθ0 while the notations
p−→, in the proof below denote convergences in
probability and in distribution [24].
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Proof. By the mean value theorem and convexity of Θ there exists η ∈ (0, 1) for which
θ′ = θ0 + η(θ̂
msl
n − θ0) and
∇sc`n(θ̂msln ) = ∇sc`n(θ0) +∇2sc`n(θ′)(θ̂msln − θ0)
where ∇f(θ) and ∇2f(θ) are the r × 1 gradient vector and r × r matrix of second
order derivatives of f(θ). Since θ̂n maximizes the SCL, ∇sc`n(θ̂msln ) = 0 and
√
n(θ̂msln − θ0) = −
√
n(∇2sc`n(θ′))−1∇sc`n(θ0). (99)
By Proposition 1 we have θ̂msln
p−→ θ0 which implies that θ′
p−→ θ0 as well. Furthermore,
by the law of large numbers and the fact that if Wn
p−→ W then g(Wn)






























where the random vectors Wij = Zij∇ log pθ(X(i)Aj |X
(i)
Bj
) have expectation 0 and vari-

















i=1Wij is asymptotically Gaussian as well
with mean zero since it converges to a sum of Gaussian distributions with mean





i=1 Wij, j = 1, . . . , k
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are correlated, the asymptotic variance matrix of
√
n∇sc`n(θ0) needs to account for











We finish the proof by combining (99), (100) and (101) using Slutsky’s theorem.
















Proposition 3. Assuming the conditions in Proposition 1 as well as supθ:‖θ−θ0‖≥εM(θ) <
M(θ0) for all ε > 0 we have θ̂
msl








|scl′(θ)− µ(θ)| = 0
}
= 1. (105)
on the compact set S = {θ : c1 ≤ ‖θ− θ0‖ ≤ c2} as in the proof of Proposition 1. We
proceed similarly along the lines of Proposition 1, with the necessary modification
due to the fact that the true model is outside the parametric family.
Since the function µ(θ) is continuous it attains its negative supremum on the
compact S: supθ∈S µ(θ) < µ(θ0) ≥ 0. Combining this fact with (105) we have that
there exists N such that for all n > N the SCL maximizers on S achieves strictly
negative values of sc`′(θ) with probability 1.
However, since sc`′(θ) can be made to achieve values arbitrarily close to µ(θ0)
as θ̂n → θ0, we have that θ̂msln 6∈ S for n > N . Since c1, c2 were chosen arbitrarily
θ̂msln → θ0 with probability 1.
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Proposition 4. Assuming the conditions of Proposition 2 as well as
EP (X) EP (Z) ‖ψθ0(X,Z)‖2 <∞, EP (X) EP (Z) ψ̇θ0(X) exists and is non-singular, |Ψ̈ij| =
|∂2ψθ(x)/∂θiθj| < g(x) for all i, j and θ in a neighborhood of θ0 for some integrable
g, we have
√






(i), Z(i)) + oP (1) (106)
or equivalently












Proof. By Taylor’s theorem there exists a random vector θ̃n on the line segment
between θ0 and θ̂n for which
0 = Ψn(θ̂n) = Ψn(θ0) + Ψ̇n(θ0)(θ̂n − θ0) +
1
2
(θ̂n − θ0)>Ψ̈n(θ̃n)(θ̂n − θ0).
which we re-arrange as
√










nΨn(θ0) + oP (1) (109)
where the second equality follows from the fact that θ̂n
p−→ θ0 and continuous functions
preserves converges in probability.
Since Ψ̇n(θ0) converges by the law of large numbers to EP (X) EP (Z) ψ̇θ(X,Z) and
Ψ̈n(θ̃n) converges to a matrix of bounded values in the neighborhood of θ0 (for large




EP (X) EP (Z) ψ̇θ(X,Z) + oP (1) +
1
2





n(EP (X) EP (Z) ψ̇θ(X,Z) + oP (1))(θ̂n − θ0) (110)
since θ̂n − θ0 = oP (1) and oP (1)Op(1) = oP (1) (the notation OP (1) denotes stochas-




n(EP (X) EP (Z) ψ̇θ(X,Z) + oP (1))(θ̂n − θ0) = −
√
nΨn(θ0) + oP (1).
Since the matrix EP (X) EP (Z) ψ̇θ(X,Z) + oP (1) converges to a non-singular matrix,
multiplying the equation above by its inverse finishes the proof.
Corollary 1. Assuming the conditions specified in Proposition 5 we have
√
n(θ̂n − θ0) N(0, (EP (X) EP (Z) ψ̇θ0)−1(EP (X) EP (Z) ψθ0ψ>θ0)(EP (X) EP (Z) ψ̇θ0)
−1).
(111)
Proof. Equation (34) follows from (32) by noticing that due to the central limit











Substituting this in the right hand side of (32) and accounting for the modified
variance due to the matrix inverse results in (34).
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