Abstract. Morse Index Theorems for elliptic boundary value problems in multi-dimensions are proved under various boundary conditions. The theorems work for star-shaped domains and are based on a new idea of measuring the "oscillation" of the trace of the set of solutions on a shrinking boundary. The oscillation is measured by formulating a Maslov index in an appropriate Sobolev space of functions on this boundary. A fundamental difference between the cases of Dirichlet and Neumann boundary conditions is exposed through a monotonicity that holds only in the former case.
Introduction
The problem of determining the Morse index (number of unstable eigenvalues), an algebraic object, from the geometric structure of the underlying solution in question is an old one. In one space dimension, Sturm-Liouville theory affords a direct relationship between the Morse index and the number of nodes of the solution. The Morse Index Theorem ( [17] ) states that the Morse index can be read off from the number of conjugate points along a geodesic, and this can be generalized to Hamiltonian systems of any finite dimension. This affords a symplectic interpretation (see Arnol d [1] , [2] ). From this perspective, conjugate points are related to the location where Lagrangian planes of the Hamiltonian system have nontrivial intersection. This, in turn, corresponds to the "oscillation" of the Lagrangian plane in the total Lagrangian Grassmannian which is given by the Maslov index. The equality of the Morse index with the Maslov index thus offers a way of gleaning algebraic information (Morse index) from geometric information (Maslov index). This notion of oscillation also illustrates that the Morse Index Theorem is really a natural generalization of the Sturm-Liouville theory of oscillations for second-order scalar ODE's.
To generalize the Morse Index Theorem to the case of domains in higher space dimensions, Smale ([18] ) studied elliptic operators on smooth manifolds with boundary. In that work, Smale introduced the idea of shrinking the manifold to a small set (in the sense of measure he assumes that the space possesses). He then generalizes the notion of conjugate points in a natural way to this case. The Morse Index Theorem can be reformulated and still holds. Later, Swanson ([19] ) developed an infinite-dimensional Lagrangian intersection theory to reinterpret Smale's result.
It is natural to think of this problem in the context of the effort to relate the index for the eigenvalue problem (number of eigenvalues greater than, for instance, zero) of a selfadjoint operator, arising from a linear elliptic equation posed on a multi-dimensional domain. There is a long history of work aimed at relating this index to the nodal structure of the associated eigenfunction. This goes back, at least to Courant and Hilbert [3] , and was further developed in [9] and [11] . The interesting paper of Johnson, see [13] , can also be seen in this light.
In this paper, we offer a new way of looking at this problem that rests on the dynamical systems interpretation of Sturm-Liouville theory and the Morse Index Theorem in terms of oscillations. The key step is to set the elliptic problem in a symplectic context and use the Maslov index to relate the Morse index to a geometric construction that encodes a generalized notion of oscillation. This is similar in spirit to the work of Swanson [19] , but the construction is different in a critical respect and we introduce a fundamentally new approach which we believe will be of broader applicability.
The key new idea in our work is to introduce a "sweeping" of the underlying spatial domain by shrinking the boundary. The traces of all the solutions to the elliptic problem (without any boundary conditions) restricted to a shrinking boundary is then realized in an appropriate Grassmannian of Lagrangian planes of a symplectic Hilbert space. The "oscillation" of this curve, i.e., its Maslov index, is then related to the Morse index. By realizing the boundary conditions as an appropriate subset of this space, the interpretation of the Maslov index in terms of "conjugate points" can then be made in a natural way.
The contrast of this approach with that of Smale shows how we are able to obtain results that go beyond those in Smale's paper. There are two different approaches to the Morse Index Theorem. The original approach, see, for instance, Milnor [17] , uses a variational method. This works well in this context with Dirichlet boundary conditions, which Smale assumes. The approach using the Maslov index, (see [2] ), is more general, and this is revealed in this framework by its ability to handle more general boundary conditions including the important Neumann case. Within the framework of the Maslov index, the difference can be seen clearly, as a certain monotonicity holds for Dirichlet boundary conditions but not for the Neumann case. The implication is that a different type of Morse Index Theorem holds in this case.
Framework and results
The basic setup will be of a semilinear elliptic boundary value problem:
where Ω ⊂ R m is a star-shaped, bounded domain with smooth boundary, m ≥ 1, and n = n(x) is the outer normal direction for x ∈ ∂Ω. We assume that g(x, u) ∈ C 3 (Ω × R). Equation (2.2) is to prescribe the boundary condition via a projection operator P . The usual Dirichlet and Neumann boundary conditions are given by projections onto the first and second coordinates respectively. Conditions on the operator P , which will include these two cases, will be specified later.
We shall assume that there exists a C 2 solution u(x) of the boundary value problem (2.1)-(2.2). The existence and regularity problem for the semilinear elliptic boundary value problems has been studied extensively; see, for example, [4] , [16] , [10] and the references therein. For the (classical) solutionū ∈ C 2 (Ω), the Morse index M (ū) is defined via the eigenvalue problem for the linearization atū:
∂n | ∂Ω ) = 0 , will be a selfadjoint operator with compact resolvent, and the Morse index M (ū) is defined as the dimension of the maximal subspace of H P on which A is negative-definite.
The Morse index contains information about the dynamics near the solutionū when it is considered as a steady state of an appropriate evolution equation. For instance, if the dynamics come from the gradient flow in L 2 , the evolution equation is the associated reaction-diffusion equation
with the same boundary conditions (2) . In this case, the Morse index is the number of unstable directions atū. In general, the study of the Morse index appears naturally in the finite and infinite-dimensional Morse theory and the global analysis of the calculus of variations; see [17] , [4] , [16] and the references therein.
To put the study of the Morse index in a symplectic context, we shall use the Hilbert space
. This will be viewed as a phase space in a dynamical sense. The space H carries a natural symplectic structure ω on H given by: [14] . Denoting the set of all weak solutions w ∈ H 1 (Ω) which satisfy (2.3) as K λ , we note that the well-known Green's formula,
A key observation is that it offers a connection between the set of weak solutions w of (2.3) in K λ and their boundary information (w| ∂Ω , ∂w ∂n | ∂Ω ) in the phase space H . This also prompts the following trace map on K λ via
We should caution that no boundary conditions are imposed on functions in K λ . Using the Green's formula (2.5), we easily see that the symplectic form ω vanishes on T (K λ ). The symplectic form will also vanish on ker P . (This latter point is easy to see if P is a projection onto one of the two coordinates, i.e., for Dirichlet or Neumann conditions. We shall set below conditions on P for which this is more generally true.) A key point is then that these two subspaces, T (K λ ) and ker P , are Lagrangian subspaces of the symplectic Hilbert space H. A Lagrangian subspace L in a symplectic Hilbert space H is a maximal closed subspace in H on which ω vanishes, i.e., ω(p, q) = 0 for all p, q ∈ L.
To ensure that the kernel of P is Lagrangian, we give the following.
Definition 2.1. The bounded linear operator P : H → H is called a Lagrangian projection operator if it satisfies P 2 = P , and that the kernel ker P def = P −1 (0) and the range P (H) ⊂ H are both Lagrangian subspaces of H.
The possible Lagrangian boundary conditions will be further divided into two types, one of which is like a Dirichlet condition and the other of which has greater affinity with Neumann conditions. Definition 2.2. Suppose that L is a Lagrangian subspace of H. Then it is said to be
Here by saying that [20] , S is compact relative to B, and B * = B, S * = S. We will nevertheless restrict ourselves to the simpler assumption (Ha) above for the sake of clarity.
The two fundamental Lagrangian projections
correspond to the Dirichlet and Neumann boundary conditions, respectively, and they both belong to the class of Lagrangian projections we consider here. In this way the existence problem for (2.3) and (2.4) is reduced to that of a (nontrivial) Lagrangian intersection between T (K λ ) and ker P .
The Maslov index describes the "winding effect" of an (at least) continuous path of Lagrangian subspaces in the totality of the so-called Fredholm Lagrangian Grassmannian of H. To introduce the Maslov index, we first set up some notation. For a real (separable) symplectic Hilbert space (H, ω), denote by Λ(H), the totality of all Lagrangian subspaces of H, which is called the Lagrangian Grassmannian. For μ, η ∈ Λ(H), the pair (μ, η) is called a Fredholm pair if dim(μ ∩ η) < +∞, and μ + η is closed and of finite codimension. The Fredholm Lagrangian Grassmannian with respect to μ ∈ Λ(H) is given by
The definition and properties of the Fredholm Lagrangian Grassmannian have been studied extensively in the article of Furutani [14] ; here we use the notation in that paper as much as possible. For a continuous path γ : [0, 1] → F Λ μ (H), one can assign a geometric quantity, the so-called Maslov index Mas({γ(t)}, μ), as given in [14] .
It will be helpful to fix ker P as μ, the Lagrangian subspace corresponding to the boundary condition, and our goal is to first show that T (K λ ), the trace map applied to the set of the weak solutions for (2.3), actually lives in F Λ μ (H), the Fredholm Lagrangian Grassmannian with respect to μ. Secondly, we will develop a dynamical system approach of constructing an (at least) continuous path γ in F Λ μ (H), so that the Maslov index Mas({γ(t)}, μ) will give us the Morse index M (ū). The idea is what we call the "domain shrinking" method and is described below.
By assumption the domain Ω is star-shaped with respect to some inner point x 0 ∈ Ω; therefore for each x ∈ Ω, x = x 0 , there is a unique 0 < t < 1, y ∈ ∂Ω such that x − x 0 = ty. Without loss of generality, let
, equipped with the same symplectic form ω as that for H. It will be shown (see Lemma 4.4 
We use the following trace map
In each "shrunken phase space" H t we now have a Lagrangian subspace T t (K λ,t ). To see the "winding effect" of these Lagrangian subspaces, we need to map them into a single symplectic Hilbert space, which we choose to be H. The mapping needed is the natural scaling map Φ t between ∂Ω t and ∂Ω, from which the induced mappingΦ t will map T t (K λ,t ) into the corresponding Lagrangian subspace in H. The desired curve γ in the Lagrangian Grassmannian F Λ μ (H) can then be defined by
Due to the standard regularity result for weak solutions of (2.3), we will show that
. This curve describes the evolution of Lagrangian subspaces of weak solutions for (2.3) as t increases, where λ = 0 is fixed.
The reason why we fix λ = 0 in the construction of the curve γ can be seen from classical Sturm-Liouville theory, where one distinct characteristic is that the information about the Morse index of the second-order selfadjoint differential operator is encoded in the behavior of the eigenfunctions at λ = 0. In the same spirit, we want to show that the Morse index M (ū) is also encoded in the behavior of the weak solutions of (2.3), (2.4), by reading off the "winding effect" of the Lagrangian curve γ in F Λ μ (H) when λ is fixed to be 0 in (2.3).
Our main results are the following.
Theorem 2.4 (Dirichlet-based case). Assuming (Ha)
, and that μ = ker P is a nonpositive Dirichlet-based Lagrangian subspace of H, letū ∈ C 2 (Ω) be a solution for (2.1) and (2.2), and 
The key idea in the proofs of Theorems 2.4 and 2.5 is the monotonicity of the Maslov index with respect to the eigenvalue parameter λ ∈ R.
As an application of Theorem 2.4, we discuss the monotonicity of the eigenvalue of operator A with respect to the domain, for both Dirichlet and Neumann boundary conditions. We show that there is an essential difference between Dirichlet and Neumann boundary conditions, as far as the monotonicity of the eigenvalue of A with respect to the domain is concerned. As given in [21] , the monotonicity of the eigenvalue of a "pure" Laplacian for both Dirichlet and Neumann boundary conditions has been established, 1 but for a general second-order elliptic operator A, the monotonicity of the eigenvalue with respect to the domain is not true for the Neumann boundary condition, though it is true for the Dirichlet boundary conditions always.
Corollary 2.6 (Dirichlet case). Assuming (Ha), letū
∈ C 1 (Ω) be a solution for (2.1) and (2.2), f (x) = g u (x,ū(x)). For each t ∈ (0, 1
], let c(t) be the dimension of the solution sets for
− w + f (x)w = 0, in Ω t , w = 0, for x ∈ ∂Ω t .
Then we have M (ū) = 0<t<1 c(t).
As a consequence of Corollary 2.6, the set of t where c(t) = 0 is discrete.
Corollary 2.7 (Neumann case). Assuming (Ha), letū ∈ C
2 (Ω) be a solution for (2.1) and (2.2), f (x) = g u (x,ū(x)), and assume that the dimension of the solution sets for
by a nontrivial solutionw(x). Denote the Morse index of
The organization of the paper is as follows: in section 3 we discuss properties of the Fredholm Lagrangian Grassmannian F Λ μ (H) and the Maslov index for a continuous curve γ in F Λ μ (H), along the lines presented in [14] . We have adapted some results from [14] and rephrased them to suit our purposes. In section 4 we give the construction of the Maslov index Mas({γ(t)}, μ), and finally in section 5 we give the proof of the main results.
Fredholm Lagrangian Grassmannian and monotonicity of Maslov index
In this section we discuss some properties of the Fredholm Lagrangian Grassmannian and the Maslov index. Let H be a real and separable Hilbert space with a symplectic form ω, i.e., a nondegenerate, skew-symmetric bounded bilinear form. Here the nondegeneracy of ω means that ω : 
Thus we have that dim Proof. By assumption we have η = Ψ(ξ) for some Ψ ∈ GL c (H). Since ω vanishes on η, Ψ| ξ is symplectic; thus we can findΨ ∈ Sp c (H) so thatΨ| ξ = Ψ| ξ , i.e., η =Ψ(ξ). Since Λ(H) is invariant under the action of Sp c (H), we have that η ∈ Λ(H), i.e., η is a Lagrangian subspace. 
Proof. By assumption (η, μ) is a Fredholm pair; thus we have dim(η ∩ μ) < +∞ and dim(η
where η ⊥ and μ ⊥ are the orthogonal complements of η and μ in H, respectively. Since ξ = Ψ(η) for some Ψ ∈ GL c (H), ξ is a closed subspace of H, and
by a standard functional analysis argument. Thus by definition we have that (ξ, μ) is also a Fredholm pair.
When the real separable symplectic Hilbert space H has a polarization H = H + × H * + , where H * + is the dual space of H + , and the symplectic form
where , is the pairing between H + and H * + , we have the following. 
But this contradicts the nondegeneracy of ω on H! Therefore we must have L = L , i.e., L is the maximal closed isotropic subspace of H, which is equivalent to L being a Lagrangian subspace.
Properties of the Maslov index.
Let γ : [0, 1] → F Λ μ (H) be a continuous path. There is a well-defined Maslov index Mas({γ(t)}, μ) which satisfies certain properties [14] . We rephrase and organize the main properties stated in [14] as the following. ({γ(t)}, μ) satisfies the following properties:
], then Mas({γ(t)}, μ) = 0. • 2) Additivity under the catenation of the paths. • 3) Modulo sign and addition constants, it is only a homotopy invariant of curves in F Λ μ (H) with fixed endpoints and distinguishes the homotopy classes. • 4) Let ξ ∈ F L res (μ). Then Mas({γ(t)}, μ) − Mas({γ(t)}, ξ) depends only
on the end points.
Proof. Property (1) follows from the definition of the Maslov index Mas({γ(t)}, μ), while properties (2) and (3) 
It can be shown that the crossing form Q M (x, y) does not depend on the choice of ν [14] . This notion will be of central importance for us, since it offers us a direct way of calculating the Maslov index locally. By rephrasing Remark 2.24, Proposition 2.27 and Proposition 2.29 of [14] we have that 
Mas({γ(t)} |t−t
2) for t * = 0 or 1, 
where t i ∈ [0, 1] is the position of negative crossings.
∩ μ, and the curve γ is of C 2 , then we can consider the secondary crossing form 
M | γ(t * )∩μ is nondegenerate, then there would exist a positive δ > 0 such that 1) for t * ∈ (0, 1),
2) for t * = 0 or 1,
where the positive/negative index of inertia of Q
Domain shrinking and construction of path in Fredholm Lagrangian Grassmannian
In this section we fix the real separable symplectic Hilbert space as H = H 
where , is the pairing between H Let the hypothesis (Ha) be satisfied, and assume thatū ∈ C 2 (Ω). We now detail the domain-shrinking method to construct a C 2 path in the Fredholm Lagrangian Grassmannian F Λ μ (H), where μ = ker P . Recall that the shrunken domain Ω t = {x ∈ Ω : x = sy, 0 ≤ s < t, y ∈ ∂Ω}, and
(Thus H = H 1 .) The symplectic form for H t has the same form as that for H.
We consider the following:
where t ∈ [0, 1], λ ∈ R. For t ∈ (0, 1], it is obtained by scaling equation (2.3) from Ω t to Ω. Denoting byK λ,t the set of all H 1 weak solutions for (4.1), for each t ∈ (0, 1], the trace mapT t :
First we have the following.
Proof. We follow the lines of the proof for the transversality lemma of [8] . 
For w ∈H, Equation (4.1) can now be written as
where
Then arguing exactly as given in [8] , we haveK λ,t = G −1 (λ, t)(L c ) and that
Since G is of Id + compact type, using Lemma 6 of [7] we know thatK
is an isomorphism, following Lemma 6 of [8] .
To show that (L c,t , μ) is a Fredholm pair, note that L c,t is the image of all harmonic functions in Ω under the trace mapT t ; thus we have L c,t = {(u, [20] . By assumption (Ha), μ is either Dirichlet-based or Neumann-based, which means that μ ∈ F res (L D ) or μ ∈ F res (L N ); thus by Lemma 3.4 of section 3 we have that (L c,t , μ) is a Fredholm pair. From the paragraph above we know that T t (K λ,t ) ∈ F res (L c,t ); using Lemma 3.4 once more, we have that (T t (K λ,t ), μ) is a Fredholm pair.
Thus the proof will be complete if we show thatT t (K λ,t ) is a Lagrangian subspace in H. But since it is easy to check that ω vanishes onT t (K λ,t ), and we have
, therefore by Lemma 3.3 of section 3 we get thatT t (K λ,t ) is a Lagrangian subspace of H. H) ); thus by Equation (4.3) and Remark 7 of [7] we get that 
Proof. First notice thatΦ t is an isomorphism between
. We then only need to check that
which holds by letting z = ty and using the chain rule for integration.
Remark 4.5. It is interesting to notice that, althoughΦ t : (H t , ω) → (H, ω) is not symplectic,Φ t still maps each Lagrangian subspace of (H t , ω) into a Lagrangian subspace of (H, ω), and vice versa, on account of Equation (4.6) above.
Recall that K λ,t is the set of weak solutions of (2.3) in H 1 (Ω t ), t ∈ (0, 1]. For each t ∈ (0, 1], we use the following trace map
We have the following.
Proof. Fix λ ∈ R, t ∈ (0, 1]. The statement follows from the observation that w(·) is a weak solution of (4.1) in H 1 (Ω) if and only if w( · t ) is a weak solution of (2.3) in H 1 (Ω t ), and for x ∈ ∂Ω, y = tx ∈ ∂Ω t , we have 
We consider the curve
By definition of W u (λ, t), there exists a C 1 curve of solutions w(λ) for
such that the trace map (w(λ)| ∂Ω ,
We claim the following.
whereas, from (4.9) we have
By multiplying (4.11) with w and integrating over Ω, we have
(4.13)
Combining (4.10) and (4.13) we have
Thus at λ = λ 0 we have
which finishes the proof of Claim 4.8.
Since for each q ∈ W u (λ 0 , t) ∩ μ, q = 0, we have 
Proof. We give the proof that ker P is Neumann based, i.e., ker P = {(u, Su)|u ∈ H Fix t 0 ∈ (0, 1]. Denote A λ,t = − +t 2 (f (tx)−λ) and H P,t
and u, Su ≤ for some C > 0. Therefore we have no nontrivial solution w for the following equation:
The proof is complete.
Remark 4.11. It follows from the proof of Lemma 4.9 that for any t 0 ∈ (0, 1],
Now the desired curve γ in the Fredholm Lagrangian Grassmannian F Λ μ (H) can then be defined by
This curve describes the evolution of Fredholm Lagrangian subspaces of weak solutions for (2.3) as t increases, where λ = 0 is fixed. Notice that by Proposition 4.3 and Lemma 4.6 the curve γ is a C 2 curve, and γ(t) = W u (0, t), for t ∈ (0, 1].
Proof of the main results
In this section we present the proofs of Theorems 2.4, 2.5 and Corollaries 2.6, 2.7. Let the assumptions (Ha) be satisfied, and assume thatū ∈ C 2 (Ω). We will first develop a method of calculating the Morse index M (ū) in terms of the Maslov index for the curve W u (·, 1)| [λ,0] for λ < 0 sufficiently negative. This step will be common for the proofs of both Theorems 2.4 and 2.5.
By definition M (ū) is the dimension of the maximal subspace of Also from the proof of Lemma 4.9 we know that A − λ is positive definite on H P when λ ≤ λ(1); thus λ will not be an eigenvalue for A on H P if λ ≤ λ (1) . We then have 
