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Tage später erhielt ich den Ruf auf die Professur Festkörpermechanik der Technischen Univer-
sität Chemnitz. Mit viel Glück und viel Einsatz hat sich die Professur seither fast stürmisch
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scheidend meine Art zu forschen und zu lehren; er war mein Doktorvater, und er ermöglichte
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4.2.3 Übertragung elastischer Stoffgesetze . . . . . . . . . . . . . . . 100
4.2.4 Anwendung auf Zeitableitungen . . . . . . . . . . . . . . . . . 101
4.3 Rheologische Materialmodelle . . . . . . . . . . . . . . . . . . . . 108
4.3.1 Viskoelastizität . . . . . . . . . . . . . . . . . . . . . . . . 111
4.3.2 Elastoplastizität . . . . . . . . . . . . . . . . . . . . . . . . 112
4.4 Konzepterweiterung auf Tensoren 4. Stufe . . . . . . . . . . . . . . . 114
5 Beobachtersysteme für konsistente Linearisierungen . . . . . . . . . . . 115
5.1 Motivation: Anforderungen der nichtlinearen FEM . . . . . . . . . . . 115
5.1.1 Leistungsbilanz am Einzelelement . . . . . . . . . . . . . . . . 117
5.1.2 Relation der virtuellen Leistung . . . . . . . . . . . . . . . . . 120
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1
1 Einleitung
Das Fach Technische Mechanik, so wie es heutzutage üblicherweise im Grundstudium Ma-
schinenbau gelehrt und in zahlreichen Lehrbüchern (z.B. Szabó 1964, Pestel & Wittenburg
1981 o. Magnus & Müller 1990) beschrieben wird, ist durch die breite deduktive Entfal-
tung und technische Anwendung einer Basis physikalischer Axiome charakterisiert. Diese
Axiome, wie z.B. der Impulserhaltungssatz, zeichnen sich besonders dadurch aus, daß sie in
zahlreichen tagtäglichen Erfahrungen wiedererkannt und auf diesem Weg weitgehend intuitiv
verstanden werden können. Dies trägt entscheidend dazu bei, daß das Fach im Rahmen einer
ganzen Reihe von Beschränkungen, z.B. auf lineare Zusammenhänge oder kleinste Verfor-
mungen, den Eindruck der Eindeutigkeit und der Geschlossenheit erweckt. Dieser Eindruck
erstreckt sich sogar auf den Bereich der Nachbildung von Materialeigenschaften in Form des
Hookeschen Gesetzes, wo er durch die Beschränkung auf elastisches und isotropes Materi-
alverhalten und auf kleine Verformungen entsteht. Allerdings hat diese Beschränkung nicht
den Charakter einer mathematisch besonders einfach zu erfassenden (linearen) Näherung
der Realität, sondern stellt stattdessen eine drastische Einengung des Blickfeldes dar. In
ähnlicher Weise erzeugt auch bei Problemstellungen mit Reibeinflüssen erst die radikale ge-
dankliche Beschränkung auf eine Spezialfall (Coulombsche Reibung) wiederum den Anschein
von Eindeutigkeit.
Die Kontinuumsmechanik, insbesondere die nichtlineare Kontinuumsmechanik, löst sich von
vielen der Beschränkungen, denen die Grundlagenmechanik unterworfen ist. Ein teilwei-
ser Abschluß dieses Wissensgebiets wurde in dem Moment erreicht, in dem es gelang, die
axiomatisch basierten Bilanzgleichungen in einer insbesondere für große Deformationen hin-
reichenden Allgemeinheit präzise zu formulieren. Damit ist die Kontinuumsmechanik als
ganzes aber durchaus nicht als abgeschlossen zu betrachten, denn sie ist eng verknüpft mit
der Materialtheorie und den numerischen Näherungsverfahren und hier vor allen anderen der
Methode der finiten Elemente (FEM) zur Analyse inhomogener Strukturbelastungen.
Bei den numerischen Verfahren lassen sich infolge der seit geraumer Zeit rapide zunehmen-
den Rechnerleistungen die Simulationsmodelle immer mehr ausweiten und immer detaillier-
ter gestalten. Mit der Größe des Modells wächst aber der zur Lösung der resultierenden
Gleichungssysteme erforderliche Berechnungsaufwand überproportional und damit sehr viel
schneller an als die Arbeit, die zur Bereitstellung dieser Gleichungssysteme (bei gleichblei-
bender Materialbeschreibung) erforderlich ist. Auf diese Weise werden mit anwachsender
Modellgröße immer komplexere Verfahren auch unter wirtschaftlichen Gesichtspunkten in-
teressant. Ein Beispiel hierfür wären aktuelle Überlegungen, bei plastischen Materialien in
jedem Gaußpunkt ein Vielkristallmodell mit einer statistisch hinreichend großen Anzahl von
Einzelkristalliten zu berechnen.
In der Materialtheorie sind die zum Einsatz kommenden Forschungsverfahren induktiv ge-
prägt. Ausgangsbasis für die Entwicklung eines Stoffgesetzes für eine bestimmte Material-
klasse ist zum einen eine zwangsläufig beschränkte und damit unvollständige Kenntnis der
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• Diskrete Kräfte und Mo-
mente als Lasten
• Einachsige Zug- u. Druck-
beanspruchung
• Biegung um Hauptträg-
heitsachsen (gerade Bie-
gung) mit eben bleibenden
Querschnitten (Bernoulli)
• Torsion ohne Wölbbehin-
derung (St. Vernant)
Beliebig verteilte Lasten
(in Kombination mit der
Methode der finiten Ele-
mente → FEM)
Bilanzgleichungen (Energie, Impuls, Drall)
mit einer auf Punktmassen oder Starrkörper
beschränkten Gültigkeit
Verallgemeinerte Bilanzglei-
chungen für den sich verfor-
menden Körper in verschie-
denen Darstellungsweisen
Übersicht: Abgrenzung der Arbeitsgebiete und Methoden der Kontinuumsmechanik ge-
genüber der Festigkeitslehre in der Grundlagenmechanik
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1.1 Motivation und Ziele der Arbeit 3
Phänomenologie des Materialverhaltens aus meßtechnischen Befunden unter ausgewählten
Belastungsprozessen. Hinzu kommen eine zumeist nur bruchstückhaft vorhandene Kenntnis
der grundlegenden physikalisch-chemischen Vorgänge auf atomarer Ebene und die den Rah-
men des Möglichen absteckenden thermodynamischen Hauptsätze. Aus diesen unvollständi-
gen Daten werden in der Kontinuumsmechanik allgemein formulierte Stoffgesetze abstrahiert,
die Vorhersagen für beliebige Belastungsprozesse gestatten und damit die Mindestanforde-
rung für den Einsatz innerhalb der FEM erfüllen. Diese Arbeitsweise erfordert ein hohes Maß
an Kreativität.
Trotz wichtiger Arbeiten zur standardisierten Suche nach Materialbeschreibungen (z.B: Kra-
wietz 1986) ist in der Materialtheorie bezüglich der Entwicklung und Anwendung neuer Me-
thoden mit einem Abschluß auf lange Sicht nicht zu rechnen. Die Ursache hierfür liegt im Wi-
derstreit einer Vielzahl von Interessen bei der Entwicklung eines Materialmodells begründet.
Neben dem Interesse an einer möglichst realitätsnahen Materialbeschreibung sind hier vor
allem wirtschaftliche Gesichtspunkte bezüglich der Bereitstellung einer hinreichend breiten
Datenbasis für die Anpassung des Modells an das jeweilige Material und der Verwendung
des Materialmodells innerhalb der FEM zu nennen. Folglich ist ein generell optimales Materi-
almodell nicht denkbar. Die Eignung eines Modells richtet sich viel mehr nach der jeweiligen
Problemstellung, den wirtschaftlichen Rahmenbedingungen, den zeitlichen Ressourcen, den
zur Verfügung stehenden Verfahren, dem vorliegenden Datenmaterial usw. Dementsprechend
wird sich auch in Zukunft nicht nur bei neuen Materialien, sonder auch bei neuen Produk-
ten, neuen Produktionsverfahren oder neuen Simulationsmöglichkeiten und -techniken immer
wieder Bedarf an neuen oder modifizierten Materialmodellen ergeben.
Die Kontinuumsmechanik ist somit zumindest in den genannten Teilgebieten weder als ge-
schlossenes Wissensgebiet anzusehen noch ist in absehbarer Zeit mit einem Abschluß zu rech-
nen. Vielmehr wird hier neben der Anwendung bereits erschlossenen Wissens auch weiterhin
die kreative Erschließung neuen Wissens eine wesentliche Rolle spielen. Hierfür wiederum ist
eine möglichst große methodische Freiheit wichtig, die Raum für neue Denkansätze, Inter-
pretationen und Herangehensweisen läßt.
1.1 Motivation und Ziele der Arbeit
Die Arbeit richtet sich an den in der Kontinuumsmechanik bereits geschulten Leser. Für
das Erlernen der Grundlagen sind die beiden mit Grundlagen befaßten Kapitel sicher nicht
empfehlenswert. In den Abschnitten, in denen Neuerungen eingeführt werden, nehmen Her-
leitungen und Beweise den größten Platz ein und verleihen der Arbeit damit zwangsläufig
einen ausgeprägten mathematischen Akzent. Hauptsächlich richtet sich die Arbeit an solche
Leser, die sich mit komplexen kontinuumsmechanischen Materialmodellen beschäftigen, diese
verstehen, anwenden, an ihre Bedürfnisse anpassen und in die Methode der Finiten Elemente
implementieren wollen oder müssen. Dieser potentielle Leserkreis wird in der Regel ohne we-
sentliche Einbußen die zur Verfügung gestellten Herleitungen übergehen und sich direkt der
Anwendung der Resultate zuwenden können. Die Angabe der Herleitungen und Beweise dient
natürlich zunächst dem Nachweise der Stichhaltigkeit und der Überprüfbarkeit der Resul-
tate. Vor allem aber sind die Herleitungen und Beweise für den (kleinen) Kreis von Lesern
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vorgesehen, der die resultierenden Methoden und Algorithmen erweitern, weiterentwickeln
oder auf andere Bereiche übertragen will. In diesem Fall ist eine genaue Kenntnis der aus
den Herleitungen zu erkennenden Einschränkungen und Einsatzmöglichkeiten notwendig.
In der Kontinuumsmechanik existieren eine ganze Reihe verschiedener Grundkonzepte und
Darstellungsformen, die wiederum Anlaß zu ganz unterschiedlichen Denkansätzen, Interpre-
tationsweisen und Arbeitsmethoden geben. Dies ist für ein offenes Forschungsgebiet sicher
nicht ungewöhnlich, die Unterschiede sind aber bei der Kontinuumsmechanik besonders aus-
geprägt. Ein charakteristisches Beispiel hierfür sind die verschiedenen Beschreibungsmöglich-
keiten für die zentrale Klasse von Größen in der Kontinuumsmechanik, die Tensoren 2. Stufe.
So kann ein solcher Tensor aufgefaßt werden als:
• ein Element einer Klasse physikalischer Größen, wie z.B. ein Spannungszustand in einem
Punkt oder die Verformung eines infinitesimalen Körperausschnitts,
• eine Abbildungsvorschrift für Vektoren,
• eine Kurzschreibweise für eine Matrix,
• eine verallgemeinerte Matrix,
• der Gradient eines Vektorfeldes,
• die Beschreibung eines Ellipsoids (vorrangig bei positiv definiten Tensoren),
• eine Transformation zwischen zwei Vektorräumen,
• ein mathematisches Konstrukt mit bestimmten (die Tensoren definierenden) Transfor-
mationseigenschaften,
• die Metrik eines verallgemeinerten Raumes oder
• ein geometrisches, unter Koordinatentransformationen invariantes Objekt.
Dabei schließen sich die meisten Elemente dieser sicher nicht vollständigen Liste durch-
aus nicht gegenseitig aus und eine Diskussion darüber, welches die (einzig) richtige Auf-
fassung von Tensoren ist, ist wenig erfolgversprechend (siehe hierzu das bemerkenswerte
Diskussionsprotokoll zum Tensorbegriff in der freien Internetenzyklopädie Wikipedia →
www.wikipedia.de). Die Varianten unterscheiden sich allerdings teilweise in ihrem Gültig-
keitsbereich und sie weisen je nach Kontext unterschiedliche Vor- und Nachteile auf.
Eine solche Vielfalt in Konzepten und Methoden ist bei einem Forschungsgebiet wie der Kon-
tinuumsmechanik, wo es gerade in den Bereichen der Materialtheorie und der numerischen
Verfahren nach wie vor auf die kreative Erschließung bisher unbekannter Zusammenhänge
ankommt, prinzipiell durchaus wünschenswert. Eine Einengung auf einen einzelnen besonders
eleganten und kompakten Zugang zu einer Thematik ist zwar geeignet, eine bereits bekannte
Gesetzmäßigkeit zu belegen, bei der Suche nach Neuem, z.B. einem neuen Stoffgesetz ist eine
solche Reduktion hingegen hinderlich.
Die Entwicklung von Stoffgesetzen verlangt die Umsetzung von Kenntnissen aus Experimen-
ten oder aus den das Materialverhalten bestimmenden molekularen Zusammenhängen in ein
mathematisch ausformuliertes generalisiertes Konstrukt. Somit entsteht bei dieser Tätigkeit
fortwährend die Notwendigkeit, die mathematischen Werkzeuge mit Elementen der unmittel-
baren Anschauung in Verbindung zu bringen, z.B. mit Meßergebnissen, die einen bestimmten
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Aspekt des Materialverhaltens aufzeigen. Für dieses Unterfangen ist die Interpretierbarkeit
der verwendeten mathematischen Begriffe und Methoden in Begriffen der Mechanik von exi-
stentieller Bedeutung. Dementsprechend wird in dieser Arbeit der Versuch unternommen, die
diskutierten Ansätze, Modelle und Methoden möglichst anschaulich darzustellen. In bezug
auf die genannten Interpretationen von Tensoren ist somit für diese Arbeit die Aussage: ”Ein
typisches Beispiel für einen Tensor zweiter Stufe ist die vollständige Beschreibung eines (mo-
mentanen) Spannungszustands in einem Punkt” richtungsweisend. Für Vektoren gilt analog:
”Ein typisches Beispiel für einen Vektor ist die vollständige Beschreibung einer Einzelkraft”.
Alle vorgestellten Darstellungsformen orientieren sich an dieser Vorgabe.
Sowohl Spannungszustände als auch Kräfte sind der unmittelbaren Erfahrung zugänglich und
damit Elemente des Euklidischen Raums eben dieser unmittelbaren Erfahrung. Aus diesem
Grund wird in dieser Arbeit auf Interpretationen im Rahmen mathematischer nichteuklidi-
scher Theorieräume verzichtet, ohne solchen Interpretationen ihre Bedeutung oder Berech-
tigung absprechen zu wollen.
Zweck der Arbeit ist es einerseits, bestehende Darstellungsformen und Arbeitsmethoden
gemäß ihrem jeweiligen Geltungsbereich in den gesteckten Rahmen einzuordnen und sie in
ihren Überschneidungsbereichen gegenüberzustellen. Desweiteren werden eine Reihe neuer
Methoden und Interpretationen eingeführt, detailliert vorgestellt und in ihrer Darstellung
in den gemeinsamen Rahmen eingegliedert. Hinzu kommen neue Möglichkeiten, Ergebnisse
aus unterschiedlichen Betrachtungsweisen ineinander zu überführen. Auf diese Weise wird
versucht, eine möglichst große methodische Freiheit bei der Entwicklung von Stoffgesetzen
und der Implementierung solcher Stoffgesetze in numerische Näherungsmethoden wie die der
finiten Elemente zu erreichen.
Eine besondere Bedeutung kommt den speziell in der nichtlinearen Kontinuumsmechanik in-
tensiv verwendeten Beobachterkonzepten zu. Erstaunlicherweise existieren in diesem Bereich
parallel sehr unterschiedliche Denkweisen, ohne daß dies immer in vollem Umfang erkannt
bzw. zu erkennen gegeben wird. Teilweise lassen sich diese Unterschiede in den Denkwei-
sen auf fundamentale Zusammenhänge zurückführen. Eine wichtige Rolle spielt hierbei bei-
spielsweise die trivial erscheinende Frage, unter welchen Bedingungen zwei Tensoren (oder
Vektoren) als gleich anzusehen sind.
1.2 Inhalte der Arbeit
Die vorliegende Arbeit gliedert sich in drei Hauptsegmente. Das erste Segment mit den Ka-
piteln 2 und 3 umfaßt die Beschreibung und Analyse der verschiedenen Darstellungsformen
und Beobachterkonzepte. Daran schließt sich das zweite, mit Kapitel 4 übereinstimmende
Segment mit Methoden zum Wechsel zwischen verschiedenen Betrachtungsweisen der Kon-
tinuumsmechanik an. Das Thema des dritten Segments mit den Kapiteln 5 und 6 ist die
Anwendung der vorgestellten Beschreibungsformen und Umrechnungsmethoden im Rahmen
der Implementierung von Stoffgesetzen in die Methode der nichtlinearen finiten Elemente.
Ausgangspunkt des ersten Segments sind die Darstellungsformen der Tensoralgebra in Ka-
pitel 2. Den herkömmlichen Darstellungen werden hier die sogenannten koeffizientenfreien
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Darstellungen sowie eine redundanzfreie, aber vollständige Darstellungsmöglichkeit symme-
trischer Tensoren und schließlich Ellipsoidrepräsentationen gegenübergestellt. Einen weite-
ren Schwerpunkt bilden Relationen tensorieller Größen. In diesem Zusammenhang werden
analog zu skalaren Größen Formen der Ungleichheit unterschieden und sogar Maximum-
und Minimum-Funktionen für tensorielle Argumente eingeführt - beides allerdings mit der
Beschränkung auf symmetrische und positiv definite Tensorargumente zweiter Stufe. Sol-
che Funktionen erlangen in Kapitel 6 im Zusammenhang mit belastungsinduzierter An-
isotropie bei der Aufsummierung von Richtungsinformationen entscheidende Bedeutung.
Eine anschauliche Deutung dieser Zusammenhänge gelingt wiederum mit Hilfe von Ellip-
soidrepräsentationen der beteiligten Tensoren.
Der Schwerpunkt von Kapitel 3 sind Beobachterkonzepte und die Auswirkungen dieser Kon-
zepte auf die Denkweise und Vorstellungen in bezug auf kontinuumsmechanische Größen
wie Spannungen, Verzerrungen, substantielle Zeitableitungen und Leistungen. Hinzu kom-
men räumliche und materielle bzw. Eulersche und Lagrangesche Betrachtungsweisen. Fa-
vorisiert wird hier ein Konzept, dem die Vorstellung von sogenannten Standardbeobachtern
zugrunde liegt. Diesen Beobachtern werden, entsprechend einem realen Beobachter in ei-
ner typischen Laborsituation, keinerlei außergewöhnliche Fähigkeiten (wie zum Beispiel die
Fähigkeit zwei Konfigurationen gleichzeitig wahrnehmen zu können) oder ausgezeichnete Be-
wegungszustände (z.B. eine Fixierung in einem Inertialsystem) zugesprochen. Dementspre-
chend leicht fällt es, sich mit einem solchen Standardbeobachter zu identifizieren und dessen
Beobachtungen nachzuvollziehen. Interessanterweise existieren durchaus etablierte Beobach-
terkonzepte, deren Vorhersagen nicht durchgehend mit den Beobachtungen von Standard-
beobachtern übereinstimmen. In diesem Zusammenhang spielt die in Kapitel 2 diskutierte
Frage, unter welchen Bedingungen zwei Tensoren als identisch angesehen werden, eine wich-
tige Rolle.
Das vierte Kapitel umfaßt das zweite Hauptsegment der Arbeit. Schwerpunkt ist hier die
Übertragung tensorieller Relationen, z.B. von Stoffgesetzen, zwischen verschiedenen Darstel-
lungsformen. Vorgesehen sind dabei solche Übertragungen, bei denen sich zwar die beteiligten
Größen und die Gestalt der zueinander in Relation stehenden mathematischen Konstrukte
ändert, die Relation selbst aber identisch erhalten bleibt. Für diese Aufgabe wurde der
sogenannte Übertragungsoperator entwickelt. Im einfachsten Fall sind die beiden in Frage
kommenden Darstellungsformen die mit der aktuellen Konfiguration als Basis arbeitende
Eulersche Darstellungsweise und die mit der Referenzkonfiguration verknüpfte Lagrangesche
Darstellungsweise. In dieser Form wurde der Übertragungsoperator bereits (Ihlemann, 2003a)
beschrieben. Durch die Erweiterung des Konzepts auf Zwischenkonfigurationen wurde der
Anwendungsbereich nochmals drastisch vergrößert. Beispielsweise ist so ein sehr vielseitiger
Einsatz bei Stoffgesetzen der Plastizität möglich geworden. Darüber hinaus gelingt auch die
Übertragung von Tensoren vierter Stufe. Dies findet im fünften Kapitel Anwendung.
Thema des dritten Segments ist die Anwendung der in den vorhergehenden Kapiteln erar-
beiteten Konzepte und Methoden am Beispiel der Implementierung komplexer Stoffgesetze
in die FEM. Schwerpunkt ist hierbei das fünfte Kapitel mit der Be- und Umrechnung der
zu verschiedenen Beobachtersystemen gehörenden Formen von FEM-Steifigkeitsmatrizen.
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Dabei werden auch gemischte Formulierungen mit 1. Piola-Kirchhoff-Spannungen und dem
vollständigen Deformationsgradienten einbezogen. Darüber hinaus werden in Kapitel 6 exem-
plarisch einige Simulationsergebnisse von Implementierungsbeispielen gezeigt und in bezug
auf die jeweiligen Besonderheiten diskutiert.
Für die konsistente Steifigkeitsmatrix ergeben sich ausgehend von dem jeweiligen Beobach-
tersystem verschiedene Formulierungsvarianten und damit einhergehend verschiedene Be-
rechnungsvorschriften. Je nach Art des verwendeten Materialmodells ist die Eignung die-
ser Formulierungsvarianten sehr unterschiedlich, so daß auch in diesem Zusammenhang die
Schwierigkeit besteht, eine ’beste’ Variante zu bestimmen. Dementsprechend uneinheitlich
sind die Formen der Steifigkeitsmatrizen, die in den bestehenden kommerziellen und wissen-
schaftlich motivierten FEM-Programmen zur Anwendung kommen. Bei der Implementierung
eines Stoffgesetzes in ein bestehendes FEM-Programm entsteht somit häufig die Notwendig-
keit, eine bestehende Berechnungsvorschrift für die Steifigkeitsmatrix an die neue Schnitt-
stelle anzupassen oder das zu implementierende Stoffgesetz überhaupt erst in eine Form zu
übertragen, in der sich die benötigte Steifigkeitsmatrix ableiten läßt. In beiden Fällen tragen
die in den beiden ersten Segmenten vorgestellten Methoden zur Effizienz bei.
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2 Darstellungsformen in der Tensoralgebra
Den herkömmlichen Darstellungsformen von Tensoren werden die aus der Summe
von drei Vektordyaden bestehenden koeffizientenfreien Darstellungen, die redun-
danzfreien Darstellungen symmetrischer Tensoren in symmetrischen Basisdya-
den und Ellipsoidrepräsentationen gegenübergestellt. In diesem Rahmen werden
die benötigten Grundlagen der Tensoralgebra bereitgestellt. Außerdem werden die
Ellipsoidrepräsentationen für eine anschauliche Definition von Maximum- und
Minimum-Funktionen von Tensoren herangezogen. Während die symmetrischen
Basisdyaden für die Behandlung von Ableitungen nach symmetrischen Tensoren
in Kapitel 5 verwendet werden, sind die Ellipsoidrepräsentationen das Kernele-
ment der Anisotropieformulierung in Kapitel 6.
2.1 Schreibweisen, Benennungen, Vereinbarungen
Im Rahmen der vorliegenden Arbeit werden Vektoren und Tensoren entgegen dem in der Li-
teratur weit verbreiteten Fettdruck durch Unterstriche gekennzeichnet, deren Anzahl zugleich
die Stufe des jeweiligen Tensors wiedergibt.
s Tensor 0. Stufe (Skalar)
w = wa ea Tensor 1. Stufe (Vektor)
X = Xab ea ◦ eb Tensor 2. Stufe
ε = εabc ea ◦ eb ◦ ec Tensor 3. Stufe
C = Cabcd ea ◦ eb ◦ ec ◦ ed Tensor 4. Stufe
(2.1)
Diese z.B. bei Besdo (z.B. 1974 o. 1998) oder Riemer (1993) zu findende Technik hat den
Vorteil der handschriftlichen Reproduzierbarkeit und ist für Textsatzsysteme auf dem aktu-
ellen Stand der Technik unproblematisch. Wichtig ist außerdem, daß hierbei keinerlei Ein-
schränkungen bei der Symbolwahl für bestimmte Tensoren nötig sind (z.B. Kleinbuchstaben
nur für Vektoren oder ähnliches).
Für indizierte Größen ist zwischen Indexvariablen und direkten Wertangaben zu unterschei-
den. Eine Variable steht für drei Indexwerte, sofern nicht explizit auf eine Ausnahme hinge-
wiesen wird. Die Angabe va mit der Indexvariablen a steht beispielsweise für die drei Werte:
vx, vy und vz , die ihrerseits jeweils einen konkreten Wert repräsentieren. Die Indexvariablen
werden zu Gruppen zusammengefaßt, um zwischen unterschiedlichen Koordinatensystemen
oder Basisvektorvereinbarungen unterscheiden zu können.
Indexgruppen: Indexwerte:
a, b, c, d, . . . , h → x , y , z
A, B, C, D, . . . , H → X , Y , Z
i, j, k, l, . . . , w → 1 , 2 , 3
I, J, K, L, . . . , W → I , II , III
(2.2)
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Die ersten beiden Indexgruppen werden für kartesische Koordinatensysteme xa bzw. XA und
die zugeordneten orthonormierten Basisvektoren ex, ey und ez genutzt.
∂r
∂xa
= ea mit: eb · ea = δba =
{
0 wenn: b = a
1 wenn: b = a
(2.3)
Die beiden unteren Indexgruppen stehen für allgemeine Systeme mit krummlinigen Koordi-





Krummlinige Koordinaten werden hier verwendet, um die Vorteile des Konzepts der Materi-
alkoordinaten voll ausschöpfen zu können, das einen sehr anschaulichen Zugang zur Beschrei-
bung von Deformationen von einer Referenzkonfiguration K̃ zur aktuellen Konfiguration K
ermöglicht.
K̃ K
Abbildung 2.1: Inhomogene Verformung von
der Referenz- zur aktuellen Konfiguration.
Abbildung 2.2: Die sich mitverformenden
Materialkoordinatenlinien erlauben die Be-
urteilung der lokalen Verzerrungen.
Die den Materialkoordinaten ξi gemäß Gleichung 2.4 zugeordneten Basisvektoren gi sind im
allgemeinen schiefwinklig und nicht normiert.
g1
g2
Abbildung 2.3: Die gi sind tangential zu den
Koordinatenlinien ausgerichtet. Ihr Betrag
ändert sich mit der Streckung bzw. Stau-
chung der Linien.
Sofern die Koordinaten ξi jeden Punkt des Raumes eindeutig kennzeichnen, spannen die





Dies ist eine wichtige Voraussetzung für die Verwendung dieser Vektoren als Beschreibungs-
basis. Ebenfalls linear unabhängig sind die Vektoren gi, die der gi-Basis als duale Basis
gemäß
gi · gj = δij =
{
0 wenn: j = i
1 wenn: j = i
(2.5)
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Abbildung 2.4: Die Vektoren gi bilden die
duale Basis bezüglich der Basis der gi. Die g
i
sind orthogonal zu denjenigen gk mit k = i.
Je länger ein Vektor gi ist, desto kürzer ist g
i.
zugeordnet werden.
Für eine noch weitergehende Verkürzung der Schreibweise wird wie üblich die Einsteinsche
Summationskonvention angewendet. Alle Terme, die mehrere Summen enthalten, werden
derart umgestaltet, daß alle Summenzeichen an den Beginn des Terms gesetzt werden können.
Danach kann auf die explizite Angabe der Summenzeichen ohne Verlust der Eindeutigkeit
vollständig verzichtet werden, sofern generell beim Auftreten von zwei gleichen Indizes in
einem Produkt die entsprechende Summe gebildet wird. Zum Beispiel:
w = wa ea = wx ex + wy ey + wz ez
Diese Konvention wird hier dahingehend erweitert, daß auch dann summiert wird, wenn sich
die beiden Indizes in der Groß-/Kleinschreibung unterscheiden. Damit lassen sich zum Bei-
spiel Drehtensoren (oder Tensoren, die einer Spiegelung entsprechen) sehr kompakt darstellen
(vergl. hierzu Abschnitt 2.2).
R = ea ◦ eA = ex ◦ eX + ey ◦ eY + ez ◦ eZ
(Um Mißverständnissen vorzubeugen, sei darauf hingewiesen, daß der Austausch einer der
Vektorgruppen, z.B. der Austausch der Vektoren ea gegen irgendwelche anderen Vektoren
eα einen ganz anderen Tensor ergibt: R = ea ◦ eA = Q = eα ◦ eA.)
Ausgenommen von der Summationskonvention sind lediglich unterstrichene Indizes. Dies
wird zum Beispiel benötigt, um die Komponenten eines Vektors als Vielfache von Einheits-
vektoren darzustellen.
a
w = wa ea = wa ea (2.6)
Desweiteren sind Größen innerhalb von eckigen Matrizenklammern von der Summationskon-
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2.1.1 Komponenten, Koordinaten, Koeffizienten
Tensoren können als Summen dyadischer Produkte von Basisvektoren mit skalaren Vorfak-
toren dargestellt werden. Zum Beispiel (vergl. Gl. 2.1):
w = wi gi ; X = X
ij gi ◦ gj .
Aus dieser Art der Darstellung ergeben sich unmittelbar die für Tensoren typischen Trans-
formationseigenschaften, z.B.:








gi ◦ gj .
Durch Multiplikation mit Basisvektoren lassen sich die skalaren Vorfaktoren isolieren.
w · gi = wi ; gi · X · gj = Xij
Bezüglich der Benennung dieser Skalare herrscht in der Literatur keine Einheitlichkeit. Häufig
finden sich sogar innerhalb einer Abhandlung unterschiedliche Bezeichnungen. Bei Vektoren
werden diese Skalare zumeist als Koordinaten (z.B. Klingbeil 1966, Besdo 1974, Zurmühl
& Falk 1984, Bronstein et al. 1995, Hiersig 1995, Betten 2001) oder Komponenten (z.B.
Klingbeil 1966; Krawietz 1986, Hiersig 1995, Wellerdick-Wojtasik & Besdo 2004) bezeichnet.
Teilweise findet sich auch die Bezeichnung Koeffizienten (de Boer 1982, Bronstein et al.
1995). Bei Tensoren höherer Stufe und Matrizen findet sich die Bezeichnung Koeffizienten
hingegen häufiger (de Boer 1982, Zurmühl & Falk 1984, Hiersig 1995), aber auch hier sind
die Bezeichnungen Koordinaten (Besdo 1974, Betten 2001) und Komponenten (Klingbeil
1966, Krawietz 1986, Hiersig 1995, Betten 2001, Wellerdick-Wojtasik & Besdo 2004) häufig.
In der englischsprachigen Literatur scheint hingegen klar die Bezeichnung components zu
dominieren (z.B. Truesdell & Noll 1965, Green & Zerna 1968, Ogden 1984, Sussmann &
Bathe 1987, Salencon 2001).
Die typischen Angaben in Enzyklopädien und allgemeinen Nachschlagewerken werden durch
die Kurzbeschreibungen im Duden recht gut zusammengefaßt. Demnach ist ein Koeffizient
eine Vorzahl der veränderlichen Größen einer Funktion. Eine Komponente ist Bestandteil
eines Ganzen und eine Koordinate ist eine Zahl, die die Lage eines Punktes in der Ebene
oder im Raum bestimmt.







jeweiligen Koordinatenrichtungen vorbehalten bleiben, die in der Summe den vollständigen








Passend dazu bezeichnet de Boer (1982) die wa als Koeffizienten der Komponenten.
Bei einer Zerlegung des Ortsvektors r in Komponenten in Richtung eines kartesischen Koor-
dinatensystems xa ist die Bezeichnung Koordinaten des Ortsvektors für die ra sehr sinnvoll,
denn diese stimmen mit den Lage- oder Ortskoordinaten xa überein.
r = ra ea = xa ea (2.8)
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Abbildung 2.5: Zerlegung eines Vektors in
Komponenten.
Abbildung 2.6: Zerlegung der Komponenten
in Basisvektoren und skalare Vorfaktoren.
Insofern legt die Bezeichnung Koordinaten für die wa eines allgemeinen Vektors w eine Ana-
logie zum Ortsvektor nahe. Aus dieser Analogie läßt sich allerdings keine Motivation dafür
ableiten, auch die Xab-Werte eines Tensors X als Koordinaten zu bezeichnen.
Erschwerend kommt hinzu, daß die Basis der Analogie völlig zusammenbricht, wenn auch
krummlinige Koordinaten ξi in die Betrachtung einbezogen werden. Solche krummlinigen
Koordinaten sind nämlich nicht mehr Koordinaten des Ortsvektors.
r = ξi gi
Vielmehr gehören die ξi gar nicht zu einem Tensor. Bei unterschiedlichen krummlinigen
Koordinaten gilt nämlich im allgemeinen:
ξK gK = ξ
K ∂r
∂ξK




Somit sind die krummlinigen Koordinaten ξi keine Koordinaten des Ortsvektors. Vielmehr
sind sie sogar generell keine Vektorkoordinaten.
Dies ist die Motivation dafür, die Werte Xij eines allgemeinen Tensors, insbesondere bei
der Verwendung krummliniger Koordinaten, weder als Komponenten noch als Koordinaten
des Tensors zu bezeichnen, sondern eine neutralere und nicht irreführende Bezeichnung zu
wählen. Hierfür bietet sich Koeffizienten an, denn skalare Vorfaktoren sind die Xij ohne
Zweifel.
Aus den gleichen Gründen wird auch darauf verzichtet, den Ortsvektor mit x zu bezeichnen.
Dies ist zwar bei ausschließlicher Verwendung kartesischer Koordinaten sehr naheliegend, bei
krummlinigen Koordinaten würde dann aber wiederum die Bezeichnung xi suggerieren, daß
es sich dabei um Ortskoordinaten handelt, was nicht zutrifft.
2.1.2 Symbolische Darstellung und Koeffizientendarstellungen
Neben der symbolischen Darstellung eines Tensors in der Form X, die auch als koeffizien-
tenunabhängige Darstellung bezeichnet wird, existiert eine Vielzahl sogenannter Koeffizien-
tendarstellungen. Die einfachsten Varianten sind kartesische Darstellungen.
X = Xab ea ◦ eb mit: Xab = ea · X · eb (2.9)
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Für die Dyaden ea ◦ eb kann eine weitere Abkürzung eingeführt werden, die eine besondere
Rolle bei der Behandlung von symmetrischen Tensoren spielen wird.
jab = ea ◦ eb ⇒ X = Xab jab (2.10)
Die jab weisen (jeder für sich) die für Tensoren typischen Transformationseigenschaften auf,
z.B.:
jxx = ex ◦ ex = (ex · eA) (ex · eB) eA ◦ eB .
Für die Tensoren jab bietet sich die Bezeichnung Basisdyaden an. Um mit Hilfe dieser Ba-
sisdyaden die Koeffizienten Xab aus X zu extrahieren, bedarf es eines doppelten Punktpro-
dukts. In der Literatur werden hierfür zwei Varianten verwendet, die beide auf das einfache
Punktprodukt zurückführbar sind. Für Tensoren mindestens 2. Stufe gilt:

























Allein die zweite Form läßt sich aus einem zunächst ermittelten einfachen Punktprodukt
berechnen. Dies wird an einer Umformulierung des einfachen Punktprodukts deutlich.








Für Tensoren zweiter Stufe ergeben beide doppelten Punktprodukte skalare Ergebnisse.
X : Y = Xab Yab ; X ·· Y = Xab Yba
Ist einer der beiden Tensoren X, Y symmetrisch, so stimmt das Produkt überein.
S
X : Y =
S
X ·· Y
Das Produkt ’··’ hat den Vorteil, daß bei einem Produkt von mehr als zwei Tensoren ohne
Änderung des Ergebnisses zyklisch vertauscht werden darf und außerdem das Doppelpunkt-
produkt verschoben werden darf:
(A · B) ·· (C · D) = A ·· (B · C · D) = B ·· (C · D · A) = (A · B · C · D) ·· E .
Bei dem Produkt ’:’ muß hingegen partiell transponiert werden.
(A · B) : (C · D) = A :
(








A · B · DT · CT
)
: E
Deswegen wird im Rahmen dieser Arbeit ausschließlich das Produkt ’··’ verwendet.
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Für die Koeffizienten Xab eines Tensors X folgt mit diesem Produkt:
Xab = ea · X · eb = eb · (ea · X) = eb ◦ ea ·· X = jba ·· X = X ·· jba . (2.11)





jab analog zu: w = (w · ea) ea .
Für Tensoren 4. Stufe ergibt sich als Koeffizientendarstellung:
K = Kabcd ea ◦ eb ◦ ec ◦ ed = Kabcd jab ◦ jcd mit: Kabcd = jba ·· K ·· jdc .
Neben den kartesischen Koeffizientendarstellungen gibt es für jedes System schiefwinkliger
Basisvektoren gi und die zugeordnete duale Basis g
i bei Tensoren 2. Stufe vier verschiedene
Koeffizientendarstellungen.
X = Xij gi ◦ gj kontravariante Darstellung mit: Xij = gi · X · gj
= Xij g
i ◦ gj kovariante Darstellung mit: Xij = gi · X · gj
= Xi
j gi ◦ gj mit: Xij = gi · X · gj
= X ij gi ◦ gj
}
gemischtindizierte
Darstellungen mit: Xij = g
i · X · gj
(2.12)
Werden schließlich verschiedene Basissysteme simultan verwendet, ergeben sich vielfältige
Möglichkeiten von Koeffizientendarstellungen in gemischten Basen, z.B.:
X = XKj gK ◦ gj mit: XKj = gK · X · gj . (2.13)
2.1.3 Identitäten von Skalaren, Vektoren und Tensoren
Eine wichtige Fragestellung im Zusammenhang mit Beobachterkonzepten, aber auch mit
Größenvergleichen von Tensoren, betrifft die Gleichheit tensorieller Größen. Unter welchen
Bedingungen stimmt beispielsweise ein durch
1
σ gekennzeichneter Spannungszustand mit
dem Spannungszustand
2
σ überein? Dabei möge hier zunächst offen bleiben, ob es sich um
Spannungszustände in unterschiedlichen Punkten oder zu unterschiedlichen Zeiten oder um
Beschreibungen des gleichen Spannungszustands durch zwei Beobachter handelt.








σ erfüllt ist. Allerdings wird die Frage auch gegenwärtig durchaus kon-
trovers diskutiert. Beispielsweise werden Einschränkungen bezüglich der Gleichheit zweier
Tensoren X und Y = X gemacht, wenn den beiden Tensoren unterschiedliche natürliche
Basen (s.a. Abschnitt 3.3) zugeordnet werden oder wenn die beiden Tensoren unterschied-
lichen Räumen (z.B. Tangential-, Kotangentialraum) oder Morphismen zugeordnet werden
(s. z.B. Barthold 2002, Bertram 1989, Rieger 2004). Weitere Bedenken werden vorgebracht,
wenn X und Y mit unterschiedlichen Betrachtungsweisen, Metriken, Bezugsrahmen oder
Abbildungseigenschaften in Verbindung gebracht werden.
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In Anbetracht dieser Kontroverse und aufgrund der Wichtigkeit der Frage für entscheidende
Abschnitte dieser Arbeit erscheint eine gründliche Untersuchung dieser Frage und die Ein-
nahme einer eindeutigen Position notwendig.
Im Bereich skalarer physikalischer Größen ist für eine Verständigung zweier Beobachter le-
diglich die Kenntnis des vom jeweils anderen Beobachters verwendeten Maßstabs, bzw. Meß-
instruments notwendig. Im Hinblick auf die nachfolgenden Überlegungen ist von Interesse,
daß zwei Beobachter ihre Messungen bei jeweils unbekanntem Maßstab des anderen nur dann
vergleichen können, wenn sie beide auf eine gemeinsam verfügbare Vergleichsgröße Zugriff
haben. Ein weiterer Aspekt im Hinblick auf die folgenden Überlegungen ist die Frage, ob
zwei Größen gleich sein können, wenn sie an unterschiedlichen Orten oder zu unterschiedli-
chen Zeitpunkten auftreten. Üblicherweise werden diesbezüglich bei skalaren Größen keine
Einschränkung gemacht. Bei Vektoren hingegen wird teilweise der Angriffspunkt als Teil
der Vektordefinition angesehen, so daß zwei Vektoren mit unterschiedlichen Angriffspunkten
grundsätzlich nicht identisch sein können.
Im Rahmen dieser Arbeit wird hingegen – so wie bei Skalaren auch – bei Vektoren der
Angriffspunkt nicht als Teil der Definition angesehen. Ein Vektor ist somit lediglich eine
(einfach) gerichtete Größe, wie beispielsweise eine Kraft oder eine Geschwindigkeit. Der Be-
trag eines Vektors ist lediglich eine skalare Größe und es gilt das oben Gesagte bezüglich
gleicher skalarer Größen. Für die Beurteilung der Gleichheit der beiden Richtungen sind –
ähnlich wie beim skalaren Maßstab – wiederum entweder der direkte Vergleich oder geeignete
vektorielle Vergleichsgrößen erforderlich.
Registrieren also zwei für einander blinde Beobachter jeweils einen Vektor, so können sie
die Gleichheit der beiden Vektoren nur dann beurteilen, wenn sie beide etwas beobachten
können, daß zur Vereinbarung eines gi-Basissystems geeignet ist. Sind die Erlebniswelten
der beiden Beobachter hingegen völlig entkoppelt, und es steht keine gemeinsame gi-Basis
zur Verfügung, so können lediglich Koeffizienten verglichen werden, und dementsprechend





Vergleich kann dann höchstens partiell, in bezug auf die Länge erfolgen.
Selbst wenn beiden Beobachtern ein gemeinsames gi-Basissystem zugänglich ist, entstehen
weitere Probleme bei Beobachtungen zu unterschiedlichen Zeitpunkten, da beide Beobachter
und auch die gemeinsam beobachtete gi-Basis unterschiedlich rotieren können. Die Gleichheit
zweier zu unterschiedlichen Zeitpunkten existierenden Vektoren ist somit nur relativ zu einem
Inertialsystem definierbar. Ist dem Beobachter ein solches System nicht zugänglich, ist auf
einen Vergleich vektorieller Größen zu unterschiedlichen Zeitpunkten zu verzichten.
Diese Art der Definition von Gleichheit berücksichtigt nicht die Entwicklungsgeschichte der
verglichenen Vektoren. Die Gleichheit zweier Vektoren setzt also beispielsweise nicht voraus,
daß sich diese beiden Vektoren im Zuge einer Deformation in gleichartiger Weise verändern.
Wäre z.B. v ein Vektor normal zur Oberfläche eines Körpers und w hingegen ein Vektor
tangential zu einem anderen Gebiet der Oberfläche, so würden die beiden Vektoren dennoch
als gleich betrachtet, sofern sie zum betrachteten Zeitpunkt den gleichen Betrag und die
gleiche Richtung aufweisen.
ea · v(t) = ea · w(t) ∀ ea ⇒ v(t) = w(t)
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Diese Vereinbarung steht im Kontrast zu anderen Vereinbarungen, bei denen solche Vektoren
unterschiedlichen mathematischen Räumen (Tangential- und Kotangentialraum) zugeordnet
werden. Hingegen werden im Rahmen dieser Arbeit – im Hinblick auf die Anforderungen
einer ingenieurtechnischen Simulation von Bauteileigenschaften – sämtliche physikalischen
Vektoren als Elemente des Euklidischen Raums der erlebten Realität aufgefaßt. Dieser Erfah-
rungsraum weicht prinzipiell von der Realität des physikalischen, relativistisch gekrümmten
Raumes ab. In den typischen Anwendungsbereichen der Kontinuumsmechanik sind diese Ab-
weichungen aber extrem gering und deshalb vernachlässigbar. Somit sind Vektoren bezüglich
der Raumeigenschaften uneingeschränkt vergleichbar.
Bei Tensoren ist die Situation ähnlich. Auch hier wird die Frage nach Gleichheit der vollstän-
digen Größen nur dann als sinnvoll erachtet, wenn die beiden Größen gleichzeitig registriert
werden und entweder ein direkter Vergleich oder ein Zugriff auf eine gemeinsame gi-Basis
möglich ist. Auch die physikalischen Tensoren wie Spannungs- und Verzerrungstensoren wer-
den als Beschreibungen realer Größen im Euklidischen Raum angesehen. Dementsprechend
wird auch hier die Zuordnung zu unterschiedlichen mathematischen Räumen im Rahmen
einer mathematischen Interpretation nicht als Kriterium für die Gleichheit anerkannt. Die-
ser Diskussionspunkt ist eng verknüpft mit dem Gedanken der natürlichen Basis. Dabei
wird bei jedem Tensor jeweils einer Koeffizientendarstellung (vergl. Gl. 2.12) eine größere
physikalische Bewandtnis zugesprochen als allen anderen. Häufig werden in diesem Zusam-
menhang mehrere Metriktensoren unterschieden (z.B. Nasdala 2000, Barthold 2002, Rieger
2004). In der vorliegenden Arbeit wird hingegen nur ein Metriktensor verwendet, nämlich
wiederum derjenige des Euklidischen Raums, in dem sich praktisch alle ingenieurtechnischen
Anwendungen der Kontinuumsmechanik abspielen.
Mit der Beschränkung auf die Euklidische Metrik sind auch die Begriffe Eigenwert und Eigen-
richtung eindeutig. Die Gleichheit zweier Tensoren läßt sich damit auch auf die Gleichheit der
skalaren Eigenwerte und der vektoriellen Eigenrichtungen zurückführen. Ein Tensor ist so-
mit durch seine Eigenwerte und Eigenvektoren vollständig wiedergegeben. Dementsprechend
werden im Rahmen dieser Arbeit Begriffe wie kartesischer Tensor, ko- oder kontravarianter
Tensor (z.B. bei Doll 1998, Nasdala 2000) nicht verwendet.
2.2 Koeffizientenfreie Tensordarstellungen
2.2.1 Motivation
Viele physikalische Zusammenhänge führen auf spezielle Zerlegungen der beteiligten Tenso-
ren in einzelne Dyaden, die sich von den gewöhnlichen Koeffizientendarstellungen dadurch
unterscheiden, daß explizite Angaben skalarer Koeffizienten gänzlich fehlen.
Gut bekannt sind derartige Darstellungen beispielsweise beim Deformationsgradienten F .
F =
(∇̃ ◦ r)T = ∂xa
∂x̃b
ea ◦ eb (2.14)
In den Basisvektoren gi und g̃i, die zu unterschiedlichen Konfigurationen gehören, aber dem
gleichen System von Materialkoordinaten ξi zugeordnet sind, entsteht eine koeffizientenfreie
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⇒ F = gi ◦ g̃ i (2.15)
Diese Darstellung erlaubt die anschauliche Interpretation des Deformationsgradienten als
das verbindende Element zwischen Referenz- und aktueller Konfiguration oder auch als ein
durch die Deformation entarteter Einheitstensor.
E = gi ◦ gi = g̃i ◦ g̃ i
Gleichzeitig wird hieran unmittelbar die Wirkungsweise des Deformationsgradienten auf ma-
terielle Linienelemente deutlich.
F · g̃j = gj ⇒ F · dξj g̃j = dξjgj ⇒ F · ds̃ = ds
Viele Umformungen und Beweisführungen sind in der koeffizientenfreien Darstellung beson-
ders einfach. Für zwei aufeinanderfolgende Deformationen mit der Zwischenkonfiguration
∧
K
und den zugehörigen Basisvektoren
∧




gi ◦ g̃ i ;
2





Auch bei Spannungen sind derartige Darstellungen sehr anschaulich interpretierbar. Bei der
Betrachtung eines infinitesimalen Materialausschnitts können die Verteilungen der Schnitt-
kräfte auf ebenen Teiloberflächen als konstant angesehen, bzw. durch Mittelwerte ersetzt
werden, und die mit der dreifachen Potenz der Längenskala abnehmenden Volumen- und
Trägheitskräfte können vernachlässigt werden. Für den in Abbildung 2.7 dargestellten Te-
traeder ist somit zu fordern, daß die Summe der Oberflächenkräfte verschwindet.
FC + F x + F y + F z = 0
Diese Kräfte werden auf die jeweiligen Flächeninhalte bezogen. Es entstehen die Spannungs-












entsprechen gerade den Beträgen der in allen drei Fällen ne-
gativen Produkte eC · ea der zugehörigen Flächennormalen (s. Abbildung 2.8). Daraus re-
sultieren koeffizientenfreie Darstellungen des Cauchy-Spannungstensors in Normaleins- und
Spannungsvektoren, die gleichzeitig die Unabhängigkeit vom gewählten Koordinatensystem
belegen.
σC = (eC · ea) σa ⇒ eC ◦ σC = ea ◦ σa = σ (2.17)
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Abbildung 2.7: Spannungen an einem in-
finitesimalen Tetraeder mit drei zueinander
senkrechten Begrenzungsflächen.
Abbildung 2.8: Die Flächenverhältnisse hän-
gen mit Skalarprodukten der Normalenvekto-





Die gewöhnliche Darstellung eines Tensors 2. Stufe stellt eine Summe von neun Dyaden dar.
X = Xab ea ◦ eb
Eine Reduktion auf eine einzelne Dyade ist nicht immer möglich. Dies wird daran deutlich,
daß bei einer einzelnen Dyade immer ein Vektor existiert, der im Produkt mit der Dyade
einen Nullvektor ergibt.
(v ◦ w) · (v × w) = 0 (2.18)
Dies ist aber durchaus nicht bei allen Tensoren so. Bei einem derartigen Spannungstensor
existierte mindestens eine Schnittrichtung, in der keinerlei Kräfte auftreten. Dies trifft aber
nur in speziellen Fällen zu. Somit ist ein Tensor im allgemeinen mehr als eine einzelne Dyade,
wenn auch einzelne Dyaden immer Tensoren sind.
Allerdings ist jeder Tensor 2. Stufe auf eine Summe von nur drei Dyaden reduzierbar, denn
die neun Tensorkoeffizienten lassen sich in jedem Fall als jeweils drei Koeffizienten dreier
Vektoren interpretieren.
X = Xij g
i ◦ gj = (Xij gi
) ◦ gj = gi ◦ (Xij gj
)
(2.19)
Diese Schlußfolgerung gelingt auch ohne Koeffizientendarstellungen mit Hilfe der Multipli-
kation mit dem Einheitstensor.
X = E · X = (gi ◦ gi
) · X = gi ◦ (gi · X
)
(2.20)
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Es existieren vier derartige Formen.




gi · X) = (X · gi) ◦ gi =
(
X · gi
) ◦ gi (2.21)
Diese Ausdrücke weisen zunächst keinerlei Koeffizienten auf (bzw. ausschließlich Koeffizien-
ten mit dem Wert Eins). Deshalb wird hier für diese Darstellungen die Bezeichnung koeffi-
zientenfrei eingeführt.
Gemäß der Interpretation der TensorkoeffizientenXij als Koeffizienten dreier Vektoren ergibt
sich automatisch als Bezeichnung für diese Vektoren: X i.
X i = Xij g
j analog: Xi = Xij gj
Dementsprechend gilt:
X i = gi · X ⇒ X = gi ◦ X i
X i = gi · X ⇒ X = gi ◦ X i .
(2.22)
Für das Produkt X · gi ist die Bezeichnung X i hingegen nicht geeignet, denn gemäß der
vereinbarten Darstellungsweise w = wj g
j entsteht auch: Y i = Yij g
j , also:
X · gi = Y i = Yij gj
= Xjk g
j ◦ gk · gi = Xji gj
}
⇒ Xji = Yij = Xij .
Stattdessen gehören die beiden verbleibenden Darstellungen aus Gleichung 2.21 zum trans-
ponierten Tensor.
Y = XT ⇒
{
Y i = gi · Y = X · gi ⇒ X = Y i ◦ gi
Y i = gi · Y = X · gi ⇒ X = Y i ◦ gi
(2.23)
Anhand der Vektoren Xi lassen sich alle Vektoren XK des gleichen Tensors bezüglich alter-
nativer Basisvektorgruppen gK berechnen.














wi), hier werden aber nicht Skalare, sondern ganze Vektoren miteinander
in Beziehung gesetzt.
Bei kartesischen Koordinaten schließlich fallen mehrere koeffizientenfreie Darstellungsformen
zusammen.
X = ea ◦ Xa mit: Xa = ea · X = XT · ea
Koeffizientenfreie Darstellungen erweisen sich häufig gerade dann als besonders nützlich,
wenn die beiden Vektorgruppen, z.B. gi und X
i (Gl. 2.22), in ihrer Bedeutung nahezu oder
auch vollständig austauschbar werden. Beispielsweise sind bei einem Tensor X mit linear un-
abhängigen linksseitigen Eigenvektoren (diagonalähnlicher Tensor, s. Abschnitt 2.2.5) auch
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stets die rechtsseitigen Eigenvektoren linear unabhängig. Solche Gruppen von Eigenvektoren
kommen somit prinzipiell als zwei unterschiedliche Basen gk bzw. g
L in Frage, mit denen un-
ter anderem koeffizientenfreie Darstellungen erzeugt werden können. Wie in Abschnitt 2.2.5
gezeigt wird, sind die Vektoren Xk bzw. X
L, die dabei entstehen, wiederum Eigenvektoren
des Tensors X. Damit entstände eine Darstellung der Form:
X = gk ◦ gK mit: gK = gk · X bzw.: gk = X · gK . (2.25)
In dieser Darstellung kommt treffend die ähnliche Bedeutung der Vektoren gk und g
K , im
gewählten Beispiel der links- und rechtsseitigen Eigenvektoren von X zum Ausdruck. Statt-
dessen deklarieren Formen wie in Gleichung 2.22, bei denen die Vektorgruppen unterschied-
lich benannt werden, stets eine Vektorgruppe als die von der Bedeutung des Tensors losgelöste
Basis und die andere Vektorgruppe als die den Tensor charakterisierende Gruppe.
Um die Vorteile beider Beschreibungsformen ausschöpfen zu können, werden neben den ko-
effizientenfreien Darstellungen gemäß Gleichung 2.22 auch Darstellungen in der Form der
Gleichung 2.25 zugelassen. Dies wird sogar noch dahingehend erweitert, daß die Vektoren
nur einer der beiden Vektorgruppen linear unabhängig sein müssen. Dementsprechend ist zu
beachten, daß in solchen Fällen entweder die Vektoren gK oder aber die g
k gemäß Gleichung
2.25 unendliche Längen annehmen, also nicht mehr gebildet werden können. Dementspre-
chend werden im Zusammenhang mit koeffizientenfreien Darstellungen nur dann Umrech-
nungen zwischen dualen Basen durchgeführt, wenn zuvor sichergestellt wurde, daß die duale
Basis auch tatsächlich existiert.
Dies alles verursacht keinerlei Einschränkungen bezüglich der Transformationseigenschaften
der dargestellten Tensoren. Da eine koeffizientenfreie Darstellung den Tensor ausschließlich
durch Vektoren beschreibt, die jeweils die typischen Transformationseigenschaften aufweisen,
überträgt sich dies unmittelbar auf den Tensor.









Desweiteren ist zu beachten, daß zwar die Wahl der einen Gruppe linear unabhängiger Vekto-
ren prinzipiell frei ist, daß sich aber die zweite Gruppe gemäß Gleichung 2.22 aus der ersten
Gruppe und dem darzustellenden Tensor berechnet. Dementsprechend sind beispielsweise
sowohl gL ◦ gl als auch gK ◦ gk koeffizientenfreie Darstellungen von Tensoren, sofern die gl
oder die gK oder sogar beide linear unabhängig sind, es sind aber im allgemeinen keinesfalls
Darstellungen desselben Tensors.
In diesem Zusammenhang ist auch zu beachten, daß die gK keineswegs den Xk entsprechen,
denn:
gK · gL = δKL ; gK = X 1 · gk aber:
X i · Xj = δij ; X i = gi · X .
In einigen Fällen spiegeln die koeffizientenfreien Darstellungen unmittelbar den physikali-
schen Sinngehalt des dargestellten Tensors wider. Handelt es sich bei dem Tensor beispiels-
weise um einen Deformationsgradienten, so lassen sich die verwendeten Vektoren gemäß
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Gleichung 2.15 mit materialfesten Linienelementen in unterschiedlichen Stadien des Ver-
formungsvorganges in Verbindung bringen. Bei allen physikalisch sinnvollen Deformationen
überträgt sich außerdem die lineare Unabhängigkeit stets auf beide Vektorbasen. In anderen
Fällen hängt es von der Wahl der Gruppe der linear unabhängigen Vektoren ab, inwieweit
eine koeffizientenfreie Darstellung den physikalischen Sinngehalt des dargestellten Tensors
wiedergibt.
In der koeffizientenfreien Darstellungsweise lassen sich viele Operationen besonders kompakt
darstellen (zu ε s. Gl. 2.36).




XT = gK ◦ gk
X 1 = gK ◦ gk
X ·· E = gk · gK
X ·· ε = gK × gk
gi · X · gJ = δijXT
1
= gk ◦ gK = X 1
T
(2.26)
Auch das Doppelpunktprodukt mit einem allgemeinen Tensor Y zweiter Stufe nimmt eine
interessante Form an.
X = gk ◦ gK ⇒ Y ·· X =
(
Y · gk
) · gK = Y Kk (2.27)
Die verschiedenen Sonderformen von Tensoren, wie beispielsweise symmetrische oder deviato-
rische Tensoren, haben auch bezüglich der koeffizientenfreien Darstellungen charakteristische
Eigenschaften.
Charakteristika
Bezeichnung Symbolische Koeffizienten- Koeffizientenfrei:
Darstellung schreibweise X = gk ◦ gK
Symmetrischer
Tensor
X = XT Xij = Xji
gk · gJ = gj · gK
gk × gK = 0
Antisymmetrischer
Tensor
X = −XT Xij = −Xji gk · gJ = −gj · gK
Deviatorischer
Tensor
X ·· E = 0 Xii = 0 gk · gK = 0
Hydrostatischer
Tensor









gk = f gK
Orthogonaler
Tensor









gk · gj = gK · gJ
2.2.3 Invarianten
Die Hauptinvarianten, die Vorfaktoren innerhalb der charakteristischen Gleichung, entspre-
chen bei einer gemischtindizierten Koeffizientendarstellung der Spur, der Hauptunterdeter-
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22 2 Darstellungsformen in der Tensoralgebra
Ausgedrückt durch die Eigenwerte des Tensors gilt weiterhin:
I1(X) = XI + XII + XIII = X ·· E
















Zur Ermittlung der Berechnungsvorschriften für die Hauptinvarianten anhand von koeffizien-
tenfreien Tensordarstellungen werden diese in gemischtindizierte Koeffizientendarstellungen
überführt (bezüglich der linearen Unabhängigkeit der beiden Vektorgruppen siehe die An-
merkungen zu Gleichung 2.25).












gI · g1 gI · g2 gI · g3
gII · g1 gII · g2 gII · g3




Die Determinante einer solchen Matrix entspricht laut Bronstein et al. (1995) dem Produkt
















Daran wird im Zusammenhang mit Gleichung 2.15 erkennbar, daß im Fall des Deformations-
gradienten die dritte Hauptinvariante dem Dichteverhältnis zwischen Referenz- und aktueller





Für I2 ergibt sich ausgehend von Gleichung 2.28 unter Ausnutzung der Lagrangeschen Iden-






























· (g3 × g1
)
.
I1 ist wieder die Spur.
I1(X) = g
I · g1 + gII · g2 + gIII · g3
Stattdessen kann auch geschrieben werden:
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2.2.4 Koeffizientenfreie Darstellungen isotroper Tensoren
Isotrope Tensoren können anhand koeffizientenfreier Darstellungen besonders leicht identifi-
ziert werden. Um der Forderung nach Isotropie zu genügen, müssen diese Tensoren vollstän-
dig durch ein einzelnes Basissystem darstellbar sein. Im einfachsten Fall sind dies orthonor-
mierte Basen ea. Isotrope Tensoren 2. Stufe sind der Einheitstensor E und seine Vielfachen.
E = ea ◦ ea (2.32)
Bei den Tensoren 3. Stufe gibt es den Ricci-Permutationstensor.
ε = ea ◦ (eb × ea) ◦ eb
Werden die beiden enthaltenen Summen zum Beispiel für ein Rechtshandsystem ausgeschrie-
ben, so wird deutlich, daß es keine weiteren unabhängigen isotropen Tensoren 3. Stufe gibt.
ε = ex ◦ ey ◦ ez + ey ◦ ez ◦ ex + ez ◦ ex ◦ ey
− ez ◦ ey ◦ ex − ex ◦ ez ◦ ey − ey ◦ ex ◦ ez
Hingegen gibt es offensichtlich drei voneinander unabhängige Möglichkeiten, zwei Basenpaa-
rungen miteinander zu Tensoren 4. Stufe zu verknüpfen.
1
J = ea ◦ ea ◦ eb ◦ eb = E ◦ E
2
J = ea ◦ eb ◦ ea ◦ eb = jab ◦ jab
3





Der Übergang auf schwiefwinklige Basen gestaltet sich bei solchen koeffizientenfreien Dar-
stellungen wegen der innerhalb eines Terms möglichen Umformungen (’. . .’ kennzeichnen
beliebige, bei den angegebenen Umformungen unverändert bleibende Produktelemente):





gi . . . ea . . .
. . . gi . . . ea · gi ea . . .
. . . gi . . . g
i . . .
(2.34)
besonders einfach.
Damit ergibt sich für den Einheitstensor die Form, die bereits in Gleichung 2.19 bei der
Einführung der koeffizientenfreien Darstellungen verwendet wurde.
E = gi ◦ gi = gi ◦ gi
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24 2 Darstellungsformen in der Tensoralgebra
Diese koeffizientenfreien Formen eignen sich sehr gut für kompakte Herleitungen, z.B. (’. . .’








gi · Y ) . . . = . . .
(




gi · Y · gJ ◦ gJ
)
. . .
= . . .
(







= . . .
(













gk · X · gi ◦ gi · Y
)
. . .










Für den Ricci-Permutationstensor ergibt sich beispielsweise mit schiefwinkligen Basen:










gi ◦ gj ◦ gk . (2.36)
An der koeffizientenfreien Darstellung ist die Bedeutung dieses Tensors für das Kreuzprodukt
von Vektoren unmittelbar zu erkennen.








gk × gi (v · gi
)
= w × v (2.37)
Außerdem zeigt diese Form, daß sich der Ricci-Permutationstensor mit dem isotropen Tensor
2. Stufe in Verbindung bringen läßt.








◦ gk = −E × E






















Diese lassen zusätzliche Übersetzungen für das Kreuzprodukt erkennen.
ε ·· (v ◦ w) = (v ◦ w) ·· ε = w × v (2.38)
Der erste Teil dieser Gleichung gilt nicht nur für einzelne Dyaden w◦v, sondern offensichtlich
auch für Summen von Dyaden, also allgemein für Tensoren.
X ·· ε = ε ·· X = −ε ·· XT = −XT ·· ε (2.39)
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Daraus wiederum ergeben sich charakteristische Beziehungen für symmetrische und antisym-












·· ε = 0
(2.40)
Da der Permutationstensor isotrop ist, muß das einfache Produkt zweier Permutationsten-
soren ein isotroper Tensor 4. Stufe sein. Für dieses Produkt ergibt sich in kartesischen Ko-
ordinaten zunächst:
ε · ε = ea ◦ eb ◦ (ea × eb) · (ec × ed) ◦ ec ◦ ed .
Das Skalarprodukt der beiden Kreuzprodukte ist nur dann ungleich Null, wenn die Ergebnisse
der beiden Kreuzprodukte parallel sind. Also muß entweder a mit c und b mit d überein-
stimmen oder a mit d und b mit c. Mit diesen Forderungen ist automatisch auch erfüllt, daß
das Gesamtergebnis bei a = b oder c = d verschwindet.
(ea × eb) · (ec × ed) = δac δbd − δad δbc
Dies ist die Basis für die sogenannte Lagrangesche Identität:
(a × b) · (c × d) = (a · c) (b · d) − (a · d) (b · c) . (2.41)
Mit diesen Beziehungen kann das einfache Produkt zweier Ricci-Permutationstensoren iden-
tifiziert werden.
ε · ε = ea ◦ eb ◦ ea ◦ eb − ea ◦ eb ◦ eb ◦ ea =
2
J − 3J (2.42)
Das doppelte Punktprodukt zweier Permutationstensoren ergibt unweigerlich ein Vielfaches
des isotropen Tensors 2. Stufe.
ε ·· ε = −2E
Die isotropen Tensoren 4. Stufe sind besonders interessant in ihrer Wirkung auf Tensoren
2. Stufe.
1












Darüber hinaus folgt mit Gleichung 2.35 die Beziehung:
X · 3J = X · ea ◦ eb ◦ eb ◦ ea = ea ◦ eb ◦ eb ◦ ea · X =
3
J · X .
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Produkte isotroper Tensoren 4. Stufe können natürlich wiederum nur isotrope Tensoren
ergeben.
2
J ·· 2J = 3J ; 2J ·· 3J = 3J ·· 2J = 2J ; 3J ·· 3J = 3J
Die Multiplikation eines allgemeinen Tensors K mit dem isotropen Tensor
3
J läßt den Tensor
unverändert. Dieses Produkt kann analog zu der Gleichung 2.20 ebenfalls als eine koeffizien-
tenfreie Darstellung interpretiert werden.






Mit solchen Darstellungen lassen sich wiederum in besonders einfacher und eleganter Weise
Umformungen durchführen.





















K ·· 2J · Y T
)
·· XT
So läßt sich auch eine zu Gleichung 2.35 äquivalente Aussage für Tensoren 4. Stufe herleiten










. . . =






jba ·· L ·· jcd ◦ jdc
)
. . .
= . . .
(







= . . .
(







= . . .
(

















2.2.5 Koeffizientenfreie Darstellungen in Eigenrichtungen
Die Elemente einer in vielen Zusammenhängen besonders wichtigen Teilgruppe der Tensoren
2. Stufe zeichnen sich durch die Eigenschaft aus, daß zu diesen Tensoren jeweils drei linear
unabhängige rechtsseitige Eigenvektoren gK existieren. (Der Unterstrich bei XK signalisiert,
daß dieser Index von der Summationskonvention ausgenommen ist (s.S. 10).)
X · gK = XK gK
Black L_142085_Habil2014_Ihlemann_Druckversion.pdfJuni 16, 2014 | 14:17:57 36
2.2 Koeffizientenfreie Tensordarstellungen 27
Solche Tensoren werden als diagonalähnliche Tensoren bezeichnet (Zurmühl & Falk 1984).
Die Existenz dreier linear unabhängiger Eigenvektoren ist durchaus nicht selbstverständlich.
Dies belegt der folgende nicht diagonalähnliche Beispieltensor.







⎦ s = 0
p = q
























































Mit der Definition der diagonalähnlichen Tensoren über die Forderung nach jeweils drei linear
unabhängigen Eigenvektoren wird nicht ausgeschlossen, daß weitere rechtsseitige Eigenvek-
toren zu X existieren (z.B. bei E). Die drei Vektoren gK aber sind durch ihre Eigenschaft der
linearen Unabhängigkeit geeignet, als Basissystem gK von koeffizientenfreien Darstellungen




) ◦ gK = (XK gK
) ◦ gK (2.45)
Diese Darstellung macht bereits deutlich, daß die zu den gK dualen Vektoren g
K links-
seitige Eigenvektoren von X sind. Zu einem diagonalähnlichen Tensor existieren also auch
drei linear unabhängige linksseitige Eigenvektoren. Außerdem gehören zu den rechtsseitigen
Eigenvektoren dieselben Eigenwerte XK wie zu den linksseitigen Eigenvektoren.
gL · X = gL · XK gK ◦ gK = XL gL (2.46)
Da Eigenvektoren keine bestimmte Länge haben, sind die Vektoren XK gK ebenso rechtssei-
tige Eigenvektoren wie die gK selbst und entsprechend sind die Vektoren XK g
K ebenso wie
die gK -Vektoren linksseitige Eigenvektoren. Die charakteristische koeffizientenfreie Darstel-
lung diagonalähnlicher Tensoren in Gleichung 2.45 besteht somit aus links- und rechtsseitigen
Eigenvektoren. Dabei weisen diese koeffizientenfreien Darstellungen von X gegenüber allen
anderen koeffizientenfreien Darstellungen die Besonderheit auf, daß die Vektoren der beiden
Dreiergruppen bei unterschiedlichen Indexwerten stets senkrecht zueinander sind.
(
XK gK
) · gL = XK δKL
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Die zugehörige Koeffizientendarstellung weist somit Diagonalgestalt auf, wobei die Diagonale
mit den drei Eigenwerten von X: XI, XII und XIII besetzt ist. Obwohl diese Matrix somit












Aufgrund dieser Darstellungsmöglichkeit werden Tensoren mit drei linear unabhängigen Ei-
genvektoren als diagonalähnliche Tensoren bezeichnet. Die koeffizientenfreie Darstellung in
Gleichung 2.45 läßt besonders einfach erkennen, bei welchen Operationen die Diagonalähn-
lichkeit übertragen wird. Für das Quadrat eines diagonalähnlichen Tensors gilt beispielsweise:
X2 = X · X = XK gK ◦ gK · XL gL ◦ gL = XK2 gK ◦ gK .
Dies kann auch auf tensorielle Potenzreihen erweitert werden.



































Damit sind auch bereits tensorwertige analytische Funktionen, also solche Funktionen, die
lokal durch eine konvergente Potenzreihe gegeben sind, erfaßt. Die Tensorwertigkeit des Funk-
tionswerts werde durch eine enge doppelte Klammerung des Arguments signalisiert.




gK ◦ gK (2.49)
Dies sind die von Truesdell & Noll (1965) als polynominale isotrope Tensorfunktionen be-



















gK ◦ gK .
Da die Potenzreihen und Funktionen in den Eigenrichtungen jeweils mit dem Argument über-
einstimmen, überträgt sich eine Diagonalähnlichkeit des Arguments auch auf die Funktion.
Dies gilt ebenso für das Transponieren eines Tensors, wenn sich auch bei dieser Operation
links- und rechtsseitige Eigenvektoren austauschen, wie wiederum den koeffizientenfreien
Darstellungen unmittelbar zu entnehmen ist.
X = XK gK ◦ gK ⇒ XT = gK ◦ XK gK = XK gK ◦ gK
Black L_142085_Habil2014_Ihlemann_Druckversion.pdfJuni 16, 2014 | 14:17:57 38
2.2 Koeffizientenfreie Tensordarstellungen 29
Darüber hinaus sind bei Diagonalähnlichkeit vonX auch alle Produkte Y 1 ·X ·Y (mit einem
invertierbaren Tensor Y ) diagonalähnlich, wie an der koeffizientenfreien Darstellung mit den
dualen Vektorgruppen gK · Y und Y 1 · gK , die damit wiederum links- und rechtsseitige
Eigenvektoren von Y 1 · X · Y sind, zu erkennen ist.
X = XK gK ◦ gK ⇒ Y 1 · X · Y = XK
(






Außerdem zeigt sich hieran, daß Y 1 ·X · Y stets die gleichen Eigenwerte wie X hat. Solche
Abwandlungen sind besonders bei symmetrischen Argumenttensoren von Interesse.
Symmetrische Tensoren sind stets diagonalähnlich. Bei diesen Tensoren fallen wegen




gi · X = gi · X ◦ gi · w = XT · w (2.51)
die rechts- und linksseitigen Eigenvektoren zu den einzelnen Eigenwerten stets zusammen.
Mit der Dualität von links- und rechtsseitigen Eigenvektoren diagonalähnlicher Tensoren
(Gl. 2.46) folgt daraus, daß jeder Eigenvektor eines symmetrischen Tensors zu einem System
dreier orthogonaler Eigenvektoren gehört. Aufgrund der beliebigen Längen der Eigenvektoren
kann ein solches System von Eigenvektoren als orthonormiertes Basissystem wiedergegeben
werden. Somit existiert für symmetrische Tensoren als Spezialfall der Gleichung 2.45 eine
spezielle koeffizientenfreie Darstellung in Eigenrichtungen mit drei zueinander senkrechten
Vektoren XA eA und den zugehörigen Einsvektoren eA.
X = XT ; eA · X ‖ eA ⇒ X = XA eA ◦ eA (2.52)
Eine weitere wichtige Eigenschaft der symmetrischen Tensoren besteht darin, daß ihre Ei-
genwerte durchgehend reell sind (Zurmühl & Falk 1984).
Wird nun ein symmetrischer Tensor X gemäß Gleichung 2.50 mit einem beliebigen, aber
invertierbaren Tensor Y verknüpft, so entsteht ein im allgemeinen unsymmetrischer Tensor
mit den reellen Eigenwerten von X. Die Elemente dieser Untergruppe der diagonalähnlichen
Tensoren, die alle symmetrischen Tensoren beinhaltet, werden in Anlehnung an Zurmühl &
Falk (1984) als symmetrisierbare Tensoren bezeichnet. Jeder dieser Tensoren läßt sich wegen








Y T · Y
)
stets als ein Produkt eines im Falle der Symmetrie von X ebenfalls symmetrischen Tensors(
Y 1 · X · Y T 1
)
und eines weiteren symmetrischen und außerdem positiv definiten Tensors(
Y T · Y ) darstellen.
Werden diese beiden Tensoren koeffizientenfrei in den Eigenvektoren des Ergebnistensors
dargestellt, so ergeben sich zwei außergewöhnliche Ausdrücke, bei denen ausnahmsweise
über Indizes auf gleicher Indexposition zu summieren ist.
Z = ZK gK ◦ gK =
(
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2.3 Angepaßte Basisdyaden für symmetrische Tensoren
Die meisten tensoriellen physikalischen Größen entsprechen symmetrischen Tensoren. Für
solche Tensoren stellen gewöhnliche Koeffizientendarstellungen gemäß Gleichung 2.9, aber
auch die koeffizientenfreien Darstellungen, redundante Beschreibungen dar. In vielen Zusam-
menhängen wird deshalb nicht erst zur Berechnung konkreter Zahlenwerte, sondern bereits in
wesentlich früheren Stadien der Bearbeitung zu Matrizendarstellungen der sechs unabhängi-
gen Koeffizienten in Form von Spalten- oder Zeilenmatrizen übergegangen (s. z.B. ABAQUS
2004 o. Bertram 1985). Häufig werden dabei die drei Nebendiagonalelemente, je nachdem ob
es sich um Verzerrungen oder um Spannungen handelt, mit unterschiedlichen Vorfaktoren
versehen (ABAQUS 2004), damit die typischen Arbeitsbegriffe direkt aus einem Skalarpro-
dukt solcher Matrizen berechnet werden können. Werden nun mit solchen Matrizen, deren
Elemente zu unterschiedlichen Koeffizientendarstellungen der beteiligten Tensoren gehören,
weitere Umformungen durchgeführt, so kann eine Rückführung des Endergebnisses in eine
symbolische Darstellung äußerst schwierig sein. Sehr stark ausgeprägt treten derartige Pro-
bleme bei Ableitungen nach symmetrischen Tensoren auf (vergl. Abschnitt 5.3.2).
Zur Vermeidung solcher Schwierigkeiten kommen im Rahmen dieser Arbeit wie z.B. schon
bei Böhlke (2001) sechs spezielle Dyaden j
a(6)
zum Einsatz, die für symmetrische Tensoren
anstelle der jab (Gl. 2.10) verwendet werden können. Die hier verwendeten speziellen Indizes
a(6), b(6), . . . sind gegebenenfalls über alle sechs vorhandenen Indexwerte aufzusummieren.









j2(6) = ey ◦ ey = jyy ; j5(6) =
1√
2
(ez ◦ ex + ex ◦ ez) =
jzx + jxz√
2
















ist der Begriff Basisdyade streng genommen nicht zutreffend, da
es sich um Summen von jeweils zwei Dyaden handelt. Zur Betonung der Analogie zu den











J ·· ja(6) = ja(6) ··
2
J .
Zu diesen Basisdyaden können analog zu Gleichung 2.11 die zugehörigen Koeffizienten von
Tensoren berechnet werden.
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Dies sind offensichtlich Vielfache von Koeffizienten des symmetrischen Anteils von X, die
einen Tensor in einem gegebenen kartesischen Koordinatensystem somit nur dann vollständig






























Die Motivation für die Vereinbarung der j
a(6)




ja(6) ·· jb(6) = δa(6)b(6) ⇒
S
X ·· Y = Xa(6) Ya(6) .
2.3.1 Symmetrien von Tensoren 4. Stufe
Aus den neuen Dyaden j
a(6)
allein lassen sich nur Vielfache eines einzigen isotropen Tensors
4. Stufe bilden.










Die Multiplikation dieses Tensors mit einem Tensor X 2. Stufe ist gleichbedeutend mit der
Symmetrisierung von X.
ja(6) ◦ ja(6) ·· X = X ·· ja(6) ◦ ja(6) =
S
X (2.57)
Auch zu Tensoren 4. Stufe ergeben sich mit den neuen Basisdyaden alternative Koeffizienten.
ja(6) ·· K ·· jb(6) = Ka(6)b(6) (2.58)
Diese ergeben zusammen mit den Dyaden wiederum nur unter Voraussetzung bestimmter
Symmetrieeigenschaften den ursprünglichen Tensor. Ein Tensor K 4. Stufe ist:
• (1,2)-symmetrisch, wenn gilt: Kabcd = Kbacd bzw. K =
2





• (3,4)-symmetrisch, wenn gilt: Kabcd = Kabdc bzw. K = K ··
2





Bertram (1985) bezeichnet diese Symmetrien als left/right-subsymmetric. In einigen wich-
tigen Fällen, z.B. bei Materialsteifigkeiten rein elastischer Materialmodelle, tritt im Zusam-
menhang mit diesen beiden Symmetrien zusätzlich eine Symmetrie gemäß Kabcd = Kcdab
auf (Bertram 1985: symmetric tetrad).
Ist ein Tensor K (1,2)-symmetrisch, so ist jeder Tensor X = K ·· Y (unabhängig von Y )
symmetrisch und jedes Produkt K ·· L ist (1,2)-symmetrisch. Entsprechendes gilt für die
(3,4)-Symmetrie von K und L ·· K und die Symmetrie von X = Y ·· K.
Aber diese Logik ist nicht umkehrbar. Ein Tensor K mit h = b ·· K ist auch bei symmetri-
schen Tensoren h und b nicht unbedingt (3,4)-symmetrisch. (Entsprechend bei h = K ·· b
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auch nicht (1,2)-symmetrisch.) Dies läßt sich gut veranschaulichen, indem zu zwei symme-
trischen Tensoren b und σ einerseits das symmetrische Produkt b · b und andererseits das im
allgemeinen unsymmetrische Produkt σ · b betrachtet werden. Beide Produkte können mit




· b beschrieben werden.
b · b = b ·· ja(6) ◦ ja(6) · b︸ ︷︷ ︸
K
; σ · b = σ ·· ja(6) ◦ ja(6) · b︸ ︷︷ ︸
K
(2.59)
Dieser Tensor K ist (1,2)-symmetrisch, da jeder der Tensoren j
a(6)
symmetrisch ist. Würde
zusätzlich aus der Symmetrie der Tensoren b und b · b zwangsläufig folgen, daß der Tensor K
auch (3,4)-symmetrisch ist, so wäre damit unweigerlich auch das Produkt σ · b symmetrisch.
Dies muß aber keinesfalls immer der Fall sein. Vielmehr entsteht die Symmetrie des Produkts
b · b erst bei der Multiplikation von b mit dem nicht (3,4)-symmetrischen Tensor K infolge
der Addition einander teilweise neutralisierender, jeweils unsymmetrischer Anteile.
Die KoeffizientenK
a(6)b(6)
in Gleichung 2.58 repräsentieren nur dann den vollständigen Tensor
K, wenn dieser sowohl (1,2)-symmetrisch als auch (3,4)-symmetrisch ist, also
K = ja(6) ◦ ja(6) ·· K ·· jb(6) ◦ jb(6) ⇒ K = Ka(6)b(6) ja(6) ◦ jb(6)
erfüllt. Selbstverständlich können die Koeffizienten K
a(6)b(6)
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2.3.2 Eigenschaften der angepaßten Basisdyaden
Bereits die Gleichung 2.59 zeigt, daß das Produkt j
a(6)
· b fast immer unsymmetrisch ist.
Ausnahmen gibt es bei b = E, b = 0 und je nach Kombination bei bestimmten b = j
c(6)
.























































































Häufig werden davon wiederum (Skalar-)Produkte mit symmetrischen Tensoren 2. Stufe
benötigt.















































































Mit zwei sowohl (1,2)- als auch (3,4)-symmetrischen Tensoren m und n gilt auch die zu
Gleichung 2.44 analoge Gleichung unter Verwendung der Dyaden j
a(6)
(’. . .’ kennzeichnen
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beliebige, bei den angegebenen Umformungen unverändert bleibende Produktelemente).









. . . =






ja(6) ·· n ·· jb(6) ◦ jb(6)
)
. . .
= . . .
(







= . . .
(







Darüber hinaus gibt es einige sehr nützliche Umformungen für bestimmte Konstellationen
von allgemeinen (nicht unbedingt symmetrischen) Tensoren X oder Y in Produkten mit den















= . . .
(
X · ja(6) · XT
)
·· jb(6) ◦ jb(6) . . .
(
Y · ja(6) · Y T
)
. . .




ja(6) ◦ ja(6) ··
(





= . . . jb(6) . . .
(
Y · XT · jb(6) · X · Y T
)
. . .
= . . .
(
X · Y T · jb(6) · Y · XT
)
. . . jb(6) . . .
2.3.3 Spezielle aus nur zwei Tensoren 2. Stufe gebildete Tensoren 4. Stufe
2.3.3.1 Unsymmetrische Basisvarianten
Eine wichtige Klasse von Tensoren 4. Stufe sind solche, die sich durch eine Verknüpfung
zweier beliebiger Tensoren 2. Stufe ergeben. Im allgemeinen (im weiteren werden allerdings
vor allem (1,2)- und (3,4)-symmetrisierte Varianten dieser Tensoren von Interesse sein) gibt
es 24 unabhängige Varianten solcher Verknüpfungen, z.B.:
Xab Ycd
{
ea ◦ eb ◦ ec ◦ ed ; ea ◦ eb ◦ ed ◦ ec ; ea ◦ ec ◦ eb ◦ ed ;
ea ◦ ec ◦ ed ◦ eb ; ea ◦ ed ◦ eb ◦ ec ; ea ◦ ed ◦ ec ◦ eb ;
eb ◦ ea ◦ ec ◦ ed ; eb ◦ ea ◦ ed ◦ ec ; . . .
(2.62)
Von besonderem Interesse ist die Variante, mit der sich aus einem Produkt X · Z · Y der
mittlere Tensor Z in der Form X · Z · Y = (. . .) ·· Z isolieren läßt.
X · Z · Y = Xab Zbc Ycd ea ◦ ed = Xab Ycd ea ◦ ed ◦ ec ◦ eb ·· Zef ee ◦ ef
auch: = Zef ee ◦ ef ·· Ycd Xab ec ◦ eb ◦ ea ◦ ed
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Die hier gebildeten Tensoren 4. Stufe entstehen offensichtlich aus X ◦ Y bzw. Y ◦ X durch
Austausch der Vektoren eb und ed (2. und 4. Position). Diese dem Transponieren ähnliche
Operation wird wie folgt symbolisiert:
(X ◦ Y )T24 = Xab Ycd ea ◦ ed ◦ ec ◦ eb ⇒ X · Z · Y = (X ◦ Y )T24 ·· Z
= Z ·· (Y ◦ X)T24 .
(2.63)
Dies wird auch für allgemeine Tensoren vierter Stufe eingeführt.
KT24 = Kabcd ea ◦ ed ◦ ec ◦ eb (2.64)
Bei der hier primär betrachteten Verknüpfung zweier Tensoren 2. Stufe läßt sich der Basen-
austausch auch ohne volle Expansion der Koeffizienten in einer der symbolischen Darstel-
lung näheren Art und Weise beschreiben. Anschaulich wird hierbei die benötigte Basenfolge
1,4,3,2 erzeugt, indem zunächst die beiden Basen 2 und 3 durch das Produkt X · jbc · Y
extrahiert werden und anschließend hinter den verbleibenden Basen 1 und 4 in umgekehrter
Reihenfolge wieder ergänzt werden.
(X ◦ Y )T24 = X · jbc · Y ◦ jcb
Stattdessen können auch zunächst die Basen 4 und 1 extrahiert werden.
(X ◦ Y )T24 = jad ◦ Y · jda · X
Gleichung 2.35 eröffnet weitere Darstellungsmöglichkeiten.
(X ◦ Y )T24 = X · jab ◦ Y · jba = jab · Y ◦ jba · X
Sofern der Einheitstensor als Argument auftritt, ergeben sich wiederum besonders einfache
Zusammenhänge.
(E ◦ E)T24 = 3J
(X ◦ E)T24 = X · 3J = 3J · X
⇒ (X ◦ E)T24 ·· (. . .) = X · 3J ·· (. . .) = X · (. . .)
⇒ (. . .) ·· (X ◦ E)T24 = (. . .) ·· 3J · X = (. . .) · X
Weitere Rechenregeln sind:
x · (X ◦ Y )T24 · y = x · X · jab · Y ◦ jba · y = x · X · y · jab · Y ◦ jba
=
(
x · X · y ◦ Y
)T24 (2.65)
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und:




= X · jab · Y ◦ jba ·· jcd◦ y · jdc ·x = X · jab · Y ◦ y · jba ·x
= X · x · jab · y · Y ◦ jba =
(





(X ◦ Y )T24 ·· (X 1 ◦ Y 1)T24 = 3J . (2.67)
Außerdem sind noch Wechselwirkungen mit isotropen Tensoren von Interesse.
2
J ·· (X ◦ Y )T24 = 2J ··
(
X · jbc · Y ◦ jcb
)
= Y T · jcb · XT ◦ jcb
=
(
Y T ◦ XT
)T24 ·· 2J = 2J ··
(
jbc · Y ◦ jcb · X
)
= Y T · 2J · X
(2.68)
Dementsprechend gilt auch:
(X ◦ Y )T24 =
(





J ergibt sich hingegen:
X · 3J · Y = X · (E ◦ E)T24 · Y = (X · Y ◦ E)T24 = X · Y · 3J = 3J · X · Y .
2.3.3.2 Übertragungen
Die Gleichung 2.63, mit der aus einem Produkt von drei Tensoren der mittlere Tensor isoliert
werden kann, ist für Übertragungen der Art, wie sie bei pull-back / push-forward-Methoden
verwendet werden, von Interesse.
F · Z · F T =
(
F ◦ F T
)T24 ·· Z = Z ··
(
F T ◦ F
)T24
F T · Z · F =
(
F T ◦ F
)T24 ·· Z = Z ··
(
F ◦ F T
)T24 (2.69)
Auch bei Tensoren 4. Stufe lassen sich damit Übertragungen bequem schreiben.
(
F ◦ F T
)T24 ·· (X ◦ Y ) ··
(
F T ◦ F
)T24
= F · X · F T ◦ F · Y · F T
(
F ◦ F T
)T24 ·· K ··
(






· F T ◦ F · jab · F T
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Bei einer Übertragung einer T24-Modifikation darf die Bearbeitungsreihenfolge vertauscht
werden (Gl. 2.66).
(
F ◦ F T
)T24 ·· (X ◦ Y )T24 ··
(








F ◦ F T
)T24 ·· X ◦ Y ··
(
F T ◦ F
)T24)T24
Die Übertragung eines symmetrischen Anteils eines allgemeinen Tensors Z läßt eine Be-
sonderheit des Tensors
(
F ◦ F T )T24 erkennen. Entscheidend dabei ist, daß die Übertragung
mit F und F T die Symmetrie erhält. Mit Hilfe von Gleichung 2.57 kann zunächst gefolgert
werden:
Z = ZT aber: SZ = Z ·· ja(6) ◦ ja(6) =
S
ZT
⇒ F · SZ · F T = F ·
(
Z ·· ja(6) ◦ ja(6)
)
· F T =
⎧





Gemäß Gleichung 2.69 folgt für diesen symmetrischen Tensor F · SZ · F T :
F ·
(
Z ·· ja(6) ◦ ja(6)
)
· F T =
(








ja(6) ◦ ja(6) ··
(
F T ◦ F
)T24}
.
Aus der Tatsache, daß dieser Tensor bei beliebigem Z stets symmetrisch ist, folgt offen-
bar, daß die geschweifte Klammer stets (3,4)-symmetrisch ist. Bei der geschweiften Klam-
mer handelt es sich aber lediglich um den (1,2)-symmetrisierten Tensor
(
F ◦ F T )T24 . Eine
(1,2)-Symmetrisierung des vollständig unsymmetrischen Tensors
(
F T ◦ F)T24 bewirkt also
automatisch auch eine (3,4)-Symmetrie dieses Tensors. Diese Besonderheit ist allerdings nur
für den speziellen Fall zweier zueinander transponierter Tensoren möglich, wie eine Kontroll-
rechnung zeigt.
ja(6) ◦ ja(6) ··
(
F T ◦ F
)T24
= ja(6) ◦ ja(6) ··
(





F · ja(6) · F T
)
·· 3J
= F T · ja(6) · F ◦ ja(6) =
(
F T ◦ F
)T24·· ja(6) ◦ ja(6)
= jb(6) ◦ jb(6) ··
(
F T ◦ F
)T24·· ja(6) ◦ ja(6)
Derartige (1,2)- und (3,4)-symmetrisierte Varianten eines (X ◦ Y )T24 -Tensors werden in der
Folge mit (X ◦ Y )S24 bezeichnet.
(X ◦ Y )S24 = jb(6) ◦ jb(6) ·· (X ◦ Y )T24 ·· ja(6) ◦ ja(6) (2.70)
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Für die Übertragung eines symmetrischen Tensors σ muß also nicht mit dem vollständig
unsymmetrischen Tensor
(
F T ◦ F)T24 multipliziert werden, sondern es kann der (1,2)- und
(3,4)-symmetrische Tensor
(
F T ◦ F)S24 verwendet werden.
σ = σT ⇒ F · σ · F T = σ ··
(




F ◦ F T
)S24 ·· σ
Auch bei einem (1,2)- und (3,4)-symmetrischen Tensor 4. Stufe kann die Übertragung analog
vereinfacht werden.
K = ja(6) ◦ ja(6) ·· K ·· jb(6) ◦ jb(6)
⇒
(
F ◦ F T
)T24 ·· K ··
(




F ◦ F T
)S24 ·· K ··
(
F T ◦ F
)S24
Um den Vorteil der symmetrisierten Varianten voll nutzen zu können, werden die Koef-
fizienten dieser Tensoren zu den neuen Basisdyaden j
a(6)
benötigt. Den Symmetrien von
(X ◦ Y )S24 entsprechend sollte eine Definition allein anhand der neuen Basisdyaden j
a(6)
gelingen.
(X ◦ Y )S24 = ja(6) ◦ ja(6) ·· (X ◦ Y )T24 ·· jb(6) ◦ jb(6)
= ja(6) ◦ ja(6) ··
(
X · jdc · Y ◦ jcd
)
·· jb(6) ◦ jb(6)
= ja(6) ◦
(
Y · ja(6) · X
)
·· jdc ◦ jcd ·· jb(6) ◦ jb(6)
= ja(6) ◦
(
Y · ja(6) · X
)
·· jb(6) ◦ jb(6) = ja(6) ◦ ja(6) ··
(
X · jb(6) · Y
)
◦ jb(6)
Im Falle der Übertragungstensoren vereinfachen sich diese Ausdrücke wegen den diesen Ten-
soren innewohnenden Symmetrien.
(
F T ◦ F
)S24
= ja(6) ◦ F · ja(6) · F T = F T · ja(6) · F ◦ ja(6)
Damit lassen sich die Koeffizienten von
(
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Diese Matrix erhält man z.B., indem man bei der Matrix der K
a(6)b(6)
als Funktionen der
Kabcd (s. Gl. 2.60) zunächst bei jedem Kabcd die Indexpositionen 2 und 4 vertauscht und
danach jedes Kabcd durch ein Fba Fcd ersetzt.
Die Koeffizientenmatrix von
(
F ◦ F T )S24 ist die transponierte der vorhergehenden.
(






















Solche (1,2)- und (3,4)-symmetrisierten Tensoren (X ◦ Y )S24 sind nicht nur für Übertragun-
gen von großem Interesse.
2.3.3.3 Symmetrisierte Varianten
Von den 24 Möglichkeiten, zwei Tensoren X und Y zu Tensoren 4. Stufe zu verknüpfen,
stimmen jeweils vier in ihren (1,2)- und (3,4)-symmetrisierten Varianten überein. Es ver-
bleiben somit sechs Möglichkeiten, die sich allesamt durch S24-Modifikationen und einfache
dyadische Produkte beschreiben lassen.









Im folgenden werden die mathematischen Eigenschaften der S24-Modifikationen vorgestellt.
Wichtig in diesem Zusammenhang ist die Identität:
(X ◦ Y )S24 = ja(6) ◦ ja(6) ··
(




Y T ◦ XT
)S24
.
Die Verknüpfung zweier Metriktensoren ergibt einen symmetrisierten
3
J -Tensor, den für die
neuen Dyaden j
a(6)
typischen isotropen Tensor 4. Stufe (vergl. Gl. 2.56).









Das Doppelpunktprodukt mit einem Tensor zweiter Stufe ergibt ein symmetrisiertes (einfa-
ches) Produkt der drei beteiligten Tensoren (vergl. Gl. 2.63).
(X ◦ Y )S24 ·· Z = ja(6) ◦ ja(6) ··
(
X · jb(6) · Y
)
◦ jb(6) ·· Z
= ja(6) ◦ ja(6) ··
(










X · SZ · Y + Y T · SZ · XT
)
Z ·· (X ◦ Y )S24 = 1
2
(
Y · SZ · X + XT · SZ · Y T
)
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Für einfache Produkte mit Tensoren zweiter Stufe ist ausgehend von Gleichung 2.70 zunächst
ein Zwischenschritt mit den Regeln für Produkte mit
2
J (s. Gl. 2.68) nötig:
(X ◦ Y )S24 = 1
4
{
(X ◦ Y )T24 + Y T · 2J · X + X · 2J · Y T +
(
Y T ◦ XT
)T24}
.
Jetzt können Tensoren von außen einmultipliziert werden.
x · (X ◦ Y )S24 · y = 1
4
{(
x · X · y ◦ Y
)T24
+ x · Y T · 2J · X · y +
+ x · X · 2J · Y T · y +
(
x · Y T · y ◦ XT
)T24}
Solche Produkte treten in der Regel wiederum in symmetrisierter Form auf.
ja(6) ◦ ja(6) ··
{
x · (X ◦ Y )S24 · y
}





x · X · y ◦ Y + x · Y T ◦ yT · XT + x · X ◦ yT · Y + x · Y T · y ◦ XT
)S24
Dabei ist nur der erste Term äquivalent zu dem Ergebnis bei (. . .)T24 -Tensoren (vergl. Gl.
2.65).
Mit jedem Tensor, der in diesem Ausdruck durch den Einheitstensor ersetzt wird, erniedrigt
sich die Zahl unterschiedlicher Tensoren im Ergebnis. Z.B.:
{
(E ◦ Y )S24 · y
}




y ◦ Y + E ◦ yT · Y
)S24
.





Das Doppelpunktprodukt zweier (. . .)S24 -Tensoren ergibt:





= ja(6) ◦ ja(6) ··
(
X · jb(6) · Y
)
◦ jb(6) ·· jc(6) ◦ jc(6) ··
(
x · jd(6) · y
)
◦ jd(6)
= ja(6) ◦ ja(6) ··
(




x · jd(6) · y
)
◦ jd(6)
= ja(6) ◦ ja(6) ··
(



























Black L_142085_Habil2014_Ihlemann_Druckversion.pdfJuni 16, 2014 | 14:17:57 50
2.3 Angepaßte Basisdyaden für symmetrische Tensoren 41
Dabei ist wiederum nur der erste Term äquivalent zu dem Ergebnis bei (. . .)T24 -Tensoren
(vergl. Gl. 2.66). Der zweite Term hingegen enthält ganz neue Produkte. Dementsprechend
kann hieraus auch keine vollständige Analogie zu Gleichung 2.67 gewonnen werden. Dazu





= (E ◦ E)S24 in Frage kommt. Offensichtlich sind nur die speziellen Fälle, bei denen






X 1 ◦ XT 1
)S24
= (E ◦ E)S24 = ja(6) ◦ ja(6)
Mit Hilfe von Gleichung 2.73 kann gezeigt werden, daß bei einer Übertragung einer S24-
Modifikation wie auch bei derjenigen einer T24-Modifikation die Übertragung in die S24-
Klammer hineingezogen werden kann. Dies funktioniert so allerdings nur bei einer Übertra-
gung mit zwei zueinander transponierten Tensoren F und F T .
(
F ◦ F T
)T24 ·· (X ◦ Y )S24 ··
(





F ◦ F T
)S24 ·· (X ◦ Y )S24 ··
(






F · X ◦ Y · F T + F · Y T ◦ XT · F T
)S24 ··
(




F · X ◦ Y · F T
)S24 ··
(








F ◦ F T
)T24 ·· X ◦ Y ··
(
F T ◦ F
)T24)S24





Tensoren abgespaltet werden, so daß in diesem Fall die (. . .)T24 -Tensoren durch (. . .)S24 -
Tensoren ersetzt werden dürfen.
σ = σT ; b = bT ⇒
(
F ◦ F T
)S24·· (σ ◦ b)S24 ··
(




F ◦ F T
)S24·· σ ◦ b ··
(
F T ◦ F
)S24)S24
Bei symmetrischen Tensoren σ, b verbleiben von den 24 Möglichkeiten, zwei Tensoren zu
unterschiedlichen Tensoren 4. Stufe zu verknüpfen (s. Gl. 2.62), bzw. den 6 verbleibenden
Möglichkeiten (1,2)- und (3,4)-symmetrisierte Tensoren aufzustellen (s. Gl. 2.72), nur noch
die drei Möglichkeiten σ ◦ b , b ◦ σ und (σ ◦ b)S24 , um unterschiedliche (1,2)- und (3,4)-
symmetrische Ergebnisse zu erzeugen. Dementsprechend fallen viele Varianten zusammen.
(σ ◦ b)S24 = (σ ◦ b)S14 = (σ ◦ b)S13 = (σ ◦ b)S23 = (b ◦ σ)S24 = . . .
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Die Koeffizientenmatrix von (σ ◦ b)S24 ergibt sich in ähnlicher Weise wie bei (F T ◦ F)S24 (s.
S. 38), nur daß hier abschließend die Kabcd durch σab bcd ersetzt werden und schließlich von






















































































































































Wird schließlich ein symmetrischer Tensor mit sich selbst zu Tensoren 4. Stufe verknüpft,
ergeben sich nur noch 3 unabhängige Möglichkeiten, und bei der Beschränkung auf (1,2)-
und (3,4)-symmetrische Ergebnisse reduziert sich die Zahl weiter auf 2, nämlich:
b ◦ b und (b ◦ b)S24 = ja(6) ◦ b · ja(6) · b︸ ︷︷ ︸
sym.
mit: b = bT
2.4 Ellipsoidrepräsentationen von Tensoren
Bei der Nachbildung belastungsinduzierter Änderungen von Materialeigenschaften, wie zum
Beispiel bei den für viele Materialklassen charakteristischen Entfestigungs- und Verfesti-
gungsvorgängen, muß die Entwicklung geeignet gewählter Kenngrößen während des Bela-
stungsvorgangs verfolgt werden. Häufig werden hierfür skalare Kenngrößen, wie zum Bei-
spiel eine Verzerrungsinvariante oder eine spezifische Energiedichte, genutzt und die entspre-
chende Materialeigenschaft wird dementsprechend isotrop modelliert (z.B. bei Besdo 1981,
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Simo 1987, Miehe 1995, Besdo & Ihlemann 1996, Ogden & Roxburgh 1999 oder Nasdala
2000). Anhand der Entwicklung der Kenngröße wird wiederum der aktuelle Wert der zu
beschreibenden Größe, also z.B. der aktuelle Entfestigungs- oder Verfestigungsgrad, berech-
net. Hierfür wird häufig ein einfaches Maximum aller Werte der Kenngröße in der Vorge-
schichte berechnet (z.B. bei Holzapfel et al. 1999, Kaliske & Rothert 1999 oder Ihlemann
2003a). Es finden sich aber auch Ansätze mit komplizierteren Evolutionsgleichungen (z.B.
bei Miehe 1995, Govindjee & Simo 1992), mit denen beispielsweise eine Erholung von den
Einflüssen weit zurückliegender Belastungsphasen nachgebildet werden kann. Die isotrope
Nachbildung mit Hilfe skalarer Kenngrößen stellt sich allerdings in wichtigen Fällen als zu
ungenaue Näherung heraus (Mullins 1948, Lion 1996, Pawelski 1998, Muhr et al. 1999). Für
eine entsprechende Erweiterung der Materialmodelle um die Richtungsinformationen zurück-
liegender Belastungen muß somit zu tensoriellen Geschichtsvariablen übergegangen werden.
Um die Maximalwertbildung als den einfachsten Fall einer Evolutionsgleichung für solche
Tensoren übernehmen zu können, muß zunächst die Maximumfunktion für Tensoren minde-
stens zweiter Stufe derart vereinbart werden, daß die Richtungsinformationen der einzelnen
Argumente sich in geeigneter Art und Weise auf den Ergebnistensor einer solchen Funktion
auswirken. Diese Aufgabe ist keineswegs trivial.
Maximum- und Minimumfunktion basieren auf den Ordnungsrelationen <, >. Somit bietet
es sich an, mit der Verallgemeinerung auf tensorielle Argumente bei diesen Relationen an-
zusetzen und zu überprüfen, ob eine physikalisch sinnvolle und gleichzeitig zweckdienliche
Definition gefunden werden kann. Dies gelingt mit Hilfe von Ellipsoidrepräsentationen der
beteiligten Tensoren. Mit der Bewältigung dieser Aufgabenstellung an dieser Stelle wird ein
vielseitiges und weitreichendes Werkzeug zur Nachbildung anisotrop belastungsinduzierter
Effekte verfügbar.
2.4.1 Positiv definite Formen
Für den Vergleich von Tensoren in Abschnitt 2.4.2.3 sind spezielle Eigenschaften sogenannter
positiv definiter Formen wichtig. Zur Untersuchung richtungsspezifischer Eigenschaften von
Tensoren 2. Stufe werden Einsvektoren n (n · n = 1) beliebiger Ausrichtung herangezogen.
Die wichtige Gruppe der sogenannten positiv definiten Tensoren ist durch die Eigenschaft:
n · X · n > 0 ∀ n
gekennzeichnet. Häufig wird diese Bezeichnung nur auf symmetrische Tensoren angewandt
(z.B. Bronstein et al. (1995)). Da aber, wie noch gezeigt werden wird, bei den symmetrischen
Tensoren diese Eigenschaft äquivalent zu dem Merkmal ausschließlich positiver Eigenwerte
ist, bietet sich eine Erweiterung des Begriffs positiv definit zumindest auf die größere Gruppe
der symmetrisierbaren Tensoren (vergl. Abschnitt 2.2.5) an. Dementsprechend wird hier
verfahren.
Das charakteristische Produkt n · X · n eines positiv definiten Tensors X mit den Vektoren
n wird auch als positiv definite Form bezeichnet (Bronstein et al. 1995).
Von besonderer Bedeutung ist der präzise Zusammenhang zwischen positiv definiten Formen
und dem möglichen Wertebereich der zugehörigen Tensoreigenwerte. Das Resultat dieser
Untersuchung ist schließlich Gleichung 2.77.
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Bei durchgehend positiven Eigenwerten XK eines symmetrisierbaren Tensors X gilt z.B. für
alle rechtsseitigen Eigenrichtungen gK von X:
X · gK = XK gK ⇒ gK · X · gK = XK
∣∣gK
∣∣2 .
Hieran wird ersichtlich, daß (zumindest) alle symmetrisierbaren positiv definiten Tensoren
ausschließlich positive Eigenwerte aufweisen.
n · X · n > 0 ∀ n ⇒ XK > 0 ∀ K
Der Umkehrschluß gilt allerdings nicht: Bei einem symmetrisierbaren Tensor spannen sowohl
die links- als auch die rechtsseitigen Eigenvektoren den gesamten dreidimensionalen Raum
auf (s. Abschnitt 2.2.5). Jeder beliebige Vektor n läßt sich also als Linearkombination von
Eigenvektoren auffassen.
n · X · n = nL gL · X · nK gK
Zwar ist der Teil dieser Summe, der aus den Summanden mit K = L besteht, stets positiv,
es existieren aber auch Summanden mit K = L, da gK · gL nicht unbedingt verschwindet.
Dies tritt erst beim Sonderfall symmetrischer Tensoren ein (s. Gl. 2.52).
Nicht verschwindende Summanden mit K = L können zwar ausgeschlossen werden, indem
sowohl links- als auch rechtsseitige Eigenvektoren von X verwendet werden, um die Vektoren
n darzustellen (Gl. 2.46):
X · gK = XK gK ⇒ gL · X · gK = XK δLK ,
Für die Form n · X · n ergibt sich damit:
n · X · n = nL gL · X · nK gK = nK nK XK .
Aber auch dies ist nicht unbedingt positiv, denn die Ausdrücke nK n
K sind keine Quadrate.
Stattdessen sind nK und nK Produkte des Vektors n mit im allgemeinen nicht parallelen
Vektoren gK und g
K .
Tatsächlich gibt es Konstellationen, in denen eine Form n · X · n einen negativen Wert
ergibt, obwohl alle Eigenwerte von X positiv sind. Dies wird im Rahmen des konkreten
Zahlenbeispiels auf Seite 51 belegt. Im folgenden (bis zur Gleichung 2.76) wird zusätzlich
anhand eines komplexeren, eine große Gruppe von Tensoren einbeziehenden Beispiels gezeigt,
daß die belegte Situation – nicht positiv definit trotz durchgehend positiver Eigenwerte –
nicht nur ein extremer Sonderfall ist. Anstelle eines Einsvektors n wird in diesem Beispiel
ein Vektor w mit von Eins abweichender Länge verwendet. Diese Substitution hat keinen
Einfluß auf die entscheidende Frage, ob w · X · w negativ sein kann, da die Länge von w in
diese Form quadratisch eingeht.
w = gII + g
II mit: gIII ⊥ gI und gIII ⊥ gII aber gI · gII = 0 . (2.75)
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Für das Produkt wI w






















gII · gI + gII · gI︸ ︷︷ ︸
0
) (
gII · gI︸ ︷︷ ︸
0
+ gII · gI
)
.
Der Term gII · gI ist eingehender zu untersuchen. Zunächst folgt gemäß Gleichung 2.5:









Mit Hilfe der Lagrangeschen Identität (Gl. 2.41) folgt daraus:














Unter den oben genannten Voraussetzungen gilt gIII · gII = 0 und damit zeigt sich, daß in
diesem Beispielfall wI w
I negativ ist.















Wenn nun noch der Eigenwert XI deutlich größer als die beiden anderen Eigenwerte ist
(aber dennoch alle drei positiv), fällt tatsächlich die Form w · X · w (vergl. Gl. 2.75) trotz
durchgehend positiver Eigenwerte von X negativ aus. Bei symmetrischen Tensoren ist dies
hingegen - wie bereits belegt - ausgeschlossen. Dies zeigt sich am gewählten Beispiel darin,
daß bei einem symmetrischen Tensor stets gI · gII = 0 gilt und somit das Produkt wI wI
ebenfalls verschwindet.




XA eA eine Äquivalenzbeziehung
der Form:
S
XA > 0 ∀ A ⇔ n ·
S
X · n > 0 ∀ n . (2.76)
Zusammenfassend läßt sich sagen, daß positiv definite Tensoren stets durchgehend positive
Eigenwerte aufweisen. Umgekehrt sind zumindest symmetrische Tensoren mit durchgehend
positiven Eigenwerten stets positiv definit. Unsymmetrische Tensoren sind hingegen selbst
bei durchgehend positiven Eigenwerten nicht in jedem Fall positiv definit.
n · X · n > 0 ∀ n ⇒ XI > 0 ; XII > 0 ; XIII > 0
XI > 0 ; XII > 0 ; XIII > 0 ⇒ n · X · n > 0 ∀ n
(2.77)
Über diese Erkenntnisse hinaus, sind für die nachfolgenden Abschnitte einige mathematische
Eigenschaften positiv definiter Tensoren wichtig. Insbesondere ist von Bedeutung, welche
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Auswirkungen positiv definite Tensoren als Argumente von Operationen (Summen, Pro-
dukte) auf das Ergebnis der jeweiligen Operation haben. Diese Untersuchungen, die viele
wichtige Zwischenergebnisse umfassen, führen schließlich zu den Relationen 2.86, in denen
die Ergebnisse für Produkte zusammenfaßt sind.
Die Summe von positiv/negativ definiten Tensoren ist wiederum positiv/negativ definit.
n · (a2 X + b2 Y ) · n = a2 n · X · n + b2 n · Y · n
Ist ein Tensor X positiv/negativ definit, so gilt dies auch für den transponierten Tensor und
damit auch für den symmetrischen Anteil von X, denn:











Demnach liefern antisymmetrische Tensoren in einem zweifachen Produkt mit einem Vektor
somit immer den Wert Null. Im einfachen Produkt mit einem Vektor liefert ein antisym-












= 0 ∀ n
Ist ein Tensor X positiv/negativ definit, so gilt dies (wie oben gezeigt) auch für seinen
symmetrischen Anteil. Auch der Rückschluß ist gültig.
n · X · n >=
<







0 ∀ n (2.78)
Gemäß Gleichung 2.76 existiert somit die im Gegensatz zu den Relationen 2.77 vollständige
Äquivalenzbeziehung (mit den Eigenwerten des symmetrischen Anteils von X):
n · X · n > 0 ∀ n ⇔ SXI > 0 ;
S
XII > 0 ;
S
XIII > 0 . (2.79)
Für die Untersuchung der Produkte von positiv definiten Tensoren sind wiederum Vorar-
beiten bezüglich der Invarianten solcher Tensoren notwendig. Zunächst ist zu zeigen, welche
Charakteristika der Hauptinvarianten einen Tensor mit durchgehend positiven Eigenwerten
anzeigen. Die drei Eigenwerte seien an dieser Stelle zugunsten der Übersichtlichkeit mit den
Buchstaben A, B und C bezeichnet.











I1 = A + B + C > 0
I2 = AB + B C + C A > 0
I3 = AB C > 0
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Den Rückschluß zu belegen, ist aufwendiger. I3 kann nur größer als Null sein, wenn wie
oben alle drei Eigenwerte größer als Null sind oder wenn genau zwei Eigenwerte negativ sind
und der verbleibende (z.B. A) positiv. Dieser Fall wird näher untersucht. Dabei wird die
Forderung I1 > 0 einbezogen und die Auswirkungen auf I2 ermittelt.
A > 0







I2 = (I1 − B − C) (B + C) + B C
= I1 (B + C) − B2 − 2B C − C2 + B C
= −I1 (|B| + |C|) − B2 − |B| |C| − C2
⇒ I2 < 0
In diesem Fall (C, B < 0) kann I2 also nicht positiv sein, und damit kommt dieser Fall nicht
























I1 = A + B + C < 0
I2 = AB + B C + C A > 0
I3 = AB C < 0
Die Argumentation bezüglich des Umkehrschlusses verläuft ähnlich wie im ersten Fall. Für
I3 < 0 gibt es wiederum zwei Möglichkeiten. Neben dem Standardfall, daß alle drei Eigen-
werte negativ sind, könnte auch nur ein Eigenwert (z.B. A) negativ, die anderen beiden aber
positiv sein.
A < 0






⇒ I2 = − |I1| (B + C) − B2 − B C − C2
⇒ I2 < 0














Sind schließlich alle drei Eigenwerte Null, so gilt dies auch für die Invarianten. Umgekehrt
folgt aus dem Verschwinden von I3, daß mindestens ein Eigenwert ebenfalls Null ist. Damit
verbleibt von I2 nur noch das Produkt der beiden restlichen Eigenwerte. Da I2 ebenfalls Null
ist, muß somit ein weiterer Eigenwert Null sein. Dann kann aber I1 nur dann auch noch Null
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Neben den nun verfügbaren Eigenschaften der Invarianten werden weitergehende Erkennt-
nisse über bestimmte Koeffizientendarstellungen benötigt.
Werden bei der Form n · X · n anstelle der normierten n-Vektoren andere Vektoren v be-
liebiger (aber nicht verschwindender) Länge eingesetzt, so geht die Länge dieser Vektoren
quadratisch in das Ergebnis ein. Dies ändert also keinesfalls etwas an der Eigenschaft der
positiven/negativen Difinitheit.
n · X · n >=
<
0 ∀ n ⇒ v · X · v >=
<
0 ∀ v = 0
Da dies somit für alle Vektoren v gilt, gilt es auch für alle denkbaren Basisvektoren ea, gi
und gi. Daraus wird ersichtlich, daß in jeder beliebigen einheitlich indizierten Darstellung
(beide Indizes oben oder beide unten) eines positv/negativ definiten Tensors alle Hauptdia-
gonalelemente positiv/negativ definit sind, obwohl es sich hierbei keineswegs um Invarianten
des Tensors handeln muß.
v · X · v >=
<




ea · X · ea = Xaa >=< 0 ∀ ea
gi · X · gi = Xii >=< 0 ∀ gi




Weiterhin können anstelle der Vektoren v auch Vektoren w · Y (∀ w) verwendet werden.
Um dabei die Allgemeingültigkeit zu erhalten, muß Y invertierbar sein (I3(Y ) = 0). Dann
gehört über w · Y = v zu jedem w ein v und über v · Y 1 = w auch zu jedem v ein (nicht
verschwindender) Vektor w.
n · X · n >=
<
0 ∀ n
I3(Y ) = 0
} ⇒ (w · Y ) · X · (w · Y ) >=
<
0 ∀ w = 0
⇒ w ·
(




0 ∀ w = 0
(2.83)
Wird hingegen die quadratische Form nicht mit Null, sondern mit einem anderen Wert s = 0
verglichen, so muß die Länge der Vektoren w · Y berücksichtigt werden.
n · X · n >=
<
s ∀ n




Y · X · Y T ) · w




s ∀ w = 0
Wird insbesondere für Y ein Orthogonaltensor Q = QT
1
verwendet, so sind die Vektoren
n · Q wiederum Einsvektoren. Folglich sind diese Vektoren in ihrer Gesamtheit identisch mit
den Vektoren n. Somit gilt für beliebige verdrehte Tensoren und beliebige Zahlen s:
n · X · n >=
<
s ∀ n ⇔ n ·
(




s ∀ n .
Die Gleichung 2.83 läßt auch Rückschlüsse auf den inversen Tensor zu, indem Y = X 1
verwendet wird. Daraus folgt, daß der zu einem positiv/negativ definiten Tensor inverse
Tensor stets ebenfalls positiv/negativ definit ist.
n · X · n >< 0 ∀ n ⇒ n · XT
1 · n >< 0 ∀ n
⇒ n · X 1 · n >< 0 ∀ n
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Auch die Hauptdiagonalelemente aller einheitlich indizierten Koeffizientenmatrizen des zu
einem positiv definiten Tensor inversen Tensors sind also stets positiv (vergl. Gl. 2.82).
Anhand dieses Befundes kann eine zusätzliche Aussage über die Unterdeterminanten zu den
Hauptdiagonalelementen belegt werden.








gi · X 1 · gj
]
Gemäß der Adjunktenregel zur Inversion einer Matrix entsprechen somit die Hauptdiagonal-
elemente der Matrix der unten indizierten Koeffizienten des inversen Tensors den zugehörigen
Hauptunterdeterminanten der oben indizierten Koeffizienten des Argumenttensors geteilt
durch die Determinante der gleichen Matrix.


















entspricht zwar nicht der dritten Hauptinvarianten vonX, stimmt







In der Zusammenfassung ergibt sich nun: Ist ein Tensor positiv/negativ definit, so ist er inver-
tierbar und der inverse Tensor ist gleichermaßen positiv/negativ definit. Dabei entspricht jede
Koeffizientenmatrix in einheitlicher Indizierung des inversen Tensors der invertierten Koeffi-
zientenmatrix des Argumenttensors in der jeweils anderen einheitlich indizierten Darstellung.
Folglich sind die Hauptdiagonalelemente des inversen Tensors (wie auch die des Argument-
tensors) in jeder einheitlich indizierten Darstellung durchweg positiv/negativ. Diese entspre-
chen aber den jeweiligen Hauptunterdeterminanten des Argumenttensors geteilt durch dessen
Gesamtdeterminate, die bei einem positiv/negativ definiten Tensor positiv/negativ ist. Die
Hauptunterdeterminanten sind somit sowohl bei einem positiv als auch bei einem negativ
definiten Tensor stets alle positiv (Von der Summe, der 2. Hauptinvarianten I2, wurde dies
schon festgestellt: s.o.).




























> 0 ∀ i ; det [Xjk] >< 0
(2.84)
Damit sind alle Voraussetzungen geschaffen, um Rückschlüsse auf Produkte symmetrischer
positiv/negativ definiter Tensoren zu ziehen.
Die Vektoren eA seien die Eigenvektoren eines symmetrischen Tensors X.
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XI YXX XII YXY XIII YXZ
XI YY X XII YY Y XIII YY Z
XI YZX XII YZY XIII YZZ
⎤
⎦ .
Die Vorzeichen der Hauptdiagonalelemente, Hauptunterdeterminanten und der Determi-
nante dieser Matrix sind festgelegt, wenn X und Y beide positiv definit sind.









mit: A = B = C = A
det [ZAB ] = XA XB XC det [YAB ]
(2.85)









positiv. Ist hingegen einer der beiden Tensoren X und









auch in diesem Fall positiv ist. Diesen Vorzeichenkonstellationen kann allerdings
nicht entnommen werden, daß das Produkt Z positiv bzw. negativ definit ist, da die Relation
2.84 keine Äquivalenzbeziehung ist, sondern nur Rückschlüsse in einer Richtung zuläßt. Sicher
ableiten lassen sich hingegen die Vorzeichen der Hauptinvarianten von Z, die jeweils den
Summen der drei in Gleichung 2.85 dargestellten Größen entsprechen (Vorzeichen von a und
b steuern die verschiedenen Kombinationen von positiv/negativ definit).
a n · SX · n > 0 ∀ n

























Mit den Relationen 2.80 und 2.81 folgt schließlich, daß Z ausschließlich positive Eigenwerte
hat, wenn X und Y beide symmetrisch und beide positiv oder beide negativ definit sind. Ist
hingegen einer der beiden symmetrischen Tensoren positiv und der andere negativ definit,
so hat Z ausschließlich negative Eigenwerte.
Z = X · Y mit: X = XT und: Y = Y T ⇒
n · X · n > 0 , n · Y · n > 0 ∀ n ⇒ ZI > 0 , ZII > 0 , ZIII > 0
n · X · n < 0 , n · Y · n < 0 ∀ n ⇒ ZI > 0 , ZII > 0 , ZIII > 0
n · X · n > 0 , n · Y · n < 0 ∀ n ⇒ ZI < 0 , ZII < 0 , ZIII < 0
n · X · n < 0 , n · Y · n > 0 ∀ n ⇒ ZI < 0 , ZII < 0 , ZIII < 0
(2.86)
Positiv oder negativ definit ist das Produkt Z damit allerdings nur dann sicher, wenn X und
Y identische Eigenrichtungen haben und damit Z ebenfalls symmetrisch ist. Ansonsten läßt
sich nur die Symmetrisierbarkeit von Z feststellen.
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mit: I1(Y ) = 7 ; I2(Y ) = 11 ; I3(Y ) = 5
und dementsprechend: YI,II = 1 ; YIII = 5










mit: I1(Z) = 25 ; I2(Z) = 59 ; I3(Z) = 35
und dementsprechend: ZI = 1 ; ZII,III = 12 ±
√
109 .
Somit sind die Eigenwerte wie erwartet durchgehend positiv. Um zu zeigen, daß Z tatsächlich
nicht positiv definit ist, wird der symmetrische Anteil berechnet. Dieser ist in gleicher Weise
wie Z selbst positiv definit oder nicht. Beim symmetrischen Anteil ist positiv definit aber































ZI = 1 ;
S
ZII,III = 12 ±
√
145
Hier ist nun der kleinste Eigenwert negativ.
S







Der zugehörige Eigenvektor vIII hat die Koeffizienten (nicht normiert):









Mit diesem Vektor liefert nun auch Z selbst (der unsymmetrische Ausgangstensor) im Pro-
dukt vIII · Z · vIII das gleiche negative Ergebnis wie
S
Z , nämlich vIII · vIII
S
ZIII. Auch bei dem
sehr ähnlich ausgerichteten (numerisch handlicheren) Vektor w:
[wA] = [5 ; 0 ; 2]
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[ 5 0 2 ] [ 11 0 −28 ] [−1 ]
(2.87)
Somit beweist dieses Beispiel, daß einerseits ein Tensor mit durchgehend positiven Eigen-
werten (Z) nicht immer positiv definit ist, und daß andererseits das Produkt zweier symme-
trischer positiv definiter Tensoren nicht in jedem Fall ebenfalls positiv definit ist!
Eine Erweiterung erfahren die Aussagen der Relationen 2.77 und 2.79 durch die Betrachtung
des möglichen Wertebereichs einer Form n · X · n.
n · X · n → Extr. ; Nebenbed.: n · n = 1





n · X · n − λ (n · n − 1)} != 0 ∀ a







Folglich ergibt die Ableitung:













= 0 ∀ a .
Somit führt die Suche nach den Richtungen, in denen n ·X · n extreme Werte annimmt, auf










· n != 0
Die extremen Werte von n · X · n finden sich also in den Eigenrichtungen des symmetri-
schen Anteils von X und entsprechen somit den Eigenwerten des symmetrischen Anteils
(nicht denen von X selbst). Dies kann kaum überraschen, da bereits bekannt ist, daß der
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Für den inversen Tensor kann hieraus im allgemeinen Fall nicht auf den Wertebereich von
n · X 1 · n gefolgert werden, da Symmetrisierung und Invertierung nicht frei vertauschbar
sind.








X 1 + XT
1
)
Ist aber bereits der Argumenttensor symmetrisch (und invertierbar), so gilt:











Nach der Bereitstellung der benötigten Grundlagen bezüglich positiv definiter Formen wird
im folgenden die zu Beginn von Abschnitt 2.4 auf Seite 42 motivierte Suche nach geeigne-
ten Ordnungsrelation für Tensoren 2. Stufe aufgenommen. Hierfür erweist sich eine Vor-
abbetrachtung der Interpretationsmöglichkeiten von Ordnungsrelationen bei Skalaren und
Vektoren als hilfreich.
2.4.2.1 Größenvergleich von Skalaren
Bei skalaren Argumenten können alle denkbaren Vergleiche zwischen zwei Werten auf den
(Standard-)Vergleich eines einzelnen Werts mit der Null (neutrales Element der Addition)
reduziert werden.
a > b wenn a − b > 0
a < b wenn b − a > 0




















Bemerkenswert ist außerdem, daß sich die drei Relationen ’<’, ’=’ und ’>’ gegenseitig aus-
schließen, aber eine immer zutrifft.
Werden ausschließlich positive Werte behandelt, so kann anstatt des Vergleichs mit 0 als
Standardvergleich auch auf den Vergleich mit Eins (neutrales Element der Multiplikation)
zurückgegriffen werden.
a > b > 0 ⇒ a
b
> 1
Überdies ergeben sich bei durchgehend positiven Argumenten mannigfaltige Folgerungsmög-
lichkeiten.
















allg. (r > 0): ar > br ; a r < b r
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2.4.2.2 Größenvergleich von Vektoren
Während eine Definition der Identität von Vektoren keine grundsätzlichen Schwierigkeiten
aufwirft (s. Abschnitt 2.1.3), treten bei dem Versuch, aussagekräftige Vergleiche von Vektoren
nach ’<’ oder ’>’ aufzustellen, erhebliche Probleme auf. Schon eine eindeutige Zuordnung
nach ’positiv’ oder ’negativ’ ist bei Vektoren nicht gegeben. Auch die einzige Invariante der
Vektoren, der Betrag, beinhaltet keine Vorzeicheninformation. Anhand des Betrages können
Vektoren allerdings durchaus verglichen werden. Dies ist allerdings nur ein Vergleich von
Teilinformationen, da die Richtungen keinerlei Berücksichtigung finden. Einen vollständigen
Vergleich bieten die Beträge nur dann, wenn die verglichenen Vektoren parallel sind und die
gleiche Orientierung haben.
2.4.2.3 Größenvergleich von Tensoren 2. Stufe
Auch beim Vergleich von Tensoren 2. Stufe ist eine geeignete Einbeziehung der die Argumente
charakterisierenden Richtungen das Kernproblem. Allerdings gibt es hier im Gegensatz zu
der Situation bei den Vektoren einige Elemente, die intuitiv und ohne Einschränkung der
Allgemeingültigkeit als ’positiv’ bzw. ’negativ’ angesehen werden können. Beispiele hierfür
sind der ’positive’ Einheitstensor E und sein negatives Gegenstück −E. Diese Tensoren
können nun mit Tensoren unterschiedlicher Eigenrichtungen verglichen werden.
Ähnlich wie beim Vergleich der Beträge von Vektoren könnte man sich auf den Vergleich ’par-
alleler’ Tensoren beschränken. Als ’parallel’ könnte man einerseits ausschließlich Tensoren
ansehen, die Vielfache voneinander sind, oder symmetrische (oder auch nur symmetrisier-
bare) Tensoren mit identischen Eigenrichtungen. Ein Tensor könnte dann als größer als ein
anderer definiert werden, wenn in jeder Eigenrichtung der zugehörige Eigenwert des größe-
ren Tensors größer als derjenige des kleineren Tensors wäre. Zu beachten ist hier, daß es
im Gegensatz zu der Situation bei skalaren Argumenten selbst bei der Beschränkung der
Vergleiche auf solche ’parallelen’ Tensoren Paarungen gibt, für die weder ’<’ noch ’>’ noch
’=’ zutrifft. In jedem Fall sollte eine Vereinbarung für die Relation ’>’ gewährleisten, daß
jeder Tensor A, der sich lediglich in einem skalaren Faktor f mit f > 1 von einem weiteren
Tensor B unterscheidet, als größer als B definiert ist.
A = f B mit: f > 1
!⇒ A > B (2.89)
Interessanterweise stellen gerade die hydrostatischen Tensoren ein potentielles Bindeglied
zwischen Tensoren mit unterschiedlichen Eigenrichtungen dar, da bei den hydrostatischen
Tensoren jede Richtung eine Eigenrichtung ist. Auf einem solchen Weg wäre ein Vergleich
zwischen zwei Tensoren unterschiedlicher Eigenrichtungen möglich, wenn ein Vergleich mit
einem hydrostatischen Tensor zwischengeschaltet wird. Ist zum Beispiel der größte Eigenwert
des ersten Tensors kleiner als f , so würde dieser Tensor als kleiner als f E angesehen werden.
Ist wiederum der kleinste Eigenwert des zweiten Tensors größer als f , so wäre dieser größer
als f E und könnte dann auch als größer als der noch kleinere erste Tensor angesehen werden.
Unabhängig von den Eigenrichtungen wäre somit ein Tensor größer als ein anderer, wenn
der kleinste Eigenwert des ersten größer als der größte des zweiten ist. Bemerkenswerterweise
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ist diese Regel in einigen Fällen strenger als die Vielfachen-Regel (z.B. bei der Eigenwert-
konstellation: 4, 1, 1 ↔ 8, 2, 2) und somit mit dieser inkompatibel. Die formulierte Regel ist
somit in bestimmten Fällen offensichtlich noch zu streng, da die Erfüllung von Gleichung
2.89 als unabdingbar gelten dürfte. Die Eigenrichtungen müssen einbezogen werden (Auch
für die praktische Anwendung (Anisotropietensor) stört die bisherige völlige Unabhängigkeit
von der relativen Ausrichtung der Eigenrichtungen).




B beschränkt (die damit auch stets invertierbar sind), da allgemeinere Aussagen im Rahmen
dieser Arbeit nicht benötigt werden. Mit diesen Beschränkungen soll keineswegs behauptet
werden, eine weitergehende Verallgemeinerung sei unmöglich oder sinnlos.
Für eine detailliertere Betrachtung wird mit Hilfe von Einheitsvektoren n beliebiger Orien-
tierung (skalare) Information aus den zu vergleichenden Tensoren gezogen (extrahiert). Bei
einer Multiplikation der zu vergleichenden Tensoren mit solchen Vektoren entstehen zunächst
wiederum Vektoren w und v.
w = n · SA ; v = n · SB
Wenn für einen Vergleich der Tensoren von diesen Vektoren Parallelität verlangt würde,
kämen wie beim Vergleich von Vektoren wiederum nur Vielfache Tensoren für Vergleiche in
Frage. Da hier aber bei jedem einzelnen Tensor zu jedem der unendlich vielen denkbaren n
auch ein w bzw. v gehört, besteht keine Notwendigkeit, die Parallelität der zu einem einzelnen
n gehörenden Vektoren w und v zu fordern.
Im folgenden sollen zunächst drei Vereinbarungsalternativen für ’>’, ’<’-Relationen in ihren
Auswirkungen untersucht und danach im Vergleich beurteilt werden. Alle drei Vereinbarung-
salternativen (A1), (A2) und (A3) sind mit der Vielfachen-Regel in Gleichung 2.89 vereinbar.
Bei der Vereinbarungsalternative (A1) werden die Anteile der Vektoren w und v in Richtung






B wenn w · n > v · n ∀ n











· n > 0 ∀ n (2.90)
Statt nur die Längen der Normalanteile zu vergleichen, werden bei der Vereinbarungsalter-





B wenn w · w > v · v ∀ n
(Bei nicht symmetrischen Tensoren müßte hier unterschieden werden, ob es sich um rechts-
oder linksseitige Vektoren handelt. Mit w = n · A entstände w · w = n · AT · A · n)








= n · SA · SAT · n = n · SA2 · n
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Die Alternative (A2) ist gleichbedeutend mit der Forderung, daß die Differenz der Quadrate










· n > 0 ∀ n (2.91)
Als dritte Möglichkeit könnten jeweils Vektoren w und v in ihrer Länge verglichen werden,
die nicht aus dem gleichen n hervorgehen, sondern die zueinander parallel sind. Um diese
Vereinbarungsalternative mathematisch zu fassen und in eine zu den beiden ersten Alter-
nativen vergleichbare Form zu überführen, wird zunächst als Vektor w das f -fache von v
angesetzt. Daraus resultiert eine Beziehung zwischen den zugehörigen Normaleinsvektoren n
(für w) und n∗ (für v = w/f).




w = n∗ · SB ⇒ n∗ = 1
f
w · SB 1 = 1
f
n · SA · SB 1
Die Vereinbarungsalternative (A3) erklärt dementsprechend den Tensor A als größer als
Tensor B, wenn der Faktor f für alle Richtungen n größer als Eins ist.
Aus der Beziehung zwischen n und n∗ kann wiederum das Verhältnis f zwischen den paral-
lelen Vektoren w und v berechnet werden.










n · SA · SB 1
)
⇒ f2 = n · SA · SB 1 · SB 1 · SA · n










B wenn n ·
(
S
A · SB 2 · SA
)
· n > 1 ∀ n (2.92)
Dies läßt sich mit
n · E · n = 1 ∀ n




A · SB 2 · SA
)




A · SB 2 · SA − E
)
· n > 0 ∀ n
⇒ n · SA ·
(
S
B 2 − SA 2
)
· SA · n > 0 ∀ n
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> 0 ∀ n (2.93)
Wegen der vereinbarten Invertierbarkeit von
S


















B 2 − SA 2
)
· n > 0 ∀ n
Allerdings ist auch in dieser Form ein Vergleich mit (A1) oder (A2) kaum möglich (vergl.
Gln. 2.90 u. 2.91). Hierfür bietet es sich an, bereits Gleichung 2.92 umzuformen. Aufgrund




A · SB 2 · SA
)
· n > 1 ∀ n ⇒ n ·
(
S
A 1 · SB2 · SA 1
)
· n < 1 ∀ n




A 1 · SB2 · SA 1
)











· n > 0 ∀ n .
(2.95)
Also resultiert aus der Vereinbarungsalternative (A3) die gleiche Relation wie bei (A2) in
Gleichung 2.91. Die beiden Forderungen (A2) und (A3) sind somit gleichbedeutend. Zu klären
ist die Frage, ob sie eindeutig schärfer oder eindeutig schwächer als (A1) sind oder in einem
mehrdeutigen Verhältnis zu (A1) stehen.
Der Ausdruck
S
A2 − SB2 in Gleichung 2.95 entspräche im Skalaren: a2 − b2 = (a − b) (a + b).















A · SB − SB · SA − SB2 .
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Dieser Tensor ist nicht mit
S
A2 − SB2 identisch. Da aber die Differenz antisymmetrisch ist,







B · SA ⇒ SX = SA2 − SB2




B ist positiv definit, da beide Summanden
vereinbarungsgemäß positiv definit sind. Ist nun die Differenz
S
A − SB ebenfalls positiv definit
(Forderung (A1), Gl. 2.90), so folgt daraus zwar, daß das Produkt X ausschließlich positive
Eigenwerte hat (vergl. Gl. 2.86). Da aber X in der Regel nicht symmetrisch ist, ist X damit
nicht zwangsweise positiv definit (vergl. Gl. 2.77). Folglich ist dann auch der symmetrische
Anteil von X nicht zwangsweise positiv definit (vergl. Gl. 2.78), und dieser Tensor hat dann
auch mindestens einen nicht positiven Eigenwert. In diesen Fällen ist demnach Forderung
(A3) verletzt (s. Gl. 2.95), obwohl Forderung (A1) erfüllt ist.
n · SA · n > 0 ∀ n















· n > 0 ∀ n
Ist im umgekehrten Fall Forderung (A3) erfüllt, so ist
S
X positiv definit und damit auch








ausschließlich positive Eigenwerte (Gl. 2.86). Dies ist aber die Differenz




B. Damit ist auch die Differenz
symmetrisch und somit bei ausschließlich positiven Eigenwerten auch positiv definit (vergl.
Gl. 2.76). Somit ist die Forderung (A1) immer erfüllt, wenn Forderung (A3) erfüllt ist.
Forderung (A3) umfaßt also Forderung (A1) vollständig.
n · SA · n > 0 ∀ n















· n > 0 ∀ n
Darüber hinaus ist Forderung (A3) offensichtlich mit der Vielfachen-Regel (Gl. 2.89) ver-
träglich.
Aus diesen Gründen wird im Rahmen dieser Arbeit der Vergleich zweier Tensoren anhand
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der äquivalenten Forderungen (A2) und (A3) definiert.
n · SA · n > 0 ∀ n










⇒ SA > SB (2.96)
Ist also ein Tensor A größer als Tensor B, so ist die Differenz A − B in jedem Fall positiv
definit. Eine positiv definite Differenz A − B ist aber noch kein sicheres Zeichen dafür, daß
der Tensor A größer als B ist. Das bedeutet auch, daß die Summe zweier positiv definiter
Tensoren nicht in jedem Fall größer als die einzelnen Summanden ist. Natürlich ist die Summe
dabei trotzdem nicht kleiner als der betreffende Summand. Es handelt sich in solchen Fällen
um zwei Tensoren, von denen keiner eindeutig kleiner oder größer ist.
2.4.2.4 Analogie Tensor - Ellipsoid
Der Gedankengang, der der Vereinbarungsalternative (A3) zugrunde lag (Gl. 2.92), führt
unmittelbar zu einer sehr anschaulichen Interpretation der ’>’-, ’<’-Relationen bei sym-
metrischen Tensoren 2. Stufe. Wird nämlich eine Form 1 = w · C 2 · w in demjenigen
Koordinatensystem berechnet, das zu den Eigenrichtungen eI , eII und eIII von C = C
T
gehört, so ergibt sich die charakteristische Form einer Ellipsoidgleichung (vergl. Altenbach
& Altenbach 1994, S. 54).
















w = n · C
w
n
Abbildung 2.9: Ellipsoidrepräsentation eines
Tensors C. Bei den Vektoren n handelt es sich
um Einheitsvektoren (n · n = 1) beliebiger
Richtung.
Die Hauptachsen dieses Ellipsoids entsprechen in der Länge den doppelten Eigenwerten CI,
CII und CIII von C und in der Richtung dessen Eigenrichtungen eA . Alle Vektoren w, die
sich durch Multiplikation eines Tensors 2. Stufe mit Vektoren n der Länge Eins ergeben,
gehören somit in der in Abbildung 2.9 gezeigten Weise zu einem einzigen Ellipsoid.
Die Betrachtung paralleler Vektoren w = n · C und v = n∗ · X, die zur Vereinbarung
(A3) für die Relation X > C (vergl. Gl. 17) führte, besagt nunmehr, daß ein Tensor X dann
größer als C ist, wenn das zu X gehörende Ellipsoid das zu C gehörende Ellipsoid vollständig
umfängt.
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2.4.3 Maximum-/Minimumfunktion von Tensoren
Die anschauliche Interpretation des ’>’-, ’<’-Vergleichs von Tensoren zweiter Stufe anhand
sich umschließender Ellipsoide eröffnet die Möglichkeit, auch die Maximum- und die Mini-
mumfunktion in der Anwendung auf tensorielle Argumente in mathematisch und physika-
lisch sinnvoller und gleichzeitig der Anschauung leicht zugänglicher Weise zu vereinbaren.
Die zugehörigen Herleitungen erweisen sich allerdings als deutlich komplexer als bei skalaren
Argumenten. Zwar ließen sich z.B. für den Spezialfall von Tensorargumenten mit identischen
Eigenrichtungen eventuell einfache Regeln ableiten, dies reicht aber für die hiermit ange-
strebten Anwendungen, wie z.B. tensorielle Geschichtsvariablen, keinesfalls aus. Vielmehr
taucht das zentrale Problem auf, daß beispielsweise das Maximum einer Gruppe von Tenso-
ren, die lediglich gegeneinander verdreht sind, in der Regel nicht mit einem der Argumente
übereinstimmt. Das Maximum ist also nicht mehr wie im Skalaren unbedingt ein Element
aus der Gruppe der Argumente. Hilfreich ist an dieser Stelle eine Umdeutung der Maximum-
funktion, die deren Wirkung im Skalaren unverändert läßt. Das Maximum einer Gruppe von
Argumenten ist danach der kleinste Wert aus der Menge derjenigen Elemente, die jeweils













∣∣∣X > kC ; k = 1, 2, . . . , n
}]
Auf den ersten Blick wird hier möglicherweise kein Fortschritt erkennbar, da nun statt einem
Maximum ein Minimum gesucht wird. Der entscheidende Unterschied ist aber, daß hier das
Minimum in jedem Fall ein Element der Argumentgruppe ist, so daß der Vergleich einer
geeigneten (skalaren) Invarianten der einzelnen Tensoren ausreichen wird, um ein derartiges
Minimum aufzufinden (s. Gl. 2.98).
2.4.3.1 Kleinstes umhüllendes und größtes einbeschriebenes Ellipsoid
Auf diese Weise und mit Hilfe der vorgenommenen Definition der ’>’-Relation läßt sich nun
unmittelbar auch das Maximum einer Gruppe von Tensoren leicht veranschaulichen:
Das kleinste Ellipsoid, das die Ellipsoide der symmetrischen positiv
definiten Tensoren A , B , C , . . . vollständig umhüllt, gehört zu dem
Tensor M = max[A , B , C , . . .].
Es ist lediglich noch zu präzisieren, was unter dem ’kleinsten’ Ellipsoid der (unendlich großen)
Gruppe dieser umhüllenden Ellipsoide zu verstehen ist. Als maßgebliche Invariante bietet sich





π CI CII CIII =
4
3
π I3(C) . (2.98)
und ist damit proportional zur dritten Hauptinvarianten des zugrundeliegenden Tensors, die
wiederum der Determinante der Koeffizientenmatrix des Tensors (bei einer Darstellung in
kartesischen Koordinaten) entspricht.
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Damit ist die Verallgemeinerung der Maximumfunktion auf symmetrische positiv definite
Tensorargumente zweiter Stufe vollständig. In analoger Weise läßt sich auch die Minimum-
funktion verallgemeinern:
Das größte Ellipsoid, das von allen Ellipsoiden der symmetrischen
positiv definiten Tensoren A , B , C , . . . umhüllt wird, gehört zu dem
Tensor m = min[A , B , C , . . .].
Die Eigenschaften der neu definierten Maximum- und Minimumfunktion für tensorielle Ar-
gumente unterscheiden sich in einigen Aspekten von denen der skalaren Gegenstücke. Ein
wichtiger, bereits angesprochener Unterschied besteht in der (Nicht-)Zugehörigkeit des Funk-
tionswerts zu der Gruppe der Argumente. Ein weiterer wichtiger Unterschied besteht darin,
daß bei den tensoriellen Varianten die Vorausberechnung von Teilmaxima/-minima einen
Einfluß auf das Endergebnis haben kann. Im Skalaren gilt beispielsweise uneingeschränkt:
max[max[a, b] , c] = max[a, b, c] = max[a,max[b, c]] .
Bei tensoriellen Argumenten lassen sich hingegen Beispiele finden, bei denen diese Regel ver-
letzt wird. Wird beispielsweise ein Ellipsoid/Tensor A mit den Hauptachsenlängen a, b und b
mit a > b um z.B. 15◦ um eine der beiden kürzeren Hauptachsen gedreht und wird dann zu
dem gedrehten Ellipsoid/Tensor A∗ und A selbst das kleinste umhüllende Ellipsoid ermittelt,
so ist die größte Hauptachsenlänge dieses Ergebnisellipsoids größer als a. Wird zu diesem
Ellipsoid und einer Kugel mit Radius a (zugehöriger Tensor: a E) anschließend wiederum
ein umhüllendes Ellipsoid gesucht, so hat auch dieses die gleiche größte Hauptachsenlänge.
Werden hingegen die gleichen drei Argumentellipsoide in einer anderen Reihenfolge mitein-
ander verknüpft, so stimmt das Endergebnis immer mit der Kugel mit Radius a überein, da
die beiden anderen Argumentellipsoide vollständig in die Kugel passen.
max[max[A, A∗] , a E] = max[A,max[A∗, a E]] = a E (2.99)
Die Kugel ist in diesem einfachen Beispiel offensichtlich die Lösung mit dem kleinsten Vo-
lumen. Das Beispiel stellt somit insofern einen Sonderfall dar, als daß das Ergebnis der
Maximumfunktion ein Element der Argumentgruppe ist.
a E = max[A, A∗, a E]
Im folgenden wird ein Algorithmus vorgestellt, mit dem es möglich ist, zu zwei Argumenten
das kleinste umhüllende Ellipsoid bzw. das größte einbeschriebene Ellipsoid direkt (ohne
Iteration) zu berechnen. Um mit diesem Algorithmus zu einer Argumentgruppe mit mehr
als zwei Elementen das Maximum zu finden, muß somit zunächst für zwei Argumente das
Maximum berechnet werden, dann von diesem partiellen Maximum und einem weiteren Ar-
gument wiederum das Maximum und so fort, bis alle Argumente berücksichtigt sind. Bei den
Problemstellungen, auf die hier abgezielt wird (z.B. tensorielle Geschichtsvariablen), haben
die Argumente eine vorgegebene natürliche Reihenfolge (im einfachsten Falle die zeitliche
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Abfolge des Auftretens der Argumente) und das Maximum wird in der Regel nicht erst
abgefragt, wenn alle Argumente vorliegen, sondern das Maximum wird immer dann aktuali-
siert, wenn ein neues Argument verfügbar wird. Für derartige Aufgabenstellungen stellt der
in Gleichung 2.99 dargestellte Einfluß der Bearbeitungsreihenfolge keinerlei Einschränkung
dar.
Bei einer Aufgabenstellung, bei der die Abarbeitungsreihenfolge wählbar wäre und somit
Einfluß auf das Endergebnis nehmen könnte, müßten, um das absolut kleinste alle Argumente
einhüllende Ellipsoid zu finden, prinzipiell alle denkbaren Reihenfolgen berechnet werden.
Dieser Aufwand stiege mit der Zahl der Argumente stark an. Eine Alternative bestände in
dem Versuch, einen allgemeineren Algorithmus zu finden, der eine direkte Berechnung des
Maximums von mehr als zwei Argumenten erlaubt. Da aber bereits der Algorithmus für
zwei Argumente nicht trivial ist, ist nicht sicher, ob ein allgemeinerer Algorithmus zu finden
sein wird. Für die hier behandelten Aufgabenstellungen besteht aber, wie bereits ausgeführt,
ohnehin kein Anlaß für eine solche Entwicklung.
Es verbleibt nunmehr lediglich der mathematische Aspekt, eine Berechnungsmöglichkeit für
das zwei gegebene Ellipsoide umhüllende volumenkleinste Ellipsoid anzugeben. Die Qualität
dieses Algorithmus und der damit verbundene numerische Aufwand sind von entscheidender
Bedeutung für die Effizienz von Ellipsoidrepräsentationen bei der Modellierung induzier-
ter Anisotropie. Erfreulicherweise ist es gelungen, den im folgenden beschriebenen, direkten
(nicht-iterativen) und schnellen Algorithmus zu entwickeln.
2.4.3.2 Ellipsoidverzerrungen
Von entscheidender Bedeutung für die Ellipsoidberechnung ist die Tatsache, daß ein Ellip-
soid nach einer geometrischen Verzerrung (entsprechend einem linearen Ansatz mit einem
Deformationsgradienten F ) wiederum ein Ellipsoid ergibt. So wie die Vektoren v = n · X
ein Ellipsoid bilden (s. Abb. 2.9 u. Gl. 2.97), so ergibt sich auch für die verzerrten Vektoren
F · v die charakteristische Form einer Ellipsoidgleichung.
1 = v · X 2 · v = v · F T︸ ︷︷ ︸
F · v
· F T 1 · X 2 · F 1︸ ︷︷ ︸
(Xzerr)
2
· F · v︸ ︷︷ ︸
F · v
Zu dem mit F verzerrten Ellipsoid gehört der Tensor Xzerr .
F · v = n∗ · Xzerr mit: Xzerr =
√
F · X2 · F T (2.100)
Zur Berechnung des kleinsten umhüllenden Ellipsoids H zu zwei Argumentellipsoiden X und
Y werden nun zunächst beide Argumenttensoren gleichermaßen verzerrt. Die Verzerrung er-
folgt derart, daß X zum Einheitstensor und das zugehörige Ellipsoid damit zur Einheitskugel
wird (vergl. Abb. 2.10).
Xzerr
!
= E ⇒ F = X 1
Mit diesem speziellen F wird auch Y verzerrt.
Y zerr =
√
F · Y 2 · F T =
√
X 1 · Y 2 · X 1 (2.101)
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Aufgrund der Kugelform hat Xzerr keine ausgezeichneten Richtungen. Jede Richtung ist
eine Eigenrichtung von Xzerr . Richtungsinformationen liegen somit nur noch in Y zerr vor,
speziell in dessen Eigenrichtungen, die hier durch die drei orthogonalen Einheitsvektoren
eA repräsentiert werden. Die verzerrte Variante Hzerr des gesuchten kleinsten umhüllenden
EllipsoidsH wird mit den gleichen Eigenvektoren eA ausgestattet. Damit dann das zu diesem
Hzerr gehörende Ellipsoid die zu Xzerr und Y zerr gehörenden Ellipsoide umhüllt, müssen
die einzelnen Eigenwerte von Hzerr mindestens so groß sein wie die jeweils zur gleichen
Eigenrichtung gehörenden Eigenwerte von Xzerr (alle Eigenwerte gleich Eins) und Y zerr .











Abbildung 2.10: Einfache Konstruktion des kleinsten umhüllen-
den EllipsoidsH zu zwei EllipsoidenX und Y . In einer verzerrten
Darstellung, in der Xzerr einer Einheitskugel entspricht, ergibt
sich Hzerr aus Y zerr , indem jeder Eigenwert auf den Mindestwert
Eins gebracht wird. Abschließend wird die Verzerrung rückgängig
gemacht.
Abschließend muß lediglich die Verzerrung von Hzerr aufgehoben werden.
Hzerr =
√
F · H2 · F T ⇒ H =
√
X · (Hzerr)2 · X (2.103)
Es verbleibt zu belegen, daß auf diesem Weg tatsächlich das umhüllende Ellipsoid mit dem
kleinsten Volumen gefunden wird. Hierfür ist als erstes zu beachten, daß gemäß Gleichung
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2.98 das Volumen proportional zur dritten Hauptinvarianten und damit zur Determinante der
Koeffizientenmatrix des zugehörigen Tensors ist. Die Determinante eines Matrizenprodukts






T ) = I3(F ) I3(X) .
Demnach wird sich bei der Verzerrung das Volumen aller beteiligten Ellipsoide in gleicher
Weise um den Faktor I3(F ) ändern. Die Verhältnisse der Volumina untereinander bleiben
aber erhalten, und insbesondere behält das umhüllende Ellipsoid mit dem kleinsten Volumen




Abbildung 2.11: Nachweis des minimalen Volumens des gemäß
Abb. 2.10 ermittelten umhüllenden Ellipsoids. Dünne durchgezo-
gene Linien: Ellipsen, die durch Drehungen aus der Hzerr-Ellipse
hervorgehen (und die Y zerr-Ellipse schneiden); unterbrochene
Linien: Verdrehte Ellipsen mit (in jedem Fall) vergrößertem ma-
ximalem Eigenwert, so daß die Y zerr-Ellipse wieder tangiert und
damit umhüllt wird.
Abbildung 2.11 belegt anhand von gedrehten Versionen des gemäß Gleichung 2.102 berech-
neten umhüllenden Ellipsoids, daß dieses das kleinste Volumen hat. In Frage kommen dabei
nur solche Drehungen, bei denen noch immer beide Argumentellipsoide tangiert werden
können. In diesem Winkelbereich führt aber offensichtlich jede Drehung zu Überschneidun-
gen zwischen dem jeweiligen verdrehten Hzerr -Ellipsoid und dem Y zerr -Ellipsoid. Um ein
umhüllendes Ellipsoid mit diesen verdrehten Hauptrichtungen zu erzeugen, müßte also in
jedem Fall das Volumen vergrößert werden. Somit hat das Hzerr -Ellipsoid tatsächlich das
minimale Volumen.
Mit den Gleichungen 2.101, 2.102 und 2.103 liegt somit der Algorithmus zur Berechnung des
zwei gegebene Ellipsoide umhüllenden volumenkleinsten Ellipsoids bereits vollständig vor.
Dabei kann zur weitergehenden Vereinfachung auf die Berechnung der Wurzel in Gleichung
2.101 verzichtet werden, da der Eigenwertabgleich in Gleichung 2.102 ohne weiteres auch mit
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den Quadraten der beteiligten Tensoren durchführbar ist, und in Gleichung 2.103 wiederum
nur das Quadrat von Hzerr verwendet wird.
Der damit vollständig beschriebene Algorithmus wird in Abschnitt 6.2 zur Berechnung eines
Anisotropietensors für belastungsinduzierte Anisotropie verwendet. Die Argumenttensoren
für die Maximumfunktion sind dort die sich im Laufe eines Belastungsprozesses einstellenden
rechten Cauchy-Green-Tensoren. Die diese Argumenttensoren keine sprunghaften Änderun-
gen aufweisen können, entstehen auch bei dem umhüllenden Ellipsoid keine sprunghaften
Änderungen.
2.4.4 Polarzerlegung von Tensoren
Ellipsoidrepräsentationen existieren nicht nur zu symmetrischen Tensoren. Bei unsymmetri-
schen Tensoren stehen die Ellipsoidrepräsentationen in engem Zusammenhang mit dem Po-
larzerlegungssatz. Wird ein unsymmetrischer, aber invertierbarer Tensor F mit Normaleins-
vektoren n multipliziert, so entsteht analog zu Gleichung 2.97:
w = n · F ⇒ n · n = 1 = w · F 1 · F T 1 · w . (2.104)
Dabei ist der entstehende Tensor F 1 · F T 1 genau wie der Tensor C 2 in Gleichung 2.97
symmetrisch und auch positiv definit. Letzteres zeigt sich an dem Spezialfall der Gleichung
2.83 mit X = E:
n ·
(
Y · Y T
)
· n > 0 ∀ n .
Dementsprechend ergibt sich auch in diesem Fall ein Ellipsoid, das allerdings in seinen Haupt-
achsenrichtungen und -längen nicht mit den Eigenrichtungen und Eigenwerten von F über-
einstimmt, sondern gemäß der Analogie zwischen den Gleichungen 2.104 und 2.97 mit den
Eigenrichtungen und Eigenwerten desjenigen symmetrischen und positiv definiten Tensors,
der in Begriffen der Gleichung 2.97 dem Tensor C zu C 2 entspricht, also gemäß Gleichung
2.104 der Wurzel aus dem Inversen Tensor zu F 1 · F T 1.
n · n = 1 = w · F 1 · F T 1 · w = w ·
(√
F T · F
) 2
· w
Sofern F als Deformationsgradient interpretiert wird, so entspricht dieser Tensor
√
F T · F
bekanntermaßen dem rechten Strecktensor U . Da das Quadrat von U positiv definit ist, trifft
dies auch auf U selbst zu. Die beiden Tensoren U und F liefern also das gleiche Ellipsoid,
sofern die Einsvektoren n gemäß Gleichung 2.104 mit F multipliziert werden. Dies schließt
allerdings nicht die Behauptung ein, daß sich bei den Produkten jedes einzelnen Vektors n
mit den beiden Tensoren jeweils der gleiche Vektor ergibt. Ein Vektor w, der dem Produkt
n · F entspricht, wird sich vielmehr aus U durch die Multiplikation mit einem anderen
Einsvektor n∗ ergeben.
w = n · F = n∗ · U ⇒ n∗ = n · F · U 1 (2.105)
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Das Tensorprodukt F · U 1 überführt somit jeden beliebigen Einsvektor n in einen Vektor
n∗ gleicher Länge. Dies legt die Vermutung nahe, daß es sich um einen Orthogonaltensor
R = RT
1
handelt, denn (mit Gl. 2.51):
w = n · R ⇒ w · w = (n · R) · (n · R) = n · R · RT · n = n · n = 1 .
Diese Vermutung kann bestätigt werden.
U · U = F T · F ⇒ F · U 1 = F · (U 1 · U 1) · U = F ·
(




1 · U =
(




F · U 1)T 1
Somit wird vereinbart:
R = F · U 1 = F ·
(






Eine Umstellung dieser Gleichung liefert die Polarzerlegung des invertierbaren Tensors F in
einen symmetrischen positiv definiten Tensor U und einen Orthogonaltensor R.
F = R · U (2.106)
Auch der Tensor R erhält im Rahmen der Ellipsoidrepräsentationen eine sehr anschauliche
Bedeutung, die im folgenden erklärt werden soll. Aufgrund seiner Symmetrie hängt bei dem
Tensor U das Ergebnis einer Multiplikation mit einem Vektor nicht davon ab, ob der Vektor
links oder rechts vom Tensor steht.
n · U = U · n
Somit formen die Vektoren U ·n das gleiche Ellipsoid wie die Vektoren n · U und damit auch
n · F (vergl. Gl. 2.105). Im Gegensatz zu den symmetrischen Tensoren macht es im Fall des
im allgemeinen unsymmetrischen Tensors F einen Unterschied, ob die n-Vektoren von links
oder von rechts in den Tensor einmultipliziert werden.
F · n = n · F T = n · F
Dieser Unterschied läßt sich sehr gut mit Hilfe der Polarzerlegung von F in Gleichung 2.106
untersuchen.
F · n = R · U · n = R · (U · n) = R · (n · U) = R · (n∗ · F )
Diese Gleichung zeigt, daß die Vektoren F ·n ein Ellipsoid formen, das gegenüber demjenigen
aus n · F lediglich um R verdreht ist (vergl. Abb. 2.12). Beide Ellipsoide haben somit exakt
dieselbe Form.
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R
F = R · U
= V · R
n · F
n · U = U · n
F · n
V · n = n · V
E · n
n · E
Abbildung 2.12: Multiplikation des Deformationsgradienten F mit Ein-
heitsvektoren n von links und von rechts. Die Ergebnisvektoren ergeben
zwei zueinander verdrehte Ellipsoide identischer Form, die zu den beiden
Strecktensoren U und V gehören. Die Verdrehung entspricht dem in der
Deformation enthaltenen Drehanteil R.
Analog zu dem Vorgehen bei der Herleitung des Tensors U anhand von n · F wird nun auch
für den Fall F · n verfahren. Zunächst wird der zu dem von den Vektoren F · n geformten
Ellipsoid gehörende symmetrische Tensor ermittelt.
F · n = w′ ⇒ n · n = 1 = w′ · F T 1 · F 1 · w′ = w′ ·
(√





F · F T wird mit V bezeichnet. Sofern F als Deformationsgradient interpre-
tiert wird, so entspricht dieser Tensor dem linken Strecktensor. Auch dieser Strecktensor ist
symmetrisch, hat ausschließlich positive Eigenwerte und ist somit auch positiv definit.
V =
√
F · F T =
√
R · U · U · RT =
√
R · U · RT · R · U · RT = R · U · RT
(2.107)
So wie die zu U und V gehörenden Ellipsoide sich lediglich um eine Drehung unterscheiden,
so sind auch die beiden Tensoren selbst lediglich zueinander verdreht, haben aber demnach
stets die gleichen Invarianten und Eigenwerte.
In Kombination mit Gleichung 2.106 ergibt sich die zweite Möglichkeit einer Polarzerlegung.
F = R · U = R ·
(
RT · V · R
)
= V · R
Die beiden formgleichen Ellipsoide, die sich aus der Multiplikation eines unsymmetrischen
Tensors F mit Einsvektoren n ergeben, lassen sich somit den symmetrischen und positiv
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definiten Tensoren U und V zuordnen, die sich durch Multiplikation von F mit dem Or-
thogonaltensor RT ergeben. Dieser Orthogonaltensor beschreibt darüber hinaus die relative
Ausrichtung der beiden Ellipsoide, woraus auch die Eindeutigkeit der Polarzerlegungen er-
sichtlich ist.
Im Gegensatz zu den Verhältnissen bei symmetrischen Tensoren sind bei einer Ellipsoiddar-
stellung eines unsymmetrischen Tensors die Extremwerte des Ellipsoids im allgemeinen nicht
die Eigenwerte des Tensors und die Hauptachsen des Ellipsoids sind auch keine Eigenrichtun-
gen des Tensors oder seines symmetrischen Anteils, sondern der zugehörigen Strecktensoren
U und V aus der Polarzerlegung. In diesen Richtungen fallen auch n und w nicht zusammen.
Werden die gemeinsamen Eigenwerte von U und V mit λa bezeichnet und die Eigenvektoren
von U mit ea, so ergibt sich mit Gleichung 2.107:
U = λa ea ◦ ea , V = λa R · ea ◦ ea · RT .
Darin sind die Vektoren R · ea offensichtlich die Eigenvektoren eA von V (Der Grund für die
Unterscheidung der Darstellungen der beiden Vektorgruppen ea und eA durch zwei verschie-
dene Indexgruppen besteht wiederum darin, z.B. die Koeffizienten Fab und FAB problem-
los unterscheiden zu können. Vergl. Abschnitt 2.2). Die beiden Eigenvektorgruppen werden
durch R ineinander überführt.
R · ea = eA ⇒ V = λa eA ◦ eA ⇒ F = λa eA ◦ ea (2.108)
Offenbar handelt es sich bei dieser neuen Darstellung von F um eine koeffizientenfreie Dar-
stellung gemäß Gleichung 2.25, also der Summe dreier Dyaden mit jeweils einem der ea-
Vektoren und einem der λa eA-Vektoren. Da bei dieser besonderen Form beide Systeme
orthogonal sind, entsteht eine Ähnlichkeit mit der Gleichung 2.52 für symmetrische Tenso-
ren. Im vorliegenden Fall allerdings sind weder die Werte λa Eigenwerte von F , noch sind
die Vektoren eA oder ea Eigenvektoren von F , es sei denn, der Teiltensor R wird zum Ein-
heitstensor und die Vektoren eA und ea fallen zusammen. In diesem Ausnahmefall ist F
symmetrisch und identisch mit V und U .
Zu jedem invertierbaren Tensor existieren somit immer zwei orthogonale Basissysteme, die
durch diesen Tensor ineinander überführt werden. Im Unterschied zu einem orthogonalen
Tensor können allerdings nicht beide Systeme normiert sein.
F = λa eA ◦ ea , eA · F = λa ea , F · ea = λa eA
R = eA ◦ ea , eA · R = ea , R · ea = eA
Außerdem überführt ein orthogonaler Tensor sämtliche orthogonalen Systeme wiederum in
orthogonale Systeme, während dies bei einem allgemeinen Tensor nur für zwei bestimmte,
den Tensor charakterisierende Systeme gilt.
Abschließend seien die grundlegenden Beziehungen des Polarzerlegungssatzes noch einmal
zusammengefaßt.
F = λa eA ◦ ea = V · R = R · U
V = λa eA ◦ eA , V · V = F · F T
U = λa ea ◦ ea , U · U = F T · F
R = eA ◦ ea , RT = R 1
(2.109)
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3 Beobachterkonzepte der Kontinuumsmechanik
Im Rahmen einer Gegenüberstellung unterschiedlicher Beobachterkonzepte wird
die kontinuumsmechanische Basis für die nachfolgenden Abschnitte bereitgestellt.
Der Schwerpunkt liegt in der Charakterisierung der Eulerschen und der Lagrange-
schen Betrachtungsweise mit den jeweiligen Spannungs- Deformations- und Lei-
stungsmaßen sowie geeigneten Zeitableitungen. Den klassischen Konzepten des
Eulerschen und des Lagrangeschen Beobachters wird das der Anschauung beson-
ders weitreichend zugängliche Konzept der sogenannten Standardbeobachter ge-
genübergestellt, bei dem die Wahrnehmungen mehrerer beliebig bewegter Beobach-
ter verglichen werden. Hinzu kommen spezielle Beobachterkonzepte zur Definition
Eulerscher Zeitableitungen.
Beobachterkonzepte werden im Rahmen der Kontinuumsmechanik häufig verwendet, um
Zusammenhänge und Besonderheiten zu veranschaulichen. Um beispielsweise den Einfluß
von Drehungen, die einer allgemeinen Deformation vor- oder nachgeschaltet sind, auf Euler-
sche und Lagrangesche Tensoren zu charakterisieren, werden fiktive Beobachter in einer der
dem Verformungsprozess zugeordneten Konfigurationen plaziert und ihre Beobachtungen der
jeweils anderen Konfiguration werden analysiert. Typischerweise ordnet beispielsweise ein so-
genannter Eulerscher Beobachter einen Verschiebungsvektor dem Ort zu, an dem sich das
verschobene Partikel nach der Verschiebung befindet, also dem Ort in der aktuellen Konfigu-
ration. Ein sogenannter Lagrangescher Beobachter ordnet den gleichen Verschiebungsvektor
dem Ort zu, von dem aus das Partikel verschoben worden ist, also einem Ort in der Refe-
renzkonfiguration. Somit verwendet der Eulersche Beobachter die aktuelle Konfiguration als
Referenz und beobachtet von dort aus die Startkonfiguration. Der Lagrangesche Beobach-
ter nutzt hingegen die Startkonfiguration als Referenzkonfiguration und beurteilt von dieser
Warte aus die aktuelle Konfiguration.
Bei den Konzepten des Eulerschen und des Lagrangeschen Beobachters wird in der Re-
gel stillschweigend davon ausgegangen, daß der jeweilige Beobachter zwei Konfigurationen,
nämlich die Start- und die aktuelle Konfiguration, unmittelbar (simultan) miteinander ver-
gleichen kann. Im Gegensatz dazu kann beispielsweise ein realer Laborant, der mit Hilfe
einer Zugmaschine einen Probekörper aus einem bestimmten Material verformt, um das
Kraft-/Verformungsverhalten zu untersuchen, zu jedem Zeitpunkt trivialerweise nur eine
Konfiguration des Probekörpers registrieren. Um diesen aktuellen Zustand mit einem frühe-
ren Zustand zu vergleichen, wäre dieser reale Beobachter auf seine Erinnerung angewiesen.
Ein solcher Beobachter wird im folgenden als Standardbeobachter bezeichnet. Ein Standard-
beobachter ist weder ein Eulerscher noch ein Lagrangescher Beobachter. Entsprechend einer
typischen, alltäglichen Laborsituation hat ein Standardbeobachter folgende Eigenschaften
und (Un-)fähigkeiten, die trivial anmuten, aber für den Vergleich mit anderen Beobachter-
konzepten von großer Bedeutung sind.
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• Ein Standardbeobachter registriert zu jedem Zeitpunkt die aktuelle Konfiguration. Für
den Vergleich mit zurückliegenden Konfigurationen ist er auf seine Erinnerung angewie-
sen.
• Ein Standardbeobachter empfindet sich selbst als unbewegt. Er versucht nicht, seinen
eigenen Bewegungszustand gegenüber einem Inertialsystem zu ermitteln und dement-
sprechend seine Beobachtungen zu korrigieren. Beispielsweise weicht eine alltägliche La-
borsituation bereits durch die Erdrotation von einem Inertialsystem ab. Eine Korrektur
dieser krummlinigen Bewegung findet selbst bei langandauernden Experimenten wie
zum Beispiel Relaxationsmessungen in aller Regel nicht statt.
• Ein Standardbeobachter ist gegenüber anderen, anders bewegten Standardbeobachtern
nicht ausgezeichnet.
• Ein Standardbeobachter registriert stets nur Koeffizienten von den gemessenen vektori-
ellen, bzw. tensoriellen Größen. Wenn er sich an frühere Zustände erinnert, erinnert er
sich an diese registrierten Koeffizienten.
Mit diesen Eigenschaften ist ein Standardbeobachter leicht vorstellbar und seine Beobach-
tungen sind damit der Anschauung gut zugänglich. Aus den gleichen Gründen weicht das
Konzept der Standardbeobachter aber grundsätzlich von solchen Konzepten ab, bei denen
andersartige, gegenüber dem Laboranten fiktive Beobachter verwendet werden, die beispiels-
weise zwei Konfigurationen eines Verformungsprozesses simultan in Augenschein nehmen und
damit unmittelbar vergleichen können, während diese bei einem realen Experiment nur zu
unterschiedlichen Zeitpunkten existieren.
Wiederum andere Beobachterkonzepte werden herangezogen, um objektive Zeitableitungen
für Eulersche Tensoren zu beschreiben. Hier wird den Beobachtern eine durch den Verfor-
mungsprozess determinerte Bewegung auferlegt, und die Änderungen der Tensorkoeffizien-
ten, die sich in einem derart bewegten Koordinatensystem ergeben, werden als Koeffizienten
der tensoriellen Zeitableitung interpretiert. Hierzu wird diesen Beobachtern ähnlich wie den
oben beschriebenen Standardbeobachtern unterstellt, daß sie ihre Eigenbewegung nicht re-
gistrieren. Andernfalls würden sie neben den zeitlichen Änderungen der Koeffizienten auch
Änderungen ihrer Basisvektoren bei der Bildung der Zeitableitung berücksichtigen. Der we-
sentliche Unterschied zu den Standardbeobachtern besteht in diesem Fall darin, daß hier die
Beobachterbewegung durch den Verformungsprozeß determiniert ist, während die Bewegung
der Standardbeobachter (absichtlich) unbekannt bleibt.
Einen Sonderfall stellen die Oldroyd-Zeitableitungen dar. Will man diese Ableitungen eben-
falls mit Beobachtern in Verbindung bringen, so entsteht das Bild eines sich mitverformenden
Beobachters, bzw. eines Beobachters, der den Verformungsvorgang durch eine sich mitver-
zerrende Optik verfolgt.
Ähnliche Beobachterkonzepte wie bei den Eulerschen Zeitableitungen werden herangezo-
gen, um das Postulat der materiellen Objektivität zu veranschaulichen. Hierbei werden in
der Regel die Beobachtungen desselben Prozesses durch unterschiedlich bewegte Beobachter
verglichen. Häufig wird dies auch mit dem Wechsel des Bezugsrahmens (”Changes of frame
of reference”, Truesdell & Noll 1965) in Verbindung gebracht. Erstaunlicherweise finden sich
Black L_142085_Habil2014_Ihlemann_Druckversion.pdfJuni 16, 2014 | 14:17:58 80
3.1 Standardbeobachter 71
diesbezüglich in der Literatur bei Konzepten mit scheinbar gleichen Voraussetzungen trotz-
dem widersprüchliche Schlußfolgerungen (s. z.B. König 2002, Salencon 2001, Truesdell &
Noll 1965). Deswegen soll hier das oben bereits motivierte Konzept der Standardbeobachter
entwickelt werden, das mit besonders einfachen und der Anschauung zugänglichen Begrif-
fen arbeitet, die somit auch einfach, klar und eindeutig vereinbart werden können. Dem
Konzept wird die in Abschnitt 2.1.3 vorgestellte Auffassung bezüglich identischer Tensoren
zugrunde gelegt, wonach eine Vergleichbarkeit zweier Beobachtungen bezüglich aller Rich-
tungen Vorbedingung für die Untersuchung auf Identität ist. Dies erscheint möglicherweise
trivial, es gibt aber durchaus andere (oftmals für Herleitungen oder konkrete Berechnungen
sehr praktische) Vorstellungsweisen, die implizit auf anderen Grundannahmen basieren.
3.1 Standardbeobachter
Die behandelten Beobachter sollen als Standardbeobachter bezeichnet werden, da sie in ihren
Wahrnehmungen und Fähigkeiten den gleichen Beschränkungen unterliegen sollen wie ein
realer Experimentator in einer alltäglichen Laborsituation. Eine solche Situation stellt allein
durch die Erdrotation bereits ein beschleunigtes Bezugssystem dar und ist somit gegenüber
allen anders bewegten Beobachtungssystemen in keiner Weise ausgezeichnet. Es wird nicht
vorausgesetzt, daß das jeweilige Bezugssystem einem Inertialsystem im Rahmen der Genau-
igkeitsanforderungen hinreichend nahe kommt. Vielmehr wird das Sich-Zurückziehen in ein
Inertialsystem im Rahmen dieses Konzepts konsequent vermieden. Damit entfällt die Not-
wendigkeit, sich gedanklich in die für alltägliche Verhältnisse fiktive Position innerhalb eines
echten Inertialsystems zu versetzen. Es wird stattdessen ausdrücklich und vollständig darauf
verzichtet, die Bewegungen der Beobachter oder deren Lagen zu bestimmten Zeitpunkten
von vornherein im Bezug auf den beobachteten Vorgang oder relativ zueinander in irgend-
einer Weise festzulegen. Trotzdem empfindet sich jeder Standardbeobachter wie vereinbart
durchgehend als unbewegt und beschreibt dementsprechend relative zeitliche Änderungen
(vergl. GL. 3.10). Darüber hinaus wird realistischerweise davon ausgegangen, daß zum Zeit-
punkt der Beobachtung nur der aktuelle Zustand zugänglich ist. Um diesen Zustand mit
zurückliegenden Zuständen vergleichen zu können, ist der Beobachter auf seine Erinnerung
angewiesen, die, wie noch gezeigt werden wird, von der Eigenbewegung des Beobachters
abhängt. Mit diesen Vereinbarungen sollte es möglich sein, sich problemlos und ohne Ein-
schränkungen mit den Standardbeobachtern zu identifizieren und anschauliche Rückschlüsse
zu ziehen.
Kernaspekt des Konzepts ist nicht etwa der Vergleich verschiedener Verformungsprozesse,
beispielsweise mit unterschiedlichen vor- oder nachgeschalteten Drehungen, sondern der Ver-
gleich der Beobachtungen ein und desselben Vorgangs in einem einzigen materiellen Arbeits-
punkt durch zwei beliebige Standardbeobachter. Diese Vorstellung zweier durchaus als real
denkbarer Beobachter, die den gleichen Vorgang im materiellen Arbeitspunkt registrieren,
impliziert einige grundsätzliche Eigenschaften solcher Beobachter. Diese Eigenschaften wer-
den hier der Definition der Standardbeobachter hinzugefügt: Beide Beobachter müssen die
gleiche Wahrnehmung haben, d.h. sie müssen Einigkeit über den betrachteten Materialpunkt
erlangen können. Außerdem müssen beide Beobachter gleiche Größenmaßstäbe haben und
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diese müssen richtungsunabhängig sein, d.h. die Beobachter dürfen nicht selbst “verzerrt“
werden. Unter diesen Umständen erlangen die beiden so definierten Standardbeobachter über
skalare Materialeigenschaften, wie z.B. die Dichte, übereinstimmende Aussagen.
Hingegen können die beiden Standardbeobachter aufgrund der jeweils defintionsgemäß (s.o.)
fehlenden Information über die Eigenbewegung weder absolute Richtungen identifizieren
noch Richtungsänderungen effektiv beschreiben. Dementsprechend ist damit zu rechnen,
daß die Beobachter beispielsweise bezüglich der Änderung
.
Ekin der kinetischen Energie (und










Allerdings sollten die Formänderungsarbeit (oder auch Spannungsarbeit, Lion 2000a) WSp
und ihre zeitliche Änderung PSp für alle Standardbeobachter in übereinstimmender Weise





PSp = PSp (3.2)
Dieses einfache und intuitiv erfaßbare Axiom (vergl. Besdo 1974), die Beobachterunabhängig-
keit der Formänderungsleistung, bildet den kontinuumsmechanischen Ausgangspunkt des
Konzepts der Standardbeobachter und repräsentiert in diesem Rahmen das Postulat der ma-
teriellen Objektivität (vergl. Truesdell & Noll 1965, Krawitz 1986, Betten 1998 oder Haupt
2000).
Die Beobachter sollen zunächst anhand ihrer Standorte identifiziert werden. Der eine Be-
obachter befinde sich am Ort “α“, der andere in “A“. Eine Übereinstimmung der beiden
Standorte ist nicht notwendig. Die Bewegungen der beiden Orte α und A werden im Bezug
auf Geschwindigkeit und Beschleunigung ausdrücklich nicht festgelegt, es sei lediglich an-
gemerkt, daß jede natürliche Bewegung stetig erfolgt. Dies gelte auch für die Bewegungen
der Standorte der beiden Beobachter und ihre jeweilige Rotation. Beide Beobachter sollen
darüber hinaus völlig blind für einander und für die Beobachtungen des jeweils anderen sein.
Dies ist zwar prinzipiell nicht notwendig, dient aber als Absicherung für alle diesbezüglichen
Folgerungen. Unter diesen Voraussetzungen soll nun untersucht werden, welche Informatio-
nen die beiden Beobachter benötigen, um zu äquivalenten Aussagen über das wahrgenom-
mene Materialverhalten zu gelangen.
Basissystem Urspr. Ableitung (Gl. 3.9)
1. Beobachter: ea mit: ea · eb = δab α

( ) → d
dt α
( )
2. Beobachter: eA mit: eA · eB = δAB A





Zur Vereinfachung der folgenden Betrachtungen kann ohne Einschränkung der Allgemeingül-
tigkeit vorausgesetzt werden, daß beide Beobachter zur Beschreibung gerichteter Größen, wie
Black L_142085_Habil2014_Ihlemann_Druckversion.pdfJuni 16, 2014 | 14:17:58 82
3.1 Standardbeobachter 73
Vektoren oder Tensoren höherer Stufe, jeweils ein orthonormiertes Basissystem wählen, das
ihnen als unbewegt erscheint, und das sich somit genauso bewegt wie der Beobachter selbst.
Dies sei für den Beobachter in α das ea-System und für den A-Beobachter das eA-System
(vergl. Gl. 3.3). Zur Festlegung dieser Systeme könnten die Beobachter z.B. die Wände eines
Laborraums, geographische Richtungen oder auch den Fixsternhimmel benutzen. Die Wahr-
nehmungen der beiden Beobachter entsprechen somit bei tensoriellen Größen zugehörigen
Koeffizienten, die jeweils zu einer beobachtereigenen Vektorbasis gehören. Dementsprechend
muß differenziert werden zwischen unterschiedlichen Wahrnehmungen identischer Größen ei-
nerseits und andererseits solchen Größen, die selbst von der Beobachtung abhängen und sich
somit nicht nur in der Wahrnehmung von Beobachter zu Beobachter unterscheiden.
Damit die von den verschiedenen Standardbeobachtern registrierten Verzerrungen sinnvoll
verglichen werden können, wird darüber hinaus vereinbart, daß beide Beobachter die gleiche
Referenzkonfiguration wählen. Außerdem wird wiederum zur Vereinfachung der folgenden
Betrachtungen, aber ohne Einschränkung der Allgemeingültigkeit vereinbart, daß beide Be-
obachter die gleichen Materialkoordinatenlinien und -flächen im beobachteten Körper regi-
strierten und dementsprechend das gleiche System von Materialkoordinaten verwenden.
Referenzkonfiguration Materialkoordinanten angepaßte Basis
α-Beobachter: K̃ ξi gi =
∂r
∂ξi
A-Beobachter: K̃ ξi gi =
∂r
∂ξi
Zur Beschreibung des Materialverhaltens werden im allgemeinen neben Spannungs- und
Verzerrungsgrößen auch Aussagen über die zeitlichen Änderungen dieser Größen benötigt.




X(r, t + Δt) − X(r, t − Δt)
2 Δt
(3.4)
Um die für das Materialverhalten relevanten zeitlichen Änderungen zu erfassen, ist allerdings
die Entwicklung der betreffenden Größe bei gleichbleibenden Koeffizienten ξi, also am stets
gleichen Materialpunkt, von größerem Interesse. Eine solche als substantiell oder auch ma-







ξi, t + Δt
) − X(ξi, t − Δt)
2 Δt
(3.5)




r ; a =

v (3.6)
Die gesonderte Symbolik eines über das Argument gesetzten Dreiecks für diese substanti-
elle Zeitableitung dient der Unterscheidung zwischen Koeffizienten

X ij der substantiellen
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Ableitung

X des vollständigen Tensors X und ebenfalls substantiellen Ableitungen
.
X ij der
skalaren Koeffizienten Xij von X. Um diese Unterscheidungsmöglichkeit sicherzustellen, wird
im Rahmen dieser Arbeit der Punkt als Ableitungssymbol ausschließlich bei skalaren Ablei-
tungsargumenten verwendet.

X ij = g
i · X · gj ;
.




ξi, t + Δt
) − X ij
(
ξi, t − Δt)
2 Δt
(3.7)












X + v · ∇ ◦ X . (3.8)
Für den Vergleich der von verschiedenen Beobachtern wahrgenommenen Zeitableitungen
wird zunächst eine entsprechend differenzierte Schreibweise eingeführt (vergl. Gl. 3.3). Jeder
Beobachter hat vereinbarungsgemäß sein Basissystem so gewählt, daß es ihm als unbewegt
und somit zeitlich konstant erscheint.
d
dt α
(ea) = 0 ,
d
dt A
(eA) = 0 (3.9)
Für den α-Beobachter ergibt sich damit für die Ableitung eines Tensors X, daß bei einer





















Xab ea ◦ eb





















XAB eA ◦ eB
Bei der Zeitableitung desselben Argumenttensors X kommen die beiden Beobachter somit










XAB eA ◦ eB
(3.10)
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3.1.1 Beobachterunabhängige Spannungen
Sofern die Standorte α und A der Standardbeobachter nicht zusammenfallen, kommen diese
über den Ortsvektor zu einem beobachteten Materialpunkt P (αPr für den α-Beobachter, APr







Umgekehrt fallen diese beiden Vektoren unabhängig von den zur Berechnung von Koeffizi-
enten verwendeten Basissystemen oder den unterschiedlichen Bewegungen der beiden Beob-
achter zusammen, wenn der Vektor
αA
r zumindest momentan dem Nullvektor entspricht.
αA
r = 0 ⇒ αPr = APr
Die unterschiedlichen Standorte verlieren ihre Bedeutung, sobald Vektoren zwischen zwei
Punkten beschrieben werden. Auch in diesen Fällen stimmen allerdings die Vektorkoeffizi-
enten, die zwei Beobachter registrieren, im allgemeinen nicht überein, da Produkte mit den












Abbildung 3.1: Bei der Beschreibung der re-
lativen Lage zweier Punkte B und P erhalten
die beiden Beobachter in α und inA aufgrund
der Verwendung der individuellen Basisvek-
toren ea und eA unterschiedliche Koeffizien-
ten des Abstandsvektors Δ.
Sofern die Beobachtungen eines Abstandsvektors aber simultan erfolgen, so unterscheidet
sich die Situation, in der ein Beobachter das ea-System und der andere Beobachter das
eA-System zur Berechnung von Koeffizienten nutzt, im Ergebnis in keiner Weise von der
Situation einer Koordinatentransformation, bei der beide Basisvektorsysteme von ein und











Die Kombinationen der unterschiedlichen registrierten Koeffizienten mit den individuellen
Basisvektoren zu vollständigen Vektoren führt somit zu einem beobachterunabhängigen Er-
gebnis.
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Das über Abstandsvektoren Gesagte gilt ebenso für die über Gleichung 2.4 den Material-
koordinaten zugeordneten Basisvektoren gi, bei denen infinitesimale Abstände beschrieben








g i(t) = gi (3.12)
Der Cauchy-Spannungstensor setzt sich gemäß Gleichung 2.17 aus Dyaden von Normaleins-
vektoren zu Schnittflächen und zugehörigen Spannungsvektoren (flächenbezogene Kraftvek-
toren) zusammen (vergl. auch Abb. 2.7). Die beobachterunabhängigen Vektoren gi entspre-
chen Normalvektoren zu ξi-Koordinatenflächen.
Auch Kraftvektoren sind beobachterunabhängig. Dies läßt sich am Vorgang der Kraftmes-
sung durch eine Federwaage veranschaulichen. Zum Zeitpunkt der Kraftmessung beschreibt
der jeweilige Beobachter den Abstandsvektor zwischen zwei Punkten auf der Skala, also
einen beobachterunabhängigen Vektor wie in Gleichung 3.11. Somit registrieren beide Be-
obachter (bei gleichem Materialpunkt und zum gleichen Zeitpunkt) den gleichen Cauchy-
Spannungstensor (genauer: sie registrieren Koeffizienten des gleichen Tensors). Sie benötigen




σ = σ (3.13)
Diese Eigenschaft ist kennzeichnend für Größen der sogenannte Eulerschen Darstellungs-
weise. Wird eine Eulersche Größe von verschiedenen Beobachtern registriert, so ergeben alle
Beobachtungen identische Ergebnisse. Diese Aussage gilt nur für die vollständigen (tensoriel-
len) Größen. Die durch verschiedene Beobachter registrierten Koeffizienten eines Eulerschen

























Abbildung 3.2:Während des Verformungsprozesses von der Referenzkonfiguration
K̃ zur aktuellen Konfiguration K bewegen sich die Standardbeobachter in nicht
festgelegter Art und Weise relativ zueinander.
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Wenn neben der beobachterunabhängigen Formänderungsleistung (Gl. 3.2) mit den Euler-
schen Cauchy-Spannungen auch eine beobachterunabhängige Spannungsdarstellung existiert,
müssen auch die Verzerrungen beobachterunabhängig beschrieben werden können.
Um die Verzerrungen des Materials zu erfassen, registrieren die Beobachter die Abstands-
und Winkeländerungen der Koordinatenlinien zu den Materialkoordinaten ξi beim Übergang
von der Referenzkonfiguration K̃ zur aktuellen Konfiguration K. Diese Änderungen wiederum
werden durch die Entwicklung der diesen Koordinaten zugeordneten Basen gi (vergl. Gl. 2.4)
erfaßt.
Der Vergleich zwischen Referenz- und aktueller Konfiguration kann erst zum aktuellen Zeit-
punkt t stattfinden. Somit muß jeder Beobachter die aktuellen Vektoren gi(t) mit seiner




vergleichen. Da aber jeder Beobachter sein eigenes Basissystem als
unveränderlich empfindet, können diese Erinnerungen durchaus unterschiedlich sein (vergl.





Abbildung 3.3: Der Deformationsprozeß aus
Abbildung 3.2 aus der Perspektive des mit
der ea-Basis verbundenen Beobachters in α.
Abbildung 3.4: Der gleiche Prozeß wie in
Abbildung 3.3 aus der Perspektive des mit
der eA-Basis verbundenen Beobachters in A.
Die Vektoren gi, die zum Zeitpunkt t̃ beobachtet werden oder wurden, werden im folgen-
den mit einer Tilde gekennzeichnet. Zu dem Zeitpunkt t̃ , zu dem diese Vektoren beobachtet
werden, ist die zugehörige K̃-Konfiguration die aktuelle Konfiguration. Demnach registrie-
ren zu diesem Zeitpunkt alle Standardbeobachter die gleichen Vektoren g̃i. Eine Beobach-
terabhängigkeit entsteht erst beim Erinnern zu einem späteren Zeitpunkt, wenn der jeweilige
Beobachter die zum Referenzzeitpunkt registrierten Koeffizienten mit seiner als unverändert
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Abbildung 3.5: Deformationsvorgang aus Abbildung 3.2 mit den unterschiedlichen Erin-
nerungen der beiden Beobachter an die Referenzkonfiguration zum aktuellen Zeitpunkt.

























g̃i(t) = g̃ia ea(t)
Das gleiche tut der Beobachter in A in seinem eA-Beobachtersystem. Er registriert zum




gehören, wie die g̃ia des
Beobachters in α. Zum Zeitpunkt t erinnert er sich dann an:
A















































Q kann als Produkt zweier Orthogonaltensoren dargestellt werden und ist somit
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Die zum aktuellen Zeitpunkt vorliegenden Erinnerungen der einzelnen Standardbeobachter
an die g̃i-Vektoren unterscheiden sich also um eine durch
αA
Q beschriebene Drehung (vergl.
auch Abb. 3.5). Dementsprechend unterscheiden sich auch die von verschiedenen Beobachtern
ermittelten Deformationsgradienten durch eine vorgeschaltete (vergl. Gl. 2.16) Drehung.
A
F = gi ◦
A
g̃ i = gi ◦
α
g̃ i · αAQ =
α
F · αAQ (3.16)
3.1.3 Beobachterunabhängige Verzerrungstensoren
Eine Möglichkeit für die verschiedenen Beobachter, aus ihren individuellen Deformations-
gradienten (Gl. 3.16) beobachterunabhängige Verzerrungstensoren zu extrahieren, besteht
darin, die Beobachtung eines für alle Standardbeobachter identifizierbaren, ausgezeichneten
Beobachters zu rekonstruieren. Eine Umformung der Gleichung 3.14 zeigt, daß eine solche

















[eA(t) · ec(t)] eb(t) ◦ ec(t)
Sofern der Beobachter im ea-System zu den Zeitpunkten t̃ und t neben dem sich deformie-
renden Körper auch das eA-Vektorsystem des anderen Beobachters erkennen könnte, wäre







und eA(t) · ec(t) zu berechnen und somit zu
rekonstruieren, welche Vektoren
A
g̃i(t) der Beobachter im eA-System benutzt. Er benötigte
hierfür keinerlei Kenntnis über seinen eigenen Bewegungszustand. Wenn demzufolge alle
denkbaren Beobachter ohne Kenntnis anderer Beobachter ein bestimmtes Beobachtersystem
identifizieren könnten, so könnten sie auch die zu diesem ausgezeichneten System gehören-
den g̃i-Vektoren und den Deformationsgradienten berechnen und damit die Verzerrung des
Materials eindeutig und übereinstimmend angeben.
Die einzige Informationsquelle, die allen Beobachtern ohne Kenntnis ihrer eigenen Bewegung
zur Bestimmung eines solchen ausgezeichneten Beobachtersystems zur Verfügung steht, ist
der ablaufende Deformationsprozeß. Dabei ist nicht entscheidend, daß alle Beobachter den
gleichen Ursprung und die gleiche momentane Ausrichtung des ausgezeichneten Systems
ermitteln, es muß lediglich sichergestellt sein, daß die von unterschiedlichen Beobachtern
ermittelten Systeme zwischen t̃ und t keine Relativrotationen ausführen. Als Kriterium für
das ausgezeichnete System ist die Forderung nach der Rotationsfreiheit des dort beobachteten
Verschiebungsfelds geeignet. Dieses System ist im Hinblick auf seine Rotation, wie gefordert,
für alle Beobachter eindeutig identifizierbar.
Obwohl der Verschiebungsvektor die Differenz zwischen zwei Orten beschreibt, ist er im
Gegensatz zu dem Vektor
PB
r in Gleichung 3.11 von der Bewegung des jeweiligen Beobachters








ξ1, ξ2, ξ3, t
) − r(ξ1, ξ2, ξ3, t̃ ) (3.17)
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Gemäß den Gleichungen 2.38 und 2.40 entspricht dies einem symmetrischen Gradienten des
Verschiebungsfelds.
∇ × u != 0 ⇔ ∇ ◦ u = (∇ ◦ u)T (3.18)
Dieser Gradient hängt unmittelbar mit dem Deformationsgradienten zusammen.
∇ ◦ u = gi ∂
∂ξi







= gi ◦ (gi − g̃i
)
= E − F T 1
Das gesuchte Beobachtersystem zeichnet sich also durch die Besonderheit aus, daß der in
diesem System registrierte Deformationsgradient symmetrisch ist. Diese Symmetrie ist nur
in dem gesuchten ausgezeichneten Beobachtersystem gegeben.
∇ × u != 0 ⇔ F = F T = SF
Dieser symmetrische und überdies stets positiv definite Deformationsgradient des ausgezeich-
neten Beobachters, der infolge seiner auf den Deformationsprozeß abgestimmten Eigenbewe-
gung ein rotationsfreies Verschiebungsfeld registriert, ist der linke Strecktensor V . Gemäß
Gleichung 3.16 gewinnt ein beliebiger Beobachter diesen speziellen Deformationsgradienten
durch Polarzerlegung seines eigenen in der Regel unsymmetrischen Deformationsgradienten.
α




F = V ·
A
R (3.19)
Der linke Strecktensor und alle Tensorfunktionen dieses Tensors sind Eulersche, beobachter-
unabhängige Deformationsmaße.
3.1.4 Beobachterunabhängige Zeitableitungen
Die von den Standardbeobachtern gemäß Gleichung 3.5 registrierten zeitlichen Änderungen
sind selbst bei einem Eulerschen Argument unterschiedlich, da zur Bestimmung der Differen-
zenquotienten wiederum Erinnerungen der Beobachter an zurückliegende Zustände benötigt
werden. Diese Unterschiede werden bereits in Gleichung 3.10 deutlich. Völlig analog zu dem
bei den Deformationsmaßen gewählten Vorgehen können auch hier beobachterunabhängige
Tensoren bestimmt werden, indem die Beobachtungen in speziellen, anhand des beobachteten
Deformationsprozesses identifizierbaren Beobachtersystemen rekonstruiert werden. Zur Er-
mittlung der zugehörigen Rekonstruktionsvorschriften werden die von zwei beliebigen Stan-
dardbeobachtern registrierten zeitlichen Änderungen eines beobachterunabhängigen Vektors


























, der die Bewegung des (vom α-Beobachter zu rekonstruieren-
den) A-Beobachters aus der Sicht des α-Beobachters beschreibt, hängt mit der Zeitableitung






























































(E) = 0 antisymmetrisch. Für den transponier-











· αAQ = d
dt α












(x) + x ·
αA
W (3.22)
In dieser Form entspricht die Gleichung 3.22 der auf zwei bewegte Systeme verallgemeinerten
Eulerschen Differentiationsregel (vergl. Magnus & Müller 1990). Mit Hilfe koeffizientenfreier




























































Die Gleichung bestätigt, daß die Ableitung eines Eulerschen Tensors in einem beliebigen
Beobachtersystem im allgemeinen keine Eulersche Größe ist. Allerdings könnte der Beobach-
ter im ea-System, sofern er neben der Deformation auch das eA-System beobachten könnte,
die von einem Beobachter im eA-System wahrgenommenen zeitlichen Änderungen Euler-
scher Größen vollständig rekonstruieren (s. Gl. 3.21), ohne seine eigene Bewegung kennen zu
müssen.
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Damit kann wiederum, ähnlich wie in Abschnitt 3.1.3, ein für alle Standardbeobachter iden-
tisches Maß ermittelt werden, indem jeder Beobachter mit Hilfe der Gleichung 3.23 diejenige
Zeitableitung rekonstruiert, die in einem ausgezeichneten System, das von allen Beobachtern
gleichermaßen identifiziert werden kann, beobachtet wird. Als ausgezeichnetes System kann
hier wiederum jenes genutzt werden, in dem das Verschiebungsfeld rotationsfrei erscheint
(vergl. Gl. 3.19). Auf diesem Weg ergibt sich die Zeitableitung nach Green und McInnis
(Haupt, 2000) bzw. nach Naghdi (Meyers et al. 2000).
α
F = V ·
α

































































Das hierbei genutzte spezielle Beobachtersystem hat allerdings den Nachteil, daß es durch
den Vergleich der aktuellen mit der Referenzkonfiguration definiert ist (Dies äußert sich
auch in dem Auftreten von R), und damit von der Wahl der Referenzkonfiguration abhängig
ist. Dies ist für Zeitableitungen unbefriedigend, die durch den momentanen Zustand mit den
aktuellen Geschwindigkeiten beschrieben werden sollten. Näher liegt insofern ein System, das
dadurch ausgezeichnet ist, daß ein Beobachter in diesem System ein rotationsfreies Feld der
zeitlichen Änderungen der Verschiebungen wahrnimmt. Diese Forderung ist gleichbedeutend




r − r̃ = v
Aus der verschwindenden Rotation folgt wiederum die Symmetrie des zugehörigen Gradi-
enten (s. Gl. 3.18). Dieser Geschwindigkeitsgradient läßt sich koeffizientenfrei durch die den
Materialkoordinaten zugeordneten Basen gi und deren Zeitableitungen ausdrücken.
∇ × v != 0 ⇒ G = ∇ ◦ v = gi ◦ gi != GT (3.25)
Im Vergleich der beiden Beobachter ergibt sich mit Gleichung 3.22 eine additive Zerlegung.




























Das eA-Basissystem möge nun vorübergehend das ausgezeichnete System sein, in dem die
Rotation des Geschwindigkeitsfelds verschwindet und in dem somit der Geschwindigkeits-





G nur dann symmetrisch sein, wenn
αA
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Damit ist das gesuchte System bereits hinreichend spezifiziert, insofern sich die gesuchte
Zeitableitung mit diesem speziellen
αA
W von jedem beliebigen Beobachtersystem aus mit Hilfe
von Gleichung 3.23 berechnen läßt. Diese Ableitung ist als Zaremba-Jaumann-Zeitableitung
bekannt und wird hier durch einen Stern über dem Ableitungsargument gekennzeichnet. Für




















Die Zaremba-Jaumann-Zeitableitung und die Ableitung nach Green und McInnis (Gl. 3.24)
sind zwei der unendlich vielen
d
dt
-Ableitungen, die von unterschiedlich bewegten Beobachtern
registriert werden. Es sind somit normale Zeitableitungen von in besonderer Weise beweg-
ten Beobachtern, also genau wie alle anderen echte Tensorableitungen! Dies gilt auch für
die vergleichsweise neue, sogenannte logarithmische Zeitableitung, die derart definiert ist,
daß ihre Anwendung auf den Eulerschen Hencky-Tensor den symmetrischen Anteil des Ge-
schwindigkeitsgradienten liefert. Die Definition dieser Zeitableitung und Anwendungen in der
Materialmodellierung finden sich bei Meyers et al. (2000) und Xiao et al. (2000 u. 2001). Bei
dieser Art der Zeitableitung ist allerdings die Berechnung des zugehörigen
αA
W -Tensors (s. Gl.
3.23) vergleichsweise aufwendig. Außerdem weist diese Zeitableitung bezüglich des Einflusses
der Referenzkonfiguration ein ähnliches Verhalten wie die Green-McInnis-Zeitableitung auf.
Neben den Eulerschen Zeitableitungen wurde eine weitere Eulersche Größe gefunden, denn
aufgrund der generellen Antisymmetrie von
αA
W folgt aus Gleichung 3.26 die Gleichheit der


















Der auch als Formänderungsgeschwindigkeitstensor bezeichnete Tensor D ist somit ebenfalls
eine Eulersche Größe und in allen Beobachtersystemen identisch.
Somit stehen nunmehr neben dem Cauchy-Spannungstensor σ und dem linken Strecktensor
V und daraus abgeleiteten Verzerrungstensoren auch Eulersche Beschreibungsmöglichkeiten
für zeitliche Veränderungen zur Verfügung. Wird mit Hilfe dieser Größen das Verhalten von
Materialien beschrieben, so gelangt jeder Beobachter zu identischen Schlußfolgerungen in
Bezug auf das Materialverhalten, unabhängig von seiner individuellen Eigenbewegung.
3.1.5 Leistungsbilanzen
Mit dem Einfluß der Bewegungen der Standardbeobachter auf die verschiedenen Leistungsan-
teile in den Gleichungen 3.1 und 3.2 knüpft das präsentierte Konzept der Standardbeobachter
an die Axiomatik von Besdo (1974) an, die sich unter anderem durch eine sehr weitgehende
Anschaulichkeit auszeichnet. Die Aussagen dieses Abschnitts orientieren sich sehr eng an
dieser Axiomatik.
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v ) zum einen durch verteilte Oberflächenkräfte dF , wirksam auf einem Flächenab-
schnitt dA,
dF · αv = dF
dA
· αv dA = s · αv dA = n · σ · αv dA (3.30)
und zum anderen durch über das Volumen verteilte Feldkräfte f (z.B. in Folge eines Gravi-





, die bei einer beschleu-











· αv dV (3.31)
Allein anhand ihrer Wirkung sind die Feld- und Trägheitskräfte für die Standardbeobachter
nicht unterscheidbar. Beispielsweise würde ein Beobachter, der sich im freien Fall befindet,
anhand der von ihm beobachtbaren Kräfte kein Indiz dafür finden können, daß er sich be-
schleunigt einer Gravitationsquelle nähert.

















a · αv dV (3.32)
Der neben der Änderung der kinetischen Energie verbleibende Teil PSp der Leistung der
äußeren Kräfte hängt ausschließlich mit Formänderungen zusammen und sollte somit gemäß
Gleichung 3.2 beobachterunabhängig sein, obwohl er sich aus der Differenz zweier beobach-
terabhängiger Leistungen ergibt.












f −  absa
)





Demnach muß die Differenz der beiden Beobachtungen verschwinden und außerdem muß dies


















Der erste Term wird mit Hilfe von v ·X ·w = X ··w ◦v = XT ··v ◦w weitergehend analysiert.
∇ · σ · v = (∇ · σ) · v + σT ·· (∇ ◦ v) (3.35)
Für die Differenzgeschwindigkeiten
A
v − αv folgt gemäß Gleichung 3.22:
A
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Der Gradient dieser Geschwindigkeitsdifferenz ist wegen der Ortsunabhängigkeit sowohl von
αA
W (Gl. 3.21) als auch von
αA
r sehr einfach.


























= 0 . (3.36)




r unabhängig voneinander variiert
werden können,
αA
r aber nur in dem zweiten Term in Gleichung 3.36 auftritt, muß der
beobachterunabhängige Vorfaktor dieses Terms stets Null ergeben.
f −  absa + ∇ · σ != 0 (3.37)
Dies ist die lokale Gleichgewichtsbedingung. Unter ihrer Berücksichtigung und Beachtung
der Antisymmetrie von
αA
W (s. Gl. 3.21) verbleibt als zweites Resultat aus Gleichung 3.36 die









W T ⇒ σ != σT (3.38)
Mit der Berücksichtigung dieser Folgerungen aus der Beobachterunabhängigkeit der Form-
änderungsleistung (auch: Spannungsleistung, z.B. Lion 2000a) nimmt diese nunmehr eine









σ ·· D dV (3.39)
Damit gilt für die Gesamt-Leistungsbilanz:
∫G
σ ·· D dV =
∮R
s · v dA +
∫G (
f −  absa
)
· v dV . (3.40)
3.2 Eulerscher und Lagrangescher Beobachter
Neben der Untersuchung unterschiedlicher Beobachtungen des gleichen Vorgangs ist auch der
Vergleich ähnlicher Deformationen von Interesse. So läßt die Polarzerlegung des Deformati-
onsgradienten in den Eulerschen Strecktensor V und den Drehtensor R (Gl. 3.19) erkennen,
daß Deformationen, die sich untereinander lediglich durch vorgeschaltete Drehungen Q un-
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Eine nachgeschaltete Drehung überträgt sich hingegen auf die linken Strecktensoren.
2
F = Q ·
1






V = Q ·
1
V · QT ,
2
R = Q ·
1
R
Diese Zusammenhänge werden häufig so interpretiert, daß V eine Beobachtung eines so-
genannten Eulerschen Beobachters ist, der fest mit der aktuellen Konfiguration verbunden
ist und von dieser Warte aus die Referenzkonfiguration beobachtet. Diese Vorstellung unter-
scheidet sich insofern von dem Konzept der Standardbeobachter, als daß hier unterstellt wird,
die beiden Konfigurationen wären gleichzeitig definiert und einer Beobachtung zugänglich.
Besonders interessant an dem Konzept des Eulerschen Beobachters ist die Erweiterungsmög-
lichkeit um den Lagrangeschen Beobachter, der von der Warte der Referenzkonfiguration aus
die aktuelle Konfiguration beobachtet. Das grundlegende Lagrangesche Verzerrungsmaß ist
der rechte Strecktensor U , der sich aus der alternativen Polarzerlegung (s. Gl. 2.109) des
Deformationsgradienten ergibt.
F = V · R = R · RT · V · R = R · U =
√
F T · F ⇒ U = RT · V · R (3.41)









U · Q =
2
R · QT ·
1
U · Q ⇒
2




F = Q ·
1














Gemäß ihrer Plazierung werden die Beschreibungen durch den Eulerschen und den Lagran-
geschen Beobachter auch häufig als räumliche und materielle Beschreibung bezeichnet. Al-
lerdings muß bei diesen Bezeichnungen der Trugschluß vermieden werden, eine materielle
Beschreibung mit Eulerschen Größen sei mit Einschränkungen verbunden.
Darüber hinaus hängt das Konzept mit Eulerschem und Lagrangeschem Beobachter eng
mit dem in der Literatur ebenfalls häufig zu findenden Konzept der Bezugsplazierungen
zusammen. Eine Abgrenzung zwischen der Beschreibung verschiedener Prozesse wie in Glei-
chung 3.42 einerseits und andererseits verschiedener Beobachtungen desselben Prozesses 3.16
scheint in diesem Kontext allerdings mit größeren Schwierigkeiten verbunden zu sein als bei
den Standardbeobachtern.
Im folgenden werden die Lagrangeschen Größen in den Rahmen des Standardbeobachter-
konzepts eingefügt.
3.2.1 Verzerrungstensoren der Lagrangeschen Betrachtungsweise
Mit Hilfe der Gleichungen 3.19, 3.16 und 3.41 läßt sich zeigen, daß der rechte Strecktensor
U im Gegensatz zum linken Strecktensor V beobachterabhängig ist. So wie beim Deformati-
onsgradienten auch registriert also jeder Standardbeobachter seinen individuellen U -Tensor.
A
R = V 1 ·
A
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F = V · R
= R · UK̃
K
Abbildung 3.6: Anschauliche Deutung der Strecktensoren als




Q ein Orthogonaltensor ist, stimmen allerdings die Eigenwerte aller Varianten überein.
Wenn
αA
Q gemäß Gleichung 3.14 in Gleichung 3.43 eingesetzt wird, zeigt sich eine bemerkens-



















Ucd(t) ec(t) ◦ ed(t)



































UAD(t) eA ◦ eD




UAD übereinstimmen, sofern die
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Diese Eigenschaft ist zur Charakterisierung der Lagrangeschen Größen geeignet. Demge-
genüber stimmen die Koeffizienten der beobachterunabhängigen Eulerschen Tensoren übe-
rein, wenn die Beobachtungssysteme zum aktuellen Zeitpunkt übereinstimmen.













Um übereinstimmende Koeffizienten über einen ganzen Zeitraum zu gewährleisten, müßten
somit die Bewegungen der Beobachter identisch sein. Bei den Lagrangeschen Größen reicht
hierfür die Übereinstimmung zu Beginn des Prozesses aus. Diese Zusammenhänge stützen
die Bezeichnung materiell für die Lagrangeschen Größen versus räumlich für die Eulerschen
Größen. Allerdings treffen die Gleichungen 3.44 und 3.45 nicht für die vollständigen Tensoren,
sondern nur für bestimmte Koeffizientenmatrizen zu.
Um die Lagrangesche Betrachtungsweise für die Formulierung von Stoffgesetzen nutzen zu
können, müssen Spannungsmaße und Zeitableitungen gefunden werden, die einer der Glei-









Verknüpfungen von Tensoren mit dieser Eigenschaft führen in praktisch allen relevanten
Fällen wiederum zu Lagrangeschen Tensoren.











































































Der Metriktensor E kann sowohl als Eulersche als auch als Lagrangesche Größe aufgefaßt
werden.
αA
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3.2.2 Lagrangesche Zeitableitungen
Die Suche nach Zeitableitungen, die zu einem Lagrangeschen Argument wiederum eine La-
grangesche Größe liefern, setzt bei den von den einzelnen Beobachtern direkt ermittelten
zeitlichen Änderungen an. Hierbei wird eine Darstellung des Tensors
αA
Q (vergl. Gl. 3.14) in
gemischten Basen gewählt, bei der die Koeffizienten
αA
QaB dem Beobachter im eA-System als




















QaB eB ◦ ea ·
a
Ucd ec ◦ ed ·
αA











QdF eB ◦ eF
)
Der Beobachter im eA-System empfindet neben den Koeffizienten
αA
QaB auch die Dyaden eB ◦
eF als gleichbleibend (Gl. 3.9). Als einziger abzuleitender Term verbleiben somit die skalaren
Koeffizienten
a
















QdF eB ◦ eF
=
αA






ec ◦ ed ·
αA
QeF ee ◦ eF
=
αA









Dies entspricht bereits der Forderung für eine Lagrangesche Größe (Gl. 3.46). Somit ist die
zeitliche Änderung, die ein beliebig bewegter Beobachter an den von ihm registrierten La-
grangeschen Größen wahrnimmt, bereits wieder eine Lagrangesche Größe. Eine Rekonstruk-
tion der Wahrnehmungen anderer Beobachter wie bei der Eulerschen Betrachtungsweise ist
somit weder notwendig noch zweckmäßig. Damit zeigt sich ein wesentlicher Vorteil der La-
grangeschen Betrachtungsweise: Die eindeutige und einfach zu berechnende Zeitableitung. In
Bezug auf Verzerrungen und Zeitableitungen erscheint die Lagrangesche Betrachtungsweise
somit einfacher als die Eulersche Betrachtungsweise, da ein beliebiger Beobachter hierbei
nicht darauf angewiesen ist, die Wahrnehmungen spezieller Beobachter zu rekonstruieren,
um zueinander passende Größen zu erlangen. Die Tatsache, daß jeder Beobachter dabei die
einzelnen Größen mit unterschiedlichen Tensoren identifiziert, ist unkritisch, solange aus-
schließlich Lagrangesche Größen miteinander zu Stoffgesetzen kombiniert werden.
3.2.3 Spannungen der Lagrangeschen Betrachtungsweise
Während sich die Lagrangesche Beschreibungsweise durch ihre einfache und gut verwend-
bare Zeitableitung auszeichnet, fehlt ihr ein natürlicher Spannungsbegriff, da die Spannungen
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allein in der aktuellen Konfiguration beobachtet werden können. Folglich muß für die La-
grangesche Betrachtungsweise ein geeigneter Spannungsbegriff (künstlich) konstruiert wer-
den. Der 2. Piola-Kirchhoff-Spannungstensor T̃ entsteht, indem der beobachterunabhängige
Cauchy-Spannungstensor derart mit dem Deformationsgradienten verknüpft wird, daß das
























F 1 · σ ·
α
F T




Dieser Tensor ist genau wie der Cauchy-Spannungstensor symmetrisch, im Unterschied zu σ
ist T̃ aber nicht unmittelbar physikalisch interpretierbar, da für eine Ermittlung der tatsäch-
lich im Körper wirksamen Spannungen aus T̃ die vollständige Kenntnis der Deformation
nötig ist.
Im Produkt mit der Lagrangeschen Zeitableitung des Greenschen Verzerrungstensors γ ergibt
T̃ die Formänderungsleistung PSp.
PSp =
∫G
σ ·· D dV =
∫̃G
T̃ ·· γ dṼ mit: γ = 1
2
(
F T · F − E
)
(3.49)
Zwei weitere Spannungstensoren werden im Rahmen dieser Arbeit verwendet. Es handelt
sich um den Kirchhoff-Spannungstensor τ , der wie der Cauchy-Spannungstensor zur Euler-
schen Betrachtungsweise gehört, und um den 1. Piola-Kirchhoff-Spannungstensor T , der in





σ ⇒ PSp =
∫̃G




F 1 · σ = T̃ · F T ⇒ PSp =
∫̃G
T ·· F dṼ
(3.50)
Darüber hinaus wird in Kapitel 4 ein weiterer Spannungstensor bezüglich einer Zwischen-
konfiguration eingeführt (vergl. Gl. 4.9).
3.3 Lie-Ableitungen und Oldroyd-Beobachter
Alternativ zu den in in Abschnitt 3.1.4 angegebenen beobachterunabhängigen Zeitableitun-
gen läßt die Gleichung 3.48 eine weitere Berechnungsmöglichkeit für beobachterunabhängige,
also Eulersche Beschreibungen zeitlicher Änderungen erkennen. Soll beispielsweise die zeit-
liche Änderung eines Tensors σ der Eulerschen Betrachtungsweise beschrieben werden, wird
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zunächst mit Hilfe des Deformationsgradienten eine verwandte Größe erzeugt, die der Defi-
nitionsgleichung 3.46 für Lagrangesche Größen genügt.
(A
















Dieser Vorgang wird häufig als pull-back bezeichnet, teilweise (z.B. Rieger 2004) wird diese
Bezeichnung aber auch direkt für das Ergebnis des Vorgangs verwendet. Für das Lagrange-
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dt α
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Abschließend wird aus dieser Zeitableitung durch nochmalige Multiplikation mit dem Defor-
mationsgradienten wieder eine Eulersche, für beide Beobachter gleiche Größe gebildet. Dieser


























Ein auf diese Weise gewonnenes beobachterunabhängiges Maß für die zeitliche Änderung von
σ wird als Lie-Ableitung bezeichnet. Allerdings beschreibt die Lie-Ableitung offensichtlich
nicht allein die Änderung von σ, sondern auch die von F .
Es gibt eine zweite, völlig äquivalente Umformung mit den gleichen logischen Forderungen


























Auch in diesem Fall wird von pull-back, push-forward und Lie-Ableitung gesprochen. Wel-
che dieser beiden Berechnungsalternativen zu wählen ist, wird im pull-back/push-forward-
Konzept von dem jeweiligen Argument abhängig gemacht. Dabei wird jedem möglichen Ar-
gument eine natürliche Basis zugeordnet. Die Bedeutung dieser Basis für das Konzept läßt
sich an einer Darstellung der beiden Zeitableitungen in Materialkoordinaten, bzw. den zu-
geordneten Basisvektoren gi, zeigen. Mit F · g̃i = gi ergibt sich:
F ·
(︷ ︸︸ ︷
F 1 · σ · F T 1
)
·F T = F ·
(︷ ︸︸ ︷






σij g̃i ◦ g̃j
)
· F T = F · .σij g̃i ◦ g̃j · F T =
.






F T · σ · F
)
· F 1 = .σij gi ◦ gj . (3.52)
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Die obere Ableitung würde dementsprechend auf Tensoren mit der natürlichen Basis gi ◦ gj ,
die untere hingegen auf Tensoren mit der natürlichen Basis gi ◦ gj angewandt werden.
Das Konzept der natürlichen Basis ist unvereinbar mit dem dieser Arbeit zugrunde liegenden,
in Abschnitt 2.1.3 dargestellten Standpunkt bezüglich der Identität zweier Tensoren. Denn
selbst wenn zwei Tensoren mit unterschiedlicher natürlicher Basis zu jedem Zeitpunkt eines
Zeitraums die gleichen Eigenwerte und Eigenvektoren hätten, würde ihnen gemäß den Lie-
Ableitungen eine unterschiedliche zeitliche Änderung zugeschrieben werden. Mit der natürli-
chen Basis wird den Tensoren somit ein zusätzliches Unterscheidungskriterium zugeordnet,
das im Rahmen dieser Arbeit nicht als Unterscheidungskriterium für tensorielle Größen,
sondern als Unterscheidungskriterium für Koeffizientenmatrizen, die nach einer zusätzlichen
Regel ausgewählt werden, aufgefaßt würde.
Nichtsdestotrotz sind die Resultate der Lie-Ableitungen beobachterunabhängige Beschrei-
bungen zeitlicher Änderungen. Im Rahmen des hier aufgestellten theoretischen Rahmens muß
lediglich von der Auffassung Abstand genommen werden, jedem Argument sei eindeutig eine
Zeitableitung gemäß einer der Gleichungen 3.51 und 3.52 zugeordnet. Vielmehr müssen diese
beiden Gleichungen als Anwendungen unterschiedlicher Zeitableitungen verstanden werden.
In diesem Kontext werden die Ableitungen allerdings nicht als Lie-Ableitungen, sondern als
Oldroyd-Ableitungen bezeichnet. Zwar ist jede Lie-Ableitung eine Oldroyd-Ableitung, aber
nicht immer die gleiche. So können z.B. gleichartige Lie-Ableitungen zweier unterschiedlicher
Argumente den Anwendungen unterschiedlicher Oldroyd-Ableitungen entsprechen.
Die Oldroyd-Zeitableitungen lassen sich wiederum als Wahrnehmungen spezieller Beobach-
ter interpretieren. Allerdings handelt es sich in diesem Fall um eine Gruppe rein fiktiver und
der Anschauung nur sehr eingeschränkt zugänglicher Beobachter, bei denen die räumliche
Wahrnehmung selbst einer sich verändernden Verzerrung unterworfen ist, die dem jeweili-
gen Beobachter allerdings verborgen bleibt. Am ehesten ließe sich dieser Vorgang anhand
einer sich im Laufe der Zeit verändernden Optik veranschaulichen, durch die alle Beobach-
tungen getätigt würden. Demgegenüber wurden bisher nur Wahrnehmungen von solchen
Beobachtern untersucht, die mit starren Basissystemen identifiziert werden können. Solche
Beobachter sind allerdings prinzipiell in der Lage, auch Beobachtungen in anderen, sich selbst
deformierenden Systemen, zu rekonstruieren, um auf diesem Wege zu weiteren beobachter-
unabhängigen Maßen für zeitliche Änderungen zu gelangen. Dieses Vorgehen ist allerdings
insofern kritisch, als solche Maße verschiedene typische Eigenschaften herkömmlicher Zeit-
ableitungen nicht aufweisen und somit nur mit Einschränkungen verwendbar sind. Dies soll
im folgenden näher erläutert werden.
Im einfachsten Fall empfindet ein derartiger Beobachter die Vektoren gi als unveränderlich
über der Zeit und registriert folglich in Einklang mit Gleichung 3.51 von den Änderungen
eines Tensors X lediglich die Änderungen der Koeffizienten Xij , die er mit den als konstant








Xij gi ◦ gj (3.53)
Eine koordinatenunabhängige Berechnungsvorschrift für diesen Ausdruck erhält man mit
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gk ◦ gk · X ij gi ◦ gj + X ij gi ◦ gj · gk ◦ gk
=
◦
X + GT · X + X · G
Alternativ zu einem Beobachter in den gi kann die Beobachtung auch aus den kontrava-
rianten Vektoren gi erfolgen. Dies führt zu dem Ausdruck
◦
X (vergl. Gl. 3.52). Daneben
motiviert Gleichung 3.53 zu zwei weiteren Oldroyd-Ableitungen, bei denen jeweils die ge-









X − GT · X − X · G =
.




X − GT · X + X · GT =
.

















Die Oldroyd-Ableitungen haben aufgrund der fehlenden Starrheit der Beobachtersysteme




X auch bei symmetri-
schem Argument X im allgemeinen unsymmetrisch, sie sind dabei zueinander transponiert.




X bei symmetrischem Argument stets symme-
trisch.










































X erfüllen hingegen die Produktregel nicht.



















x · y + x · ◦y ◦X = ◦x · y + x · ◦y




E des Einheitstensors im allgemeinen nicht
verschwinden. Stattdessen hängen sie mit den Formänderungsgeschwindigkeiten zusammen




E + G · E + E · GT = 2D = − ◦E (3.55)
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4 Darstellungswechsel kontinuumsmechanischer Relationen
Das in Ihlemann (2003) entwickelte Konzept des Übertragungsoperators wird auf
Anwendungen mit Zwischenkonfigurationen und auf Tensoren 4. Stufe erweitert,
womit sich das Einsatzgebiet des Übertragungsoperators vervielfacht. Der Übertra-
gungsoperator ermöglicht die standardisierte Erzeugung äquivalenter tensorieller
Relationen in unterschiedlichen Darstellungsweisen. Das Potential des Operators
wird am Beispiel thermodynamisch konsistenter rheologischer Modelle mit elasti-
schen, viskosen und plastischen Grundelementen belegt. Die rheologischen Modelle
werden mit dem Ziel eines möglichst einfachen Austauschs einzelner Grundele-
mente entwickelt.
Gerade bei der Entwicklung neuer Stoffgesetze und bei Kombinationen bereits bestehender
Modelle entsteht häufig die Notwendigkeit, die Darstellungsweise solcher aus tensoriellen
Relationen aufgebauter kontinuumsmechanischer Modelle zu ändern, beispielsweise von einer
Eulerschen zu einer Lagrangeschen Darstellungsweise überzugehen.
Idealerweise bleibt bei einem solchen Wechsel der Darstellung die eigentliche Relation iden-
tisch erhalten, das nachgebildete Materialverhalten also unverändert. Sofern dieses Ziel er-
reicht wird, findet an den physikalischen Inhalten und Aussagen der Relationen keinerlei
Veränderung statt. Somit dürfen physikalische Interpretationen derartige Umformungen auch
nicht verbieten. Allerdings ist es natürlich möglich, daß das Ergebnis einer mathematisch
zulässigen Operation einer physikalischen Interpretation nicht zugänglich ist und somit, wenn
auch nicht falsch, so dennoch wertlos ist.
Folgt aber beispielsweise aus einer mathematisch zulässigen und mathematisch korrekt durch-
geführten Umformung einer mit den verwendeten Axiomen verträglichen Relation eine neue
Relation, von der zumindest die eine Seite physikalisch interpretierbar ist, so daß sich daraus
Rückschlüsse auf die andere Seite der Relation ergeben, so ist dieser Rückschluß auch dann
nicht falsch, wenn die Art der Umformung einer physikalischen Interpretation im Rahmen
des verwendeten Konzepts nicht zugänglich ist.
4.1 Der Übertragungsoperator
Zur Durchführung des Darstellungswechsels kontinuumsmechanischer Relationen wird der
sogenannte Übertragungsoperator verwendet, der in seiner Grundfunktion bereits ausführlich
beschrieben wurde (Ihlemann 2003a). Außerdem wurde die große Leistungsfähigkeit dieses
Operators an der Übertragung des MORPH-Stoffgesetzes für inelastische Gummiwerkstoffe
(s.a. Abschnitt 6.1) demonstriert (ebenfalls Ihlemann 2003a). Ziel der Entwicklung und der
hier zu zeigenden Erweiterungen des Übertragungsoperatorkonzepts ist eine möglichst große
methodische Freiheit bei der Entwicklung kontinuumsmechanischer Relationen. Der Zweck
des Operators besteht in der standardisierten Übertragung komplizierter Relationen von
einer Darstellungsweise in eine andere, wobei die Relation selbst in jedem Fall identisch
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erhalten bleibt. Die bearbeiteten Relationen können beispielsweise tensorwertige Funktionen
tensorieller Argumente, substantielle Zeitableitungen und Operationen mit Eigenwerten und
Invarianten enthalten.
Der Sinn der Anwendung des Übertragungsoperators liegt somit ausdrücklich in der Übertra-
gung ganzer Relationen. Nur zu diesem Zweck werden Übertragungen der Einzelelemente
solcher Relationen ermittelt. Eine Verfahren wie die Berechnung der Lie-Ableitungen mit
Hilfe des pull back/push forward-Konzepts ist dem Übertragungsoperatorkonzept hingegen
völlig fremd. Der physikalische Sinngehalt einer Relation, z.B. eines Stoffgesetzes, kann so-
mit durch die Anwendung des Übertragungsoperator keinesfalls eingeschränkt oder erweitert
werden. Es ist lediglich möglich, daß die Übertragung neue Verwendungsmöglichkeiten oder
Interpretationsweisen eröffnet. Eine Deutung oder Modifikation des physikalischen Inhalts
der betroffenen Relation wird nicht vorgenommen.
4.1.1 Mathematische Eigenschaften
Die Anwendung des Übertragungsoperators S((. . .)) auf ein tensorielles Argument zweiter
Ordnung entspricht einer Multiplikation von rechts mit dem Deformationsgradienten und
einer weiteren Multiplikation von links mit dem inversen Deformationsgradienten.
S((X)) = F 1 · X · F (4.1)
Die Umkehrung des Übertragungsoperators wird als inverser Übertragungsoperator S 1((. . .))
eingeführt.
S 1((X)) = F · X · F 1 ⇒ S 1((S((X)))) = X
Zusätzlich können ein transponierter und ein transponiert inverser Übertragungsoperator
vereinbart werden (vergl. Ihlemann 2003a). Diese stellen allerdings keine eigenständigen Ope-
rationen dar, sondern können durch S((. . .)) und S 1((. . .)) ausgedrückt werden.
Die Anwendung von S((. . .)) auf Eulersche Argumente liefert Lagrangesche Resultate, wäh-
rend umgekehrt S 1((. . .)) für Lagrangesche Argumente Eulersche Resultate erbringt. Die
weiteren denkbaren Kombinationen liefern Mischergebnisse und werden daher nicht weiter
verfolgt. Mit den Kirchhoff-Spannungen τ = ̃ σ als Eulersches Spannungsmaß:
S((τ)) = T̃ · C ; S 1(( T̃)) = τ · b 1
S((b)) = C ; S 1((C)) = b .
(4.2)
Die große Flexibilität beim Einsatz des Übertragungsoperators und seine vielseitige Ver-
wendbarkeit resultieren aus seinen einfachen, aber sehr weitreichenden mathematischen Ei-
genschaften. Die folgenden Rechenregeln für S gelten in analoger Weise auch für S 1 (Her-
leitungen, s. Ihlemann 2003a).
S((X)) + S((Y )) = S((X + Y )) ; S((E)) = E
S((X)) · S((Y )) = S((X · Y )) ; EW[S((X))] = EW[X]
S((X)) ·· S((Y )) = X ·· Y ; S((f((X)))) = f((S((X))))
(4.3)
Black L_142085_Habil2014_Ihlemann_Druckversion.pdfJuni 16, 2014 | 14:17:58 105
96 4 Darstellungswechsel kontinuumsmechanischer Relationen
Da die Eigenwerte EW[S((X))] des Argumenttensors mit denen der zugehörigen Übertragung
stets übereinstimmen, sind auch die Hauptinvarianten (s. Gl. 2.28) und alle anderen allein
aus den Eigenwerten berechenbaren Invarianten von S((X)) und X identisch.
Bezüglich der Übertragung von Tensorfunktionen f((. . .)) ist anzumerken, daß S((X)) stets
diagonalähnlich und damit als Argument einer Tensorfunktion geeignet ist, sofern diese For-
derung für X selbst erfüllt ist (vergl. Gl. 2.50). Dies gilt, obwohl S((X)) selbst bei einem
symmetrischen Tensor X im allgemeinen unsymmetrisch ist.
Alle genannten Rechenregeln und Eigenschaften gelten uneingeschränkt auch für unsymme-
trische Tensoren. Für die Übertragung von Tensorfunktionen ist allerdings die Diagonalähn-
lichkeit des Arguments zu fordern. Zu beachten ist jedoch, daß die Übertragungen eines
Tensors und seines transponierten Gegenstücks nicht zueinander transponiert sind, die Rei-
henfolge von Transponieren und Übertragung ist somit für das Ergebnis von Bedeutung. Die
Übertragbarkeit wird hierdurch allerdings in keiner Weise eingeschränkt.
4.1.2 Übertragung transponierter Argumente
Bei der Vertauschung der Reihenfolge von Transponieren und Übertragen tritt zusätzlich ein





= F 1 · XT · F = F 1 ·
E︷ ︸︸ ︷
F T
1 · F T · XT ·
E︷ ︸︸ ︷
F T
1 · F T · F
= C 1 ·
(
F T · XT · F T 1
)
· C = C 1 · (F 1 · X · F)T · C
= C 1 · (S((X)))T · C = (S((X)) · C 1)T · C
(4.4)
Nichtdestoweniger bleibt die Relation natürlich identisch erhalten, lediglich die Struktur
ändert sich in einer für die Wechselwirkung von Transponieren und Übertragungsoperator
typischen Weise.
Sofern X symmetrisch ist, überträgt sich diese Symmetrie auf S((X)) · C 1, und Gleichung





X = XT ⇒ S((X)) · C 1 = F 1 · X · F ·
(
F T · F
) 1
= F 1 · X · F T 1
=
(

















Analog treten bei der entgegengesetzten Übertragung von der Lagrangeschen zur Eulerschen





= F · XT · F 1 = b ·
(
F T
1 · XT · F T
)
· b 1 = b · (S 1((X)))T · b 1
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Auch Invarianten, zu deren Berechnung neben X auch XT benötigt wird, können uneinge-
schränkt übertragen werden.







S((X)) · C 1 · (S((X)))T · C
)
·· E
4.2 Konzepterweiterung auf Zwischenkonfigurationen
Das Konzept des Übertragungsoperators wird im folgenden auf mehrstufige Prozesse erwei-
tert, bei denen auf eine tatsächlich durchlaufene oder auch fiktive Zwischenkonfiguration
∧K Bezug genommen wird. Basis für derartige Zerlegungen der Gesamtdeformation ist die












F 1 · F
2
F = F ·
1
F 1

































Abbildung 4.1: Die gedankliche Zerlegung
des Deformationsprozesses in zwei aufein-
anderfolgende Teildeformationen entspricht
mathematisch der multiplikativen Zerlegung




Referenzkonfiguration K̃ zur Zwischenkonfi-
guration







































F · X ·
2
F 1
Da die neuen Operatoren die gleiche Struktur wie der ursprüngliche Übertragungsoperator
S((. . .)) aufweisen, gelten auch für sie die umfassenden Rechenregeln in Gleichung 4.3.
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4.2.1 Anwendung auf Verzerrungstensoren
Übertragungen, bei denen der Operator und das Argument zum gleichen Teilprozeß gehören,
sind vollständig analog zu den bekannten Übertragungen der Größen des Gesamtprozesses.



















Bei rheologischen Modellen, bei denen Teildeformationen mit unterschiedlichen Materialei-
genschaften verknüpft werden, entsteht der Bedarf, die Größen einer Teildeformation durch
Größen der Gesamtdeformation und der anderen Teildeformation auszudrücken, bzw. die
Größen des Gesamtdeformation durch Größen der Teildeformationen zu beschreiben. Dieser
Übergang ist häufig anspruchsvoll. Hier entfalten die neuen Varianten des Übertragungsope-
rators ihr ganzes Potential. Die Gleichungen 4.5 eröffnen zusammen mit den Anwendungs-
beispielen des ursprünglichen Operators in den Gleichungen 4.2 einen Zugang hierzu.







































































Hieran ist zunächst einmal bemerkenswert, daß sowohl die Anwendung von
2
S((. . .)) auf eine
Eulersche Größe des Gesamtprozesses (
2
S((b))) als auch die Anwendung von
1
S 1((. . .)) auf
eine Lagrangesche Größe (
1















































C 1 · C






























Die nutzbringenden Anwendungen der verschiedenen Varianten des Übertragungsoperators
sind in Abbildung 4.2 zusammengefaßt.
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b Abbildung 4.2: Zusammenstellung der Über-
tragungen von Cauchy-Green-Tensoren der











Die Zusammenhänge der Operatorvarianten (vergl. Gl. 4.5) führen bei der Aufstellung in
Abbildung 4.2 automatisch zu einer Zuordnung der einzelnen Größen zu jeweils einer der
drei Konfigurationen. Die Lagrangeschen Größen des Gesamtprozesses und des ersten Teil-
prozesses sind mit der Referenzkonfiguration verbunden, Eulersche Größen des Gesamtpro-
zesses und des zweiten Teilprozesses hingegen mit der aktuellen Konfiguration. Größen vom
Eulerschen Typ des ersten Teilprozesses und Größen vom Lagrangeschen Typ des zweiten
Teilprozesses sind der Zwischenkonfiguration zugeordnet.
Während der Übertragungsoperator in seiner ursprünglichen Form bei den Verzerrungsmaßen
stets symmetrische Ergebnisse lieferte, treten bei den neuen Varianten auch hier schon un-







Gemäß den für alle Varianten geltenden Rechenregeln 4.3 lassen sich anhand dieser Übertra-
gungen problemlos die Übertragungen aller Verzerrungsmaße angeben, die als Tensorfunk-
tionen der Cauchy-Green-Tensoren aufgefaßt werden können.
4.2.2 Anwendung auf Spannungstensoren
Gemäß der in Abbildung 4.2 deutlich werdenden Zuordnung der Tensorgruppen zu den
drei Konfigurationen, ist der Cauchy-Spannungstensor σ der aktuellen Konfiguration, der
2. Piola-Kirchhoff-Spannungstensor hingegen der Referenzkonfiguration zugeordnet. Der 1.
Piola-Kirchhoff-Spannungstensor fällt aus diesem Schema heraus, da er weder der Eulerschen
noch der Lagrangeschen Darstellungsweise angehört. Für die neu eingeführte Zwischenkon-
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Abbildung 4.3: Zusammenstellung der Über-
tragungsmöglichkeiten der drei Spannungs-
tensoren. Diese ergeben sich aus Umformun-
gen der Gleichungen 4.10.
4.2.3 Übertragung elastischer Stoffgesetze
Anhand der in den Abbildungen 4.2 und 4.3 zusammengestellten Übertragungen von Verzer-
rungs- und Spannungsmaßen lassen sich bereits elastische Stoffgesetze zwischen den Konfigu-
rationen übertragen. Als Beispiel diene ein Stoffgesetz für physikalisch lineares Materialver-
halten bezüglich der zweiten Teildeformation. Als Verzerrungsmaß wird der insbesondere im
Zusammenhang mit einer linearen Modellierung physikalisch besonders gut interpretierbare





























Dieses Stoffgesetz wird zunächst innerhalb der zweiten Teildeformation von der gegebenen
Eulerschen Darstellung in die zugehörige Lagrangesche Darstellung übertragen. Trotz der
enthaltenen Tensorfunktion bereitet der Übergang keinerlei Schwierigkeiten. Das Ergebnis
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enthält wiederum eine Logarithmusfunktion, die als der Lagrangesche Hencky-Tensor H =
1
2
ln C identifiziert werden kann.
2

























































Soll das Stoffgesetz ausschließlich in Größen der Referenzkonfiguration dargestellt werden,
so ist statt der Übertragung
2
























Dieser Ausdruck ist zunächst im allgemeinen unsymmetrisch. Erst die Auflösung nach T̃









C 1 · C
))
· C 1 + ν















C 1 · C
))
· C 1 anhand von
(
1
C 1 · C
)n
· C 1 =
(
1







C 1 · C ·
1
C 1 · C · . . . · C ·
1
C 1 · C ·
1
C 1 → Sym.
belegt werden.
4.2.4 Anwendung auf Zeitableitungen
Für Übertragungen von Stoffgesetzen für inelastisches Materialverhalten müssen auch Zeit-
ableitungen übertragbar sein. Für die Herleitung für allgemeine Argumente wird eine Kom-
bination von einem Lagrangeschen Tensor X und dem zugehörigen Eulerschen Tensor x
herangezogen.
X = S((x)) = F 1 · x · F ⇔ x = S 1((X))
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Die Übertragung von






= F · X · F 1 = F ·

F 1 · x + x + x · F · F 1
In dieser Gleichung ist mehrfach der Geschwindigkeitsgradient G enthalten (s. Gl. 3.25). In
einer koeffizientenfreien Darstellung in Materialkoordinaten wird der Zusammenhang mit
dem Deformationsgradienten (s. 2.16) und dessen Zeitableitung deutlich.
GT =

gi ◦ gi = gi ◦ g̃ i · g̃k ◦ gk =

F · F 1
Außerdem gilt:

E = 0 ⇒ F · F 1 + F ·

F 1 = 0 ⇒ GT = −F ·

F 1 = −gi ◦ g i .
Damit wird die Übertragung von








x − GT · x + x · GT = ◦x = (gi · x · gk
).
gi ◦ gk (4.12)


































g i · 1x · ∧gk
). ∧
gi ◦ ∧g k . (4.13)
Dieser Tensor ist bezüglich der ersten Teildeformation vom Eulerschen Typ und paßt damit
in das Schema, das der Abbildung 4.2 zugrunde liegt.
Als Kurzschreibweise für diesen Tensor wurde gewählt:
(∧
g i · 1x · ∧gk
). ∧
















Schwierigkeiten ergeben sich bei einem entsprechenden Vorgehen bei der zweiten Teildefor-





























GT · 2x + 2x ·
2
GT (4.14)
Eine Umformung ähnlich derjenigen am Ende von Gleichung 4.13, deren Existenz die Iden-
tifikation als Eulersche Größe ermöglichte, gelingt in diesem Fall allerdings nicht, da
2
F die
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koeffizientenfreie Darstellung
2
F = gi ◦ ∧g i hat, und somit beide beteiligten Basen im allge-











gi ◦ gi + gi ◦
∧
g i · ∧gk ◦ gk

















Also entsteht auf der rechten Seite der Gleichung 4.14 keine Eulersche Größe, was aber von
einer
2
S 1((. . .))-Übertragung gefordert werden muß. Demnach ist

2
X auch keine Größe, die
zur Zwischenkonfiguration gehört. Dies leuchtet insofern ein, als das für die -Ableitung die
Referenzkonfiguration die Basis darstellt. Ausgangspunkt für die zweite Teildeformation ist
aber die Zwischenkonfiguration.
Ein geeigneter Ersatz für

2
X ergibt sich, wenn die Kombination der Gleichungen 4.14 und
4.15 so aufgelöst wird, daß auf der einen Seite eine zur aktuellen Konfiguration gehörende



















x − GT · 2x + 2x · GT













Die im Abschnitt 3.2.2 definierten -Ableitungen haben sich somit als ungeeignet für die
























gi ◦ ∧g k . (4.17)
Die Koeffizientendarstellung zeigt, daß es sich dabei um eine Ableitung handelt, bei der
die Basen der Zwischenkonfiguration in der Art einer Oldroyd-Ableitung (s. Abschnitt 3.3)
als zeitlich unveränderlich gehandhabt werden, obwohl sich diese bei einer fortschreitenden
ersten Teildeformation in ihren relativen Winkeln und Längen durchaus ändern können. Die












g̃i ◦ g̃ k
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∧ als geeignete Zeitableitungsgröße für die Zwischenkonfiguration durch die
Untersuchung der Übertragung von

2

































































































ist eine Lagrangesche Größe, also ist auch die direkte Zeitableitung davon eine
Lagrangesche Größe. Wenn diese Größe auf einer Gleichungsseite isoliert wird, muss somit































































Statt des Geschwindigkeitsgradienten GT =

F · F 1 steht in den Zusatztermen das Produkt
F 1 · F . Diese beiden Tensoren hängen zusammen über:













































Damit liegen die Übertragungen von










∧ sowohl in die aktuelle Konfiguration (Gl.
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Zusammen mit den Übertragungen aus der Abbildung 4.2 folgen hieraus die Beispielübertra-






S 1((. . .))
1
S 1((. . .))
2






































Abbildung 4.4: Zusammenstellung der Über-
tragungsmöglichkeiten einiger Zeitableitun-
gen der Cauchy-Green-Tensoren. Eine phy-
sikalische Deutung dieser Größen sollte erst
im Kontext der vollständigen Relation ver-
sucht werden, da zum Beispiel erst in der
Gesamtübertragung die einer Relation eige-
nen Symmetrien wieder zutage treten.
Bei der Betrachtung der Übertragungen in Abbildungen 4.4 im Zusammenhang mit den
Übertragungen der Spannungstensoren in Abbildung 4.3 tritt ein scheinbares Symmetrie-
problem auf. Beispielsweise könnte in einem Stoffgesetz die Paarung T̃ ,

C auftreten. Nach
einer Übertragung entsteht daraus die äquivalente Paarung τ · b 1, ◦b . Da T̃ , C und τ
symmetrisch sind, sollte dies auch für
◦
b · b gelten, wenn dies auch nicht unmittelbar zu




x − GT · x + x · GT = {x · b · b 1}


− GT · x · b · b 1 + x · b · b 1 · GT
= {x · b}






−GT · x · b + x · b · b 1 · GT · b
)
· b 1









= −b 1 · GT − G · b 1
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Wird dies in
◦
x eingesetzt, so wird daran die erwartete Symmetrie von
◦
b · b erkennbar.
◦
x = {x · b}
 · b 1 − x · b · G · b 1 +
(
−GT · x · b
)
· b 1 = {x · b}◦ · b 1 .














x · b 1}
◦
· b .
Damit und unter Zuhilfenahme der Gleichung 3.55 können die Elemente der Abbildung 4.4
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1
S 1((. . .))
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Abbildung 4.5: Umformungen der in Abbil-
dung 4.4 angegebenen Übertragungen einiger
Zeitableitungen der Cauchy-Green-Tensoren.
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D verwendbar. Stattdessen müssen diese gegen geeignete Ersatzgrößen aus-
getauscht werden:
F −→ D = 1
2















































S 1((. . .))
1
S 1((. . .))
2
S 1((. . .))
1
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Abbildung 4.6: Zusammenstellung der Übertragungsmöglich-
keiten für die Formänderungsgeschwindigkeitstensoren D und
1
D und die Ersatzgröße für den Formänderungsgeschwindig-
keitstensor zur zweiten Teildeformation.
Die Übertragungen der Formänderungstensoren, bzw. der Ersatzgröße für die zweite Teilde-








empfiehlt sich wiederum die Umformulierung der Ableitung
eines invertierten Tensors.
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Weitere Eulersche Zeitableitungen können gemäß den Gleichungen 3.54 aus
◦
















x + D · x − x · D
Für die Gesamtdeformation führt dies beispielsweise auf:







































Gemäß Gleichung 4.3 lassen sich z.B. auch Tensorfunktionen solcher Zeitableitungen übertra-
gen.
4.3 Rheologische Materialmodelle
Bei Reihenschaltungen von eindimensionalen Elementen wie Federn, Dämpfern und Reib-
elementen ist bekannt, daß sich die Längenänderungen Δl der Einzelelemente zur Gesamt-











Bei einer Umsetzung auf das dreidimensionale Kontinuum tritt bekanntermaßen an die Stelle
der Summation von Längenänderungen das Produkt von Deformationsgradienten (s. z.B.






















Bei den Spannungen hingegen ist die Umsetzung nicht sofort klar. Die Gleichsetzung unter-
schiedlicher Spannungstensoren ist nicht gleichbedeutend, und teilweise ist nicht klar, wie
die Spannungen zu den Teildeformationen zu definieren sind.





F die verlustfreie (additive!) Aufteilung der Formänderungs-



























Black L_142085_Habil2014_Ihlemann_Druckversion.pdfJuni 16, 2014 | 14:17:59 118
4.3 Rheologische Materialmodelle 109




F mit dem Gesamt-F überein-
stimmen müssen.
Dementsprechend wird nun auch die Formänderungsleistung im allgemeinen Fall aufgeteilt.
Dabei wird die Ersatzgröße für die Formänderungsgeschwindigkeit der zweiten Teildeforma-
tion aus Gleichung 4.19 verwendet. Die dabei auftretenden Spannungstensoren der Einzelele-
mente sind mit ihren Übertragungen in Abbildung 4.7 zusammengestellt. Sowohl Spannun-
gen vom Eulerschen Typ der ersten Teildeformation als auch Spannungen des Lagrangeschen
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Die Übertragung aller Elemente der Gleichung 4.21 in die Referenzkonfiguration mit Hilfe
der Abbildungen 4.5 und 4.7 und unter Berücksichtigung der zunächst unterschiedlichen
Black L_142085_Habil2014_Ihlemann_Druckversion.pdfJuni 16, 2014 | 14:17:59 119











































C 1 · C
.

































In dem Vorfaktor zu

1
C treten Spannungstensoren aus beiden Teildeformationen auf. Deshalb
wird dieser Term in die Zwischenkonfiguration übertragen, wo beide Spannungsanteile auf-
treten. Dabei ist die typische Arbeitsweise mit dem Übertragungsoperator gut zu erkennen:
Zunächst wird formal die gesamte Relation übertragen, dann der Operator bis auf die unter-
ste Argumentebene hinuntergezogen und die verbleibenden Übertragungen aus den Tabellen
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Die zweite Gleichung führt auf eine Bestimmungsgleichung für die Zwischenkonfiguration
(vergl. z.B. Gl. 4.26), die erste dient der abschließenden Berechnung der Gesamtspannungen.



























Dies ist besonders einfach zu erfüllen, wenn der zweiten Teildeformation ein isotrop elasti-



























Im Rahmen viskoelastischer Modelle treten Reihenschaltungen rein elastischer und rein vis-
koser Elemente auf (Lubarda et al. 2003, Haupt 2000, Lion 2000a u. 1998, Bergström &
Boyce 1998, Kaliske & Rothert 1997). Diese werden wiederum häufig parallel zueinander
und zu durchgehend elastischen Elementen angeordnet.
Bei einer Reihenschaltung eines linear viskosen (Viskosität η) und inkompressiblen (I1(D) =
0,
∧
 = ̃ ) Elements bezüglich der ersten Teildeformation und eines elastischen Elements
















D′ ⇒ q = 1
3
1
τ ·· E . (4.25)
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4.3.2 Elastoplastizität
In der Elastoplastizität ergeben sich in einfachen Fällen ganz ähnliche Zusammenhänge wie
in der Viskoelastizität. Wiederum sei das Materialverhalten während der zweiten Teildefor-
mation rein elastisch gemäß Gleichung 4.24.
Die gebräuchlichste Fließbedingung besagt, daß plastisches Fließen unabhängig von der De-
formationsart immer bei der gleichen Vergleichsspannung σvM nach von Mises auftritt (s.
z.B. Besdo 1993).
Die Vergleichsgröße nach von Mises kann gemäß Gleichung 2.29 durch die Hautpinvarianten































An dem ersten Ausdruck ist erkennbar, daß für den Deviator das gleiche Ergebnis wie für







X ′ ·· X ′


















Die Fließbedingung besagt dann:
1




σ′ ·· 1σ′ ≤ Y 2 ⇒ g := 1σ′ ·· 1σ′ − 2
3
Y 2 ≤ 0 .
Natürlich können statt einer einachsigen Zugbelastung auch andere Belastungsarten als Re-
ferenz herangezogen werden. Beispielsweise leitet Sedov (1997, S. 1159 ff) die entsprechenden
Beziehungen für eine Scherbelastung her.
Bei linear elastischem isotropem Materialverhalten mit dem Schubmodul G und unter der





τ ′ = G
2
b ′ ⇒ 1τ ′ = G
2




C ′ − 2
3
Y (4.29)
Black L_142085_Habil2014_Ihlemann_Druckversion.pdfJuni 16, 2014 | 14:17:59 122
4.3 Rheologische Materialmodelle 113
Diese Fließbedingung stimmt mit der von Besdo (1981 u. 1998) im Rahmen der Dehnungs-
raumformulierung angegebenen überein, so daß die dort auf der Basis des Ilyushins-Postulats
entwickelte Fließregel, die dann wiederum zur Bestimmung der Zwischenkonfiguration heran-








Um diese Ableitung von g durchzuführen, wird g in die Referenzkonfiguration übertragen



































Für die Ableitung nach C wird das Tensorprodukt aufgelöst.
(
1


































C 1 ·· C
)2
















C 1 · C
)′ 1
C 1 .








C 1 · C
)′ 1
C 1 = −χ∗
(
1
C 1 · C
)′ 1
C 1
Diese Gleichung ist bemerkenswerterweise völlig äquivalent zu der Gleichung 4.26 für die
Entwicklung der Zwischenkonfiguration des viskoelastischen Modells, wenn auch dort das
lineare elastische Stoffgesetz aus Gleichung 4.29 eingesetzt wird.
Allerdings ist χ im elastoplastischen Modell im Gegensatz zu der Viskosität η im viskoelasti-
schen Modell natürlich nicht konstant, sondern nimmt, sofern Fließen überhaupt stattfindet,
jeweils denjenigen Wert an, der dafür sorgt, daß g = 0 erfüllt ist. χ könnte mit einer vari-
ablen Viskosität verglichen werden, die stets so hoch ist wie im Rahmen von g ≤ 0 möglich
(auch unendlich).
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4.4 Konzepterweiterung auf Tensoren 4. Stufe
In kontinuumsmechanischen Relationen treten an verschiedenen Stellen Tensoren vierter
Stufe auf, insbesondere im Zusammenhang mit Materialsteifigkeiten und mit Anisotropie-
formulierungen (s. z.B. Besdo 1998). In der Regel handelt es sich um Doppelpunktprodukte
solcher Tensoren mit Tensoren zweiter Stufe oder anderen Tensoren vierter Stufe. Dement-
sprechend soll die Übertragung eines Tensors 4. Stufe derart vereinbart werden, daß gilt:




·· S((Y )) . (4.31)
Um dies zu erreichen, wird für die Anwendung des Übertragungsoperators eine alternative
Formulierung gewählt (vergl. Gl. 2.63).
S((X)) = F 1 · X · F = (F 1 ◦ F)T24 ·· X = X ·· (F ◦ F 1)T24







F 1 ◦ F)T24 ·· M ·· Y .
Die Einfügung eines isotropen Tensors
3
K gemäß Gleichung 2.67 führt auf:
S((X)) =
(
F 1 ◦ F)T24 ·· M ·· (F ◦ F 1)T24 ·· (F 1 ◦ F)T24︸ ︷︷ ︸
3
J




·· S((Y )) .











F 1 ◦ F)T24 ·· M ·· (F ◦ F 1)T24
Eine koeffizientenfreie Darstellung von M ermöglicht eine alternative Schreibweise (s. Gl.
2.33).












Damit ist auch eine Übertragung von Relationen mit enthaltenen Tensoren vierter Stufe
möglich.
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5 Beobachtersysteme für konsistente Linearisierungen
Anhand einer groben Skizze der FEM und eines kompakten Modellalgorithmus für
homogene Belastungen werden Anforderungen an die Formulierung der Steifigkeit
für inelastische Materialien erarbeitet. Außerdem werden hocheffiziente numeri-
sche Ableitungen eingeführt. Zur Ermittlung Lagrangescher und Eulerscher Ma-
terialsteifigkeiten werden mit Hilfe der Basisdyaden für symmetrische Tensoren
(Abschnitt 2.3) Ableitungen nach symmetrischen Tensoren bereitgestellt. Im Rah-
men einer detaillierten Analyse der ABAQUS-Benutzerschnittstelle UMAT wer-
den verschiedene Varianten Eulerscher Materialsteifigkeiten verglichen. Schließ-
lich werden mit Hilfe der in vorhergehenden Kapiteln entwickelten Methoden
Übertragungen zwischen verschiedenen Formen von Materialsteifigkeiten erschlos-
sen (Wegweiser, s. Abb. 5.6) und für die numerische Umsetzung aufgearbeitet.
Die Resultate werden am Sonderfall isotroper Elastizität detailliert validiert und
bilden die Grundlage für die in Kapitel 6 präsentierte ABAQUS-Implementierung.
Um mit Hilfe eines Stoffgesetzes Voraussagen über das mechanische Verhalten technischer
Bauteile, also ganzer Strukturen mit kontinuierlich verteilten Materialeigenschaften, zu ge-
nerieren, empfiehlt sich die Implementierung des Stoffgesetzes in ein geeignetes numerisches
Näherungsverfahren. Häufig wird hierfür die Methode der Finiten Elemente (FEM) genutzt.
Für die Implementierung muß zum einen für die Berechnung der Spannungen das Stoff-
gesetz zur Verfügung stehen. Darüber hinaus wird für eine Linearisierung der Spannungs-
/Verzerrungsbeziehungen im jeweiligen Arbeitspunkt eine Materialsteifigkeit benötigt. Vor
allem die Materialsteifigkeit, in Teilaspekten aber auch die daraus aufgebauten Element-
und Systemsteifigkeiten, sind das Thema dieses Kapitels. In Abhängigkeit vom verwende-
ten Beobachtersystem kommen für die Berechnung der Materialsteifigkeit unterschiedliche
Spannungs- und Verzerrungstensoren in Frage. Infolgedessen unterscheiden sich die Beob-
achtersysteme auch in den jeweils zugeordneten Steifigkeiten voneinander.
5.1 Motivation: Anforderungen der nichtlinearen FEM
Der Zweck dieses ersten Abschnitts des Kapitels 5 beschränkt sich ausdrücklich darauf, eine
Motivation für die intensive Auseinandersetzung mit den verschiedenen Formen von Material-
steifigkeiten zu liefern. Dementsprechend wurden kompakte Darstellungsformen ausgewählt,
die speziell für die Beurteilung und den Vergleich der verschiedenen Formen von Material-
steifigkeiten (für andere Zwecke hingegen weniger) geeignet sind. Der Abschnitt ist hingegen
weder als Einführung in die Methode der Finiten Elemente oder deren numerische Um-
setzung vorgesehen noch geeignet. Für die intensive und umfassende Beschäftigung mit der
FEM als Ganzem und ihren speziellen Varianten stehen eine ganze Reihe ausgezeichneter und
ausführlicher Bücher zur Verfügung (z.B. Zienkiewicz 1984, Bathe 1986 oder Wriggers 2001).
Zusätzlich bietet das (bisher unveröffentlichte) Vorlesungsskript von Wellerdick-Wojtasik &
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Besdo (2004) eine leicht verständliche Darstellung - allerdings explizit beschränkt auf sowohl
geometrisch als auch physikalisch lineare Fragestellungen und auf zweidimensionale Pro-
blemstellungen.
In Anbetracht seines Zweckes als Motivation für das Nachfolgende ist dieser Abschnitt be-
reits sehr umfangreich. Dementsprechend wird im Sinne eines groben Überblicks für alle
Teilaspekte der Methode der Finiten Elemente, die hier nicht im Fokus stehen, z.B. der
Wahl der Elementform und der Ansatzfunktionen oder der numerischen Integration, von
einfachen Standardmethoden ausgegangen. Auch Methoden, bei denen die finiten Elemente
nicht materialgebunden sind, werden ausgeklammert. Außerdem werden, wo immer möglich,
Vereinfachungen vorgenommen, sofern diese nicht bezüglich der Materialsteifigkeit wesentli-
che Aspekte berühren. Beispielsweise werden Trägheits- und Volumenkräfte außer Betracht
gelassen.
In der einschlägigen Literatur (s.o.) finden sich ausführliche und sorgfältige Darstellungen
der mathematischen Basis der FEM als eine spezielle Art von Ritz-Ansätzen. Für den hier
verfolgten Zweck einer Motivation reicht allerdings eine (häufig zutreffende) anschauliche In-
terpretation aus, nach der die Basis der FEM in einer Einteilung des Kontinuums in gedachte
Teilvolumina, die Finiten Elemente, besteht, die lediglich an vorgegebenen Knotenpunkten
miteinander verbunden sind und auch nur dort wechselwirken können. Die Knotenverschie-
bungen werden an dieser Stelle mit UK , die Knotengeschwindigkeiten mit V K und die über
die Knoten ausgetauschten Kräfte mit QK bezeichnet. Sofern im Zusammenhang mit Fi-
niten Elementen große Indizes auftreten, so wird hier ausnahmsweise nicht wie sonst über
drei Indexwerte, sondern über die Knotenzahl des jeweiligen Elements summiert. Für die
einzelnen Elemente werden in Abhängigkeit von den Knotenverschiebungen und -geschwin-
digkeiten möglichst realitätsnahe und physikalisch sinnvolle Verschiebungs- und Geschwin-
digkeitsverteilungen als kinematische Zwänge festgelegt. Dies geschieht mittels sogenannter
Ansatzfunktionen NK , die gemäß Wellerdick & Besdo (2004, S. 96) sowohl als Funktionen
des Ortes als auch als Funktionen von Elementkoordinaten ξi aufgefaßt werden können. Die











Durch diese kinematischen Zwänge wird die Gesamtstruktur in jedem Fall steifer abgebildet
als sie tatsächlich ist, d.h. bei Deformationsvorgaben werden die resultierenden Kräfte eher
zu groß und bei Kraftvorgabe die Verschiebungen zu klein wiedergegeben. Im Idealfall sind
die Ansatzfunktionen so flexibel und die Elemente so klein, daß die durch diese räumliche
Diskretisierung verursachte Versteifung gegenüber der abzubildenden Struktursteifigkeit von
untergeordneter Bedeutung ist.
Die Ansatzfunktionen NK sind über der Zeit unveränderliche Eigenschaften des jeweiligen
Elementtyps. Bei der Berechnung der Geschwindigkeiten durch substantielle Ableitungen der
Verschiebungen nach der Zeit treten sie somit lediglich als konstante Vorfaktoren auf. Daraus
resultiert dieselbe Abhängigkeit zwischen der Geschwindigkeitsverteilung und den Knotenge-
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Damit ergeben sich für die Ortsableitungen der Verschiebungen und der Geschwindigkeiten
gegenüber der Referenz- und der aktuellen Konfiguration die folgenden charakteristischen
Beziehungen.
∇ ◦ v = G = (∇NK
) ◦ V K
∇ ◦ r = E
∇ ◦ r̃ = F T 1 = E − (∇NK
) ◦ UK
∇̃ ◦ v = F T = (∇̃NK
) ◦ V K
∇̃ ◦ r = F T = E + (∇̃NK
) ◦ UK
∇̃ ◦ r̃ = E
(5.3)
Infolge der Festlegung 5.1 und der daraus resultierenden Beziehung 5.2 ergeben sich aus
dem Stoffgesetz anhand der Knotenverschiebungen und Knotengeschwindigkeiten und ggf.
deren Verlauf in der Belastungsvorgeschichte die zugehörigen Spannungen für die einzel-
nen Punkte des Elements. Das primäre Problem besteht nun darin, einen Zusammenhang
zwischen dieser Spannungsverteilung und den äußeren Lasten des Elements zu ermitteln. Da-
bei sollen (s.o.) Trägheitskräfte und sonstige Volumenkräfte unberücksichtigt bleiben. Da die
Methode verlangt, daß an den Rändern der Finiten Elemente zwischen den einzelnen Knoten
keine Wechselwirkungen stattfinden (s.o.), kommen als Träger äußerer Leistungen lediglich
die in den Knotenpunkten konzentrierten, auf das jeweilige Element wirkenden Elementkno-
tenkräfte QK in Frage. Stoßen an einem Knoten mehrere Elemente zusammen, so summieren
sich die Elementknotenkräfte dieser Elemente zur resultierenden (äußeren) Knotenkraft.
5.1.1 Leistungsbilanz am Einzelelement
Die Untersuchung des Zusammenhangs zwischen der Spannungsverteilung im Element und
den Elementknotenkräften setzt bei der Formänderungsleistung an. Um dabei die Gleichung
5.3 ausnutzen zu können, empfiehlt sich an dieser Stelle eine Formulierung der Formände-
rungsleistung mit dem vollständigen Geschwindigkeitsgradienten anstatt dessen symmetri-






σ ·· (∇ ◦ v) dV
Da die Knotengeschwindigkeiten V K keine Funktionen des Ortes sind, folgt beim Einsetzen





σ ·· {(∇NK) ◦ V K} dV =
∫E
(σ · ∇NK) · V K dV .
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(σ · ∇NK) dV · V K
Da Trägheits- und Volumenkräfte unberücksichtigt bleiben sollen (s.o.), verbleibt von der ex-
ternen Leistung lediglich ein die Spannungen in den Oberflächen erfassendes Randintegral,
und Änderungen der kinetischen Energie treten nicht auf. Hinsichtlich des Randintegrals
kommt nun weiterhin zum Tragen, daß lediglich die Elementknotenkräfte QK (jeweils am




s · v dA hier= QK · V K und
.
Ekin = 0 (5.4)
Aus der Leistungsbilanz folgt somit mit den hier festgelegten Einschränkungen:
∫E
(σ · ∇NK) dV · V K = QK · V K .
Eine Umstellung dieser Gleichung liefert:
RK · V K = 0 mit: RK =
∫E
(σ · ∇NK) dV − QK . (5.5)
Sofern aus der Gleichung 5.5 geschlossen werden könnte, daß die einzelnen RK jeweils ver-
schwinden müssen, so wäre damit bereits eine Bestimmungsgleichung für die gesuchten Ele-
mentknotenkräfte gefunden. Um eine derartige Schlußfolgerung zu rechtfertigen, steht wie-
derum die Betrachtung mehrerer Beobachter zur Verfügung, denn die Knotenkraftvekto-
ren sind wie auch die Formänderungsleistung beobachterunabhängig. Die zu beantwortende
Frage ist also, ob die Variationsmöglichkeiten in den V K durch Wechsel des Beobachters
ausreichen, um aus RK · V K = 0 zu schließen, daß RK = 0 für jeden einzelnen Knoten
gelten muß. Dies führt zunächst auf (vergl. Gl. 3.22):
RK ·
α
V K = 0
RK ·
A

















Dabei sind die Vektoren
AP
rK vom Ursprung A des eA-Beobachter-Systems zum jeweiligen
Knoten natürlich für jeden Knoten verschieden, während der Tensor W , der die Relativ-
drehung zwischen den beiden Beobachtersystemen beschreibt (vergl. Gl. 3.21) und der Ver-
bindungsvektor der beiden Beobachter-Systemursprünge
αA
r sowie dessen Zeitableitung im
α-System für jeden Knoten identisch sind.
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r unabhängig voneinander von Beobachter zu Beobachter variieren, müssen die


















Die zweite Bedingung ist aufgrund der im allgemeinen nicht verschwindenden Änderung des
Vektors
αA
r nur durch das Verschwinden der Summe der RK zu erfüllen. Dies entspricht dem






Die erste Bedingung in Gleichung 5.7 besteht aus einer Summe von drei Skalarprodukten. Um
diese Bedingung leichter auswerten zu können, wird auf Gleichung 2.42 zurückgegriffen. Aus
dieser Gleichung folgt für den Tensor W wie für jeden anderen antisymmetrischen Tensor
auch:
W ·· ε · ε = W T − W = −2 W .
Mit Hilfe dieses Zusammenhangs läßt sich auch die erste Bedingung in ein einzelnes Skalar-






























Da wiederum einer der Vektoren, nämlich W ·· ε von der Relativbewegung der beliebig
wählbaren Beobachter abhängt, muß zur Erfüllung dieser Bedingung gefordert werden, daß
der erste Vektor stets verschwinden muß. Nach Umformung erkennt man in dieser Forderung
unmittelbar das Momentengleichgewicht für das gesamte Element. Für das gesamte Element
ist somit unter den hier getroffenen Voraussetzungen der Drallsatz stets erfüllt.
(






rK × RK != 0
Die Beobachterunabhängigkeit schränkt die möglichen Vektoren RK also neben der Summen-
Bedingung RK · V K = 0 auf solche Kombinationen ein, die sowohl das Kräfte- als auch das
Momentengleichgewicht am Gesamtelement erfüllen. Damit ist allerdings das Ziel noch nicht
erreicht, zu zeigen, ob für alle Vektoren RK die Gleichung RK = 0 gefordert werden darf.
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Zur weiteren Untersuchung wären Aussagen über Teile des Elementes nötig. Diese sind aber
sehr aufwendig, da dann Spannungen auf den entstehenden Schnittflächen auftreten würden
und berücksichtigt werden müßten. Daher wird eine andere Strategie verfolgt. Das Problem
wäre einfach lösbar, wenn bei Einhaltung der Leistungsbilanz eine noch größere Variierbarkeit
der Geschwindigkeiten als in Gleichung 5.6 gefordert werden dürfte. Ob dies der Fall ist, soll
nun nicht an dem speziellen Fall eines Finiten Elements, sondern in allgemeinerer Form
untersucht werden.
5.1.2 Relation der virtuellen Leistung
Beim Rückblick auf die Herleitung der Formänderungsleistung aus der Leistung der äußeren
Kräfte und der Änderung der kinetischen Energie (s. Gl. 3.33ff.) fällt auf, daß die Zusam-
menhänge zwischen den Kraft- und Geschwindigkeitsgrößen nur an einer einzigen Stelle
ausgenutzt wurden, nämlich bei der Ableitung der kinetischen Energie in Gleichung 3.32.
Dies motiviert zu dem Versuch, zur Steigerung der Variabilität der Geschwindigkeiten mit
modifizierten Geschwindigkeitsfeldern zu arbeiten und zu überprüfen, ob auch hierfür eine
Bilanz gemäß Gleichung 3.40 Gültigkeit besitzt (Die folgende Herleitung der Relation der
virtuellen Leistungen entstammt dem unveröffentlichten Skript von Wellerdick-Wojtasik &
Besdo (2004)). Bei diesen modifizierten, als virtuell bezeichneten Geschwindigkeiten handelt
es sich ausdrücklich nicht mehr um die realen Geschwindigkeiten, die über das Stoffgesetz die
Spannungen bedingen. Zur präzisen Unterscheidung realer und virtueller Größen sollen die
verbleibenden realen Größen durch einen Stern gekennzeichnet werden. Der Spannungstensor
σ wird nun beispielsweise durch σ∗ gekennzeichnet. Im Gegensatz dazu werden die virtuellen
Geschwindigkeiten und alle daraus abgeleiteten Größen durch zwei Sterne gekennzeichnet,
z.B. v∗∗. Von diesen virtuellen Geschwindigkeiten wird lediglich verlangt, daß sie den Axio-
men des Abschnitts 3.1.5 genügen und somit als reales Geschwindigkeitsfeld bei zugehörigen
Spannungen durchaus denkbar wären. D.h., diese Geschwindigkeiten sollen den realen Rand-
bedingungen genügen und stetig verteilt sein. Gegenüber z.B. virtuellen Verrückungen, die
als infinitesimal definiert sind, haben diese virtuellen Geschwindigkeiten somit den Vorteil,
daß sie sich in ihren Eigenschaften in keiner Weise von realen Geschwindigkeiten unter-
scheiden, was in einfacher Weise einen sicheren, flexiblen und der Anschauung zugänglichen
Umgang mit diesen Größen ermöglicht.
Für die virtuelle Formänderungsleistung gilt unter Ausnutzung der Symmetrie des Cauchy-
Spannungstensors und der lokalen Gleichgewichtsbedingungen (Gl. 3.37), die ausschließlich
reale Kraftgrößen in Beziehung setzen:
∫G
σ∗ ·· D∗∗ dV =
∫G
σ∗ ·· (∇ ◦ v∗∗) +
(
f∗ −  absa ∗ + ∇ · σ∗
)
· v∗∗ dV
Mit Hilfe der Gleichung 3.35 und dem Gaußschen Integralsatz ergibt sich schließlich:
∫G
σ∗ ·· D∗∗ dV =
∮R
s∗ · v∗∗ dA +
∫G (
f∗ −  absa ∗
)
· v∗∗ dV . (5.8)
Der Vergleich mit Gleichung 3.40 zeigt, daß diese Beziehung zwischen den virtuellen Lei-
stungen mit identischen Definitionen wie bei den realen Leistungen exakt die gleiche Form
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hat wie die Bilanz der realen Leistungen. Dies ist dabei keineswegs ein neues Axiom. Der
gefundene Zusammenhang stellt also prinzipiell keinerlei neue Information dar.
Der hergeleitete Zusammenhang in Gleichung 5.8 wird gemeinhin als Prinzip der virtuel-
len Leistungen bezeichnet. In dem hier vorgestellten Kontext einer Herleitung ist diese Be-
zeichnung allerdings eher mißverständlich (s. Graßmann 1997 im Zusammenhang mit der
Unschärferelation). In diesem Sinne wäre es vielleicht empfehlenswert, von der Relation der
virtuellen Leistungen zu sprechen. In der Literatur hingegen wird diese Relation oder an-
dere aus ihr ableitbare Aussagen häufig als grundsätzliches Axiom eingeführt (Siehe z.B.
Haupt 2000, Pestel & Wittenburg 1981 oder Szabó 1964). In diesem Zusammenhang be-
merken Pestel & Wittenburg bezüglich des Prinzips der virtuellen Arbeit: ”Die angegebene
Formulierung des Prinzips ist wenig anschaulich. Welche weitreichenden Konsequenzen es
hat, wird erst die ausführliche Darstellung der folgenden Abschnitte zeigen. Das Prinzip ist
ein unabhängiges Naturgesetz.”. Damit ergeben sich häufig Schwierigkeiten bei der anschauli-
chen Deutung und bei der Übertragung auf besondere Probleme, z.B. bei außergewöhnlichen
Beschreibungsformen kinematischer Größen.
Das hergeleitete Prinzip der virtuellen Leistungen ist exakt und gilt sowohl für virtuelle
Geschwindigkeits- als auch Lastgrößen. Statt der Geschwindigkeiten können nämlich auch
die Lastgrößen, also die äußeren, die Volumen- und die Trägheitskräfte als die virtuellen
Größen angesehen werden. Damit die Gleichung 5.8 und deren Herleitung ihre Gültigkeit
behalten, ist lediglich die Symmetrie von σ∗ einzuhalten und das lokale Gleichgewicht zu
erfüllen.
Die Relation der virtuellen Leistungen ist somit sehr weitreichend anwendbar, sie umfaßt
z.B. virtuelle Kräfte, passive Formänderungsarbeiten und beinhaltet auch das Prinzip der
virtuellen Verrückungen der Statik durch Integration der Geschwindigkeiten über infinitesi-
male Zeiträume. Durch eine derartige Integration der weitgehend beliebigen virtuellen Ge-
schwindigkeiten entstehen die charakteristischen Eigenschaften der virtuellen Verrückungen.
Sie sind infinitesimal klein, verträglich mit den realen Randbedingungen, aber darüber hin-
aus beliebig. Die virtuellen Kraftgrößen werden dabei durch die realen Größen ersetzt. Ein
entscheidender Punkt für die nutzbringende Anwendung virtueller Verrückungen ist, daß
die Lastgrößen während des infinitesimal kurzen Integrationszeitraums keine Änderung er-
fahren. Umgekehrt ist gerade hierfür der infinitesimale Zeitraum notwendig. Dies bringt
andererseits zumindest für die Anschauung den Nachteil mit sich, daß sich virtuelle und
reale Verrückungen durch ihre Größe prinzipiell voneinander unterscheiden. Diesen Nachteil
weisen die virtuellen Geschwindigkeiten nicht auf.
5.1.3 Elementknotenkräfte
Mit Kenntnis der Gleichung 5.8 kann nun über Gleichung 5.5 hinausgehend gefordert werden,
daß die RK auch im Produkt mit virtuellen Knotengeschwindigkeiten V K
∗∗ Null ergeben
müssen. Zur Erfüllung dieser Gleichung müssen aufgrund der freien Variierbarkeit dieser zwar
virtuellen, aber nicht infinitesimal kleinen und damit problemlos vorstellbaren Geschwindig-
keiten tatsächlich die einzelnen Vektoren RK jeweils Nullvektoren sein.
RK · V K∗∗ = 0 ⇒ RK = 0 ∀ K
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Damit ergibt sich aus Gleichung 5.5 eine noch vollständig koordinatenunabhängige Bestim-
mungsgleichung für die Elementknotenkräfte.
QK =
∫E
(σ · ∇NK) dV (5.9)
Da die Integration über das aktuelle Volumen häufig, z.B. bei materialgebundenen Element-
grenzen (insbesondere im Zusammenhang mit der Gaußpunktintetration), für die Anwen-




F 1 · σ folgt:
QK =
∫E (
T T · ∇̃NK
)
dṼ (5.10)
und mit den 2. Piola-Kirchhoff-Spannungen T̃ :
QK =
∫E (
F · T̃ · ∇̃NK
)
dṼ . (5.11)
Für die eindeutige Bestimmung der Elementknotenkräfte aus der Spannungsverteilung im
Element war somit lediglich die Relation der virtuellen Leistungen notwendig, deren Herlei-
tung ohne zusätzliche axiomatische Vereinbarungen aus der vorgestellten Axiomatik heraus
gelang.
Damit sind nun einerseits die Zusammenhänge bekannt, die nötig sind, um aus Knotenver-
schiebungen und Knotengeschwindigkeiten die Verschiebungen und Geschwindigkeiten jedes
einzelnen Punktes des Elements zu bestimmen und anhand dessen Verzerrungen und de-
ren Änderungen zu berechnen. Zum anderen kann anhand der sich aus diesen Vorgaben
ergebenden Spannungen innerhalb des Elements auf die zugehörigen Elementknotenkräfte
geschlossen werden.
5.1.4 Zeitdiskretisierung
Die Unterteilung des Körpers in finite Elemente entspricht einer räumlichen Diskretisie-
rung der Wechselwirkungen innerhalb des Kontinuums. Damit wird eine Reduktion der
unbekannten Größen auf eine endliche Zahl von Knotenverschiebungen, -geschwindigkeiten
und -kräften erreicht. Darüber hinaus ist für die näherungsweise Erfassung der zeitlichen
Abhängigkeiten dieser unbekannten Größen während eines Belastungsprozesses auch eine
zeitliche Diskretisierung der Prozeßdauer nötig. Dementsprechend werden die unbekannten
Größen nur noch zu einzelnen Zeitpunkten berechnet, während für die dazwischenliegenden
Zeitintervalle analog zu den räumlichen Ansatzfunktionen wiederum standardisierte Annah-
men getroffen werden.
Eine Annahme über den zeitlichen Ablauf des Prozesses während eines Zeitintervalls von
t − Δt bis t legt die Beziehungen zwischen den Knotenverschiebungen und den Knotenge-
schwindigkeiten fest, von der zunächst nur
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bekannt ist. Bei einer linearen Änderung der Verschiebung UK innerhalb von Δt entspricht
die Geschwindigkeit dem zugehörigen Differenzenquotienten.
V K(t) =
UK(t) − UK(t − Δt)
Δt
(5.12)
Die bisherige Geschwindigkeit hat bei diesem Ansatz keinen Einfluß auf die weitere Entwick-
lung. Dies ist anders, wenn ein linearer und damit sprungfreier Übergang der Geschwindig-
keiten gefordert wird. In diesem Fall ergibt sich der Zusammenhang aus der Trapezregel.
UK(t) − UK(t − Δt) = Δt
V K(t) + V K(t − Δt)
2
Eine Umstellung liefert eine Bestimmungsgleichung für die Geschwindigkeit V K(t) zu einer
Verschiebungsschätzung UK(t) und den Daten des letzten Zeitschritts.
V K(t) = 2
UK(t) − UK(t − Δt)
Δt
− V K(t − Δt) (5.13)
Eine Interpolation zwischen den beiden Ansätzen für V K(t) in den Gleichungen 5.12 und
5.13 erlaubt auch Mischformen (vergl. Bathe 1986: α-Methode der Zeitintegration).
V K(t) = κ
{
2
UK(t) − UK(t − Δt)
Δt
− V K(t − Δt)
}
+ (1 − κ)
{
UK(t) − UK(t − Δt)
Δt
}
= (1 + κ)
UK(t) − UK(t − Δt)
Δt
− κ V K(t − Δt)
(5.14)
Dies entspricht mit κ = 0 der Gleichung 5.12 und mit κ = 1 der Gleichung 5.13. Diese beiden
Fälle sollten als Grenzfälle aufgefaßt werden, womit für κ der Wertebereich 0 ≤ κ ≤ 1 in
Frage kommt. Die Wahl des κ-Werts beeinflußt sowohl die Fähigkeit des Verfahrens zur
numerischen Stabilisierung als auch die Schnelligkeit des Gesamtverfahrens. κ-Werte nahe
bei 1 können zu andauernden Schwingungsphänomenen führen, deren Ursprung allein in der
Numerik liegt (Bei κ-Werten größer Eins kommt es sogar zu instabilem Verhalten). Derartige
Störungen klingen bei kleineren Werten für κ schneller ab, dafür nimmt die Performance des
Verfahrens ab. Bewährt hat sich der Wertebereich
1
3




Für jeden Knoten der Netzstruktur wird zu jedem Zeitpunkt als Randbedingung entweder
die Verschiebung UK oder die Summe der Elementknotenkräfte, also die von außen auf die-
sen Knoten wirkende Kraft vorgegeben. Diese Vorgehensweise ist nicht zwingend, bietet sich
aber aufgrund des Zusammenhangs mit der Leistung der äußeren Kräfte an (vergl. Gl. 5.4).
Experimentell lassen sich Randbedingungen praktisch nur auf diesem Wege direkt vorge-
ben. Beispielsweise kann für einen Ort immer nur entweder die belastende Kraft oder aber
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die Verschiebung vorgegeben werden. Sollen dennoch für beide Größen bestimmte Werte
realisiert werden, so geschieht dies, indem an anderen Stellen geeignete Belastungen aufge-
bracht werden, mit deren Hilfe sich die gewünschten Bedingungen indirekt einregeln lassen.
Typischerweise ist in den meisten Fällen, nämlich bei allen Knoten, die lediglich den Zusam-
menhalt der Struktur gewährleisten, als Kraftrandbedingung eine Nullkraft zu fordern, da
keine äußere Kraft angreift.
Die Berechnung der Verschiebungen derjenigen Knoten, für die Kraftvorgaben existieren,
stellt das zentrale Problem dar. Hingegen werden die resultierenden Kräfte an den Knoten mit
vorgegebenen Verschiebungen für die Berechnungen in den nachfolgenden Zeitschritten nicht
benötigt. Sofern sie als Ausgabegrößen von Interesse sind, können sie im Nachgang, nach
der Ermittlung der unbekannten Knotenverschiebungen direkt berechnet werden. Die unbe-
kannten Verschiebungen können hingegen aufgrund der nichtlinearen Zusammenhänge nicht
direkt berechnet werden. Somit wird zu jedem Zeitpunkt zunächst eine Schätzung vorgenom-
men, die dann iterativ verbessert wird. In jedem Iterationsschritt werden zu den geschätzten
Knotenverschiebungen die zugehörigen Knotengeschwindigkeiten bestimmt (Gl. 5.32). Über
die Ansatzfunktionen ergeben sich daraus die Verzerrungen und Verzerrungsänderungen in-
nerhalb der einzelnen Elemente. Hierzu wiederum liefert das jeweilige Stoffgesetz die zu-
gehörigen Spannungen, die gemäß den Gleichungen 5.9, 5.10 oder 5.11 Elementknotenkräfte
QK hervorrufen. Die Summe dieser Kräfte über alle Elemente, die den Knoten K enthalten,
addieren sich zu der resultierenden Knotenkraft in der Gesamtstruktur. Von dieser Knoten-
kraft ist zu fordern, daß sie der jeweiligen Kraftvorgabe hinreichend genau entspricht.
Als Kriterium für die Güte der bisherigen Schätzung wird an allen Knoten mit Knotenkraft-
vorgabe die Differenz zwischen der Summe der aus der Schätzung resultierenden Element-








Sofern die erreichte Genauigkeit nicht den jeweiligen Anforderungen genügt, muß die bis-
herige Schätzung verbessert werden. Dies geschieht durch eine Linearisierung der Berech-
nungsvorschrift für die Knotenkräfte in dem durch die momentanen Schätzwerte für die
Knotenverschiebungen und -geschwindigkeiten gegebenen Arbeitspunkt. Als Basis für die
verwendeten Koeffizientenschreibweisen wird hier der einfachste Fall eines ortsunabhängigen,
orthonormierten Basissystems gewählt. Zur kompakten Darstellung im Zusammenhang mit
verschiedenen Iterationsstufen werden die Koeffizienten der verschiedenen Vektoren zunächst
in Spaltenmatrizen zusammengefaßt.
Knotenverschiebungen: UKa → U˜
Knotengeschwindigkeiten: VKa → V˜
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˜ n∂ U˜ n




˜ n∂ V˜ n




Darin stellt U˜ n+1 die gesuchte verbesserte (n+1)-te Schätzung dar. Sowohl U˜ n als auch U˜ n+1stellen Schätzungen der Knotenverschiebungen zum gleichen Zeitpunkt t dar. Die ausiterier-
ten Knotenverschiebungen des letzten Zeitschritts t − Δt werden stattdessen durch die mit
U˜ alt bezeichnete Spaltenmatrix repräsentiert. Gleichung 5.14 nimmt in dieser Schreibweisedie folgende Form an:
V˜ n = (1 + κ)
U˜ n − U˜ alt
Δt
− κ V˜ alt (5.18)
Im Hinblick auf spätere Überlegungen bezüglich Eulerscher Größen ist der Hinweis von Be-
deutung, daß diese Schreibweise die Gleichung 5.14 nur dann korrekt wiedergibt, wenn die
verwendeten Koeffizienten (S. Gl. 5.16) zu einem Basissystem gehören, das in sich starr ist
und keine Relativgeschwindigkeit gegenüber dem Basissystem hat, in dem die Verschiebun-
gen und Geschwindigkeiten ermittelt werden.
Der gleiche Zusammenhang gilt natürlich auch für die (n+1)-te Schätzung.
V˜ n+1 = (1 + κ)
U˜ n+1 − U˜ alt
Δt
− κ V˜ alt
Die Differenz der beiden Gleichungen




U˜ n+1 − U˜ n
)
(5.19)
ermöglicht es, in der Linearisierung 5.17 die Geschwindigkeiten vollständig zu eliminieren.
Damit entsteht ein Gleichungssystem, das neben Größen aus dem letzten, n-ten Iterations-
schritt und den Kraftvorgaben nur noch die noch unbekannten, verbesserten Knotenverschie-



































Die sich aus der Summe der Elementsteifigkeitsmatrizen
E
M˜̃ ergebende Gesamt- oder Sy-stemsteifigkeitsmatrix ist zunächst singulär. Erst nach der Berücksichtigung der Verschie-
bungsrandbedingungen ist das Gleichungssystem invertierbar, und die verbesserte Schätzung
U˜ n+1 für die unbekannten Knotenverschiebungen kann berechnet werden. Nachdem diesgeschehen ist, werden mit Gleichung 5.19 die zugehörigen Knotengeschwindigkeiten V˜ n+1
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ermittelt, womit gemäß den Gleichungen 5.1 und 5.2 die Verschiebungen und Geschwindig-
keiten jedes Punktes der Struktur festgelegt sind. Daraus ergibt sich mit Hilfe des gewähl-
ten Stoffgesetzes die Spannungsverteilung, aus der gemäß Gleichung 5.9, 5.10 oder 5.11 die
zugehörigen Knotenkräfte Q
˜ n+1





hinreichend nahe kommt, kann die Iteration beendet und
die Berechnung des nächsten Zeitschritts begonnen werden. Ansonsten wird die laufende
Iteration mit der Aufstellung eines neuen Gleichungssystems gemäß Gleichung 5.20 zur Be-
rechnung einer nochmals verbesserten Schätzung U˜ n+2 fortgesetzt.
Die Ableitungen
∂ Q
˜ n∂ U˜ n
und
∂ Q
˜ n∂ V˜ n
der Elementknotenkräfte nach den Knotenverschiebungen
und -geschwindigkeiten hängen mit Ableitungen von Spannung nach Verzerrungen zusam-
men. Diese bilden die sogenannte Materialsteifigkeit.
5.2 Materialsteifigkeit in gemischter Darstellung
Um die in Gleichung 5.20 angegebene Elementsteifigkeit
E
M˜̃ mit den Größen des jeweili-gen Stoffgesetzes, also Spannungen, Verzerrungen und ggf. Verzerrungsgeschwindigkeiten in
Verbindung zu bringen, ist eine Rückkehr von der Schreibweise mit den in Gleichung 5.16
vereinbarten Spaltenmatrizen zur Koeffizientenschreibweise empfehlenswert, da so einerseits
die Herleitungen einfacher fallen und andererseits nicht mehr zwischen verschiedenen Itera-











Die weitere Auflösung fällt am leichtesten, wenn die Koeffizienten QKa gemäß Gleichung
5.10 mit den 1. Piola Kirchhoff-Spannungen in Verbindung gebracht werden. Hierzu müssen
allerdings zunächst die Ableitungen der Ansatzfunktionen NK diskutiert werden. Die An-





. Gemäß Wellerdick-Wojtasik & Besdo (2004, S. 96) können sie aber ebenfalls
als Funktionen der Orte in der Referenzkonfiguration aufgefaßt werden, da Elementkoor-
dinanten und Orte sich eindeutig zugeordnet sind. Bei der Umrechnung der entsprechenden
Ableitungen treten die Elemente der inversen Jacobi-Matrix auf (vergl. Wellerdick-Wojtasik















Da über das Elementvolumen in der Referenzkonfiguration integriert wird, können die zu bil-
denden Ableitungen nach den Knotenverschiebungen und -geschwindigkeiten in das Integral
Black L_142085_Habil2014_Ihlemann_Druckversion.pdfJuni 16, 2014 | 14:17:59 136




































Die Anknüpfung an Deformationsmaße gelingt, indem die Ableitungen erweitert werden.
Hierzu liefern die Gleichungen 5.3 die Abhängigkeiten des Deformationsgradienten und des-
sen Zeitableitung von den Knotenverschiebungen und -geschwindigkeiten.
























Neben der vollständigen Unabhängigkeit dieser Ableitungen von der ablaufenden Deforma-
tion ist hieran bemerkenswert, daß die Koeffizienten von

F nicht von den Knotenverschie-
bungen abhängen.









































Die Integration über das Elementvolumen wird in der Regel mit Hilfe des numerischen Ver-
fahrens der Gaußpunktintegration berechnet. Dabei wird das Integral durch eine Summe
mit wenigen Summanden ersetzt. An jedem dieser Gaußpunkte nehmen die Ausdrücke
∂NK
∂r̃c
feste Werte an, die sich von Zeitschritt zu Zeitschritt nicht ändern und somit prinzipiell
zur Rechenzeitersparnis abgespeichert werden können. Zu berechnen sind dann in jedem












Die Materialsteifigkeit enthält ausschließlich lokale Informationen und repräsentiert damit
reine Materialeigenschaften. Die Tatsache, daß sich die Ableitungen der Spannungen Tca
nach Fbd und

Fbd vollständig von den die Elementgeometrie betreffenden Termen isolieren
lassen (Gl. 5.25), ist, wie noch gezeigt werden wird, keineswegs selbstverständlich, sondern
eine Besonderheit der hier verwendeten gemischten Darstellungsweise.
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5.2.1 Modellalgorithmus für allgemeine homogene Zustände
Der beschriebene Algorithmus läßt sich in einer reduzierten Variante sehr gut zur schnel-
len und robusten Simulation einer sehr großen Klasse von Prozessen mit rein homogenen
Belastungen verwenden. Dies entspricht im Prinzip einer FEM-Berechnung mit nur einem
einzigen Gaußpunkt. Die reduzierte Variante gestattet überdies einen leichteren Überblick
über den Algorithmus.
Während für die Berechnung inhomogener Belastungen innerhalb technischer Bauteile ein
aufwendiges numerisches Verfahren wie die FEM unentbehrlich ist, sind für die Beurteilung
und Anpassung von Stoffgesetzen homogene Belastungen häufig besser geeignet. Diese Be-
rechnungen lassen sich zwar prinzipiell auch mit einem geeigneten FEM-Programm anhand
eines einzelnen Elements und passend gewählter Randbedingungen durchführen, damit wird
aber sinnbildlich ’mit Kanonen nach Spatzen geschossen’. Daraus erwächst ein Nachteil, so-
bald sehr viele solcher Rechnungen an sehr kleinen Systemen benötigt werden, wie es z.B.
bei der Identifikation von Stoffgesetzparametern der Fall ist.
Die Klasse der hier behandelten homogenen Zustände und Zustandsänderungen umfaßt sämt-
liche Prozesse, deren einzelne Zustände sich durch separate Randbedingungen für Koeffizi-
enten des 1. Piola-Kirchhoff-Spannungstensors und des Deformationsgradienten beschreiben









beiden Tensoren in demselben kartesischen, als unbewegt empfundenen Koordinatensystem
mit den zugehörigen Basen ea.
Zunächst sollen zur Veranschaulichung dieses Vorgehens zwei einfache Beispiele vorgestellt
werden. In Gleichung 5.27 sind die Randbedingungen für einen zyklischen einachsigen Zug-
versuch in y-Richtung angegeben.
⎡
⎢⎣
Txx = 0 F
T
xy = 0 F
T
xz = 0
F Tyx = 0 Tyy =
f
2
(1 − cos (ωt)) F Tyz = 0
F Tzx = 0 F
T
zy = 0 Tzz = 0
⎤
⎥⎦ (5.27)
Die Zugspannung schwankt periodisch zwischen 0 und f , während die x- und z-Richtungen
normalspannungsfrei bleiben. Sämtliche Scherverformungen in den ea-Richtungen werden
ausgeschlossen. Entsprechend diesen Randbedingungen stellen sich in Abhängigkeit von dem
verwendeten Stoffgesetz die Längungen in x-, y- und z-Richtung ein. Sofern das Stoffgesetz
isotrop ist, werden sich verschwindende Scherspannungen einstellen. Bei einem anisotropen
Stoffgesetz hingegen entsprechen die angegebenen Randbedingungen nicht unbedingt einem
einachsigen Zugversuch.
Im Vergleich dazu zeigt Gleichung 5.28 die Randbedingungen für einen symmetrischen Scher-
versuch in y-Richtung. In diesem Fall ist die Scherdeformation periodisch schwankend mit
der Scheramplitude k vorgegeben. Der Querschnitt senkrecht zur y-Achse ist durch die in
F gegebenen Randbedingungen in seiner Form und seiner Ausrichtung zur y-Achse festge-
legt. Die einzige verbleibende Verformungsfreiheit neben der Scherung besteht in der sich
einstellenden Höhe in y-Richtung. In dieser Konstellation gibt die Höhenänderung direkt
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die Änderung des Volumens wieder, so daß bei einem nahezu inkompressiblen Material wie
Gummi die Höhe annähernd unverändert bleiben wird und der Verformungszustand somit
einer einfachen Scherung (simple shear) nahekommt.
⎡
⎢⎣
F Txx = 1 F
T
xy = 0 F
T
xz = 0
F Tyx = k sin (ωt) Tyy = 0 F
T
yz = 0
F Tzx = 0 F
T





Statt der Scherdeformation kann mit den in Gleichung 5.29 vorgegebenen Randbedingungen
auch die Scherspannung bei ansonsten unveränderten Bedingungen vorgegeben werden.
⎡
⎢⎣
F Txx = 1 F
T
xy = 0 F
T
xz = 0
Tyx = f sin (ωt) Tyy = 0 F
T
yz = 0
F Tzx = 0 F
T





Wie die Beispiele zeigen, werden die Randbedingungen stets derart vorgegeben, daß zu jedem
Element einer 3×3-Matrix jeweils entweder der zugehörige Koeffizient des 1. Piola-Kirchhoff-
Spannungstensors oder stattdessen des transponierten Deformationsgradienten vorgegeben
wird. Dieses Vorgehen ist aus der Formänderungsarbeit (vergl. Gl. 3.50) heraus motiviert






Da die Ingenieurspannungen Tab den Bezug von Kraftanteilen auf die zugehörigen Flächen-
elemente der Referenzkonfiguration herstellen und deshalb häufig mit meßtechnisch realisier-
baren Belastungen eng zusammenhängen, ist mit ihrer Hilfe die Vorgabe von Spannungsrand-
bedingungen vergleichsweise anschaulich und einfach, aber dennoch sehr vielseitig möglich.
Auch die Koeffizienten des Deformationsgradienten kommen der Anschauung entgegen und
erlauben einen sehr flexiblen Einsatz.
Die Tatsache, daß hier zwei unsymmetrische Tensoren verwendet werden, zu deren eindeu-
tiger Charakterisierung folglich jeweils neun Zahlen notwendig sind, scheint zunächst einen
übermäßig großen Aufwand darzustellen. Effektiver erscheint eine Randbedingungsvorgabe
in Eulerschen oder stattdessen in Lagrangeschen Größen. Tatsächlich ist im Fall eines iso-
tropen elastischen Gesetzes die Vorgabe von nur sechs Eulerschen Randbedingungen ausrei-
chend, um die Cauchy-Spannungen und die Verzerrungen festzulegen. Daß dabei der Dreh-
anteil des Deformationsgradienten unbestimmt bleibt, braucht nicht zu stören, sofern nur die
natürlichen Spannungen σ von Interesse sind, die von diesen Drehanteilen unbeeinflußt blei-
ben. Erst für eine Umrechnung in 1. oder 2. Piola-Kirchhoff-Spannungen wird der vollständige
Deformationsgradient benötigt (s. Gl. 3.48). Diese Zusammenhänge gelten allerdings nicht
mehr für inelastische Stoffgesetze, in denen Zeitableitungen auftreten. Für die Berechnung
Eulerscher Zeitableitungen wird bereits der vollständige Deformationsgradient benötigt (Gl.
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3.28 und 3.54). Andererseits können in der Lagrangeschen Darstellung zwar Zeitableitungen
auch ohne Kenntnis der Drehanteile des Deformationsgradienten berechnet und somit auch
die Spannungen bestimmt werden. In der Lagrangeschen Betrachtungsweise sind dies aller-
dings 2. Piola-Kirchhoff-Spannungen, die sich ohne Kenntnis der vollständigen Deformation
physikalisch nicht vollständig deuten lassen. Für die Umrechnung in Cauchy- oder 1. Piola-
Kirchhoff-Spannungen ist aber wiederum der vollständige Deformationsgradient notwendig.
Somit zeigt sich, daß zwar für die Modellierung des Materialverhaltens durch ein Stoffgesetz
die symmetrischen Tensoren entweder der Eulerschen oder aber der Lagrangeschen Darstel-
lungsweise ausreichen, daß aber für die vollständige Erfassung eines Belastungszustands im
allgemeinen zusätzlich der Drehanteil der Deformation bekannt sein muß. Folglich enthält
eine Angabe von neun Randbedingungen keinerlei Überschuß.
Bei der FEM wird vor der Einarbeitung der Randbedingungen zunächst die Gesamtsteifigkeit
aus der Summe der Elementsteifigkeiten gebildet (vergl. Gl. 5.20). Folglich werden bei der
Berechnung der Ableitungen der Elementknotenkräfte nach den Knotenverschiebungen und
-geschwindigkeiten die Verschiebungsrandbedingungen noch nicht berücksichtigt. Der hier-
durch betriebene prinzipiell überschüssige Rechenaufwand ist in aller Regel, wenn die Zahl
der Knoten mit Verschiebungsrandbedingungen sehr viel kleiner als die Gesamtknotenzahl
ist, unbedeutend. Dies trifft auf die homogenen Belastungen nicht zu, so daß in diesem Fall
eine selektive Berechnung der Ableitungen eine wesentliche Rechenzeitersparnis erbringt.
Die zum Zeitpunkt t durch die Randbedingungen bereits bekannten Koeffizienten F Tab des
Deformationsgradienten werden für eine kompakte Darstellung in der Spaltenmatrix f
˜
T zu-
sammengefaßt, die zugehörigen, noch unbekannten Werte von Tab und






T . Außerdem werden die durch Randbedingungen festgelegten Tab-Werte
und die zugehörigen Werte aus F Tab und

























Die Bezeichnungen sind derart gewählt, daß alle mit Großbuchstaben benannten Matrizen















Die Linearisierung (vergl. Gl. 5.17) wird somit nur mit den mit Großbuchstaben versehenen
Matrizen durchgeführt.
∞
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n werden auch in diesem Fall mit dem in Abschnitt 5.1.4 beschriebenen
Zeitintegrationsverfahren mit den F˜
T






























mit: 0 ≤ κ ≤ 1
(5.32)
Da die Randbedingungen in diesem Fall bereits berücksichtigt wurden, ist das aus der Kom-
bination der letzten beiden Gleichungen resultierende Gleichungssystem bereits invertierbar,
sofern denn die Randbedingungen geeignet gewählt wurden und jede Starrkörperbewegung
ausschließen.
∞










































1 · ΔT˜ (5.34)
Um die Qualität dieser Näherung beurteilen zu können, muß als nächstes das neue ΔT˜berechnet werden. Hierzu werden die Spannungen T˜ n+1 benötigt, deren Berechnung anhand


















Damit werden T˜ n+1 und ΔT˜ berechenbar. Entspricht ΔT˜ noch nicht den Genauigkeitsan-forderungen für die Iteration, so werden für den nächsten Iterationsschritt zunächst die
Ableitungen der Spannungen nach den Deformationen und deren Änderungen berechnet,
um schließlich mit Gleichung 5.33 erneut verbesserte Werte für die gesuchten Koeffizienten
des Deformationsgradienten berechnen zu können. Auf diese Weise schreitet die Iteration
fort, bis die Lösung mit der erforderlichen Genauigkeit genähert wurde und der nächste Zeit-
schritt begonnen wird. Zuvor können noch abschließend die unbekannten Spannungswerte t˜
anhand der nun vollständig bekannten Tensoren F und

F bestimmt werden, falls diese als
Ausgabegrößen benötigt werden.







n darstellen, muß zu Beginn jedes Zeitschritts im Rahmen eines sogenannten
Prediktorschritts eine geeignete Startschätzung gefunden werden.
Zu Beginn eines Zeitschritts liegt keinerlei Information darüber vor, wie sich die unbekann-
ten Elemente des Deformationsgradienten und deren Zeitableitungen entwickeln werden. Le-
diglich die zuletzt berechneten Deformationsgeschwindigkeiten lassen sich für Vermutungen
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darüber heranziehen, was im kommenden Zeitschritt passieren wird. Auch wenn eine auf
diesem Wege erzielte Startschätzung idealerweise für viele Situationen bereits als geeignet
betrachtet werden kann, so gibt es unweigerlich auch die Möglichkeit, daß sich aufgrund der
vorgegebenen Randbedingungen Entwicklungen ergeben, für die eine solche Startschätzung
eher ungeeignet ist. Sofern die dem Algorithmus innewohnenden Stabilisierungsmöglichkei-
ten in derartigen Situationen nicht ausreichen, müssen zusätzliche Maßnahmen getroffen
werden. Eine relativ einfache Möglichkeit dieser Art liegt z.B. darin, daß bei der Detektion
einer divergierenden Iteration innerhalb der mit Gleichung 5.33 durchgeführten Korrektor-
schritte die Berechnungen für den aktuellen Zeitschritt mit alternativen Startschätzungen
wiederholt werden. Die Notwendigkeit solcher Eingriffe sollte allerdings aufgrund des hohen
Zeitbedarfs auf ein Minimum reduziert werden. Insofern empfiehlt es sich, die Startschätzung
vor allem möglichst robust auszulegen, statt für die wahrscheinlich häufigsten Situationen
eine besonders gut geeignete Startschätzung zu realisieren. So werden z.B. in der überragen-
den Zahl der Zeitschritte die gesuchten Geschwindigkeiten

F˜








T (t − Δt) ähneln. Für diese Situationen wäre es folglich nahe-
liegend, für die Startschätzung von der Gleichheit dieser Geschwindigkeiten auszugehen. Für
die Startschätzung F˜
T

















Darüber hinaus könnten die Geschwindigkeiten sogar noch präziser abgeschätzt werden,
indem zusätzlich die Geschwindigkeiten von weiter zurückliegenden Zeitschritten in die Ab-
schätzung mit einbezogen würden. Alle diese Abschätzungen wären allerdings in Situationen,
in denen der aktuelle Zeitschritt z.B. der erste Schritt nach einer Belastungsumkehr ist, sehr
weit von der tatsächlichen Lösung entfernt, so daß es durchaus möglich ist, daß dies innerhalb
der Korrektorschritte nicht mehr ausgeglichen werden kann.
Eine robustere Startschätzung ergibt sich stattdessen, wenn diese unter der Annahme ermit-
telt wird, daß die unbekannten Geschwindigkeiten innerhalb des aktuellen Zeitschritts auf















Diese Abschätzung ist zwar in Standardsituationen der Abschätzung in Gleichung 5.36 un-
terlegen und erfordert somit mehr Rechenzeit für die Korrektorschritte, sie ist aber in aller
Regel noch gut genug, um ein Auffinden der gesuchten Lösung zu gewährleisten. Ihr großer
Vorteil aber liegt darin, daß sie auch in Ausnahmesituationen, z.B. nach einer Belastungsum-
kehr, in der Regel auch ohne Zusatzmaßnahmen ein Auffinden der Lösung ermöglicht. Aus
diesem Grund wurde für die Berechnung der hier vorgestellten Ergebnisse die Startschätzung
gemäß Gleichung 5.37 verwendet.
Für den allerersten Zeitschritt liegen im allgemeinen keinerlei Informationen vor, die eine
konkrete Abschätzung erlauben. Deshalb kann hier nur von dem entspannten Anfangszustand
mit F = E,

F = 0 und T = 0 ausgegangen werden.
Der gesamte Algorithmus ist noch einmal auf Seite 133 zusammenfassend dargestellt.
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Algorithmus zur Berechnung homogener Belastungszustände (schematisch)
Prozeßführung Anfangszustand: F = E,

F = 0, T = 0
◦ Zeitschrittschleife













T , T˜ alt, t˜alt
)
Startwerte: T˜ alt =
∞





























































































n = n + 1
Black L_142085_Habil2014_Ihlemann_Druckversion.pdfJuni 16, 2014 | 14:17:59 143
134 5 Beobachtersysteme für konsistente Linearisierungen
5.2.2 Simultane numerische Variationen
Ein zentraler Punkt in diesem Algorithmus ist die Berechnung der Steifigkeitsmatrix m˜̃aus Gleichung 5.33. Die dort angegebene Berechnungsvorschrift resultiert aus Gleichung







abhängt. Diese beiden wesentlichen Variablen werden als unabhängig variierbar gehandhabt:



























FTnL= c. ∀L =J
.
(5.38)
Diese Zusammenhänge können allerdings auch in einer alternativen Weise interpretiert wer-







mathematisch durchaus vereinbar ist, tatsächlich aber im Rahmen des vorgestellten Algo-
rithmus durch die Zeitintegration in der Form von Gleichung 5.32 unterbunden wird. So-
mit können die Spannungen auch als Funktion der Deformationen allein aufgefaßt werden:




















. Der Übergang zu dieser Interpretationsweise kann auch un-


































FTnL= c. ∀L =K
.
Dies entspricht einer vollständigen Ableitung der Spannungen TnI nach den Deformationen




FTnL= c. ∀L =J








Obwohl die Begriffe 5.38 und 5.40 für die Steifigkeitsmatrix analytisch völlig identisch sind,
gibt es für den Fall, daß die Ableitungen numerisch gebildet werden, gravierende Unter-
schiede. Für die numerischen Ableitungen werden die zu berechnenden Ableitungen durch
die zugehörigen Differenzenquotienten ersetzt. Für die Ableitungen in Gleichung 5.38 ist dies
in den Gleichungen 5.41 und 5.42 am Beispiel vorderer Differenzenquotienten gezeigt. Die
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Abhängigkeiten der Spannungen von den Elementen F TnL und

F TnL mit L = J , die nicht
variiert werden, wurden hier zugunsten einer verbesserten Übersicht ausgelassen. Außerdem
wurden Variationen nicht wie üblich mit Δx, sondern mit dx bezeichnet, um Verwechslun-




























































T unmittelbar berücksichtigt. Eine Veränderung von F˜
T zieht somit gemäß





F TnJ = c +
1 + κ
Δt
F TnJ mit: c =
1 + κ
Δt
F Talt,J − κ

F Talt,J
⇒ c + 1 + κ
Δt
(










Folglich ergibt sich in diesem Fall für die Differenzenquotienten:
∂TnI
∂F TnJ
FTnL= c. ∀L =J


































T sich direkt aus den Änderungen der F˜
T ergibt. Im Gegensatz zu den Gleichungen









T in Gleichung 5.42 die in jeder Situation ein hinreichend gutes Ergebnis
liefern, erweist sich aber als schwierig.
Ein weiterer leicht einzusehender Vorteil der Gleichung 5.40 gegenüber 5.38 bei der Verwen-
dung numerischer Ableitungen liegt natürlich darin, daß nur halb so viele variierte Span-
nungszustände mit Hilfe des Stoffgesetzes berechnet werden müssen.
Dementsprechend empfiehlt sich der Einsatz der simultanen Variationen von F und

F
natürlich auch bei der Bildung der Materialsteifigkeit innerhalb der FEM, sofern diese mit
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Fef= c. ∀ ef =bd








Der Einbau eines Stoffgesetzes in die FEM erfordert somit prinzipiell zwei Berechnungsalgo-
rithmen. Zum einen das Stoffgesetz, das die Berechnung von Spannungen T in Abhängigkeit
von Vorgaben für F und

F erlaubt, um daraus (stoffgesetzunabhängig) gemäß der Gleichung
5.22 die Knotenkräfte zu berechnen. Als zweites wird ein Algorithmus zur Berechnung der
Materialsteifigkeit m (Gl. 5.38) benötigt, um daraus - wiederum stoffgesetzunabhängig - die
Elementsteifigkeit und schließlich die Gesamtsteifigkeit aufzubauen.
5.3 Ableitungen nach Tensoren und nach Tensorkoeffizienten
Die Definition von Ableitungen nach vollständigen Tensoren zweiter Stufe anstatt nach spe-
ziellen Tensorkoeffizienten bietet sich bereits bei der Beschäftigung mit Gleichung 5.26 an.
Besonders wichtig wird eine eindeutige Definition im Zusammenhang mit Ableitungen nach
symmetrisch definierten Tensoren wie den typischen Spannungs- und Verzerrungstensoren,
da bei diesen Tensoren nicht alle Koeffizienten separat variierbar sind.
5.3.1 Ableitungen nach unsymmetrischen Tensoren
In diesem Abschnitt werden zunächst Ableitungen nach allgemeinen Tensoren, die nicht sym-
metrisch definiert sind, behandelt. Häufig verwendete Beispiele aus der Kontinuumsmechanik
sind der Deformationsgradient oder der 1. Piola-Kirchhoff-Spannungstensor. Solche Tenso-
ren sind im allgemeinen unsymmetrisch, sie können aber momentan bzw. lokal durchaus
symmetrisch sein. Entscheidend ist, daß es die Definition dieser Tensoren nicht ausschließt,
daß sich beispielsweise der Koeffizient Fxy ändert, während Fyx unverändert bleibt. Genau
solche Änderungen werden durch partielle Ableitungen beschrieben.
Als einführendes Beispiel sei das skalare Produkt s zweier allgemeiner Tensoren T und F
zweiter Stufe betrachtet. Die Ableitung von s nach den Koeffizienten des einen Tensors
ergibt die Koeffizienten des zweiten Tensors, sofern die beiden Tensoren nicht voneinander
abhängen und wie im Beispiel T während der Änderung von F konstant bleiben kann.
s = F ·· T = Fab Tba ⇒
∂s
∂Fcd T
= δac δbd Tba = Tdc
Die Ableitung nach dem vollständigen Tensor F wird nun derart vereinbart, daß die hinzu-
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möglich. In diesem Fall ergäbe sich allerdings bei
einer entsprechenden Ableitung der Tensor
∂Tcd
∂Fba
jab ◦ jcd, dessen Umsetzung in eine Ma-
trizenschreibweise eine unübliche Zuordnung von Zeilen und Spalten erforderte. Auch die
beiden zusätzlichen Varianten mit den transponierten jab-Tensoren wären denkbar. Diese
sind insbesondere dann interessant, wenn als Standardprodukt ” : ” statt ” ·· ” verwendet
wird.
Eine weitere Motivation für die getroffene Ableitungsdefinition, insbesondere für die Rei-
henfolge der Basen, die zu der Größe gehören, nach der abgeleitet wird, ergibt sich aus der
Kettenregel. Bei einem Tensor F , der im Beispiel ausschließlich von einem weiteren Tensor

























◦ eB ◦ eA
Dies liegt daran, daß sich jede tensorielle Größe in verschiedenen kartesischen Systemen in
genau der gleichen Form darstellen läßt. Dieser Übergang ist insofern rein mathematisch.
Bei Anisotropie kann es beispielsweise sein, daß bei einer solchen Ableitung Koeffizienten ei-
nes Anisotropietensors (mathematisch) als konstante Größen gehandhabt werden, die sich in
dieser Darstellung bei einer Deformation aber durchaus ändern. Wird somit ein Ableitungs-
ausdruck in einer Darstellung ermittelt, so kann er in alle anderen kartesischen Darstellungen
übernommen werden.
Unübersichtlicher wird die Situation, wenn eine tensorielle Ableitung durch Ableitungen nach
Koeffizienten ausgedrückt werden soll, die wiederum zu schiefwinkligen und Materialkoordi-
naten zugeordneten Basisvektoren gehören.
∂(F ·· E)
∂F









Dabei müssen offensichtlich die Koeffizienten Elk als konstant gehandhabt werden. Auch
dann, wenn F der Deformationsgradient ist, und sich die Elk bei Materialkoordinaten durch-
aus ändern, wenn sich F ändert.
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Die Metriken der aktuellen Konfiguration dürfen hierbei (im Gegensatz zu oben) natürlich
nicht als konstant betrachtet werden. Vielmehr ist eine Formulierung zu suchen, in der neben
den ε
j(6)
keine Metriken der aktuellen Konfiguration auftreten.
In Anbetracht dieser Probleme und des fehlenden Bedarfs wird im Rahmen dieser Arbeit
auf die Ermittlung der Koeffizienten einer Ableitung aus den Koeffizienten der an der Ab-
leitung beteiligten Größen verzichtet. Zur Berechnung der Koeffizienten des Ergebnistensors
ist es somit stets nötig, eine kartesische Darstellung der beteiligten Tensoren heranzuziehen
(Gl. 5.45). Dies beeinträchtigt keineswegs die Tensoreigenschaften solcher Ableitungen. Es
ist auch ohne Einschränkung möglich, das Ableitungsergebnis wiederum in allen anderen
Koordinatensystemen darzustellen.
Im Hinblick auf kompliziertere Zusammenhänge wird im Rahmen der vorliegenden Arbeit
eine Arbeitsweise favorisiert, bei der innerhalb von Herleitungen möglichst lange die kom-
pakte und damit übersichtlichere symbolische Schreibweise beibehalten wird. Dementspre-
chend wird angestrebt, Ableitungen zusammengesetzer Ausdrücke noch innerhalb der sym-
bolischen Schreibweise möglichst weit zu reduzieren. Im folgenden werden Hilfsmittel für
diese Vorgehensweise erzeugt.
In einem nach X abzuleitenden Term sei ein Tensor Y das einzige Element, das sich mit
X ändert oder Y sei dasjenige Element, das im Rahmen einer Produktregel momentan als
einziges zu variieren ist. Wenn in einem solchen Fall der abzuleitende Term entweder die
Form (. . .) ·· Y oder die Form Y ·· (. . .) hat (Dabei sei (. . .) ein von X unabhängiger Tensor
mindestens zweiter Stufe) oder sich in eine dieser Formen umwandeln läßt, so kann die
Ableitung gemäß der getroffenen Definition in folgender Weise reduziert werden.
∂(. . .) ·· Y
∂X
=
∂(. . .) ·· Yab jab
∂Xcd
◦ jdc = (. . .) ··
∂Yab
∂Xcd
jab ◦ jdc = (. . .) ··
∂ Y
∂X









jab ◦ jfe ·· jcd
)


















jab ◦ jdc = δac δbd jab ◦ jdc =
3
J (5.47)
In diesem Fall vereinfachen sich die Ableitungsregeln aus Gleichung 5.46 zu:
∂(. . .) ·· X
∂X
= (. . .) und:
∂X ·· (. . .)
∂X
= jcd ·· (. . .) ◦ jdc .
Bei der Ableitung eines Skalars entspricht die Größe (. . .) einem Tensor zweiter Stufe. In den
Gleichungen 5.46 fällt damit der Ausdruck jcd ·· (. . .) ◦ jcd mit (. . .) selbst zusammen. Ist
(. . .) hingegen ein Tensor höherer Stufe, so gilt dies im allgemeinen nicht. Bei der Ableitung
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eines Skalarprodukts stehen somit bei der Produktregel die Ableitungen in beiden Termen
am Schluß.
∂ Y ·· Z
∂X
= Y ·· ∂Z
∂Y
+ Z ·· ∂ Y
∂X
Tritt ein solcher Skalar in einem größeren Produkt auf, so muß der Skalar (gedanklich) ans
Ende geschoben werden, um unmittelbar die gewohnten Ableitungsregeln zu erhalten.
∂ Y ·· Z ◦ (. . .)
∂X





◦ Y ·· Z
Häufig treten Ableitungen mit Y = X auf, bei denen zusätzlich Z nicht von X abhängt.
Für diesen einfachen Fall folgt:
∂Z
∂X






Beispiele hierfür sind Ableitungen von Invarianten, z.B. den Hauptinvarianten (vergl. Ab-
schnitt 2.2.3).














= I1 E − X










= I2 E + I1 (I1 E − X) − I12 E + X2
= X2 − I1 X + I2 E = I3 X 1
(5.48)
Handelt es sich bei der Größe (. . .) in den Gleichungen 5.46 um einen Tensor K vierter Stufe,
so ist das Objekt der Ableitungen jeweils ein Tensor 2. Stufe. Die Gleichungen lauten dann:
∂K ·· Y
∂X
= K ·· ∂ Y
∂X
;
∂ Y ·· K
∂X




Derartige Konstellationen entstehen aus einfachen Produkten von Tensoren 2. Stufe. Der
Gleichung 5.49 entsprechende Formen können daraus mit Hilfe der isotropen Tensoren er-
zeugt werden.
X · Y · Z =
(
X ·· jab ◦ jba
)
· Y · Z =
(









X · jba · Z ◦ jab
)
·· Y
= X · Y ·
(




X · Y · jba ◦ jab
)
·· Z
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Für die vollständige Ableitung des Produkts zweier Tensoren zweiter Stufe ergibt sich damit:
∂ Y · Z
∂X
=
















= Y · ∂Z
∂X
+ jcd · Z ◦ jdc ··
∂ Y
∂X
= Y · ∂Z
∂X




Eine Formulierungsvariante mit: Y · 3J = Y · jbc ◦ jcb = Y · jbc ·E ◦ jcb = (Y ◦ E)T24 führt
zu einer Darstellung, bei der die Ähnlichkeit der beiden Summanden deutlich wird.
∂ Y · Z
∂X
= (Y ◦ E)T24 ·· ∂Z
∂X
+ (E ◦ Z)T24 ·· ∂ Y
∂X
(5.51)
Ein interessantes Anwendungsbeispiel dieser Zusammenhänge ist die Bestimmung der Ab-




∂X · X 1
∂X










= −X 1 · (E ◦ X 1)T24 ·· 3J = −(X 1 ◦ X 1)T24
(5.52)
5.3.2 Ableitungen nach symmetrischen Tensoren
Wird nach symmetrisch definierten Tensoren (nicht solche, die nur momentan zufällig sym-
metrisch sind) abgeleitet, so sind die Koeffizienten bac und bca bei a = c physikalisch nicht
unabhängig voneinander variierbar. Für eine Berücksichtigung der sich hieraus ergebenden
Besonderheiten sind Koeffizientendarstellungen in den angepaßten Basisdyaden für symme-
trische Tensoren (s. Abschnitt 2.3) von großem Vorteil, da sie direkte und sichere Definitionen
und Herleitungen ermöglichen. Bei der Definition der Ableitung mit diesen Koeffizienten
treten die gekoppelten Größen nur einfach auf und verursachen somit keinerlei Probleme.








Das Ergebnis einer Ableitung kann davon abhängen, ob der Tensor, nach dem abgeleitet


















In diesem Abschnitt sind h und σ stets Beispiele für symmetrische Tensoren. Für isolierte
Abhängige lassen sich wiederum Ableitungsregeln angeben (vergl. Gl. 5.46).
∂(. . .) ·· h
∂b
=






◦ jc(6) = (. . .) ··
∂h
∂b







·· (. . .)
∂b
c(6)
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Für den Sonderfall mit h = b ergibt sich hier:
∂(. . .) ·· b
∂b
= (. . .) ·· ja(6) ◦ ja(6) ;
∂b ·· (. . .)
∂b
= ja(6) ·· (. . .) ◦ ja(6) .
In den Fällen, in denen die Ableitungen von Skalaren gebildet werden, stimmen die Ergeb-
nisse mit denen bei den unsymmetrischen Tensoren überein.
∂σ ·· h
∂b
= σ ·· ∂h
∂b











Die für die Ableitungen der Invarianten gewonnenen Ergebnisse in Gleichung 5.48 gelten
somit auch für Invarianten symmetrischer Tensoren.




























= σ · ∂h
∂b




Diese Ableitung ist in jedem Fall (3,4)-symmetrisch und sofern das Produkt σ ·h symmetrisch
ist, so ist die Ableitung auch (1,2)-symmetrisch. Dies ist in der letztendlich erreichten Form
allerdings kaum erkennbar, da bemerkenswerterweise die beiden Summanden diese Symme-
trie ihrer Summe im allgemeinen nicht aufweisen. Sie sind (1,2)-unsymmetrisch. Dies wird
zum Beispiel an dem Produkt j
c(6)
· b 1 der beiden symmetrischen Tensoren j
c(6)
und b 1
deutlich, die sich bis auf Sonderfälle in ihren Eigenrichtungen unterscheiden.




∂b · b 1
∂b
= b · ∂b
1
∂b






= −b 1 · jc(6) · b 1 ◦ jc(6) = −
(
b 1 ◦ b 1)S24
und bei derjenigen von b · b nach b auf.
∂b · b
∂b
= b · ja(6) ◦ ja(6) + jc(6) · b ◦ jc(6)

























= 2 (E ◦ b)S24
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Die (merkwürdige) Unsymmetrie der Summanden tritt allerdings nicht auf, wenn einer der
Summanden zu Null wird. Das abzuleitende Produkt zweier Tensoren kann nämlich (bis auf
Ausnahmen) nur dann einen symmetrischen Tensor liefern, wenn die beiden Tensoren in
geeigneter Weise zusammenpassen und somit voneinander abhängen. (Bei den Ausnahmen,
wenn z.B. der eine Tensor der Metriktensor ist, ist die Ableitung nicht unsymmetrisch.)
Dementsprechend existieren in den allgemeinen Fällen stets beide Summanden der Ableitung
und die vollständige Ableitung ist dann wieder symmetrisch.
Die Unsymmetrie der einzelnen Summanden läßt sich vermeiden, indem eine ggf. vorhandene
Symmetrie des abzuleitenden Tensors explizit angegeben wird, also z.B. statt σ · h jetzt












. In diesem Zusammenhang
erweisen sich zwei weitere Ableitungsregeln als nützlich.
Mit Hilfe der bereits vorliegenden Gleichungen 5.53 (hier mit (. . .) = K):
∂ K ·· h
∂b
= K ·· ∂h
∂b
und:
∂ h ·· K
∂b
= ja(6) ·· K ◦ ja(6) ··
∂h
∂b


































·· K ·· h
∂b

























Die beiden neuen Ableitungen sind offensichtlich stets (1,2)-symmetrisch.

























= jc(6) ◦ jc(6) ··
(

























= (σ ◦ E)S24 ·· ∂h
∂b








Daraus folgt schließlich eine zum unsymmetrischen Fall (Gl. 5.51) äquivalente Formulierung.
b = bT ; σ = σT ‖ h ⇒ ∂σ · h
∂b
= (σ ◦ E)S24 ·· ∂h
∂b
+ (h ◦ E)S24 ·· ∂σ
∂b
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Eine weitere Umformung mit:
(σ ◦ E)S24 ·· ∂h
∂b
= ja(6) ◦ ja(6) ··
(





= ja(6) ◦ ja(6) ··
(










b = bT ; σ = σT ‖ h ⇒ ∂σ · h
∂b












= (b ◦ E)S24 ·· ∂b
∂b
+ (b ◦ E)S24 ·· ∂b
∂b
= 2 (b ◦ E)S24
Schließlich seien die vereinfachten Formen der neuen Ableitungsregeln für den Fall der Iden-
tität von Ableitungsargument b und isolierter Abhängiger (bisher h) angegeben.
∂K ·· b
∂b
= K ·· ja(6) ◦ ja(6) ;
∂b ·· K
∂b

















= ja(6) ◦ ja(6) ·· K ·· jb(6) ◦ jb(6)















= ja(6) ◦ jb(6) ·· K ·· ja(6) ◦ jb(6)
5.4 Lagrangesche Materialsteifigkeit
Die Knotenkräfte und -verschiebungen in Gleichung 5.20 können statt mit dem 1. Piola-
Kirchhoff-Spannungstensor T und dem Deformationsgradienten F in Verbindung gebracht
zu werden (vergl. Gl. 5.25) auch aus der Warte eines Lagrangeschen Beobachters, also mit
dem 2. Piola-Kirchhoff-Spannungstensor T̃ und beispielsweise dem Greenschen Verzerrungs-
tensor γ, beschrieben werden. Diese Methode findet sich im Gegensatz zu der Darstellung
der Materialsteifigkeit in der gemischten Darstellungsweise häufig in der Literatur (s. z.B.
Sussmann & Bathe 1987, Warnecke 2002). Statt die Knotenkräfte der Gleichung 5.11 zu
entnehmen, ist es in diesem Fall leichter, von den Leistungsbegriffen in den Gleichungen 5.4
und 3.49 auszugehen:
Pex = QK · V K =
∫E
T̃ ·· γ dṼ = PSp ,
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Da hier symmetrisch definierte Tensoren verwendet werden, empfiehlt sich der konsequente






















































Im Gegensatz zu Gleichung 5.23 entsteht hier ein zusätzlicher Term mit den zweiten Ablei-
tungen der γ
c(6)
, die im Gegensatz zu den zweiten Ableitungen der Koeffizienten des Deforma-
tionsgradienten nicht verschwinden (vergl. Gl. 5.24). Für die weitere Auflösung werden nun
analog zu Gleichung 5.24 die Ableitungen der Koeffizienten von γ und

γ nach den Knoten-
freiheiten benötigt. Hierbei tritt wiederum ein zusätzlicher Term gegenüber der alternativen




nicht nur von den Knotengeschwin-




















































































Diese Gleichung ist allerdings noch nicht für den Vergleich mit Gleichung 5.25 geeignet,
da hier noch keine vollständige Separierung von Termen, die reines Materialverhalten be-
schreiben, gegenüber solchen, die lediglich die Elementgeometrie wiedergeben, ohne von der
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Deformation abzuhängen (Ableitungen der Ansatzfunktionen nach Referenzorten), erreicht







verschiebungen und -geschwindigkeiten noch Mischgrößen dar. Die Auflösung dieser Terme
gelingt erst, indem eine Kettenregel mit dem Deformationsgradienten und dessen Ableitun-
gen aufgestellt wird. Allerdings sind für diesen Schritt die reduzierten Koeffizientendarstel-





(C − E) = 1
2
(







































































































































Darauf aufbauend kann schließlich mit Hilfe von Gleichung 5.24 auch die zweite Ableitung
der γcd bestimmt werden.
∂2γcd
















Damit liegen alle Beziehungen für einen Vergleich mit der Formulierungsvariante für die Stei-
figkeitsmatrix in Gleichung 5.25 vor. Hierzu kann noch anhand der Identität der Ausdrücke in
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der ersten und letzten Zeile von Gleichung 5.59 die Gleichung 5.57 für die Steifigkeitsmatrix














































Zu vergleichen ist nun die letzte Zeile der Gleichung 5.25 für den Ansatz in der gemischten
Darstellungsweise mit den Gleichungen 5.61, 5.59 und 5.60 für den Lagrangeschen Ansatz.
Auffallend ist zunächst der wesentlich größere Darstellungsaufwand beim herkömmlichen
Ansatz. Prinzipiell werden natürlich die Elemente der gleichen Matrix beschrieben und die
beiden Formulierungen lassen sich somit analytisch ineinander überführen, wenn dies auch
recht aufwendig ist. Unterschiede bestehen allerdings in den benötigten Berechnungszeiten
und den zur Verfügung stehenden Möglichkeiten bei der numerischen Umsetzung.
Oberflächlich betrachtet erscheint es zunächst vorteilhaft, daß in Gleichung 5.61 die Ab-
leitungen der Spannungen nach den Verzerrungen aufgrund der Symmetrie der beteiligten
Lagrangeschen Tensoren lediglich zu 6 × 6-Matrizen führen, während die entsprechenden
Ausdrücke in der alternativen Formulierung 9× 9-Matrizen darstellen. Die Ausnutzung die-
ses scheinbaren Vorteils würde es allerdings erfordern, die Ableitungen in den Gleichungen
5.59 ebenfalls als separate Matrizen aufzustellen. Diese Matrizen wären aber sechs mal so
groß wie die Matrizen [∂NK/∂x̃d], die in Gleichung 5.25 benötigt werden. Statt diese großen
Matrizen aufzustellen, empfiehlt es sich somit dringend, die in den Gleichungen 5.59 auftre-
tenden Koeffizienten Fac und

Fac zunächst in die Spannungsableitungen hineinzumultiplizie-
ren, bevor mit Matrizen multipliziert wird, die von der Zahl der Elementknoten abhängen.
Damit entstehen allerdings ebenfalls 9 × 9-Matrizen, die zusammengefaßt analytisch sogar
wieder identisch mit derjenigen 9 × 9-Matrix aus Gleichung 5.25 sind.
Ein entscheidenderer Unterschied zwischen den beiden Formulierungen tritt auf, wenn nume-
rische Ableitungen gebildet werden. Bei dem Ansatz in T und F ist dann der Übergang auf
Gleichung 5.44 empfehlenswert, da dann von den sehr robusten numerischen Ableitungen mit
simultanen Variationen gemäß Gleichung 5.43 Gebrauch gemacht werden kann. Eine entspre-
chende Umformung der Gleichung 5.61 ist hingegen nicht möglich, da hier die Ableitungen
der Spannungen nach den Verzerrungsgeschwindigkeiten zusätzlich in einem separaten Term
auftreten. Außerdem impliziert die numerische Zeitintegration der Knotenverschiebungen
gemäß Gleichung 5.19 zwar eine gleichartige Integrationsgleichung für die Koeffizienten des
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Somit läßt sich das Verfahren der numerischen Ableitung mit simultanen Variationen nicht
auf γ und

γ übertragen, solange an Gleichung 5.19 festgehalten wird. Dies bringt außerdem
den Nachteil mit sich, daß für die numerischen Ableitungen im Fall der Lagrangeschen Dar-
stellung die Spannungen insgesamt 12-mal zu variieren sind, während für die Berechnung
der Gleichung 5.25 neun Spannungsvariationen pro Gaußpunkt ausreichen.






















































Damit vereinfacht sich die Bestimmungsgleichung für die Steifigkeitsmatrix erheblich und es
verbleibt im Vergleich zu Gleichung 5.44 lediglich ein zusätzlicher Term. Außerdem müssen
für die numerischen Ableitungen nunmehr nur noch sechs Spannungsvariationen pro Gauß-
punkt berechnet werden.
Mit dieser Zeitintegration ergibt sich für homogene Belastungen analog zu Gleichung 5.33:
∞






































Für eine kompakte, aber präzise symbolische Schreibweise empfiehlt sich die Betrachtung der
zeitlichen Änderungen der Spannungen. Da sowohl die Spannungen als auch die Verzerrun-























Ohne den Zusammenhang abzuändern, kann statt γ auch der rechte Cauchy-Green-Tensor
C verwendet werden.
















Black L_142085_Habil2014_Ihlemann_Druckversion.pdfJuni 16, 2014 | 14:18:00 157
148 5 Beobachtersysteme für konsistente Linearisierungen
Im Vergleich dazu nimmt Gleichung 5.33 in der symbolischen Schreibweise die folgende Form
an.
















Die letzten beiden Gleichungen sind allerdings im allgemeinen nicht äquivalent. Eine Aus-
nahme hiervon ergibt sich bei solchen Stoffgesetzen, bei denen die Spannungen unabhängig
von den Verzerrungsänderungen sind, die also elastisches Materialverhalten beschreiben. In
allen anderen Fällen entsprechen die unterschiedlichen Zeitintegrationsverfahren unterschied-
lichen Verzerrungsübergängen zwischen den einzelnen Arbeitspunkten. Erst im theoretischen
Grenzfall infinitesimaler Zeitschrittlängen ist auch im allgemeinen Fall Äquivalenz gewähr-
leistet.
Das von Gleichung 5.32 abweichende Intgrationsverfahren bei der direkten Zeitintegration
für die Koeffizienten von γ ist im Rahmen der FEM als Nachteil zu sehen, da damit eine
von Gleichung 5.19 abweichende Integration der Knotenverschiebungen impliziert wird, die
aber die eigentlichen Systemfreiheiten darstellen. Dies ist insbesondere im Hinblick auf die
im Zusammenhang mit Gleichung 5.14 diskutierten Maßnahmen zur Stabilisierung und Op-
timierung des numerischen Verfahrens und die damit verbundenen Einschränkungen zu se-
hen. Bezüglich dieses Aspekts erscheint es eher empfehlenswert, im Rahmen des herkömm-
lichen Ansatzes mit Lagrangeschen Größen auf den Ansatz 5.61 zurückzugreifen und den
gegenüber der Gleichung 5.62 größeren Berechnungsaufwand in Kauf zu nehmen. Allerdings
müssen dann vom Material neben dem Stoffgesetz zwei separate Matrizen für die FEM zur
Verfügung gestellt werden, und auf die Vorteile der simultanen Variation bei der Berechnung
numerischer Ableitungen muß verzichtet werden.
Die Verknüpfung der beiden wesentlichen Vorteile, nämlich der gleichzeitigen Variation der
Koeffizienten des Deformationsmaßes und seiner Zeitableitung für die Bildung numerischer
Ableitungen und zum zweiten die direkte Zeitintegration der Knotenfreiheiten als System-
freiheiten, ist nur mit dem modifizierten Ansatz mit dem Deformationsgradienten als zu
variierender Größe zu erreichen, worin sich der wesentliche Vorteil dieses Ansatzes zeigt.
5.5 Eulersche Materialsteifigkeit
Die Ableitungen der Knotenkräfte nach den Knotenverschiebungen und -geschwindigkeiten in
Gleichung 5.20 lassen sich auch auf Ableitungsbegriffe mit Tensoren der Eulerschen Darstel-
lungsweise zurückführen. Hierbei treten allerdings einige Besonderheiten auf, die vor allem
auf den Umstand zurückzuführen sind, daß die Ermittlung Eulerscher Zeitableitungen auf
die Verwendung spezieller, sich mitbewegender Beobachtersysteme angewiesen ist. Dement-
sprechend tritt an die Stelle der Gleichungen 5.63 und 5.64 in diesem Fall eine Beziehung
zwischen Eulerschen Zeitableitungen Eulerscher Spannungs- und Verzerrungstensoren.
5.5.1 Auswahl geeigneter Tensoren
Als Spannungstensor wird meistens der Kirchhoff-Spannungstensor τ verwendet, der sich
vom Cauchy-Spannungstensor lediglich durch ein Dichteverhältnis unterscheidet und damit
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σ ⇒ PSp =
∫E
τ ·· D dṼ ; QK =
∫E
(τ · ∇NK) dṼ
Als Verzerrungsmaß käme beispielsweise der linke Cauchy-Green-Tensor und als Zeitablei-































·· ∗b . (5.66)
An die Stelle von
∗
b wird aber häufig der Tensor D der Formänderungsgeschwindigkeiten
gesetzt (z.B. ABAQUS 2004). Die entsprechende Umformung ergibt:
∗
b = b · D + D · b = b · D + 2J ·· (D · b)T = b · D + 2J ·· (b · D)
und im Produkt unter Berücksichtigung der Symmetrien von b und D:
(. . .) ·· ∗b =
{














Aufgrund der (3,4)-Symmetrie von Ableitungen nach symmetrischen Tensoren vereinfacht
sich dieser Zusammenhang bei der Anwendung auf die Materialsteifigkeit noch weiter.









Wegen dem Doppelpunktprodukt mit D kann hierbei ohne Einschränkung eine (in der Regel
nicht von vornherein vorhandene, s. Abschnitt 5.6.3) (3,4)-Symmetrisierung ergänzt werden.
∗








·· jc(6) ◦ jc(6) (5.68)
Bei dieser Formulierung verbleibt allerdings noch der störende Effekt, daß das Produkt in der
Klammer aufgrund seiner fehlenden (3,4)-Symmetrie nicht in Basisdyaden j
a(6)
dargestellt
werden kann, obwohl dies sowohl bei der Ableitung als natürlich auch bei b allein möglich ist.








·· ja(6) ◦ ja(6) · b
)





·· (b ◦ E)S24 (5.69)
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Auch diese Gleichung basiert auf der Zeitintegration gemäß Gleichung 5.65, obwohl diese
Steifigkeit die Spannungsänderung
∗
τ nicht mehr mit
∗
b sondern mit D in Beziehung setzt.
Stattdessen kann auch der Ansatz verfolgt werden, D direkt zu integrieren. Wie bereits in
Abschnitt 3.1.4 thematisiert, entspricht D der logarithmischen Zeitableitung des Eulerschen






h = D (5.70)
















·· D . (5.71)
Stattdessen wird z.B. in dem kommerziellen FEM-Programmpaket ABAQUS (ABAQUS 2004)
im Rahmen der Benutzerschnittstelle UMAT der Tensor D der Formänderungsgeschwindig-
keiten als Zaremba-Jaumann-Zeitableitung einer als ”Total integrated strain measure” (nicht
identisch mit der logarithmischen Ausgabegröße im Postprocessor) bezeichneten Größe in-
terpretiert. Innerhalb der Programmdokumentation wird dieser Tensor mit ε bezeichnet. Da
er aber mit keinem Eulerschen Verzerrungsmaß übereinstimmt, soll er im Rahmen dieser
Arbeit zur Vermeidung von Verwechslungen mit χ bezeichnet werden.
∗
χ = D (5.72)




























Dabei bleibt allerdings noch zu klären, wie die Ableitungen
∂τ
∂χ
zu bestimmen sind und wie
gegebenenfalls die Kopplung zwischen D und χ zu realisieren ist.
Von Meyers et al. (2000) wurde gezeigt, daß D als Zeitableitung nur eines einzigen Ver-
zerrungsmaßes, nämlich des Eulerschen Hencky-Tensors h, in Frage kommt. Die zugehörige
Zeitableitung ist die logarithmische Zeitableitung. Folglich kann χ kein Verzerrungsmaß sein,
obwohl χ bei vollständig rotationsfreien Deformationsprozessen, wie z.B. einachsigen Zug-
oder Druckversuchen, sogar identisch mit h ist, da bei solchen Prozessen alle Beobachter Eu-
lerscher Zeitableitungen gleichermaßen nicht rotieren. Bei Prozessen mit Drehanteilen, also
nicht verschwindenden Rotationstensoren R ergeben sich hingegen Unterschiede. Dies läßt
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sich am Beispiel einer homogenen einfachen Scherung bei konstantem Volumen gut unter-
suchen, da bei dieser einfachen Deformationsart die Koeffizienten der beteiligten Tensoren
noch analytisch erfaßt werden können.






Der Prozeßablauf wird durch die Änderung
.
k des Schermaßes k bestimmt. Für die Form-


















Die Polarzerlegung von F ist analytisch aufwendig, liefert aber schließlich den linken Streck-




































Die durch R beschriebene Drehung läßt sich durch den Drehwinkel ϕR wiedergeben. Offen-
sichtlich überschreitet der Betrag dieser Drehung niemals den Grenzwert π/2.
[Rab] =
[
cos ϕR sin ϕR
− sin ϕR cos ϕR
]




Der Rotation des Zaremba-Jaumann-Beobachters sind hingegen bei der Scherung prinzipiell
keine Grenzen gesetzt. Der Drehwinkel ϕJaumann ergibt sich aus der Integration des anti-





Aus der Berechnung der Eigenwerte und Eigenvektoren von V ergeben sich die Eigenwerte
des Hencky-Tensors
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Abbildung 5.1: Simulation einer homogenen
einfachen Scherung bei konstantem Volumen.
Koeffizienten des Eulerschen Hencky-Tensors
h über dem Schermaß k (Fxy).
Abbildung 5.2: Simulation einer homogenen
einfachen Scherung bei konstantem Volumen.
Eigenwerte von h über k.




















und die zugehörigen Eigenwerte.










Abbildung 5.3: Simulation einer homogenen
einfachen Scherung bei konstantem Volumen.
Aufgetragen sind über dem Schermaß k (Fxy)
die relevanten Koeffizienten des aus der In-
tegration der Formänderungsgeschwindigkei-
ten gewonnenen Tensors χ. Bei k = 2 π ver-
schwinden alle Koeffizienten (χ = 0).
In dem Verlauf des Koeffizienten hxy über dem Schermaß k in Abbildung 5.1 zeigt sich ein
zunächst überraschendes Maximum, ab dem die Werte trotz steigendem k allmählich gegen
Null streben. Dieser Effekt ist eine Eigenart des für die Berechnung der Koeffizienten ver-
wendeten Koordinatensystems. Dies wird an den Eigenwerten von h deutlich (Abb. 5.2), die
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beide (der dritte, nicht dargestellte Eigenwert ist konstant Null) monotone Verläufe aufwei-
sen. Die Verläufe der Koeffizienten von χ in Abbildung 5.3 zeigen ebenfalls Extremwerte und
sogar Vorzeichenwechsel. Bei einer sehr großen Scherung mit k = 2 π schließlich haben alle
Koeffizienten von χ und damit der vollständige Tensor χ selbst einen Nulldurchgang.
Einfache volumenkonstante Scherung: ⇒ χ(Fxy = k = 2 π
)
= 0
Tatsächlich verschwindet der Tensor χ in periodischen Abständen von 2 π. Daran zeigt sich
eindeutig, daß χ als Maße für große Verzerrungen nicht in Frage kommt.
Darüber hinaus ist χ sogar pfadabhängig, ist also anhand der Verzerrung allein nicht be-
stimmbar und damit aus echten Verzerrungsmaßen allein auch nicht berechenbar. Die Pfad-





Abbildung 5.4: Geschlossene Deformationsschleife zur Untersuchung von Pfad(-un)-
abhängigkeiten. Auf eine Scherung mit k = 2 π folgt eine Drehung derart, daß an-
schließend mit einer reinen Streckung in die Ausgangslage zurückgekehrt werden kann.
Als erste Teildeformation
1
F wird eine einfache Scherung bis k = 2 π durchgeführt. Wie










⇒ 1χ = 0
Die zweite Teildeformation ist eine reine Drehung, die transponiert zu dem Drehanteil der
ersten Teildeformation ist. Während dieser reinen Drehung findet keine Formänderung statt,




















RT · 1R · 1U = 1U
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Die dritte und abschließende Teildeformation ist eine reine Streckung, die den Körper wieder












F = E (5.80)






V ⇒ 3R = E
Infolgedessen entspricht der Tensor der Formänderungsgeschwindigkeiten während dieser
Teildeformation dem vollständigen Geschwindigkeitsgradienten. Dessen antisymmetrischer
Anteil, der die Bewegung des Zaremba-Jaumann-Beobachters bestimmt, verschwindet so-
mit, und der Zaremba-Jaumann-Beobachter dreht sich relativ zum ea-System nicht. Auch
der Beobachter der logarithmischen Zeitableitung rotiert in dieser Situation nicht, sofern er
als Referenzkonfiguration eine Konfiguration wählt, die während der dritten Teildeformation
durchlaufen wird, so daß die Deformation zwischen der Referenz- und der aktuellen Kon-
figuration vollständig rotationsfrei ist. Von dieser Referenzkonfiguration aus entspricht der
Eulersche Hencky-Tensor demnach dem Zuwachs des Tensors χ. Da χ zu Beginn der drit-
ten Teildeformation gerade gleich Null ist, entspricht somit der Hencky-Tensor der dritten














γ = . . .
Damit steht bereits fest, daß
ges
χ nicht verschwindet, obwohl der Körper am Ende des Ge-
samtprozesses wieder exakt seinen Ausgangszustand erreicht.
Eine einfache Scherung um das Maß k wird gerade von einer nachfolgenden einfachen Sche-









Daraus folgt, daß der linke Strecktensor einer Scherung um −k dem inversen rechten Streck-








U 1 · 1RT
⇒ 1V (−k) = 1U 1(k) und: 1R(−k) = 1RT (k)
Demnach entspricht der linke Strecktensor der reinen Streckung im letzten Prozeßabschnitt
dem linken Strecktensor einer einfachen Scherung, die derjenigen im ersten Prozeßabschnitt
genau entgegengerichtet ist (vergl. Gl. 5.80).
3
V (k = 2 π) =
1
U 1(k = 2 π) =
1
V (k = −2 π)
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Dieser Zusammenhang überträgt sich auch auf die Hencky-Tensoren.
3
h(k = 2 π) =
1
h(k = −2 π)







1, 775 −0, 565
−0, 565 −1, 775
]
Am Ende der in Abbildung 5.4 skizzierten Deformationsfolge nimmt χ somit die gleichen
Eigenwerte an wie der Tensor h bei einer Scherung mit k = 2 π, obwohl in Abbildung 5.4
der Körper zuletzt wieder seinen Ausgangszustand annimmt. Damit ist die Pfadabhängigkeit
des Tensors χ belegt. Bei diesem Tensor handelt es sich somit nicht um ein Verzerrungsmaß.
Die Ursache für die Besonderheiten des Tensors χ wird aus der Kombination des zweiten





Diese Gleichung zeigt, daß an der Berechnung von χ aus dem exakten Verzerrungsmaß h zwei
Beobachter, nämlich ein Beobachter im Zaremba-Jaumann-Bezugssystem und ein weiterer
im Bezugssystem der logarithmischen Zeitableitung, beteiligt sind. Der zuletzt genannte Be-
obachter leitet zunächst die Koeffizienten von h in seinem eigenen Basissystem nach der Zeit
ab. Diese Koeffizienten sind in das Basissystem des anderen Beobachters zu transformieren,
der sie danach wieder über der Zeit integriert und mit seinen Basen wiederum zu dem Tensor
χ zusammensetzt. Der Unterschied zwischen h und χ entspricht in dieser Interpretation der
zeitlichen Änderung der Transformation zwischen den beiden Beobachtersystemen, also der
Relativbewegung der beiden Beobachtersysteme. Diese Relativbewegung zeigt sich in dem




























Anschaulich rühren die periodischen Schwankungen der εab somit daher, daß ein Beobachter
ableitet und ein anders rotierender Beobachter wieder integriert. Ähnliche Effekte sind bei
Modellen anisotroper Plastizität seit langem bekannt (s. Lehmann 1972).
Ausgangspunkt der detaillierten Untersuchung von χ war die Gleichung 5.74. Um die dort
angegebenen Ableitungen der Spannungen nach χ und D direkt ausführen zu können, müßte




vorliegen. Da aber χ in seinen Ei-
genschaften von denen eines Verzerrungsmaßes signifikant abweicht, wird eine solche Stoff-
gesetzformulierung in der Regel nicht in Frage kommen. Somit muß die Ableitung nach χ
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auf andere Ableitungen zurückgeführt werden. Hierfür kommen wiederum Ableitungen nach
b und
∗








































Zu klären ist noch die Ableitung von b nach χ. Dies gelingt mit Hilfe der Zaremba-Jaumann-
Zeitableitungen. Offensichtlich ist eine Änderung von b ohne eine Änderung von χ unmöglich.
∗
b = b · ∗χ + ∗χ · b ⇒ ∗b = ∂b
∂χ











= 2(b ◦ E)S24 = ∂b
∂χ




































In beiden Fällen ist eine simultane Variation der Verzerrungs- und der Verzerrungsände-
rungsgrößen für eine numerische Ableitung wie in Gleichung 5.69 nicht möglich. Insofern ist
die Gleichung 5.69 zu bevorzugen, da auch die Zeitintegration gemäß Gleichung 5.73 keinen
Vorteil gegenüber derjenigen gemäß Gleichung 5.65 erkennen läßt.
Eine simultane Variation zusammen mit der Zeitintegration gemäß Gleichung 5.73 gelingt
erst, wenn die Variationen selbst ineinander umgerechnet werden. Abermals sollen die für
die Bildung einer numerischen Ableitung einer Größe x zu bildenden Variationen mit dx
bezeichnet werden. Dementsprechend werden z.B. die für die Ableitungen benötigten sechs
Variationen von χ mit dχ
a(6)





Für Variationen von b ergibt sich:
∗
b = b · D + D · b ⇒ dba(6) = b · dχa(6) + dχa(6) · b . (5.82)
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Das zugehörige Verfahren gestaltet sich hierbei derart, daß für die numerischen Ableitungen
Variationen für die einzelnen Koeffizienten von χ gewählt werden. Jedes dχ
a(6)
hat damit in
der Darstellung, in der die Ableitungen gebildet werden, jeweils nur einen von Null abwei-
chenden Koeffizienten. Zu dem jeweiligen dχ
a(6)
werden gemäß den Gleichungen 5.81 und




berechnet. Während bei dD
a(6)
genau wie bei dχ
a(6)
nur ein Koeffizient von Null abweicht, wird ein db
a(6)
im Normalfall in mehreren (möglicher-
weise sogar in allen) Koeffizienten von Null abweichen. Durch Addition der jeweiligen dD
und db mit den aktuellen Werten werden die gemäß dχ variierten Tensoren D und b ermittelt
und zur Berechnung der variierten Spannungen herangezogen. Die Differenz dσ
a(6)
zu den
Originalspannungen in Relation zu den dχ
a(6)






↗ dτa(6) = τ
(
D + dDa(6) , b + dba(6)
) − τ(D , b) → ∂τ
∂χ
(5.83)
Die so gebildete numerische Ableitung stellt bereits ein Äquivalent zu dem Tensor k aus
Gleichung 5.69 dar, ohne daß noch mit einem weiteren Tensor multipliziert werden muß.
Dementsprechend ist diese Methode besonders schnell.
5.5.2 Auswahl eines geeigneten Beobachtungssystems
Alle drei angegebenen Varianten Eulerscher Materialsteifigkeiten (Gln. 5.69, 5.71 und 5.74)
unterliegen der Voraussetzung, daß sich die Spannungen τ als Funktionen von b und D
darstellen lassen. Bei der Bildung numerischer Ableitungen spiegelt sich dies darin wider,
daß sich aus den aktuellen (ggf. variierten) Werten von b und D und den Informationen aus
dem letzten Zeitschritt die aktuellen Spannungen berechnen lassen müssen. Aktuelle Größen,
die sich nicht aus den (ggf. variierten) Werten von b und D berechnen lassen, stehen für die
Spannungsberechnung nicht zur Verfügung.
Es sind aber ohne weiteres durchaus sinnvolle Stoffgesetze denkbar (und bereits existent),
für die diese Bedingung nur eingeschränkt erfüllbar ist. Dies betrifft alle Stoffgesetze, in
denen Größen nach der Zeit abgeleitet werden, bei denen es sich nicht um Verzerrungsmaße
handelt. Ein häufig anzutreffendes Beispiel hierfür sind Zeitableitungen von Spannungsan-
teilen im Rahmen von Evolutionsgleichungen. Eine Eulersche Formulierung des Stoffgesetzes
erfordert an dieser Stelle natürlich auch eine Eulersche Zeitableitung, zu deren Berechnung
Zusatzterme (vergl. Gl. 3.23) erforderlich sind, die im allgemeinen aus b und D nicht bere-





τ(t + Δt) − τ(t − Δt)
2 Δt
+ Ω · τ − τ · Ω .
Darin ist der Tensor Ω kein Eulerscher Tensor, er ist also beobachterabhängig. Dementspre-
chend kann er im allgemeinen allein anhand Eulerscher Größen wie b und D nicht berechnet
werden. Ausnahmen hiervon bilden lediglich die Beobachtersysteme Eulerscher Zeitableitun-
gen. Insbesondere bei dem System, in dem die Zaremba-Jaumann-Zeitableitung beobachtet
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τ identisch sind. Ein Beobachter in einem solchen System kann in einem ihm unbewegt
erscheinenden Basissystem eA von der Beziehung
∗







Strenggenommen ist somit die tensorielle Form der Gleichungen 5.69, 5.71 und 5.74 nur für
solche Stoffgesetze zulässig, bei denen die beschriebenen Schwierigkeiten nicht auftreten. Bei
allgemeinen Stoffgesetzen ist hingegen die Gültigkeit dieser Gleichungen auf Darstellungen in
bestimmten Basissystemen beschränkt, gilt also nicht für die vollständigen Tensoren, sondern
nur für bestimmte Koeffizienten.
Um die Berechnung der Materialsteifigkeiten auch für Stoffgesetze mit Evolutionsgleichungen
zu ermöglichen, müssen somit alle Tensoren durch deren Koeffizienten in dem Basissystem
eines Beobachters einer Eulerschen Zeitableitung repräsentiert werden. Hierfür bietet sich
das System an, in dem die Zaremba-Jaumann-Zeitableitung der direkten Beobachtung ent-
spricht. Um alle Tensoren in diesem Bezugssystem darstellen zu können, muß zunächst eine
Annahme über den Deformationshergang während des aktuellen Zeitschritts, also zwischen
F (t − Δt) und F (t) getroffen werden, die wiederum die Identifikation des Zaremba-Jaumann-
Basissystems ermöglicht. Eine mögliche Annahme hierfür, die ein sehr komfortables Arbei-
ten erlaubt, besteht darin, daß sich die Teildeformation des aktuellen Zeitschritts aus einer
reinen Drehung zu Beginn und einer nachfolgenden reinen Streckung in gleichbleibenden
Eigenrichtungen zusammensetzt. Verzerrungen des Materials finden somit nur während der
zweiten Phase statt. Der praktische Vorteil dieser Phasenseparierung im Zeitschritt besteht
darin, daß sich der Zaremba-Jaumann-Beobachter während der zweiten Phase relativ zum
Lagrangeschen Beobachter nicht bewegt. Diese Annahme liefert aus der Anschauung heraus
Zusammenhänge, die im wesentlichen dem Algorithmus von Hughes & Winget (1980) ent-
sprechen, der auch die Basis für die ABAQUS-Benutzerschnittstelle UMAT (vergl. ABAQUS
2004) bildet.




ΔR · χ(t − Δt) · ΔRT








Abbildung 5.5: Übersicht über die Ein-/Aus-
gabegrößen der Benutzerschnittstelle UMAT
des FEM-Programmpakets ABAQUS zur Im-
plementierung von allgemeinen Stoffgesetzen
(vergl. ABAQUS 2004).
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Ausgangspunkt ist die aus den Deformationsgradienten F (t) und F (t − Δt) berechnete ak-
tuelle Teildeformation ΔF .
F (t) = ΔF · F (t − Δt) ⇒ ΔF = F (t) · F 1(t − Δt)
Die Polarzerlegung dieser Teildeformation liefert:
ΔF = ΔV · ΔR mit: ΔV =
√
ΔF · ΔF T → ΔR = (ΔV ) 1 · ΔF .
Wird ausgehend von F (t − Δt) in der ersten Phase zunächst nur die Drehung R ausgeführt,
so wird eine Zwischenkonfiguration mit dem Deformationsgradienten
∧
F erreicht.
F (t − Δt) −→ ∧F = ΔR · F (t − Δt) −→ F (t) = ΔV · ΔR · F (t − Δt)




F · ∧F T = ΔR · b(t − Δt) · ΔRT .
Unter der Voraussetzung, daß sich während der Drehung an den Spannungsverhältnissen im
Material nichts ändert, gilt die Beziehung auch für die Spannungstensoren, da sowohl die
Normalenvektoren zu beliebigen Schnittflächen als auch die Spannungsvektoren in diesen
Schnittflächen der Rotation folgen.
∧
τ = ΔR · τ(t − Δt) · ΔRT
Dies entspricht der Handhabung im Rahmen der ABAQUS-Benutzerschnittstelle, bei der für
die Berechnungen im aktuellen Zeitschritt statt der zum letzten Zeitpunkt berechneten (au-
siterierten) Koeffizienten der Tensoren σ und χ die Koeffizienten der mit dem aktuellen ΔR
gedrehten Tensoren zur Verfügung gestellt werden. (vergl. Abb. 5.5).
Nach der reinen Drehung mit R findet in der zweiten Phase des aktuellen Zeitschritts die
Streckung ΔV statt.
F (t) = ΔV · ∧F
Diese Streckung erfolgt derart, daß auch alle Teildeformationen dieser Phase rotationsfrei
sind. Dazu muß die Deformation in allen Teilen einen reinen Streckungscharakter haben
und die Eigenrichtungen müssen während der gesamten Phase unverändert bleiben. Damit
kann das System der Eigenrichtungen zur Berechnung Lagrangescher Zeitableitungen ge-
nutzt werden, womit sich diese Eigenrichtungen unweigerlich auch auf die Zeitableitungen
der ablaufenden Streckung übertragen. Unter diesen Bedingungen ist der Geschwindigkeits-










⇒ GT = F · F 1 =

(ΔV ) · ∧F · ∧F 1 · ΔV 1
=

(ΔV ) · ΔV 1 = ΔV 1 ·





Black L_142085_Habil2014_Ihlemann_Druckversion.pdfJuni 16, 2014 | 14:18:00 169
160 5 Beobachtersysteme für konsistente Linearisierungen
Ein Ω-Tensor existiert hingegen in dieser Phase nicht. Daraus folgt für die Zaremba-Jau-
mann-Zeitableitung eines Eulerschen Tensors x in dem momentanen Beobachtungssystem
ea:
D = G ⇒ Ω = 0 ⇒ ∗x = x = .xab jab .









xab dtjab . (5.85)
Dementsprechend gilt für die Größe χ:




Dab dt . (5.86)
Damit ist der Algorithmus gefunden, nach dem innerhalb von ABAQUS der Tensor χ berech-
net wird. Prinzipiell müßte allerdings für die Berechnung von Δχ aus D derjenige Tensor D
benutzt werden, der zu der zweiten Phase der Teildeformation, also zu der reinen Streckung
um V gehört (s. Gl. 5.84). Wird hingegen für dei Berechnung von D das gesamte ΔF als
variabel angenommen, so resultiert daraus ein anderes D als in Gleichung 5.84. Dazu sei
zunächst der vollständige Geschwindigkeitsgradient untersucht.
F (t) = ΔF · F (t − Δt) ⇒ GT (t) =

(ΔF ) · F (t − Δt) · F 1(t − Δt) · ΔF 1
=

(ΔF ) · ΔF 1
Die bereits abgeschlossene Teildeformation F (t − Δt) hat somit erwartungsgemäß keinerlei








· ΔRT · ΔV 1
=

(ΔV ) · ΔV 1 + ΔV ·

(ΔR) · ΔRT · ΔV 1 .
Mit

(ΔR) = 0 folgt hieraus wiederum die Gleichung 5.84. Während der reinen Drehphase
zu Beginn ist hingegen V = E und

(ΔV ) = 0.
ΔV = E






Dieser Tensor ist wegen
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5.5 Eulersche Materialsteifigkeit 161
antisymmetrisch. damit bestätigt sich, daß während einer reinen Drehung keine Formän-
derungsgeschwindigkeiten auftreten und außerdem das Basissystem des Zaremba-Jaumann-
Beobachters der Drehung exakt folgt. Darüber hinaus ist die gefundene Antisymmetrie aber
auch bezüglich kleiner Zeitschritte interessant. Mit kleiner werdenden Zeitschritten werden





(ΔR) ihre Größenordnung beibehalten. Daraus folgt für die Formänderungs-
geschwindigkeiten:

















Demnach geht mit kleiner werdenden Zeitschritten der anhand der vollständigen Änderun-
gen von ΔF berechnete Tensor der Formänderungsgeschwindigkeiten in denjenigen Tensor
D über, der sich für die reine Streckungsphase ergibt, was die Gleichung 5.86 zumindest
für kleine Schritte rechtfertigt. Darüber hinaus wird anhand dieser Betrachtung erkenn-
bar, daß eine Integration gemäß Gleichung 5.85 auch dann als eine gegen die exakte Form
strebende Näherung für die Integration innerhalb des Bezugssystems des Zaremba-Jaumann-
Beobachters interpretiert werden kann, wenn gar keine Separierung in reine Dreh- und Streck-
anteile vorgesehen ist, sofern von kleinen Zeitschritten ausgegangen wird.
Das Beispiel der einfachen Scherung läßt eine analytische Bestimmung der Koeffizienten von
4χ gemäß Gleichung 5.86 selbst bei infinitesimaler Zeitschrittweite zu, so daß die Identität
mit dem Ergebnis aus Gleichung 5.79 überprüft werden kann.
Werden mehrere gleichartige Scherungen nacheinander ausgeführt, so ergibt sich die Gesamt-


















Dementsprechend ergibt sich bei einer Unterteilung eines Scherungsprozesses in n gleiche
Teilschritte ein ΔF von:








Der Drehanteil ΔR aus der Polarzerlegung von ΔF ist bereits aus Gleichung 5.77 bekannt.
ΔF = ΔV · ΔR mit: [ΔRab] =
[
cos ϕΔ sin ϕΔ
− sin ϕΔ cos ϕΔ
]
mit: ϕΔ = arctan
k
2 n
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Gemäß Gleichung 5.86 ergibt sich damit für das Ende des zweiten Schrittes:
χ = Δχ + ΔR · Δχ · ΔRT
und das Ende des dritten Schrittes:
χ = Δχ + ΔR ·
(
Δχ + ΔR · Δχ · ΔRT
)
· ΔRT
= Δχ + ΔR · Δχ · ΔRT + ΔR · ΔR · Δχ · ΔRT · ΔRT
und schließlich das Ende des letzten (n-ten) Schrittes:
χ = Δχ +
n−1∑
j=1





Für die Berechnung der in der Summe auftretenden Produkte von χ mit zwei Drehtensoren









cos ϕ − sin ϕ
sin ϕ cos ϕ
]
[
cos ϕ sin ϕ
− sin ϕ cos ϕ
][
sin ϕ cos ϕ
cos ϕ − sin ϕ
][
2 cos ϕ sin ϕ cos2 ϕ − sin2 ϕ
cos2 ϕ − sin2 ϕ −2 cos ϕ sin ϕ .
]
Daraus ergeben sich nach Einbeziehung der Zusammenhänge:
2 cos ϕ sin ϕ = sin 2ϕ ; cos2 ϕ − sin2 ϕ = cos 2ϕ (5.88)
die Koeffizienten der Tensorprodukte.
⇒
[





















) − sin (2j ϕΔ
)
]
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Mit dem Übergang zu unendlich vielen (n → ∞) und somit infinitesimalen Zeitschritten
wird auch der Teildrehwinkel ϕΔ infinitesimal und unterscheidet sich damit nicht mehr von
tan ϕΔ.

































In der Matrix stehen auf jeder Position Summen äquidistanter Werte von sin x bzw cos x
innerhalb des Intervall von Null bis k. Zusammen mit dem Vorfaktor 1/n stellt dies eine
Mittelwertbildung der jeweiligen Funktion in dem betreffenden Intervall dar. Die gleichen
Mittelwerte können auch durch Integrationen in dem gleichen Intervall und nachträgliches
























1 − cos k sin k
sin k −(1 − cos k)
]
Die aus der Integration gewonnenen Ausdrücke für die χab-Koeffizienten sind gemäß Glei-
chung 5.88 tatsächlich völlig identisch mit dem Ergebnis aus Gleichung 5.79.
5.6 Übertragung von Materialsteifigkeiten
In den vorhergehenden Abschnitten wurden Materialsteifigkeiten für unterschiedliche Beob-
achtersysteme ermittelt (vergl. Gln. 5.64, 5.63 u. 5.68 mit 5.69).
gemischt:

















·· (b ◦ E)S24
(5.89)
Diese Formulierungen sind im allgemeinen nicht äquivalent, da ihnen unterschiedliche Arten
der Zeitintegration und damit unterschiedliche Annahmen über den Verlauf der Deformation
zwischen zwei Zeitpunkten zugrunde liegen. Nur bei elastischen Stoffgesetzen, bei denen die
Spannungen ausschließlich von den Verzerrungen abhängen, sind die Gleichungen äquivalent.
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Unabhängig von diesen Unterschieden ist es in vielen Fällen erforderlich oder zumindest sehr
zweckdienlich, zwischen den Betrachtungsweisen zu wechseln. Beispielsweise kann die For-
mulierung eines Stoffgesetzes die Art der Ableitungen festlegen, gleichzeitig aber das zu ver-
wendende FEM-Programm eine andere Art der Materialsteifigkeit erfordern. Für solche Fälle
sollen in diesem Abschnitt Übertragungen zwischen den verschiedenen Betrachtungsweisen
ermittelt werden. Dabei werden die in Gleichung 5.89 ausführlich symbolisierten Ableitun-
gen im folgenden zugunsten der Übersichtlichkeit durch einfache Ableitungsangaben ersetzt.











·· (b ◦ E)S24
Die Ergebnisse werden auf verschiedenen Wegen bestätigt, um einerseits die Methoden in
ihren Möglichkeiten und Einschränkungen vergleichen zu können und andererseits die Äqui-
valenz der Methoden zu belegen.
Als erstes soll eine Lagrange-Euler-Umrechnung anhand einer direkten Umrechnung unter
Zuhilfenahme der pull-back- und push-forward-Abbildungen erfolgen. Gesucht ist also ein
aus K berechenbarer Ersatz k∗ für k. Dabei steht, wie oben begründet, von vornherein fest,
daß k∗ und k für allgemeine Stoffgesetz nicht identisch sein können. Allerdings wird für
Beschreibungen elastischen Materialverhaltens Identität gefordert.
Um die Lagrangesche und die Eulersche Variante in Gleichung 5.89 in Beziehung zu setzen,
müssen Zeitableitungen von T̃ und τ in Beziehung gesetzt werden. T̃ ist die pull-back-
Abbildung von τ .
T̃ = F 1 · τ · F T 1
Somit sollte die push-forward-Abbildung der Lagrangeschen Zeitableitung von T̃ eine Euler-




= −F 1 · F · F 1 und: L = (∇ ◦ v)T = F · F 1 .
Damit ergibt sich die kontravariante Oldroyd-Zeitableitung von τ .
F ·

T̃ · F T = − F · F 1 · τ + τ − τ · F T 1 · F T
= − L · τ + τ − τ · LT = ◦τ
Darüber hinaus wird eine Beziehung zwischen

C und D benötigt.
F T
1 · C · F 1 = F T 1 ·
( 
F T · F + F T · F
)
· F 1 = LT + L = 2D
Da K sowohl (1,2)- als auch (3,4)-symmetrisch ist und außerdem D symmetrisch ist, ergibt
sich:
◦






· F T =
(
F ◦ F T








F ◦ F T




F T ◦ F
)S24 ·· D .
(5.90)
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Dies ist noch nicht der gesuchte Zusammenhang, da hier noch die Oldroyd-Zeitableitung
◦
τ
anstelle der Zaremba-Jaumann-Zeitableitung (vergl. Gl. 5.89) auftritt. Der gefundene Zu-
sammenhang ist aber in mehrfacher Hinsicht interessant. Zum einen zeigt er, daß auch
◦
τ
und D eine sinnvolle Paarung zur Definition einer Materialsteifigkeit darstellen. Dies erklärt
sich aus der Tatsache, daß D ebenfalls als Oldroyd-Ableitung interpretierbar ist, nämlich in
der Form D =
◦
ε . Gleichung 5.90 verdeutlicht desweiteren, daß die Lagrangesche Zeitablei-
tung eines Lagrangeschen Arguments nicht äquivalent zu einer Eulerschen Zeitableitung in
einem starren Beobachtersystem, sondern stattdessen zu einer Oldroyd-Ableitung ist.
Der Übergang auf die Zaremba-Jaumann-Zeitableitung erfolgt mit Hilfe der Kombination




τ + D · τ + τ · D = ◦τ + 2 ja(6) ◦ ja(6) ··
(




τ + 2 (τ ◦ E)S24 ·· D





·· C ⇒ ∗τ = k∗ ·· D
mit: k∗ = 2
{(
F ◦ F T




F T ◦ F
)S24
+ (τ ◦ E)S24
} (5.91)
Natürlich können bei k∗ die Übertragungen
(
F ◦ F T )S24 auch nach außen gezogen werden.
k∗ = 2
(











F T ◦ F
)S24
Diese Beziehungen lassen sich auch umkehren:
(













T̃ ◦ C 1)S24 .
Wird hierbei wiederum auf der linken Seite k∗ gegen k ausgetauscht, so ergibt sich auf der
rechten Seite im allgemeinen nicht mehr K, sondern ein K∗.
∗
τ = k ·· D ⇒






F 1 ◦ F T 1
)S24 ·· k ··
(
F T
1 ◦ F 1
)S24 − ( T̃ ◦ C 1)S24
=
(










1 ◦ F 1
)S24
(5.92)
Diese Ergebnisse sollen mit Hilfe des Übertragungsoperators bestätigt werden.

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= τ · b 1 →
◦(
τ · b 1) = (F ◦ F 1)T24 ·· K ·· (F 1 ◦ F)T24 ·· (2 b · D)
= 2
(
F ◦ F 1)T24 ·· K ··
(
F T ◦ F
)T24 ·· D .
Aus der Definition der Oldroyd-Ableitung auf der linken Seite ergibt sich:
◦(
τ · b 1) =
.(
τ ij b 1jk
)









Daraus folgt bei Berücksichtigung der vorhandenen Symmetrien bereits die Bestätigung von
Gleichung 5.90.
Um auch Umrechnungsbeziehungen zur gemischten Darstellung zu erhalten, bietet sich die
direkte Umrechnung der Ableitungen an. Analog zu den bisher ermittelten Übertragungen
wird auch in diesem Fall derart gerechnet, als wenn die Spannungen ausschließlich von Ver-
zerrungen abhängen. Dementsprechend ist auch hier mit Unterschieden bezüglich der jeweils
implizit verwendeten Zeitintegrationsart zu rechnen. Aus dem gleichen Grund sollten die
Ergebnisse aber den bisherigen Übertragungen vollkommen entsprechen.
Ausgangspunkt sind die Beziehungen zwischen den verwendeten Spannungstensoren.
T = T̃ · F T = F 1 · τ






E ◦ F T
)T24 ·· ∂ T̃
∂F
+ T̃ · 2J = F 1 · ∂τ
∂F



























∂F T · F
∂F
= F T · ∂F
∂F
+ (E ◦ F )T24 ·· ∂F
T
∂F
= F T · 3J + (E ◦ F )T24 ·· 2J
= F T · 3J + 2J ··
(










·· 2J = 2
(
ja(6) ◦ ja(6) · F T
)




ja(6) ◦ ja(6) · F
)
·· 2J
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E ◦ F T
)T24
(5.95)
Unter Ausnutzung der (1,2)-Symmetrie von
∂ T̃
∂C
folgt damit aus dem rechten Teil der Glei-





E ◦ F T
)T24 ·· 2 ∂ T̃
∂C
· F T + T̃ · 2J = 2
(
E ◦ F T
)T24 ·· 2J ·· ∂ T̃
∂C
· F T + T̃ · 2J
= 2
2
J ·· (F ◦ E)T24 ·· ∂ T̃
∂C
· F T + T̃ · 2J = 2J ··
(
2 F · ∂ T̃
∂C
· F T + (E ◦ T̃)T24
)
(5.96)
Diese Gleichung läßt sich umkehren. Im Endergebnis ist allerdings weder die (1,2)- noch die
(3,4)-Symmetrie der rechten Seite unmittelbar erkennbar und auch erst in der Summe, nicht
aber in den einzelnen Summanden vorhanden. Überdies ist eine exakte Symmetrie nur bei
Stoffgesetzen für elastisches Materialverhalten zu erwarten, bei denen keine Abweichungen






F 1 · ∂ T
T
∂F
· F T 1 − 1
2
(
C 1 ◦ T̃)T24
Aufgrund der Symmetrien der linken Seite können aber ohne Einschränkungen für die Glei-






ja(6) ◦ ja(6) ··
(
F 1 · ∂ T
T
∂F
· F T 1
)




C 1 ◦ T̃)S24 (5.97)
Eine entsprechende Beziehung zwischen der Eulerschen und der gemischten Darstellungs-
weise wird wiederum aus Gleichung 5.93 (diesmal aus dem zweiten Teil) abgeleitet. Zusam-
men mit Gleichung 5.52 folgt:
∂ T
∂F
= F 1 · ∂τ
∂F






= −(F 1 ◦ F 1)T24
= F 1 · ∂τ
∂F
− (F 1 ◦ T)T24




E ◦ F T
)T24 − (F 1 ◦ T)T24 .
(5.98)





















ja(6) ◦ ja(6) ··
(





E ◦ F T 1




E ◦ F T 1 · T
)S24
(5.99)
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Eine wirksame Kontrolle der entwickelten Gleichungen besteht in dem Versuch, durch Ein-







gemäß Gleichung 5.91 zu bestätigen.
∂τ
∂b
= F · 2J ··
(
F · ∂ T̃
∂C













E ◦F T 1 · T
)T24
= F · 2J ··
(

































F · T̃ ·F 1 ◦E)T24 ·· 2J + 1
2
(





F ◦ F T










τ · b 1 ◦E)T24 ·· 2J + 1
2
(
E ◦ b 1 · τ)T24
=
(
F ◦ F T




F T · b 1 ◦F
)T24 ·· 2J + ja(6) ◦ ja(6) ··
(
τ · b 1 ◦E)T24 ·· 2J







sich daraus zwei Formulierungsalternativen ableiten, wobei die zweite Variante insbesondere





F ◦ F T
)S24 ·· ∂ T̃
∂C
·· (F 1 ◦ F)S24 + (τ · b 1 ◦ E)S24
=
(
F ◦ F T




F T ◦ F
)S24 · b 1 + ja(6) ◦ ja(6) ·· (τ ◦ E)T24 · b 1 .
(5.100)
Die Umrechnung auf k bestätigt tatsächlich das bereits auf anderem Wege ermittelte Ergeb-







·· jc(6) ◦ jc(6)
= 2
{(
F ◦ F T




F T ◦ F
)S24
+ (τ ◦ E)S24
} (5.101)
Die Tabelle auf Seite 169 faßt die bisher vorgestellten Umrechnungsmöglichkeiten zusammen.

















·· 2J · F 1 (5.102)
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Abbildung 5.6: Übersicht über die vorgestellten Umrechnungsmöglichkeiten zwi-
schen verschiedenen Materialsteifigkeiten. Sofern eine Inversion einer Gleichung an-
gegeben ist, so ist für die betreffende Paarung nur eine der beiden Abhängigkeiten
explizit angegeben, eine Inversion ist aber direkt und ohne Einschränkungen möglich.
Die durch separate Rahmungen hervorgehobenen Abhängigkeiten werden erst im
folgenden vorgestellt.
und daraus wiederum gemäß Gleichung 5.68:










·· 2J · F T
)
·· ja(6) ◦ ja(6) . (5.103)
Der Übergang auf m erfolgt über die Inversion der entsprechenden Zeile von Gleichung 5.98.
∂ T
∂F
= F 1 · ∂τ
∂F
− (F 1 ◦ T)T24 ⇒ ∂τ
∂F
= F · ∂ T
∂F
+ (E ◦ T )T24 (5.104)
Beim Einsetzen in Gleichung 5.103 entsteht:
(E ◦ T )T24 ·· 2J · F T = 2J ··
(
T T ◦ E
)T24 · F T = 2J ··
(
T T · F T ◦ E
)T24
= (E ◦ F · T )T24 ·· 2J = (E ◦ τ)T24 ·· 2J .
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Damit ergibt sich schließlich der gesuchte Zusammenhang zwischen k und m.
⇒ k =
(
F · ∂ T
∂F
·· 2J · F T
)
·· ja(6) ◦ ja(6) + (E ◦ τ)S24 (5.105)
Eine unmittelbare Inversion dieser Gleichung ist aufgrund der enthaltenen Symmetrisierung




aus k möglich sein sollte. Dies ist auch tatsächlich der Fall,
erfordert allerdings eine separate Herleitung. Das vorgefundene Inversionsproblem existiert
letztlich bereits für die Gleichung 5.68 zur Berechnung von k aus
∂τ
∂b
. In diesem Zusammen-
hang läßt sich das Problem allerdings mit Hilfe der Formulierungsalternative in Gleichung
5.69 umgehen, sofern ein zu dem Tensor (b ◦ E)S24 inverser Tensor B bezüglich des doppelten
Punktprodukts existiert.





ja(6) ·· (b ◦ E)S24 ·· jb(6)
] 1
Mit Hilfe dieses Tensors könnte Gleichung 5.69 nach
∂τ
∂b







k ·· B ⇒ ∂ T
∂F
= F 1 · k ·· B ··
(
E ◦ F T
)T24 − (F 1 ◦ T)T24 (5.106)





·· (b ◦ E)S24 ·· j
b(6)
]
von Null abweicht. Die Koeffizientenmatrix eines
(X ◦ E)S24 -Tensors wurde bereits als identisch mit derjenigen Matrix in Gleichung 2.61 er-
kannt. Die Determinante muß in allen kartesischen Koordinatensystemen identisch sein, also
auch in einer Darstellung in den Eigenrichtungen eA von b mit den Eigenwerten bI, bII und
bIII. Die Koeffizientenmatrix vereinfacht sich damit zu:
[





bI 0 0 0 0 0
0 bII 0 0 0 0
















Offensichtlich ist die Determinante dieser Matrix für einen stets positiv definiten Tensor wie
b immer von Null verschieden.
det
[
jA(6) ·· (b ◦ E)S24 ·· jB(6)
]
= bI bII bIII
1
8
(bII + bIII) (bIII + bI) (bI + bII)
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Damit ist gezeigt, daß sich der Tensor B stets berechnen läßt. Die Koeffizientenmatrix in
Gleichung 5.107 zeigt aber auch, daß sich dieser Tensor nicht auf eine einfache Konstruktion
wie
(
b 1 ◦ E)S24 = B zurückführen läßt, sondern sich tatsächlich erst über die Invertierung
einer 6×6-Matrix erschließt (Stickforth (1983, S. 3-50) bietet diesbezüglich eine interessante
Berechnungsvorschrift an).
Eine Alternative zu dieser Matrixinvertierung läßt sich erreichen, wenn in die Gleichung






die Gleichung 5.92 eingesetzt wird, die
∂ T̃
∂C
wiederum mit k in Verbindung bringt. Somit wird das Problem, eine der Gleichungen








F ◦ F T




F T ◦ F












k − ja(6) ◦ ja(6) ··
⎧













⎪⎩ 3J + 2J
⎫
⎪⎭ ·· (τ ◦ E)T24 ·· 1
2
⎧






Es sei an dieser Stelle noch einmal darauf hingewiesen, daß diese Formeln exakt nur für
Stoffgesetze für elastisches Materialverhalten gelten. Dies wird beispielsweise daran deutlich,
daß die rechte Seite der letzten Gleichung im allgemeinen nicht symmetrisch ist, während
die linke Seite dies aber definitionsgemäß sein muß. Somit wird zumindest bei Stoffgesetzen
jenseits der Elastizität die linke Seite zu symmetrisieren sein. Wird aber eine solche Symme-
trisierung hier explizit durchgeführt, so ergibt sich beim Einsetzen in die Gleichung 5.68 für k
keine Identität mehr, sondern es verbleibt eine Beziehung zwischen der Steifigkeit k und den
Spannungen τ , die wiederum nur im Fall der Elastizität erfüllt ist. In allen anderen Fällen
zeigen sich in dieser und ähnlichen widersprüchlichen Beziehungen die in den Ableitungen
implizit enthaltenen unterschiedlichen Zeitintegrationsarten.
Einsetzen der Gleichung 5.108 in die Gleichungen 5.95 und 5.98 liefert schließlich eine Alter-
native zu Gleichung 5.106 bezüglich der Umrechnung zwischen k und m.
∂ T
∂F
= F 1 · ∂τ
∂F






k + ja(6) ◦ ja(6) ·· (τ ◦ E)T24 ··
⎧






b 1 ◦ F T
)T24
(5.109)
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5.6.1 Programmierungsbeispiel
Die in der Tabelle auf Seite 169 (Abb. 5.6) genannten Gleichungen zur Umrechnung verschie-
dener Materialsteifigkeitsformulierungen dienen der Kopplung von zunächst inkompatiblen
Formen eines Stoffgesetzes und eines FEM-Programmes. Bei der konkreten Programmierung
einer solchen Koppelroutine sind in der Regel zusätzliche Anpassungen bezüglich der Eigen-
schaften der verwendeten Koeffizientenschreibweisen erforderlich. Dies soll exemplarisch an
einer Routine für den Einsatz innerhalb der in Abbildung 5.5 auf Seite 158 skizzierten Be-
nutzerschnittstelle des Programmpakets ABAQUS durchgeführt werden. Das Stoffgesetz liege
beispielsweise in einer Lagrangeschen Formulierung vor (dies ist der wohl häufigste Fall), so
daß gemäß der Tabelle in Abbildung 5.6 die Gleichung 5.91 umzusetzen ist.
In ABAQUS werden nicht die zu den angepaßten Basisdyaden (Gl. 2.53) korrespondierenden
Koeffizienten τ
a(6)




= χ ·· j
b(6)
(vergl. Gl. 2.54) verwendet, sondern für
Spannungsgrößen die Koeffizienten:







ABAQUS: [τa(AQ) ] = [τxx τyy τzz τxy τxz τyz]
und für Verformungsgrößen die mit anderen Vorfaktoren versehenen Koeffizienten:







ABAQUS: [χa(AQ) ] = [χxx χyy χzz 2 χxy 2 χxz 2 χyz] .
Die in ABAQUS verwendeten Koeffizienten von Spannungs- und Verformungsgrößen gehören
somit nicht zu einer einheitlichen Koeffizientenschreibweise und sind deshalb für Herleitungen
und Manipulationen tensorieller Zusammenhänge nur eingeschränkt geeignet.











• die Zeilen 4 und 6 vertauscht werden und die Spalten 4 und 6,
• die Zeilen 4 bis 6 durch √2 geteilt werden, weil die zugehörigen Gleichungen jetzt nicht
mehr für z.B.
√
2 τxy, sondern nur noch für τxy angegeben sind,
• die Spalten 4 bis 6 durch √2 geteilt werden, weil die betroffenen Elemente jetzt nicht
mehr nur mit z.B.
√
2 εyz sondern jetzt mit 2 εyz multipliziert werden.
Diese Operationen können durch Multiplikationen mit der Matrix [6 → Q ] und der dazu
inversen Matrix [Q → 6] durchgeführt werden.
[6 → Q ] =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0
1√
2










[Q → 6] =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0
√
2
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= [6 → Q ] · [ka(6)b(6)
] · [6 → Q ] . (5.110)




= [Q → 6] · [ka(AQ)b(AQ)
] · [Q → 6]
mit: [Q → 6] = [6 → Q ] 1
(5.111)





(Gl. 2.60) bietet die ABAQUS-Formatierung den Vor-
teil, daß beim Übergang von einer 3× 3× 3× 3-Matrix, bzw. einer 9× 9-Matrix auf eine
6×6-Matrix ausschließlich Mittelwertbildungen (Symmetrisierungen) vorgenommen werden,












































































Um die ABAQUS-Koeffizienten zweier Beispieltensoren m und M , die gemäß
m =
(
F ◦ F T
)S24 ·· M ··
(
F T ◦ F
)S24
(5.112)
zusammenhängen, ineinander umzurechnen, muß nicht zu dem a(6)-Format zurückgekehrt
werden. Stattdessen werden geeignete Koeffizientenmatrizen von
(
F T ◦ F)S24 verwendet.
Zunächst wird als Abkürzung eingeführt:
fa(6)b(6) = ja(6) ··
(
F T ◦ F
)S24 ·· jb(6) .
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Mit Hilfe der Gleichungen 5.110 und 5.111 ergibt sich die Beziehung der ABAQUS-Koeffizien-




= [6 → Q ] · [fa(6)b(6)
]T · [Ma(6)b(6)
] · [fa(6)b(6)
] · [6 → Q ]
= [6 → Q ] · [fa(6)b(6)
]T · [Q → 6] · [Ma(AQ)b(AQ)
] · [Q → 6]
· [fa(6)b(6)
] · [6 → Q ]




















= [Q → 6] · [fa(6)b(6)
] · [6 → Q ]
(5.113)































zz Fyz Fxz Fzz Fxz Fzz Fyz
2 Fxy Fxx 2 Fyy Fyx 2 Fzy Fzx Fyy Fxx+Fxy Fyx Fzy Fxx+Fxy Fzx Fzy Fyx+Fyy Fzx
2 Fxz Fxx 2 Fyz Fyx 2 Fzz Fzx Fyz Fxx+Fxz Fyx Fzz Fxx+Fxz Fzx Fzz Fyx+Fyz Fzx




Die Matrizen [6 → Q ] und [Q → 6] sind auch für Umrechnungen von Tensoren 2. Stufe
geeignet. Hier muß aber (in der ABAQUS-eigenen Weise) zwischen Spannungs- und Verzer-
rungstensoren unterschieden werden.
[τa(AQ) ] = [τa(6) ] · [6 → Q ] = [6 → Q ] · [τa(6) ]
[τa(6) ] = [τa(AQ) ] · [Q → 6] = [Q → 6] · [τa(AQ) ]
Bei den Verzerrungstensoren passen die Bezeichnungen der Umrechnungsmatrizen nicht mehr
zu deren Wirkungsweise.
[χa(AQ) ] = [χa(6) ] · [Q → 6] = [Q → 6] · [χa(6) ]
[χa(6) ] = [χa(AQ) ] · [6 → Q ] = [6 → Q ] · [χa(AQ) ]
Für die Umrechnung der Lagrangeschen Spannungen T̃ in das Eulersche Gegenstück τ folgt
zunächst im (6)-Format:
τ = F · T̃ · F T = T̃ ··
(
F T ◦ F
)S24 ⇒ τa(6) = T̃b(6) fb(6)a(6)
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[τa(6) ] = [T̃a(6) ] ·
[
fa(6)b(6)
] ⇒ [τa(AQ) ] = [T̃a(6) ] ·
[
fa(6)b(6)
] · [6 → Q ]
⇒ [τa(AQ) ] = [T̃a(AQ) ] · [Q → 6] ·
[
fa(6)b(6)
] · [6 → Q ]













F ◦ F T )S24 ·· ∂ T̃
∂C
·· (F T ◦ F)S24 der
Gleichung 5.91 umgesetzt werden. Für die vollständige Umsetzung fehlen lediglich noch die
ABAQUS-Koeffizienten des Tensors t = (τ ◦ E)S24 . Im (6)-Format liegen die Koeffizienten




= [6 → Q ] ·
[
ja(6) ·· (τ ◦ E)S24 ·· jb(6)
]





2 τxx 0 0 τxy τxz 0
0 2 τyy 0 τxy 0 τyz

























Damit stehen alle Komponenten für die Umsetzung der Gleichung 5.91 in eine Programm-


















Die Routine erhält als Eingabegrößen den Deformationsgradienten F und dessen dritte Haup-
tinvariante detF, die symmetrischen 2. Piola-Kirchhoff-Spannungen PK und die Lagrangesche
Materialsteifigkeit dPKdC. Die Routine gibt die Cauchy-Spannungen cauchy und eine Eu-
lersche Materialsteifigkeit dtaudchi_detF zurück. Dabei handelt es sich um die durch J3
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Nach der Vereinbarung der lokalen Variablen und der Einführung der Abkürzung Kehr_detF






























FFT_T24(4,1) = 2.D0* F(1,2)*F(1,1)
FFT_T24(5,1) = 2.D0* F(1,3)*F(1,1)
FFT_T24(6,1) = 2.D0* F(1,3)*F(1,2)
FFT_T24(4,2) = 2.D0* F(2,2)*F(2,1)
FFT_T24(5,2) = 2.D0* F(2,3)*F(2,1)
FFT_T24(6,2) = 2.D0* F(2,3)*F(2,2)
FFT_T24(4,3) = 2.D0* F(3,2)*F(3,1)
FFT_T24(5,3) = 2.D0* F(3,3)*F(3,1)
FFT_T24(6,3) = 2.D0* F(3,3)*F(3,2)
FFT_T24(4,4) = F(2,2)*F(1,1) + F(1,2)*F(2,1)
FFT_T24(4,5) = F(3,2)*F(1,1) + F(1,2)*F(3,1)
FFT_T24(4,6) = F(3,2)*F(2,1) + F(2,2)*F(3,1)
FFT_T24(5,4) = F(2,3)*F(1,1) + F(1,3)*F(2,1)
FFT_T24(5,5) = F(3,3)*F(1,1) + F(1,3)*F(3,1)
FFT_T24(5,6) = F(3,3)*F(2,1) + F(2,3)*F(3,1)
FFT_T24(6,4) = F(2,3)*F(1,2) + F(1,3)*F(2,2)
FFT_T24(6,5) = F(3,3)*F(1,2) + F(1,3)*F(3,2)
FFT_T24(6,6) = F(3,3)*F(2,2) + F(2,3)*F(3,2)
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Als nächstes erfolgt die Umrechnung der Spannungen gemäß Gleichung 5.115.
C..................Umrechnung der Spannungen
do k = 1 , 6
* Initialbelegung
cauchy(k) = PK(1) * FFT_T24(1,k)
do j = 2 , 5
cauchy(k) = cauchy(k) + PK(j) * FFT_T24(j,k)
enddo
* 2PK -> Cauchy
cauchy(k) = (cauchy(k) + PK(6) * FFT_T24(6,k)) * Kehr_detF
enddo
Als letzter Schritt verbleibt die Belegung der Steifigkeit. Das Ausgabefeld dtaudchi_detF
wird zunächst mit den Koeffizienten von τ gemäß Gleichung 5.116 belegt.
C..................Startbelegung der Steifigkeit
dtaudchi_detF(1,1) = 2.d0* cauchy(1)
dtaudchi_detF(2,2) = 2.d0* cauchy(2)













dtaudchi_detF(4,4) = .5d0* (cauchy(2)+cauchy(1))
dtaudchi_detF(5,5) = .5d0* (cauchy(1)+cauchy(3))
dtaudchi_detF(6,6) = .5d0* (cauchy(3)+cauchy(2))
dtaudchi_detF(4,5) = .5d0* cauchy(6)
dtaudchi_detF(4,6) = .5d0* cauchy(5)
dtaudchi_detF(5,6) = .5d0* cauchy(4)
* Ergänzung der symmetrischen Anteile
do k = 1 , 6
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Schließlich erfolgt die zweifache Multiplikation der Lagrangeschen Steifigkeit auf dem Ein-
gabefeld dPKdC mit der Übertragungsmatrix auf dem FFT_T24-Feld gemäß Gleichung 5.113.
C..................Umrechnung der Lagrangeschen Steifigkeit
do k = 1 , 6
do j = 1 , 6
arb(k,j) = dPKdC(k,1) * FFT_T24(1,j)
do i = 2 , 5
arb(k,j) = arb(k,j) + dPKdC(k,i) * FFT_T24(i,j)
enddo
arb(k,j) = 2.d0/detF * (arb(k,j) + dPKdC(k,6) * FFT_T24(6,j))
enddo
enddo
do k = 1 , 6
do j = 1 , 6
do i = 1 , 6
dtaudchi_detF(k,j) = dtaudchi_detF(k,j) +





5.6.2 Sonderfall: Isotrope Elastizität
In dem besonders einfachen Fall isotrop elastischen Materialverhaltens und isothermer Pro-
zeßführung stellt die Formänderungsarbeitsdichte Φ bezüglich jedes Verzerrungstensors eine
Invariante dar. Für die Formänderungsleistung kommen demnach in diesem Fall die folgen-











·· F = ∂Φ
∂C
·· C = ∂Φ
∂b
·· ∗b
Für die Eulersche Variante empfiehlt sich als Vorbereitung für das weitere Vorgehen eine
Isolierung der in
∗
b enthaltenen Formänderungsgeschwindigkeiten D.
mit:
∗
b = b · D + D · b = 2 (E ◦ b)S24 ·· D
Die Ableitung einer Invarianten nach dem Argumenttensor der Invarianten ergibt stets einen
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Aus der Gegenüberstellung mit der allgemeinen Gleichung 3.49 für die Formänderungslei-


















·· (E ◦ b)S24
(5.117)













































Für die Berechnung der Eulerschen Materialsteifigkeit k ist zunächst die Ableitung von τ
nach b zu bestimmen (vergl. Gl. 5.68).
∂τ
∂b














































◦ b + E ◦ τ
2
)S24







·· jc(6) ◦ jc(6) .
(5.121)
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Dieser Zusammenhang ist gut geeignet, die Notwendigkeit der konsequenten Beachtung von
Symmetrieeigenschaften der Ableitungen nach symmetrischen Tensoren zu demonstrieren.
Zum Vergleich sei die Berechnung eines k∗ durchgeführt, wobei gegenüber dem Original-k
der symmetrische Tensor b durch einen allgemeinen Tensor X ersetzt wird und erst das
Endergebnis wiederum symmetrisiert wird.






·· jb(6) ◦ jb(6)
Bei den Spannungen wird die Abkürzung P für die einfache Ableitung von Φ eingeführt.
τab = Xac Pcb mit: X ·· ja(6) ◦ ja(6) = b und: P = 2
∂Φ
∂b




· X ·· jdc =
∂τab
∂Xec
























·· ja(6) ◦ ja(6) . (5.123)
Die Differenz von k und k∗ beträgt:
Δ = k − k∗ =
(













und ist damit keineswegs Null. Dies ist unmittelbar aus dem Vergleich der viele Nullen
enthaltenden Koeffizientenmatrix eines Produktes (E ◦ X)S24 (Gl. 2.61) mit der voll besetzen
Matrix eines Produktes (σ ◦ b)S24 (Gl. 2.74) zu entnehmen.
Somit ist das Ergebnis gemäß 5.123 widerlegt. Ein Einwand gegen diese Wertung könnte in
der Frage bestehen, ob man die Symmetrie von b beim Ableiten tatsächlich berücksichtigen
muß. Dieser Einwand kann auf zwei Wegen entkräftet werden. Zum einen könnte τ statt
aus X · P genausogut aus τ = P · X berechnet werden. In diesem Fall ergäbe sich für
die Gleichung 5.122 statt dem Term (X ◦ P )T24 ein Term (E ◦ X · P )T24 , womit sich für die
Gleichung 5.123 wiederum eine Abweichung um Δ ergäbe. Das zweite Argument gegen den




vorausgesetzt werden mußte (s. Kommentar zur Gleichung 5.67). Ohne
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diese Voraussetzung wäre in dem Zusammenhang eine explizite Symmetrisierung enthalten
geblieben, womit wiederum das richtige Ergebnis reproduziert würde.




F ◦ F T




F T ◦ F
)S24
+ 2 (τ ◦ E)S24
= 4
(






F T ◦ F
)S24
+ 2 (τ ◦ E)S24
⇒
(






F T ◦ F
)S24





















Beispielsweise ergibt sich beim Neo-Hookeschen Stoffgesetz (vergl. Abschnitt 5.6.3) bezüglich











E ◦ Gb − E ◦ J1
3
E − E ◦ Gb + J1
3







b 1 ◦ b − E ◦ E)S24
Die zugehörige Matrix kann aus der allgemeinen Angabe für eine (σ ◦ b)S24 -Matrix (s. Gl.
2.74) entnommen werden, indem für σ jeweils −b 1 eingesetzt wird und auf zu jedem Element
der Hauptdiagonalen Eins addiert wird. Schließlich müßte noch mit 2α J1/3 multipliziert
werden. Daran zeigt sich, daß die Ergebnismatrix im allgemeinen voll besetzt ist, und ihre
Elemente nicht vernachlässigbar klein sind.
Für den Sonderfall, in dem das Koordinatensystem den Eigenrichtungen von b entspricht,






= 0 gilt. Die einzigen von














































; alle anderen Δa(6)b(6) = 0
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5.6.3 Kontrollbeispiel: Neo-Hooke-Materialsteifigkeit
Da die Spannungen bei den elastischen Stoffgesetzen lediglich von den Verzerrungen, nicht
aber von den momentanen Verzerrungsänderungen abhängen, ist für die numerische Umset-
zung solcher Stoffgesetze keine Zeitintegration notwendig. Somit sollten die Abweichungen,
die innerhalb der in Abbildung 5.6 genannten Gleichungen bei allgemeinen Stoffgesetzen
aufgrund unterschiedlicher Zeitintegrationsarten auftreten, bei elastischen Stoffgesetzen ver-
schwinden. Solche Stoffgesetze sind deshalb zur Kontrolle der hergeleiteten Zusammenhänge
besonders gut geeignet.
Eine solche Kontrolle soll hier anhand des besonders einfachen Neo-Hooke-Stoffgesetzes
durchgeführt werden. Es handelt sich um ein Stoffgesetz für nahezu inkompressible Mate-
rialien. Bei solchen Modellen empfiehlt sich eine Aufteilung der Formänderungsarbeitsdichte
in einen Gestalt- und einen Volumenänderungsanteil. Der Gestaltänderungsanteil des Neo-
Hooke-Stoffgesetzes enthält lediglich eine einzige an das jeweilige Material anzupassende







Φ = α (J1 − 3) (5.124)
Für die Handhabung und numerische Umsetzung des Volumenänderungsanteils solcher na-
hezu inkompressibler Materialien stehen eine Reihe von Methoden zur Verfügung (s. z.B.
Besdo & Mehrenholtz 1993, Cescotto & Fonder 1979, Sussmann & Bathe 1987). Hier soll










Sofern keine explizite Angabe erfolgt, sind im folgenden mit I1, I2 und I3 die drei Hauptin-
varianten von b bzw. C gemeint.














































Die Berechnung der Kirchhoff-Spannungen τ gemäß Gleichung 5.117 erfordert die Ableitung
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jb(6) ◦ jb(6) −
1
3













= E ·· J3−2/3
{
jb(6) ◦ jb(6) −
1
3









Daraus ergibt sich, daß der Gestaltänderungsanteil der Kirchhoff-Spannungen einem Devia-
tor entspricht.
G





















































Damit wird erkennbar, daß der Volumenänderungsanteil der Spannungen hydrostatisch ist.












τ ′ = τ ′ (5.127)
Als erste (beim Neo-Hooke-Stoffgesetz einfachere) Möglichkeit zur Berechnung der Materi-
alsteifigkeit werden gemäß der ersten Zeile von Gleichung 5.121 die Spannungen abgeleitet,

























jb(6) ◦ jb(6) −
1
3





ja(6) ◦ ja(6) −
1
3
b ◦ b 1 − 1
3
E ◦ E + 1
9





· b = 2 α J3−2/3
{
ja(6) ◦ ja(6) · b −
1
3
b ◦ E − 1
3
E ◦ b + 1
9
I1 E ◦ E
}




· b tatsächlich (3,4)-unsymmetrisch! Die explizite Symme-






















J1 E ◦ E
} (5.128)
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·· {E ◦ E} ·· j
b(6)
]
= [Ea(6) Eb(6) ] =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 0 0 0
1 1 1 0 0 0
1 1 1 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
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Die Umrechnung in das ABAQUS-Format ergibt eine vollständige Übereinstimmung mit der



















































































byz . . .
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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Zur Überprüfung der zweiten Zeile von Gleichung 5.121 wird die Steifigkeit alternativ zu
dem oben geschilderten Vorgehen unmittelbar aus der 1. und 2. Ableitung von
G
Φ berechnet.












































−2/3 E ◦ b 1 − α
3













−J3−2/3 E ◦ b 1 − b 1 ◦
(
J3















E ◦ b 1 + b 1 ◦ E) + J1
3
b 1 ◦ b 1 + J1
(
b 1 ◦ b 1)S24
}
(5.132)
Der dazu gehörende Anteil der Steifigkeit ist:
G
k 1 = 4
{






















E ◦ E + J1
2
(
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Der verbleibende Anteil der Steifigkeit ergibt:
G









E ◦ Gb − J1
3




E ◦ Gb − J1
3









3E ◦ Gb − J1
2








Tatsächlich entspricht die Summe der beiden Anteile exakt dem bereits auf anderem Wege





















Zur Überprüfung der Gleichung 5.91 zur Berechnung einer Eulerschen aus der Lagrangeschen
Materialsteifigkeit müssen zunächst für den Fall des Neo-Hooke-Stoffgesetzes die Lagrange-
schen Spannungen und Steifigkeiten gemäß den Gleichungen 5.117 und 5.118 berechnet wer-
den. Dazu werden die erste und zweite Ableitung der Formänderungsarbeitsdichte Φ nach
dem rechten Cauchy-Green-Tensor C benötigt. Da aber alle Invarianten von b und C iden-
tisch sind, können diese Ableitungen einfach aus den Ableitungen nach b (Gl. 5.132) durch


























E ◦ C 1 + C 1 ◦ E) + J1
3
C 1 ◦ C 1 + J1
(
C 1 ◦ C 1)S24
}



































−2/3 (b ◦ E + E ◦ b) + J1
9
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C 1 ersetzt wird.
Die Koeffizienten von
2















·· {X ◦ X} ·· j
b(6)
]
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6 Anwendungsbeispiele
Das Potential und die Breite der Anwendungsmöglichkeiten der in den vorher-
gehenden Kapiteln erarbeiteten Methoden und Algorithmen wird anhand zweier
FEM-Implementierungen des komplexen MORPH-Stoffgesetzes für inelastisches
Materialverhalten bei großen Deformationen und der Entwicklung eines anschau-
lichen kontinuumsmechanischen Modells belastungsinduzierter anisotroper Mate-
rialentfestigung demonstriert.
Ein Anwendungsbeispiel für eine ganze Reihe der in den vorhergehenden Kapiteln vorge-
stellten Techniken und Zusammenhänge ist die Nachbildung der für technische Gummi-
werkstoffe typischen belastungsinduzierten Entfestigung. Dies gilt insbesondere im Hinblick
auf die FEM-Implementierung entsprechender Stoffgesetze und die Erfassung der durch die
Entfestigung im Material entstehenden ausgeprägten Anisotropie. Die bezüglich des Entfe-
stigungsaspekts im folgenden zusammengestellten Ergebnisse sind einer Reihe umfassenderer
Veröffentlichungen mit abweichenden Schwerpunkten entnommen.
Die in den Abbildungen 6.2 und 6.17 gezeigten Messungen wurden im Rahmen einer Koope-
ration (Besdo et al. 2003) am Forschungszentrum TARRC in Hertford (UK) durchgeführt.
Die ABAQUS-Simulationen eines rollenden Vollgummirads (Abbn. 6.5 bis 6.7) stammen aus
Besdo et al. (2005a). Außerdem werden sie Teil einer detaillierten Darstellung in der vom
Autor mitbetreuten Dissertation von Hohl (Hohl 2006) sein. Die FEM-Berechnungen am ge-
kerbten Modellkörper (Abbn. 6.8 bis 6.14) stammen von Besdo (Besdo & Ihlemann 2001).
Weitere, hier nicht gezeigte FEM-Berechnungen mit dem MORPH-Stoffgesetz (vergl. Ihle-
mann 2003a) finden sich in Besdo & Ihlemann (2003b). Schließlich finden sich weitergehende
Informationen bezüglich der anisotropen Entfestigung in den Arbeiten Besdo & Ihlemann
(2005b) und Ihlemann (2005).
6.1 FEM-Implementierungen des MORPH-Stoffgesetzes
Technische Gummiwerkstoffe stellen durch ihre starke Verformbarkeit, ihr ausgeprägt nicht-
lineares Materialverhalten und durch komplizierte inelastische Effekte besonders hohe An-
forderungen an eine effiziente kontinuumsmechanische Nachbildung. Dementsprechend ist
die Entwicklung geeigneter Modelle und deren Implementierung in die Methode der finiten
Elemente kompliziert.
Das typische Materialverhalten wurde bereits ausführlich (Ihlemann 2003a) anhand von ein-
achsigen Zug-/Druck- und einfachen Schermessungen an unterschiedlichen Materialvarianten
beschrieben und diskutiert. Ergänzend dazu zeigt Abbildung 6.2 das Verhalten eines weite-
ren Materials bei einfacher Scherung. bei dem der Probekörper (Abb. 6.1) über mehrere
Zyklen hinweg nur zu einer Seite geschert und zwischenzeitlich immer wieder in seine Aus-
gangsgeometrie zurückgeführt wurde. Dabei wurde jeweils nach einigen Zyklen die größte
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Abbildung 6.1: Probekörpergeometrie und
Belastungsart für die einfache Scherung.
Abbildung 6.2: Messung (TARRC): Einsei-
tige einfache Scherung (vgl. Abb. 6.15) an
rußgefülltem (oben) und ungefülltem (un-
ten) Gummimaterial auf Naturkautschukba-
sis (Materialrezepturen s. Besdo et al. 2003).
im Zyklus erreichte Scherung erhöht (vergl. Abb. 6.15). Die Verformungsvorgabe erfolgte
zickzackförmig mit einer moderaten Schergeschwindigkeit von ±1% s 1 (
.
F xy = ±0.01 s 1).
Die Messungen am gefüllten Material ergeben mit den stark nichtlinearen Verläufen, der
deutlichen Hysterese und den markante Entfestigungserscheinungen, die sich mit jeder Erhö-
hung des maximalen Scherwerts intensivieren, ein für Gummiwerkstoffe typisches Bild (vergl.
Harwood et al. 1965, Muhr et al. 1999, Klüppel & Schramm 1999). Das ungefüllte Mate-
rial hingegen zeigt auf dem realisierten niedrigen Spannungsniveau eine erwartungsgemäß
schwache Nichtlinearität ohne nennenswerte Hysterese- oder Entfestigungseffekte.
Die auch als Mullins-Effekt bezeichnete Entfestigung wird oft als unwichtiger, nur bei der
ersten Belastung eines neu hergestellten Bauteils relevanter Effekt verkannt. Tatsächlich ist
dieser Effekt bei den typischerweise inhomogenen Belastungsverteilungen in Bauteilen aber
zu allen Zeitpunkten des Betriebs relevant. Die inhomogene Belastungsverteilung verursacht
nämlich eine ebenfalls inhomogene Verteilung der Entfestigungsintensität und damit der
Steifigkeiten und zum Beispiel auch der Energiedissipationskapazitäten. Dies führt häufig
sogar zu einer besseren Lastverteilung innerhalb des Bauteils (vergl. Abbn. 6.8 bis 6.14).
Somit ist die Nachbildung der Entfestigung im Stoffgesetz von primärer Bedeutung für eine
effiziente Simulation technischer Bauteile.
Für die Nachbildung derartiger Gummiwerkstoffe mit der beschriebenen belastungsinduzier-
ten Entfestigung, den starken Nichtlinearitäten und der Hysterese ist das MORPH-Stoffgesetz
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(MORPH
∧
= Model of Rubber Phenomenology) konzipiert. Dieses Stoffgesetz und die zu-
grunde liegende physikalische Motivation (Besdo & Ihlemann 2003a, Ihlemann 2003b) wur-
den bereits detailliert beschrieben (Ihlemann 2003a). Ebenfalls vorgestellt wurden die nume-
rische Umsetzung und Anpassungsergebnisse (Besdo & Ihlemann 2003c) für unterschiedliche
Materialien und Belastungsarten. Deshalb soll an dieser Stelle nur ein kurzer Überblick über
das Stoffgesetz – speziell im Hinblick auf die Modellierung der Entfestigung – gegeben wer-
den. Hierzu reicht ein vereinfachtes Modell für ideal inkompressibles Materialverhalten aus.
Das MORPH-Stoffgesetz wurde ursprünglich in einer Eulerschen Formulierung entwickelt,
läßt sich aber mit dem Übertragungsoperator (vergl. Kapitel 4) in standardisierter Form
identisch in eine Lagrangesche Darstellung überführen (Ihlemann 2003a). Diese Fassung wird
hier verwendet, da die Erweiterungen auf anisotrope Entfestigung im Abschnitt 6.2 auf eine
Lagrangesche Formulierung angewiesen ist.
Alle Spannungsanteile unterliegen der Entfestigung. Diese wird (bei isotroper Entfestigung)
durch einen einzelnen skalaren Wert, den sogenannten Schleppzeiger CST, beschrieben. Dieser
wird in einfacher Weise aus den während des Deformationsprozesses durchlaufenen rechten
Cauchy-Green-Tensoren C berechnet. Dazu wird zunächst zu jedem Zeitpunkt eine Inva-




|CI − CII| , |CII − CIII| , |CIII − CI|
}
(6.1)
Diese Invariante ist in der unverzerrten Lage Null und sonst immer positiv. Sie entspricht in
der Anwendung auf einen Spannungstensor der Vergleichsspannung nach Tresca.
Der Schleppzeiger CST entspricht wiederum dem Maximum aller im zurückliegenden Bela-
stungsprozeß durchlaufenen CT-Werte.
CST(t) = max[CT(τ) ; 0 ≤ τ ≤ t] (6.2)
Die Lagrangeschen 2. Piola-Kirchhoff-Spannungen T̃ setzen sich additiv aus einem dem Neo-








· C 1 (6.3)
Für die Berechnung der Zusatzspannungen wird unter anderem der Tensor L benötigt, den
der Übertragungsoperator gemäß den Gleichungen 4.20 als Lagrangesches Äquivalent zu





C 1 · C + C · C 1
)
· C (6.4)
Die größte Eigenwertdifferenz LT dieses Tensors geht in eine Differentialgleichung ein, die
die zeitliche Entwicklung

T̃Z der Zusatzspannungen beschreibt.




























Abbildung 6.3: Prinzipieller Aufbau des MORPH-Stoffgesetzes. Die Gesamt-
spannungen setzen sich additiv aus einem nur schwach nichtlinearen Grund-
anteil und Zusatzspannungen zusammen, die wiederum den sogenannten Hüll-
spannungen zustreben. Beide Spannungsanteile hängen von der Vorreckung ab.
Das Stoffgesetz enthält insgesamt acht an das jeweilige Material anzupassende
Konstanten.
Bestimmendes Element dieser Differentialgleichung für T̃Z ist der Tensor T̃H der sogenann-
ten Hüllspannungen. Die Zusatzspannungen entwickeln sich stets in Richtung der aktuellen
Hüllspannungen, die wiederum als eine Tensorfunktion gemäß Gleichung 2.49 von L (Gl. 6.4)
berechnet werden. Dabei ist L zwar im allgemeinen unsymmetrisch, aber als Ergebnis einer
Anwendung des Übertragungsoperators in jedem Fall diagonalähnlich (s. S. 95) und damit















· C 1 (6.6)
Die Hüllspannungen enthalten den Quotienten aus dem aktuellen CT-Wert und dem Schlepp-
zeiger CST, der die Entfestigung repräsentiert. Darüber hinaus geht der Schleppzeiger in die
drei skalaren Vorfaktoren α, β und γ (s. Abb. 6.3) ein und beeinflußt auf diesem Weg alle
Teile des Stoffgesetzes.
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Damit ist das MORPH-Stoffgesetz mit seinen acht an das jeweilige Material anzupassenden
Konstanten p1, p2, . . . , p8 bereits vollständig.
Dieses Stoffgesetz zielt bereits in seiner Grundkonzeption auf den Einsatz innerhalb der Me-
thode der Finiten Elemente ab und wurde sowohl in das kommerzielle FEM-Programmpaket
ABAQUS als auch in spezielle FEM-Forschungsprogramme implementiert. Bei der Entwick-
lung wurde besonderes Augenmerk auf die Erfassung inhomogener Spannungs- und Ver-
zerrungsverteilungen im Inneren technischer Bauteile und auf die Simulation periodischer
Prozesse gelegt.
Abbildung 6.4 zeigt das Ergebnis einer automatischen Anpassung der acht Stoffgesetzpara-
meter an die in Abbildung 6.2 gezeigten Schermessungen. Zur Paramteroptimierung wurden
hierbei (standardgemäß) nur die besonders wichtigen, sogenannten stationären Zyklen, die
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Abbildung 6.4: Stationäre Zyklen der einsei-
tigen Scherung am gefüllten Material (Punk-
te, s. Abb. 6.2) und MORPH-Simulation des
gleichen Prozesses mit entsprechend ange-
paßten Materialparametern (durchgezogene
Linien).
Das MORPH-Stoffgesetz wurde mit Hilfe einer geeigneten Adaptionstechnik (Besdo & Ihle-
mann 2005a, vergl. Abschnitt 5.5, insbesondere die G-ln. 5.81 - 5.83) von Hohl (Hohl 2006)
in die Benutzerschnittstelle UMAT des FEM-Programmpakets ABAQUS implementiert. Ein
einfaches Beispielsystem zeigt die Abbildung 6.5. Ein Vollgummirad aus zuvor unbelastetem
Material auf einer starren Felge wird durch eine vertikale Achslast, beispielsweise das Gewicht
eines Fahrzeugs, auf den Untergrund gedrückt. Im Kontakt zwischen Rad und Untergrund
wird einfache Coulombsche Reibung simuliert. Die vorgenommene Unterteilung der Bauteil-
geometrie in Elemente ist recht grob und läßt nur qualitative Rückschlüsse zu. Deshalb wird
auf die Angabe von Zahlenwerten zu den verteilten Größen verzichtet.
Die dargestellten Grautöne geben die Verteilung der Entfestigung (Schleppzeiger CST) wie-
der. Erwartungsgemäß treten nennenswerte Verformungen und damit einhergehend Material-
entfestigungen nur in dem Bereich zwischen Felge und Untergrund auf. Die Verformungen
bleiben allerdings vergleichsweise klein, extreme lokale Überhöhungen treten nicht auf. Bei
profilierten Reifen mit im Gummi eingelagerten Festigkeitsträgern ist unter normalen Be-
triebsbedingungen (lokal) mit wesentlich größeren Verzerrungen zu rechnen.
Dem Rad wurde im weiteren Verlauf der Simulation unter gleichbleibender vertikaler Achs-
last eine konstante Horizontalgeschwindigkeit der Felge aufgezwungen. Durch die Reibung
Black L_142085_Habil2014_Ihlemann_Druckversion.pdfJuni 16, 2014 | 14:18:02 203
194 6 Anwendungsbeispiele
Abbildung 6.5: ABAQUS-Simulation (Hohl 2006) eines stillstehenden
Vollgummirads unter vertikaler Achslast. Die als Starrkörper modellierte
Felge wurde ausgeblendet. Aufgetragen ist die Verteilung der Entfestigung
des zuvor unbelasteten Materials.
zwischen Rad und Untergrund setzt unter diesen Bedingungen eine Rollbewegung ein, ob-
wohl weder ein Antriebs- noch ein Bremsmoment aufgebracht wird. Diese als freies Rollen
bezeichnete Betriebsart entspricht der Situation eines nicht angetriebenen Rades eines grad-
linig, mit konstanter Geschwindigkeit bewegten Fahrzeugs. Bei einem angetriebenen Rad
wäre hingegen zur Aufrechterhaltung der konstanten Geschwindigkeit gegen Verluste durch
Luftwiderstand und Reibung ein Antriebsmoment nötig. Bei Kurvenfahrten kämen Bela-
stungskomponenten parallel zur Achse hinzu.
Abbildung 6.6 zeigt die Entwicklung der Entfestigungsverteilung während der ersten Um-
drehung beim freien Rollen. Dieser Vorgang ist technisch von untergeordnetem Interesse,
läßt aber eine gute Kontrolle der Funktionsweise des Simulationswerkzeugs zu. Während
das Rad nach rechts abrollt, treten immer neue Materialbereiche in den stark verformten
Bereich zwischen Felge und Untergrund und werden dabei entfestigt. Andererseits behalten
die bereits entfestigten Materialbereiche, die den stark verformten Bereich verlassen haben,
dennoch den erreichten Entfestigungszustand bei.
Bei den vergleichsweise kleinen Verzerrungen in diesem Beispiel stellt sich bereits nach wenig
mehr als einer vollen Umdrehung ein stationärer, gleichbleibender Zustand ein. Sobald dieser
Zustand erreicht ist, ändert sich somit die Entfestigung der einzelnen Materialpunkte nicht
mehr. Die Positionen, die im stationären Zustand während einer Umdrehung von einem Ma-
terialteilchen durchlaufen werden, bilden eine geschlossene Linie, die eine Analogie zu den
Stromlinien der Strömungsmechanik darstellt. Alle Teilchen, deren Stromlinien zusammen-
fallen, weisen die gleiche Entfestigung auf. Die Entfestigungen unterschiedlicher Stromlinien
weichen aber durchaus voneinander ab.
Abbildung 6.7 verdeutlicht diesen sehr wichtigen Aspekt. Bereits in der Seitenansicht sind
Entfestigungsunterschiede auf unterschiedlichen Radien erkennbar. Noch weit größere Inho-
mogenitäten der Entfestigungsverteilung werden aber im Querschnitt erkennbar. Die ange-
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Abbildung 6.6: ABAQUS-Simulation (Hohl 2006): Entwicklung der Entfestigungsverteilung
zu Beginn des freien Rollens.
zeigten Werte des Schleppzeigers entsprechen einem Wertebereich von etwa CST = 0, 33 bis
CST = 0, 55, wobei sich die höchsten Werte in der Mitte des Querschnitts finden. Die auf-
fallend niedrigen Werte in der Nähe der Felge und in der Nähe des Kontakts zur Fahrbahn
erklären sich aus den in diesen Bereichen sehr eingeschränkten Möglichkeiten des Materials
zur Gestaltänderung. Die vertikale Achslast führt in diesen Bereichen stattdessen zu einem
überhöhten hydrostatischen Druck, der allerdings im Modell keinerlei Einfluß auf die Ent-
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wicklung der Entfestigung hat.
Umgerechnet auf einachsige Belastungen entspricht der untere Grenzwert der Entfestigung
von CT = 0, 33 einer Längung um 23%, bzw. einer Stauchung um 21%. Der Maximalwert von
CT = 0, 55 entspricht hingegen einer Längung um 40%, bzw. einer Stauchung um 33%. In
Anbetracht dieser sehr stark differierenden Entfestigungen ist auch im stationären Betrieb
mit sehr unterschiedlichen lokalen Steifigkeiten und Dämpfungseigenschaften zu rechnen.
Gleichzeitig verdeutlichen die wenig entfestigten Bereiche in der Nähe der Felge, daß selbst
eine gezielte, wie auch immer geartete Vorreckung des Bauteils kaum zu einer annähernd
gleichmäßigen Entfestigung führen kann. Derartige hypothetische Vorreckungstechniken wer-
den manchmal als Argument gegen die Notwendigkeit der Nachbildung der Entfestigung im
Stoffgesetz angeführt.
Abbildung 6.7: ABAQUS-Simulation (Hohl 2006): Entfestigungsverteilung im sta-
tionären Zustand. Besonders im Querschnitt wird die charakteristische Inhomoge-
nität der Verteilung deutlich. Die Schleppzeigerwerte liegen hier im Bereich zwischen
CST = 0, 33 und C
S
T = 0, 55.
Die Bedeutung einer solchen inhomogenen Entfestigung für die Belastungsverteilung im Bau-
teil läßt sich sehr gut an der in Abbildung 6.8 dargestellten Kerbprobe untersuchen. Die
Inhomogenität tritt infolge der halbkreisförmigen Kerbe auf, wobei die Intensität der zu er-
wartenden Inhomogenitäten im Vergleich zu den Verhältnissen in den meisten technischen
Bauteilen relativ gering ist.
Die Berechnungen an der Kerbprobe (Besdo & Ihlemann 2001) wurden mit Hilfe eines von
Besdo entwickelten FEM-Programms durchgeführt. Dieses Programm verwendet eine La-
grangesche Materialsteifigkeit (vergl. Abschnitt 5.4).
Abbildung 6.9 zeigt die in der Simulation erreichte Verformung der Kerbprobe. Dabei haben
sich die beiden Endquerschnitte um etwa 55% ihres ursprünglichen Abstands voneinander
entfernt. Während sich im Kerbgrund die stärksten lokalen Verzerrungen einstellen, bleiben
die Kerbränder nahezu unverzerrt.
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Abbildung 6.8: Netzeinteilung, Belastung und Lagerung ei-
nes einfachen Modells einer Kerbprobe. Die Berechnungen
erfolgten unter der zusätzlichen Bedingung ebener Formände-
rung.
Abbildung 6.9: Inhomogene Verformung der Kerbprobe unter Maximallast. Die
stärksten Verzerrungen treten im Kerbgrund auf.
Abbildung 6.10: Vergleichsspannungen nach von Mises in der Kerbprobe bei Maximallast.
Dies zeigt sich ebenfalls in der Verteilung der Vergleichsspannungen nach von Mises in Abbil-
dung 6.10. Während im Bereich der Kerbe starke Spannungsunterschiede auftreten, gleichen
sich diese Unterschiede mit zunehmendem Abstand von der Kerbe schnell aus (Prinzip von
Saint-Venant), so daß die Spannungsverteilungen in den beiden Endquerschnitten bereits
nahezu perfekt konstant sind.
Diese Ergebnisse sollen nun mit einer Simulation mit einem modifizierten Stoffgesetz vergli-
chen werden. Die Modifikation besteht darin, daß die Beeinflussung des Entfestigungsgra-
des durch die Belastung unterbleibt, und stattdessen der die Entfestigung repräsentierende
Schleppzeiger für die gesamte Struktur und den gesamten Belastungsprozeß auf einen gemein-
samen konstanten Wert festgelegt wird. Für den ersten Vergleich wird der in der Originalbe-
rechnung erreichte Maximalwert des Schleppzeigers genutzt. Dieser abermals im Kerbgrund
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auftretende Maximalwert beträgt CST = 5, 8 und entspräche einer einachsigen Dehnung um
etwa 150%. Das entfestigungsfreie Modellmaterial ist folglich außer im Kerbgrund in allen
Bereichen weicher als das Originalmodell. Dementsprechend stellt sich bei gleicher äußerer
Last eine deutlich stärkere Verformung der Kerbprobe ein (s. Abb. 6.11).
Abbildung 6.11: Verformung der Kerbprobe bei fixiertem Schleppzeiger: CST = 5, 8 (dicke
Linien) im Vergleich zur Orginalverformung aus Abbildung 6.9 (dünne Linien).
Abbildung 6.12: Spannungsverteilung bei fixiertem Schleppzeiger: CST = 5, 8. Die Skalierung
ist identisch mit derjenigen von Abbildung 6.10.
Die stärkere Gesamtverformung allein kann allerdings nicht die wesentlich höheren Maximal-
spannungen bei gleicher äußerer Last erklären, die bei der Rechnung mit fixiertem Schlepp-
zeiger auftreten (vergl. Abbn. 6.12 und 6.10). Die Maximalspannung im Kerbgrund ist bei
fixiertem Schleppzeiger um mehr als 65% größer als bei der Rechnung mit Entfestigung, ob-
wohl gerade im Kerbgrund die verwendeten Schleppzeigerwerte übereinstimmen. Der Grund
hierfür liegt in den weniger belasteten Bereichen des Querschnitts unterhalb der Kerbe, die
durch den dort zu hohen Schleppzeigerwert eine zu geringe Steifigkeit aufweisen und somit
nur einen geringeren Teil der Gesamtlast tragen können. Zusammenfassend liefert somit die
Simulation mit fixiertem Schleppzeiger neben stark abweichenden Gesamtverformungen und
Spitzenspannungen auch eine falsche Charakteristik der Spannungsverteilung.
Black L_142085_Habil2014_Ihlemann_Druckversion.pdfJuni 16, 2014 | 14:18:02 208
6.1 FEM-Implementierungen des MORPH-Stoffgesetzes 199
Um ein besseres Ergebnis zu erhalten, kann der Versuch unternommen werden, den Schlepp-
zeiger auf einem anderen, niedrigeren Wert zu fixieren. Abbildung 6.13 zeigt das Resultat
eines solchen Versuches mit einem bezüglich der Verformung der Außenkontur optimierten
Schleppzeigerwert.
Abbildung 6.13: Verformung der Kerbprobe bei fixiertem Schleppzeiger: CST =
2, 5 (dicke Linien) im Vergleich zur Orginalverformung aus Abbildung 6.9 (dünne
Linien).
Trotz dieser Optimierung, die bei praktischen Problemstellungen natürlich nicht möglich ist,
da dort die äußere Verformung erst als Teilergebnis der Simulation verfügbar wird, weichen
die resultierenden Spannungen abermals stark von der Originalrechnung ab (vergl. die Abbn.
6.14 und 6.10)
Abbildung 6.14: Spannungsverteilung bei fixiertem Schleppzeiger: CST = 2, 5. Die Skalierung
ist identisch mit denjenigen der Abbildungen 6.10 und 6.12.
Der verwendete Schleppzeigerwert beträgt in diesem Fall CST = 2, 5 und entspräche einer
einachsigen Dehnung um etwa 75%. Dementsprechend wird das Material im Kerbgrund we-
sentlich zu steif abgebildet. Daraus resultiert eine Spannungsverteilung, die derjenigen mit
dem höheren, fixierten Schleppzeigerwert sehr ähnlich ist und damit ebenso drastisch von
der Originalverteilung abweicht. Somit sind für beide Varianten mit fixierten Schleppzeigern
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die Maximalspannungen wesentlich zu hoch und die Charakteristik der Spannungsverteilung
verfälscht.
6.2 Belastungsinduzierte Anisotropie
Eine zusätzliche Schwierigkeit bei der Erfassung des mechanischen Verhaltens von Gummi-
materialien stellt die Abhängigkeit des Mullins-Effekts von der relativen Ausrichtung der
Vorreckung und der aktuellen Deformation dar. Diese Eigenschaft ist mit einer ausgeprägten
belastungsinduzierten Anisotropie verknüpft. Dies wird bereits bei einfachen Scherbelastun-
gen deutlich, sofern das Experiment in der in Abbildung 6.15 beschriebenen Weise durch-
geführt wird. Diese Versuchsdurchführung bietet eine zuverlässige und einfach durchführbare
Gelegenheit, die Richtungsabhängigkeit der Entfestigung experimentell zu belegen und zu
analysieren. Dies zeigt außerdem, daß die Anisotropieeffekte auch in vielen industriellen
Anwendungsfällen von entscheidender Bedeutung sein können, da beim Design technischer












Abbildung 6.15: Scherversuchsführung nach Muhr (s.a. Besdo et al. 2003) zur Untersuchung
(an)isotroper Entfestigung. In der Anfangsphase wird mit wachsenden Amplituden stets in
die gleiche Richtung (Fxy ≥ 0) geschert. Im Anschluß daran finden auch Scherungen in die
Gegenrichtung statt. Bei einem isotrop entfestigenden Material wäre in dieser zweiten Phase
kein Entfestigungsfortschritt zu erwarten.
Die Ergebnisse des ersten Teil des Experiments wurden bereits in Abbildung 6.2 dargestellt.
In diesem ersten Teil wird bereits der höchste Betrag des Schermaßes Fxy = 3 erreicht.
Bei einer verzerrungsgesteuerten isotropen Modellierung der Entfestigung wie im MORPH-
Stoffgesetz ist somit nach Abschluß der ersten Versuchsphase die Entfestigung bereits abge-
schlossen (vergl. Abb. 6.16).
Das reale Material zeigt hingegen ein ganz anderes Verhalten (s. Abb. 6.17). Hier werden zu
den einzelnen Grenzwerten ähnliche Spannungsspitzen erreicht wie bei der vorhergehenden
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Abbildung 6.16: MORPH-Simulation (isotrope Entfestigung) des gesamten
Scherversuchs gemäß Abb. 6.15 (grau: 1. Phase - einseitige Scherung,
schwarz: 2. Phase - beidseitige Scherungen). Nach dem ersten Erreichen der
maximalen Scherung ist die Entfestigung abgeschlossen.
einseitigen Scherung. Offensichtlich findet eine weitergehende Entfestigung statt. Die ein-
seitige Scherung zu Beginn hat hingegen nur einen geringen Einfluß auf die Reaktion auf
Belastungen in der Gegenrichtung (→ Anisotropie).
Diese deutlichen Diskrepanzen machen deutlich, daß in vielen technisch relevanten Fällen für
die realitätsnahe Simulation eine Berücksichtigung der anisotropen Entfestigung im Stoffge-
setz notwendig sein wird. Für eine Beschreibung der Anisotropie ist die Verwendung der
Invarianten CT als alleinige Basis für den Schleppzeiger ungeeignet. Statt dessen müssen
Anisotropietensoren herangezogen werden, und die Entwicklung dieser Tensoren mit dem
ablaufenden Belastungsprozeß muß geeignet beschrieben werden.
Sofern ein Material durch eine innere Struktur eine gleichbleibende Anisotropie aufweist,
kann die Richtungsabhängigkeit in einer Lagrangeschen Beschreibungsweise durch einen
konstanten Anisotropie- bzw. Strukturtensor beschrieben werden. Ein Beispiel hierfür ist
das von Kaliske et al. (2003) vorgestellte elastische Stoffgesetz für den Verbund eines Ma-
trixmaterials mit eingelagerten Festigkeitsträgern. Elastische Modelle kommen nur für rein
strukturbedingte Anisotropie in Frage. Eine belastungsinduzierte Anisotropie ist hingegen
immer mit inelastischen Vorgängen verbunden.
Zur Beschreibung belastungsinduzierter Anisotropie schlagen Holzapfel et al. (1999) einen






















Abbildung 6.17: Messung (TARRC): Vollständiger Scherversuch gemäß
Abb. 6.15 (grau: 1. Phase - einseitige Scherung, vergl. Abb. 6.2) am gefüllten
Material. Die zweite Phase zeigt einen ähnlich starken Entfestigungsfort-
schritt wie die erste. Mit jeder Absenkung des unteren Grenzwerts steigt
die Entfestigung sprunghaft. Somit zeigt das Material eine ausgeprägt
anisotrope Entfestigung.
Ansatz mit drei Schädigungsvariablen vor, die in den drei Verzerrungseigenrichtungen jeweils
eine ähnliche Funktion erfüllen wie der Schleppzeiger im MORPH-Stoffgesetz. Für die Fälle
sich sprunghaft ändernder Eigenrichtungen oder vorübergehend zusammenfallender Eigen-
werte scheint eine Erweiterung dieser Modellierung notwendig zu sein. Einen ganz anderen
Ansatz verfolgen Pawelski (1998 u. 2001) und Miehe et al. (2004). Diese Autoren verzichten
auf eine tensorielle Darstellung ihrer Stoffgesetze und berechnen statt dessen die Reaktion
eines eindimensionalen Stoffgesetzes in einer den Genauigkeitsanforderungen genügenden
Vielzahl repräsentativer Raumrichtungen. Eine weitere Modellierungsalternative deutet Böl
(2005) als Ausblick an. Er sieht vor, innerhalb spezieller Einheitszellen, deren Kanten Bündel
von Polymerketten repräsentieren, den einzelnen Ketten oder Kettenbündeln eine individu-
elle Entfestigungsentwicklung zuzuordnen. Bereits etablierte Modelle anderer Materialien
mit belastungsinduzierter Anisotropie, insbesondere solche der Plastizitätstheorie, enthalten
Anisotropietensoren nicht nur zweiter sondern sogar vierter Stufe (z.B. Besdo 1998). An ei-
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nigen Stellen werden sogar Tensoren sechster Stufe angedacht. Besonders großen Aufwand
erfordert es hierbei, geeignete Entwicklungsgleichungen für die Tensorkoeffizienten zu finden
und die zugehörigen Materialparameter eindeutig zu identifizieren.
Um derartige Probleme im vorliegenden Fall auf einem möglichst niedrigen Niveau zu hal-
ten, wird eine Formulierung angestrebt, die zunächst möglichst wenige zusätzliche Freiheiten
(und damit zusätzliche Materialkonstanten) einbringt, die aber die wichtigsten Aspekte der
zu beschreibenden Effekte bereits wiedergibt. Je nach Bedarf können dann Generalisierun-
gen dieses Ansatzes vorgenommen werden. Das modifizierte Stoffgesetz soll in seiner Struktur
dem vorliegenden Stand mit isotroper Entfestigung möglichst ähnlich sein, damit der vor-
liegende Erfahrungsschatz weiterhin genutzt werden kann. Dementsprechend soll lediglich
der Schleppzeiger CST durch einen Wert ersetzt werden, der bereits den benötigten Vergleich
zwischen den Richtungen der Vorreckung und den aktuellen Verformungsrichtungen enthält.
Ausgangspunkt hierfür ist das Verhältnis von CT zum Schleppzeiger C
S
T, das in der Gleichung
6.6 für die Hüllspannungen enthalten ist. Dieser skalare Quotient wird nun durch eine noch








→ f(C , H 1) (6.8)
Hier tritt somit der vollständige Tensor C an die Stelle seiner eigenen Invarianten CT. An
allen Stellen im Stoffgesetz, an denen nicht das Verhältnis von CT zum Schleppzeiger, sondern
der Schleppzeiger allein auftritt, wird der Ausdruck f
(
C , H 1
)







f(C , H 1)
(6.9)
Bei der Berechnung des Schleppzeigers (Gl. 6.2) wurde der Maximalwert des zeitlichen Ver-
laufs von CT gebildet. Entsprechend der Substitution von CT durch den vollständigen Tensor
C in Gleichung 6.8 sollte dann der Schlepptensor H (Anisotropietensor) das Maximum aller
bisher durchlaufenen C-Tensoren sein.
bisher: CST(t) = max[CT(τ) ; 0 ≤ τ ≤ t]
→ H(t) = max[ C(τ) ; 0 ≤ τ ≤ t]
(6.10)
Hierfür bietet sich die in Abschnitt 2.4.3 eingeführte verallgemeinerte Maximumfunktion auf
der Basis von Ellipsoidrepräsentationen an. Der rechte Cauchy-Green-Tensor ist aufgrund
seiner Definition stets symmetrisch und positiv definit und eignet sich somit als Argument
für diese Funktion.
C = CT ; n · C · n > 0 ∀ n = 0
Als konkretes Beispiel zeigt Abbildung 6.18 die Ellipsoidrepräsentationen einiger rechter
Cauchy-Green-Tensoren, die während eines symmetrisch zu beiden Seiten ausgeführten ein-
fachen Scherversuchs durchlaufen werden.
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Abbildung 6.18: Ellipsoidrepräsentationen
einiger rechter Cauchy-Green-Tensoren einer
beidseitigen einfachen Scherung. Die Eigen-
richtungen liegen bei sehr kleinen Scherungen
(nahe der Kreisform) zunächst bei ±45◦.
Abbildung 6.19 zeigt die Umsetzung der Gleichung 6.10 für eine Folge konkreter Zeitschritte






Abbildung 6.19: Entwicklung des Anisotropietensors H zu einer zeitlichen Folge
von C-Tensoren. Der H-Tensor zum Zeitpunkt t2 entspricht dem volumenkleinsten
Ellipsoid, das die Ellipsoide zu H(t1) und C(t2) beide vollständig umhüllt. Für die
Berechnung von H zu späteren Zeitpunkten werden H(t1) und C(t2) nicht mehr
benötigt, nur der symmetrische Tensor H(t2) muß gespeichert werden.
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In Abbildung 6.20 ist die aus diesem Prozeß resultierende Entwicklung des Schlepptensors
während des bereits in Abbildung 6.18 vorgestellten symmetrischen Scherprozesses dar-
gestellt. Nach Beendigung der einseitigen Scherung weist der Anisotropietensor eine aus-
geprägte Richtungsabhängigkeit auf und ist somit gut geeignet, die Belastungsvorgeschichte
zu beschreiben.
Abbildung 6.20: Entwicklung des AnisotropietensorsH bei einfacher Scherung (vergl. Abbn.
6.18 u. 6.19). Aus der unverformten Lage heraus (kreisförmiges Ellipsoid) erfolgt zunächst eine
Scherbelastung nach rechts. Dabei vergrößert sich das Hüllellipsoid kontinuierlich. Bei der
nachfolgenden Entlastung bleibt es hingegen unverändert (mittleres Bild). Schon mit Beginn
der entgegengerichteten Scherung nach links setzt wieder eine Änderung ein (→ Anisotropie).
Zuletzt ist das Hüllellipsoid nahezu symmetrisch zur Vertikalen, aber nicht kreisförmig.
Nachdem mit den vorgenommenen Definitionen der Schlepptensor H gemäß Gleichung 6.10
aus den während des Belastungsprozesses durchlaufenen C-Tensoren berechnet werden kann,
ist nun ein bezüglich Gleichung 6.8 geeigneter Ausdruck f
(
C , H 1
)
als Ersatz für den Quoti-
enten von CT und C
S
T zu formulieren. Um die Ähnlichkeit zum bisherigen Ansatz zu gewähr-
leisten, wird für den Wertebereich dieses Ausdrucks gefordert:
0
!≤ f(C , H 1) !≤ 1 . (6.11)
Hierfür scheint sich zunächst eine Invariante des Tensorprodukts C ·H 1 anzubieten. Dieses
Produkt ist im allgemeinen unsymmetrisch, hat aber gemäß Abbildung 2.12 eine formgleiche
Ellipsoidrepräsentation wie der gemäß der Polarzerlegung zugeordnete Tensor
Czerr =
√
{C · H 1}T · {C · H 1} =
√
H 1 · C2 · H 1 .
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Die Bezeichnung Czerr wurde gewählt, da dieser Tensor gemäß Gleichung 2.101 auch als Ver-
zerrung von C interpretiert werden kann. Die Verzerrung hätte in diesem Fall die Wirkung,
dass das H-Ellipsoid zur Einheitskugel wird. Die Abbildung 6.21 enthält solche verzerrten
Versionen der C-Tensoren des symmetrischen Scherprozesses, der bereits Gegenstand der
Abbildungen 6.18 und 6.20 war. Sämtliche Schlepptensoren sind in dieser Abbildung durch
den umschließenden Kreis repräsentiert. Folglich kann ein Entfestigungsfortschritt immer
nur dann stattfinden, wenn in dieser Darstellung die aktuelle Czerr-Ellipse den Außenkreis






Abbildung 6.21: Verzerrte C-Ellipsen einer symmetrischen Sche-
rung. Die Verzerrung erfolgte jeweils so, daß die Hüllellipsen aus
Abb. 6.20 zu Einheitskreisen wurden. (1): Startlage: C = H = E;
(2): maximale Scherung nach rechts; (3): Startlage; (4): maximale
Scherung nach links. Ab hier H = const.; (5): Startlage; (6): wie-
derum maximale Scherung nach rechts. Nachfolgende Zyklen: (5)→
(4) → (5) → (6) → (5) → . . .
Allerdings enthalten diese verzerrten Tensoren keine Informationen mehr darüber, wie stark
die aktuellen Verzerrungen in den einzelnen Richtungen sind. Es kann also beispielsweise
nicht entschieden werden, ob sich die aktuelle Deformation in einer stark oder gering ver-
formten Richtung der Vorreckung annähert. Dies ist aber offensichtlich für das Materialver-
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halten von entscheidender Bedeutung. Hieran wird deutlich, dass Czerr allein nicht ausreicht,
um ein geeignetes Maß f
(
C , H 1
)
für die Gleichung 6.8 zu ermitteln.
Stattdessen muß die im Produkt C ·H 1 enthaltene Information über die Nähe zur Vorreckung
mit dem rechten Cauchy-Green-Tensor der jeweils aktuellen Deformation geeignet verknüpft
werden. Dies geschieht, indem aus den Tensoren C · H 1 und C durch Multiplikation ein
skalares Maß gewonnen wird. Dabei stellt sich die Reihenfolge der Tensoren in diesem Ska-
larprodukt als beliebig heraus.
(
C · H 1) ·· C = (C · H 1 · C) ·· E = (C · C) ·· H 1 (6.12)
Im Hinblick auf Gleichung 6.11 lassen sich für diesen Wert eine untere und eine obere
Schranke ermitteln. Zunächst ergibt sich mit den Eigenrichtungen eA von C und den zu-
gehörigen Eigenwerten CA:
(
C · H 1) ·· C =
III∑
A=I
CA eA · C · H 1 · eA .
Die die Beträge der Vektoren eA · C · H 1 nicht größer als Eins sein können (vergl. Abb.
6.21), können auch die Produkte eA · C ·H 1 · eA nicht größer als Eins sein. Daraus folgt die
obere Schranke.
(
C · H 1) ·· C ≤
III∑
A=I
CA = E ·· C .
Weiterhin kann aus Gleichung 6.12 gefolgert werden:
(




2 eA · H 1 · eA .
DaH ein symmetrischer und positiv definiter Tensor ist, kann keines der Produkte eA·H 1·eA
negativ sein. Daraus folgt die untere Schranke.
(
C · H 1) ·· C ≥ 0
Für ein bezüglich Gleichung 6.8 geeignetes Maß f
(
C , H 1
)
müssen abschließend diese beiden
Schranken mit der Forderung in Gleichung 6.11 in Einklang gebracht werden.
f
(




C · H 1) ·· C
E ·· C
Dieses richtungsabhängige Entfestigungsmaß wurde gemäß den Gleichungen 6.8 und 6.9 in
das MORPH-Stoffgesetz implementiert. Weitere Änderungen wurden nicht vorgenommen.
Auch die Materialparameter wurden nicht neu angepaßt.
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Die Abbildung 6.22 zeigt die Simulation des gesamten Experiments. Das Ergebnis kommt
dem Verhalten des realen Materials wesentlich näher als die Ergebnisse mit isotroper Entfe-
stigung. Nach der Phase der einseitigen Scherung reagieren Modell und Material in der ent-
gegengesetzten Scherrichtung zunächst nahezu mit der Festigkeit des unbelasteten Materials.
Erst mit zunehmender Amplitude kommt es dann auch bezüglich der neuen Scherrichtung
zu fortschreitender Entfestigung. Außerdem tritt interessanterweise durch die Modifikation
des Stoffgesetzes ein zusätzlicher Krümmungswechsel in den Entlastungslinien auf, der ty-
pisch für Schermessungen an gefüllten Gummiwerkstoffen ist (vergl. Abb. 6.2). Das Modell












Abbildung 6.22: MORPH-Simulation (anisotrope Entfestigung) des ge-
samten Scherversuchs gemäß Abb. 6.15 (grau: 1. Phase - einseitige Sche-
rung, schwarz: 2. Phase). In Einklang mit den experimentellen Befunden
(Abb. 6.17) und im Gegensatz zur Simulation mit isotroper Entfestigung
(Abb. 6.16) bewirken die negativen Scherungen in der zweiten Versuchs-
phase einen Entfestigungsfortschritt. Parameterwerte der ursprünglichen
(isotropen) Stoffgesetzvariante.
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7 Zusammenfassung und Ausblick
Die Simulation von Bauteilbelastungen mit der Methode der finiten Elemente (FEM) er-
langt in der industriellen Anwendung eine immer vielfältigere und umfassendere technische
und wirtschaftliche Bedeutung. Dementsprechend werden auch immer mehr Materialgruppen
in die Simulation einbezogen, und gleichzeitig steigen die Anforderungen an die Präzision
der innerhalb der FEM die Materialeigenschaften repräsentierenden Stoffgesetze. Sowohl die
Neuentwicklung von Stoffgesetzen als auch die Erweiterung oder Modifikation bestehender
Stoffgesetzkonzepte auf neue Materialgruppen sind thematische Schwerpunkte der Kontinu-
umsmechanik. Solche Tätigkeiten erfordern neben Fachwissen und Erfahrung ein hohes Maß
an Kreativität. Damit sich diese möglichst ungehindert entfalten kann, ist bezüglich der
theoretischen mathematisch/physikalischen Basis eine möglichst große methodische Freiheit
und Vielfalt erstrebenswert, die Raum für neue Denkansätze, Interpretationen und Heran-
gehensweisen läßt.
Ganz ähnlich ist die Situation bei den numerischen Näherungsverfahren der Kontinuumsme-
chanik. Das Anwendungspotential dieser Methoden wird immer breiter, und es entsteht ein
Bedarf an immer komplexeren Modellen und Algorithmen. Ursache hierfür sind die anhaltend
rapide Leistungszunahme der verfügbaren Computer und der mit größer werdenden Modellen
überproportional wachsende Leistungsbedarf für die Lösung der resultierenden Gleichungs-
systeme. Dementsprechend werden die Limitierungen für den Berechnungsaufwand der zur
Aufstellung dieser Gleichungssysteme verwendeten Verfahren immer schwächer.
Sowohl im Bereich der Materialmodellierung als auch bei den numerischen Verfahren wer-
den somit ständig neue Verfahren und Methoden benötigt und entwickelt. Dies verleiht
der Kontinuumsmechanik den Charakter eines offenen Forschungsgebiets, in dem neben der
Anwendung bereits erschlossenen Wissens auch weiterhin die kreative Erschließung neuen
Wissens eine wesentliche Rolle spielen wird. Hierfür ist die existierende Vielfalt der Darstel-
lungsformen und Arbeitsmethoden der Kontinuumsmechanik, die in der vorliegenden Arbeit
zusammen mit den damit verbundenen Denk- und Interpretationsweisen gegenübergestellt,
verglichen und um mehrere Neuerung ergänzt wurden, durchaus vorteilhaft und erhaltens-
wert.
Von zentraler Bedeutung sind in diesem Zusammenhang die in der Kontinuumsmechanik
verwendeten Beobachterkonzepte. Als besonders vorteilhaft hat sich das Konzept der Stan-
dardbeobachter erwiesen. Im Gegensatz zu einigen anderen gebräuchlichen Konzepten ist hier
häufig eine Kontrolle der vorgefundenen Zusammenhänge anhand der Anschauung möglich.
Das Konzept liefert einen sehr vielseitigen Rahmen für eine Reihe die vorliegende Arbeit
prägender, sich teilweise durchdringender Themenstränge mit neu entwickelten Ansätzen
und Methoden. Die wichtigsten vier dieser Stränge sind:
• Der sogenannte Übertragungsoperator dient der standardisierten Erzeugung äquivalenter
tensorieller Relationen, z.B. von Stoffgesetzen, in unterschiedlichen Darstellungsformen.
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Bezüglich einer einzelnen Deformation entspricht dies wechselseitigen Übertragungen zwi-
schen Eulerschen und Lagrangeschen Darstellungen der entsprechenden Relation. Darüber
hinaus kann die Relation auch in Darstellungen übertragen werden, die mit Zwischenkon-
figurationen verknüpft sind. Bei allen Übertragungen bleibt die Relation identisch erhal-
ten, lediglich die beteiligten Größen und die Gestalt der zueinander in Relation stehen-
den mathematischen Konstrukte ändern sich. Die Übertragungsmöglichkeit erstreckt sich
von Spannungs- und Verzerrungstensoren über Invarianten und Eigenwerte bis zu kom-
plizierten Gebilden wie tensorwertigen analytischen Funktionen tensorieller Argumente,
substantiellen Zeitableitungen und sogar Tensoren vierter Stufe. Dabei bleibt die grund-
legende Struktur der Relation erhalten, so daß eine Entwicklung auch mit dem Ergebnis
einer Übertragung problemlos fortgesetzt werden kann. Eine Einschränkung bezüglich
transponierter Argumente wurde aufgehoben.
Der Übertragungsoperator bietet einerseits die Möglichkeit, Stoffgesetze jeweils in dieje-
nige Formulierung zu übertragen, die für die Berechnung einer Steifigkeitsmatrix in der zu
dem verwendeten FEM-Programm passenden Form geeignet ist. Andererseits erlaubt die
Erweiterung des Übertragungsoperatorkonzepts auf Tensoren vierter Stufe nun beispiels-
weise auch die Umrechnung verschiedener Typen von Steifigkeitsmatrizen ineinander. Da-
mit eröffnet das Konzept eine große Freiheit in der Wahl der zur Stoffgesetzentwicklung
genutzten Darstellungsweise. Seit der Erweiterung auf Zwischenkonfigurationen gilt dies
beispielsweise auch für Stoffgesetze, die plastisches Materialverhalten beschreiben.
• Die angepaßten Basisdyaden für symmetrische Tensoren liefern redundanzfreie Darstel-
lungen symmetrischer Tensoren. Damit erweisen sich solche Darstellungen als besonders
vorteilhaft, wenn Ableitungen nach symmetrischen Tensoren zu bilden sind. Diese Not-
wendigkeit tritt bei der Berechnung von Steifigkeitstensoren häufig auf. Die angepaßten
Basisdyaden liefern hierbei eine besonders kompakte Schreibweise und einfach und sicher
zu handhabende Umformungsregeln. Außerdem lassen sich mit diesem Hilfsmittel Ablei-
tungen von Tensorprodukten derart formulieren, daß auch die auftretenden Teilergebnisse
symmetrisch sind, was wiederum für die numerische Umsetzung interessant ist. Mit die-
ser Kombination von Eigenschaften stellen die angepaßten Basisdyaden ein wertvolles
Werkzeug bei der Umrechnung verschiedener Formen von Steifigkeitsmatrizen dar.
• Ellipsoidrepräsentationen von Tensoren 2. Stufe liefern eine in vielen Zusammenhängen
sehr nützliche Interpretationsmöglichkeit insbesondere für symmetrische und positiv de-
finite Tensoren. Im Zusammenhang mit unsymmetrischen Tensoren ergibt sich eine an-
schauliche Deutung der Polarzerlegung eines Tensors. Darüber hinaus gelingt es mit Hilfe
von Ellipsoidrepräsentationen eine sinnvolle und der Anschauung zugängliche Vereinba-
rung für die Relationen ”>” und ”<” in Bezug auf Tensoren zweiter Stufe zu treffen.
Darauf aufbauend lassen sich auch eine Maximum- und eine Minimumfunktion für Ten-
sorargumente vereinbaren. Anschaulich sind diese Funktionen mit dem kleinsten, alle Ar-
gumentellipsoide vollständig umhüllenden Ellipsoid und dem größten, von allen Argu-
mentellipsoiden vollständig umhüllten Ellipsoid verknüpft. Für das Auffinden dieser spe-
ziellen Ellipsoide bei gegebenen Argumentellipsoiden wurden kompakte, nicht-iterative
Algorithmen gefunden. Die beiden Funktionen ermöglichen wiederum einen anschauli-
Black L_142085_Habil2014_Ihlemann_Druckversion.pdfJuni 16, 2014 | 14:18:02 220
211
chen Zugang zu einer vergleichsweise einfachen Erfassung einer Strukturtensorevolution
und zur Modellierung belastungsinduzierter Anisotropie.
• Die sogenannten koeffizientenfreien Darstellungen von Tensoren zweiter und vierter Stufe
ermöglichen äußerst kompakte Darstellungen und Herleitungen und haben sich als sehr fle-
xibles und nützliches Hilfsmittel erwiesen. Sie erlauben ein einfaches Arbeiten mit den an-
gepaßten Basisdyaden für symmetrische Tensoren und liegen der Erweiterung des Übertra-
gungsoperators auf Tensorargumente vierter Stufe zu Grunde. Darüber hinaus wurden sie
zur Umrechnung verschiedener Formen von Steifigkeitsmatrizen herangezogen.
Die Inhalte dieser Themenkomplexe wurden exemplarisch dazu genutzt, Umrechnungsvor-
schriften für die verschiedenen, zu unterschiedlichen Beobachtersystemen gehörenden Formen
von Materialsteifigkeiten zu ermitteln. Damit können die Steifigkeiten, die für die Implemen-
tierung von Stoffgesetzen in unterschiedlichen FEM-Programmen benötigt werden, ineinander
überführt werden. Neben den rein Eulerschen und Lagrangeschen Formulierungen wurden
an dieser Stelle auch gemischte Formulierungen unter Verwendung von 1. Piola-Kirchhoff-
Spannungen und dem vollständigen Deformationsgradienten einbezogen. Als Anwendungen
wurden zum einen einige FEM-Ergebnisse aus Beispielimplementierungen gezeigt und zum
anderen ein Ansatz zur Modellierung belastungsinduzierter Anisotropie mit Hilfe von Ellip-
soidrepräsentationen im Zusammenhang mit einer tensoriellen Maximum-Funktion.
Im Hinblick auf weiterführende Arbeiten erscheint vor allem eine noch intensivere Verflech-
tung der neuen Techniken und Methoden sowohl untereinander als auch mit den etablierten
Formen wünschenswert. In diesem Zusammenhang wäre beispielsweise eine sorgfältige Un-
tersuchung der Wirkungsweise des Übertragungsoperators auf Ableitungen nach Eulerschen
oder Lagrangeschen Verzerrungstensoren und die damit einhergehenden Rechenregeln bei
der Übertragung solcher Ableitungen interessant. Diese Zusammenhänge sind nicht offen-
sichtlich, da der Übertragungsoperator Multiplikationen mit dem Deformationsgradienten
beinhaltet, der aber wiederum Basis für alle Verzerrungsmaße ist. Bezüglich tensorieller Ab-
leitungen nach Tensoren wäre außerdem eine Präzisierung der Darstellung solcher Tensoren
bezüglich schiefwinkliger, der Deformation folgender Basen wünschenswert.
Ein weiteres interessantes Beispiel wäre die Anwendung des Übertragungsoperators auf ten-
sorielle Maximum- und Minimumfunktionen, die mit Hilfe von Ellipsoidrepräsentationen
sowohl der Argumente als auch der Funktion selbst definiert wurden. Mit dieser Übertra-
gung wäre es beispielsweise möglich, ein typischerweise in Lagrangeschen Größen formuliertes
Stoffgesetz für ein Material mit belastungsinduzierter Anisotropie in die Eulersche Darstel-
lungsweise zu übertragen.
Schließlich zeichnet sich für die vergleichsweise anschauliche Beschreibung induzierter Aniso-
tropie mit Hilfe von Ellipsoidrepräsentationen ein wichtiges Anwendungsfeld ab. Bestehende
Modelle für derartige Phänomene sind einerseits oft nicht flexibel genug, um die experimen-
tellen Daten zu reproduzieren, andererseits sind umfassendere Modelle oftmals mit einer
Vielzahl von Parametern verbunden, die einer anschaulichen Deutung kaum noch zugänglich
und teilweise auch nicht mehr eindeutig zu identifizieren sind. Mit Hilfe der Ellipsoidrepräsen-
tationen und den damit verknüpften Tensoroperationen lassen sich möglicherweise spezielle
Effekt separat und damit mit einer vergleichsweise geringen Parameterzahl nachbilden.
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Szabó, I. 1964. Höhere Technische Mechanik, 4. Aufl.. Berlin: Springer.
Truesdell, C., Noll, W. 1965. The Non-Linear Field Theories of Mechanics. In: S. Flügge
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