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ABSTRACT 
The debate concerning how many participants represents a sufficient number for interaction 
testing is well-established and long-running, with prominent contributions arguing that five users 
provide a good benchmark when seeking to discover interaction design problems. We argue that 
adoption of five users in this context is often done with little understanding of the basis for, or 
implications of, the decision. In this paper we present an analysis of relevant research to clarify 
the meaning of the five-user assumption (Nielsen, 2000; Nielsen & Landauer, 1993) and to 
examine the way in which the original research that suggested it has been applied. This includes 
its seemingly blind adoption and application in some studies, and complaints about its 
inadequacies in others. We argue that the five-user assumption is often misunderstood, not only 
in the field of Human-Computer Interaction, but also in fields such as medical device design, or 
in business and information applications. The analysis that we present allows us to define a 
systematic approach for monitoring the sample discovery likelihood, in formative and summative 
evaluations, and for gathering information in order to take critical decisions during the 
interaction testing, while respecting the aim of the evaluation and the budget that is available. 
This approach ± ZKLFKZHFDOOWKHµ*URXQGHG3URFHGXUH¶± is introduced and its value argued. 
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1. INTRODUCTION 
The recruitment and selection of subjects (i.e., users and experts) for usability tests, together 
with the minimum number of subjects required to obtain a set of reliable data, is a hotly-debated 
topic in technology evaluation (Lewis, 1994, 2006; Turner, Lewis, & Nielsen, 2006; Virzi, 
1992). In the field of Human-Computer Interaction (HCI), such evaluation is well-defined and 
integrated into the design process, and is used to ascertain the interaction properties of a given 
technology at reasonable cost and effort. For the purposes of this paper, we call the number of 
subjects, N, and the total percentage of errors or problems identified by the cohort of subjects, D. 
The discovery likelihood, p, denotes the average percentage of errors discovered by an expert, or 
of problems identified by users. The underpinning equation in evaluating error is focused on how 
many errors or problems remain undiscovered after N subjects have evaluated the product  
(Nielsen & Landauer, 1993) : 
 D? ൌ  ? െሺ ? െ D?ሻே       (1) 
 
We term this the Error Distribution Formula. The challenge in all of this is that neither p nor 
D is known, although clearly given one, the other can be readily calculated. This leaves those 
wishing to evaluate the usability of a product or service the inverse problem of whether N 
subjects have identified a sufficient number of problems to ensure that a given threshold 
percentage, Dth, of the total errors or problems has been exceeded in the evaluation.  
A straightforward approach to this has been to consider how many new errors or problems 
that each new subject identifies. This approach to equation 1 is the Return on Investment (ROI) 
model proposed by Nielsen and Landauer (1993), which assumes stochastic independence of the 
subjects in their evaluation of the product. Figure 1 shows the increase in D with increasing 
subjects for different average p-values from 0.10 to 0.90 for the model.  
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Figure 1. The discovery likelihood of a hypothetical sample of 10 increasing the p-values from 
0.10 to 0.90. 
 
 
 
Number of Subjects 
p value 1 2 3 4 5 6 7 8 9 10 
0.10 10% 19% 27% 34% 41% 47% 52% 57% 61% 65% 
0.20 20% 36% 49% 59% 67% 74% 79% 83% 87% 89% 
0.30 30% 51% 66% 76% 83% 88% 92% 94% 96% 97% 
0.40 40% 64% 78% 87% 92% 95% 97% 98% 99% 99% 
0.50 50% 75% 88% 94% 97% 98% 99% 99.9% 99.9% 99.9% 
0.60 60% 84% 94% 97% 99% 99.9% 99.9% 99.9% 99.9% 99.9% 
0.70 70% 91% 97% 99% 99.9% 99.9% 99.9% 99.9% 99.9% 99.9% 
0.80 80% 96% 99% 99.9% 99.9% 99.9% 99.9% 99.9% 99.9% 99.9% 
0.90 90% 99% 99.9% 99.9% 99.9% 99.9% 99.9% 99.9% 99.9% 99.9% 
 
The rationale of the ROI model is to infer the number of subjects required to exceed the 
threshold, Dth, based on the number of new problems or issues identified by each additional 
subject. Key to this is the analysis of the smaller increments in these problems/errors discovered 
by new subjects given a higher number of subjects who have already identified problems/errors. 
Thus, the experiment tends to an asymptotic saturation level where all of the errors have been 
found. In this context, and given an average p for each subject of around 0.30, identifying the 
first 80% of the problems/errors requires five subjects, while the next 19.5% requires a further 
10. This represents a gain of less than a quarter, while trebling the evaluation cost/effort ± a 
situation shown in Figure 2. 
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Figure 2. The asymptotic behavior of discovery likelihood of a hypothetical sample with 
p=0.30. 
 
Nielsen and Landauer (1993) applied this model to analyzing data sets from verbal protocol 
techniques and expert-based evaluations and showed that a sample composed of a range of 
between three and five subjects with appropriate skills was generally enough to assess an 
interaction with a web interface and identify at least 80% of the interface problems. This result 
has been confirmed by several studies (Lewis, 1994, 2000, 2001, 2006; Nielsen, 2000; Turner, et 
al., 2006; Virzi, 1990, 1992) DQGLVNQRZQDVWKHµILYH±XVHUDVVXPSWLRQ¶(Nielsen & Landauer, 
1993). The model carries the latent assumption that p averages around 0.30 to exceed an 
acceptable threshold, Dth, of 80%. Although D is not highly-sensitive to variations in p so long as 
the average value for the cohort is used, there is an obvious complication. The perception of how 
close one is to identifying 100% of the issues or problems is sensitive to the order in which the 
µQHZ¶VXEMHFWV¶ILQGLQJVDUHDGGHGWRWKHUHVXOWVRIWKHFRKRUWLIWKHVXEMHFWV¶FKDUDFWHULVWLFp-
value varies. The approach to a false asymptote, for instance, could readily be presented, by 
listing the findings of higher p-value subjects before those of lower p-value subjects.  
Nielsen (2000) invoked the five-user assumption in order to explain the ROI model, but from 
a historical point of view it has guided practitioners in scoping their evaluations. Today, the five-
user assumption is widely used, and still recommended for many cases (see Nielsen, 2012), and 
also regularly condemned, suggesting that there is a need to revisit its application in order to set 
it on a firmer basis. The aim of this paper is therefore to survey the approaches to the equation 
behind the five-user assumption, to examine its use in evaluation, and to explore both the limits 
and advantages of the different approaches. Following this, we propose a novel pragmatic, or 
grounded, procedure to support evaluators in managing and monitoring the number of problems 
discovered by a sample of users.  
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2. HISTORICAL BACKGROUND 
Over the years, the HCI community has sought different ways to estimate the p-value, 
usually by re-examining the contribution made by each subject in a controlled trial, and then by 
extrapolating or reconfiguring the findings. The aim has been mainly to control the cost of 
evaluation by keeping the number of subjects to a minimum within the constraint of exceeding a 
notional threshold for the discovery of problems/errors. Approaches have focused on such 
factors as the order of the subjects in the evaluation (Nielsen & Landauer, 1993), the nature of 
the errors and problems identified by the sample (Turner, et al., 2006), and the properties of the 
interface (Borsci, Londei, & Federici, 2011).  
From the 1960s to the 1980s two main barriers prevented developers from adopting a 
systematic approach to evaluation in the design cycle. The first was the idea that assessment was 
only a verification process and was separate from the design process. This led to the second 
issue, which was that developers considered the cost of evaluation to be additional to, and not a 
critical part of, the design process. By the 1980s, designers and researchers had begun to 
H[SHULPHQWZLWKWKHFRQFHSWRIDµVLPXODWHGXVHU¶ORRNLQJIRUWKHPRVWHIIHFWLYHDQGHIILFLHQW
principles that would guide interface-developers (Molich & Nielsen, 1990; Shneiderman, 1986). 
)RFXVHGRQWKHDUWLIDFWEHLQJHYDOXDWHGWKLVDSSURDFKZDVGHYHORSHGE\VLPXODWLQJWKHXVHUV¶
needs, and defined by Kurosu (2007) DVWKHµVPDOOXVDELOLW\DSSURDFK¶ZKHUHHYDOXDWLRQZDV
only a secondary stHSWRYHULI\WKHTXDOLW\RIWKHGHVLJQDQGRIWKHDUWLIDFW¶VIXQFWLRQDOLW\ 
By contrast, Norman (Norman, 1983, 1988; Norman & Draper, 1986) proposed a new design 
philosophy at the end of the 1980s, User Centered Design (UCD), which integrated both design 
DQGHYDOXDWLRQE\IRFXVLQJRQWKHSURSHUWLHVRIWKHLQWHUIDFHQHHGHGWRPHHWWKHXVHUV¶QHHGV
Designers eschewed this approach for a period, considering it an ideal rather than a pragmatic or 
even a necessary way forward. This behavior was justified on the grounds that developers were 
focused on controlling the costs of design, and were therefore looking for low-cost techniques 
LQVWHDGRIZKDWPLJKWEHVHHQDVDµJUDQGVFKHPH¶ 
This raised interesting questions about the cost of design in the context of whole-life costs, 
but it was not until 1998 that the International Organization for Standardization (ISO) explicitly 
endorsed the UCD process under ISO 9241-11(1998), after which designers were forced to adopt 
a new perspective. Kurosu (2007) identified thiVDVWKHµELJXVDELOLW\DSSURDFK¶LQZKLFKWKH
evaluation is fully integrated into the product development cycle in the context of user needs. 
This ISO standard also presents a perspective from which a single technique is no longer 
sufficient to evaluate usability on its own, but where such techniques become part of a 
multidimensional construct. Following this approach, a practitioner applies different evaluation 
techniques and tools and involves the final users in interaction assessment. As ISO 9241-11 was 
widely taken up, it supported developers by creating a framework for evaluation while increasing 
costs by mandating the involvement of users.  
The ROI approach to the Error Distribution Formula, at least until 2001, was seen as the only 
reliable way to comply with the standard while managing costs. In 2001, a series of studies 
started to challenge the ROI model and its five-user assumption, splitting the evaluation 
community into two broad camps: those who seem to accept and apply the model; and those who 
are, to varying degrees, critical of it even if they use it in their research.  
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2.1. Views on the five-user assumption 
Spool and Schroeder (2001) provided one of the first studies post Nielsen (2000) that 
reflected on the five-user assumption, reporting an experiment in which they found that five 
users were far too few to reach the threshold discovery percentage suggested by Nielsen. They 
described an evaluation of four web sites by 49 subjects, reporting that to identify more than 
85% of the problems required considerably more than five subjects. Until then, the five-user 
assumption had been generally accepted as a reliable guideline. Almost a decade later, Alshamari 
and Mayhew (2009, p. 403) contrastHG1LHOVHQ¶V(2000) expectation that five users would 
unearth 80-RIWKHLVVXHVZLWK/LQGJDDUGDQG&KDWWUDWLFKDUW¶V(2007) study that identified 
only 35%, showing on-going concern about the five-user assumption. Indeed, studies that 
identify a lower disFRYHU\UDWHWKDQ1LHOVHQ¶V(2000) expectation are now relatively common.  
2IWKRVHVWXGLHVWKDWGHPRQVWUDWHGLVFRYHU\UDWHLVVXHV)DXONQHU¶V(2003) exploration of 
discovery rate appears relatively comprehensive, reporting an evaluation of a website interface 
by 60 subjects and then with sub-samples of five, 10 and 15 users, up to 55 subjects. Faulkner 
FRQFOXGHGWKDW³WKHULVNRIUHO\LQJRQDQ\RQHVHWRIILYHXVHUVZDVWKDWQHDUO\KDOIRIWKH
identified problems could have been missed; however, each addition of users markedly increased 
WKHRGGVRIILQGLQJWKHSUREOHPV´(Faulkner, 2003, p. 381). This study has been highly 
influential, especially with the US Food and Drug Administration (FDA) which recently 
included it in their draft guidance on medical device testing (FDA, 2011) as an appendix entitled: 
³&RQVLGHUDWLRQVIRU'HWHUPLQLQJ6DPSOH6L]HVIRU+XPDQ)DFWRUV9DOLGDWLRQ7HVWLQJ´7KH
FDA guidance recommends a sample of 15 subjects to find a minimum of 90% and an average 
of 97% of all problems (FDA, 2011, p. 37), and it is interesting to note the application of 
)DXONQHU¶V(2003) findings well beyond mainstream HCI.   
The continued interest in, and diverging views on, the five-user assumption in relation to the 
ROI model can be seen through an analysis of research that has cited 1LHOVHQDQG/DQGDXHU¶V
(1993) original work. 50 post-2001 citations of Nielsen and Landauer (1993), were identified 
using Google Scholar, with the citations appearing in peer-reviewed journal articles (56%), 
conference papers (28%), book sections (14%), and industrial or company reports (2%) (as of 1 
March 2012, the latest citation being from 2009).  
)LJXUHVKRZVWKHQXPEHURIµDGRSWHUV¶DQGµFULWLFV¶LQWKHFLWDWLRQVDPSOH7KHDGRSWHUV
group contains 31 pieces of work that have simply adopted the five±user assumption in their 
studies. In many of these cases, there is an acknowledgement of the limitations associated with 
the five-user assumption, but it is adopted regardless. An example of this can be seen in Crystal 
and Greenberg (2005, p. 7) ZKRVWDWHWKDW³7KLVVDPSOHVL]HLVQRWLQWHQGHGWR\LHOGGHILQLWLYH
results, but models of usability testing (Nielsen & Landauer, 1993) suggest that testing with five 
XVHUVLVVXIILFLHQWWRXQFRYHUPRVWXVDELOLW\SUREOHPV´7KHFULWLFDOUeferences are more 
explicit in raising the shortcoming of the five-user assumption and draw on sources that have 
raised serious concerns about its validity. An example of this is seen in Hong, Heer, Waterson, 
and Landay (2001, p. 261)ZKRVWDWHWKDW³'HVpite previous claims that about five participants 
are enough to find the majority of usability problems (Virzi 1992; Nielsen & Landauer 1993), a 
recent study by Spool and Schroeder (2001) suggests that this number may be nowhere near 
HQRXJK´ 
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Figure 3.  Analysis of WRFLWDWLRQVRI1LHOVHQDQG/DQGDXHU¶VZRUN
REWDLQHGXVLQJ*RRJOH6FKRODURQ0DUFK7KHµDGRSWHUV¶FRPSULVHV
UHIHUHQFHVZKLOHWKHµFULWLFV¶FRPSULVHVUHIHUHQFHV 
 
Of the 50 papers identified, 78% were HCI studies while the remaining 22% were related 
studies from application areas including healthcare, automotive engineering, and business and 
LQIRUPDWLRQPDQDJHPHQW2IWKHSDSHUVIURPRXWVLGHWKH+&,DUHDQLQHZHUHµDGRSWHUV¶DQG
WZRZHUH¶FULWLFV¶GHPRnstrating that the application of the ROI model extends beyond HCI and 
into justifying the appropriateness of a given sample size for user evaluation in other fields.  
The continued interest in the ROI model and five-user assumption, whether seen from the 
perspective of its continued application in HCI evaluation studies or from the more critical 
perspective which argues its weaknesses, suggests that it would be valuable to offer 
improvements to the basis on which the sample size judgment is made when using the ROI 
model.  
2.2. Alternative models for estimating p 
Several methodological developments have been proposed to this end, largely focusing on 
better estimates of p and, by association, N. First, the Good Touring procedure, developed by 
Turner, Lewis, and Nielsen (2006), seeks to adjust and normalize the p-value, as proposed by 
Hertzum and Jacobsen (2003). This process produces a more conservative estimate of p, which is 
desirable since overestimating p leads to the belief that one is closer to Dth for a given N than is 
actually the case.  However, this gain comes at the expense of increased computational 
complexity and less insight. The Good Touring procedure formula is expressed as follows:  
D? ൌଵଶ ൥ቆ ௉೐ೞ೟ଵାಶሺಾభሻಾ ቇ ൅ ቂቀD?௘௦௧ െ ଵ௡ቁ ൅ ቀ ? െଵ௡ቁቃ൩    (2) 
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In equation (2), Pest is the initial estimate computed from the raw data of a usability study, 
E(M1) is the number of usability problems detected by the first user, M is the total number of 
unique usability problems detected by all users, and n is the number of test participants.  
Second, the Monte Carlo re-sampling method is a statistical simulation technique that has 
been used to simulate the impact of the subjects taking part in the evaluation in different orders 
(for a review, see: Fishman, 1995). Lewis (1994, 2000) applied this in conjunction with the Good 
Touring procedure and showed that it delivers a more conservative and more reliable value of p 
than the classic ROI model.  
Third, the Bootstrap Discovery Behavior model, proposed by Borsci, Federici, and Londei 
(2011; see also Borsci, Federici, Mele, Polimeno, & Londei, 2012) is another re-sampling 
method that builds on the Good Touring and Monte Carol methods. It adopts a bootstrapping 
approach (Efron, 1979; Fox, 2002) and modifies the ROI equation (1) as follows:  D?ሺ௅ሻ ൌ D?௧ሾD? െሺ ? െ D?ሻ௅ା௤ሿ      (3) 
In equation (3), Mt represents the total number of problems in the interface. The value a is the 
representativeness of the sample expressed as the maximum limit value of problems collected by 
5000 possible bootstrap samples (with repetition). The value p represents the normalized mean of 
the number of problems found by each subsample, as the estimated probability of the detection 
of a generic problem by an evaluator in the chosen population. The q variable expresses the 
hypothetical condition L = 0 (an analysis without evaluators). In other words, since D does not 
vanish when L = 0, D(0) represents the number of evident problems that can be effortlessly 
detected by any subject, and q the possibility of detecting a certain number of problems that have 
already been identified (or are evident to identify) and were not addressed by the designer, as 
expressed in equation (3a):  ሺ଴ሻ ൌ ୲ ቂ-൫ ?-൯୯ቃ      (3a) 
The value q represents the properties of the interface from the evaluation perspective, with its 
H[WUHPHYDOXHEHLQJWKHµ]HURFRQGLWLRQ¶ZKHUHQRSUREOHPVDUHIRXQG7KHBootstrap Discovery 
Behavior model (as expressed in equation (3)) enlarges the perspective of analysis by adding two 
new parameters not considered in equation (1): (i) all the possible discovery behaviors of 
participants (a); and (ii) a rule in order to select the representative data (q). In this sense, the 
Bootstrap Discovery Behavior model proposes a modification of the ROI model to include new 
factors within the sample discovery likelihood estimation.  
The modifications to the original ROI model all require assumptions or estimations in order 
to make use of them for practical interface evaluation studies. As Sauro and Lewis (2012) note, it 
is possible in the modified models to apply the logit-normal-binomial (LBN) proposed by 
Schmettow (2009) to estimate the p value, and to use the zero-truncated LBN to estimate the 
number of remaining defects in the product. Although the LBN model has a number of potential 
applications in HCI, as Schmettow makes clear, the zero-WUXQFDWHG/%1³VWLOOPDNHV
assumptions and it is XQFOHDUKRZWKHVHDUHVDWLVILHGIRUW\SLFDOGDWDVHWVLQWKHZLOG´(2012, p. 
68). As such, there are always uncertainties and assumptions in the use of such models, making it 
critical that evaluators understand their basis and limitations rather than simply using the model 
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and adopting what may have become an established assumption, as seems to be the case for 
some researchers with respect to the five±user assumption.  
The next section will consider the ROI model in more detail, stressing its strengths and 
weaknesses and using them to frame the steps that an evaluator should take in order to make 
most effective use of the model in their specific evaluation context. This will lead to the 
presentation of an approach ± the Grounded Procedure ± which we argue can guide decision-
making in relation to the most suitable user sample size given the evaluation aims and budget 
constraints.  
3. THE CHARACTERISTICS OF THE ROI MODEL AND KEY 
DECISIONS ASSOCIATED WITH ITS EFFECTIVE USE 
As noted in section 1, the ROI model is an application of the Error Distribution Formula 
(equation 1). This simple formula has several characteristic benefits. First, it is accessible, 
provides insight into error distribution which can guide evaluation, and is easy to apply. Second, 
it provides a way into a dialogue about the cost and effectiveness of an evaluation, as is the case 
through its application in the ROI model. Third, as an established approach, and through the ROI 
model, it exerts a standardizing influence on the industry, providing an accepted approach to 
evaluation that is widely used. Fourth, with the five-user assumption it provides a basis for 
evaluation that is useful in many instances and is better than doing nothing or being paralyzed by 
lack of knowledge. Fifth, it is relatively insensitive to small variations in parameter values and, 
providing the discussion is kept broad, yields a coherent, numerate basis for a discussion around 
the emerging range of users required in a given evaluation context (i.e., it will differentiate 
clearly between the need for 15, as opposed to 5 users, but not necessarily between 5 and 6).  
There are, however, two broad problems with the model: (i) since the extent of the problem-
space (or issue-space) is never known, one is always left to apply the model in an inverse 
fashion; and (ii) its simplicity means that the complexities of the real world may not be 
considered or identified by evaluators ± ZKLFKPD\EHEHKLQGWKHµEOLQGDGRSWLRQ¶LVVXHLQ
relation to the five-user assumption. In relation to this second point, a range of resultant 
drawbacks have been articulated in the literature. First, the ROI model is based on the idea that 
all the subjects exhibit the same probability of encountering usability problems, without 
reference to their varying skills (Caulton, 2001). Second, in many practical cases there is an 
additional problem in assuming that all subjects meet or approach the p=0.30 criterion 
(Schmettow, 2008; Woolrych & Cockton, 2001). Third, the ROI model does not account for the 
evaluation methodology or the context of the system being evaluated. Fourth, nor does it address 
the representativeness of the participants. In fact, there are several concepts bound up in the p-
value that require unpacking ± the ability of subjects to identify issues may also reflect the extent 
to which they represent the community of users and are representative of them. This, in turn, 
leads back to the nature of the evaluation being undertaken and draws into question whether a 
model developed for interface assessment can be applied directly to, for example, medical device 
evaluation with their specialist cohorts of users. Fifth, the ROI model takes a limited view of 
discoverability and the philosophical question as to whether errors that are never discovered by 
anyone DUHHUURUVDWDOO5HODWHGWRWKLVLVWKHµ]HURFRQGLWLRQ¶GHVFULEHGE\1LHOVHQDQG0DFN
(1994).  
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This discussion brings three factors to the fore. First, the Error Distribution Formula provides 
an elegant and informative way to assess the number of subjects needed in an evaluation. 
Second, its very elegance means that it is not difficult to find situations where the requirement 
for 80% of the issues to be identified by five users who share a value of p close to 0.30 do not 
come together conveniently to meet the five-user assumption when the p-value is estimated as an 
average (Schmettow, 2008; Woolrych & Cockton, 2001). Some of the contexts in which the 
IRUPXODKDVEHHQVKRZQWRµIDLO¶WRKHOSGHYHORSHUVDQGHYDOXDWRUVDUHIDUUHPRYHGIURPWKH
original context. Finally, just as evaluation is a cost-effectiveness exercise, so, too, is the 
business of estimating the appropriate number of users in that assessment. Therefore, we 
recognize that there are scenarios in which it is safe to proceed with the five-user assumption. 
Typically these may be where the cost of errors or undiagnosed issues is low, where the 
assessors are known to be able to identify most of the issues or problems (i.e., they are 
characterized by a p-value close to, or exceeding, 0.30), or where there are no overriding 
constraints of safety or success and a decision must be made quickly.  
On the other hand, where there are overriding reasons to characterize the evaluation very 
accurately, there are ways of improving upon the simple formula and customizing the findings to 
the context and skills of the evaluators. This may also be the case where evaluation frequently 
takes place, and always within a well-controlled environment, where the cost of the extra process 
of reviewing the sample size (N) may be set against savings in the evaluation that may be reaped 
over and over again.  
In the latter cases, we note that it would be possible to produce very accurate, well-calibrated 
formulae, refined and characterized through frequent use, but the cost would be complex 
algorithms for estimating N and significant data-collection to inform and validate such 
algorithms.  
Figure 4 seeks to bring these constraints together, noting that it may be a good decision to 
adopt the five-user assumption, but also illustrating where a more nuanced judgment around 
sample size is required. As Figure 4 shows, the evaluation decision process considers three main 
constraints:  
1. The costs of error identification against the available budget: 
2. The kind of product and the level of safety required for optimal interaction; 
3. The external issues that may require evaluation with more than five users.  
When none of these constraints affect the evaluation, or when only the costs of error 
identification is considered to be an important issue (i.e., where only a low evaluation budget is 
available), the outcomes of the decision process (cases 1 and 4 in Figure 4) support the decision 
to test the product only with five users, or with two or three different groups composed of three 
to five users of each kind (see Nielsen, 2000).  
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Figure 4. The decision process and outcomes associated with using the five-user model, and the 
identification of cases where and alternative sample should be used. 
 
In this case, a check test of the p-value of the sample aims only to identify how many 
problems have been discovered by the N users actually involved in the evaluation. The client, 
after the generation of the evaluation report, will have to decide whether to increase the budget in 
order to improve the reliability of the assessment by running a second evaluation process, adding 
more users in order to extend the reliability of the evaluation until a certain p-value threshold is 
reached.  
In cases where the product being evaluated requires a specific level of safety, the evaluation 
process must aim to identify a high percentage of interaction problems ± i.e., D=90-95% (case 3 
in Figure 4). In this case the evaluator cannot assume that five users is a large enough sample, 
but s/he can use the first five users as a starting point for the assessment, by estimating the p-
value using the different models introduced in section 2.2 in order to determine information 
about how many problems are discovered by the actual sample, and if or when the D threshold 
(Dth) is reached.  
In cases where a N higher than five is imposed on the evaluator (cases 2 and 5 in Figure 4), 
the estimation of p is a necessary step for optimizing and controlling the use of the budget. In 
such cases Dth is not necessary set higher tKDQWKHµVWDQGDUG¶-85%, but until Dth is reached it 
will be necessary to add new users to the sample and, with each added user, for the evaluator to 
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check the sample p-value and monitor the modification of the overall sample distribution after 
each single assessment.  
As we will discuss in the next section, in order to generate the evaluation report when the 
decision process outcomes require a sample greater than five (i.e., cases 2, 3 and 5 in Figure 4), 
the evaluator has to follow a specific set of steps that we call the Grounded Procedure. We 
contend that this procedure is also useful when the five-user assumption is accepted (cases 1 and 
4) if the evaluators have, for specific reasons, to test the reliability of their assessment.  
4. A GROUNDED PROCEDURE: MONITORING AND ESTIMATING THE 
SAMPLE DISCOVERY LIKELIHOOD 
7KH*URXQGHG3URFHGXUH*3UHVRQDWHVZLWK/HZLV¶FRQWHQWLRQWKDW³Practitioners can 
obtain accurate sample size estimates for problem-discovery goals ranging from 70% to 95% by 
making an initial estimate of the required sample size after running two participants, then 
DGMXVWLQJWKHHVWLPDWHDIWHUREWDLQLQJGDWDIURPDQRWKHUWZRWRWDORIIRXUSDUWLFLSDQWV´ (2001, p. 
474). We propose that in order to apply the ROI model in a useful way, practitioners should 
follow a specific procedure for assessing the evaluation process and then determining from the 
emerging findings how many more subjects are likely to be needed to meet their evaluation aims. 
The GP is therefore a dynamic process for collecting information about the sample discovery 
likelihood and taking subsequent decisions about the assessment. This procedure is based on 
three main assumptions: 
1. An evaluation is a counterbalanced process in which the evaluators, in light of the 
aims and available budget, reduce the variability of the possible interaction behavior 
(i.e., the divergent user experiences), typifying the kinds of user that have to be 
involved in the assessment (i.e., through selection criteria), the tasks and the goals of 
the interaction, and the environment of use.  
2. These reductions in the variability, along with the available budget and the evaluation 
aim (e.g., to identify more than the 85% of the problems), lead practitioners to select 
specific evaluation techniques to be used and the form of the evaluation process (i.e., 
summative or formative) so affecting the resulting data that is gathered (see for a 
complete review: Tullis & Albert, 2008, pp. 15-44).  
3. By monitoring the sample discovery likelihood after the first three or four users , 
practitioners, as Lewis (2001) suggests, can obtain reliable information about the 
gathered data in order to determine whether the problems discovered by the sample 
have a certain level of representativeness (i.e., reliability and quality).  
We propose that practitioners start by assuming a specific p-value standard (e.g., 0.30 if the 
aim is to reach the 80-85% of the problems), and use this value as a comparator against which 
the behavior of the real population of subjects can be assessed. In light of this, practitioners have 
to compare the p-value of their actual tested sample to the standard in order to make the 
following two main judgments, leading to the associated decisions and actions:   
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1. If the sample fits the standard: report the results to the client and determine whether the 
product should be re-designed or released.  
2. If the sample does not fit the standard: add more users to the sample and re-test the p-
value in a cyclical way until the pre-determined percentage of problems (Dth) is reached.   
This illustrates that the GP consists of an information-seeking process that aims to obtain 
reliable evidence for deciding whether practitioners have to extend their evaluation by adding 
users or whether they can stop the evaluation because they have sufficient information. The GP 
consists of three main steps:  
1. Monitoring the errors and problems: a table of problems/errors is constructed to 
analyze the number of discovered problems, the number of users that have identified 
each problem (i.e., the weight) and the average p-value of the sample; 
2. Refining the p-value: a range of models are applied and then the number of users 
required reviewed in the light of the emerging p-value; 
3. Taking a decision based on the sample behavior: the p-value is used to apply the 
Error Distribution Formula and take a decision on the basis of the available budget 
and evaluation aim.  
Each of these steps will be discussed in turn, drawing on an example scenario throughout, to 
provide more detail.  
4.1. Monitoring the table of problems/errors 
When practitioners run an evaluation using a sample of experts (i.e., an expert-based test), 
WKHVHVXEMHFWVVLPXODWLQJWKHILQDOXVHUJURXS¶VLQWHUDFWLRQZLWKWKHSURGXFWDQG following an 
explicit or implicit user model, identify a certain number of errors related to the technological 
IXQFWLRQLQJWKDWFRXOGDIIHFWDQGFDXVHSUREOHPVLQWKHILQDOXVHUV¶H[SHULHQFHV:KHQ
practitioners assess the interaction with a sample of final users (i.e., a user-based test), these 
subjects identify interaction problems that may arise from errors in the technological functioning 
or a miss-PDWFKEHWZHHQWKHGHVLJQHU¶VDQGWKHXVHU¶VPHQWDOPRGHOVRIWKHSURGXFW(see for a 
complete framework on mental models: Norman, 1983, 1988). Whether experts or target users 
DUHHQJDJHGLQWKHHYDOXDWLRQWKHSUDFWLWLRQHUFROOHFWVDVHULHVRIVXEMHFWV¶EHKDYLRUVHDFK
instance of which can be represented in a binary way: i) 0 = Problem/error not found; ii) 1= 
Problem/error found.  
As a consequence, a large group of subjects has a higher probability of identifying a larger 
number of problems than a small group because a large group has greater scope for divergent 
behavior than does a small one. In this sense, the aim of any estimation model is not to identify 
how many users are needed for an evaluation, but to identify the smallest group with the greatest 
quality of discoverability behavior (that is, p-value). In this context, the quality of the behavior is 
seen as the ability of a small sample to best represent the behavior of a larger sample. We can 
thus define the representativeness of a sample as the degree to which the problems/errors 
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identified by the sample accurately and precisely represent the interaction problems that can be 
identified by all possible users/experts of a specific product.  
Figure 5 shows an example taken from Turner et al. (2006); the number of problems/errors 
collected by the first eight users in this example is four. From this table practitioners can 
calculate the weight of each identified problem/error and the raw p-value, which in this example, 
following the ROI model, is equal to 0.38.  
Figure 5.  Example of discovery likelihood of eight subjects. From this table, a practitioner may 
analyze the behavior of each subject, controlling for each problem how many subjects 
has identified it. The weight of each problem is calculated as the sum of users that 
have detected it, while the count of the problems identified by each subject is used for 
calculating the raw p-value, and the mHDQVRIFDOFXODWLQJHDFKLQGLYLGXDO¶Vp-value. 
 
By organizing the data in this way the practitioners can make an important judgment about 
WKHVDPSOH¶VEHKDYLRULQGLVFRYHULQJSUREOHPV7KHVDPSOHPD\GHPRQVWUDWHhomogeneous 
behavior, which means that the sample has a coherent rate of discovering problems. There are 
two cases of homogeneous behavior. The first is where all of the users have found all of the 
problems/errors (i.e., negative homogeneity).  In this case the p-value would be equal to 1 and 
the practitioner would have reliable information for arguing that there were many 
SUREOHPVHUURUVLQWKHSURGXFWWKDWZHUHHYLGHQWDQGLPSRUWDQW7KHVDPSOH¶VKRPRJHQHRXV
negative behavior could be used to propose re-design of the product to solve these 
errors/problems, with a subsequent new evaluation of the updated design. The second case is 
where none of the users identify any problems (i.e., positive homogeneity). In this ideal 
condition the p-value is equal to 0 and the evaluators can report to the client that the technology 
is ready for release or for a large-scale evaluation. A p-value very close to 0 is usually the result 
of a test-retest process, in which the product has already been evaluated and re-designed, perhaps 
several times, so increasing the difficulties in, and reduced likelihood of, problem identification.  
Alternatively, the sample may demonstrate heterogeneous behavior, which means that the 
sample has identified a certain number of problems/errors with different weights. This 
heterogeneity of problem identification clearly shows to practitioners that there are a certain 
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number of problems in the product, but it cannot inform evaluators about the representativeness 
of the sample and the reliability of the data ± this can be analyzed only by testing the sample p-
value through the estimation models. As noted earlier, when the aimed-for percentage of 
discovered problems (Dth) is 80-85%, a p-value equal to or greater than 0.30 is required (see the 
discovery likelihood distribution in Figure 1).   
While homogeneity of sample behavior leads practitioners to obtain reliable information 
(prompting re-design or release decisions), most evaluation studies will identify some degree of 
heterogeneity within the sample behavior. When the sample has a heterogeneous behavior, 
practitioners do not have enough information to make an informed re-design/release decision and 
consequently they have to analyze the p-value and, in line with their aim and budget constraints, 
consider adding more users to the sample in order to provide the quality of information needed to 
take an informed decision. This can be seen in Figure 6, which presents a model of the GP 
process, showing how it makes use of the table of problem/errors derived from the sample 
behavior to inform decision-making.  
Figure 6. The application of the GP analysis of the table of sample behavior in order to drive 
WKHHYDOXDWRU¶VGHFLVLRQSURFHVVGHSHQGLQJRQZKHWKHUWKHVDPSOHEHKDYLRULV
heterogeneous or homogeneous. 
 
 
4.2. Refining the p-value 
:HKDYHDOUHDG\VKRZQKRZSUDFWLWLRQHUVFDQFRQVWUXFWDWDEOHRIDVWXG\VDPSOH¶VEHKDYLRU
(Figure 5) and use this to calculate a raw p-value based on the average p of each user; in our 
 - 18 - 
example, p is equal to 0.38.  By applying the ROI model with this discovery rate, we can 
HVWLPDWHWKDWWKHILUVWIRXUVXEMHFWVZLOOLGHQWLI\PRUHWKDQWKHRIWKHLQWHUIDFH¶VSUREOHPV
Unsurprisingly, in light of the different parameters that they consider, when the Grand Touring, 
Monte Carlo analysis and the Bootstrap Discovery Behavior model are used, more conservative 
p-value estimates are produced (see Figure 7).  
Figure 7. The estimation of the p-values of the sample analyzed in Figure 4 as a result of 
applying different estimation models: Grand Touring; Monte Carlo; and Bootstrap 
Discovery Behavior. The p-values estimated with the models (pGT, pMC, pBDB) show 
that the discovery likelihood of this sample, composed of eight subjects, is enough to 
identify more than the 80% of the problems in the product under evaluation.  
 
Grand Touring Monte Carlo 
Bootstrap Discovery 
Behavior 
pGT > 80% of the problems pMC > 80% of the problems pBDB > 80% of the problems 
0.235 8 subjects 0.221 8 subjects 0.215 8 subjects 
In our example, after the first eight subjects have been studied, the practitioner can apply all 
of the estimation models and estimate that the study sample has a discovery likelihood ranging 
from 0.38 to 0.215 (M=0.265). By using the lowest p-value (in this case pBDB=0.215) and the 
mean (pM=0.265), the practitioner can argue that between six and eight subjects are needed to 
identify more than 85% of the problems associated with this product. In this case, we have 
applied the estimation model after the first eight subjects, but the models could be applied after 
the first four or five participants and the same results obtained.  
We suggest that, instead of adopting a unique number provided by a specific estimation 
model, practitioners should rely on a range of values.  This decision will, though, depend on the 
SUDFWLWLRQHUV¶EXGJHWVLQFHWKHDQDO\VLVRIDUDQJHRIp-values is more expensive than a test 
based on a single value. Practitioners can address this problem by using, as indicated above, only 
pM for defining the sample likelihood so reducing the costs and the overestimation of the p-value.  
4.3. Taking a decision on the basis of the sample behavior 
As sections 4.1 and 4.2 have illustrated, in case of heterogeneous sample behavior the GP is a 
procedure for organizing the evaluation data, calculating the sample behavior and conducting a 
comparative analysis of different estimation models on the basis of the information from the 
tested sample (see Figure 8 for a model of this process).  
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Figure 8. The application of the GP comparative analysis of the models for estimating the 
sample p-value, and the possible actions and decisions when the p is, or is not, in line 
with the aimed-for D (Dth). 
 
 
As Figure 8 shows, practitioners analyzing the data from the first X subjects, and estimating 
the p-value, may obtain two kinds of information. The first case is where the p-value is equal to 
or higher than the standard set for reaching the evaluation aim (D). In this case the sample has 
already discovered a level of problems that reaches the aimed-for D (Dth).  For instance, if Dth is 
90-95%, the p-value is in line with D when five users have a p=0.40, but also when seven users 
have a p=0.30 and so on, increasing the N in line with the available budget.  Of course, the 
primary goal of the evaluation is to use the available budget in the optimum way by trying to 
obtain the aimed-for D with the fewest users (lowest N) possible. When the p-value is in line 
with the Dth the practitioner is in a position to generate the evaluation report and recommend a 
decision to the client. 
The second case is where the p-value is lower than the standard set for reaching the 
evaluation aim. In this case the sample cannot offer enough information to the evaluators for 
generating a report; the practitioner, respecting the available budget, has to enlarge the sample 
(i.e., adding users and increasing the N) in order to discover more problems until the aimed-for D 
is reached. As previously discussed, when the actual sample has a p-value that is not in line with 
the aimed-for D, it is necessary to increase the sample size (N) in order to align the p-value to 
Dth. For instance, if with five users the p-value is equal to 0.30 and Dth is equal to 90-95%, five 
users are shown to be not enough and at least other two users would have to be added to the 
sample.  
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When practitioners invest in adding new users they are seeking to improve the discovery 
likelihood of the sample, but this investment is a risk. Enlarging the sample by adding new users 
FDQGHFUHDVHWKHVDPSOH¶Vp-value if, for instance, these new users identify only problems that 
have already been found by the previous users or, the worst case, these new users identify no 
problems at all. In such cases, the practitioners may have made a poor choice in the recruitment 
of the additional users, which may lead them to reconsider the selection criteria used. However, 
when new and well-selected users are added to a sample, the number of problems identified 
usually increases, reducing the heterogeneity of the sample and leading to a higher p-value. At 
the end of this process, by comparing the obtained p-value with the aimed-for D (Dth) the 
practitioner will be in a position to decide whether to generate the evaluation report and 
recommend a decision to the client or to restart the evaluation cycle, again depending on 
available budget.  
The ability of the GP to provide appropriate responses across the range of evaluation scenarios 
suggests, we would argue, that it is a systematic approach to the analysis of evaluation data that 
can be applied at different phases of, and used to inform, product development as part of a user-
centered design approach (as suggested in Figure 9). For example, when the sample 
demonstrates positive homogeneous behavior, the practitioner can propose that the product be 
released, integrating the evaluation data in the product (point 4 in Figure 9). If the sample 
demonstrates negative homogeneous behavior, a strong redesign is required. In this case the 
HYDOXDWLRQUHVXOWVVXJJHVWDFKDQJHVWRWKHGHVLJQWRUHIOHFWDPRUHUHDOLVWLFVHWRIXVHUV¶
expectation (point 2) ; b) re-thinking the design as a result of the gathered data (point 3); or c) 
integrating the outcomes of the evaluation into the product and re-evaluating it (point 4).  
On the other hand, when the sample behavior is heterogeneous (see Figure 8), the practitioner 
KDVWRDSSO\WKHHVWLPDWLRQPRGHOVLQRUGHUWRHVWLPDWHWKHVDPSOH¶Vp-value. If all of the 
HVWLPDWLRQPRGHOVFRQILUPWKDWWKHVDPSOHPDWFKHVWKHVWDQGDUGLHS0.30) the practitioner 
can propose a new design cycle re-visiting points 2, 3 and 4 of the design process in the light of 
the evaluation results. If the p-value does not match the standard then the practitioner has to add 
new subjects, drawing on the comparative analysis from the estimation models, in order to 
increase the discovery rate of the sample and so its representativeness.  
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Figure 9. The GP applied in the typical iterative User-Centered Design model and development 
process (adapted from Petrie and Bevan (2009)). The GP is useful at four points of 
the design process: 1) The evaluation of the prototype; 2) the definition and re-
definition of the application desired; 3) the definition and re-definition of the design 
perspective; and 4) the integration of the evaluation data in the product after and 
before a new evaluation test. 
 
4.4. Advantages and limitations of the Grounded Procedure 
The estimation models that we have discussed in this paper have been applied with great success 
in the HCI field, in particular with web systems and interfaces. With these kind of technologies, 
a well-WHVWHGDVVXPSWLRQLVWKDWWRDVVHVVXVHUV¶LQWHUDFWLRQSUactitioners have to consider the 
final user categories and sample them into multiple groups as follows (Nielsen, 1995): five 
subjects if testing one group of users; three or four subjects from each category if testing two 
groups of users; and three users from each category if testing three or more groups of users. This 
UXOHRI1LHOVHQ¶V(1995) is a result of the analysis of a large and reliable set of data collected by 
different evaluation studies.  
1LHOVHQ¶VFRPSDUDWLYHDQDO\VLVKDVVKRZQWKDWDGRSWLQJWKH five-user assumption is a good 
starting point for analyzing web systems interfaces but, as we have noted, it does not mean that 
five users is enough for an evaluation because the choice of sample number depends on the 
discovery likelihood of the sample. NLHOVHQ¶VUXOHVXJJHVWVWKDWZKHQFRPSXWHURUZHELQWHUIDFHV
are evaluated by specific evaluation techniques (e.g., the think aloud protocol for user-based 
evaluation, or heuristic analysis for expert-based assessment), a sample of five users or five 
experts is a good starting point for the evaluation because there is a high probability (but not 
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FHUWDLQW\WKDWVXFKDVDPSOHKDVDKLJKGLVFRYHU\OLNHOLKRRGUDWHLHS0.30). In this context, 
WKH*3¶VYDOXHLVWKDWIRUDVSHFLILFHYDOXDWLRQVHWWLQJWKDWLV, target product and chosen 
evaluation technique) it can help an evaluator to decide how to proceed with the evaluation after 
the first five users have been sampled.  
Away from the five-user assumption, the identification of a more reliable starting number of 
subjects for evaluations in different contexts is one of the most interesting features, and 
advantages, that widespread use of the GP would provide. The diffusion of the methodology 
would allow comparative analyses of different evaluation studies carried out on the same 
technologies, with the same evaluation techniques and with similar samples to identify more 
reliable initial sample sizes. As an example, Borsci et al. (2011) have undertaken a comparative 
analysis of the estimation models in the field of assistive technologies and have identified that a 
reliable starting number of blind users for the evaluation of a screen reader, when the evaluation 
is carried out by a Partial Concurrent Thinking Aloud evaluation technique (Federici, Borsci, & 
Stamerra, 2010), ranges from six to 20 subjects. In particular, the GP could be extremely useful 
in those fields that are looking for a reliable and shared evaluation framework while having to 
control the costs of the assessment.  
$VVXFKPXFKDVLQWKHVWKH52,PRGHOZDVGHYHORSHGWRDGGUHVVZHEVLWHGHYHORSHUV¶
needs to control evaluation costs, the GP can be used in the evaluation of different kinds of 
interactive technologies (e.g., assistive technologies, medical and industrial devices, mobile 
phones, etc.) which may have different requirements in terms of interaction safety. Within this 
context, the GP offers a way to control evaluation costs while assuring the representativeness of 
the sample and the associated quality of the evaluation data.  
It is important to note here that the GP forces practitioners to manage and organize the 
gathered data in a specific way, and that the procedure of behavior analysis may be seen by 
evaluators as a restrictive organization of the data, and as requiring a time commitment that 
could prevent other kinds of analysis (e.g., environmental evaluation). We would suggest, 
though, that this objection may be overcome if the GP is used not as a meta-methodology but as 
a tool, together with other kinds of analysis in order to control the effectiveness and the 
efficiency of the sample evaluation.  
5. CONCLUSION 
By providing analysis of literature related to the p-value estimation and discussing the 
advantage and the weakness of the ROI model, this paper has presented a new perspective on the 
five±user assumption. We have argued that the question often posed by researchers in the field of 
whether five users is a sufficient number for usability testing is an unhelpful one. We have 
suggested instead that five subjects provides a good starting point for evaluating certain 
technologies (e.g., websites) with a certain evaluation technique (e.g., thinking aloud) and have 
shown that a five±subject sample is reliable only if it has a certain level of discovery likelihood 
LHS0). In this sense, the only answer to the question of whether five users is or is not 
enough for a reliable evaluation is that it depends on the sample behavior, as this affects the 
reliability of the assessment and the representativeness of the gathered data.  
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We have proposed a method ± the Grounded Procedure ± that allows practitioners to analyze 
the reliability of the data from their usability tests, enabling them to estimate the sample size 
needed to identify a given proportion of interaction problems. This method provides an new 
perspective on the discovery likelihood and on designing evaluation studies and gives 
designers/manufacturers the means to use the data from their evaluations to inform critical 
system/product decisions, providing decision support on when to enlarge the sample, re-design, 
or release the product. It also allows the reliability of the evaluation to be calculated, which will 
help designers/manufacturers to conduct efficient evaluation studies thereby controlling costs, 
and will also enable them to demonstrate objectively the reliability of their evaluations to 
regulators and purchasers.  
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Figure Captions 
Figure 1. The discovery likelihood of a hypothetical sample of 10 increasing the p-values from 
0.10 to 0.90. 
Figure 2. The asymptotic behavior of discovery likelihood of a hypothetical sample with 
p=0.30. 
Figure 3.  Analysis of WRFLWDWLRQVRI1LHOVHQDQG/DQGDXHU¶VZRUN
REWDLQHGXVLQJ*RRJOH6FKRODURQ0DUFK7KHµDGRSWHUV¶FRPSULVHV
UHIHUHQFHVZKLOHWKHµFULWLFV¶FRPSULVHVUHIHUHQFHV 
Figure 4. The decision process and outcomes associated with using the five-user model, and the 
identification of cases where an alternative sample should be used. 
Figure 5.  Example of discovery likelihood of eight subjects. From this table, a practitioner may 
analyze the behavior of each subject, controlling for each problem how many subjects 
has identified it. The weight of each problem is calculated as the sum of users that 
have detected it, while the count of the problems identified by each subject is used for 
calculating the raw p-value, DQGWKHPHDQVRIFDOFXODWLQJHDFKLQGLYLGXDO¶Vp-value.  
Figure 6.  The application of the GP analysis of the table of sample behavior in order to drive 
WKHHYDOXDWRU¶VGHFLVLRQSURFHVVGHSHQGLQJRQZKHWKHUWKHVDPSOHEHKDYLRULV
heterogeneous or homogeneous. 
Figure 7.  The estimation of the p-values of the sample analyzed in Figure 4 as a result of 
applying different estimation models: Grand Touring; Monte Carlo; and Bootstrap 
Discovery Behavior. The p-values estimated with the models (pGT, pMC, pBDB) show 
that the discovery likelihood of this sample, composed of eight subjects, is enough to 
identify more than the 80% of the problems in the product under evaluation.  
Figure 8.  The application of the GP comparative analysis of the models for estimating the 
sample p-value, and the possible actions and decisions when the p is, or is not, in line 
with the aimed-for D (Dth). 
Figure 9.  The GP applied in the typical iterative User-Centered Design model and development 
process (adapted from Petrie and Bevan (2009)). The GP is useful at four points of 
the design process: 1) The evaluation of the prototype; 2) the definition and re-
definition of the application desired; 3) the definition and re-definition of the design 
perspective; and 4) the integration of the evaluation data in the product after and 
before a new evaluation test.  
 
