Flow typing is becoming a popular mechanism for typing existing programs written in untyped languages (e.g. JavaScript, Racket, Groovy). Such systems require intersections for the true-branch of a type test, negations for the false-branch, and unions to capture the flow of information at meet points. Type systems involving unions, intersections and negations require a subtype operator which is non-trivial to implement. Frisch et al. demonstrated that this problem was decidable. However, their proof was not constructive and does not lend itself naturally to an implementation. In this paper, we present a sound and complete algorithm for subtype testing in the presence of unions, intersections and negations.
Introduction
Statically typed programming languages lead to programs which are more efficient and where errors are easier to detect ahead-of-time [1, 2] . Static typing forces some discipline on the programming process. For example, it ensures at least some documentation regarding acceptable function inputs is provided. In contrast, dynamically typed languages are more flexible in nature which helps reduce overheads and increase productivity [3] [4] [5] [6] .
A common complaint against statically typed languages is the need for often unnecessarily verbose type declarations. Hindley-Milner Type inference [7, 8] is a common approach to addressing this problem, where type declarations are inferred automatically. Scala [9] , C#3.0 [10] and OCaml [11] provide good examples of this in an imperative setting. However, such languages still require each program variable to have exactly one type. Flow typing offers an alternative to HindleyMilner type inference where a variable may have different types at different program points. The technique is adopted from flow-sensitive program analysis and has been used for non-null types [12] [13] [14] [15] , information flow [16] [17] [18] , purity checking [19] and more [12, 13, [20] [21] [22] [23] [24] [25] .
Few languages exist which incorporate flow typing directly. Typed Racket [23, 26] provides a typed sister language for untyped Racket, where flow typing is used to capture common idioms in the untyped language. Similarly, the recent 2.0 release of the popular Groovy language includes a flow typing algorithm [27] . Again, this is designed to handle common idioms in (previously) untyped Groovy programs. Finally, the Whiley language employs flow-typing to give it the look-and-feel of an untyped language [28, 29] .
Flow Typing
A defining characteristic of flow typing is the ability to retype a variable -that is, assign it a completely unrelated type. The JVM Bytecode Verifier [30] , perhaps the most widely-used example of a flow typing system, provides a good illustration: To determine the type of variable s on the true branch, we intersect its declared type (i.e. Shape) with the type test (i.e. Circle). Likewise, on the false branch, we compute the difference of these two types (i.e. Shape -Circle). Observe that the difference of two types in such a system is given by: T 1 − T 2 ≡ T 1 ∧ ¬T 2 .
Contributions
Subtype testing (i.e. establishing whether T 1 ≤ T 2 holds or not) is a challenging algorithmic problem for a type system involving unions, intersections and negations. In particular, we desire that subtyping is both sound and complete with respect to a semantic model where types are viewed as sets. The former requires T 1 ≤ T 2 holds only when T 1 is a subset of T 2 , whilst the latter requires that T 1 ≤ T 2 holds whenever T 1 is a subset of T 2 . Frisch et al. demonstrated that this problem was decidable [33] . However, their proof was not constructive and does not lend itself naturally to an implementation. In this paper, we present a sound and complete algorithm for subtyping in the presence of unions, intersections and negations. This contrasts with previous flow type systems (e.g. [23, 26] ) which are shown sound, but not complete.
A Flow-Typing Calculus -FT
We now introduce our flow-typing calculus, FT, within which we frame our flow typing problem. The calculus is specifically kept to a minimum to allow us to succinctly capture the important issues.
In this section, we introduce the syntax, semantics and subtyping rules for FT. We tacitly assume at this point that an appropriate subtyping operator exists. Subsequently, in §3 and §4, we will detail the algorithms which implement this operator (and which are the core contribution of this paper).
Types
The following gives a syntactic definition of types in FT:
Here, any represents ⊤, int the set of all integers and (T 1 , . . . , T n ) represents tuples with one or more elements. The union T 1 ∨ T 2 is a type whose values are in T 1 or T 2 . Union types are generally useful in flow typing systems, as they can characterise types generated at meet points in the controlflow graph. The intersection T 1 ∧ T 2 is a type whose values are in T 1 and T 2 . Intersections are needed in our flow type system to capture the type of a variable (e.g. x) after a type test (e.g. x is T). The type ¬T is the negation type containing those values not in T. Thus, ¬any represents ⊥ (i.e. the empty set) and we will often write void as a short-hand for this. Negations are also useful for capturing the type of a variable on the false branch of a type test. Finally, we make some simplifying assumptions regarding unions and intersections: namely, that elements are unordered and duplicates are removed. Thus,
Whilst these simplifications are not strictly necessary, they simplify our presentation. Furthermore, they can be implemented easily enough by sorting elements according to a fixed total ordering of types.
To better understand the meaning of types in FT, it is helpful to give a semantic interpretation (following e.g. [33] [34] [35] [36] ). The aim is to give a set-theoretic model where subtype corresponds to subset. The domain D of values in our model consists of the integers and all records constructible from values in D:
Operational Semantics:
Figure 1: Syntax and (small-step) operational semantics for FT. Here, n, m and i represent variable identifiers, whilst I represents the set of integers.
Definition 1 (Type Semantics) Every type T is characterized by the set of values it accepts, given by T and defined as follows:
It is important to distinguish the syntactic representation from the semantic model of types. The former corresponds (roughly speaking) to a physical machine representation, whist the latter is a mathematical ideal. As such, the syntactic representation diverges from the semantic model and, to compensate, we must establish a correlation between them. For example int and ¬¬int have distinct syntactic representations, but are semantically indistinguishable. Similarly for (int ∨ (int, int), any) and (int, any) ∨ ((int, int), any).
Ultimately, we want to construct a subtyping algorithm that is both sound and complete (i.e. that T 1 ≤ T 2 ⇐⇒ T 1 ⊆ T 2 ). The distinction between syntactic and semantic forms presents a significant challenge in doing this. Figure 1 gives the syntax of FT along with a small-step operational semantics, where ∆[f → ⟨T, x, t⟩] returns ∆ with f now mapped to a triple ⟨T, x, t⟩ representing its declaration. Similarly, t[x → v] returns the term t with all occurrences of x now substituted with v. To avoid issues of variable capture, we assume parameter names are unique and may only occur within their function body (i.e. that for f(T x) = t 1 in t 2 parameter x can only occur in t 1 ).
Syntax & Semantics
From the figure, we see that a semantic notion of type is explicitly required for the operational semantics (as e.g. E-APP2 uses T ). Thus, the semantic notion of execution is separated from the algorithmic notion of typing -and our goal in developing a complete subtyping algorithm is to ensure as many correct programs as possible are typeable. Finally, The reader may be surprised to see that FT does not include a first-class notion of function value (i.e. a term of the form λx.t). This avoids a well-known problem of circularity in the definitions (i.e. where the semantic definition of types depends on the operational semantics and vice-versa) [33, 36, 37] . Instead, functions are declared explicitly and a runtime environment, ∆, is used to maintain the mapping from declared functions to their bodies.
An example FT program and its evaluation is given below:
This example illustrates a few interesting aspects of Figure 1 . Firstly, for simplicity, the order of evaluation for tuples is undefined under E-TUP. This could easily be specified, but is not important here. Secondly, the term if(x is T) t 1 else t 2 implements a runtime type test (similar to e.g. Java's instanceof operator). The left-hand side of this operator is restricted to a variable, rather than a general term. This succinctly captures the problem of retyping a variable within the true (resp. false) branches of the conditional.
Flow-Typing Rules
The flow-typing rules are given in Figure 2 . These are presented as judgements of the form Γ ⊢ t : T, which can be read as saying: term t can be shown to have type T under environment Γ. The environment maps variable names to their current type, and also function names to a pair T 1 → T 2 capturing the declared parameter and inferred return type. For simplicity, we assume that function names and parameter names do not intersect.
Rules T-INT, T-VAR and T-TUP are straightforward and do not warrant further discussion. The remaining rules are more interesting, and we now consider them in more detail:
• Rule T-APP. For a function application, the type of the argument is determined recursively, whilst the function's declared parameter and inferred return types are obtained from the environment. The rule checks the argument type (i.e. T 1 ) is a subtype of the declared parameter type (i.e. T 2 ) using the subtype operator (i.e. T 1 ≤ T 2 ). The subtype operator will be discussed in more detail below.
• Rule T-DEC. For a function declaration, the return type is inferred by typing the body (i.e. t 2 ) using the current environment updated to map the parameter (i.e. x) to its declared type (i.e. T 1 ). Using this, the type of the outer term (i.e. t 3 ) is then determined. Observe that, under this rule, recursive function calls cannot be typed as f is not included when typing t 2 -however, this is of little relevance to the problem being addressed.
• Rule T-IF. For a type test, the true and false branches are typed using updated environments. For the true branch, the variable being tested (i.e. x) is mapped to the intersection of its Flow-Typing: current type and that of the type test (i.e. to Γ(x) ∧ T 1 ) -this captures the fact that its values are known to be in both Γ(x) and T 1 . Similarly, for the false branch, the variable being tested is mapped to the intersection of its current type and that of the negated type test (i.e. to Γ(x) ∧ ¬T 1 ) -this captures the fact that its values are known to be in Γ(x) but not in T 1 . The resulting type of the type test is then the most precise type which includes the types determined for each branch (i.e. T 2 ∨ T 3 ).
Observe that, in rule T-IF, the type of the tested variable may be determined as void for either branch -which, in such case, indicates that branch is unreachable. A modern compiler would most likely report such a situation as a syntax error (but this is an orthogonal issue).
Discussion. Having considered the flow-typing rules, we can now consider why certain constructs are included in our calculus. Firstly, function application is included since T-App requires a subtype test. Without this construct, there is no need for a subtyping algorithm such as presented in this paper. Secondly, tuple types are included because they make the subtyping problem harder (in fact, without tuples the subtyping problem for this system is fairly trivial). Figure 2 employs an operation on types whose implementation is not immediately obviousnamely, determining whether one type subtypes another (i.e. T 1 ≤ T 2 ). Indeed, there are many possible implementations of this operator and it is useful to consider two desirable properties:
Subtype Algorithm
Definition 2 (Subtype Soundness) A subtype operator, ≤, is sound if, for any types T 1 and T 2 , it holds that
Definition 3 (Subtype Completeness) A subtype operator, ≤, is complete if, for any types T 1 and
A subtype operator which exhibits both of these properties is said to be sound and complete. We know of no previous flow typing system which has this property. The most notable existing system is Subtyping (incomplete): that of Tobin-Hochstadt and Felleisen, who developed a flow type system for Racket (formerly PLT Scheme) [23, 26] . Like the system presented here, this supports subtyping in the presence of unions and negations and was shown to be sound. However, subtyping in their system is not complete, meaning that many potentially typeable programs cannot be typed.
Example. Figure 3 provides a typical set of rules defining a subtype algorithm over the language of types from §2.1, and is comparable to those of [23, 26] . Rules S-ANY1, S-ANY2, S-INT1, S-INT2 and S-TUP1 are straightforward. We illustrate the remainder by example. Under S-TUP2, for example, we have (int, int) ≤ ¬(int, int, int) and ((int, int), int) ≤ ¬(int, int) whilst, similarly, we have ¬(any, any) ≤ ¬(int, int) under S-TUP3. Under S-UNION1 we have e.g. (int, any) ∨ (any, int) ≤ (any, any), and e.g.
The rules of Figure 3 can be shown as sound with respect to our semantic interpretation of types (i.e. Definition 1). However, they are evidently not complete. For example, neither of the following can be shown under Figure 3 
The rules of Figure 3 can be further extended to handle specific cases (such as those above). For example, we could add the following rules:
S-ANY3 allows any ≤ int∨¬int to be shown. Likewise S-TUP4 captures distributivity across tuples, allowing (int ∨ (int, int), int) ≤ (int, int) ∨ ((int, int), int). However, adding ad-ditional rules seems (in our experience) somewhat futile and just forces ever-more esoteric counterexamples. For example, using the above rules we still cannot show that the following (which is implied by Definition 1) holds:
) . In essence, the issue is that the number and variety of possible equivalences between types make it very difficult to construct a set of complete rules. To address this, our approach first normalises types to eliminate many such equivalences, and to make them more manageable.
Problem Statement
We can now succinctly express the problem addressed in this paper, namely: to develop a sound and complete subtype algorithm for the language of types defined in §2.1. We know of no previous algorithm with this property for a comparable language of types. In §4, we present such an algorithm which, in the worst case, requires an exponential number of steps to answer a subtyping query (in the size of the types involved). This complements the work of Frisch et al. who provided an existence proof but did not present a practical algorithm [33] . Furthermore, determining whether a polynomial time subtyping algorithm exists for this system remains, to the best of our knowledge, an open problem.
Positive Subtyping: 
Preliminaries
Before we present our algorithm for sound and complete subtyping over the language of types defined in §2.1, we first introduce the key concepts which underpin it. These then form the building blocks for our algorithmic developments in the following section.
Atoms
An important aspect of our algorithm is the definition of an atom. These are indivisible types which are split into the positive and negative atoms as follows:
Definition 4 (Type Atoms) Let T * denote a type atom, defined as follows:
Here, T + denotes a positive atom whilst T − denotes a negative atom.
We can see from Definition 4 that a negative atom is simply a negated positive atom. Furthermore, the elements of tuple atoms are themselves positive atoms -which differs from the original definition of types, where an element could hold any possible type (including e.g. a union or intersection type). As we will see, one of the challenges we face lies in the process of converting from the general types of §2.1 into the more restricted forms used here. For example, (int ∨ (int, int), any) can be converted into (int, any) ∨ ((int, int), any) -which is a union of positive atoms. The first building block we require is that of subtyping between atoms. For our purposes, this operation need only be defined for positive atoms (a fact which at first surprised us), but could be extended to negative atoms as well. Figure 4 presents the subtyping relation between positive atoms. These employ judgements of the form "T 1 ≤ T 2 ", which are read simply as: the set of values described by T 1 subtypes those of T 2 . The rules of Figure 4 are mostly straightforward. Furthermore, we can trivially obtain soundness and completeness for the subtype relation given in Figure 4 :
Proof 1 Straightforward by inspection of Definition 1 and Figure 4.
The second important building block is the observation that type atoms are finitely indivisible. That is, a type atom cannot be represented equivalently as a finite set of atoms which does not include itself: Figure 4 .
The third important building block we require is that of (positive) atom intersection. We let T 
Observe that (2) + (3) and (4) 
Disjunctive Normal Form (DNF)
We now consider the procedure for converting a general type into a more classical Disjunctive Normal Form (DNF): 
DNF(T) = T ′ denotes the computation T =⇒ * T ′ , such that no more rewrite rules apply.
These DNF rewrite rules convert a type into something similar to classical disjunctive normal form. Rules 2 + 3 push negations inwards such that, for example, ¬(T 1 ∧ T 2 ) rewrites to ¬T 1 ∨ ¬T 2 . Rule 4 factors unions out of intersections, such that e.g.
Recall from §2.1 that T 1 ∧ T 2 is indistinguishable from T 2 ∧ T 1 and, hence, rule 4 is not restricted to rewriting only a leftmost union (as the presentation might suggest). Rules 5, 6 + 7 are responsible for factoring union and intersection types out of tuples. For example, (int ∨ (int, int), any) rewrites by rule 4 to (int, any) ∨ ((int, int), any). Similarly, (any ∧ ¬int, any) rewrites by rule 6 and then by rule 7 to give (any, any) ∧ ¬(int, any). Finally, we note that DNF(T) may produce an exponential number of terms in the worst-case [38] [39] [40] .
Lemma 4 (DNF Construction) Let T be a type where DNF(T)
= T ′ . Then, T ′ has the form ∨ i ∧ j T * i,j .
Proof 4 Straightforward by case analysis on the different ways the form
In considering Lemma 4, recall from Definition 4 that a type T * represents a positive or negative atom. Thus, T * is either a positive atom or a negated positive atom and may only recursively contain positive atoms. We now establish that the rewrite rules are guaranteed to produce equivalent types. 
Lemma 5 (DNF Preservation
)
Subtyping Algorithm
We now present our algorithm for sound and complete subtyping over the language of types defined in §2.1. We begin with an overview of the problem and our solution, and then proceed to progressively introduce the main pieces of the algorithm.
Overview
Let us reconsider the example subtyping algorithm presented in Figure 3 . Recall that, whilst this algorithm can be shown sound, it is not complete. In particular, the following two rules are problematic:
The problem is that examples of the form
where neither S-UNION1 nor S-UNION2 can apply (and, hence, such examples cannot be shown under Figure 3 ). The following illustrates two such examples:
Another example is (int∨(int, int), int) ∧ (int, int∨(int, int)) ≤ (int, int) which exploits a similar problem with the S-INTERSECT1 rule.
The problem common to all these examples seems to be the number and variety of equivalences between types. To tackle these problems, we build our algorithm around the intuition that
This requires an algorithm for computing the difference of two types, such that T 1 − T 2 = void iff T 1 − T 2 = ∅. When types are represented as disjuncts of canonical conjuncts (referred to as Canonicalised Disjunctive Normal Form or DNF + for short), then computing their difference in a way that obtains the desired property is relatively easy. We proceed by first defining the notion of a canonical conjunct ( §4.2) and then how one is constructed ( §4.3). Finally, we show how a general type can be converted into DNF + ( §4.4), and put the whole thing together illustrated with an example ( §4.5).
Canonical Conjuncts
The first step in the canonicalisation process is to canonicalise intersections of the form T 1 ∧ . . . ∧ T n . For example, int ∧ any can be safely simplified to int. Likewise, (int, int) ∧ ¬(any, any) can be simplified to void, while (int, int) ∧ ¬int can be simplified to (int, int) and, finally, (any, int) ∧ ¬(int, any) can be simplified to (any, int) ∧ ¬(int, int). As we will see, any intersection ∧ i T * i between atoms can be represented as a positive atom conjuncted with zero or more negative atoms, i.e. as T
Given the tools developed in §3.1 (i.e. Figure 4 and Definition 5), we can now formalise the notion of a canonical conjunct as follows: Rule 1 from Definition 7 makes sense if we recall that T 1 ∧ ¬T 2 can be thought of as T 1 − T 2 ; thus, in rule 1 we require that the amount "subtracted" from the positive atom by any given negative atom is strictly less than the total. For example, (int, int) ∧ ¬(any, any) is not permitted since this corresponds to the void (i.e. empty) type. Likewise, (any, int) ∧ ¬(int, any) is not permitted either since this is more precisely represented as (any, int) ∧ ¬(int, int). Rule 2 prohibits negative atoms from subsuming each other. For example, (any, any) ∧ ¬(int, int) ∧ ¬(any, int) is not permitted. However, we need not worry about atoms that overlap but where neither subsumes the other (i.e. where T
). This follows from Lemma 2 (indivisibility) as such types canonically represent distinct sets (hence must be retained in the conjunct).
We can make the following strong statement about canonical conjuncts based on Definition 7 -namely, that canonical conjuncts are indeed canonical:
Proof 7 Proof by contradiction. Assume
There are three cases to consider: • T + ̸ = S + and T + ̸ = any and S + ̸ = any. We now generalise the argument from the previous case. By Definition 7, we have T ∧ ̸ = ∅ and S ∧ ̸ = ∅ and, hence, it follows that 
Conjunct Construction
We now develop the mechanism for constructing a canonical conjunct from an arbitrary conjunct of atoms:
j denote the application of zero or more rewrite rules (defined below) to ∧ i T * i , producing a potentially updated version
such that no further rewrite rules apply.
In considering the rules from Definition 8, we must recall that T 1 ∧ T 2 is not distinguishable from T 2 ∧ T 1 . Therefore e.g. rule (2) picks two arbitrary positive atoms from ∧ i T * i , not just the leftmost two (as the presentation might suggest). Rule 1 reduces a conjunct containing void to void. Rule 2 simply combines all the positive atoms together using the intersection operator for positive atoms (Definition 5). After repeated applications of rule 2, there will be at most one positive atom remaining. Rule 3 catches the case when the negative contribution exceeds the positive contribution (e.g. int ∧ ¬any =⇒ void). Rule 4 catches negative components which lie outside the domain (e.g. int ∧ ¬(int, int) =⇒ int). Rule 5 covers negative components which lie partially outside the domain and, hence, should be trimmed down (e.g. The requirement in Lemma 8 for at least one positive atom arises because the rules of Definition 8 do not introduce positive atoms, but canonical conjuncts require them. In fact, we can easily ensure an arbitrary conjunct of atoms, ∧ i T * i , has at least one positive atom -we simply add any to give any ∧ ∧ i T * i . Finally, observe that we are not showing the rules are "correct" (i.e. semantically preserving) in Lemma 8 -only that the rules of Definition 8 produce a canonical conjunct. We will return shortly to show they are correct in this sense.
denotes their intersection, and is defined as CAN(T
Observe that, by construction, i T ∧ i yields either a canonical conjunct or void. Since a canonical conjunct cannot represent void, we have the required property that
To see why a canonical conjunct cannot represent void, recall that void is short-hand for ¬any. Thus, we might consider any ∧ ¬any to be a canonical conjunct representing void -but, this is invalid as, for a type T 1 ∧ ¬T 2 to be a canonical conjunct, Definition 7 requires T 1 > T 2 . In fact, by construction, no canonical conjunct T ∧ exists where T ∧ = void . Finally, the following ensures the overall canonicalisation process is sound:
Proof 9
We proceed by case analysis on the rules of Definition 8 and show that each rule preserves the described semantic set before and after the rewrite:
1. Straightforward since, for any T, we have void ∩ T = ∅. In our definition of DNF + , we must include a special case for when T = void since (as discussed earlier) void is not a canonical conjunct. We can now easily construct types in DNF + as follows:
Follows immediately from
Definition 11 (DNF + Construction) Let T be a type where T ′ = DNF(T) and, hence, by Lemma 4 we have
In considering Definition 11, we must recall our assumption from §2.1 that T 1 ∧ T 1 is indistinguishable from T 1 . This is important as it ensures that, if all the intersected conjuncts give void, then the overall result is void (i.e. since void ∨ void = void, etc). This reflects our overall goal of ensuring T = ∅ ⇐⇒ DNF + (T) = void. We now present the overall theorem of this paper:
Proof 10 Follows immediately from Lemma 9 and Definition 11.
Putting It All Together
We can now give a single subtyping rule which is sound and complete for the language of types defined in §2.1, and which entirely replaces Figure 3 :
The proof that this rule is sound and complete follows immediately from Theorem 1. Whilst it may seem odd to replace an entire system of rules (i.e. Figure 3) with a single rule, we must emphasise that this rule requires an exponential amount of time in the worst case. This is because the first step of the process which converts T into disjunctive normal form (i.e. Definition 6) can produce an exponential explosion in the number of terms [38] [39] [40] . As such, determining whether a polynomial time subtyping algorithm exists remains an open problem.
We now return to consider a simple example from §2.4, and illustrate how it is resolved:
Therefore, the algorithm correctly concludes that any ≤ int∨¬int holds.
Related Work
Tobin-Hochstadt and Felleisen consider the problem of typing previously untyped Racket (aka Scheme) programs using a flow-typing algorithm [23, 26] . Their system retypes variables within expressions dominated by type tests. However, they employ only union types and do not consider intersections or negations, making their system significantly more conservative than presented here. The very recent work of Dardha et al. employs a more expressive type system which includes negations, intersections and (implicitly) unions [41] . However, like the work of Frisch et al. [33] , this does not detail an actual subtyping algorithm and, instead, elides the numerous technical details which are the subject of this paper. The work of Guha et al. focuses on flow-sensitive type checking for JavaScript [24] . This assumes programmer annotations are given for parameters, and operates in two phases: first, a flow analysis inserts special runtime checks; second, a standard (i.e. flow-insensitive) type checker operates on the modified AST. The system retypes variables as a result of runtime type tests, although only simple forms are permitted.
Since locals and stack locations are untyped in Java Bytecode, the Java Bytecode Verifier employs flow typing to ensure type safety [30] . The verifier retypes variables after assignments, but does not retype them after instanceof tests. And, instead of supporting explicit unions, it computes the least upper bound of the types for each variable at a meet point. A well-known problem, however, is that Java's subtype relation does not form a complete lattice [31] . This arises because two classes can share the same super-class and implement the same interfaces; thus, they may not have a unique least upper bound. The solution adopted by the bytecode verifier ignores interfaces entirely and, instead, maps them to java.lang.Object. This approach is conservative and means some programs will fail to verify that we might otherwise expect to pass. Several works on formalising the bytecode verifier have proposed the use of intersection types as an alternative solution [42, 43] .
Type qualifiers constrain the possible values a variable may hold. CQual is a flow-sensitive qualifier inference supporting numerous type qualifiers, including those for synchronisation and file I/O [12] . CQual does not account for the effects of conditionals and, hence, retyping is impossible. Fähndrich and Leino discuss a system for checking non-null qualifiers in the context of C# [15] . Here, variables are annotated with NonNull to indicate they cannot hold null. Non-null qualifiers are interesting because they require variables be retyped after conditionals (i.e. retyping v from Nullable to NonNull after v!=null). Fähndrich and Leino hint at the use of retyping, but focus primarily on issues related to object constructors. Ekman et al. implemented this system within the JustAdd compiler, although few details are given regarding variable retyping [13] . Pominville et al. also briefly discuss a flow-sensitive non-null analysis built using SOOT, which does retype variables after v!=null checks [21] . The JACK tool for verifying @NonNull type annotations extends the bytecode verifier with an extra level of indirection called type aliasing [14] . This enables the system to retype a variable x as @NonNull in the body of an if(x!=null) conditional. The algorithm is formalised using a flow-sensitive type system operating on Java bytecode. JavaCOP provides an expressive language for writing type system extensions, including non-null types [22] . This system is flow-insensitive and cannot account for the effects of conditionals; as a work around, the tool allows assignment from a nullable variable v to a non-null variable if this is the first statement after a v!=null conditional.
Information Flow Analysis is the problem of tracking the flow of information, usually to restrict certain flows for security reasons. The work of Hunt and Sands is relevant here, since they adopt a flow-sensitive approach [17] . Their system is presented in the context of a simple While language not dissimilar to ours, although they do not account for the effect of conditionals. Russo et al. use an extended version of this system to compare dynamic and static approaches [18] . They demonstrate that a purely dynamic system will reject programs that are considered type-safe under the Hunt and Sands system. JFlow extends Java with statically checked flow annotations which are flowinsensitive [16] .
Typestate Analysis focuses on flow-sensitive reasoning about the state of objects, normally to enforce temporal safety properties. Typestates are finite-state automatons which can encode usage rules for common APIs (e.g. a file is never read before being opened), and were pioneered by Strom and Yellin [44, 45] . Fink et al. present an interprocedural, flow-sensitive typestate verification system which is staged to reduce overhead [46] . Bodden et al. develop an interprocedural typestate analysis which is flow-sensitive at the intra-procedural level [47] . This is a hybrid system which attempts to eliminate all failure points statically, but uses dynamic checks when necessary. This was later extended to include a backward propagation step that improves precision [48] .
Finally, we are aware of few works which attempt to extend the Java language with intersection types. The most relevant is that of Büchi and Weck who introduce compound types in to Java to overcome limitations caused by a lack of multiple inheritance [49] . Another interesting work is that of Igarashi Nagira, who introduce union types into Java [50] . These represent values which may be one or other of the possibilities; this differs from intersection types which represent values that are instances of all the possibilities.
Conclusion
Flow-typing systems often require complex type systems involving unions, intersections and/or negations. For example, unions are often used to describe the types of variables at meet points. Likewise, intersections and negations can describe the effect of runtime type tests. However, subtype testing is a challenging algorithmic problem for a type system containing these features. In particular, to ensure the greatest number of programs as possible can be typed, we desire that subtyping is both sound and complete. Frisch et al. demonstrated that this problem was decidable [33] . However, their proof was not constructive and did not lend itself naturally to an implementation. In this paper, we presented a sound and complete algorithm for subtyping in the presence of unions, intersections and negations. This contrasts with previous flow type systems (e.g. [23, 26] ) which are shown sound, but not complete.
We framed our algorithm in the context of a flow typing system, which is a natural fit for this work and has many well-known practical applications. Furthermore, our motivation for developing this algorithm stems from our work on the Whiley programming language [28, 29, 32] , which incorporates an ambitious flow type system. However, there are other potential applications for our algorithm, such as e.g. typing XML Schema [51, 52] .
