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Abstract 
Nanometer-scale metallic structures have been widely and intensively studied 
over the last decade because of their remarkable plasmonic properties that can 
enhance local electromagnetic (EM) fields. However, most plasmonic 
applications are restricted to the visible and near infrared photon energies due to 
the limitations of the surface plasmon resonance energies of the most commonly 
used plasmonic metals: Au and Ag. Plasmonic applications in ultraviolet (UV) 
are of great interest because Raman scattering sections are larger and do not 
overlap fluorescence spectra. UV plasmonics also benefit from high spatial 
resolution and low penetration depth. However, an appropriate UV plasmonic 
material must be identified. 
We proposed and demonstrated that gallium is a highly-promising and 
compelling material for UV nanoplasmonics through synthesis of size-controlled 
nanoparticle arrays, EM modeling of local field enhancement, ellipsometric and 
spatial characterization of the arrays, and analytical measurement of UV-
enhanced Raman and fluorescence spectra. Self-assembled arrays of 
hemispherical gallium nanoparticles deposited by molecular beam epitaxy on a 
sapphire support are characterized with spatial and ellipsometric measurements. 
 v 
Spin-casting a thin film of crystal violet upon these nanoparticles permitted the 
demonstration of surface-enhanced Raman spectra, fluorescence, and molecular 
photodegradation following excitation by a HeCd laser operating at 325 nm 
(UV). Measured local Raman enhancement factors exceeding 107 demonstrated 
the potential of gallium nanoparticle arrays for plasmonically-enhanced 
ultraviolet detection and remediation.  
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1. Introduction 
1.1 UV radiation and its applications 
When Sir Isaac Newton decomposed white sunlight into a spectrum of “rainbow” 
in his famous prism experiment in 1670s [1], people realized that light is more 
“colorful” than it was originally thought. In 1860s, James Maxwell developed the 
radiation theory of electromagnetic (EM) waves and generalized that all these 
colorful lights are indeed EM waves with different frequency [2]. Figure 1.1 
shows an overview of EM spectrum [3]. In general, based on the differential 
properties of EM radiation, the spectrum is described in terms of spectral regions. 
Each associated with distinct applications. For example, radio waves, discovered 
in 1887 [4], are used to transfer information through space for their large 
diffraction limit. Gamma-rays, discovered in 1900 [5], are now widely used as a 
mean of killing cancer cells due to high photon energy. 
Ultraviolet (UV) radiation was actually discovered before James C. Maxwell’s 
defining work on electromagnetic radiating. In 1801, J. Ritter found that the 
oxidation of silver chloride is faster when it was placed under the dark region of 
sunlight’s spectrum, next to the violet end, than under the visible region [6]. This 
radiation was referred to as “oxidizing rays” and “chemical rays” to emphasize 
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their impact on chemical reactivity. In the late part of the 19th century, the term 
“ultraviolet” was adopted by science community [7], where the prefix “ultra” 
means beyond in Latin. Currently, the term ultraviolet light usually denotes EM 
waves with wavelengths between visible light and x-rays, ranging from 400 nm 
to 10 nm (or approximately 3 eV to 124 eV in photon energy). 
 
Figure 1.1: Electromagnetic spectrum [3]. 
As UV radiation is part of the spectrum of natural sunlight, it has been 
intensively exploited for many applications. The following list summarizes its 
applications: 
i. Spectroscopy: Fluorescence, UV Raman, UV-Vis 
This work will use UV Raman scattering and fluorescence and will discuss 
their advantages in detail in the next Section. 
3 
ii. Chemical: Photodegradation, Disinfection, UV curing 
UV radiation can break chemical bonds increasing the efficiency of 
oxidation. This process is referred to as photooxidation and photolysis [8]. 
For example, plastic products are protected from direct sunshine to reduce 
photodegradation to extend life while used plastics are exposed to UV 
radiation to increase degradation rate for environment protection [9]. This 
work will also involve potential applications in photodegradation. 
iii. Engineering: UV Lithography [10], UV light-emitting diode [11] 
Other applications of UV radiation include water purification, fire detection, bar 
code scanning, watermark authentication, etc., while this work will focus on UV 
Raman spectroscopy. 
1.1.1 UV Raman spectroscopy and SERS 
Raman spectroscopy, named after its discoverer Sir C. Raman, is an important 
spectroscopic technique widely used for molecule and bond identification in 
chemistry, biochemistry and biophysics [12-14]. Raman scattering probes 
vibrational, rotational, and other low-frequency excited modes in a system. 
Molecular bonds possess different intrinsic vibrational or rotational frequencies. 
For example, N2 has a strong Raman scattering at 2330 cm-1 and O2 at 1555 cm-1 
[15]. Stimulating and detecting these modes can provide a basis for molecular 
4 
detection. Since the discovery of Raman scattering in 1928, applications of the 
technique have been thwarted by the extremely low Raman scattering cross 
sections, which are in the range of 10-30 cm-2 [16]. Only a small fraction of incident 
phonons will undergo Raman scattering. 
UV Raman scattering addresses the problem of low scattering cross section since 
the Raman intensity is proportional to    [15]. The number of research on Raman 
spectroscopy at shorter wavelengths has increased significantly during the past 
three decades due to the availability of UV lasers [17], including the 325 nm 
HeCd laser, the 244 nm Ar+ laser, and frequency doubler and excimer lasers with 
excitations from 150 nm to 350 nm. Here we summarize the advantages of UV 
Raman spectroscopy: 
i. Increased Raman scattering cross section 
The Raman scattering cross section is proportional to   , where   is the 
excitation frequency. For example, the Raman scattering cross section with 
325 nm UV laser excitation is 14.4 times greater than that using 633 nm red 
laser excitation. 
ii. Opportunity to use resonance Raman scattering 
UV Raman scattering enables resonance Raman spectroscopy (RRS). 
When the excitation laser frequency coincides with a molecule absorption 
5 
peak, the Raman scattering cross section will increase dramatically by a 
factor of approximately 108 to 1012 due to increased light absorption [18]. 
The absorption bands for many organic and inorganic molecules are 
within the UV range. For example, diamond has a fundamental gap 
around 6 eV (206 nm) [19]; many semiconductors exhibit strong 
absorption above their band gap and many important semiconductors 
have band gap energies in the UV range [20]; and biological molecules 
such as nucleic and amino acids have strong absorption between 
approximately 220 nm and 280 nm [21-22]. Numerous studies 
demonstrated the efficiency of probing protein and DNA structures using 
UV resonance Raman spectroscopy (UVRRS) [23-25]. 
iii. Minimal fluorescence inference 
Fluorescence is usually present under Raman scattering conditions using 
visible or infrared excitation. Fluorescence may be strong enough to 
completely mask the Raman scattering intensity due to the relatively high 
fluorescence cross section (10-13 cm-2). No fluorescence has been reported 
for excitation below 280 nm. Therefore, Raman scattering under UV 
excitation minimizes interference from fluorescence. Clear UV Raman 
spectroscopy combined with normal fluorescence will provide better 
specifying information for analyte recognition [26-27]. 
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iv. Small penetration depth 
The optical penetration depth of UV light for high band gap 
semiconductors or alloys is much smaller than that of visible light, since 
UV light energy is above their band gaps. For example, the penetration 
depth of 633 nm visible light in Si is about 3000 nm while that for 244 nm 
UV light is about only 6 nm due to high optical absorption coefficient of 
UV light in Si. The relatively small penetration depth enables detailed 
near-surface analysis. UV Raman has been used to characterize surface 
stress in strained Si wafers [28] and to probe nanoscale ferroelectricity in 
BaTiO3 thin films [29]. 
v. High Spatial Resolution 
In 1873, E. Abbe generalized the diffraction limit for optical microscope as 
[30], 
  
 
      
         (1.1) 
The formula indicates that light with wavelength   traveling in a medium 
with refractive index  , and incident angle   with respect to the optical 
plane of the microscope, will have minimum light spot radius r, where the 
term       is called numerical aperture (N.A.). Therefore, the light spot 
size decreases with decreasing wavelength. The Raman system maker 
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HORIBA Jobin Yvon claims that the focused laser spot radius ranges from 
0.7 µm to 0.45 µm with changing the laser line from 514 nm to 325 nm 
using a 100x objective with a N.A. of 0.9 [31]. This enables local detection 
and is named UV Raman microspectroscopy. The technique can be used 
to characterize the local properties of materials such as phase transition 
and grain size [32]. 
To summarize, Raman spectroscopy in the UV benefits from its high scattering 
cross section, potential resonance, and low fluorescence overlap. It also has 
potential applications in thin film and nanostructures characterizations with 
small penetration depth for surface analysis and high spatial resolution. 
Another means of increasing the Raman scattering cross section is to directly 
increase the strength of excitation wave or local EM field surrounding the analyte. 
However, the effect was not observed until 35 years ago due to the lack of a 
known method for creating local EM field enhancement. In 1974, M. Fleischmann 
[33] qualitatively reported the first observation of enhanced Raman signal from 
adsorbed pyridine on an electrochemically roughened silver surface. R. Van 
Duyne [34] systematically verified the phenomenon later in 1977. Since then, 
significant amount of research has been focused on surface-enhanced Raman 
spectroscopy or surface-enhanced Raman scattering, known as SERS. Since 1977, 
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publications featuring SERS has grown dramatically to over 25000 annually. 
Enormous Raman enhancement factors have been reported in the literature 
ranging from several hundred to 1010 ~ 1011 and up to 1017 [35], which brings 
renewed interests in Raman spectroscopy. Such high enhancements improve the 
efficiency of Raman scattering for trace analysis, chemical analysis, and 
biomedical applications [36-39], such as single molecule detection [40-42] and 
single cell detection [43]. 
An enhanced signal could arise from enhancement of the local EM field and the 
polarizability of the target analyte. Therefore, several review papers [44-48] have 
generalized the potential mechanisms underlying SERS into two categories, EM 
origin and chemical origin respectively. For some special analytes, the chemical 
enhancement may be significant [49]. However, most reported papers stated the 
EM enhancement as the key factor for SERS. Theoretical estimations show that 
chemical enhancement may go up to 103 and EM enhancement may be as large as 
1011. The overall enhancement would be the product of the two above [50]. As a 
result, searching for ideal SERS substrate became a hot topic in scientific research.  
1.1.2 Fluorescence 
Fluorescence is the luminescence from substances resulting from UV excitation. 
Electrons will be excited to a higher singlet state and undergo both nonradiative 
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and radiative processes and return to ground state. The radiative process will 
emit light in a longer wavelength comparing to excitation light due to the 
existence of nonradiative processes. Figure 1.2 shows the Jablonski diagram, 
which shows general excitation processes among energy states, of both Raman 
scattering and fluorescence [51]. 
 
Figure 1.2: Jablonski diagram of Raman scattering and fluorescence [51]. 
Different electronic states in molecules will exhibit distinct fluorescence emission. 
For example, Rhodamine 6G has a peak emission at 550 nm and Acridine at 462 
nm [52]. Therefore, fluorescence is widely used in bond detection, imaging, 
biology and medical research [53]. Fluorescence spectroscopy, which measures 
the spectrum of emitted light, is used to identify material composition [54]. 
Active fluorescent materials, or fluorophore, can be used to label and trace 
biomedical molecules and living cells [55-56]. 
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Although the fluorescence cross section is about 10 times that of Raman 
scattering, when the analyte concentration is small, e.g. single molecule, the 
fluorescence signal is too weak to detect. Therefore, similar to SERS, the concept 
of surface-enhanced fluorescence (SEF) arises. The enhancement mechanism of 
SEF is much more complicated than SERS [57]. Charge transfer effects may 
dominate the process and sometimes reverse the enhancement. It has been 
reported that some SERS active substrates, e.g. Ag nanoparticles, actually quench 
fluorescence [58]. There are research efforts aimed at optimizing the surface 
condition enabling SERS and SEF simultaneously. A few experiments have 
reported concurrent SERS and SEF recently [59-60]. SEF still majorly relies on the 
enhancement of local EM field intensity and thus photon absorption. 
In conclusion, both SERS and SEF require substrates designed to enhance local 
EM field intensity. In the next section I will introduce plasmonics which provides 
a basis for surface enhanced spectroscopy. 
1.2 Plasmonics and metallic nanoparticles 
The success of SERS and SEF is dependent on the development of metallic 
nanomaterial and nanostructures. The coupling of excitation light with surface 
plasmon resonances (SPR) or localized surface plasmon resonances (LSPR) in 
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nanostructures provides the origins of local EM field enhancement. Figure 1.3 
clearly shows how a nanoparticle enhances the surrounding EM field [61]. The 
EM field will redistribute due to the coupling of the nanoparticle and external 
light to form field enhanced area on surface where the field intensity is much 
larger than the original incident field intensity. SERS and SEF effects will occur 
when analyte is placed in these areas. 
 
Figure 1.3: Poynting vector plot of an Al sphere illuminated by light where 
resonance occurs (left) and where there is no resonance (right) [61]. 
The SPR is the collective electron oscillation at the metal surface in response to 
external light [62]. For metallic nanoparticles (NPs), the charge density oscillation 
is confined to the NP, denoted by the term localized surface plasmon (LSP) with 
dipole LSPR energy limit at [62] 
     
  
√ 
      (1.2) 
where    is the bulk plasmon energy of metals. The absorption of the LSP will 
reach its maximum at the localized surface plasmon resonance (LSPR) energy 
12 
where the LSP will undergo a critical damped oscillation and therefore transfer 
energy to enhance the local field surrounding the NP. When the resonance 
occurs, NPs will show a great enhancement of the local EM field as depicted in 
Figure 1.3. There are many factors which may alter LSPR energy such as NP’s 
size, shape, composition as well as dielectric environment [62]. Chapter 2 will 
discuss their impacts in detail. 
Researchers have demonstrated numerous SERS and SEF effects using metallic 
nanoparticles over the last decade. Enhancements have been reported on Ag, Au, 
alkali metals (Li, Na, K, Rb, and Cs), Al, Ga, In, Pt, Rh, and metal alloys among 
which Ag and Au nanoparticles shows largest enhancement due to their free 
electron features [63]. 
1.3 Motivation: UV SERS and gallium nanoparticles 
To date, most SERS demonstrations exploit visible light excitation. We have 
discussed the advantages of UV Raman in Section 1.1. UV SERS will benefit from 
all of the advantages of UV Raman spectroscopy. Therefore, UV SERS is a 
promising tool for spectroscopy, detection and sensing. 
However, as stated above, most SERS active substrates have been developed for 
applications using visible light excitation. This is mainly because that most of 
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currently available plasmonic nanostructures exploit metals with LSPR in the 
visible range. The enhancement efficiency will reduce significantly when 
excitation laser energy is far from NP’s LSPR energy. 
The upper limit of NP’s LSPR energy can be simply estimated by Equation 1.2. 
Table 1.1 [64] summarized bulk plasmon energy   for several commonly used 
metals. Figure 1.4 shows the limits of LSPR energies of some nanostructures. It is 
clearly that commonly used Ag and Au NPs cannot have LSPR within UV range 
due to their low bulk plasmon energy. Therefore, it is critical to search for new 
materials and nanostructures, whose LSPR can couple with UV excitation to 
enhance local EM field and thus exhibit strong UV SERS and SEF effects. 
Table 1.1: Bulk plasmon energy for common metals [64]. 
metal     / eV 
Gold (Au) 8.89 
Silver (Ag) 9.04 
Aluminum (Al) 12.04 
Indium (In) 12.8 
Gallium (Ga) 14.05 
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Figure 1.4: LSPR energies of various nanostructures. 
Some efforts have been made in the past but very limited numbers of UV SERS 
active substrates have been reported. First UV SERS was not reported until 2003, 
almost 30 years after the first SERS observation. Ren et al. reported the first UV 
SERS on Ru and Rh [65], followed by other observations on transition metals Pd 
[66] and Co [67], Au electrodes [68-69], and Au@Pd and Au@Pt nanoshells [70]. 
However, SERS effects from these substrates are believed to rely on charge 
transfer mechanism [67][71], which limits the enhancement factor to the order of 
100. Two other attempts have been made on Al, one at 244 nm [72] and the other 
at 257.2 nm [73]. The latter one reported an estimated enhancement factor of 50 
while the former one did not quantify the enhancement. Van Duyne recently 
listed UV SERS as the future direction of SERS [45]. Therefore, searching for ideal 
UV SERS substrate remains as an open and challenging problem. 
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Due to the high bulk plasmon energy of Ga, the LSPR energy of Ga NPs is in the 
UV. The upper limit of the Ga NP LSPR energy is beyond 8 eV (155 nm). This 
fundamentally enables Ga NPs to couple with UV excitation and enhance local 
EM fields. Some other metals may also fit into this category like Al and In. 
However, in addition to its advantage on plasmonics, Ga possesses some 
advantages due to its material properties: 
i. Easy synthesis: Due to its low melting point and high surface energy, Ga 
can form well-shaped self-assembled hemispheroid NPs on solid supports 
at room temperature [74-75]. The synthesis of Ga NPs will be discussed in 
detail in Chapter 4. 
ii. LSPR stability [76]: Ga NPs form a very thin and stable oxidation layer 
(several nanometers). Even over months, the LSPR energy will only bare a 
small red shift of less than 0.3 eV. In contrast, Al NP exhibit LSPR energy 
shifts over 4 eV and LSPR of In NPs is almost completely dumped upon 
air oxidation. 
In conclusion, it is very valuable to search for UV SERS substrate due to the lack 
of reported one in the literature and Gallium (Ga) is a promising candidate for 
this purpose due to its plasmonics and material features. 
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1.4 Summary of work 
In this work, we proposed and demonstrated that gallium is a promising and 
compelling material for UV plasmonics through synthesis of size-controlled 
nanoparticle arrays, EM modeling of local field enhancement, ellipsometric and 
spatial characterization of the arrays, and analytical measurement of UV 
enhanced Raman and fluorescence spectra. 
In Chapter 2, I will discuss firstly NP and its optical properties, and secondly, 
methods to estimate local field enhancement surrounding a NP. Preliminary 
calculations on Ga NPs will also be presented to demonstrate their advantageous 
plasmonic properties. 
Chapter 3 will introduce spectroscopic ellipsometry (SE), which will be used to 
monitor Ga deposition and characterize Ga NP ensembles after growth.  
Chapter 4 will explain controlled synthesis of Ga NPs with in situ SE monitoring 
in the ultrahigh vacuum growth chamber of molecular beam epitaxy (MBE). 
Followed the synthesis, Chapter 5 will discuss the ex situ spatial characterization 
using atomic force microscopy (AFM) and scanning electron microscopy (SEM) 
to extract ensemble and local morphology information. 
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Chapter 6 and 7 will focus on optical characterization of Ga NPs including SE 
measurement, SE modeling, variable-angle SE, and Mueller matrix 
measurements to reveal the plasmon features of Ga NP samples and correlate 
with spatial information obtained in Chapter 5. 
Chapter 8 and 9 will show the demonstration of UV SERS using Ga NPs and 
local enhancement factor analysis with concurrent observation of surface 
enhanced fluorescence and photodegradation. 
Chapter 10 will conclude with perspectives on UV. 
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2. Plasmonic Nanoparticles and their Optical Properties 
Plasmonic NPs can enhance surrounding EM field dramatically when excited by 
external radiations at their LSPR energies (Figure 1.3). This enhancement forms a 
basis for NPs’ plasmonic applications like SERS. To perform these applications in 
the UV, NPs’ LSPR energy shall also be in the UV. This chapter will discuss the 
dependence of NP’s LSPR energy on their morphology and methods for 
estimating LSPR energies of various nanostructures. Preliminary calculations for 
Ga demonstrate that Ga is a promising candidate for UV plasmonics. 
2.1 Plasmonic nanoparticles 
2.1.1 Nanoparticles 
The word nano is the prefix meaning billionth while NPs are small particles with 
typical length in at least one dimension sizing from several nanometers to several 
hundred nanometers. They are of great interest to researchers for their unique 
optical, thermal, mechanical, chemical and electronic properties due to their 
small dimension and high surface-volume ratio. For example, a spherical gold 
NP with diameter 3.2 nm contains only 1000 atoms while about 35% percent of 
them are at the surface [77]. The numbers of articles published in nano-title has 
grown exponentially since 1980s [78]. 
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The famous example of using gold and silver “dust” in the Lycurgus cup is dated 
back to the 4th century in Late Roman. In ancient China, SnO NPs were coated on 
the surface of copper mirrors to resist oxidation as early as Zhou Dynasty (770 
BC ~ 256 BC). However, systematic modern research did not begin until M. 
Faraday’s work in 1857 [79]. He prepared the first sample of pure “colloidal gold” 
and associated its distinctive color with particle size. Since then, controlled 
synthesis, characterization and application of NPs have been widely studied. 
NPs can be categorized by their composition: metallic, semiconductor, oxides; by 
their shape: spherical, truncated, anisotropic, and by the number of constituents: 
homogenous and heterogeneous. One example of the heterogeneous NPs is 
nanoshell, such as a dielectric core covered by a thin metallic shell like Au-Au2S 
[80], or two concentric metallic shells like Ga-Mg nanoshell [81]. The latter one 
also falls into the category of bimetallic NPs. In additional to core-shell structures, 
bimetallic NPs can also be in alloy structures like Ga-Mg alloy NPs [82]. Even 
though synthesized from one material, NPs may contain more than one phase. 
Coexistence of alpha and beta phases is discovered in Ga NPs [83]. The ex situ 
oxidation may also alter NPs’ composition to make them heterogeneous. For 
example, most silver and gold NPs in experiments actually bear a thin layer of 
native oxidation after synthesis. 
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Given these distinct structures, there are numerous applications of NPs in 
physics, material science, energy, chemistry, and biomedical field, such as high 
efficiency solar cell [84], high efficiency light-emitting diodes (LEDs) [85], 
nanogenerators [86], catalysis [87], enhanced optical coherence tomography 
imaging, and cancer therapy [88]. Most of these applications are based on their 
plasmonic properties which will be presented in the next section.   
2.1.2. Plasmonics 
Based on band theory, metal has Fermi level within conduction band. Valence 
electrons are no longer bound to individual atoms but can move freely within the 
metal. They are thus called conduction electrons. All the conduction electrons 
form a free electron gas in the metal and interact with immobile positive charged 
ion cores, nucleus and inner electrons, at lattice positions. This was first 
proposed by P. Drude in 1900 [89]. Based on this classical model, dielectric 
function of metals has the form, 
 ( )    
  
 
       
     (2.1) 
and  
   √
   
   
      (2.2) 
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where n is the free electron volume density,   is the unit electric charge,    is the 
permittivity of free space, and m is the effective electron mass.    is called 
plasma frequency which is the intrinsic frequency of the free electron gas 
oscillation. This oscillation is also called plasma oscillation.   is the damping 
constant coming from electrons scatterings due to interactions like electron-
electron, electron-phonon and electron-defect collisions, and radiations [90]. 
The plasma oscillation is indeed a collective oscillation of free electron density. 
   is the intrinsic properties of metals. To quantize plasma oscillation, the term 
plasmon was introduced. Plasmon is a quasi-particle associated with the plasma 
oscillation. Because it is a collective electron oscillation in three-dimensions (3D), 
it is also called bulk plasmon. Bulk plasmon energy is thus     [90]. Table 1.1 
listed bulk plasmon energies for some metals. 
Now, let’s explore how metal interacts with external EM wave. Many books 
work through the derivations, and here presented are the major results [91-92]. 
Consider an interface between a dielectric material and a metal. Figure 2.1 shows 
the dispersion relation at this interface. x represents the direction parallel to the 
interface while z is the direction perpendicular to the interface as shown in the 
inset of Figure 2.1.    and    are dielectric functions of the dielectric material and 
the metal respectively. 
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Figure 2.1: Dispersion relation at the metal-dielectric interface [93]. 
 
 Figure 2.2: Schematic diagram of surface plasmon [93]. 
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Consider an EM wave with frequency  . For     , external wave can be 
transmitted in the metal. The dispersion relation is regulated by,  
  
 
 
√  (      )     (2.3) 
where   is the speed of light and   is the wave number of transmitted wave in the 
metal. For    ,    becomes imaginary, which implies that the oscillation of 
electric field will decay exponentially as entering the metal to form evanescent 
wave. The possible wave propagation occurs if the wave is confined at surface. 
By matching the solution of Maxwell equation to the boundary conditions, the 
dispersion relation for the EM wave propagating along the surface is, 
   
 
 
√
    
     
     (2.4) 
This depicts the collective surface charge oscillation in response to external EM 
field as shown in Figure 2.2 [93]. Because it propagates within the surface, the 
quasi-particle associated with this motion is named surface plasmon to differ it 
from bulk plasmon. The lower curve in Figure 2.1 represents Equation 2.4, where 
the surface plasmon can be excited for      .     is the asymptotical 
frequency when     . Therefore, 
    
  
√    
      (2.5) 
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which is the upper limit of surface plasmon resonance. Recall that Ga has 
plasmon energy 14.05 eV. Given Equation 2.5, the upper limit of Ga SPR energy 
in vacuum (    ) is 
  
√ 
        , which is in the UV. 
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Figure 2.3: Dielectric function of bulk gallium. 
Equation 2.4 suggests another criteria for surface plasmon excitation         
as   , the dielectric function of metal, is always negative when     . This 
requires       . This is one of the major reason that gold and silver are 
currently widely used in surface plasmon applications in visible and near 
infrared range [94]. Figure 2.3 shows the dielectric function of Ga which is 
measured by our collaborator (Losurdo et al.) using spectroscopic ellipsometry 
from a      thick pure Ga thin film. Clearly, the real part of the dielectric 
function does not cross      (dash line) in the detection range (2.5 eV to 6.5 eV). 
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       is therefore always satisfied for Ga in vacuum (    ) in this range 
from visible to deep UV. This enables Ga to generate surface plasmon resonance 
under UV excitation. Therefore, Ga is a good UV plasmonic material in principle. 
When metals are not in the form bulk or thin film but NP, similar charge 
oscillation can occur but is localized within NP given geometry restriction. 
Therefore, this type of charge oscillation is named localized surface plasmon 
(LSP). Figure 2.4 [93] shows the schematic diagram of LSP oscillation. Similar to 
bulk plasmon and surface plasmon, at resonance energy, LSP will undergo a 
critical damped oscillation and therefore transfer external EM field energy to 
enhance the local field surrounding the NP as shown in Figure 1.3. This 
resonance energy is called localized surface plasmon resonance (LSPR) energy. 
 
Figure 2.4: Schematic diagram of localized surface plasmon [93]. 
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To determine LSPR energies and local field enhancement of NPs and other 
nanostructures, Maxwell equations for these nanogeometries must be solved. For 
spherical NPs, the well-known Mie calculation [95] provides exact solution. The 
LSPR energies are, 
    √
 
    (   )
 (        )        (2.6) 
where l is the angular moment number originated from spherical harmonic 
expansion. It represents the dipole, quadrupole and higher order mulitpole 
oscillation modes of LSP. Therefore, the lower limit (red side) for LSPR energy is 
  
  
√ 
 when NPs are in vacuum. And the upper limit (blue side) approaches to 
surface plasmon resonance energy 
  
√ 
 when    . Figure 2.5 shows the time 
averaged charge density distributions for these modes. Recall that the plasmon 
energy of Ga is 14.05 eV. The theoretical resonance energy of the dipole LSPR 
mode for small spherical Ga NP in vacuum is 
  
√ 
        , which is in the UV. 
Therefore, this work will focus on exploiting gallium for UV plasmonics. 
 
Figure 2.5: Time averaged charge density distributions for dipole and 
quadrupole LSPR modes. 
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Based on both theories and experiments, nanostructures’ LSPR energies strongly 
depend on their composition, size, shape, dielectric environment [96], and 
interparticle coupling [97]. In general, 
i. Composition: Given equation 2.6, LSPR energy is directly related to 
metal’s plasmon energy   (   ). Relatively large plasmon energy of Ga, 
comparing to Ag and Au, (Table 1.1) ensures that Ga NP can have LSPR 
energy in the UV. 
ii. Size: NP’s LSPR will red shift when its radius increases. This can be 
demonstrated later by Mie calculation. Increase in NP radius will also split 
LSPR multipole modes further away [98]. This provides the potential to 
tune the LSPR energies of Ga NPs by controlling their size. 
iii. Dielectric environment: The dielectric function of surrounding medium 
directly effects LSPR energy given Equation 2.6. Even partially attached 
by some molecules, the LSPR energy of NPs may shift with significant 
amount. This constitutes the basis for LSPR molecule sensing [93]. Van 
Duyne reported 1.5 nm red shift in LSPR wavelength on Ag NPs for 1 pM 
streptavidin binding [99]. The presence of dielectric substrate will also red 
shift NP’s LSPR energy due to image charge [100]. For our samples, Ga 
NPs are deposited on sapphire. The presence of substrate will shift Ga 
NPs’ LSPR energies but will not alter NPs’ function in the UV. Even 
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entirely surrounded by sapphire (      ), the dipole LSPR energy is 
  
√       
        , which is still in the UV. 
iv. Interparticle coupling: When NP is surrounded by other NPs, strong 
interparticle coupling may occur. The strength of such coupling depends 
on interparticle distance [97], relative size [101], and incident light 
polarization relative to NP array’s symmetry axis [102]. Strong coupling 
will blue shift NP’s LSPR [97]. In our experiment, Ga NPs are randomly 
distributed on solid supports. Interparticle coupling plays an important 
role in their plasmonic features. 
The parametric dependence of NP’s LSPR energy above provides options to tune 
LSPR energy but make it difficult to estimate plasmonic properties for different 
nanogeometries. Next section will discuss how to estimate NP’s LSPR energy. 
2.2 Estimate of metallic NP’s optical properties 
In order to guide the synthesis of nanoparticles for plasmonic applications, like 
SERS, many analytical and numerical methods have been developed to study the 
local EM field surrounding nanostructures under external excitation. In this 
section, I will discuss these methods and show preliminary calculation results for 
Ga NPs to discuss the advantage of Ga in terms of its plasmonic features. 
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Figure 2.6: Schematic diagram of a scattering problem. 
2.2.1 A scattering setup 
In principle, the EM field surrounding a NP under excitation can be treated as a 
scattering problem and scattering profiles can be calculated from Maxwell 
equations in different ways. Figure 2.6 depicts the basic setup of a scattering 
problem. Two extra processes occur when incident EM radiation interacts with 
NP along with simple transmission: absorption and scattering. Now considering 
a closed surface S (dashed circle in Figure 2.6) surrounding the NP, there shall be 
no net energy flux on this surface due to the conservation of energy. Therefore, 
                      (2.7) 
E represents the energy of each radiation. When there is no scattering medium, 
scattering and absorption do not occur and the transmitted radiation will be 
identical to the incident one. Given the definition of cross section, Equation 2.7 
could be converted in terms of cross section and be rearranged as 
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                            (2.8) 
Equation 2.8 measures how much energy has lost while passing through a 
scattering medium. In experiments, it is easier to collect the intensity of incident 
and transmitted radiation,     and     . Therefore, it is valuable to define a new 
process called extinction, which combines scattering and absorption and 
describes the total energy loss during the scattering. Given Equation 2.8, we have, 
                                        (2.9) 
     is the intensity of extinction radiation and      is called extinction cross 
section. Drop all the     in Equation 2.9, we have,  
                          (2.10) 
In order to compare scattering abilities among different geometries, a 
dimensionless quantity, efficiency Q, is more often used than cross section. 
  
 
  
      (2.11) 
where    is the area of a geometrical cross section of the particle in a plane 
perpendicular to the direction of the incident radiation. Therefore, Equation 2.10 
can be rewritten as, 
                         (2.12) 
    ,       and      are extinction efficiency, scattering efficiency and absorption 
efficiency respectively. These are major quantities to characterize scattering. 
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NP will enhance local EM field as well as generating strong absorption and 
scattering when excited by external EM wave at NP’s LSPR energy [103].      
and      curves can hence be used to predict NP’s LSPR energy. Ideally,      and 
     may reach maximum concurrently. However, other effects, like edge 
scattering, entanglement of surface plasmon and bulk plasmon will result in 
different but close      and      peak energies. Complex models are needed to 
retrieve LSPR energy from either      or      curves. Practically,     , which 
combines both scattering and absorption, is much often used in the literature to 
estimate LSPR energy besides that extinction is easier to be measured. 
In most cases, analytical results for these quantities are not possible or hard to 
obtain. Numerical calculations are widely used to predict optical properties of 
nanostructures [104]. In the next three subsections, I will discuss three calculation 
methods: Rayleigh scattering, Mie scattering and discrete dipole approximation 
(DDA) method. Rayleigh scattering provides analytical result under small NP 
limit; Mie scattering provides analytical solution for spherical particles but 
requires numerical calculations; and DDA is a numerical method based on dipole 
radiation and applicable for arbitrary nanostructures.  
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2.2.2 Rayleigh scattering 
Let’s first examine the simplest case. Consider a single, free standing, 
homogeneous and isotropic, spherical NP. When NP’s length scale (diameter) is 
much smaller than the wavelength of the incident EM radiation, Rayleigh 
scattering occurs. It is an elastic scattering process named after Lord Rayleigh 
who discovered the phenomenon and used it to explain why the sky is blue [105]. 
The scattering efficiency of such NP is [36], 
      
         
 
   
|
     
      
|
 
         (2.13) 
where   is the radius of the sphere,   is the wavelength of the incident EM wave. 
It indicates that scattering cross section is inversely proportional to the fourth 
power of the incidence EM wave wavelength or proportional to the fourth power 
of the incident wave frequency (energy). The enhancement comes from the term 
|
     
      
|
 
 in Equation 2.14. Therefore, a local enhancement factor is defined as, 
 ( )  
     
      
     (2.14) 
Combing with Equation 2.13, | ( )| , a frequency (energy)-dependent factor, 
depicts the degree of enhancement for a NP, which is a good estimation for NP’s 
plasmonic properties. It is only valid when Rayleigh condition is met, which is 
the length scale of the sphere is much smaller than the incident wave length. 
Therefore, it is also called Rayleigh approximation.  
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Figure 2.7: Dielectric function of Ga by Drude model fitting. 
Equation 2.14 indicates that resonance occurs when         . For a small 
spherical Ga NP in vacuum, the condition is      . Figure 2.3 shows that the 
real part of    does not cross    in the detection range. In order to obtain the full 
scattering profiles, we extended the dielectric function of Ga to deep UV range 
by fitting the experimental data with the Drude dielectric function (Equation 2.1). 
The extended dielectric function is plotted in Figure 2.7. Fitted            
which is reasonable for Ga. 
Figure 2.8 plots the | ( )|  curve for Ga NP in vacuum under Rayleigh 
approximation using the dielectric function (DF) in Figure 2.7. The peak occurs at 
8 eV as the real part of fitted Ga DF crosses    there. The peak value is about 9. 
Table 2.1 shows the similar calculation result for commonly used Au and Ag NPs 
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[106]. It is clear that only the resonance of Ga NP occurs within the UV range (8.0 
eV). The resonance energies for Au and Ag are all in the visible range. This 
indicates again the fail of Au and Ag in UV plasmonics and the potential of Ga in 
UV plasmonics. Comparing the peak values among all three metals, the value of 
Ga is between those of Au and Ag, which indicates that Ga may exhibit similar 
enhancement in UV as good as gold in the visible range. The large value for Ag 
comes from its high electric conductivity and free electron density. Higher 
density electrons increase the ability to absorb and scatter incident radiation and 
thus increase the enhancement strength. The inter-band transitions for Au in the 
visible range lower its enhancement ability [106]. 
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Figure 2.8: Local field enhancement | ( )|  for a free standing spherical Ga NP 
in vacuum calculated by Rayleigh scattering. 
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Table 2.1: Local field enhancement | |  profiles for Ga, Au and Ag. 
 Ga Au [106] Ag [106] 
Resonance 
energy (eV) 
8.0 3.4 2.3 
Max[| | ] 9 3 26 
FWHM (    ) 20000 6100 2100 
 
The third important quantity of | |  is the full width at half maximum (FWHM) 
of the resonance peak. It indicates the function range, or bandwidth, of the 
enhancement. Although Ag bears high peak value at resonance, its bandwidth is 
about          . This sets the limit for the plasmonic application in continuous 
spectroscopy. For example, for a Raman mode at          , the enhancement of 
the scattering light will drop to one half from the excitation at resonance energy 
for Ag. This restricts its enhancement for Raman mode with large Raman shift. 
The enhancement bandwidth for Ga is very large comparing to Ag and Au due 
to its large damping constant, which lowers the resonance peak but increases the 
bandwidth. Plasmonic materials with large bandwidth have great potential in 
applications like optical communication and energy storage and transfer. 
Under Rayleigh approximation, since NP size is much smaller than external EM 
field wavelength, the external field surrounding NP is uniform and quasistatic. 
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Local EM field outside of a free standing NP in a static EM field    ̂ can thus be 
calculated from Laplace equation of electrostatic as [46], 
        ̂    
   [
 ̂
  
 
  
  
 ̂]    (2.15) 
This depicts the EM field distribution surrounding a single spherical NP under 
Rayleigh approximation. The   factor is the same as in Equation 2.14. 
 
  
Figure 2.9: Contour plots of local field enhancement |   |
  surrounding a free 
standing spherical Ga NP in vacuum under Rayleigh approximation excited by 
external radiation at (a) 3.5 eV; (b) 5.0 eV; (c) 6.5 eV; and (d) 8.0 eV. (NP radius: 
10 nm; horizontal and vertical axes represent x and z respectively). 
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Consider a Ga NP in the radius of 10 nm at the origin. In order to examine the 
enhancement ability of the NP, rewrite Equation 2.15 as,  
    
    
  
  ̂     [
 ̂
  
 
  
  
 ̂]    (2.16) 
|   |
  directly measures the local EM field intensity enhancement at each site 
surrounding NPs. Figure 2.9a,b,c,d shows the contour plots of |   |
  
surrounding the Ga NP on the plane of     excited by external radiation at 3.5 
eV, 5.0 eV, 6.5 eV, and 8.0 eV respectively calculated by Equation 2.16 and 
Equation 2.14 using Ga dielectric function from Figure 2.7.  
The local field intensity enhancement depends on both the polar angle with 
respect to the external field and the distance to the NP. The static external field 
   ̂ is in    direction. Maximum enhancement occurs along the   direction (   
and     ) near NP surface as plotted in Figure 2.9. External EM field induces 
dipole within the metallic NP. The dipole is along the external field direction (  
direction in this case). Charges will oscillate and stay longer near the two 
extrema of the oscillation. (Figure 2.5) The resulted field will be the composition 
of the original static field and the field from the induced dipole. An electric 
dipole will exhibit stronger field in the direction perpendicular to the dipole 
moment but less effect in the direction parallel to the dipole. The fields on both 
sides of the NP (    and      to the original external field) will be cancelled out 
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by the induced dipole, while the field is enhanced due to the large time averaged 
charge density near the top and bottom of the NP. Recall that the resonance 
occurs at 8.0 eV. From Figure 2.9a to d, when photon energy is getting closer to 
resonance energy, the area with large enhancement is getting concentrated. The 
gradient of enhancement near the surface increases and so is the maximum 
enhancement value at the surface. In static external field, NP redistributes the 
surrounding field. 
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Figure 2.10: Energy dependence of maximum local EM field enhancement 
surrounding a free standing spherical Ga NP in vacuum under Rayleigh 
approximation. 
Figure 2.10 plots the energy-dependent maximum enhancement value at the NP 
surface. Again, it reaches its maximum of approximately 42 at the resonance 
energy of approximately 8.0 eV. Similar calculation [46] shows that same 
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maximum enhancement value defined for Ag is about 85 at its resonance energy 
in the visible range. The enhancement for Ga in the UV is comparable with 
current plasmonic materials which demonstrated that Ga is a promising material 
for UV plasmonics. This approach can be used to qualitatively estimate the 
enhancement ability of NPs and compare with other metals. 
Raleigh scattering works well for small particles but it is still an approximation to 
complete scattering solutions. In our experiments, NPs’ radii are ranging from 
several nanometers to several hundred nanometers, which is close to the visible 
and UV photon wavelength (10 nm to 750 nm). Raleigh scattering may not be 
applicable for these NPs. Next section will discuss Mie scattering which is valid 
for spherical object in any size. 
2.2.3 Mie scattering 
Due to the symmetry of spherical geometry, spherical vector wave functions can 
be used to expand both incident and scattering fields and therefore the final 
solution takes the form of an analytical infinite series. This solution was first 
published by G. Mie in 1908 [95]. The scattering calculated by this method is thus 
called Mie scattering. It is valid for a single, free standing, homogenous sphere in 
any size.  
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Many books [107] along with the original paper of Mie [95] work through the 
derivation of the Mie solution. Here presented are general results. When a plane 
wave with wavenumber   is incident on a spherical homogenous and isotropic 
object, the scattering efficiency and extinction efficiency are, 
     
 
(  ) 
∑ (    )(|  |
  |  |
 )        (2.17a) 
     
 
(  ) 
∑ (    )  (     )
 
       (2.17b) 
where a is the radius of this object and   ,    are referred to as Mie coefficients. 
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     (2.17d) 
where    is the lth order spherical Bessel function and    is the lth order spherical 
Hankel function.   is the complex refractive index of the spherical object. 
Equation 2.17 is valid for a homogenous spherical object standing in vacuum. It 
can be extended to similar systems with spherical symmetry. For example, if the 
object is standing in dielectric material with refractive index   , relative 
refractive index      should be used to calculate Mie coefficients. If the spherical 
object is not homogenous but has concentric layers, such as nanoshells, modified 
Mie coefficients are developed to solve the problem [108]. Mie calculation is also 
used to estimate the collective scattering profiles from a NP ensemble with 
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different radii [109]. Similar expansion idea is adopted by T-Matrix method to 
treat nonspherical objects [107]. 
Since Mie coefficients are expanded using infinite function series, convergence is 
the key issue for Mie calculation. Parameters for    and    are    and    . Firstly, 
notice that    
   
 
, where   is the incident EM field wavelength. Based on the 
properties of spherical Bessel functions, the cut off limit of the infinite 
summation series in Equation 2.17 are roughly equal to    [110]. Therefore, when 
particle radius   is much larger than  , more terms are need in the summation. 
Inversely, when    , i.e.     , only the zeroth order functions are included. 
Equation 2.17 will actually reduce to 2.13, which is the Rayleigh approximation 
result. Secondly,     is also one of the parameters for spherical functions. Given 
the discussion above, when a spherical object is made of high refractive index 
material, longer calculation is expected. Since    is an important parameters in 
Mie calculation, it is often called size parameter and defined as, 
  
   
 
      (2.18) 
For NPs, convergence is indeed less problematic. Most NPs have radius from 10 
nm to 200 nm in our experiments while the interested photon wavelengths are 
ranging from about 200 nm to 1000 nm (deep UV to near infrared). NP sizes are 
comparable but in most cases smaller than incident field wavelength. Only a few 
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terms are needed. Therefore, Mie calculation is the most common tool to estimate 
NP’s LSPR [111-112]. 
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Figure 2.11: Extinction, scattering, and absorption efficiencies for free standing 
spherical Ga NP with different size parameters in vacuum. 
Figure 2.11 plots Mie scattering profiles for free standing spherical Ga NP in 
vacuum with different size parameters x. Ga refractive index is converted from 
its dielectric function (Figure 2.3) using the basic relation, 
 ( )   ( )     (2.19) 
The calculation used Mie calculation package, MiePlot 4.3 [113]. Extinction peaks 
around     indicating the proper NP size for field enhancement under 
different excitation wave. For example, if NP is excited by EM wave with 325 nm 
in wavelength, the NP with largest enhancement is about 50 nm in radius. 
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Below generalizes some important aspects of Figure 2.11: 
i. Absorption and scattering have slightly different peak positions with 
respect to size parameter x. This is due to the extra scattering at the edge. 
This peak difference may become much obvious for NP in large radius. 
Extinction efficiency curve is the convolution of absorption and scattering 
ones as shown in Equation 2.13. 
ii. Oscillation occurs due to the interference between transmitted and 
internal reflected light within NP. The period of the oscillation depends on 
the refractive index n of the NP. 
iii. Since Ga is conducting, its refractive index is a complex number with 
nonzero imaginary part which leads to absorption. Large absorption 
within the NP will reduce interference since internal reflected wave will 
not be able to travel long enough to interfere with transmitted wave. For 
large x,      decreases to 2 asymptotically. 
Figure 2.12 shows extinction efficiencies for free standing spherical Ga NPs in 
vacuum with different radii ranging from 10 nm to 100 nm. The ripple curves are 
again due to the interferences. Each curve in Figure 2.12 is actually a special part 
of the curve in Figure 2.11 by fixing NP radius   while size parameter x is 
varying as photon wavelength or energy is changing. The peak at lowest photon 
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energy is the primary peak for extinction efficiency where largest local EM field 
enhancement is expected. When NP radius is increasing, this peak keeps 
redshifting which is consistent with experiments [75]. For NPs smaller than 60 
nm in radius, their extinction peak is above 3.5 eV and in the UV range. It 
demonstrates again that Ga NP could have plasmon resonance in the UV and the 
resonance peak can be directly tuned by its size.  
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Figure 2.12: Extinction efficiencies for free standing spherical Ga NPs with 
different radii in vacuum. 
2.2.4 Discrete dipole approximation 
Mie scattering works well for free standing, homogenous, single spheres. 
However, in our experiments, NPs are deposited on solid supports and thus 
truncated. Randomly distributed NPs are close to each other and thus not free 
standing. Interparticle couplings play an important role in plasmon resonance. 
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Therefore, other methods are needed to calculate optical responses of arbitrary 
nonostructures. One of the numerical methods to solve for local EM field 
distribution for arbitrary structure is discrete dipole approximation (DDA). 
DDA method was first introduced by H. DeVoe to investigate optical properties 
of molecular aggregates in 1964 [114]. E. Purcell and C. Pennypacker extended 
the original method to deal with retardation in EM radiation [115]. Principally, it 
is an approximation of the continuum media by a finite array of interactive 
polarizable dipoles. In theory, DDA method is applicable for arbitrary 
nanogeometries. It is widely used to examine plasmon properties of various 
nanostructures, including nanoparticles [96], nanodisks [116], nanorods [117], 
and other arbitrary-shaped nanostructures. 
Consider a single dipole with polarizability  . The interaction between this 
dipole and local field     will induce a polarization known as, 
              (2.20) 
Notice that   is a     tensor and      is a     vector describing local field in all 
three orthogonal directions. DDA method discretizes the continuum media by 
dividing it into N unit cells. Each cell is represented by a dipole. The entire 
system is thus represented by N dipoles. For each dipole at position    in the 
system, the local field around dipole i is the addition of the incident EM field 
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   (  ) and the induced radiation from all other N-1 dipoles in the structure at 
this position, 
    (  )     (  )      (  )    (2.21) 
Minus sign is for the sake of uniformity later in the derivation. Consider the 
incident field as a monochromatic plane wave with wavenumber  . Recall the 
radiation field at    from a dipole    at position    is [118], 
       (     )  
 
     
   
 [ 
     (      )  
(       )
   
 (   
        (      ))] (2.22) 
where           and     |   |. The i not in the subscript is the imaginary unit. 
This equation includes the retardation effect of dipole radiation field. Therefore, 
    (  ) can be expressed as a sum of the entire radiation field in a matrix form, 
    (  )  ∑       
 
        (2.23) 
where     is a vector operator which can be derived from Equation 2.22 by 
dropping off   . Insert Equations 2.21 and 2.23 in 2.20, we obtain that, 
      (      ∑       
 
   )    (2.24) 
For uniformity, let’s define, 
      
        (2.25) 
Therefore, Equation 2.24 can be rewritten as, 
∑       
 
              (2.26a) 
or in a matrix form, 
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             (2.26b) 
where   is a     tensor called interaction matrix,   is a     vector 
representing the polarization for each of the N dipoles in the system.     is a 
    vector describes the incident field at each dipole position. DDA method 
converts a differential equation question (Maxwell equations) to a linear algebra 
problem. The general complexity is  (  ) for the linear system. Homogeneous, 
isotropic and symmetric system may reduce the complexity to  (  ) [119]. 
Two types of input information are necessary for DDA calculation: geometry and 
refractive index. Equation 2.24 requires the position of each dipole   . Equation 
2.25 requires the dipole polarizability at each position. For an isotropic material, 
Clausius-Mossotti relation is applied. [119] Polarizability   is no longer a tensor 
but a constant which depends on the complex refractive index   of the material 
at position   . 
  
   
  
    
    
      (2.27) 
where d is the interdipole spacing. 
The accuracy of DDA is dependent on the number of dipoles or the interdipole 
spacing [119]. The smaller the spacing is, the higher the accuracy will be. 
However, increase of dipole numbers will also increase both time and space 
complexity  (  ). Another factor impacting accuracy is the refractive index of 
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the target material. As shown in Equation 2.20, when   is very large, the ratio 
    
    
 will be close to 1, which make the calculation difficult to differentiate   and 
insensitive to spatial changes. Research showed that DDA method performs best 
for materials with real part of refractive index around 1 ~ 2 [119]. 
Theoretically, DDA method can be applied to any geometry. The accuracy will 
be compromised in the area with large gradient, like sharp boundary, which is a 
common difficulty for most numerical methods. Several research have been done 
to compare DDA with other numerical methods [120-121]. DDA performs faster 
for simple geometries but fails when an array of NPs is present due to the rapid 
growth of storage space need. 
 
Figure 2.13: Scattering system of a hemispherical Ga NP on sapphire substrate 
for the modeling using DDA method (Inset: Ga dielectric function used in the 
calculation in Section 2.2.3 which is different from Figure 2.3). 
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Our collaborators (Moreno et al.) applied DDA method to calculate scattering 
profiles for hemispheroid Ga NP particles on pseudo semi-infinite cube-shaped 
sapphire substrate (               ) to compare and predict experiment 
results and guide synthesis [122]. Figure 2.13 depicts the lattice of composing 
dipoles mimicking the geometry. About 150,000 dipoles were used in the 
calculation to ensure accuracy (error level around 1%). Dielectric functions of Ga 
were presented in the inset of Figure 2.13. Scattering profiles were calculated for 
the photon energy ranging from 1.5 eV to 6 eV to cover visible to deep UV range. 
Systems with various NP radii ranging from 20 nm to 60 nm were calculated. 
Incident plane wave was also considered for various angles of incidence from    
to     in order to compare with grazing angle incident SE measurements and 
predict normal incident Raman performance. The discussion below in this 
section will use   to represent angle of incidence as shown in Figure 2.13. 
Absorption efficiency,      as defined in Equation 2.11, was considered for this 
calculation as for the range of NP radii of interest (20 ~ 60 nm), the extinction 
process is dominated by scattering and therefore                more 
sensitively manifests multipolar effects. Also, since      is directly correlated 
with the imaginary part of refractive index which can be measured by SE, it is 
used to directly compare the SE measurement result later in this thesis. 
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Figure 2.14: Absorption efficiencies for different NP/substrate setup (a) free 
standing spherical Ga NP; (b) spherical NP on square sapphire substrate; (c) free 
standing hemispherical Ga NP; and (d) hemispherical Ga NP on square sapphire 
substrate. 
Figure 2.14 shows how size, shape and substrate alter the absorption efficiency of 
Ga NP. First, Figure 2.14a shows the calculated      as a function of photon 
energy for free standing spherical Ga NPs in vacuum of five different radii. The 
most obvious spectral feature of the isolated spherical NPs is the broad 
resonance that shifts and extends over the entire 1 ~ 6 eV range analyzed. As the 
radius of the Ga NP is increased, the maximum keeps shifting to the red (lower 
photon energy). When the particle radius increases to 60 nm, a second, 
quadrupolar resonance appears at approximately 4.0 eV. Due to the symmetry, 
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the spectra are invariant with respect to the incident angle and polarization of the 
incident field. 
In theory, Figure 2.14a shall have the same result as Mie scattering (Figure 2.12). 
The differences come from a) minimal difference between absorption and 
extinction efficiency, and b) majorly, different Ga dielectric functions. The Ga DF 
used in DDA calculation as shown in Figure 2.13 inset is not as accurate as the 
one (Figure 2.3) used for Mie scattering calculation. The real part of the former 
DF crosses -1 line at approximately 5 eV while the latter DF at 8 eV, which would 
lead to smaller resonance energies in this DDA calculation. For the NP in the 
same radius, the peaks in Figure 2.14 are all on the red side of the peaks in Figure 
2.12. However, DDA calculation here can still be used to examine the relative 
effect of size, substrate and shape, while for all other calculations, the most 
accurate DF (Figure 2.3) is used through this work. 
The scattering behavior of an isolated NP changes when it rests on a dielectric 
surface. Incident EM field interacts with both the NP and the substrate, and 
interactions between them depend on the morphology (size and shape) and 
dielectric function of the NP and substrate. Figure 2.14b shows the calculated 
spectral response of spherical Ga NPs contacting a sapphire substrate at a single 
point. The region about the NP is illuminated with a linearly polarized Gaussian 
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beam at normal incidence,     as in Figure 2.13. Due to the symmetry in 
horizontal plane, the polarization for normal incidence light does not alter the 
result. Small red shifts of maxima are detected, particularly in the smaller NPs, 
and the apparent decrease in absorption efficiency occurs because the 
geometrical normalization now includes the substrate (larger    in Equation 2.11). 
The primary reason that the shift is small is that the interaction between the 
nanoparticle and the substrate is weak. As discussed in Section 2.1, an image 
dipole of the NP is induced due to the presence of the substrate. The image 
dipole is on the other side of the original NP with respect to the substrate surface. 
As the NP size increases, the distance between the original NP effective and its 
substrate image dipole increases, thereby weakening the NP-substrate 
interaction. Therefore, only smaller NPs shows apparent peak energy shifts. 
In our experiments, Ga NPs are truncated on solid supports, like sapphire, to 
form hemispherical shape. Therefore, it is critical to study the optical responses 
from hemispherical NPs. Being able to calculate nonspherical objects is also one 
of the advantages of DDA method. Figure 2.14c,d plots the hemispherical Ga NP 
without and with the presence of sapphire substrate. Both are again illuminated 
with a linearly polarized Gaussian beam at normal incidence. As compared to 
spherical NPs (Figure 2.14a), the resonance energy for the isolated hemisphere 
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(Figure 2.14c) of the same radius is clearly shifted to the red because of the 
increased and anisotropic confinement and reduced electronic restoring force. 
This red shift is further enhanced by the presence of the substrate (Figure 2.14d) 
because the image dipole is now closer to the surface, making the interaction 
significantly more intense than that corresponding to the spherical geometry.  
 
Figure 2.15: Absorption efficiencies for hemispherical Ga NP in radius of (a) 20 
nm and (b) 60 nm on sapphire substrate illuminating by light with different 
angle of incidence for s-polarized (solid line) and p-polarized (dashed line) wave. 
To this point, the analysis has only considered illumination at normal incidence 
   , so there have been no polarization-dependent effects. To illustrate the 
importance of shape, consider the effect of varying the angle of incidence,  , on 
the spectra from a hemispherical Ga NP on a sapphire substrate as shown in 
Figure 2.13. Figure 2.15 plots calculated      for Ga hemispheres with the cross-
sectional radius of (a) 20 nm and (b) 60 nm, where the solid/dashed lines are for 
s- and p -polarized illumination respectively. S- and p- polarizations represent 
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the field components in EM wave whose electric field vector oscillates 
perpendicular and parallel to the plane of incidence respectively. (Detailed 
discussion about polarization will be presented in Chapter 3.) The spectra for 
normal incidence are identical for both polarizations as expected. The resonance 
energy red shifts from Figure 2.15a to b again due to the increase of NP size as 
shown in Figure 2.14d. The spectra for s-polarization remain relatively 
insensitive to incidence angle, while the spectra for p-polarization undergo a 
quenching of the lower energy peak and the emergence of a new high-energy 
peak with increasing angle of incidence.  
To understand this shape-dependent behavior, recall that the induced dipolar 
response of the NP aligns with the polarization of the illumination. Thus, s-
polarized illumination induces a dipolar response parallel to the substrate which 
is named in-plane mode. Here the “plane” is referred to the plane of surface. As 
the angle of incidence changes, the direction and amplitude of the total incident 
field vector on the NP vary only slightly due to the surface reflection from the 
substrate, which explains why the resonance is insensitive to incidence angle. By 
contrast, p-polarized incidence field induces a dipole moment that can be 
decomposed into two orthogonal components, one parallel to the substrate (in-
plane mode) and one perpendicular to it, which is thus called out-of-plane mode. 
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Changing the incidence angle changes the relative amount of energy in each 
component: the perpendicular component grows and the parallel component 
shrinks as the incidence angle increases away from normal. Since the 
perpendicular component corresponds to an induced dipole along the smaller 
dimension of the nanoparticle, it is responsible for the higher energy resonance 
feature in Figure 2.15, while the parallel component corresponds to the lower 
energy feature. Therefore, as the incidence angle increases for p-polarized 
illumination, the high energy resonance increases in strength while the low-
energy resonance decreases. The sum of the s- and p-polarized spectra 
approximates the scattering by circularly polarized illumination, and the two 
peaks separated by more than 2 eV.  
In our experiments, optical responses of Ga NP/sapphire samples were 
monitored by in situ SE at     while Raman spectra were measured at normal 
incidence. Both in-plane and out-of-plane modes may occur in SE spectra while 
only in-plane mode contributes to normal-incidence Raman spectroscopy. 
Therefore, it is critical to control the in-plane mode, the lower energy resonance 
feature, during synthesis. 
To summarize, the LSPR energy of Ga NP reaches the deep UV range and can be 
tuned by controlling NP size, shape and substrate. Ga NPs also possess larger 
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enhancement bandwidth and show comparable local field enhancement in UV 
comparing to Ag and Au in the visible range, which makes Ga a promising 
material for UV plasmonics. 
Therefore, we will explore Ga NPs starting from their controlled synthesis 
(Chapter 4) to spatial (Chapter 5) and optical (Chapter 6 and 7) characterization 
and finally apply them for UV SESR and UV SEF (Chapter 8). Next chapter 
(Chapter 3) will first discuss the principle of spectroscopic ellipsometry which 
will be used to monitor and control the LSPR evolution during controlled 
synthesis of Ga NPs. 
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3. Polarization and Spectroscopy Ellipsometry 
Chapter 2 shows that large local field enhancement will occur when NP’s LSPR 
energy coincides with the external excitation. Therefore, in order to obtain large 
enhancement in the UV, NP samples shall possess LSPR energies in the UV. In 
order to guide synthesis, in situ spectroscopy ellipsometry (SE) is used to 
measure NP samples’ LSPR energies. This chapter will present the principle of 
this measurement starting with a brief introduction to polarization. 
3.1 Polarization 
In 1669, Erasmus Bartholinus, a Danish scientist, observed two offset and 
orthogonal images when viewing through an Iceland spar, a macroscopic crystal 
of calcite [123]. This phenomenon is now the well-known double refraction and 
was attributed to the first discovery of polarization effect [124]. However, it was 
not well explained until the development of wave theory of light in 1800s. 
Light polarization has been widely investigated by physicists. It is often used as a 
probe method in thin film science [125-127], granular material science [128], 
biology [129], chemistry [130], and geology [131], as well as applications in daily 
life, e.g. sunglasses, photography and 3D movie. 
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3.1.1 Jones vector 
Based on Maxwell equations, a light ray is a transverse wave. In a right-hand 
coordinate system   ̂   ̂   ̂ , a plane wave propagating in the +z direction is, 
       (  
  
)           (
    
   
    
   
)    (3.1) 
The z component was omitted in Equation 3.1 as it is zero. This representation 
was first introduced by R. C. Jones in 1947 [132]. Although the original definition 
includes the           term, the time-independent vector is now usually called the 
Jones vector. 
  (〈  〉
〈  〉
)  (
    
   
    
   
)     (3.2) 
It decomposes the vibrations of a plane wave into two orthogonal directions in 
the transverse plane and collects both amplitude and phase information. In 
practice, the Jones vector is normalized to the total intensity        
      
  . 
Therefore, the amplitudes of the two components are between -1 and 1. In theory, 
any single plane wave can be well described by a Jones vector. 
3.1.2 Instantaneous optical field 
The two orthogonal oscillations represented by Jones vector in Equation 3.3 are 
called polarized components of the optical field, or polarizations. To examine 
different states of polarization (SoP), Equation 3.1 can be rewritten as, 
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              (3.3) 
where        , which is the phase difference between the two polarizations. 
Equation 3.3 is recognized as the equation of an ellipse showing that at any given 
time t and any position   in the space, the instantaneous optical field forms an 
ellipse in the x-y plane which is perpendicular to the propagation direction (+z in 
this case). 
 
Figure 3.1: Instantaneous optical field ellipse. 
As shown in Figure 3.1, given different values of        , and  , the major and 
minor axes of the polarization ellipse do not necessarily overlap with x and y 
axes.   denotes the orientation angle (or angle of rotation) of the ellipse, which is 
the angle between the major axis and the x axis. And,   is the ellipticity angle 
which is defined in the polarization ellipse.  
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3.1.3 State of polarization (SoP) 
Equation 3.3 constructs different SoP given parameters        , and  . In some 
special cases, it will collapse to simpler form to represent special SoP: 
i. Linear polarization 
        : Equation 3.3 becomes, 
    
   
   
   
which is the equation of a straight line in the x-y plane with the angle of 
inclination           
   
   
 . The light is thus   degree linearly polarized. 
Specifically, when       or      , the wave will oscillate along only x or y 
direction which is called x- or y- (linearly) polarized light respectively. 
ii. Circular polarization 
           and   
 
 
    
  
 
: Equation 3.3 becomes 
  
 
  
  
  
 
  
    
which is the equation of a circle with radius   . The light is thus circularly 
polarized. When   
 
 
, the instantaneous optical field vector rotates clockwise 
from the point of view of the receiver, the light is right (hand) circularly 
polarized. Similarly, when   
  
 
, the light is left (hand) circularly polarized. 
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Table 3.1: Jones vector representation of states of polarization. 
SoP Jones vector SoP Jones vector 
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Table 3.1 summarizes six basic SoP and their Jones vector representations. When 
the light is in a specific SoP above, it is totally polarized. In the natural world, a 
beam of light (in +z direction) may consists of vibrations in all the directions in 
the x-y plane. The light is unpolarized when these vibrations all have the same 
intensity    , i.e., 
            [    ]    (3.4) 
where   is the azimuthal angle in the x-y plane. Sun light and most sources of 
EM radiations are considered to be unpolarized. When there is a preference for 
the direction in which it vibrates,      does vary for different   and the light 
becomes partially polarized. A partially polarized light can be treated as a 
superposition of an unpolarized light and a totally polarized light. Degree of 
polarization (DoP)   is defined as [133], 
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         (3.5) 
where     is the intensity of the polarized portion of the light and      is the total 
light intensity. A totally polarized light has        and a unpolarized light 
has     . 
 
Figure 3.2: Schematic diagram of reflection and refraction at media interface. 
3.2 Reflection at surface 
Now, let’s connect mathematical expressions to physical phenomena. 
Polarizations have been intensively studied at the interface of different media. 
Consider a simple plane wave propagating towards the interface of two semi-
infinite media with refractive indices    and    respectively as illustrated in 
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Figure 3.2. The normal vector of the interface, and k, the wave vector, form the 
plane of incidence. The vibrations of the light can be decomposed into two 
orthogonal directions with one lying in the plane of incidence and the other 
perpendicular to the plane of incidence. The in-plane (plane of incidence) 
component is named p-polarization or p-polarized light, while the out-of-plane 
component is called s-polarization or s-polarized light. The prefix s is from 
German world senkrecht for perpendicular, and p is from parallel. 
At the interface, part of the incident light is reflected back to the same medium 
and part of it is refracted (transmitted) into the other medium. Snell’s Law gives 
that [107], 
{
     
               
      (3.6) 
where,    is the angle of incidence (AOI),    is the angle of reflection, and    is the 
angle of transmission. They are the angles between normal n and incident, 
reflected and transmitted (refracted) light respectively. In the notations below, 
the subscripts i, r and t represent incident, reflected and transmitted light 
respectively. 
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3.2.1 Fresnel equations 
Recall the boundary conditions of EM wave at free (no free charge and current) 
interface. They can be written using the s and p notation,  
{
                  (        )   
         (         )   
   (3.7) 
Similarly, we can have two other equations from the continuities of H and B. The 
reflection and transmission ratios for s- and p- polarizations can thus be derived 
from these conditions. These ratios were first deduced by French scientist A. J. 
Fresnel [134]. These equations are thus called the Fresnel equations. The 
reflection ratios are, 
{
   
    
    
 
               
               
  
          
          
   
   
   
 
               
               
 
          
          
   (3.8a) 
The transmission ratios are, 
{
   
    
    
 
        
               
 
           
          
   
   
   
 
        
               
 
           
                    
   (3.8b) 
Equation 3.8 calculates complex ratios of reflection and transmission, giving both 
the amplitude and phase information for s- and p- polarizations among incident, 
reflected and transmitted light. The complete derivation of the Fresnel equations 
is available in most optics books [134], while the assumptions in the derivation 
are worthy of note: 
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i. It assumes that both media at the interface are isotropic and uniform. For 
birefringence, dichromic or general anisotropic materials, the refractive 
index is no longer a complex number but a complex tensor. Similar but 
modified treatment must be processed. The reflection and transmission 
ratios cannot be simply expressed by Equation 3.8 [135]. 
ii. It assumes       for both media. Equation 3.8 simply expresses ratios in 
terms of    and   , which implies two media don’t have distinct magnetic 
properties. This assumption is valid for major materials we used in our 
experiments: gallium and sapphire. 
iii. The derivation above deals with only one interface when two media are 
semi-infinite. In real cases, such as air-dielectric interface, the dielectric 
material might not be semi-infinite but rather being a film with finite 
thickness. Multiple reflections and transmissions shall occur at multiple 
interfaces while multiple reflections light beams will interfere with each 
other. The importance of this effect depends on the coherent time and the 
wavelength of the light source and the film thickness. This has been 
intensively explored in thin film science [136]. For our samples of Ga NPs 
on substrates, multilayer model is necessary. Chapter 6 will discuss 
reflections from multilayer systems. 
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3.2.2 Reflection from dielectrics and metals 
Before further discussion, let’s first explore reflections from the major materials 
used in our experiments: sapphire and gallium. Figure 3.3 shows the calculation 
of reflection and transmission ratios based on Equation 3.8 at the interface of 
vacuum        and sapphire         . | |
  and | |  are plotted instead of ratios 
themselves as the absolute square values are directly related to intensity (power). 
  | |  and   | |  are named reflection and transmission rate or reflectance 
and transmittance respectively. Phase changes of    and    are also plotted.  
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Figure 3.3: Amplitudes and phase shifts of reflectance and transmittance for s- 
and p- polarized wave at vacuum-sapphire interface. 
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Here, we summarize some important points, 
i. For      , all the ratios are real numbers.      , given the 
conservation of energy. In Figure 3.3, T decreases and R increases with 
increasing angle of incidence. 
ii. There is a special angle of incidence, at which |  |
 
   or     . This can 
be predicted using Equation 3.8, let  
   
          
          
   
where            can’t be zero, otherwise       implying      , which 
indicates that it’s not an interface of two different media. Therefore, we 
need             , that is 
            
 
 
     (3.9a) 
Combing with Equation 3.6, we have, 
            
    
  
       (3.9b) 
   is called Brewster’s angle, named after the Scottish physicist Sir D. 
Brewster. For the reflection at the interface of vacuum and sapphire, 
      
           . At this angle, all the p-polarized light will be 
transmitted but not reflected. The reflected light will only have s-
polarization. It’s a great source for linear polarizer. 
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iii. The phase shift for s-polarized reflection light is always      regardless of 
the angle of incidence. For p-polarized reflection light, the phase shift flips 
from    to      at Brewster’s angle. The      shift is called half wave loss. 
We can observe similar behavior for mechanic wave [137]. 
To explore another major material in our experiments, we calculated the 
reflection ratios at the ideal interface of vacuum and gallium      ̃ . Different 
from dielectrics, metal has complex and energy-dependent refractive index as, 
 ̃   ̃             (3.10) 
Since the material is still optical isotropic and uniform, the Fresnel equations are 
still valid. Following discussions will focus on the properties of reflection since it 
is hard to measure transmission from metals as they are not transparent. 
The refractive index of gallium was converted from the dielectric function shown 
in Figure 2.3 by Equation 2.19, 
 ̃              (2.19) 
The values are then plugged in Equation 3.8. Figure 3.4 shows the reflectance and 
phase shifts for s- and p- polarized light as a function of both angle of incidence 
(vertical axes) and photon energy of incident light (horizontal axes). In order to 
directly compare with sapphire, similar plots were made for reflections at 
vacuum-sapphire interface and are placed side by side for direct comparison. 
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   Gallium    Sapphire 
a. |  |
      
b. |  |
 
    
c.            
d.            
Figure 3.4: Amplitudes (a)(b) and phase shifts (c)(d) of reflectance for s- and p- 
polarization at vacuum-Ga interface (left) and vacuum-sapphire interface (right). 
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Comparing with dielectrics, 
i. Since the refractive index of sapphire is not energy dependent, all the two 
dimensional contour plots shows horizontal banded pattern. For vacuum-
gallium interface, calculated quantities do vary with respect to energy. 
The noise in the plots is the entangled effect of the Fresnel equation and 
the complex energy-dependent refractive index of gallium. 
ii. In most of the photon energy range shown in Figure 3.4 (0.75eV to 6.5eV), 
reflectance for gallium is much higher (> 0.7) than that for sapphire at 
given AOI. It consists with the metal theory that when the incidence light 
frequency is smaller than the metal plasma frequency (14 eV for Ga), most 
light is reflected.  
iii. For AOI dependence, at given photon energy, |  |
  of gallium increases 
when AOI increases, and |  |
 
 decreases first and then increases. These 
trends are consistent with those for sapphire also shown in Figure 3.3. 
However, There does not exist an angle at which |  |
 
  . As shown in 
Figure 3.4c(left), but local minima for |  |
 
 as a function of AOI for each 
photon energy. These minima are called pseudo Brewster’s angle minima. 
Techniques are developed to use these minima to measure complex 
refractive index of metals. 
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iv. The phase shifts are no longer binary values. The continuous phase shifts 
are highly related to metal absorption, or the imaginary part of the 
complex refractive index  . Phase shift converges to       when   
decreases to zero at higher photon energies. 
3.2.3 Jones matrix 
Fresnel equations (Equation 3.8) can also be expressed in a matrix form. Use s- 
and p- polarization directions instead of x and y axes, all the parameterization 
processes in Section 3.1 are still valid. The incident light is thus (         )
 
 and 
the reflected light is (         )
 
. Equation 3.8a can then be expressed in a matrix 
form, 
(    
   
)  [
   
   
] (    
   
)    (3.11a) 
Or, 
            (3.11b) 
This     matrix is called Jones matrix J, which measures the transformation of 
SoP from incident light to outgoing light. The detailed discussions of Jones 
matrix will be presented in the next section. 
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3.3 Spectroscopic ellipsometry 
Given Equation 3.11b, reflections at the interface of two media can be 
represented by a Jones matrix which can be calculated from refractive indices by 
the Fresnel equations. Or, if Jones matrix is measured, refractive indices of the 
two media can be retrieved from the measurement. This forms the principle of 
polarimetry. In this section, we will explore how to measure Jones matrix using 
SE and extract basic material optical properties from the measurement. 
 
Figure 3.5: Basic configuration of spectroscopic ellipsometry. 
Figure 3.5 depicts the basic configuration of spectroscopic ellipsometry in 
experiments. Polarizer (P) after light source generates initial SoP while the 
analyzer (A) analyzes the final SoP after the light interacting with samples. The 
final signals are received by detector (D). The SE system usually enables 
measurements in a wide range of photon energy from infrared (< 1.5 eV) to deep 
UV (> 5.5 eV) [138]. 
 
P  sample A D 
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3.3.1 Measured quantities 
Two orthogonal polarizations, p- and s-, regulated by the Fresnel equations 
(Equation 3.8) will behavior differently at the interface. SE measures the ratio of 
the reflection ratios of p- and s- polarizations which is defined as 
  
  
  
 
      ⁄
        ⁄
      (3.12a) 
  is often called complex reflectance ratio [138]. Instruments cannot directly 
measure a complex number.   can be decomposed into real and imaginary part. 
  
  
  
              (3.12b) 
where      is the amplitude ratio upon reflection, 
     
|  |
|  |
             (3.12c) 
and   is the phase difference between the two reflection ratios, 
              (3.12d) 
To define an angle associated with the amplitude ratio but not the ratio itself can 
limit the boundary of the observables. As 
|  |
|  |
 is nonnegative,  is defined in the 
first quadrant as 
             (3.13a) 
In convention, the range of   is 
              (3.13b) 
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To express   using        function, we need to define   in different quadrants 
(Figure 3.6) to ensure the boundary in Equation 3.13b. 
 
Figure 3.6: Convention to calculate   in different quadrants of  . 
There shall be no difference if the measured quantity is 
  
  
 instead of 
  
  
. This 
article will follow the convention used by our SE instrument where   
  
  
 as 
defined in Equation 3.12.    and    regulated by the Fresnel equations can be 
plugged in Equation 3.12, 
        
  
  
 
               
               
               
               
⁄    (3.14) 
The right side of the Equation 3.14 is expressed in terms of              . Given 
Snell’s Law (Equation 3.3), only three of them are independent. In order to 
retrieve the refractive index   , Equation 3.14 can be rearranged as, 
          [  (
   
   
)
 
      ]
 
 
    (3.15a) 
𝐼𝑚 𝜌  
𝑅𝑒 𝜌  
𝑎𝑟𝑐𝑡𝑎𝑛
𝐼𝑚 𝜌 
𝑅𝑒 𝜌 
 
𝑎𝑟𝑐𝑡𝑎𝑛
𝐼𝑚 𝜌 
𝑅𝑒 𝜌 
      
𝑎𝑟𝑐𝑡𝑎𝑛
𝐼𝑚 𝜌 
𝑅𝑒 𝜌 
      
𝑎𝑟𝑐𝑡𝑎𝑛
𝐼𝑚 𝜌 
𝑅𝑒 𝜌 
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SE measurements are usually carried out when samples are placed in ambient air 
where     . And the sample refractive index could be the complex index 
defined in Equation 3.10. Therefore, Equation 3.15 can be rewritten as, 
 ̃            [  (
   
   
)
 
      ]
 
 
   (3.15b) 
In the simplest case, Equation 3.15b can be directly used to calculate the sample 
complex refractive index when        is measured. In order to obtain valid 
results from Equation 3.15, samples shall satisfy the assumptions held by the 
Fresnel equations, e.g. isotropic, uniform and semi-infinite. 
3.3.2 Measurement 
A Horiba Jobin Yvon phase modulated SE was installed on the growth chamber 
in our experiments. It enables in situ (during deposition, kinetic) and ex situ 
(static) measurements at the angle of incidence fixed at approximately    . Data 
are collected with photon energy from 1.5 eV to 6.0 eV. The unpolarized light 
from a Xenon-lamp passes through a polarizer by an optical fiber. The light is 
then directed to the sample surface and reflected into the analyzer. The analyzer 
is composed of a retarder (phase modulator) and a polarizer. Parameters of the 
outgoing light is measured as a function of both time and photon energy. A 
schematic of our SE system is shown in Figure 3.7. 
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Figure 3.7: Schematic diagram of the in-house SE system. 
In Jones calculus, we can represent the above process as, 
   (
    
   
)   (    
   
)     (3.16) 
Here (    
   
) is the outgoing light after passing the last polarizer in Figure 3.7. 
Therefore   represents the combined effect from optical elements and the sample. 
Let’s compose   from each elements. In our experiment, both polarizers have 
transmission axes along    . A polarizer with transmission axes along     can be 
written in Jones matrix as, 
   [
  
  
]      (3.17) 
A retarder is, 
   [
    
  
]      (3.18) 
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And in SE measurement, sample’s Jones matrix can be express by the measured 
parameters       which is, 
   [
  
        
]     (3.19) 
Therefore, the overall Jones matrix for Figure 3.7 will be, 
                (3.20) 
The measured quantity will be the intensity of the outgoing light. This intensity 
can be calculated from Equation 3.16 with Equation 3.17 through Equation 3.20. 
  |  |
  [                                 ]   (3.21) 
The phase modulator in the instrument is made of amorphous silica. It becomes 
birefringent when strained. A piezoelectric transducer is attached to it and 
produces a sinusoidal strain       which regulates           . Therefore, we 
can expand      and      terms in Equation 3.21 in series of           . 
{
       ∑                    
 
   
            ∑                
 
   
    (3.22) 
where    is the mth order Bessel Function.   can be calibrated such that        . 
Plug Equation 3.22 into 3.21, keep up to second order terms, 
 
  
                                                    (3.23) 
Therefore, measured 
 
  
 is decomposed in          series and the coefficients of 
the first two Fourier components can be used to derive       simultaneously. 
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3.3.3 Pseudodielectric function 
Equation 3.15 can be used to directly calculate the complex refractive index of an 
isotropic, uniform and semi-infinite sample. Even though some samples might 
not strictly satisfy these conditions, Equation 3.15 can still be used to estimate the 
refractive index of a sample by measuring      . To distinguish the calculated 
result from the real refractive index, it is named pseudorefractive index. 
〈 ̃〉  〈 〉   〈 〉       [  (
   
   
)
 
      ]
 
 
  (3.24) 
For our Ga NP samples, this approach is used to estimate the LSPR energy of Ga 
NP ensemble [74-76]. The radius of the incident light beam spot is around 1 mm 
which is much larger than the typical length of NPs (10~100 nm). Collective 
optical response is measured from NP ensemble in the beam spot area. The 
calculated pseudorefractive index using Equation 3.24 characterizes the average 
optical response from the system of sapphire substrate and Ga NPs. Here, the 
effect of sapphire substrate on SE result is barely strong since sapphire is 
transparent in the measured photon energy region. 
Figure 3.8 plots measured       from a Ga NP ensemble on sapphire and its 
corresponding 〈 ̃〉 calculated by Equation 3.24. The spectroscopy was measured 
at the resolution of 0.02 eV from 1.5 eV to 5.0 eV. The break around 4.2 eV and 
the noise above that photon energy in   curve come from the change of the 
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grating in the SE instrument. A clear peak is presented in 〈 〉 which measured the 
absorption of the sample. The peak around 3.8 eV indicates strong absorption 
occurs at this photon energy. While SE measured the collective optical response 
from the system of Ga NP ensemble and sapphire, this peak is primarily 
associated with the collective LSPR of the NP ensemble measured since sapphire 
is transparent in this photon range. Therefore, we have used this technique to 
estimate the LSPR of NPs during and after growth [74-76]. 
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Figure 3.8: (a) measured SE parameters       and (b) inferred pseudorefractive 
index 〈 ̃〉 of a typical Ga NP sample. 
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Although Equation 3.24 gives good estimations of absorption profiles of Ga NP 
ensembles, 〈 〉 actually drops below zero in some photon energy range (< 2.7 eV 
in Figure 3.8). It implies the failure of Equation 3.24, that is the sample does not 
well meet the assumptions held by the Fresnel equations. Previous research 
shows that negative 〈 〉 is majorly due to multi-layer interference [139]. 
More complete model shall be implemented to interpret the measured SE data 
from Ga NP samples, which will be discussed in Chapter 6. However, since 
Equation 3.24 can well estimate the absorption peak, we will first use SE to 
monitor the growth process of Ga NPs. In the next chapter (Chapter 4), we will 
discuss MBE deposition of Ga NPs on solid supports with in situ SE monitoring 
to control the LSPR energy of grown sample.  
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4. Controlled Synthesis of Ga Nanoparticle Ensembles 
Gallium nanoparticle ensembles were deposited on a variety of solid supports by 
physical vapor deposition. A molecular beam epitaxy system was used, which is 
equipped with in situ spectroscopic ellipsometry enabling real-time monitoring 
of the ensemble evolution and polarization-dependent far-field optical 
characteristics as discussed in the last chapter. The NP ensemble evolution 
follows the well-studied nucleation, surface diffusion, and coarsening growth of 
metals on non-reactive surfaces [140-141]. We find that the absorption peak of the 
NP ensemble keeps shifting to lower energy as deposition continues, which 
indicates a redshift of LSPR energies when NPs are growing in size. 
4.1 Physical deposition process of metal NPs 
4.1.1 Molecular beam epitaxy 
Molecular beam epitaxy (MBE) is an ultra-high vacuum (UHV) crystalline 
growth technology developed at Bell Telephone Laboratories in 1960s [142]. 
Figure 4.1 shows a schematic diagram of a typical MBE system. The stainless-
steel system is operated under UHV conditions (around 10-11 Torr idle and 10-7 
Torr during deposition) ensuring the high purity of the resultant materials. The 
substrate on which deposition will occur is attached to a heated sample stage 
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near the center of the growth chamber and facing source ovens containing solid 
or liquid sources of the constituent materials. The sources are contained in 
effusion cells placed concentrically towards the substrate stage. A pneumatically-
controlled shutter is placed between each source cell and the growth chamber to 
start and end the deposition. An ionization gauge is used to monitor the pressure 
in the growth chamber. Before deposition, the effusion cells are heated to the 
appropriate temperature for generating a specific flux. Under UHV condition, 
the mean free path of the beam constituents is larger than the cell-to-substrate 
separation, thus forming an atomic or molecular beam. As one example, the 
mean free path of N2 is 108 cm at a chamber pressure of 10-10 Torr [143]. During 
deposition, the sample stage is maintained at the desired deposition temperature 
by the heating system.  
MBE was developed as a tool for compound semiconductors synthesis [144] but 
is now widely used to grow a variety of materials ranging from oxides to metals. 
A key strength of the MBE process results from the combination of the UHV 
environment and the low growth rates exploited. Shuttering of the beam enables 
control of deposition to sub-monolayer (ML) thickness. Complex elemental 
material to multinary compounds can be synthesized with precise thickness and 
composition control. In addition to standard layered structures exploiting precise 
83 
two-dimensional control of thickness and composition, MBE is also used to 
synthesize nanostructures including nanowires [145], quantum dots [146], 
quantum rings [147], and topological insulator structures [148]. 
 
Figure 4.1: Schematic diagram of a typical molecular beam epitaxy system 
(adapted from Wikimedia Commons). 
There are at least three significant advantages of using MBE to synthesize 
metallic nanoparticles: 
i. Precise control of deposited volume: The constituent metal beams can be 
impinge on the substrate at very low and controllable flux value (~1013 
atom cm-2s-1) [149], and the deposition can be initiated and terminated 
instantaneously (with respect to the flux) through shutter control.  
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ii. Integration with semiconductors and ultimately device structures: 
Nanoparticles can be deposited in the same system in which complex 
semiconductor structures are synthesized. This is important since utilizing 
two separate synthesis system typically requires exposing the surface to 
atmosphere thus creating an oxidized surface which may impact 
subsequent NP synthesis and/or device operation. Using an all-MBE 
process approach therefore enables the integration of NPs with 
semiconductor devices, such as plasmonically-enhanced light-emitters 
and detectors [150]. 
iii. Reaction-free and agent-free synthesis: Comparing with chemical vapor 
deposition and solution-based synthesis, deposition in MBE requires no 
additional reactions and need not to introduce extra agents. This avoids 
unwanted reaction residues on NPs which may affect their optical 
properties. 
The Ga NP ensembles for this work were synthesized using a Veeco GEN II 
plasma-assisted MBE system. 7N pure RASA MBE grade gallium purchased 
from United Mineral & Chemical Corp. with 99.99999% purity was evaporated 
from the same SUMO effusion cell. The SUMO cell is equipped with two heating 
coils (at the top and bottom of the effusion cell), heats the gallium source 
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material (bottom heater), and ensures a constant flux (top heater) by controlling 
the cell exit temperature. The cell was heated at approximately      (bottom) 
and       (top). The growth mechanism will be discussed in the next section. 
4.1.2 Gallium nanoparticle ensemble growth mechanism 
The deposition of metals onto surfaces using physical vapor deposition has been 
studied for decades [151-152]. During deposition, atoms arriving from the gas 
phase are adsorbed on substrates. Adatoms will either adhere to substrate and 
become stable nuclei or diffuse on the surface and attach to another adatom to 
grow in cluster. The probabilities of these two competing processes depend 
primarily on the relative values of surface and interfacial energies of the 
substrate and metal overlayer, 
                (4.1) 
where    and    are the surface free energy of adatom and substrate respectively. 
   is the interfacial free energy between adatom and substrate. Depending on the 
value of   , there are three major island growth mode [153-154]: 
i.     , Volmer-Weber (VW) growth: adatom-adatom interaction 
dominates and adatoms tend to form close packed three-dimensional 
islands like nanoparticles; 
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ii.     , Frank-van der Merwe (FM) growth: substrate-adatom interaction 
dominates and adatoms tend to form thin films layer by layer; 
iii.     , Stranski-Krastanov (SK) growth: the intermediate condition 
between the above two and adatoms will form layers first and then 
islands or droplets. 
   and    are both intrinsic properties of materials while    depends on the strain 
and the strength of chemical interactions between them.    will increase when the 
number of deposited layers grows as strain increases, which may turn    from 
negative value to positive resulting in a SK growth mode. 
In this work, most Ga NP ensembles are deposited on sapphire. Due to the high 
surface energy of liquid gallium, sapphire acts as a hydrophobic surface. Ga 
atoms follow the VW growth mode and tend to form three-dimensional islands 
(i.e. NPs) with large contact angle [155-156]. Compared with gold and silver 
which have high melting temperature, it is difficult to maintain supersaturated 
adatom phase on substrate surface. Therefore, physical vapor deposition is not 
ideal to synthesize gold and silver nanoparticles unless at very high temperature 
(the melting temperature of gold is 1064 ). Given the low melting temperature 
of Ga (29.7 ), Ga can self-assemble to form regularly-shaped and isolated NPs 
on solid supports. This is one of the material benefits of Ga. 
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Many literatures reviewed the liquid phase metal nanoparticle formation in VW 
growth mode [157-159]. In general, Ga atoms will undergo a self-assemble 
growth process of a) adsorption, b) nucleation, c) diffusion, and d) coarsening as 
shown in Figure 4.2. After adsorbed by sapphire surface, Ga adatoms occupy 
selective sites first leading to nucleation, usually at surface inhomogeneity sites. 
A critical nucleation size is determined by Ga-Ga, Ga-sapphire surface tension. 
Those nuclei smaller than the critical size tend to shrink and disappear 
eventually while those larger than the critical size will absorb more diffusive Ga 
adatoms leading to a growth to minimize total surface energy. In the early stage 
of growth, nucleated clusters keep capturing atoms from supersaturated phase 
until reaching its equilibrium.  After that, cluster distribution continues to evolve 
through cluster-cluster interactions such as ripening, sintering, and cluster 
migration (island diffusion). All the three processes tend to form larger clusters 
in favor of minimizing total surface energy. 
 
Figure 4.2: Volmer-Weber growth mechanism. 
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Ripening is a coarsening process when larger islands (NPs) tend to consume 
smaller NPs nearby because larger particles have smaller surface energy and 
therefore are energetically favored. However, complete dissolve of smaller NPs 
and coalescence with larger NPs require that adatoms can diffuse freely on the 
substrate surface. The ripening process is limited by the surface mobility of 
adatoms. Part of the smaller NPs may dissolve and coalesce with larger NPs, 
other smaller NPs may be left as residues. An alternative coarsening process is 
island diffusion. When substrate temperature increases, nucleated atoms can 
become active and migrate on substrate surface. The displacement of clusters’ 
center of mass depends on the cluster size. In general, smaller clusters diffuse 
faster than larger clusters. When smaller cluster attaches to larger ones, they tend 
to form a single cluster to minimize total surface energy. Unlike ripening, two 
clusters will merge completely. 
Both processes are dependent on surface mobility while ripening relies on single 
adatom diffusion and island diffusion is the aggregated diffusion of an entire 
cluster. Some literature also categorizes the two processes as adatom diffusion 
limited ripening and island diffusion limited ripening.  The latter needs higher 
energy to be active. For our Ga NP ensemble growth at room temperature, 
adatom diffusion limited ripening plays the major role in the ensemble formation. 
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Therefore, as deposition continues on sapphire, an ensemble consisting of larger 
and smaller clusters is expected. A bimodal NP size distribution may be 
observed from samples. In the events of growth at elevated temperature, surface 
mobility of adatoms is increased. The mass transportation between smaller and 
larger NPs is more effective than that at room temperature. Adatoms tend to 
from larger cluster with less residues. With spatial characterization, we can 
measure resulted size distributions of NP ensembles which will be discussed in 
the next chapter. 
Most of our Ga NP ensembles are deposited on sapphire at room temperature 
(300 K). At this temperature all of the imping Ga atoms that arrive at the 
substrate surface adsorb and contribute to the resulting ensemble. However, at 
higher temperatures, adatoms may also desorb from the surface before or after 
incorporation into nucleus or islands. Ga desorption rate is highly dependent on 
temperature. Previous experiments have shown that the desorption is not 
significant until the temperature is above 680  [160]. The relative incorporation 
and desorption rates of atoms into and out of islands determine the growth rate 
of islands and the resultant ensemble size distribution function. We will show in 
Section 5.3 that desorption can be used to modify the NP size distribution. 
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4.1.3 Deposition rate and Ga dose 
As discussed above, Ga atomic beams incident on the substrate surface form 
nanoparticle ensembles as a result of a nucleation, diffusion, and coarsening 
process. The beam flux is dependent on source cell temperature. In order to 
quantify the beam flux, an ionization gauge is used to measure the beam 
equivalent pressure (BEP), which is related to the beam flux. The Clausius-
Clapeyron relation gives the pressure as [161], 
      ( 
  
   
)      (4.2) 
where    is the evaporation enthalpy and    is the Boltzmann constant. 
Consider that a beam of atoms impinges onto sample surface with velocity v. The 
flux is thus, 
          (4.3) 
where n is the atom density. The units of J (in SI) are m-2s-1. The flux describes the 
number of atoms passing through a unit cross sectional area per unit time. 
However, based on a Maxwell-Boltzmann distribution, the atom velocities 
comprising the beam are not identical [162], but are given by, 
 ( )      (
 
     
)
   
   ( 
   
    
)    (4.4) 
Therefore, the flux is determined using a weighted velocity as: 
     ∫   ( )        (4.5) 
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In order to relate the flux to the BEP using Equations 4.2 and 4.5, recall the ideal 
gas law: 
            (4.6) 
Inserting Equation 4.6 into 4.2 and evaluating the integral, we obtain that: 
     
  
√      
     (4.7) 
However, this is not the actual deposition rate as two additional factors must be 
considered. 
i. Incident angle: As shown in Figure 4.1, while the source effusion cells are 
placed towards the sample stage they are not aligned to the normal 
direction with respect to the substrate. Therefore, the arrival rate at the 
substrate is different from the cell flux by a factor of     , where   is the 
incident angle from the effusion cell to the substrate normal. 
ii. Sticking coefficient: The sticking coefficient is defined as the ratio of the 
concentration of atoms adsorbed on the surface to the total density of 
atoms that impinge on the substrate. It is highly dependent on 
temperature, beam coverage, constituent species, substrate type and 
morphology [143]. Our work uses 300K deposition of Ga on sapphire and 
the sticking coefficient is assumed to be constant in the experiments given 
identical growth conditions. 
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Therefore, the deposition rate of Ga is proportional to the BEP and given by, 
  
    
√      
         (4.8) 
Our experiments were carried out using a fixed Ga BEP of                     
and ensembles were prepared with varying ensemble size distributions as a 
result of varying the deposition time. Therefore, we can label samples by 
deposition time. Dosage describes the total amount of material deposited on the 
substrate surface as a volume equivalent and is given by: 
          (4.9) 
where t is the total deposition time and   is the deposition rate. 
We calibrated the deposition rate of Ga on sapphire at room temperature. 
             when BEP                  . Therefore, given the linearity of 
Equations 4.8 and 4.9 and our use of identical growth conditions with constant 
sticky coefficient, the dosage for the samples can be expressed in    as, 
  
   
     
              (4.10) 
where BEP is in           and   is in seconds. Dosage is often expressed in 
atomic monolayer (ML) equivalent. For thin films, synthesis researchers are 
interested in how many layers have grown in a given amount of time. A similar 
definition can be used to describe our Ga samples synthesis. Using the lattice 
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constant for the  -phase fcc gallium crystal,                [163], the total 
dosage can be expressed in ML as, 
  
   
     
 
      
     
  
     
     
 (  )    (4.11) 
For example, one sample was deposited using a beam with a BEP of       
          for      . Therefore, the total dosage for this sample is 119 ML. The 119 
ML equivalent describes the total amount of material adsorbed on the substrate 
despite the fact that the deposit results in three-dimensional islands. Dosage is 
used to characterize the synthesis of samples produced during these studies and 
is correlated with other physical quantities, like mean NP size in the ensemble. 
4.2 Controlled synthesis 
4.2.1 Controllable deposition parameters 
As discussed above, there are at least three key parameters which can be 
adjusted that impact the characteristics of Ga nanoparticle ensembles: 
i. Dosage (BEP and time): In order to form well-distributed NP ensembles, 
we have optimized BEP at                    . The fluctuation in BEP 
will effect dosage around 1% according to Equation 4.10. Therefore, 
deposition time is the major parameters we can adjust by controlling the 
open and close of Ga source effusion cell shutter. 
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ii. Substrate: As discussed in Section 4.1, the interfacial energy between the 
substrate and adsorbate determines the growth mechanism of 
nanoparticle ensembles. Fortunately, gallium possesses a relatively high 
surface energy at room temperature. Ga is hydrophobic with respect to 
most solid supports, like sapphire, which enables Ga to form truncated 
spherical clusters with large contact angle. Another factor in selecting the 
solid support is its optical properties. Given our optical application, we 
are concerned about the optical features in the visible and UV range for 
NPs and a solid support which is transparent within this range is 
preferable. Therefore, a dielectric substrate is preferred over a 
semiconductor or metallic substrate as the latter ones often have 
absorption in the visible and UV range. Figure 4.3 plots the complex 
refractive index of sapphire measured by spectroscopic ellipsometry. The 
imaginary part of the refractive index, or the extinction coefficient is 
around zero for the photon energy ranging from 1.5 eV to 5.5 eV. The real 
part of the refractive index is approximately 1.8 in the same photon 
energy range. In addition to its transparency, sapphire is also 
nonconductive. At room temperature, its resistivity is at approximately 
        . As discussed in Chapter 2, a conducting substrate will alter the 
plasmonic properties of attached metallic NPs due to the image charge 
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effect. Therefore, a sapphire substrate will show minimum interference 
with respect to the optical properties of the Ga NP ensembles deposited 
on it. Most of samples in this work were deposited on       thick 
sapphire (0001) substrates while GaN, GaAs, Si, SiC, and some other 
substrates were also used to explore the impact of substrate on NP growth. 
1 2 3 4 5 6
1.0
1.2
1.4
1.6
1.8
2.0
2.2
2.4
 
n
Photon Energy (eV)
 n
-0.4
-0.2
0.0
0.2
0.4
0.6
0.8
1.0
k
 k
 
Figure 4.3: Refractive index of bulk sapphire measured by SE from a 440    
thick sapphire template. 
iii. Temperature: As discussed in Section 4.1, coarsening and desorption both 
depend on deposition temperature. For most of our samples, the synthesis 
was carried at room temperature (     ) for simplicity. Elevated 
deposition temperatures were also used to explore the impact of 
temperature on resulted NP ensemble size distribution. 
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Among all of the synthesis parameters, the deposition time is the one used most 
often to control the growth because deposition time is directly related to total Ga 
dosage and therefore is the controlling factor of NP sizes that directly affect NPs’ 
plasmon resonance energies as discussed in Chapter 2. The deposition time is 
ether pre-determined or dynamically decided with in situ monitoring. 
Spectroscopic ellipsometry, which was discussed in Chapter 3, was used to 
monitor the evolution of the optical properties during controlled synthesis. 
4.2.2 In situ monitoring with spectroscopic ellipsometry 
The MBE system used for these experiments is equipped with an in situ 
spectroscopic ellipsometry (SE). As shown in Figure 4.1, the SE source is emitted 
from one side of the MBE growth chamber and is incident on the sample surface 
with an angle of incidence at    . A grazing angle of incidence will maximize 
measurement accuracy. The light collector and analyzer are mounted on the 
other side of the growth chamber at the specular reflection angle. The HORIBA 
Jobin Yvon SE system (as discussed in Chapter 3) can simultaneously measure 32 
points evenly spaced over the photon energy range of 1.38 eV to 6.5 eV. During 
in situ monitoring, the integral time is 0.2 s and the measurement interval is 
usually set at one second. (The rate can be as low as once per 0.2 s or can be set at 
a longer time to monitor a slower process.)  At each second, SE will measure the 
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optical response from the sample and convert it to a pseudorefractive index as 
defined in Equation 3.24. We can thus estimate the plasmon resonance of grown 
sample from the imaginary part of the pseudorefractive index, pseudoextinction 
coefficient. Figure 4.4 shows the evolution of pseudoextinction coefficient during 
Ga NP ensemble deposition on sapphire. 
 
Figure 4.4: Evolution of pseudoextinction coefficient during Ga NP deposition. 
At    , the pseudoextinction coefficient curve represents that of the sapphire 
substrate. As deposition continues, a peak is formed, which redshifts with 
continued growth. The peak amplitude also increases as deposition time 
increases. Previous experiments [74-75] and modeling [122] (discussed in Section 
2.2.4) in our group identified this peak as the in-plane LSPR mode associated 
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with the Ga NP ensembles. As deposition time keeps increasing, another peak 
enters the detectable range (green and blue curves in Figure 4.4). The high-
energy peak is associated with the out-of-plane LSPR mode excited by the p-
polarized component of the SE detection light [122]. For optical application like 
SERS, probe light excited from normal incidence can only excite in-plane LSPR 
mode. Therefore, in order to optimize samples for plasmonic applications, we 
shall tune the in-plane LSPR mode to a desired energy. We can watch the in situ 
evolution of the pseudoextinction coefficient from SE monitoring to halt the 
deposition when the low energy peak reaches the desired photon energy. This 
unique monitoring technology in our group enables us to implement controlled 
growth of a Ga NP ensemble in real time. 
4.2.3 Samples 
Ga NP samples on a variety of substrates were deposited during my research to 
study various effects on Ga NP spatial and optical properties. Some of them will 
be presented in the remaining part of the thesis to illustrate certain theories. 
We will focus on the samples Y1 ~ Y7. They were used to carry out detailed 
analysis discussed in the remaining part of this thesis. They were grown on 
commercially-available bare c-plane sapphire (0001) substrates from Saint-
Gobain at room temperature (300K). The sapphire substrate is 440    thick and 
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double-side polished. The substrate size is            . Table 4.1 generalizes 
the deposition conditions for these 7 samples. The dosage is calculated using 
Equation 4.10. A detailed spatial and optical analysis of these samples will be 
presented in the next few chapters (Chapter 5 to Chapter 7). 
Table 4.1: 
Growth conditions for samples Y1 ~ Y7 (Deposition temperature: 300K). 
Sample BEP / 10-7 Torr Deposition Time / s Dosage / ML 
Y1 2.0562 98 241 
Y2 2.0562 122 300 
Y3 2.0562 174 428 
Y4 2.0453 280 684 
Y5 2.0453 375 916 
Y6 2.0562 487 1197 
Y7 2.0451 732 1789 
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5. Spatial Characterization of Ga Nanoparticle Ensembles 
As discussed in Chapter 2, the optical properties of NPs are highly dependent on 
their morphology. Therefore, it is critical to characterize synthesized Ga NP 
ensembles discussed in the last chapter with microscopic tools. Atomic force 
microscopy (AFM) and scanning electron microscope (SEM) are used for spatial 
characterization of Ga NP ensembles. 
 
Figure 5.1: Schematic diagram of atomic force microscopy 
(adapted from Wikimieda Commons). 
5.1 Instrument 
5.1.1 Atomic force microscopy 
AFM is a very high-resolution type of scanning probe microscopy, where a sharp 
tip scans the surface to measure surface topography. It was developed in 1986 at 
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IBM Research – Zurich [164]. Figure 5.1 shows the schematic diagram of AFM. A 
tip is mounted on a spring-like cantilever and will be deflected as the response of 
the force between the tip and the sample surface. The tip motion is detected by 
the reflected laser beam. There are several types of forces between tip and 
samples including mechanical contact force, van der Waals force, capillary force, 
chemical bonding, and electrostatic forces ranging from 10-11 ~ 10-6 N [164]. 
However, when the tip is very close to sample surface, the attractive force may 
be strong which will drag the tip and affect continuous measurement. Tapping 
mode is developed to bypass this problem. In this mode, a piezo stack oscillates 
the probe at or near the resonance frequency of the tip, and a piezo tube is slowly 
expanded until the amplitude is reduced to its pre-assigned value by 
approaching the sample surface. As the tip scans the surface, the feedback 
controller maintains the amplitude of the probe, and the calibrated applied 
voltage to the piezo tube is converted to the surface height. The height resolution 
of AFM can be smaller than 0.5 nm. It is often used to identity one monolayer 
difference for layered structures. Given the height information at each site, AFM 
images can be used to reconstruct 3D image of samples surface. A Digital 
Instrument Dimension 3100 AFM was used in our experiments. 
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Despite of the beautiful 3D reconstruction of AFM images, AFM has a well-
known artifact of tip convolution. Figure 5.2 shows the cause of this artifact. Due 
to their finite size, AFM tips cannot reach the details of sample surface especially 
when the surface feature has length scale comparable to the tip. AFM tip will go 
along the red curves as shown in Figure 5.2 which does not reflect the real 
surface profile. In tapping mode, this effect is even magnified because the tip 
must maintain certain distance away from the sample surface. The typical radius 
of AFM tips used in our experiment is 10 nm. NPs with comparable radius may 
be measured at a larger cross sectional radius value. Although AFM is an ideal 
tool to measure height information of thin film surface, other microscopic 
measurements, like SEM, may be used to characterize nanostructures. 
 
Figure 5.2: AFM tip convolution. 
5.2.1 Scanning electron microscope 
SEM is used to measure the local morphology of Ga NP ensembles, especially the 
dimensions of each NP. It captures two-dimensional images while electrons are 
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working as the probe beam. A FEI XL30 SEM was used in the experiments. It 
features secondary electrons detection, magnifications of over 300,000X, excellent 
depth of field and minimized sample charging. The highest resolution is smaller 
than 1 nm. Figure 5.3 shows the schematic diagram of SEM [165]. A beam of 
electrons, the primary electron beam, impinges onto the sample surface from the 
top. The energy of electron beam is selected at 5 keV given the tradeoff between 
resolution and conductivity of sapphire substrate. During measurement, a 
copper bonding may be used to wire connect sample surface and metallic sample 
holder to minimize electrons charging effect. 
 
Figure 5.3: Schematic diagram of scanning electron microscope [165]. 
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The primary electron beam interacts with the sample surface to generate 
secondary electrons due to the inelastic scatterings from the sample atoms. The 
scattering efficiency depends on the sample surface atom orbit structures, or 
simply the atomic number Z. Secondary electrons are then collected by special 
Everhart-Thomley detector, which can collect, accelerate electrons, and convert 
to photons eventually. The amount of photons emitted and detected is directly 
related to that of secondary electrons, which leads to different darkness on the 
user’s screen. A gray-scale image is then recorded by the continuous scanning of 
the sample surface from point to point. An SEM image of tilted sample can also 
be captured as the sample stage can be tilted with respect to the vertically 
incident electron beam. Measurement results will be presented in the next section. 
 
Figure 5.4: 3D AFM image of a Ga NP ensemble. 
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5.2. Spatial information of Ga NP ensembles 
5.2.1 Ga NP ensembles overview 
Figure 5.4 is an 3D AFM image of a Ga NP ensemble on sapphire in an area of 
          . As shown in the image shown, NPs with different sizes cover the 
entire surface to form Ga NP ensemble. NPs are truncated due to the sapphire 
substrate. Previous work in our group has been done to measure Ga NPs contact 
angles (based on height-radius ratio) where Ga were deposited on different 
semiconductor polar substrates to reveal the surface charge effect on NP 
formation [76]. 
However, due to the tip convolution effect, the cross sectional radius measured 
by AFM may not be precise. Previous research reported that height measurement 
on nanostructures using AFM in tapping mode can also be distorted [166]. 
Although AFM provides a vivid 3D view of NP ensembles, SEM is needed to 
quantify NP dimensions. 
Figure 5.5 shows an SEM image of a Ga NP ensemble on sapphire at tilted (   ) 
position. It confirmed again the truncated hemispheroid shape of NPs. In this 
particular sample, there are plenty of smaller NPs surrounding large NPs, which 
is consistent with the coarsening process discussed in Section 4.1.2. 
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To summarize, Ga NPs on sapphire exhibit truncated hemispheroid shape. NPs 
are in different sizes to form a NP ensemble and randomly distributed on 
substrate. Therefore, optical properties of these Ga NP ensembles will be 
different from a perfect spherical NP discussed in Section 2.2.1. Numerical 
methods are necessary to model the plasmon resonance of these NPs as 
discussed in Section 2.2.4. Truncated shape and substrate must be included in the 
modeling. 
 
Figure 5.5: SEM images of a Ga NP ensemble at tilted (   ) position. 
5.2.2 Statistics on NP morphology 
Since SEM acquires more precise spatial information than AFM, SEM images are 
used to extract quantitative morphology information of Ga NPs, including total 
coverage, NP density, cross sectional radius, and nearest neighbor distance.  
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Figure 5.6 shows SEM images of 3 samples, Y1, Y3, and Y6 presented in Table 4.1. 
Since NPs are randomly distributed, a sub area on each sample defined by blue 
rectangle was randomly selected for simplicity. Each NP was identified by hand 
and masked with red color. Statistics are carried over these identified individual 
NPs on each sample. 
Figure 5.7 plots the crosssectional radius distribution of each sample. From now 
on, we will simply use radius to refer to the crosssectional radius which can be 
measured from SEM images as SEM projects 3D profile to 2D. Y1 and Y3 bear 
unimodal radius distribution while Y6 possesses bimodal radius distribution. 
Recall that Y6 has longer deposition time, the existence of “leftover” smaller NPs 
is again consistent with the coarsening process discussed in Section 4.1.2. 
Although there are more smaller NPs (first modal) than larger NPs (second 
modal in the radius distribution) in Y6, the sample surface is still majorly 
covered by larger NPs as shown in Figure 5.8c, the coverage distribution of Y6. 
75% of the sample surface was covered by NPs with radius larger than 40 nm. 
Figure 5.8a,b depict similar coverage distributions for the other two samples Y1 
and Y3. As expected, compared to radius distribution, the peak shifts to larger 
values as NP with larger radius has larger coverage. 
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Figure 5.6: SEM images of samples (a) Y1, (b) Y3, and (c) Y6 with NP 
identification. 
 
Figure 5.7: NP crosssectional radius distributions of samples (a) Y1, (b) Y3, and (c) 
Y6. 
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Figure 5.8: NP coverage distributions of samples (a) Y1, (b) Y3, and (c) Y6. 
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Figure 5.9: NP nearest neighbor edge-to-edge distance distributions of samples (a) 
Y1, (b) Y3, and (c) Y6. 
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Figure 5.10: NP nearest neighbor edge-to-edge distance distributions for (a) 
small-small (r < 40 nm) and (b) small-large (r > 40 nm) NP pairs on sample Y6. 
In addition to NP’s size, it is also important to explore NP-NP gaps because NP-
NP coupling is an important source of plasmon resonance which is affected by 
interparticle distance. (Section 2.1) Figure 5.9 shows NP nearest neighbor (NN) 
distance distribution for the 3 samples. Here NN distance is defined as the edge 
to edge distance. 
The average NN distance for Y3 is smaller than Y1 as NPs in Y1 is more dilute 
(Figure 5.6). This is because Ga dosage for Y3 is larger than that of Y1 (Table 4.1). 
More Ga adatoms are available to form denser islands for Y3. Therefore, stronger 
NP-NP interaction is expected for Y3. For samples Y6, since it processes bimodal 
size distribution, Figure 5.10 examines NN distance distributions for the modes 
of smaller and larger NPs respectively. NN distance in Figure 5.10a shows the 
histogram of the distance between a small NP and the nearest small NP. “Small” 
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NP means its radius is less than 40 nm which is the segmentation boundary in 
Figure 5.7c. Figure 5.10b plots the histogram of the distance between a small NP 
and the nearest large NP. 
Table 5.1: Statistics on NP morphology for samples Y1, Y3, and Y6. 
 
Y6 Y3 Y1 
Dosage (ML) 1197 428 241 
Density (um-2) 104 131 173 
Coverage 51.4% 43.7% 35.3% 
Mean radius  (nm) 16 / 70 26 24 
FWHM of radius 
distribution (nm) 
61 23 35 
Mean NN distance 
(nm) 
13 10 15 
 
Table 5.1 generalizes major statistics on NP morphology of these 3 samples. 
When the NP dosage increases (longer deposition time), NP density decreases 
driven by coarsening and the overall coverage increases since more materials are 
deposited onto sample surface. Mean NP radius also increases as deposition 
continues. The radius distribution evolves from unimodal to bimodal. For Y6, 
FWHM value is calculated only for the radius distribution of larger NPs. To 
summarize, as deposition time extends, coarsening process forms larger NP and 
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leaves smaller NP residues. These statistics will be used to model NP plasmon 
properties and correlate with measured optical responses in Chapters 6 and 7. 
5.2.3 Temperature impact on Ga NP ensemble morphology 
Section 2.1 shows that NP’s LSPR is highly dependent on NP’s size. In our Ga NP 
ensembles, NPs are not monodispersed but possess a bell-shape distribution as 
shown in Figure 5.7. The overall LSPR energy measured will be the collective 
optical responses from each single NP. On one hand, it broadens the bandwidth 
of plasmonic enhancement; on the other hand, the entire surface is not efficiently 
excited under single wavelength excitation. NPs do not equally contribute to the 
overall enhancement as the excitation may not overlap with all of their LSPR 
energies. Therefore, in order to optimize the substrate to obtain larger overall 
plasmonic enhancement, it is valuable to narrow the size distribution of the NP 
ensembles. 
Section 4.1.3 discussed several parameters which may impact the final formation 
of NP ensembles on solid surface including dosage, type of substrate, and 
temperature. Previous research showed that thermal deposition at higher 
temperature will effectively narrow resulted 3D island size distribution [167]. We 
attempted to deposit Ga on sapphire at elevated temperature, at which 
desorption process cannot be ignored. 
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a.  b.  
Figure 5.11: SEM images of Ga NP ensembles with the same LSPR energy 
deposited at (a) 25  and (b) 700  respectively. 
Figure 5.11 shows SEM images of two Ga NP ensembles which were deposited at 
25  and 700  respectively. They were tuned to the same pseudoextinction 
coefficient peak using the technique discussed in Section 4.2. From SEM images, 
resulted Ga NPs deposited at 700   are more dilute and there are much less 
smaller NPs than that grown at room temperature. As discussed in Section 4.1.2, 
there are two competing processes at higher temperature a) coarsening and b) 
desorption. Coarsening will merge small and large NPs to form single large NP 
while desorption will shrink NP size. Both processes will be enhanced as 
temperature increases. Smaller NPs will be eliminated by both processes. NPs 
become smaller while tiny NPs disappear when temperature increases.  
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Figure 5.12: NP crosssectional radius distributions of Ga NP ensembles with the 
same LSPR energy deposited at (square) 25  and (circle) 700  respectively. 
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Figure 5.13: Scaled NP crosssectional radius distributions of Ga NP ensembles 
with the same LSPR energy deposited at 25  and 700  respectively. 
Figure 5.12 plots the radius distributions for these two samples. In sake of clarity, 
points were plotted instead of histogram bars and normal distribution is used to 
fit the histograms as shown in solid lines. Radius distribution becomes narrower 
for the ensemble deposited at 700  compared to the one at 25 . In order to 
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make direct comparison, fitted normal distribution is scaled to standard form 
with respect to its mean value  (     ⁄ ). The FWHM of the scaled radius for 
700  sample is approximately 40% of that for 25  sample as shown in Figure 
5.13. Narrow in size distribution is also confirmed by NP’s optical responses. 
Figure 5.14 plotted pseudoextinction coefficient 〈 〉 for both samples. Although 
they have the same peak value, the width of the peak for the sample grown at 
700  is narrower than that at 25 . The long tail in the high energy range of the 
〈 〉  curve for the 25   sample attributes to the optical responses from large 
amount of small NPs, which are eliminated in high temperature deposition. For 
the 700  sample, more NPs are in the size close to the mean radius. Therefore, 
〈 〉 is higher for the 700  sample. In general, elevating deposition temperature is 
an effective way to shrink NP size distribution. 
 
Figure 5.14: Pseudoextinction coefficients of Ga NP ensembles deposited at 25  
and 700  respectively. 
116 
The discussion of the impact from the type of substrate on NP morphology is 
beyond the scope of this work. The research on Ga NP growth provides fruitful 
and systematical experimental data to understand fundamental thin film growth 
kinetics and mechanism. A variety of resulted NP ensemble morphology also 
provides extra dimensions to tune plasmon resonance for different plasmonic 
applications. 
In conclusion, Ga forms truncated hemispheroid three-dimensional islands, 
nanoparticles, on sapphire. Ga NP ensembles deposited on sapphire possess a 
bell-shape size distribution. As deposition continues, the radius distribution 
migrates from unimodal to bimodal. Quantitative spatial statistics are extracted 
from SEM images. In the next chapter, I will discuss optical characterization of 
Ga NP ensembles using ellipsometric measurements and their correlation with 
these spatial statistics. 
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6. Spectroscopic Ellipsometry Modeling 
The principle of spectroscopic ellipsometry (SE) was introduced in Chapter 3 and 
pseudorefractive index was used to estimate NP ensembles’ LSPR energies 
during deposition as discussed in Chapter 4. However, the nonphysical value in 
pseudoextinction coefficient indicates the failure of Equation 3.24. In order to 
obtain meaningful plasmon resonance profiles and to correlate with spatial 
statistics acquired in Chapter 5, SE modeling is used to retrieve optical responses 
from measured SE data for Ga NP ensembles in this chapter. 
6.1 SE modeling principle 
6.1.1 Effective medium approximation 
As discussed in Chapter 3, the refractive index of a uniform and isotropic semi-
infinite layer can be directly calculated from measured SE parameters (   ) 
using Equation 3.15 which is derived from the Fresnel equations. 
 ̃            [  (
   
   
)
 
      ]
 
 
   (3.15b) 
When the layer is not perfect (e.g. surface roughness) or if the structure is not 
layered (e.g. spherical or elliptical), Equation 3.15 is no longer valid but can still 
be used to estimate a sample’s pseudorefractive index using Equation 3.24. 
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However, the calculated results showed nonphysical (negative) values in Figure 
3.8 and Figure 4.4. In order to retrieve real optical properties, new models are 
needed to calculate  ̃ from (   ). One of the commonly used models is effective 
medium approximation (EMA), which includes the structural variance from thin 
films but maintains the simplicity of using the Fresnel equations [168]. The 
principle of EMA is to treat a non-uniform structure as a uniform layer with an 
overall effective refractive index and still use the Fresnel equations to calculate 
optical responses from the layer. The effective refractive index is the volume-
weighted addition of the refractive index of each component within the layer. 
For example, a rough Ga surface can be treated as a layer consisting of Ga and air. 
There are different versions of EMA [169-170], such as the Lorentz-Lorenz 
relation, the Maxwell Granett Model, and the Bruggeman EMA. They are used to 
model a material’s refractive index plus surface roughness and defects. The next 
section will discuss the application of EMA to our Ga NP ensembles on sapphire. 
6.1.2 SE model of Ga NP ensemble 
Different from a bottom-up calculation, which uses spatial information to 
determine volume weight and obtain effective refractive index from the bulk 
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values of each component, we use an effective refractive index to represent Ga 
NP ensembles because only the overall optical properties are of interest at the 
stage. For our samples, the model consists of two uniform and isotropic layers. 
As shown in Figure 6.1, the bottom semi-infinite layer accounts for the sapphire 
substrate and the top layer with finite thickness represents Ga NP ensembles 
deposited on sapphire. This model excludes the finite thickness effect of the 
substrate since we ignore the interface between the bottom of the substrate and 
the ambient air/vacuum. Given that the thickness of the sapphire substrate used 
in our experiments (440   ) is much larger than the height of the NPs (up to 100 
nm), the semi-infinite assumption for the substrate is indeed very precise for the 
modeling in this work. The same model was applied to explore similar silver 
nanoparticle ensembles on solid supports [171].  
An effective refractive index is needed to model the overall optical properties of 
each layer. The choice of this function must reflect the physical process 
underlying each layer’s optical responses. For example, dielectric plates are 
always modeled as  ̃( )   ; for noble metals,  ̃( ) can be expressed by the 
Drude model; for the asymmetry excitation in amorphous material, the Tauc-
Lorentz model can be applied. In our model, the effective refractive index of the 
bottom layer is simply the refractive index of sapphire plotted in Figure 4.3, since 
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the single species layer is assumed to be uniform, isotropic and semi-infinite. For 
the top layer, Lorentz oscillators are introduced to represent Ga NP ensembles 
[171-172]. The next section will discuss Lorentz oscillators and their validity in 
modeling NP’s plasmon resonance. 
 
Figure 6.1: SE EMA model for Ga NP ensembles on sapphire. 
6.1.3 Lorentz oscillator 
Recall the dipole origins of plasmon resonance in Chapter 2. When the electric 
field interacts with a dipole, it will force the dipole to oscillate like a damped 
oscillator. The restoring force is from the interaction within the dipole between 
positive and negative charges with intrinsic resonant frequency   , the viscous 
(drag) force comes from the material composition and internal interactions (e.g. 
inelastic scatterings) and the driving force is the external electric field. This type 
oscillation is a Lorentz oscillator which follows the equation of motion: 
 
   
   
   
  
  
    
        
       (6. 1) 
Sapphire 
Ga NP ensemble 
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where   is the absolute unit charge of an electron,  is the effective mass in the 
material, and   is the damping constant. The general solution to Equation 6.1 is 
 ( )   
   
 
 
  
        
        (6.2) 
where  ( ) represents the spatial deviation of electrons from positive charged 
centers at a time t. An electron and a corresponding positive charge with 
interparticle distance   constitutes an electric dipole. Therefore, the total dipole 
moment, or polarization is, 
           (6.3) 
where   is the electron volume density. Recall the definition of a dielectric 
function, which measures the polarization   given an external field, 
  (   )       (6.4) 
Comparing Equation 6.3 and 6.4 and plugging in Equation 6.2, the dielectric 
function of this material is 
 ̃( )    
   
 
 
  
        
    (6.5) 
For localized surface plasmon resonance in NPs, each resonance can be described 
by one Lorentz oscillator. In general, multiple Lorentz oscillators are used which 
can be expressed as, 
 ̃( )            ∑
     
 
   
         
 
      (6.6) 
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where    ,    and    are the resonant energy, the damping constant and the 
amplitude for the jth oscillator respectively. N indicates the number of oscillators 
included in the model.  
Figure 6.2 plots the real and imaginary parts of a typical Lorentz oscillator. The 
imaginary part    reveals a clear peak at    and the width of the peak is 
proportional to  .  ̃ can be converted to a refractive index by the basic relation, 
 ̃   ̃      (2.19) 
To model Ga NP ensembles with Lorentz oscillators (Equation 6.6), N is the 
number of oscillators included in the model which depends on the number of 
LSPR modes observed in SE measurements. In most of our experiments, single or 
double oscillators were used.    correlates with the LSPR energy which is highly 
related to NP size.   , the damping constant, is an intrinsic property of Ga and 
also related to NP size and size distribution. 
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Figure 6.2: Real and imaginary parts of the dielectric function of a Lorentz 
oscillator with               . 
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Now, Ga NP ensembles are modeled by a layer of Lorentz oscillators and a layer 
of sapphire. However, the Fresnel equations (Equation 3.8) only deal with 
reflection at one interface. In our model, there are two interfaces: a) vacuum – 
gallium and b) gallium – sapphire. The next section will discuss how to calculate 
reflection ratios from multilayers based on the Fresnel equations. 
6.1.4 Multilayer reflection 
To calculate reflection ratios from multilayers, reflections from all the interfaces 
must be included. Figure 6.3 illustrates reflections and transmissions occurring at 
each interface of adjacent layers. No reflection is considered from the bottom of 
the substrate, sapphire, as it is assumed to be semi-infinite in the model. 
 
Figure 6.3: Multiple reflections from a two-layer structure. 
Incident light radiates at the interface of the ambient air ( ̃ ) and the top layer 
( ̃ ). Part of the light is reflected back to the air while the rest is transmitted into 
?̃?  
?̃?  
?̃?  
𝜃𝑖  
𝜃  d 
substrate 
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the thin film and travels until it reaches the interface of the top layer ( ̃ ) and the 
substrate ( ̃ ). Reflection occurs at this interface and the light beam splits into 
reflected and transmitted components. The reflected light then travels towards 
the top interface and splits there again. Part of the light is transmitted into the air 
and the rest is reflected back to the top layer. After this, the reflected light will 
travel within the top layer and bounce between the two interfaces. For each 
“bounce”, part of the light will be transmitted into the substrate, which reduces 
the intensity of the reflected light each incidence with the interface. The total 
reflected light is thus the superposition of all the exiting light beams from the top 
layer into the ambient air. This infinite series of light beams are all from the 
incident light (thus coherent) and each beam differs by a fixed phase difference. 
Given the top layer thickness  , the phase difference between two adjacent 
exiting light beams is 
  
     
 
          (6.7) 
where   is the wavelength of the incidence light in vacuum and    can be 
calculated by Snell’s Law using the angle of incidence. To generalize the above 
process, the first exiting light beam is the one directly reflected and the electric 
field will be      .     is the reflection ratio at the interface of  ̃  and  ̃  when 
light travels from  ̃  to  ̃ . In the discussion below, the subscripts of   and   will 
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have the same convention. The second exiting light beam undergoes one 
transmission from  ̃  to  ̃ , one reflection at  ̃  and  ̃  and one transmission from 
 ̃  to  ̃ . Combining with the phase difference, the electric field would be 
            
   . Follow this analysis, all the exiting light beams from the top layer 
to the ambient air can be expressed as, 
                     
             (      )   
        (6.8) 
The addition of this series of light beams is thus the total reflected light. 
Therefore, the total reflection ratio will be 
  
  
  
     
          
   
            
     (6.9) 
All the   and   with subscripts are the reflection and transmission ratios already 
given by the Fresnel equations (Equation 3.8) at the interface of two media. Two 
identities can be derived from Equation 3.8 [173]: 
{
        
            
      (6.10) 
Therefore, Equation 6.9 can be rewritten as, 
  
        
   
            
    (6.11) 
The derivation above does not specify the state of polarization. It is valid for both 
p- and s- polarized light. This does not mean       since     and     have 
different values for p- and s- polarizations, but    and    have the same analytical 
form as in Equation 6.11. Recall Equation 3.12 
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              (3.12b) 
SE measures the ratio of    and   . In Equation 6.11,    and    are a function of the 
top layer thickness   (Equation 6.7), the refractive indices of ambient air  ̃ , top 
layer  ̃  and substrate layer  ̃ , the angle of incidence   , and the incident light 
wavelength (or photon energy  ). 
For SE measurements on Ga NP samples, all other parameters are known except 
for the top layer (Ga layer) refractive index  ̃  and layer thickness  . Ideally, we 
can insert Equation 6.11 into Equation 3.12 and solve for the inverse function of  
 ̃  in terms of (   ), like what we obtained for a one-interface system. (Equation 
3.15) However, there are three unknowns in Equation 6.11, the real and 
imaginary parts of the complex refractive index and the thickness of the top layer. 
It is generally not possible to solve for three unknowns given only two 
observables (   ) for each experiment setup (given    and ). Therefore, a fitting 
procedure is introduced, which will be discussed in the next section. 
6.1.5 SE model fitting 
Given equation 6.11 and 3.15, (   ) can be calculated from the thickness  , the 
refractive indices of the ambient air  ̃ , the Ga NP layer  ̃ , and the sapphire 
layer  ̃ , and the AOI        at each photon energy  for our two-layer model, 
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⁄     (6.12) 
In order to obtain unknowns ( ̃ ( )  ), a nonlinear fitting procedure was carried 
out by HORIBA Jobin Yvon SE software DeltaPsi. The Levenberg – Marquardt 
algorithm is used to minimize the mean square error (MSE)    of the fitting [173-
174], 
   
 
     
∑
(    (  )     (  ))
 
  
 
 
       (6.13) 
where   is the number of data points at different photon energies,   is the 
number of fitted parameters,      is measured data,      is calculated data by 
Equation 6.12, and   
  is the variation of the ith data point. Since the refractive 
index of the Ga NP layer is represented by multiple Lorentz oscillators, 
 ̃( )            ∑
     
 
   
         
 
      (6.6) 
the fitting parameters include Ga NP layer thickness  ,   , and    ,   , and    for 
each Lorentz oscillator. N is manually defined based on the number of resonance 
peaks in the pseudoextinction plot which is calculated by Equation 3.24. 
Unlike some other optical measurements like X-ray and Raman, which show 
unique responses for different species, SE is majorly used to analyze sample 
details given the basic information of samples’ structures and compositions. The 
fitting to these models might not be unique. Better results require well estimated 
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presets of fitting parameters. This information comes from sample growth and 
the deposition process before optical characterization. Therefore, fitting 
parameters  ,   ,    ,    and    are preset close to potential real values based on 
pseudorefractive index estimated from measured SE data. 
6.2 SE modeling result 
6.2.1 A typical sample 
Figure 6.4 compares raw and fitted (   ) curves for sample Y3. All features are 
successfully fitted except for   over the energy range > 4.5 eV. The discontinuity 
and noise of   in this region again come from the change of SE spectrometer 
grating. Table 6.1 shows the fitted parameters for sample Y3. Only one Lorentz 
oscillator (   )  was included in the fitting since one absorption peak was 
observed from its pseudoextinction coefficient 〈 〉. 
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Figure 6.4: Measured and fitted SE parameter (   ) for sample Y3. 
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Table 6.1: Fitted SE model parameters for sample Y3. 
Parameter Fitted value 
   1.44   0.02 
   3.95   0.06 
    / eV 3.49   0.02 
       1.35   0.02 
d / nm 18.9   0.5 
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Figure 6.5: Pseudorefractive index  〈 ̃〉 and SE model inferred refractive index  ̃ 
of sample Y3. 
Figure 6.5 compares the pseudorefractive index calculated directly from 
Equation 3.24 and the refractive index generated by the fitted Lorentz parameters 
in Table 6.1 from Equation 6.6. Although the peaks in both curves are close, 
inferred k solves the problem of nonphysical negative values in 〈 〉  for the 
photon energy < 3 eV. Therefore, 〈 〉 can be used to roughly estimate the peak 
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position of absorption and the SE model inferred k shall be used to explore and 
determine the optical response of Ga NP ensembles. The discussion in Chapter 4 
to use SE to monitor deposition is still valid as we were only concerned about the 
rough position of LSPR energy of Ga NP ensembles. However, for the following 
sections, fitted dielectric functions will be used as they reflect the physics origins. 
 
Table 6.2: Fitted SE parameters for samples Y1 ~ Y7. 
           / eV    / eV d / nm 
Y1 0.95   0.05 3.23  0.04 4.16   0.02 1.59   0.02 11.6   0.4 
Y2 1.21   0.02 4.01   0.03 3.78   0.01 1.44   0.01 14.6   0.2 
Y3 1.44   0.02 3.95   0.06 3.49   0.02 1.35   0.02 18.9   0.5 
Y4 1.90   0.06 5.28   0.14 2.76   0.01 0.92   0.02 25.1   0.8 
Y5 0.86   0.04 
6.82   0.18 2.16   0.01 0.70   0.02 
21.9   0.8 
1.19   0.06 6.76   0.08 2.20   0.25 
Y6 0.95   0.09 
6.24   0.24 1.77   0.01 0.69   0.02  
2.25   0.10 5.95   0.10 3.27   0.13 24.7   1.2 
0.26   0.08 4.75  0.04 1.02   0.18  
Y7 1.26   0.05 
17.5   0.5 1.18   0.01 0.28   0.02  
1.95   0.03 4.81   0.02 1.91   0.03 15.4   0.4 
0.71   0.06 3.00   0.01 1.33   0.06  
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Figure 6.6: Measured and fitted (   ) of samples Y1 ~ Y7. 
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Figure 6.7: SE model inferred refractive index  ̃ of samples Y1 ~ Y7. 
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6.2.2 Modeling result for samples Y1 ~ Y7 
The same fitting process was applied to a group of 7 (including sample Y3) 
samples with different deposition time, samples Y1 to Y7, whose dosages were 
presented in Table 4.1. Figure 6.6 compares measured and fitted (   ) for all 7 
samples respectively. All the features are again well fitted except for the break at 
4.2 eV and the noise above 5.0 eV due to the SE instrument limitations. A jump 
occurs at 4.2 eV in the Psi curve (red) for the sample Y4. This comes from the 
misalignment of the grating and the spectrometer after the change of the grating 
at 4.2 eV in the SE instrument. The following discussion will exclude this sample 
as the measurement was inaccurate. 
Table 6.2 shows all the fitted parameters.    is the asymptotic dielectric function 
when    . In the original Drude free electron model,    shall be 1. From the 
result, for most samples,    is around 1. d is the equivalent thickness of the Ga 
NP layer in the model. It is not the physical heights of NPs. Compared with the 
physical dimensions acquired in Chapter 5 (presented in Table 5.1), d is smaller 
than the average NP height because the EMA model mixes the 3D hemispherical 
NPs and surrounding ambient air into a uniform thin layer. The equivalent 
thickness is a weighted result from both the volumes of Ga and vacuum. d 
increases from sample Y1 to Y4 as the volume of Ga also increases. The trend 
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stops from Y4 to Y5. Recall that Y5, Y6, and Y7 possess bimodal size distribution. 
The large amount of small NP residues will affect the weighted equivalent 
thickness.    represent the relative strength of absorption peaks. It increases with 
the increase of the NP size. The detailed discussion of    and    will be presented 
in the next few sections. For sample A7, half of the peak is out of the detection 
limit of our SE instrument. The peak was fitted by the measured portion of the 
peak within the SE detection range, which will jeopardize the accuracy. 
 
Figure 6.8: Reflection diagram of the SE probe light incident on a single 
hemispherical Ga NP on sapphire. 
  
Figure 6.9: EM field intensities surrounding a single hemispherical Ga NP on 
sapphire excited by (a) s-polarized light and (b) p-polarized light. 
S P 
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6.2.3 Ga NP’s LSPR mode 
Different numbers of Lorentz oscillators are used for different samples. The 
number of Lorentz oscillators is equal to the number of absorption peaks. When 
a Ga NP ensemble is measured by SE, a probe light containing both s- and p- 
polarizations illuminates the sample surface with an angle of incidence of     as 
shown in Figure 6.8. Figure 6.9 depicts the electromagnetic field intensity 
surrounding one single truncated Ga NP on sapphire excited by each polarized 
light, calculated using the finite-difference time-domain (FDTD) method by our 
collaborator Moreno et al. in Spain. The s-polarized light will excite the LSP, 
creating oscillations parallel to the sample surface. Therefore, this collective 
electron oscillation is named the in-plane LSPR mode. Similarly, the p-polarized 
light will excite the LSP and create oscillations along the direction of p-
polarization (the blue line in Figure 6.8). Unless the angle of incidence is zero, 
this oscillation will always have nonzero component perpendicular to the sample 
surface, which is called the out-of-plane LSPR mode. 
Figure 6.10 plots the absorption efficiency of the in-plane and out-of-plane LSPR 
modes of a single Ga hemispherical NP on sapphire with radius 20 nm when the 
excitation is at an AOI of     calculated using the DDA method by our 
collaborator Moreno et al [122]. Since the in-plane mode reflects the dipole 
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moment along the crosssectional surface, it is associated with the length scale of 
the crosssectional diameter. For the out-of-plane mode, the dipole moment is 
along perpendicular direction which has a smaller dimension than that of the in-
plane mode. Therefore, the LSPR energy, or the peak energy in the absorption 
efficiency curve, for the in-plane mode is smaller than that of the out-of-the plane 
mode. These two peaks are consistent in principle with the SE measurement and 
modeling result in Figure 6.7 and Table 6.2. For samples with short deposition 
time (Y1 ~ Y4), only one mode was shown which is the in-plane LSPR mode. 
When deposition continues, the in-plane mode peak keeps redshifting and the 
out-of-plane mode peak enters the measurable range (Y5 ~ Y7). For sample Y6 
and Y7, the fitting was not optimized until a third Lorentz oscillator was 
introduced which was identified as the quadrupole in-plane mode [74-75]. 
 
Figure 6.10: Absorption efficiencies for (solid) in-plane and (dashed) out-of-plane 
LSPR modes of a single hemispherical Ga NP on sapphire [122]. 
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6.2.4 Size dependence of NP’s LSPR mode 
Deposition time increases from sample Y1 to Y7. The calculated extinction 
coefficients were plotted in Figure 6.11. As deposition continues, NP size 
increases and thus the peak in the extinction coefficient curve which represents 
the LSPR energy redshifts. The detailed morphology statistics were extracted 
from SEM images as discussed in Chapter 5 and we just calculated optical 
properties for each sample. The following discussion will correlate spatial and 
optical properties for our Ga NP ensembles in order to a) guide further synthesis 
and b) examine and improve estimation and modeling procedure. 
To guide further synthesis, optical properties are examined with respect to Ga 
dosage as that is the parameter we used most to control Ga deposition. Figures 
6.12 ~ 6.14 plots 3 fitted Lorentz oscillator parameters in terms of sample dosage 
D. Both the resonant energy   and the damping constant   decrease when the 
dosage increases. Longer deposition times will result in larger NP dimensions. 
Therefore, associated LSPR modes will have lower resonant energies. Less 
confinement effect (surface scattering) leads to a smaller damping constant. 
Figure 6.16 shows that resonance amplitude (Lorentz oscillator strength) 
increases when dosage increases. As growth continues, more Ga is deposited on 
the substrate and therefore, more absorption will occur.  
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Figure 6.11: SE model inferred extinction coefficient   of samples Y1 ~ Y7. 
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Figure 6.12: SE model fitted oscillator resonant energy   of samples Y1 ~ Y7. 
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Fig 6.13: SE model fitted damping constant   of samples Y1 ~ Y7. 
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Figure 6.14: SE model fitted Lorentz oscillator strength   of samples Y1 ~ Y7. 
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These 3 plots include error bars (fitting errors) for each point. However, most 
error bars are too small to see from the plots. When the absorption peak is 
completely measured, the fitted parameters can be very accurate. Some points in 
these plots look off the trend. For example, the first black point in Figure 6.13, the 
damping constant for a higher energy mode. This is because the measured 
absorption peak is not completely within the detection region of our SE 
instrument (1.5 eV ~ 6 eV). For this data point, less than half of the peak was 
observed. The fitted peak is only an estimate of the real peak. The fitting error is 
thus significantly larger than other data points. Therefore, we choose three 
typical samples Y1, Y3, and Y6, which have completely observed absorption 
peaks and thus reliable fitted parameters, for further exploration on the 
correlation between fitted Lorentz oscillator parameters and local morphology of 
NP ensembles in a quantitative way. Detailed morphology statistics were 
reported in Table 5.1. And as discussed previously, for optical applications like 
Raman spectroscopy, probe light is incident from normal and therefore only the 
in-plane mode can be excited. The next section will focus on exploring size 
dependence of in-plane dipole mode parameters for Y1, Y3, and Y6. 
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Figure 6.15: Measured dependence of SE model fitted Lorentz oscillator (a) 
resonance energy and (b) damping constant on the average crosssectional 
diameter d of samples Y1, Y3, and Y6. 
6.2.5 Single NP behavior of Ga NP ensemble’s in-plane LSPR dipole mode 
Figures 6.15 plots the in-plane dipole mode Lorentz parameters, i.e. resonant 
energy and damping constant, in terms of average crosssectional diameter of 
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sample Y1, Y3, and Y6. Crosssectional diameter d, instead of radius r, is used 
because the diameter is the length scale directly associated with the in-plane 
LSPR mode. Both plots are well fitted by a 1/d curve. Although measured and 
fitted dielectric functions are a collective response from a randomly distributed 
truncated NP ensemble with bell-shape size distribution, the overall resonant 
energy and damping constant behavior like a single spherical NP in terms of the 
average crosssectional diameter of NP ensemble.  
For the resonant energy,                for   in eV and   in nm. Since the 
Lorentz model reflects the damped oscillatory motion of free electrons, the 
dependence of   on   does not arise from any model-dependent assumptions 
about confinement.  Instead, this dependence is purely a consequence of the 
relationship between the size of the nanoparticle and the strength of the induced 
dipolar mode of the plasmon resonance due to retardation effects [122]. Since the 
ensemble represent a heterogeneous distribution of sizes, this observation 
indicates that the dominant plasmonic resonance is associated with single 
nanoparticle behavior; specifically, that of the dominant constituent nanoparticle 
in the ensemble. Since the diameter is linearly correlated with dosage, this 
relationship may be used to estimate the LSPR frequency for Ga NP ensemble in 
deposition chambers that do not have an ellipsometer. 
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For the damping constant,             for   in eV and   in nm. Similar 
behaviors were seen in small gold NPs [175], and Ga NPs [176].  Based on the 
Drude-Sommerfeld free electron model, the diameter dependent damping 
constant of a single NP is, 
 ( )     
    
 
     (6.14) 
where    is the bulk damping constant and    is the Fermi velocity in the free 
electron model. When particle size decreases, the mean free path of the electrons 
is comparable with NP dimension, scattering at boundaries or the surface 
become significant. The 1/d represents the surface to volume ratio. In general, 
damping comes from a variety of scattering processes such as electron-electron 
scattering, electron-phonon scattering, and electron-defect scattering. Fitted 
           is much larger than the bulk damping constant of Ga which is 1.54 
eV [64]. Again, the fitted   is extracted from collective optical responses from the 
EMA layer which is a mix of Ga and vacuum. However, the 1/d dependence 
confirms the single-particle behavior of the in-plane LSPR dipole mode. 
To summarize, the resonance energy and damping constant of the in-plane LSPR 
mode are inversely proportional to the average crosssectional diameter of Ga NP 
ensembles. This functional dependence can be used to estimate ensemble LSPR 
energy by measuring average size of NPs, or vice versa. 
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6.2.6 Comparison with theoretical modeling 
Recall that we estimated Ga NP LSPR energy using analytical and numerical 
methods including Mie scattering and DDA in Chapter 2. This section will 
compare measured size dependence of LSPR profiles with predicted ones 
presented in Chapter 2. We have confirmed that measured extinction coefficient 
curves are consistent with DDA calculation in principle in Section 6.2.3, e.g. 
splitting of the in-plane and the out-of-plane modes. 
Figure 6.16 compares the measured extinction coefficient and the ones calculated 
by Mie scattering. Dashed lines plot the fitted extinction coefficient for sample Y1, 
Y3, and Y6, while solid lines depict the extinction coefficient curves for spherical 
Ga NPs with the same corresponding average radius. The resonance peak 
obtained from the fitting is to the red side of the predicted one for the same 
radius, which is a combined effect of the substrate and the truncated NP shape. 
DDA calculations have already confirmed that both factors will redshift LSPR 
energy [122]. 
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Fig 6.16: (solid) Mie scattering predicted extinction efficiency comparing with 
(dash) SE model inferred extinction coefficient of NPs with the same radii. 
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Fig 6.17: (solid) DDA method predicted absorption efficiency comparing with 
(dashed) SE model inferred extinction coefficient of NPs with the similar radii. 
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Figure 6.17 shows absorption curves of single hemispherical NP on sapphire 
with radius 20 nm, 40 nm, and 60nm respectively calculated with the DDA 
method by our collaborator Moreno et al. This calculation used the Ga refractive 
index converted from Figure 2.3, which is more precise than the one used in 
Section 2.2.4. DDA predicted absorption curves well reproduce measured 
features. The fitted peak of Y1 (23 nm) is at the blue side of the predicted peak 
(20 nm) due to the interparticle coupling effect which will blue shift NP’s LSPR. 
However, the fitted peak of Y3 (26 nm) is at the red side of the predicted peak (20 
nm) given that the average NP radius is increased and NPs with larger radii in 
the ensemble contribute more to the overall absorption. This is consistent with 
the longer tail to the right in the NP radius distribution of Y3 than that of Y1 
shown in Figure 5.7. Interparticle interaction and ensemble distribution are two 
factors ignored by the DDA calculation above. Further calculations will include 
both factors which will be discussed in Chapter 10. 
Although SE is a relatively mature technique to characterize bulk materials, 
layered materials, and thin films, its application in nanostructures still needs 
further exploration. Several SE models are developed specifically for 
nanostructures but most are based on EMA [172]. Thin island film (TIF) theory is 
recently introduced to explicitly include interparticle coupling within the NP 
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ensemble which obtained more precise fitting result than EMA based models 
[177]. Another major drawback of the SE measurements we discussed so far is 
that they are carried out at fixed angle of incidence, unlike flat thin films, 
shadowing effect from higher structures on surface may shield or interfere with 
incident light to lower structures. This effect was even observed on rough surface 
[178]. Grazing angle optical responses may be different when compared to 
normal incidence applications like Raman spectroscopy. Therefore, angle-
scanning measurements are applied to these Ga NP ensembles including variable 
angle SE (VASE) and variable angle Mueller matrix (MM) measurements which 
will be discussed in the next chapter. 
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7. Variable-angle SE and Mueller Matrix 
SE used in the previous chapters was operated at an AOI of    , while 
spectroscopies like Raman are usually measured at normal incidence. On one 
hand, under the thin film assumption, dielectric functions obtained in the last 
chapter can be used to predict the optical responses at other AOIs. On the other 
hand, optical responses vary with respect to AOI for certain structures due to 
multiscattering, multireflection, and shadowing effects. This chapter will present 
AOI-resolved optical properties of Ga NP ensembles measured by variable-angle 
spectroscopic ellipsometry (VASE) and variable-angle Mueller matrix (VAMM) 
measurements to a) examine the validity of the previous modeling and b) 
directly explore AOI-dependent NP ensembles’ optical properties. 
7.1 Variable-angle spectroscopic ellipsometry (VASE) 
7.1.1 Principle and instrument 
SE used to be performed at or near Brewster’s angle (e.g.     in the last chapter) 
because the largest state of polarization change is expected [173]. This would 
allow us to maintain the highest precision. However, as compensators are 
introduced to the community, grazing angle incidence is no longer required and 
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SE can be performed at various angles of incidence. This measurement is referred 
to as variable-angle SE (VASE). VASE is highly recommended for thin films, 
index graded films, anisotropic materials and nanostructures like our Ga NP 
ensembles [179-180]. VASE measurements enable us to understand NP’s optical 
responses which cannot be revealed at oblique angles. VASE has been used to 
characterize thin films [181] and nanoparticles to study growth processes [182] 
and anisotropic effects [183]. The data acquisition and analysis process for VASE 
is the same as those for fixed angle SE. The angle of incidence is now another 
input of the Fresnel equations or Equation 6.11. 
 
Figure 7.1: Structure of the in-house VASE system (top view). 
In our experiments, energy- and AOI- resolved SE is measured by a J. A. 
Woollam Co., Inc. VASE system in reflection mode. Figure 7.1 depicts the top 
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u
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view of the system. Samples are placed vertically on the sample stage which can 
rotate around its center normal axis. The source arm of the system consists of a 
polarizer (FP, fixed polarizer) and a rotating compensator/retarder (RC) and the 
detector arm includes a rotating analyzer (RA). The spectra of each energy-
dependent elements are measured ranging from 1.24 eV to 4.94 eV with the 
revolution at 0.1 eV. The detector arm is fixed while the source arm can rotate 
concentrically but independently of the sample stage, which enables the detector 
to collect light signals at variable angles of incidence (AOI) and variable angles of 
scattering (AOS). Therefore, this instrument is able to carry out various types of 
energy-dependent measurements: 
i. VASE: AOS = AOI, AOI varies, reflection mode; 
ii. Variable-angle Reflectance: AOS = AOI, AOI varies, reflection mode; 
iii. Scattering: for each AOI, AOS can change independently to detect 
scattering signals at each AOS, reflection mode. 
In our experiments, variable-angle data was collected at the AOI of every      
from     to     from normal. Scattering data was collected at a    interval. The 
incident beam spot size is 1 mm in radius which is much larger than the typical 
dimension of Ga NPs (~100 nm). Collective optical responses are measured from 
Ga NP ensembles to eliminate the effect of randomness.  
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7.1.2 Variable-angle reflection 
VASE can also measure variable-angle reflectance. While the detector arm is 
fixed, the source arm can rotate concentrically and concurrently with the sample 
stage to ensure that the detector is collecting reflection light at specular reflection 
angle. With the polarizer in the source arm, the instrument can measure 
reflectance of p-polarized light (pR) and s-polarized light (sR) separately. 
Figure 7.2 plots measured reflectance (pR and sR) for 3 samples (Y3, Y6, and Y7) 
at different AOIs. In general, one major reflectance peak is observed for both 
polarizations at most AOIs except for pR at large AOIs (    and    ). Also, 
except for pR at     and    , the absolute value of pR decreases and sR increases 
when AOI increases. The first trend is energy dependent while the second one is 
AOI dependent. We will discuss both in further detail below.  
As discussed before, there are two types of Ga NP samples, one with unimodal 
size distribution (like Y3) and the other with bi-modal size distribution (like Y6 
and Y7). The following discussion will explore the different optical responses 
from both types of samples. Let’s first look at the simpler case Y3, which only 
shows the in-plane LSPR mode in the detectable photon range. 
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Figure 7.2: Measured reflectance of p-polarized (pR) and s-polarized (sR) light 
from samples Y3, Y6, and Y7. 
First, let’s explore the reflectance dependence on AOI. It is valuable to compare it 
with reflectance from a semi-infinite sapphire layer as its refractive index is not 
energy-dependent but a constant 1.8. Figure 7.3 plots pR and sR at the vacuum-
sapphire interface calculated by the Fresnel equations. Clearly, sR increases 
monotonically with the increase in AOI; pR first decreases to zero when AOI 
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increases from     to     which is Brewster’s angle at a vacuum-sapphire 
interface and then increases with the increase in AOI.  
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Figure 7.3: Calculated reflectance of p-polarized (pR) and s-polarized (sR) light 
from vacuum-sapphire interface. 
Similar angle-dependent trends are observed from Ga NP ensembles (Figure 7.2), 
especially at lower photon energies where pR approaches zero at AOI of    . 
This is due to the low absorption (small extinction coefficient   value) and high   
value of the refractive index of the sample in this energy range. In Figure 7.2a, in 
the higher energy range, although pR is not close to zero, there exists a minimum 
at each photon energy. For example, the minimum of reflectance is between     
and     for 3.5 eV, between     and     for 4.0 eV, and between     and     for 
4.5 eV. These are pseudo Brewster’s angles discussed in Section 3.2.2 which is 
similar to Brewster’s angle. The reflectance reaches a minimum but not zero at 
pseudo Brewster’s angle due to a nonzero extinction coefficient  . In the photon 
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energy range above 3 eV, the pseudo Brewster’s angle decreases with the 
increase in photon energy as the pR curves at lower AOIs keep crossing the 
curves at higher AOIs from left to right. This follows the monotonically decrease 
in   to the blue side of 3 eV as shown in the refractive index plot in Figure 6.7-Y3. 
Second, let’s examine the energy-dependent behaviors. The peaks in both 
reflectance curves are again associated with the peak in the refractive index n. At 
AOI of     and    , pR seems to behave off the trend, which is the entangled 
effect of reflection at pseudo Brewster’s angle and peaks in refractive index. 
Similarly, the decrease in the relative peak heights in Figure 7.2b with the 
increase in AOI is also an overall effect of the absorption peaks in   and the 
simple reflectance dependence on AOI shown in Figure 7.3. Comparing 
reflectance curves among Y3, Y6, and Y7, the peaks redshift from Y3 to Y7 as 
their in-plane LSPR energies also redshift. (Chapter 6) This confirms again that 
the reflectance peaks are associated with the in-plane LSPR mode. 
Since Ga NP samples were modeled by a two-layer structure, pR and sR can be 
directly calculated using multilayer reflection Equation 6.11. Figure 7.4 shows 
calculated and measured pR and sR for samples Y3 and Y6 side by side.  
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Figure 7.4: calculated (left) and measured (right) reflectance of p-polarized (pR) 
and s-polarized light (sR) for samples Y3 and Y6. 
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For Y3, the calculated curves agree with the measured ones very well. They 
reproduced all the features and trends as discussed above. This demonstrates 
that the two-layer mode we used to model NP dielectric function is accurate 
enough for the in-plane mode. The collective behavior of in-plane modes can be 
well described by their corresponding Lorentz oscillators. For Y6, the peaks 
around 2 eV in pR and all features in sR are reproduced as these peaks are again 
associated with the lower energy in-plane mode of Y6. The only feature that is 
not well demonstrated is in pR curve around 4 eV. In Figure 7.3c1, pR decreases 
while AOI decreases from     to    . However, the measured data shows that 
the absolute values of reflectance are all close to zero in this AOI range (Figure 
7.3c2). There is a significant amount of decrease in reflection for p-polarized light 
at 4 eV. Most of the incident light is either absorbed or scattered away from the 
specular direction. A strong dispersion effect is expected at approximately 4.0 eV 
for sample Y6 with small AOI, which needs further exploration.  
7.1.3 VASE measurement 
VASE measurements were carried out for Y3 and Y6, which represent samples 
with  unimodal and bimodal size distributions respectively. Figure 7.5a plots the 
pseudoextinction coefficient 〈 〉 curves calculated from VASE data for sample Y3. 
The red solid curve was measured at     using fixed angle SE in the MBE growth 
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chamber right after deposition while all the other curves were measured 1 year 
after deposition and the sample was stored in open air. The 〈 〉 peak redshifts 
from 3.58 eV to 3.50 eV. This shift is accounted by the oxidation at the Ga surface 
[76]. Compared to other metals, especially Au and Ag, this shift amount is 
nominal and the bell shape of the absorption peak is well maintained even after 1 
year open-air storage. This confirms again Ga’s good oxidation-resistance feature. 
The 〈 〉 curves from     to     almost overlaps with each other. This implies that 
the in-plane LSPR mode associated with this absorption peak is independent of 
AOI since the s-polarized light remains unchanged. The decrease in amplitude 
for the 〈 〉 curve at     is due to the grazing angle scattering which reduces the 
detectable strength of the reflected light. 
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Figure 7.5: Angle-resolved pseudoextinction coefficient of samples (a) Y3 and (b) 
Y6 measured by VASE. 
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For sample Y6, which has a bimodal size distribution, Figure 7.5b plots its AOI 
resolved 〈 〉. Note two observed features 
i. Peaks at 1.8 eV: The peaks are associated with the lower energy in-plane 
LSPR mode of Y6, which are similar to the peaks at 3.5 eV of Y3 in Figure 
7.5a. As expected, the in-plane LSPR mode does not change with respect 
to AOI since s-polarized light remains invariant. 
ii. Features around 4.0 eV: The features are AOI-dependent. For larger AOIs 
the peak does not exist or is beyond the detection range. When AOI 
decreases, a peak appears and redshifts. Its intensity is enhanced initially 
and decreases when AOI decreases from     to    . We previously 
identified the high energy peak in 〈 〉 curve as the out-of-plane LSPR 
mode which is excited by the p-component in the incident light. (Sections 
2.2.4 and 6.2.3) The p-polarization can be decomposed into two 
orthogonal directions, the one parallel to the sample surface and the other 
one perpendicular to the surface. The first component will oscillate the 
same way as the in-plane mode and thus has the same LSPR energy (1.8 
eV in this case). The second component will oscillate along the vertical 
dimension of the Ga NP and have a higher LSPR energy due to the 
hemispherical shape of our Ga NPs. As AOI keeps decreasing, the vertical 
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component shall be reduced and therefore the high-energy peak in 〈 〉 
curve will decrease but remain at the same photon energy. However, this 
is not observed in Figure 7.5b. The single particle behavior discussed in 
Section 6.2 is no longer precise enough to explain this feature. This 
anomalous feature comes from the collective behavior of the Ga NP 
ensembles which might include the integrated interaction between large 
NPs and the surrounding small NPs. A strong dispersion effect occurs 
around 4 eV which is consistent with the measured pR curve (Figure 7.2c). 
In order to examine this dispersion effect, a scattering profile was measured for 
Y6 at        . While the source arm and the sample stage are fixed, the detect 
arm can rotate around the sample stage collecting scattered light from the sample 
at variable angles. Figure 7.6 plots scattered light from      to     with respect 
to the specular reflection angle. The z axis measures the relative scattered light 
intensity in terms of the incident light which is p-polarized. Strong off-specular 
scattering occurs at 4.5 eV, which is consistent with the peak position of the 〈 〉 
curve at         (pink curve) shown in Figure 7.5b. Figure 7.7 compares the 
scattering spectra at two photon energies 2.54 eV and 4.54 eV. The scattered light 
intensity around     at 4.54 eV is about one third of that at the specular angle, 
which is significant. 
160 
 
-40 -20 0 20 40 60
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40
1.54
2.04
2.54
3.04
3.54
4.04
4.54
 P
ho
to
n 
E
ne
rg
y 
(e
V
)
Scattering angle (Degree)  
Figure 7.6: Energy-dependent scattering profile of sample Y6 at        . 
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Figure 7.7: Scattering spectra at 2.54 eV and 4.54 eV of sample Y6. 
Figure 7.5 plots pseudoextinction coefficient 〈 〉 curves but not fitted ones as 
discussion in Chapter 6 because the dispersion around 4 eV can no longer be 
fitted with a simple Lorentz model. Recall that Y6 possess a bimodal size 
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distribution. Large NPs are surrounded by small NPs very closely packed. Figure 
7.8 depicts a unit cell of this configuration: a pair of asymmetrical NPs. 
Assuming light is incident from the left, there exists a critical incident angle    
above which large NPs will prevent surrounding small NPs from directly 
interacting with  the incident light. 
      
   
     
     (7.1) 
where R and r are the radii of the large and small NPs respectively, and d is the 
edge-to-edge interparticle distance. 
 
Figure 7.8: Schematic diagram of shadowing effect. 
The spatial information of Y6 (Table 5.1) is used to estimate    for Y6:        , 
    , and     . Given Equation 7.1,        . When AOI is larger than    , 
excitation light cannot be directly incident on the smaller NP due to the 
shadowing effect of the larger NP as gallium is certainly not transparent in this 
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photon range (1.5 eV to 6 eV). Especially at LSPR energy, light will be mostly 
absorbed by the larger NP and the smaller NP cannot be excited. Recall that the 
single-particle behavior of LSPR mode discussed in Chapter 6 was measured at 
grazing angle, e.g.    , which is larger than       . Therefore, single-particle 
model was valid there but failed when it was used to predict variable-angle 
behaviors as discussed above. Strong interparticle coupling and collective optical 
effects cannot be revealed by     fixed angle SE. This is one of the key reasons 
that variable-angle measurement is necessary. 
While shadowing effect may explain the difference between optical responses 
measured by grazing angle and near normal incident light, the origin of the 
strong dispersion and off-specular scattering at near normal incidence, which are 
from collective responses of Ga NP ensembles, still needs further exploration 
(Chapter 10). Both SE and VASE measure only two variables (   ) from samples. 
In order to obtain more optical information, more independent variables are 
needed. The next section will introduce Mueller matrix polarimetry. 
 
 
 
163 
 
7.2 Variable-angle Mueller matrix (VAMM) 
7.2.1 Stokes vector and Mueller matrix 
Let’s start with a brief introduction to the basic concepts used in Mueller matrix 
polarimetry. In Section 3.1.2, the Jones vector was introduced to represent light. 
However, it cannot completely describe all the states of polarization (SoP) (total, 
partial and un- polarized light). In 1952, G. G. Stokes suggested the use of a set of 
4 quantities to describe all the SoP, which later became Stokes vector [184]: 
  (
  
  
  
  
)  (
 
            
            
       
)    (7.2) 
where   is the total intensity,   is the degree of polarization defined in Equation 
3.5,   is the orientation angle, and   is the ellipticity angle of the polarization 
ellipse shown in Figure 3.1. The four Stokes parameters satisfy, 
(   )
    
    
    
     (7.3) 
In the simplest case, a plane wave that propagates in    can be expressed as, 
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)  (7.4) 
The operator 〈 〉 denotes a time average. Each Stokes parameter corresponds to 
an intensity difference between a pair of states of polarization.    is the total 
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intensity.    is the intensity difference between the horizontal (x-) and vertical (y-) 
linear polarized components.    represents the intensity difference between     
and      (or     ) degree linear components. And,    is the intensity difference 
between right and left circularly polarized components. For the sake of 
comparability, Stokes vector are usually normalized with the total intensity  . 
Therefore,      and   ,   ,    are all real numbers and valued between -1 and 1. 
Table 7.1: Jones vector and Stokes vector representations of states of polarization. 
SoP 
Jones 
vector 
Stokes 
vector 
SoP 
Jones 
vector 
Stokes 
vector 
 
(
 
 
) (
 
 
 
 
) 
 
(
 
 
) (
 
  
 
 
) 
 
 
√ 
(
 
 
) (
 
 
 
 
) 
 
 
√ 
(
 
  
) (
 
 
  
 
) 
 
 
√ 
(
 
 
) (
 
 
 
 
) 
 
 
√ 
(
 
  
) (
 
 
 
  
) 
 
Jones vectors and Stokes vectors can both be used to represent SoP. However, 
they are different in the following ways: 
i. The elements of the Jones vectors are complex numbers while those of 
Stokes vectors are all real. Jones vectors explicitly include both amplitude 
and phase information while Stokes vectors measures relative intensities. 
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ii. Each Jones vector can be converted into a unique corresponding Stokes 
vector, (Table 7.1) but not vice versa. Jones vector and Stokes vector 
function the same for totally polarized light while Stokes vector can also 
be used to describe partially polarized and unpolarized light. For 
unpolarized light,   (       ) . 
Similarly to the Jones matrix, when incident and outgoing light are represented 
by their Stokes vectors    and    respectively, the manipulation between them is 
a      matrix: 
            (7.5) 
where  is called Mueller matrix (MM). It was first introduced by H. Mueller in 
1943 [61]. It contains the complete light-matter interaction information of an 
object. A MM measurement has been widely used to study various types of 
optical media, such as layered thin films, inorganic, organic and bio- molecules, 
radiation systems, and metamaterials [185-189]. A MM has the form 
  [
      
      
      
      
      
      
      
      
]     (7.6) 
Unlike the Jones matrix, all the elements in a MM are real numbers. In practice, 
MM is often normalized with    so that      and all other 15 elements are 
valued between -1 and 1.  
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Table 7.2: Mueller matrix representation of basic optical elements. 
name Mueller Matrix Effect 
horizontal linear 
polarizer 
[
  
  
  
  
  
  
  
  
] 
Convert to horizontal 
linearly polarized light 
vertical linear polarizer [
   
   
  
  
  
  
  
  
] 
Convert to vertical 
linearly polarized light 
  degree retarder [
  
  
  
  
  
  
        
         
] {
  
     
    
  
     
      
quarter-wave retarder 
      
[
  
  
  
  
  
  
  
   
] 
Convert between      
linearly polarized light to 
right/left circularly 
polarized light 
half-wave retarder 
       
[
  
  
  
  
  
  
   
   
] 
reverse ellipticity and 
orientation of the 
polarization ellipse 
  degree Rotator [
  
      
  
      
       
  
      
  
] 
Rotate the major and 
minor axes 
simultaneously 
perfect depolarizer [
  
  
  
  
  
  
  
  
] 
Transform to 
unpolarized light 
partial depolarizer [
  
  
  
  
  
  
  
  
] 
       ; Transform to 
partial polarized light 
 
Mueller matrix   can be used to characterize the overall effect of an optical 
element as simple as a linear polarizer or as complex as the NP ensemble we are 
exploring. Table 7.2 generalizes Mueller matrices for some basic optical elements 
which can manipulate the SoP of light with two orthogonal polarizations: 
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i. Diattenuator (polarizer): changes the amplitudes of both components 
ii. Retarder (Compensator): introduces phase shift between components 
iii. Rotator: rotates both orthogonal components 
iv. Depolarizer: reduces the degree of polarization  
7.2.2 Mueller matrix representation of reflection 
Similar to Equation 3.11 where the Fresnel equations are expressed in terms of 
the Jones vector and matrix, the analytical form of   can also be derived to 
represent the Fresnel equations using the definition of the Stokes vector and the 
Mueller matrix. Many textbooks give the complete derivation [134]. At the 
interface of vacuum (    ) and a semi-infinite dielectric plate (refractive index 
 ̃), the Mueller matrix representing the reflection is, 
  
[
 
 
 
 
 
  
          
   
             
          
   
             
 
  
  
  
  
 
           
             
 
  
           
             ]
 
 
 
 
 
 
  (7.7a) 
where, 
              (7.7b) 
   and    are angle of incidence and refraction respectively. In this case, there are 
only 2 pairs of nontrivial elements. Figure 7.9 plots    and    for the reflection 
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at vacuum-sapphire interface with different angles of incidence. The refractive 
index of bulk sapphire (Figure 4.3) was used to calculate    in Equation 7.7 by 
Snell’s Law. Two observations are worthy of note: 
i.       when       .       indicates that the sample is acting as a 
linear polarizer. Recall that Brewster’s angle        for sapphire. When 
incident light is reflected at Brewster’s angle, outgoing light only has s-
polarization. 
ii. For normal incidence,      ,       . Based on Table 8.2, a phase 
difference of      will be generated between two polarizations when 
      . While for normal incidence, it means s-polarized light will 
possess a      phase shift. This is the expected half wave loss for 
reflection. 
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Figure 7.9: Calculated Mueller matrix elements (a)    and (b)    of the 
reflection at vacuum-sapphire interface at different AOIs. 
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Figure 7.10: Calculated Mueller matrix elements (a)   , (b)   , and (c)    of 
the reflection at vacuum-Gallium interface at different AOIs. 
For a semi-infinite metallic plate, the Mueller matrix is different from Equation 
7.7. At the vacuum-metal interface, the Mueller matrix for reflection is, 
  
[
 
 
 
 
 
 
  
  
    
 
  
    
 
  
    
 
  
    
  
  
  
  
  
         
  
    
 
         
  
    
 
 
         
  
    
 
         
  
    
 ]
 
 
 
 
 
 
 
  (7.8a) 
where    and    are the amplitudes of the reflection ratios for s- and p- polarized 
light. And        . 
{
    
    (     )
   (     )
        
   
    (     )
   (     )
        
      (7.8b) 
   and    can be calculated from the Fresnel equations. There are three pairs of 
nontrivial MM elements. Figure 7.10 plots    ,   , and    for the reflection at 
the interface of vacuum and semi-infinite Ga film which satisfies the assumptions 
of the Fresnel equations.  Let’s summarize some observations: 
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i. There does not exist an AOI at which     . This is consistent with the 
previous discussion about pseudo Brewster’s angle minima. 
ii.     becomes non zero due to the imaginary part in the complex refractive 
index of metal. The large value of     implies a significant retardance 
effect [190-191]. 
The differences between MM for isotropic and semi-infinite dielectric and 
metallic plates are from the imaginary part of the refractive index. Since material 
absorption majorly impacts in-plane vibrations (s-polarization), larger phase 
shifts are induced between s- and p- polarized light, especially at large AOIs 
where the difference between s- and p- components is significant. 
7.2.3 Mueller matrix polarimetry 
Mueller matrix polarimeter is used to measure part of or the entire 16 MM 
elements. Figure 7.11 shows the schematic diagram of a MM polarimeter 
consisting of a polarization state generator (PSG) on the source/input side and a 
polarization state analyzer (PSA) on the detect/output side.  
In our experiments, energy- and incidence angle- dependent MM are measured 
by a J. A. Woollam Co., Inc. VASE system in reflection mode, the same as for the 
VASE measurement in Section 7.1. The PSG of the system consists of a polarizer 
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(FP, fixed polarizer) and a rotating compensator/retarder (RC) on the source arm 
and its PSA includes a rotating analyzer (RA) on the detector arm. Given the 
configuration (FPRC/RA) of this particular polarimeter, the first 3 rows of the 
MM can be measured [134]. which are determined by the Fourier coefficients of 
the total intensity detected in terms of azimuth angle of the rotating analyzer. All 
measured elements are normalized to   . The spectra of each energy-dependent 
elements are measured ranging from 1.24 eV to 4.94 eV with the revolution at 0.1 
eV. The detector arm is fixed while the source arm can rotate concentrically with 
the sample stage. 
 
Figure 7.11: Schematic diagram of the in-house Mueller matrix polarimeter. 
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7.2.4 VAMM measurement 
Again, two typical samples are examined by VAMM, Y3 and Y6 which have 
unimodal and bimodal size distributions respectively. Figure 7.12 plots 
measured first three rows of the Mueller matrix for sample Y3. Some general 
behaviors include: 
i. The off-diagonal elements,                       , for Y3 are almost 
zero (within 1% error, insets in Figure 7.12) throughout the entire photon 
energy region. This is an indication of almost none depolarization effect 
which can also be justified from the fact that     . 
ii.         due to the in-plane symmetry, which again confirms the in-
plane randomness of the Ga NP ensembles. 
Now, let’s explore the nontrivial elements    ,     and    . As discussed 
previously,     represents the linear polarization effect of the sample. The 
degree of polarization of the outgoing light will increase if    moves away from 
zero.    is related to the reflectance ratio of p- and s- polarized light. Especially 
at Brewster’s angle, the reflected light will only have s-polarization and     . 
In Figure 7.12,     approaches 1 at lower energy at approximately    . This is 
consistent with the observation in the reflectance curves in Figure 7.2. While at a 
higher energy range,    is no longer zero due to the nonzero value of   in the 
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refractive index since the outgoing light can no longer be totally linearly s-
polarized. As discussed above, reflectance for both p- and s- polarization light 
(pR and sR) will form a peak around the same photon energy as the peak in 
sample’s refractive index. However, due to the initial large value in sR, the 
increase in pR is larger than that in sR. This will increase the relative ratio of the 
p-component over the s-component in reflected light and thus     will move 
away from 1. Therefore, a concave dip is observed around the absorption peak 
energy (3.5 eV ~ 4.0 eV) in    for each AOI. The off-trend behavior at     and 
    are from the overall effect of the sample’s absorption peak and pseudo 
Brewster’s angle minima, which is consistent with the pR plots in Figure 7.2c. 
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Figure 7.12: VAMM measured Mueller matrix elements    ~   of sample Y3. 
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    describes the phase difference between p- and s- polarizations in terms of 
    . For a constant refractive index,     will be a flat horizontal line and 
approach -1 as AOI decrease. At normal incidence,      , which accounts for 
the half wave loss. In Figure 7.12,    follows the above trends in principle while 
it is altered by a dip around 3.0 eV to 3.5 eV. This dip is formed because of the 
sample absorption peak in the refractive index.    represents a similar phase 
difference but in terms of    .  
Although the fourth row of the MM is not measured due to the instrument 
restriction, it can be inferred from the first three rows. Comparing Figure 7.12 
with Equation 7.8a, zero values in off-diagonal elements indicate that Equation 
7.8a is good enough to characterize the optical properties of Y3 where only 3 MM 
elements are nontrivial. Therefore,         ,         , and       . 
With fitted refractive index as obtained in Section 6.2, Mueller matrix elements 
can be calculated using Equation 7.8. Figure 7.13 compares calculated nontrivial 
MM elements and measured ones for Y3. Major features are well reproduced. 
This agreement suggests that scattering profiles measured from Ga NP 
ensembles with unimodal size distribution may be understood as a response of 
free electrons within non-interacting nanoparticles responding to the incident 
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EM field and scattering at the surface in a manner affected by nanoparticle 
geometry, the substrate, and surface adsorbates and oxides. It again confirms the 
validity of the effective medium model and single-particle behaviors for samples 
like Y3 as discussed in Chapter 6. 
 
Figure 7.13: Predicted (dashed) and measured (solid) Mueller matrix elements 
   ,   ,   , and    of sample Y3. 
Sample Y6, which has bimodal size distribution, is examined in the same way. 
VASE suggests that strong dispersion effects are expected at approximately 4.0 
eV for this sample at small AOIs. This is confirmed by the Mueller matrix data 
shown in Figure 7.14. The off-diagonal elements,                       , for 
Y6 are no longer zero at approximately 4.0 eV for small AOIs. The amplitudes of 
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these elements are great than 5% of  , which is of great significance. Also, 
     . Both suggest a depolarization effect from the sample. 
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Figure 7.14: VAMM measured Mueller matrix elements    ~   of sample Y6. 
Most features of            are expected following the discussion for sample 
Y3 above. The convex peaks in     and     and the concave dips in     are 
associated with the lower energy absorption peak in Y6’s refractive index around 
1.5 eV ~ 2.5 eV which accounts for the in-plane LSPR mode. Unexpected features 
are observed at 4.0 eV for small AOIs including the dips in   , nonzero values 
in off-diagonal elements, dispersive peaks in     and    , and peaks in    . 
They occur at the photon energy where strong dispersion effect and off-specular 
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scattering was observed in variable-angle reflectance and VASE measurements. 
The observed anomalous features are consistent among all variable-angle 
measurements.  
Figure 7.15 compares calculated (dashed) and measured (solid) nontrivial MM 
elements for Y6. Similar to Y3, dashed lines are calculated by Equation 7.8 using 
the fitted refrative index plotted in Figure 6.7-Y6. Features are well reprouced at 
large AOIs for all three elements. But for         curves, the calculated MM 
elements cannot reproduce the measured features around 4.0 eV. 
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Figure 7.15: Predicted (dashed) and measured (solid) Mueller matrix elements 
   ,   ,   , and    of sample Y6. 
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Figure 7.16: VAMM measured Mueller matrix elements    and   of samples 
Y5, Y6, and Y7. 
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Figure 7.17: Peak energy in    at         for samples Y5, Y6, and Y7. 
In order to futher exlore this unpredicted feature, samples Y5 and Y7 are 
measured by VAMM as well. Similar features are observed from both samples. 
Figure 7.16 plots their    and    elements along with Y6. Figure 7.17 plots the 
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peak energy position of this feature (extracted from the peaks in    at     
    ) versus dosage for the three samples. The peak energy of this feature is 
inversely related to dosage, which implies that this is a NP size related feature. 
Figure 7.16 compares peaks in    and   .    has a non-unit value (     ) 
at the same photon energy where these unpredicited features appear. Recall 
Table 7.2.      indicates a strong depolarization effect. 
The origins of the depolarization effect are various. Common causes include 
large surface roughness, film thickness inhomogeneity, backside reflection from 
a weakly absorbing substrate [172], and plasmon resonance of nanostructures 
[183]. Prelimnary modeling and experiments attempt to reveal the origin of this 
depolarization for our samples will be discussed in Chapter 10 as our future 
work. At this stage, we conclude that it is a collective effect from NP ensembles 
with aymmetrical size distributions. 
In the last three chapters, we characterized both spatial and optical properties of 
our Ga NP samples. In the next Chapter, SERS measurements are performed on 
these samples to demonstrate that Ga nanostructures are great candidate for UV 
plasmonic applcations and also to correlate SERS performance with samples’ 
spatial and optical properties. 
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8. UV SERS and UV SEF: A Demonstration 
Surface-enhanced Raman spectroscopy (SERS) uses the surface-enhanced Raman 
scattering (SERS) effect to obtain enhanced Raman scattering signals for molecule 
detection and material analysis. This chapter will firstly review the principle of 
Raman scattering and mechanism of SERS and secondly show a demonstration 
of UV SERS on Ga NP ensembles combined with UV surface-enhanced 
fluorescence (SEF). 
8.1 Theory of Raman scattering 
Raman scattering is an inelastic scattering of EM waves by a scattering medium, 
analyte, and usually involves the excitation of analyte’s vibrational states. 
8.1.1 Molecular vibration 
For molecules consisting of N atoms, the total number of degrees of freedom 
(DoF) is 3N. Three of these DoF are used to describe molecule translations and 
three of them are for rotations except for linear molecules where only two types 
of rotations exist. Therefore,      DoF are left to describe inter-atom 
movements, i.e. vibrations. For general molecules, there are      possible 
modes of vibrations while there are      posibilites for linear molecules [192]. 
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For example, for a diatomic molecule like H2, the only possible vibration is the 
stretching of the H-H bond. When two bonds are close to each other, they can 
interact and form group vibrations. Group vibration is the most common 
characteristic vibrations in organic molecules, e.g., the characteristic symmetric 
breathing mode from the group vibration of the benzene ring.  
Consider the simplest case, bond stretching in a diatomic molecule, to study 
vibration states. Many books [192-194] treat this stretching as a simple harmonic 
oscillation (SHO) regulated by the potential, 
 ( )  
 
 
         (8.1) 
Where   is the force constant and   is the normal coordinate for stretching, 
which is the displacement with respect to the equilibrium position between two 
atoms. The energy states for SHO are constantly separated, 
      (  
 
 
)     (8.2) 
where    is the intrinsic vibration frequency determined by atom effective mass 
  and force constant  , 
   √
 
 
      (8.3) 
In reality, the potential between the two atoms is not simple harmonic but can be 
approximated by a Morse potential [195], 
 ( )    (   
   )      (8.4) 
182 
where    is the dissociation energy and   controls the “width” of the potential 
curve. The eigenvalues of the energy states can be obtained by solving the 
Schrodinger equation [195]. 
      (  
 
 
)  
(   )
 
   
(  
 
 
)
 
    (8.5) 
where 
    √          (8.6) 
The second term in Equation 8.5 indicates the anharmonicity of the vibrational 
states regulated by the Morse potential in Equation 8.4. 
Equation 8.2 is actually a linear approximation of Equation 8.5. Usually, the 
excitation energy to the first vibrational states is about several hundred to several 
thousand cm-1 (                   ), which is usually less than the excitation 
energy to the first electronic state (several eV). And the displacement is usually 
small [195]. The following derivation will still use the SHO solution (Equation 8.1 
to 8.3) as a good approximation for small displacement. {  } and {  } measures 
the normal coordinates and frequencies of all the vibrational modes. For different 
molecules, their vibrational frequencies are unique. This forms the basis for 
molecule detection and analysis. 
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8.1.2 Raman scattering 
In classic theory, external radiation will induce an electric dipole when 
interacting with matter, 
           (8.7) 
where   is the electric field vector of the incident wave with frequency   , 
       (   )     (8.8) 
and   is the polarizability tensor of the molecule. Each component in the tensor 
can be expanded by normal coordinates {  }, 
    (   )  
∑ (
    
   
)
 
         (8.9) 
For a specific vibrational mode   , tensor   will have the form, 
        
        (8.10) 
where (  
 )   (
    
   
)
 
 and the displacement is, 
          (   )     (8.11) 
Insert Equations 8.8, 8.9 and 8.11 into Equation 8.7, we obtain, 
         (   )    
         (   )   (   )    (8.12a) 
Using a trigonometric identity, it can be rewritten as, 
         (   )  
  
      
 
{   [(     ) ]     [(     ) ]}  (8.12b) 
Or, 
   (  )   (     )   (     )    (8.12c) 
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The first dipole has the same radiation frequency as the incidence wave, which is 
the well-known elastic Rayleigh or Mie scattering. The second and the third 
terms contribute to the inelastic Raman scattering. The scattered EM wave will 
possess an energy shift (wavenumber shift) from the incident field, known as 
Stokes shift (     ) and anti-Stokes shift (     ). 
Figure 1.2 shows the transition diagram for these three processes. Analyte 
absorbs photons from the incident EM wave and is excited from the ground state 
to higher virtual energy states. If the analyte relaxes back to the original ground 
state, it will reemit photons at the same energy (frequency) as the incident wave, 
which is the Mie scattering or Rayleigh scattering (under the small particle 
approximation). There are chances that the analyte will relax back to the higher 
vibrational state and reemit photons with lower energy comparing to the 
incident photons. This inelastic scattering process is thus called Stokes Raman 
scattering. Another possibility is that the analyte is originally at some higher 
vibrational state and excited to higher virtual energy states. When the analyte 
relaxes back to the ground state, it emits photons with higher energy. This 
process is called anti-Stokes Raman scattering. The energy difference between 
absorbed and reemitted photons is called a Raman shift, which is equal to the 
excited vibrational states energy with respect to the ground state.  
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Equation 8.12c describes how light interacts with one of the vibrations. Similar 
expression can be obtained for other vibrational modes. As each vibration has 
different intrinsic vibrational frequencies, a different Raman shift is assigned to 
each vibration, known as a Raman mode. The presence of a vibrational mode in 
Raman spectroscopy is regulated by selection rules [192]. Therefore, Raman 
spectroscopy is usually plotted as scattering intensity vs. Raman shift and each 
intensity peak is identified as one Raman mode. The (relative) intensities, widths, 
and peak positions of Raman modes indicate the composition, structure and 
other properties of the analyte. 
8.1.3 Raman scattering intensity 
The detected Raman scattering is from the radiations of induced polarizations in 
Equation 8.12c. With incident EM wave field vector    at frequency    
surrounding the analyte, the Raman scattering intensity I will be [193], 
   
  
 |〈 〉| 
        
  |  
 |    (8.13) 
where   is the Raman scattering cross section, 〈 〉 denotes a time average, and 
   is the frequency of the scattering EM wave including Raman shifts. 
             (8.14) 
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Notice that Raman scattering intensity is proportional to the fourth power of 
Raman scattering frequency and the square of the change of polarizability given 
Equations 8.12 and 8.13, 
     
 |  
 | |  
 |     (8.15) 
8.2 Surface-enhanced Raman scattering 
Based on Equation 8.15, there are at least three ways to enhance Raman 
scattering, increasing the frequency of incident field  , increasing incident field 
intensity |  
 |, and altering molecule states to change its polarizability. 
For , it indicates that UV excitation can enhance Raman signals. It is one of the 
benefits of performing Raman spectroscopy in the UV as discussed in Chapter 1. 
However, this enhancement is restricted by the availability of lasers and 
detectors. Therefore, researchers have focused on altering the latter two terms to 
enhance Raman signals. These two factors thus contribute to the two basic 
mechanisms of SERS effect, the EM origin and the chemical origin [44-48]. 
8.2.1 EM origin of SERS 
As discussed in Chapter 2, NPs can enhance surrounding EM field intensity      
with respect to the incident field    at frequency    as, 
      (  )       (8.16) 
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where   is called the local field enhancement factor and can be calculated using 
many methods (Section 2.2). According to Equation 8.7, the induced dipole 
moment of the analyte will be enhanced by  (  ). Unlike the radiation from an 
isolated dipole, the total Raman field has two components [196], 
                   (8.17a) 
The first term      is the direct dipole radiation field from the analyte, i.e., the 
second or the third term in Equation 8.12c, whose strength is proportional to the 
dipole moment of the analyte. Therefore, 
      (  )           (8.17b) 
The second term     is the secondary induced scattered field due to the presence 
of the NP. The interaction between the dipole of the analyte and the metallic NP 
results in an equivalent dipole at the center of the NP. Kerker et al. showed that 
the strength of this dipole field     from this “new” dipole is also enhanced by a 
factor of g but at the Raman scattering frequency   with respect to the original 
dipole field     of the analyte by matching the boundary conditions at the NP 
surface [196-197]. Therefore, 
     (  )      (  ) (  )          (8.17c) 
To the first order approximation [198], the leading term of the intensity 
enhancement is thus, 
      | (  )|
 | (  )|
 |  
 (  )|    (8.18) 
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Comparing Equation 8.13 and 8.18, the total enhancement of SERS will be,  
     
  
 | (  )|
 | (  )|
      (8.19) 
This defines the theoretical SERS EM enhancement factor (EF). When Raman 
shift is small,  (  )    (  ). Equation 8.19 is approximately,  
     | |
       (8.20) 
If a local field enhancement factor is calculated for certain geometry, this forth 
power dependence relation is generally used to estimate the expected overall 
enhancement factor in theory for this nanostructure [198]. Figure 2.9 plotted local 
EM field intensity enhancement | |  surrounding a spherical Ga NP which can be 
converted to SERS EF using Equation 8.20. 
As shown in Figure 2.9, SERS EF is both angular- and distance- dependent due to 
the nature of dipole radiation. Recall Equation 2.16, which describes the EM field 
outside of a free standing NP in a static external EM field    ̂, 
        ̂  
   
   
    [
 ̂
  
 
  
  
 ̂]    (2.16) 
Maximum      occurs along the incident EM field direction. The leading 
enhanced field term decays as    . According to Equation 8.20, local EF will 
decay as      [199]. Combing with the increase of total surface area as   , overall 
SERS signal shall decay as      [200], 
      (
   
 
)
   
     (8.21) 
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where   is the NP radius and   is the distance from NP surface. This effect will be 
magnified when NPs are small. 
In conclusion, the SERS effect is highly localized. Only specific areas near a NP 
surface have potential large EF. These areas are known as hotspots. Most 
reported huge SERE EFs (1012 ~ 1015) are claimed to be originated from hotspots 
[201]. Theoretical estimations and experiments showed that hotspots occur for 
nanostructures with large curvature and fractal shape [50]. They become the 
most important source for SERS enhancement. Single molecular detection can be 
achieved when the analyte is placed in a certain hotspot [42]. It is critical to study 
both overall enhancement and local EM field enhancement in hotspots. 
Despite the general success of EM theory for SERS, several criticisms have been 
reported regarding retardation effect and nonlocal effect [44]. Both questioned 
the fourth power dependence of the local field enhancement (Equations 8.19 and 
8.20). However, EM theory is still a good assessment, if not exact, to compare 
similar nanogeometries and to estimate potential enhancement factors. 
8.2.2 Chemical origin of SERS 
Up-to-now, the EM origin of SERS does not involve a specific type of analyte or 
specific Raman mode. It predicts a uniform enhancement. However, this is not 
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observed in experiments. On the same silver surface, CO produces 50 times 
higher SERS intensity than N2 [202]. Raman modes were not enhanced by the 
same ratio in most SERS experiments [44]. 
During SERS experiments, analytes are placed on metal surfaces or close to 
metallic nanostructures. Charge transfer may occur between metal and 
molecules [44]. This effect may alter the Raman polarizability of the metal-
molecules system from isolated molecules to create additional electronic states 
and cause a resonance. Such a resonance will contribute to the overall SERS 
enhancement, known as a chemical enhancement. The order of chemical EF is 
usually less than 102 [46]. The detailed discussion of chemical origin of SERS is 
beyond the scope of this thesis. However, two major properties of chemical 
mechanism are worthy to note due to the essence of charge transfer effect. First, 
chemical originated SERS effect only occurs for the first monolayer of molecules 
at the metallic surface. Second, the effect is molecule-selective and cannot be 
generalized to other analytes.  
8.2.3 SERS active substrate 
Since the observation of the first SERS effect on solid metal surface, searching for 
SERS active substrate providing higher enhancement is key to SERS applications 
in addition to the research on SERS mechanisms. There are currently two major 
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types of SERS active substrates: solid-based and solution-based [203]. The 
development of a solution-based SERS active media is majorly due to the 
involvement of wet-chemical synthesis methods of metallic nanoparticles. Perfect 
spherical and mono-dispersed Au and Ag colloids are easier to be synthesized in 
solution than by traditional thermal processes. Solution-based SERS enables the 
direct use of synthesized NPs in solution without being transported to other 
solid supports. Analytes are directly mixed with NPs in solution. The major 
challenges for solution-based SERS include dissolubility of analytes, disturbance 
from solvent, spatial uniformity within the solution, etc.  
Solid-based SERS substrates are more popular in research and applications due 
to stability and reproducibility while the major drawback for solid-based 
substrates including the difficulty of obtaining reference data to calculate the 
enhancement factor and the permanent damages of the analytes on the substrate 
surface. 
Here presented are some generalized criteria for an ideal SERS active substrate. 
The first criterion is the substrate’s local and overall enhancement. The 
enhancement factor can be estimated using analytical or numerical calculations 
or measured in SERS experiments. In addition, there are other concerns to assess 
the performance of a SERS substrate in experiments [204]: 
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i. Sensibility: threshold of the minimum amount of analyte to generate a 
detectable signal. Single molecule SERS has been explored and 
reported [16][40]. 
ii. Selectivity: same or similar enhancement for a variety of analytes. 
SERS enhancement primarily from the EM origin will be similar for 
different analytes while chemical originated SERS enhancement is 
highly analyte-selective. 
iii. Stability and reproducibly: repeatable enhancement. This is one of the 
advantages of a solid-based substrate. In addition to maintaining its 
geometry, substrates also need to conserve its plasmon features under 
thermal fluctuation and oxidation over time. 
iv. Optical clarity: no or little interference with the analytes’ Raman 
modes. Some substrates, especially solvents, may exhibit their own 
Raman modes which can overlap with the analytes’. 
For our SERS substrate, Ga NP ensemble on sapphire, we have discussed its 
stability in Chapter 2. Preliminary calculation also shows its enhancement in the 
UV based on the EM origin and therefore, it shall not be significantly analyte-
selective. The only concern is the Raman scattering from the sapphire substrate 
[205]. However, all the sapphire Raman modes are below 800 cm-1 while most 
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Raman modes of common analytes are above 1000 cm-1, since vibrations in 
crystals are from phonons while those in molecules are from bonds between 
atoms. All the above factors make a Ga NP ensemble on sapphire an ideal 
substrate for UV SERS. 
8.3 UV SERS: a demonstration 
Chapter 1 presented the advantages and current status of UV SERS. A very 
limited number of UV SERS experiments are reported. Furthermore, majority of 
them is based on chemical effects. This opens up great opportunities in this field. 
This section will show the first demonstration of UV SERS using crystal violet 
with Ga NP ensembles on sapphire in the literature. 
8.3.1 Instrument 
An in-house Raman system was built and used in our experiment. Figure 8.1 
depicts the structure of the system (courtesy of J. Callahan). A HeCd laser 
operating at 325 nm with maximum output power of 13 mW acts as the source. 
To reduce any spectral noise a notch filter is placed after the laser source. The 
first set of off-axis-parabolic-mirrors (OAPM) (1 and 2 in Figure 8.1) acts as a 6x 
beam expander, and collimates the source into a 50/50 beam splitter. Reflected 
photons from the beam splitter pass to the third OAPM and are focused onto the 
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sample. The well-focused beam spot area is approximately 50    . Specular and 
diffuse reflection from the sample is collected and collimated by the third OAPM 
and passed back to the beam splitter. The beam is sent through a 325 nm 
RazorEdge ultrasteep long-pass edge filter to reject the laser source, but not the 
spectra, and a 532 nm RazorEdge ultrasteep short-pass edge filter blocks possible 
low frequency florescence from the samples. Collected photons are then focused 
into an all silica fiber by the fourth OAPM. The system has N.A. = 0.45. The fiber 
is directly coupled to a 30 cm spectrometer with a holographic 1200 grove/mm 
grating blazed at 300 nm, and a liquid nitrogen cooled Princeton Instruments, 
UV-coated charge-coupled device (CCD). Detector dark counts and cosmic ray 
spikes were subtracted for all spectra presented. 
 
Figure 8.1: Schematic diagram of the in-house Raman system. 
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Figure 8.2: Molecular structure of crystal violet. 
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Figure 8.3: Raman spectrum of       CV in  ethanol solution (inset: Raman 
spectrum of ethanol by Sacher Lasertechnik Group). 
8.3.2 Analyte 
Crystal violet (CV), CH(C6H4N(CH3)2)3, was chosen as the analyte. It is a common 
dye used in Raman analysis for its stability and strong Raman scattering. 
Previous reports on UV SERS also used CV as the analyte [72]. It is a tri-p-
dimethylaminophenyl carbonium ion, in which the three benzene rings are 
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symmetrically arrayed around a central carbonium atom. Commercially 
available CV is usually in the form of CH(C6H4N(CH3)2)3Cl with molecular 
weight 407.98. Figure 8.2 shows its molecular structure. 
High grade CV was dissolved in 99.9% ethanol. Both were purchased from 
Sigma-Aldrich. The solubility of CV in ethanol is 13.87 g for 100 ml [206]. 40.80 
mg CV was dissolved in ethanol at room temperature to make 50 ml solution 
which is below the saturation limit. The solution was diluted 100 times before 
characterization. The concentration of the final solution is      . Figure 8.3 
shows the normal Raman spectroscopy of this solution excited by 325 nm laser 
compared to the Raman spectroscopy of ethanol only in the inset to reveal the 
Raman modes from CV. It shows three characteristic CV Raman modes. The 
peaks at 1172 cm-1, 1383 cm-1, and 1617 cm-1 are from C-H in-plane bending and 
two C-C stretching vibrational modes of the aromatic ring, respectively [207-208]. 
Again, they do not interfere with the Raman modes from the sapphire impurities. 
8.3.3 Sample preparation 
Sample Y1, Y3, and Y6 were used in this demonstration. They were synthesized 
as discussed in Chapter 4. Detailed local morphology information was presented 
in Chapter 5. Their optical properties were discussed in Chapters 6 and 7. Y3 has 
the in-plane LSPR mode energy at 3.8 eV (about 325 nm), while the in-plane 
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LSPR energies for Y1 and Y6 are on each side of 325 nm respectively, which 
makes three samples at “blue”, “resonance” and “red” to the laser excitation 
wavelength for representation. 
With our collaborator K. Lantz [209],       CV solution was spin casted onto a 
substrate at 1500 rpm at room temperature for 3 min to produce a 5 nm thick 
uniform coating. The substrates were dried for 15 min to ensure ethanol 
evaporation and minimize the distance between CV molecules and substrate 
surface. Atomic force microscopy (AFM) confirmed the uniformity of the 
conformal molecular layer that thinly coats the surface of the NPs, which ensures 
the same amount of CV was attached to the surface of sapphire and Ga NP at the 
same time for direct comparison [209].  
8.3.4 Spectroscopy 
Raman spectroscopy was measured on sapphire and Ga NP sides respectively by 
the same confocal microscope with a 0.45 numerical aperture shown in Figure 8.1. 
Laser was operated at 5 mW. Signals were integrated for 180 s. Figure 8.4 plots 
Raman intensities measured for the three samples Y1, Y3, and Y6. Raman spectra 
measured on sapphire side of the three samples were identical. Therefore, only 
one spectrum was shown as the reference which is measured on sample Y6. This 
also confirms that a direct comparison among samples is valid.  
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Figure 8.4: Measured CV SERS from Ga NPs in samples Y1, Y3, and Y6 
compared to Raman signal from CV on bare sapphire by 325 nm UV laser 
excitation. 
A clear Raman signal enhancement is observed from the three samples compared 
to bare sapphire. Three CV Raman modes at  1172 cm−1, 1383 cm−1, and 1617 cm−1 
mentioned above are clearly observed above a broad fluorescence band that 
increases with increasing wavelength (Raman shift).  A comparison of the spectra 
taken from substrate regions without and with the Ga NPs graphically indicates 
that each substrate produces enhanced CV Raman signals and fluorescence for 
all three features. Note that any resonant Raman enhancement affects both 
regions equally, and nonresonant Raman signals may exhibit an even stronger 
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enhancement. Because the reference and enhanced spectra are similar in form, 
the enhancement observed is purely caused by the local plasmonic (and perhaps, 
though less likely, a charge transfer) effect. We observed, by the first time, UV 
SERS on Ga NPs combined with UV SEF. 
8.3.5 Enhancement 
Figure 8.4 shows clearly an enhancement in overall Raman signals on SERS-
active samples Y1, Y3, and Y6 compared to bare sapphire. The overall intensity 
contains both Raman scattering and fluorescence. Fluorescence baseline was 
subtracted from each spectrum to obtain Raman and fluorescence intensity 
separately. This section will quantify the enhancement based on this method. 
It is easier to define enhancement factor during theoretical calculations like 
Equations 8.6, 8.19 and 8.20. In experiments, normal Raman spectroscopy and 
SERS are usually measured separately. Besides that, even for solid-based SERS 
substrate, most normal Raman spectroscopy was taken from analytes in solution 
for simplicity. This brings difficulties to obtain real enhancement. The estimated 
enhancement factor for entertain Raman mode is usually defined as, 
       
           
             
     (8.22) 
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where       is the signal intensity for this Raman mode in SRES and        is the 
corresponding signal intensity in normal Raman spectroscopy. Both intensities 
are normalized by the number of molecules present or contribute to each 
spectroscopy. While the Raman intensities are measured quantities in the 
experiments, estimation of number of molecules brings large difficulty and 
uncertainty. 
In our experiments, we casted same conformal thin film of analytes on Ga NP 
side and bare sapphire side.  Molecule surface densities are assumed to be 
identical on both sides. SERS spectra were measured from analytes on Ga NP 
substrates and normal Raman spectra were measured from analytes on bare 
sapphire side. Accounting for the fact that Ga NP ensembles have more surface 
area than bare sapphire, the enhancement factor in our experiments is, 
  
   
         
   
         
⁄      (8.23) 
where 
   
         
 is the surface area ratio of Ga NP ensemble and bare sapphire 
which can be calculated from NP radius distribution shown in Chapter 5 given 
the hemispherical shape of Ga NPs. The ratio is 1.353, 1.437, and 1.525 for Y1, Y3, 
and Y6 respectively. Equation 8.23 directly assesses the enhancement for the 
presence of Ga NPs. It is valid for both Raman enhancement    and fluorescence 
enhancement   . 
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As the Raman mode at 1617 cm−1 is most clear to identify, separated Raman and 
fluorescence intensities at this Raman shift from each spectrum were used to 
calculate enhancement. A quantitative comparison of the strength estimates the 
Raman enhancement factor    to be 5, 6, and 22 for the “blue” Y6, “resonant” Y3, 
and “red” Y1 substrates, respectively. The weak fluorescence between 329 nm 
and 355 nm (400 ~ 2600 cm−1 in Figure 8.4) is similarly enhanced, with net 
fluorescence enhancement factors    of 2, 3, and 9, respectively. 
Note that the enhancements are not strongest when the aggregate LSPR energy 
coincides with the laser (“resonant” sample Y3), suggesting a more complex 
process must be responsible for the enhancements observed. The fluorescence is 
enhanced by the increased absorption of the pump field near the NPs but is 
strongly suppressed at wavelengths where the fluorescence overlaps the LSPR. 
[210-213] This explains why the largest    occurs for the substrate with the 
largest NPs whose LSPR is not resonant with the fluorescence near 325 nm. It is 
interesting that this “red” substrate Y6, with its bimodal size distribution, also 
produced the largest   . Similar visible wavelength SERS measurements of the 
analyte cresyl fast violet deposited on similar Ga NP substrates revealed that the 
“blue” substrate with the smallest, most tightly packed NPs (45 nm mean radius, 
16 nm mean spacing) produced the largest   , followed by the “red” substrate 
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with a bimodal size distribution [214]. Together, these observations suggest that 
enhancement occurs between NPs that are in close proximity in a manner that 
depends on excitation wavelength. 
It has long been recognized that strong SERS and SEF signals may be measured 
from analyte in the small gap, hotspot, between two NPs whose coupling 
depends exponentially on their spatial separation. This effect is responsible for 
the behavior seen in previous visible wavelength SERS measurements in which 
the coupled Ga NPs are of roughly equal size [214]. However, it was recently 
argued that a tightly coupled large and small metallic NP dimer constitutes a 
superior combination for enhanced optical scattering [101][215]. In this 
configuration, the larger NP acts as an enhanced absorbing “antenna”, while the 
smaller NP acts as a “resonator” enhancing the field strength, thereby providing 
a larger Raman enhancement than either NP can alone. This occurs most 
effectively in the “red” substrate, because of the bimodal distribution of small 
halo NPs surrounding and coupled to large NPs, and it is that substrate which 
exhibits the greatest    and    for UV SEF and SERS, respectively. Together, 
these observations suggest that under long wavelength (i.e., visible) illumination 
the small NPs with a unimodal size distribution are simultaneously large enough 
to be good absorbers but small enough to produce strong enhancements; 
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however, as the illumination wavelength approaches the size of the NPs (i.e., 
UV), the asymmetric NP dimers accomplish both absorption and enhancement 
more effectively. 
The leading in-plane LSPR peaks of these 3 samples were measured by SE at     
degree. For Y6 which has a bimodal size distribution, the smaller NPs do not 
contribute significantly to the LSPR measured by grazing incidence SE because of 
their inefficient absorption and shadowing by the larger NPs. This was discussed 
in Chapter 7 where another feature around 4.0 eV shows up for Y6 at near 
normal incidence, which coincides with excitation laser at 3.81 eV.  
In conclusion, we observed, by the first time, UV SERS on Ga NPs combined 
with UV SEF. Strongest enhancement is not related to SE measured LSPR peak 
but possible hotspots within asymmetric NP pairs from the sample with bimodal 
size distribution, which is consistent with VASE and VAMM observations. 
Further modeling and spatially resolved characterization is needed to confirm 
strong local enhancement at these interparticle gaps, or hotspots, which will be 
discussed in Chapter 10. Nevertheless, we will exploit an alternative 
experimental approach to estimate local enhancement and signal contribution 
distributions by analyzing time- and laser intensity- dependent Raman spectra in 
the next Chapter. 
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9. UV SERS and UV SEPD: Hotspot Analysis 
In the previous chapter, we showed the first observation of UV SERS and UV 
SEF on Ga NPs using crystal violet (CV). The observed enhancement appears 
modest because the reported values represent an aggregate enhancement over 
the entire CV-coated Ga NP ensemble surface. As stated in Chapter 8, strong 
SERS and SEF signals may come from analytes in the small gaps between NPs, 
known as hotspots. This chapter will present the spatial distribution of the local 
enhancement and their contribution to the overall signal by analyzing the spectra 
temporally and spatially. Since sample Y6 possess highest direct enhancement 
factor, the analysis in this chapter will focus on sample Y6. 
9.1 Temporal analysis 
Raman spectra using the same setup measured from another site on the sample 
surface were integrated for 1 s at each second from the start of illumination for 
the total of 3000 s. 3000 Raman spectra were captured from Ga NP side and 
sapphire side respectively. Figure 9.1 shows some representative Raman spectra 
at different time from each side. The intensities are much lower than Figure 8.5 
due to the short integration time. Raman modes at 1172 cm-1 and 1383 cm-1 
become hard to identify in the noisy background while the Raman mode at 1617 
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cm-1 remains clear. The following analysis will focus on this Raman mode. Two 
Raman modes below 800 cm-1 are again from the sapphire substrate.  
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Figure  9.1: Temporal evolution of Raman spectra from CV on (a) Ga NP side in 
sample Y6 and (b) bare sapphire. 
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As time involves, peak intensity keeps decreasing. On Ga NP side, peak signal 
drops to half from 800 to 400 for the first 100 s, and gradually decreases to about 
100 (1/10 of the initial intensity) at 3000 s. On sapphire side, decrease of signal 
almost saturates after 500 s where the end intensity is about half of the initial one. 
Notice that intensity here includes both Raman signal and florescence signal. 
Similar analysis as used in Section 8.2.4 is applied to separate the two signals 
which will be presented as follow. 
First, Figure 9.2 shows the contour plot of Raman spectra of CV on Ga NP side in 
Y6 for the first 200 s, where characteristic Raman modes for CV are weakened 
over time. Different colors represent different Raman signal intensities. It 
suggests that photodegradation occurs during the Raman measurement. Strong 
local EM field induced by laser may damage CV and leave less analytes on 
sample surface. Therefore, fewer signals were captured when CV was exposed to 
laser illumination over time. The end products of the degradation are very 
complex including demethylated compounds, diarylmethane derivatives, and 
oxygenated compounds [216]. When chemical bonds are broken during 
degradation, corresponding Raman mode will disappear in Raman spectra. The 
overall Raman signal becomes weaker.  
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Figure 9.2: Temporal contour plot of Raman spectra from CV on Ga NP side in 
sample Y6 for the first 200 s. 
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Figure 9.3: Raman intensities at 1617 cm-1 from CV on Ga NP and bare sapphire 
sides in sample Y6 for the first 1000 s. 
Second, Figure 9.3 compares intensities for Raman mode at 1617 cm-1 of CV on 
Ga NP and sapphire for the first 1000 s in log scale. The absolute value of the 
slope indicates the signal decay speed. Raman signal from Ga NP side decays 
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much faster than that from sapphire side. Different degradation processes 
implies the enhanced photodegradation of CV on Ga. Similar to SERS and SEF 
principles, Ga NPs can enhance surrounding EM field to exceed damage 
threshold of analytes and therefore induce enhanced photodegradation [217]. 
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Figure 9.4: Direct Raman signal enhancement factor of sample Y6 for the first 
1000 s. 
Figure 9.4 shows the instantaneous direct enhancement factor for Raman signals 
for the first 1000 s. EF also decays exponentially over time and saturates at 
approximate 2. In the last chapter, Raman spectra were integrated for 180 s 
which is an averaged EF of instantaneous values and therefore is underestimated. 
It is one of the reasons that overall EF is modest comparing to theoretical EF 
estimated in Section 2.2. 
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As discussed in Chapter 1, photodegradation itself is very important in 
environmental and chemical applications. The observation of enhanced 
photodegradation on Ga NPs provides new possibilities for its UV plasmonic 
applications. 
9.2 Spatial analysis 
Another contribution to the modest overall EF is the variance of local EF on 
sample surface. As discussed in the last chapter, strongest enhancement may be 
originated from interparticle gap between a pair of small and large NPs, known 
as hotspot. Because of the statistical distributions of particle size and spacing, the 
varied contributions of localized enhancement factors responsible for both 
strengthening the spectra and damaging the CV cannot be estimated ab initio. 
However, it may be estimated experimentally following the work of Fang et al. in 
which the intensity of the spectra is monitored as a function of pump intensity 
[218-219]. This approach utilizes the fact that analyte is damaged during SERS 
measurement. For a very weak excitation, well below the damage threshold of 
the analyte, the spectra should not deteriorate. As the pump intensity is 
increased, the local EM field intensity in hotspots with the largest enhancement 
factors will rise above the damage threshold, decreasing the Raman signal in 
proportion to the hotspot’s contribution. Further increases in laser intensity will 
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allow hotpots with weaker enhancement factors to reach the damage threshold, 
so a histogram of hotspot areal coverage and enhancement factor contribution 
may be ascertained through this method.  
Therefore, Raman spectra were measured under a series of excitation laser 
powers on Ga NPs side of sample Y6 using the same setup shown in Chapter 8. 
Following the principle of this method, laser beams with four pump intensities 
498, 836, 1890, and 2780      were firstly used to examine the time and pump 
intensity dependence. 
Figure 9.5a, b shows normalized fluorescence and Raman intensities from CV for 
the first 400 s on sample Y6 Ga NPs side. Signal intensities are normalized to 
fluorescence and Raman intensities at the first second respectively. Note that 
both signals rapidly decay, and a biexponential fit of the fluorescence and Raman 
decays reveals weakly pump intensity-dependent characteristic time scales on 
the order of           and          and 50 s, respectively. The actual values 
and uncertainties of the decay constants are given in Table 9.1. Clearly the UV 
laser is damaging the CV, particularly in the regions where the field 
concentration is highest, and the majority of the enhancement and damage 
occurs in the first few seconds [220]. In Figure 9.5b, normal Raman intensity 
under highest power illumination (black curve) ends at lowest leftover signal 
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level, which indicates that more CV was damaged as the pump intensity 
increases, local EM field strength will exceed the damage threshold in more areas. 
Therefore, we may apply this method on our samples to investigate the 
distribution of local enhancement factor. 
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Figure 9.5: Time-dependent normalized (a) fluorescence and (b) Raman signals at 
1617 cm-1 from CV on Ga NP side in sample Y6 excited by four different laser 
pump intensities. 
 
Table 9.1: Time constants for the fast and slow decays of the fluorescence and 
Raman signals under four different laser pump intensities. (Numbers in the 
parentheses represent the least significant figures) 
Pump 
Intensity 
(        ) 
Fluorescence Raman 
      (s)       (s)       (s)       (s) 
27.85 3.94(38) 62.5(128) 2.15(33) 50.9(39) 
18.91 4.53(63) 53.6(122) 1.38(43) 55.8(73) 
8.356 4.22(59) 56.7(72) 1.39(101) 48.5(73) 
4.974 4.86(233) 068(233) – 54(78) 
 
212 
Following the work by Fang et al. [218-219], a series of Raman spectra were 
measured under different laser pump intensities. In order obtain local 
enhancement distribution on Ga NPs surface, let’s first examine how local EF 
distribution impact Raman spectra under different laser powers mathematically. 
Since the local EF is not uniform on the surface, let’s assume the probability 
density function of enhancement factor   on the sample surface is  ( ). Therefore, 
the overall enhancement   shall be, 
  ∫  ( )   
    
    
     (9.1) 
For Raman measurement without damage, the final Raman signal intensity   
shall be proportional to   given that analytes are uniformly coated. When 
damage occurs, analytes at the site with the highest enhancement factor are 
damaged first. Therefore, a cutoff     is defined as the critical enhancement factor 
with which the enhanced field intensity at this site is equal to the damage field 
intensity threshold. Therefore, the leftover active enhancement will be, 
   ∫  ( )   
   
    
     (9.2) 
In the experiments, it is easier to measure local EM field intensity. Rewrite 
Equation 9.1 and 9.2 with the distribution of local EM field enhancement  ,  ( ): 
  ∫  ( )    
    
    
     (9.3a) 
   ∫  ( )    
   
    
     (9.3b) 
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This conversion assumes      which is an approximation discussed in Section 
8.2. It requires that the laser and Stokes Raman fields are simultaneously and 
equally enhanced. UV Raman signals are closer in wavelength to the Rayleigh-
scattered laser light than in the visible or near-IR, and the Ga NP LSPR is broader 
than the comparable LSPR from Ag or Au NPs. Consequently, this critical 
assumption upon which this analysis depends, is more applicable in the UV than 
at lower energies. 
In Equation 9.3b,      is named the critical local field enhancement, 
    
   
   
      (9.4) 
which is the minimum local field enhancement required to raise incident local 
EM field     to exceed analyte damage threshold    . For all the sites with      , 
        . Therefore, analytes will be damaged at those sites and leftover signals 
will come from those sites with      . Given that Raman signal intensity is 
proportional to the overall enhancement factor, the leftover relative intensity is, 
 
  
 
  
 
 ∫  ( )    
   
    
     (9.5) 
Recall that     is a function of     in Equation 9.4. Therefore, leftover relative 
signal is also a function of    . Figure 9.6 plots the relative strength of Raman 
signals on sample Y6 after 500 s when signal saturates (normalized to the signal 
at the first second) as a function of inverse incident field strength. The top axis 
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labels the critical local field enhancement as defined in Equation 9.4 where 
                is the measured photochemical damage threshold for CV. 
It was measured as the incident field strength at which the intensity of the 
Raman signal stopped varying linearly with pump intensity and is consistent 
with the         damage threshold of acrylic polymers measured using 
nanosecond pulsewidth UV laser pulses at 355 nm [208][221].  
 
 
Figure 9.6: Dependence of relative Raman intensity at 1617 cm-1 from CV on Ga 
NP side in sample Y6 after 500 s on laser pump intensity normalized to the 
damage threshold of CV. 
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In Figure 9.6, the functional dependence of 
 
  
 on     is approximately, 
 
  
                (9.6) 
The three parameters can be obtained by fitting the curve in Figure 9.6 with the 
above equation.            ,            , and           . A 
represents the relative leftover signal when      . It should approach 1 as 
      meaning no site has enhancement and therefore no damage occurs. The 
leftover signal intensity shall be the same as the initial signal intensity. The fitted 
value A is close to 1 within the experimental error. A, B, and   determine the zero 
point of    , which is  5  . Theoretically, the zero point of     shall be close to 1 
as       meaning the EM field intensities at all the sites exceed the damage 
threshold and therefore no Raman signal shall be left. The calculated zero point 
of     from fitted parameters is a bit deviated from 1 as the measurement 
preciseness drops when the leftover Raman signals become very weak. 
Compare Equation 9.6 with Equation 9.5.  ( ) shall have the form, 
 ( )     
             (9.7) 
Given that  ( )     ( )  , and     , the probability density function  ( ) is, 
 ( )     
                   (9.8) 
where   and    are both normalization parameters. In order to normalize  ( ), 
     and      are needed. Here,        from Figure 9.4 as that’s the saturated 
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overall EF over time.      can be calculated from the weakest laser pump 
intensity that can damage CV. Due to the restriction in our experiments, the 
weakest signal we can measure is the data point on the most right in Figure 9.6 
which is obviously not saturated. Therefore, we estimated that        
  
corresponding to     where the end relative Raman intensity is 95% of saturated 
relative Raman signal value. Indeed, the choice of      and      will not affect 
resulted distribution significantly. By normalizing  ( ) with      and     , the 
probability density function of enhancement factor is 
 ( )         
                   (9.9) 
Two integrals of  ( ) are of great interests: 
i. Integral ∫  ( )  
  
  
 represents the probability of sites with 
enhancement factor between    and   , which is actually the spatial 
distribution of enhancement factor on the surface. The integral 
calculates the surface area percentage where enhancement factor is 
between    and   . 
ii. Integral ∫  ( )   
  
  
 represents the overall enhancement for EF 
between    and   , which actually describes the signal contribution 
from the sites, hotspots, with EF between    and   . 
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Table 9.2 listed the hotspot spatial distribution (percentage of surface area 
calculated using ∫  ( )  
  
  
) and corresponding Raman contribution distribution 
(percentage of total Raman signal calculated using ∫  ( )   
  
  
). Note that 86% of 
the spectral strength comes from less than 3% of the surface area, and 
enhancement factors as large as 107 are observed in really tiny portion of the 
surface locations. Consider the inter-particle gap in sample Y6, the average gap 
distance is around 10 nm, assume a 1 nm slice and half of the slice is the hotspot 
which has area 5 nm2. That’s about 1/107 of a beam spot area       . 0.000088% 
of the surface area thus accounts for approximately 8 hotspots. It demonstrates 
again that only portion of the sample surface provides strong enhancement. 
Table 9.2: 
Contribution of the various site enhancements to the overall SERS signal. 
Raman Enhancement 
Factor     
Percentage of  
Surface Area 
Percentage Contribution 
to SERS Signal 
>107 0.000088% 2.24% 
106 - 107 0.0044% 24.2% 
105 – 106 0.043% 25.3% 
104 - 105 0.334% 20.3% 
103 - 104 2.25% 14.0% 
102 - 103 14.0% 8.78% 
<102 83.4% 5.26% 
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∫  ( )   
    
    
    which is the expected overall enhancement from this sample 
Y6. It is larger than the direct EF       reported in the last chapter. Recall that 
the Raman spectra were integrated for 180 s during the measurement. The 
resulted enhancement factor is actually averaged over the first 180 s during 
which analyte damage occurs. Overall enhancement factor is therefore smaller 
than the calculation value assuming no damage. Also, the spectra plotted in 
Figure 8.4, Figures 9.1 ~ 9.4, and Figure 9.6 are three different data sets measured 
at different time. The direct comparisons among them are more qualitatively.  
In conclusion, both temporal and spatial variances deteriorate overall signal 
enhancement. Temporal analysis of Raman signals on sample Y6 reveals surface-
enhanced photodegradation (SEPD) process of CV on Ga NPs. Further 
experiments on sample Y6 excited by laser with a series of pump intensities 
reveals enhancement factor and signal contribution distributions over surface 
area. Only small portion (3%) of the surface area contributes to the majority of 
overall enhancement (86%). Local enhancement factor as large as 107 was 
obtained experimentally, which leaves great potential for future optimization of 
Ga nanostructures for UV plasmonics.  
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10. Conclusions and Perspectives 
10.1 Conclusions 
We have demonstrated that Gallium is a compelling UV plasmonic material 
through estimation and modeling, controlled synthesis, spatial and optical 
characterization, and UV SERS, UV SEF, and UV SEPD demonstration. 
Plasmonic features of Ga and Ga NPs were estimated by Rayleigh scattering, Mie 
scattering, and numerical DDA methods. Rayleigh scattering results showed that 
the LSPR energies of nano-scale Ga NPs are within the UV range unlike the vis-
NIR resonant Ag and Au NPs. Mie scattering results confirmed the UV 
resonances and revealed the size-dependent LSPR. Ga NPs with radii smaller 
than 60 nm possess LSPR energies within the UV range. The local field 
enhancement was also comparable to the performance of Au in the visible range 
while Ga NPs had a 3 ~ 4 times larger bandwidth than that of Au. DDA 
calculations on truncated NPs displayed a split in the lower energy “in-plane” 
and high energy “out-of-plane” modes. The presence of sapphire substrate 
redshifted the LSPR of Ga NP ensemble. 
Ga NPs were grown in UHV MBE chamber. 99.99999% pure Ga flux impinged 
onto solid supports and formed self-assembled randomly distributed array of 
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hemispherical truncated NPs confirmed by SEM and AFM. Dosage and 
temperature controlled the NP formation. NP deposition can be halted when its 
LSPR reaches the desired value which is monitored by in situ SE. For a short 
deposition time, NP ensembles possess unimodal size distribution compared to 
the bimodal size distribution for longer deposition times, which is driven by 
surface diffusion. SE data measured at     confirmed the UV resonance of Ga 
NPs. NPs with a radius ranging from approximate 20 nm to 70 nm showed the 
LSPR from approximately 4.5 eV to 1.9 eV which demonstrated again its wide 
resonance tunablity. 
With Lorentz model fitting, Ga NP ensembles on solid supports behave like a 
single NP. Both the resonant energy and the damping constant of the lower 
energy in-plane mode decreased as 1/d with respect to the average NP diameter. 
However, variable-angle reflectance, VASE, and VAMM measurements reveal an 
unpredicted size-dependent dispersion and depolarization feature at near 
normal incidence which originates from the multiparticle effects and needs 
further exploration. 
Three samples with Ga NP ensembles on sapphire deposited at      were used 
for UV plasmonic applications. Their mean radii are 23 nm, 26 nm, and 70 nm 
with a LSPR energy at 4.5 eV, 3.8 eV and 1.95 eV. A 5 nm film of crystal violet 
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was spin-coated upon these nanoparticles following excitation by a HeCd laser 
operating at 325 nm. A direct Raman enhancement factor of 5, 6 and 22 were 
reported for the three samples by comparing the Raman signal intensities at the 
1617 cm-1 Raman mode. And the direct fluorescence enhancement factor of 2, 3, 
and 9 were obtained accordingly. Raman spectra were then measured over time 
and under the excitation of different laser powers. Photodegradation occurred at 
the beginning of laser excitation and saturated over time, which implied the 
existence of a strong local enhancement at the hotspots. Measured local Raman 
enhancement factors exceeding 107 demonstrated the potential of Ga NP arrays 
for plasmonically enhanced ultraviolet detection and remediation. 
We demonstrated, for the first time, UV SERS, UV SEF, and UV SEPD on Ga NP 
arrays in experiments. The difference between a high local Raman enhancement 
factor exceeding 107 at hotspots and a modest overall signal enhancement 
suggests potential improvement of modeling and synthesis of Ga nanostructures 
are necessary. 
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10.2 Perspectives 
10.2.1 Improved structures and extended applications 
In our experiment, NPs are randomly distributed on solid supports with a bell-
shape size distribution. Only a portion of the NPs are in a resonant state. Also, 
hotspots occur mainly between large and small NPs. As discussed in Chapter 9, 
these areas account for less than 3% of the sample surface. The overall averaged 
enhancement is far below the highest possible enhancement. Ideally, an array of 
monodispersed NP pairs, consisting of small and large NPs with a gap in the 
optimized dimension, will form an array of equally enhanced hotspots and thus 
strongly increase the overall enhancement. An attempt has been made to control 
size dispersion and interparticle distance as discussed in Chapter 5 by controlling 
the deposition temperature. Other approaches like lithography may be applied 
to this problem but will raise the difficulty and the cost [222]. 
The analyte used in the demonstration was crystal violet. As the enhancement 
majorly comes from the EM origin, the type of analyte should have minimal 
effect on the performance. Biomolecules, like nucleic acid or DNA, are of great 
interest in UV plasmonics. One of the advantages of UV SERS is its great 
potential in detecting biomolecules with their UV absorption resonance as 
discussed in Chapter 1. In addition to UV SERS, SEF, and SEPD, Ga 
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nanostructures may also be applied to other applications, like biosensing, 
bioimaging, and high efficiency solar cell, in the scope of LSP UV resonance. 
10.2.2 Corrected modeling and spatially resolved characterization 
In order to guide the synthesis of Ga NP pairs, where hotspot exists, models shall 
be developed to calculate light scattering or local EM field distribution from at 
least two NPs. Modeling in Chapter 2 was majorly considering single NP. This 
ignored the significant contribution from interparticle coupling. As mentioned at 
the end of Chapter 2, DDA, FDTD and the T-matrix method can be used to 
calculate light scattering from an array of nonspherical objects numerically. For 
the T-matrix, the object shall be axiosymmetric [223]. Calculation using these 
methods can confirm the presence of hotspots and also obtain an optimized 
value of radii and interparticle distance for NP pairs to guide synthesis. 
Another correction on the model is the composition of Ga NPs. Previous research 
showed coexistence of liquid and solid phases of Ga in Ga NPs [83]. At room 
temperature, single Ga NP consists of a liquid phase shell and a solid phase core. 
Calculation suggests that liquid phase Ga reveals a larger enhancement and a 
bluer resonance energy than the solid phase Ga under same conditions [224]. 
Models discussed in Chapter 2 were for homogenous materials. Co-existence of 
different Ga phases requires nanoshell models for plasmon resonance 
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calculations [225]. This increases the difficulty of modeling but also provides 
another degree of freedom to tune the LSPR energy. 
In addition to modeling, direct measurement of hotspots is also highly desirable. 
Modern techniques have been developed for spatially resolved optical 
measurements including spatially resolved SERS (SR SERS) [222], dark field 
optical microscopy [226], and near-field scanning optical microscopy (NSOM) 
[227]. Due to the optical diffraction limit discussed in Chapter 1, the spatial 
resolution of these measurements cannot reach below several hundred 
nanometers. The interparticle distance in our Ga NP ensembles is approximately 
10 ~ 20 nm as shown in Chapter 5 which is far smaller than the resolution limit. 
Therefore, it is not applicable to use the above techniques to directly probe 
hotspots in our samples. Instead of photons, electron beams may be used to 
increase the resolution due to their much higher energy and thus smaller 
equivalent wavelength. Electron energy loss spectroscopy (EELS) [228] and 
cathodoluminescence (CL) [229] are recently adopted by plasmonics researchers 
for plasmon resonance characterization. Similar to SEM, the resolution of EELS 
and CL are usually around 1 ~ 2 nm given that the condition of the electron beam 
is fairly below the particle and interparticle dimensions of our Ga NP ensembles. 
Electron beams are used to excite plasmon modes and induce photon emissions. 
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Photon intensities are measured at each position over the sample and therefore 
can be used to infer local excitability. 
10.2.3 UV plasmonic materials 
While the ultimate goal of this research is to search for an ideal UV plasmonic 
materials and structures, this search may not be limited to Ga. Theoretical 
estimations have been reported to compare varieties of metals for their 
plasmonic properties in UV [64][230], including Ga, Mg, Al, Tl, In, and Pb. In 
addition to their plasmonic features, their material properties for handling and 
applications are also essential. Here, we generalize the criteria for UV plasmonics 
materials: 
i. Plasmon resonance in UV 
ii. Large local field enhancement 
iii. Wide tunability 
iv. Easy and cost effective synthesis 
v. Non-selective (on analyte) 
vi. Reproducibility and Stability (under temperature fluctuation and air 
exposure) 
vii. Environmental and human friendly  (nontoxic) 
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As discussed in previous chapters, Ga is still an ideal material given these criteria 
although its local field enhancement in UV is not the highest comparing to Al 
and Mg. In order to benefit from both plasmonic and material features, multi-
species structures may be developed to include two or more materials in alloy or 
nanoshell forms [81][82]. 
 
With matured modeling and improved synthesis, our vision is to unfold the full 
potential of gallium in nanoplasmonics, to continue searching for novel materials 
and structures, and to expand their applications in ultraviolet plasmonics.  
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