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We establish necessary and suﬃcient conditions for the validity of Hardy inequalities
of fractional orders involving weights which are products of power-type functions and
slowly varying functions. Consequently, for such weights, we solve Open Problems 1 and
2 mentioned in the book of Kufner and Persson, Weighted Inequalities of Hardy Type (World
Scientiﬁc Publishing, 2003).
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1. Introduction and the main results
In [9] the following theorem was proved.
Theorem 1.1. Let 1 p < ∞, δ ∈ (0,1) ∪ (1, p) and u be a locally integrable function on [0,∞). Let
(i) either 0< δ < 1 and limt→∞ 1t
∫ t
0 u = 0,
(ii) or 1 < δ < p and limt→0+ 1t
∫ t










|x− y|δ+1 dxdy, (1.1)
where C = (1+ p/|δ − 1|)p/2.







1/p can be used to deﬁne a certain Besov-type space, inequality (1.1) rep-
resents its embedding into the weighted Lebesgue space Lp((0,∞), x−δ). Note that Besov-type spaces play an important
role in interpolation theory and the theory of function spaces (see, e.g., [12]).
In [6] it was shown that power-type weights in inequality (1.1) are optimally chosen. In this paper we prove such results
for more general weights. We study the fractional Hardy inequality
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∣∣u(x) − u(y)∣∣pw1(|x− y|)dxdy
)1/p
, (1.2)
with weights wi(t) = tθi bi(t), where θi ∈ R and bi are slowly varying functions on the interval (0,∞) (notation bi ∈












again with weights wi(t) = tθi bi(t), where θi ∈R and bi ∈ SV (0,∞), i = 1,3.
As usual, we write A  B (or A  B) if A  cB (or cA  B) for some positive constant c independent of appropriate
quantities involved in the expressions A and B . If q ∈ (0,∞], then the Lq-(quasi-)norm of a measurable function f on the
interval (a,b) ⊆R is denoted by ‖ f ‖q,(a,b) .
Our main results are the following theorems.















u(s)ds = 0 (1.5)
if and only if θ2 = θ1 > 1/p and 1/b2  1/b1 .








u(s)ds = 0 (1.6)
if and only if θ2 = θ1 < 1/p and 1/b2  1/b1 .
Remark 1.4. In formulae (1.5) and (1.6) the integral
∫ t
0 u(s)ds is deﬁned as limε→0+
∫ t
ε u(s)ds (cf. [9]). Note also that in-
equality (1.4) with θ2 = θ1 = δ/p and b2 = b1 ≡ 1 coincides with inequality (1.1).
Inequality (1.4) does not hold for all u ∈ Lloc(0,∞) satisfying (1.5) (or (1.6)) provided that θ2 = θ1 = 1/p and b2 = b1.
This limiting case is considered in the following assertions.








holds for all u ∈ Lloc(0,∞) satisfying (1.5) if and only if
sup
R>0
∥∥x− 1p b2(x)−1∥∥p,(R,∞)∥∥x− 1p′ b1(x)∥∥p′,(0,R) < ∞. (1.8)








τ , t > 0, then
b2 ∈ SV (0,∞) (cf. (2.4) below) and (1.8) holds.
Note also that inequality (1.7) remains true for all u ∈ Lloc(0,∞) satisfying (1.5) provided that p = 1 and (1.8) holds (the
proof is the same as that of the suﬃciency part of Theorem 1.5).
Theorem 1.7. Let 1< p < ∞ and b1,b2 ∈ SV (0,∞). Then inequality (1.7) holds for all u ∈ Lloc(0,∞) satisfying (1.6) if and only if
sup
R>0
∥∥x− 1p b2(x)−1∥∥p,(0,R)∥∥x− 1p′ b1(x)∥∥p′,(R,∞) < ∞. (1.9)








τ , t > 0,
then b2 ∈ SV (0,∞) (cf. (2.4) below) and (1.9) holds.
Note also that inequality (1.7) remains true for all u ∈ Lloc(0,∞) satisfying (1.6) provided that p = 1 and (1.9) holds (the
proof is the same as that of the suﬃciency part of Theorem 1.7).
Remark 1.9. When θ1 = 1/p, then suﬃciency in Theorems 1.2 and 1.3 holds without any additional restrictions on this
parameter. Suﬃciency in Theorems 1.5 and 1.7 is satisﬁed also for p = ∞ provided that b1 is equivalent to a non-
decreasing function on the interval (0,∞). On the other hand, it can be easily veriﬁed that if either θ1 < 0, or θ1 = 0
and ‖h−1/pb1(h)−1‖p,(1,∞) = ∞, or θ1 > 1, or θ1 = 1 and ‖h−1/pb1(h)−1‖p,(0,1) = ∞, then the right-hand side of (1.4) is
inﬁnite for each nonzero function u ∈ C∞0 ((0,∞)).
Remark 1.10. Let 1 p ∞, θ1 ∈ R, λ 0 and b1 ∈ SV (0,∞) be such that either θ1 + 1/p > λ, or θ1 + 1/p = λ and b1 is






















for all u ∈ Lloc(0,∞), one can also prove (using Lemma 3.6 or Lemma 3.7, and Lemmas 3.16 and 4.1 below) that, under the













holds for all u ∈ Lloc(0,∞) satisfying (1.5) or (1.6), respectively, if and only if θ2 = θ1 and 1/b2  1/b1.
Analogous assertions also concern Theorems 1.5 and 1.7.








holds for all u ∈ AC(0,∞) if and only if θ3 = θ1 and 1/b3  1/b1 .
Remark 1.12. Note that inequality (1.12) remains true for all u ∈ AC(0,∞) if θ3 = θ1 = 1/p ∈ (0,1) and 1/b3  1/b1 (cf.
Lemma 3.16 below).
Note also that Lemma 3.16 (which implies the suﬃciency part of Theorem 1.11) with 1 < p < ∞ and b ≡ 1 was men-
tioned without proof at the end of paper [9]. In such a case the proof was given in [10] (see the proof of [10, Theorem 5.3]).
On using the second estimate in (1.10), one can also prove that, under the assumptions of Remark 1.10 and those of
Theorem 1.11, the inequality∥∥∥∥












holds for all u ∈ AC(0,∞) if and only if θ3 = θ1 and 1/b3  1/b1.
Inequality (1.2) or/and (1.3) (and their modiﬁcations) were investigated in [2] and [8]. However, only suﬃcient conditions
for their validity were established. We refer to [10, Section 5] for further results and references on fractional order Hardy
inequalities.
The paper is organized as follows. Section 2 contains notation, basic deﬁnitions and preliminary assertions. In Section 3
we present proofs of suﬃciency parts of the main results, while necessity parts are proved in Section 4.
2. Notation and preliminaries
If p ∈ [1,∞], the conjugate number p′ is deﬁned by 1/p + 1/p′ = 1 with the convention that 1/∞ = 0. Let I be
an interval in R, χI stands for the characteristic function of I . The symbol M(I) is used to denote the family of all
measurable functions on the interval I . By M+(I) we mean the subset of M(I) consisting of those functions which
are non-negative a.e. on I . If I = (a,b), we write simply M(a,b) and M+(a,b) instead of M((a,b)) and M+((a,b)).
Furthermore, M+(a,b;↓) or M+(a,b;↑) stands for the collection of all f ∈M+(a,b) which are non-increasing or non-
decreasing on (a,b), respectively. Finally, by AC(0,∞) we denote the family of all functions which are locally absolutely
continuous on (0,∞).
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≡ b ≡ ∞, is said to be slowly varying on (0,∞), notation b ∈ SV (0,∞), if, for each ε > 0,
there are functions gε ∈M+(0,∞;↑) and g−ε ∈M+(0,∞;↓) such that
tεb(t) ≈ gε(t) and t−εb(t) ≈ g−ε(t) for all t ∈ (0,∞). (2.1)
Here we follow the deﬁnition of SV (0,∞) given in [7]; for other deﬁnitions see, for example, [1] and [3]. The family
SV (0,∞) includes not only powers of iterated logarithms and the broken logarithmic functions of [4] but also such func-
tions as t → exp(| log t|a), a ∈ (0,1). (The last mentioned function has the interesting property that it tends to inﬁnity more
quickly than any positive power of the logarithmic function.)
One can easily verify that given b ∈ SV (0,∞) and r ∈R, then
br ∈ SV (0,∞). (2.2)
If α > 0 and p ∈ (0,∞], then∥∥τα−1/pb(τ )∥∥p,(0,t) ≈ tαb(t) and ∥∥τ−α−1/pb(τ )∥∥p,(t,∞) ≈ t−αb(t) for all t ∈ (0,∞). (2.3)
If q ∈ (0,∞], then the functions
B0(t) :=
∥∥τ−1/qb(τ )∥∥q;(0,t), B∞(t) := ∥∥τ−1/qb(τ )∥∥q;(t,∞), t ∈ (0,∞), (2.4)
belong to SV (0,∞) (cf. [7, Proposition 2.2]).
3. Proofs of main results — suﬃciency
To prove suﬃciency parts of Theorems 1.2 and 1.3, we shall need suitable Hardy-type inequalities (proofs can be found,
e.g., in [11]).






























Corollary 3.3. Let 1 p ∞, θ ∈R \ {1/p} and a,b ∈ SV (0,∞).
(i) Inequality (3.1) holds for all f ∈M+(0,∞) if and only if
θ > 1/p and 1/a 1/b.
(ii) Inequality (3.2) holds for all f ∈M+(0,∞) if and only if
θ < 1/p and 1/a 1/b.

































for all f ∈ Lloc(0,∞). Then 1/a 1/b.

















= ∥∥x1− 1p a(x)−1∥∥p,(0,R) ≈ R a(R)−1














Our assumption then implies that R a(R)−1  R b(R)−1 for all R > 0 and the result follows.
If the second inequality is satisﬁed, then take f (t) = t−2χ(R,∞)(t) and proceed similarly. Details are left to the reader. 
Lemma 3.5. (Cf. [9, Proof of Theorem 1].) Let u ∈ Lloc(0,∞) satisfy one of conditions (1.5), (1.6). Put




u(s)ds, t ∈ (0,∞). (3.3)
Then





ds, t ∈ (0,∞), if u satisﬁes condition (1.5); (3.4)





ds, t ∈ (0,∞), if u satisﬁes condition (1.6). (3.5)













holds for all u ∈ Lloc(0,∞) satisfying condition (1.5).















To estimate the second term on the right-hand side of (3.7), we use (2.2) (with r = −1) and Corollary 3.3(i) (with a(t) = b(t)
























Lemma 3.7. Let 1 p ∞, θ < 1/p and b ∈ SV (0,∞). Then inequality (3.6) holds for all u ∈ Lloc(0,∞) satisfying condition (1.6).
Proof. The proof is similar to that of Lemma 3.6. We use (3.5) and Corollary 3.3(ii) instead of (3.4) and Corollary 3.3(i),
respectively. Details are left to the reader. 
The following two lemmas are analogues of Lemmas 3.6 and 3.7 and concern the limiting case when θ = 1/p.
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sup
R>0
∥∥x− 1p a(x)−1∥∥p,(R,∞)∥∥x− 1p′ b(x)∥∥p′,(0,R) < ∞. (3.9)


















holds for all u ∈ Lloc(0,∞) satisfying condition (1.5).



























∥∥t− 1p b(t)−1v(t)∥∥p,(0,∞). (3.12)




















Lemma 3.9. Let 1 p ∞ and a,b ∈ SV (0,∞). Assume that
sup
R>0
∥∥x− 1p a(x)−1∥∥p,(0,R)∥∥x− 1p′ b(x)∥∥p′,(R,∞) < ∞. (3.13)
Then inequality (3.10) holds for all u ∈ Lloc(0,∞) satisfying condition (1.6).
Proof. The result can be proved analogously as the previous lemma (one applies Lemma 3.2 instead of Lemma 3.1). 
Remark 3.10. There is another way how to prove that a−1  b−1 in the proof of Lemma 3.8. Indeed, if d ∈ SV (0,∞) and
r ∈ (0,∞], then (cf. [5, Lemma 2.1(vii)])
d(R)
∥∥x− 1r d(x)∥∥r,(0,R) and d(R) ∥∥x− 1r d(x)∥∥r,(R,∞) (3.14)
for all R ∈ (0,∞). Moreover, by (3.9),
∥∥x− 1p a(x)−1∥∥p,(R,∞)  1/∥∥x− 1p′ b(x)∥∥p′,(0,R) for all R ∈ (0,∞). (3.15)
Since, by (3.14),
a(R)−1 
∥∥x− 1p a(x)−1∥∥p,(R,∞) and 1/∥∥x− 1p′ b(x)∥∥p′,(0,R)  1/b(R)
for all R ∈ (0,∞), (3.15) implies that a−1  b−1.
Remark 3.11. Using the triangle inequality and Corollary 3.3(i) (with f = |u|, a = b and θ + 1 instead of θ ), one can prove























for all u ∈ Lloc(0,∞) provided that 1 p ∞, θ > −1/p′ and b ∈ SV (0,∞).
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for all u ∈ Lloc(0,∞).








∣∣∣∣, t > 0.
The assumptions λ 0 and (3.16) implies that the functions t → tλ and t → tθ−λ+1/pb(t) are equivalent to non-decreasing




















∥∥∥∥ u(t) − u(s)|t − s|θ+1/pb(|t − s|)
∥∥∥∥
p,(0,∞)












∥∥∥∥ u(t) − u(s)|t − s|θ+1/pb(|t − s|)
∥∥∥∥
p,(0,∞)×(0,∞)
and (3.17) is proved. 
Proof of suﬃciency parts of Theorems 1.2 and 1.3. It is suﬃcient to prove inequality (1.4) with θ2 = θ1 =: θ and b2 = b1 =: b.

























the result follows. 
Proof of suﬃciency parts of Theorems 1.5 and 1.7. The proof is analogous to the previous one. The only difference is that
one applies Lemma 3.8 or Lemma 3.9, instead of Lemma 3.6, or Lemma 3.7, respectively. 
Lemma 3.13. Let 0< p ∞ and let g ∈M((0,∞) × (0,∞)) be such that
g(s, t) = g(t, s) for all s, t > 0. (3.18)
Then ∥∥g(t, s)∥∥p,(0,∞)×(0,∞) = 21/p∥∥∥∥g(t, s)∥∥p,(t,∞)∥∥p,(0,∞).



































and the result follows.
If p = ∞, then we arrive at the desired result on exchanging essential suprema instead of using Fubini’s theorem. 
Remark 3.14. It also follows from the proof of Lemma 3.13 that∥∥g(t, s)∥∥p,(0,∞)×(0,∞) = 21/p∥∥∥∥g(t, s)∥∥p,(0,t)∥∥p,(0,∞).
Lemma 3.15. If 1 p ∞, θ < 1 and b ∈ SV (0,∞), then∥∥∥∥









for all ϕ ∈M+(0,∞).
Proof. If p ∈ [1,∞), then, by the Fubini theorem,∥∥∥∥













Using the change of variables z = s − t , (2.2), (2.3) and the inequality θ < 1, we obtain∥∥∥∥ 1|t − s|θ−1+1/pb(|t − s|)
∥∥∥∥
p,(0,s)
= ∥∥z1−θ−1/pb(z)−1∥∥p,(0,s) ≈ s1−θb(s)−1 for all s > 0
and the result follows.
If p = ∞, then the proof is analogous (we exchange essential suprema instead of using Fubini’s theorem). 







for all u ∈ AC(0,∞). (3.19)
Proof. Put
g(t, s) := |u(t) − u(s)||t − s|θ+1/pb(|t − s|) , t, s 0.











Using suitable changes of variables and Corollary 3.3(i) (with f (y) = |u′(y + t)|, a = b and with θ + 1/p instead of θ ), we






















∥∥∥∥ u′(z + t)zθ−1+1/pb(z)
∥∥∥∥ =
∥∥∥∥ u′(s)|t − s|θ−1+1/pb(|t − s|)
∥∥∥∥ for all t > 0.
p,(0,∞) p,(t,∞)














and (3.19) is veriﬁed. 
Proof of suﬃciency part of Theorem 1.11. Suﬃciency follows from Lemma 3.16 on taking θ1 = θ3 = θ and b1 = b3 = b. 
4. Proofs of main results — necessity
Lemma 4.1. Let 1 p ∞, 1/v ∈ Lp′loc(0,∞) and w ∈M+(0,∞). Assume that there is a positive constant C such that the inequality
‖uw‖p,(0,∞)  C
∥∥u′v∥∥p,(0,∞) (4.1)
holds for all u ∈ AC(0,∞) satisfying (1.5). Then, for each R ∈ (0,∞),
‖w‖p,(R,∞)‖1/v‖p′,(0,R)  C . (4.2)







, x ∈ (0,∞).
Obviously, u ∈ AC(0,∞) and satisﬁes (1.5). Moreover,
u′(x) = χ(ε,∞)(x) f (x) 1
v(x)
for a.e. x ∈ (0,∞).
Consequently,∥∥u′v∥∥p,(0,∞)  ‖ f ‖p,(0,∞)  1. (4.3)

























Taking the supremum over all f with ‖ f ‖p,(0,∞)  1 and letting ε → 0+ , we obtain the result. 
Lemma 4.2. Let 1 p ∞, 1/v ∈ Lp′loc(0,∞) and w ∈M+(0,∞). Assume that there is a positive constant C such that (4.1) holds
for all u ∈ AC(0,∞) satisfying (1.6). Then, for each R > 0,
‖w‖p,(0,R)‖1/v‖p′,(R,∞)  C . (4.4)
Proof. We can prove this lemma analogously as the previous one, putting, for a ﬁxed r > 0, u(x) := ∫ ∞x χ(0,r)(t) f (t) dtv(t) ,
x ∈ (0,∞), and then letting r → ∞. 
Proof of necessity parts of Theorems 1.2 and 1.3. Assume that Hardy inequality (1.4) with θ1 ∈ (0,1), θ2 ∈ R and b1,b2 ∈








Further, by Lemma 4.1,
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R>0
∥∥x−θ2b2(x)−1∥∥p,(R,∞)∥∥xθ1−1b1(x)∥∥p′,(0,R) < ∞,
which implies that θ2 = θ1 > 1/p and 1/b2  1/b1 and Theorem 1.2 is proved.




which implies that θ2 = θ1 < 1/p and 1/b2  1/b1. 
Proof of necessity parts of Theorems 1.5 and 1.7. The proof is analogous to that of necessity parts of Theorems 1.2 and 1.3.
Hardy inequality (1.7) and Lemma 3.16 show that inequality (4.5) holds (with θ2 = θ1 = 1/p) for all u ∈ AC(0,∞) satisfying
condition (1.5) or (1.6). Together with Lemma 4.1 or Lemma 4.2, this implies condition (1.8) or (1.9), respectively. 
Proof of necessity part of Theorem 1.11. Since θ1 ∈ (0,1) \ {1/p} and 1 p ∞, either θ1 > 1/p and p > 1 or θ1 < 1/p and




∥∥∥∥ u(t) − u(s)|t − s|θ1+1/pb1(|t − s|)
∥∥∥∥
p,(0,∞)×(0,∞)








holds for all such functions. Thus, the result follows on using Lemma 4.1 or Lemma 4.2, respectively. 
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