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ABSTRACT
In this paper, we present a cosmological model-independent test for the cosmic opacity at high red-
shifts (z ∼ 5). We achieve this with the opacity-dependent luminosity distances derived from nonlinear
relation between X-ray and UV emissions of quasars, combined with two types of opacity-independent
luminosity distances derived from the Hubble parameter measurements and simulated gravitational
wave (GW) events achievable with the Einstein Telescope (ET). In the framework of two phenomeno-
logical parameterizations adopted to describe cosmic opacity at high redshifts, our main results show
that a transparent universe is supported by the current observational data at 2σ confidence level.
However, the derived value of the cosmic opacity is slightly sensitive to the parametrization of τ(z),
which highlights the importance of choosing a reliable parametrization to describe the optical depth
τ(z) in the early universe. Compared with the previous works, the combination of the quasar data and
the H(z)/GW observations in similar redshift ranges provides a novel way to confirm a transparent
universe (ǫ = 0 at higher redshifts z ∼ 5), with an accuracy of ∆ǫ ∼ 10−2. More importantly, our
findings indicate that a strong degeneracy between the cosmic opacity parameter and the parameters
characterizing the LUV − LX relation of quasars, which reinforces the necessity of proper calibration
for such new type of high-redshift standard candle (in a cosmological model-independent way).
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1. INTRODUCTION
It is well recognized in modern cosmology that our uni-
verse is undergoing an accelerated expansion at the cur-
rent stage, and this conclusion is supported by the most
direct evidence that type Ia supernovae (SNe Ia) are un-
expected observed to be fainter than expected in a de-
celerating universe (Riess et al. 1998; Perlmutter et al.
1999; Scolnic et al. 2018). Besides a new cosmologi-
cal component exerting negative pressure (cosmological
constant being the simplest candidate) (Ratra & Peebles
1988; Caldwell et al. 1998; Cao et al. 2011; Cao & Liang
2013; Cao & Zhu 2014; Ma et al. 2017; Qi et al. 2018),
some other different theories or mechanisms have also
been proposed to explain the observed SNe Ia dim-
ming (Qi et al. 2017; Xu et al. 2018). Indeed, soon af-
ter the discovery of cosmic acceleration, it was suggested
that SNe Ia observations could be affected by the non-
conservation of photon number in the beam of emit-
ted light. From theoretical point of view such so-called
cosmic opacity may be due to many possible mecha-
nisms. The standard mechanism focuses on the photon
absorbtion or scattering by dust particles in the Milky
Way, intervening galaxies and the host galaxy (Tolman
1930). Some other exotic mechanisms for cosmic opacity
discuss the conversion of photons into gravitons (Chen
1995), light axions in the presence of extragalactic mag-
netic fields (Csaki et al. 2002; Avgoustidis et al. 2010;
Jaeckel & Ringwald 2010), or Kaluza-Klein modes as-
sociated with extra-dimensions (Deffayet & Uzan 2000).
Up to now, more than 1000 SNe Ia have been detected
(Scolnic et al. 2018), hence the constraints on cosmolog-
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ical parameters inferred from SNe Ia are currently more
suffering from the systematic errors (Qi et al. 2019b).
Cosmic opacity might be an important source of system-
atic errors in this respect and it becomes increasingly
important to quantify the transparency of the Universe.
In the previous works, two general methods have
been widely applied to obtain model-independent con-
straints on the cosmic opacity, through the combina-
tion of opacity-dependent luminosity distances (LD) de-
rived from SNe Ia observations and other sources of
opacity-independent cosmological distance observations.
The first method generally focus on angular diame-
ter distances (ADD) inferred from galaxy clusters or
baryon acoustic oscillations (BAO) (More et al. 2009;
Chen 2012; Li et al. 2013), while the second approach is
based on the opacity-independent luminosity distances
reconstructed by the Hubble parameter (H(z)) measure-
ments of differential ages of passively evolving galaxies —
the so called cosmic chronometers (Holanda et al. 2013;
Liao et al. 2013, 2015; Jesus & Dantas 2017; Wang et al.
2017). It is worth noting that the first method relies
on a fundamental relation known as “distance duality
relation” (DDR) (Etherington 1933, 2007; Cao & Liang
2011), which states that LD and ADD are quantitatively
related as DL = DA(1 + z)
2, where DL and DA are re-
spectively the LD and ADD at the same redshift z. This
relation is valid in any metric theory of gravity, provided
the number of photons is conserved within the beam
(Ellis 2007). As was pointed out by (Avgoustidis et al.
2010), an opacity parameter τ can be introduced to de-
scribe the optical depth associated with cosmic absorp-
tion. In the case of standard candles, the flux received
by the observer will be reduced by a factor of e−τ(z) and
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the observed LD (DL,obs(z)) should be rewritten as
DL,obs(z) = DL,true(z) · e
τ(z)/2. (1)
where DL,true(z) represents the true luminosity distance.
The photon number in the beam from a source at z to
an observer at z = 0 will be reduced when τ(z) > 0.
Since the nature of cosmic opacity is unknown, it is
still an open question whether it can be partly respon-
sible for the dimming of standard candles at higher red-
shifts. In this work, in order to test the transparency
of the universe spanning a wide redshift range, we will
use the quasar data compiled by Risaliti & Lusso (2019)
as the source of LDs potentially affected by the opac-
ity (z ∼ 5). These luminosity distances were proposed
to be assessed from the nonlinear relation between the
ultraviolet (UV) and X-ray luminosity (Risaliti & Lusso
2015; Zheng et al. 2020; Liu et al. 2020). On the other
hand, it is also rewarding to have objects with measur-
able luminosity distances spanning a wide redshift range.
Therefore, two types of opacity-free distance probes will
also be included in our analysis, i.e., 31 Hubble pa-
rameter measurements from differential ages of passively
evolving galaxies (Jimenez &Stern 2003; Simon et al.
2005; Stern & Stanford 2005; Moresco & Cimatti 2012;
Zhang et al. 2014; Moresco 2015; Moresco et al. 2016)
and simulated gravitational waves (GWs) based on the
future generation of GW detector – the Einstein Tele-
scope (ET) (Qi et al. 2019b; Wei 2019; Dalal et al. 2006;
Taylor, et al. 2012; Zhao et al. 2011; Cai et al. 2016).
Specially, the waveform signals of GWs from inspiralling
and merging compact binaries have the advantage of be-
ing insensitive to the non-conservation of photon num-
ber (Abbott et al. 2016, 2017). Therefore, GW stan-
dard sirens provide a new way to determine the opacity-
independent luminosity distances of quasars at the same
redshifts (Schutz 1986), because GWs propagate freely
through a perfect fluid without any absorption and dis-
sipation, unaffected by the opacity of the universe. Note
that in the framework of the third-generation ground
based GW detectors, the observational constraints on
the cosmic opacity can be extended to the distant uni-
verse (z ∼ 5), with a large amount of high-redshift in-
spiral events registered per year at its design sensitivity
(ET Project 2008). Hence, the so-called “redshift desert”
problem could be alleviated to some extent with respect
to the exploration of the cosmic opacity.
The paper is organized as follows. In Section 2, we
present the observational data used in our work, includ-
ing the quasars sample, Hubble parameter measurements
and the simulated GW sample. In Section 3, we intro-
duce the phenomenological parameterizations of the cos-
mic opacity τ(z), and furthermore present the unbiased
cosmic-opacity constraints. Finally, the main conclusions
are summarized and discussed in Section 4.
2. OBSERVATIONAL AND SIMULATED DATA
In this section, we will briefly introduce the method-
ology of deriving two different types of cosmological dis-
tances, i.e., opacity-dependent luminosity distances from
quasar measurements in X-ray and UV bands (stan-
dard candles), as well as opacity-independent luminos-
ity distance inferred from the current H(z) data (cos-
mic chronometers) and future GW observations (stan-
dard sirens).
2.1. Opacity-dependent luminosity distances from
quasars
In order to measure the luminosity distance at cos-
mological scales, one always turns to the most luminous
sources of known (or standardizable) intrinsic luminosity.
Quasars have always been considered as very promising
candidates for this role, since they can be observed up to
very high redshifts and are one of the brightest sources
in the Universe. Considering the extreme variability and
a wide luminosity range in quasars, many previous stud-
ies have used different relations to indirectly derive their
luminosity distances, i.e., the Baldwin effect (Baldwin
1977), the Broad Line Region radius - luminosity rela-
tion (Watson et al. 2011), and the properties of highly
accreting quasars (Wang et al. 2013). In this paper, we
make use of the recent progress made in the nonlinear re-
lation between the UV and X-ray luminosities of quasars
(Avni & Tananbaum 1986), which provides an effective
approach to construct the Hubble diagram beyond the
redshift limit of SNe Ia (Risaliti & Lusso 2015).
In the framework of a scenario generally recognized in
the studies of quasars, the UV photons are emitted by an
accretion disk and the X-rays are generated by Comp-
ton upscattered photons from an overlying hot corona.
Therefore, the non-linear relation between luminosities
in the X-rays (LX) and UV band (LUV ) can be expressed
as
log(LX) = γ log(LUV ) + β
′, (2)
where LX and LUV represent the rest-frame monochro-
matic luminosity at 2keV and 2500A˚ (log = log10), while
β′ and γ denote the intercept and the slope parameter,
respectively. Such relation can be rewritten in terms of
the fluxes F , the slope γ and the normalization constant
β:
log(DL) =
1
2(1− γ)
× [γ log(FUV )− log(FX) + β], (3)
where β is a constant that quantifies the slope and the
intercept, β = β′ + (γ − 1) log 4π.
Unfortunately, it should be pointed that quasars al-
ways display a very high intrinsic scatter in the observed
relation, which remains one of the major disadvantages
in measuring quasar distances with high precision in this
approach. Based on the parent sample of 1138 quasars
from the COSMOS survey (Lusso et al. 2010) and the
Sloan Digital Sky Survey (SDSS) and XMM spectra
(Young et al. 2010), Risaliti & Lusso (2015) built the
“best sample” of 808 quasars suitable for cosmological
applications, focusing on the difference between the in-
trinsic and observational dispersion in the LUV − LX
relation. More specifically, it was found that when
quality filters are applied to the parent quasar sam-
ple (discarding the broad absorption line and radio-loud
quasars), the dispersion previously estimated at the level
of δ = 0.35− 0.40 will be significantly reduced, with the
derived value of the slope parameter γ = 0.6± 0.02 and
the dispersion δ = 0.3. The subsequent studies indi-
cated that the observed dispersion could quantify two
distinct contributions: a scatter due to various obser-
vational effects and an intrinsic scatter related to un-
known physics (Lusso & Risaliti 2016; Risaliti & Lusso
2017; Bisogni et al. 2017; Risaliti & Lusso 2019). Fol-
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lowing this direction, a sub-sample of quasars was iden-
tified without the major contributions from uncertainties
in the measurement of the (2keV) X-ray flux, absorption
in the spectrum in the UV and in the X-ray wavelength
ranges, variability of the source and non-simultaneity of
the observation in the UV and X-ray bands, inclination
effects affecting the intrinsic emission of the accretion
disc, and the selection effects due to the Eddington bias
(Risaliti & Lusso 2017). Great efforts have also been
made to quantify the observational effects, with the in-
trinsic dispersion attested to be smaller than 0.15 dex
(Risaliti & Lusso 2019).
Besides the dispersion in the LUV − LX relation, the
reliability and effectiveness of the method also strongly
depend on its possible evolution with redshifts, which
should be checked on quasar sub-samples in different red-
shift intervals (Bisogni et al. 2017). Taking the above ef-
fects into full consideration, Risaliti & Lusso (2019) col-
lected a sample of 1598 high-quality quasars with avail-
able X-ray and UV measurements, based on the cross-
correlation of the XMM-Newton Serendipitous Source
Catalogue Data Release 7 (Rosen et al. 2016) and the
Sloan Digital Sky Survey (SDSS) quasar catalogues from
Data Release 7 (Shen et al. 2011) and Data Release 12
(Paris et al. 2017). With the gradually refined selection
technique and flux measurements, as well as the elim-
ination of systematic errors caused by various aspects,
the final results showed that such quasar sample could
produce a Hubble diagram in excellent agreement with
the concordance ΛCDM model and the SNe Ia sample
in the redshift range of z < 1.4, with accurate deter-
mination of the slope parameter γ = 0.6 ± 0.02 and
smaller dispersion δ = 0.24. Therefore, new measure-
ments of the expansion rate of the universe could be per-
formed in the range 0.036 < z < 5.100, which has never
been explored before by any other cosmological probe.
The intercept parameter β still needs to be calibrated
by using an external calibrator like SNe Ia. Such anal-
ysis has already been implemented in Risaliti & Lusso
(2015), which seek constraints on the intercept β and
cosmological parameters in the non-flat ΛCDM model,
using a smaller sample of quasars data available. It is
worth noting that even β is considered as a free pa-
rameter in the cosmological fit, the cross-calibration is
still necessary since both SNe and quasars are used as
“standardized candles” and the cosmological parameters
are obtained from the same physical quantity, i.e., the
distance modulus. Following the approach analogous to
what is done with Type Ia SNe, Melia (2019) used the re-
cently assembled quasar sample (Risaliti & Lusso 2019)
to compare the predictions of two distinct cosmological
models (Rh = ct and ΛCDM cosmologies). Along with
the free parameters of the cosmology (Ωm) itself, param-
eters characterizing the nonlinear relation between X-ray
and UV emissions of quasars (γ, β, and δ) are simultane-
ously constrained in a global fitting on the quasar data
alone. Such methodology, which generated the best-fit
parameters of Ωm = 0.31 ± 0.05, γ = 0.639 ± 0.005,
β = 7.02 ± 0.012 and δ = 0.231 ± 0.0004 in the ΛCDM
model, still requires the use of model-dependent lumi-
nosity distances to provide the inferred luminosities and
thus the constants quantifying the LUV −LX relation of
quasars.
Finally, it should be emphasized that the cosmic opac-
ity could affect the LD measurements of quasars, as dis-
played in Eq. (1). From this point of view, one might gain
hints whether the dispersion of the flux measurements are
affected by the X-ray/UV absorption unaccounted for in
the data reduction process (even though dust extinction
has been carefully considered in the sample selection).
2.2. Opacity-independent luminosity distances from
cosmic chronometers
For the current observations of Hubble parame-
ter, we turn to the newest compilation covering the
redshift range of 0.01 < z < 2.3 (Jimenez &Stern
2003; Simon et al. 2005; Stern & Stanford 2005;
Moresco & Cimatti 2012; Zhang et al. 2014; Moresco
2015; Moresco et al. 2016), which consists of 31 cosmic
chronometer H(z) data and 10 BAO H(z) data (see
Zheng et al. (2016); Wu et al. (2020) for more details).
However, one should be aware that the BAO method is
cosmological-model-dependent, i.e., the measurements
based on the identification of BAO and the Alcock-
Paczyn´ski distortion from galaxy clustering depend on
how “standard rulers” evolve with redshift (Blake et al.
2012). On the other hand, the cosmic chronome-
ters approach resulting in H(z) measurements is
cosmological-model-independent, since the observations
of cosmic chronometers via differential ages of passively
evolving galaxies are independent of any specific cos-
mological model. Therefore, in our work we consider
only the cosmic chronometer H(z) data to reconstruct
the H(z) function and then derive opacity-independent
luminosity distances (DL(z)) within the redshift range
of 0 < z < 2.0. Specially, in the framework of the FLRW
metric in a flat universe, the luminosity distance can be
written as
DL,CC(z) = c (1 + z)
∫ z
0
dz′
H(z′)
, (4)
where c is the speed of light and H(z) is the Hubble pa-
rameter at redshift z. Here, we use a simple trapezoidal
rule to calculate DL function, the uncertainty associated
to the ith redshift bin is given by
si =
c
2
(zi+1 − zi)
(
σ2Hi+1
H4i+1
+
σ2Hi
H4i
)1/2
, (5)
where σHi is the uncertainty of the H(z) data. Follow-
ing the recent works of Cao et al. (2017a,b, 2018, 2019);
Qi et al. (2019a); Liu et al. (2019); Zheng et al. (2019), a
nonparametric smoothing method of Gaussian Processes
(GP) (Seikel et al. 2012a) will be applied to achieve the
above reconstructions with the opacity-free expansion
rate measurements. Our analysis is based on the publicly
available code called the GaPP (Gaussian Processes in
Python) 3. We refer the reader to Holsclaw et al. (2010);
Qi et al. (2018); Wu et al. (2020) for more details about
GP reconstructed distances with H(z) data.
Moreover, two recent measurements of the Hubble con-
stant: H0 = 67.4± 0.5 km/s/Mpc with 0.7% uncertainty
(Planck Collaboration 2018) and H0 = 73.24 ± 1.74
km/s/Mpc with 2.4% uncertainty (local H0 measure-
ment) (Riess et al. 2016) will be adopted in the distance
3 http://www.acgc.uct.ac.za/ seikel/GAPP/index.html
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Figure 1. The Gaussian Processes reconstruction of H(z) func-
tion (left panel) and DL(z) function (right panel). Two different
Hubble constant priors are adopted for comparison: H0 = 67.4±0.5
km/s/Mpc (upper panel) and H0 = 73.24±1.74 km/s/Mpc (lower
panel).
Figure 2. The redshift distribution of 1000 simulated GW events
from ET.
reconstruction with the GP method. The reconstructed
H(z) and DL(z) functions and the corresponding 1σ un-
certainty strips are shown in Fig. 1.
2.3. Opacity-independent luminosity distances derived
from simulated GWs
Another opacity-independent luminosity distance can
be derived from the standard sirens, i.e., the gravitational
wave signals from inspiraling binary systems consisting of
neutron stars (NSs) or mixed neutron stars - black holes
(NS-BHs) (Schutz 1986). Moreover, if the source red-
shifts can be independently determined from EM coun-
terparts associated with the GW events, these standard
sirens will provide a model-independent way to obtain
DL(z) over a wide redshift range, well overlapped with
that covered by the quasars. Since the GWs travel in the
universe without any absorption or scattering by dust,
Figure 3. The scatter plot of the UV and X-ray flux measure-
ments in the quasar sample used in the cosmic-opacity test.
their luminosity distance will not be affected by cosmic
opacity. We simulate GW signals based on the foreseen
performance of the third-generation gravitational wave
detector – the Einstein Telescope (ET Project 2008).
Such ground-based detector, which is designed to have
a fantastic sensitivity in the frequency range of 1 − 104
Hz, will detect tens or hundreds of thousand NS-NS in-
spiral events per year up to the redshift z ∼ 2 and NS-BH
mergers up to z ∼ 5. Compared with the advanced de-
tectors such as AdLIGO and AdVirgo, such proposed
third-generation detector aims for a broadband factor
of 10 sensitivity improvement, especially for the char-
acteristic distance sensitivity (Taylor & Gair 2012). See
Abernathy et al. (2011) for the details of the ET concep-
tual design study.
Inspired by this, we perform a Monte Carlo simula-
tion of LDs obtainable from the GW signals from NS-
NS and NS-BH systems, with sufficiently high signal to
noise ratio (SNR) based on the third generation technol-
ogy (the advanced “xylophone” configuration) 4. In our
simulation, we take the transparent universe as the base-
line model, in the framework of the fiducial cosmological
model (flat ΛCDM). Now the GW luminosity distance
can be written as
DL,GW (z) =
c(1 + z)
H0
∫ z
0
dz′√
Ωm(1 + z′)3 + (1− Ωm)
,
(6)
with the matter density parameter and the Hubble
constant fixed at Ωm = 0.315 and H0 = 67.4
km/s/Mpc from the latest Planck CMB observations
(Planck Collaboration 2018).
Two sources of uncertainties are included in our simu-
lation of the luminosity distances from GW observations.
Following the strategy proposed in Cai et al. (2016);
Cai & Yang (2017), the distance precision per GW event
is
σDL,GW =
√
(σinstDL,GW )
2 + (σlensDL,GW )
2, (7)
4 For the characteristics of ET considered in our analysis, the de-
tector’s noise curve is approximated by the so called “xylophone”
configuration, with the corresponding characteristic distance pa-
rameter r0 = 1918 Mpc (Taylor & Gair 2012).
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where the instrumental uncertainty is estimated as
σinstDL,GW ≃
2DL,GW
ρ and ρ denotes the combined signal-
noise ratio(SNR) for the three independent detectors (a
GW event is usually claimed when the signal-to-noise
ratio (SNR) of the detector network reaches above 8)
(Zhao et al. 2011). Moreover, the lensing uncertainty
due to the line-of-sight (LOS) mass distribution is mod-
eled as σlensDL,GW /DL,GW = 0.05z (Li 2015). Follow-
ing the redshift distribution of GW sources taken after
Sathyaprakash et al. (2010) and sampling the the mass
of neutron star and black hole within [1,2]M⊙ and [3,10]
M⊙, we simulate 1000 GW events observable in the ET
and their redshift distribution is shown in Fig. 2. The
specific method of simulating the mock data of standard
siren events is similar with Qi et al. (2019a,b).
3. OBSERVATIONAL CONSTRAINTS ON THE COSMIC
OPACITY
It should be recalled that, using X-ray and UV emis-
sion of quasars to derive the luminosity distance (accord-
ing to the LX − LUV relation in Eq. (3)) requires the
knowledge of γ and β parameters. In this paper, we fol-
low a common procedure extensively applied in the SNe
Ia cosmology, i.e., the light curves of these standard can-
dles are characterized by several “nuisance” parameters
are optimized along with the unknown parameters of the
cosmological model (Wei 2019; Liao et al. 2015; Qi et al.
2019b). Similarly, in our analysis the γ and β parame-
ters will be fitted jointly with the parameters associated
with the cosmic opacity. In addition, in order to avoid
the corresponding bias of redshift differences between the
opacity-independent and opacity-dependent LDs, a selec-
tion criterion (|zQSO−zCC/GW | < 0.005) for a given pair
of data is used. The scatter plot of the quasar sub-sample
are shown in Fig. 3, which shares the same redshifts of
the opacity-independent luminosity distances from cos-
mic chronometers and simulated GW events.
In order to constrain the cosmic-opacity parameter (τ),
we perform Markov Chain Monte Carlo (MCMC) simu-
lation to minimize the χ2 objective function defined as
χ2 =
N∑
i=1
[log(FX,i)−Ψth([FUV,i];DL[zi], τ(zi), γ, β)]
2
σ2FX,i + σ
2
Ψth,i
+ δ2
,
(8)
where σFX,i is the uncertainty of the i-th X-ray flux mea-
surement 5, and δ denotes the global intrinsic dispersion
(and we treat it as a nuisance parameter as well). The
function Ψth that quantifies the theoretical prediction of
the X-ray flux from the UV flux is defined as
Ψth=γ log(FUV,i) + 2(γ − 1) logDL(zi)
+ (γ − 1)(log e)τ(zi) + β, (9)
where DL(zi) is the LD calculated from the ith recon-
structed Hubble parameter or the simulated GW data.
The uncertainty σΨth,i can be calculated through the er-
ror propagation formula
σΨth,i = 2(γ − 1)
σDL,CC/GW
ln(10)DL,CC/GW (zi)
, (10)
5 Since the uncertainty of the UV flux measurement σFUV,i is
much lower than σFX,i and δ, we ignore it in the uncertainty budget
(Risaliti & Lusso 2019).
where σDL,CC and σDL,GW are respectively given by
Eq. (5) and (7). The summarization is performed over
the total data pairs (i = 795 for the H(z) data and
i = 668 for the simulated GW data). Note that the
sample size of the data pairs is smaller than the orig-
inal quasar sample, suffering from the limited redshift
range of the H(z) measurements and the limited sample
size of the simulated GW events. However, such proce-
dure allows avoiding possible systematic errors brought
by redshift difference. Regarding the parametrization of
the cosmic opacity, two particular parameterizations of
phenomenological τ(z) have been extensively discussed
in the above quoted papers (Li et al. 2013; Liao et al.
2013)
P1. τ(z)=2ǫz,
P2. τ(z)= (1 + z)2ǫ − 1. (11)
where ǫ is a constant to be constrained by observational
data. One should expect ǫ = 0 to be the best-fit param-
eters in the confidence contours, if it is consistent with
photon conservation and there is no visible violation of
the transparency of the universe.
Let’s start with the GP reconstructed DL(z) from
the Hubble parameter measurements. For the first τ(z)
parametrization P1, we obtain the best-fitted value for
the cosmic-opacity parameter: ǫ = 0.102+0.069
−0.076 and ǫ =
0.086+0.072
−0.075 (at 68.3% confidence level) with two different
priors on H0 from the latest Planck CMB observations
and local Hubble constant measurements, respectively.
Working on the second τ(z) parametrization P2, the best
fit takes place at ǫ = 0.083+0.111
−0.175 and ǫ = 0.123
+0.098
−0.153
(at 68.3% confidence level). In general, even though
our analysis supports a slight preference for the non-
zero cosmic opacity at z ∼ 2, the results are still consis-
tent with zero cosmic opacity within 1σ confidence level.
Graphic representations and numerical results of the con-
straints on the opacity parameter ǫ and quasar nuisance
parameters (β, γ, δ) for P1 and P2 parameterizations are
shown in Fig. 4-5 and Table 1. The significant effect of
the nonlinear relation between X-ray and UV emissions
of quasars should be pointed out: our results reveal a
strong degeneracy between the cosmic opacity parame-
ter (ǫ) and the quasar parameters (β and γ), i.e., a larger
slope parameter γ and a lower intercept parameter β will
lead to a transparent unverse (ǫ = 0). Such tendency
has been extensively discussed in the framework of the
SNe Ia data, which confirmed the correlation between
the cosmic opacity parameter and the absolute B-band
magnitude of SNe Ia (Qi et al. 2019b).
Currently, the Hubble parameter measurements H(z)
are available only up to the redshift of z ∼ 2, there-
fore we perform similar tests of cosmic opacity by com-
bining the quasar sample and the simulated GW data
achievable with future detectors. The advantage of such
data combination lies in the fact that more quasars can
be used to investigate the opacity of the early universe
(z ∼ 5), in the framework of the cosmological-model-
independent method proposed in this paper. Focusing
on the cosmic opacity parameter ǫ and quasar parame-
ters (β, γ, δ), we give the 1σ and 2σ contours for the
joint distributions of any two parameters in Fig. 6, with
the corresponding numerical results displayed in Table 1.
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Table 1
Summary of the constraints on the cosmic-opacity parameter ǫ and the quasar parameters (β, γ, δ), in the framework of two τ(z)
parameterizations with two Hubble constant priors (see the text for the details).
Parametrization [Data] (H0 prior) ǫ β γ δ
P1 [QSO+H(z)] (Planck H0) ǫ = 0.102
+0.069
−0.076 β = 7.738
+0.542
−0.595 γ = 0.616
+0.021
−0.018 δ = 0.225
+0.006
−0.006
P2 [QSO+H(z)] (Planck H0) ǫ = 0.083
+0.111
−0.175 β = 7.430
+0.656
−0.623 γ = 0.627
+0.022
−0.023 δ = 0.225
+0.006
−0.006
P1 [QSO+H(z)] (Local H0) ǫ = 0.086
+0.072
−0.075 β = 7.704
+0.612
−0.620 γ = 0.617
+0.021
−0.021 δ = 0.225
+0.006
−0.006
P2 [QSO+H(z)] (Local H0) ǫ = 0.123
+0.098
−0.153 β = 7.484
+0.645
−0.625 γ = 0.624
+0.022
−0.022 δ = 0.225
+0.006
−0.006
P1 [QSO+GW] (Planck H0) ǫ = 0.108
+0.045
−0.049 β = 7.716
+0.586
−0.572 γ = 0.617
+0.019
−0.020 δ = 0.225
+0.007
−0.007
P2 [QSO+GW] (Planck H0) ǫ = 0.120
+0.066
−0.090 β = 7.561
+0.604
−0.618 γ = 0.622
+0.021
−0.020 δ = 0.225
+0.007
−0.006
Figure 4. Parametrization P1 – constraints on the cosmic opacity
parameter ǫ and nuisance parameters (β, γ, δ), using the quasar
sample and GP reconstructed DL(z) from the H(z) measurements.
Blue dashed line denotes the prior on H0 from Planck CMB data,
while green solid line represents the H0 prior from local Hubble
constant measurement.
Figure 5. The same as Fig. 4, but for the P2 parametrization.
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Figure 6. Constraints on the opacity parameter ǫ and quasar
nuisance parameters (β, γ, δ) for the P1 and P2 parameterizations,
using observations of quasars and simulated GW events.
For the first τ(z) parametrization, we get the marginal-
ized 1σ constraints of the parameters: ǫ = 0.108+0.045
−0.049,
β = 7.716+0.586
−0.572, γ = 0.617
+0.019
−0.020, and δ = 0.225
+0.007
−0.007. In
the case of second τ(z) parametrization, the final derived
model parameters are: ǫ = 0.120+0.066
−0.090, β = 7.561
+0.604
−0.618,
γ = 0.622+0.021
−0.020, δ = 0.225
+0.007
−0.006. Compared with the
previous results obtained in a low redshift range (z ∼ 2),
our analysis results are still consistent with an almost
transparent universe at much higher redshifts (z ∼ 5).
Therefore, there is no significant deviation from zero cos-
mic opacity at the current observational data level, which
is supported by the simulated future GW data set and
quasars flux measurements within 2σ confidence level.
Benefit from the increase of the number of QSO/GW
pairs satisfying the redshift selection criteria, a consid-
erable amount of high-redshift quasars are included into
the final sample. Actually, such a combination of quasars
and GWs will enable us to get more precise measure-
ments at the level of ∆ǫ = 0.05 and ∆ǫ = 0.08 for
P1 and P2 parameterizations. Meanwhile, one should
also note that the derived value of the cosmic opacity
ǫ is noticeably sensitive to the parametrization of τ(z).
Such conclusion, which is different from the findings of
some previous works (Li et al. 2013; Liao et al. 2013;
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Qi et al. 2019b; Ma et al. 2019), highlights the impor-
tance of choosing a reliable parametrization to describe
the optical depth τ(z) in the early universe.
One observation should be made is that, while the
central values of β and γ may slightly shift with the
parametrization of τ(z), the 68% confidence ranges are
well overlapped for the QSO+H(z) and QSO+GW data
combinations. As was mentioned above, such new type
of high-redshift standard candle requires proper calibra-
tion (in a cosmological model-independent way), consid-
ering the strong degeneracy between the opacity param-
eter and the quasar parameters. One of the most recent
studies (Risaliti & Lusso 2019) tried to derive the slope
γ with quasar sub-samples in different redshift bins and
cross-calibrate the intercept β with the Union2.1 SNe Ia
sample. However, it should be emphasized that the cos-
mic absorption not only affects the luminosity distances
derived from nonlinear relation between X-ray and UV
emissions of quasars, but also generates influences on the
measured flux of SNe Ia (Li et al. 2013). Specially, con-
sidering the fact that the flux received by the observer
will be reduced by a factor of e−τ(z), the cosmic opacity
enters through the revised LUV −LX relation in terms of
the fluxes F and two constants (γ, β) [Eq. (3)]. There-
fore, the relation between the UV and X-ray luminosi-
ties of quasars could be more accurately calibrated by
external low-redshift standard candles like SNe Ia (with
redshifts overlapping with quasars), if the cosmic opac-
ity is precisely measured in some other way (i.e., based
on the time-delay measurements of galactic-scale strong
gravitational lensing systems (Ma et al. 2019)).
Finally, it is interesting to compare our results with
the previous opacity constraints involving distances from
different observations. On the one hand, many cosmolog-
ical model-independent methods (such as nearby SNe Ia
method, interpolation method and smoothing method)
have been applied to reconstruct the opacity-free lumi-
nosity distances and match the SNe Ia and H(z) data at
the same redshift, with the final results that an almost
transparent universe is favored at z ∼ 1.4 (Liao et al.
2013, 2015). Their results implied ǫ = −0.01 ± 0.10
for the P1 parametrization and ǫ = −0.01 ± 0.12 for
the P2 parametrization, respectively (Liao et al. 2013).
On the other hand, the analysis performed by Li et al.
(2013) furthermore examined the cosmic opacity in a
particularly low redshift range (z ∼ 0.89), which re-
vealed more stringent constraints (ǫ = 0.009 ± 0.057
for P1 parametrization and ǫ = 0.014 ± 0.070 for P2
parametrization) with the combination of ADDs mea-
sured in two galaxy cluster samples and LDs from the
Union2.1 SNe Ia sample. One positive conclusion one
may draw from this comparison is, the combination of
quasars and other EM/GW data could effectively ex-
tend the cosmic-opacity measurements to much higher
redshifts (z ∼ 5).
4. CONCLUSIONS AND DISCUSSION
In this paper, we have discussed a new model-
independent cosmological test for the cosmic opacity, the
presence of which could potentially lead to a significant
deviation from photon number conservation at higher
redshifts. Such phenomena is not only related to the
foundations of observational cosmology (a transparent
universe), but also dependent on some exotic mechanisms
which turn photons into unobserved particles through
extragalactic magnetic fields (Bassett & Kunz 2004a,b;
Corasaniti 2006).
We consider the opacity-dependent LDs from the non-
linear relation between X-ray and UV flux measurements
in the currently largest quasar sample (Risaliti & Lusso
2019), together with two types of opacity-free LDs re-
spectively derived from the cosmic chronometer data
(z ∼ 2) and simulated GW events based on the future
GW observations of the ET (z ∼ 5). Focusing on the
cosmic opacity parameterized in two different forms, our
results show that the cosmic-opacity parameter ǫ can
be constrained with an accuracy of ∆ǫ ∼ 10−2. Inter-
estingly, the combination of the quasar data and the
H(z)/GW observations in similar redshift ranges pro-
vides a novel way to confirm a transparent universe (ǫ =
0 within 2σ confidence level) at higher redshifts (z ∼ 5).
Meanwhile, the derived value of the cosmic-opacity pa-
rameter is noticeably sensitive to the parametrization of
τ(z). Such conclusion, which is different from the find-
ings of some previous works (Li et al. 2013; Liao et al.
2013; Qi et al. 2019b; Ma et al. 2019), highlights the im-
portance of choosing a reliable parametrization to de-
scribe the optical depth τ(z) in the early universe. Fi-
nally, our findings strongly imply a degeneracy between
the cosmic-opacity parameter (ǫ) and the parameters
characterizing the LX -LUV relation of quasars (the slope
γ, the intercept β). Therefore, more vigorous and con-
vincing constraints on the nonlinear relation between X-
ray and UV emissions of quasars may be expected, with a
combined Hubble diagram of SNe Ia (Scolnic et al. 2018)
and gamma-ray bursts (GRBs) (Demianski et al. 2017).
Such compilation of high-redshift distance indicators,
which provides the measurement of opacity-dependent
luminosity distance covering the redshift range of z > 2,
can also be used to check the possible tension between
the flat ΛCDM model and high-redshift Hubble diagram
of supernovae, quasars, and GRBs (Lusso et al. 2019).
In addition, it is necessary to analyze several sources
of systematics that may potentially bias our quantita-
tive analysis of the cosmic opacity. One general concern
is given by the fact that corrections of the observed UV
fluxes for dust extinction is very necessary and meaning-
ful for the analysis of non-linear relations between the UV
and X-ray emission of quasars. Although this problem
has been recognized long time ago, the most straightfor-
ward solution to this issue is proposed in Risaliti & Lusso
(2015, 2019), which indicated that the extinction or red-
dening on UV flux will underestimate the UV to X-ray
ratio and generate a large luminosity distance. One
should stress that the nonconservation of the photon
number due to cosmic opacity is frequency independent
in the observed frequency range. Focusing on the effect
of cosmic-opacity parameter ǫ in this paper, it mimics
three physical effects along the light path: (1) scattering
from dust or free electron; (2) astrophysical mechanisms
such as gravitational lensing; (3) exotic physics such as
photon decay and photon mixing with dilaton or axion
(Bassett & Kunz 2004a,b; Corasaniti 2006). Our results
demonstrate that the cosmic opacity plays a very similar
role in the observations of both UV and X-ray fluxes, i.e.,
the absorption in various wavelength bands will lead to
a large value of the normalization constant (β) and lumi-
nosity distance (DL). The positive correlation between
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cosmic-opacity parameter, normalization constant, and
luminosity distance can be clearly seen from Eq. (3) and
Fig. 4-6.
As a final remark, although the constraint on cos-
mic opacity by using quasars X-ray and UV flux mea-
surements does not significantly improve constraints ob-
tained by using SNe Ia, yet it helps us to gain deeper
understanding of cosmic opacity in the early universe.
With a bigger, well calibrated quasar sample acting as
a new type of standard candle in the future, it is rea-
sonable to expect that the observational quasar data will
play an increasingly important role in the cosmic-opacity
measurements at higher redshifts.
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