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RESUMO
Neste trabalho estudaremos certas teorias afim de obter alguns teoremas de ponto
fixo cla´ssicos tais como Teorema do Ponto Fixo de Banach, Teorema de Brouwer e o
Teorema Schauder. Nosso objetivo com isto sera´ utilizar tais resultados para obter
soluc¸o˜es para certas equac¸o˜es diferenciais ordina´rias e parciais. Afim de obter estas
soluc¸o˜es desenvolveremos me´todos espec´ıficos utilizando pontos fixos.
Palavras-Chave: Contrac¸a˜o, Ponto Fixo, Conjunto Contra´til.
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ABSTRACT
In this work we will study some theories in other to obtain some classics fixed
point theorems such as Banach Fixed Point Theorem, Brouwer Fixed Point Theorem
and the Schauder Fixed Point Theorem. Our objective with this is to use these
results to obtain solutions for certain ordinary and partial differential equation. In
order to obtain these solution we develop specific methods using fixed point.
Keywords: Contraction, Fixed Point, Contractible Set.
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INTRODUC¸A˜O
Os teoremas relativos a` existeˆncia de pontos fixos de aplicac¸o˜es desempenham
papel de grande importaˆncia em va´rias a´reas da Matema´tica. Tais teoremas tem
diversas aplicac¸o˜es na Ana´lise.
Nosso objetivo neste trabalho e´ utilizar a teoria de ponto fixo como uma forma
alternativa de encontrar soluc¸o˜es para certas equac¸o˜es diferenciais ordina´rias e
parciais. Resultados relevantes, tais como o Teorema de Picard e o Teorema de
Peano, seguira˜o como aplicac¸o˜es de teoremas de ponto fixo. As demonstrac¸o˜es
que apresentaremos possuem uma linguagem fortemente geome´trica a qual na˜o
entraremos em detalhes. Tais teoremas de existeˆncia da ana´lise matema´tica podem
ser demonstrados independentemente por processos anal´ıticos.
No primeiro cap´ıtulo, apresentaremos alguns resultados cla´ssicos, tais como o
Teorema do Ponto Fixo de Banach, e obteremos alguns teoremas conhecidos como
aplicac¸o˜es deste resultado. No Cap´ıtulo 2, obteremos os conhecidos Teorema de
Brouwer e o Teorema de Schauder em conjuntos compactos e convexos nos casos de
dimensa˜o finita ou infinita, respectivamente.
No Cap´ıtulo 3, trabalharemos com conjuntos compactos contra´teis e
enunciaremos o Teorema de Lefschetz. Em seguida, no Cap´ıtulo 4, estudaremos o
cubo de Hilbert e algumas propriedades deste, que nos auxiliara˜o na demonstrac¸a˜o
de uma generalizac¸a˜o do Teorema de Schauder.
No Cap´ıtulo 5, trabalharemos com aplicac¸o˜es na˜o-expansivas, finalizando assim
o estudo dos teoremas de ponto fixo. Finalmente, no Cap´ıtulo 6, desenvolveremos
alguns me´todos de ponto fixo para, posteriormente, aplicarmos tais me´todos na
obtenc¸a˜o de soluc¸o˜es de importantes equac¸o˜es diferenciais ordina´rias e parciais,
finalizando assim o trabalho.
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Como pre´-requisitos para a leitura deste texto, sa˜o necessa´rios conhecimentos
ba´sicos de Ana´lise e A´lgebra Linear. Utilizaremos tambe´m alguns resultados de
Ana´lise Funcional, aos quais daremos as refereˆncias necessa´rias no decorrer do TCC.
CAPI´TULO 1
APLICAC¸O˜ES DE CONTRAC¸A˜O
Seja M uma conjunto na˜o vazio e T : M → M uma aplicac¸a˜o. Neste contexto
mais geral, uma pergunta que pode ser feita e´: sera´ que algum ponto x ∈M e´ levado
nele mesmo pela aplicac¸a˜o T , isto e´, a equac¸a˜o
T (x) = x
tem uma soluc¸a˜o? Se a resposta for afirmativa, x e´ chamado um ponto fixo de T .
Os teoremas que provaremos asseguram que, sob certas condic¸o˜es para o espac¸o M
e para a aplicac¸a˜o T , existem pontos fixos.
Normalmente, M e´ um espac¸o topolo´gico e algumas condic¸o˜es de continuidade
e compacidade (ou, pelo menos, completude) sa˜o necessa´rias. Veremos que muitos
teoremas de existeˆncia podem ser tratados como casos particulares de teoremas de
ponto fixo.
Apresentaremos a seguir treˆs resultados que utilizaremos com frequeˆncia no
decorrer da teoria. Considere T n como sendo a n-e´sima iterada da aplicac¸a˜o T ,
isto e´, T 2 = T ◦ T , T 3 = T 2 ◦ T , . . ., T n = T n−1 ◦ T .
Teorema 1.1. Se T : M → M e´ uma aplicac¸a˜o que tem ponto fixo, enta˜o algum
ponto fixo y de T pertence a` ∩∞n=1T n(M). Por outro lado, se ∩∞n=1T n(M) = {y} e´
um conjunto formado por um u´nico ponto, enta˜o y e´ um ponto fixo de T .
Demonstrac¸a˜o. Suponha que y ∈ M e´ um ponto fixo de T , enta˜o y = T (y) ∈
T (M) ⊂ M , aplicando novamente T temos T (y) = T (T (y)) = T 2(y) = y ∈
T (T (M)) = T 2(M), logo y ∈ T (M)∩T 2(M). Indutivamente vemos que y ∈ T n(M)
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para todo n, e portanto, y ∈ ∩∞n=1T n(M).
Reciprocamente, suponha que ∩∞n=1T n(M) = {y}. Deste modo, para cada n ∈ N,
existe zn ∈M tal que
T n(zn) = y. (1.1)
Quando n = 1, sabemos que T (y) ∈ T (M) = T 1(M), provemos que T (y) ∈ T n(M)
para n ≥ 2. Por (1.1), podemos escrever T (y) = T (T n−1(zn−1)) = T n(zn−1),
portanto T (y) ∈ T n(M), para todo n ≥ 2, donde concluimos que T (y) ∈
∩∞n=1T n(M) = {y}. Logo, y e´ ponto fixo de T .
Teorema 1.2 (Princ´ıpio das Aproximac¸o˜es Sucessivas). Seja M um espac¸o
topolo´gico de Hausdorff. Se T : M → M e´ uma aplicac¸a˜o cont´ınua tal que
lim
n→∞
T n(x) = y para algum x ∈M , enta˜o y e´ ponto fixo de T .
Demonstrac¸a˜o. Como lim
n→∞
T n(x) = y, temos
T (y) = T (limT n(x)).
Da´ı usando a continuidade de T , obtemos
T (y) = lim(T (T n(x)))
= lim(T n+1(x))
= y.
O que prova o resultado.
Teorema 1.3. Seja X um espac¸o me´trico. Suponha que T e´ uma aplicac¸a˜o cont´ınua
de um subconjunto fechado F ⊂ X em um subconjunto compacto C ⊂ X e que para
cada  > 0, existe x() ∈ F tal que
d(T (x()), x()) < . (1.2)
Enta˜o, T tem um ponto fixo.
Demonstrac¸a˜o. Seja T : F → C uma aplicac¸a˜o cont´ınua. Dado  > 0 e x() ∈ F ,
temos que T (x()) ∈ C e como C e´ compacto podemos assumir que para alguma
sequeˆncia n → 0 temos T (x(n))→ y ∈ C. Como por hipo´tese d(T (x(n)), x(n)) <
n, tomando o limite obtemos
lim d(T (x(n)), x(n)) = 0.
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Sendo assim, usando a continuidade da me´trica temos
d(limT (x(n)), limx(n)) = 0.
Portanto,
y = limT (x(n)) = lim x(n),
isto e´, y ∈ F . Portanto, existe T (y) e pela continuidade de T ,
T (y) = T (limx(n))
= limT (x(n))
= y.
Assim o resultado esta provado.
Definic¸a˜o 1.1. Um ponto x() satisfazendo a Eq. (1.2) sera´ chamado -ponto fixo
de T .
1.1 O Teorema de Contrac¸a˜o
Definic¸a˜o 1.2. Seja M um espac¸o me´trico e T : M →M uma aplicac¸a˜o. Dizemos
que T e´ uma contrac¸a˜o se existe um nu´mero k tal que 0 < k < 1 e
d(T (x), T (y)) ≤ kd(x, y),∀x, y ∈M.
O pro´ximo resultado e´ chamado de Teorema de Contrac¸a˜o.
Teorema 1.4 (Ponto Fixo de Banach). Seja M um espac¸o me´trico completo na˜o
vazio. Se T : M → M e´ uma contrac¸a˜o, enta˜o T tem um u´nico ponto fixo
pertencente a M .
Demonstrac¸a˜o. Suponha que T e´ uma contrac¸a˜o, enta˜o existe 0 < k < 1 tal que
d(T (x), T (y)) ≤ kd(x, y),∀x, y ∈M.
Sendo assim, escolhamos um ponto y ∈ M . Enta˜o a sequeˆncia de pontos T n(y)
satisfaz
d(T n(y), T n+1(y)) ≤ kd(T n−1(y), T n(y)).
Afirmac¸a˜o 1.1.
d(T n(y), T n+1(y)) ≤ knd(y, T (y)).
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Com efeito, provaremos por induc¸a˜o em n.
• Para n = 1 temos, d(T (y), T 2(y)) ≤ kd(y, T (y)), pois T e´ contrac¸a˜o.
• Suponha o resultado para n e vamos mostrar para n+ 1.
d(T n+1(y), T n+2(y)) = d(T n(T (y)), T n+1(T (y)))
≤ knd(T (y), T (T (y)))
≤ knkd(y, T (y))
= kn+1d(y, T (y)),
ficando assim demonstrada a afirmac¸a˜o.
Para m ≥ n, usando a desigualdade triangular e a Afirmac¸a˜o 1.1 obtemos:
d(T n(y), Tm(y)) ≤ d(T n(y), T n+1(y)) + d(T n+1(y), T n+2(y)) + · · ·+ d(Tm−1(y), Tm(y))
≤ knd(y, T (y)) + kn+1d(y, T (y)) + · · ·+ km−1d(y, T (y))
= (kn + kn+1 + · · ·+ km−1)d(y, T (y))
= kn(1 + k + k2 + · · ·+ km−n−1)d(y, T (y))
≤ kn
( ∞∑
m=1
km−1
)
d(y, T (y)).
Como 0 < k < 1, a soma
∞∑
m=1
km−1 e´ uma se´rie geome´trica convergente para
1
1− k . Portanto,
d(T n(y), Tm(y)) ≤ kn
(
1
1− k
)
d(y, T (y)). (1.3)
Fazendo m,n→∞ temos que kn → 0, o que implica que d(T n(y), Tm(y))→ 0. Ou
seja, a sequeˆncia T n(y) e´ de Cauchy em M e como M e´ completo esta sequeˆncia
converge para um ponto a ∈ M , pelo Teorema 1.2 concluimos que a e´ um ponto
fixo de T . Provaremos agora que a e´ o u´nico ponto fixo de T . Suponha que existe
b ∈M tal que T (b) = b, enta˜o
d(a, b) = d(T (a), T (b)) ≤ kd(a, b),
e como 0 < k < 1 isto implica que d(a, b) = 0, ou seja, a = b.
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Faremos a seguir algumas observac¸o˜es que nos auxiliara˜o em algumas aplicac¸o˜es
importantes do Teorema 1.4.
Observac¸a˜o 1.1. Sob as condic¸o˜es do Teorema 1.4:
1. O ponto fixo a pode ser calculado como limT n(y) para qualquer y ∈M .
Tal fato segue da prova do Teorema 1.4.
2. d(T n(y), a) ≤ kn
(
1
1− k
)
d(y, T (y)), para todo y ∈M .
De fato, sabemos que
d(T n(y), Tm(y)) ≤ kn
(
1
1− k
)
d(y, T (y)).
Fazendo m→∞ temos que Tm(y)→ a. Da´ı, segue o resultado.
3. Para todo y ∈M temos d(y, a) ≤ 1
1− kd(y, T (y)).
Com efeito, como a e´ ponto fixo de T , usando a desigualdade triangular
obtemos
d(y, a) ≤ d(y, T (y)) + d(T (y), a)
= d(y, T (y)) + d(T (y), T (a))
≤ d(y, T (y)) + kd(y, a).
Logo,
d(y, a)− kd(y, a) ≤ d(y, T (y)),
ou seja,
d(y, a) ≤ 1
1− kd(y, T (y)).
1.2 O Teorema de Cauchy-Lipschitz
Usaremos o teorema de contrac¸a˜o para estabelecer um teorema de existeˆncia e
unicidade para equac¸o˜es diferenciais ordina´rias.
Teorema 1.5 (Lipschitz). Seja f uma func¸a˜o cont´ınua e lipschitziana na segunda
varia´vel, ou seja,
|f(t, y)− f(t, z)| ≤ k|y − z|
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numa vizinhnc¸a N1 do ponto (a, b) ∈ R2. Enta˜o, a equac¸a˜o diferencial com condic¸a˜o
inicial 
dy
dt
= f(t, y)
y(a) = b
(1.4)
tem uma u´nica soluc¸a˜o numa vizinhanc¸a de a.
Demonstrac¸a˜o. Suponhamos que vale (1.4), enta˜o dy = f(t, y)dt. Integrando em
ambos os lados essa igualdade obtemos∫ y(t)
y(a)
dy =
∫ t
a
f(x, y(x))dx,
e pelo Teorema Fundamental do Ca´lculo temos
y(t)− y(a) =
∫ t
a
f(x, y(x))dx.
Portanto,
y(t) = b+
∫ t
a
f(x, y(x))dx
Considere um conjunto U de func¸o˜es e uma aplicac¸a˜o T definida em U . A imagem
Ty de uma aplicac¸a˜o y com valores y(x) sera´ dada por
(Ty)(t) = b+
∫ t
a
f(x, y(x))dx.
Como podemos encontrar um conjunto de func¸o˜es que e´ mapeado em si mesmo
pela aplicac¸a˜o T? Primeiro escolhamos uma vizinhanc¸a compacta N2 de (a, b)
contida no interior de N1. Sendo assim, f e´ limitada em N2, ou seja existe L ≥ 0
tal que
|f(x, y)| ≤ L,∀x, y ∈ N2.
Se y e´ uma func¸a˜o cujo gra´fico esta´ contido em N2 temos
|Ty(t)− b| =
∣∣∣∣∫ t
a
f(x, y(x))dx
∣∣∣∣
≤
∣∣∣∣∫ t
a
Ldx
∣∣∣∣
= L
∣∣∣∣∫ t
a
dx
∣∣∣∣
= L|t− a|
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Isto significa que se y e´ uma func¸a˜o cont´ınua definida para
|t− a| ≤ d
donde |y(t) − b| ≤ Ld, enta˜o Ty tambe´m satisfaz essa condic¸a˜o. Devemos escolher
d suficientemente pequeno para que o retaˆngulo
R = [a− d, a+ d]× [b− Ld, b+ Ld]
esteja contido em N2. Enta˜o, definamos M como sendo o conjunto das func¸o˜es
cont´ınuas com gra´fico em R. Enta˜o nosso argumento mostra que M e´ mapeado em
si mesmo por T . Usamos a cota superior para norma em M .
Para garantir que T e´ uma contrac¸a˜o, devemos escollher d de forma que dk < 1.
Enta˜o, para y e z ∈M temos
|Ty(t)− Tz(t)| =
∣∣∣∣b+ ∫ t
a
f(x, y(x))dx− b−
∫ t
a
f(x, z(x))dx
∣∣∣∣
=
∣∣∣∣∫ t
a
f(x, y(x))− f(x, z(x))dx
∣∣∣∣
≤ |t− a| sup |f(x, y(x))− f(x, z(x))|
≤ d sup |f(x, y(x))− f(x, z(x))|
≤ dk sup |y(x)− z(x)|
pois f e´ lipschitiziana na segunda varia´vel. Portanto,
‖Ty − Tz‖ = sup
t
|Ty(t)− Tz(t)|
≤ dk sup |y(x)− z(x)|
= dk‖y − z‖
uma vez que dk < 1, T e´ uma contrac¸a˜o. Portanto pelo Teorema 1.2, T tem um u´nico
ponto fixo em M . Isto significa que existe uma u´nica func¸a˜o em M a qual e´ soluc¸a˜o
de (1.4). Uma vez que qualquer soluc¸a˜o de (1.4) esta´ em M (para d suficientemente
pequeno), segue que existe uma u´nica soluc¸a˜o para o Problema (1.4).
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1.3 O Teorema da Func¸a˜o Impl´ıcita
Vamos demonstrar o Teorema da Func¸a˜o Impl´ıcita que e´ mais uma aplicac¸a˜o
do Teorema de Contrac¸a˜o. Antes de demonstrarmos, no entanto, precisaremos do
seguinte lema:
Lema 1.1. Seja N uma vizinhanc¸a de um ponto (a, b) ∈ R2. Suponha que
f : N → R e´ uma func¸a˜o cont´ınua e ∂f
∂y
existe e e´ cont´ınua em (a, b). Se
∣∣∣∣∂f∂y
∣∣∣∣ ≤ 12
para todo ponto entre (x, y) e (x, z) enta˜o, |f(x, y)− f(x, z)| ≤ 1
2
|y − z|.
Demonstrac¸a˜o. Para cada x fixado defina a aplicac¸a˜o hx : R → R dada por
hx(y) = f(x, y).
Sejam (x, y), (x, z) ∈ N , sem perda de generalidade, podemos supor que y < z.
Enta˜o pelo Teorema do Valor Me´dio existe c no intervalo (y, z) tal que
|hx(y)− hx(z)| = |h′x(c)||(y − z)|.
Enta˜o
|f(x, y)− f(x, z)| = |h′x(c)||y − z|.
Mas h′x(c) =
∂f
∂y
(x, c). Assim teremos
|f(x, y)− f(x, z)| = |∂f
∂y
(x, c)| ≤ 1
2
|y − z|,
donde segue o resultado.
Teorema 1.6 (Teorema da Func¸a˜o Impl´ıcita). Seja N uma vizinhanc¸a de um ponto
(a, b) ∈ R2. Suponha que f : N → R e´ uma func¸a˜o cont´ınua e ∂f
∂y
existe e e´ cont´ınua
em (a, b). Enta˜o se
i)
∂f
∂y
(a, b) 6= 0;
ii) f(a, b) = 0,
existe uma u´nica func¸a˜o g que e´ cont´ınua em alguma vizinhanc¸a de a e tal que
f(x, g(x)) = 0.
Demonstrac¸a˜o. Olharemos para um ponto fixo da seguinte aplicac¸a˜o
T (z(x)) = z(x)−
[
∂f
∂y
(a, b)
]−1
f(x, z(x)). (1.5)
11
1. Aplicac¸o˜es de Contrac¸a˜o
Note que, se y e´ um ponto fixo de T temos
T (y(x)) = y(x)
e como
∂f
∂y
(a, b) 6= 0, segue que
[
∂f
∂y
(a, b)
]−1
6= 0 e portanto
f(x, y(x)) ≡ 0.
Vamos encontrar um conjunto de func¸o˜es M tal que T aplica M em M e ale´m
disso T e´ uma contrac¸a˜o em M .
Como N e´ aberto, podemos escolher o retaˆngulo fechado
R = [a− , a+ ]× [b− δ, b+ δ]
suficientemente pequeno de modo que:∣∣∣∣∣
[
∂f
∂y
(a, b)
]−1
∂f
∂y
(x, y)− 1
∣∣∣∣∣ < 12 ∀(x, y) ∈ R,
∣∣∣∣∣
[
∂f
∂y
(a, b)
]−1
f(x, b)
∣∣∣∣∣ < 12δ se |x| ≤ .
Agora considere C = C([a− , a+ ];R) e ponhamos
M = {y ∈ C : y(a) = b e ‖y − β‖ < δ},
onde β e´ a func¸a˜o constante igual a b.
Seja y ∈M func¸a˜o cont´ınua em [a− , a+ ]. Como f e´ cont´ınua segue que
T (y(x)) = y(x)−
[
∂f
∂y
(a, b)
]−1
f(x, y(x))
e´ cont´ınua, portanto T mapeia M em C. Mais ainda,
T (β(x)) = β(x)−
[
∂f
∂y
(a, b)
]−1
f(x, β(x)),
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consequentemente,
|Tβ − β| =
∣∣∣∣∣−
[
∂f
∂y
(a, b)
]−1
f(x, β)
∣∣∣∣∣
=
∣∣∣∣∣
[
∂f
∂y
(a, b)
]−1
f(x, b)
∣∣∣∣∣
<
1
2
δ.
Para (x, y) ∈ R temos∣∣∣∣∣ ∂∂y
(
y −
[
∂f
∂y
(a, b)
]−1
f(x, y)
)∣∣∣∣∣ =
∣∣∣∣∣
(
1−
[
∂f
∂y
(a, b)
]−1
∂f
∂y
(x, y)
)∣∣∣∣∣
=
∣∣∣∣∣
[
∂f
∂y
(a, b)
]−1
∂f
∂y
(x, y)− 1
∣∣∣∣∣
<
1
2
.
Portanto, pelo Lema 1.1, se y, z ∈M temos
|T (y(x))− T (z(x))| ≤ 1
2
|y(x)− z(x)|, ∀x ∈ [a− , a+ ],
isto e´, |Ty − Tz| ≤ 1
2
|y − z|. Portanto, T e´ uma contrac¸a˜o. Ale´m disso,
|Ty − β| ≤ |Ty − Tβ|+ |Tβ − β|
≤ 1
2
|y − β|+ |Tβ − β|
≤ 1
2
δ +
1
2
δ
= δ,
ou seja, Ty ∈ M , logo T mapeia M em M . Como M e´ completo, segue que T
tem um u´nico ponto fixo em M . Portanto nosso Problema (1.5) tem uma u´nica
soluc¸a˜o, a qual pode ser calculada por aproximac¸o˜es sucessivas, usando o operador
T e comec¸ando a partir de qualquer elemento de M . Ficando desta forma provado
o teorema.
Vale ressaltar que o argumento usado na demonstrac¸a˜o acima, pode ser utilizado
na demonstrac¸a˜o do Teorema da Func¸a˜o Impl´ıcita em espac¸os mais gerais. Por
exemplo, se f e´ uma aplicac¸a˜o de B×C em C, onde B e C sa˜o espac¸os de Banach,
13
1. Aplicac¸o˜es de Contrac¸a˜o
devemos interpretar
∂f
∂y
(a, b), como a derivada de Fre´chet de f em (a, b) e substituir
(i) pela existeˆncia de
[
∂f
∂y
(a, b)
]−1
. Interpretamos o espac¸o M como sendo o espac¸o
das func¸o˜es cont´ınuas definidas numa vizinhanc¸a de a ∈ B com valores em C.
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CAPI´TULO 2
PONTOS FIXOS EM CONJUNTOS
CONVEXOS E COMPACTOS
Os principais resultados deste cap´ıtulo sa˜o o Teorema do POnto Fixo de Brouwer
e o Teorema do Ponto Fixo de Schauder, estes teoremas afirmam basicamente que
toda aplicac¸a˜o cont´ınua definida de um conjunto compacto e convexo nele mesmo
deve ter um ponto fixo.
2.1 A Propriedade do Ponto Fixo
Definic¸a˜o 2.1. Dizemos que um espac¸o topolo´gico X tem a propriedade do ponto
fixo, se toda aplicac¸a˜o cont´ınua F : X → X tem um ponto fixo.
Para mostrar que um conjunto na˜o tem tal propriedade e´ suficiente encontrar
uma aplicac¸a˜o sem pontos fixos. Considere, por exemplo, o conjunto dos nu´meros
reais e a aplicac¸a˜o f : R → R dada por f(x) = a + x, onde a 6= 0. A func¸a˜o f e´
cont´ınua mas na˜o tem ponto fixo. Logo, R na˜o tem a propriedade do ponto fixo.
Por outro lado, o intervalo [0, 1] tem a propriedade do ponto fixo. De fato, seja
f : [0, 1] → [0, 1] uma func¸a˜o cont´ınua. Queremos mostrar que existe x0 ∈ [0, 1] tal
que f(x0) = x0. Se f(0) = 0 ou f(1) = 1 temos o que queremos. Caso contra´rio,
defina g(x) = f(x) − x, enta˜o g(0) = f(0) ≥ 0 e g(1) = f(1) − 1 ≤ 1 − 1 = 0, ou
seja, g(1) ≤ 0 ≤ g(0), como g e´ cont´ınua, pois e´ a soma de func¸o˜es cont´ınuas segue
do Teorema do Valor Intermedia´rio que existe x0 ∈ (0, 1) tal que g(x0) = 0, ou seja,
f(x0)− x0 = 0. Portanto, f(x0) = x0 como quer´ıamos.
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Em geral, a propriedade do ponto fixo e´ bastante dif´ıcil de se estabelecer. O
pro´ximo resultado nos diz que a propriedade do ponto fixo e´ uma propriedade
topolo´gica. Ou seja, se dois espac¸os topolo´gicos sa˜o homeomorfos e um deles tem a
Propriedade do Ponto Fixo enta˜o o outro tambe´m tera´ tal propriedade.
Teorema 2.1. Sejam X e Y dois espac¸os topolo´gicos. Se X e´ homeomorfo a Y e
X tem a propriedade do ponto fixo, enta˜o Y tem a propriedade do ponto fixo.
Demonstrac¸a˜o. Seja g : X → Y um homeomorfismo e f : Y → Y uma aplicac¸a˜o
cont´ınua. Queremos mostrar que f tem um ponto fixo. Considere a aplicac¸a˜o
h = g−1 ◦ f ◦ g : X → X, como f e´ cont´ınua e g e´ um homeomorfismo segue
que h e´ cont´ınua e como X tem a propriedade do ponto fixo, existe x0 ∈ X tal
que h(x0) = x0, ou seja, (g
−1 ◦ f ◦ g(x0)) = x0. Logo, f(g(x0)) = g(x0), pois g e´
homeomorfismo, portanto g(x0) ∈ Y e´ um ponto fixo de f . O que implica que Y
tem a propriedade do ponto fixo pois f e´ qualquer.
Definic¸a˜o 2.2. Sejam Y um espac¸o topolo´gico e X ⊂ Y . Se existir uma aplicac¸a˜o
cont´ınua r : Y → X tal que r|X = idX , dizemos que r e´ uma retrac¸a˜o de Y em X.
Neste caso, dizemos que X e´ um retrato de Y .
Exemplo 2.1. Um subconjunto na˜o vazio, fechado e convexo X de um espac¸o
vetorial normado En ou de um espac¸o de Hilbert e´ um retrato de algum subconjunto
maior.
Com efeito, seja H um espac¸o de Hilbert e K um subconjunto convexo e fechado
de H. Pelo Teorema da Projec¸a˜o ver (cf. [1, Theorem 5.2]), sabemos que existe uma
aplicac¸a˜o cont´ınua chamada projec¸a˜o sobre K, PK : H → K dada por PK(f) = u,
onde u e´ tal que
‖f − u‖ = min
v∈K
‖f − v‖ = d(f,K).
Por construc¸a˜o PK |K = idK . Portanto, a projec¸a˜o sobre o convexoK e´ uma retrac¸a˜o.
Teorema 2.2. Se Y tem a propriedade do ponto fixo e X e´ um retrato de Y , enta˜o
X tem a propriedade do ponto fixo.
Demonstrac¸a˜o. Seja r uma retrac¸a˜o de Y em X e seja T : X → X uma aplicac¸a˜o
cont´ınua, queremos mostrar que T tem um ponto fixo. Como r e´ uma retrac¸a˜o e
portanto cont´ınua temos que T ◦ r : Y → X e´ uma aplicac¸a˜o cont´ınua. Como X
e´ um retrato de Y temos que X ⊂ Y e portanto T ◦ r e´ uma aplicac¸a˜o cont´ınua
de Y em Y e como este tem a propriedade do ponto fixo, existe w ∈ Y tal que
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T ◦ r(w) = w. Por definic¸a˜o de T ◦ r temos que w ∈ X e como r|X = idX segue que
r(w) = w, portanto
w = T (r(w)) = T (w),
logo w e´ um ponto fixo de T . Portanto X tem a propriedade do ponto fixo.
Definic¸a˜o 2.3. Um espac¸o topolo´gico X e´ contra´til ( a` um ponto x0 ∈ X) se existe
uma func¸a˜o cont´ınua f : X × [0, 1]→ X tal que f(·, 0) = IdX e f(·, 1) = x0.
Exemplo 2.2. A bola fechada B[0, 1] e´ contra´til a 0.
De fato, considere a aplicac¸a˜o
f : B[0, 1]× [0, 1] −→ B[0, 1]
(x, t) 7−→ (1− t)x.
Note que f(x, 0) = x e f(x, 1) = 0.
A fim de obtermos uma prova um pouco mais intuitiva do Teorema do Ponto Fixo
de Brouwer, usaremos alguns fatos sobre grupos de homologia. Fac¸amos a seguinte
observac¸a˜o: em cada espac¸o euclidiano C e cada inteiro n ≥ 1 e´ poss´ıvel associar um
u´nico grupo Hn(C) chamado n-e´simo grupo de homologia com coeficientes inteiros.
Utilizaremos neste texto, duas propriedades fundamentais de grupos de homologia
que na˜o demonstraremos aqui. A saber:
(i) Hn(S
n) = Z, o gupo dos inteiros;
(ii) Se C e´ contra´til, enta˜o Hn(C) = {e}, o grupo trivial.
Proposic¸a˜o 2.1. Sn na˜o e´ contra´til para n ≥ 0.
Demonstrac¸a˜o. O caso n = 0 e´ fa´cil ver. Para n ≥ 1, da propriedade (i) citada
acima segue que Hn(S
n) = Z, portanto Sn na˜o e´ contra´til, pois pela propriedade
(ii) o grupo de homologia de um espac¸o contra´til e´ o grupo trivial.
Lema 2.1. Se Y e´ contra´til, enta˜o qualquer retrato de Y e´ contra´til.
Demonstrac¸a˜o. Suponhamos que Y e´ contra´til, isto e´, existe f : Y × [0, 1]→ Y tal
que f(y, 0) = y ∀y ∈ Y e existe y0 ∈ Y tal que f(y, 1) = y0,∀ y ∈ Y . Seja X ⊂ Y
um retrato de Y , enta˜o existe r : Y → X cont´ınua tal que r|X = idX .
Queremos mostrar que X e´ contra´til. Considere g : X × [0, 1] → X dada por
g(x, t) = r ◦ f(x, t). Desta forma
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(i) g(x, 0) = r ◦ f(x, 0) = r(x) = x ∀x ∈ X, pois, como X ⊂ Y temos que
f(x, 0) = x e r|X = idX
(ii) g(x, 1) = r ◦ f(x, 1) = r(y0) ∀x ∈ X, pois, f(x, 1) = y0
Portanto X e´ contra´til.
Teorema 2.3. Para n ≥ 1 a esfera Sn−1 na˜o e´ um retrato da bola fechada
B[0, 1] ⊂ Rn
Demonstrac¸a˜o. Sabemos que B[0, 1] e´ contra´til. Por outro lado, a Proposic¸a˜o 2.1
nos garante que Sn−1 na˜o e´ contra´til. Portanto, pelo Lema 2.1, se Sn−1 fosse um
retrato de B[0, 1] ter´ıamos Sn−1 contra´til o que e´ um absurdo. Portanto, Sn−1 na˜o
e´ um retrato de B[0, 1].
Teorema 2.4 (Brouwer). (i) B[0, 1] ⊂ Rn tem a propriedade do ponto fixo;
(ii) Todo subconjunto na˜o vazio, compacto e convexo X de um espac¸o vetorial
normado En tem a propriedade do ponto fixo.
Demonstrac¸a˜o. (i) Suponhamos que existe uma aplicac¸a˜o cont´ınua T : B[0, 1] →
B[0, 1] sem pontos fixos. Enta˜o podemos construir uma retrac¸a˜o r : B[0, 1]→ Sn−1
da seguinte forma: para cada x ∈ B[0, 1], estenda o segmento de reta de T (x)
passando por x ate´ intersectar a esfera Sn−1, chamaremos este ponto de r(x). Mas
pelo Teorema 2.3 tal retrac¸a˜o e´ imposs´ıvel.
Portanto, toda aplicac¸a˜o cont´ınua T : B[0, 1] → B[0, 1] tem um ponto fixo. Ou
seja, B[0, 1] tem a propriedade do ponto fixo.
(ii) Para k suficientemente grande temos que X ⊂ B[0, k], pois X e´ compacto.
Pelo Exemplo 2.1 segue que X e´ um retrato de B[0, k]. Como B[0, k] e´ homeomorfa
a` B[0, 1] e esta tem a propriedade do ponto fixo, segue do Teorema 2.1 que B[0, k]
tem a propriedade do ponto fixo, e como X e´ um retrato de B[0, k] aplicando o
Teorema 2.2 segue que X tem a propriedade do ponto fixo.
2.2 Extensa˜o para Espac¸os de Dimensa˜o Infinita
Muitas aplicac¸o˜es de teoremas topolo´gicos em Ana´lise envolve espac¸os de
dimensa˜o infinita. O procedimento usual e´ estender um teorema do caso de dimensa˜o
finita para o caso de dimensa˜o infinita. Agora, realizaremos este processo de
extensa˜o do Teorema de Brouwer ou seu ana´logo (Teorema de Schauder) para um
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espac¸o de Banach de dimensa˜o infinita. Para isto, utilizaremos o seguinte lema de
aproximac¸a˜o:
Lema 2.2. Seja Y um espac¸o me´trico compacto. Para cada  > 0, seja P : Y → Y
uma aplicac¸a˜o cont´ınua tal que d(P(x), x) <  ∀x ∈ Y . Suponha que cada conjunto
P(Y ) tem a propriedade do ponto fixo. Enta˜o, Y tem a propriedade do ponto fixo.
Demonstrac¸a˜o. Seja T : Y → Y uma aplicac¸a˜o cont´ınua, enta˜o P ◦ T : Y → Y
e´ uma aplicac¸a˜o cont´ınua, ale´m disso, P ◦ T mapeia P(Y ) nele mesmo. De fato,
seja y ∈ P(Y ), enta˜o y ∈ Y , portanto (P ◦ T )(y) = P(T (y)) ∈ P(Y ), pois
T (y) ∈ Y . Sendo assim, como P(Y ) tem a propriedade do ponto fixo, segue que
existe x ∈ P(Y ) tal que P(T (x)) = x
Portanto, d(x, T (x)) = d(P(T (x)), T (x)) < . E pelo Teorema 1.3 segue que
T tem um ponto fixo em Y .
Consideremos agora um espac¸o de dimensa˜o infinita particular, o cubo de Hilbert.
Definic¸a˜o 2.4. O cubo de Hilbert H0 e´ o subespac¸o de l
2 que consiste dos pontos
a = (a1, a2, . . .) tal que |ar| ≤ 1
r
para todo r.
Teorema 2.5. Todo subconjunto compacto e convexo H de um espac¸o de Banach B
e´ homeomorfo, por uma transformac¸a˜o linear, a um subconjunto compacto e convexo
de H0.
Demonstrac¸a˜o. Sem perda de generalidade, suponhamos que H e´ um subconjunto
da bola unita´ria do espac¸o de Banach B. Como H e´ compacto segue que dada
uma cobertura aberta para H podemos extrair uma subcobertura finita e portanto
enumera´vel, o que implica que H e´ separa´vel e como os elementos de span(H) sa˜o
combinac¸o˜es lineares dos elementos do H temos que span(H) e´ tambe´m separa´vel,
sendo assim, podemos escolher uma sequeˆncia (xn) densa no span(H).
Para n = 1, 2, . . . escolhamos fn pertencente ao espac¸o dual B
∗ = {f : B →
R; f e´ linear} de modo que
fn(xn) =
‖xn‖
n
, ‖fn‖ = 1
n
Enta˜o a aplicac¸a˜o
F : B × [0, 1] −→ l2
x 7−→ F (x) = (f1(x), f2(x), . . .)
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mapeia H em H0. Podemos ver tambe´m que F e´ um operador linear limitado. De
fato, dados x, y ∈ B e λ ∈ R, como fn ∈ B∗ ∀n, temos que
F (λx+ y) = (λf1(x) + f1(y), λf2(x) + f2(y), . . .)
= (λf1(x), λf2(x), . . .) + (f1(y), f2(y), . . .)
= λ(f1(x), f2(x), . . .) + (f1(y), f2(y), . . .)
= λF (x) + F (y)
pois, l2 e´ um espac¸o vetorial, ficando demonstrado que F e´ linear. Observe ainda
que, como H ⊂ B, temos
‖F (x)‖22 =
∞∑
n=1
fn(x)
2 ≤
∞∑
n=1
‖fn‖2‖x‖2 ≤ (
∞∑
n=1
1
n2
)‖x‖2 ≤ C‖x‖2
e consequentemente F e´ um operador limitado. Para mostrar que F e´ injetiva em
span(H) note que, se x 6= y em span(H) temos
|fn(x)− fn(y)| = |fn(x− y)|
= |fn(xn + x− y − xn)|
= |fn(xn) + fn(x− y − xn)|
≥ |fn(xn)| − |fn(x− y − xn)|
≥ ‖xn‖
n
− ‖x− y − xn‖
n
> 0,
se xn esta´ suficientemente perto de x− y. Como F e´ injetiva, segue que F |H : H →
F (H) e´ uma bijec¸a˜o, ale´m disso, F e´ cont´ınua, pois cada coordenada o e´, sendo
assim, como H e´ compacto segue que F |H e´ um homeomorfismo sobre sua imagem.
Portanto, cocluimos que F (H) ⊂ H0 e´ compacto e convexo, pois homeomorfismo
linear preserva estas propriedades.
Definic¸a˜o 2.5. Definamos Pn como a projec¸a˜o de l
2 em um subespac¸o de l2 com
dimensa˜o finita n dada por
Pn(x1, x2, . . . , xn, xn+1, . . .) = (x1, . . . , xn, 0, 0, . . .).
Teorema 2.6. O cubo de Hilbert tem a propriedade do ponto fixo.
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Demonstrac¸a˜o. Note que para n suficientemente grande temos
‖Pn(a)− a‖ = ‖(a1, a2, . . . , an, 0, . . .)− (a1, a2, . . .)‖
= ‖(0, . . . , 0, an+1, an+2, . . .)‖
≤
( ∞∑
r=n+1
a2r
) 1
2
< , (2.1)
para todo a ∈ H0. Observe que Pn(H0) e´ compacto. De fato, Pn(H0) e´ um
subespac¸o vetorial de dimensa˜o finita de l2, portanto fechado. Mais ainda, se
h = (h1, h2, . . .) ∈ H0 enta˜o
‖Pnh‖22 =
n∑
i=1
h2i ≤
n∑
i=1
1
i2
≤ C
e portanto Pn(H0) e´ um subconjunto limitado, donde segue que Pn(H0) e´ compacto
e portanto H0 e´ compacto. Como Pn(H0) pode ser considerado um subconjunto
compacto e convexo de Rn, temos do Teorema de Brouwer que Pn(H0) tem a
propriedade do ponto fixo. Portanto, da Desigualdade (2.1), aplicando o Lema
2.2 segue que H0 tem a propriedade do ponto fixo.
Teorema 2.7. Qualquer subconjunto na˜o vazio, compacto e convexo X de H0 tem
a proriedade do ponto fixo.
Demonstrac¸a˜o. Pelo Exemplo 2.1, X e´ um retrato de H0. Aplicando enta˜o o
Teorema 2.2, segue que X a propriedade do ponto fixo.
Teorema 2.8 (Schauder). Todo subconjunto na˜o vazio, compacto e convexo Y de
um espac¸o de Banach tem a propriedade do ponto fixo.
Demonstrac¸a˜o. Como Y e´ um subconjunto compacto e convexo de um espac¸o de
Banach, segue do Teorema 2.5 que Y e´ homeomorfo a um subconjunto compacto
e convexo X do cubo de Hilbert H0. Do Teorema 2.7, sabemos que X tem a
propriedade do ponto fixo. Como X tem a propriedade do ponto fixo e Y e´
homeomorfo a X temos do Teorema 2.1 que Y tem a propriedade do ponto fixo.
Exemplo 2.3 (Exemplo de Kakutani). Uma aplicac¸a˜o sem pontos fixos da bola
unita´ria em um espac¸o de Hilbert.
Este exemplo mostra que a condic¸a˜o “Y e´ compacto” no Teorema de Schauder
na˜o pode ser substituida por “Y e´ fechado e limitado.”
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Olharemos para l2(Z) como sendo l2 com a base natural que consiste das
sequeˆncias en = (. . . , 0, 0, 1, 0, 0, . . .) com 1 na n-e´sima posic¸a˜o. Para x ∈ l2,
podemos escrever
x = (. . . , x−1, x0, x1, . . .) =
∑
xnen.
Denotaremos como U o operador translac¸a˜o a` direita, isto e´,
U(x) =
∑
xnen+1.
Lema 2.3. O vetor x− U(x) e´ um mu´ltiplo de e0 apenas se x = 0.
Demonstrac¸a˜o. Suponha que
x− U(x) =
∑
(xn − xn−1)en = λe0
enta˜o,
(. . . , x−2, x−1, x0, x1, x2, . . .)− (. . . , x−1, x0, x1, x2, x3, . . .) = (. . . , 0, 1, 0, . . .)
logo temos que xn = x0 para todo n > 0, e xn = x−1 para todo n < 0. Logo,
x− U(x) = (. . . , x−1, x−1, x0, x0, . . .) (2.2)
e como x − U(x) ∈ l2 pois l2 e´ um espac¸o vetorial segue que (2.2) so´ e´ poss´ıvel se
x−1 = x0 = 0, como quer´ıamos demonstrar.
Teorema 2.9. A bola unita´tia B ⊂ l2 na˜o tem a propriedade do ponto fixo.
Demonstrac¸a˜o. Definamos a aplicac¸a˜o
T (x) = (1− ‖x‖)e0 + U(x).
Note que T e´ cont´ınua pois U e´ cont´ınua, ale´m disso, T mapeia B em B. De fato,
seja x ∈ B enta˜o ‖x‖ ≤ 1 logo,
‖T (x)‖ ≤ (1− ‖x‖)‖e0‖+ ‖U(x)‖
= (1− ‖x‖) + ‖x‖
= 1.
Afirmac¸a˜o 2.1. T na˜o tem ponto fixo.
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Suponha que T tem um ponto fixo, isto e´, existe x ∈ B tal que x = T (x). Enta˜o,
x = T (x) = (1− ‖x‖)e0 + U(x)
donde, x − U(x) = (1 − ‖x‖)e0 e pelo lema anterior temos que x = 0, o que e´ um
absurdo, pois neste caso ter´ıamos e0 = 0.
Portanto T na˜o tem um ponto fixo, ficando assim provada a afirmac¸a˜o e
consequentemente o teorema.
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CAPI´TULO 3
QUAIS CONJUNTOS TEM A
PROPRIEDADE DO PONTO FIXO?
3.1 Conjuntos Contra´teis Compactos
Para efeito de Ana´lise Funcional, esperamos que um conjunto com a propriedade
do ponto fixo deve ser contra´til e compacto. Na verdade, se um conjunto na˜o tem
uma destas propriedades, geralmente podemos construir uma aplicac¸a˜o sem pontos
fixos da seguinte maneira.
Se um subconjunto de Rn na˜o e´ compacto geralmente podemos construir uma
aplicac¸a˜o sem pontos fixos deslocando todos os pontos para um “´ınfimo” em certo
sentido. Assim vemos que conjuntos como um intervalo aberto, uma bola aberta, ou
um subespac¸o, na˜o tem a propriedade do ponto fixo. Por exemplo, a bola unita´ria
em l2, a qual e´ fechada e limitada, mas na˜o e´ compacta, na˜o tem a propriedade do
ponto fixo, pois existe uma aplicac¸a˜o sem pontos fixos nesse conjunto.
Nos casos mais simples, onde um subconjunto de Rn na˜o e´ contra´til, ele
geralmente tem uma espe´cie de buraco no meio. Nestes casos, podemos girar ou
refletir esses conjuntos ao redor do buraco. Vemos portanto que conjuntos como o
c´ırculo em R2, a esfera em R3, a garrafa de Klein, o toro ou a faixa de Mo¨bius na˜o
tem a propriedade do ponto fixo.
Definic¸a˜o 3.1. Um espac¸o topolo´gico X e´ dito localmente contra´til se para todo
x ∈ X e todo subconjunto aberto V de X tal que x ∈ V , existe um subconjunto
aberto U em X que conte´m x tal que U ⊆ V e U e´ um espac¸o contra´til na topologia
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do subespac¸o V .
Teorema 3.1 (Lefschetz). Se X e´ um espac¸o me´trico compacto e localmente
contra´til, em que todos os grupos de homologia sa˜o triviais, enta˜o X tem a
propriedade do ponto fixo.
Este resultado aborda uma teoria que fogem do escopo estudado neste trabalho,
portando na˜o o demonstraremos.
Teorema 3.2. Se X e´ um subconjunto compacto, contra´til e localmente contra´til de
Rn, enta˜o X tem a propriedade do ponto fixo.
Demonstrac¸a˜o. Como X e´ compacto, contra´til e localmente contra´til, segue que X
e´ um retrato de algum espac¸o me´trico. Em particular, de uma bola fechada B de
Rn. Uma vez que B tem a propriedade do ponto fixo e X e´ um retrato de B, segue
que X tem a propriedade do ponto fixo.
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CAPI´TULO 4
EXTENSA˜O DO TEOREMA DE
SCHAUDER
Primeiro, apresentaremos uma forma mais geral do Teorema de Schauder e em
seguida mostraremos outros resultados que nos dara˜o uma forma alternativa de obter
o Teorema de Schauder.
4.1 Segundo Teorema de Schauder
NOTAC¸A˜O: Escrevemos Co(X) para o menor conjunto convexo que conte´m X, e
Co(X) para o fecho de Co(X).
Lema 4.1 (Projec¸a˜o de Schauder). Se X e´ um subconjunto compacto de um espac¸o
normado V e  > 0, existe um subconjunto finito Y ⊂ X e uma aplicac¸a˜o cont´ınua
P : X → Co(Y ) tal que
‖P (x)− x‖ <  (x ∈ X).
Demonstrac¸a˜o. Como X e´ compacto, podemos escolher os pontos x1, x2, . . . , xn ∈ X
tal que os conjuntos B(xi, ) para 1 ≤ i ≤ n formam uma cobertura para X. Defina
Y = {x1, . . . , xn}. Para 1 ≤ i ≤ n defina
fi(x) = max{0, − ‖x− xi‖}.
Note que,
fi(x) 6= 0 se, e somente se, x ∈ B(xi, ).
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De fato, se x ∈ B(xi, ) temos que ‖x − xi‖ < , e portanto  − ‖x − xi‖ > 0, logo
fi(x) = −‖x−xi‖ 6= 0. Por outro lado, se fi(x) 6= 0, enta˜o fi(x) = −‖x−xi‖ > 0,
ou seja, ‖x − xi‖ <  e assim, x ∈ B(xi, ). Portanto para cada x ∈ X, existe
i ∈ {1, . . . , n}, tal que x ∈ B(xi, ) e portanto fi(x) 6= 0. Como, por construc¸a˜o, as
aplicac¸o˜es fi sa˜o na˜o negativas, podemos definir
P (x) =
∑n
i=1 fi(x)xi∑n
i=1 fi(x)
(x ∈ X).
Por definic¸a˜o, P e´ cont´ınua. Ale´m disso, uma vez que P (x) e´ uma combinac¸a˜o
convexa dos pontos xi os quais pertencem a B(x, ), temos que P (x) ∈ B(x, ), ou
seja, P e´ uma aplicac¸a˜o de X em Co(X) tal que ‖P (x)− x‖ < , ∀x ∈ X, ficando
assim demonstrado o resultado.
Teorema 4.1 (Segundo Teorema de Schauder). Seja M um subconjunto convexo e
na˜o vazio de um espac¸o normado B. Se T e´ uma aplicac¸a˜o cont´ınua de M em um
subconjunto compacto X ⊂M , enta˜o T tem um ponto fixo.
Demonstrac¸a˜o. Para cada n = 1, 2, 3, . . . considere a aplicac¸a˜o Pn ◦T : M → Co(Y )
onde Pn e´ aplicac¸a˜o dada pelo Lema 4.1 com  =
1
n
. Como Y ⊂ X ⊂M temos que
Co(Y ) ⊂ M . Portanto Pn ◦ T e´ uma aplicac¸a˜o cont´ınua de um conjunto compacto
e convexo de dimensa˜o finita Co(Y ) nele mesmo. Pelo teorema do ponto fixo de
Brouwer, Pn ◦ T |Co(Y ) tem um ponto fixo xn. Como Pn ◦ T (xn) = xn e pelo Lema
4.1 temos
‖T (xn)− xn‖ = ‖T (xn)− Pn(T (xn))‖ < 
aplicando o Teorema 1.3 segue que T tem um ponto fixo.
Definic¸a˜o 4.1. Seja T : Y → X uma aplicac¸a˜o onde X e´ um espac¸o topolo´gico e Y
e´ um conjunto. Se T (Y ) esta´ contido em um subconjunto compacto de X, dizemos
que T e´ compacta.
Corola´rio 4.1. Seja B um espac¸o normado e T : B → B uma aplicac¸a˜o compacta
e cont´ınua. Enta˜o, T tem um ponto fixo.
Demonstrac¸a˜o. Basta considerar M = B no teorema anterior pois, como T e´
compacta, T (B) esta´ contido em um subconjunto compacto de B.
4.2 Teorema de Rothe
Consideraremos a seguir, casos onde um conjunto M na˜o e´ mapeado em si
mesmo, todavia sua fronteira deve ser mapeado em M .
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NOTAC¸A˜O: Escrevemos int(X) para denotar o interior do conjunto X e ∂X para
a fronteira de X.
Observac¸a˜o 4.1. Seja B uma bola fechada de raio n em um espac¸o normado X.
Definimos a retrac¸a˜o radial em B por
r(x) =
 x, se x ∈ B;nx‖x‖ , se x /∈ B.
Enta˜o,
(i) r e´ uma retrac¸a˜o cont´ınua de X em B.
De fato, note que r : X → B e´ cont´ınua e ale´m disso, r|B = idB.
(ii) Se r(x) ∈ int(B), enta˜o r(x) = x;
Com efeito, suponha que r(x) 6= x, enta˜o r(x) = nx‖x‖ , da´ı, ‖r(x)‖ = n, ou
seja r(x) ∈ ∂B, absurdo, pois r(x) ∈ int(B). Portanto r(x) = x.
(iii) Se r(x) /∈M , enta˜o r(x) ∈ ∂M .
Como x /∈ B temos r(x) = nx‖x‖ , logo ‖r(x)‖ = n e, portanto, r(x) ∈ ∂M.
Teorema 4.2 (Rothe). Seja X um espac¸o normado, B a bola unita´ria em X e ∂B
a esfera unita´ria de X. Se T : B → X e´ uma aplicac¸a˜o cont´ınua e compacta tal que
T (∂B) ⊂ B, enta˜o T tem um ponto fixo.
Demonstrac¸a˜o. Seja r a retrac¸a˜o radial em B. Enta˜o r ◦ T e´ compacta. De fato,
como T e´ compacta, temos que T (B) esta´ contido em um subconjunto compacto A
de X, e como r e´ cont´ınua r(A) e´ compacto, como r(T (B)) ⊂ r(A) segue que r ◦ T
e´ compacta. Enta˜o pelo Teorema 4.1, r ◦ T tem um ponto fixo y, ou seja
r ◦ T (y) = y. (4.1)
Se y ∈ int(B) enta˜o r(T (y)) = T (y), portanto T (y) = y e da´ı T tem um ponto fixo.
Caso contra´rio, se y ∈ ∂B, como T (∂B) ⊂ B, T (y) ∈ B e portanto r(T (y)) = T (y),
pois r e´ uma retrac¸a˜o radial, por (4.1), segue que y e´ ponto fixo de T .
4.3 Teoremas de Continuac¸a˜o
Seja M uma regia˜o, ou seja, um conjunto aberto e conexo em um espac¸o normado
B. Uma se´rie de teoremas abordam famı´lias de aplicac¸o˜es Ut : M → B com 0 ≤ t ≤ 1
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tal que Ut na˜o tem ponto fixo na fronteira de M . Os teoremas afirmam basicamente
que se U0 satisfaz as condic¸o˜es adequadas que garantem um ponto fixo para U0,
esperamos que U1 deve ter um ponto fixo.
Definic¸a˜o 4.2. Sejam N ⊂ B e U0, U1 : N → B func¸o˜es. Dizemos que U0 e´ fp-
homoto´pica a U1 em N se existe uma famı´lia de aplicac¸o˜es Ut : N → B, 0 ≤ t ≤ 1,
tal que:
(i) Ut(x) = U(t, x) e´ cont´ınua em N × [0, 1];
(ii) U(N × [0, 1]) esta´ contido em um subconjunto compacto de B;
(iii) Ut(x) 6= x para x ∈ ∂N .
Os teoremas de continuac¸a˜o tem a seguinte forma geral. Se
(G)

(a) uma condic¸a˜o em M ;
(b) uma condic¸a˜o em U0;
(c)U1 e´ fp-homoto´pica a U0 em ∂M,
enta˜o U1 tem um ponto fixo.
O primeiro teorema de continuac¸a˜o aplicado a problemas na˜o-lineares foi devido
a Leray e Schauder. O Teorema de Leray-Schauder e´ o resultado mais famoso e
mais geral da forma (G). A condic¸a˜o imposta sobre a aplicac¸a˜o U0 nesse caso e´ que
deg(id−U0) 6= 0, portanto este teorema na˜o pode ser afirmado ou aplicado sem um
conhecimento da teoria do grau.
Va´rias tentativas tem sido feitas para substituir o Teorema de Laray-Schauder
por teoremas nos quais o grau na˜o e´ usado. Estes teoremas usam condic¸o˜es menos
gerais em U0 e M , no entanto mais facilmente estabelecidas em aplicac¸o˜es. O
resultado mais u´til e´ o de Schaefer que pode ser reescrito como um teorema na
forma (G) usando as seguintes simplificac¸o˜es U0 = 0, Ut = tU1, M e´ uma bola no
espac¸o B.
Vejamos agora o teorema de Schaefer
Teorema 4.3 (Schaefer). Sejam B um espac¸o normado e T : B → B uma aplicac¸a˜o
cont´ınua que e´ compacta em cada subconjunto limitado X de B. Enta˜o ou
(i) a equac¸a˜o x = λT (x) tem uma soluc¸a˜o para λ = 1, ou;
(ii) o conjunto de todas as soluc¸o˜es x, para 0 < λ < 1 e´ ilimitado.
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Demonstrac¸a˜o. Seja B(0, n) uma bola de centro na origem e raio n contida em B,
consideremos uma retrac¸a˜o radial r em B(0, n). Enta˜o pelo Teorema de Schauder
r ◦ T tem um ponto fixo x ∈ B(0, n). Enta˜o ou
(i) ‖T (x)‖ ≤ n e neste caso, r(T (x)) = T (x), enta˜o T (x) = r(T (x)) = x, ou;
(ii) ‖T (x)‖ > n, neste caso,
‖x‖ = ‖r(T (x))‖ = ‖ n‖T (x)‖T (x)‖ = n
isto e´,
x = r(T (x)) =
(
n
‖T (x)‖T (x)
)
= λT (x)
com λ =
n
‖T (x)‖ , note que 0 < λ < 1, pois
‖T (x)‖ > n > 0⇒ 1 > n‖T (x)‖ > 0.
Assim, ou para algum inteiro n obtemos uma soluc¸a˜o T (x) = x, ou para cada n
obtemos um autovetor de norma n para algum autovalor pertencente ao intervalo
(0, 1), neste caso o conjunto dos autovetores e´ ilimitado.
4.4 Teorema de Krasnoselskii
Consideraremos a soma de uma aplicac¸a˜o compacta e uma aplicac¸a˜o contrac¸a˜o.
Esta combinac¸a˜o pode ocorrer na pra´tica, quando lidamos com uma perturbac¸a˜o de
um operador diferencial, podemos achar que tal perturbac¸a˜o leva a uma aplicac¸a˜o
contrac¸a˜o, enquanto a inversa˜o do operador diferencial fornece uma aplicac¸a˜o
compacta.
Consideremos o seguinte resultado.
Lema 4.2. Seja Y um espac¸o normado e X ⊂ Y . Se B : X → Y e´ uma contrac¸a˜o,
enta˜o (id − B) : X → (id − B)(X) e´ um homeomorfismo. Se (id − B)(X) e´
precompacta enta˜o X e´ precompacto.
Demonstrac¸a˜o. Como B e´ cont´ınua segue que id − B e´ uma aplicac¸a˜o cont´ınua.
Usando o fato de B ser uma contrac¸a˜o, sabemos que existe 0 < k < 1 tal que
‖B(x)−B(y)‖ ≤ k‖x− y‖
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Deste modo, obteremos
‖(id−B)(x)− (id−B)(y)‖ = ‖x− y − (B(x)−B(y))‖
≥ ‖x− y‖ − ‖B(x)−B(y)‖
≥ (1− k)‖x− y‖
Observe que da desigualdade acima segue a injetividade da aplicac¸a˜o id − B,
e como id − B e´ sobrejetora faz sentido considerarmos sua inversa. Ainda pela
desigualdade anterior, tomando x = (id − B)−1(a) e y = (id − B)−1(b), com
a, b ∈ (id−B)(X), teremos
‖(id−B)−1(a)− (id−B)−1(b)‖ ≤ 1
1− k‖a− b‖
donde segue a continuidade da inversa e portanto concluimos que (id − B) e´ um
homeomorfismo.
Seja Y ⊂ X precompacto, provemos que (id−B)(Y ) e´ precompacto. De fato, se
z ∈ (id − B)(Y ), enta˜o z = y + B(y), para algum y ∈ Y . Como Y e´ precompacto,
dado ε > 0 existem {y1, ..., yn} de modo que
Y ⊂
n⋃
i=1
B(yi,
ε
1 + k
).
Deste modo, como y ∈ Y , existe yi tal que y ∈ B(yi, ε). Assim,
‖z − yi +B(yi)‖ = ‖y −B(y)− yi +B(yi)‖
≤ ‖y − yi‖+ ‖B(y)−B(yi)‖
≤ (1 + k)‖y − yi‖
< ε,
deste modo z ∈ B(yi−B(yi), ε), o que implica que (id−B)(Y ) ⊂ ∪ni=1B(yi−B(yi), ε)
e portanto o conjunto e´ precompacto.
Teorema 4.4 (Krasnoselskii). Seja M um subconjunto na˜o vazio, fechado e convexo
de um espac¸o de Banach X. Suponha que A,B : M → X sa˜o func¸o˜es e que
(i) A(x) = B(y) ∈M ∀x, y ∈M ;
(ii) A e´ compacta e cont´ınua;
(iii) B e´ uma contrac¸a˜o.
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Enta˜o existe y ∈M tal que
A(y) +B(y) = y.
Demonstrac¸a˜o. Para cada y ∈M a equac¸a˜o
z = B(z) + A(y)
tem uma u´nica soluc¸a˜o z ∈M . De fato, seja f : M →M tal que para cada y ∈M ,
f(z) = A(y) +B(z), enta˜o dados z1, z2 ∈M temos
|f(z1)− f(z2)| = |A(y) +B(z1)− A(y)−B(z2)| = |B(z1)−B(z2)| ≤ k|z1 − z2|
ou seja, f e´ uma contrac¸a˜o e pelo Teorema de Contrac¸a˜o, segue que existe um u´nico
z ∈M tal que f(z) = z, ou seja, z = B(z)+A(y). Portanto, z = (id−B)−1(A(y)) ∈
M , pois A(y) = z−B(z) = (id−B)(z) o que implica que z = (id−B)−1◦(id−B)(z).
Pelo Lema 4.2, (id − B)−1 ◦ A : M → M e´ cont´ınua e compacta e portanto
aplicando o Teorema de Schauder (id − B)−1 ◦ A tem um ponto fixo y ∈ M . Ou
seja,
(id−B)−1(A(y)) = y
logo,
y = A(y) +B(y).
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APLICAC¸O˜ES NA˜O EXPANSIVAS
Estudaremos agora algumas generalizac¸o˜es do conceito de uma contrac¸a˜o; o mais
importante desse caso e´ o conceito de uma aplicac¸a˜o na˜o expansiva.
5.1 Conjuntos Convexos Limitados
Definic¸a˜o 5.1. Sejam M e N espac¸os me´tricos, uma aplicac¸a˜o T : M → N que
satisfaz a condic¸a˜o
d(T (x), T (y)) ≤ d(x, y), ∀x, y ∈M,
e´ dita na˜o expansiva.
Desta maneira, aplicac¸o˜es contrac¸a˜o, isometrias e projec¸o˜es ortogonais sa˜o
exemplos de aplicac¸o˜es na˜o expansivas. Uma aplicac¸a˜o na˜o expansiva de um espac¸o
completo na˜o precisa ter um ponto fixo, considere por exemplo o operador translac¸a˜o
f 7→ f + g com g 6= 0, em um espac¸o de Banach. Por outro lado, uma aplicac¸a˜o na˜o
expansiva na˜o precisa ter um u´nico ponto fixo, basta considerar T = id.
Teorema 5.1. Seja M um subconjunto limitado, fechado e convexo de um espac¸o
de Banach B e T : M → M uma aplicac¸a˜o na˜o expansiva. Enta˜o para cada  > 0,
T tem um -ponto fixo x() ∈M , isto e´,
‖T (x())− x()‖ < 
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Demonstrac¸a˜o. Vamos assumir sem perda de generalidade que 0 ∈ M e que
M ⊂ B(0, R), para algum R > 0. Para cada r < 1 considere o ponto fixo y da
aplicac¸a˜o contrac¸a˜o rT : M →M . Desta forma temos:
‖T (y)− y‖ = ‖T (y)− rT (y)‖
= ‖(1− r)T (y)‖
= (1− r)‖T (y)‖
≤ (1− r)R
< ,
para r suficientemente pro´ximo de 1.
Se M e´ compacto, o resultado anterior e o Teorema 1.3, produz um ponto fixo
para T . Portanto, temos uma prova elementar do Teorema de Schauder 2.8 para
o caso de uma aplicac¸a˜o na˜o expansiva. De maneira semelhante podemos produzir
pontos fixos para aplicac¸o˜es na˜o expansivas num conjunto compacto em forma de
estrela, na forma de um cone compacto, ou algum outro conjunto compacto no
qual a aplicac¸a˜o identidade pode ser uniformemente aproximada por aplicac¸o˜es de
contrac¸a˜o.
A seguir apresentaremos uma demonstrac¸a˜o do Teorema de Browder, para isto
precisaremos de alguns lemas. Vamos assumir sem perda de generalidade que H e´
um espac¸o de Hilbert real.
Definic¸a˜o 5.2. Seja H um espac¸o de Hilbert, uma aplicac¸a˜o F : H → H e´ dita
mono´tona se for cont´ınua e satisfizer a seguinte relac¸a˜o
〈F (x)− F (y), x− y〉 ≥ 0 ∀x, y ∈ H.
onde 〈·, ·〉 denota o produto interno de H.
Lema 5.1. Seja M um subconjunto fechado e convexo de um espac¸o de Hilbert H.
Se T : M → H e´ uma aplicac¸a˜o na˜o expansiva, enta˜o id− T e´ a restric¸a˜o a M de
um operador mono´tono.
Demonstrac¸a˜o. Seja r = PM a projec¸a˜o sobre o convexo M constru´ıda no Exemplo
2.1, em que cada ponto h ∈ H e´ mapeado em um ponto u de M de modo que
d(h, u) = d(h,M). Uma vez que r e´ na˜o expansiva, T ◦ r : H → H e´ tambe´m na˜o
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expansiva. Para x, y ∈ H temos,
〈(id− (T ◦ r))(x)− (id− (T ◦ r))(y), x− y〉 = ‖x− y‖2 − 〈T (r(x))− T (r(y)), x− y〉
≥ ‖x− y‖2 − ‖T (r(x))− T (r(y))‖‖x− y‖
≥ 0,
de modo que (id− T ◦ r) e´ mono´tona. A restric¸a˜o a M de (id− T ◦ r) e´ (id− T ), o
que finaliza a prova do lema.
Lema 5.2. Se F e´ mono´tona e u0 e v0 sa˜o elementos de H tal que
〈F (u)− v0, u− v0〉 ≥ 0
para todo u ∈ H enta˜o v0 = F (u0).
Demonstrac¸a˜o. Para qualquer v ∈ H e qualquer t > 0 escrevamos ut = u0 + tv.
Como 〈F (u)− v0, u− u0〉 ≥ 0 para todo u ∈ H, para u = ut obtemos
〈F (ut)− v0, u0 − tv − u0〉 = 〈F (ut)− v0, tv〉 ≥ 0
e como t > 0 vemos que 〈F (ut)− v0, v〉 ≥ 0, logo
〈F (ut)− F (u0), v〉 ≥ 〈v0 − F (u0), v〉.
Note que, se t→ 0+ enta˜o F (ut)→ F (u0) e da´ı,
0 = lim
t→0+
〈F (ut)− F (u0), v〉 ≥ 〈v0 − F (u0), v〉 ∀v ∈ H,
ou seja, 〈v0 − F (u0), v〉 = 0 para todo v ∈ H e portanto v0 − F (u0) = 0, isto e´,
F (u0) = v0.
Lema 5.3. Se F e´ mono´tona em H e M e´ um subconjunto limitado, fechado e
convexo de H enta˜o F (M) e´ fechado.
Demonstrac¸a˜o. Suponha que un ∈M para n = 1, 2, 3, . . . e que F (un)→ v0. Como
o conjunto M , e´ fechado, limitado e convexo, utilizando fatos de ana´lise funcional a
sequeˆncia un admite uma subsequeˆncia fracamente convergente. Podemos assumir
sem perda de generalidade que un converge fracamente a u0 ∈ M . Como F e´
mono´tona, para todo u ∈ H temos,
〈F (u)− F (un), u− un〉 ≥ 0. (5.1)
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Observe que, como un ⇀ u0 e F (un)→ v0, segue que
〈F (u)− F (un), u− un〉 → 〈F (u)− v0, u− u0〉
portanto, fazendo n→∞ em (5.1)
〈F (u)− v0, u− u0〉 ≥ 0,
e aplicando o lema anterior, segue que v0 = F (u0).
Teorema 5.2 (Browder). Seja M um subconjunto limitado, fechado e convexo de
um espac¸o de Hilbert H. Enta˜o, toda aplicac¸a˜o na˜o expansiva T : M →M tem um
ponto fixo.
Demonstrac¸a˜o. Observemos primeiramente que (id−T )(M) e´ um conjunto fechado.
De fato, pelo Lema 5.1, existe F aplicac¸a˜o mono´tona cuja restric¸a˜o e´ a aplicac¸a˜o
id − T . Sendo assim, (id − T )(M) = F |M (M) = F (M) que e´ fechado pelo Lema
5.3. Aplicando o Teorema 5.1, dado ε = 1
n
> 0, existe xn tal que
‖(id− T )(xn)‖ < 1
n
o que implica que (id − T )(xn) → 0. Como (id − T )(M) e´ fechado, segue que
0 ∈ (id − T )(M), e portanto existe x ∈ M tal que x − T (x) = 0, ficando assim
demonstrado que T possui um ponto fixo.
Observac¸a˜o 5.1. Este resultado permanece verdadeiro para o caso de um espac¸o
de Banach uniformemente convexo.
Exemplo 5.1 (Beals). Se M e´ a bola unita´ria de um espac¸o de sequeˆncias, existe
uma aplicac¸a˜o T : M →M sem ponto fixo.
Com efeito, basta considerar a aplicac¸a˜o
T (x1, x2, x3, . . .) = (1, x1, x2, . . .).
5.2 Varia´vel
As diferentes ideias consideradas nesta sec¸a˜o sempre tem alguma relac¸a˜o com a
ideia de contrac¸a˜o. Algumas das aplicac¸o˜es sa˜o consideradas na˜o expansivas. Nosso
primeiro resultado generaliza o Teorema do ponto fixo de Banach para o caso onde
alguma iterada de T e´ uma contrac¸a˜o.
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Teorema 5.3. Seja M um espac¸o me´trico completo na˜o vazio e TM ;→ M uma
aplicac¸a˜o tal que T k e´ uma contrac¸a˜o, para algum inteiro k > 1. Enta˜o T tem um
ponto fixo em M .
Demonstrac¸a˜o. Como T k e´ uma contrac¸a˜o, possui um u´nico ponto fixo a ∈ M .
Enta˜o,
T k(T (a)) = T (T k(a)) = T (a)
e sendo assim, temos que T (a) e´ tambe´m um ponto fixo de T k e pela unicidade
temos T (a) = a, ou seja, a e´ um ponto fixo para T .
Definic¸a˜o 5.3. Diremos que T e´ uma aplicac¸a˜o encolhimento se:
d(T (x), T (y)) < d(x, y) ∀x 6= y.
Note que o termo “aplicac¸a˜o contrac¸a˜o” tem sido usado para o mesmo conceito.
Deste modo, uma aplicac¸a˜o encolhimento e´ na˜o expansiva, mas na˜o precisa ser
uma contrac¸a˜o. Claramente, uma aplicac¸a˜o encolhimento pode ter mais de um ponto
fixo.
Teorema 5.4. Seja M um espac¸o me´trico compacto na˜o vazio e T : M → M uma
aplicac¸a˜o encolhimento. Enta˜o T tem um ponto fixo.
Demonstrac¸a˜o. Como d(T (x), x) e´ uma aplicac¸a˜o cont´ınua e M e´ compacto, existe
z ∈M tal que
d(T (z), z) = inf
x∈M
d(T (x), x). (5.2)
Desta forma, T (z) = z, pois caso contra´rio ter´ıamos
d(T 2(z), T (z)) < d(T (z), z)
contradizendo (5.1).
Agora daremos uma versa˜o local para o teorema de contrac¸a˜o.
Definic¸a˜o 5.4. Uma aplicac¸a˜o T e´ localmente uma (, λ)-contac¸a˜o se:
temos  > 0 e 0 < λ < 1 e d(t(x), T (y)) ≤ λd(x, y) sempre que d(x, y) < .
Edelstein deu o seguinte exemplo para mostrar que tal aplicac¸a˜o na˜o precisa ser
uma contrac¸a˜o.
M = {eiθ; 0 ≤ θ ≤ 3
2
pi}, T (eiθ) = e iθ2 .
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Definic¸a˜o 5.5. Um espac¸o me´trico M e´ dito -chainable se dados quaisquer dois
pontos a, b ∈ M existe um conjunto finito {x0, x1, . . . , xn} de pontos em X com
x0 = a e xn = b e tal que d(xn−1 − xn) <  ∀n.
Teorema 5.5 (Edelstein). Seja M um espac¸o me´trico completo -chainable e
T : M → M uma (, λ)-contrac¸a˜o. Enta˜o T tem um u´nico ponto fixo pertencente a
M .
Demonstrac¸a˜o. Fixado x ∈ M . Como M e´ -chainable existem x0, x1, . . . , xm ∈ M
tal que
x = x0, . . . xm = T (x)
com d(xi, xi+1) < . Usando o fato de T ser (, λ)-contrac¸a˜o, segue por induc¸a˜o que
d(T r(xi), T
r(xi+1)) ≤ λrd(xi, xi+1) < λr < 
m
, ∀i
para r suficientemente grande, pois 0 < λ < 1.
Deste modo, obteremos,
d(T r(x), T r+1(x)) = d(T r(x0), T
r(xm))
≤ d(T r(x0), T r(x1)) + d(T r(x1), T r(x2)) + · · ·+ d(T r(xm−1), T r(xm))
< m

m
.
Usando um argumento ana´logo ao da demonstrac¸a˜o do Teorema 1.4 segue que
T n+r(x) converge para um ponto fixo quando fazemos n→∞.
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CAPI´TULO 6
TEOREMAS DE EXISTEˆCIA PARA
EQUAC¸O˜ES DIFERENCIAIS
Faremos um esboc¸o de alguns me´todos pelos quais obteremos teoremas de
existeˆncia a partir de teoremas de ponto fixo.
6.1 Descric¸a˜o dos Me´todos
Ao longo deste cap´ıtulo, “resolver” significa provar que uma soluc¸a˜o existe.
Me´todos de ponto fixo sa˜o mais aplicados na resoluc¸a˜o de problemas na˜o-lineares.
Existem va´rias maneiras de reduzir um problema na˜o-linear de existeˆncia em um
problema de ponto fixo (para uma aplicac¸a˜o em um espac¸o de func¸o˜es). Veremos
agora um me´todo bastante u´til.
Me´todo 6.1. O truque de linearizac¸a˜o de Leray e Schauder.
Suponha que uma expressa˜o da forma D(f, g), que pode envolver f e g, de
alguma forma e´ linear em f . (Nos casos que nos interessam D(f, g) vai envolver
derivadas de f e possivelmente de g). Suponha tambe´m que a equac¸a˜o linear
D(f, g) = 0 (6.1)
tem uma u´nica soluc¸a˜o f = T (g) para cada g em algum conjunto M . Enta˜o para
encontrar uma soluc¸a˜o em M da equac¸a˜o
D(f, f) = 0 (6.2)
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e´ equivalente a encontrar um ponto fixo em M da aplicac¸a˜o T . Desta forma uma
equac¸a˜o na˜o-linear particular pode ser estudada por meio de uma equac¸a˜o linear
mais geral, juntamente com um problema de ponto fixo.
Condic¸o˜es de contorno e condic¸o˜es de diferenciabilidade podem ser incorporadas
na definic¸a˜o do conjunto M . Assim devemos saber que (6.1) tem uma u´nica soluc¸a˜o,
sujeito a estas condic¸o˜es, e deduzimos que (6.2) tem uma soluc¸a˜o, sujeita as mesmas
condic¸o˜es.
Para que o me´todo funcione, T deve ser “pequeno”, isto e´, geralmente uma
aplicac¸a˜o compacta ou uma contrac¸a˜o. Isto significa que (6.1) e (6.2) devem envolver
as mesmas derivadas de maior ordem, assim (6.1) deve ser ligeiramente na˜o linear.
Por exemplo, para resolver a equac¸a˜o na˜o linear
f ′(t) + f 2(t) = sin t (6.3)
sujeita a condic¸a˜o f(0) = 0, tomar´ıamosM como o conjunto das func¸o˜es satisfazendo
f(0) = 0 e utilizar´ıamos uma das seguintes equac¸o˜es lineares
f ′(t) + g2(t) = sin t, (6.4)
ou
f ′(t) + f(t)g(t) = sin t. (6.5)
Me´todo 6.2. Substituir a equac¸a˜o diferencial e suas condic¸o˜es de contorno por uma
equac¸a˜o integral
y = J(y). (6.6)
A soluc¸a˜o e´ enta˜o dada por um ponto fixo da aplicac¸a˜o y 7→ J(y). O operador J
geralmente envolve uma “func¸a˜o de Green” obtida por algum truque especial. Mais
sistematicamente uma equac¸a˜o do tipo (6.6) surge se o operador T mencionado no
Me´todo 6.1 pode ser expresso como um operador integral. No entanto, pode ser mais
dif´ıcil de obter a expressa˜o explicita para aplicac¸a˜o J como um operador integral do
que aplicar o Me´todo 6.1 diretamente. Pode ser u´til ter a fo´rmula integral para J ,
se quisermos mostrar que J fornece uma contrac¸a˜o.
Na maioria dos casos, na˜o e´ fa´cil reduzir uma equac¸a˜o diferencial para a forma
(6.6).
Me´todo 6.3. Me´todos de Continuac¸a˜o.
Os me´todos de continuac¸a˜c¸o estudados anteriormente na sec¸a˜o 4.3 sa˜o muitas
vezes usados em conjunto com o truque de linearizac¸a˜o descrito no primeiro me´todo.
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Nesta abordagem na˜o precisamos encontrar um conjunto M que e´ mapeado em si
mesmo pela aplicac¸a˜o U1, o que realmente nos interessa. O conjunto M e´ geralmente
mapeado em si mesmo pela simples aplicac¸a˜o U0.
Me´todo 6.4. Soluc¸o˜es Perio´dicas
Soluc¸o˜es Perio´dicas de equac¸o˜es perio´dicas podem ser encontradas facilmente
pelo me´todo que descreveremos com detalhes na sec¸a˜o (6.4).
6.2 Equac¸o˜es Diferenciais Ordina´rias
Escreveremos y′ para denotar
dy
dt
. Considere um sistema de equac¸o˜es diferenciais
ordina´rias que pode ser escrito como um sistema de primeira ordem na forma:
y′1 = f1(t, y1, y2, . . . , yn)
...
y′n = fn(t, y1, y2, . . . , yn)
(6.7)
ou de forma abreviada
Y ′(t) = F (t, Y (t)), (6.8)
onde Y = (y1, y2, . . . , yn) e F = (f1, f2, . . . , fn).
Vamos usar qualquer uma das normas usuais em Rn e escrever |x| para norma
de x. Olharemos para uma soluc¸a˜o de (6.8) tal que
Y (a) = B, (6.9)
onde o nu´mero real a e o ponto B ∈ Rn sa˜o dados. Assumiremos que F e´ cont´ınua
em Y e t, isto e´, que cada fn e´ cont´ınua em y1, y2, . . . , yn e t.
Utilizaremos a seguir o truque de linearizac¸a˜o descrito no primeiro me´todo. Para
encontrar uma soluc¸a˜o de (6.8), (6.9) em algum conjunto M , consideraremos para
cada X ∈M , a soluc¸a˜o Y = U(X) da equac¸a˜o linear
Y ′ = F (t,X) (6.10)
subordinada a (6.9).
Em todos os casos que nos interessam, Y = U(X) e´ definido exclusivamente por
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(6.9) e (6.10) e temos, explicitamente
U(X(t)) = B +
∫ t
a
F (s,X(s))ds. (6.11)
Assim encontrar uma soluc¸a˜o de (6.9), (6.8) e´ equivalente a exibir um ponto fixo
da aplicac¸a˜o U dada por (6.11).
Teorema 6.1 (Cauchy-Lipschitz). Seja (a,B) um ponto pertencente ao conjunto
aberto S ⊂ R× Rn. Suponha que
(i) a func¸a˜o F (t,X) e´ cont´ınua em S;
(ii) F e´ lipschitziana na segunda varia´vel, isto e´,
|F (t,X)− F (t, Y )| ≤ k|X − Y |,
para algum k ∈ R e para todo (t,X), (t, Y ) ∈ S.
Enta˜o existe uma u´nica soluc¸a˜o de (6.8) e (6.9) em alguma vizinhanc¸a de a.
Demonstrac¸a˜o. Definamos o conjunto M como sendo o conjunto das func¸o˜es
cont´ınuas com gra´fico em R = [a− d, a+ d]×B[B,Ld] ⊂ R×Rn, logo os elementos
de M sa˜o func¸o˜es de R em Rn. Vemos que a aplicac¸a˜o U definida por (6.11) e´ uma
contrac¸a˜o de M em M e pelo Teorema de Contrac¸a˜o U tem um u´nico ponto fixo. E
este ponto fixo e´ uma soluc¸a˜o de (6.8), (6.9). Podemos mostrar que qualquer soluc¸a˜o
de (6.8) e (6.9) deve de fato pertencer a M . Portanto a soluc¸a˜o e´ u´nica.
Teorema 6.2 (Peano). Se F (t, Y ) e´ uma func¸a˜o cont´ınua de t e Y em uma
vizinhanc¸a de (a,B) enta˜o o problema
(∗)
{
Y ′ = F (t, Y )
Y (a) = B
tem pelo menos uma soluc¸a˜o em uma vizinhanc¸a de a.
Demonstrac¸a˜o. Podemos assumir que dado  > 0, existe k > 0 tal que se |t− a| ≤ 
enta˜o |F (t, Y )| ≤ k. Escolha δ de modo que δ ≤  e δk ≤ . Seja
L = {f : [a− δ, a+ δ]→ Rn : f e´ cont´ınua }
munido com a norma da convergeˆncia uniforme. Seja M um suconjunto fechado
e convexo de L que consiste das func¸o˜es Y tais que |Y (t) − B| ≤ δk para todo t.
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Defina
U(Y (t)) = B +
∫ t
a
F (s, Y (s))ds
enta˜o U mapeia M nele mesmo, uma vz que para Y ∈M e |t− a| ≤ δ,
|U(Y (t))−B| = |
∫ t
a
F (s, Y (s))ds|
≤ |
∫ t
a
|F (s, Y (s))|ds|
≤ |
∫ t
a
kds|
= |t− a|k
≤ δk.
U e´ cont´ınua, pois para Y, Z ∈M tal que ‖Y − Z‖ → 0,
‖U(Y (t))− U(Z(t))‖ = sup
t
|
∫ t
a
(F (s, Y (s))− F (s, Z(s)))ds| → 0
uma vez que F e´ uniformemente cont´ınua. Temos tambe´m
‖U(y)‖ ≤ |B|+ δk
e
|U(Y (s))− U(Y (t))| ≤ |
∫ t
s
F (x, Y (x))dx| ≤ k|s− t|.
Portanto, U(M) e´ uma famı´lia uniformemente limitada e equicont´ınua de func¸o˜es
e, aplicando o Teorema de Arzela´-Ascoli segue que U(M) e´ precompacto. Pelo
Teorema de Schauder, U tem um ponto fixo Y , o que nos fornece uma soluc¸a˜o para
(*).
Teorema 6.3 (Picard). Se f(t, y) e´ uma func¸a˜o anal´ıtica de t e y em uma
vizinhanc¸a de (a, b) enta˜o o problema
(∗∗)
{
y′ = f(t, y)
y(a) = b
tem uma u´nica soluc¸a˜o anal´ıtica em uma vizinhanc¸a de a.
Demonstrac¸a˜o. Podemos supor que dado  > 0, existem K,L > 0 tais que se
|t− a| ≤  e |y − b| ≤ , temos |f | ≤ K e |∂f
∂y
| ≤ L. Escolha δ ≤ min{, 
K
,
1
2L
}.
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Seja M o conjunto das func¸o˜es y, anal´ıticas em (a − δ, a + δ) e cont´ınuas em
[a− δ, a+ δ] e tal que |y − b| ≤ δk para |t− a| ≤ δ. Claramente M e´ completo com
a norma uniforme. Defina a aplicac¸a˜o U como em (6.11), interpretando a integral
como uma integral complexa sobre um contorno. Enta˜o U mapeia M nele mesmo.
Finalmente para h, g ∈M ,
‖U(h)− U(g)‖ = sup
z
|
∫ z
a
f(t, h)− f(t, z)dt|
≤ sup
z
|z − a|L sup t|h(t)− g(t)|
≤ δL‖h− g‖
≤ 1
2
‖h− g‖.
Portanto, o teorema de contrac¸a˜o garante que U tem um u´nico ponto fixo em M .
Isto e´, apenas uma soluc¸a˜o de (**). Alguma soluc¸a˜o y tem uma derivada complexa
numa vizinhanc¸a de a, assim y e´ anal´ıtica pro´ximo de a, logo y ∈M se tomarmos δ
suficientemente pequeno.
6.3 Problemas com duas condic¸o˜es de fronteira
Considere o seguinte problema
d2x
dt2
= f
(
t, x,
dx
dt
)
(6.12)
com x(0) = a e x(T ) = b dados. A suposic¸a˜o que e´ feita e´ que f e´ cont´ınua e
limitada em [0, T ]×R×R. O procedimento e´ feito para reduzir o problema a uma
equac¸a˜o integral da forma
x(t) = a+
(b− a)t
T
−
∫ T
0
G(t, s)f(s, x(s), x′(s))ds. (6.13)
Onde G(t, s) e´ uma func¸a˜o de Green. Considere a aplicac¸a˜o U de C(1) em C(1)
qua mapeia cada x no lado direito de (6.13). Queremos um ponto fixo para U .
Da limitac¸a˜o de f e a fo´rmula para U(x) segue que o conjunto dos pontos U(x) e´
precompacto. Desta forma pelo Teorema de Schauder existe um ponto fixo.
Lema 6.1 (Gra´fico Fechado). Sejam M um espac¸o me´trico e N um espac¸o me´trico
compacto. Se U : M → N e´ fechada enta˜o U e´ cont´ınua.
Demonstrac¸a˜o. Seja (xn) uma sequeˆncia em M tal que xn → y ∈M , mas U(xn) 9
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U(y) como N e´ compacto temos que U(xn) → z ∈ N , com z 6= U(y). Portanto
ter´ıamos (y, z) no gra´fico de U o que e´ ukma contradic¸a˜o. Logo, U(xn) → U(y) o
que implica que U e´ cont´ınua como quer´ıamos.
Agora mostraremos que usando o truque de linearizac¸a˜o, podemos resolver o
problema sem considerar a func¸a˜o de Green. Definimos a aplicac¸a˜o U de C(1) em
C(1) como segue: para y ∈ C(1), U(y) = x e´ a u´nica soluc¸a˜o de
x′′(t) = f(t, y(t), y′(t)), x(0) = x(T ) = b
(x e´ encontrado por duas integrac¸o˜es, escolhendo as constantes corretamente).
Aplicando 4.1, mostraremos que U(C(1)) e´ precompacto em C(1). Se x = U(y)
temos |x′′(t)| ≤ K ∀t. Uma vez que x(0) = a, x(T ) = b, um simples argumento
mostra que o limite independe de x para |x′(t)| e |x(t)|. Tendo tais limites para
x, x′ e x′′, vemos que o conjunto dos pontos x = U(y) e´ precompacto em C(1). Um
argumento elementar mostra que U de C(1) em C(1) e´ fechado. Desta forma pelo
Lema 6.1 U e´ cont´ınua e pelo Corola´rio 4.1 U tem um ponto fixo. Este ponto fixo
de U e´ a soluc¸a˜o de (6.12).
6.4 Existeˆncia de Soluc¸o˜es Perio´dicas
Um me´todo de ponto fixo para encontrar soluc¸o˜es perio´dicas de problemas
dinaˆmicos foi usado por Poincare´ (1912). Essencialmente, o mesmo me´todo e´ usado
no teorema abaixo.
Teorema 6.4. Considere a equac¸a˜o
X ′(t) = F (X, t), (6.14)
onde X e F assumem valores em Rn. Assuma que
(i) Para cada ponto P0 na bola fechada B
n existe uma u´nica soluc¸a˜o [0,∞) tal
que X(0) = P0;
(ii) Se X(0) ∈ Bn teremos X(t) ∈ Bn para todo t > 0;
(iii) X(t) depende continuamente de X(0);
(iv) F tem per´ıodo T > 0 como uma func¸a˜o de t;
Enta˜o a Equac¸a˜o (6.14) tem soluc¸a˜o com per´ıodo T .
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Demonstrac¸a˜o. Para cada P0 ∈ Bn considere o ponto PT = X(T ), para soluc¸a˜o
X(T ) tal que X(0) = P0. Por (ii), (iii) e pelo Teorema de Brouwer, a aplicac¸a˜o
P0 → PT tem um ponto fixo, digamos Z. Consideremos a soluc¸a˜o com P0 = PT = Z.
Claramente esta soluc¸a˜o tem per´ıodo T .
Uma te´cnica similar foi usada por Browder (1965, 1973) para obter soluc¸o˜es
perio´dicsa da equac¸a˜o de evoluc¸a˜o
du
dt
+ A(t)u = f(t, u). (6.15)
Aqui cada A(t) e´ um operador linear em um espac¸o de Hilbert H e f(t, u) uma
aplicac¸a˜o de um subconjunto de R×H em H. Algumas suposic¸o˜es sa˜o feitas para
garantir que (6.15) tem uma u´nica soluc¸a˜o em [s,+∞) para cada s ≥ 0 e cada valor
de u(s) dado. Outras hipo´teses, de monotonicidade, sobre os operadores lineares
A(t) e os operadores na˜o lineares f(t, ·) garantem que a aplicac¸a˜o u(s)→ u(t) e´ na˜o
expansiva para t > s.
Para obter uma soluc¸a˜o perio´dica no caso onde A(t) e f(t, u) tem per´ıodo p como
func¸a˜o de t. A h´ıpotese final e´ que para algum R > 0,
Re(f(t, u), u) < 0 para ‖u‖ = R, t ∈ [0, p].
Esta hipo´tese e´ usada no ca´lculo de
d‖u(t)‖2
dt
, que se torna negativa para
‖u(t)‖ = R. Assim a soluc¸a˜o u(t) que entrou na bola de raio R deve permanecer
dentro da bola. Assim u(0)→ u(p) fornece uma aplicac¸a˜o da bola nela mesma que
tem um ponto fixo pelo teorema de Browder. A soluc¸a˜o com u(0) = u(p) e´ uma
soluc¸a˜o de per´ıodo p.
6.5 Equac¸o˜es Diferenciais Parciais: Uso da
Func¸a˜o de Green
Vamos considerar uma regia˜o limitada G do plano, com fronteira suave Γ, tal que
o fecho de G e´ G¯ = G ∪ Γ. Denotaremos P e Q como sendo pontos de G. Desejamos
resolver o problema {
∆f(P ) = −h(P, f(P )) em G,
f = f0 em Γ,
(6.16)
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onde ∆ e´ o operador de Laplace
∂2
∂x2
+
∂2
∂y2
, e f0 e´ uma func¸a˜o cont´ınua em Γ dada.
A discussa˜o aparece mais claro se usarmos o truque de linearizac¸a˜o. Considere
para alguma g ∈ C(G¯), a equac¸a˜o linear{
∆f(P ) = −h(P, g(P )) em G,
f = f0 em Γ.
(6.17)
Lema 6.2. Para cada g cont´ınua em G e cada f0 cont´ınua em Γ, existe uma u´nica
soluc¸a˜o f da Equac¸a˜o (6.17), a qual e´ dada explicitamente por
f(P ) = φ(P ) +
∫ ∫
G
G(P,Q)h(Q, g(Q))dQ (6.18)
onde φ e´ a soluc¸a˜o do problema {
∆φ = 0 em G
φ = f0 em Γ
(6.19)
e G e´ a func¸a˜o de Green da regia˜o G.
Considere o espac¸o me´trico completo M = C(G¯). Para g ∈ M , seja f = U(g) a
soluc¸a˜o de (6.17). O lema anterior garante que a aplicac¸a˜o U esta´ bem definida e
que f = U(g) e´ dada explicitamente como em (6.18). Usando (6.18), vemos que U
mapeia M nele mesmo e que para g e j ∈M temos
‖U(g)− U(j)‖ = sup
P
|
∫ ∫
G
G(P,Q)(h(Q, g(Q))− h(Q, j(Q)))dQ|
≤ sup
P
|
∫ ∫
G
G(P,Q)dQ| sup
Q
|h(Q, g(Q))− h(Q, j(Q))|.
Desta maneira se h satisfaz a condic¸a˜o de Lipschitz, isto e´,
|h(Q, f)− h(Q, g)| ≤ θ|f − g|, (6.20)
onde
θ <
(
sup
P
|
∫ ∫
G
G(P,Q)dQ|
)−1
,
enta˜o U e´ uma contrac¸a˜o.
E portanto se a condic¸a˜o (6.20) for satisfeita, enta˜o o problema (6.16) tem uma
u´nica soluc¸a˜o. De fato, pois uma vez que (6.20) e´ satisfeito temos que U e´ uma
contrac¸a˜o e portanto tem um u´nico ponto fixo, e este e´ ponto que queremos.
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6.6 O Truque de Linearizac¸a˜o para Equac¸a˜o
Diferencial Parcial
Consideremos uma regia˜o do plano G cuja fronteira e´ Γ. O truque de linearizac¸a˜o
foi desenvolvido por Leray e Schauder para equac¸o˜es diferenciais parciais. Considere
por exemplo a equac¸a˜o
a(x, y, z)zxx + b(x, y, z)zxy + c(x, y, z)zyy = 0 em G (6.21)
com condic¸a˜o de fronteira φ(z) = 0 sobre Γ.
Cosideremos para uma func¸a˜o arbitra´ria w a soluc¸a˜o z = U(w) da equac¸a˜o linear
a(x, y, w)zxx + b(x, y, w)zxy + c(x, y, w)zyy = 0
sujeito a φ(z) = 0 em Γ.
Condic¸o˜es em G,Γ, a, b, c (de continuidade, elipticidade, etc) sa˜o escolhidas para
garantir que U esta bem definida e e´ precompacto. A dificuldade de encontrar um
conjunto M de func¸o˜es, o qual e´ transformado nele mesmo, levado por Leray e
Schauder (1934) usa um argumento de continuac¸a˜o.
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