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LARGE GCD SUMS AND EXTREME VALUES OF THE RIEMANN ZETA FUNCTION
ANDRIY BONDARENKO AND KRISTIAN SEIP
ABSTRACT. It is shown that the maximum of |ζ(1/2+ i t)| on the interval T 1/2 ≤ t ≤ T is at least
exp
(
(1/
p
2+o(1))
√
logT logloglogT /loglogT
)
. Our proof uses Soundararajan’s resonanceme-
thod and a certain large GCD sum. The method of proof shows that the absolute constant A in
the inequality
sup
1≤n1<···<nN
N∑
k ,ℓ=1
gcd(nk ,nℓ)p
nknℓ
≪N exp
(
A
√
logN logloglogN
loglogN
)
,
established in a recent paper of ours, cannot be taken smaller than 1.
1. INTRODUCTION
This paper establishes the following new estimate for extreme values of the Riemann zeta
function ζ(s) on the half-line.
Theorem 1. Let 0<β< 1 be given and let c be a positive number less than
√
min(1/2,1−β). If
T is sufficiently large, then there exists a t , T β ≤ t ≤ T , such that
∣∣∣∣ζ(12 + i t
)∣∣∣∣≥ exp
(
c
√
logT logloglogT
loglogT
)
.
The best lower estimate for extreme values of |ζ(1/2+ i t )| known previously was obtained
in 2008 by Soundararajan [17] who proved that
∣∣∣∣ζ(12 + i t
)∣∣∣∣≥ exp
(
(1+o(1))
√
logT
loglogT
)
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holds for some t , T ≤ t ≤ 2T , if T is large enough. In 1977, Montgomery [15] had proved,
assuming the Riemann Hypothesis, that there exist arbitrarily large t such that∣∣∣∣ζ(12 + i t
)∣∣∣∣≫ exp
(
c
√
log t
loglog t
)
with c = 1/20. This result was proved unconditionally at the same time by Balasubramanian
and Ramachandrawith a larger value of c (see [3] and [17]). Earliermilestoneswere bounds of
the order of magnitude exp
(
c(ε)(log t )1/2−ε
)
and exp
(
c
√
log t/loglog t
)
obtained respectively
by Titschmarsh in 1928 [18] and Levinson in 1972 [13]. We refer to Bourgain’s recent paper [5]
for the best known upper bound |ζ(1/2+ i t )| ≤ t13/84+ε.
The proof of Theorem 1 will use the resonance method introduced by Soundararajan [17].
The main new ingredient of the proof is a certain large greatest common divisor (GCD) sum
related to our recent work [4]. In the latter paper, we found that there exists an absolute con-
stant A less than 7 such that
(1)
N∑
k,ℓ=1
gcd(nk ,nℓ)p
nknℓ
≤N exp
(
A
√
logN logloglogN
loglogN
)
for arbitrary integers 1≤ n1 < ·· · < nN andN sufficiently large. The following result is essential
for the proof of Theorem 1 and will as well lead to the conclusion that (1) is optimal in the
sense that it does not hold if A < 1.
Theorem 2. Suppose that 0 < γ < 1 is given. Then for every sufficiently large integer N there
exist integers 1≤ n1 < ·· · < nN and positive numbers c1, ...,cN such that
(2)
N∑
k,ℓ=1
ckcℓ
gcd(nk ,nℓ)p
nknℓ
≥
( N∑
j=1
c2j
)
·exp
(
γ
√
logN logloglogN
loglogN
)
.
Theorem 2 belongs to the study of GCD sums of the form
(3)
N∑
k,ℓ=1
(gcd(nk ,nℓ))
2σ
(nknℓ)σ
and the associated matrices
( (gcd(nk ,nℓ))2σ
(nknℓ)
σ
)
for σ > 0. This topic begins with Gál’s theorem [7]
which asserts that CN (loglogN )2 is an optimal upper bound for (3) when σ = 1, with C an
absolute constant independent of N and the distinct positive integers n1, ...,nN . In our case
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σ = 1/2, the first estimate was found by Dyer and Harman [6], showing that the sum in (1)
is bounded by exp(C logN/loglogN ). The better bound exp(C
√
logN loglogN ) was found by
Aistleitner, Berkes, and Seip in [2] by amethod that also led to a full solutionwhen 1/2<σ< 1.
For further details on the history of GCD sums of the form (3), we refer to [4] or the recent
paper [14] which gives the optimal constant C in Gál’s theorem and a simplified proof in the
range 1/2<σ≤ 1.
The initial motivation for estimating GCD sums originated in Koksma’s work in the metric
theory of diophantine approximation [11]. See Chapter 3 of Harman’s book [9] for a compre-
hensive treatment of applications in this area. In recent years, estimates ofGCDsumshave led
to solutions to some longstanding problems regarding the almost everywhere convergence
and boundedness of systems of dilated functions [2, 14]. The explicit link to extreme values
of ζ(s) came into light in Aistleitner’s recent paper [1], which combined estimates for certain
large GCD sums with Hilberdink’s version of the resonance method [9]. This led Aistleitner to
a new proof of Montgomery’sΩ-results for ζ(σ+ i t ) in the range 1/2<σ< 1 [15].
Inspired by Aisleitner’s work, the proof of Theorem 2 relies on our understanding of ex-
tremal sets of square-free numbers as described in [4]. We are not able to identify an actual
extremal set, so that, strictly speaking, we are dealing only with “nearly maximal” GCD sums.
Butwe come sufficiently close to reach the desired conclusion that our estimate from [4] is op-
timal, and we are thus led to what appears to be an essentially optimal “resonating” Dirichlet
polynomial in Soundararajan’smethod.
The version of the resonance method used in this paper can also be employed to prove
existence of large values of |ζ(σ+ i t )| in the range 1/2 < σ < 1. In particular, we may offer a
new approach to Montgomery’s result [15] which asserts that there exists a positive constant
c depending on σ such that for all sufficiently large T , we have
(4)
∣∣∣ζ(σ+ i t)∣∣∣≥ exp(c (logT )1−σ
(loglogT )σ
)
for some t in the range T β ≤ t ≤ T and some β, 0<β< 1. This is of some interest because the
best exponent previously known for Montgomery’s estimates, namely c = c0/(1−σ) for some
c0 = c0(σ)< 0.17 [16], can be improved notably by our method. Indeed, we may replace this c
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by a constant νσ enjoying the following asymptotic estimates:
(5) νσ =

(1+o(1))(1−σ)−1, σր 1,
(1/
p
2+o(1))
√
| log(2σ−1)|, σց 1/2.
The precise statement is thatwhenever c < νσ, there exists aβ, 1−σ≤β< 1 such that (4) holds
for some t , T β ≤ t ≤ T . This result gives a “smooth” transition between Montgomery’s esti-
mates and the respective endpoint cases represented by Levinson’s classical bound for σ = 1
[8, 13] and our Theorem 1; we also note that a precise conjecture from Lamzouri’s paper [12,
Remark 2, p. 5454] is consistent with our asymptotic estimate for νσ being sharp when σր 1.
The proof of (5), to be given in a forthcoming publication along with some additional appli-
cations of our version of the resonance method, shows that the smoothness of the numbers
involved in an essentially optimal resonator decreases in an interesting and nontrivial way
when σ decreases from 1 to 1/2.
Wewill prove Theorem2 in the next section, where we also show how this result leads to the
failure of (1) for A < 1. Section 3 gives the proof of Theorem 1, as well as a remark indicating
that (1) is a severe obstacle for further improvements using the resonancemethod.
2. PROOF OF THEOREM 2
We begin by fixing a large integer N . To simplify the writing, we will use the short-hand
notation log2N := loglogN , log3N := logloglogN , and log4N := loglogloglogN .
We will construct c j and n j satisfying (2) using a suitable multiplicative function. To this
end, we let P be the set of all primes p such that
e logN log2N < p ≤ logN exp((log2N )γ) log2N .
We will choose c j = f (n j ) for suitable n j , where f (n) is the multiplicative function supported
on the set of square-free numbers with
f (p) :=
√
logN log2N
log3N
1p
p(logp− log2N − log3N )
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for p in P and f (p)= 0 otherwise. The idea to consider this function comes fromour choice of
weightsw j in the proof of [4, Lemma 4]. These weights played a crucial role in an application
of the Cauchy–Schwarz inequality.
We find that
N∑
k,ℓ=1
f (nk) f (nℓ)
gcd(nk ,nℓ)p
nknℓ
≥
N∑
k=1
f (nk)p
nk
∑
nℓ|nk
f (nℓ)
gcd(nk ,nℓ)p
nℓ
=
N∑
k=1
f (nk)p
nk
∑
nℓ|nk
f (nℓ)
p
nℓ.
This estimate leads us to consider the quantity
(6) AN :=
1∑
i∈N f (i )2
∑
n∈N
f (n)p
n
∑
d |n
f (d)
p
d .
Since f is a multiplicative function, we obtain by induction that
(7) AN =
∏
p∈P
1+ f (p)2+ f (p)p−1/2
1+ f (p)2 .
We now claim that Theorem 2 is an immediate consequence of the following two lemmas.
Lemma 1. We have that
AN ≥ exp
(
(γ+o(1))
√
logN log3N
log2N
)
when N →∞.
In the second lemma, we use the following terminology: A set of positive integersM is said
to be divisor closed if d is in M wheneverm is in M and d dividesm.
Lemma 2. There exists a divisor closed set of integersM of cardinality at most N such that
(8)
1∑
i∈N f (i )2
∑
n∈N,n 6∈M
f (n)p
n
∑
d |n
f (d)
p
d = o(AN ), N→∞.
Indeed, since the set M in Lemma 2 is divisor closed, we infer from these two lemmas that
1∑
i∈N f (i )2
∑
m,n∈M
f (m) f (n)
gcd(m,n)p
mn
≥ (1+o(1))AN , N →∞,
and hence Theorem 2 has been established.
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Proof of Lemma 1. Since f (p)< (log3N )−1/2 for all p in P , it follows from (7) that
AN =
∏
p∈P
1+ f (p)2+ f (p)p−1/2
1+ f (p)2 = exp
(
(1+o(1))
∑
p∈P
f (p)p
p
)
.
Now the conclusion of the lemma is obtained from the following computation:
∑
p∈P
f (p)p
p
=
√
logN log2N
log3N
∑
p∈P
1
p(logp− log2N − log3N )
= (1+o(1))
√
logN log2N
log3N
∫logN exp((log2N)γ) log2N
e logN log2N
1
x logx(logx− log2N − log3N )
dx
= (1+o(1))
√
logN log2N
log3N
∫log2N+(log2N)γ+log3N
1+log2N+log3N
1
t (t − log2N − log3N )
dt
= (γ+o(1))
√
logN log3N
log2N
.

Proof of Lemma 2. To prove the lemma, we introduce some new notation. Let Pk be the set of
all primes p such that ek logN log2N < p ≤ ek+1 logN log2N , k = 1, . . . , [(log2N )γ]. Fix 1< a <
1/γ. Then letMk be the set of integers that have at least
a logN
k2 log3N
prime divisors in Pk , and let
M ′
k
be the set of integers fromMk that have prime divisors only in Pk . Finally, set
M := supp( f ) \
[(log2N)
γ]⋃
k=1
Mk .
In other words, M is the set of square-free numbers n that have at most
a logN
k2 log3N
divisors in
each group Pk . It is is clear thatM is divisor closed.
We now estimate the cardinality of M . To this end, by the bounds
p
2πνν+1/2e−ν ≤ ν!≤ eνν+1/2e−ν,
valid for all positive integers ν, we see that form large enough we have(
m
n
)
≤ m
m+1
nn(m−n)m−n
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and hence
(9)
(
m
n
)
≤m
(
1+ n
m−n
)m−n (m
n
)n
≤ exp(n(logm− logn)+n+ logm) .
We will also use the fact that
(10)
(m
n
)( m
n−1
) = m−n+1
n
≥ 2
whenm ≥ 3n−1. By the primenumber theorem,the cardinality of eachPk is atmost ek+1 logN ,
and we therefore get, using first (10) and then (9), that
|M | ≤
[(log2N)
γ]∏
k=1
[
a logN
k2 log3N
]∑
j=0
([
ek+1 logN
]
j
)
≤
[(log2N)
γ]∏
k=1
2
([
ek+1 logN
]
[ a logN
k2 log3N
]
)
≤ exp
(
[(log2N)
γ]∑
k=1
(
1+ a logN
k2 log3N
(
k+2+ log4N +2logk
)
+k+1+ log2N
))
≤N
when N is large enough, since aγ< 1.
To prove (8), we begin by noting that
(11)
1
AN
∑
i∈N f (i )2
∑
n∈N,n 6∈M
f (n)p
n
∑
d |n
f (d)
p
d ≤ 1
AN
∑
i∈N f (i )2
[(log2N)
γ]∑
k=1
∑
n∈Mk
f (n)p
n
∑
d |n
f (d)
p
d .
Now for each k = 1, . . . , [(log2N )γ] we have that
1
AN
∑
i∈N f (i )2
∑
n∈Mk
f (n)p
n
∑
d |n
f (d)
p
d = 1∏
p∈Pk (1+ f (p)2+ f (p)p−1/2)
∑
n∈M ′
k
f (n)p
n
∑
d |n
f (d)
p
d
≤ 1∏
p∈Pk (1+ f (p)2)
∑
n∈M ′
k
f (n)2
∏
p∈Pk
(
1+ 1
f (p)
p
p
)
.(12)
To deal with the product to the right in (12), we make the following computation:
∏
p∈Pk
(
1+ 1
f (p)
p
p
)
=
∏
ek logN log2N<p≤ek+1 logN log2N
(
1+ (logp− log2N − log3N )
√
log3N
logN log2N
)
≤
(
1+ (k+1)
√
log3N
logN log2N
)ek+1 logN
≤ exp
(
(k+1)ek+1
√
logN log3N
log2N
)
= exp
(
o
(
logN
log3N
)
1
k2
)
,(13)
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where the latter relation holds simply because k ≤ (log2N )γ. Since every number inM ′k has at
least
a logN
k2 log3N
prime divisors and f (n) is a multiplicative function, it therefore follows that
∑
n∈M ′
k
f (n)2 ≤ b−a
logN
k2 log3N
∏
p∈Pk
(1+b f (p)2)
whenever b > 1 and hence
(14)
1∏
p∈Pk (1+ f (p)2)
∑
n∈M ′
k
f (n)2 ≤ b−a
logN
k2 log3N exp
( ∑
p∈Pk
(b−1) f (p)2
)
.
Finally,
∑
p∈Pk
f (p)2 = logN log2N
log3N
∑
p∈Pk
1
p(logp− log2N − log3N )2
≤ (1+o(1)) logN log2N
log3N
∫ek+1 logN log2N
ek logN log2N
1
k2x logx
dx
≤ (1+o(1)) logN
k2 log3N
.
Combining the last inequality with (14) and (13), we get that (12) is at most
exp
(
(b−1−a logb+o(1)) logN
k2 log3N
)
.
Choosing b sufficiently close to 1, we obtain b−1−a logb < 0. Returning to (11), we therefore
see that the desired relation (8) has been established. 
We close this section by showing that Theorem 2 implies that (1) fails for A < 1.
Corollary 1. For every γ, 0 < γ < 1 and any given positive number R, there exists an integer
N ≥R and associated integers 1≤ n1 < ·· · < nN such that
(15)
N∑
k,ℓ=1
gcd(nk ,nℓ)p
nknℓ
>N exp
(
γ
√
logN logloglogN
loglogN
)
.
Proof. We introduce the two quantities
Γ(N ) := sup
1≤n1<···<nN
N−1
N∑
k,ℓ=1
gcd(nk ,nℓ)p
nknℓ
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and
Λ(N ) := sup
1≤n1<···<nN
sup
(c1,...,cN )6=0
∑N
k,ℓ=1 ckcℓ
gcd(nk ,nℓ)p
nknℓ∑N
j=1 c
2
j
,
which are related by the two inequalities
(16) Γ(N )≤Λ(N )≤ (e2+1)(logN +2)max
n≤N
Γ(n).
Here the left inequality is obvious and the right inequality was established in [2, Theorem 5].
It now follows from Theorem 2, the right inequality in (16), and (1) that for every γ, 0< γ< 1,
there exists an absolute constant δ, 0< δ < 1, such that for every sufficiently large N there is
an n in [Nδ,N ] for which
exp
(
γ
√
logN log3N
log2N
)
≤ Γ(n).
This shows that whenever 0 < γ < 1, there must exist arbitrarily large N and associated inte-
gers 1≤ n1 < ·· · < nN such that (15) holds. 
Note that if we knew that N 7→ Γ(N ) is an increasing function, then we could immedi-
ately have made the stronger conclusion that exp
(
γ
√
logN log3N/log2N
)
≤ Γ(N ) for all suf-
ficiently large N . This inequality does indeed hold, but its proof requires additional techni-
calities which we choose not to supply since they are not needed for the proof of Theorem 1.
3. PROOF OF THEOREM 1
Following Soundararajan’smethod, we seek a Dirichlet polynomial
R(t )=
∑
m∈M ′
r (m)m−i t
with |M ′| ≤ T κ for someκ≤ 1/2 andpositive coefficients r (n) that “resonates” with ζ(1/2+i t ).
As smoothing function we will use the GaussianΦ(t ) := e−t2/2, and we define
M1(R ,T ) :=
∫
Tβ≤|t |≤T
|R(t )|2Φ
( logT
T
t
)
dt ,
M2(R ,T ) :=
∫
Tβ≤|t |≤T
ζ(1/2+ i t )|R(t )|2Φ
( logT
T
t
)
dt .
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Then
(17) max
Tβ≤t≤T
∣∣ζ(1/2+ i t )∣∣≥ |M2(R ,T )|
M1(R ,T )
,
and the goal is therefore to maximize the ratio on the right-hand side of (17). Our particular
choice of smoothing function is of course not important; the properties that we will need, are
that the Fourier transform Φ̂ ofΦ is positive and that bothΦ and Φ̂ decay fast.
Before going further, we would like to explain the main new idea of Aistleitner’s proof [1]
which we will adapt to Soundararajan’s method. The purpose of the resonator is to pick out
terms in the approximating sum
∑
n≤T n−1/2−i t that contribute substantially to the average
size of ζ(1/2+ i t ). Since we integrate ζ(1/2+ i t ) against |R(t )|2, the frequencies that pick out
large contributions are of the form log(m/n) with m,n in M ′. This means that what really
matters is the size of the ratios m/n rather than that of the integers m and n themselves.
We have therefore, following Aistleitner, abandoned the restriction from Soundararajan’s ap-
proach that the resonator R have the same length as the approximating sum
∑
n≤T n−1/2−i t .
Our proof will reveal the interesting point that the terms in the latter sum corresponding to
the integers from M ∩ [1,T ] give a larger contribution than those picked by Soundararajan’s
resonator. There are however nontrivial technical difficulties associated with a resonator that
is much longer than the approximating sum
∑
n≤T n−1/2−i t , as discussed in detail in [1]. We
will now explain how such a Dirichlet polynomial R(t ) can be chosen to overcome these ob-
stacles.
We retain the notation from the preceding section with N = [T κ], choosing 0 < γ < 1 such
that c < γ
√
min(1/2,1−β). Following an idea from [1], we let J be the set of integers j such
that [
(1+T−1) j , (1+T−1) j+1
)⋂
M 6= ;,
and letm j be the minimumof
[
(1+T−1) j , (1+T−1) j+1)⋂M for j in J . Then set
M ′ := {m j : j ∈J }
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and
r (m) :=
( ∑
n∈M ,1−T−1(logT )2≤n/m≤1+T−1 (logT )2
f (n)2
)1/2
for everym in M ′. Note that plainly |M ′| ≤ |M | ≤N .
The proof of Theorem 1 will also require two additional estimates which we state as sepa-
rate lemmas. The first is related to the quantity AN defined in (6).
Lemma 3. Let M be the set constructed in the proof of Lemma 2 and ε be a positive number.
Then
(18)
1∑
i∈N f (i )2
∑
n∈M
f (n)p
n
∑
d |n,d≤n/Nε
f (d)
p
d = o(AN ), N→∞,
where the implicit constant only depends on ε.
Proof. We have
∑
n∈M
f (n)p
n
∑
d |n,d≤n/Nε
f (d)
p
d =
∑
n∈M
f (n)2
∑
k|n,k≥Nε
1
f (k)
p
k
.
It is therefore enough to show that for each n in M we have
∑
k|n,k>Nε
1
f (k)
p
k
= o(1), N→∞.
Finally, we obtain
∑
k|n,k>Nε
1
f (k)
p
k
≤N−ε/4
∑
k|n
1
f (k)k1/4
=N−ε/4
∏
p|n
(
1+ 1
p1/4 f (p)
)
= o(1)
as required. The last identity is clear because 1/(p1/4 f (p))= o(1) uniformly for all p in P and
the integer n has at most 2a logN/log3N prime divisors. 
Our second estimate deals with the action of the resonator in the interval |t | ≤ T β.
Lemma 4. For an arbitrary positive number M, we have∣∣∣ ∑
1≤n≤T
n−1/2
∫Tβ
−Tβ
(
M
n
)i t
Φ
( logT
T
t
)
dt
∣∣∣≪max(T β,T 1/2 logT ),
where the implicit constant is independent of M.
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Proof. We begin by noting that
(19)
∣∣∫Tβ
−Tβ
e iλtΦ
( logT
T
t
)
dt
∣∣≪min(T β, 1|λ| ).
This follows from [19, Lemma 4.3] if we set F (t ) := λt and G(t ) := Φ
(
logT
T
t
)
on the intervals
[−T β,0] and [0,T β]. We infer from (19) that
(20)
∣∣∣ ∑
1≤n≤T
n−1/2
∫Tβ
−Tβ
(
M
n
)i t
Φ
( logT
T
t
)
dt
∣∣∣≪ ∑
1≤n≤T
n−1/2min
(
T β,
1∣∣ log M
n
∣∣
)
.
For M −M1/2 ≤ n ≤M +M1/2, we use the bound T β for the minimum to the right, and for n
outside the interval [M
2
, 3M
2
], we use that this minimum is≪ 1. Setting
Sm := [M − (m+1)M1/2,M −mM1/2]∪ [M +mM1/2,M + (m+1)M1/2],
we therefore find that∑
1≤n≤T
n−1/2min
(
T β,
1∣∣ log M
n
∣∣
)
≪ T β+T 1/2+
∑
1≤m≤M1/22
∑
n∈Sm ,n≤T
n−1/2
1∣∣ log M
n
∣∣ .
We may clearly assume thatM ≤ 2T since otherwise the latter sum is 0. Using that
1
| log M
n
|
≪ M
1/2
m
for n in Sm , we therefore see that∑
1≤m≤M1/22
∑
n∈Sm
n−1/2
1∣∣ log M
n
∣∣≪ ∑
1≤m≤M1/22
M1/2
m
≪M1/2 logM ≤ T 1/2 logT.
Returning to (20), we obtain the assertion of the lemma. 
With the resonator and Lemma 3 and Lemma 4 in place, we now turn to the estimates for
M1(R ,T ) andM2(R ,T ).
Proof of Theorem 1. We begin by finding an upper bound forM1(R ,T ):
(21) M1(R ,T )≤
∫∞
−∞
|R(t )|2Φ
( logT
T
t
)
dt =
p
2πT
logT
∑
m,n∈M ′
r (m)r (n)Φ
( T
logT
log
m
n
)
since
Φ̂(x) :=
∫∞
−∞
Φ(t )e−i txdt =
p
2πΦ(x).
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We find first that
∑
m,n∈M ′,|m/n−1|>T−1 (logT )2
r (m)r (n)Φ
( T
logT
log
m
n
)
≪NΦ(logT )
∑
m∈M ′
r (m)2
≪NΦ(logT )(logT )2
∑
n∈M
f (n)2
= o(1)
∑
n∈M
f (n)2,
where we used the Cauchy–Schwarz inequality, the definition of r (m), and finally the rapid
decay ofΦ(t ). Since
∑
m,n∈M ′,|m/n−1|≤T−1 (logT )2
r (m)r (n)≪
∑
j∈J
r (m j )
∑
| j−k|≤(logT )2
r (mk)
≪ (logT )4
∑
n∈M
f (n)2,
we may therefore return to (21) and conclude that
(22) M1(R ,T )≪ T (logT )3
∑
n∈M
f (n)2.
We next turn to the lower bound forM2(R ,T ). We use the classical approximation
(23) ζ(1/2+ i t )=
∑
n≤T
n−1/2−i t − T
1/2−i t
1/2− i t +O(T
−1/2),
which is valid for |t | ≤ T (see [19, Theorem 4.11]). Hence, using also the trivial estimate
|R(t )|2 ≤N∑m∈M ′ r (m)2, we find that
M2(R ,T )=
∫
Tβ≤|t |≤T
∑
n≤T
n−1/2−i t |R(t )|2Φ
( logT
T
t
)
dt +O(T 1/2+κ)(logT )3
∑
n∈M
f (n)2.
By Lemma 4, we have∣∣∣∣∣
∫Tβ
−Tβ
∑
n≤T
n−1/2−i t |R(t )|2Φ
( logT
T
t
)
dt
∣∣∣∣∣≪max(T β,T 1/2 logT ) ∑
m,n∈M ′
r (m)r (n)
≪max(T β,T 1/2 logT )T κ(logT )3
∑
n∈M
f (n)2,
where we in the last step used the Cauchy–Schwarz inequality and the definition of r (n). We
see that the right-hand side isO(T (logT )4)
∑
n∈M f (n)2 if we choose κ=min(1/2,1−β). Since
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trivially ∫
|t |≥T
∣∣ ∑
n≤T
n−1/2−i t | · |R(t )|2Φ
( logT
T
t
)
dt≪ o(1)
∑
n∈M
f (n)2
by the rapid decay ofΦ(t ), we therefore have
(24) M2(R ,T )= I (R ,T )+O(T (logT )4)
∑
n∈M
f (n)2,
where
I (R ,T ) :=
∫∞
−∞
∑
n≤T
n−1/2−i t |R(t )|2Φ
( logT
T
t
)
dt .
Computing as in the preceding case, we see that
I (R ,T )=
p
2πT
logT
∑
m,n∈M ′
∑
k≤T
r (m)r (n)p
k
Φ
( T
logT
log
km
n
)
≥
p
2πT
logT
∑
m,n∈M ′
∑
k∈M ,k≤T
r (m)r (n)p
k
Φ
( T
logT
log
km
n
)
.
Here we used that all the terms in the sum are positive, so that we could sum over a suitable
subcollection of them. We will now do this a second time in such a way that we are able to
relate the sum to the quantity
AN =
1∑
i∈N f (i )2
∑
n∈N
f (n)p
n
∑
d |n
f (d)
p
d
which was defined in (6). To this end, we apply the following rule: For a given k inM , we con-
sider all pairsm′,n′ in M ′ such that |km′/n′−1| ≤ 3/T . It follows from the Cauchy–Schwarz
inequality that
∑
m,n∈M ,mk=n,0≤m/m′−1≤1/T,0≤n/n′−1≤1/T
f (m) f (n)≤ r (m′)r (n′)
and hence, by the definition of M ′, that
∑
m,n∈M ,mk=n
f (m) f (n)≤
∑
m′,n′∈M ′,|km′/n′−1|≤3/T
r (m′)r (n′).
Now dividing this inequality by
p
k and summing over all k inM ∩[1,T ], we therefore get that
I (R ,T )≫ T
logT
∑
n∈M
f (n)p
n
∑
d |n,d≥n/T
f (d)
p
d .
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In view of Lemma 2 and Lemma 3, we see that we obtain
I (R ,T )≫ T
logT
AN
∑
n∈M
f (n)2;
here the application of Lemma 3 was justified because N = [T κ] which implies that we can
choose ε= 2 . Using also Lemma 1 and returning to (24), we finally get
(25) |M2(R ,T )|≫
T
logT
exp
((
γ+o(1))√κ logT log3T
log2T
) ∑
n∈M
f (n)2.
We finish the proof by plugging (22) and (25) into (17). We then obtain
max
Tβ≤t≤T
∣∣ζ(1/2+ i t )∣∣≥ exp(c√ logT log3T
log2T
)
for all sufficiently large T since we have c <pκ by our choice of κ. 
Note that it was used several times in the proof that the set M ′ has cardinality not exceed-
ing T κ with κ ≤ 1/2. In Soundararajan’s original proof, one had the same bound with κ < 1
for this cardinality. In either case, it seems hard to dispense with a restriction like this. Tak-
ing into account the step leading to the crucial estimate (25), we see that (1) combined with
the right inequality in (16) indicates that the only improvement we could hope for following
Soundararajan’smethod is to find a slightly larger c in Theorem 1.
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