The operation of cascaded reservoirs is a complex problem, and lots of algorithms have been developed for optimal cascaded reservoir operation. However, the existing algorithms usually have disadvantages such as the 'curse of dimensionality' and prematurity. This study proposes a grey discrete differential dynamic programming (GDDDP) algorithm for effectively optimizing the cascaded reservoir operation model, which is a combination of the grey forecasting model and discrete differential dynamic programming (DDDP). Additionally, a modification of the grey forecasting model is presented for better forecast accuracy. The proposed method is applied to optimize the BaishanFengman cascaded reservoir system in the northeast of China. The results show that GDDDP obtains more power generation than DDDP with less computing time in three cases, i.e., dry years, wet years and the whole series. Especially in the case of the whole series, the power generation of GDDDP is 2.13 MWH more than that of DDDP, while the computing time is decreased by 66,161 ms. Moreover, the power generation of GDDDP is comparable with that of dynamic programming but the computing time is much less. All these indicate GDDDP has high accuracy and efficiency, which implies that it is practicable for the operation of a cascaded reservoir system.
INTRODUCTION
As more cascaded reservoirs are constructed, their operation is becoming more complex (Zhang et al. ) . Thus, a large number of optimization algorithms have been proposed to enhance the operation of complex reservoir systems (Li et al. ) . Generally, these optimization algorithms can be divided into two categories.
One category is conventional optimization methods, such as linear programming (Yoo ) , non-linear programming (Lopes et al. ) , dynamic programming (DP) (Mujumdar & Ramesh ) and its modified algorithms (Ahmad-Rashid et al. ). The DP model has been successfully applied to reservoir operations due to its characteristic of global convergence. However, the biggest obstacle for the DP model is the 'curse of dimensionality' (Bellman ) , which is that the number of dimensions will grow exponentially as the number of reservoirs increases. This results in an exponential increase of computer memory and computation time, which makes the DP models potentially unusable in the operation of cascaded reservoirs.
Therefore, a series of modified algorithms for dimension reduction has been proposed, such as dynamic programming with successive approximation (Yi et al. ; Opan ) , progressive optimization algorithm (POA) (Howson & Sancho ; Turgeon ) and discrete differential dynamic programming (DDDP) (Heidari et al. ; Chow et al. ; Li et al. ) . These modified algorithms usually need initial solutions, the quality of which will affect the efficiency of the algorithms significantly. Given this, it is highly possible that these algorithms may converge to a local optimum when the initial solution is not reasonable.
The other category is heuristic algorithms, including genetic algorithm (GA) (Hınçal et al. ) , nondominated sorting genetic algorithm (NSGAII) (Aboutalebi et al. hybrid method by combining GA with DDDP for the optimal operation of a cascaded reservoir system; in this method, GA is used to obtain feasible solutions that satisfy all system constraints, and then the most feasible solution is introduced to DDDP as the initial trial trajectory. From this literature, it can be concluded that the main way to improve DDDP's efficiency is to conduct a hybrid algorithm that can take advantage of both DDDP and other algorithms.
The grey system is designed purposefully to model uncertain systems and complex systems and to study problems with small samples and low-quality information (Deng ) . In recent years, it has been widely used in industry, agriculture, energy, and transportation (Hamzacebi & Es ). However, there are few studies on applying the grey system in reservoir operations, especially the grey forecasting model, which is an important part of grey system theory.
The novelty of this paper lies in presenting an optimal algorithm, termed as the GDDDP algorithm, for the operation of cascaded reservoir systems. This algorithm is a combination of the grey forecasting model and DDDP, using the grey forecasting model to forecast the trajectory and DDDP to search for an improved trajectory with the forecasted trajectory as the initial trial trajectory. That is, the difference between GDDDP and DDDP is that the former searches for the optimal solution around the forecasted trajectories obtained using the grey forecasting model, while the latter searches for the optimal solution around the trajectories obtained from the previous iteration.
In addition, a method for modifying the grey forecasting model is also presented. The Baishan-Fengman cascaded reservoir system, which is located in the northeast of China, is used to test the feasibility and validity of the proposed algorithm.
OPTIMIZATION PROBLEM FORMULATION
Power generation is the most important benefit derived from a cascaded reservoir system, so the aim of cascaded reservoir system operation is to maximize total power generation over the entire operation period without violating the system con- The details of the DDDP procedure are provided in the supplementary material (available with the online version of this paper). As we all know, the DDDP procedure starts with a feasible initial trajectory, which may be acquired through engineering judgment or other simplified methods (Cheng et al. ) . In the present study, the feasible initial trajectory is generated by DP, which is a traditional method. Instead of searching for the optimal trajectory over the entire state-stage domain, as is the case in DP, DDDP converges successively to the optimal trajectory and thus saves a considerable amount of computing time and memory (Chow et al. ) .
Grey forecasting model
Grey forecasting models are a type of recent prediction methods. Although there are many different grey prediction models, the most widely used is GM(1,1), which is part of the grey system theory. GM(1,1) is a time series prediction model. It does not require any prior knowledge, such as the probability distribution of the input data, and requires less data. Therefore, it has been used in several different contexts, such as in predicting the risk of fatal accidents Although GM(1,1) has the capability of making accurate predictions for a monotone sequence, it has some problems when it comes to handling an oscillation sequence. In the present study, GM(1,1) is used to forecast a trajectory, which is an oscillation sequence. So, to improve the forecast accuracy, some modification of GM(1,1) is made. The procedures of the modified GM(1,1) for cascaded reservoir operation are described below.
(1) Assume that the initial sequence is
(m)}, which is composed of the local optimal trajectories and forecasted trajectories for time period t of reservoir p. m represents the total number of trajectories used as the inputs of the grey forecasting model,
represents the value of trajectory m (i.e., the storage) for the time period t.
(2) Check the monotonicity of the initial sequence X (0) .
(3) If X (0) is a monotone sequence, the forecasted value of trajectory m þ 1 for the time period t can be obtained:
is an oscillation sequence, some modification is needed. First, the values before the change point are removed, and then the value of trajectory m þ 1 for the time period t is forecasted using the following equation:
(5) Repeat step (1) to step (4), and the forecasted value of trajectory m þ 1 for other time periods can be obtained.
(6) Repeat step (1) to step (5), and the forecasted value of trajectory m þ 1 for other reservoirs can be obtained.
GDDDP
The idea of GDDDP includes two parts: trajectories forecast using the modified grey forecasting model and optimal search using DDDP. At each iteration, the DDDP algorithm will construct a new corridor in the neighborhood of the initial solution (for the first iteration, the initial solution is obtained using DP, while for other iterations, the initial solution is the optimal solution obtained from the previous iteration, if the terminal criteria are not satisfied). An improved optimal solution will be obtained if the current iteration gives a better value of the objective function than the previous optimal solution. In such cases, the DDDP model is prone to converge to a local optimal solution if the initial solution is distant from the global optimal solution. But in GDDDP, the corridor is constructed in the neighborhood of the forecasted solution, which ensures that the search can jump out of the local optimal region.
That is, the obvious difference between GDDDP and DDDP is that the former searches for the optimal solution around the forecasted trajectories, while the latter searches for the optimal solution around the trajectories obtained from the previous iteration.
Compared to the time needed for the iteration process, the time consumed by the prediction process is low and negligible, especially in the optimization of the cascaded reservoir operation model. Therefore, GDDDP converges to a satisfied solution more quickly than DDDP.
The procedures of GDDDP are shown in Figure 1 and are described as follows.
Step 1: Initialization. Configure the parameter settings such as the discrete state number K, the max iteration number c (c ¼ 200), and termination precision ε (ε ¼ half of the discrete storage).
Step 2: Generate initial trial trajectories. Generate initial trial trajectories that satisfy all constraints using DP, i.e., the initial storage of all reservoirs at all periods.
Step 3: Initialize the iteration number. Set the iteration number for the whole system I ¼ 0.
Step 4: Check the criterion. If I < 2, go to Step 5; otherwise, Step 5: Search for an improved trajectory. Construct a corridor around the initial trial trajectory and search for the improved trajectory with a better objective function value than the initial trial trajectory. Save the improved trajectory as the optimal solution and then set I ¼ I þ 1.
Step 6: Check the terminal criteria, i.e., I > c or the change of water storage ΔV < ε. If the terminal criteria are not satisfied, return to Step 4; otherwise, terminate the iteration and output the optimal trajectory.
CASE STUDY
The Baishan-Fengman cascaded reservoir system, which is located in the northeast of China, is used to verify the effi- Table 1 . It can be seen that due to the high discrete state numbers, DP obtains the highest power generation but computes much more time. For all discrete state numbers, GDDDP performs better than DDDP with higher power generation and less computing time. This demonstrates that GDDDP not only has a higher global search capability, but also has a higher convergence rate. This is due to the fact that in each iteration, GDDDP adopts the trajectory predicted by the grey forecasting model as an initial trial trajectory, which enhances the algorithm, allowing it to search more efficiently.
For GDDDP and DDDP, both the power generation and computing time will increase as the discrete state number increases. This is because an increasing discrete state number will increase the diversity and complexity of the feasible solutions; thus, the optimal solutions found by DDDP and GDDDP are more accurate, and more computing time is needed. It should be noted that when the discrete state number changes from 7 to 9, the power generation of DDDP and GDDDP only increases by 10.63 MWH and 5.54 MWH, i.e., 0.35% and 0.18%, respectively, while computing time increases by 1,040 ms and 587 ms, i.e., 185.38% and 123.06%, respectively. This indicates that the increased power generation is not worth the cost of the computing time. Therefore, in the present study, the best discrete state number is 7.
The evolutionary processes of GDDDP and DDDP for the dry years across various discrete state numbers are shown in Figure 2 (a)-2(d). It can be observed that for the same discrete state number, there are significant differences between the evolutionary processes of the two algorithms.
Compared to DDDP, in all cases, GDDDP can approach the optimal solution more quickly during the first 50 iterations and ultimately can obtain a better optimal solution with a higher power generation, which indicates that GDDDP consistently performs better than DDDP. As discrete state numbers increase, the differences become more significant since the searching space becomes denser and the amount of calculation increases rapidly. increase in the discrete state number, the difference between the optimal solutions of DDDP and GDDDP becomes more significant because the searching rate of GDDDP is quicker than DDDP. This, consequently, enlarges the gap between the optimal solutions obtained by GDDDP and DDDP.
Performance evaluation for wet years
The results of the three algorithms for the wet years from 1995 to 1996 across various discrete state numbers are shown in Table 1 . As in the case of dry years, it can be concluded that DP obtains the highest power generation with much more computing time and GDDDP performs better than DDDP for all discrete state numbers. When the discrete state number increases from 3 to 5, the gap between the optimal solutions obtained by DDDP and GDDDP widens. This reveals that GDDDP approaches the optimal solution more quickly than DDDP as the discrete state number increases. When the discrete state number increases from 5 to 9, the power generation of GDDDP reaches the optimal value and remains stable around 5,919 MWH; meanwhile, that of DDDP increases slowly and reaches a value close to that of GDDDP until the discrete state number increases to 9. These facts demonstrate that both algorithms can obtain the optimal solution for the wet years, but GDDDP obtains it with a smaller discrete state number while DDDP obtains it with a larger discrete state number. In this study, DDDP obtains the optimal solution when the discrete number is 9 and the computing time is 1,088 ms. On the other hand, GDDDP obtains the optimal solution when the discrete state number is 7 and the computing time is 428 ms, which is only 39.3% of the computing time required by DDDP.
The evolutionary processes of GDDDP and DDDP for the wet years across various discrete state numbers are shown in Figure 2 (e)-2(f). It can be seen that GDDDP approaches the optimal solution more quickly than DDDP during the first 40 iterations in all cases. GDDDP obtains the global optimal solution when the discrete states number is 7 and soon stabilizes near the global optimal solution when the discrete state number is 9, while DDDP's search efficiency is low during the first iterations and cannot obtain the optimal solution until the discrete state number changes to 9.
Performance evaluation for the whole series
The above analysis shows that the best discrete state number for GDDDP in this study is 7. Therefore, the performance of the proposed GDDDP is also verified using the whole series 
CONCLUSIONS
In this paper, to solve the problem of cascaded reservoir operation, the present paper proposes a GDDDP, which is a combination of the grey forecasting model and DDDP.
The Baishan-Fengman cascaded reservoir system, located (1) GDDDP has the merits of DDDP, such as searching in small ranges and having few computing tasks and low computing time, because it uses DDDP to search for improved trajectories.
(2) The modified grey forecasting model is a method that can effectively avoid converging to a local optimum and shorten the computation time. Taking the predicted trajectories obtained by the modified grey forecasting model as trial trajectories can enhance GDDDP to converge to the global optimal solution, and thus improves its global search ability and convergence speed.
(3) GDDDP can achieve a power generation that is comparable with DP with much less computing time and performs better than DDDP in three cases, including dry years, wet years, and the whole series, with better power generation and less computing time. This proves that GDDDP is a competitive method to optimize cascaded reservoir system operations.
