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A formulation of the boundary integral method for solving partial differential equations
has been developed whereby the usual weakly singular integral and the Cauchy principal
value integral can be removed analytically. The broad applicability of the approach is
illustrated with a number of problems of practical interest to fluid and continuum me-
chanics including the solution of the Laplace equation for potential flow, the Helmholtz
equation as well as the equations for Stokes flow and linear elasticity.
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1. Introduction
The boundary integral formulation is an efficient method of representing the solu-
tions of certain linear partial differential equations by reducing the dimensionality of the
problem by one. The solution in a volume or area domain is represented in terms of an
integral over surface(s) or line(s) that enclose the domain. Solutions to fluid dynamics
problems that can be modelled by the Laplace equation for potential flow or the Stokes
equation for low-Reynolds-number flow as well as continuum mechanics problems such as
the Helmholtz equation in scattering problems or problems in linear elasticity can all be
represented in terms of such boundary integrals (Becker 1992). Symm (1963) provided a
practical way to solve the integral equations by treating the surfaces or lines as discrete
elements. Since the 1970s the boundary integral method (BIM) has gained increasing
prominence (see Cheng & Cheng 2005, for a historical overview). The advantage of the
BIM is self-evident. The reduction in the dimensionality of the problem from a volume
(surface) mesh to a surface (line) mesh provides a substantial gain in computational effi-
ciency. However, this gain is offset by the fact that the numerical implementation of the
BIM is not straightforward because the approach is plagued by ‘a mathematical monster
that leaps out of every page’ (Becker 1992). In essence, the boundary element formula-
tion uses the Green’s function that has a 1/r divergence and a 1/r2 divergence in its
derivative around the source point. The integral over the 1/r divergence gives rise to a
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(a) (b)
Figure 1: Illustration of the BIM applied to flow problems in an arbitrary three-
dimensional flow domain with closed surface S: (a) x0 is inside the flow domain; (b)
x0 is on the flow domain surface S.
weak singularity that can be evaluated using semi-analytical techniques. The term from
the 1/r2 divergence gives rise to a Cauchy principal value (PV) integral that requires
careful numerical treatment.
In this communication, we develop a general non-singular boundary integral formula-
tion that is applicable to the Laplace equation for the potential problem, the Helmholtz
equation, and equations associated with Stokes flow and linear elastic deformations. The
approach is based on removing the singularities in the BIM formulation by subtracting
the solution of a special related problem. We demonstrate the details of our approach
using the potential problem from which it is easy to see how the method can be extended
to the more complicated cases of Stokes flow and linearly elastic deformations. Validation
of the approach is obtained by comparing numerical results for problems in Stokes flow
for which analytic results are known. This non-singular boundary integral formulation
simplifies numerical solutions based on this popular technique.
2. Potential problem — non-singular boundary integral formulation
In fluid dynamics, the potential problem arises in incompressible, inviscid or high-
Reynolds-number flows. The velocity field u =∇φ can be expressed in terms of a scalar
potential that satisfies the Laplace equation ∇2φ = 0. The corresponding free space
Green’s function G(x,x0) = 1/r, r = |x − x0| satisfies ∇
2G = −4piδ(x − x0), where
δ(x− x0) is the Dirac δ-function. Consider the solution in the fluid domain enclosed by
the surface S. With the help of Green’s second identity (Becker 1992), the solution at x0
inside the domain can be written as the surface integral (see Figure 1a)
4piφ(x0) +
∫
S
φ(x)∇G(x,x0) · n dS(x) =
∫
S
G(x,x0)∇φ(x) · n dS(x). (2.1)
This integral relates the potential φ at x0 inside the domain to integrals over φ and
its normal derivative ∇φ · n = ∂φ/∂n, on the surface S with n being the outward unit
normal. The vector x points to the integration position on the surface S. By letting x0
onto the surface S, we have an equation that can be solved for φ (or ∂φ/∂n) on the surface
if ∂φ/∂n (or φ) is specified. This corresponds to the Dirichlet (or Neumann) problem.
This is the boundary integral formulation. However, with x0 on the surface, then as
x → x0, the integral involving G with a 1/r singularity (the single layer term) has a
weak singularity that can be handled numerically by changing to local polar coordinates
Non-singular BIM equations 3
on the surface whereas the integral involving ∇G with a 1/r2 singularity (the double
layer term) gives rise to a Cauchy principal value (PV) integral and a Dirac δ-function
contribution. Thus with x0 on the surface S as illustrated in Figure 1b, the boundary
integral equation that needs to be solved is
(4pi − c)φ(x0) +
∫
S,PV
φ(x)∇G(x,x0) · n dS(x) =
∫
S
G(x,x0)∇φ(x) ·n dS(x), (2.2)
where c is the solid angle subtended at x0 with c = 2pi if the surface has a defined
curvature at x0. The numerical evaluation of the weak singularity associated with G
and the Cauchy principal value integral associated with ∇G in Eq. (2.2) requires spe-
cial considerations as ordinary integration methods such as Gaussian quadrature can no
longer be used (Becker 1992). Different numerical methods have been developed to han-
dle these singularities (see for example Lean & Wexler (1985), Bazhlekov et al. (2004)).
Thus, if either the potential or the normal velocity, ∂φ/∂n, is known on the surface S, the
other unknown quantity can be calculated (see for example Gonzalez-Avila et al. (2011),
Fong et al. (2009), Blake et al. (1986), Wrobel (2002), Wang (1998) and Zhang et al.
(2001)). The aim therefore is to avoid the numerical effort needed when having to deal
with these singularities.
We recapitulate the earlier work of Klaseboer et al. (2009) and show that both singular
terms associated with G and ∇G in Eq. (2.2) can be removed by considering the linear
potential function
ψ(x) = φ(x0) + a(x0) · (x− x0), (2.3)
where the vector a(x0) will be chosen to eliminate the singularities in Eq. (2.2). Clearly
ψ(x) satisfies ∇2ψ = 0 and the Green’s identity, Eq. (2.1):
4piψ(x0) +
∫
S
ψ(x)∇G(x,x0) · n dS(x) =
∫
S
G(x,x0)∇ψ(x) · n dS(x), (2.4)
with x0 inside the domain. Thus subtracting Eq. (2.4) from Eq. (2.1) and using Eq. (2.3)
gives∫
S
[φ(x)− ψ(x)]∇G(x,x0) · n dS(x) =
∫
S
G(x,x0)∇[φ(x)− ψ(x)] · n dS(x). (2.5)
When x0 is located on the surface S, the singularities in Eq. (2.5) can be eliminated with
the following choice of the vector
a(x0) = [∇φ(x0) · n0]n0 ≡
(
∂φ
∂n
)
0
n0, (2.6)
that depends on the point x0, where the outward unit normal is n0 ≡ n(x0) (see Figure
1b). Finally the required result of the non-singular formulation of the boundary integral
equation, with x0 now located on the surface S, takes the form∫
S
[
φ(x)− φ(x0)−
(
∂φ
∂n
)
0
n0 · (x− x0)
]
∇G(x,x0) · n dS(x)
=
∫
S
G(x,x0)
[
∂φ
∂n
−
(
∂φ
∂n
)
0
n0 · n
]
dS(x). (2.7)
This result supersedes the traditional form of the boundary integral formulation given
in Eq. (2.2) because all singularities have now been removed. In particular, as x → x0
which is now on the surface S, the weak singularity associated with the integral over G
has been eliminated because [(∂φ/∂n)− (∂φ/∂n)0n0 · n]→ 0. In the integral over ∇G,
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there will no longer be a Cauchy principal value integral or Dirac δ-function contribution
as in Eq. (2.2). The approach in Eq. (2.7) that we present here will give a relationship
between φ and ∂φ/∂n as in the original problem. The numerical algorithm for solving Eq.
(2.7) using the BIM is given by Klaseboer et al. (2009). A proof of the convergence of the
integrals in Eq. (2.7) is given in the Appendix. Liu & Rudolphi (1999) have suggested a
similar method of removing the singularities via a Taylor series expansion. Unfortunately,
when their approach is implemented, it would give a relationship between φ, ∂φ/∂n and
∇φ(x0) · n, which requires knowledge of ∇φ(x0) · n.
The surface integral in Eq. (2.7) is taken over all surfaces that enclose the domain.
In particular, for problems in an infinite domain outside the surface S, one must also
take into account the ‘surface at infinity’ which will give an additional term 4piφ(x0) on
the left hand-side of Eq. (2.7), see Klaseboer et al. (2009), Liu & Rudolphi (1991) and
Liu & Rudolphi (1999).
3. Helmholtz problem — non-singular boundary integral formulation
For the solution of the Helmholtz equation ∇2φ + k2φ = 0, in which k is the wave
number, we have the free space Green’s function H = cos(kr)/r, r = |x − x0| that
satisfies ∇2H + k2H = −4piδ(x− x0). In the same way as we obtained Eq. (2.5) for the
potential problem, we find, for x0 in the domain∫
S
[φ(x)− ψ(x)]∇H(x,x0) · n dS(x) =
∫
S
H(x,x0)∇[φ(x)− ψ(x)] ·n dS(x), (3.1)
where
ψ(x) = φ(x0) cos [kn0 · (x− x0)] +
b(x0)
k
sin [kn0 · (x− x0)]. (3.2)
Upon putting x0 onto the surface S in Eq. (3.1), we can eliminate all singular terms with
the choice
b(x0) =∇φ(x0) · n0 ≡
(
∂φ
∂n
)
0
. (3.3)
Thus the non-singular formulation of boundary integral equation for the Helmholtz prob-
lem when x0 is now located on the surface S, with χ ≡ kn0 · (x− x0), is∫
S
{
φ(x)− φ(x0) cosχ−
1
k
(
∂φ
∂n
)
0
sinχ
}
∇H(x,x0) · ndS(x)
=
∫
S
H(x,x0)
{
∂φ
∂n
+ kφ(x0)n0 · n sinχ−
(
∂φ
∂n
)
0
n0 · n cosχ
}
dS(x). (3.4)
This is the key result in which all singularities associated with the boundary integral
formulation of the Helmholtz problem have been removed. As x → x0 , the analytic
structure of the integrands Eq. (3.4) is essentially the same as that in Eq. (2.7) where
the integrands do not diverge. In the limit k → 0, this reduces to result Eq.(2.7) for the
potential problem.
4. Stokes problem — non-singular boundary integral formulation
The governing equations for the pressure, p, and velocity field, u for incompressible
Stokes flow in a Newtonian fluid of dynamic viscosity µ are
−∇p+ µ∇2u = 0 and ∇ · u = 0. (4.1)
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The stress tensor σik is given by
σik = −pδik + µ
[
∂ui
∂xk
+
∂uk
∂xi
]
, (4.2)
where δik is the Kronecker delta function. Using the Lorentz reciprocal theorem (Lorentz
1907), the velocity component in the j-th direction, u0j ≡ uj(x0), at position x0 in
the fluid domain can be written as a boundary integral over the enclosing surface S
(Pozrikidis 1992) as
8piu0j +
∫
S
uiTijknk dS =
1
µ
∫
S
σiknkUij dS
=
1
µ
∫
S
fiUij dS. (4.3)
The ith component of the traction vector f , is defined as fi = σiknk. Equation (4.3) for
the Stokes problem is the analogue of (2.1) for the potential problem. The fundamental
solutions for Stokes flow Uij and Tijk are given by (Pozrikidis 1992):
Uij(x,x0) =
δij
r
+
xˆixˆj
r3
, (4.4)
Tijk(x,x0) = −6
xˆixˆj xˆk
r5
, (4.5)
where xˆi etc, are the components of xˆ = x− x0, r = |xˆ| and nk is the k-th component
of the unit normal of the surface pointing out of the flow domain. The functions Uij and
Tijk diverge as 1/r and 1/r
2, respectively, with the same behaviour as G and ∇G for
the potential problem and give rise to singular behaviour in Eq. (4.3) when x0 is on the
surface S. The traditional boundary integral formulation is obtained by putting x0 onto
the surface S in Eq. (4.3), and as in Eq. (2.2), this will give rise to Cauchy principal value
integrals and Dirac δ-function contributions on the left hand-side and weakly singular
integrands on the right hand-side of Eq. (2.2). To remove such singularities, consider a
zero-pressure linear velocity field
w(x) = u(x0) +
1
µ
M(x0) · (x− x0), (4.6)
where the matrix M(x0) will be chosen to cancel the arising singularities in Eq. (4.3)
when x0 is on the surface S. The symmetric stress tensor corresponding to this linear
flow field is
Σ(x0) = M(x0) +M
T (x0) or Σ
0
ik = M
0
ik +M
0
ki. (4.7)
For the velocity field w to meet the incompressibility condition: ∇ ·w(x) = 0,
Tr[M(x0)] = Tr[Σ(x0)]/2 = 0 (4.8)
must hold. Since w satisfies the equations for Stokes flow, the difference (u− w) also
satisfies Eq. (4.3). In component form the difference becomes (x0j = j
th component of
x0) ∫
S
[
ui − u
0
i −
1
µ
M
0
il(xl − x
0
l )
]
Tijknk dS =
1
µ
∫
S
(
fi − Σ
0
ilnl
)
Uij dS. (4.9)
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This integral equation, with x0 located on the surface S, will have no singular behaviour
if we choose (adopting the convention of implicit summation over repeated indices)
M (x0) = f(x0)n(x0)−
1
4
f (x0) · n(x0) [I + n(x0)n(x0)] , (4.10)
M
0
il = f
0
i n
0
l −
1
4
(f0kn
0
k)(δil + n
0
in
0
l ), (4.11)
and
Σ(x0) = f (x0)n(x0) + n(x0)f(x0)−
1
2
f(x0) · n(x0) [I + n(x0)n(x0)] , (4.12)
Σ
0
il = M
0
il +M
0
li = (f
0
i n
0
l + f
0
l n
0
i )−
1
2
(f0kn
0
k)(δil + n
0
in
0
l ). (4.13)
The relation between the stress tensor Σ(x0) and the matrix M(x0) in terms of the
traction f (x0) and the surface normal n(x0) needed to ensure Eq.(4.9) is non-singular is
in fact not unique. It is easy to verify that the expressions in Eqs. (4.10) to (4.13) obey
those constraints in Eq. (4.8) and as a result, the integrands in Eq.(4.9) are not singular
as x → x0 on the surface (see the proof in Appendix). Thus, Eqs. (4.9) to (4.13) form
the non-singular boundary integral formulation of the Stokes problem. Analogous to the
potential problem, the elements of the matrix M(x0) vary for each x0 on the surface S.
5. Linear elasticity problem — non-singular boundary integral
formulation
The regularisation method described thus far is quite general. The non-singular bound-
ary integral formulation of the Stokes problem can be adapted to the linear elastic prob-
lem in solid mechanics as follows. The strain tensor ε in the elastic problem is defined in
terms of the position vector field u
εij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
. (5.1)
For a linear elastic material in equilibrium and in the absence of body forces, the stress
tensor satisfies ∂σij/∂xj = 0 and is given by
σij =
2µν
1− 2ν
δijεll + 2µεij , (5.2)
where the Poisson ratio ν, and the shear modulus µ are related to the Young’s modulus,
E = 2µ(1 + ν). The displacement field u(x0) at an interior point of the elastic material
can be expressed in terms of integrals over the displacement field and the surface traction
on the enclosing surface S by the same equation as Eq. (4.3), except the fundamental
solutions Uij and Tijk for the linear elastic problem are now given by Becker (1992):
Uij =
1
2(1− ν)
[
(3− 4ν)
δij
r
+
xˆixˆj
r3
]
, (5.3)
and
Tijk = −
1
1− ν
[
3
xˆixˆj xˆk
r5
+
1− 2ν
r3
(−δij xˆk + δjkxˆi + δkixˆj)
]
. (5.4)
With these replacements, Eqs. (4.9) to (4.13) are also the non-singular boundary integral
formulation of the linear elastic problem for the displacement field u with the traction
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Figure 2: Distributions of the normalized velocities ur/U and uz/U along θ in the second
test case for Stokes problem of a spherical bubble rising under buoyancy force.
vector f defined by fi = σiknk. For an incompressible material: ν = 1/2, then Uij and
Tijk for the linear elastic problem and the Stokes problem become identical.
6. Discussion and implementation
In this communication we have developed a non-singular boundary integral formulation
for solving four common and related problems in hydrodynamics and solid mechanics.
The common theme in the formulation is the removal of the singularities associated
with the traditional boundary integral formulation by subtracting a simpler solution of
a related problem with an appropriate choice of the free parameter in the solution.
The numerical implementation of our non-singular formulation for the potential prob-
lem, Eq. (2.7), has been described in Klaseboer et al. (2009). The Stokes problem is very
similar, except that the matrix elements appear in blocks of sub-matrices. When the
surface is discretised in nodes and elements, the usual Gaussian-quadrature integration
procedure can be applied for all elements, including the singular ones. This will result in
a system of equations relating the potential and its normal derivative through two influ-
ence matrices, which is the discretized equivalent of Eq. (2.7). The previously singular
contributions can be found on the diagonals of the influence matrices, one corresponding
to G(x,x0) and one to its normal derivative. All of the terms corresponding to x0 now
correspond to those contributions and can be obtained by simple summation. Several
examples for which analytical solutions exist were tested (see Klaseboer et al. (2009) for
more details).
For the Stokes problem, the singularities appear in blocks of 3×3 around the diagonals
8 E. Klaseboer, Q. Sun and D. Y. C. Chan
of the influence matrices. A procedure very similar to that followed for the potential flow
can be followed to get those values by summation once more, based on Eq. (4.9).
Two examples are provided for the Stokes flow implementation. Both use flat three-
noded linear elements in which the surface representation and the shape functions are
linear. The first example is that of a sphere moving with a constant velocity U . The
mesh is similar to that used in Klaseboer et al. (2009). Thus the velocity vectors, u, are
given at all nodes as u = U . The traction, f , is then calculated and, within the expected
discretisation error, agrees with the analytic solution f = 3µU/(2R), where R is the
radius of the sphere.
In the second test case, the traction f is given instead and the velocity u is calcu-
lated. We use the same test case as presented in Pigeonneau & Sellier (2011), and take
f = −ρgzn that corresponds to a spherical bubble rising under buoyancy force, where g
is the magnitude of gravity, and ρ is the fluid density. The exact solution in cylindrical co-
ordinates is given by Eqs. (34) and (35) in Pigeonneau & Sellier (2011): ur = U sin(2θ)/4
and uz = U(1 − sin
2 θ/2), where U = ρgR2/(3µ), and θ is the angle between the unit
vector in the z-direction and the radial direction. The results are shown in Figure 2. Even
for a mesh consisting of only 252 nodes (500 elements) the accuracy is within 2%.
The present non-singular formulation therefore offers all the advantages associated
with the reduction of dimension afforded by the boundary integral technique without the
extra numerical effort needed to handle the singularities that arise with the traditional
boundary integrals formulation. Although the size of the numerical problem remains the
same, the absence of singularities means that there will be a significant reduction in
coding effort which will minimise the opportunity for coding error.
We believe the present contribution is a novel advance that will have both pedagogical
and practical implications.
EK would like to thank A. Prosperetti for stimulating discussions and B. C. Khoo for
maintaining his interest in practical applications of boundary element methods. DYCC is
a Visiting Scientist at the IHPC and an Adjunct Professor at the National University of
Singapore. This work is supported in part by the Australian Research Council Discovery
Project Grant Scheme.
Appendix. Non-singular proof
We show that the integrands in Eq. (2.7) for the potential flow problems and Eq.
(4.9) for the Stokes flow problems are non-singular by analysing the analytic behaviour
of the integrand in the neighbourhood of x0. Define a Cartesian system (ξ, η, ζ) with
x0 = (0, 0, 0) as the origin and n0 = (0, 0, 1). In the neighbourhood of x0, a point
x = (ξ, η, ζ) that lies on the surface S with a suitable choice of the local coordinates, ξ,
η and ζ, must satisfy
S = ζ +
1
2
asξ
2 +
1
2
bsη
2 = 0 (A 1)
where higher order terms of O(ξ3, η3) have been omitted. The constants as and bs are
related to the principal curvatures of S at x0 and ζ is quadratic in ξ and η. The unit
normal vector at x is n = ∇S/|∇S| = cos γ (asξ, bsη, 1), where cos γ = [1 + (asξ)
2 +
(bsη)
2]−1/2 is the direction cosine. The differential surface is dS(x) = dξdη/ cos γ. The
Green function has the form: G(x,x0) = (ξ
2 + η2 + ζ2)−1/2.
With these preliminary results, the integral on the left hand-side of Eq. (2.7), has the
following limiting form obtained by using a Taylor expansion about x0 in terms of the
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local coordinates∫
x→x0
[
φ(x)− φ(x0)−
(
∂φ
∂n
)
0
n0 · (x− x0)
]
∇G(x,x0) · n dS(x)
∼
∫
x→x0
[
ξ
(
∂φ
∂ξ
)
0
+ η
(
∂φ
∂η
)
0
] [
1
2
asξ
2 +
1
2
bsη
2
]
dξdη
(ξ2 + η2 + ζ2)3/2
. (A 2)
We see that both the numerator and the denominator of the integrand are of O(ξ3, η3),
thus the integrand remains finite, as ξ → 0 and η → 0, that is x → x0. Furthermore, if
the surface around x0 is a planar element, the constants as and bs will be zero and the
integrand vanishes. For non-planar elements, the point-wise discontinuity at (ξ, η) = (0, 0)
is a set of measure zero and therefore does not contribute to the value of the integral.
Similarly, as x→ x0, the integral on the right hand-side of Eq. (2.7), has the form∫
x→x0
G(x,x0)
[
∂φ
∂n
−
(
∂φ
∂n
)
0
n0 · n
]
dS(x)
∼
∫
x→x0
[
(asξ)
(
∂φ
∂ξ
)
0
+ (bsη)
(
∂φ
∂η
)
0
+ ξ
(
∂2φ
∂ξ∂ζ
)
0
+ η
(
∂2φ
∂η∂ζ
)
0
]
dξdη
(ξ2 + η2 + ζ2)1/2
. (A 3)
We see that both the numerator and the denominator of the integrand vanish linearly
with ξ and η, as ξ → 0 and η → 0. Thus the integrand has no divergences. Again, if
the surface around x0 is a planar element and the normal derivative (∂φ/∂ζ) is constant
over that element, then the integrand vanishes. For non-planar elements, the point-wise
discontinuity at (ξ, η) = (0, 0) is a set of measure zero and therefore does not con-
tribute to the value of the integral. This has been demonstrated for quadratic elements
(Klaseboer et al. 2009).
This completes the proof that Eq. (2.7) is non-singular. In the same way, Eq. (3.4) for
the Helmholtz problem can also be shown to be non-singular.
Using the same local coordinate system, we can also show that Eq. (4.9) for the Stokes
problem is not singular. First we consider the integral on the left hand-side of Eq. (4.9).
As x → x0, it is straightforward to show using a Taylor expansion that the two terms
in the integrand have the limiting form using the notation xˆ ≡ x − x0 = (ξ, η, ζ),
f (x) = (f1, f2, f3) and f(x0) = (f
0
1
, f0
2
, f0
3
)∫
x→x0
(ui − u
0
i )Tijknk dS
∼
∫
x→x0
−
6(asξ
2 + bsη
2 + ζ)
(ξ2 + η2 + ζ2)5/2
{[
ξ
(
∂ui
∂ξ
)
0
+ η
(
∂ui
∂η
)
0
+ ζ
(
∂ui
∂ζ
)
0
]
xˆi
}
xˆj dξdη, (A 4)
∫
x→x0
M
0
ilxˆlTijknk dS
∼
∫
x→x0
−
6(asξ
2 + bsη
2 + ζ)[ξ(f0
1
ζ − f0
3
ξ/4) + η(f0
2
ζ − f0
3
η/4) + f0
3
ζ2/2]
(ξ2 + η2 + ζ2)5/2
xˆj dξdη. (A 5)
The numerator and the denominator of both terms are of O(ξ5, η5) and, thus, they
approach constant values as x → x0, and as a consequence, the integral on the left
hand-side of Eq. (4.9) is non-singular.
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Turning now to the integral on the right hand-side of Eq. (4.9) where in the limit
x→ x0, the integrand has the limiting form∫
x→x0
(
fi − Σ
0
ilnl
)
Uij dS ∼
∫
x→x0
(1 − cos γ)(f01 ξ + f
0
2 η + f
0
3 ζ) + Lixˆi
cos γ (ξ2 + η2 + ζ2)3/2
xˆj dξdη
+
∫
x→x0
(1 − cos γ)f0j + Lj −
[
cos γ
(
f01asξ + f
0
2 bsη
)]
n0j + (f
0
3 /2)(nj − cos γ n
0
j)
cos γ (ξ2 + η2 + ζ2)1/2
dξdη
+
∫
x→x0
(f03 /2)(asξ
2 + bsη
2)−
(
f01asξ + f
0
2 bsη
)
ζ
(ξ2 + η2 + ζ2)3/2
xˆj dξdη, (A 6)
where Li ≡ ξ(∂fi/∂ξ)0 + η(∂fi/∂η)0 + ζ(∂fi/∂ζ)0. The numerator and the denominator
of the first term are of O(ξ, η) and those of the second and third terms are of O(ξ3, η3)
and thus all terms approach constant values as x→ x0, and so it follows that the integral
on the right hand-side of Eq. (4.9) is non-singular.
For the case in which the surface S is a planar element for which the curvatures as
and bs are zero, cos γ = 1 and the traction f(x0) is constant within the plane, the
integrands of both integrals in Eq. (4.9) will vanish. For non-planar elements, the point-
wise discontinuity at (ξ, η) = (0, 0) is a set of measure zero and therefore does not
contribute to the value of the integral.
This completes the proof that Eq. (4.9) is non-singular. In the same way, the linear
elasticity problem can also shown to be non-singular.
REFERENCES
Bazhlekov, I. B., Anderson, P. D. & Meijer, H. E. H. 2004 Nonsingular boundary integral
method for deformable drops in viscous flows. Phys. Fluids 16, 106–1081.
Becker, A. A. 1992 The Boundary Element Method in Engineering: A complete Course.
McGraw-Hill International (UK) Limited.
Blake, J. R., Taib, B. B. & Gibson, D. C. 1986 Transient cavities near boundaries. part 1.
rigid boundary. J. Fluid Mech. 170, 479–497.
Cheng, A. H. D. & Cheng, D. T. 2005 Heritage and early history of the boundary element
method. Engineering Analysis with Boundary Elements 29, 268–302.
Fong, S. W., Adhikari, D., Klaseboer, E. & Khoo, B. C. 2009 Interactions of multiple
spark-generated bubbles with phase differences. Exp. Fluids 46, 705–724.
Gonzalez-Avila, S. R., Klaseboer, E., Khoo, B. C. & Ohl, C. D. 2011 Cavitation bubble
dynamics in a liquid gap of variable height. J. Fluid Mech. 682, 241–260.
Klaseboer, E., Rosales-Fernandez, C. & Khoo, B. C. 2009 A note on true desingulariza-
tion of boundary element methods for three- dimensional potential problems. Engineering
Analysis with Boundary Elements 33, 796–801.
Lean, M. H. & Wexler, A. 1985 Accurate numerical integration of singular boundary element
kernels over boundaries with curvature. Int. J. Num. Meth. Engng 21, 211–228.
Liu, Y. J. & Rudolphi, T. J. 1991 Some identities for fundamental solutions and their ap-
plications to weakly-singular boundary element formulations. Engineering Analysis with
Boundary Elements 8, 301–311.
Liu, Y. J. & Rudolphi, T. J. 1999 New identities for fundamental solutions and their appli-
cations to non-singular boundary element formulations. Comp. Mech. 24, 286–292.
Lorentz, H. A. 1907 Abhandlungen U¨ber Theoretische Physik . B.G.Teubner Verlag Leipzig-
Berlin.
Pigeonneau, F. & Sellier, A. 2011 Low-Reynolds-number gravity-driven migration and de-
formation of bubbles near a free surface. Physics of Fluids 23, 2102–2116.
Pozrikidis, C. 1992 Boundary Integral and Singularity Methods for Linearized Viscous Flow .
Cambridge University Press.
Non-singular BIM equations 11
Symm, G. T. 1963 Integral equation methods in potential theory. ii. Proceedings of the Royal
Society of London. Series A. Mathematical and Physical Sciences 275, 33–46.
Wang, Q. X. 1998 The evolution of a gas bubble near an inclined wall. Theor. Comput. Fluid
Dyn. 12, 29–51.
Wrobel, L. C. 2002 The Boundary Element Method, Vol. 1, Applications in Thermo-Fluids
and Acoustics.. Wiley, New York.
Zhang, Y. L., Yeo, K. S., Khoo, B. C. & Wang, C. 2001 3D jet impact and toroidal bubbles.
J. Comp. Phys. 166, 336–360.
