A 1929 Gedankenexperiment proposed by Szilárd, often referred to as "Szilárd's engine", has served as a foundation for computing fundamental thermodynamic bounds to information processing. While Szilárd's original box could be partitioned into two halves, and contains one gas molecule, we calculate here the maximal average work that can be extracted when N particles and q partitions are available. For a work extraction protocol that equalizes the pressure, we find that the average extracted work is proportional to the mutual information between the one-particle position and the vector containing the counts of how many particles are in each partition. We optimize this over the locations of the dividing walls, and find that there exists a critical value N (q) below which the extracted work is maximized by a symmetric configuration of partitions and above which the optimal partitioning is an asymmetric one. Overall, the average work is maximized forN (q) < N (q), with a symmetric partition. We calculate asymptotic values for N → ∞.
I. INTRODUCTION
The thought experiment known as "Maxwell's Demon" [1] addressed the issue that the Second Law of thermodynamics is statistical in nature. An ideal gas at temperature T is enclosed in an isolated container divided into two equal parts by a fixed wall with a trap door operated by some sentient being, later called a "demon", who will open the door to incoming particles, sorting them by velocity. This process would result in a temperature gradient that could be used to obtain work from the system. Maxwell's idea started an ongoing debate, to which Szilárd contributed significantly with a model that circumvents the necessity of a sentient being, replacing it by a simple mechanism which, importantly retained the main feature of the "demon", that of having a memory.
Szilárd's engine consists of a single particle gas within a container divided into two equal partitions separated by a movable, frictionless wall [2] . When the container is put into contact with a single thermal reservoir at temperature T , the movable wall may then be used to extract work (e.g. by lifting a weight), when moved towards the empty side of the box, as the particle transfers kinetic energy in successive elastic collisions. Being able to do this requires knowledge of which side is empty at the beginning of the work extraction, to remain present throughout, i.e., it requires a memory. When operated cyclically, the average extractable work is compensated by the average amount of work that has to be done to run the memory. An adiabatic, isothermal volume expan- * rafael.diazhernandezrojas@uniroma1.it sion yields work W ext = k B T ln V V /2 = k B T ln 2, which corresponds to k B T times the mutual information captured about the coarse grained particle location. This idea has served as a foundation not only for computing fundamental thermodynamic bounds for information processing (e.g. [3] [4] [5] [6] ), but also for concretely demonstrating how information can be turned into work, and vice versa. Recently, interest in these issues has spiked with increased experimental capabilities [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] .
Here, we study how much work can be extracted, on average, when a Szilárd engine contains an ideal gas with N particles, and when q partitions can be created in the box. We assume that the observer counts and memorizes how many molecules fall into each partition, and then uses a work extraction protocol that equalizes the pressure. We show in Sec. II that the average extracted work is proportional to the mutual information retained in memory about the location of a single particle, not of the location vector of the ensemble. The latter information controls the minimal cost for memorizing the counts, whereby their difference controls a lower bound on dissipation of the engine (when run cyclically). We calculate how much average work can maximally be extracted when the choice of where to place the movable walls is optimized, for fixed N and q. To build intuition, Sec. III treats the case with only one movable wall, q = 2, and confirms agreement with previous work. The general case is then treated in Sec. IV.
II. MUTUAL INFORMATION AND WORK
We consider a Szilárd engine, generalized to N particles inside a container of longitudinal size L and trans-arXiv:1910.04191v1 [cond-mat.stat-mech] 9 Oct 2019 verse unit area, into which walls can be inserted, to divide along the longitudinal axis into q partitions. These partitions have lengths i for i = 1, . . . , q, satisfying that q i=1 i = L (see Fig. 1a ). The observer then measures the number of particles in each partition, k i , for i = 1, . . . , q.
The gas in the container is initially in thermal equilibrium, coupled to a thermal reservoir. Inserting the partitions is assumed not to require any work. After the insertion, the local pressure in each partition is given by P i = k i k B T /V i . Work can be extracted by moving the walls adiabatically, and in a frictionless manner until the pressure is equalized throughout the whole container (see Fig. 1b ). To run this work-extraction protocol, the observer needs to know the initial size of the partitions, i.e., = ( 1 , . . . , q ), and how many particles are in each partition, k = (k 1 , . . . , k q ). It is assumed that and N are known, while k has to be obtained through measurement. We imagine here that the observer can take a snapshot of the N particle's x-positions, denoted by x = (x 1 , . . . , x N ), and then writes the counts k to memory. Since the counts are a deterministic function of the ensemble locations, the captured informa-
The process of running this memory as part of the information engine cycle will thus cost at least k B T ln(2)H[K] [6] , where T denotes the temperature of the heat bath, k B the Boltzmann constant, and the factor ln(2) arises because we measure information in bits. Is all of this information be turned back into work?
After the work extraction protocol, the lengths of the partitions have changed from i to Lk i /N . The work extracted during this process, for a given measurement vector k, is
The expected extracted work, W , then results from averaging W (k) over the distribution P (k) of measurement vectors given by the multinomial distribution
where p i = i /L is the probability of finding a particle in partition i. Remember that the initial wall locations are assumed to be known to the observer. With that, the probability density of finding a single particle in position x, given the counts k, is for i = 1, . . . , q, using the convention 0 = 0. The marginal probability for single particle location along the x-axis is constant over the box: P (x) = 1/L. Therefore, the counts contain information about the location of a single particle in the amount of
where · stands for the average over P (k). We thus arrive at our main result: combining Eqs. (1) and (4), tells us that the average extracted work is proportional to N times the single particle location information captured by the counts,
This means that not all of the information retained by the counts, I[X, K], is used to extract work. The difference between what is retained and what is used is non-negative, since it equals the average Kullback-Leibler divergence between the joint distribution P (x|k) of the ensemble positions and the product of the marginals P (x i |k):
The mapping from particle locations to the vector of counts characterizes the memory accessible to the information engine. This memory captures N I[X, K] bits of information that is relevant with respect to extracting work. It contains an excess of H[K] − N I[X, K] bits of irrelevant information, which sets a lower bound on the dissipation encountered when the information engine is run in a cycle [6] .
How much irrelevant information is retained? Using Stirling's approximation, n! ∼ = n n e −n √ 2πn, and in the case where all the compartments are of equal size (p i = 1/q), we can estimate Eq. (6) 
We now ask: given a system of N particles and q partitions, does there exist an optimal partitioning, i.e., an optimal location vector , which maximizes the average extractable work by maximizing I[X, K]?
III. OPTIMAL WORK EXTRACTION FOR A SINGLE MOVABLE WALL
To build intuition, let us start with the case of one movable wall, i.e., two partitions. Let p denote the probability of finding a particle in the left partition of longitudinal size , which is p = /L = k /N . The probability of observing k particles out of the N possible in the left partition is then:
The conditional probability P (x|k) is:
and the marginal probability is P (x) = 1/L. This yields the mutual information,
, between the measurement k and the position of any single particle:
This expression is in agreement with earlier work [24, 25] . For one particle, a quick and intuitive calculation shows that the maximal value of I[X, K] is attained by placing the wall in the middle. But this is not always the case for any number of particles, N . To illustrate this, we plot N I[X, K] against p = /L in Fig. 2 , for various values of N . Only for N ≤ 2 does the optimal position of the movable wall,ˆ , correspond to halving the volume (ˆ = L/2). For larger numbers of particles, the optimal partition is given by an asymmetric configuration of the partitions: the symmetric solution with the wall in the middle becomes a local minimum, and two maxima appear atˆ and 1 −ˆ . This agrees with what was reported in [26] . To understand the mechanism behind the appearance of this asymmetric solution, we can perform an asymptotic expansion of N I[X, K] for large N . Introducing the average count n := k = N /L, and the random variable ∆, such that k = n + ∆, we first write the mutual information as:
and then perform a Taylor expansion for small values of ∆. Recalling the following statistical properties of the binomial distribution, ∆ = 0, ∆ 2 = N p (1 − p) ,
Apart from the first term, all orders go to zero in the limit of an infinite number of particles. For finite N , however, the second term gives the leading order on the decaying value for the symmetric partition, while the third one is responsible of making the symmetric partition become a local minimum, because, as p deviates from 1/2, this term increases. The same asymptotic expansion can be carried out for the general case of q partitions, which we will calculate later. For a more quantitative analysis, we use an integral representation of the natural logarithm,
to rewrite Eq. (4) as
Noticing that
we obtain
with n i := k i , and the function F N (x) is given by
We can hence write Eq. (9) as
where n = k is the average count. Thus, maximizing N I[X, K] with respect to the position of the wall for a fixed number of particles is equivalent to maximizing F N (n) + F N (N − n) with respect to n. A plot of the function F N (n) can be found in Fig. 3 for various values of N . The optimal valuen(N ) which maximizes the mutual information must obey
For N ≤ 2 one finds thatn = N 2 , and for larger numbers of particles we have that the optimal solution is given by an asymmetric partition (consistent with Fig. 2 ). For 
The maximal value of the mutual information occurs at n(∞) 1.338 and is F ∞ (n) 0.8371 bits. This is to be contrasted with a symmetric partition, which would give the minimal value for the mutual information of 1 2 ln(2) 0.7213 bits (see Fig. 2) .
The larger the number of particles, N , the closer to the edge of the box we have to insert the movable wall to maximize average work extraction, while the average work extracted by a wall in the middle goes to zero. This explains not only why, with a container filled with some regular gas (N roughly between 10 22 and 10 23 ), zero work can be extracted, on average, by putting a wall in the middle, but also why there is no chance to extract macroscopic work by implementing the optimal partitioning, because the necessary distances become much too extreme to realize.
Optimizing the average extracted work (for q = 2) also with respect to the number of particles, N , gives as the best choice either one or two particles, (with the wall in the middle), as can be appreciated from Figs. 2 and 5.
IV. OPTIMAL WORK EXTRACTION WITH q PARTITIONS
For one particle, we can trivially insert as many partitions as our experimental setup allows, and measure to the same resolution, in order to get more work out of the information engine, but we equally have to spend more energy to run the memory. We have, for one particle, that the cost and the potential benefit of the memory are precisely equal, because I[X, K] = I[X, K] for N = 1. Therefore, the overall bound on the engine's dissipation is unaffected. With one particle, a cyclically run Szilárd engine can, in principle, achieve zero dissipation.
How much work can be extracted from a Szilárd box with N particles and q partitions? We can use Eq. (15) to analyze this general case similarly to the q = 2 case discussed above. Finding the optimal partition that maximizes the mutual information for fixed N and q, i.e., = (ˆ 1 , . . . ,ˆ q ) := arg max (N I[X, X]), together with the maximal value,Î q (N ) = max (N I[X, K]), then reduces to finding the number vector n = (n 1 , . . . , n q ) that maximizes Eq. (15) . The number vector has to be normalized, q i=1 n i = N , and to carry out the optimization, we introduce
which must be maximized with respect to {n, λ}, where λ is a Lagrange multiplier. Then the optimaln must obey
yielding:
We must, moreover, be sure that q i,j=1
with δn i = n i −n i , or equivallently,
with q i=1 δn i = 0. To understand the solutions to this system of equations, we plot F N (n) and F N (n) for different values of N and q in Fig. 4 . The symmetric solution n i = N/q is stable as long as F N (N/q) < 0 (red curve), but beyond that point unstable, and we need to investigate asymmetric solutions. For a given value of N and q, the equation λ = F N (n i ) has two solutionsn i = n − and n + with n − < n + . Since the Lagrange multiplier imposes a global constraint, this implies that, regardless of the Figure 4 . Plot of F N (n) (solid blue line) and F N (n) (solid red line) as a function of n, for N = 10. As we can see here, for a given value of λ (dashed orange line), there are two solutions of F N (n) = λ (represented here with black circles). These, denoted as n − and n + are such that F N (n − ) < 0 and F N (n + ) > 0.
order of the indices labeling the partitions, a general solution may correspond to having q − partitions with solution n − and q + partitions with n + , such that q = q − +q + and N = q − n − + q + n + . Importantly, the solution n − is such that F N (n − ) ≤ 0, while for n + we have instead that F N (n + ) ≥ 0 (see solid red line in Fig. 4) . Therefore, the stability condition (24) reads
This automatically implies that q + ≤ 1, because if q + was 2 or larger, the inequality (25) could be violated by the choice δn − = 0 for all = 1, . . . q − . This means that the optimal asymmetric partition corresponds to having one large partition and q − 1 small and equal partitions. This, in turn, allows us to write down a general expression forÎ q (N ), namely:
with the constraint n + + (q − 1)n − = N . Expression (27) also contains the symmetric solution, corresponding to n + = n − = N/q. Thus, the optimal value of the mutual information can always be written as
and is plotted in Fig. 5 (brown triangle markers) , and compared to the mutual information achieved for the Figure 5 . Plot of the mutual information for the symmetric partition qFN (N/q) (orange rhomboid markers) and the optimal mutual information Iq(N ) (brown triangle markers) as a function of N . Top panel: Plots for a particular value on the number of partitions (q = 6). As we can see, there exists a critical value N (q) (vertical solid red line) on the number of particles, below which the optimal partition is the symmetric one, while above it the optimal partition corresponds to an asymmetric partition. Moreover the optimal mutual information becomes maximal for a particular number of particleŝ N (q) < N (q) (N (s) is shown by the vertical solid blue line). Bottom panel: plot for various values of q, shown the same general features.
symmetric partition, corresponding to n i = N/q for i = 1, . . . , q (orange rhomboid markers). We see that, for a fixed q, there exists a critical value of particles N (q) such that for N ≤ N (q) the optimal partition is always the symmetric one, while for N > N (q), the optimal partition is asymmetric. We also found that for q 1, this critical number of particles is given by N * (q) 2.1803q. Additionally, Fig. 5 shows that there exists a valueN (q) < N (q) for which I q (N ) is maximal at fixed q.
We obtain an asymptotic value ofN (q) by noticing that, since this maximum is achieved for a symmetric partition we must have that N = nq. The optimal mutual information is then given by N I[X, K] = qF nq (n), so that for a large number of partitions, and using Eq. (19) we obtain thatN (q) ∼ 1.338q. Note also that as N goes to infinity, the value of I q (N ) given by Eq. (28) will be dominated by the q −1 smaller partitions, yielding the asymptotic value of I q (N ) ∼ (q − 1)0.8371, as shown in the top panel of Fig. 5 .
V. CONCLUSIONS
In a Szilárd engine that can use an ideal gas with N particles, and for which the box can be partitioned into q partitions with walls that can move to extract work via pressure equalization, the average extracted work is proportional to the information retained about the single particle locations. The cost of running a memory that contains counts of how many particles are in each partition is proportional to the information retained about the ensemble locations. Run cyclically, the engine's efficiency is thus limited by the difference-the information retained in memory that is not relevant with respect to work extraction. It provides a non-negative lower bound on engine dissipation.
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