VLAD (vector of locally aggregated descriptors) is a type of global features extracted from the image, which is always used in image retrieval. Although VLAD is effective, it still needs to improve. VLAD is obtained by accumulating residuals, ignoring the number information of descriptors in a cluster. BOW (bag of words) is also a type of features, which describe the amounts of the descriptors within a cluster. In this paper, the concept of the quantity entropy is proposed based on the BOW method. The amount of descriptors is processed by the calculation steps of entropy to obtain the quantity entropy, and we add the quantity entropy to VLAD, which makes the image retrieval ability of VLAD improved.
Introduction
Image retrieval is popular in recent years. We use the features extracted from an image to match with other images to find the similar ones, which implements the image retrieval. Image features includes local features and global features. Many local features have been proposed, like SIFT (scale-invariant feature transform) [1] , SURF (speed up robust feature) [2] and so on. And SIFT is one of the most widely used local features. BOW feature [3] and VLAD feature [4] are the global features obtained using SIFT and cluster centers. For BOW method, it trains the cluster centers offline firstly. Secondly, SIFT descriptors of an image are assigned to the cluster centers. And the amount of SIFT descriptors within a cluster is used to establish the histogram, which presents BOW feature. BOW feature contains the amount information of SIFT descriptors [5] . VLAD method is improved on the basis of BOW. Firstly, VLAD also assigns SIFT descriptors to the corresponding cluster center. Secondly, the descriptors in a cluster calculate with the cluster center to obtain residuals. Then the residuals within a cluster are accumulated to obtain the VLAD feature. VLAD feature contains data information of SIFT descriptors [6] .
In this paper, we try to describe the image with both data information of descriptors and amount information of descriptors. So we transform the BOW feature by the calculating process of entropy [7] , and the transformed BOW histogram is named as the quantity entropy. The quantity entropy is combined with the VLAD as a new feature to represent the image, which we named BVLAD, and the new feature can improve the accuracy of image retrieval.
Entropy review
The entropy concept is proposed by T. Clausius in 1854, and it is used in thermodynamics field firstly. Entropy is a type of statistical tools to describe a system.
Assuming xi is a variable in a system, and the amount of xi is k, so that i = 1,...,k. p(xi) is the probability when the variable is xi. The formula to calculate entropy is shown in (1) .
H(x) = -Ʃ p(xi)log p(xi).
Improve VLAD using the quantity entropy
There are four steps to produce the new feature. Firstly, we train cluster centers and SIFT descriptors, and produce VLAD in this step. Secondly, we produce the BOW feature for the image.
Thirdly, we use the calculating process of entropy to transform the BOW feature to obtain the quantity entropy. Finally, we combine the quantity entropy and VLAD feature as a new image feature. We describe our method below in details.
Produce VLAD
VLAD is the global feature produced by cluster centers and SIFT descriptors. Firstly, the cluster centers need to be trained offline by K-means [8] method. The number of the cluster centers is defined as k. The dimension of SIFT descriptors is defined as d. So that the size of the cluster centers is k×d. Secondly, SIFT descriptors are assigned to the related cluster center by the nearest neighbor algorithm [9] . Thirdly, we do subtraction between SIFT descriptors within a cluster and the cluster center to produce residuals. Finally, we add the residuals in a cluster together, and we can obtain a vector with the size of k×d, which is VLAD feature for this image.
Produce BOW
We count SIFT descriptors in each cluster, and use amounts of descriptors within a cluster build histogram. Because the number of the cluster centers is k, the histogram has k bins, and a bin stores the amount of SIFT descriptors in a cluster (i is the number for each bin, and it is also the number for each cluster). BOW feature stores the amount information of SIFT descriptors, and the size of it is k×1.
Produce the quantity entropy
Because the amounts of SIFT descriptors are almost different for different images, the amount information need to process for its comparable ability. We use the BOW histogram stores SIFT descriptors' amounts for each cluster. We normalize each bin in the histogram using the amount of all SIFT. And the ith bin in the normalized histogram represents the probability that the descriptor appears in this cluster. These probability values can be calculated using formula (1) to get the quantity entropy. Through formula (1) , which can be seen as a data processing method like normalization, these probability values are limited to a certain range, which makes the BOW histogram more suitable to compare. The quantity entropy has the same size as BOW feature, which is k×1.
Obtain BVLAD
We combine VLAD feature and the quantity entropy as a new feature, which is named as BVLAD. The size of VLAD is k×d, and the size of the quantity entropy is k×1, so the size of BVLAD is k× (d+1).
Experiments

Image Datasets
There are two image sets we experiment our method in this paper. The first set is INRIA Holidays dataset [10] . The Holidays dataset contains some personal holiday's photos. The set of images are widely accepted to test the robustness for rotations, viewpoint and illumination changes, etc. The Holidays dataset contains a very large variety of scene types, and the scenes includes natural, man-made, water and fire effects, etc. There are 500 image groups in this dataset, and each group represents a distinct scene or object. The second set is Oxford dataset [11] . The Oxford dataset is consisted by 5062 images, so that we also call this dataset as Oxford5k. And these images are collected from Flickr using particular Oxford landmarks. The Oxford5k has 11 groups for different landmarks. This dataset provides 55 queries to evaluate an object retrieval system.
Results Analysis
We experiment our method on the two datasets above. We train five types of cluster centers, and the amounts of the centers are 16, 32, 64, 128 and 256. We use four types of methods. The first method is the original VLAD, and the results produced by this method are as the baseline values in this paper. The second method is adding the quantity entropy to VLAD, and we mark this method as Method1. We use powernorm [12] in the third method. Powernorm is a type of normalization method, which can improve VLAD feature. For the forth method, we add the quantity entropy to the third method, which we call Method2.
The mAP (mean average precision) value is the estimated standard for Holidays dataset and Oxford5k dataset, and it takes the ranking of the search results into account.
The image retrieval results of Holidays dataset are shown on Table1. When k = 16, the mAP produced by VLAD is 0.489. When experimented by Method1, the mAP of VLAD can be improved to 0.493. Using powernorm method makes mAP value improve to 0.508. Method2 improves the result on the basis of powernorm, and the mAP is 0.513. With the increasing of the number of cluster centers, the mAP values are rising for each method. So the best values for each column are shown in the last row, where k = 256. And the best result on Holidays is 0.604 produced by Method2. The image retrieval results of Oxford5k dataset are shown on Table2. All of the mAP values are worse than them on Holidays. The results of Method1 and powernorm method are both better than the original VLAD method on the same row, and the best results are produced by Method2. When k = 256, the mAP values are best for each method. And the best mAP on Oxford5k dataset is 0.471. The mAP values produced on the two public datasets show that our method can improve the image retrieval ability of VLAD feature. And when our method combined with powernorm method, the results can be improved further more.
Summary
Most of research scholars try to improve VLAD through some complicated ways. We think that there are many useful information in SIFT descriptors themselves. In this paper, we add the amount information of SIFT descriptors to VLAD feature. In order to make the the amount information more comparable, we use BOW feature store it, and process BOW feature by the calculation steps of entropy. The processed information is called the quantity entropy. We can get better retrieval results using the new VLAD feature, which is added the quantity entropy.
