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Abstract
The Askey–Wilson algebra is realized in terms of the elements of the quantum algebras Uq(su(2)) or
Uq(su(1, 1)). A new realization of the Racah algebra in terms of the Lie algebras su(2) or su(1, 1) is given
also. Details for different specializations are provided. The advantage of these new realizations is that
one generator of the Askey–Wilson (or Racah) algebra becomes diagonal in the usual representation of
the quantum algebras whereas the second one is tridiagonal. This allows to recover easily the recurrence
relations of the associated orthogonal polynomials of the Askey scheme. These realizations involve
rational functions of the Cartan generator of the quantum algebras, they are linear with respect to the
other generators and depend on the Casimir element of the quantum algebras.
1 Introduction
The Askey–Wilson algebra has been introduced in [20] as the algebra realized by the recurrence operator
Y and the q-difference operator X intervening in the bispectral problem associated to the Askey–Wilson
polynomials (see for example [13] for an introduction to these orthogonal polynomials). This explains the
name of the algebra which also appears in different other contexts. It has been used in the framework of
integrable systems as a quotient of the reflection algebra [2]. It is connected with the symmetry of the 6j or
Racah coefficients of Uq(su(1, 1)) [9, 8] as the centralizer of the diagonal action of this quantum algebra in
its three-fold tensor product (see also [4] for recent advances in this subject). Let us mention that similar
connections exist for other pairs of algebras: replace the couple Askey–Wilson algebra and Uq(su(1, 1)) by
q-Racah algebra and Uq(su(2)) or by Racah algebra and su(2). There exists another connection between the
Askey–Wilson algebra and Uq(su(1, 1)). Indeed, the two operators X and Y can be realized as combinations
of the raising and lowering generators of Uq(su(1, 1)) [10]. This realization allows to use the irreducible
representations of Uq(su(1, 1)) to obtain representations of the Askey–Wilson algebra. In this case, the
operators X and Y become tri-diagonal matrices and the overlap functions between eigenstates of these
matrices are expressed via orthogonal polynomials of the Askey scheme [14, 3, 1].
In the realizations obtained up to now of the Askey–Wilson algebra using twisted primitive elements
[15, 10, 3] or using equitable representations [12, 17], both operators X and Y are tri-diagonal or bi-
diagonal in the usual representations of Uq(su(2)) or Uq(su(1, 1)). Then, one of these operators (or their q-
commutator) is diagonalized in some basis via the help of orthogonal polynomial and the other ones remains
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tridiagonal. At this stage, one can recognize, the recurrence operators and the q-difference operators
defining orthogonal polynomials. In this paper, we give a new realization of the Askey–Wilson algebra in
terms of elements in Uq(su(1, 1)) such that X (resp. Y) are immediately diagonal (resp. tridiagonal) in
the standard representation of Uq(su(1, 1)). To do so, we look for a realization of X and Y of the following
form
X = f1(K) and Y = E + f2(K,C) + f3(K,C)F , (1)
where E, K and F are the generators of Uq(su(1, 1)) and C is its quadratic Casimir element (see Subsection
3.1 for the exact definition). The functions f1, f2 and f3 are to be determined so that X and Y satisfy
the defining relations of the Askey–Wilson algebra. In the usual representation of Uq(su(1, 1)), K is
represented by a diagonal matrix therefore X is also diagonal. Let us emphasize that to succeed in finding
such a realization, it is necessary that f2 and f3 depend on the Casimir element and that they be rational
functions. To be precise, because we need rational functions in terms of the Cartan generator, we take
the inverse of certain polynomials in the Cartan generator (see for example (60)). To do so, we must use
a localization of Uq(su(1, 1)) where these elements are invertible. In the rest of this paper, by abuse of
language, we shall use the term quantum algebra and the notation Uq(su(1, 1)) for this type of localization.
In Section 2, we focus on the non-deformed case. We find a new realization of the Racah algebra
in terms of the generators of su(2) or su(1, 1) (see Subsection 2.2). We then prove that using the finite
irreducible representations of su(2), we recover directly the recurrence operator associated to the Racah
polynomials whereas using the infinite irreducible representations of su(1, 1), we obtain the one of the
Wilson polynomials (see Subsection 2.2). One thus arrives at the polynomials sitting at the top of the
Askey scheme. In Subsection 2.3, we provide the specializations or contractions of the realization proposed
so as to obtain the recurrence operators associated to all the polynomials of the Askey scheme. For the
polynomials at the bottom of the tableau, we must replace the Lie algebra su(1, 1) by the algebra of the
oscillator osc (which can be seen as a contraction of su(1, 1)).
In Section 3, we deal with the q-deformed case and provide the explicit realization of the Askey–Wilson
(or q-Racah) algebra of the form (1). In Subsection 3.2, we prove that this realization allows to obtain
the recurrence operator of q−Racah polynomials by using finite representations of Uq(su(2)). As in the
non-deformed case, we give different specializations and contractions of this realization that corresponds
to various families of q-orthogonal polynomials.
2 Racah algebra, its specializations and polynomials of the Askey scheme
The Askey–Wilson algebra AW (3) is generated by two elements X and Y obeying the following defining
equations [20]
X2Y − βXY X + Y X2 = γ(XY + Y X) + γ∗X2 + ωX + ρY + η, (2)
Y 2X − βY XY +XY 2 = γ∗(XY + Y X) + γY 2 + ωY + ρ∗X + η∗, (3)
where β, γ, γ∗, ω, ρ, η, ρ∗ and η∗ are parameters.
In this section, we focus on the case β = 2. The algebra is usually called Racah algebra and has
been introduced in [8] (see [7] for a review) to study the Racah W -coefficients or 6j-symbols intervening
in the coupling of three angular momenta. We give a new realization of the Racah algebra and some
specializations in terms of su(2), su(1, 1) or osc. As explained in the introduction, we want that one of the
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generators of the Racah algebra be diagonal in the standard representation of these Lie algebras. Therefore,
we look for a realization which takes the following form
X = f1(h) and Y = e+ f2(h, c) + f3(h, c)f , (4)
where e, f and h are the usual raising, lowering and Cartan generators of su(1, 1) or su(2). Since h is
diagonal in the representation of su(2) or su(1, 1), we obtain that X is diagonal while Y becomes the
recurrence operator defining orthogonal polynomials of the q = 1 Askey scheme. We recover the whole list
of polynomials given in [13]. In Table 1, we summarize the different specializations of the Racah algebra
we obtained with the name of the associated algebras (the parameters refer to those of equations (2)-(3)).
β γ γ∗ ω ρ η ρ∗ η∗ Algebras
2 2 2 2(d+ c) a2 − 1 2dc 4c− 1 (b+ c+ 1)c Racah
+(c− b)2 ×(2a− b− c− 1)
2 2 0 α− 2β − 1 α2 − 1 (α− 2β − 1)c 1 −c Hahn
2 2 0 0 α2 − 1 1
2
(1− α2) + 2c 0 −1
2
Jacobi
2 0 2 −1− µ− ν 1 0 (µ+ ν)2 − 1 + 4c −2(1 + µ+ ν)c Dual Hahn
2 0 0 b 1 0 b2 ± 4 0 Lie type
2 0 −1 −b 1 0 b2 −2 Oscillator
Table 1: Different specializations of the Racah algebra and associated polynomials (d is given in (19) and
c is the Casimir element of su(2) or su(1, 1), the upper (resp. lower) sign is for su(2) (resp. su(1, 1)) ).
2.1 Definitions of the Lie algebras su(2), su(1, 1) and of the oscillator algebra osc
In this section, we recall well-known results about the Lie algebras su(2), su(1, 1) and osc as well as their
relevant representation to introduce the notations used in this paper.
The Lie algebras su(2) and su(1, 1) are generated by e, f and h subject to
[h, e] = e , [h, f] = −f , [e, f] = ±2h . (5)
The upper (resp. lower) sign in the previous relation corresponds to su(2) (resp. su(1, 1)). The Casimir
element is given by
c = ±ef+ h(h − 1) . (6)
The oscillator algebra osc is generated by a and a† subject to
[a, a†] = 1 . (7)
We define as usual the number operator by n = a†a such that [n, a] = −a and [n, a†] = a†.
The finite irreducible representations for su(2) are characterized by an integer or half-integer j and are
given explicitly by
e|n〉 = |n− 1〉 for 1 ≤ n ≤ 2j and e|0〉 = 0, (8)
f|n〉 = (2j − n)(n+ 1) |n+ 1〉 for 0 ≤ n ≤ 2j, (9)
h|n〉 = (j − n) |n〉 for 0 ≤ n ≤ 2j, (10)
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where { |n〉 | 0 ≤ n ≤ 2j } is a basis of C2j+1. In this representation, the Casimir element c is j(j + 1)
times the identity matrix.
The infinite irreducible representations for su(1, 1) of the positive discrete series are characterized by a
positive real ℓ and are given explicitly by
e|n〉 = |n− 1〉 for n ≥ 1 and e|0〉 = 0, (11)
f|n〉 = (2ℓ+ n)(n+ 1) |n+ 1〉 for n ≥ 0, (12)
h|n〉 = −(ℓ+ n) |n〉 for n ≥ 0. (13)
In this representation, the Casimir element c is ℓ(ℓ− 1) times the identity matrix.
The infinite irreducible representations for osc are given by
a|n〉 = |n− 1〉 for n ≥ 1 and a|0〉 = 0 , (14)
a†|n〉 = (n+ 1) |n+ 1〉 for n ≥ 0. (15)
(16)
2.2 Racah algebra and Wilson/Racah Polynomials
In this subsection, we give an explicit form of the operators X and Y in terms of the generators of Uq(su(2))
and Uq(su(1, 1)) so that they satisfy the Racah algebra relations. Indeed, if we define these operators by
X = h(h− a) , (17)
Y = e− 2(h
2 − ah+ c)(h2 − ah+ d)
(2h − a+ 1)(2h − a− 1)
∓(h
2 + (1− 2a)h− c+ (a− 1)a)(h − b)(h − a+ b+ 1)(h − c)(h− a+ c+ 1)
(2h− a)(2h − a+ 1)2(2h − a+ 2) f , (18)
with the upper (resp. lower) sign in Y for su(2) (resp. su(1, 1)) and
d =
1
2
(a+ 1)(b+ c+ 1)− (b+ 1)(c+ 1) , (19)
we can show by direct computations that they satisfy the relations
[X, [X,Y ]] = 2(XY + Y X) + 2X2 + 2(d+ c)X + (a2 − 1)Y + 2dc, (20)
[Y, [Y,X]] = 2(XY + Y X) + 2Y 2 + 2(d+ c)Y + (4c+ (c− b)2 − 1)X
+(b+ c+ 1)(2a − b− c− 1)c, (21)
which are recognized as those of the Racah algebra. Let us remark that we use the following exchange
relations to perform the computations
e
1
2h− a =
1
2h− a− 2e and f
1
2h− a =
1
2h− a+ 2 f . (22)
We have introduced three free parameters a, b and c in this realization of the Racah algebra.
The operator X (resp. Y ) given by (4) in the finite irreducible representation of su(2) becomes a
diagonal (resp. tridiagonal) matrix. Therefore, if we set |p〉 =
2j∑
n=0
pn|n〉, the eigenvalue problem
Y |p〉 = λ|p〉 (23)
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gives the following recurrence relation for the components of the vector:
pn+1 + f2
(
j − n, j(j + 1))pn + n(2j − n+ 1) f3(j − n, j(j + 1))pn−1 = λpn , (24)
with the convention p2j+1 = p−1 = 0. Similarly for su(1, 1), the following recurrence relation is obtained:
pn+1 + f2
(− ℓ− n, ℓ(ℓ− 1))pn + n(2ℓ+ n− 1) f3(− ℓ− n, ℓ(ℓ− 1))pn−1 = λpn . (25)
When f2 and f3 are given as per (18), these recurrence relations become the ones of the Racah or
Wilson polynomials. More precisely, one finds that the recurrence relations are the ones of
• the Racah polynomial (see Section 1.2 of [13]) for the Lie algebra su(2), with x = 0, . . . , 2j,
pn =
(c− j + 1)n(a− b− j)n(−2j)n
(n− 2j + a)n Rn(τ(x); c − j, a− c− j − 1,−2j − 1, c − b), (26)
with τ(x) = x(x− 2j + c− b) and λ = τ(x) + j(1− b+ c);
• the Wilson polynomial (see Section 1.1 of [13]) for the Lie algebra su(1, 1),
pn =
1
(n + a+ 2ℓ)n
Wn
(
x2; a− b+ c
2
, ℓ− b− c
2
, ℓ+
b− c
2
, 1 +
b+ c
2
)
, (27)
with λ = (b−c)
2
4 + ℓ(ℓ− 1)− x2.
We have collected in the first row of the Table 1 the results of this subsection.
2.3 Specializations of the Racah algebra and polynomials of the Askey scheme
We study now specializations or contractions of the realization of the Racah algebra given by (18). We
show that we obtain the whole list of the recurrence relations of the polynomials of the Askey scheme. The
number of free parameters decreases as the algebra is specialized.
Hahn algebra. Let us introduce a realization of the Racah algebra depending on two free parameters.
The following two operators
X = h(h − α) , (28)
Y = e− (α− 2β − 1) h
2 − αh+ c
(2h − α+ 1)(2h − α− 1)
±(h
2 + (1− 2α)h − c+ (α− 1)α)(h − β)(h − α+ β + 1)
(2h − α)(2h − α+ 1)2(2h − α+ 2) f , (29)
with the upper sign in Y for su(2) and the lower sign for su(1, 1), satisfy the specialization of the Racah
algebra relations which define the Hahn algebra. We give in Table 1 the values of the parameters of
relations (2)-(3) in this case.
The diagonalization of Y are associated to
• the Hahn polynomial (see Section 1.5 of [13]) for the Lie algebra su(2), with x = 0, . . . , 2j,
pn = (−1)n (α+ 1)n(−2j)n
(n+ α− 2j)n Qn(x;β − j, α − β − j − 1, 2j), λ = j − x ; (30)
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• the continuous Hahn polynomial (see Section 1.4 of [13]) for the Lie algebra su(1, 1)
pn =
n!
in(n + 2ℓ+ α)n
pn(x;β + ℓ− d+ 1, 2ℓ− d, d− β − ℓ+ α, d), λ = −ix+ d− ℓ. (31)
Let us remark that the Hahn algebra is isomorphic to the Higgs algebra [21, 16, 7, 6] and to a truncation
of the reflection equation associated to a Yangian [5].
Dual Hahn algebra. The following operators provide a two-parameter realization of the Racah algebra
X = h, (32)
Y = e− 2h2 + (1 + µ+ ν)h∓ (h− µ)(h− ν)f, (33)
with the upper sign in Y for su(2) and the lower sign for su(1, 1). The algebra generated in this case is
called the dual Hahn algebra and is isomorphic to the Hahn algebra. The structure constants are again in
Table 1.
The eigenvectors diagonalizing Y are associated to the following polynomials:
• for su(2), the dual Hahn polynomial (see Section 1.6 of [13])
pn = (µ− j + 1)n(−2j)nRn(τ(x);µ − j,−ν − j − 1, 2j), , λ = τ(x) + j(ν − µ− 1) , (34)
where τ(x) = x(x− 2j + µ− ν);
• for su(1, 1), the continuous dual Hahn polynomial (see Section 1.3 of [13])
pn = Sn
(
x2; ℓ+
µ− ν
2
, ℓ− µ− ν
2
, 1 +
µ+ ν
2
)
, λ = −x2 − ℓ(1− ℓ)− (µ− ν)
2
4
. (35)
Jacobi algebra. The following operators, depending on one free parameter,
X = h(h− α) , (36)
Y = e− 1− α
2 + 4c
2(2h− α+ 1)(2h − α− 1) ∓
h2 + (1− 2α)h − c+ (α − 1)α
(2h− α)(2h − α+ 1)2(2h− α+ 2) f , (37)
with the upper sign in Y for su(2) and the lower sign for su(1, 1), realize a specialization of the Racah
algebra relations which pertain to the Jacobi algebra. The structure constants of this algebra are listed in
Table 1.
In this case, the recurrence relation, for su(1, 1) and α ∈]− 1,∞[, are those of the Jacobi polynomials
(see Section 1.8 in [13]) where ℓ = β+12 with β ∈]− 1,∞[ and
pn(x) =
n!
n+ α+ β + 1
P (α,β)n (x) λ =
x
2
for x ∈ [−1, 1] . (38)
Lie type algebras. The following linear combinations of the generators of the Lie algebras su(2) or
su(1, 1)
X = h, (39)
Y = e− bh+ f, (40)
lead also to a specialization of the Racah algebra. In this case, the Racah algebra becomes a Lie algebra.
The explicit specialization of the parameters of the Racah algebra is given in Table 1.
The eigenvectors diagonalizing Y are associated to the following families of polynomials:
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• for su(2) and b ∈ R, one obtains the Krawtchouk polynomials (see Section 1.10 of [13]) by letting
b = ǫ (1−2p)√
p(1−p) with ǫ ∈ {1,−1}, p ∈]0, 1[ and
pn(x) =
(
ǫ√
p(1− p)
)n
(−2j)npnKn(x; p, 2j), λ = ǫ(x− j)√
p(1− p) for x = 0, 1, . . . 2j ; (41)
• for su(1, 1) and
– b ∈] − ∞,−2[∪]2,∞[, one finds the Meixner polynomials (see Section 1.9 of [13]) by letting
b = ǫ
(
1
c
+ c
)
with ǫ ∈ {1,−1}, c ∈]0, 1[ and
pn(x) = (2ℓ)n
( −ǫc
c+ 1
)n
Mn(x; 2ℓ, c
2), λ = ǫ
(
1
c
− c
)
(x+ ℓ) for x = 0, 1, . . . ; (42)
– b ∈] − 2, 2[, one gets the Meixner-Pollaczek polynomials (see Section 1.7 of [13]) by letting
b = −2ǫ cos φ with ǫ ∈ {1,−1}, φ ∈]0, π[ and
pn(x) = ǫ
nn!P (ℓ)n (x;φ), λ = 2ǫ sin (φ)x for x ∈ R ; (43)
– b ∈ {−2, 2}, one arrives at the Laguerre polynomials (see Section 1.11 of [13]) by letting b = 2ǫ
with ǫ ∈ {1,−1} and
pn(x) = (−ǫ)nn!L(2ℓ−1)n (x), λ = ǫx for x ∈ [0,∞[ . (44)
Oscillator Racah algebra. Finally, we give here a realization of the Racah algebra in terms of the
oscillator algebra osc. The following linear combinations of the generators of the oscillator algebra osc
X = n, (45)
Y = a+ b n+ a†. (46)
generate a specialization of the Racah algebra called the oscillator Racah algebra. The parameters are
again given in Table 1.
The associated polynomials are in this case:
• b ∈ R 6=0, one gets the Charlier polynomials (see Section 1.12 in [13]) by letting b = ǫ√a with a > 0
and
pn(x) = (−ǫ
√
a)nCn(x; a), λ = ǫ
x− a√
a
for x = 0, 1, . . . ; (47)
• b = 0, one finds the Hermite polynomials (see Section 1.13 in [13]) by letting
pn(x) = 2
−n
2Hn(x), λ =
√
2x for x ∈ R . (48)
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3 Deformed case
We study now the case β 6= ±2, that is q not equal to 1. After a shift of the generators and by setting
β = q2 + q−2, the defining relations (2)-(3) of AW (3) can be rewritten in the form [18, 19]
[X , [X ,Y]q ]q−1 = ωX + ρY + η, (49)
[Y, [Y,X ]q ]q−1 = ωY + ρ∗X + η∗, (50)
where [X ,Y]q = qXY − q−1YX . We suppose that q is not a root of unity.
We shall give different realizations of the Askey–Wilson algebra for β 6= ±2 in terms of Uq(su(2)) or
Uq(su(1, 1)). In the irreducible representation of Uq(su(2)) or Uq(su(1, 1)), Y will turn into the difference
operator that defines the orthogonal polynomials of the q-deformed part of the Askey scheme [13]. We can
recover in this way all the different polynomials given in [13], we shall however limit ourselves to providing
some explicit examples.
3.1 Quantum Lie algebras Uq(su(2)) and Uq(su(1, 1))
We here recall the definition of the quantum algebras Uq(su(2)) and Uq(su(1, 1)) and also introduce (some
of) their irreducible representations.
The quantum Lie algebras Uq(su(2)) and Uq(su(1, 1)) are generated by E, F and q
H subject to
qHE = qEqH , qqHF = FqH , [E,F ] = ±[2H]q , (51)
where [X]q =
qX−q−X
q−q−1 . The upper (resp. lower) sign in the previous relation corresponds to Uq(su(2))
(resp. Uq(su(1, 1))). The Casimir element is given by
C = (q − q−1)2(±EF + [H]q [H − 1]q) + q + q−1 . (52)
The finite irreducible representations for Uq(su(2)) are characterized by an integer or a half-integer j
and are given explicitly by
E|n〉 = |n− 1〉 for 1 ≤ n ≤ 2j and E|0〉 = 0 , (53)
F |n〉 = [2j − n]q[n+ 1]q |n+ 1〉 for 0 ≤ n ≤ 2j , (54)
K|n〉 = qj−n |n〉 for 0 ≤ n ≤ 2j , (55)
where { |n〉 | 0 ≤ n ≤ 2j } is a basis of C2j+1. In this representation the Casimir element C is q2j+1+q−2j−1
times the identity matrix.
One infinite irreducible representations series for Uq(su(1, 1)) is characterized by a positive real ℓ and
given explicitly by
E|n〉 = |n− 1〉 for n ≥ 1 and E|0〉 = 0 , (56)
F |n〉 = [2ℓ+ n]q[n+ 1]q |n+ 1〉 for n ≥ 0 , (57)
K|n〉 = q−ℓ−n |n〉 for n ≥ 0 . (58)
In this representation, the Casimir element C is q2ℓ−1 + q−2ℓ+1 times the identity matrix.
8
3.2 Askey–Wilson algebra and Askey–Wilson/q-Racah polynomials
In the following, we give a three-parameter realization of the operators X and Y in the form (1) which
satisfies the Askey–Wilson algebra relations. These operators X and Y are (the upper (resp. lower) sign
is for Uq(su(2)) (resp. Uq(su(1, 1))) ):
X = K2 − aK−2 , (59)
Y = E +K2
(
(1−a)(a−bc)
a
+ (b+ c)C
)
(K4 − a) + ((b+ c)(a− 1) + (a− bc)C) (q + q−1)K2
(q − q−1)(q−2K4 + a)(q2K4 + a)
±qK2 (a
2 + aqCK2 + q2K4)(bqK2 + a)(qK2 − b)(qK2 − c)(qcK2 + a)
a(K4 + a)(q2K4 + a)2(q4K4 + a)
F , (60)
and they satisfy the relations (49)-(50) of AW (3) that read here:
1
q2 − q−2 [X , [X ,Y]q ]q−1 =
1
q + q−1
(
(a− 1)(a − bc)
a
− (b+ c)C
)
X + a(q2 − q−2)Y
+(1− a)(c + b)− (a− bc)C, (61)
1
q + q−1
[Y, [Y,X ]q ]q−1 =
q − q−1
q + q−1
(
(a− 1)(a − bc)
a
− (b+ c)C
)
Y + bc
a
(q + q−1)X
+
(a− bc)(b+ c)
a
+
(a− 1)bc
a
C. (62)
As explained in Section 2.2, the components of the eigenvectors diagonalizing Y of the form (1) satisfy
a three-term recurrence relation. Here, in the deformed case, for Uq(su(2)), it is
pn+1 + f2
(
qj−n, q2j+1 + q−2j−1
)
pn + [2j − n+ 1]q[n]q f3
(
qj−n, q2j+1 + q−2j−1
)
pn−1 = λpn , (63)
and for Uq(su(1, 1)),
pn+1 + f2
(
q−ℓ−n, q2ℓ−1 + q−2ℓ+1
)
pn + [2ℓ+ n− 1]q[n]q f3
(
q−ℓ−n, q2ℓ−1 + q−2ℓ+1
)
pn−1 = λpn . (64)
When the explicit expressions of f2 and f3 given by (60) are used, these recurrence relations become
the ones of the Askey–Wilson or q-Racah polynomials. For example, one finds the q-Racah polynomials
(see Section 3.2 in [13]) for the algebra Uq(su(2)) and for x = 0, . . . , 2j,
pn =
q2jn
(q − q−1)n
(bq−2j+1, cq−2j+1, q−4j ; q2)n
(−aq2+2n−4j ; q2)n Rn
(
µ(x), bq−2j−1,−a
b
q−2j−1, q−2−4j ,−bc
a
∣∣∣q2) , (65)
with
µ(x) = q−2x − bc
a
q2x−4j , λ =
1
q − q−1
(
q2jµ(x)− 2bc
a
q−2j
)
. (66)
3.3 Specializations of the Askey–Wilson algebra
We here turn to specializations or contractions of the realization of the Askey–Wilson algebra given by
(60). We provide different examples where the recurrence relations of the polynomials are recovered. The
number of free parameters decreases as the algebra is more and more specialized.
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Specializations of the general results. If we set the parameter c = 0 in the realization (60) of the
Askey–Wilson algebra, we obtain a simpler algebra and the recurrence relations are those of the q-Hahn
polynomials or of the big q-Jacobi. If we set b = c = 0, we get the recurrence relations for q-Krawtchouk or
little q-Jacobi. For example, for Uq(su(2)) and a ∈ R, one gets the q-Krawtchouk polynomials (see Section
3.15 in [13])
pn =
(−1)nq2jn(q−4j; q−2)n
(q − q−1)n(−aq−4j+2n; q2)nKn(q
−2x; aq−4j , 2j|q2), λ = − q
2(j−x)
q − q−1 for x = 0, 1, . . . 2j. (67)
Dual q-Hahn algebra. The operators with the upper (resp. lower) sign for Uq(su(2)) (resp. Uq(su(1, 1))),
X = K−2 , (68)
Y = E +K2 (q + q
−1)K2 − C + µ+ ν
q − q−1 ∓ qK
2
(
qK2 + µ
) (
qK2 + ν
)
F , (69)
satisfy the following specializations of the AW (3) relations:
[X , [X ,Y]q ]q−1 = (q − q−1)(C − µ− ν)X − q2 + q−2, (70)
[Y, [Y,X ]q ]q−1 = (q − q−1)(C − µ− ν)Y − µν(q + q−1)2X + (q + q−1)(µνC − µ− ν). (71)
When µν 6= 0, the recurrence relations are those of the dual q-Hahn polynomials or the continuous
dual q-Hahn polynomials. Explicitly, for Uq(su(2)), one gets the dual q-Hahn polynomials (see Section 3.7
in [13])
pn =
µn (−q2j−1/µ, q4j ; q−2)n
q2jn(q − q−1)n Rn
(
q2x +
ν
µ
q4j−2x;−q
2j+1
µ
,−νq2j+1, 2j
∣∣∣q−2) , (72)
λ =
µq2(x−j) + νq2(j−x)
q − q−1 for x = 0, 1, . . . 2j . (73)
If ν = 0 (we can also choose µ = 0), one finds the recurrence relations of the affine q-Krawtchouk,
quantum q-Krawtchouk, big q-Laguerre and q-Meixner polynomials. For example, for Uq(su(2)) and
• for µ < −q−2j+1, one obtains the quantum q-Krawtchouk polynomials (see Section 3.14 in [13]) and
pn =
q4jn+n(q−4j ; q2)n
(q − q−1)nq2n2 K
qtm
n (q
−2x;−µq−2j−1, 2j|q2), λ = µq
2(j−x)
q − q−1 for x = 0, 1, . . . 2j ; (74)
• for µ < −q2j−1, one has the affine q-Krawtchouk polynomials (see Section 3.16 in [13]) and
pn =
µnq2jn(−q2j−1/µ, q4j ; q−2)n
(q − q−1)n K
aff
n (q
2x;−q
2j+1
µ
, 2j|q−2), λ = µq
2(x−j)
q − q−1 for x = 0, 1, . . . 2j .
(75)
q-Lie type algebras. We set
X = K−2 , (76)
Y = E − a
q − q−1K
2 + qK2F . (77)
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These X and Y satisfy the following specializations of the AW (3) relations
[X , [X ,Y]q ]q−1 = (q − q−1)aX , (78)
[Y, [Y,X ]q ]q−1 = (q − q−1)Y + (q + q−1)2X − (q + q−1)C. (79)
Again, the eigenvectors diagonalizing Y are associated to various polynomials. For example,
• for Uq(su(2)) and a ∈ R, one gets the dual q-Krawtchouk polynomials (see Section 3.17 in [13]) by
letting a = c− 1/c with c ∈ R and, for x = 0, 1, . . . , 2j,
pn =
(q4j ; q−2)n
(q − q−1)nq2jncnKn(q
2x − c2q−2x+4j;−c2, 2j|q−2), λ = q
2(x−j)/c− cq2(j−x)
q − q−1 ; (80)
• for Uq(su(1, 1)), one obtains:
– the Al-Salam Chihara polynomials (see Section 3.8 in [13]), by defining c by q2ℓc + 1
cq2ℓ
= −ǫa
and ǫ ∈ {1,−1},
pn =
ǫn
(q − q−1)nQn
(
x; c,
1
cq4ℓ
∣∣∣q−2) , λ = 2ǫx
q − q−1 for x ∈ [−1, 1]. (81)
Let us remark that for c > 1 (which is the condition such the orthogonality of the polynomials
to hold), the parameter of the algebra satisfies a ∈]−∞,−2] ∪ [2,∞[;
– the q-Meixner Pollaczeck polynomials (see Section 3.9 in [13]), where a = −2ǫ cosφ with ǫ ∈
{1,−1},
pn =
ǫn(q−2; q−2)n
(q − q−1)n Pn(x; q
−2ℓ|q−2), λ = 2ǫx
q − q−1 for x = cos(θ + φ) and θ ∈ [−π, π]. (82)
In this case, the parameter of the algebra satisfies a ∈ [−2, 2].
4 Conclusions
Summing up, we have provided a new realization of the Askey–Wilson algebra in terms of the quantum
algebras Uq(su(2)) and Uq(su(1, 1)). A new realization for the Racah algebra in terms of Lie algebras
was also given. We have shown that the representations we have introduced allow to obtain directly the
recurrence relations of the orthogonal polynomials at the top of the Askey scheme : the (q−)Racah or the
Wilson polynomials. We have also specialized the general case to get different simpler algebras and showed
that the recurrence relations of other polynomials of the Askey scheme can also be recovered. The merit
of this work is to show that it is possible to find an algebraic realizations of the Askey–Wilson algebra in
terms of simpler algebras in a way that the recurrence relation of the associated polynomials are recovered
directly. It would be interesting to use these new realizations to construct in particular some realizations
of the algebraic Heun operators recently introduced [11]. The case q = −1 would deserve also a careful
investigation: it corresponds to the Bannai–Ito algebra and the eponym polynomials.
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