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Abstract Electron spectrometry is traditionally chal-
lenging due to the difficulty of correctly reconstructing
the original energy of the detected electrons. Silicon
Drift Detectors, extensively used for X-ray spectrome-
try, are a promising technology for the precise measure-
ment of electrons energy. The ability to correctly model
the detector entrance window response to the energy
deposited by electrons is a critical aspect of this ap-
plication. We hereby describe a MonteCarlo-based ap-
proach to this problem, together with characterization
and validation measurements performed with electron
beams from a Scanning Electron Microscope.
Keywords Silicon Drift Detector · Electron spec-
troscopy · beta decay · MonteCarlo · GEANT4 ·
response function · Scanning Electron Microscope
1 Introduction
SDDs (Silicon Drift Detectors) are flexible solid state
devices characterised by a fast timing and an excellent
energy resolution (close to the Fano limit in silicon).
Thanks to these features and to a well-established tech-
nology, SDDs have revolutionized X-ray spectrometry
in the last 40 years [1,2]. Recently, their application in
the field of beta spectroscopy was proposed [3,4,5,6].
As always when electrons are concerned, the challenge
is to be able to infer with the required accuracy the en-
ergy of the impinging electron. Back-scattering, bremm-
strahlung and dead layers are among the worrisome ef-
fects that can give rise to dramatic systematic errors
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such as sizable distortions of the energy spectra or bi-
ased determination of the real the source rate. The task
is particularly tricky because an accurate reconstruc-
tion of the detector response function implies the use
of a very well known source, devoid of any distortion in
the emitted electron energy spectrum. In this paper, we
discuss a technique based on the use of monochromatic
electron beams as electron source whereas a GEANT4
simulation is used to model electron behaviour.
2 Experimental setup
The hereby presented study has been performed with
a single-pixel SDD used as detector, illuminated by a
mono-energetic electron beam generated by a Scanning
Electron Microscope (SEM), as well as an 55Fe X-ray
source. A very detailed description of the setup used
in this study and a full report on the results of the
measurements at different beam energies and incident
angles can be found in [8]. The process of optimization
of the detector working point for X-rays and electrons
is also described.
2.1 SDD assembly and read-out
The SDD, fabricated by HLL-MPP, has a circular de-
sign with 1600 µm radius active area (Figure 1). The
electric field is generated by polarizing a set of circular
electrodes on the back of the device, while the front sur-
face (where the radiation to be measured is supposed
to hit the detector) is an equi-potential contact realized
with a very shallow (of the order of tens of nanometers)
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2Fig. 1 SDD entrance window with the polarization contact
and reference aluminum structures. The anode and integrated
transistor sit below the central dot. The picture was realised
with the SEM in imaging mode.
implantation covered with a 22 nm thick silicon oxide
passivated layer. The entrance window has no metallic
deposition in order to minimize the amount of passive
material that the radiation must penetrate, but some
reference aluminum structures identify the center of the
device and the cardinal points, ∼100 µm away from the
edge of the active area. At the very center of the circu-
lar active area, where the collection anode is situated,
an integrated transistor acts as the first stage of the
charge integration and signal amplification chain.
The SDD is glued to an integrated circuit board
hosting the readout electronics (front-end) where the
anode signal is collected, the detector and transistor
biases are generated, an ASIC is used as pre-amplifier
[7] and the signal is routed towards a DAQ system.
The DAQ consists of an XGLab Dante DPP (digital
pulse processing unit) based on a 125 MHz, 16 bit digi-
tizer. The programmable DPP applies a digital flat-top
(trapezoidal) filter to the digitized waveform, and fills
a histogram with the amplitude of the events.
The SDD and detector boards are covered with an
aluminum protective case that also acts as the holder
for the 55Fe source. A hole in the cover allows the elec-
tron beam to hit the detector surface with a wide range
of incidence angles.
Fig. 2 Experimental setup with the SDD assembly on the
SEM (Tescan VEGA TS 5136XM ) stage, inside the vac-
uum chamber. The setup consists of: (a) detector board with
single-pixel SDD, (b) preamplifier board, (c) routing of the
signal and biases towards the vacuum feed-through, (d) elec-
tron beam source.
2.2 SEM and electron beam
The electron beam used to characterize the SDD re-
sponse function is generated by a Tescan VEGA TS
5136XM SEM. The detector and front-end electron-
ics are placed on the sample stage of the SEM (see
Figure 2), and connected via vacuum-compatible feed-
throughs to the bias generators and DPP, placed out-
side the SEM vacuum chamber. The SEM stage can be
moved with 1 µm precision along the x, y and z axis,
rotated and tilted. The possibility of tilting the detec-
tor with respect to the electron beam axis is crucial for
this study: the combined analysis of the energy spectra
acquired in a wide range of incidence angles proves very
sensitive to the profile of the entrance window energy-
to-signal conversion. The larger is the beam angle w.r.t.
the surface normal, the longer the effective thickness of
the insensitive (or partially sensitive) part of the detec-
tor that the electrons must penetrate.
The beam emittance, as well as the uncertainty on
its energy, are negligible compared to the size and en-
ergy resolution of the detector. The beam is therefore
considered perfectly collimated and mono-energetic in
the following analysis.
During the measurements, the current of the SEM
beam has been reduced well below the minimum set-
tings by reducing the heating current of the electrons
source. In this way the event rate on the detector was
low enough (in the ten kHz range) to make pile-up com-
pletely negligible.
32.3 55Fe X-ray source
A real-time monitor of the energy scale and energy res-
olution of the SDD is performed thanks to the presence
of the 55Fe source that contributes for about one-tenth
of the overall counting rate measured by the detector
(∼3 kHz). The Fe source illuminates uniformly the sur-
face of the SDD and the surrounding material. As a con-
sequence, in all the spectra the main full energy peaks
(5.9 and 6.5 keV) are visible. In order to extend the
comparison of the (real and simulated) spectra below
∼6 keV, a properly normalized spectrum of the 55Fe
alone is added to the simulated electron spectrum be-
fore the calculation of the χ2 (Section 3.3).
3 Detector response model
One of the most tricky aspects of SDD characterization
is the reconstruction of their energy-response function,
R(E;E0, α), that is defined as the probability of mea-
suring an energy E when the incoming electron energy
is E0 and the incident angle is α. The main structures
in this function are:
1) a “full energy” peak, with a FWHM that measures
the energy resolution of the device. The position of
this peak is slightly below the electron beam energy,
due to a DC polarization of the entrance window of
-110 V and to the effect of a partial signal generation
efficiency at the surface (Section 3.2);
2) a left-side tail due to an incomplete collection of the
charges produced by particle interaction;
3) a roughly flat and featureless continuum at low en-
ergy due to a energy losses outside the detector vol-
ume, both from bremsstrahlung X-ray emission and
electron back-scattering;
4) silicon X-ray escape peaks generated when a silicon
X-ray produced by the electron interaction leaves
the detector.
The structures described by 1), 3) and 4) are a con-
sequence of the mechanism of interaction of the elec-
trons with matter, and would be present also with an
ideal detector with the ability of convert all the de-
posited energy into a readable signal. Their relative
magnitude is obtained with the GEANT4 simulation
described in Section 3.1.
The width of the full energy peak 1) is dominated
by the combination of electron-hole pairs statistics and
electronic noise. It is reproduced by convolving the out-
put of the simulation with a gaussian function whose
width is defined by
σ(E) = σnoise ⊕ σe−h
√
E (1)
where σnoise and σe−h are obtained by the analysis of
X-ray calibration data.
The detector entrance window is the major source
of the effect 2). Its treatment is described in Section 3.2.
An alternative approach to account for the effect of the
entrance window would be an event-by-event simula-
tion of the full device that describes charge production,
drift and collection. This approach would be too compu-
tationally demanding and complex to be implemented
in a real-life application, where an effective model is
much more efficient when dealing with a large number
of events of a typical application [3,4,6].
In the case of X-rays, the entrance window has a
mild effect on R(E): most of the photons interact in
the very bulk of the detector where charge collection is
fully efficient. The R(E) still features a gaussian peak,
corresponding to the X-ray nominal energy, and the
low energy continuum, but the effect of the entrance
window is negligible. In the case of electrons, the ef-
fect of the entrance window is more dramatic because
no electron can reach the fully active detector volume
without experiencing an energy loss in the shallower
layers. The peak is shifted toward lower energies (by
an amount proportional to the minimum amount of en-
ergy that the electron can loose in the inactive volume
when crossing it perpendicularly with minimal devia-
tions) and deformed. The low energy continuum is also
more pronounced, mostly because of the high probabil-
ity of electron back-scattering. Moreover, by changing
the incidence angle of the electron beam with the SDD
surface, the relative importance of the different effects
can be changed. The further from normal incidence,
the larger the amount of energy lost in the inactive and
partially active parts of the entrance window, and the
larger the probability of backscattering. For this reason
an electron beam is an optimal solution for this char-
acterisation.
3.1 MonteCarlo simulation of beam interaction
We use GEANT4 [9] to simulate the interaction of an
electron of energy E0 entering the SDD with an angle
α. The simulation predicts the punctual energy depo-
sitions Ei(x, y, z) along the electron track inside the
material. At each step the different energy-depositing
processes (continuous energy loss, nuclear diffusion) as
well as the production and propagation of secondary ra-
diation (bremsstrahlung, photo-electric effect, Rayleigh
and Thomson scattering, X-ray escape) are considered.
The detector is modeled as a homogeneous layer of
silicon. Relevant parts of the setup located near the
detector active volume (PCB, detector holders, etc.)
are also included in the simulation in order to account
4for the contribution to the signal of escaping radia-
tion re-entering the detector after interacting with the
surrounding material. For each value of E0 and α a
large number of electrons (events) is simulated, and for
each event the coordinates of each energy deposition
are recorded. This information is later weighted for the
Q.E. (section 3.2) to extract the expected signal mag-
nitude.
As the energy of the electrons is relatively low (few
of keV) and the required spatial accuracy of the simula-
tion very high (the SDD Q.E. is expected to show rele-
vant variations on the scale of tens of nanometers), the
usual statistical treatment of the energy depositions can
lack the required accuracy and some non-standard set-
tings of GEANT4 (SingleScattering and G4StepLimiter
feature) have been tested looking for the configura-
tion that better reproduces the data. The choice of the
physics processes to be included in the simulation and
their parametrisation has been validated by our group
in various experimental conditions with a variety of de-
tectors, from the conventional scintillators and semi-
conductor detectors to thermal detectors [11,12,13].
3.2 Energy-to-signal conversion efficiency
Once the information about the energy deposited by
each event at different coordinates inside the SDD is
generated by the GEANT4 simulation and recorded,
an analytical model (fQE(z; θ)) of the energy-to-signal
conversion (Q.E.) is applied to the electron sample in
order to build the expected spectrum of recorded ampli-
tudes. The recorded amplitude is defined as a weighted
sum of the energy depositions:
E =
∑
Ei(x, y, z) · fQE(z; θ) (2)
The Q.E. model f(z; θ), acting as a weight function,
is assumed to depend only on the z coordinate (but
the study could, in principle, be extended to a higher
dimensional model), i.e. the penetration depth. f also
depends on a set of parameters, θ.
The general shape of the Q.E. reflects the technol-
ogy used to build the SDD entrance window: an oxide
layer exists on the device surface (any electron-hole pair
produced here contributes to the signal formation with
a constant probability, p0, that is expected to be zero
but is still left as a free parameter in the optimization
process), followed by a volume where the charge collec-
tion is at work but not fully efficient. For this partic-
ular device the thickness of the oxide dead layer, t, is
expected to be ∼22 nm. Increasing z beyond the bound-
ary between the oxide and the active silicon, a volume
Fig. 3 Energy-to-signal conversion efficiency (Q.E.) para-
metric model. In blue the most generic form of the Q.E., with
a shallow layer of partial efficiency followed by an exponen-
tially increasing region with free intercept. The green curve
is the configuration eventually found to better fit the data,
with gray bands representing the curves obtained by varying
by ±1σ the free parameters in an uncorrelated way. In the
lower panel a conceptual sketch of a recorded MonteCarlo
event for a low energy electron. The total signal is evaluated
as the energy Ei deposited along each step, weighted for the
Q.E. evaluated at the corresponding coordinates.
where the implantation of the entrance window con-
tact occurred is encountered. Here the Q.E. is assumed
to start from a value p1 and gradually approaches a
unitary value with a regular behaviour that we de-
cided to model as an exponential with scale parame-
ter λ[14,15]. Once the free parameters of the model,
θ = {t, p0, p1, λ}, are defined, the Q.E. can be written
as:
fQE(z; t, p0, p1, λ) =

p0 z < t
1 + (p1 − 1) exp
(
−z − t
λ
)
z > t
The aim of this study is to show that a set of op-
timized parameters, θˆ, can be obtained by comparing
the simulated spectra with real data. The resulting re-
sponse function can be used to predict the shape of the
measured spectrum for any source of electrons illumi-
nating the SDD. In this particular work, in order to
significantly speed up the minimization process, we as-
sume p0 = 0 and t = 22 nm, as the oxide layer thickness
is known from the design of the device and fabrication
process.
53.3 Fitting procedure and estimation of model
parameters
The estimation of the best parameters θˆ is performed
with a simultaneous least square fit of the simulations to
the available data-sets (different energies and angles).
The data used for this analysis have been collected with
three beam energy settings (5, 10 and 20 keV) and inci-
dence angles varied between 5 and 60 with a step of 5.
It’s worth noting that the real energy E0 of the beam
is assumed to be 110 eV smaller than the energy set-
ting of the SEM, due to the polarization of the entrance
window contact. For each beam condition (defined by
energy E0 and incidence angle α) we run a high statis-
tics (in order to make the statistical errors of the model
subdominant) simulation recording the punctual energy
depositions Ei(x, y, z) occurring in the SDD. We then
process each event in the simulation with the selected
f(z, θj) model to obtain the simulated energy spectrum
that we expect to measure if the Q.E. were described by
the set of parameters θj that we compare with the ex-
perimental one. We sample the θ parameter space and
for each point (θj) we perform a simultaneous compar-
ison of the real and simulated spectra for all available
E0 and α. From this comparison we extract a χ
2 value
for each point j in the θ space as:
χ2j =
∑
E0,α
χ2E0,α;j . (3)
Each term in the sum in Equation 3 is defined as
χ2E0,α;j =
∑
n
(Dn(E0, α)− Sn(E0, α; θj))2
Dn(E0, α)
, (4)
where Dn(E0, α) is the number of events in the n-
th bin of the data with beam energy E0 and incidence
angle α. Sn(E0, α; θj) is the content of the n-th bin in
the corresponding simulation, processed with a the j-th
set of model parameters θj . We exclude the bins cor-
responding to energies smaller then 3 keV from the χ2
calculation as threshold effects, as well as random trig-
gers of noise fluctuations introduce distortion in this
energy region that we don’t model in our simulation.
Similarly, we consider only energies up to 200 eV (1
keV) above the beam energy for the 5 keV (10 and 20
keV) data-sets. We don’t expect any relevant informa-
tion above these thresholds.
The minimum value among the χ2j corresponds to
the best set of parameters θ˜. We extract statistical er-
rors on these parameters by interpolating the region
around the minimum and marginalizing. In order to
account for possible biases in the estimation of the pa-
rameters deriving from the fact the model that we used
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Fig. 4 Values of the two free parameters λ and p1 obtained
from the fits of the single angle (α) data-sets. For reference,
the average of the points (dashed), as well as the global fit
result (solid black) and the associated errors (solid grey) are
reported. The result of the fit is stable with respect to the
choice of the subset of analyzed data, and the spread of the
results is therefore used as a measure of the error associated
to the global fit outcome.
might be an over-simplification of the real response, we
repeat the fitting procedure on reduced data-sets cor-
responding to single angles (summing over the different
energies). We therefore obtain a total of 12 best fit val-
ues (Figure 4), and we report their RMS as an estima-
tion of the systematic error associated to the best fit
from the simultaneous fit. The resulting values for the
free parameters are the following:
λ = (59.8± 3.1) nm
p1 = (9± 5)%
As expected given the large amount of statistics in
the single spectra, the statistical error is negligible and
the uncertainty on the parameters is completely dom-
inated by the systematics contribution, accounting for
the small deviations of the model from the data in some
regions of the spectrum.
In Figure 5 a bi-dimensional projection of the re-
duced χ2 in the (λ, p1) plane is reported for reference.
Together with the minimum, corresponding to χ˜2 = 3.3,
correlations between the parameters can be extracted
with this method.
Figure 6, 7 and 8 show three examples of comparison
between data (red) and the MonteCarlo reconstruction
(blue) performed with the best set of parameters θˆ for
three of the (E0, α) combinations. The global agreement
between the data and the model is remarkably good in
the wide range of energies and angles analysed, with
the maximum deviation over all the 36 spectra being of
the order of 10% of the peak intensity over few (out of
many thousands) energy bins.
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Fig. 5 Projection of the reduced χ2 in the (λ, p1) plane. Min-
imum and correlations between parameters can be extracted
from these projections. The error bars are dominated by sys-
tematic effects that have been evaluated as the RMS of the
results obtained by repeating the fit on the 12 independent
subsets of data corresponding to single incident angles.
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Fig. 6 Data (red) and MC reconstruction (blue) of the re-
sponse function to 5 keV electrons hitting the surface of the
SDD with a 30 angle. The reconstruction is obtained with
the best fit response function from the global analysis of the
different energies and incidence angles. The χ2 is calculated
only in the non-shaded regions. The region below 3 keV is al-
ways excluded because threshold and random trigger (noise)
effects are not modelled in our simulation, while the upper
limit is slightly above the beam energy.
4 Conclusions
This work presents a method to develop a model of
the response of an SDD to keV electrons. The response
function is built by comparing GEANT4 simulations,
processed with an analytical model of the Q.E. of the
SDD entrance window with data acquired when illu-
minating a device with mono-energetic electron beams
and X-rays. A precise knowledge of the device response
function is crucial for any application of SDDs requiring
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Fig. 7 Data (red) and MC reconstruction (blue) of the re-
sponse function to 10 keV electrons hitting the surface of the
SDD with a 45 angle. The χ2 is calculated only in the non-
shaded regions. The region below 3 keV is always excluded
because threshold and random trigger (noise) effects are not
modelled in our simulation, while the upper limit is slightly
above the beam energy.
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Fig. 8 Data (red) and MC reconstruction (blue) of the re-
sponse function to 20 keV electrons hitting the surface of the
SDD with a 60 angle. The χ2 is calculated only in the non-
shaded regions. The region below 3 keV is always excluded
because threshold and random trigger (noise) effects are not
modelled in our simulation, while the upper limit is slightly
above the beam energy.
systematics-free spectroscopy of electrons: from funda-
mental physics searches[5,6,16] to radio-protection and
metrology where SDD could represent a cheap and com-
pact alternative to classical instruments and methods[18,
17].
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