Abstract-This paper applies a recently developed neural network called plausible neural network (PNN) to function approximation. Instead of using error correction, PNN estimates the mutual information of neurons between input layer and hidden layer. The simple theory and training algorithm of PNN lead to a faster converging rate over that of feedforward neural networks. Experiment results confirm PNN has much better training performance. In addition, the bi-directional network structure of PNN provides the flexibility of approximating any attribute of the data within a single framework. As a result, PNN can compute a function and its inverse in the same network even the inverse function generally is a one-to-many mapping.
be trapped in a local minimum. In addition, the sufficient number of hidden neurons to approximate an arbitrary function might be impractically large in some cases.
In this paper, we apply a recently developed neural network called Plausible Neural Network (PNN) to function approximation. PNN is introduced by Chen in 2003 [9] [10] . It is a hybrid model of estimating probabilistic and possibilistic inferences [9] . PNN uses the mutual information as the basis for approximate functions instead of training with error gradient descend. Based on this characteristic, PNN performs a rapid training with good function approximation results. Moreover, the fuzzy set theory is integrated in PNN for the continuous variable coding. Along with bi-directional feature and missing-data tolerance structure, PNN can approximate any single-valued variable as well as multi-valued variable in the same network. In the training phrase, all the variables in a PNN are considered as inputs. After the PNN is trained, users can freely decide which variables are inputs and which are outputs. In order to compare the function approximation results of PNN with those of other neural networks, we apply PNN and feedforward error back propagation neural networks to approximating the same functions.
This paper is organized as follows. Section II describes the PNN architecture as proposed by Chen. Section III illustrates how we implement function approximation using PNN. Section IV demonstrates the experiment results comparing to multilayer feedforward neural networks. Section V closes the paper with conclusions and open issues of using PNN for function approximation.
II. PLAUSIBLE NEURAL NETWORK
A. Network Architecture A basic PNN architecture consists of two layers (input layer and hidden layer) of cooperative and competitive neurons with complete, bidirectional, and symmetric connections. Fig.1 shows the basic architecture for a PNN model. Each input attribute is encoded into a group of competitive neurons which uses winner-take-all (WTA) algorithm to interpret the value of the attribute(e.g. in Fig. 1 the input WTA ensemble (X 1 , X 2 , X 3 ) encodes the values of attribute A1). WTA not only works with mutual information content weights but also has the computational power of nonlinear activation functions [11] . Afterward, the input WTA ensembles cooperate to determine the values of the WTA ensemble in the hidden layer. Each hidden neuron, generally speaking, represents a pattern or cluster for the given training dataset. In other words, while inputting a data sample to the trained PNN, PNN is able to determine which patterns or clusters the data sample might contain or belong to. 
B. Attribute Value Coding
To encode the attribute value into a WTA ensemble, first, each WTA ensemble has to be under one condition: for a WTA ensemble (X 1 , X 2 ,… ,X k ) where
In this manner, for a categorical attribute, we can use one neuron to represent one categorical value intuitively. For example, an attribute, color, with three possible values (red, green, and blue) can be expressed by a WTA ensemble with three neurons (X1, X2, X3). An input (1,0,0) represents red, such as, (0,1,0) is green while (0,0,1) as blue.
As to the continuous attribute, a fuzzy set coding fits in perfectly for the WTA ensemble. Each neuron in the continuous-attribute WTA represents one fuzzy membership function and the value is the degree of membership for the specific membership function. For example, a continuous attribute ranged from 0 to 6 can be expressed by a four-neuron WTA ensemble (X1, X2, X3, X4). Assuming the triangular fuzzy membership function is chosen, the WTA represents four fuzzy membership functions where the centers locate at 0, 2, 4, and 6. The encode process is called fuzzification. A continuous value, say 3.2, can be encoded as (0, 0.4, 0.6, 0) representing the degrees of membership for each corresponding membership function. To recover the value from the encoded fuzzy set, defuzzification is applied. From the last example, 3.2 can be recovered from 0.4*2+0.6*4. In PNN terms, each fuzzy set in the ensemble is called a bin and a triangular bin is a triangular membership function. 
C. Connection Weights
The weight definition in PNN is based on the mutual information content which can determine the strength of the relationship between an input neuron and a hidden neuron. Consider two neurons, x and y, where the input for neurons is continuous variable in [0,1], which represent the state of neurons, and the weight between two neurons is given by the mutual information content. (Note we call (1) mutual information content since (1) is a factor in the mutual information formula.) 
D. Forward and Reverse Firing
One of the properties of PNN is bidirectional weight. PNN can be carried out in both directions between input neurons and hidden neurons. In this sense, forward firing is referred to triggering input neurons to activate the hidden neurons and reverse firing is referred to triggering hidden neurons to activate input neurons.
For the forward firing, to determine which hidden neurons to activate, a competition method is applied for each hidden neuron in the WTA ensemble. Consider a m*n PNN network, there are n competitive hidden neurons, y 1 ,y 2 …y n , in the same WTA, the input vector is [ 
In (2), α is a threshold value to cut the weak signal. Each competitive neuron in WTA has to obtain a value greater than α to become a winner. Since the above firing method could produce multiple winners depending on the α value, sometimes, it is referred to the soft-max competition method. On the other hand, if we set up PNN to determine only one winner at a time, it is referred to the hard-max competition method. In (3), κ is the temperature argument that can amplify the signals. The default setting for κ is usually 1.
Unlike the traditional neural networks, bi-directional PNN structure allows to reverse firing direction. In that case, the input vector is taken from the hidden layer, and the outputs can be computed at the input layer. The reverse firing works the same way as forward firing only in the different direction. However, if we reverse fire to a continuous attribute, a defuzzification needs to be applied after the winners are determined.
E. Training Algorithm
In PNN, a training method is required to estimate the weights which contain the max information knowledge between input neurons and hidden neurons for the given training dataset. To evaluate weights, we have to evaluate P(X i ,Y j ), P(X i ), and P(Y j ) based on the definition given in (1) . We can use the training dataset to evaluate P(X i ,Y j ), P(X i ), and P(Y j ). Given the past n co-firing history of two neurons X i and Y j , (X i k , Y jk ), k = 1,2,…,n, based on the binary coding and fuzzy set coding, the maximum estimate likelihood function in weight connection can be denoted as:
The learning method is based on the computation of belief. Each training procedure measures the action potentials for hidden neurons. The training algorithm is shown in Fig. 2 Step through the training dataset to calculate the new weights using (4) Given the new weights, fire training set forward to get a new fire matrix PNN provides a unified architecture for multiple tasks related to pattern recognition since the hidden neurons represent the hidden patterns or clusters for the dataset. Based on the discovered patterns, several data analysis tasks can be applied such as clustering, classification, rule discovery and prediction. PNN also can apply to function approximation by interpreting the found patterns. The architecture of PNN for function approximation is same as that shown in Fig. 1 . Instead of pre-defining input/output attributes as done in the feedforward neural networks, all the attributes are considered as inputs in PNN during the training phase. The main PNN design factor at this step is to determine how many hidden neurons are sufficient to capture all the patterns in the given dataset. After PNN is trained, users can freely use a set of known attributes to approximate any unknown attribute in the network.
The idea behind the function approximation using PNN is described next. In a trained PNN, given the known attributes, (X 1 ,X 2 …,X n ), we want to compute the unknown attribute Y representing the functional relationship Y= f (X 1 ,X 2 …,X n ). First, all the attributes (X 1 ,X 2 …,X n , and Y) are encoded to an input vector based on the PNN coding scheme. Since Y is unknown, it is treated as a missing value which is coded as a null vector. Next, we fire the input vector forward to trigger the hidden neurons. The activated hidden neurons, in general, indicate the combined patterns this input vector contains. We then reverse fire the output of the hidden neurons back to the input layer. In the reverse firing, we only need to fire to the unknown attribute, Y. In other words, we use the reverse firing to find the possible value or values of Y that are associated with the fired pattern. After the forward and reverse firing computation, the approximated value of attribute Y can be obtained from the output of the WTA ensemble using the coding scheme.
Due to the PNN coding scheme, the output may contain multiple values in a single WTA ensemble (attribute). To extract the multiple values from a categorical attribute, α cut is applied. Specifically every competitive neuron in the WTA with value greater than α cut value is considered to be a potential output. memberships of the multiple values are overlapped in the close proximity of the combined fuzzy set (due to the small number of bins used in the example coding), the multiple values can only be approximated but not be exactly predicted. One approach to avoiding the close overlapping is to use a larger number of bins for the continuous attribute coding.
To achieve better results of function approximation, low α cut is suggested for the hidden layer. Although higher α cut leads to faster convergence, it also produces a discrete function for the approximation due to the lost of information. Experiment also shows that the temperature argument κ can help to avoid trapping in the local minima. In addition, higher temperature also leads to faster convergence. However, higher temperature also amplifies the separation of signals and thus may introduce unwanted noise.
IV. EXPERIMENTS
In this section, we present several experimental results for function approximation using PNN. To compare the results, a feedforward neural network (FFNN) is implemented to approximate the same functions as used for the PNN experiments. First, a Gaussian function is used to test the performance of PNN and FFNN. We set up the Gaussian function with μ=50 and σ=15. The independent variable of the Gaussian function , X, ranges from 0 to 100. We generate 150 points with outliers for the training dataset and 350 points for testing.
For the PNN configuration, 30 bins are specified for each continuous attribute, and the number of hidden neurons is 20. To train the PNN, we assign α cut = 0.001 and κ = 1. The number of maximum iterations is set to 300. In this experiment, PNN stabilized in 164 iterations with mean square error (MSE) 0.0019. The MSE for the testing dataset tested with the trained PNN is 0.0023. Fig. 3 shows the result of this approximation using PNN. The result also shows the capability of PNN to reduce the effect of the outliers. Fig. 3 . Approximate Gaussian function using PNN Fig. 4 shows the result of the approximation of the same function using FFNN. The neural network contains one hidden layer with 20 hidden neurons. The error criterion is set to 0.001 and the maximum iteration is 10,000. The result in Fig. 4 indicates the error criterion is not satisfied. The training stops at 10,000 iterations with mean square error 0.0018. Comparing the results, to meet the similar error criterion, PNN converges much faster than the FFNN. Fig. 4 . Approximate Gaussian function using FFNN Table 1 and Fig. 5 show the mean square errors of the first ten iterations for both PNN and FFNN in the last experiments. As shown, PNN reduces the error much more rapidly than FFNN does in the first 10 iterations. However, the error fluctuates slightly (increases sometimes) when PNN is near stabilized because the PNN training is based on maximizing the total mutual information rather than on minimizing the error function. Another experiment is conducted to test the ability of PNN to approximate multi-valued function. We use the trained PNN in the previous experiment to approximate the inverse of the Gaussian function, which is a multi-valued function.
The input testing set consists of 100 Y values ranging from 0 to 1. We want to compute the associated X values of the input Y values. In Fig. 6 , we show 197 (X,Y) points that are computed from the given Y values using the trained PNN. Note that each Y value produces two X's except the top three Y's whose associated X values are too close to separate by the algorithm proposed in section III. However, the result shows the flexibility and capability of PNN to approximate single-valued as well as multi-valued functions. The proposed PNN for function approximation provides faster convergence and unified bi-directional function approximation. The traditional neural networks even with robust learning algorithms [8] need hundreds of iterations to get quality results, whereas PNN can reach acceptable results in dozens of iterations. Our experiments with many free-drawing functions support our belief that PNN using the training algorithm based on mutual information with sufficient training set and hidden neurons can approximate any continuous function to any degree of accuracy. Insufficient training set or hidden neurons, however, may compromise the approximation performance of PNN. The training set is considered sufficient if it contains important patterns or features of the approximated function.
The capability of PNN to approximate a function and its multi-valued inverse in the same network is a very unique feature not available in other neural network architectures. In terms of knowledge representation, a PNN can be used to represent all the relationships among attributes. In contrast, other neural networks can only be used to represent specific relationships between selected input and output attributes. The algorithm (Section III) used to recover the multiple values from the overlapped WTA fuzzy set in a PNN works well if the multiple values are relatively separable. It is still an issue open for further research if the multiple values are close to each other. Fig. 6 and Fig. 8 show the inadequate separations of the inversed multiple values near the local minima or maxima of the functions using the algorithm. For future research work, we like to extend the algorithm to enhance its separation power. Although applying PNN to the high-dimensional function approximation problem has not yet been tested, we believe that the simplicity and quick convergence of PNN can handle such a large-scale problem without much difficulty.
