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Abstract
We study the problem of structured output
learning from a regression perspective. We
first provide a general formulation of the ker-
nel dependency estimation (KDE) approach
to this problem using operator-valued ker-
nels. Our formulation overcomes the two
main limitations of the original KDE ap-
proach, namely the decoupling between out-
puts in the image space and the inability to
use a joint feature space. We then propose a
covariance-based operator-valued kernel that
allows us to take into account the structure
of the kernel feature space. This kernel op-
erates on the output space and only encodes
the interactions between the outputs with-
out any reference to the input space. To ad-
dress this issue, we introduce a variant of our
KDE method based on the conditional covari-
ance operator that in addition to the correla-
tion between the outputs takes into account
the effects of the input variables. Finally,
we evaluate the performance of our KDE ap-
proach on three structured output problems,
and compare it to the state-of-the-art kernel-
based structured output regression methods.
1. Introduction
In many practical problems such as statistical machine
translation (Wang & Shawe-Taylor, 2010) and speech
recognition or synthesis (Cortes et al., 2005), we are
faced with the task of learning a mapping between
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objects of different nature that each can be character-
ized by complex data structures. Therefore, designing
algorithms that are sensitive enough to detect struc-
tural dependencies among these complex data is be-
coming increasingly important. While classical learn-
ing algorithms can be easily extended to complex in-
puts, more refined and sophisticated algorithms are
needed to handle complex outputs. In this case, sev-
eral mathematical and methodological difficulties arise
and these difficulties increase with the complexity of
the output space. Complex output data can be divided
into three classes: 1) Euclidean: vectors or real-valued
functions; 2) mildly non-Euclidean: points on mani-
folds and shapes; and 3) strongly non-Euclidean: struc-
tured data like trees and graphs. The focus in the
machine learning and statistics communities has been
mainly on multi-task learning (vector outputs) and
functional data analysis (functional outputs) (Caru-
ana, 1997; Ramsay & Silverman, 2005), where in both
cases output data reside in a Euclidean space, but
there has also been considerable interest in expanding
general learning algorithms to structured outputs.
One difficulty encountered when working with struc-
tured data is that usual Euclidean methodology cannot
be applied in this case. Reproducing kernels provide
an elegant way to overcome this problem. Defining a
suitable kernel on the structured data allows to en-
capsulate the structural information in a kernel func-
tion and transform the problem to a Euclidean space.
Two different, but closely related, kernel-based ap-
proaches for structured output learning can be found
in the literature (Bakir et al., 2007): kernel depen-
dency estimation (KDE) and joint kernel maps (JKM).
KDE is a regression-based approach that was first pro-
posed by Weston et al. (2003) and then reformulated
by Cortes et al. (2005). The idea is to define a kernel on
the output space Y to project the structured output to
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Table 1. This table summarizes the notations used in the paper.
input space X structured output space Y
input data xi ∈ X structured output data yi ∈ Y
scalar-valued kernel k : X × X → R scalar-valued kernel l : Y × Y → R
output feature space FY output feature map Φl : Y → FY
set of operators on FY to FY L(FY) operator-valued kernel K : X × X → L(FY)
joint feature space FXY joint feature map ΦK : X × FY → FXY
a mapping from X to Y f a mapping from X to FY g
a real-valued reproducing kernel Hilbert space (RKHS)
FY , and then perform a scalar-valued kernel ridge re-
gression (KRR) between the input space X and the
feature space FY . Having the regression coefficients,
the prediction is obtained by computing the pre-image
from FY . On the other hand, the JKM approach is
based on joint kernels, which are nonlinear similarity
measures between input-output pairs (Tsochantaridis
et al., 2005; Weston et al., 2007). While in KDE sepa-
rate kernels are used to project input and output data
to two (possibly different) feature spaces, the joint ker-
nel in JKM maps them into a single feature space,
which then allows us to take advantage of our prior
knowledge on both input-output and output correla-
tions. However, this improvement requires an exhaus-
tive pre-image computation during training, a problem
that is encountered by KDE only in the test phase.
Avoiding this computation during training is an im-
portant advantage of KDE over JKM methods.
In this paper, we focus on the KDE approach to
structured output learning. The main contributions of
this paper can be summarized as follows: 1) Build-
ing on the works of Caponnetto & De Vito (2007)
and Brouard et al. (2011), we propose a more gen-
eral KDE formulation (prediction and pre-image steps)
based on operator-valued (multi-task) kernels instead
of scalar-valued ones used by the existing meth-
ods (Sec. 3). This extension allows KDE to capture
the dependencies between the outputs as well as be-
tween the input and output variables, which is an im-
provement over the existing KDE methods that fail to
take into account these dependencies. 2) We also pro-
pose a variant (generalization) of the kernel trick to
cope with the technical difficulties encountered when
working with operator-valued kernels (Sec. 3). This al-
lows us to (i) formulate the pre-image problem using
only kernel functions (not feature maps that cannot be
computed explicitly), and (ii) avoid the computation
of the inner product between feature maps after being
modified with an operator whose role is to capture the
structure of complex objects. 3) We then introduce a
novel family of operator-valued kernels, based on co-
variance operators on RKHSs, that allows us to take
full advantage of our KDE formulation. These kernels
offer a simple and powerful way to address the main
limitations of the original KDE formulation, namely
the decoupling between outputs in the image space
and the inability to use a joint feature space (Sec. 4).
4) We show how the pre-image problem, in the case of
covariance and conditional covariance operator-valued
kernels, can be expressed only in terms of input and
output Gram matrices, and provide a low rank ap-
proximation to efficiently compute it (Sec. 4). 5) Fi-
nally, we empirically evaluate the performance of our
proposed KDE approach and show its effectiveness on
three structured output prediction problems involving
numeric and non-numerical outputs (Sec. 6). It should
be noted that generalizing KDE using operator-valued
kernels was first proposed in Brouard et al. (2011).
The authors have applied this generalization to the
problem of link prediction which did not require a pre-
image step. Based on this work, we discuss both the re-
gression and pre-image steps of operator-valued KDE,
propose new covariance-based operator-valued kernels
and show how they can be implemented efficiently.
2. Preliminaries
In this section, we first introduce the notations used
throughout the paper, lay out the setting of the prob-
lem studied in the paper, and provide a high-level
description of our approach to this problem. Then
before reporting our KDE formulation, we provide a
brief overview of operator-valued kernels and their as-
sociated RKHSs. To assist the reading, we list the
notations used in the paper in Table 1.
2.1. Problem Setting and Notations
Given (xi, yi)
n
i=1 ∈ X × Y, where X and Y are the
input and structured output spaces, we consider the
problem of learning a mapping f from X to Y. The
idea of KDE is to embed the output data using a map-
ping Φl between the structured output space Y and a
Euclidean feature space FY defined by a scalar-valued
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kernel l. Instead of learning f in order to predict
an output y for an input x, the KDE methods first
learn the mapping g from X to FY , and then compute
the pre-image of g(x) by the inverse mapping of Φl,
i.e., y = f(x) = Φ−1l
(
g(x)
)
(see Fig. 1). All exist-
ing KDE methods use ridge regression with a scalar-
valued kernel k on X × X to learn the mapping g.
This approach has the drawback of not taking into
account the dependencies between the data in the fea-
ture space FY . The variables in FY can be highly cor-
related, since they are the projection of yi’s using the
mapping Φl, and taking this correlation into account is
essential to retain and exploit the structure of the out-
puts. To overcome this problem, our KDE approach
uses an operator-valued (multi-task) kernel to encode
the relationship between the output components, and
learns g in the vector-valued (function-valued) RKHS
built by this kernel using operator-valued kernel-based
regression. The advantage of our formulation is that it
allows vector-valued regression to be performed by di-
rectly optimizing over a Hilbert space of vector-valued
functions, instead of solving independent scalar-valued
regressions. As shown in Fig. 1, the feature space in-
duced by an operator-valued kernel, FXY , is a joint
feature space that contains information of both in-
put space X and output feature space FY . This al-
lows KDE to exploit both the output and input-output
correlations. The operator-valued kernel implicitly in-
duces a metric on the joint space of inputs and output
features, and then provides a powerful way to devise
suitable metrics on the output features, which can be
changed depending on the inputs. In this sense, our
proposed method is a natural way to incorporate prior
knowledge about the structure of the output feature
space while taking into account the inputs.
2.2. Operator-valued Kernels and Associated
RKHSs
We now provide a few definitions related to operator-
valued kernels and their associated RKHSs that are
used in the paper (see (Micchelli & Pontil, 2005;
Caponnetto et al., 2008; A´lvarez et al., 2012) for more
details). These kernel spaces have recently received
more attention, since they are suitable for leaning in
problems where the outputs are vectors (as in multi-
task learning (Evgeniou et al., 2005)) or functions (as
in functional regression (Kadri et al., 2010)) instead
of scalars. Also, it has been shown recently that these
spaces are appropriate for learning conditional mean
embeddings (Grunewalder et al., 2012). Let L(FY) be
the set of bounded operators from FY to FY .
Definition 1 (Non-negative L(FY)-valued kernel) A
non-negative L(FY)-valued kernel K is an operator-
X Y
FXY FY
ΦK
Φl Φl
-1 
f
g
h
Figure 1. Kernel Dependency Estimation. Our general-
ized formulation consists of learning the mapping g using
an operator-valued kernel ridge regression rather than a
scalar-valued one as in the formulations of Weston et al.
(2003) and Cortes et al. (2005). Using an operator-valued
kernel mapping, we construct a joint feature space from
information of input and output spaces in which input-
output and output correlations can be taken into account.
valued function on X × X , i.e., K : X × X → L(FY),
such that:
i. ∀xi, xj ∈ X , K(xi, xj) = K(xj , xi)∗ (∗ denotes
the adjoint),
ii. ∀m ∈ N∗+, ∀x1, . . . , xm ∈ X , ∀ϕi, ϕj ∈ FY
m∑
i,j=1
〈K(xi, xj)ϕj , ϕi〉FY ≥ 0.
The above properties guarantee that the operator-
valued kernel matrix K =
[
K(xi, xj) ∈ L(FY)
]n
i,j=1
is
positive definite. Given a non-negative L(FY)-valued
kernel K on X × X , there exists a unique RKHS of
FY -valued functions whose reproducing kernel is K.
Definition 2 (FY -valued RKHS) A RKHS FXY of
FY -valued functions g : X → FY is a Hilbert space
such that there is a non-negative L(FY)-valued kernel
K with the following properties:
i. ∀x ∈ X , ∀ϕ ∈ FY K(x, ·)ϕ ∈ FXY ,
ii. ∀g ∈ FXY , ∀x ∈ X , ∀ϕ ∈ FY
〈g,K(x, ·)ϕ〉FXY = 〈g(x), ϕ〉FY .
Every RKHS FXY of FY -valued functions is associated
with a unique non-negative L(FY)-valued kernel K,
called the reproducing kernel.
3. Operator-valued Kernel Formulation
of Kernel Dependency Estimation
In this section, we describe our operator-valued KDE
formulation in which the feature spaces associated to
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input and output kernels can be infinite dimensional,
contrary to Cortes et al. (2005) that only considers
finite feature spaces. Operator-valued KDE is per-
formed in two steps:
Step 1 (kernel ridge) Regression: We use
operator-valued kernel-based regression and learn the
function g in the FY -valued RKHS FXY from the
training data
(
xi,Φl(yi)
)n
i=1
∈ X × FY , where Φl is
the mapping from the structured output space Y to the
scalar-valued RKHS FY . Similar to other KDE formu-
lations, we consider the following regression problem:
arg min
g∈FXY
n∑
i=1
‖g(xi)− Φl(yi)‖2FY + λ‖g‖2, (1)
where λ > 0 is a regularization parameter. Using the
representer theorem in the vector-valued setting (Mic-
chelli & Pontil, 2005), the solution of (1) has the fol-
lowing form1:
g(·) =
n∑
i=1
K(·, xi)ψi , (2)
where ψi ∈ FY . Using (2), we obtain an analytic so-
lution for the optimization problem (1) as
Ψ = (K + λI)−1Φl , (3)
where Φl is the column vector of
[
Φl(yi) ∈ FY
]n
i=1
.
Eq. 3 is a generalization of the scalar-valued kernel
ridge regression solution to vector or functional out-
puts (Caponnetto & De Vito, 2007), in which the ker-
nel matrix is a block operator matrix. Note that fea-
tures Φl(yi) in this equation can be explicit or implicit.
We show in the following that even with implicit fea-
tures, we are able to formulate the structured output
prediction problem in terms of explicit quantities that
are computable via input and output kernels.
Step 2 (pre-image) Prediction: In order to com-
pute the structured prediction f(x) for an input x, we
solve the following pre-image problem:
f(x) = arg min
y∈Y
‖g(x)− Φl(y)‖2FY
= arg min
y∈Y
‖
n∑
i=1
K(xi, x)ψi − Φl(y)‖2FY
= arg min
y∈Y
‖KxΨ− Φl(y)‖2FY
= arg min
y∈Y
‖Kx(K + λI)−1Φl − Φl(y)‖2FY
= arg min
y∈Y
l(y, y)− 2〈Kx(K + λI)−1Φl,Φl(y)〉FY
1As in the scalar-valued case, operator-valued kernels
provide an elegant way of dealing with nonlinear prob-
lems (mapping g) by reducing them to linear ones (map-
ping h) in some feature space FXY (see Figure 1).
where Kx is the row vector of operators correspond-
ing to input x. In many problems, the kernel map
Φl is unknown and only implicitly defined through the
kernel l. In these problems, the above operator-valued
kernel formulation has an inherent difficulty in express-
ing the pre-image problem and the usual kernel trick
is not sufficient to solve it. To overcome this problem,
we introduce the following variant (generalization) of
the kernel trick: 〈T Φl(y1),Φl(y2)〉FY = [T l(y1, ·)](y2),
where T is an operator in L(FY). Note that the usual
kernel trick 〈Φl(y1),Φl(y2)〉FY = l(y1, y2) is recovered
from this variant when T is the identity operator. It
is easy to check that our proposed trick holds if we
consider the feature space associated to the kernel l,
i.e., Φl(y) = l(y, .). A proof for the more general case
in which the features Φl can be any implicit mapping
of a Mercer kernel is given for self-adjoint operator T
in (Kadri et al., 2012, Appendix A). Using this trick,
we may now express f(x) using only kernel functions:
f(x) = arg min
y∈Y
l(y, y)− 2[Kx(K + λI)−1L•](y), (4)
where L• is the column vector whose i’th component is
l(yi, ·). Note that the KDE regression and prediction
steps of Cortes et al. (2005) can be recovered from
Eqs. 3 and 4 using an operator-valued kernel K of the
form K(xi, xj) = k(xi, xj)I, in which k is a scalar-
valued kernel and I is the identity operator in FY .
Now that we have a general formulation of KDE, we
turn our attention to build operator-valued kernels
that can take into account the structure of the kernel
feature space FY as well as input-output and output
correlations. This is described in the next section.
4. Covariance-based Operator-valued
Kernels
In this section, we study the problem of designing
operator-valued kernels suitable for structured outputs
in the KDE formulation. This is quite important in or-
der to take full advantage of the operator-valued KDE
formulation. The main purpose of using the operator-
valued kernel formulation is to take into account the
dependencies between the variables Φl(yi), i.e., the
projection of yi in the feature space FY , with the ob-
jective of capturing the structure of the output data
encapsulated in Φl(yi). Operator-valued kernels have
been studied more in the context of multi-task learn-
ing, where the output is assumed to be in Rd with d the
number of tasks (Evgeniou et al., 2005). Some work
has also been focused on extending these kernels to
the domain of functional data analysis to deal with the
problem of regression with functional responses, where
outputs are considered to be in the L2-space (Kadri
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et al., 2010). However, the operator-valued Kernels
used in these contexts for discrete (vector) or continu-
ous (functional) outputs cannot be used in our formu-
lation. This is because in our case the feature space FY
can be known only implicitly by the output kernel l,
and depending on l, FY can be finite or infinite di-
mensional. Therefore, we focus our attention to oper-
ators that act on scalar-valued RKHSs. Covariance op-
erators on RKHS have recently received considerable
attention. These operators that provide the simplest
measure of dependency have been successfully applied
to the problem of dimensionality reduction (Fukumizu
et al., 2004), and played an important role in dealing
with a number of statistical test problems (Gretton
et al., 2005). We use the following covariance-based
operator-valued kernel in our KDE formulation:
K(xi, xj) = k(xi, xj)CY Y , (5)
where k is a scalar-valued kernel and CY Y : FY → FY
is the covariance operator defined for a random vari-
able Y on Y as 〈ϕi, CY Y ϕj〉FY = E
[
ϕi(Y )ϕj(Y )
]
. The
empirical covariance operator Ĉ
(n)
Y Y is given by
Ĉ
(n)
Y Y =
1
n
n∑
i=1
l(·, yi)⊗ l(·, yi), (6)
where ⊗ is the tensor product (ϕ1⊗ϕ2)h = 〈ϕ2, h〉ϕ1.
The operator-valued kernel (5) is nonnegative since
m∑
i,j=1
〈K(xi, xj)ϕj , ϕi〉FY =
m∑
i,j
〈k(xi, xj)Ĉ(n)Y Y ϕj , ϕi〉
=
n∑
p=1
m∑
i,j
1
n
〈l(., yp), ϕi〉k(xi, xj)〈l(., yp), ϕj〉 ≥ 0.
The last step is due to the positive definiteness of k.
The kernel (5) is a separable operator-valued kernel
since it operates on the output space, and then encodes
the interactions between the outputs, without any ref-
erence to the input space. Although this property can
be restrictive in specifying input-output correlations,
because of its simplicity, most of the operator-valued
kernels proposed in the literature belong to this cate-
gory (see (A´lvarez et al., 2012) for a review of separa-
ble and beyond separable operator-valued kernels). To
address this issue, we propose a variant of the kernel
in (5) based on the conditional covariance operator,
K(xi, xj) = k(xi, xj)CY Y |X , (7)
where CY Y |X = CY Y − CY XC−1XXCXY is the condi-
tional covariance operator on FY . This operator allows
the operator-valued kernel to simultaneously encode
the correlations between the outputs and to take into
account (non-parametrically) the effects of the inputs.
In Proposition 1, we show how the pre-image prob-
lem (4) can be formulated using the covariance-based
operator-valued kernels in (5) and (7), and expressed
in terms of input and output Gram matrices. The
proof is reported in (Kadri et al., 2012, Appendix B).
Proposition 1 The pre-image problem of Eq. 4 can
be written for covariance and conditional covariance
operator-valued kernels defined by Eqs. (5) and (7) as
arg min
y∈Y
l(y, y)−2L>y (k>x⊗T)(k⊗T+nλIn2)−1 vec(In),
(8)
where T = L for the covariance operator and T =
L− (k +nIn)−1kL for the conditional covariance op-
erator in which  is a regularization parameter required
for the operator inversion, k and L are Gram matrices
associated to the scalar-valued kernels k and l, kx and
Ly are the column vectors
(
k(x, x1), . . . , k(x, xn)
)>
and
(
l(y, y1), . . . , l(y, yn)
)>
, vec is the vector operator
such that vec(A) is the vector of columns of the matrix
A, and finally ⊗ is the Kronecker product.
Note that in order to compute Eq. 8 we need to store
and invert the n2 × n2 matrix (k⊗T + nλIn2), which
leads to space and computational complexities of order
O(n4) and O(n6), respectively. However, we show that
this computation can be performed more efficiently
with space and computational complexities of order
O
(
max(nm1m2,m
2
1m
2
2)
)
and O(m31m
3
2) using incom-
plete Cholesky decomposition (Bach & Jordan, 2002),
where generally m1  n and m2  n; see (Kadri
et al., 2012, Appendix C) for more details.
5. Related Work
In this section, we discuss related work on kernel-based
structured output learning and compare it with our
proposed operator-valued kernel formulation.
5.1. KDE
The main goal of our operator-valued KDE is to gen-
eralize KDE by taking into account input-output and
output correlations. Existing KDE formulations try
to address this issue either by performing a kernel
PCA to decorrelate the outputs (Weston et al., 2003),
or by incorporating some form of prior knowledge in
the regression step using some specific constraints on
the regression matrix which performs the mapping be-
tween input and output feature spaces (Cortes et al.,
2007). Compared to kernel PCA 1) our KDE formu-
lation does not need to have a dimensionality reduc-
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tion step, which may cause loss of information when
the spectrum of the output kernel matrix does not de-
crease rapidly, 2) it does not require to assume that the
dimensionality of the low-dimensional subspace (the
number of principal components) is known and fixed in
advance, and more importantly 3) it succeeds to take
into account the effect of the explanatory variables (in-
put data). Moreover, in contrast to (Cortes et al.,
2007), our approach allows us to deal with infinite-
dimensional feature spaces, and encodes prior knowl-
edge on input-output dependencies without requiring
any particular form of constraints between input and
output mappings. Indeed, information about the out-
put space can be taken into account by the output
kernel, and then the conditional covariance operator-
valued kernel is a natural way to capture this infor-
mation and also input-output relationships, indepen-
dently of the dimension of the output feature space.
5.2. Joint Kernels Meet Operator-valued
Kernels
Another approach to take into account input-output
correlations is to use joint kernels, that are scalar-
valued functions (similarity measure) of input-output
pairs (Weston et al., 2007). In this context, the prob-
lem of learning the mapping f from X to Y is reformu-
lated as learning a function fˆ from X × Y to R using
a joint kernel (JK) (Tsochantaridis et al., 2005). Our
operator-valued kernel formulation includes the JK ap-
proach. Similar to joint kernels, operator-valued ker-
nels induce (implicitly) a similarity measure between
input-output pairs. This can be seen from the feature
space formulation of operator-valued kernels (Capon-
netto et al., 2008; Kadri et al., 2011). A feature map as-
sociated with an operator-valued kernelK is a continu-
ous function ΦK such that 〈K(x1, x2)Φl(y1),Φl(y2)〉 =
〈ΦK
(
x1,Φl(y1)
)
,ΦK
(
x2,Φl(y2)
)〉. So, the joint kernel
is an inner product between an output Φl(y2) and the
result of applying the operator-valued kernel K to an-
other output Φl(y1). We now show how two joint ker-
nels in the literature (Weston et al., 2007) can be re-
covered by a suitable choice of operator-valued kernel.
1) Tensor product JK: J
(
(x1, y1), (x2, y2)
)
=
k(x1, x2)l(y1, y2) can be recovered from the operator-
valued kernel K(x1, x2) = k(x1, x2)I, where I is the
identity operator in FY .
2) Diagonal regularization JK: J
(
(x1, y1), (x2, y2)
)
=
(1−λ)k(x1, x2)〈y1, y2〉+λ
q∑
i=1
xi1x
i
2y
i
1y
i
2 can be recov-
ered by selecting the output kernel l(y1, y2) = 〈y1, y2〉
and the operator-valued kernel K(x1, x2) =
[
(1 −
λ)k(x1, x2)
]I + λx1x2 , where  is the point-wise
product operator.
6. Experimental Results
We evaluate our operator-valued KDE formulation on
three structured output prediction problems; namely,
image reconstruction, optical character recognition,
and face-to-face mapping. In the first problem, we
compare our method using both covariance and con-
ditional covariance operator-valued kernels with the
KDE algorithms of Weston et al. (2003) and Cortes
et al. (2005). In the second problem, we evaluate the
two implementations of our KDE method with a con-
strained regression version of KDE (Cortes et al., 2007)
and Max-Margin Markov Networks (M3Ns) (Taskar
et al., 2004). In the third problem, in addition to
scalar-valued KDE, we compare them with the joint
kernel map (JKM) approach of Weston et al. (2007).
6.1. Image Reconstruction
Here we consider the image reconstruction problem
used in Weston et al. (2003). This problem takes the
top half (the first 8 pixel lines) of a USPS postal digit
as input and estimates its bottom half. We use ex-
actly the same dataset and setting as in the experi-
ments of (Weston et al., 2003). We apply our KDE
method using both covariance and conditional covari-
ance operator-valued kernels and compare it with the
KDE algorithms of Weston et al. (2003) and Cortes
et al. (2005). In all these methods, we use RBF ker-
nels for both input and output with the parameters
shown in Table 2 (left). This table also contains the
ridge parameter used by these algorithms. We tried
a number of values for these parameters and those in
the table yielded the best performance.
We perform 5-fold cross validation on the first 1000
digits of the USPS handwritten 16 by 16 pixel digit
database, training with a single fold on 200 exam-
ples and testing on the remainder. Given a test in-
put, we solve the problem and then choose as output
the pre-image from the training data that is closest
to this solution. The loss function used to evaluate
the prediction yˆ for an output y is the RBF loss in-
duced by the output kernel, i.e., ||Φl(y) − Φl(yˆ)||2 =
2− 2 exp (− ||y− yˆ||2/(2σ2l )). Table 2 (left) shows the
mean and standard deviation of the RBF loss for the
four KDE algorithms described above.
Our proposed operator-valued kernel approach showed
promising results in this experiment. While covari-
ance operator-valued KDE achieved a slight improve-
ment over kPCA-KDE (the algorithm by Weston
et al. 2003), the conditional covariance operator-valued
KDE outperformed all the other algorithms. This im-
provement in prediction accuracy is due to the fact
that the conditional covariance operator allows us to
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Table 2. (Left) Performance (mean and standard deviation of RBF loss) of the KDE algorithms of Weston et al. (2003)
and Cortes et al. (2005), and our KDE method with covariance and conditional covariance operator-valued kernels on
an image reconstruction problem of handwritten digits. (Right) Performance (mean and standard deviation of Well Rec-
ognized word Characters (WRC)) of Max-Margin Markov Networks (M3Ns) algorithm (Taskar et al., 2004), constrained
regression version of KDE (Cortes et al., 2007), and our KDE method on an optical character recognition (OCR) task.
Algorithm λ σk σl RBF Loss
KDE - Cortes 0.01 0.1 10 0.9247± 0.0112
KDE - Weston2 0.01 0.07 10 0.8145± 0.0131
KDE - Covariance 0.1 1 12 0.7550± 0.0142
KDE - Cond. Covariance 0.1 1 12 0.6276± 0.0106
Algorithm λ WRC(%)
M3Ns - 87.0± 0.4
KDE - Cortes 0.01 88.5± 0.9
KDE - Covariance 0.01 89.2± 1.5
KDE - Cond. Covariance 0.01 91.8± 1.3
capture the output correlations while taking into ac-
count information about the inputs. In this problem,
kPCA-based KDE performed better than the KDE for-
mulation of Cortes et al. (2005). In fact, the latter is
equivalent to using an identity-based operator-valued
kernel in our formulation, and thus, it is incapable
of capturing the dependencies in the output feature
space (contrary to the other methods considered here).
6.2. Optical Character Recognition
In order to evaluate the effectiveness of our proposed
method in problems with non-numerical outputs, we
use an optical character recognition (OCR) problem.
This problem is the one used in Taskar et al. (2004)
and Cortes et al. (2005). The dataset is a subset of
the handwritten words collected by Rob Kassel at the
MIT Spoken Language Systems Group. It contains
6, 877 word instances with a total of 52, 152 charac-
ters. The image of each character has been normalized
into a 16 by 8 binary-pixel representation. The OCR
task consists in predicting a word from the sequence
of pixel-based images of its handwritten characters.
Table 2 (right) reports the results of our experi-
ments. The performance is measured as the per-
centage number of word characters correctly recog-
nized (WRC). We compare our approach with a con-
strained regression version of Cortes’s KDE formula-
tion (Cortes et al., 2007) and Max-Margin Markov
Networks (M3Ns) (Taskar et al., 2004). Results
for these two methods are reported from (Cortes
et al., 2007). We use exactly the same experimen-
tal setup described in (Cortes et al., 2007) to eval-
uate our operator-valued KDE approach. More pre-
cisely, we use 1) a 10-fold cross validation on the
6, 877 words of the dataset, training with a sin-
gle fold (688 words) and testing on the remainder,
2) a polynomial kernel of third degree on the im-
2These results are obtained using the Spider toolbox
available at www.kyb.mpg.de/bs/people/spider.
age characters, 3) the same input and output fea-
ture maps. The feature map associated to an in-
put sequence of images x = x1 . . . xq is defined by
Φk(x) =
[
k(c1, xv(c1)), . . . , k(cN , xv(cN ))
]>
, where cm,
m = 1, . . . , N , are all the image segments in the train-
ing set, v(cm) is the position of the character cm in
the word, and k(cm, xv(cm)) = 0 if v(cm) > q. For the
output space, the feature map Φl(y) associated to an
output string y = y1, . . . , yq is a 26p-dimensional vec-
tor defined by Φl(y) =
[
φl(y1), . . . , φl(yq), 0, . . . , 0
]>
,
where p is the maximum length of a sequence of im-
ages in the training set, and φl(yj), 1 6 j 6 q, is a
26-dimensional vector whose components are all zero
except for the entry of index yj . With this output
feature space, the pre-image is easily computed since
each position can be obtained separately. Note that
this occurs since with the OCR dataset a one-to-one
mapping of images to characters is provided.
Experiments on the OCR task support the results ob-
tained in the image reconstruction of Sec. 6.1. While
covariance based operator-valued KDE achieved bet-
ter (but comparable) results than the existing state-
of-the-art methods, conditional covariance operator-
valued KDE outperformed all the other algorithms.
6.3. Face-to-Face Mapping
In this experiment, we first compare the covariance-
based operator-valued KDE with the KDE algorithm
of Cortes et al. (2005) and the JKM approach of We-
ston et al. (2007), and then show how we can speed
up the training of our proposed KDE method using
incomplete Cholesky decomposition; see (Kadri et al.,
2012, Appendix C) for more details on applying in-
complete Cholesky decomposition to block kernel ma-
trices associated to separable operator-valued kernels.
Similar to the “learning to smile” experiment in We-
ston et al. (2007), we consider the problem of map-
ping the rotated view of a face to the plain expression
(frontal view) of the same face. For that, we use grey-
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Table 3. Mean-squared errors (MSE) of the JKM algorithm
of Weston et al. (2007), KDE algorithm of Cortes et al.
(2005), and our KDE method with covariance operator-
valued kernels on the face-to-face mapping problem.
Algorithm λ σk MSE
JKM - Patch kernel - 3 0.1257± 0.0016
KDE - Cortes 0.1 1 0.1773± 0.0012
KDE - Covariance 0.1 4 0.1570± 0.0021
KDE - Cond. Covariance 0.1 4 0.1130± 0.0014
scale views of human faces taken from the MPI face
database3 (Troje & Bulthoff, 1996). The database con-
tains 256 × 256 pixels images of 7 views (frontal and
rotated) of 200 laser-scanned heads without hair.
To show the effectiveness of our approach, we use a rel-
atively small number of training examples in our first
experiment (similar to Weston et al. 2007). We con-
sider the problem of predicting plain expression faces
from only 30 degree right rotated views. We use 20
examples for training and 80 for testing. We apply a
JKM using the patch-wise joint kernel defined in (We-
ston et al., 2007), with patches of size 10×10 that over-
lap by 5 pixels. For all the methods (JKM and KDE-
based), we use a RBF kernel for inputs and a linear
kernel for outputs. Table 3 reports the mean squared
error (MSE) obtained by each algorithm. The results
indicate that JKM and conditional covariance KDE
algorithms outperform identity and conditional KDE
methods, and conditional covariance KDE achieves the
best performance. This confirms that we can improve
the performance by taking into account the relation-
ship between inputs-outputs.
We now focus on the scalability of our method and
consider the face-to-face mapping problem with a large
number of examples. Here we use all the rotated face
images (30, 60, and 90 degree left and right rotations)
to predict the plain face expression. This gives us 1,200
examples for training and 200 for testing. Fig. 2 com-
pares the performance of the efficient implementation
(using incomplete Cholesky decomposition) of our con-
ditional covariance operator-valued KDE method with
the original KDE algorithm (Cortes et al., 2005). The
parameter n is the number of faces randomly selected
from 1,200 training faces in the original KDE and is
m1 = m2 = n in the incomplete Cholesky decomposi-
tion. The results indicate that the low-rank approxi-
mation of our KDE method leads to both a consider-
able reduction in computation time and a good perfor-
mance. It obtains a better MSE with m1 = m2 = 30
than the original KDE with all 1,200 examples.
3Available at http://faces.kyb.tuebingen.mpg.de.
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Figure 2. We compare the efficient implementation (using
incomplete Cholesky decomposition) of our conditional co-
variance operator-valued KDE method with the KDE al-
gorithm of Cortes et al. (2005). While the parameter n
is m1 = m2 = n in the incomplete Cholesky decompo-
sition, it is the number of faces randomly selected from
1,200 training faces in the KDE algorithm of Cortes et al.
(2005). The right-most point is the MSE of training on the
full training set of n = 1, 200 examples.
7. Conclusions and Future Work
In this paper, we presented a general formulation of
kernel dependency estimation (KDE) for structured
output learning using operator-valued kernels, and il-
lustrated its use in several experiments. We also pro-
posed a new covariance-based operator-valued kernel
that takes into account the structure of the output ker-
nel feature space. This kernel encodes the interactions
between the outputs, but makes no reference to the
input space. We addressed this issue by introducing a
variant of our KDE method based on the conditional
covariance operator that in addition to the correlation
between the outputs takes into account the effects of
the input variables.
In our work, we focused on regression-based structured
output prediction. An interesting direction for future
research is to explore operator-valued kernels in the
context of classification-based structured output learn-
ing. Joint kernels and operator-valued kernels have
strong connections, but more investigation is needed
to show how operator-valued kernel formulation can
be used to improve joint kernel methods, and how to
deal with the pre-image problem in this case.
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8. Appendix
8.1. (Generalized) Kernel Trick
In this section, we prove the (generalized) kernel trick used in Section 3 of the paper, i.e.,
〈T Φl(y1),Φl(y2)〉FY = [T l(y1, ·)](y2), where T ∈ L(FY) and FY is a RKHS with kernel l.
Case 1: Φl is the feature map associated to the reproducing kernel l, i.e., Φl(y) = l(·, y).
Here the proof is straightforward, we may write
〈T Φl(y1),Φl(y2)〉FY = 〈T l(·, y1), l(·, y2)〉FY = [T l(y1, ·)](y2).
The second equality follows from the reproducing property.
Case 2: Φl is an implicit feature map of a Mercer kernel, and T is a self-adjoint operator in L(FY).
We first recall the Mercer’s theorem:
Theorem 2 (Mercer’s theorem) Suppose that l is a symmetric real-valued kernel on Y2 such that the integral
operator Tl : L2(Y)→ L2(Y), defined as
(Tlf)(y1) :=
∫
Y
l(y1, y2)f(y2)dy2
is positive. Let γj ∈ L2(Y) be the normalized eigenfunctions of Tl associated with the eigenvalues λj > 0, sorted
in non-increasing order. Then
l(y1, y2) =
Nf∑
j=1
λjγj(y1)γj(y2) (9)
holds for almost all (y1, y2) with Nf ∈ N.
Since l is a Mercer kernel, the eigenfunctions (γi)
Nf
i=1 can be chosen to be orthogonal w.r.t. the dot product
in L2(Y). Hence, it is straightforward to construct a dot product 〈·, ·〉 such that 〈γi, γj〉 = δij/λj (δij is the
Kronecker delta) and the orthonormal basis
(
ej
)Nf
j=1
=
(√
λjγj
)Nf
j=1
(see (Scho¨lkopf et al., 1999) for more details).
Therefore, the feature map associated to the Mercer kernel l is of the form
Φl : y 7−→
(√
λjγj(y)
)Nf
j=1
.
Using (9), we can compute [T l(y1, ·)](y2) as follows:
[T l(y1, ·)](y2) =
Nf∑
j=1
λjγj(y1)
[T γj](y2)
=
Nf∑
i,j=1
λjγj(y1)〈T γj , ei〉ei(y2)
=
Nf∑
i,j=1
λjγj(y1)λi〈T γj , γi〉γi(y2). (10)
Let T̂ = (T̂ij)Nfi,j=1 be the matrix representation of the operator T in the basis (ej)Nfj=1. By definition we have
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T̂ij = 〈T ei, ej〉. Using this and the feature map expression of a Mercer kernel, we obtain
〈T Φl(y1),Φl(y2)〉FY =
Nf∑
i=1
(T̂ Φl(y1))i(Φl(y2))i
=
Nf∑
i=1
Nf∑
j=1
T̂ij
√
λjγj(y1)
√λiγi(y2)
=
Nf∑
i,j=1
〈T ei, ej〉
√
λjγj(y1)
√
λiγi(y2)
=
Nf∑
i,j=1
〈T
√
λiγi,
√
λjγj〉
√
λjγj(y1)
√
λiγi(y2)
=
Nf∑
i,j=1
λjγj(y1)〈T γi, γj〉λiγi(y2)
=
Nf∑
i,j=1
λjγj(y1)〈T γj , γi〉λiγi(y2). (11)
Note that the last equality follows from the fact that T is a self-adjoint operator. The proof follows from Eqs. 10
and 11.
8.2. Proof of Proposition 1
In this section, we provide the proof of Proposition 1. We only show the proof for the covariance-based operator-
valued kernels, since the proof for the other case (conditional covariance-based operator-valued kernels) is quite
similar. Note that the pre-image problem is of the form
f(x) = arg min
y∈Y
l(y, y)− 2[Kx(K + λI)−1L•](y),
and our goal is to compute its Gram matrix expression4 in case K(xi, xj) = k(xi, xj)Ĉ
(n)
Y Y , where Ĉ
(n)
Y Y is the
empirical covariance operator defined as
Ĉ
(n)
Y Y =
1
n
n∑
i=1
l(·, yi)⊗ l(·, yi).
Let h = (hi)
n
i=1 be a vector of variables in the RKHS FY such that h = (K + λI)−1L•. Since each hi is in the
RKHS FY , it can be decomposed as
hi = α
>
(i)L• + hi⊥ =
n∑
j=1
αj(i)l(·, yj) + hi⊥,
where α(i) ∈ Rn, L• =
(
l(·, y1), . . . , l(·, yn)
)>
, and hi⊥ is orthogonal to all l(·, yi)’s, i = 1, . . . , n. The idea here
is similar to the one used by Fukumizu et al. (2011). Now we may write
(K + λI)h = L•,
which gives us
∀i ∈ 1, . . . , n l(·, yi) =
n∑
j=1
Kijhj + λhi.
4Expressing the covariance operator Ĉ
(n)
Y Y on the RKHS FY using the kernel matrix L.
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Using the empirical covariance operator, for each i, we may write
l(·, yi) =
n∑
j=1
k(xi, xj)Ĉ
(n)
Y Y hj + λhi
=
n∑
j=1
k(xi, xj)
( 1
n
n∑
s=1
l(·, ys)⊗ l(·, ys)
)
hj + λhi
=
n∑
j=1
1
n
k(xi, xj)
( n∑
s=1
l(·, ys)⊗ l(·, ys)
)( n∑
m=1
αm(j)l(·, ym) + hi⊥
)
+ λ
n∑
m=1
αm(i)l(·, ym) + λhi⊥
=
n∑
j=1
1
n
k(xi, xj)
n∑
s=1
n∑
m=1
αm(j)l(ys, ym)l(·, ys) + 0 + λL>• α(i) + λhi⊥
=
n∑
j=1
1
n
k(xi, xj)
n∑
s=1
l(·, ys)
n∑
m=1
αm(j)l(ys, ym) + λL
>
• α(i) + λhi⊥
=
n∑
j=1
1
n
k(xi, xj)L
>
• Lα(j) + λL
>
• α(i) + λhi⊥.
Now if take the inner-product of the above equation with all l(ys, ·), s = 1, . . . , n, we obtain that for each i
l(yi, ys) =
n∑
j=1
1
n
k(xi, xj)〈l(·, ys),L>• Lα(j)〉+ λ〈l(·, ys),L>• α(i)〉+ λ〈l(·, ys), hi⊥〉
=
n∑
j=1
1
n
k(xi, xj)L
>
ysLα(j) + λL
>
ysα(i),
which gives us the vector form
Lyi =
n∑
j=1
1
n
k(xi, xj)LLα(j) + λLα(i). (12)
Defining the n× n matrix α = (α(1), . . . , α(n)), we may write Eq. 12 in a matrix form as
L =
1
n
LLαk + λLα,
which gives us
1
n
Lαk + λα = In.
Using vec(ABC) = (C> ⊗A) vec(B), we have( 1
n
k⊗ L + λIn2
)
vec(α) = vec(In). (13)
Now we may write
Kx(K + λI)
−1L• = Kxh =
n∑
i=1
K(x, xi)hi
=
n∑
i=1
k(x, xi)Ĉ
(n)
Y Y hi =
n∑
i=1
1
n
k(x, xi)L
>
• Lα(i)
=
1
n
L>• Lαkx =
1
n
L>• vec(Lαkx) =
1
n
L>•
(
k>x ⊗ L
)
vec(α)
= L>•
(
k>x ⊗ L
)(
k⊗ L + nλIn2
)−1
vec(In),
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where the last equality comes from (13). Thus, we may write
f(x) = arg min
y∈Y
l(y, y)− 2L>y (k>x ⊗ L)(k⊗ L + nλIn2)−1 vec(In),
which concludes the proof.
8.3. Computational Complexity of Solving the Pre-image Problem
As discussed in Section 4, solving the pre-image problem of Eq. 8 requires computing the following expression:
C(x, y) = l(y, y)− 2L>y (k>x ⊗ L)(k⊗ L + nλIn2)−1 vec(In). (14)
Simple computation of C(x, y) requires storing and inverting the matrix (k⊗L+nλIn2) ∈ Rn2×n2 . This leads to
space and computational complexities of order O(n4) and O(n6). In this section, we provide an efficient procedure
to for this computation that reduces its space and computational complexities to O
(
max(nm1m2 , m
2
1m
2
2)
)
and
O(m31m
3
2).
We first apply incomplete Cholesky decomposition to the kernel matrices k ∈ Rn×n and L ∈ Rn×n (Bach &
Jordan, 2002). This consists of finding the matrices U ∈ Rn×m1 and V ∈ Rn×m2 , with m1  n and m2  n,
such that
k = UU> , L = VV>.
Using this decomposition in (14), we obtain
C(x, y) = l(y, y)− 2L>y (k>x ⊗ L)[UU> ⊗VV> + nλIn2 ]−1 vec(In)
(a)
= l(y, y)− 2L>y (k>x ⊗ L)
[
(U⊗V)(U> ⊗V>) + nλIn2
]−1
vec(In)
(b)
= l(y, y)− 2
nλ
L>y (k
>
x ⊗ L)
[
In2 − (U⊗V)
(
nλIm1m2 + (U
> ⊗V>)(U⊗V))−1(U> ⊗V>)] vec(In)
(c)
= l(y, y)− 2
nλ
L>y (k
>
x ⊗ L)
[
vec(In)− (U⊗V)(nλIm1m2 +U>U⊗V>V)−1(U> ⊗V>) vec(In)
]
= l(y, y)− 2
nλ
L>y
[
(k>x ⊗ L) vec(In)− (k>x ⊗ L)(U⊗V)(nλIm1m2 +U>U⊗V>V)−1(U> ⊗V>) vec(In)
]
(d)
= l(y, y)− 2
nλ
L>y
[
vec(Lkx)− (k>xU⊗ LV)(nλIm1m2 +U>U⊗V>V)−1 vec(V>U)
]
(e)
= l(y, y)− 2
nλ
L>y
[
Lkx − (k>xU⊗ LV)(nλIm1m2 +U>U⊗V>V)−1 vec(V>U)
]
(15)
(a) and (c) follow from the fact that (A⊗B)(C⊗D) = AC⊗BD.
(b) follows from the Woodbury formula, i.e., (A + BC)−1 = A−1 −A−1B(I + CA−1B)−1CA−1.
(d) follows from the fact that vec(ABC) = (C> ⊗A) vec(B).
(e) follows from the fact that Lkx is a n× 1 vector.
The most expensive computations in Eq. 15 is the inversion of matrix (nλIm1m2 +U
>U⊗V>V) ∈ Rm1m2×m1m2 ,
with computational cost of order O(m31m
3
2). Therefore, we have reduced the cost of computing C(x, y) from O(n
6)
to O(m31m
3
2). Moreover, the largest size matrix that is needed to be stored in order to compute Eq. 15 is either
(nλIm1m2 + U
>U ⊗ V>V) ∈ Rm1m2×m1m2 or (k>x U ⊗ LV) ∈ Rn×m1m2 , which reduces the space complexity
from O(n4) to O
(
max(nm1m2 , m
2
1m
2
2)
)
.
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