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PRODUCT FORMULA FOR JACOBI POLYNOMIALS,
SPHERICAL HARMONICS AND GENERALIZED BESSEL
FUNCTION OF DIHEDRAL TYPE
NIZAR DEMNI1
Abstract. We work out the expression of the generalized Bessel function
of B2-type derived in [4]. This is done using Dijskma and Koornwinder’s
product formula for Jacobi polynomials and the obtained expression is given by
multiple integrals involving only a normalized modified Bessel function and two
symmetric Beta distributions. We think of that expression as the major step
toward the explicit expression of the Dunkl’s intertwining operator Vk in the
B2- invariant setting. Finally, we give in the same setting an explicit formula
for the action of Vk on a product of |y|
2κ, κ ≥ 0 and the ordinary spherical
harmonic Y4m(y) := |y|4m cos(4mθ), y = |y|eiθ. The obtained formula extends
to all dihedral systems and it improves the one derived in [16].
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1. Motivation: Dunkl’s intertwining operator
The reader is referred to [7] and references therein for an extensive background
on the theory of Dunkl operators. The most challenging problem in this theory
is an explicit expression for the action of the so-called Dunkl intertwining opera-
tor denoted in literature by Vk. The latter is a linear isomorphism of the space
polynomials in several variables which is degree-preserving, conservative and which
intertwines the commutative algebra of Dunkl operators and the one of partial
derivatives. Few, yet relevant, works aiming to solve the above-mentioned problem
1SFB 701. Fakulta¨t fu¨r mathematik, universita¨t Bielefeld. Germany. e-mail: demni@math.uni-
bielefeld.de
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were achieved and complicated formulae for the action of Vk were supplied ([7], [8],
[17]) except in the orthogonal case corresponding to products of copies of the group
Z/2Z. In that case, Vk is represented by means of a multivariate Beta distribution
which reduces to a symmetric one (invariant under sign changes maps) in the W-
invariant setting (W is the reflections group), while for other nonorthogonal root
systems multiple integrals with complicated integrands were obtained. Neverthe-
less, a relatively easy and elegant formula, compared to others, for the action of Vk
on 〈x, ·〉, where x ∈ R2 is fixed and 〈·, ·〉 is the Euclidean scalar product, was given
in [16] for the root system of type B2. This root system is the most elementary
example of non orthogonal root system and matches with the dihedral system of
order 4, denoted by I 2(4) and corresponding to the symmetry group of the square.
A noticeable coincidence is that while the proof supplied in [16] relies heavily on
the product formula for Jacobi polynomials due to Dijskma and Koornwinder ([6]),
the expression derived in [4] for the generalized Bessel function of dihedral type,
say DWk , of dihedral type also involves a product of Jacobi polynomials. Thus it
is quite natural and interesting to use the product formula for Jacobi polynomials
in order to seek a more elegant expression for DWk in the B2-type setting, aiming
to investigate the connection between both works [4] and [6] and to have a better
insight into the action of Vk on B2-type invariant functions. In order to motivate
the reader, we show below how the easy product formulae for cosine and sine func-
tions allow, in some particular cases, to get an easy expression for DWk of B2-type.
The general setting, corresponding to general Jacobi polynomials, is more subtle
and one is far from getting (even from hoping) an easy expression for DWk as in
those particular cases. Nevertheless, the formula we supply involves only a modified
Bessel function and two symmetric Beta distributions and simplifies considerably
for some particular values of the multiplicity function, yielding as a by-product to
the positivity of DWk .
1.1. Particular cases. Recall that even dihedral groups D2(2p), p ≥ 2 are the
symmetry group of a 2p-gone and that it contains two classes of reflections, with
mirrors joining opposite vertices and mirrors joining the midpoints of opposite sides
([?]). The following formula was derived in [4]: let x = ρeiφ, y = reiθ where ρ, r ≥ 0
and 0 ≤ φ, θ ≤ pi/(2p), then
(1.1)
DWk (x, y) = D
W
k (ρ, φ, r, θ) = cp,k
(
2
rρ
)γ∑
j≥0
I2jp+γ(ρr)p
l1,l0
j (cos(2pφ))p
l1,l0
j (cos(2pθ))
where k = (k0, k1) is a positive-valued multiplicity function, li = ki−1/2, i ∈ {1, 2}
are the index values, γ = p(k0 + k1) and Iν , p
l1,l0
j are the modified Bessel function
and the j-th (orthonormal) Jacobi polynomial respectively. A similar formula holds
for odd dihedral systems D2(n), n ≥ 1 where one has to substitute in (1.1) k1 =
0, p = n, k0 = k ≥ 0. The constant cp,k is such that DWk (0, y) = 1 for all y and
is easily computed as follows: recall the series expansion of the modified Bessel
function:
(1.2) Iν(z) =
∞∑
m=0
1
m!Γ(m+ ν + 1)
(z
2
)2m+ν
.
2
Thus, for ρ = 0, the only non zero term in the double infinite series (after substi-
tution of (1.2)) corresponds to j = m = 0, therefore
c−1p,k =
1
Γ(γ + 1)
pl1,l00 (cos(2pφ))p
l1,l0
0 (cos(2pθ)).
Since pl1,l00 is constant and has unit-norm in L
2([−1, 1], (1− u)l1(1 + u)l0du), then
1
pl1,l00 (cos(2pθ))p
l1,l0
0 (cos(2pφ))
= 2k0+k1B(k1 + 1/2, k0 + 1/2)
so that
(1.3) cp,k = 2
k0+k1
Γ(p(k1 + k0) + 1)Γ(k1 + 1/2)Γ(k0 + 1/2)
Γ(k0 + k1 + 1)
.
The particular cases we mentioned above correspond to k0 = k1 = 0 and k0 =
k1 = 1 and are referred to as the geometric cases. In the former, P
−1/2,−1/2
j reduces
to the orthonormal Tchebichef polynomial of the first kind defined by ([11])
Tj(cos θ) =
√
2
pi
cos(jθ), j 6= 0, T0(cos θ) =
√
1
pi
so that DWk simplifies to
DW0 (ρ, φ, r, θ) =
cp
pi

I0(ρr) + 2∑
j≥1
I2jp(ρr) cos(2jpφ) cos(2jpθ)

(1.4)
= I0(ρr) +
∑
j∈Z\{0}
I2jp(ρr) cos(2jpφ) cos(2jpθ)
=
∑
j∈Z
I2jp(ρr) cos(2jpφ) cos(2jpθ).
since cp := cp,0 = pi and where the second equality follows from I−m(z) = Im(z) for
m ∈ Z (which is a consequence of J−m(z) = (−1)mJm(z) and Iν(z) = (−i)νJν(iz),
see [15], p.15). Using the product formula 2 cosa cos b = cos(a+ b)+cos(a− b), one
is led to compute (both series converge as we shall see)∑
j∈Z
I2jp(ρr) cos(2jp(φ± θ)) = 1
2
∑
j∈Z
I2jp(ρr)
[
ei2jp(φ±θ) + e−i2jp(φ±θ)
]
=
∑
j∈Z
I2jp(ρr)e
i2jp(φ±θ).
Now, let ξ = eipi/p and j ∈ Z, then it is an easy exercise to prove that
(1.5)
1
2p
2p∑
s=1
ξsj =
{
1 if j ≡ 0[2p],
0 otherwise,
for every p ≥ 2. It follows that
∑
j∈Z
I2jp(ρr)e
i2jp(φ±θ) =
1
2p
2p∑
s=1
∑
j∈Z
Ij(ρr)e
i(φ±θ)jξjs.
Now using the generating function for Bessel functions ([15] p.14)
(1.6) e(t−1/t)z/2 =
∑
j∈Z
Jj(z)t
j , t ∈ C \ {0},
3
together with Ij(z) = (−i)jJj(iz), one gets
∑
j∈Z
I2jp(ρr) cos(2jp(φ±θ)) = 1
2p
2p∑
s=1
∑
j∈Z
Ij(ρr)e
ij[(φ±θ)+spi/p] =
1
2p
2p∑
s=1
eρr cos[(φ±θ)+spi/p].
As a result
DW0 (x, y) =
1
4p
[
2p∑
s=1
eρr cos[(φ+θ)+spi/p] +
2p∑
s=1
eρr cos[(φ−θ)+spi/p]
]
which is in agreement with the definition
DW0 (x, y) :=
1
|W |
∑
w∈W
e〈x,wy〉 =
1
4p
∑
w∈W
eℜ(x(wy))
and with the fact that the dihedral group contains 2p rotations (x 7→ xξs, 1 ≤
s ≤ 2p) and 2p reflections (x 7→ xξs, , 1 ≤ s ≤ 2p). Note that for p = 2, since
spi/2 ∈ {pi/2, pi, 3pi/2, 2pi}, then easy computations transform DW0 to
(1.7)
1
4
[cosh(ρr cos(φ+ θ)) + cosh(ρr cos(φ− θ)) + cosh(ρr sin(φ+ θ)) + cosh(ρr sin(φ− θ))] .
Similarly, in the latter (k0 = k1 = 1), P
1/2,1/2
j reduces to the (orthonormal)
Tchebichef polynomial of the second kind Uj defined by ([11])
Uj(cos(θ)) =
√
2
pi
sin((j + 1)θ)
sin θ
, j ≥ 0.
Using the product formula 2 sina sin b = cos(a − b) − cos(a + b), one finds with
ω(r, θ) := r2p sin(2pθ) that
DW1 (x, y) =
1
ω(r, θ)ω(ρ, φ)
2p∑
s=1
∑
j∈Z
Ij(ρr)[e
i(φ−θ)j − ei(φ+θ)j]ξjs
=
1
ω(r, θ)ω(ρ, φ)
2p∑
s=1
[
eρr cos[(φ−θ)+spi/p)] − eρr cos[(φ+θ)+spi/p)]
]
.
The last expression agrees with
DW1 (x, y) =
1
ω(r, θ)ω(ρ, φ)
∑
w∈W
det(w)e〈x,wy〉
which follows from the shift principle ([7]) or the reflection principle and the Doob’s
transform ([5], [12]).
1.2. Results. For general multiplicity values, the situation is far from being easy
since for instance, DWk of type B is given by a multivariate series 0F1 defined
via Jack polynomials ([5]) whose explicit expressions are not easy to write down
(though note the recent progress in this direction) except in the few geometric cases.
Nevertheless, we succeeded to express DWk of B2-type as a multiple integral involv-
ing only a normalized modified Bessel function and two symmetric Beta probability
measures depending on k1, k0, that is we got rid of the dependence of D
W
k on Jacobi
polynomials. More explicitly, let
4
c2φ,2θ(u, v) :=
√
1 + u cos 2θ cos 2φ+ v sin 2θ sin 2φ
2
, (u, v) ∈ [−1, 1]2,
and, for t ∈ [0, 1], 0 ≤ z ≤ 1/2, let
Kγ(t, z) :=
1√
pi
∫ 1
0
qγ/2−1√
1− q iγ/2(t
√
1− 2zq)dq, γ > 0,
iν being the normalized modified Bessel function
2 defined by
(1.8) iν(z) :=
∞∑
m=0
1
Γ(m+ ν + 1)m!
(z
2
)2m
.
Denote also µν the symmetric Beta distribution
(1.9) µν(du) ∝ (1− u2)ν−1/21[−1,1](u)du, ν > −1/2.
Then, our first result may be stated as follows:
Proposition 1.1.
DWk (x, y) = Γ
(
γ + 1
2
)∫ ∫
1 + cos2(γpi/2)
2
i(γ−1)/2 (ρrc2φ,2θ(u, v)) + sin
2(γpi/2)
∫ 1
0
I0(ρrt)∂t
{
tγ
[
γKγ
(
ρrt,
c22φ,2θ(u, v)
2
)
+
γ + 1
γ
∂zKγ
(
ρrt,
c22φ,2θ(u, v)
2
)]}
dt.µl1(du)µl0(dv),
(1.10)
The extension to γ = 0 is performed via weak limit and one recovers (1.7).
Remark. (1.10) is relatively easy and explicit regarding the existing formulae ([8],
[17]). Besides, we think of it as a major step toward an explicit expression for the
action of Vk on B2-invariant functions since Bessel functions enjoy a huge number
of nice properties. However we do not know how to come to Vk due mainly to the
last term in the integrand.
Corollary 1.2. For even values of γ 6= 0,
DWk (x, y) = Γ
(
γ + 1
2
)∫ ∫
i(γ−1)/2 (ρrc2φ,2θ(u, v))µ
l1(du)µl0(dv)
which is obviously positive.
Our second result supplies for all dihedral systems, independently from the first
one, an explicit formula for the action of Vk on a product of |y|2κ, κ ≥ 0 and
the ordinary spherical harmonic Ym(y) = |y|m cos(mθ), y = |y|eiθ. For sake of
simplicity and coherency with the first result, we only write down the formula for
the D2(4)-type root system:
Proposition 1.3. For positive integers κ,m and y = |y|eiθ, one has
Vk
[| · |2κY4m] (y) = |y|2κ+4m ∑
0≤2j≤κ
bm,j+mκ!Γ(4m+ κ+ 1)
(κ− 2j)!Γ(4m+ 2j + κ+ γ + 1)p
l1,l0
j+m(cos(4θ)),
where bm,j+m is the m-th coefficient in the expansion of P
l1,l0
j+m(cos(4θ)) as a finite
linear combination of cos(4mθ).
2This function is slightly different from the spherical modified Bessel function which is valued
1 at 0.
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Remark. Proposition (1.3) shows the action of Vκ on polynomials that are invari-
ant under the group B2. Such results have been studied and can be derived after
some manipulations from [16], but the formula obtained here is more explicit. We
didn’t attempt to compute the special cases in which the explicit formula of bj,m are
known. This is of interest only if the formula can be further simplified or the sum
in the proposition can be summed up. Note also that our formula resembles the one
displayed in Theorem.2 p.13 in [10].
2. B2-type root system: proof of Proposition (1.1)
As indicated above, this section consists of six subsections, the title of each
one indicates its content, aiming to orient the reader through the overwhelming
yet tricky computations. Before coming into them, we want to inform the reader
that usual operations performed on integrals (exchange of integration’s order or
limiting operations under integral signs) are easily justified due to the compactness
of integration domains and to the smoothness of the involved functions.
2.1. Product formula: a first transformation. The generalized Bessel function
displayed in (1.1) reads in the B2-type setting
DWk (x, y) = c2,k
(
2
rρ
)γ ∑
j≡0[4]
Ij+γ(ρr)p
l1,l0
j/4 (cos(4φ))p
l1,l0
j/4 (cos(4θ))
where
c2,k =
23γ/2√
pi
Γ
(
γ + 1
2
)
Γ(k1 + 1/2)Γ(k0 + 1/2)
by Gauss duplication’s formula. Now, recall the product formula for Jacobi poly-
nomials ([6]3, [17] p.4244)
cα,βp
α,β
j (cos 2φ)p
α,β
j (cos 2θ) = (2j+α+β+1)
∫ ∫
Cα+β+12j (zθ(u, v))µ
α(du)µβ(dv)
where ℜ(α),ℜ(β) > −1/2, φ, θ ∈ [−pi/2, pi/2],
cα,β = 2
α+β+1Γ(α+ 1)Γ(β + 1)
Γ(α+ β + 1)
,
(2.1) zφ,θ(u, v) = u cos θ cosφ+ v sin θ sinφ
and µα is the symmetric Beta probability measure whose density is given by
µα(du) =
Γ(α+ 1)√
piΓ(α+ 1/2)
(1 − u2)α−1/21[−1,1](u)du, α > −1/2.
Specializing the product formula to α = l1 = k1− 1/2 > −1/2, β = l0 = k0− 1/2 >
−1/2 gives
DWk (x, y) =
2γ√
pi
Γ
(
γ + 1
2
)
Γ
(γ
2
)( 2
rρ
)γ ∑
j≡0[4]
Ij+γ(ρr)(j + γ)/2
∫ ∫
Ck1+k0j/2 (z2φ,2θ(u, v))µ
l1(du)µl0(dv)
= Γ(γ)
(
2
rρ
)γ ∑
j≡0[4]
Ij+γ(ρr)(j + γ)
∫ ∫
Ck1+k0j/2 (z2φ,2θ(u, v))µ
l1(du)µl0(dv)
3We write the formula using orthonormal Jacobi polynomials and symmetric Beta probability
measures for later purposes, yet the Gegenbauer polynomial is not normalized.
4There is an erratum in the constant term in front of the integral.
6
by Gauss’s duplication formula. Now, a useful by-product of the product formula
is the following (Theorem 2.2. in [6] specialized to α = β = λ− 1/2, λ > 0)
Cλj (z) =
∫
C2λ2j
(√
1 + z2φ,2θ
2
w
)
µλ−1/2(dw)
and yields with λ = γ/2
DWk (x, y) = Γ(γ)
(
2
rρ
)γ ∑
j≡0[4]
Ij+γ(ρr)(j + γ)
∫ ∫ ∫
Cγj (Z)µ
l1(du)µl0(dv)µ(γ−1)/2(dw)
where we set
Z = Z2φ,2θ(u, v, w) :=
√
1 + z2φ,2θ(u, v)
2
w.
Finally, using (1.5), one gets:
DWk (x, y) =
Γ(γ)
4
(
2
rρ
)γ 4∑
s=1
∑
j≥0
Ij+γ(ρr)(j + γ)ξ
js
∫ ∫ ∫
Cγj (Z)µ
l1(du)µl0(dv)µ(γ−1)/2(dw).
(2.2)
2.2. An auxiliary formula. Since
(2.3) |Cγj (Z)| ≤ |Cγj (1)| =
(2γ)j
j!
,
and since ∑
j≥0
(2γ)j
j!
Ij+γ(ρr) < ∞,
then Fubini’s Theorem applies and one is led to compute∑
j≥0
(j + γ)Ij+γ(ρr)C
γ
j (Z) ξ
js
for fixed (u, v, w) ∈]− 1, 1[3. Note that for s = 2, 4, one has
(2.4)
∑
j≥0
(±1)j(j + γ)Ij+γ(ρr)Cγj (Z) =
(ρr)γ
2γΓ(γ)
e±ρrZ
by formula 5.13.3.3. p.712 in [2], yet we did not find any similar result to∑
j≥0
(±i)j(j + γ)Ij+γ(ρr)Cγj (Z).
However, note that for strictly positive integer values of γ, (2.4) may be written as
∑
j≥0
(±1)j(j + γ)Ij+γ(ρr)Cγj (Z) =
(±1)γ
2γΓ(γ)
DγZ
[
e±ρrZ
]
.
In fact, we can derive a more general similar result for∑
j≥0
(j + γ)Ij+γ(ρr)C
γ
j (Z)e
ijq
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for any real number q provided that γ ≥ 1 is an integer (then extend it to strictly
positive values). In fact, from p.32 and p.44 in [14], one gets
2
∑
j≥0
Ij(z)e
ijζ = 2
∑
j≥0
Ij(z)[cos(jζ) + i sin(jζ)]
= exp(z cos ζ) + I0(ζ) + i sin ζ
∫ z
0
exp(−t cos ζ)I0(t)dt
for all real numbers z, ζ and from 11.1.2 (18) p.235 in [11], the following holds
(j + γ)Cγj (Z) =
1
2γ−1Γ(γ)
DγZ(Tj+γ(Z)) =
1
2γ−1Γ(γ)
DγZ [cos((j + γ) arccosZ)],
where DZ stands for the derivative operator. Moreover by the bound (2.3), one has∑
j≥0
(j + γ)Ij+γ(ρr)C
γ
j (Z) e
ijq =
1
2γ−1Γ(γ)
∑
j≥0
Ij+γ(ρr)D
γ
Z [cos((j + γ) arccosZ)]e
ijq
=
ξ−sγ
2γ−1Γ(γ)
DγZ
∑
j≥γ
Ij(ρr) cos(j arccosZ)e
ijq ,
and since cos(j arccosZ) is a (Tchbeycheff) polynomial of degree j, then
∑
j≥0
(j + γ)Ij+γ(ρr)C
γ
j (Z) e
ijq =
ξ−sγ
2γ−1Γ(γ)
DγZ
∑
j≥0
Ij(ρr) cos(j arccosZ)e
ijq
=
ξ−sγ
2γΓ(γ)
DγZ
∑
j≥0
Ij(ρr)[e
ija + e−ija]eijq,
where we set a := cosZ.
2.3. Odd and even values of γ. Easy computations using the last above equality
yield∑
j≥0
(±i)j(j + γ)Ij+γ(ρr)Cγj (Z) =
(∓i)γ
2γΓ(γ)
DγZ
[
cosh(ρr
√
1− Z2)]± iZ
∫ ρr
0
cosh(t
√
1− Z2)I0(t)dt
]
for s = 1, 3. If γ is even, then iγ = (−i)γ so that
(+)
∑
j≥0
(j + γ)Ij+γ(ρr)C
γ
j (Z) (±i)js =
(−1)γ/2
2γ−1Γ(γ)
DγZ [cosh(ρr
√
1− Z2)],(2.5)
while if γ is odd then (−i)γ = −i(−i)γ−1 = −i(i)γ−1 = −(i)γ therefore
(+)
∑
j≥0
(j + γ)Ij+γ(ρr)C
γ
j (Z) (±i)js =
(−1)(γ−1)/2
2γ−1Γ(γ)
DγZ [Z
∫ ρr
0
cosh(t
√
1− Z2)I0(t)dt].
(2.6)
Above we used the symbol (+) to indicate that we sum both series. For s = 2, 4,
one recovers (2.4) and both series displayed there contribute to
(+)
∑
j≥0
(±1)j(j + γ)Ij+γ(ρr)Cγj (Z) =
(ρr)γ
2γ−1Γ(γ)
cosh(ρrZ).
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Let iν denote the normalized modified Bessel function already defined in (1.8),
it has the Poisson integral representation for ν > −1/2 ([11] p.81):
iν(z) =
1√
piΓ(ν + 1/2)
∫ 1
−1
ezw(1− w2)ν−1/2dw = 1
Γ(ν + 1)
∫ 1
−1
cosh(zw)µν(dw).
Therefore, one gets with ν = (γ − 1)/2,
2γΓ(γ)
(ρr)γ
∫ 1
−1
(+)
∑
j≥0
(±1)j(j + γ)Ij+γ(ρr)Cγj (Z)µ(γ−1)/2(dw) = 2Γ
(
γ + 1
2
)
i(γ−1)/2[ρrc2φ,2θ(u, v)],
(2.7)
where we set
Z =
√
1 + z2φ,2θ(u, v)
2
w := c2φ,2θ(u, v)w.
With regard to (2.5), one needs then to integrate∫ 1
−1
DγZ [cosh(ρr
√
1− Z2)]|Z=c2φ,2θ(u,v)wµ(γ−1)/2(dw),(2.8)
for even γ ≥ 2.
2.4. A positive-definite function. One tricky way to compute (2.8) is to use
the positive-definiteness of Z 7→ cosh(t√1− Z2) for all real t. In fact, the following
Bochner representation holds and is easily derived from 6.645.3 in [13] by an analytic
continuation
cosh(t
√
1− Z2) = cos(tZ) + t
2
∫ 1
−1
eitZq
I1(t
√
1− q2)√
1− q2 dq :=
∫
eitZqνt(dq),
where νt is the symmetric measure
νt(dq) =
1
2
[δ1(dq) + δ−1(dq)] +
t
2
I1(t
√
1− q2)√
1− q2 1]−1,1[(q)dq.
Thus, one has for even γ
DγZ cosh(ρr
√
1− Z2) = (−1)γ/2(ρr)γ
∫
qγeitZqνρr(dq).
Using Fubini’s Theorem, it follows that
(−1)γ/2
∫ 1
−1
DγZ [cosh(ρr
√
1− Z2)]|Z=c2φ,2θ(u,v)wµ(γ−1)/2(dw) =
(ρr)γ
∫
qγ
(∫ 1
−1
eiρrc2φ,2θ(u,v)wqµ(γ−1)/2(dw)
)
νρr(dq)
and the integral between brackets is nothing but the spherical Bessel function
j(γ−1)/2 defined by jν(z) := iν(iz) so that:
(−1)γ/2
∫ 1
−1
DγZ [cosh(ρr
√
1− Z2)]|Z=c2φ,2θ(u,v)wµ(γ−1)/2(dw) = (ρr)γΓ
(
γ + 1
2
)
∫
qγj(γ−1)/2[c2φ,2θ(u, v)ρrq]νρr(dq).
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With regard to (2.5) and (1.7),
2γΓ(γ)
(ρr)γ
∫ 1
−1
(+)
∑
j≥0
(j + γ)Ij+γ(ρr)C
γ
j (c2φ,2θ(u, v)w)(±i)jsµ(γ−1)/2(dw) = 2Γ
(
γ + 1
2
)
∫
qγj(γ−1)/2(c2φ,2θ(u, v)ρrq)νρr(dq).(2.9)
Now, using the expansions of jγ−1/2 and I1, one has
ρr
2
∫ 1
−1
qγj(γ−1)/2(c2φ,2θ(u, v)ρrq)
I1(ρr
√
1− q2)√
1− q2 dq =
∑
j,m≥0
(−1)j
Γ(j + (γ + 1)/2)j!
1
(m+ 1)!m!(
c2φ,2θ(u, v)ρr
2
)2j (ρr
2
)2m+2 ∫ 1
0
q(γ−1)/2+j(1− q)mdq
=
∑
j,m≥0
(−1)j
Γ(j + (γ − 1)/2 +m+ 2)j!
1
(m+ 1)!
(
c2φ,2θ(u, v)ρr
2
)2j (ρr
2
)2m+2
=
∑
j≥0
(−1)j
j!
(
c2φ,2θ(u, v)ρr
2
)2j ∑
m≥1
1
Γ(j + (γ − 1)/2 +m+ 1)m!
(ρr
2
)2m
=
∑
j≥0
(−1)j
j!
(
c2φ,2θ(u, v)ρr
2
)2j [(
2
ρr
)(γ−1)/2+j
Ij+(γ−1)/2(ρr)−
1
Γ((γ − 1)/2 + j + 1)
]
=
(
2
ρr
)(γ−1)/2∑
j≥0
(−1)j
j!
(
[c2φ,2θ(u, v)]
2ρr
2
)j
Ij+(γ−1)/2(ρr)− j(γ−1)/2(c2φ,2θ(u, v)ρr).
Using the formula (11.4. p.694 in [2])
∑
m≥0
zk
k!
Ia+k(x) =
(
1 +
2z
x
)−a/2
Ia
(
x
√
1 +
2z
x
)
, |2z| < |x|,
one finally sees that (2.9) simplifies to (|c2φ,2θ(u, v)| < 1 for almost all (u, v))(
2
ρr
√
1− c22θ(u, v)
)(γ−1)/2
I(γ−1)/2(ρr
√
1− c22θ(u, v)) = i(γ−1)/2(ρr
√
1− c22θ(u, v)).
Finally
2γΓ(γ)
(ρr)γ
∫ 1
−1
(+)
∑
j≥0
(j + γ)Ij+γ(ρr)C
γ
j (c2φ,2θ(u, v)w) (±i)jsµ(γ−1)/2(dw) = 2Γ
(
γ + 1
2
)
cos2
(γpi
2
)
i(γ−1)/2(ρr
√
1− c22θ(u, v))(2.10)
which extends to all strictly positive integer values of γ as being zero at odd values.
Now, let γ be an odd positive integer, then by the virtue of (2.6), it remains only
to integrate ∫ 1
−1
DγZ [Z cosh(t
√
1− Z2)]|Z=c2φ,2θ(u,v)wµ(γ−1)/2(dw)(2.11)
for fixed u, v ∈ [−1, 1] and t ∈ [0, ρr]. Using Leibniz’s rule, one gets:
DγZ [Z cosh(t
√
1− Z2)] = ZDγZ [cosh(t
√
1− Z2)] + γDγ−1Z [cosh(t
√
1− Z2)],
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so that an integration by parts transforms the second integral in (2.11) to∫ 1
−1
DγZ [Z cosh(t
√
1− Z2)]|Z=c2φ,2θ(u,v)wµ(γ−1)/2(dw) =
1
γ
∫ 1
−1
Dγ+1Z [cosh(t
√
1− Z2)]|Z=c2φ,2θ(u,v)wµ(γ+1)/2(dw)
+ γ
∫ 1
−1
Dγ−1Z [cosh(t
√
1− Z2)]|Z=c2φ,2θ(u,v)wµ(γ−1)/2(dw).
Hence, (2.11) is almost similar to (2.8) so that one gets:
(−1)(γ−1)/2
∫ 1
−1
Dγ+1Z [cosh(t
√
1− Z2)]|Z=c2φ,2θ(u,v)wµ(γ+1)/2(dw) = −Γ
(
γ + 3
2
)
tγ+1∫
qγ+1j(γ+1)/2(c2φ,2θ(u, v)tq)νt(dq)
and
(−1)(γ−1)/2
∫ 1
−1
Dγ−1Z [cosh(t
√
1− Z2)]|Z=c2φ,2θ(u,v)wµ(γ−1)/2dw = Γ
(
γ + 1
2
)
tγ−1∫
qγ−1j(γ−1)/2(c2φ,2θ(u, v)tq)νt(dq).
Also, similar computations as done before show that∫
qγ+1j(γ+1)/2(c2φ,2θ(u, v)tq)νt(dq) =
(
2
t
)γ/2∑
j≥0
(−1)jΓ((γ/2) + j + 1)
Γ((γ + 1)/2 + j + 1)j!
(
t
2
c22φ,2θ(u, v)
)j
Iγ/2+j(t)
and using the derivation rule [zν+1Iν+1(z)]
′ = zν+1Iν(z) ([15]) with ν = γ/2+ j, it
then follows that
−
∫
(tq)γ+1j(γ+1)/2(c2φ,2θ(u, v)tq)νt(dq) = −2γ/2
d
dt
∑
j≥0
(−1)jΓ((γ/2) + j + 1)
Γ((γ + 1)/2 + j + 1)j!
(
c22φ,2θ(u, v)
2
)j
tγ/2+j+1Iγ/2+j+1(t) = 2
γ/2 d
dt
∑
j≥1
(−1)jΓ((γ/2) + j)
Γ((γ + 1)/2 + j)(j − 1)!
(
c22φ,2θ(u, v)
2
)j−1
tγ/2+jIγ/2+j(t)
= 2γ/2
d
dt
d
dz
∑
j≥0
(−1)jΓ((γ/2) + j)
Γ((γ + 1)/2 + j)j!
zjtγ/2+jIγ/2+j(t)|z=c2
2φ,2θ
(u,v)/2.
(2.12)
Substituting γ + 1 by γ − 1, one gets∫
qγ−1j(γ−1)/2(c2φ,2θ(u, v)tq)νt(dq) =
(
2
t
)γ/2−1∑
j≥0
(−1)jΓ(γ/2 + j)
Γ((γ + 1)/2 + j)j!
(
t
2
c22φ,2θ(u, v)
)j
Iγ/2+j−1(t)
so that∫
(tq)γ−1j(γ−1)/2(c2φ,2θ(u, v)tq)νt(dq) = 2
γ/2−1 d
dt
∑
j≥0
(−1)jΓ(γ/2 + j)
Γ((γ + 1)/2 + j)j!
(
c22φ,2θ(u, v)
2
)j
tγ/2+jIγ/2+j(t).(2.13)
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Set
Aγ(t, z) :=
∑
j≥0
(−1)jΓ((γ/2) + j)
Γ((γ + 1)/2 + j)j!
zjtγ/2+jIγ/2+j(t)
=
tγ
2γ/2
∑
j≥0
(−1)jΓ((γ/2) + j)
Γ((γ + 1)/2 + j)j!
(
zt2
2
)j
iγ/2+j(t) :=
tγ
2γ/2
Kγ(t, z),
for γ > 0 and 0 < z < 1/2, then a glance at (2.12) and (2.13) shows that
(−1)(γ−1)/2
∫ 1
−1
DγZ [Z cosh(t1− Z2)]|Z=c2φ,2θ(u,v)wµ(γ−1)/2(dw) =
1
2
Γ
(
γ + 1
2
)
∂t
{
tγ
[
γKγ
(
t,
c22φ,2θ(u, v)
2
)
+
γ + 1
γ
∂zKγ
(
t,
c22φ,2θ(u, v)
2
)]}
.
Therefore, with regard to (2.6), one has for odd γ ≥ 1
2γΓ(γ)
(ρr)γ
∫ 1
−1
4∑
s=1
∑
j≥0
(j + γ)Ij+γ(ρr)C
γ
j (c2φ,2θ(u, v)w) ξ
jsµ(γ−1)/2(dw) = Γ
(
γ + 1
2
)
sin2
(γpi
2
)∫ 1
0
I0(ρrt)∂t
{
tγ
[
γKγ
(
ρrt,
c22φ,2θ(u, v)
2
)
+
γ + 1
γ
∂zKγ
(
ρrt,
c22φ,2θ(u, v)
2
)]}
dt,
(2.14)
which extends to all strictly positive integer values of γ as the zero function at even
values. Unfortunately, we did not succeed to derive any more easier expression for
Aγ(t, z) (may be this is not possible), nevertheless noting that
√
piΓ((γ/2) + j)
Γ((γ + 1)/2 + j)
=
∫ 1
0
qγ/2+j−1√
1− q dq
for γ > 0, then
Aγ(t, z) =
tγ/2√
pi
∫ 1
0
qγ/2−1√
1− q
∑
j≥0
(−1)jΓ((γ/2) + j)
Γ((γ + 1)/2 + j)j!
(qtz)jIγ/2+j(t)dq
=
tγ/2√
pi
∫ 1
0
qγ/2−1√
1− q
1
√
1− 2zqγ/2
Iγ/2(t
√
1− 2zq)dq
=
tγ
2γ/2
√
pi
∫ 1
0
qγ/2−1√
1− q iγ/2(t
√
1− 2zq)dq = t
γ
2γ/2
Kγ(t, z).
With regard to (2.7), (2.10) and (2.14), one gets the integrand of (1.10) for all
strictly positive integers γ which we shall extend in the following subsection to
strictly positive real values of γ.
2.5. Extension to ℜ(γ) > 0. (1.10) extends to all complex values of γ lying in the
open right half-plane in a similar way as in remark p.194 in [6]. The extension needs
an exponential growth of both sides of (1.10) viewed as functions of the variable γ.
To see this, we start with rewriting the LHS of (1.10) as
Γ(γ)
∫ 1
−1
4∑
s=1
∑
j≥0
(j + γ)ij+γ(ρr)C
γ
j (c2φ,2θ(u, v)w)
(ρr
2
)j
ξjsµ(γ−1)/2(dw),
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then, we use the bound ([11] p.14)
|jν(z)| ≤ e
|ℑ(z)|
Γ(ν + 1)
, z ∈ C.
which, together the definition of iν , yields
|iν(z)| ≤ e
|z|
Γ(ν + 1)
⇒ |νiν(z)| ≤ e
|z|
Γ(ν)
for z ∈ R and positive large enough ν. Thus, the LHS of (1.10) is bounded by
4eρr
∫ 1
−1
∑
j≥0
|Cγj (c2φ,2θ(u, v)w) |
1
(γ)j
(ρr
2
)j
µ(γ−1)/2(dw).
Using the bound (2.3), Stirling’s formula and since µ(γ−1)/2 has unit mass, then
the LHS of (1.10) is easily seen to be bounded by
4eρr
∑
j≥0
(2γ)j
(γ)j
(ρr)j
2jj!
= 4eρr1F1(2γ, γ, (ρr/2))
which is of orderO(eγ). Coming to the RHS of (1.10), note that Γ((γ+1)/2)i(γ−1)/2(z)
is bounded by e|z| (as a function of γ for fixed z ∈ R), thereby so are (2.7) and
(2.10). Finally, since tγ = eγ log t ∈]0, 1] for all t ∈ [0, 1] and again Γ(ν + 1)iν(z) is
bounded by e|z|, then one only needs to focus on
Γ((γ + 1)/2)Γ((γ/2) + j)
[Γ((γ + 1)/2 + j)]2
for all fixed j ≥ 0, which is even bounded as a function of γ by Stirling’s formula.
Thus, (1.10) holds for all γ > 0. Finally, (1.10) follows after integrating with respect
to the symmetric Beta distributions µl0 , µl1 displayed in (2.2) and the proof of (1.10)
is finished.
Remark. The function Z 7→ cosh(t√1− Z2) appeared in ([1]) in relation to the
famous Bessis-Moussa-Villani’s conjecture, where the author used the Dirac-Pauli
matrices:
Q1 :=
(
0 1
1 0
)
, Q2 :=
(
0 i
−i 0
)
,
then it is easy to see that
cosh(t
√
1− Z2) = tr[et(Q1+itZQ2)].
Moreover, in the Lie group scope, Q1 and Q2 are the generators of the B2-Weyl
group of the compact symplectic group ([8]).
2.6. Extension to γ = 0. It is obvious that (2.7) and (2.10) have no singularity
at γ = 0. Hence, one only needs to deal with (2.11) where the only trouble comes
from the constant term (j = 0), more precisely from Γ(γ/2) in Aγ (note that ∂zAγ
does not contain that factor since the series starts from j = 1). But, it is known
that sin(γpi/2)Γ(γ/2) has a removable singularity at γ = 0 since the mirror formula
holds
Γ(z)Γ(1− z) = pi
sinpiz
, 0 < z < 1.
Moreover, since (sin γpi/2)/γ is well defined at γ = 0, then the integrand in (2.14)
may be extended to γ = 0 and even tends to zero as γ does. Since sin(γpi/2)
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remains in front of the integrals after the extension, then (2.14) tends to 0 as γ
does. As a result
lim
k1,k0→0+
DWk (x, y) =
1
2
lim
k1,k0→0+
Γ
(
γ + 1
2
)∫ 1
−1
∫ 1
−1
[
i(γ−1)/2[ρrc2φ,2θ(u, v)]
+ cos2(γpi/2)i(γ−1)/2[ρr
√
1− c22φ,2θ(u, v)]
]
µl1(du)µl0(dv).
Since
1− c22φ,2θ(u, v) =
1− u cos 2θ cos 2φ− v sin 2θ sin 2φ
2
= c22φ,2θ(−u,−v),
then (2.7) and (2.9) give the same contribution up to the factor cos2(γpi/2). Thus,
DW0 (x, y) = lim
k1,k0→0+
∫ 1
−1
∫ 1
−1
Γ
(
γ + 1
2
)
i(γ−1)/2[ρrc2φ,2θ(u, v)]µ
l1(du)µl0(dv).
(in fact, iν is an even function so that iν(|c2φ,2θ(u, v)|) = iν(c2φ,2θ(u, v))). Now, it is
an easy exercice to see that the symmetric Beta distribution µν converges weakly as
ν → −1/2 to the symmetric Bernoulli distribution (use the integral representation
of the spherical Bessel function jν)
η(du) :=
1
2
[δ−1(du) + δ1(du)] .
It follows from the integral representation of i(γ−1)/2 that
DW0 (x, y) = lim
k1,k0→0+
∫ ∫ ∫
cosh(ρrc2φ,2θ(u, v)z)µ
(γ−1)/2(dz)µl1(du)µl0(dv)
= lim
k1,k0→0
∞∑
m=0
1
(2m)!
∫ ∫ ∫ [
1 + u cos 2θ cos 2φ+ v sin 2θ sin 2φ
2
]m
(ρrz)2m
µ(γ−1)/2(dz)µl1(du)µl0(dv)
=
∫ ∫ ∫
cosh(ρrc2φ,2θ(u, v)z)η(dz)η(du)η(dv)
=
∫ ∫
cosh[ρrc2φ,2θ(u, v)]η(du)η(dv)
where we used Tonelli’s Theorem to exchange the order of integration coming to
the second equality, we used the fact that the weak convergence is equivalent to
the convergence of moments for compactly-supported distributions together with
the boundedness of the moments of µν by 1 and Lebesgue’s convergence Theorem
to derive the third equality. Since
c2φ,2θ(u, v) =
√
1 + z2φ,2θ(u, v)
2
, z2φ,2θ(u, v) = u cos 2θ cos 2φ+ v sin 2θ sin 2φ,
and since cosh is an even function, then elementary trigonometric identities
1 + cos(2z)
2
= cos2 z,
1− cos(2z)
2
= sin2 z
yield
DW0 (x, y) =
1
4
[cosh(ρr cos(φ+ θ)) + cosh(ρr cos(φ− θ)) + cosh(ρr sin(φ + θ)) + cosh(ρr sin(φ− θ))]
which fits (1.7) already derived in the introductory section.
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3. Proof of Proposition (1.3)
Let κ,m be positive integers, | · | be the Euclidean norm in R2 and Ym is the
ordinary spherical harmonic of degree m written in polar coordinates as (see [16]
for instance)
Ym(y) = |y|m cosmθ, y = |y|eiθ.
Recall also that the generalized Bessel function is defined by ([9])
DWk (x, y) :=
1
8
∑
w∈B2
Dk(x,wy) =
1
8
∑
w∈B2
Vk
[
e〈·,yw〉
]
(y),
where Dk, Vk denote the Dunkl kernel and the Dunkl intertwining operator respec-
tively ([9]). With the above notation, (1.4) reduces with p = 2 to
DW0 (x, y) =
1
8
∑
w∈B2
e〈x,yw〉 = I0(ρ|y|) + 2
∞∑
j=1
I4j(ρ|y|)
|y|4j Y4j(y) cos(4jφ).
Consequently, by linearity of Vk ([9]), one has
(3.1) DWk (x, y) = Vk [I0(ρ| · |)] (y) + 2
∞∑
j=1
Vk
[
I4j(ρ| · |)
| · |4j Y4j
]
(y) cos(4jφ).
Clearly we can expand pl1,l0j (cosφ) as a sum of cosmφ, 0 ≤ m ≤ j so that,
pl1,l0j (cos 4φ) =
j∑
m=0
bm,j cos(4mφ)
(the coefficients bm,j may not be simple in general, although it has nice formula
in the case of l1 = l0, that is, for Gegenbauer polynomials). Substituting this
expression into (1.1) taken with p = 2 and changing the summation’s order, we get
DWk (x, y) = c2,k
(
2
ρr
)γ ∞∑
m=0

 ∞∑
j=m
bm,jI4j+γ(ρr)p
l1,l0
j (cos(4θ))

 cos(4mφ).
Comparing the last equation with (3.1), we obtain upon using the orthogonality of
cos 4mφ that
Vk
[
I4m(ρ| · |)
(ρ| · |)4m Y4m
]
(y) =
2γc2,k
ρ4m
∞∑
j=m
bm,j
I4j+γ(ρ|y|)
(ρ|y|)γ p
l1,l0
j (cos(4θ)).(3.2)
Using the expansion of the modified Bessel function (1.2) to expand I4j+γ in
(3.2), the RHS of (3.2) becomes
2γc2,k
ρ4m
∞∑
j=m
bm,j
∞∑
q=0
1
q!Γ(4j + γ + q + 1)
(
ρ|y|
2
)2q+4j
pl1,l0j (cos(4θ))
= c2,k
∞∑
q=0
∞∑
j=0
bm,j+m
ρ4j+2q
q!Γ(4j + 4m+ γ + q + 1)
( |y|
2
)2q+4j+4m
pl1,l0j+m(cos(4θ))
= c2,k
∞∑
κ=0

 ∑
q+2j=κ
bm,j+m
q!Γ(4j + 4m+ q + γ + 1)
( |y|
2
)2κ+4m
pl1,l0j+m(cos(4θ))

 ρ2κ.
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Similar computations transform the Bessel function in the LHS of (3.2) to
I4m(ρ| · |)
(ρ| · |)4m =
1
24m
∞∑
κ=0
1
κ!Γ(4m+ κ+ 1)
( | · |
2
)2κ
ρ2κ.
Comparing the coefficients of the obtained expressions, one finally gets
Vk
[| · |2κY4m] (y)
κ!Γ(4m+ κ+ 1)
=
∑
0≤2j≤κ
bm,j+m|y|2κ+4m
(κ− 2j)!Γ(4m+ 2j + κ+ γ + 1)p
l1,l0
j+m(cos(4θ))
and Proposition (1.3) is proved.
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