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Abstract
Let Pn be the class of all polynomials of degree at most n, and letMp(g;ρ) denote the Lp mean of g on
the circle of radius ρ centered at the origin. We specify a number ρ∗ ∈ (0,1), depending on n and k, such
that for any f ∈ Pn, the ratio Mp(f (k);ρ)/Mp(f ;1) is maximized by f (z) := zn for all ρ ∈ [ρ∗,∞)
and p  1. The interest of the result lies in the fact that ρ∗ is strictly less than 1.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction and statement of results
For any entire function φ, let
Mp(φ; r) :=
(
1
2π
π∫
−π
∣∣φ(reiθ )∣∣p dθ
)1/p
(0 < p < ∞, r > 0). (1)
By a classical result of G.H. Hardy [4],Mp(φ; r) is a strictly increasing function of r except in
the case where φ is a constant. It is well known (see, for example, [5, p. 143]) that for any given
r > 0,
Mp(φ; r) → max|z|=r
∣∣φ(z)∣∣ as p → ∞.
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M(φ; r) := max|z|=r
∣∣φ(z)∣∣ (r > 0)
may be seen as M∞(φ; r). We add that, by the maximum modulus principle, M∞(φ; r) is a
strictly increasing function of r unless f is a constant.
Let Pn be the class of all polynomials of degree at most n. It is clear that if f belongs to Pn
then so does f ∗(z) := znf (1/z), and so for R > 1 and any p > 0, we have
Mp(f ;R) = RnMp
(
f ∗; 1
R
)
RnMp
(
f ∗;1)= RnMp(f ;1),
where equality holds in the inequality only if f ∗ is a constant. Hence,
Mp(f ;R) < RnMp(f ;1) (0 < p ∞;1 < R < ∞), (2)
unless f is a constant multiple of zn.
It is also known that for any polynomial f of degree at most n, we have
Mp(f ′;1) nMp(f ;1) (0 < p ∞). (3)
The inequality is sharp. It becomes an equality for f (z) := czn.
The case p = ∞ of (3) is known as S. Bernstein’s inequality (see [8, Chapter 14]). It was
proved by A. Zygmund [10] for p ∈ [1,∞). The fact that (3) is also true for 0 < p < 1 is a result
of V.V. Arestov [1].
The following result is an immediate consequence of (2) and (3).
Theorem A. Let f be a polynomial of degree at most n. Then
Mp(f ′;ρ) nρn−1Mp(f ;1) (0 < p ∞; 1 ρ < ∞). (4)
The inequality is sharp. It becomes an equality for f (z) := czn.
We show that the restriction on ρ in (4) can be relaxed. In order to state our result we need to
introduce some notation.
Let
Am(ρ) :=
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
1 m−1
mρ
· · · 1
mρm−1 0
m−1
mρ
1 · · · 2
mρm−2
1
mρm−1
...
...
. . .
...
...
1
mρm−1
2
mρm−2 · · · 1 m−1mρ
0 1
mρm−1 · · · m−1mρ 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
(m+1)×(m+1)
, (5)
and denote by detAm(ρ) the determinant of this matrix. It may be noted that detAm(ρ) is a poly-
nomial in 1/ρ and so a continuous function of ρ for 0 < ρ < ∞.
Notation 1. Let ρm = ρm,m+1 be the largest root of detAm(ρ) = 0 in (0,1).
It is clear that detAm(ρ) is a polynomial of degree m2 − 1 in 1/ρ. For large m, it may be hard
to compute ρm explicitly. We would have liked to give an asymptotic estimate for it as m tends
to infinity, but at this time we do not have one.
We shall see that detAm(ρ) is strictly positive in (ρm,∞). Now, we are ready to state our
extension of Theorem A.
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Furthermore, as indicated in Notation 1, let ρm be the largest root of detAm(ρ) = 0 in (0,1).
Then, for any polynomial f of degree at most n, and 1 p ∞, we have
Mp
(
f (k);ρ) n!
(n − k)!ρ
n−kMp(f ;1) (k = 1, . . . , n) (6)
if ∏k−1j=0 ρn−j  ρ < ∞.
Remark. Let f (z) := zn + zn−1. ThenM∞(f ;1) = 2 and
M∞
(
f (k);ρ)= n!
(n − k)!ρ
n−k + (n − 1)!
(n − k − 1)!ρ
n−k−1 (k = 1, . . . , n − 1).
Hence,
M∞
(
f (k);ρ)> n!
(n − k)!ρ
n−kM∞(f ;1)
for 0 ρ < 1 − k/n. This shows that ∏k−1j=0 ρn−j cannot be smaller than 1 − k/n.
In the case where p = 2 we can easily prove the following result which leaves little to be
desired.
Theorem 2. For any polynomial f (z) :=∑nν=0 aνzν of degree at most n and k = 1, . . . , n, we
have
{M2(f (k);ρ)}2 +
{
n!
(n − k)!
}2
ρ2n−2k
k−1∑
ν=0
|aν |2 
{
n!
(n − k)!
}2
ρ2n−2k
{M2(f ;1)}2 (7)
if ρ  1 − k/n. The inequality may not hold for any ρ < 1 − k/n. Besides, the coefficient of∑k−1
ν=0 |aν |2 cannot be replaced by a larger number.
Inequality (7) says in particular that
M2(f ′;ρ) nρn−1
√{M2(f ;1)}2 − |a0|2
(
ρ  1 − 1
n
)
.
2. Some auxiliary results
We start with a standard notation.
For a function g that is defined and bounded on the unit circle we shall sometimes write ‖g‖∞
to denote sup{|g(z)|: |z| = 1}.
Next, we recall the notion of Hadamard product of two holomorphic functions defined in
concentric disks.
Let A(z) = ∑∞ν=0 ανzν and B(z) = ∑∞ν=0 βνzν be holomorphic in the disks |z| < R1 and
|z| < R2, respectively. Then, ∑∞ν=0 ανβνzν defines a function holomorphic in the disk |z| <
R1R2. It is called the Hadamard product of A and B , for which the usual notation is A ∗ B .
With this we are ready to introduce the following definition. It is taken from [8, p. 409].
Definition 1. A polynomial Q of degree at most n is said to belong to the class B0n if Q(0) = 1
and ‖Q ∗ f ‖∞  1 for every polynomial f of degree at most n such that ‖f ‖∞  1.
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an associated Hermitian form.
Definition 2. A Hermitian form
H(x,x) :=
n∑
μ,ν=1
hμνxμxν
is called positive semidefinite if H(x,x) 0 for arbitrary values of the variables x1, . . . , xn, not
all equal to zero; it is called positive definite if H(x,x) > 0 for arbitrary values of the variables
x1, . . . , xn, not all equal to zero.
Here is then [8, Theorem 12.2.8] a necessary and sufficient condition for a polynomial Q to
belong to B0n.
Lemma 1. The polynomial Q(z) := 1 +∑nν=1 cνzν belongs to the class B0n introduced in Defini-
tion 1, if and only if the Hermitian form
x := (x0, . . . , xn) →
∑
μ,ν
cν−μxμxν (c0 = 1, c−k = ck, 1 k  n)
is positive semidefinite.
Let us recall that a principal minor of a matrix A is a minor whose diagonal is part of the
diagonal of A.
The definiteness of a Hermitian form can be decided in terms of the principal minors of
its matrix. The precise relationship is summarized in Lemma 2 ([3, p. 337], see Theorems 19
and 20). An alternative reference could be [6, Chapter XIII]. However, as a cautionary note, it
may be mentioned that in [6] the definition of “semidefinite” is slightly different.
Lemma 2.
(i) A Hermitian form
H(x,x) :=
n∑
μ,ν=1
hμνxμxν
is positive definite if and only if its leading principal minors are all positive, that is
Dk :=
∣∣∣∣∣∣∣∣∣
h11 · · · h1k
· · · · ·
· · · · ·
· · · · ·
hk1 · · · hkk
∣∣∣∣∣∣∣∣∣
> 0 (k = 1, . . . , n).
(ii) A Hermitian form is positive semidefinite if and only if all its principal minors are non-
negative.
The next lemma, which is a result of E. Fischer [2], simplifies certain things for us in a
significant way. For its proof we refer the reader to [6, p. 420].
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1, . . . , n, we have∣∣∣∣∣∣∣∣∣
c1,1 · · · c1,ν
· · · · ·
· · · · ·
· · · · ·
cν,1 · · · cν,ν
∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
cν+1,ν+1 · · · cν+1,n+1
· · · · ·
· · · · ·
· · · · ·
cn+1,ν+1 · · · cn+1,n+1
∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣
c1,1 · · · c1,n+1
· · · · ·
· · · · ·
· · · · ·
cn+1,1 · · · cn+1,n+1
∣∣∣∣∣∣∣∣∣
.
For the proof of Theorem 1, we shall also need the following auxiliary result [7, Lemma 3].
Lemma 4. Let Pn be the linear space of all polynomials of degree at most n, normed by ‖f ‖∞ :=
max|z|=1 |f (z)|. Also let t0, . . . , tn be an arbitrary set of n + 1 numbers in C, and denote by L
the linear functional defined on Pn, by
f → t0a0 + · · · + tnan
(
f (z) :=
n∑
ν=0
aνz
ν
)
.
Furthermore, let N := ‖L‖. Then, for any non-decreasing convex function ϕ on [0,∞), we have
π∫
−π
ϕ
(
|∑nν=0 tνaνeiνθ |
N
)
dθ 
π∫
−π
ϕ
(∣∣∣∣∣
n∑
ν=0
aνe
iνθ
∣∣∣∣∣
)
dθ.
3. Proofs
Proof of Theorem 1. By Theorem A, inequality (6) holds for all p ∈ (0,∞] and any ρ  1. So,
we only need to prove that it also holds for
∏k−1
j=0 ρn−j  ρ < 1 if p ∈ [1,∞].
First we shall treat the case where p = ∞ and k = 1. Thus, with ρm as in Notation 1, we wish
to prove that if
q(z) = qn,ρ(z) := 0 + z + 2ρz2 + · · · + νρν−1zν + · · · + nρn−1zn (ρ > 0),
then, for any polynomial f of degree at most n, we have
‖q ∗ f ‖∞ := max|z|=1
∣∣(q ∗ f )(z)∣∣ nρn−1‖f ‖∞ (ρn  ρ < 1). (8)
If f belongs to Pn then so does f ∗(z) := znf (1/z). Besides, ‖f ∗‖∞ = ‖f ‖∞. Hence, (8) holds
if and only if∥∥q ∗ f ∗∥∥∞  nρn−1‖f ‖∞ (ρn  ρ < 1;f ∈Pn). (9)
Since ‖q ∗ f ∗‖∞ = ‖(q ∗ f ∗)∗‖∞ and (q ∗ f ∗)∗ = q∗ ∗ f inequality (9) is equivalent to∥∥(q∗ ∗ f )∥∥∞  nρn−1‖f ‖∞ (ρn  ρ < 1;f ∈ Pn).
Thus, setting
Qρ(z) := 1
nρn−1
q∗(z) = 1 +
n∑
ν=1
(n − ν)ρn−ν−1
nρn−1
zν
we have to prove that
‖Qρ ∗ f ‖∞  1 (ρn  ρ < 1;f ∈ Pn, ‖f ‖∞  1).
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c0 = c0(ρ) := 1, and c−ν(ρ) = cν(ρ) := (n − ν)ρ
n−ν−1
nρn−1
for ν = 1, . . . , n,
then, in view of Lemma 1, it would suffice to show that the Hermitian form
ϕ(x0, . . . , xn) =
∑
μ,ν
cν−μxμxν
is positive definite for ρn < ρ  1. This is exactly what we shall do.
We shall show that the leading principal minors of detAn(ρ) are all strictly positive for ρn <
ρ  1. Let us start by evaluating detAn(1). Note that
nn+1 detAn(1) :=
∣∣∣∣∣∣∣∣∣∣
n (n − 1) · · · 1 0
(n − 1) n · · · 2 1
...
...
. . .
...
...
1 2 · · · n (n − 1)
0 1 · · · (n − 1) n
∣∣∣∣∣∣∣∣∣∣
(n+1)×(n+1)
.
In order to evaluate this latter determinant we may perform the following operations one after
the other.
(a) Subtract the (j − 1)th row from the j th row for j = n + 1, n, . . . ,2;
(b) add the 2nd row to the last row;
(c) add the last column to the first;
(d) expand by the last row.
We obtain nn+1 detAn(1) = 2Δ1, where
Δ1 =
∣∣∣∣∣∣∣∣∣∣∣∣
n (n − 1) (n − 2) · · · 2 1
0 1 1 · · · 1 1
0 −1 1 · · · 1 1
...
...
...
. . .
...
...
0 −1 −1 · · · 1 1
0 −1 −1 · · · −1 1
∣∣∣∣∣∣∣∣∣∣∣∣
n×n
.
Expanding Δ1 by its first column we write Δ1 = nΔ2. In order to evaluate Δ2, we may add the
last column to the first, and then we readily see that Δ2 = 2n−2. Thus, nn+1 detAn(1) = n2n−1,
that is
detAn(1) = 2
n−1
nn
.
Recall that An(ρ) is an (n + 1) × (n + 1) matrix. For  = 1, . . . , n + 1, its leading principal
minor of order  is the determinant of
An,(ρ) :=
⎡
⎢⎢⎢⎢⎢⎢⎣
1 n−1
nρ
· · · n−+2
nρ−2
n−+1
nρ−1
n−1
nρ
1 · · · n−+3
nρ−3
n−+2
nρ−2
...
...
. . .
...
...
n−+2
nρ−2 · · · · · · 1 n−1nρ
n−+1 n−+2 · · · n−1 1
⎤
⎥⎥⎥⎥⎥⎥⎦
.nρ−1 nρ−2 nρ ×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As we have already seen,
detAn,n+1(1) = detAn(1) = 2
n−1
nn
.
The minors detAn,1(1), . . . ,detAn,n(1) can be evaluated the same way as detAn,n+1(1). So,
without providing any additional details we leave it to the reader to check that
detAn,(1) = 2n −  + 1
n
2−2 ( = 1, . . . , n + 1).
Now, note that detAn,1(ρ), . . . ,detAn,n+1(ρ) are continuous functions of ρ in (0,∞), and we
know that they are all strictly positive for ρ = 1. Hence, for each  ∈ {1, . . . , n + 1}, there exists
a positive number ρn, ∈ (0,1) such that detAn,(ρ) > 0 for ρn, < ρ  1 and detAn,(ρn,) = 0.
We claim that
ρn,n+1  ρn, ( = 1, . . . , n). (10)
For this we first note that if An(ρ) is written as an (n + 1) × (n + 1) matrix (cjk), then⎡
⎢⎢⎢⎣
cν+1,ν+1 · · · cν+1,n+1
· · · · ·
· · · · ·
· · · · ·
cn+1,ν+1 · · · cn+1,n+1
⎤
⎥⎥⎥⎦=An,n+1−ν(ρ) (ν = 1, . . . , n).
For a proof (of (10)) by contradiction let us suppose that (10) is not true, i.e. there exists an
integer ν ∈ {1, . . . , n} such that
ρn,ν = max
1n
ρn, > ρn,n+1, (11)
and so, by part (i) of Lemma 2, the matrix An(ρ) is positive definite for ρn,ν < ρ  1. Then,
Lemma 3 in conjunction with (11) implies that
detAn,ν(ρ)detAn,n+1−ν(ρ) detAn,n+1(ρ) (ρn,ν < ρ  1). (12)
As ρ ↓ ρn,ν the left-hand side of (12) tends to 0 whereas its right-hand side tends to
detAn,n+1(ρn,ν)—a strictly positive quantity if (11) was really true. This is a contradiction
which proves (10). Hence, the matrix An(ρ) is positive definite for ρn < ρ  1 and, by part (ii)
of Lemma 2, all the principal minors of An(ρ) are non-negative for these values of ρ. By con-
tinuity, they remain non-negative for ρ = ρn. Once again, part (ii) of Lemma 2 implies that the
matrix An(ρ) is positive semidefinite for ρn  ρ  1. Applying Lemma 1 we conclude that
M∞(f ′;ρ) nρn−1M∞(f ;1) (13)
for ρn  ρ  1, which completes the proof of (6) in the case where p = ∞ and k = 1.
Now, let us turn to the case where p ∈ [1,∞). For any given ρ ∈ [ρn,1] let
tν := νρν−1 (ν = 0,1, . . . , n).
Then
f → t0a0 + · · · + tnan
(
f (z) :=
n∑
aνz
ν
)
ν=0
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By (13), the norm ‖L‖ of this functional is nρn−1. Lemma 4 with N = nρn−1 shows that (6)
holds also for p ∈ [1,∞) if k = 1.
Now we shall show how to prove (6) for k = 2, etc.
Let 1 p < ∞. We already know that(
1
2π
π∫
−π
∣∣f ′(ρneiθ )∣∣p dθ
)1/p
 nρn−1n
(
1
2π
π∫
−π
∣∣f (eiθ )∣∣p dθ
)1/p
.
So, applying the case k = 1 of (6) to the polynomial f ′(ρnz), which is a polynomial of degree at
most n − 1, we see that for ρn−1  ρ < ∞ we have
ρn
(
1
2π
π∫
−π
∣∣f ′′(ρnρeiθ )∣∣p dθ
)1/p
 (n − 1)ρn−2
(
1
2π
π∫
−π
∣∣f ′(ρneiθ )∣∣p dθ
)1/p
 n(n − 1)ρn−1n ρn−2
(
1
2π
π∫
−π
∣∣f (eiθ )∣∣p dθ
)1/p
.
Thus, for any p ∈ [1,∞) the inequality(
1
2π
π∫
−π
∣∣f ′′(ρeiθ )∣∣p dθ
)1/p
 n(n − 1)ρn−2
(
1
2π
π∫
−π
∣∣f (eiθ )∣∣p dθ
)1/p
(14)
holds if ρnρn−1  ρ < ∞. This proves (6) in the case where k = 2 and 1  p < ∞. Letting
p → ∞ in (14), we see that (6) holds also when p = ∞. Repeated application of this argument
gives (6) for any k and any p ∈ [1,∞]. 
Proof of Theorem 2. Since
f (k)(z) =
n−k∑
μ=0
(n − μ)!
(n − k − μ)!an−μz
n−k−μ,
we have
{M2(f (k);ρ)}2 = n−k∑
μ=0
{
(n − μ)!
(n − k − μ)!
}2
|an−μ|2ρ2(n−k−μ)
=
{
n!
(n − k)!
}2 n−k∑
μ=0
{
(n − μ)!
(n − k − μ)!
(n − k)!
n!
}2
|an−μ|2ρ2(n−k−μ).
Now, note that
(n − μ)!
(n − k − μ)!
(n − k)!
n! =
∏μ−1
λ=0 (n − k − λ)∏μ−1
λ=0 (n − λ)
=
μ−1∏
λ=0
(
1 − k
n − λ
)

(
1 − k
n
)μ
.
Hence,{
(n − μ)! (n − k)!}2
ρ2(n−k−μ)  ρ2(n−k)
(
n − k  ρ < ∞
)
,(n − k − μ)! n! n
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n
, then
{M2(f (k);ρ)}2 
{
n!
(n − k)!
}2
ρ2(n−k)
n−k∑
μ=0
|an−μ|2.
From this (7) readily follows.
We claim that (7) may not hold for 0 < ρ < 1 − k
n
. In fact,{
(n − 1)!
(n − k − 1)!
}2
ρ2n−2k−2 >
{
n!
(n − k)!
}2
ρ2n−2k
(
0 < ρ < 1 − k
n
)
,
and so for any polynomial of the form f (z) := anzn + an−1zn−1 +∑k−1ν=0 aνzν with an−1 
= 0
and k  n − 1, we have
{M2(f (k);ρ)}2 +
{
n!
(n − k)!
}2
ρ2n−2k
k−1∑
ν=0
|aν |2
=
{
n!
(n − k)!
}2
|an|2ρ2n−2k +
{
(n − 1)!
(n − k − 1)!
}2
|an−1|2ρ2n−2k−2
+
{
n!
(n − k)!
}2
ρ2n−2k
k−1∑
ν=0
|aν |2
>
{
n!
(n − k)!
}2
ρ2n−2k
{M2(f ;1)}2
(
0 < ρ < 1 − k
n
)
.
In order to see that the coefficient {(n!)/(n − k)!}2ρ2n−2k of ∑k−1ν=0 |aν |2 in (7) cannot be
replaced by a larger quantity, we may consider any polynomial of the form f (z) := anzn +∑k−1
ν=0 aνzν with
∑k−1
ν=0 |aν | > 0. 
4. The restriction on p in Theorem 1
It is known (see [5, p. 139]) that ifMp(φ; r) is as in (1), then for any given r > 0,
Mp(φ; r) → exp
(
1
2π
π∫
−π
log
∣∣φ(reiθ )∣∣dθ
)
as r → 0.
This is the motivation behind the definition
M0(φ; r) := exp
(
1
2π
π∫
−π
log
∣∣φ(reiθ )∣∣dθ
)
(0 < r < ∞).
Using Jensen’s theorem [9, p. 124] it can be shown that if f is a polynomial of the form
f (z) := am∏mμ=1(z − zμ), then
exp
(
1
2π
π∫
log
∣∣f (eiθ )∣∣dθ
)
= |am|
m∏
μ=1
max
{|zμ|,1},−π
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M0(f ;1) = |am|
m∏
μ=1
max
{|zμ|,1}. (15)
Now, let f (z) := (z − 1)n. Then, we may apply (15) to conclude that M0(f ;1) = 1. The
same formula shows that
M0(f ′;ρ) = nρn−1
n−1∏
ν=1
max
{
ρ−1,1
}= n (0 < ρ < 1),
that is M0(f ′;ρ) = nM0(f ;1) for 0 < ρ < 1. So, there is no chance of (6) being true for all
p ∈ [0,1).
Note added in proof
Within the last four weeks I have learned that the case p = ∞ of Theorem 1 appeared first
in a paper entitled “On a class of extremal problems for polynomials in the unit circle” by H.S.
Shapiro, published in Portugaliae Mathematica 20 (1961) 67–93 (see Theorem 9 on page 91).
However, our proof is totally diferent; it has nothing in common with his.
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