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Abstract
This article is concerned with the maximal accretive realizations of
geometric Kramers-Fokker-Planck operators on manifolds with bound-
aries. A general class of boundary conditions is introduced which en-
sures the maximal accretivity and some global subelliptic estimates.
Those estimates imply nice spectral properties as well as exponential
decay properties for the associated semigroup. Admissible bound-
ary conditions cover a wide range of applications for the usual scalar
Kramer-Fokker-Planck equation or Bismut’s hypoelliptic laplacian.
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1 Introduction
1.1 Motivations
A few years ago, while I was visiting the WIAS in Berlin, Holger Stephan
asked me about the relevant boundary conditions for the Kramers-Fokker-
Planck operator
p.∂q − (∂qV (q)).∂p + −∆p + |p|
2
2
in Ω × Rdp when Ω ⊂ Rdq is a bounded regular domain. At that time I was
aware of the previous works developed within the mathematical analysis of
kinetic models (see a.e. [DeMG][Car][Luc]) but I noticed, and I have kept
in mind since, that the weak formulation (of time-dependent problems) were
far from providing the accurate semigroup or resolvent information which
was accessible in the boundaryless case (see e.g. [HerNi][HelNi]). After this
various things occurred:
• We realized recently with D. Le Peutrec and C. Viterbo in [LNV] that
the introduction of artificial boundary value problems was an important
step in the accurate spectral analysis of Witten Laplacians acting on
p-forms in the low temperature limit. Actually the harmonic forms of
these artificial boundary value problems, after Witten’s deformation,
play in the case of p-forms, p > 1 , the role of the truncated version
χ(q)e−V (q)/h of the explicit equilibrium density e−V (q)/h used in [HKN]
for the case p = 0 . The Kramers-Fokker-Planck operator is actually
the p = 0 version of Bismut’s hypoelliptic Laplacian. We may hope to
extend the accurate spectral analysis of the case p = 0 done by He´rau-
Hitrik-Sjo¨strand in [HHS2], if we understand the suitable realizations
of the hypoelliptic Laplacian on a manifold with boundary.
• While we were working with T. Lelie`vre about quasi-stationnary distri-
butions for the Einstein-Smoluchowski case (SDE in a gradient field),
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with the help of boundary Witten Laplacians acting on functions (p =
0) and 1-forms, T. Lelie`vre repeatedly insisted that the Langevin pro-
cess was a more natural process for molecular dynamics. The quasi-
stationnary distributions are especially used to develop or study effi-
cients algorithms for molecular dynamics. The PDE formulation of the
Langevin process is the Kramers-Fokker-Planck equation and quasi-
stationnary distributions especially make sense on bounded domains
(in the position variable q).
• A bit more than one year ago, we had discussions with F. He´rau and
D. Le Peutrec who elaborated an approach of those boundary value
problems relying on the weak formulation of [Car] combined with the
so-called hypocoercive techniques proposed by C. Villani in [Vil]. They
were embarrassed with the definition of traces and I suggested that the
problem should be reconsidered from the beginning, by trying to mimic
what is done for elliptic operators with the introduction of Calderon
projectors. We continued on our different ways while keeping in touch.
Their point of view may be efficient for nonlinear problems.
• In 2007, G. Lebeau besides his work [BiLe] in collaboration with J.M. Bis-
mut about the hypoelliptic Laplacian, proved maximal estimates for
what he called the geometric (Kramers)-Fokker-Planck operator. This
is actually the scalar principal part of the hypoelliptic Laplacian. Those
estimates have not been, seemingly, employed seriously up to now. We
shall see that they are instrumental in absorbing some singular pertur-
bations due to the curvature of the boundary.
This article presents the functional analysis of geometric Kramers-Fokker-
Planck operators with a rather wide and natural class of boundary conditions.
About the application to Bismut’s hypoelliptic Laplacian and if one com-
pares with the program which has been achieved for the accurate asymptotic
and spectral analysis of boundary Witten Laplacians in [HeNi1] and [Lep3]
and its applications in [LNV] and [LeNi], it is only the beginning. Noth-
ing is said about the asymptotic analysis with respect to small parameters,
nor about the supersymmetric arguments so effective when dealing with the
Witten Laplacian. In the case of the Kramers-Fokker-Planck equation two
parameters can be introduced with independent or correlated asymptotics,
the temperature and the friction (see for example [Ris][HerNi]).
Other boundary conditions which are proposed as examples of application,
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are heuristically introduced by completing the Langevin process with a jump
process when particles hit the boundary. Except in the case of specular re-
flection studied in [Lap][BoJa] or exotic one-dimensional problems with non
elastic boundary conditions in [Ber], no definite result seems available for
justifying these heuristic arguments. Our subelliptic (regularity and decay)
estimates of the corresponding boundary value problem, may help to get a
better understanding.
Finally one may wonder whether it is necessary to work in the general frame-
work of riemannian geometry. Our approach passes through the local reduc-
tion to straight half-space problem where the coordinate changes prevent
us from sticking to the euclidean case. Moreover, even when the metric is
flat (the Riemann curvature tensor vanishes), the extrinsic curvature of the
boundary raises crucial difficulties in the analysis. Working with a general
metric on a riemannian manifold with boundary (in the q variable) does
not add any serious difficulties. I nevertheless chose to put the stress on
a presentation in coordinate systems, in order to make the essential points
of the analysis more obvious, and to avoid confusing the possibly non fa-
miliar reader with the concise but nevertheless subtle notations of intrinsic
geometry. Such formulations occur when necessary in the end of the article,
for example while applying the general framework to Bismut’s hypoelliptic
Laplacian.
1.2 The problem
We shall consider the geometric Kramers-Fokker-Planck equation set on
X = T ∗Q when Q = Q ∪ ∂Q is a d-dimensional compact riemannian man-
ifold with boundary or a compact perturbation of the euclidean half-space
R2d− = (−∞, 0]×Rd−1 ×Rd . When q ∈ ∂Q , the fiber T ∗qQ is the direct sum
T ∗q ∂Q⊕N∗q,∂QQ where N∗q,∂QQ is the conormal fiber at q .
In a neighborhood U of q ∈ Q , position coordinates are denoted by (q1, . . . , qd) .
We shall use Einstein’s convention of up and down repeated indices. An ele-
ment of the fiber p ∈ T ∗qQ , q ∈ U , is written p = pidqi and (q1, . . . , qd, p1, . . . , pd)
are symplectic coordinates in U × Rd ∼ T ∗U ⊂ T ∗Q .
The metric on Q , i.e. on the tangent fiber bundle piTQ : TQ → Q , is de-
noted by g(q) = gT (q) = (gij(q))1≤i,j≤d or g = gij(q)dq
idqj , and its dual
metric on the cotangent bundle piT ∗Q : T
∗Q→ Q is g−1(q) = (gij(q))1≤i,j≤d .
The cotangent bundle X = T ∗Q or X = T ∗Q = X unionsq ∂X , viewed as a man-
6
ifold, is endowed with the metric g ⊕ g−1 . Actually for every x ∈ X , the
tangent space TxX = TxT
∗Q is decomposed into an horizontal and vertical
component TxT
∗Q = (TxT
∗Q)H⊕ (TxT ∗Q)V (see Section 6 for details) which
specifies the orthogonal decomposition of the metric g ⊕ g−1 . The corre-
sponding volume on X = T ∗Q coincides with the symplectic volume form
(−1)d
d!
(dpi ∧ dqi)∧d on T ∗Q , and the integration measure is, locally in T ∗U
with symplectic coordinates, the R2d-Lebesgue’s measure simply denoted by
dqdp . The L2-space on X will be denoted L2(X, dqdp) and the scalar prod-
uct (extended as a duality product between distributions and test functions)
and the norm are
〈u , v〉 =
∫
X
u(q, p)v(q, p) dqdp , ‖u‖2 = 〈u , v〉 .
We shall consider also f−valued functions onX , where f is a complex Hilbert-
space1. The above scalar (duality) product has to be replaced by
〈u , v〉 =
∫
X
〈u(q, p) , v(q, p)〉f dqdp ,
and the corresponding L2-space will be denoted L2(X, dqdp; f) = L2(X, dqdp)⊗
f while the space of compactly supported regular sections on X (resp. X)
is denoted by C∞0 (X; f) (resp. C∞0 (X ; f)) . Hilbert-completed tensor products
of two Hilbert spaces f1 , f2 , will be denoted by f1 ⊗ f2 . When necessary the
algebraic tensor product (or other completions) will be specified by a nota-
tion like f1 ⊗alg f2 .
In a vertical fiber T ∗qQ endowed with the scalar product g
−1(q) , the length
|p|q , the vertical Laplacian ∆p and the harmonic oscillator hamiltonian are
defined by
|p|2q = gij(q)pipj = pTg−1(q)p ,
∆p = ∂pigij(q)∂pj , Og =
−∆p + |p|2q
2
.
With the energy E(q, p) = 1
2
|p|2q defined on T ∗Q , we associate the Hamilto-
nian vector field
YE = gij(q)pi∂qj − 1
2
∂qkg
ij(q)pipj∂pk ,
1All our Hilbert spaces are assumed separable
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The geometric Kramers-Fokker-Planck operator that we consider is the scalar
(even when f 6= C) differential operator
P±,Q,g = ±YE +Og ,
well-defined on C∞0 (X ; f) . Natural functional spaces are associated with the
vertical operator Og . Along a vertical fiber they are the Sobolev spaces
associated with the harmonic oscillator hamiltonian Og(q) = −∆p+|p|
2
q
2
:
Hs(q) =
{
u ∈ S ′(Rd, dp; f) , (d
2
+Og(q))s/2u ∈ L2(Rd, dp; f)
}
. (1)
The distributional space Hs(q) coincides with the same space given by the
euclidean distance on Rdp , owing to the global ellipticity of (
d
2
+ Og(q)) (see
[Hel1][HormIII]-Chap 18). Only the corresponding norm depends on g(q) ,
via a simple linear change of the variable p , and this provides a Hermitian
bundle structure on piHs : Hs → Q , pi−1Hs(q) = Hs(q) . Global norms on
L2(Q;H1) and L2(Q;H2) are given by
‖u‖2L2(Q;H1) =
1
2
∫
X
‖g1/2(q)∂pu(q, p)‖2f + ‖g(q)−1/2pu(q, p)‖2f dqdp+ d‖u‖2
‖u‖2L2(Q;H2) = ‖(
d
2
+Og)u‖2 .
The standard Sobolev spaces on Q are denoted by Hs(Q) , s ∈ R and the
corresponding spaces of Hs′-sections are denoted by Hs(Q;Hs′) , s, s′ ∈ R .
According to [ChPi], the spaces Hs(Q) are locally identified with Hs(Rd−) =
Hs((−∞, 0]× Rd−1) , which is the set of u ∈ D′(Rd−) = D′((−∞, 0)× Rd−1)
such that u = u˜
∣∣
Rd−
with u˜ ∈ Hs(Rd) . The definitions of C∞0 (Q) and C∞0 (X ; f)
follow the same rule. Similarly we shall use the notations S(Rd−) , S(R2d− ) .
In order to study closed (and maximal accretive realizations) of P±,Q,g we
need to specify boundary conditions. In a neighborhood U ⊂ Q of q ∈ ∂Q ,
coordinates can be chosen so that the metric g equals
g(q) =
(
1 0
0 mij(q
1, q′)
)
, gij(q)dq
idqj = (dq1)2+mij(q
1, q′)dq′
i
dq′
j
. (2)
The corresponding coordinates on T ∗U are (q1, q′, p1, p
′) and (q
′
, p1) is a co-
ordinate system for the conormal bundle N∗∂QQ . The symplectic volume
element is
dqdp = dq1dp1dq
′dp′ .
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On ∂X = T ∗Q
∣∣
∂Q
we shall use the measure |p1|dp1dq′dp′ and the corre-
sponding L2-space will be denoted L2(∂X, |p1|dq′dp; f) with the norm locally
defined by
‖γ‖2L2(T ∗
Q′
U,|p1|dq′dp;f)
=
∫
T ∗
Q′
U
‖γ(q, p)‖2f |p1|dq′dp ,
This definition does not depend on the choice of coordinates (q1, . . . , qd) for
the decomposition (2) summarized as g = 1 ⊕⊥ m . Polar coordinates in
the momentum variable can be defined globally as well. By writing the
momentum p ∈ T ∗qQ , p = rω with r = |p|q and ω ∈ S∗qQ , the space
L2(∂X, |p1|dq′dp; f) equals
L2(T ∗∂QQ, |p1|dq′dp; f) = L2((0,+∞), rd−1dr;L2(S∗∂QQ, |ω1|dq′dω; f))
= L2(∂Q× (0,+∞), rd−1drdq′;L2(S∗qQ, |ω1|dω; f)) .
Once the decomposition g = 1⊕⊥m is assumed, the last line defines a space
of L2-sections of a Hilbert bundle on ∂Q× (0,+∞) .
On those coordinates, the mappings
(q′, p1)→ (q′,−p1)
(resp.) (q′, p1, p
′)→ (q′,−p1, p′)
defines an involution on the conormal bundle N∗∂QQ (resp. on T
∗
∂QQ) . On
∂X = T ∗∂QQ this involution preserves the energy shells
{|p|2q = C} . The
function sign (p1) is well-defined on N
∗
∂QQ and T
∗
∂QQ , p1 > 0 corresponding
to the exterior conormal orientation . When the space f is endowed with a
unitary involution j , the mapping
v(q′, p1, p
′)→ jv(q′,−p1, p′)
defines a unitary involution on L2(∂X, |p1|dq′dp; f) . The even and odd part
of γ ∈ L2(∂X, |p1|dq′dp; f) are given by
γev(q
′, p1, p
′) = [Πevγ](q
′, p) =
γ(q′, p1, p
′) + jγ(q′,−p1, p′)
2
, (3)
γodd(q
′, p1, p
′) = [Πoddγ](q
′, p) =
γ(q′, p1, p
′)− jγ(q′,−p1, p′)
2
. (4)
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The operator Πev and Πodd = 1 − Πev are pointwise operations in (q′, |p|q)
which can be written as operator valued multiplications by Πodd,ev(q
′, |p|q)
and they are orthogonal projections in
L2(∂X, |p1|dq′dp; f) = L2(∂Q× (0,+∞), rd−1drdq′;L2(S∗qQ, |ω1|dω; f)) .
We shall also use a bounded accretive operator A on L2(∂X, |p1|dq′dp; f)
which is also diagonal in the variable (q′, |p|q) . We shall assume that there
exists ‖A‖ > 0 and cA > 0 such that
‖A(q, r)‖L(L2(S∗qQ,|ω1|dω;f)) ≤ ‖A‖ for a.e. (q, r) ∈ ∂Q × R+ , (5)
[A(q, r) , Πev(q, r)] = 0 for a.e. (q, r) ∈ ∂Q× R+ , (6)
with either min σ(Re A(q, r)) ≥ cA > 0 for a.e. (q, r) ∈ ∂Q× R+ ,(7)
or A(q, r) = 0 for a.e. (q, r) ∈ ∂Q× R+ . (8)
Our aim is to study the operator K±,A,g defined in L
2(X, dqdp; f) with the
domain D(K±,A,g) characterized by
u ∈ L2(Q, dq;H1) , P±,Q,gu ∈ L2(X, dqdp; f) , (9)
∀R > 0 , 1[0,R](|p|q)γu ∈ L2(∂X, |p1|dq′dp; f) , (10)
γoddu = ± sign (p1)Aγevu . (11)
For the case A = 0 , it is interesting to introduce the set D(X, j) of regular
functions which satsify
u ∈ C∞0 (X ; f) , γoddu = 0 , i.e. γu(q,−p) = jγu(q, p) (12)
and ∂q1u = O(|q1|∞) , (13)
where the last line is the local writing in a coordinate systems such that
g = 1⊕⊥ m .
Convention: We keep the letter P , often with additional informational
indices, for differential operators acting on C∞-functions or distributions.
When P denotes a Kramers-Fokker-Planck operator, the letterK will be used
for closed (and actually maximal accretive) realizations, also parametrized
by A (and j) , of P in L2(X, dqdp; f) .
1.3 Main results
Although the analysis mixes the two cases A = 0 and A 6= 0 , we separate
them here for the sake of clarity.
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Theorem 1.1. Let Q be a riemannian compact manifold with boundary or a
compact perturbation of the euclidean half-space Rd− = (−∞, 0]×Rd−1 . The
operator K±,0,g − d2 = P±,g − d2 with the domain defined by (9)(10)(11) with
A = 0 is maximal accretive.
It satisfies the integration by part identity
Re 〈u , (K±,0,g + d
2
)u〉 = 〈u , (d
2
+Og)u〉 = ‖u‖2L2(Q;H1)
for all u ∈ D(K±,0,g) .
There exists C > 0 , such that
〈λ〉1/4‖u‖+ 〈λ〉 18‖u‖L2(Q;H1) + ‖u‖H 13 (Q;H0)
+ 〈λ〉 14‖(1 + |p|q)−1γu‖L2(∂X,|p1|dq′dp;f) ≤ C‖(K±,0,g − iλ)u‖
for all u ∈ D(K±,0,g) and all λ ∈ R .
When Φ ∈ C∞b ([0,+∞)) , is such that Φ(0) = 0 , there exist a constant C ′ > 0
independent of Φ and constant CΦ > 0 such that
‖Φ(dg(q, ∂Q))Ogu‖ ≤ C ′‖Φ‖L∞‖(K±,0,g − iλ)u‖+ CΦ‖u‖ ,
for all u ∈ D(K±,0,g) and all λ ∈ R .
The adjoint K∗±,0,g equals K∓,0,g .
Finally the set D(X, j) defined by (12)(13) is dense in D(K±,0,g) endowed
with its graph norm.
In the case when A 6= 0 and by assuming (5)(6)(7)(8), we have better
estimates of the trace, but no density theorem in general.
Theorem 1.2. Let Q be a riemannian compact manifold with boundary or
a compact perturbation of the euclidean half-space Rd− = (−∞, 0] × Rd−1 .
Assume that the operator A ∈ L(L2(∂X, |p1|dq′dp; f)) satisfies (5)(6)(7)(8).
The operator K±,A,g − d2 = P±,g − d2 with the domain defined by (9)(10)(11)
is maximal accretive.
It satisfies the integration by part identity
Re 〈u , (K±,A,g + d
2
)u〉 = ‖u‖2L2(Q;H1) + Re 〈γevu , Aγevu〉L2(∂X,|p1|dq′dp;f) ,
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for all u ∈ D(K±,A,g) .
There exists C > 0 and for any t ∈ [0, 1
18
) there exists Ct > 0 such that
〈λ〉1/4‖u‖+ 〈λ〉 18‖u‖L2(Q;H1) + C−1t 〈λ〉
1
8‖u‖Ht(Q;H0)
+ 〈λ〉 18‖γu‖L2(∂X,|p1|dq′dp;f) ≤ C‖(K±,A,g − iλ)u‖
for all u ∈ D(K±,A,g) and all λ ∈ R .
When Φ ∈ C∞b ([0,+∞)) , is such that Φ(0) = 0 , there exist a constant C ′ > 0
independent of Φ and constant CΦ > 0 such that
‖Φ(dg(q, ∂Q))Ogu‖ ≤ C ′‖Φ‖L∞‖(K±,A,g − iλ)u‖+ CΦ‖u‖ ,
for all u ∈ D(K±,A,g) and all λ ∈ R .
The adjoint K∗±,A,g equals K∓,A∗,g .
Specific cases, in particular the one dimensional case and the flat multidi-
mensional case, will be studied with weaker assumptions or stronger results.
Other results are gathered in Section 8. Various applications are listed in
Section 9.
1.4 Guidelines for reading this text
Although this text is rather long the strategy is really a classical one for
boundary value problems (see e.g. [ChPi][BdM][HormIII]-Chap 20):
1. The first step (see especially [BdM]) consists in a full understanding of
the simplest one-dimensional problem.
2. In the second step, separation of variable arguments are introduced in
order to treat straight half-space problems.
3. The last step, is devoted to the local reduction of the general problem to
the straight half-space problem, by checking that the correction terms
due to the change of coordinates can be considered in some sense as
perturbative terms.
Once this is said, one has to face two difficulties:
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a) The one-dimensional boundary value problem is a two-dimensional prob-
lem with (q1, p1) ∈ (−∞, 0]×R , with p1-dependent coefficients. More-
over it rather looks like a corner problem because at q1 = 0 the cases
p1 > 0 and p1 < 0 are discontinuously partitionned. Singularities actu-
ally occur at p1 = 0 and have to be handled with weighted L
2-norms.
q1
(0, 0)
p1
X ∂X
Fig.1: The boundary ∂X = {q1 = 0} and the vector field p1∂q1 are
represented. For the absorbing case, the boundary condition says
γu(p1) = 0 for p1 < 0 and corresponds to the case (j = 1 and A = 1).
b) In Step 3, the extrinsic curvature of the boundary brings a singular per-
turbation : after a change of coordinates the corresponding perturba-
tive terms are not negligible as compared to the regularity and decay
estimates obtained in Step 2. In the end, the subelliptic estimates
are deteriorated by this curvature effect. Here is the geometric rea-
son: When one considers the geodesic flow on Q = Q unionsq ∂Q , that
is the flow of the hamiltonian vector field Y on T ∗Q or S∗Q com-
pleted by specular reflection at the boundary, one has to face the well
known problem of glancing rays. There are the two categories of gliding
and grazing rays (see fig.2 below) which prevent from smooth symplec-
tic reductions to half-space problems (no C∞ solutions to the eikonal
equations for example). Those problems have been widely studied
with the propagation of singuralities for the wave equation (see e.g.
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[AnMe][Tay1][Tay2][MeSj1][MeSj2]). Here the question is: To what ex-
tent the dissipative term Og = −∆p+|p|
2
q
2
and the hypoelliptic bracketing
(with the hamiltonian vector field Y) allow to absorb those regularity
problems ?
Q
∂Q Q
∂Q
Fig.2: The left picture show a (approximately) gliding ray and
the right one a grazing ray.
A deductive reading is possible starting from Section 2 to Section 9, by
referring occasionally to the rather elementary arguments gathered in Ap-
pendix A and Appendix B. According to what the reader is looking for,
below are some details about the various Sections.
• The reader who wants to know the consequences and applications of
Theorem 1.1 and Theorem 1.2 can go directly to Section 8 and Sec-
tion 9. Section 8 contains corollaries about the spectral properties of
K±,A,g and the exponential decay properties of e
−tK±,A,g . There are
also extensions to the case when a potential V (q) is added to the ki-
netic energy E(q, p) = |p|2q
2
, or to the case when Q × f is replaced by
some fiber bundle. Section 9 lists various natural boundary condition
operators A for the scalar case, with interpretations in terms of the
Langevin stochastic process, and then considers specific cases for Bis-
mut’s hypoelliptic Laplacian.
• Appendix A recalls the maximal (i.e. with optimal exponent) subel-
liptic estimates in the translation invariant case. This is carried out
with elementary arguments: Fourier transform, harmonic oscillator
Hamiltonian −∆p + |p|2 and the one-dimensional complex Airy op-
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erator −∂2x + ix . For the freshman in subelliptic estimates, this can be
a good starting point.
• Section 2 provides a thorough study of the one-dimensional problem
Q = (−∞, 0] endowed with the euclidean metric g = (dq1)2 . The
singularity at p1 = 0 is solved by introducing a quantization S of
the function sign (p1) related to some kind of Fourier series in the p1-
variable. The “Fourier” basis is a set of eigenvectors for the compact
self-adjoint operator (1
2
+Og)−1p1 acting in H1 . The interior problem
(p1∂q1 +
1
2
+Og)u = f , the condition γu ∈ L2(R, |p1|dp1) as well as the
boundary condtions γoddu = sign (p1)Aγoddu are trivialized in terms of
those Fourier series. A Calderon projector is introduced and general
boundary value problems can be studied.
• Section 3 gathers several functional analysis properties for semigroup
generators which satisy some subelliptic estimates. Like in [HerNi] (see
also [EcHa]) those generators have good resolvent estimates in some
cuspidal domain of the complex plane, and they interpolate between
the notion of sectorial operators and the one of general maximal ac-
cretive operators. We shall speak of “cuspidal semigroup” or “cuspidal
operator” for the maximal accretive generator. Although this does not
provide very good subelliptic estimates, this property is stable by ten-
sorization, which allow separation of variable arguments for the straight
half-space problem. Perturbative results are also provided.
• With Appendix A, Section 2 and Section 3 only, the reader will be
convinced that subelliptic estimates are reasonable for boundary value
problem for which the differential operator and the boundary conditions
allow the separation of the variables (q1, p1) and (q
′, p′) . This is recon-
sidered in Section 4 with the specific case A = 0 and A = 1 . For A = 1
non homogeneous boundary value problems are studied with the help
of the one-dimensional case and the variational argument proposed in
kinetic theory (see [Car][Luc]) and relying on the weak formulations of
[Lio]. For the case A = 0 , the problem is extended to the whole space
with the reflection (q1, p1) → (−q1,−p1) . Both cases are useful and
their nice properties compensate the fact that we do not have accurate
enough information about the Calderon projector for Kramers-Fokker-
Planck operators in R2d− when d > 1 .
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• Half-space problems with a general boundary operator A are treated
in Section 5 after a reduction to the boundary with the help of the
case A = 1 . General subelliptic estimates are obtained by using the
reflection principle (q1, p1)→ (−q1,−p1) and the nice properties of the
case A = 0 .
• The geometric analysis really starts in Section 6 where the maximal
subelliptic estimates of Lebeau in [Leb2] are written in the way which
is used afterwards. It concerns the case of manifolds without bound-
ary, but the difficulty of a non vanishing curvature is recalled after
[Leb1][Leb2] and explained in view of boundary value problems. Spa-
tial partitions of unities and dyadic partitions of unities in the momen-
tum variables are also introduced in this section. Repeatedly used easy
formulas for partitions of unities are recalled in Appendix B.
• The most technical part is in Section 7: We study the case of cylinders
Q = ×(−∞, 0] × Q′ where Q′ is compact and the metric g has the
canonical form (2). Accurate subelliptic estimates for the case when
∂q1g ≡ 0 (straight cylinder) are deduced from the general functional
framework of Section 5. With a dyadic partition of unity in the mo-
mentum p , the large momentum analysis is replaced by some kind of
semiclassical asymptotics on a compact set in (q, p) . The more gen-
eral case ∂q1g 6= 0 is sent to the case ∂q1g ≡ 0 with the help of a non
symplectic transformation on X = T ∗Q which is the identity along the
boundary ∂X = {(q1, q′, p1, p′) , q1 = 0} . A delicate use of the second
resolvent formula for the semiclassical problem then allows to aborb
the perturbation which encodes the curvature effect. After gluing all
the dyadic pieces in p and then using a spatial partition of unity (the
local form A = A(q, |p|q) is used for both steps) Theorem 1.1 and The-
orem 1.2 are proved.
2 One dimensional model problem
As we learn from the general theory of boundary value problems for linear
PDEs, relying on the construction of Calderon’s projector, as presented in
[ChPi][BdM][HormIII]-Chap 20, the key point is a good understanding of
half-line one dimensional model problems with constant coefficients. Here the
one dimensional case is actually a bidimensional problem with p-dependent
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coefficients. The main ingredient of this section is the introduction of adapted
“Fourier series” in the p-variable which allow a thourough study of Calderon’s
projector and general boundary value problems.
2.1 Presentation
We consider the simple case when Q = R− = (−∞, 0] is endowed with the
euclidean metric. The cotangent bundle isX = T ∗Q = R2− , X = T
∗Q = R2− .
The Kramers-Fokker-Planck operator is simply given by
YE = p∂q , O = 1
2
(−∂2p + p2) ,
and P = p∂q +
−∂2p + p2
2
on R2− =
{
(q, p) ∈ R2 , q < 0} .
The space Hs(q) = (1
2
+ O)−s/2L2(Rd; f) and its norm do not depend on
q ∈ R− and we simply write Hs(q) = Hs . The Sobolev space Hs(R−) is the
usual one and the notations, L2(R−;Hs) is better written here L2(R−, dq;Hs)
and Hs(R−;Hs) keeps the same meaning as in the introduction.
We want to understand the boundary conditions along {q = 0}, which
ensure the maximal accretivity of the associated closed operators. When
u ∈ S(R2−; f) one computes
Re 〈u , Pu〉 = 1
2
∫
R2−
|∂pu|2f + |pu|2f dqdp+
1
2
∫
R
p|u(0, p)|2f dp .
For u ∈ S(R2−; f) (or possibly less regular u), a trace γu(p) = u(0, p) is
decomposed according to the general definitions (3)(4) into
γevu(p) =
1
2
[γu(p) + jγu(−p)] and γoddu(p) = 1
2
[γu(p)− jγu(−p)] ,
γ+u(p) = γu(p)1(0,+∞)(p) and γ−u(p) = γu(p)1(−∞,0)(p) ,
where j is the unitary involution on f . Notice the relations
[γevu+ sign (p)γoddu](p) = γ+u(p) + j(γ+u)(−p) ,
and [γevu− sign (p)γoddu](p) = j(γ−u)(−p) + γ−u(p) .
17
With those notations the boundary term can be written
1
2
∫
R
p|u(0, p)|2f dp =
1
2
∫
R
[|γ+u(p)|2f − |γ−u(p)|2f ] |p|dp
=
1
4
∫
R
|γevu+ sign (p)γoddu|2f − |γevu− sign (p)γoddu|2f |p|dp
= Re
∫
R
〈γevu(p) , sign (p)γoddu(p)〉f |p|dp
= Re 〈γevu , sign (p)γoddu〉L2(R,|p|dp;f) .
A natural space for the traces is L2(R, |p|dp; f) and when the boundary con-
ditions are given by a linear relation of the form
γoddu = sign (p)× (Aγevu) ,
the accretivity of the operator A is a necessary condition for having an accre-
tive realization of P . We shall further assume that A is maximal accretive
and commutes with the orthogonal projection Πev : L
2(R, |p|dp; f) 3 γ 7→
Πevγ = γev . Then we consider the operator KA given by
D(KA) =
{
u ∈ L2(R−;H1) , Pu ∈ L2(R2−; f) , γoddu = sign (p)Aγevu
}
,(14)
∀u ∈ D(KA) , KAu = Pu = (p∂q + −∂
2
p+p
2
2
)u . (15)
Note that the conditions occuring in D(KA) are the minimal ones to give a
meaning to the previous calculations.
Guided by the hyperbolic nature of p∂q , the kinetic theory (see [Bar][Car][Luc])
more often formulates the boundary conditions in term of γ+u (outflow) and
γ−u (inflow). There are two fundamental examples with j = Idf
• Specular reflection: It is usually written γ−u = γ+u and it reads now
γoddu = 0 , A = 0 .
• Absorbing boundary: It is usually written γ−u = 0 and it reads now
γoddu = sign (p)γevu , A = Id.
Both example fulfill the maximal accretivity and commutation conditions.
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2.2 Results
The general results hold here for possibly unbounded maximal accretive oper-
ators (A,D(A)) in L2(R, |p|dp; f) . The commutation with Πev is then defined
by Πeve
−tA = e−tAΠev for all t ≥ 0 .
Theorem 2.1. Assume that (A,D(A)) is maximal accretive on L2(R, |p|dp; f)
and commutes with Πev . Then the operator KA − 12 defined by (14)(15) is
densely defined and maximal accretive in L2(R2−, dqdp; f) .
For every u ∈ D(KA) , the traces γevu = Πevγu and γoddu = Πoddγu are well
defined with
‖γoddu‖L2(R,|p|dp;f) ≤ C‖u‖D(KA) = C [‖u‖+ ‖KAu‖] ,
‖γevu‖L2(R,|p|dp;f) + ‖Aγevu‖L2(R,|p|dp;f) = ‖γevu‖D(A) ≤ C [‖u‖+ ‖KAu‖] .
Any u ∈ D(KA) satisfies the integration by part identity
Re 〈γevu , Aγevu〉L2(R,|p|dp;f) + ‖u‖2L2(R−,dq;H1) = Re 〈u , ((
1
2
+KA)u〉 . (16)
The above result is completed by the two following propositions.
Proposition 2.2. Under the hypothesis of Theorem 2.1 , the boundary value
problem
(P − z)u = f , γoddu = sign (p)Aγevu ,
admits a unique solution in L2(R−, dq;H1) when f ∈ L2(R−, dq;H−1) and
Re z < 1
2
. This solution belongs to C0b ((−∞, 0];L2(R, |p|dp; f)) and γevu ∈
D(A) . This provides a unique continuous extension of the resolvent (KA −
z)−1 : L2(R−, dq;H−1)→ L2(R−, dq;H1) when Re z < 12 .
Proposition 2.3. Under the hypothesis of Theorem 2.1 , the adjoint of K∗A
of (KA, D(KA)) is given by
D(K∗A) =
{
u ∈ L2(R−, dq;H1) , P−u ∈ L
2(R2−, dqdp; f) ,
γoddu = − sign (p)A∗γevu
}
,
∀u ∈ D(K∗A) , K∗Au = P−u = (−p∂q +
−∂2p + p2
2
)u .
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2.3 Fourier series in H1 and L2(R, |p|dp)
Some results of this section will be stated with f = C and j = Id . In general
we shall use the orthogonal decomposition
f = fev
⊥⊕ fodd ,
with fev = ker(j − Id) , fodd = ker(j + Id) . (17)
The harmonic oscillator hamiltonian, O = 1
2
(−∂2p + p2)⊗ Idf satisfies
O − 1
2
= a∗a⊗ Idf , O + 1
2
= aa∗ ⊗ Idf = (1 + a∗a)⊗ Idf ,
with a =
1√
2
(∂p + p) , a
∗ =
1√
2
(−∂p + p) .
The Hermite functions are normalized as
ϕ0 = pi
−1/4e−
p2
2 , ϕn = (n!)
−1/2(a∗)nϕ0 ,
and form an orthonormal family of L2(R, dp;C) of eigenvectors of a∗a . Note
(
1
2
+O)s =
∑
n∈N∗
ns| (ϕn−1〉〈ϕn−1| ⊗ Idf)
and ‖u‖2Hs =
∑
n∈N∗
ns|un|2f , u(p) =
∑
n∈N∗
unϕn−1(p) .
While studying the maximal accretivity of KA one has to study the equation
(
1
2
+ P )u = f , γoddu = sign p×Aγevu , u ∈ L2(R−, dq;H1) .
For f ∈ L2(R−, dq;H−1) and by setting f = (12 +O)fˇ , it becomes
(
1
2
+O)−1p∂qu = fˇ , γoddu = sign p× Aγevu
with now fˇ ∈ L2(R−, dq;H1) . The clue is the spectral analysis of the oper-
ator (1
2
+O)−1p in H1 .
20
2.3.1 Spectral resolution of (1
2
+O)−1p on H1
The first result diagonalizes (1
2
+O)−1p when f = C .
Proposition 2.4. Assume f = C . The operator (1
2
+O)−1p = (1 + a∗a)−1p
is self-adjoint and compact in H1 . Its spectrum equals ±(2N∗)−1/2 and all
eigenvalues are simple. For ν ∈ ±(2N∗)−1/2 , a normalized eigenvector can
be chosen as
eν(p) = i
sign (ν)
2ν2 νϕ[ 1
2ν2
−1](p−
1
ν
) .
With this choice eν(−p) = e−ν(p) so that eν + e−ν is even and eν − e−ν is
odd.
Proof. The operator (1
2
+O)1/2 : H1 → L2(R, dp) is unitary and (1
2
+O)−1p
is unitarily equivalent to (1
2
+ O)−1/2p(1
2
+ O)−1/2 . As an operator lying in
OpS(〈p, η〉−1, dp2
〈p〉2
+ dη
2
〈η〉2
) (see [HormIII]-Chap 18), it is bounded and compact
on L2(R, dp) and clearly self-adjoint. The spectral equation writes
(
1
2
+O)−1pe = νe in S ′(R) ,
which is equivalent to (ν = 0 cannot happen)[
−∂2p + (p−
1
ν
)2 + 1− 1
ν2
]
e = 0 .
After setting e(p) = ϕ(p− 1
ν
) , this gives (aa∗ − 1
2ν2
)ϕ = 0 which is possible
only when
1
2ν2
= n ∈ 1 + N = N∗ and ϕ ∈ Cϕn−1 .
For ν = ±(2n)−1/2 with n ∈ N∗, we take
eν(p) =
eiαν
‖ϕn−1(.− 1ν )‖H1
ϕn−1(.− 1
ν
) ,
with αν ∈ R . The norm ‖ϕn−1(.− 1ν )‖H1 is computed by
‖ϕn−1(.− 1
ν
)‖2H1 = 〈ϕn−1(.−
1
ν
) , (
1
2
+O)ϕn−1(.− 1
ν
)〉
= 〈ϕn−1 ,
(−∂2p + (p+ 1ν )2 + 1)
2
ϕn−1〉
= 〈ϕn−1 , (1
2
+O)ϕn−1〉+ 1
2ν2
=
1
ν2
,
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where we have used 〈ϕn−1 , pϕn−1〉 = 0 . Therefore
1
‖ϕn−1(.− 1ν )‖H1
= |ν| ,
and we can take
eν(p) = e
iβννϕn−1(p− 1
ν
) , βν ∈ R .
If one wants the two functions eν + e−ν and eν − e−ν to be even or odd, the
equality eν(−p) = e−ν(p) enforces
βν − β−ν = npi mod (2pi) ,
and βν = sign (ν)
pi
4ν2
mod (2pi) works.
With this spectral resolution one can define the following objects for
general (f, j) .
Definition 2.5. The self-adjoint operator (1
2
+O)−1p = [(1 + a∗a)−1p]⊗ Idf
in H1 is denoted by A0 .
For s ∈ R , the Hilbert space Ds = As0H1 , equivalently defined by
Ds =
u = ∑
ν∈±(2N∗)−1/2
eν ⊗ uν ,
∑
ν∈±(2N∗)−1/2
|ν|−2s|uν|2f < +∞
 ,
is endowed with the scalar product
〈u , u′〉Ds =
∑
ν∈±(2N∗)−1/2
|ν|−2s〈uν , u′ν〉f .
The space D∞ = ∩s∈RDs is a Fre´chet space with the family of norms (‖ ‖Dn)n∈N
dense in H1 and its dual is D−∞ = ∪s∈RDs .
In those spaces, the operator S is defined by
S
 ∑
ν∈±(2N∗)−1/2
eν ⊗ uν
 = ∑
ν∈±(2N∗)−1/2
sign (ν)eν ⊗ uν .
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For ν ∈ (2N∗)−1/2 , the following notations will be used
Vν =
(
Ceν
⊥⊕Ce−ν
)
⊗ f = Vν,ev
⊥⊕Vν,odd ,
eν,ev =
1√
2
(eν + e−ν) , eν,odd =
1√
2
(eν − e−ν) ,
Vν,ev = (Ceν,ev)⊗ fev
⊥⊕(Ceν,odd)⊗ fodd ,
Vν,odd = (Ceν,odd)⊗ fev
⊥⊕(Ceν,ev)⊗ fodd ,
where fev,odd are defined by (17).
Here is a list of obvious properties
• Ds =
⊕⊥
ν∈(2N∗)−1/2 Vν and ‖u‖2Ds =
∑
ν∈(2N∗)−1/2 ν
−2s(|uν|2f + |u−ν|2f ) .
• S is a unitary self-adjoint operator in any Ds such that S2 = S . The
orthogonal projections 1+S
2
= 1R+(S) and
1−S
2
= 1R−(S) are given by
1 + S
2
( ∑
ν∈±(2N∗)−
1
2
eν ⊗ uν
)
=
∑
ν∈+(2N∗)−
1
2
eν ⊗ uν ,
1− S
2
( ∑
ν∈±(2N∗)−
1
2
eν ⊗ uν
)
=
∑
ν∈−(2N∗)−
1
2
eν ⊗ uν .
Note also the relations
S(eν,ev ⊗ uν) = eν,odd ⊗ uν , S(eν,odd ⊗ uν) = eν,ev ⊗ uν . (18)
• With D0 = H1 , Ds = D(|A0|−s) when s > 0 while, for s < 0 , Ds is the
completion of D0 = H1 (or S(R)) for the norm ‖u‖Ds = ‖|A0|−su‖H1 .
In particular D−1 is the completion of S(R) for the norm
‖|A0|u‖H1 = ‖A0u‖H1 = ‖(1
2
+O)pu‖H1 = ‖pu‖H−1 .
Note that D−1 is not embedded in D′(R) , only in D′(R \ {0}) , for it
contains functions behaving like 1
p
around p = 0 .
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• When u belongs to Ds ⊂ D′(R \ {0}) for some s ∈ R , the even
(resp. odd) part, Πevu =
1
2
(u(p) + ju(−p)) (resp. Πoddu = 12(u(p) −
ju(−p))), is the orthogonal projection of u onto ⊕⊥
ν∈(2N∗)−1/2
Vν,ev (resp.
⊕⊥
ν∈(2N∗)−1/2
Vν,odd). More precisely, for
u =
∑
ν∈±(2N∗)−1/2
eν ⊗ uν =
∑
ν∈±(2N∗)−1/2
eν ⊗ (1 + j
2
uν +
1− j
2
uν) ,
with
1 + j
2
uν ∈ fev , 1− j
2
uν ∈ fodd ,
the orthogonal decomposition is
u =
∑
ν>0
eν,ev ⊗ (1 + j
2
)
uν + u−ν√
2
+ eν,odd ⊗ (1− j
2
)
uν − u−ν√
2︸ ︷︷ ︸
Πevu
+
∑
ν>0
eν,odd ⊗ (1 + j
2
)
uν − u−ν√
2
+ eν,ev ⊗ (1− j
2
)
uν + u−ν√
2︸ ︷︷ ︸
Πoddu
. (19)
This formula and (18) imply SΠev = ΠoddS .
• For u, u′ ∈ S(R; f) , the following identites hold:
〈u , sign (p)u′〉L2(R,|p|dp;f) = 〈u , pu′〉 = 〈u , (1
2
+O)(1
2
+O)−1pu′〉
= 〈u , A0u′〉H1 = 〈u , Su〉D
−12
.
2.3.2 An interpolation result
The main result of this section is the
Proposition 2.6. The interpolated Hilbert space D− 1
2
= [H1 , A−10 H1] 1
2
is
nothing but
D− 1
2
= L2(R, |p|dp; f) .
Moreover there is a bounded invertible positive operator M on D− 1
2
(which
has the same properties on L2(R, |p|dp)) such that
∀u, u′ ∈ L2(R, |p|dp; f) , 〈u , u′〉L2(R,|p|dp;f) = 〈u , Mu′〉D
−12
,
∀u, u′ ∈ D− 1
2
, 〈u , u′〉D
−12
= 〈u , M−1u′〉L2(R,|p|dp;f) ,
S =M ◦ sign p = sign p ◦M−1 .
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The projections Πev,Πodd given by (Πevu)(p) =
1
2
[u(p)+ju(−p)] and (Πodd)u(p) =
1
2
[u(p)− ju(−p)] are orthogonal for both scalar products and commute with
M .
Proof. By functional calculus the Hilbert space D− 1
2
is the interpolation
(complex or real interpolation are equivalent in this case see [BeLo]) of
[D0,D−1] 1
2
. Moreover D0 = H1 while D−1 = A−10 H1 is the completion of
S(R; f) for the norm ‖p.‖H−1 .
a) Consider the multiplication operator u 7→ p√
1+p2
u . It belongs to OpS(1, dp
2
〈p〉2
+
dη2
〈η〉2
) and (1
2
+ O) 12 ( p√
1+p2
×)(1
2
+ O)− 12 belongs to OpS(1, dp2
〈p〉2
+ dη
2
〈η〉2
) . We
deduce
‖ p√
1 + p2
u‖H1 ≤ C‖u‖H1 ≤ C‖u‖D0 ,
for all u ∈ H1 .
Similarly (1
2
+O)− 12 1√
1+p2
(1
2
+O) 12 ∈ OpS(1, dp2
〈p〉2
+ dη
2
〈η〉2
) implies
‖ p√
1 + p2
u‖H−1 ≤ ‖(1
2
+O)− 12
(
1√
1 + p2
×
)
(
1
2
+O) 12 (1
2
+O)− 12pu‖
≤ C‖(1
2
+O)− 12pu‖ ≤ C‖pu‖H−1 ≤ C‖u‖D−1 ,
for all u ∈ S(R; f) and by density for all u ∈ D−1 . By interpolation the
mapping Φ2 : u 7→ p√
1+p2
u is continuous from D− 1
2
= [D0 , D−1] 1
2
into
[H1 , H−1] 1
2
= L2(R, dp; f) with norm less than C .
b) Consider the multiplication operator u 7→ 1√
1+p2
u . With the same ar-
guments as above, which say now that (1
2
+ O) 12 ( 1√
1+p2
×)(1
2
+ O)− 12 and
(1
2
+O)− 12 ( 1√
1+p2
×)(1
2
+O) 12 belong to OpS(1, dp2
〈p〉2
+ dη
2
〈η〉2
) , we deduce
‖ 1√
1 + p2
u‖D0 = ‖
1√
1 + p2
u‖H1 ≤ C ′‖u‖H1 , ∀u ∈ H1 ,
and ‖ 1√
1 + p2
u‖D−1 = ‖(
1
2
+O)−1/2 1√
1 + p2
u‖ ≤ C ′‖u‖H−1 , ∀u ∈ H−1 .
By interpolation the multiplication operator Φ1 : u 7→ 1√
1+p2
u is continuous
from [H1 , H−1] 1
2
= L2(R, dp; f) into D− 1
2
.
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c) The mapping Φ1 : L
2(R, dp; f) → D− 1
2
is one to one. Indeed assume
Φ1(u) = 0 in D− 1
2
. Then Φ2 ◦ Φ1(u) = p1+p2u = 0 in L2(R, dp; f) , which
implies u = 0 in L2(R, dp; f) .
d) The mapping Φ2 : D− 1
2
→ L2(R, dp; f) is one to one. The proof is a little
more delicate than c). For ϕ ∈ S(R; f) the equalities
〈ϕ , Su〉D
−12
=
∫
R
〈
√
1 + p2ϕ(p) ,
p√
1 + p2
u(p)〉f dp = 〈
√
1 + p2ϕ , Φ2u〉
(20)
holds for any u ∈ S(R; f) and by density for any u ∈ D− 1
2
. If Φ2(u) = 0 in
L2(R, dp; f) for some u ∈ D− 1
2
, the previous identity gives
∀ϕ ∈ S(R; f) , 〈ϕ , Su〉D
−12
= 0 ,
which implies Su = 0 and therefore u = 0 .
e) The identity (20) holds for ϕ = Φ1u1 =
1√
1+p2
u1 with u1 ∈ S(R; f) and
u = u2 ∈ D− 1
2
. We obtain
〈Φ1u1 , Su2〉D
−12
= 〈
√
1 + p2Φ1u1 , Φ2u2〉 = 〈u1 , Φ2u2〉
which extends by continuity to any u1 ∈ L2(R, dp; f) and any u2 ∈ D− 1
2
. We
deduce
Φ∗1 = Φ2S and Φ
∗
2 = SΦ1 . (21)
f) Call Φ˜1 (resp. Φ˜2) the bijection from L
2(R, dp; f) onto L2(R, (1 + p2)dp; f)
(resp. from L2(R, p
2
1+p2
dp; f) onto L2(R, dp; f)) given by Φ˜1u =
1√
1+p2
u (resp.
Φ˜2u =
|p|√
1+p2
u) . One has
Φ1 = j1 ◦ Φ˜1 and Φ2 = Φ˜2 ◦ (sign (p)×) ◦ j2 ,
with j1u1 = u1 for u1 ∈ L2(R, (1 + p2)dp; f) and j2u2 = u2 for u2 ∈ D− 1
2
.
Moreover the equality
〈j1Φ˜1u1 , Su2〉D
− 12
= 〈u1 , Φ˜2 sign (p)j2u2〉
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valid for any u1, u2 ∈ S(R; f) can be written, with u′1 = Φ˜1(u1) = u1√1+p2 ,
〈Sj1u′1 , u2〉D− 12 = 〈u1 , Φ˜2 sign (p)j2u2〉
=
∫
R
〈
√
1 + p2 u′1(p) ,
|p|√
1 + p2
sign (p)(j2u2)(p)〉f dp
=
∫
R
〈u′1(p) , sign (p)(j2u2)(p)〉f |p|dp .
where
∫
R
〈u(p) , v(p)〉f |p|dp can be interpreted as a duality product between
L2(R, (1 + p2)dp; f) and L2(R, p
2
1+p2
dp; f) . After identifying jkuk = uk (and
dropping the ′) , it is better written
〈Su1 , u2〉D
−12
=
∫
R
〈u1 , (sign (p)u2〉f |p|dp
= 〈u1 , sign (p)u2〉L2(R,(1+|p|2)dp;f) , L2(R, p2
1+p2
dp,f)
, (22)
for all u1 ∈ L2(R, (1 + p2)dp; f) ⊂ D− 1
2
and all u2 ∈ D− 1
2
. This implies that
L2(R, (1 + p2)dp; f)
Sj1−→ D− 1
2
sign (p)j2=(Sj1)∗−→ L2(R, p
2
1 + p2
dp; f)
is a Hilbert triple. With the closed quadratic form q(u) = ‖u‖2L2(R,(1+p2)dp;f)+
‖u‖2D
−12
, we can associate a non negative self-adjoint operator B0 ≥ 1 such
that L2(R, (1 + p2)dp; f) = B
−1/2
0 D− 1
2
and L2(R, p
2
1+p2
dp; f) = B
1/2
0 D− 1
2
. By
the functional calculus for B0 and complex interpolation, we deduce
D− 1
2
=
[
L2(R, (1 + p2)dp; f) , L2(R,
p2
1 + p2
dp; f)
]
1
2
= L2(R, |p|dp; f) ,
with equivalent Hilbert norms.
g) Let us specify the equivalence of the Hilbert scalar products. The Hilbert
space D− 1
2
= L2(R, |p|dp; f) is now endowed with two scalar products
〈u1 , u2〉1 = 〈u1 , u2〉D
−12
and 〈u1 , u2〉2 =
∫
R
〈u1(p) , u2(p)〉f |p|dp .
The identity (22) implies now
∀u1, u2 ∈ D− 1
2
, 〈Su1 , u2〉1 = 〈u1 , sign (p)u2〉2 ,
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where S is unitary for 〈 , 〉1 and sign (p) is unitary for 〈 , 〉2 . We deduce
that M = sign (p)∗1S and M ′ = S∗2 sign (p) are positive bounded operators
(for the respective scalar products) such that
〈u1 ,Mu2〉1 = 〈u1 , u2〉2 and 〈u1 , u2〉1 = 〈u1 , M ′u2〉2 .
Hence M ′ = M−1 and M is a bounded invertible positive operator for both
scalar products.
The writing
〈u1 , Su2〉1 = 〈Su1 , u2〉 = 〈u1 , sign (p)u2〉2 = 〈u1 , M sign (p)u2〉1 ,
implies S = M sign (p) which can be combined with the relations S = S−1 =
S∗1 and sign (p) = sign (p)−1 = sign (p)∗2 .
h) It remains to prove the orthogonality of Πev(u) and Πodd(u) for both scalar
products and the commutation with M . For the second one it results from∫
R
f(p)|p|dp = 0 for every odd element of L1(R, |p|dp) . For the first scalar
product, we have already checked in (19) that Πev and Πodd are orthogonal
projections in Ds . The relation sign (p) ◦ Πev = Πodd ◦ sign (p) comes from
the definition (3)(4) while (19) led to S ◦ Πev = Πodd ◦ S . We obtain
M ◦Πev = S ◦sign (p)◦Πev = S ◦Πodd◦sign (p) = Πev ◦S ◦sign (p) = Πev ◦M .
We end this section with an additional lemma, related with the previous
result: It ensures that some maximal accretivity is preserved when the scalar
product is changed.
Lemma 2.7. Consider a complex Hilbert space D endowed with two equiva-
lent scalar products 〈 , 〉1 and 〈 , 〉2, like in Proposition 2.6, and let M be a
positive bounded invertible operator (in (D, 〈 , 〉1) or (D, 〈 , 〉2)) such that
∀u, u′ ∈ D , 〈u , Mu′〉1 = 〈u , u′〉2 .
Then a densely defined operator (A,D(A)) is maximal accretive in (D, 〈 , 〉2)
iff (MA,D(A)) is maximal accretive in (D, 〈 , 〉1) .
Proof. Assume (A,D(A)) maximal accretive in (D, 〈 , 〉2) .
a) Then (MA,D(A)) is clearly accretive owing to
∀u ∈ D(A) , Re 〈u , MAu〉1 = Re 〈u , Au〉2 ≥ 0 .
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b) Let us check that Id +MA is invertible. Our assumptions ensure that
εId + A is invertible for ε > 0 in D and therefore it is the case also for
εM +MA . Hence εM +MA which is accretive in (D, 〈 , 〉1) is maximal
accretive. Therefore Bε = Id + εM +MA with D(Bε) = D(A) is invertible
for ε > 0 with the estimate
∀u ∈ D(A) , ‖u‖1‖(Id+εM+MA)‖1 ≥ Re 〈u , (Id+εM+MA)u〉1 ≥ ‖u‖21 ,
which means
‖B−1ε ‖L(D,‖ ‖1) ≤ 1 .
The second resolvent formula
(Id +MA)−1 = B−1ε
[
Id− εMB−1ε
]−1
,
and choosing ε < ‖M‖−1L(D,‖ ‖1) imply that Id+MA is invertible with Ran (I+
MA)−1 = D(Bε) = D(A) .
The two points a) and b) prove the maximal accretivity ofMA in (D, 〈 , 〉1)
when (A,D(A)) is maximal accretive in (D, 〈 , 〉2) . The converse statement
comes from A =M−1MA .
2.4 System of ODE and boundary value problem
The spectral resolution of (1
2
+O)−1p and the interpolation result of Propo-
sition 2.6 reduce boundary value problems for P on R2− to an infinite system
of ODE’s in R− .
2.4.1 Rewriting Pu = f
Consider the two cases I = R− and I = R . When u ∈ L2(I, dq;H1) and
f ∈ L2(I, dq;H−1) the relation Pu = f can be written
(
1
2
+O)−1p∂qu+ u = fˇ , (23)
with fˇ = (
1
2
+O)−1f ∈ L2(I, dq;H1) = L2(I, dq;D0) .
Meanwhile the boundary condition, in the case I = R− , is written for traces
in L2(R, |p|dp; f) = D− 1
2
. Hence we can use the basis (eν)ν∈±(2N∗)−
1
2
and use
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Ds = ⊕⊥
ν∈±(2N)−
1
2
(Ceν)⊗ f for all s ∈ R . By writing
u(q, p) =
∑
ν∈±(2N∗)−
1
2
uν(q)eν , uν(q) ∈ f a.e
the squared L2(R−, dq;Ds)-norm is nothing but
‖u‖2L2(R−,dq;Ds) =
∑
ν∈±(2N∗)−
1
2
|ν|2s
∫ 0
−∞
|uν(q)|2f dq
while the trace, when defined in D− 1
2
equals u(0, p) =
∑
ν∈±(2N∗)−
1
2
uν(0)eν
with the squared-norm
‖u(0, .)‖2D
−12
=
∑
ν∈±(2N∗)−
1
2
|ν||uν(0)|2f .
Using the same decomposition for fˇ ∈ L2(R−, dq;D0) , the equation (23)
becomes
∀ν ∈ ±(2N∗)− 12 , ν∂quν + uν = fˇν in I .
When I = R , the only possible solution is given by
ν > 0 , uν(q) =
1
ν
∫ q
−∞
e−
q−s
ν fˇν(s) ds = (
e−
.
ν
ν
1R+) ∗ fˇν(q)
ν < 0 , uν(q) =
1
ν
∫ q
0
e−
(q−s)
ν fˇν(s) ds =
(
1
ν
e−
.
ν 1R−
)
∗ fˇν(q) .
Actually this formula provides a solution. Owing to the next Lemma.
Lemma 2.8. For any s ∈ R the operator E defined by
E(
∑
ν∈±(N)−
1
2
fˇν(q)eν) =
∑
ν∈±(N)−
1
2
[(
e−
.
ν
ν
1sign (ν)R+
)
∗ fˇν
]
(q)eν ,
is a contraction on L2(R, dq;Ds) .
Proof. It suffices to notice that∥∥∥∥(e− .νν 1sign (ν)R+
)∥∥∥∥
L1(R,dq)
= 1
30
When I = R− , we distinguish the two cases ν > 0 and ν < 0 :
ν > 0: The solution uν ∈ L2(R−, dq; f) to (ν∂q + 1)uν = fˇν is still
uν(q) =
1
ν
∫ q
−∞
e−
q−s
ν fˇν(s) ds = (
e−
.
ν
ν
1R+) ∗ (fˇν1R−)(q) , (24)
which contains
uν(0) =
∫ 0
−∞
e
s
ν
ν
fˇν(s) ds . (25)
ν < 0: The possible solutions uν ∈ L2(R−, dq; f) to (ν∂q+1)uν = fˇν are given
by
uν(q) = uν(0)e
− q
ν +
1
ν
∫ q
0
e−
(q−s)
ν fˇν(s) ds
= uν(0)e
− q
ν +
(
1
ν
e−
.
ν 1R−
)
∗ (fˇν1R−)(q) . (26)
2.4.2 Trace theorem and integration by parts
We next prove a trace theorem and an integration by part formula adapted
to the Fourier series in Ds .
Definition 2.9. For an open interval I of R , I = (a, b) with −∞ ≤ a < b ≤
+∞ , one sets
EI(f) =
{
u ∈ L2(I, dq;H1) , p∂qu ∈ L2(I, dq;H−1)
}
,
and its norm is given by
‖u‖2EI(f) = ‖u‖2L2(I,dq;H1) + ‖p∂qu‖2L2(I,dq;H−1) .
Remember that Hs is a space of f-valued distributions .
Proposition 2.10. The following properties hold:
• EI(f) is continuously embedded in C0b (I;L2(R, |p|dp; f)) = C0b (I;D− 1
2
) ;
• S(I × R; f) is dense in EI(f) and if a = −∞ (resp. b = +∞) the norm
‖u(q, .)‖L2(R,|p|dp;f) goes to 0 as q → −∞ (resp. q → +∞) .
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• Any u ∈ EI(f) fulfills the integration by parts formula
2Re 〈u , p∂qu〉 = 1R(b)
∫
R
|u(b, p)|2f pdp− 1R(a)
∫
R
|u(a, p)|2f pdp . (27)
• When a > −∞ (resp. b < +∞) the trace map γ• : EI(f) → γ•u =
u(•, p) ∈ L2(R, |p|dp; f) = D− 1
2
(with • = a or b respectively) is surjec-
tive, with a continuous left-inverse.
Proof. After noting that p∂qu ∈ L2(I, dq;H−1) is equivalent to (12+O)−1p∂qu ∈
L2(I, dq;H1) , introduce the orthonormal basis (eν)
ν∈±(2N∗)−
1
2
. The space
EI(f) is the set of series u =
∑
ν∈±(2N∗)−
1
2
uν(q)eν , uν(q) ∈ f a.e., with the
norm
‖u‖2EI(f) =
∑
ν∈±(2N∗)−
1
2
∫ b
a
|uν(q)|2f + |ν|2|∂quν(q)|2f dq .
Every uν belongs to C0b (I; f) and goes to 0 at ∞ when a = −∞ or b = +∞
with
|ν|| sup
q∈I
uν(q)|2f ≤ C‖uν‖L2(I,dq;f)
[‖uν‖L2(I,dq;f) + ‖ν∂quν‖L2(I,dq;f)]
≤ C ′
[
‖uν‖2L2(I,dq;f) + |ν|2‖∂quν‖2L2(I,dq;f)
]
≤ C ′‖u‖2EI(f) .
The dominated convergence theorem applied to the series∑
ν∈±(2N∗)−
1
2
|ν| |uν(q)− uν(q0)|2f as q → q0 ,
with the upper bound
|ν||uν(q)− uν(q0)|2f ≤ 2C ′
[
‖uν‖2L2(I,dq;f) + |ν|2‖∂quν‖2L2(I,dq;f)
]
,
provides the D− 1
2
-continuity w.r.t q .
For the density of S(I×R; f) , it suffices to approximate u =
∑
ν∈±(2N∗)−
1
2
uν(q)eν
by a finite sum uN =
∑
|ν|≥N−1 u
N
ν (q)eν , with u
N
ν ∈ S(I ; f) ,
‖uNν ‖2L2(I,dq;f) + |ν|2‖∂quNν ‖2L2(I,dq;f) ≤ 2‖uν‖2L2(I,dq;f) + 2|ν|2‖∂quν‖2L2(I,dq;f) ,
and lim
N→∞
‖uNν − uν‖2L2(I,dq;f) + |ν|2‖∂q(uNν − uν)‖2L2(I,dq;f) = 0
32
for all ν ∈ ±(2N∗)− 12 .
The integration by parts formula (27) is true when u ∈ S(I × R; f) and all
its terms are continuous on EI(f) .
For the surjectivity, the translation invariance allows to assume b = 0 . Take
γ =
∑
ν∈(2N∗)−1/2 γνeν with ‖γ‖2D−12 =
∑
ν∈(2N∗)−1/2 |ν||γν|2f < ∞ . Choose a
non negative cut-off function χ ∈ C∞0 ((a, 0]) such that χ ≡ 1 in the neighbor-
hood of 0 . We use the presentation of Subsection 2.4.1 and write Pu = f in
the form ((1
2
+O)−1p∂q + 1)u = fˇ = (12 +O)−1f .
For ν < 0 , take
uν = γνχ(
q
ν
) and fˇν = (ν∂quν + uν) = γν(χ
′(
q
ν
) + χ(
q
ν
)) .
For ν > 0 , take fˇν(q) = 2γνχ(
q
ν
) and
uν(q) =
γν
ν
∫ 0
−∞
esχ(s) ds
∫ q
−∞
e−
q−s
ν χ(
s
ν
) ds
=
1∫ 0
−∞
esχ(s) ds
(
e−
.
ν
ν
1R+
)
∗ (χ( .
ν
)1R−)γν .
With
∥∥∥( e− .νν 1R+)∥∥∥
L1
= 1 and ‖γνφ( .ν )‖2L2(R−,dq;f) = |ν||γν|2f
∫ 0
−∞
|φ(s)|2 ds
with φ = χ or φ = χ′ + χ , we deduce u, fˇ ∈ L2(R−, dq;H1) and therefore
u ∈ L2(R−, dq;H1) and Pu = f = (12 +O)fˇ ∈ L2(R−, dq;H−1) . Meanwhile
the integral
∫ 0
−∞
e
s
νχ(s) ds = ν
∫ 0
−∞
esχ(s) ds for ν > 0 , leads to u(q = 0) =
γ . Our construction also ensures supp u ⊂ {q ∈ suppχ} ⊂ {q ∈ (a, b = 0]} .
The surjectivity for the trace at a when a > −∞ is deduced by the symmetry
(q, p) → (a + b − q,−p) when −∞ < a < b < +∞ or (q, p) → (2a − q,−p)
when −∞ < a , b = +∞ .
2.4.3 Calderon projector and boundary value problem
The operator P˜ = 1
2
+ P is a local (differential operator) on R2 and we
construct the associated Calderon projector at q = 0 for boundary value
problems on R2− . For Cauchy problems for ODE’s with constant coefficients,
the Calderon projector selects the relevant exponentially decaying modes.
We recall and apply the general definition for differential operators. Let us
first check the invertibility of P˜ = 1
2
+ P on the whole space R2 .
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Proposition 2.11. The operator P˜ = 1
2
+ P = p∂q + (
1
2
+ O) defines an
isomorphism from ER(f) to L2(R, dq;H−1) .
Proof. When u ∈ ER(f) , (12 +O)u ∈ L2(R, dq;H−1) and
‖P˜ u‖L2(R,dq;H−1) = ‖p∂qu+ (1
2
+O)u‖L2(R,dq;H−1)
≤ ‖p∂qu‖L2(R,dq;H−1) + ‖(1
2
+O)u‖L2(R,dq;H−1) ≤ 2‖u‖ER(f) .
When f ∈ L2(R, dq;H−1⊗f) , the rewriting of P˜ u = f as (1
2
+O)−1p∂qu+u =
fˇ = (1
2
+O)−1f ∈ L2(R, dq;H−1⊗ f) like in Subsection 2.4.1, combined with
Lemma 2.8 (case s = 0) , provides a solution u ∈ L2(R, dq;H1⊗f) to P˜ u = f .
If there are two solutions u1, u2 ∈ ER(f) to P˜ u = f , the difference u2 − u1
belongs to ER(f) and solves p∂q(u2−u1) = −(12+O)(u2−u1) . The integration
by parts (27) with a = −∞ and b = +∞ gives
−Re 〈(u2 − u1) , (1
2
+O)(u2 − u1)〉 = Re 〈(u2 − u1) , p∂q(u2 − u1)〉 = 0 .
This means ‖u2 − u1‖L2(R,dq;H1) = 0 and u2 = u1 .
Definition 2.12. When g is a separable Hilbert space, we call r− the restric-
tion operator
r− : L
2(R, dq; g)→ L2(R−, dq; g) r−u = u
∣∣
R−
,
and e− the extension by 0 , e− = r
∗
− ,
e− : L
2(R−, dq; g)→ L2(R, dq; g) , e−u = u× 1R− .
Proposition 2.13. For P˜ = 1
2
+ P , the expression
Kγ = u− r−P˜−1e−P˜ u for γ0u = γ ,
with u ∈ ER−(f) defines a continuous operator from L2(R, |p|dp; f) to ER−(f)
such that P˜ (Kγ) = 0 for all γ ∈ L2(R, |p|dp; f) .
The operator C0 = γ0 ◦ K is the orthogonal projection 1−S2 = 1R−(S) on
L2(R, |p|dp; f) = D− 1
2
.
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Proof. We know that γ0 : u ∈ ER−(f)→ γ0u ∈ L2(R, |p|dp; f) is surjective.
For every u ∈ ER−(f) , the continuity of P˜ : ER−(f) → L2(R−, dq;H−1) and
Proposition 2.11 ensure that
vu = u− r−P˜−1e−P˜ u ,
belongs to ER−(f) and solves P˜ vu = 0 for q < 0 .
For γ ∈ L2(R, |p|dp; f) assume that u1 ∈ ER−(f) and u2 ∈ ER−(f) satisfy
γ0u2 = γ0u1 = γ . The difference u2 − u1 has a null trace at q = 0 and since
P˜ is a first order differential operator in q , one gets the equality e−Pu =
P (e−u) . The invertibility of P˜ : ER(f) → L2(R−, dq;H−1) (already used to
define vu) provides the nullity
vu2 − vu1 = u2 − u1 − r−P˜−1P˜ e−(u2 − u) = 0 for q < 0 .
The possibility to choose u ∈ ER−(f) such that γ0u = γ and ‖u‖ER−(f) ≤
C‖γ‖L2(R,|p|dp;f) according to Proposition 2.10, combined with ‖vu‖ER−(f) ≤
C ′‖u‖ER−(f) , implies the continuity of K .
With the rewriting of P˜ u = f as (1
2
+O)−1P˜ u = fˇ = (1
2
+O)−1f , Kγ equals
Kγ = u− r−P˜−1e−P˜ u = u− r−P˜−1(1
2
+O)e−(1
2
+O)−1P˜ u .
After introducing the orthogonal decomposition ((Ceν)⊗ f)
ν∈±(2N∗)−
1
2
of H1
and D− 1
2
= L2(R, |p|dp) , it becomes
(Kγ)ν(q) = uν(q)−
[
r−(ν∂q + 1)
−1e−(ν∂q + 1)uν
]
(q) , ∀ν ∈ ±(2N∗)− 12 .
All the uν ’s belong to H
1
loc(R−) and the equality
e−(ν∂q + 1)uν = (ν∂q + 1)e−uν + νuν(0)δ0 ,
holds in the distributional sense in R . The general solution on R to (ν∂q +
1)v = νuν(0)δ0 in R is
1R−(q)e
− q
νC + (uν(0) + C)1R+(q)e
− q
ν , C ∈ f .
Thus, the only possible value for (ν∂q + 1)
−1e−(ν∂q + 1)uν is given by
uν(q)1R−(q) + uν(0)e
− q
ν 1R+(q) , for ν > 0 ,
uν(q)1R−(q)− uν(0)1R−(q)e−
q
ν , for ν < 0 .
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We finally obtain after taking the restriction to R− ,
(Kγ)ν(q) =
{
0 for ν > 0 ,
uν(0)1R−(q)e
− q
ν = γν1R−(q)e
− q
ν for ν < 0 .
Taking the trace at q = 0 yields
(C0γ)ν = γν1R−(ν) =
(
1R−(S)γ
)
ν
, ∀ν ∈ ±(2N∗)− 12 .
Remark 2.14. In general the local nature of P˜ suffices to prove that the
Calderon projector C0 fulfills C0 ◦ C0 = C0 . Here (actually all the construc-
tion was made for this) we identify directly C0 = 1R−(S) =
1−S
2
. The range
of C0 is nothing but the kernel of 1R+(S) =
1+S
2
.
The operator K is usually called a Poisson operator.
The Calderon projector is used to study the well-posedness of bound-
ary value problems (see [ChPi][BdM][HormIII]-Chap 20 or [Tay]). This is
summarized in the following straightforward proposition.
Proposition 2.15. Set P˜ = 1
2
+ P . Let T be a Hilbert spaces and let
T : D− 1
2
→ T be a continuous operator. Consider the boundary value problem{
P˜ u = f ∈ L2(R−, dq;H−1)
Tγ0u = f∂ ∈ T , u ∈ ER−(f) . (28)
Call T− the restriction T
∣∣
RanC0
= T
∣∣
ker(1+S)
. When T− is injective the bound-
ary value problem (28) admits at most one solution in ER(f) . When T− is
surjective the boundary value problem (28) has solutions for any f∂ ∈ T and
f ∈ L2(R, dq;H−1) . When T− is an isomorphism, then (28) admits a unique
solution
u = r−P˜
−1e−f +KT−1− [f∂ − Tγ0(r−P˜−1e−f)] .
with ‖u‖ ≤ C [‖f‖L2(R−,H−1) + ‖f∂‖T ] .
Since RanC0 is the kernel of the simple operator
(1+S)
2
= 1R+(S) , one
can study the well posedness of the boundary value problem by considering
T : D− 1
2
= L2(R, |p|dp; f)→ T and by studying whether the system{
Tγ = f ′∂ ∈ T
(1 + S)γ = 0
(29)
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admits a unique solution γ ∈ L2(R, |p|dp; f) = D− 1
2
for any f ′∂ ∈ T . A typical
example is T = RanC0 and T = C0 = 1−S2 = 1R−(S) . The boundary value
problem {
P˜ u = f ,
1R−(S)γ0u = f∂ ,
is well-posed in ER−(f) for all f ∈ L2(R−, dq;H−1) and all f∂ ∈ RanC0 =
Ran1R−(S) .
A solution u ∈ ER−(f) to P˜ u = f ∈ L2(R−, dq;H−1) coincides with the
restriction to R− of P˜
−1e−f = P˜
−1(f1R−(q)) if and only if C0u = 0 , that is
1R−(S)u = 0 .
2.5 Maximal accretivity
In order to prove Theorem 2.1, we study the boundary value problem
Pu = f , γoddu = sign (p)× Aγevu ,
in a larger framework by considering f ∈ L2(R−, dq;H−1) and u ∈ L2(R−, dq;H1)
better suited for functional analysis arguments.
Remember γu = γ0u = u
∣∣
q=0
and γev,oddu = Πev,oddγu .
2.5.1 Boundary value problem related with A
Although they are equal, the Hilbert spaces L2(R, |p|dp, f) and D− 1
2
are en-
dowed with two different scalar products. When (A,D(A)) is maximal accre-
tive in L2(R, |p|dp; f) commuting with Πev , the same holds for (MA,D(MA))
in D− 1
2
, with M = S ◦ sign (p) and D(MA) = D(A) , by Lemma 2.7 and
the commutation MΠev = ΠevM . We shall first work in D− 1
2
. For the
corresponding scalar product, the adjoint ((MA)∗, D((MA)∗)) is also maxi-
mal accretive owing to Hille-Yosida theorem and ‖(λ + (MA)∗)−1‖L(D
−12
) =
‖(λ+MA)−1‖L(D
−12
) ≤ 1λ for λ > 0 . The operator (1+MA) (resp. 1+MA∗)
defines isomorphisms in the diagram
D(A)
1+MA→ D− 1
2
1+MA→ D((MA)∗)′
resp. D((MA)∗)
1+(MA)∗→ D− 1
2
1+(MA)∗→ D(MA)′ ,
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where D((MA)∗)′ (resp. D(MA)′) is the dual of D((MA)∗) (resp. D(MA)) .
This will be more systematically used in Section 4. Those isomorphisms
and the commutation ΠevMA = MAΠev ensure E = ΠevE ⊕⊥ ΠoddE for
E = D(MA), D((MA)∗), D(MA)′, D((MA)∗)′ , endowed with the suitable
scalar product.
Proposition 2.16. Keep the notation P˜ = 1
2
+ P . Then for any f ∈
L2(R−, dq;H−1) and any f∂ ∈ ΠevD((MA)∗)′ , the boundary value problem
P˜ u = f , Sγoddu−MAγevu = f∂ , (30)
admits a unique solution in u ∈ L2(R−, dq;H1) , which belongs to ER−(f) ⊂
C0b ((−∞, 0];L2(R, |p|dp; f) and satisfies
‖u‖ER−(f) ≤ C
[
‖f‖L2(R−,dq;H−1) + ‖(1 +MA)−1f∂‖D−12
]
.
Proof. The conditions u ∈ L2(R−, dq;H1) and P˜ u ∈ L2(R−, dq;H−1) imply
u ∈ ER−(f) and γu ∈ D− 1
2
. Since SΠoddγu = ΠevSγu and MAΠevγu ∈
ΠevD((MA)
∗)′ , the boundary condition makes sense for f∂ ∈ ΠevD((MA)∗)′ .
According to Proposition 2.15 and the reformulation (29), the boundary value
problem (30) is well posed if the system{
Sγodd −MAγev = f ′∂ , with γev,odd = Πev,oddγ ,
(1 + S)γ = 0
admits a unique solution γ ∈ D− 1
2
for all f ′∂ ∈ ΠevD((MA)∗)′ . After (18)(19)
we checked SΠev = ΠoddS and the above system is equivalent to
Sγodd −MAγev = f ′∂ ,
Πev(1 + S)γ = 0 ,
Πodd(1 + S)γ = 0
⇔
{
(Id +MA)γev = −f ′∂ ,
γodd = −Sγev ,
which admits a unique solution γ ∈ D− 1
2
such that ‖γ‖D
−12
≤ C1‖f ′∂‖D((MA)∗)′ .
The final estimate is also provided by Proposition 2.15.
We now translate the previous result in the more usual structure on
L2(R, |p|dp; f) . By making use of the integration by part formula (27), the
estimate of ‖u‖L2(R−,dq;H1) will also be made more accurate.
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Proposition 2.17. Set P˜ = (1
2
+ P ) and assume (A,D(A)) maximal accre-
tive in L2(R, |p|dp; f) and commuting with Πev . For any f ∈ L2(R−, dq;H−1)
and f∂ ∈ ΠoddL2(R, |p|dp; f) the boundary value problem
P˜ u = f , γoddu− sign (p)Aγevu = f∂ (31)
admits a unique solution u ∈ L2(R−, dq;H1) which belongs to ER−(f) ⊂
C0b ((−∞, 0];L2(R, |p|dp; f) with γevu ∈ D(A) . This solution satisfies
Re 〈γevu , Aγevu〉L2(R,|p|dp;f) + ‖u‖2L2(R−,dq;H1) = Re 〈f , u〉
− Re
∫
R
〈f∂(p), γevu(p)〉f pdp .
When f∂ = 0 this implies
‖u‖L2(R−,dq;H1) ≤ ‖f‖L2(R−,dq;H−1) .
Proof. The boundary value problem (30) with f∂ ∈ ΠevD− 1
2
admits a unique
solution such that γevu ∈ D− 1
2
and
MAγevu = f∂ − Sγoddu ∈ D− 1
2
.
Therefore γevu ∈ D(MA) = D(A) and, with M = S ◦ sign (p) , the boundary
value problem (30) is equivalent to
P˜ u = f , γoddu− sign (p)Aγevu = Sf∂ ,
which is (31) after changing Sf∂ into f∂ .
We can now use the integration by parts formula (27) which gives
0 ≤ Re 〈γevu , Aγevu〉L2(R,|p|dp;f) = +Re 〈γevu , sign (p)γoddu〉L2(R,|p|dp;f)
−Re 〈γevu , sign (p)f∂〉L2(R,|p|dp;f)
=
1
2
∫
R
|u(0, p)|2f pdp− Re
∫
R
〈f∂(p) , γevu(p)〉f pdp
= Re 〈u , p∂qu〉 − Re
∫
R
〈f∂(p) , γevu(p)〉f pdp
= Re 〈u , Pu〉 − ‖u‖2L2(R,dp;H1) − Re
∫
R
f∂(p)γevu(p) pdp .
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Remark 2.18. Note that only the even part Aev = ΠevAΠev appears in the
assumption and all the analysis. So only this restriction can be considered
with an arbitrary maximal accretive extension on RanΠodd . In applications,
it is easier to consider a realization of (A,D(A)) in L2(R, |p|dp; f) without
the parity in the domain definition and just check AΠev = ΠevA .
2.5.2 Maximal accretivity of KA
We end here the proof of Theorem 2.1.
Proof. The domain D(KA) contains C∞0 ((−∞, 0)× (R \ {0}); f) . It is dense
in L2(R2−, dqdp; f) .
From Proposition 2.17 applied with f∂ = 0 , we know that ‖u‖EA = ‖(12 +
P )u‖L2(R−,dq;H−1) is a norm on
EA =
{
u ∈ L2(R−, dq;H1) , Pu ∈ L2(R−, dq;H−1) , γoddu = sign (p)Aγevu
}
,
which is made a Banach space isomorphic via (1
2
+P ) to L2(R, dq;H−1) and
continuously embedded in
ER−(f) ⊂ L2(R−, dq;H1) ∩ C0b ((−∞, 0];L2(R, |p|dp; f)
with (u ∈ EA)⇒ (γevu ∈ D(A)) .
Since L2(R2−, dqdp; f) is complete and continuously embedded in L
2(R−, dq;H−1) ,
the domain D(KA) endowed with the graph norm ‖u‖D(KA) = ‖u‖ + ‖(12 +
P )u‖ is complete, which means that KA is closed.
By Proposition 2.17 we also know that 1
2
+ P : EA → L2(R, dq;H−1) is sur-
jective, which implies RanKA = L
2(R2−, dqdp; f) .
For the accretivity and the integration by part formula (16), simply use
Proposition 2.17 with f∂ = 0 :
Re 〈u , (KA− 1
2
)u〉 = Re 〈γevu , Aγevu〉L2(R,|p|dp;f)+‖u‖2L2(R−,dq;H1)−‖u‖2 ≥ 0 .
2.6 Extension of the resolvent and adjoint
We end the proofs of Proposition 2.2 and Proposition 2.3.
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Proof of Proposition 2.2. For f ∈ L2(R−, dq;H1) and z ∈ C a solution u ∈
L2(R−, dq;H1)
(P − z)u = f , γoddf = sign (p)Aγevu
satisfies p∂qu = f + zu − Ou ∈ L2(R−, dq;H−1) . It necessarily belongs to
ER−(f) and satisfies γevu ∈ D(A) .
Uniqueness: If there are two solutions u1, u2, the difference u = u2 − u1 ,
solves (P − z)u = 0 ∈ L2(R2−, dqdp; f) . When Re z < 12 , it means u =
(KA − z)−10 = 0 .
Existence: From the integration by part of Theorem 2.1 an element u ∈
D(KA) satisfies
Re 〈u , (KA − z)u〉 ≥ ‖u‖2L2(R−,dq;H1) − (
1
2
+ Re z)‖u‖2
≥ (1
2
− Re z)‖u‖2 ,
and for Re z < 1
2(
1 +
1
1
2
− Re z
)
‖u‖L2(R−,dq;H1)‖(KA − z)u‖L2(R−,dq;H−1) ≥ ‖u‖2L2(R−,dq;H1) .
Hence (KA − z)−1 has a unique continuous extension from L2(R−, dq;H−1)
to L2(R−, dq;H1) .
For f ∈ L2(R−, dq;H−1) and Re z < 12 , the function u = (KA−z)−1f satisfies
(P−z)u = f in D′(R2−; f) . It belongs to ER−(f) and the traces γev,oddu are well
defined. When f = limn→∞ fn in L
2(R−, dq;H−1) with fn ∈ L2(R2−, dqdp; f) ,
the sequence un = (KA − z)−1fn satisfies
γevun ∈ D(A) , γoddun = sign (p)Aγevun ,
lim
n→∞
‖γevu− γevun‖L2(R,|p|dp;f) = 0 ,
lim
n→∞
‖ sign (p)γoddu−Aγevun‖L2(R,|p|dp;f) = 0 .
Hence γevu ∈ D(A) and γoddu = sign (p)Aγevu .
Proof of Proposition 2.3. By changing p into −p and A into A∗ , the operator
K−,A∗ defined by
D(K−,A∗) =
{
u ∈ L2(R−, dq;H1) , P−u ∈ L
2(R2−, dqdp; f) ,
γoddu = − sign (p)A∗γevu
}
,
∀u ∈ D(K∗A) , K∗Au = P−u = (−p∂q + −∂
2
p+p
2
2
)u ,
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is maximal accretive. Hence it suffices to prove K−,A∗ ⊂ K∗A , which means
∀u ∈ D(K−,A∗) , ∀v ∈ D(KA) , 〈K−,A∗u , v〉 = 〈u , KAv〉 . (32)
Both u ∈ D(K−,A∗) and v ∈ D(KA) belong to ER−(f) and the polarized
integration by parts formula of Proposition 2.10 is
〈p∂qu , v〉+ 〈u , p∂qv〉 = 〈u , sign (p)v〉L2(R,|p|dp;f)
= 〈sign (p)γoddu , γevv〉L2(R,|p|dp;f) + 〈γevu , sign (p)γoddv〉L2(R,|p|dp;f)
= 〈−A∗γevu , γevv〉L2(R,|p|dp;f) + 〈γevu , Aγevv〉L2(R,|p|dp;f) = 0 ,
which yields (32).
3 Cuspidal semigroups
From the functional analysis point of view, the Kramers-Fokker-Planck oper-
ators have some specific properties, which were already used in [HerNi][EcHa]
and [HelNi] in the case without boundary. Those properties behave well after
tensorisation and are stable under relevant perturbations.
3.1 Definition and first properties
We work here in a complex Hilbert space H with the scalar product 〈 , 〉
and norm ‖ ‖ . A maximal accretive operator (K,D(K)) is a densely defined
operator such
∀u ∈ D(K) , Re 〈u , Ku〉 ≥ 0 ,
and 1 + K : D(K) → H is a bijection. (see [Bre83][ReSi75][EnNa]). This
is equivalent the fact that (e−tK)t≥0 is a strongly continuous semigroup of
contractions. This property passes to the adjoint (K∗, D(K∗)) (use ‖(λ +
K∗)−1‖ = ‖(λ+K)−1‖ ≤ 1
λ
and Hille-Yosida theorem). The operator (1+K)
(resp. 1 +K∗) defines isomorphisms in the diagram
D(K)
1+K→ H 1+K→ D(K∗)′ ,
D(K∗)
1+K∗→ H 1+K∗→ D(K)′ ,
where D(K∗)′ (resp. D(K)′) is the dual of D(K) (resp. D(K∗)) and the
density of D(K) (resp. D(K∗)) provides the embedding H ⊂ D(K)′ (resp.
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H ⊂ D(K∗)′) . The operator (1 + K∗)(1 + K) is the self-adjoint positive
operator defined as a Friedrichs extension with
D((1 +K∗)(1 +K)) = {u ∈ D(K) , (1 +K)∗(1 +K)u ∈ H} .
The modulus |1 +K| is the square root, |1 +K| =√(1 +K∗)(1 +K) .
An accretive operator of which the closure is maximal accretive will be said
essentially maximal accretive (see [HelNi]).
Definition 3.1. Let (Λ, D(Λ)) be a positive self-adjoint operator such that
Λ ≥ 1 and let r belong to (0, 1] . A maximal accretive operator (K,D(K)) is
said (Λ, r)-cuspidal if D(Λ) is dense in D(K) endowed with the graph norm
and if there exists a constant C > 0 such that
∀u ∈ D(Λ) , ‖Ku‖ ≤ C‖Λu‖ , (33)
∀u ∈ D(Λ) , ∀λ ∈ R , ‖Λru‖ ≤ C [‖(K − iλ)u‖+ ‖u‖] . (34)
Definition 3.2. We say that a maximal accretive operator (K,D(K)) is
r-pseudospectral for some r ∈ (0, 1] , if there exists CK > 0 such that
∀λ ∈ R, ‖(−1 + iλ−K)−1‖ ≤ CK〈λ〉−r .
An easy reformulation of this definition is given by the
Proposition 3.3. A maximal accretive operator (K,D(K)) is r-pseudospectral
with r ∈ (0, 1] , iff there exists C ′K > 0 such that
• the spectrum of K is contained in SK ∩ {Re z ≥ 0} with
SK =
{
z ∈ C , |z + 1| ≤ C ′K |Re z + 1|1/r ,Re z ≥ −1
}
;
• for z 6∈ SK with Re z ≥ −1 , the resolvent norm is estimated by
‖(z −K)−1‖ ≤ C ′K〈z〉−r .
Proof. The “if” part is obvious. For the “only if” part it suffices to use the
first resolvent identity. More precisely write
(K − µ− iλ) = (K + 1− iλ) [1− (1 + µ)(K + 1− iλ)−1] .
When 〈λ〉r > 2CK |1 + µ| the right-hand side is invertible and ‖(K − µ −
iλ)−1‖ ≤ 2‖(K + 1− iλ)−1‖ .
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Note that the case r = 1 corresponds to the case of sectorial operators.
Among other consequences of these properties, we shall prove that they are
essentially equivalent (with some loss in the exponent) .
Theorem 3.4. For a maximal accretive operator (K,D(K)) the following
statements satisfy
(i)⇒ (ii)⇒ (iii) .
(i) (K,D(K)) is (Λ, r)-cuspidal, r ∈ (0, 1] .
(ii) (K,D(K)) is r-pseudospectral.
(iii) (K,D(K)) is (|1 +K|, r′)-cuspidal for r′ < r
2−r
.
The first result taken from [HerNi] is about (i)⇒ (ii) .
Proposition 3.5. When (K,D(K)) is (Λ, r)-cuspidal with exponent r ∈
(0, 1] , it is r-pseudospectral with the same exponent.
Proof. For u ∈ D(K) , we start from
2‖(K − z)u‖2 + 2|Re z|2‖u‖2 ≥ ‖(K − Im z)u‖2 ,
which gives
2‖(K − z)u‖2 + (1 + 2|Re z|2)‖u‖2 ≥ ‖(K − Im z)u‖2 + ‖u‖2 ≥ 1
2C
‖Λru‖2 .
The condition (33) provides the operator inequality 1 ≤ (1 +K)∗(1 +K) ≤
Λ2 . The operator monotonicity of x → xr for r ∈ [0, 1] implies 1 ≤
[(1 +K∗)(1 +K)]r ≤ Λ2r and
‖(K−z)u‖2+(1+Re z)2‖u‖2 ≥ 1
8C
[‖(K − z)u‖2 + 〈u , [(1 +K∗)(1 +K)]ru〉] .
Lemma B.1 of [HerNi] then says
4
[‖(K − z)u‖2 + 〈u , [(1 +K∗)(1 +K)]ru〉] ≥ |z + 1|2r‖u‖2 , ∀u ∈ D(K) ,
as soon as Re z ≥ −1 . We have proved
∀u ∈ D(K) , ‖(K − z)u‖2 ≥
[
1
32C
|z + 1|2r − (1 + Re z)2
]
‖u‖2 ,
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for all z ∈ C such that Re z ≥ −1 . Any z = (−1 + iλ) with λ ∈ R belongs
to the resolvent set of K and we get the inequality
‖(K + 1− iλ)−1‖ ≤ 8
√
C〈λ〉−r .
Remember the formula
e−tK =
1
2ipi
∫ −i∞
+i∞
e−tz(z −K)−1 dz ,
which can be understood for general maximal accretive operators as the limit
∀ψ ∈ D(K) , e−tKψ = lim
ε→0+
lim
k→∞
1
2ipi
∫ −ε−i∞
−ε+i∞
e−tz
1 + z
k
(z −K)−1ψ dz ,
extended to any ψ ∈ H by density.
Proposition 3.3 allows a contour deformation which provides a norm conver-
gent integral for t > 0 .
Proposition 3.6. Assume that (K,D(K)) is r-pseudospectral with exponent
r ∈ (0, 1] . Let C ′K be the constant of Proposition 3.3 and let ΓK be the contour{
|Im z| = 2CK |1 + Re z| 1r ,Re z ≥ −1
}
oriented from +i∞ to −i∞ . Then
for any t > 0
e−tK =
1
2ipi
∫
ΓK
e−tz(z −K)−1 dz (35)
where the right-hand side is a norm convergent integral in L(H) .
Proof. For ψ ∈ D(K) , t > 0 and k ≥ 2 the function e−tz
(1+ z
k
)
(z −K)−1ψ is a
holomorphic function of z in {z ∈ C \ SK ,Re z > −2} with
‖ e
−tz
(1 + z
k
)
(z −K)−1ψ‖ ≤ Ck e
−tRe z
〈z〉2 ‖(1 +K)ψ‖ ,
when Re z ≥ −1 , z ∈ C \ SK . The contour integral∫ −ε−i∞
−ε+i∞
e−tz
1 + z
k
(z −K)−1ψ dz ,
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for any ε ∈ (0, 1) , can thus be deformed into∫
ΓK
e−tz
1 + z
k
(z −K)−1ψ dz .
With the inequalities
‖(z −K)−1‖ ≤ C ′K〈z〉−r ≤ C ′K〈Im z〉−r , (36)
|e−tz| = e−tRe z ≤ ete−t
|Im z|r
2C′
K , |dz| = [1 +O(|Im z|2(r−1))] |d Im z|(37)
valid for all z ∈ ΓK , we can take the limit as k → ∞ for any fixed t > 0 ,
in the integral
∫
ΓK
. The convergence holds for any ψ ∈ H and the integral
(35) is a norm convergent integral.
A classical results (see for instance [EnNa]) provides the equivalence be-
tween:
• (e−zA)z∈C∪{0} is a bounded analytic semigroup for some open convex
cone C .
• A is sectorial (see [EnNa] for a general definition).
• For all positive τ the estimate ‖(−τ + is − A)−1‖ ≤ C
|s|
holds for all
s 6= 0 .
• The quantity supt>0 ‖tAe−tA‖ is finite.
Cuspidal semigroup, and this is a key idea of [HerNi], is a fractional version
of the above notions. Actually Proposition 3.3 says that (1 +K) is sectorial
when r = 1 . In this direction, the next result completes Proposition 3.6.
Proposition 3.7. If (K,D(K)) is r-pseudospectral with exponent r ∈ (0, 1) ,
then
sup
t>0
‖t 2r−1(1 +K)e−t(1+K)‖ < +∞ . (38)
If (K,D(K)) is (Λ, r)-cuspidal with r ∈ (0, 1) , then
sup
t>0
‖t 2r−1Λre−t(1+K)‖ < +∞ . (39)
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Proof. For u ∈ D(K) and t > 0 , the formula (35) gives
e−tKKu =
1
2ipi
∫
ΓK
e−tz(z −K)−1Ku dz = 1
2ipi
∫
ΓK
e−tzz(z −K)−1u dz ,
because (z −K)−1Ku = −u+ z(z −K)−1u . From the inequalities (36) and
(37) and |z| ≤ C ′′(1 + |Im z|) along ΓK , we deduce
‖e−tKKu‖ ≤ C(3)et
∫ +∞
0
(1 + λ)e−tλ
r
λ−r dλ ≤ C(4)et
[
t1−
1
r + t1−
2
r
]
The density of D(K) yields
∀t > 0 , e−t‖Ke−t(1+K)‖ ≤ C(4)
[
t1−
1
r + t1−
2
r
]
e−t ≤ C(5)t1− 2r .
while we know e−t‖e−t(1+K)‖ ≤ e−2t ≤ Crt1− 2r . We have proved that
supt≥0 ‖t
2
r
−1(2 +K)e−t(2+K)‖ is finite. Replacing K with 2K , which is also
r-pseudospectral owing to Proposition 3.3, and 2t by t , finishes the proof of
(38).
When (K,D(K)) is (Λ, r)-cuspidal with r < 1 , then it is r-pseudospectral
according to Proposition 3.5. The second estimate then comes from
‖Λru‖ ≤ C [‖Ku‖+ ‖u‖] ≤ C ′‖(1 +K)u‖ .
Below is the converse implication of the second statement of Proposi-
tion 3.7.
Proposition 3.8. Let (K,D(K)) be a maximal accretive operator. Assume
that (39) is finite for r ∈ (0, 1] and assume the existence of an operator Λ ≥ 1
such that D(Λ) is dense in D(K) and
∀u ∈ D(Λ) , ‖Ku‖ ≤ ‖Λu‖ .
Then the operator (K,D(K)) is (Λ, θr)-cuspidal θ ∈ (0, r
2−r
) ⊂ (0, r): there
exists Cθ > 0 such that
∀u ∈ D(K) , ∀λ ∈ R , ‖Λθru‖ ≤ Cθ [‖(K − iλ)u‖+ ‖u‖] .
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Proof. For t > 0, λ ∈ R and v ∈ H , the estimate
‖Λre−t(1+K−iλ)v‖ ≤ C0t1− 2r ‖v‖ ,
is interpolated into
‖Λθre−t(1+K−iλ)v‖ ≤ Cθ0 tθ
r−2
r ‖v‖ ,
for any θ ∈ [0, 1] . Then the right-hand side of
‖Λθre−t(K+2−iλ)v‖ ≤ Cθ0e−ttθ
r−2
r ‖v‖
is integrable on (0,+∞) as soon as θ r−2
r
> −1 . From
(2 +K − iλ)−1v =
∫ +∞
0
e−t(2+K−iλ)v dt ,
we deduce (2 +K − iλ)−1v ∈ D(Λrθ) and
‖Λrθ(2 +K − iλ)−1v‖ ≤ Cθ‖v‖ .
Setting u = (2 +K − iλ)−1v gives
‖Λrθu‖ ≤ Cθ‖2u+ (K − iλ)u‖ ≤ C [‖(K − iλ)u‖+ ‖u‖] ,
for all u ∈ D(K) , as soon as θ ∈ (0, r
2−r
) .
Proof of (ii)⇒ (iii) in Theorem 3.4. Firstly, D(|1+K|) is the form domain
of (1 +K∗)(1 +K) and equals D(K) , with
∀u ∈ D(K) ‖Ku‖2 ≤ ‖(1 +K)u‖2 = ‖|1 +K|u‖2 .
The end is a variant of the previous argument. The relation (38) can be
written
‖|1 +K|e−t(1+K)‖ ≤ Ct1− 2r ,
and leads to
∀λ ∈ R , ∀v ∈ H , ‖|1 +K|θe−t(2+K−iλ)‖ ≤ Cθe−ttθ r−2r ‖v‖ .
By taking θ < r
2−r
, we deduce (2 +K − iλ)−1v ∈ D(|1 +K|θ) and
‖|1 +K|θ(2 +K − iλ)−1v‖ ≤ C ′θ‖v‖ .
With u = (2 +K − iλ)−1v this means
∀λ ∈ R , ∀u ∈ D(K) , ‖|1 +K|θu‖ ≤ C ′′θ [‖(K − iλ)u‖+ ‖u‖] .
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3.2 Perturbation
The Theorem X.50 of [ReSi75] says that a pair of accretive operators A and
C defined on a same dense domain D ⊂ H , such that
∀u ∈ D , ‖(A− C)u‖ ≤ a [‖Au‖+ ‖Cu‖] + b‖u‖ ,
for some fixed a < 1 and b > 0 , satisfy :
• the closures A and C have the same domain;
• A is maximal accretive if and only if C is.
Of course this applies to C = A+B when B is a relatively bounded pertur-
bation
∀u ∈ D(A) , ‖Bu‖ ≤ a‖Au‖+ b‖u‖ .
Below is the cuspidal version, which requires a uniform control with respect
to iλ ∈ iR .
Proposition 3.9. Let (K,D(K)) be a (Λ, r)-cuspidal operator with exponent
r ∈ (0, 1] . Assume that B is a relatively bounded perturbation of K such that
∀u ∈ D(K) , ∀λ ∈ R , ‖Bu‖ ≤ a‖(K − iλ)u‖+ b‖u‖
with some fixed a < 1 and b > 0 . If (K + B) is accretive on D(K) , then
(K +B,D(K)) is (Λ, r)-cuspidal .
The same statement holds for r-pseudospectral operators with exponent r ∈
(0, 1] .
Proof. The Theorem X.50 of [ReSi75] says that (K + B,D(K)) is maximal
accretive.
For the inequalities, write simply for u ∈ D(Λ) ⊂ D(K) and λ ∈ R ,
‖(K +B)u‖ ≤ ‖Ku‖+ ‖Bu‖ ≤ (1 + a)‖Ku‖+ b‖u‖ ≤ [C(1 + a) + b]‖Λu‖ ,
‖(K +B − iλ)u‖ ≥ ‖(K − iλ)u‖ − ‖Bu‖ ≥ (1− a)‖(K − iλ)u‖ − b‖u‖
≥ (1− a)C−1‖Λru‖ − (b+ 1)‖u‖ .
This yields
∀λ ∈ R , ∀u ∈ D(Λ) , ‖Ku‖ ≤ C ′‖Λu‖ , ‖Λru‖ ≤ C ′ [‖(K − iλ)u‖+ ‖u‖] ,
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with C ′ = max
{
C(1 + a) + b, C(b+1)
1−a
}
.
When (K,D(K)) is r-pseudospectral, the same lower bound ‖(K + B −
iλ)u‖ ≥ (1 − a)‖(K − iλ)u‖ − b‖u‖ allows to conclude that (K +B,D(K))
is r-pseudospectral.
Corollary 3.10. A maximal accretive operator (K,D(K)) is (Λ, r)-cuspidal
if and only if there exists a constant C ∈ R such that (C + K,D(K)) is
(Λ, r)-cuspidal.
If (K,D(K)) is (Λ, r)-cuspidal with exponent r ∈ (0, 1] and B is defined on
D(K) with
∀u ∈ D(K) , ‖Bu‖2 ≤ CB Re 〈u , (1 +K)u〉
and K +B accretive. Then (K +B,D(K)) is (Λ, r)-cuspidal .
The same statements hold for r-pseudospectral operators.
Proof. The first result comes readily from
‖ − Cu‖ ≤ 0× ‖(K − iλ)u‖+ |C| × ‖u‖ .
The second one comes from
‖Bu‖2 ≤ CB Re 〈u , (K − iλ)u〉 ≤ CB‖u‖‖(K − iλ)u‖
≤
[
1
2
‖(K − iλ)u‖+ CB‖u‖
]2
.
3.3 Tensorisation
Take two Hilbert spaces H1 and H2 and consider the Hilbert tensor product
H = H1 ⊗H2 . We first recall a result about maximal accretivity.
Proposition 3.11. Assume that (K1, D(K1)) and (K2, D(K2)) are maximal
accretive in H1 and H2 , respectively. Then the closure of (K1⊗IdH2+IdH1⊗
K2) initially defined on the algebraic tensor product D(K1)
alg⊗ D(K2) , is
maximal accretive .
Then we will prove the cuspidal version.
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Proposition 3.12. Assume that (K1, D(K1)) and (K2, D(K2)) are respec-
tively (Λ1, r1) and (Λ2, r2)-cuspidal operators inH1 and H2 . Then the closure
of (K1 ⊗ IdH2 + IdH1 ⊗K2) initially defined on the algebraic tensor product
D(K1)
alg⊗ D(K2) , is (Λ, r)-cuspidal with
Λ = Λ1 ⊗ Id+ Id⊗ Λ2 ,
and r < min{ r
2
1
8− 2r1 ,
r22
8− 2r2} .
Proof of Proposition 3.11 (for the sake of completeness). Consider the strongly
semigroup of contractions (e−tK1 ⊗ e−tK2)t≥0 on H = H1 ⊗ H2 and call
(K,D(K)) its maximal accretive generator. The operator (K,D(K)) is the
closure of (K1 ⊗ IdH2 + IdH1 ⊗K2) defined on D = D(K1)
alg⊗ D(K2) : In-
deed, for every pair (ϕ1, ϕ2) ∈ D(K1)×D(K2) , R+ 3 t 7→ e−tK(ϕ1 ⊗ ϕ2) =
(e−tK1ϕ1)⊗ (e−tK2ϕ2) is a C1-function. This implies D ⊂ D(K) . For s > 0 ,
the expression
Asϕ =
1
s
∫ s
0
e−t(1+K)ϕ dt ,
defines a continuous operator from H to D(K) . For ϕ ∈ D(K) , the relation
(1 +K)ϕ− (1 +K)Asϕ = (1 +K)ϕ+ 1
s
(
e−s(K+1)ϕ− ϕ)
implies
‖ϕ− Asϕ‖D(K) = ‖(1 +K)(ϕ−Asϕ)‖H s→0
+→ 0 .
Since D(Kj) is dense in Hj for j = 1, 2 , ϕ can be approximated in H by an
element
∑J
j=1 ϕ1,j ⊗ ϕ2,h of D with
‖As
(
ϕ−
J∑
j=1
ϕ1,j ⊗ ϕ2,h
)
‖D(K) ≤ Cs‖ϕ−
J∑
j=1
ϕ1,j ⊗ ϕ2,h‖H .
Now the integral
As
(
J∑
j=1
ϕ1,j ⊗ ϕ2,h
)
=
J∑
j=1
1
s
∫ s
0
(e−tK1ϕ1,j)⊗ (e−tK2ϕ2,j) dt
can be approximated inD(K) by a Riemann sum which belongs to D . Hence
D is dense in D(K) endowed with the graph norm ‖u‖D(K) = ‖(1 +K)u‖H .
It is a core for (K,D(K)) .
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Proof of Proposition 3.12. We know from Proposition 3.11 that K = K1 ⊗
Id + Id⊗K2 is essentially maximal accretive on D(K1)⊗alg D(K2) .
Let us prove the cuspidal property. The operator Λj ≥ 1, j = 1, 2 , is a
self-adjoint operator in Hj with D(Λj) dense in D(Kj) and such that
‖Kju‖Hj ≤ Cj‖Λju‖Hj , ‖Λrjj u‖Hj ≤ Cj
[
‖(Kj − iλ)u‖Hj + ‖u‖Hj
]
,
hold for any u ∈ D(Λj) and λ ∈ R . Call Λ = Λ1⊗ Id+Id⊗Λ2 the essentially
self-adjoint operator on D(Λ1) ⊗alg D(Λ2) . Its domain D(Λ) is dense in
D(K) , and
∀u ∈ D(Λ) , ‖Ku‖ ≤ C‖Λu‖ ,
is obtained after taking first u ∈ D(Λ1)⊗alg D(Λ2) .
The inequality (39) applied for j = 1, 2 gives the uniform bound
‖t
2
rj
−1
Λ
rj
j e
−t(1+Kj )‖L(Hj) ≤ C ′j .
This yields the uniform bound
‖(Λr11 + Λr22 )e−t(2+K)‖L(H) ≤ max{C ′1t1−
2
r1 , C ′2t
1− 2
r2 }e−t
We take % = min {r1, r2} and the functional calculus of commuting self-
adjoint operators gives
Λ2% ≤ Cr1,r2(Λr11 + Λr22 )2 ,
and ‖Λ%e−t(2+K)‖ ≤ C ′r1,r2t2−
4
% e−t ,
By interpolation we deduce
sup
t>0
‖t 2%−1Λ %2 e−t(2+K)‖ < +∞ .
Proposition 3.8 implies that (K,D(K)) is (Λ, r)-cuspidal for any r in (0, %
2
8−2%
) .
4 Separation of variables
The results of Subsection 3.3 provide a strategy for studying the maximal
accretivity and cuspidal property for operators which make possible a com-
plete separation of variables. Half-space problems associated with differential
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operators with separated variables can be reduced to the one dimensional
half-line problem when the boundary conditions agree with this separation
of variables. We focus on the cases when the boundary condition is given by
γoddu = ν sign (p)γevu with ν ∈ {0, 1} .
Although Proposition 3.12 provides the guideline, we do not apply it
naively. Instead, we develop an analysis of abstract one-dimensional problems
which will lead in the next section to more accurate results. In particular, we
specify the domains of the operators which are implicit Proposition 3.11 and
Proposition 3.12. Then we solve inhomogeneous boundary value problems
by using variational arguments inspired by [Lio][Bar][Luc][Car] in the case
ν = 1 .
4.1 Some notations
In this section, we assume the operators (L±, D(L±)) to be maximal accretive
in the separable Hilbert space L with L∗± = L∓ . For I = R− or I = R , we
shall consider the operator
PL± = ±p.∂q +
−∂2p + p2 + 1
2
+ L± = ±p∂q + 1
2
+O + L±
defined with the proper domain, containing C∞0 (I ×R;D(L±)) and specified
below, in L2(I × R, dqdp;L) = L2(I × R, dqdp)⊗ L . The formal adjoint of
PL± is P
L
∓ . Both operators 1 + L± are isomorphisms in the diagram
D(L±)
1+L±→ L 1+L±→ D(L∗±)′ = D(L∓)′ .
where D(L∗±)
′ is the dual of D(L∗±) and the density of D(L±) provides the
embedding L ⊂ D(L∗±)′ . In particular PL± defines a continuous operator from
L2(I × R, dqdp;L) to D′(I × R;D(L∓)′) for any open interval I ⊂ R .
The densely defined quadratic form Re 〈u , L±u〉 defines a self-adjoint opera-
tor (take the Friedrichs extension see [ReSi75]-Theorem X.23). This operator
is (abusively) denoted by Re L . For any u ∈ D(L+)∩D(L−) , Re Lu equals
L++L−
2
u . The notation Re L is especially justified under the following as-
sumption.
Hypothesis 1. The intersection D(L±)∩D(L−) is dense in D(L±) endowed
with its graph norm and Re L is essentially self-adjoint on D(L+)∩D(L−) .
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Under this assumption, D(L+), D(L−) and D(L+) ∩D(L−) are densely
included in D((Re L)1/2) , which is the quadratic form domain of Re L , and
we have the embeddings
D(L±) ⊂ D((Re L)1/2) ⊂ L ⊂ D((Re L)1/2)′ ⊂ D(L∓)′ .
Contrary to the case when (L+, D(L+)) is a non negative self-adjoint op-
erator, there is no reason to assume in general that L+ is continuous from
D((Re L)1/2) to D((Re L)1/2)′ . This would mean that ImL = L+−L−
2i
is es-
timated in terms of Re L .
According to this multiplicity of spaces, the notations of Section 2 will be
adapted with various choices for the Hilbert space f . This will be spec-
ified in every case. For example Hs , s ∈ R , will follow the definition
Hs = (1
2
+O)−s/2L2(R, dp;C) of Section 2.1 with f = C .
We shall use the following space
H1,L = {u ∈ L2(R, dp;L) , ‖u‖2H1 + 〈u , (Re L)u〉L < +∞} , (40)
endowed with its natural norm and scalar product. Its dual is denoted by
H−1,L . When L is bounded in L , it is nothing but H1,0 = H1 ⊗ L and
H−1,0 = H−1 ⊗ L . For an interval I of R
L2(I, dq;H1 ⊗D(L±)) ⊂ L2(I, dq;H1,L) ⊂ L2(I × R, dqdp;L)
⊂ L2(I, dq;H−1,L) ⊂ L2(I, dq;H−1 ⊗D(L∓)′) .
The odd and even part of elements of L2(R, |p|dp;L) involves an involution
j acting on L . In the end, this construction will be applied with L = L1⊗ f1
with L = L1 ⊗ Id and j = Id⊗ j1 .
Definition 4.1. The Hilbert space L is endowed with a unitary involution j
which commutes with e−tL± for all t ≥ 0 . In L2(R, |p|dp;L) or D′(R∗; f) with
f ∈ {D(L±),L, D(L±)′} , the even and odd part are given by
γev(p) = [Πevγ](p) =
γ(p) + jγ(−p)
2
, (41)
γodd(p) = [Πoddγ](p) =
γ(p)− jγ(−p)
2
. (42)
The operators Π+ and Π− are given by
Π+ = Πev + sign (p)Πodd , Π− = Πev − sign (p)Πodd , (43)
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The projections Πev and Πodd are orthogonal in L
2(R, |p|dp;L) with
Π∗ev = Πev = (1− Πodd) ,
sign (p) ◦ Πev = Πodd ◦ sign (v) , (44)∫
R
〈γ(p) , γ′(p)〉L pdp = 〈γ , sign (p)γ′〉L2(R,|p|dp;L)
= 〈γev , sign (p)γ′odd〉L2(R,|p|dp;L) + 〈γodd , sign (p)γ′ev〉L2(R,|p|dp;L) .(45)
Moreover the two operators Π+ and Π− are projections owing to sign (p)Πev =
Πodd sign (p) , with the same range RanΠ+ = RanΠ− = RanΠev . With
Πev =
Π++Π−
2
and sign (p)Πodd =
Π+−Π−
2
, the quantity (45) also equals
1
2
[〈Π+γ , Π+γ′〉L2(R,|p|dp;L) − 〈Π−γ , Π−γ′〉L2(R,|p|dp;L)] . (46)
The projection Π+ (resp. Π−) has the same kernel as 1R+(p) (resp. 1R−(p))
according to the explicit formulas:
Π+γ = (1R+(p) + j1R−(p))γ(|p|) , Π−γ = (j1R+(p) + 1R−(p))γ(−|p|) .
The mapping Π+ ×Π− : L2(R, |p|dp;L)→ (RanΠev)2 is an isomorphism
(Π+,Π−) : L
2(R, |p|dp;L) (RanΠev)2 (47)
with L2(R, |p|dp;L) = ker(Π+)
⊥⊕ ker(Π−) ,
and (Π+,Π−)γev = (γev, γev) ,
(Π+,Π−)γodd = (sign (p)γodd,− sign (p)γodd) .
4.2 Traces and integration by parts
For a given interval, we shall consider the space
EL,±I =
{
u ∈ L2(I, dq;H1,L) , PL±u ∈ L2(I, dq;H−1,L)
}
,
endowed with the norm
‖u‖EL,±I = ‖u‖L2(I,dq;H1,L) + ‖P
L
±u‖L2(I,dq;H−1,L) .
Proposition 4.2. Under Hypothesis 1 the space EL,±I is continuously embed-
ded in the space EI(D(L∓)′) of Definition 2.9 with f = D(L∓)′ , and therefore
in C0b (I;L2(R, |p|dp;D(L∓)′) .
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Proof. From the embeddings H1,L ⊂ H1,0 = H1 ⊗ L ⊂ H1 ⊗ D(L∓)′ and
H−1,L ⊂ H−1 ⊗D(L∓)′ , we deduce
u ∈ L2(I, dq;H1 ⊗ L) ⊂ L2(I, dq;H1 ⊗D(L∓)′) ,
and p∂qu = ±
[
PL±u− (
1
2
+O)u− L±u
]
∈ L2(I, dq;H−1 ⊗D(L∓)′) ,
because u ∈ L2(I, dq;H1 ⊗ L) implies L±u ∈ L2(I, dq;H1 ⊗ D(L∓)′) and
(1
2
+O)u ∈ L2(I, dq;H−1⊗L) . We conclude by referring to Proposition 2.10
with f replaced by D(L∓)
′ .
Proposition 4.3. Assume Hypothesis 1 and for I = R− set γu = u(q = 0)
for u ∈ EL,±
R−
. The integration by part formula
〈v , PL+u〉 = lim
ε→0+
〈γvε , sign (p)γuε〉L2(R,|p|dp;L) + 〈PL−v , u〉 ,
vε = (1 + εL−)
−1v , uε = (1 + εL+)
−1u ,
holds for pairs (u, v) ∈ EL,+
R−
× C∞0 ((−∞, 0]× R;D(L−)) and for pairs (u, v)
which satisfy
• u and v belong to L2(R−, dq,H1,L) ;
• PL+u and PL−v belong to L2(R−, dq;H−1 ⊗ L) .
Proof. In both cases, Proposition 4.2 ensures u ∈ ER−(D(L−)′) and v ∈
ER−(D(L+)′) .
When (u, v) ∈ EL,+
R−
× C∞0 ((−∞, 0]× R;D(L−))) , the integration by part
〈v , p∂qu+ (1
2
+O)u〉 =
∫
R
〈v(0, p) , u(0, p)〉D(L−) , D(L−)′ pdp
+ 〈(−p∂qv + 1
2
+O)v , u〉
makes sense, while the other term of PL+u gives the integrable quantities
〈v(q, p) , L+u(q, p)〉D(L−) , D(L−)′ = 〈L−v(q, p) , u(q, p)〉 .
In the second case uε = (1 + εL+)
−1u and vε = (1+ εL−)
−1v both belong to
ER−(L) and we can apply the polarized integration by part of Proposition 2.10
〈p∂quε , vε〉+ 〈uε , p∂qvε〉 =
∫
R
〈uε(0, p) , vε(0, p)〉L pdp .
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The term with (1
2
+O) involves only the duality between H1 and H−1 while
the terms with L+ and L− is concerned with L
2(R2−, dqdp;L) functions. We
obtain
〈(1 + εL−)−1v , (1 + εL+)−1PL+u〉 − 〈(1 + εL−)−1PL−v , (1 + εL+)−1u〉
= 〈(1 + εL−)−1γv , sign (p)(1 + εL+)−1γu〉L2(R,|p|dp;L)
Our assumptions were made so that the left-hand side, and therefore the
right-hand side, converge. In particular PL+u , P
L
−v ∈ L2(R−, dq;H−1 ⊗ L) is
used with s− limε→0(1 + εL±)−1 = 1 in L and ‖(1 + εL±)−1‖L(L) ≤ 1 .
Remark 4.4. The last argument cannot be used for general (u, v) ∈ EL,+
R−
×
EL,−
R−
because we do not control the effect of the regularization (1+ εL±)
−1 on
D((Re L)1/2) and H±1,L .
Proposition 4.5. Assume Hypothesis 1. Take I = (a, b) with −∞ ≤ a <
b ≤ +∞ . Assume u ∈ EL,±I with PL±u ∈ L2(I, dq;H−1 ⊗ L) and γau =
u(a, .) ∈ L2(R, |p|dp;L) if −∞ < a and γbu = u(b, .) ∈ L2(R, |p|dp;L) if
b < +∞ . Then the following inequality holds
2‖u‖2L2(I,dq;H1,L) ≤ 2Re 〈u , PL±u〉 ± 1R(a)
∫
R
|u(a, p)|2L pdp
∓ 1R(b)
∫
R
|u(b, p)|2L pdp .
Proof. With an obvious change of signs, it suffices to consider the + case .
From Proposition 4.2 we know u ∈ EI(D(L−)′) and the traces are well defined.
Set f = PL+u , f
a
∂ = γau and f
b
∂ = γbu . For ε > 0 take uε = (1 + εL+)
−1u
and set fε = (1 + εL+)
−1f , fa,b∂,ε = (1 + εL+)
−1fa,b∂ . Then uε belongs to
L2(I, dq;H1 ⊗D(L+)) ⊂ L2(I, dq;H1 ⊗ L) and satisfies
p∂quε = fε − (1
2
+O)uε − L+uε ∈ L2(I, dq;H−1 ⊗ L) ,
γa,buε = f
a,b
∂,ε ∈ L2(R, |p|dp;L) .
Hence the integration by parts formula of Proposition 2.10 can be used with
f = L:
1R(b)
∫
R
|f b∂,ε(p)|2L pdp− 1R(a)
∫
R
|fa∂,ε(p)|2L pdp = 2Re 〈uε , p∂quε〉
= 2Re 〈uε , fε〉 − 2‖uε‖2L2(I,dq;H1,L) .
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With ‖(1 + εL+)−1‖L(L) ≤ 1 and H1,0 = H1 ⊗ L , we deduce from this the
inequalities
‖uε‖2L2(I,dq;H1,0) + ‖uε‖2L2(I,dq;H1,L) ≤ 2‖uε‖2L2(I,dq;H1,L)
≤ ‖uε‖L2(I,dq;H1,0)‖f‖L2(I,dq;H−1,0) + 1R(b)‖f b∂‖2L2(R,|p|dp;L)
+1R(a)‖fa∂‖2L2(R,|p|dp;L) ,
and a uniform bound for ‖uε‖L2(I,dq;H1,L) .
As ε→ 0 the operators (1 + εL+)−1 , (resp. Idg ⊗ (1 + εL+)−1) converges in
the strong operator topology to IdL (resp. Idg⊗L). Therefore we know
lim
ε→0
‖fa,b∂,ε − fa,b∂ ‖L2(R,|p|dp;L) = 0 ,
lim
ε→0
‖uε − u‖L2(I,dq;H1,0) = 0 ,
lim
ε→0
‖fε − f‖L2(I,dq;H−1,0) = 0 ,
while uε converges weakly to some v in L
2(I, dq;H1,L) . Since H−1,0 = (H1,0)′
is continuously embedded in H−1,L = (H1,L)′ , the second limit implies v = u
and
‖u‖2L2(I,dq;H1,L) ≤ lim infε→0 ‖uε‖
2
L2(I,dq;H1,L) .
This ends the proof.
Remark 4.6. Again the strong limit argument limε→0(1+εL+)
−1f = f works
in L but not in D((Re L)1/2) , H1,L or H−1,L .
4.3 Identifying the domains
We shall first consider the whole space problem on R2 and then the half-space
problem in R− × R .
In the whole space problem, (KL±, D(K
L
±)) will denote the maximal accretive
realization defined in L2(R2, dqdp;L) = L2(R2, dqdp) ⊗ L like in Subsec-
tion 3.3, with H1 = L2(R2, dqdp) , H2 = L , K1 = K± + 12 = ±p∂q + (12 +O)
and K2 = L± (the domains D(K±) and D(L±) are known).
For the half-space problem only the boundary conditions
γoddu = ± sign (p)νγevu with ν ∈ {0, 1}
are considered. The corresponding maximal accretive realization of ±p.∂q +
1
2
+ O in L2(R2−, dqdp) defined in Subsection 2.5 is denoted by (K±,ν +
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1
2
, D(K±,ν)) . The maximal accretive operator (K
L
±,ν, D(K
L
±,ν)) is the maxi-
mal accretive realization defined in L2(R2−, dqdp;L) = L
2(R2−, dqdp)⊗ L like
in Subsection 3.3, with H1 = L2(R2−, dqdp) , H2 = L , K1 = K±,ν + 12 and
K2 = L± .
Proposition 4.7. With Hypothesis 1, the domain D(KL±) equals{
u ∈ L2(R, dq;H1,L) , PL±u ∈ L2(R2, dqdp;L)
}
.
The relation KL±u = P
L
±u and the integration by part equality
‖u‖2L2(R,dq;H1,L) = Re 〈u , KL±u〉
hold for any u ∈ D(KL±) .
The adjoint of KL± is K
L
∓ .
Proof. From Theorem A.1 , we know that K∗± = K∓ .
The maximal accretive operator KL± being defined as the generator of
(e−t(K±+
1
2
)e−tL±)t≥0 , let us first check that K
L
±u = P
L
±u when u ∈ D(KL±) .
For such a u ∈ D(KL±) , e−tKL±u = e−t(K±+
1
2
)e−tL±u defines an L2(R2, dqdp;L)-
valued C1 function on [0,+∞) . From the equality
(e−tK±e−tL±)∗ = e−tK
∗
±e−tL
∗
± = e−tK∓e−tL∓ .
we deduce that (KL±)
∗ = KL∓ and we know that C∞0 (R2) ⊗alg D(L−) , and
therefore C∞0 (R2;D(L−)), is contained in D(KL∓) = D((KL±)∗) . Looking at
the derivative at t = 0 of
〈e−t(K∓+ 12 )e−tL∓v , u〉 = 〈v , e−tKL±u〉 ,
we obtain
〈((K∓ + 1
2
)⊗ Id + Id⊗ L∓)v , u〉 = 〈v , KL±u〉 ,
for all v ∈ C∞0 (R2;D(L∓)) . But this means exactly
KL±u = (
1
2
+K±)u+ L±u = P
L
±u in D′(R2;D(L∓)′) ⊃ L2(R2, dqdp;L) .
Proposition 4.5 applied with a = −∞ , b = +∞ and provides the inequality
‖u‖2L2(R,dq;H1,L) ≤ Re 〈u , KL±u〉 , ∀u ∈ D(KL±) .
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With ‖u‖L2(R,dq;H1,L) ≥ ‖u‖ , this implies ‖KL±u‖ ≥ ‖u‖L2(R,dq;H1,L) andD(KL±)
is continuously embedded in L2(R, dq;H1,L) .
Conversely, if v belongs to L2(R, dq;H1,L) with PL±v = f ∈ L2(R2, dqdp;L) ,
there exists u ∈ D(KL±) such that KL±u = f because (KL± − 1, D(KL±)) is
maximal accretive. The difference w = u− v belongs to L2(R, dq;H1,L) with
PLw = 0 . Proposition 4.5 then implies
‖w‖2L2(R,dq;H1,L) ≤ 0 .
Therefore v = u belongs to D(KL±) .
The equality
Re 〈u , KL±u〉 = Re 〈u , (
1
2
+K±)u〉+ Re 〈u , L±u〉 = ‖u‖2L2(R,dq;H1,L) ,
holds when u ∈ D(K±)⊗algD(L±) . The algebraic tensor productD(K±)⊗alg
D(L±) is dense in D(K
L
±) according to Proposition 3.11 while both sides are
continuous on D(KL±) . This proves the equality for all u ∈ D(KL±) .
Proposition 4.8. Under Hypotheses 1 and with ν ∈ {0, 1} , the domain
D(KL±,ν) is nothing but{
u ∈ L2(R−, dq;H1,L) , P
L
±u ∈ L2(R2−, dqdp;L)
γoddu = ± sign (p)νγevu
}
.
Moreover the relation
KL±,νu = P
L
±u ,
and the integration by parts identity
‖u‖2L2(R−,dq;H1,L) + ‖γoddu‖2L2(R,|p|dp;L) = Re 〈u , KL±,νu〉
holds for all u ∈ D(KL±,ν) .
Finally the adjoint of KL±,ν is K
L
∓,ν .
Remark 4.9. The boundary condition γoddu = ± sign (p)νγevu makes sense
because the trace γu is well-defined in L2(R, |p|dp;D(L∓)′) when u ∈ EL,±R−
and a fortiori when u ∈ L2(R−, dq;H1,L) and PL±u ∈ L2(R2−, dqdp;L) . For
ν = 0 , the integration by parts inequality says nothing about γevu . This will
be studied later in Section 5.
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Proof. We proved in Proposition 2.3 that the adjoint of K±,ν is K∓,ν for
ν = {0, 1} .
The proof of (KL±,ν)
∗ = KL∓,ν and K
L
±,νu = P
L
±u when u ∈ D(KL±,ν) is the
same as in Proposition 4.7 , with C∞0 (R2−;D(L∓)) ⊂ D((KL±,ν)∗) .
For u ∈ D(K±,ν)⊗alg D(L±) the integration by part formula
‖u‖2L2(R−,dq;H1⊗L)+Re 〈γevu , νγevu〉L2(R,|p|dp;L) = Re 〈u , KL±,νu〉−Re 〈u , L±u〉
comes from Theorem 2.1 or Proposition 2.10, applied with f replaced by L
and
(
1
2
+K±,ν)u = K
L
±,νu− L±u in L2(R2−, dqdp;L) .
We know also, for such a u , γu ∈ L2(R, |p|dp;L) and γoddu = ± sign (p)νγevu .
With ‖u‖L2(R−,dq;H1⊗L) ≥ ‖u‖, we deduce
∀u ∈ D(K±,ν)⊗algD(L±) , ‖u‖L2(R−,dq;H1,L)+‖γoddu‖L2(R,|p|dp;L) ≤ 8‖KL±,νu‖ .
Since D(K±,ν)⊗alg D(L±) is dense in D(KL±,ν) , we conclude that for all u ∈
D(KL±,ν) , γoddu = ± sign (p)νγevu belongs to L2(R, |p|dp;L) and u belongs
to L2(R−, dq;H1,L) .
With the same density argument, the equality
‖u‖2L2(R−,dq;H1,L) + ‖γoddu‖2L2(R,|p|dp;L) = 〈u , KL±,νu〉
can be extended to any u ∈ D(KL±,ν) .
Let us complete the identification of D(KL±,ν) . Since K
L
±,ν − 1 is maximal
accretive the equation KL±,νu = f admits a unique solution u ∈ D(KL±,ν) for
any f ∈ L2(R2−, dqdp;L) . If v belongs to L2(R−, dq;H1,L) and satisfies
PL±v = f ∈ L2(R2−, dqdp;L) ,
γoddv = ± sign (p)νγevv (in L2(R, |p|dp;D(L∓)′) ,
solve KL±,νu = f . The difference w = u− v belongs to L2(R−, dq;H1,L) and
satisfies
PL±w = 0 , γoddw = ± sign (p)νγevw .
This implies w ∈ EL,±
R−
⊂ ER−(D(L∓)′) according to Proposition 4.2. The
regularisation w′ = (1 + L)−1w belongs to ER−(L) and has a trace γw′ ∈
L2(R, |p|dp;L) . It satisfies PL±w′ = 0 , w′ ∈ L2(R−;H1,L)) and γw′ ∈
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L2(R, |p|dp;L) with γoddw′ = ± sign (p)νγevw′ . The integration by part in-
equality of Proposition 4.5 applies to w′:
‖w′‖2L2(R−;H1,L) + ν〈γevw′ , γevw′〉 ≤ 0 ,
which yields w′ = 0 , w = 0 and v = u ∈ D(KL±,ν) .
Proposition 4.10. Assume Hypotheses 1 and take λ ∈ R .
• The resolvent (KL± − iλ)−1 admits a continuous extension which sends
L2(R, dq;H−1,L) into L2(R, dq;H1,L) and the equation
(PL± − iλ)u = f
has a unique solution u ∈ L2(R, dq;H1,L) when f ∈ L2(R, dq;H−1,L) .
• For ν ∈ {0, 1} , the resolvent (KL±,ν − iλ)−1 admits a continuous ex-
tension which sends L2(R−, dq;H−1,L) into L2(R−, dq;H1,L) and the
equation
(PL± − iλ)u = f , γoddu = ± sign (p)νγevu ,
has a unique solution u ∈ L2(R−, dq;H1,L) when f ∈ L2(R−, dq;H−1,L) ,
with
‖u‖2L2(R−,dq;H1,L) + ‖γoddu‖2L2(R,|p|dp;L) = Re 〈f , u〉 .
Proof. The proof is the same in the two cases and even simpler when there
is no boundary term in the first case. We focus on the second case.
For f ∈ L2(R2−, dq;L) and u = (KL±,ν − iλ)−1f ∈ D(KL±,ν) , the inequalities
‖u‖2L2(R−,dq;H1,L) + ‖γoddu‖2L2(R,|p|dp;L) = Re 〈u , (KL±,ν − iλ)u〉
= Re 〈u , f〉
≤ ‖u‖L2(R−,dq;H1,L)‖f‖L2(R−,dq;H−1,L) ,
allows to extend (KL∓,ν − iλ)−1f to f ∈ L2(R−, dq;H−1,L) . Approximating
a general f ∈ L2(R−, dq;H−1,L) by fn ∈ L2(R2−;L) implies that the above
equalities are still valid for f ∈ L2(R−, dq;H−1,L) .
Assume now that v ∈ L2(R−, dq;H1,L) solves (PL±−iλ)v = f ∈ L2(R−, dq;H−1,L)
and γoddv = ± sign (p)νγevv in L2(R, |p|dp;D(L∓)′) . Then the difference
w = v − (KL±,ν − iλ)−1f belongs to L2(R−;H1,L) and satisfies PLw = iλw ∈
L2(R2−, dqdp;L) , γoddw = ± sign (p)νγevw . It belongs to D(KL±,ν) and solves
(KL±,ν − iλ)w = 0 . This implies w = 0 and the solution is unique.
Definition 4.11. We keep the notations (KL±−iλ)−1f when f ∈ L2(R, dq;H−1,L)
and (KL±,ν − iλ)−1f when f ∈ L2(R−, dq;H−1,L) .
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4.4 Inhomogeneous boundary value problems
In this paragraph, we study an inhomogeneous boundary value problems,
naturally associated with KL+,1 and K
L
+,0 . The control of γevu for K
L
±,1 allows
the variational arguments of [Luc][Car][Lio]. A general a priori estimate is
deduced.
Proposition 4.12. Assume Hypothesis 1, f∂ = Π∓L
2(R, |p|dp;L) = RanΠev ,
f ∈ L2(R−, dq;H−1,L) and λ ∈ R . Then the boundary value problem
(PL± − iλ)u = f , Π∓γu = γevu∓ sign (p)γoddu = f∂ , (48)
admits a unique solution in L2(R−, dq;H1,L) , which is characterized by
∀ϕ ∈ D(KL−,1) , 〈u , (KL−,1 + iλ)ϕ〉 = 〈u , f〉+
1
2
〈f∂ , Π±γϕ〉L2(R,|pdp|;L) .
(49)
It satisfies the integration by part identity
1
4
‖Π±γu‖2L2(R,|p|dp;L)+ ‖u‖2L2(R−,dq;H1,L) =
1
4
‖f∂‖2L2(R,|p|dp;L)+Re 〈f , u〉 . (50)
Proof. In this proof it is important to distinguish PL+ and P
L
− . While focus-
ing on PL+ (the other case is deduced by a transposition of {+,−}) , we will
work with PL+ and P
L
− .
Uniqueness: If there are two solutions u1, u2 ∈ L2(R−, dq;H1,L) then the
difference w belongs to EL,+
R−
and solves (PL+ − iλ)w = 0 with γoddw =
sign (p)γevw ∈ L2(R, |p|dp;D(L−)′) . This means exactly w = (KL+,1 −
iλ)−10 = 0 and u2 = u1 .
Existence when f∂ = 0: Simply apply Proposition 4.10 and u = (K
L
+,1 −
iλ)−1f according to Definition 4.11. Because (KL+,1) = K
L
−,1 , the solution is
characterized by
∀ϕ ∈ D(KL−,1) , 〈u , (KL−,1 + iλ)ϕ〉 = 〈f , ϕ〉 .
Existence when f = 0: We adapt the approach of [Luc][Car]. Let V be the
space L2(R−, dq;H1,L) and let Y be the domain D(KL−,1) in L2(R2−, dqdp;L):
We are in the case ν = +1 and Y is the set of ϕ ∈ L2(R−, dq;H1,L) which
satisfy
(PL− + iλ)ϕ ∈ L2(R2−, dqdp;L) ,
γϕ ∈ L2(R, |p|dp;L) , Π+γϕ = 0 (or γevϕ + sign (p)γoddϕ = 0) .
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The space Y is endowed with the norm
‖ϕ‖Y =
(
‖ϕ‖2L2(R−,dq;H1,L) + ‖γevϕ‖2L2(R,|p|dp;L)
) 1
2
.
The space (Y, ‖ ‖Y ) is continuously embedded in V = L2(R−, dq;H1,L) and
contains
{
ϕ ∈ C∞0 (R2−;D(L−)) , 1R+(p)ϕ(0, p) ≡ 0
}
, which is dense in V .
Let a : V × Y → R be the real bilinear form given by
a(u, ϕ) = Re 〈u , (PL− + iλ)ϕ〉 ,
For any fixed ϕ ∈ Y the real linear map V 3 u 7→ a(u, ϕ) ∈ R is continuous.
For ϕ ∈ Y = D(KL−,1) , Proposition 4.8 implies that a(ϕ, ϕ) equals
a(ϕ, ϕ) = Re 〈ϕ , (KL−,1 + iλ)ϕ〉 = ‖γevϕ‖2L2(R,|p|dp;L) + ‖ϕ‖2L2(R−,dq;H1,L)
and a is coercive on (Y, ‖ ‖Y ) . Finally the linear form ` : F → R given by
`(ϕ) = −Re 〈f∂ , sign (p)γϕ〉L2(R,|p|dp;L) = 1
2
Re 〈Π−f∂ , Π−γϕ〉L2(R,|p|dp;L) ,
where we use (46) and Π+γϕ = 0 , is continuous.
By Lions’Theorem (see [Lio]) there exists u ∈ V such that
∀ϕ ∈ Y , a(u, ϕ) = 1
2
Re 〈Π−f∂ , Π−γϕ〉L2(R,|p|dp;L) .
By taking test functions ϕ ∈ C∞0 (R2−;D(L−)) ⊂ Y supported away from
{q = 0} , the integration by part of Proposition 4.3 (first case) implies
(PL+ − iλ)u = 0 in D′(R2−;D(L−)′) ⊃ L2(R2−, dqdp;L) .
Now u and any ϕ ∈ Y fulfill the assumptions of the second case of Proposi-
tion 4.3. We obtain
1
2
Re 〈Π−f∂ , Π−ϕ〉L2(R,|p|dp;L) = a(u, ϕ)
= 0− lim
ε→0+
Re 〈(1 + εL+)−1γu , sign (p)(1 + εL−)−1γϕ〉L2(R,|p|dp;L) ,
= lim
ε→0+
1
2
Re 〈(1 + εL+)−1Π−γu , (1 + εL−)−1Π−γϕ〉L2(R,|p|dp;L) .
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By taking an arbitrary γϕ ∈ C∞0 ((−∞, 0);D(L−)) , the right-hand side con-
verges to
1
2
〈Π−γu , Π−γϕ〉L2(R,|p|dp;D(L−)′),L2(R,|p|dp;D(L−)) .
Since the equality holds for all
ϕ ∈ Π−C∞0 ((−∞, 0);D(L−)) = Π−C∞0 (R∗;D(L−)) = ΠevC∞0 (R∗;D(L−)) ,
this proves
Π−γu = Π−f∂ = f∂ .
The solution u is characterized by
∀ϕ ∈ D(KL−,1) , 〈u , (KL−,1 + iλ)ϕ〉 =
1
2
〈f∂ , Π−γϕ〉L2(R,|pdp|;L) ,
and (49) is obtained by adding the two cases f = 0 and f∂ = 0 .
Estimate: We prove now that the solution to (48) satisfies
‖u‖L2(R−,dq;H1,L) + ‖γu‖L2(R,|p|dp;L) ≤ C
[‖f‖L2(R−,dq;H−1,L) + ‖f∂‖L2(R,|p|dp;L)] ,
(51)
where C > 0 is independent of λ ∈ R . The solution u to (48) is the sum
u = u1 + u0 = (K
L
+,1 − iλ)−1f + u0 ,
where u0 solves the boundary value problem (48) with f = 0 .
Since f ∈ L2(R−, dq;H−1,L) , Proposition 4.10 gives
‖u1‖2L2(R−,dq;H1,L)+‖γoddu1‖2L2(R,|p|dp;L) = Re 〈u1 , f 〉L2(R−,dq;H1,L) ,L2(R−,dq;H−1,L)
≤ ‖u1‖L2(R−,dq;H1,L)‖f‖L2(R−,dq;H−1,L) ,
where the boundary condition γoddu1 = sign (p)γevu1 implies
‖γoddu1‖2L2(R,|p|dp;L) =
1
2
‖γu1‖2L2(R,|p|dp;L) .
We deduce
‖u1‖L2(R−,dq;H1,L) + ‖γu‖L2(R,|p|dp;L) ≤ 2‖f‖L2(R,dq;H−1,L) .
The function u0 ∈ L2(R−, dq;H1,L) solves (48) with f = 0 . Therefore,
it belongs to EL,+
R−
and has a trace γu ∈ L2(R, |p|dp;D(L−)′) according to
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Proposition 4.2. We follow the regularization scheme of Proposition 4.5. For
ε > 0 the function uε = (1 + εL+)
−1u0 belongs to L
2(R−, dq;H1,L) and
satisfies
(PL+ − iλ)uε = 0 , γuε ∈ L2(R, |p|dp;L) .
Hence the integration by part inequality of Proposition 4.5 applies and gives
2‖uε‖2L2(R−,dq;H1,L) ≤ −
∫
R
|γuε(p)|2L pdp
≤ −2Re 〈γevuε , sign (p)γodduε〉L2(R,|p|dp;L)
≤ −1
2
‖Π+γuε‖2L2(R,|p|dp;L) +
1
2
‖f∂‖2L2(R,|p|dp;L) ,
where (46) and ‖(1+ εL+)−1f∂‖L2(R,|p|dp;L) ≤ ‖f‖L2(R,|p|dp;L) were used for the
last inequality.
With
‖γuε‖L2(R,|p|dp;L) ≤
‖Π+γuε‖L2(R,|p|dp;L) + ‖Π−γuε‖L2(R,|p|dp;L)
2
≤ ‖f∂‖L2(R,|p|dp;L) ,
we infer the uniform bound
‖uε‖L2(R−,dq;H1,L) + ‖γuε‖L2(R,|p|dp;L) ≤
3
2
‖f∂‖L2(R,|p|dp;L) ,
while we know the strong convergences limε→0 uε = u0 in L
2(R2−, dqdp;L) and
limε→0 γuε = γu0 in L
2(R, |p|dp;D(L−)′) . Therefore u0 ∈ L2(R−, dq;H1,L)
has a trace γu0 ∈ L2(R, |p|dp;L) and
‖u0‖L2(R−,dq;H1,L) + ‖γu0‖L2(R,|p|dp;L) ≤ lim inf
ε→0+
[‖uε‖L2(R−,dq;H1,L)
+‖γuε‖L2(R,|p|dp;L)
]
≤ 3
2
‖f∂‖L2(R,|p|dp;L) .
Integration by part identity: By (51) all the terms of (50) are con-
tinuous with respect to f ∈ L2(R−, dq;H−1,L) . We can therefore assume
f ∈ L2(R2−, dqdp;L) . We set fε = (1 + εL)−1f and f∂,ε = (1 + εL)−1f∂ .
Then uε = (1 + εL)u ∈ L2(R−, dq;H1,L) is the unique solution to
(PL+ − iλ)uε = fε , Π−γuε = f∂,ε .
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This implies
p∂quε = fε + iλuε − (1
2
+O)uε − Luε ∈ L2(R−, dq;H−1 ⊗ L) ,
while
uε ∈ L2(R−, dq;H1 ⊗ L) and γuε = (1 + εL)−1γu ∈ L2(R, |p|dp;L) .
Proposition 2.10 applied with f = L , a = −∞ and b = 0 , says
2Re 〈uε , p∂quε〉 =
∫
R
|u(0, p)|2L pdp = 2Re 〈γevuε , sign (p)γodduε〉L2(R,|p|dp;L)
=
1
2
[
‖Π+γuε‖2L2(R,|p|dp;L) − ‖Π−γuε‖2L2(R,|p|dp;L)
]
.
We obtain
Re 〈uε , fε〉+ 1
4
‖f∂,ε‖2L2(R,|p|dp;L) =
1
4
‖Π+γuε‖2L2(R,|p|dp;L) + ‖uε‖2L2(R−,dq,H1,L) .
With f ∈ L2(R2−, dqdp;L) , taking the limit as ε→ 0 gives
lim
ε
‖f − fε‖L2(R−,dq;H−1,L) ≤ limε→0 ‖f − fε‖ = 0 ,
lim
ε→0
‖f∂ − f∂,ε‖L2(R,|p|dp;L) = 0 .
Owing to the continuity estimate (51) (this is the important point), we deduce
lim
ε
‖u− uε‖L2(R−,dq;H1,L) = 0 ,
lim
ε→0
‖γu− γuε‖L2(R,|p|dp;L) = 0 ,
and (50) is proved.
An easy consequence of Proposition 4.12 is the following result.
Proposition 4.13. If u ∈ L2(R−, dq;H1,L) solves (P±− iλ)u = 0 with γu ∈
L2(R, |p|dp;L) , then
±2Re 〈γevu , sign (p)γoddu〉 = −‖u‖2L2(R−,dq;H)1 ≤ 0 .
Proof. The function u solves (48) with f∂ = Π∓γu . Apply simply (50) by
referring again to (46).
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Definition 4.14. With the inhomogeneous boundary value problem (48) with
f = 0 , λ ∈ R , f∂ ∈ ΠevL2(R, |p|dp;L) and u ∈ L2(R−, dq;H1,L) solution, we
define the two operators
RL±(λ) : ΠevL
2(R, |p|dp;L)→ L2(R−, dq;H1,L) , RL±(λ)f∂ = u ,
CL±(λ) : ΠevL
2(R, |p|dp;L)→ ΠevL2(R, |p|dp;L) , CL±f∂ = Π±γu ,
with CL±(λ) = Π± ◦ γ ◦RL±(λ) .
Proposition 4.15. Assume Hypothesis 1 and take λ ∈ R .
The operator RL±(λ) is continuous and injective.
Its adjoint is
(RL±(λ))
∗ = Π∓ ◦ γ ◦ (KL∓ + iλ)−1 : L2(R−, dq;H−1,L)→ ΠevL2(R, |p|dp;L)
and its range is dense in ΠevL
2(R, |p|dp;L).
The operator CL±(λ) is a contraction of ΠevL
2(R, dp;L):
∀f∂ ∈ ΠevL2(R, |p|dp;L) , ‖CL±(λ)f∂‖L2(R,|p|dp;L) ≤ ‖f∂‖L2(R,|p|dp;L) .
Proof. The operators R±(λ) and C±(λ) are continuous owing to (50). This
also proves that C±(λ) is a contraction.
Injectivity: If u = RL±(λ)f∂ = 0 then γu = 0 and f∂ = Π∓γu = 0 .
Adjoint: In the proof of Proposition 4.12, u = RL±f∂ is characterized by
∀ϕ ∈ D(KL∓,1) , 〈u , (KL∓,1 + iλ)ϕ〉 =
1
2
〈f∂ , Π∓ϕ〉L2(R,|p|dp;L) .
But both sides extend by continuity to any ϕ such that (KL∓ + iλ)ϕ ∈
L2(R−, dq;H−1,L) according to Proposition 4.10. Hence we get
∀f ∈ L2(R−, dq;H−1,L) , 〈RL±f∂ , f〉 =
1
2
〈f∂ , Π∓γ(KL∓+ iλ)−1f〉L2(R,|p|dp;L) .
This proves RL±(λ)
∗ = 1
2
Π∓◦γ ◦(KL+ iλ)−1 and since RL± is injective, RL±(λ)∗
has a dense range.
One may wonder about C±(λ) being a strict contraction:
‖CL±(λ)‖L(ΠevL2(R,|p|dp;L)) < 1 .
The following statements are equivalent:
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i) RL±(λ) has a closed range;
ii) RL±(λ)
∗ is surjective;
iii) CL±(λ) is a strict contraction;
Proving one of them, for the specific case when L± is a geometric Kramers-
Fokker-Planck operator, would allow to consider more general boundary con-
ditions and to relax the gap assumption cA > 0 in (7) for Theorem 1.2.
5 General boundary conditions for half-space
problems
The analysis of abstract half-space problems is enhanced by introducing more
general boundary conditions which possibly couple the variables. We keep
the notations introduced in Section 4.
By referring to Appendix A, the analysis developed here proves Theorem 1.1
and Theorem 1.2 when Q = (−∞, 0]×Td′1×Rd′2 is endowed with the euclidean
metric.
5.1 Assumptions for L and A
We keep the notations introduced in Subsection 4.1. We shall need some addi-
tional assumptions for the vertical maximal accretive operators (L±, D(L±)) ,
L− = L
∗
+ , defined in L . Those are formulated in terms of the maximal ac-
cretive operators KL± = P
L
± = ±p∂q + 12 +O+ L± , defined on the whole line
q ∈ R , with D(KL±) ⊂ L2(R2, dqdp;L) . We have checked in Proposition 4.7
the equality (KL±)
∗ = KL∓ .
Remember that Hypothesis 1 says thatD(L+)∩D(L−) is a core for Re (L)1/2 .
This is strengthened by
Hypothesis 2. The domain D(L+) = D(L−) is a core for Re (L) . The
domains D(KL±) and D(K
L
∓) for the whole line problem are equal, and the
two operators KL+ and K
L
− fulfill the estimate
‖(KL±−KL∓−2iλ)u‖+‖(KL±+KL∓)u‖+〈λ〉1/2‖u‖+‖u‖Q0 ≤ CL‖(KL±−iλ)u‖ ,
for all λ ∈ R and all u ∈ D(KL±) and where Q0 is a Hilbert space embedded
in L2(R2, dqdp;L) .
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In applications, the Hilbert space Q0 will encode the regularity properties
with respect to q . A stronger version is also needed for general boundary
conditions.
Hypothesis 3. There exists a Hilbert space Q embedded in L2(R2, dqdp;L)
such that any solution v ∈ L2(R, dq;H1,L) to
(PL± − iλ)v = γδ0(q) in S ′(R2;D(L∓)′) , (52)
with γ ∈ L2(R, dp
|p|
;L) , satisfies
‖v‖Q ≤ CQ,L
[
‖γ‖L2(R, dp
|p|
;L) + ‖v‖L2(R,dq;H1,L)
]
. (53)
We also assume
∀u ∈ D(KL±) , 〈λ〉
1
4‖u‖Q ≤ CQ,L‖(KL± − iλ)u‖ . (54)
Example: An easy example which fulfills all these assumptions is the Kramers-
Fokker-Planck operator L± = ±p′.∂q′ + −∆p′+|p
′|2
2
defined in L2(X ′, dq′dp′)
with X ′ = T ∗Q′ and Q′ = Rd
′
1 × Td′2 endowed in the euclidean metric. The
operator KL± − 12 = p.∂q + −∆p+|p|
2
2
is then the Kramers-Fokker-Planck op-
erator in L2(T ∗Q, dqdpdq′dp′) and Q = Rd
′
1+1 × Td′2 is endowed with the
euclidean metric. Hypothesis 2 is thus verified with Q0 = H 23 (Q;H0) =
H
2
3 (Q;L2(R1+d
′
1+d
′
2 , dp)) according to Theorem A.1 applied with s = s′ = 0 .
Hypothesis 3 is verified with Q = H t(Q;H0) = H t(Q;L2(R1+d′1+d′2 , dp)) for
any t ∈ [0, 1
9
): the first statement and the estimate (52) is provided by Propo-
sition A.5; the estimate (54) is inferred by interpolating the inequalities of
Theorem A.1 with s = s′ = 0 ,
‖u‖2Ht(Q;H0) ≤ ‖u‖2H 13 (Q;H0) ≤ C‖u‖H 23 (Q;H0)‖u‖ ≤ C
′〈λ〉− 12‖(KL±−iλ)u‖2 .
The case when L± is a geometric Kramers-Fokker-Planck operator on a gen-
eral riemannian compact manifold will be studied in Section 6.
The general boundary conditions at q = 0 , are formulated in terms of an
operator (A,D(A)) defined in L2(R, |p|dp;L) . They are written according to
the introduction as
γoddu = sign (p)Aγevu , γu(p) = u(0, p) .
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Remember the Definition 4.1 for the unitary involution j on L , for γev = Πevγ
and γodd = Πoddγ for γ ∈ L2(R, |p|dp;L) . All these operators j,Πev and Πodd
commute with L± . We need some compatibility between (A,D(A)) and the
involution j via Πev,odd , and we focus on the case D(A) = L
2(R, |p|dp;L) .
Hypothesis 4. The operator A , L2(R, |p|dp;L) , is a bounded accretive oper-
ator which commutes with the orthogonal projections Πev and Πodd = 1−Πev .
The norm of A in L(L2(R, |p|dp;L)) is simply written ‖A‖ .
We assume additionally
either cA = min σ(Re A) > 0 ;
or A = 0 .
Mixed boundary conditions with A = A1 ⊕ 0 when all the operators are
block diagonal in L = L1 ⊕ L0 will follow at once from the analysis of the
distinct two cases. This will cover all the applications that we have in mind.
More generally vanishing A’s are not considered in this article.
5.2 Maximal accretivity
In this section we check the maximal accretivity of the realizations of
PL± = ±p∂q +
1
2
+O + L±
onR2− = R−×R , with boundary conditions given by γoddu = ± sign (p)Aγevu .
The case A = 0 was treated in Proposition 4.8 without specifying γu ∈
L2(R, |p|dp;L) . This last point will be done in Subsection 5.3. We now fo-
cus on the case A 6= 0 of Hypothesis 4.
The strategy is a reduction to the boundary {q = 0} , of the equation
PL±u = f in L
2(R2−, dqdp;L) , γoddu = ± sign (p)Aγevu in L2(R, |p|dp;L) ,
where the absence of a Calderon projector, will be compensated by the nice
properties of KL±,1 (Hypothesis 1 for L± suffices here) combined with Hy-
pothesis 4.
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Proposition 5.1. Assume Hypothesis 1 and Hypothesis 4 with A 6= 0 . Then
the operator KL±,A − 1 defined by
D(KL±,A) =

u ∈ L2(R−, dq;H1,L) , PL±u ∈ L2(R2−, dqdp;L)
γevu ∈ L2(R, |p|dp;L)
γoddu = ± sign (p)Aγevu
 ,
∀u ∈ D(KL±,A) , KL±,Au = PL±u = (±p.∂q + 12 +O + L)u ,
is densely defined and maximal accretive in L2(R2−, dqdp;L) .
Any u ∈ D(KL±,A) satisfies the integration by part identity
‖u‖2L2(R−,dq;H1,L) + Re 〈γevu ,Aγevu〉L2(R,|p|dp;L) = Re 〈u , KL±,Au〉 . (55)
Moreover for any λ ∈ R the operators (KL±,A−iλ)−1 and γ◦(KL±,A−iλ)−1 have
continuous extensions from L2(R−, dq;H−1,L) respectively to L2(R−, dq;H1,L)
and L2(R, |p|dp;L) , with λ-dependent norms.
Finally the adjoint of KL±,A is K
L
∓,A∗ .
Below is a more convenient (and more usual) rewriting of the boundary
conditions.
Lemma 5.2. Let (A,D(A)) be a maximal accretive operator in L2(R, |p|dp;L) .
For γ ∈ L2(R, |p|dp;L) , the two relations
Πoddγ = ± sign (p)AΠevγ (Πevγ ∈ D(A)) ,
and Π∓γ =
(1−A)
(1 + A)
Π±γ
are equivalent.
When A fulfills Hypothesis 4,
‖1− A
1 + A
‖L(L2(R,|p|dp;L)) ≤
(
1 +
2cA
1 + ‖A‖2
)− 1
2
< 1 .
Proof. With
Π+ = Πev + sign (p)Πodd , Π− = Πev − sign (p)Πodd ,
one gets(
Π∓γ =
1−A
1 + A
Π±γ
)
⇔
(
2A
1 + A
Πevγ = ± 1
1 + A
sign (p)Πoddγ
)
⇔ (AΠevγ = ± sign (p)Πoddγ in D(A∗)′)
Πoddγ∈L
2(R,|p|dp;L)⇔
(
Πevγ ∈ D(A)
Πoddγ = ± sign (p)AΠevγ
)
.
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When A is bounded and Re A ≥ cA > 0 , the inequalities
‖(1 + A)u‖2L2(R,|p|dp;L) − ‖(1− A)u‖2L2(R,|p|dp;L) = 2Re 〈u , Au〉L2(R,|p|dp;L)
≥ 2c2A‖u‖2L2(R,|p|dp;L)
(1 + ‖A‖2)‖u‖2L2(R,|p|dp;L) ≥ ‖(1−A)u‖2L2(R,|p|dp;L) ,
yields
(1 +
2cA
1 + ‖A‖2 )‖(1−A)u‖
2
L2(R,|p|dp;L) ≤ ‖(1 + A)u‖2L2(R,|p|dp;L) .
Proof of Proposition 5.1. The domain contains C∞0 (R2−;D(L)) which is dense
in L2(R2−, dqdp;L) .
When u belongs to D(KL±,A) , it satisfies all the assumptions of Proposi-
tion 4.5. We obtain
Re 〈u , KL±,Au〉 ≥ ‖u‖2L2(R−,dq;H1,L) ± Re 〈γevu , sign (p)γoddu〉L2(R,|p|dp;L)
≥ ‖u‖2L2(R−,dq;H1,L) + Re 〈γevu , Aγevu〉L2(R,|p|dp;L)
≥ ‖u‖2L2(R−,dq;H1,L) ≥ ‖u‖2 .
and KL±,A − 1 is accretive .
Let f belong to L2(R2−, dqdp;L) , we want to find u ∈ D(KL±,A) such that
(KL±,A − iλ)u = f . By Proposition 4.8, u1 = (KL±,1 − iλ)−1f belongs to
L2(R−, dq;H1,L) with γu1 ∈ L2(R, |p|dp;L) , γevu1 = ± sign (p)γoddu1 or
Π∓γu1 = 0 .
Set u = u1 + v and the equation becomes
(PL± − iλ)v = 0 , v ∈ L2(R−, dq;H−1,L) ,
Π∓γv = Π∓γu = (
1− A
1 + A
)Π±γu =
1−A
1 + A
Π±γu1 +
1−A
1 + A
Π±γv .
According to Definition 4.14, the problem is solved when Π±γv is a solution
to
γ = CL±(λ)(
1−A
1 + A
Π±γu1 +
1−A
1 + A
γ) , γ ∈ ΠevL2(R, |p|dp;L) .
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Owing to ‖CL±(λ)‖ ≤ 1 and the estimate ‖1−A1+A‖ ≤ (1+ 2cA1+‖A‖2 )−
1
2 of Lemma 5.2 ,
the above equation admits a unique solution γ± , with
‖γ±‖L2(R,|p|dp;L) ≤ CA‖Π±γu1‖L2(R,|p|dp;L) ≤ C ′A‖f‖L2(R−,dq;H−1,L) .
Take
u = (KL±,1 − iλ)−1f +RL±(λ)
[
1− A
1 + A
Π±γu1 +
1− A
1 + A
γ±
]
.
It belongs to L2(R−, dq;H1,L) , solves (PL± − iλ)u = f . Its trace, as the sum
of two terms, belongs to L2(R, |p|dp;L) and solves
Π∓γ(u) =
1−A
1 + A
Π±γu1 +
1−A
1 + A
γ± =
1− A
1 + A
Π±γu .
This ends the proof of the maximal accretivity of KL±,A .
The function u = (K±,A − iλ)−1f solves the boundary value problem (48)
with f∂ = Π∓γu . Therefore Proposition 4.12 now provides the integration
by part equality (55)
Re 〈u , (KL±,A − iλ)u〉 =
1
4
‖Π+γu‖2L2(R,|p|dp;L) −
1
4
‖Π−γu‖2L2(R,|p|dp;L)
+‖u‖2L2(R−,dq;H1,L) ,
after using (46).
This identity (55) combined with Hypothesis 4 (A 6= 0) implies
cA
2
‖γevu‖2 + cA
2‖A‖2‖γoddu‖
2 + ‖u‖2L2(R−,dq;H1,L)
≤ ‖u‖L2(R−,dq;H1L)‖(KL±,A − iλ)u‖L2(R−,dq;H−1,L) ,
which ensures the continuous extensions
(KL±,A − iλ)−1 : L2(R−, dq;H−1,L)→ L2(R, dq;H1,L)
γ(KL±,A − iλ)−1 : L2(R−, dq;H−1,L)→ L2(R, |p|dp;L) .
Two functions u ∈ D(KL+,A) and v ∈ (KL−,A∗) fulfill the conditions of Propo-
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sition 4.3 (second case) and we get
〈v , KL+,Au〉 = 〈v , PL+u〉
= 〈γv , sign (p)γu〉L2(R,|p|dp;L) + 〈PL−v , u〉
= 〈γevv , sign (p)γoddu〉L2(R,|p|dp;L)
+〈sign (p)γoddv , γevu〉L2(R,|p|dp;L) + 〈KL−,A∗v , u〉
= 〈−A∗γevv , γevu〉L2(R,|p|dp;L)
+〈γevv , Aγevu〉L2(R,|p|dp;L) + 〈KL−,A∗v , u〉
= 〈KL−,A∗v , u〉 .
This proves KL−,A∗ ⊂ (KL+,A)∗ and therefore the equality, because KL−,A∗ is
maximal accretive.
5.3 Half-space and whole space problem
Definition 5.3. Let f be one of the Hilbert spaces L , D(L±) or D(L±)
′ ,
which are endowed with the involution j (see Definition 4.1) . Let Hs , s ∈ R ,
be the space Hs = {u ∈ S ′(R) , (1
2
+O)s/2u ∈ L2(R, dp)} .
The operator Σ : L2(R−, dq;Hs ⊗ f)→ L2(R, dq;Hs ⊗ f) is defined by
Σu(q, p) =
{
u(q, p) if q < 0 ,
ju(−q,−p) if q > 0 .
The operator Σ˜ : L2(R, dq;Hs ⊗ f)→ L2(R, dq;Hs ⊗ f) is defined by
Σ˜u(q, p) = ju(−q,−p) .
Proposition 5.4. With Hypothesis 2, assume that u ∈ L2(R−, dq;H1,L) ⊂
L2(R2−, dqdp;L) solves (P
L
±−iλ)u = f ∈ L2(R−, dq;H−1,L) ⊂ L2(R−, dq;H−1⊗
D(L∓)
′) with λ ∈ R . Then Σu solves
(PL± − iλ)Σu = Σf ∓ 2p(γoddu)δ0(q) ,
in S ′(R2;D(L∓)′) .
Moreover if v ∈ L2(R, dq;H1,L) solves
(PL± − iλ)v = Σf ∓ 2p(γoddu)δ0(q)
in S ′(R2;D(L∓)′) , then v = Σu .
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Proof. When u ∈ L2(R−, dq;H1,L) ⊂ L2(R2−, dqdp;L) solves (PL± − iλ)u =
f with f ∈ L2(R−, dq;H−1,L) ⊂ L2(R2−, dqdp;L) , it belongs to EL,±R− ⊂ER−(D(L∓)′) and solves
(±p∂q + 1
2
+O − iλ)u = f − L±u in L2±(R2−, dqdp;D(L∓)′) ,
with γu ∈ L2(R, |p|dp;D(L∓)′) .
With [(1 + L±)
−1 , j] = 0 and
[±p∂q+ 1
2
+O][ju(−q,−p)] = j[(±p∂q+ 1
2
+O)u](−q,−p) in R2 \{q = 0} ,
we obtain
(±p∂q + 1
2
+O)(Σu) = Σf − L±Σu± p
[
Σu(0+, p)− Σu(0−, p)] δ0(q)
= Σf − L±Σu∓ 2pγodduδ0(q) ,
in S ′(R2;D(L∗)′) , which is what we seek.
When v ∈ L2(R, dq;H1,L) is another solution to (PL±−iλ)v = Σf∓2pγodduδ0(q) ,
then the difference w = v − Σu belongs to L2(R, dq;H1,L) and solves (PL± −
iλ)w = 0 . Therefore it belongs to D(KL±) and solves K
L
±w = 0 , which
implies w = 0 .
From the previous result, one infers the equivalence
(u = (KL±,0 − iλ)−1f)⇔ (Σu = (KL± − iλ)−1Σf) (56)
which combined with Hypothesis 2 provides good estimates for (KL±,0− iλ)−1
with respect to λ ∈ R . Actually this proves γu ∈ L2(R, |p|dp;L) when
u ∈ D(KL±,0) and it solves completely the case A = 0 .
Proposition 5.5. With Hypothesis 2, there exists a constant C > 0 such
that
〈λ〉 12‖u‖+ ‖(1
2
+O + Re L)u‖+ ‖(±p∂q + L± − L∓
2
− iλ)u‖+ ‖Σu‖Q0
+ 〈λ〉 14‖u‖L2(R−,dq;H1,L) + 〈λ〉
1
4‖γu‖L2(R,|p|dp;L) ≤ C‖(KL±,0 − iλ)u‖
holds for all λ ∈ R and all u ∈ D(KL±,0) .
If D is dense in D(KL±) ⊂ L2(R, dqdp;L) endowed with the graph norm, with
Σ˜D = D , then the set {u ∈ L2(R2−, dqdp;L) ,Σu ∈ D} is dense in D(KL±,0)
endowed with its graph norm.
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Proof. With 2‖(KL±,0 − iλ)u‖2 = ‖(K± − iλ)Σu‖2 , the upper bound of
√
2
[
〈λ〉‖u‖+ ‖(1
2
+O + Re L)u‖+ ‖(±p∂q + L± − L∓
2
− iλ)u‖
]
= 〈λ〉‖Σu‖+ ‖(1
2
+O + Re L)Σu‖ + ‖(±p∂q + L± − L∓
2
− iλ)Σu‖
and ‖Σu‖Q0 are assumed in Hypothesis 2.
The upper bound for 〈λ〉 14‖u‖L2(R−,dq;H1,L) comes from
‖v‖2L2(R−,dq;H1,L) ≤ ‖v‖‖(
1
2
+O + Re L)v‖ .
The upper bound for 〈λ〉 14‖γu‖L2(R,|p|dp;L) is proved in Proposition 5.6 below.
For the density of
{
u ∈ L2(R2−, dqdp;L) ,Σu ∈ D
}
, we start from the rela-
tions
Σ˜Σ = Σ , KL±Σ = ΣK
L
±,0 .
When u ∈ D(KL±,0) , the symmetrized function Σu belongs to D(KL±) and
can be approximated by a sequence (un)n∈N in D .
With Σ˜D = D , we deduce
0 = lim
n→∞
‖1 + Σ˜
2
un − 1 + Σ˜
2
Σu‖ = lim
n→∞
‖1 + Σ˜
2
un − Σu‖ ,
0 = lim
n→∞
‖1 + Σ˜
2
KL±un −
1 + Σ˜
2
ΣKL±,0u‖ = lim
n→∞
‖1 + Σ˜
2
KL±un − ΣKL±,0u‖ .
The function vn = 1R−(q)
1+Σ˜
2
un satisfies
Σvn =
1 + Σ˜
2
un ∈ D
and the commutation PL±Σ˜ = Σ˜P
L
± implies
KL±Σvn = K
L
±
[
1 + Σ˜
2
un
]
=
1 + Σ˜
2
KL±un .
We deduce vn ∈ D(KL±,0) , ΣKL±,0vn = 1+Σ˜2 KL±un and
lim
n→∞
‖vn−u‖+ ‖KL±,0(vn−u)‖ =
1
2
lim
n→∞
‖Σvn−Σu‖+ ‖ΣKL±,0(vn−u)‖ = 0 ,
while we have checked Σvn ∈ D for all n ∈ N .
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With (56) the estimate of 〈λ〉 14‖γu‖L2(R,|p|dp;L) is a variant of Proposi-
tion A.4 and the proof follows the same lines.
Proposition 5.6. Assume Hypothesis 2. Any u ∈ D(KL±) has a trace γu =
u(0, p) ∈ L2(R, |p|dp;L) with the estimate
∀λ ∈ R , 〈λ〉 12‖u(q = 0, p)‖2L2(R,|p|dp;L) ≤ C ′‖(KL± − iλ)u‖2 .
When u ∈ L2(R2, dqdp;L) solves (PL± − iλ)u = γ(p)δ0(q) in S ′(R2;D(L∗)′)
with γ ∈ L2(R, dp
|p|
;L) and λ ∈ R , then
〈λ〉 12‖u‖2 ≤ C ′′‖γ‖2
L2(R, dp
|p|
;L)
.
Proof. We first take u ∈ D(K±)⊗alg D(L±) and λ ∈ R . We compute∫
R
|p||u(0, p)|2L dp = ±2Re
∫ 0
−∞
〈(±p∂q + iImL− iλ)u , sign (p)u〉L dp
= ±2Re 〈(iImKL± − iλ)u , 1R−(q) sign (p)u〉
≤ 2‖(iImKL± − iλ)u‖‖u‖ ≤ C〈λ〉−
1
2‖(KL± − iλ)u‖2 .
The results extends to any u ∈ D(KL±) by density.
A similar result is valid for (KL±)
∗ = KL∓ , while S(R2;D(L∓)) is a core for
KL∓ . Thus assuming
∀v ∈ S(R2;D(L∓)) , 〈u , (KL∓ + iλ)v〉 =
∫
R
〈γ(p) , v(0, p)〉L dp ,
leads to ∣∣〈u , (KL∓ + iλ)v〉∣∣ ≤ ‖|p|− 12γ‖L2(R,dp;L)‖|p| 12γv‖L2(R,dp;L)
≤ ‖γ‖L2(R, dp
|p|
;L)‖γv‖L2(R,|p|dp;L)
≤ C〈λ〉− 14‖γ‖L2(R, dp
|p|
;L)‖(KL∓ + iλ)v‖ ,
for all v ∈ S(R2;D(L∓)) . Since S(R2;D(L∓)) is dense in D(KL∓) and (KL∓+
iλ) is an isomorphism from D(KL∓) to L
2(R2, dqdp;L) , we deduce
∀f ∈ L2(R2, dqdp;L) , |〈u , f〉| ≤ C〈λ〉− 14‖γ‖L2(R, dp
|p|
;L)‖f‖ ,
which proves the estimate 〈λ〉 12‖u‖2 ≤ C ′′‖γ‖2
L2(R, dp
|p|
;L)
.
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Remark 5.7. For any λ ∈ R , the only possible solution to
(P± − iλ)u = 0 , γu ∈ ΠoddL2(R, |p|dp;L)
is the trivial solution u = 0 . Actually, if u ∈ L2(R−, dq;H1,L) is a solution, it
has a trace γ ∈ L2(R, |p|dp;D(L∓)′) and the function u˜(q, p) = u(q, p)1R−(q)
solves
(P± − iλ)u˜ = −pγδ0(q) in S ′(R2;D(L∓)′) .
By Proposition 5.4, we deduce Σu = 2u˜ and u˜
∣∣
{q>0}
≡ 0 implies Σu = 0 and
u = 0 .
5.4 Resolvent estimates
5.4.1 Trace estimates
Proposition 5.8. Assume Hypotheses 2 and 4 with A 6= 0 . There exists a
constant C1,L,A > 0 such that the estimate
∀f ∈ L2(R2−, dqdp;L) , ‖γ(KL±,A − iλ)−1f‖L2(R,|p|dp;L) ≤ C1,L,A〈λ〉−
1
4‖f‖ ,
holds uniformly w.r.t λ ∈ R .
Proof. For f ∈ L2(R2−, dqdp;L) , the function u = (KL±,A−iλ)−1f ∈ D(KL±,A)
solves
(PL± − iλ)u = f , γoddu = f∂
with f∂ = γoddu = ± sign (p)Aγevu , γu ∈ L2(R, |p|dp;L) .
The difference v = u − (K±,0 − iλ)−1f satisfies v ∈ L2(R−, dq;H1,L) , γv ∈
L2(R, |p|dp;L) and solves
(P± − iλ)v = 0 , γoddv = f∂ .
Proposition 4.13 then says
±Re 〈γevv , sign (p)γoddv〉L2(R,|p|dp;L) = Re 〈γevv , ± sign (p)f∂〉L2(R,|p|dp;L) ≤ 0 .
The even part of the trace at q = 0 of u = (KL±,0 − iλ)−1f + v equals
γevu = γev(K
L
±,0 − iλ)−1f + γevv ,
79
Taking the L2(R, |p|dp;L)-scalar product with ± sign (p)f∂ = Aγevu says that
the quantity
Re 〈Aγevu , γevu〉L2(R,|p|dp;L) = Re 〈± sign (p)f∂ , γevu〉L2(R,|p|dp;L)
cannot be larger than
Re 〈± sign (p)f∂ , γev(KL±,0 − iλ)−1f〉L2(R,|p|dp;L)
≤ ‖γoddu‖L2(R,|p|dp;L)‖γ(KL±,0 − iλ)−1f‖L2(R,|p|dp;L) .
With Hypothesis 4 and A 6= 0, we deduce
cA
‖A‖2‖γoddu‖
2
L2(R,|p|dp;L) =
cA
‖A‖2‖Aγevu‖
2
L2(R,|p|dp;⊗L)
≤ Re 〈Aγevu , γevu〉L2(R,|p|dp;⊗L)
≤ ‖γoddu‖L2(R,|p|dp;⊗L)‖γ(KL±,0 − iλ)−1f‖L2(R,|p|dp;L) .
We infer from this
‖γoddu‖L2(R,|p|dp;L) ≤ ‖A‖
2
cA
‖γ(KL±,0 − iλ)−1f‖L2(R,|p|dp;L) ,
and ‖γevu‖L2(R,|p|dp;L) ≤ ‖A‖
cA
‖γ(KL±,0 − iλ)−1f‖L2(R,|p|dp;L) ,
and we conclude by referring to Proposition 5.5.
5.4.2 L2-estimates
Proposition 5.9. Assume Hypotheses 2 and 4 with A 6= 0. There exists a
constant C2,L,A > 0 such that
∀f ∈ L2(R2−, dqdp;L) , ‖(KL±,A − iλ)−1f‖ ≤ C2,L,A〈λ〉−
1
2‖f‖ ,
holds uniformly w.r.t λ ∈ R .
Proof. Consider u = (KL±,A− iλ)−1 with f ∈ L2(R2−, dqdp;L) and decompose
it into
u = (KL±,0 − iλ)−1f + v .
The first term satisfies
Σ(KL±,0 − iλ)−1f = (KL± − iλ)(Σf)
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according to (56). We deduce
‖(KL±,0 − iλ)−1f‖ ≤
1√
2
‖(KL± − iλ)−1(Σf)‖ ≤
C√
2
〈λ〉− 12‖f‖ .
The second term v belongs to L2(R−, dq;H1) with γv ∈ L2(R, |p|dp;L) and
solves
(P± − iλ)v = 0 , γoddv = γoddu .
Proposition 5.4 says that Σv solves
(P∓ − iλ)Σv = ∓2p(γoddu)δ0(q)
and Proposition 5.6 implies
‖v‖2 ≤ 1
2
‖Σv‖2 ≤ C
′′
2
〈λ〉− 12‖pγoddu‖2L2(R, dp
|p|
;L)
≤ C
′′
2
〈λ〉− 12‖γu‖2L2(R,|p|dp;L) ≤
C ′′C ′
2
〈λ〉−1‖f‖2 .
5.4.3 Regularity estimates
Proposition 5.10. Assume Hypotheses 2 and 4 with A 6= 0 . There exists a
constant C3,A,L > 0 such that
〈λ〉‖u‖2+〈λ〉 12‖u‖2L2(R−,dq;H1,L)+〈λ〉
1
2‖γu‖2L2(R,|p|dp;L) ≤ C3,A,L‖(KL±,A−iλ)u‖2 ,
holds for all u ∈ D(KL±,A) and all λ ∈ R .
If Φ ∈ C∞b ((−∞, 0]) satisfies Φ(0) = 0 , there exists CL,Φ > 0 such that
‖Φ(q)[1
2
+O + Re L]u‖ ≤ C‖Φ‖L∞‖(KL±,A − iλ)u‖+ CL,Φ‖u‖ ,
holds true when λ ∈ R , u ∈ D(KL±,A) and C is the constant of Hypothesis 2.
Proof. a) The bound for 〈λ〉‖u‖2 and 〈λ〉1/2‖γoddu‖2L2(R,|p|dp;L) are given in
Proposition 5.9 and Proposition 5.8.
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b) For u ∈ D(KLA) , the integration by part indentity of Proposition 5.1 ,
combined with Hypothesis 4 (A 6= 0) , gives
‖u‖‖(KL±,A − iλ)u‖ ≥ Re 〈u , KL±,Au〉
≥ ‖u‖2L2(R−,dq;H1,L) + Re 〈γevu , Aγevu〉2L2(R,|p|dp;L)
≥ ‖u‖2L2(R−,dq;H1,L) +
cA
2
‖γevu‖2L2(R,|p|dp;L)
+
cA
2‖A‖2‖γoddu‖
2
L2(R,|p|dp;L) .
With a) or Proposition 5.9, we deduce
‖(KL±,A − iλ)u‖2 ≥ C−12,A,L〈λ〉1/2‖u‖‖(KL±,A − iλ)uu‖
≥ C−1A,L〈λ〉1/2
[
‖u‖2L2(R−,dq;H1,L) + ‖γu‖2L2(R,|p|dp;L)
]
.
c) For Φ ∈ C∞b (R−) such that Φ(0) = 0 , λ ∈ R and u ∈ D(KL±,A) with
(KL±,A − iλ)u = f , write:
(PL± − iλ)(Φ(q)u) = Φ(q)(PL± − iλ)u± pΦ′(q)u = Φ(q)f ± Φ′(q)(pu) .
The assumption Φ(0) = 0 implies
(Φ(q)u)1R−(q) ∈ D(KL±)
and (KL± − iλ)(Φ(q)u1R−(q)) = 1R−(q) [Φ(q)f ± Φ′(q)(pu)] .
Hypothesis 2 implies
‖(1
2
+O + Re L)Φ(q)u‖ = ‖K
L
± +K
L∗
∓
2
(Φ(q)u1R−(q))‖
≤ C‖1R−(q) [Φ(q)f + Φ′(q)(pu)] ‖
≤ CM0Φ‖(KL±,A − iλ)u‖+M1Φ‖pu‖
≤ CM0Φ‖(KL±,A − iλ)u‖+ 2M1Φ‖u‖L2(R−,dq;H1,L) ,
where we have used MkΦ = ‖∂kqΦ‖L∞ . Again from
‖u‖‖(KL±,A − iλ)u‖ ≥ Re 〈u , KL±,Au〉 ≥ ‖u‖2L2(R−,dq;H1,L) ,
we deduce
‖(1
2
+O + Re L)Φ(q)u‖ ≤ 2CM0Φ‖(KL±,A − iλ)u‖+ CL,Φ‖u‖ ,
by choosing simply CL,Φ =
2(M1Φ)
2
CM0Φ
.
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Proposition 5.11. Assume Hypotheses 2, 4 with A 6= 0 and Hypothesis 3.
Then for any u ∈ D(KL±,A) , Σu belongs to Q with the estimate
∀λ ∈ R , ∀u ∈ D(KL±,A) , 〈λ〉
1
4‖Σu‖Q ≤ CQ,A,L‖(KL±,A − iλ)u‖
Proof. Again we write that Σu = Σ(KL±,A − iλ)−1f satisfies
(PL± − iλ)u = Σf ∓ 2p(γoddu)δ0(q) ,
with 2p(γoddu) ∈ L2(R, dp|p| ;L) . According to Proposition 5.6 , we call v ∈
L2(R, dq;H1,L) the solution to (52) with γ = ∓2p(γoddu) so that
Σu = (KL± − iλ)−1(Σf) + v .
The first assumed inequality (53) in Hypothesis 3 gives
‖v‖Q ≤ C‖γoddu‖L2(R,|p|dp;L)
while Proposition 5.8 implies
‖γoddu‖L2(R,|p|dp;L) ≤ C1,L,A〈λ〉− 14‖f‖ .
The second assumed inequality (54) in Hypothesis 3 ,
‖(KL± − iλ)−1(Σf)‖Q ≤ C〈λ〉−1/4‖f‖ ,
yields the result.
6 Geometric Kramers-Fokker-Planck opera-
tor
In [Leb1]citeLeb2, G. Lebeau developed the resolvent analysis for geometric
(Kramers)-Fokker-Planck operators, which is the scalar model for the hy-
poelliptic Laplacian introduced by J.M. Bismut (see [BiLe][Bis05][Bis1]) and
which will be considered in Section 9.2. Lebeau in [Leb1][Leb2] studied the
case of compact manifolds but a partition of unity allows to extend it to the
case of cylinders Q = R×Q′ when Q′ is a compact manifold. We will check
that Hypothesis 2 and Hypothesis 3 are satisfied by the geometric Kramers-
Fokker-Planck operator on T ∗Q when Q = R×Q′ is endowed with a specific
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splitted metric. This will prepare the analysis of half-cylinders models for
the boundary case. We also review some partition of unity arguments which
will be used more extensively in Section 7 and extract the usefull information
from the results of [Leb2].
For this presentation we stick to the case of the scalar geometric Kramers-
Fokker-Planck equations. Tensorizing with a Hilbert space f makes no diffi-
culty in the end.
6.1 Notations and the geometric KFP-operator
We consider a d-dimensional Riemannian manifold (Q, g) (possibly with a
boundary ∂Q) endowed with the metric g(q) = (gij(q))1≤i,j≤d ,
g(q;T ) =
d∑
i,j=1
gij(q)T
iT j = gij(q)T
iT j = T Tg(q)T , T ∈ TqQ ,
with Einstein summation convention and the matricial writing for the last
right-hand side. The q coordinates are written (q1 . . . , qd) ∈ Rd and when
we use the matricial notation the vectors are column-vectors. The inverse
tensor g−1(q) is denoted by g−1(q) = (gij(q))1≤i,j≤d with
gikgkj = δ
i
j .
With the metric g are associated the Christoffel symbols
Γ`ij =
1
2
g`k
{
∂qigkj + ∂qjgik − ∂qkgij
}
= Γ`ji ,
the Levi-Civita connection
∇∂
qi
(
∂qj
)
= Γ`ij∂q` = (Γi)
`
j∂qj , (57)
with its adjoint version
∇∂qi
(
dqj
)
= −Γji`dq` , (58)
and the Riemann curvature tensor, which is an End(TQ)-valued two form ,
R = Rjkdq
j ∧ dqk
Rjk =
∂Γj
∂qk
− ∂Γk
∂qj
+ [Γj , Γk] .
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The geodesic flow in the tangent space TQ is obtained after minimizing
1
2
∫ 1
0
g(q; σ˙) dt
with respect to σ ∈ C2([0, 1];Q) and is locally equivalent to
σ¨` + Γ`ijσ˙
iσ˙j = 0 .
This is the Lagrangian version of the geodesic flow which has the Hamilto-
nian counterpart (see [AbMa] for example). The cotangent bundle over Q
is denoted by X = T ∗Q . The length of a covector pidq
i ∈ T ∗qQ is given
by |p|2q = gij(q)pipj = pTg−1(q)p . The Hamiltonian version of the geodesic
flow is given by the Hamiltonian vector field YE associated with the energy
E(q, p) = 1
2
|p|2q . With the symplectic form dpi ∧ dqi , it is given by
YE = pTg−1(q)∂q − 1
2
∂q
[
pTg−1(q)p
]T
∂p = g
ij(q)pi∂qj − 1
2
[∂qkg
ij(q)]pipj∂pk .
Owing to the relation
−1
2
∂qkg
ijpipj = g
i`Γjk`pipj
it also equals
YE = gij(q)piej = pTg−1(q)e ,
with ej = ∂qj + Γ
`
i,jp`∂pi , e =
e1...
ed
 .
When q → q˜ = Φ(q) is a change of coordinate in a neighborhood of q0 ∈ Q ,
the corresponding symplectic change of coordinates in X = T ∗Q is given by
(q˜, p˜) = (Φ(q), [tdΦ(q)]−1p) ,
while the change of metric is given by
g˜(q˜) = [dΦ(q)]−1,T g(q) [dΦ(q)]−1 , (g˜(q˜))−1 = [dΦ(q)]g(q)−1[dΦ(q)]T .
The function E(q, p) = |p|2q/2 and the Hamiltonian vector field, YE , on T ∗Q
do not depend on the choice of coordinates on Q .
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The manifold X is endowed with the riemannian metric gX = g⊕⊥ g−1 where
the orthogonal decomposition follows the decomposition into the horizontal
and vertical spaces of TxX = (TxX)
H ⊕ (TxX)V with x = (q, p) (TxX)H ∼
TqQ and (TxX)
V ∼ T ∗qQ . More precisely at a point x = (q, p) , gX(x) is
determined by
gX(x; ei, ej) = gij(q) , g
X(x; ∂pi , ∂pj) = g
ij(q) and gX(x; ei, ∂pj ) = 0 .
Remark 6.1. One may be puzzled by the sign in the expression ej = ∂qj +
Γ`ijp`∂pj which does not coincide with the general definition of horizontal vec-
tor fields on a vector bundle pi : F → Q endowed with an affine connection
∇F . Actually we follow the convention of G. Lebeau and the horizontal tan-
gent vectors on the cotangent bundle, X = T ∗Q , are expressed with the Levi-
Civita connection on the tangent bundle TQ formulated with the Christoffel
symbols Γ`ij . Compare in particular the adjoint formula (58) with (57).
The vertical Laplacian is given by ∆p = ∂pigij(q)∂pj = ∂
T
p g(q)∂p , which
has also an invariant meaning.
Definition 6.2. The geometric Kramers-Fokker-Planck operator on X =
T ∗Q is the differential operator
P±,Q,g = ±YE + 1
2
[−∆p + |p|2q] .
The notation OQ,g will be used for the operator acting along the fiber T ∗qQ:
1
2
[−∆p + |p|2q] = 12 [−∂Tp g(q)∂p + pTg−1(q)p] .
Note that the vertical operator OQ,g is self-adjoint with the domain
D(OQ,g) = {u ∈ L2(X) , OQ,gu ∈ L2(X)} and it satisfies the uniform lower
bound OQ,g ≥ dim Q2 .
We recall the notations introduced after (1) in the introduction.
Definition 6.3. Let (Q, g) , Q = Q unionsq ∂Q , be a riemannian manifold with a
possibly non empty boundary ∂Q.
For any s′ ∈ R , the space
Hs′(q) =
{
u ∈ S ′(Rd, dp) , (d
2
+Og(q))s′/2u ∈ L2(Rd, dp)
}
, q ∈ Q ,
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defines a hermitian bundle piHs′ : Hs
′ → Q . The space of its L2-sections
(resp. Hs-sections, s ∈ R) is denoted by L2(Q;Hs′) (resp. Hs(Q;Hs′)).
On L2(Q;Hs′) the scalar product is given by
〈u , v〉L2(Q;Hs′) = 〈u , (
d
2
+Og)s′/2v〉
When Q is compact without boundary, the intersection ∩s,s′∈RHs(Q;Hs′) is
denoted by S(X) and endowed with its Fre´chet space topology. Its dual is
S ′(X) .
When Q is compact without boundary, the space S(X) is the space of
rapidly decaying C∞-functions (like in R2d) and one easily checks (use for
example the dyadic partition of unity in the p-variable recalled in Subsec-
tion 6.3.2):
S ′(X) = ∪
s,s′∈R
Hs(Q;Hs′) ,
C∞0 (X) ⊂ S(X) ⊂ Hs1(Q;Hs
′
1) ⊂ Hs2(Q;Hs′2) ⊂ S ′(X) ⊂ D′(X) ,
when s1 ≥ s2 , s′1 ≥ s′2 , with dense and continuous embeddings.
We close this section by giving the explicit form of P±,Q,g in a specific local co-
ordinate system along an hypersurface Q′ of Q (which can be the boundary) .
In a neighborhood Vq0 of q0 ∈ Q′ small enough, one can find a coordinate
system (q1, q′) such that
q1(q0) = 0 , q
′(q0) = 0 ,
∀q ∈ Vq0 , (q ∈ Q′)⇔
(
q1(q) = 0
)
,
∀q ∈ Vq0 , g(q) =
(
1 0
0 mij(q
1, q′)
)
.
In such a coordinate system the equalities
2E = |p|2q = |p1|2 +mij(q1, q′)p′ip′j ,
∆p = ∂
2
p1
+ ∂p′imij(q
1, q′)∂p′j ,
YE = p1∂q1 +mij(q1, q′)p′i∂q′j −
1
2
[∂q′km
ij(q1, q′)]p′ip
′
j∂p′k
−1
2
[∂q1m
ij(q1, q′)]p′ip
′
j∂p1 ,
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hold with the convention p′T = (p2, . . . , pd) , q
′T = (q2, . . . , qd) , and the
corresponding summation rule. One obtains
P±,Q,g = ±p1∂q1 − ∂2p1 + |p1|2 + P±,Q′,m(q1,.) −
1
2
∂q1m
ij(q1, q′)p′ip
′
j∂p1 . (59)
This has some simple interpretation: when Q′ is a curved hypersurface of
Q , which can itself have some intrinsic curvature , the block component
(mij(q
1, q′))2≤i,j≤d cannot be made independent of q1 . In particular the
curvature of Q′ has two consequences on the dynamics, a centrifugal (or
centripetal) force and a Coriolis type force. The Coriolis force is a tangen-
tial phenomenon which can be included in P±,Q′,g(q1,.) . Only the centrifugal
force ∂q1g
ij(q1, q′)pipj∂p1 and the parametrization of the metric m(q
1, .) by
q1 , prevent from a separation of variables. This is why, even when Q is a
domain of the flat euclidean space, the curvature term has to be analyzed
accurately for boundary value problems. Even in this basic case, it is useful
to formulate the problem in a geometric setting. We shall refer to the recent
results by G. Lebeau in [Leb1][Leb2] and Bismut-Lebeau in [BiLe] where the
problems raised by the curvature term have been accurately analyzed.
6.2 The result by G. Lebeau
In [Leb1][Leb2], G. Lebeau noticed that in local coordinates, the differential
operators involved in P±,Q,g − z = ±YE + OQ,g − Re z + iIm z have a non
trivial homogeneity: The main reason is that a symplectic change of variable
(q′, p′) = (φ(q), dφ(q)−Tp) , A−T = (A−1)T , leads to dq′ = dφ(q)dq , dp
′ =
(dφ)−Tdp+ (d(dφ−T )p)dq and
∂p′ = dφ(q)∂p
∂q′ = (dφ(q))
−T
[
∂q + (d(dφ
T ))(dφ)−Tp)T∂p
]
.
Hence assuming the order 1 for ∂q in a invariant way imposes the order 1/2
for p and ∂p .
Below is the list of orders for useful operators in a coordinate system:
∂qj : 1 ; pi, ∂pi :
1
2
; ej = ∂qj + Γ
`
ijp`∂pi : 1 ,
YE = gij(q)piej , Im z : 3
2
; OQ,g =
−∆p + |p|2q
2
, Re z : 1 ,
〈p〉∂pi , ej , 〈p〉2 + |Re z| +
|Im z|
〈p〉 : 1 , (〈p〉
2 = 1 + |p|2q) .
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Definition 6.4. Assume that (Q, g) is compact or Q = Rd with g − IdRd ∈
C∞0 (Rd) . Consider a finite atlas Q = ∪L` Ω` with Ω` compact when ` > 1 and
let
∑L
`=1 θ`(q) ≡ 1 , be a partition of unity subordinate to this atlas.
With the corresponding coordinate system (qi, pi)i=1,...,d on each T
∗Ω` , ` ∈
{1, . . . , L} , set
T` =
{
〈p〉∂pi , ej , 〈p〉2 + |Re z| +
|Im z|
〈p〉
}
.
For n ∈ N and z ∈ C , the spaces Wng,z are defined by induction according to
W0g,z = L2(X, dqdp) = L2(T ∗Q, dqdp) ,
(u ∈ Wn+1g,z )⇔
(∀` ∈ {1, . . . , L} , ∀T ∈ T` , T [θ`(q)u] ∈ Wng,z) ,
‖u‖2
Wn+1g,z
=
M∑
`=1
∑
T∈T`
‖T [θ`(q)u]‖2Wng,z .
The space Wsg,z for s ∈ R are then defined by duality and interpolation.
For a fixed s ∈ R , the space Wsg,z does not depend on z ∈ C but
its norm ‖ ‖Wsg,z does. The quantities
∑d
i=1 ‖〈p〉∂piv‖2Wng,z + ‖eiv‖2Wng,z and∑d
i=1 ‖〈p〉∂piv‖2Wng,z+‖∂qiv‖2Wng,z are equivalent but the covariant derivative ei
is a more natural object. Note in particular the relations
[ek , |p|2q] = 0 , [ek , ek′] = tRkk′(q) ∈ End(T ∗qQ) ,
[ek , ∆p] = (∂qkgij)∂pi∂pj + Γ
α
β,kgij
[
pα∂pβ , ∂pi∂pj
]
=
(
∂qkgij − Γαikgαj − Γαjkgiα
)
∂pi∂pj = 0 ,
owing to Γαikgαj + Γ
α
jkgiα = ∂qkgij .
By introducing a dyadic partition of unity in the p-variable (see[Leb1][Leb2]
or Subsection 6.3.2), the squared norm ‖u‖2Wsg,z is expressed as a quadratic
series of parameter dependent usual Sobolev norms. We leave the reader
to check with this approach that the space Wng,z does not depend on the
the atlas and the subordinate partition of unity. Actually in [Leb1][Leb2]
those spaces are defined with some parameter dependent pseudo-differential
calculus on compact manifolds after introducing a dyadic partition of unity
in the momentum variable p . Such a definition was extended in [Bisorb]
for some locally symmetric non compact space Q . We focus here on the
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compact case and will later simply extend some estimates to the case of
cylinders R×Q . Again because Q is compact without boundary, one has
S(X) = ∩
s∈R
Wsg,z , S ′(X) = ∪
s∈R
Wsg,z ,
C∞0 (X) ⊂ S(X) ⊂ Ws1g,z ⊂ Ws2g,z ⊂ S ′(X) ⊂ D′(X) , s1 ≥ s2 ,
with dense and continuous embeddings.
Theorem 1.2 of [Leb2]. The riemannian manifold (Q, g) is assumed to
be compact (without boundary). There exists δ1 > 0 such that the following
properties hold.
As an operator in S(X) or S ′(X) , P±,Q,g satisfies
σ(P±,Q,g) ⊂
{
z ∈ C,Re z ≥ dim (Q)
2
+ δ1|Im z|1/2
}
.
For all u ∈ S ′(X) and all z ∈ Uδ1 =
{
z ∈ C ,Re z < δ1|Im z|1/2
}
, the con-
dition (P±,Q,g − z)u ∈ Wsg,0 , s ∈ R , implies u ∈ Ws+
2
3
g,0 , Ogu ∈ Wsg,z ,
YEu ∈ Wsg,z with the estimate
Cs‖(P±,Q,g − z)u‖Wsg,z ≥ ‖OQ,gu‖Wsg,z + ‖(±YE − iIm z)u‖Wsg,z
+ (|Re z| + |Im z|1/2)‖u‖Wsg,z + ‖u‖Ws+23g,z (60)
for some constant Cs .
We shall only use those estimates with s ∈ [−1, 1] and make the connec-
tion with more usual Sobolev estimates. Note in particular for s ∈ [0, 1] the
embeddings and norm estimates
Wsg,z ⊂ Wsg,0 ⊂ Hs(Q;H0) ,
1
Cs
‖u‖Hs(Q;H0) ≤ ‖u‖Wsg,0 ≤ ‖u‖Wsg,z ,
H−s(Q;H0) ⊂ W−sg,0 ⊂ W−sg,z ,
‖u‖W−sg,z ≤ ‖u‖W−sg,0 ≤ Cs‖u‖H−s(Q;H0) ,
obtained by duality and interpolation from the obvious cases s = 0 and
s = 1 .
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Corollary 6.5. Assume that (Q, g) is a compact riemannian manifold (with-
out boundary). Consider the operator K±,Q,g − dim Q2 defined in L2(X) =
L2(T ∗Q, dqdp) by
D(K±,Q,g) = {u ∈ L2(Q;H1) , P±,Q,gu ∈ L2(X)}
∀u ∈ D(K±,Q,g) , K±,Q,gu = P±,Q,gu = (±YE +OQ,g)u ,
is maximal accretive and its adjoint is given by K∗±,Q,g = K∓,Q,g .
The domainsD(K±,Q,g) andD(K∓,Q,g) = D(K
∗
±,Q,g) are equal with equivalent
graph norms. The spaces S(X) and C∞0 (X) are dense in D(K±,Q,g) endowed
with its graph norm.
The estimates
‖OQ,gu‖+ ‖(±YE − iλ)u‖+ 〈λ〉 12‖u‖+ ‖u‖H2/3(Q;H0) ≤ C‖(K±,Q,g − iλ)u‖ ,
(61)
dim Q
2
‖u‖2 ≤ ‖u‖2L2(Q;H1) ≤ Re 〈u , (K±,Q,g − iλ)u〉 (62)
holds all u ∈ D(K±,Q,g) and all λ ∈ R .
Moreover for any λ ∈ R , the resolvent (K±,Q,g − iλ)−1 extends by continuity
• as an element of L(L2(Q;H−1);L2(Q;H1)) with
‖(K±,Q,g − iλ)−1u‖L2(Q;H1) ≤ ‖u‖L2(Q;H−1) ,
• and as an element of L(Hs(Q;H0);Hs+ 23 (Q;H0)) for any s ∈ [−2
3
, 0]
with
‖(K±,Q,g − iλ)−1u‖
Hs+
2
3 (Q;H0)
≤ Cs‖u‖Hs(Q;H0) .
Proof. The operator P±,Q,g − dim Q2 initially defined with the domain S(X) ,
is accretive owing to the simple integration by parts
∀u ∈ S(X) , Re 〈u , P±,Q,gu〉 = ‖u‖2L2(Q;H1) ≥
dim Q
2
‖u‖2 .
According to [ReSi75], its closure denoted by K±,Q,g = P±,Q,g is accretive.
It is actually maximal accretive because the equation P∓,Q,g = P
∗
±,Q,gu = 0
in S ′(X) and the regularity result of Theorem 1.2 in [Leb2] implies u ∈
S(X) and u = 0 . Therefore the range RanP±,Q,g is dense in L2(X) (use
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RanP±,Q,g = ker(P
∗
±,Q,g) = {0}). This suffices to prove the maximal accre-
tivity of K±,Q,g .
From this definition of K±,Q,g , S(X) (and therefore C∞0 (X) because P±,Q,g
has polynomially controlled coefficients) is a core for K±,Q,g . The subellip-
tic estimates, the identification of the domain D(K±,Q,g) as it is stated, the
equality D(K±,Q,g) = D(K∓,Q,g) = D(K
∗
±,Q,g) are direct consequences of (60)
applied with s = 0 . We use the upper bound
‖u‖
H
2
3 (Q;H0)
≤ C‖u‖
W
2
3
g,iλ
.
The extension of (K±,Q,g − iλ)−1 ∈ L(L2(Q;H−1);L2(Q;H−1)) is contained
in (62).
The extension of (K±,Q,g − iλ)−1 ∈ L(Hs(Q;H0);Hs+ 23 (Q;H0)) comes from
‖u‖
Hs+
2
3 (Q;H0)
≤ Cs‖u‖
W
s+23
g,iλ
≤ C ′s‖u‖Ws ≤ C ′′s ‖u‖Hs(Q;H0) ,
due to (60) with s ≤ 0 and s+ 2
3
≥ 0 .
6.3 Partitions of unity
Like in [Leb1][Leb2], we introduce two partitions of unity: a spatial partition
of unity which allows to use coordinate systems, a dyadic partition of unity
in the momentum variable which replaces the analysis as p → ∞ by some
parameter dependent problem. In [Leb1][Leb2], all formulas are first proved
for elements of S(X) and extended by density arguments. Here, in order to
extend those decompositions to boundary value problems where a possibly
non regularity-preserving operator A prevents from identifying a core of reg-
ular functions, various quantities are directly calculated for u ∈ L2(Q;H1)
such that P±,Q,gu ∈ L2(Q;H−1) by using the L2(X) scalar product and the
L2(Q;H1)− L2(Q;H−1) duality product (both denoted by 〈 , 〉).
6.3.1 Spatial partition of unity
The riemannian manifold (Q = Q unionsq ∂Q, g) can be
• a compact manifold without or with a boundary ,
• a compact perturbation of the euclidean space Rd or the half-space
Rd− = (−∞, 0]× Rd−1 with gij − δij ∈ C∞0 (Rd) ,
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• a cylinder R × Q′ or a half cylinder (−∞, 0] × Q′ with Q′ compact,
∂Q′ = ∅ , g = 1⊕m(q1, q′) , mij −mij(−∞, q′) ∈ C∞0 (Q) .
Such a manifold Q admits finite and countable locally finite coverings Q =
∪`∈LΩ` where Ω` is diffeomorphic to a regular domain of Rd and gij(q) ∈
C∞b (Ω`) in the corresponding coordinate system , with a bounded intersection
number
sup
`′∈L
] {` ∈ L, Ω` ∩ Ω`′ 6= ∅} ≤ NΩ ∈ N .
Furthermore the covering can be chosen such that there exists a partition
of unity χ = (χ`)`∈L , χ` ∈ C∞b (Ω`) with uniform seminorms w.r.t ` ∈ L ,
suppχ` ⊂ Ω` and
∑
`∈L χ
2
` = 1 . The simplest way consists in taking L finite.
Due to the vertical nature of OQ,g , the condition u ∈ L2(Q;Hs′) is equivalent
to { ∀` ∈ L , χ`u ∈ L2(Ω`;Hs′) ,∑
`∈L ‖χ`u‖2L2(Ω`;Hs′ ) < +∞ ,
with the equality of squared norms ‖u‖2
L2(Q;Hs′ )
=
∑
`∈L ‖χ`u‖2L2(Ω`;Hs′ ) . We
recall also (see for instance [ChPi]), that when ∂Q = ∅ the usual Sobolev
norms in q defined by ‖u‖Hs(Q;H0) = ‖(1 − ∆q)s/2u‖ with ∆q = ∂qigij(q)∂qj
are equivalent via a change of the metric and satisfy(∑
`∈L ‖χ`u‖2Hs(Q;H0)
‖u‖2Hs(Q;H0)
)±1
≤ Cs,g,χ .
In the case when ∂Q 6= ∅ , Sobolev spaces are defined by using locally the
reflection principle (see e.g. [ChPi]).
Proposition 6.6. Take the above partition of unity and assume z ∈ C ,
s′ ∈ [−1, 0] . For u ∈ L2(Q;H1) , the condition (P±,Q,g − z)u ∈ L2(Q;Hs′) is
equivalent to
∀` ∈ L , P±,Q,g(χ`u) ∈ L2(Q;Hs′) . (63)
There exists a constant Cχ > 0 such that(∑
`∈L ‖(P±,Q,g − z)χ`u‖2L2(Q;Hs′) + ‖χ`u‖2L2(Q;H1)
‖(P±,Q,g − z)u‖2L2(Q;Hs′) + ‖u‖2L2(Q;H1)
)±1
≤ Cχ , (64)
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holds uniformly with respect to (u, z, s′) .
Two functions u1, u2 ∈ L2(Q;H1) such that P±,Q,gu1, P±,Q,gu2 ∈ L2(Q;H−1) ,
satisfy the identity
〈u1 , P±,Q,gu2〉 =
∑
`∈L
〈χ`u1 , P±,Q,gχ`u2〉 . (65)
Proof. When u ∈ L2(Q;H1) satisfies (P±,Q,g − z)u ∈ L2(Q;Hs′) , (63) comes
from
(P±,Q,g − z)χ`u = χ`(P±,Q,g − z)u± gij(q)(∂qjχ`(q))pju .
With s′ ≤ 0 , it implies∑
`∈L
‖(P±,Q,g − z)χ`u‖2L2(Q;Hs′) ≤ 2
∑
`∈L
‖χ`(P±,Q,g − z)u‖2L2(Q;Hs′ )
+‖gij(q)(∂qjχ`(q))pju‖2
≤ C1χ
[
‖(P±,Q,g − z)u‖2L2(Q;Hs′) + ‖u‖2L2(Q;H1)
]
,
because
∑
`′∈L |∂qχ`(q)|2 ≤ NΩ sup`∈L ‖∂qχ`‖2L∞ <∞ .
The relation (131) applied with P = P±,Q,g and ad
2
χ`
P±,Q,g = 0 , gives here
P±,Q,g =
∑
`∈L
χ`P±,Q,gχ` .
Hence (63) implies χ`′(P±,Q,g−z)u ∈ L2(Q;Hs′) for `′ ∈ L , with the estimate
‖χ`′(P±,Q,g − z)u‖2L2(Q;Hs′) ≤ ‖
∑
`∈L
χ`′χ`P±,Q,gχ`u‖2L2(Q;Hs′ )
≤ NΩ
∑
χ`χ`′ 6=0
‖(P±,Q,g − iλ)χ`u‖2L2(Q;Hs′) .
Taking the sum over `′ ∈ L yields
‖(P±,Q,g − iλ)u‖2L2(Q,Hs′ ) ≤ N2Ω
∑
`∈L
‖(P±,Q,g − iλ)χ`u‖2L2(Q;Hs′) .
The above identity also proves(65).
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6.3.2 Dyadic momentum partition of unity
The previous partition of unity in the q-variable allows to focus on the case
when Q is endowed with a global coordinate system, namely:
• Q is a compact perturbation of the euclidean space Rd or half-space
Rd− = (−∞, 0]× Rd−1 ,
• Q is the torus Td , the cylinder R×Td−1 or half-cylinder (−∞, 0]×Td−1
with the metric 1⊕m(q1, q′) , mij −mij(−∞, q′) ∈ C∞0 (Q) .
Take two functions χ˜0 ∈ C∞0 (R) and χ˜1 ∈ C∞0 ((0,+∞)) such that χ˜20(t) +∑
`∈N∗ χ˜
2
1(2
−`t) ≡ 1 on [0,+∞) . Set χ`(q, p) = χ˜1(2−`|p|q) for ` ∈ N∗ ,
χ0(q, p) = χ˜0(|p|q) and χ = (χ`)`∈L , L = N .
The two following lemmas recall the equivalence of norms for the functional
spaces L2(Q;Hs′) and Hs(Q;H0) . A proposition similar to Proposition 6.6
is proved afterwards.
Lemma 6.7. With the above partition of unity χ = (χ`)`∈L , χ` = χ˜1,0
(
|p|q
2`
)
,∑
`∈L χ
2
` ≡ 1 and L = N , the norms
(∑
`∈L ‖χ`u‖2L2(Q;Hs′)
)1/2
and ‖u‖L2(Q;Hs′)
are equivalent for any s′ ∈ R .
Proof. For the equivalence of the norms in L2(Q;Hs′) , we can assume Q =
Rd , gij(q) = δij and consider first s
′ = n ∈ N . The result for a general s′ ∈ R
follows by duality and interpolation (see the application of Lemma B.1).
Moreover density arguments are allowed here and all the calculations can be
made with u ∈ S(X) = S(R2d) .
We have to compare
∑
|α|+m≤n ‖〈p〉m∂αp u‖2 and
∑
`∈N,|α|+m≤n ‖〈p〉m∂αp χ`u‖2 .
Introduce for m ∈ N and m′ ∈ R , the class DiffPm,m′ of differential operators
a(p,Dp) =
∑
|α|≤m aα(p)D
α
p
∀β ∈ Ndim Q , Nm,m′α,β (a) = sup
p∈Rd
|∂βp aα(p)|
〈p〉m′−|β| < +∞ .
For every (m,m′) ∈ N × R , DiffPm,m′ endowed with the seminorms Nm,m′α,β ,
|α| ≤ m, β ∈ Ndim Q is a Fre´chet space. The union DiffP = ∪(m,m′)∈N×R DiffPm,m′
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is a bigraded algebra 2 such that
DiffPm1,m
′
1 ◦DiffPm2,m′2 ⊂ DiffPm1+m2,m′1+m′2 ,[
DiffPm1,m
′
1 , DiffPm2,m
′
2
]
⊂ DiffPm1+m2−1,m′1+m′2−1 ,
the corresponding mappings (A,B) 7→ A ◦ B and (A,B) 7→ [A,B] being
bilinearly continuous. Note also that the p-support
p− supp a(p,Dp) = ∪
|α|≤m
supp aα ,
satifies
p− supp [a(p,Dp) ◦ b(p,Dp)] ⊂ p− supp a(p,Dp) ∩ p− supp b(p,Dp) .
The χ`’s, with χ`(p) = χ˜0,1
(
|p|
2`
)
, make a uniformly bounded family of
DiffP0,0 with p− supp∇χ` ⊂
{
2`
C
≤ |p| ≤ C2`
}
.
The proof of the equivalence of norms is now done by induction:
• For n = 0 it is obvious: L2(Q;H0) = L2(X) .
• If it is true for all n′ ≤ N ∈ N , apply the formula (130) with P =
〈p〉mDαp and |α|+m = n+ 1 . It gives for any u ∈ S(X) = S(R2d) ,
‖〈p〉mDαpu‖2 −
∑
`∈L
‖〈p〉mDαpχ`u‖2 = −
∑
`∈L
‖A`u‖2 + Re 〈u , B`u〉 ,
where A` = ad χ`(〈p〉mDαp ) is uniformly bounded in DiffP(|α|−1)+,(m−1)+ ,
B` = D
α
p 〈p〉mad 2χ`(〈p〉mDαp ) is uniformly bounded in DiffP(2|α|−2)+,(2m−2)+ ,
with p−supports contained in
{
2`
C
≤ |p| ≤ C2`
}
and covered by a fixed
number of χ`′ . The equivalence of norms for n
′ ≤ n implies that∣∣∣∣∣‖〈p〉mDαpu‖2 −∑
`∈L
‖〈p〉mDαpχ`u‖2
∣∣∣∣∣
2The aware reader will recognize a subalgebra of the Weyl-Ho¨rmander pseudodifferen-
tial class associated with the metric dp
2
〈p〉2 +
dη2
〈η〉2 and the gain function 〈p〉〈η〉 (see [HormIII]-
Chap 18 or [Hel1]). The restriction to differential operators, which contains differential
operators with polynomial coefficients, allows an easier handling of supports without re-
quiring the more sophisticated notion of confinement (see [BoLe]).
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is estimated by
C‖u‖2L2(Q;Hn) or C ′
∑
`∈L
‖χ`u‖2L2(Q;Hn) .
Since |an+1 − bn+1| ≤ C
∑
p≤n bp and
∑
p≤n ap ≤ C
∑
p≤n bb imply∑
p≤n+1 ap ≤ C ′
∑
p≤n+1 bp , this proves the equivalence for n
′ = n+ 1 .
The density of S(X) = S(R2d) in L2(Q;Hn+1) ends the proof.
Lemma 6.8. With the above partition of unity χ = (χ`)`∈L , χ` = χ˜1,0
(
|p|q
2`
)
,∑
`∈L χ
2
` ≡ 1 and L = N . For any s ∈ [0, 1] there exists Cχ,s such that(∑
`∈L ‖χ`u‖2Hs(Q;H0)
‖u‖2
Hs(Q;H0)
)±1
≤ Cχ,s .
Proof. Again the spatial partition of unity of Subsection 6.3.1, the reflection
principle and the equivalence of norms for two different metrics restrict the
analysis to the case Q = Rd , gij = δij .
The result is obvious when s = 0 , H0(Rd;H0) = L2(R2d, dqdp) .
Consider now the case s = 1 , with
‖u‖2H1(Q;H0) = ‖u‖2 +
d∑
j=1
‖∂qju‖2 .
We use again the formula (130)
‖∂qju‖2 −
∑
`∈L
‖∂qjχ`u‖2 = −
∑
`∈L
‖(ad χ`∂qj )u‖2 ,
with
ad χ`∂qj = (∂qjχ`) =
∂qj (|p|q)
2`
χ˜′0,1(
|p|q
2`
)
and ad 2χ`∂qj = 0 .
The derivative ∂qj |p|q satisfies
1
2`
∂qj |p|q =
∂qjg
ik(q)pipk
2× 2`(gik(q)pipk)1/2 = O(1) in supp χ˜
′
0,1
( |p|q
2`
)
.
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and this proves∣∣∣∣∣‖u‖2H1(Rd;H0) −∑
`∈L
‖χ`u‖2H1(Rd;H0)
∣∣∣∣∣ ≤ C1χ‖u‖2 ,
which implies the equivalence of norms for s = 1 .
The general case follows by interpolation with ‖u‖Hr(Rd;H0) = ‖(1−∆q)r/2u‖
(see Lemma B.1 and its application).
While working with P±,Q,g , we avoid again density arguments in order to
allow the same line for general boundary value problems.
Proposition 6.9. Take the above dyadic partition of unity χ = (χ`)`∈L ,
χ` = χ˜1,0
(
|p|q
2`
)
,
∑
`∈L χ
2
` ≡ 1 and L = N , and let u ∈ L2(Q;H1) , z ∈ C
and s′ ∈ [−1, 0] .
The condition (P±,Q,g − z)u ∈ L2(Q;Hs′) is equivalent to
∑
`∈L ‖(P±,Q,g −
z)χ`u‖2L2(Q;Hs′ ) < +∞ , and the equivalence of norms (64) still holds (with
the new choice χ` = χ`(p)).
For any pair u1, u2 ∈ L2(Q;H1) such that P±,Q,gu1, P±,Q,gu2 ∈ L2(Q;H−1) ,
the identity (65) is now replaced by∣∣∣∣∣〈u1 , P±,Q,gu2〉 −∑
`∈L
〈χ`u1 , P±,Q,gχ`u2〉
∣∣∣∣∣ ≤ Cχ‖u1‖‖u2‖ . (66)
Proof. The proof is essentially the same as for Proposition 6.6. We shall use
the notation DiffPm,m
′
and p− supp introduced in the proof of Lemma 6.7.
With [YE , χ`] = (YEχ`) = 0 , the commutator ad χ`(P±,Q,g − z) equals
ad χ`P±,Q,g =
[
χ`,−∆p
2
]
= (∇pχ`).∇p + 1
2
(∆pχ`) ∈ DiffP1,−1 ,
where the gradients in the p-variable, the Laplace operator ∆p and the scalar
product denoted by x.y are given by the scalar product g(q) . In particular
χ`(p) = χ˜0,1
(
|p|q
2`
)
gives:
∇pχ`(p) = p
2`|p|q χ˜
′
0,1
( |p|q
2`
)
and ∆pχ`(p) =
1
22`
χ˜′′0,1
( |p|q
2`
)
.
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This also implies p− supp(ad χ`P±,Q,g) ⊂
{
2`
C
≤ |p|q ≤ C2`
}
.
a) Assume u ∈ L2(Q;H1) and (P±,Q,g − z)u ∈ L2(Q;Hs′) with s′ ∈ [−1, 0] .
The equality
χ`(P±,Q,g − z)u = (P±,Q,g − z)χ`u+ (ad χ`P±,Q,g)u
leads to∑
`∈L
‖(P±,Q,g − z)χ`u‖2L2(Q;Hs′) ≤ 2
∑
`∈L
‖χ`(P±,Q,g − z)u‖2L2(Q;Hs′ )
+2
∑
`∈L
‖(ad χ`P±,Q,g)u‖2 .
Lemma 6.7 says that the first term is less than C1χ‖(P±,Q,g − z)u‖2L2(Q;Hs′ ) .
The listed properties of ad χ`P±,Q,g imply∑
`∈L
‖(ad χ`P±,Q,g)u‖2 ≤ C2χ
∑
`∈L
‖
∑
χ`χ`′ 6=0
χ`′u‖2L2(Q;H1) ≤ C3χ
∑
`′∈L
‖χ`′u‖2L2(Q;H1)
because ] {`′ ∈ L , χ`χ`′ 6= 0} is uniformly bounded w.r.t ` ∈ L . The right-
hand side
∑
`′∈L ‖χ`′u‖2L2(Q;H1) is equivalent to ‖u‖2L2(Q;H1) by Lemma 6.7.
We have proved∑
`∈L
‖(P±,Q,g − z)χ`u‖2L2(Q;Hs′) + ‖χ`u‖2L2(Q;H1)
≤ Cχ
[
(P±,Q,g − z)u‖2L2(Q;Hs′) + ‖u‖2L2(Q;H1)
]
< +∞.
b) The formula (131) applied with P = P±,Q,g and ad
2
χ`
P±,Q,g = |∇pχ`|2q =
−
[
1
2`
χ˜′0,1
(
|p|q
2`
)]2
, gives
P±,Q,g −
∑
`∈L
χ`P±,Q,gχ` = +
1
2
∑
`∈L
[
1
2`
χ˜′0,1
( |p|q
2`
)]2
∈ DiffP0,−2 . (67)
This yields the inequality (66).
c) Let us finish the proof of the first statement. Conversely to a) assume
now u ∈ L2(Q;H1) and∑`∈L ‖(P±,Q,g−z)χ`u‖2L2(Q;Hs′ ) < +∞ . The relation
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(67) implies for any `′ ∈ L ,
χ`′(P±,Q,g − z)u = χ`′
∑
`∈L
χ`(P±,Q,g − z)χ`u+ 1
2
[
1
2`
χ˜′0,1
( |p|q
2`
)]2
u
=
∑
χ`χ`′ 6=0
χ`′χ`(P±,Q,g − z)χ`u+ 1
2
[
1
2`
χ˜′0,1
( |p|q
2`
)]2
χ`′u ,
and the right-hand side is a finite sum with a number of terms uniformly
bounded with respect to `′ ∈ L . Thus
‖χ`′(P±,Q,g − z)u‖2L2(Q;Hs′ ) ≤ C1χ
∑
χ`χ`′ 6=0
‖(P±,Q,g − z)χ`u‖2L2(Q;Hs′) + ‖χ`′u‖2
holds for all `′ ∈ L and summing over `′ ∈ L gives
‖(P±,Q,g − z)u‖2L2(Q;Hs′) ≤ C2χ
∑
`′∈L
‖χ`′(P±,Q,g − z)u‖2L2(Q;Hs′)
≤ C3χ
[∑
`′∈L
‖(P±,Q,g − z)χ`′u‖2L2(Q;Hs′) + ‖χ`′u‖2
]
.
We have proved
‖(P±,Q,g − z)u‖2L2(Q;Hs′) + ‖u‖2L2(Q;H1)
≤ Cχ
[∑
`∈L
‖(P±,Q,g − z)χ`u‖2L2(Q;Hs′ ) + ‖χ`u‖2L2(Q;H1)
]
< +∞ .
6.4 Geometric KFP-operator on cylinders
We consider here the case when Q = R × Q′ , with Q′ compact without
boundary, is endowed with the metric g = 1 ⊕m(q′) , ∂q1m ≡ 0 . The con-
tangent bundles are respectively denoted by X = T ∗Q and X ′ = T ∗Q′ . The
space S(X) is defined as the space of rapidly decaying (in terms of (q1, p1, p′))
C∞-functions on X . Its dual is denoted by S ′(X) .
On Q we shall use a partition of unity
∑
`∈Z χ
2(q1 − `) = 1 with χ ∈
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C∞0 ((−12 , 12)) .
On Q , the geometric Kramers-Fokker-Planck operator has the form
P±,Q,g = ±p1∂q1 +
−∂2p1 + p21 + 1
2
+ L = PL±
with L = K±,Q′,m = P±,Q′,m − 1
2
and L = L2(X ′) , D(L) =
{
u ∈ L2(Q′,H1) , P±,Q′,mu ∈ L2(X ′)
}
.
described in Section 4 and in Section 5. It satisfies the Hypothesis 1 because
D(L) = D(L∗) = D(P±,Q′,m) contains S(X ′) and C∞0 (X ′) which are cores
for the self-adjoint operator Re (L) = OQ′,m . The space L2(R, dq1;H1,L) =
L2(R, dq1;H1,L∗) is nothing but L2(Q;H1) .
The Proposition 4.7 provides the maximal accretivity and the corresponding
domain of K±,Q,g = P±,Q,g = K
L
± while Corollary 6.5 combined with the
partition of unity
∑
`∈Z χ
2(q1 − `) allows to check the subelliptic estimates
of Hypothesis 2.
Proposition 6.10. On the cylinder (Q = R×Q′, g = 1⊕m(q′)) , the operator
K±,Q,g − d2 defined by
D(K±,Q,g) =
{
u ∈ L2(Q;H1) , P±,Q,gu ∈ L2(X)
}
is maximal accretive with K∗±,Q,g = K∓,Q,g .
It is the unique maximal accretive extension of P±,Q,g defined on C∞0 (X) (or
S(X)) and it satisfies
∀u ∈ D(K±,Q,g) , d‖u‖2 ≤ ‖u‖2L2(Q;H1) = Re 〈u , (K±,Q,g +
d
2
)u〉 .
The estimate
‖(±YE − iλ)u‖+ ‖OQ,gu‖+ 〈λ〉 12‖u‖+ ‖u‖H 23 (Q;H0) ≤ C‖(K±,Q,g − iλ)u‖
holds for all u ∈ D(K±,Q,g) and all λ ∈ R . In particular,
D(K∗±,Q,g) = D(K±,Q,g) =
{
u ∈ L2(Q;H1) , YEu , OQ,gu ∈ L2(X)
}
.
Remark 6.11. This result means that Hypothesis 2 is verified with L± =
K±,Q′,m , L
2(R, dq;H1,L) = L2(Q;H1) and Q0 = H 23 (Q;H0) .
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Proof. The first part, including the identity for Re 〈u , K±,Q,gu〉 , is a direct
application of Proposition 4.7. Since D(K±,R,1) ⊗alg D(K±,Q′,m) is dense
in D(K±,Q,g) = D(K
L
±) , with L± = K±,Q′,m , and C∞0 (R2) (resp. C∞0 (X ′))
is dense in D(K±,R,1) (resp. D(L±) = D(K±,Q′,m)) , C∞0 (X) is a core for
K±,Q,g .
For the subelliptic estimate, we use the partition of unity
∑
`∈Z χ
2
` ≡ 1 , with
χ`(q) = χ(q
1 − `) . For u ∈ D(K±,Q,g) and λ ∈ R , Proposition 6.6 applied
with s′ = 0 gives
Cd‖(K±,Q,g − iλ)u‖2 ≥ ‖(P±,Q,g − iλ)u‖2 + ‖u‖2L2(Q;H1)
≥ C−1
∑
`∈Z
‖(P±,Q,g − iλ)χ`u‖2 + ‖χ`u‖2L2(Q;H1) .
With suppχ` ⊂
{
`− 1
2
< q1 < `+ 1
2
}
and the q1-translation invariance, (Q, g)
can be replaced in the right-hand side by the compact manifold (S1×Q′, g =
1 ⊕m) . Thus Corollary 6.5 provides χ`u ∈ D(K±,S1×Q′,g) and the uniform
lower bound
C ′‖(P±,S1×Q′,g − iλ)χ`u‖2 ≥ ‖OS1×Q′,gχ`u‖2 + ‖(±YE − iλ)χ`u‖2
+ 〈λ〉‖χ`u‖2 + ‖χ`u‖2
H
2
3 (S1×Q′;H1)
.
Summing over ` ∈ Z ends the proof.
We end this section by checking Hypothesis 3 with
Q = H t(Q;H0)) , t ∈ [0, 1
9
) .
The estimate (54) is a consequence of Proposition 6.10 with
∀u ∈ D(K±,Q,g) , 〈λ〉 14‖u‖Q ≤ 〈λ〉 14‖u‖H 13 (Q;H0) ≤ (〈λ〉
1
2‖u‖) 12‖u‖
1
2
H
2
3 (Q;H0)
≤ C‖(K±,Q,g − iλ)u‖ .
We still have to check the estimate (53). After identifying Q′ with the sub-
manifold {q1 = 0} of Q , the fiber bundle ∂X = T ∗Q′Q is decomposed into
∂X = T ∗Q′Q = T
∗
Q′Q
′ ⊕Q′ N∗Q′Q = T ∗Q′Q′ ⊕Q′ (Q′ × Rp1) ,
The measures |p1|νdq′dp = |p1|νdp1dq′dp′ , ν ∈ R , are naturally defined on
T ∗Q′Q and the space L
2(R, dp1
|p1|
;L) is nothing but L2(∂X, dq
′dp
|p1|
) . Hypothesis 2
102
for K±,L = K±,Q,g with L± = K±,Q′,m is validated by Proposition 6.10.
Therefore Proposition 5.6 applies and we know that a solution to the equation
(52), namely
(P±,Q,g − iλ)v = γ(q′, p1, p′)δ0(q1) in S ′(R2;D(L∗)′) ⊂ S ′(X)
with γ ∈ L2(∂X, dq
′dp
|p1| ) ,
belongs to L2(R2, dqdp;L) = L2(X, dqdp) . By adapting Theorem 1.2 of
[Leb2] to the cylinder case, the above equation admits a unique solution in
S ′(X) but we do not really need this.
Proposition 6.12. The Hypothesis 3 is satisfied by the operator PL± = P±,Q,g
and the space Q = Ht(Q;L2(Rd−1dp′)) when t ∈ [0, 1
9
) .
Proof. The estimate (54) has already been checked.
We must prove that a solution v ∈ L2(R, dq;H1,L) = L2(Q;H1) to the equa-
tion (P±,Q,g − iλ)v = γδ0(q1) satisfies (53):
‖v‖Q ≤ CQ,L
[
‖γ‖
L2(∂X, dq
′dp
|p1|
)
+ ‖v‖L2(Q;H1)
]
.
First note
‖〈p1〉v‖ ≤ ‖v‖L2(Q;H1) .
Set v˜ = 〈p1〉− 12 v . It still belongs L2(Q;H1) and solves
(P±,Q,g − iλ)v˜ = 〈p1〉− 12γδ0(q1) + f ,
with f =
p1
4〈p1〉 52
∂p1v +
1− 3p21/2
4〈p1〉 92
v ∈ L2(X) .
With the cut-off function θ ∈ C∞0 ((−12 , 12)) , one gets
(P±,Q,g − iλ)(θ(q1)v˜) = 〈p1〉− 12γδ0(q1) + θ(q1)f + p1θ′(q1)v˜ , (68)
(P±,Q,g − iλ)((1− θ(q1))v˜) = (1− θ(q1))f − p1θ′(q1)v˜ . (69)
The right-hand side of (69) belongs to L2(X, dqdp) while (1−θ(q1))v˜ belongs
to L2(Q;H1) . Hence Proposition 6.10 gives
‖(1 − θ(q1))v˜‖
H
2
3 (Q;H0)
≤ C [‖v˜‖L2(Q;H1) + ‖f‖] ≤ C ′‖v‖L2(Q;H1) .
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In (68), (Q; g) can be replaced by the compact manifold (S1 × Q′, g) and
Corollary 6.5 gives
‖θ(q1)v˜‖
Hs+
2
3 (Q;H0)
≤ Cs
[
‖〈p1〉− 12γ‖L2(∂X,dq′dp) + ‖v‖L2(Q;H1)
]
≤ Cs
[
‖γ‖
L2(∂X, dq
′dp
|p1|
)
+ ‖v‖L2(Q;H1)
]
,
as soon as s < −1
2
and s ≥ −2
3
.
We have proved for s ∈ [−2
3
,−1
2
)
‖〈p1〉− 12v‖
Hs+
2
3 (Q;H0)
= ‖v˜‖
Hs+
2
3 (Q;H0)
≤ C ′s
[
‖γ‖
L2(∂X, dq
′dp
|p1|
)
+ ‖v‖L2(Q,H1)
]
,
while the first estimate is ‖〈p1〉v‖H0(Q;H0) ≤ ‖v‖L2(Q;H1) . The interpolation
inequality
‖u‖
H
2σ
3 (Q;H0)
≤ Cσ‖〈p1〉− 12u‖
2
3
Hσ(Q;H0)‖〈p1〉u‖
1
3
H0(Q;H0) ,
applied with σ = s+ 2
3
∈ [0, 1
6
) yields the result.
6.5 Comments
There are essentially two strategies to prove maximal, i.e. with optimal
exponents, subelliptic estimates:
• a geometric approach following Ho¨rmander in [HormIII]-Chap 27 (or
Lerner in [Ler]) based on a microlocal reduction;
• a more algebraic approach after Rotschild-Stein in [RoSt] or Helffer-
Nourrigat in [HeNo] based on local reduction via Taylor approximations
and solving algebraic models.
In [Leb2] (and even in [Leb1] for non maximal estimates) Lebeau follows the
first approach. Actually, another proof of Theorem 1.2 of [Leb2] is possible
via a local point of view on T ∗Q which involves a canonical transformation as-
sociated with a solution to the Hamilton-Jacobi equation |∂qϕ(q)|2q = Cte . In
the case with a boundary, as it is well known in the analysis of propagation of
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singularities for the wave equation (see [AnMe][Tay1][Tay2][MeSj1][MeSj2]),
a solution ϕ shows singularities in the presence of glancing (i.e. gliding or
grazing) rays. A microlocal point of view seems out of reach for general
boundary value problems and we will follow the second local approach. Our
strategy, is to reach some subelliptic estimates for the boundary value prob-
lem with the most flexible local approach.
Nevertheless, verifying Hypothesis 3 requires strong enough subelliptic es-
timates for whole space problems, in order to absorb the −1
2
− ε-Sobolev
singularity of δ0(q
1) . Referring to the result by Lebeau was the most effi-
cient way. Since it was written only for compact riemannian manifolds, the
most direct application including a translation invariance in the q1-variable is
the one proposed in Subsection 6.4. The local model of boundary manifolds
will be (−∞, 0]× Td−1 rather the standard half-space (−∞, 0]× Rd−1 .
7 Geometric KFP-operators on manifolds with
boundary
The proof of Theorem 1.1 and Theorem 1.2 will be done in several steps
relying on a careful analysis of local models for boundary manifolds.
7.1 Review of notations and outline
A neighborhood of q0 ∈ ∂Q in the manifold with boundary Q = Qunionsq∂Q (resp.
X = T ∗Q) can be identified with a domain of (−∞, 0]×Td−1 (resp. (−∞, 0]×
T2d−1), diffeomorphic to a domain of (−∞, 0]×Rd−1 (resp. (−∞, 0]×R2d−1),
with the corresponding global coordinates (q1, q′) (resp. (q1, p1, q
′, p′)) . The
coordinate q′ ∈ Td−1 means q′ ∈ Rd−1 plus periodicity conditions and we
assume q1(q0) = 0 and q
′(q0) = 0 .
The coordinate system (q1, q′) can be chosen so that the metric equals
g(q) =
(
1 0
0 m(q1, q′)
)
, (70)
and since it is a local description, we can assume
m(q1, q′)−m(0, q′) ∈ C∞0 ((−∞, 0]× Td−1;Md−1(R)) . (71)
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The kinetic energy, the vertical (in p) harmonic oscillator operator and the
Hamilton vector field on R2d are given by
2E = |p|2g(q) = |p1|2 +mij(q1, q′)p′ip′j ,
∆p = ∂
2
p1
+ ∂p′imij(q
1, q′)∂p′j , OQ,g =
−∆p + |p|2q
2
,
YE = p1∂q1 +mij(q1, q′)p′i∂q′j −
1
2
∂q′km
ij(q1, q′)p′ipj′∂p′k
−1
2
∂q1m
ij(q1, q′)p′ip
′
j∂p1 .
Since we will work with various metrics which fulfill (70)(71) with the same
m(0, q′) , the previous notation |p|q is replaced by |p|g(q) . When q = (0, q′) ∈
∂Q = Q′ , the equalities g(0, q′) = m(0, q′) = g0(q) , |p|g(q) = |p|g0(q) allow to
use |p|q .
Following the Definition 6.2, the corresponding Kramers-Fokker-Planck op-
erator equals
P±,Q,g = ±YE +OQ,g ,
= ±p1∂q1 +
−∂2p1 + |p1|2
2
+ P±,Q′,m(q1) − 1
2
∂q1m
ij(q1, q′)p′ip
′
j∂p1 , (72)
with here Q′ = Td−1 , Q = (−∞, 0] × Q′ . The operator P±,Q′,m(q1) is the
geometric Kramers-Fokker-Planck operator on X ′ = T ∗Q′ associated with
the metric m(q1) on Q′ .
The phase-space X = T ∗Q is endowed with the metric g⊕ g−1 and the sym-
plectic volume dqdp . We shall use the notation Hs(Q;Hs′) , S(X) , S ′(X) in-
troduced in Section 6, extended to f-valued functions or distributions, where
f is a complex Hilbert space.
When Q′ = Td−1 , Q = (−∞, 0]×Q′ (resp. Q = R× Q′) and ∂q1m ≡ 0 , we
shall use the results of Section 4 and Section 5 with the identification
P±,Q,g = P
L
± = ±p1∂q1 +
−∂2p1 + |p1|2 + 1
2
+ L±
L± = K±,Q′,m − 1
2
, L = L2(X ′, dq′dp′; f) ,
L2(R−, dq
1;H1,L) = L2(Q;H1)
resp. L2(R, dq1;H1,L) = L2(Q;H1) ,
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where K±,Q′,m = K
∗
∓,Q′,m is the maximal accretive realization of P±,Q′,m pro-
vided by Proposition 6.10. We checked in Proposition 6.10 and Proposi-
tion 6.12 that Hypothesis 2 and Hypothesis 3 are true respectively with
Q0 = H 23 (R×Q′;H0) and Q = H t(R×Q′;H0) , t ∈ [0, 19) .
The boundary ∂Q is identified with Q′ and the measure |p1|dq′dp is well de-
fined on ∂X = T ∗Q′Q . We recall that the trace of u at q
1 = 0 is denoted by
γu , that j is a unitary involution on f . The boundary conditions are written
γoddu = ± sign (p1)Aγevu , γev,oddu = Πev,oddu ,
with Πevγ(q
′, p1, p
′) =
γ(q′, p1, p
′) + jγ(q′,−p1, p′)
2
,
and Πoddγ(q
′, p1, p
′) =
γ(q′, p1, p
′)− jγ(q′,−p1, p′)
2
;
or Π∓γu =
1− A
1 + A
Π±γu ,
with Π+ = Πev + sign (p)Πodd , Π− = Πev − sign (p)Πodd .
The operator (A,D(A)) commutes with Πev,odd and it is bounded and accre-
tive in L2(∂X, |p1|dq′dp; f) . The norm of A in L(L2(∂X, |p1|dq′dp; f)) will be
denoted ‖A‖ and the framework of Hypothesis 4 contains the alternative
either cA = min σ(Re A) > 0 ;
or A = 0 .
The treatment of general metrics on half-cylinders, Q = R− ×Q′ with Q′ =
∂Q compact, we will assume the commutation[
A, eit|p|
2
q
]
= 0 , ∀t ∈ R . (73)
By writing the momentum p ∈ T ∗qQ , p = rω with r = |p|q and ω ∈ S∗qQ , the
space L2(∂X, |p1|dq′dp; f) equals
L2(T ∗∂QQ, |p1|dq′dp; f) = L2((0,+∞), rd−1dr;L2(S∗∂QQ, |ω1|dq′dω; f)) .
The commutation (73) combined with Hypothesis 4 means that A = A(|p|q)
acts as a multiplication in the radial coordinate r = |p|q with
‖A(r)‖L(L2(S∗∂QQ,|ω1|dq′dω;f)) ≤ ‖A‖ for a.e. r > 0 , (74)
with either min σ(Re A(r)) ≥ cA > 0 for a.e. r > 0 , (75)
or A(r) = 0 for a.e. r > 0 . (76)
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Finally the analysis of a general manifold with boundary, will be studied
with a spatial partition of unity. For this final analysis, we will assume
A = A(q, |p|q) with
‖A(q, r)‖L(L2(S∗qQ,|ω1|dω;f)) ≤ ‖A‖ for a.e. (q, r) ∈ ∂Q × R+ , (77)
with either min σ(Re A(q, r)) ≥ cA > 0 for a.e. (q, r) ∈ ∂Q× R+ , (78)
or A(q, r) = 0 for a.e. (q, r) ∈ ∂Q× R+ . (79)
Here is the outline of the proof: We will carefully study the case of half-
cylinders Q = R− ×Q′ with Q′ = Td−1 . The case when ∂q1m ≡ 0 will be an
application of Section 5 and the result will hold under Hypothesis 4 which is
more general than the one of Theorem 1.2. By assuming A = A(|p|q) with
(74)(75)(76) and with a dyadic partition of unity in p , the corresponding
subelliptic estimates will be written in a parameter dependent form. This
allows an accurate parameter dependent analysis of some relatively bounded
perturbations. In a second step, the dyadic partition of unity for a general
metric m on a half-cylinder, R− × Td−1 , and a non symplectic change of
variable in X = T ∗Q near ∂X will relate the general problem to the previous
pertubative analysis. Finally the case of a general manifold will be treated
by gluing the local models Q = R− × Td−1 with a spatial partition of unity,
by assuming A = A(q, |p|q) with (77)(78)(79).
7.2 Half-cylinders with ∂q1m ≡ 0
Let us consider the case when Q = (−∞, 0] × Q′ with Q′ = Td−1 and a
specific metric g0 = 1⊕⊥ m(q) satisfying ∂q1m ≡ 0 .
Proposition 7.1. Let Q = (−∞, 0] × Q′ with Q′ = Td−1 be endowed with
the metric g0 = 1⊕m with ∂q1m ≡ 0 .
Assume Hypothesis 4 for the operator A .
The operator K±,A,g0 − d2 defined by
D(K±,A,g0) =

u ∈ L2(Q;H1) , P±,Q,g0u ∈ L2(X, dqdp; f),
γu ∈ L2(∂X, |p1|dq′dp; f) ,
γoddu = ± sign (p1)Aγevu
 ,
∀u ∈ D(K±,A,g0) , K±,A,g0u = P±,Q,g0u = (±YE +OQ,g0)u ,
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is maximal accretive, with
∀u ∈ D(K±,A,g0) , ‖u‖2L2(Q;H1)+Re 〈γevu , Aγevu〉 = Re 〈u , (K±,A,g0+
d
2
)u〉 .
The adjoint K∗±,A,g0 equals K∓,A∗,g0 .
Respectively to the cases A 6= 0 and A = 0 , fix t ∈ [0, 1
9
) and ν = 1
4
(resp.
t = 2
3
and ν = 0) . There exist Ct ≥ 1 and C ≥ 1 independent of t , such that
〈λ〉 14‖γu‖L2(∂X,|p1|dq′dp;f) + 〈λ〉
1
2‖u‖+ 〈λ〉 14‖u‖L2(Q;H1) +C−1t 〈λ〉ν‖u‖Htq(Q;H0)
≤ C‖(K±,A,g0 − iλ)u‖ (80)
for all λ ∈ R and all u ∈ D(K±,A,g0) .
For any Φ ∈ C∞b ((−∞, 0]) such that Φ(0) = 0 there exists CΦ > 0 and C ′ > 0
independent of Φ , such that
‖Φ(q1)OQ,g0u‖ ≤ C ′‖Φ‖L∞‖(K±,A,g0 − iλ)u‖+ CΦ‖u‖ ,
for all λ ∈ R and all u ∈ D(K±,A,g0) .
Finally in the case A = 0 , the set
{
u ∈ C∞0 (X ; f) , γoddu = 0
}
is dense in
D(K±,0,g0) endowed with the graph norm.
Proof. Tensorizing with f does not change the scalar results of Subsection 6.4.
In Proposition 6.10 and Proposition 6.12, Hypothesis 2 and Hypothesis 3
have been checked with L± = K±,Q′,m , Q0 = H 23 (R×Q′;H0) , Q = H t(R×
Q′;H0) , while Hypothesis 4 is assumed. We can refer to the results of Sec-
tion 4 and Section 5. The maximal accretivity, the integration by part iden-
tity and the identification of K±,A,g0 are provided by Proposition 5.1 when
A 6= 0 and by Proposition 4.8 when A = 0 . The definition of the Sobolev
spaces Hs(Q;H0) says
‖u‖Hs(Q;H0) ≤ Cs‖Σu‖Hs(R×Q′;H0) .
Hence the subelliptic estimate (80) and the upper bound for ‖Φ(q1)OQ,g0‖
are proved in Proposition 5.10 when A 6= 0 and in Proposition 5.5 when
A = 0 (actually it works with Φ(q1) = 1 in this case).
Because C∞0 (R× Q′; f) is a core for K±,g0 , Proposition 5.5 also implies that
the set
D0 =
{
u ∈ L2(X, dqdp; f) ,Σu ∈ C∞0 (R×Q′; f)
}
is dense in D(K±,0,g0) endowed with its graph norm. This set is contained in
D1 =
{
u ∈ C∞0 (X ; f) , γoddu = 0
}
,
and D0 ⊂ D1 ⊂ D(K±,0,g0) implies that D1 is dense in D(K±,0,g0) .
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7.3 Dyadic partition of unity and rescaled estimates
We still work on Q = (−∞, 0]×Q′ with Q′ = Td−1 , with global coordinates
(q, p) ∈ R− × Td−1 × Rd , with a metric g = 1 ⊕m which satisfies (70)(71).
The notation g0 is specific to the case ∂q1m ≡ 0 . The operator A is assumed
to satisfy Hypothesis 4 and the commutation (73) with |p|2q , which can be
written as (74)(75)(76) .
7.3.1 Rescaling
When ∂q1m ≡ 0 , the maximal accretive realization K±,A,g0 is given by Propo-
sition 7.1. The strengthened assumptions on A in (73) yields
(u ∈ D(K±,A,g0))→
(
χ(|p|2g0(q))u ∈ D(K±,A,g0)
)
for all χ ∈ C∞0 (R) . Therefore we can use a dyadic partition of unity in the
momentum variable, χ = (χ`)`∈N , like in Subsection 6.3.2. This will be used
for the two metrics g˜ = g and g˜ = g0:
χ`(q, p) = χ˜1(2
−`|p|g˜(q)) for ` ∈ N∗ , χ0(q, p) = χ˜0(|p|g˜(q)) ,
χ˜0 ∈ C∞0 (R) , χ˜1 ∈ C∞0 ((0,+∞)) ,∑
`∈L
χ2`(q, p) ≡ 1 , L = N .
The equivalence of norms(∑
`∈L ‖χ`u‖2L2(Q;Hs′ )
‖u‖2
L2(Q;Hs′)
)±1
≤ Cg,χ,s′ , s′ ∈ R ,(∑
`∈L ‖χ`u‖2Hs(Q;H0)
‖u‖2
Hs(Q;H0)
)±1
≤ Cg,χ,s , s ∈ [−1, 1] ,
are given by Lemma 6.7 and Lemma 6.8.
With ∂X = Td−1 × Rd , the two metrics g and g0 coincide and the traces
satisfy
‖γ‖2L2(∂X,|p1|dq′dp;f) =
∑
`∈N
‖χ`u‖2L2(∂X,|p1|dq′dp;f) .
By working with g˜ = g0 , Proposition 7.1 ensures
∀λ ∈ R , ∀w ∈ D(K±,A,g0) , ‖w‖L2(Q;H1) ≤ C‖(K±,A,g0 − iλ)w‖ .
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Therefore the result of Proposition 6.9 reads
∀u ∈ D(K±,A,g0) ,
(∑
`∈R ‖(K±,A,g0 − iλ)χ`u‖2
‖(K±,A,g0 − iλ)u‖2
)±1
≤ Cχ .
After the unitary change of variables
u(q, p) = 2−`d/2v(q,
p
2`
) , f(q, p) = 2−`d/2ϕ(q,
p
2`
) ,
the equation (K±,A,g0 − iλ)u = f , i.e. the boundary value problem{
(P±,Q,g0 − iλ)u = f
γevu = ± sign (p1)A(|p|q)γevu ,
becomes {
h−1(P h±,Q,g0 − iλh)v = ϕ
γevv = ± sign (p1)Ah(|p|q)γevv ,
where P h±,Q,g0 , OhQ,g0 and Ah are defined according to the following general
definition.
Definition 7.2. For a metric g˜ on (−∞, 0] × Q′ or R × Q′ with Q′ = Td
which satisfies (70)(71), a bounded operator A on L2(∂X, |p1|dq′dp; f) and
h > 0 , we set
P h±,Q,g˜ = ±
√
hYE +OhQ,g˜ , h = 2−2` , (81)
OhQ,g˜ =
1
2
[−h2∆p + |p|2g˜(q)] = 12 [−h2∂Tp g˜(q)∂p + pT g˜−1(q)p] ,(82)
and Ah(|p|g˜(q)) = A(h− 12 |p|g˜(q)) . (83)
The operator Kh±,A,g0 = P
h
±,Q,g0
, with the domain D(Kh±,A,g0) character-
ized by
u ∈ L2(Q;H1) , P h±,Q,g0u ∈ L2(X, dqdp; f),
γu ∈ L2(∂X, |p1|dq′dp; f) ,
γoddu = ± sign (p1)Ahγevu
is maximal accretive with[
‖g1/20 (q)(h∂p)v‖2 + ‖g−1/20 (q)pv‖2
]
2
+
√
hRe 〈γevv , Ahγevv〉L2(∂X,|p1|dq′dp;f)
= Re 〈u , Kh±,A,g0u〉 .
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Actually, h−1Kh±,A,g0 is by construction unitarily equivalent to K±,A,g0 , stud-
ied in Proposition 7.1.
The other estimates of Proposition 7.1 now say
〈λ〉 14h3/4‖γv‖L2(∂X,|p1|dpdq′;f) + 〈λ〉
1
2h‖v‖+ 〈λ〉 14
√
h [‖h∂pv‖+ ‖pv‖]
+ C−1t 〈λ〉νh‖u‖Ht(Q;H0) ≤ C‖(Kh±,A,g0 − iλh)u‖ (84)
for all λ ∈ R and all u ∈ D(Kh±,A,g0) , with (ν, t) ∈
{
1
4
}× [0, 1
9
) when A 6= 0
and (ν, t) = (0, 2
3
) when A = 0 .
Similarly for Φ ∈ C∞b ((−∞, 0]) such that Φ(0) = 0 , the estimates
‖Φ(q1)OhQ,g0u‖ ≤ C‖Φ‖L∞‖(Kh±,A,g0 − iλh)u‖+ CΦh‖u‖ (85)
holds for all λ ∈ R and all u ∈ D(Kh±,A,g0) .
7.3.2 A perturbative result for Kh±,A,g0
Remember Q = (−∞, 0]× Td and g0 = 1⊕m(q′) .
We shall consider now a perturbation of the operator P h±,Q,g0:
P h±,Q,g0(T ) = ±
√
h
[YE + pibi(q)θ(|p|g0(q)) + Sijk (q)θ(|p|g0(q))pipj∂pk]
+
−(h∂p)T (g0(q) + T1(q))(h∂p) + pT (g−10 (q) + T2(q)p
2
,
with YE = gij0 (q)pi∂qj −
1
2
∂qkg
ij
0 (q)pipj∂pk
= p1∂q1 +m
ij(q′)p′i∂q′j −
1
2
∂q′km
ij(q′)p′ip
′
j∂p′k ,
indexed by
T = (b, S, θ, T1, T2) .
The collection T fullfills the following assumptions
b ∈ L∞(Q;Rd) , S ∈ L∞(Q;Rd3) ,
θ ∈ C∞0 ([0, 2Rθ)) , 0 ≤ θ ≤ 1 , θ ≡ 1 in [0, Rθ] , Rθ ≥ 1
T1,2 = T
T
1,2 ∈ L∞(Q;Md(R)) ,
‖T1,2‖L∞ ≤ εT , |T1,2(q)| ≤ CT |q1| .
(86)
112
Proposition 7.3. Let T = (b, S, θ, T1, T2) satisfy (86).
There exists εm,A > 0 fixed by the metric g0 = 1 ⊕⊥ m(q′) and the oper-
ator A , such that the operator Kh±,A,g0(T ) = P h±,Q,g0(T ) , with the domain
D(Kh±,A,g0(T )) = D(Kh±,A,g0) , satisfies the following properties uniformly
w.r.t h ∈ (0, 1] for some constant C(T ) , as soon as εT ≤ εm,A .
The operator C(T )√h+Kh±,A,h(T ) is maximal accretive with
Re 〈v , Kh±,A,g0(T )v〉 ≥
√
hRe 〈γevv , Ahγevv〉L2(∂X,|p1|dq′dp;f)
±
√
hRe 〈v , pibi(q)θ(|p|g0(q))v〉 ∓
√
h
2
〈v , Sijk (q)[∂pk(pipjθ(|p|g0(q))]v〉
+
‖(g0 + T1)1/2(q)(h∂p)v‖2 + ‖(g−10 + T2)1/2(q)pv‖2
2
.
By taking (ν1, ν2, ν3, t) ∈
{
(1
8
, 1
8
, 3
4
)
}× [0, 1
18
) when A 6= 0 and (ν1, ν2, ν3, t) =
(0, 1
4
, 5
4
, 1
3
) when A = 0 , there exists a constant C ′t > 0 such that
N(v, λ, t, h) = 〈λ〉 14h‖v‖+〈λ〉 18
√
h [‖h∂pv‖+ ‖pv‖] + C ′−1t 〈λ〉ν1h‖u‖Ht(Q;H0)
+ 〈λ〉ν2hν3‖γv‖L2(∂X,|p1|dq′dp;f)
is estimated as follows.
When h = 1 and D(K1±,A,g0(T )) = D(K±,A,g0) ,
∀v ∈ D(K±,A,g0) , ∀λ ∈ R ,
N(v, λ, t, 1) ≤ C(T ) [‖(K1±,A,g0(T )− iλ)v‖+ ‖v‖] .
When h ≤ 1
C(T )
, the operator Kh±,A,g0(T ) + θ(4R2θ|p|g0(q))− 1C(T ) is maximal
accretive with
∀v ∈ D(KA,h) , ∀λ ∈ R ,
N(v, λ, t, h) ≤ C(T )‖(Kh±,A,g0(T ) + θ(4R2θ|p|g0(q))− iλh)v‖ .
Proof. When ‖T1,2‖L∞ ≤ εT is small enough (g0 + T1)(q) and (g−10 + T2)(q)
are uniformly positive. The lower bound for Re 〈v , Kh±,A,g0(T )v〉 comes from
the integration by part identity for Kh±,A,g0 (the rescaled version of K±,A,g0)
after
Kh±,A,g0(T )−Kh±,A,g0 = ±
√
hpib
i(q)θ(|p|g0(q))±
√
hSijk (q)pipjθ(|p|g0(q))∂pk
+
−(h∂p)TT1(q)(h∂p) + pTT2(q)p
2
,
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where the right-hand side is a vertical operator sending L2(Q;H1) into its
dual L2(Q;H−1) with
[Sijk (q)pipjθ(|p|g0(q))∂p]∗ = −Sijk (q)pipjθ(|p|g0(q))∂p − Sijk (q)∂pk [pipjθ(|p|g0(q))] .
This proves the accretivity of C1(T )
√
h + Kh±,A,g0(T ) owing to the cut-off
function θ , when C1(T ) is chosen large enough.
More precisely, this inequality also implies
Re 〈v , [θ(4R2θ|p|g0(q)) +Kh±,A,g0(T )]v〉 ≥ 12〈v , [θ(4R2θ|p|g0(q)) + pT (g−10 + T2)pv]〉
−C1(T )
√
h‖v‖2
≥ 1
C2(T )‖v‖
2 ,
for C2(T )-large enough, when h ≤ h(T ) .
With the cut-off θ , with the estimate (85) and our assumption on T1 and
T2 , K
h
±,A,g0
(T ) is a relatively bounded perturbation of Kh±,A,g0 with rela-
tive bound a < 1 as soon as εT ≤ εm,A and εm,A is chosen small enough
(the constant C in (85) is fixed by the metric g0 = 1 ⊕ m and A) . Hence
C1(T )
√
h +Kh±,A,g0(T ) is a maximal accretive operator.
We still have to check the upper bound for N(v, λ, t, h) .
Case 1 (h = 1): We already know that
∀u ∈ D(K±,A,g0) , N(u, λ, t, 1) ≤ Cm,A‖(K±,A,g0 − iλ)u‖
while
‖(K1±,A,g0(T )−K±,A,g0)u‖ ≤ C3(T )‖u‖L2(Q;H1) + ‖ΦT (q1)OQ,g0u‖
for some function ΦT ∈ C∞0 ((−∞, 0]) such that ΦT (0) = 0 and ‖ΦT‖L∞ ≤
CmεT . Again the estimate (85) provides
‖ΦT (q1)OQ,g0u‖ ≤
1
2
‖(K±,A,g0 − iλ)u‖+ C ′T,m,A‖u‖ ,
when εT ≤ εm,A if εm,A is chosen small enough. Meanwhile the lower bound
for Re 〈u , K1±,A,g0(T )u〉 provides
‖u‖2L2(Q;H1) ≤ C3(T )
[‖u‖+ ‖(K1±,A,g0(T )− iλ)u‖]
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when C3(T ) is chosen large enough. This yields
N(u, λ, t, 1) ≤ C4(T )
[‖u‖+ ‖(K1±,A,g0(T )− iλ)u‖] .
Case 2 (h ≤ h(T )): We shall distinguish the case (b, S) = (0, 0) from the
general case, with the notations T0 = (0, 0, θ, T1, T2) , T = (b, S, θ, T1, T2) .
For C5(T ) large enough we know that (Kh±,A,g0(T )− z)−1 and (Kh±,A,g0(T0)−
z)−1 are well defined for Re z ≤ −C5(T )
√
h . The proof relies on the second
resolvent formula
(Kh±,A,g0(T0)− z)−1 − (Kh±,A,g0(T )− z)−1
= (Kh±,A,g0(T0)− z)−1B(Kh±,A,g0(T )− z)−1 (87)
with
B = ±
[√
hpib
i(q)θ(|p|g0(q)) +
[Sijk (q)θ(|p|g0(q))pipj(h∂pk)]√
h
]
.
after considering the case (b, S) = (0, 0) .
For b = 0 , S = 0: Take the quantity (84),
N2(v, λ, t, h) = 〈λ〉 12h‖v‖+〈λ〉 14
√
h [‖h∂pv‖+ ‖pv‖]+C−12t 〈λ〉2ν1h‖u‖H2t(Q;H1)
+ 〈λ〉 14h3/4‖γv‖L2(∂X,|p1|dq′dp;f) ,
where (2ν1, 2t) ∈
{
1
4
}× [0, 1
9
) when A 6= 0 and (2ν1, 2t) = (0, 23) when A = 0 .
We know
∀v ∈ D(Kh±,A,g0) , N2(v, λ, t, h) ≤ C‖(Kh±,A,g0−iλh)v‖ ≤ C‖(Kh±,A,g0−z)v‖
for z = −2C5(T ) + iλ , λ ∈ R . Like in Case 1 , our assumptions on T1, T2
imply that the difference
(Kh±,A,g0(T0)−Kh±,A,g0)v =
−(h∂p)TT1(q)(h∂p) + pTT2(q)p
2
v
satisfy
‖(Kh±,A,g0(T0)−Kh±,A,g0)v‖ ≤ Cg‖ΦT (q1)OhQ,g0v‖
for some function ΦT ∈ C∞0 ((−∞, 0]) such that ΦT (0) = 0 and ‖ΦT‖L∞ ≤
CmεT . The estimate (85) implies
‖(Kh±,A,g0(T0)−Kh±,A,g0)v‖ ≤
1
2
‖(Kh±,A,g0 − iλ)v‖+ CT,m,A‖v‖
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if εm,A > 0 is chosen small enough (εT ≤ εm,A) . We infer
N2(v, λ, t, h) ≤ 2C‖(Kh±,A,g0(T0)− iλh)v‖+ 2CT,m,A‖v‖
≤ C6(T )‖(Kh±,A,g0(T0)− z)v‖
when Re z ≤ −2C5(T ) .
L2-estimates for general (b, S, v): The condition Re z ≤ −2C5(T ) ,implies
z 6∈ σ(Kh±,A,g0(T0) ∪ σ(Kh±,A,g0(T ) ,
and
〈λ〉 14h1/2‖v‖ ≤ (C5(T ) + 〈λ〉 12h)‖v‖
≤ C5(T )‖v‖+N2(v, λ, t, h)
≤ C7(T )‖(Kh±,A,g0(T0)− z)v‖ ,
while the lower bound for Re 〈v , Kh±,A,g0(T )v〉 also gives
‖h∂pv‖+ ‖pv‖ ≤ C7(T )‖(Kh±,A,g0(T )− z)v‖ ,
for some C7(T ) large enough and all v ∈ D(Kh±,A,g0) .
Put in the second resolvent formula (87), where the worst term in B is
h−
1
2 (h∂p) , this implies
‖(Kh±,A,g0(T )− z)−1‖ ≤ C7(T )‖(Kh±,A,g0(T0)− z)−1‖ ×[
h−1/2‖(h∂p) ◦ (Kh±,A,g0(T )− z)−1‖+ 1
]
≤ C8(T )
2
[
h−1〈λ〉−1/4 + h−1/2〈λ〉−1/4]
≤ C8(T )h−1〈λ〉−1/4 ,
for all z such that Re z ≤ −2C5(T ) .
H t(Q;H0)-estimate for general (b, S, v): The estimate
C5(T )‖v‖+N2(v, λ, t, h) ≤ C7(T )‖(Kh±,A,g0(T0)−z)v‖ , Re z ≤ −2C5(T ) ,
implies, with the interpolation inequality ‖u‖Ht(Q;H0) ≤ κt‖u‖1/2‖u‖1/2H2t(Q;H0) ,
〈λ〉ν1h1/2‖v‖Ht(Q;H0) ≤ κtC2t
[
C5(T )‖v‖+ C−12t 〈λ〉2ν1h‖u‖H2t(Q;H0)
]
≤ κtC2t
[
C5(T )‖v‖+ C−12t 〈λ〉2ν1h‖u‖H2t(Q;H0)
]
≤ κtC2tC7(T )‖(Kh±,A,g0(T0)− z)v‖ .
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Applying again the second resolvent formula (87) leads to
C ′t‖(Kh±,A,g0(T )− z)−1f‖Ht(Q;H0) ≤ C9(T )〈λ〉−ν1h−1‖f‖ ,
for some new function t ∈ [0, 1
18
) → C ′t , when Re z ≤ −2C5(T ) and f ∈
L2(X, dqdp; f) .
Rough trace estimates for general (b, S, v): The following argument
holds for both cases A = 0 and A 6= 0 . The inequality
〈λ〉 14h 34‖γevv‖L2(∂X,|p1|dq′dp;f) ≤ N2(v, λ, t, h) ≤ C7(T )‖(Kh±,A,g0(T0 − z)v‖
for v ∈ D(Kh±,A,g0) and Re z ≤ −2C5(T ) can be written
‖γ(Kh±,A,g0(T0)− z)−1f‖L2(∂X,|p1|dq′dp;f) ≤ C7(T )〈λ〉−
1
4h−
3
4‖f‖ ,
with f ∈ L2(X, dqdp; f) . Inserted in the second resolvent formula (87), this
implies
‖γ(Kh±,A,g0(T )− z)−1f‖L2(∂X,|p1|dq′dp;f) ≤ C10(T )〈λ〉−
1
4h−
5
4‖f‖ ,
when Re z ≤ −2C5(T ) . Especially in the case A = 0 , this proves the
upper bound of 〈λ〉ν2hν3‖γv‖L2(∂X,|p1|dq′dp;f) with (ν2, ν3) = (14 , 54) when v ∈
D(Kh±,A,g0(T )) = D(Kh±,A,g0) .
Using the integration by part inequality for general (b, S, v): For
Re z ≤ −2C5(T ) , the lower bound for Re 〈v , Kh±,A,g0(T )v〉 leads to
‖v‖‖(Kh±,A,g0(T )− z)v‖ ≥ Re 〈v , (Kh±,A,g0(T ) + 2C5(T ))v〉
≥
√
hRe 〈γevv , Ahγevv〉L2(∂X,|p1|dq′dp);f
+
1
C11(T )
[‖h∂pv‖2 + ‖pv‖2] .
From
‖v‖ ≤ C8(T )〈λ〉− 14h−1‖(Kh±,A,g0(T )− z)v‖ ,
we deduce
‖h∂pv‖+ ‖pv‖ ≤
√
2C11(T )C8(T )〈λ〉− 18h− 12‖(Kh±,A,g0(T )− z)v‖
for all v ∈ D(Kh±,A,g0(T )) = D(Kh±,A,g0) .
When A 6= 0 , this improves the estimate for ‖γv‖L2(∂X,|p1|dq′dp;f) with
cA
2(1 + ‖A‖2)‖γv‖
2
L2(∂X,|p1|dq′dp;f)
≤ 〈γevv , Ahγevv〉
≤ C8(T )〈λ〉− 14h− 32‖(Kh±,A,g0(T )− z)v‖2 ,
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and we can take the pair of exponents (ν2, ν3) = (
1
8
, 3
4
) .
Summary: We have proved
N(v, λ, t, h) ≤ C12(T )‖(Kh±,A,g0(T )− z)v‖
when v ∈ D(Kh±,A,g0) and Re z ≤ −2C5(T ) and C12(T ) is large enough. Take
for C12(T ) , the maximum value of all the intermediate Ck(T ) and 2(1+‖A‖2)cA
when A 6= 0 .
Taking z = iλ for Kh±,A,g0(T ) + θ(4R2θ|p|g0(q)): The operator θ(4R2θ|p|g0(q))
is a bounded perturbation of Kh±,A,g0(T ) such that
Re 〈v , [Kh±,A,g0(T ) + θ(4R2θ|p|g0(q))]v〉 ≥ 1C2(T )‖v‖2 ,
when h ≤ h(T ) . This implies
‖(Kh±,A,g0(T ) + θ(4R2θ|p|g0(q))− iλ)v‖ ≥
1
C2(T )‖v‖
Therefore there exists C13(T ) such that
C13(T )‖(Kh±,A,g0(T ) + θ(4R2θ|p|g0(q))− iλ)v‖
≥ C12(T )‖(Kh±,A,g0(T ) + 2C5(T )− iλ)v‖ ≥ N(v, λ, t, h) .
We finally take
C(T ) = max
{
1
h(T ) , C12(T ) , C13(T )
}
,
where C12(T ) depends on A in the case A 6= 0 .
7.4 General local metric on half-cylinders
We prove the maximal accretivity and subelliptic estimates for Kramers-
Fokker-Planck operators on Q = (−∞, 0] × Q′ , Q′ = Td−1 , endowed with
metric g = 1⊕m(q1, q′) which fulfill (70)(71) without the condition ∂q1m ≡ 0 .
Actually we shall work locally near Q′ = {q1 = 0} and introduce a parameter
ε > 0 to be fixed within the proof. The partial metricm(q1, q′) can be written
m(q1, q′) = m0(q
′) + q1m˜(q1, q′) ,
with m˜ ∈ C∞0 (Q;Md−1(R)) .
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Since we are interested in the problem near the boundary, we can replace
m(q1, q′) by
mε(q
1, q′) = m0(q
′) + χm(
q1
ε
)q1m˜(q1, q′) ,
with χm ∈ C∞0 ((−1, 0]) , χm ≡ 1 in a neighborhood of supp m˜ , so that
g1 = g while g0 = 1 ⊕m0(q′) satisfies ∂q1m0 ≡ 0 . The metrics m and mε (
resp. g and gε) coincide in {|q1| ≤ Cgε} . In all our estimates, the constants
determined by the metric g and independent of ε ∈ [0, 1] will be denoted
with a subscript g while the dependence with respect to ε for the metric gε
will be traced carefully.
The usefull properties of the metric gε for ε ∈ [0, 1] are summarized by
gε =
(
1 0
0 mε(q
1, q′)
)
, mε(0, q
′) = m0(q
′) ,
mε(q
1, q′)−mε(0, q′) ∈ C∞0 (Q;Md−1(R)) ,
supp
[
mε(q
1, q′)−mε(0, q′)
] ⊂ {|q1| ≤ Cgε}
|∂qmε(q)| ≤ Cg , |mε(q1, q′)−mε(0, q′)| ≤ Cg|q1| ≤ Cgε .
The spaces Hs(Q;Hs′) do not depend on gε but their norms ‖u‖Hs(Q;Hs′),gε
do. The above estimates ensures the uniform equivalence of norms(
‖u‖Hs(Q;Hs′ ),gε
‖u‖Hs(Q;Hs′),g0
)±1
≤ Cs,s′ when (s, s′) ∈ [−1, 1]× R ,
and since only the case s ∈ [−1, 1] occurs, we keep the notation ‖u‖Hs(Q;Hs′)
without specifying the metric. The choice of the norm ‖u‖L2(Q;H1) in the
integration by parts inequality (or identity) will be clear from the context.
With gε(0, q
′) = m0(q
′) , the scalar product 〈γ , γ′〉L2(∂X,|p1|dq′dp;f) does not
depend on ε .
The operator A involved in the boundary condition satisfies Hypothesis 4
and (73) and is denoted A(|p|q) . The notations Ah , OhQ,gε and P h±,Q,gε are
the ones of Definition 7.2 with A = A1 , O1Q,gε = OQ,gε and P 1±,Q,gε = P±,Q,gε .
The result of this section is
Proposition 7.4. Assume that A fulfills Hypothesis 4 and (73). There exists
εg > 0 such that for ε ≤ εg the conclusions of Theorem 1.1 and Theorem 1.2
are true when Q = (−∞, 0]× Td−1 is endowed with the metric gε .
119
This will be done in several steps: We first prove that for ε ≤ εg small
enough, K±,A,gε is maximal accretive with most of the subelliptic estimates of
Theorem 1.1 and Theorem 1.2. Then we prove the estimate of ‖Φ(q)OQ,gεu‖ ,
the equality K∗±,A,gε = K∓,A∗,gε and the density of D(X, j) in D(K±,0,gε) .
7.4.1 Maximal accretivity and first subelliptic estimates
Assuming Hypothesis 4 and (73) for A , the domain of K±,A,gε is now defined
without prescribing a global estimate for γu:
D(K±,A,gε) =

u ∈ L2(Q;H1) , P±,Q,gu ∈ L2(X, dqdp; f) ,
γu ∈ L2loc(∂X, |p1|dq′dp; f) ,
γoddu = ± sign (p1)Aγevu .
 (88)
Proposition 7.5. Assume that A fulfills Hypothesis 4 and (73) and that
Q = (−∞, 0]× Td−1 is endowed with the metric gε .
There exists εg > 0 such that the following properties hold when ε ≤ εg .
The operator K±,A,gε−d2 , with K±,A,gεu = P±,Q,gεu and the domainD(K±,A,gε)
given according to (88) is maximal accretive.
When suppu ⊂ {gijε (q)pipj ≤ R2u} for some Ru ∈ (0,+∞) , u ∈ D(K±,A,gε)
is equivalent to u ∈ D(K±,A,g0) . The set of such u’s is dense in D(K±,A,gε)
endowed with its graph norm.
The identity
‖u‖2L2(Q;H1)+Re 〈γevu , Aγevu〉L2(∂X,|p1|dq′dp;f) = Re 〈u , (
d
2
+K±,A,gε)u〉 , (89)
where the left-hand side is larger thant d‖u‖2 , holds for all u ∈ D(K±,A,gε) .
The adjoint of K∗±,A,gε equals K∓,A∗,gε .
By taking (ν1, ν2, ν˜3, t) ∈
{
(1
8
, 1
8
, 0)
}× [0, 1
18
) when A 6= 0 , and (ν1, ν2, ν˜3, t) =
(0, 1
4
,−1, 1
3
) when A = 0 , there exist a constant Ct > 0 and a constant C > 0
independent of t , such that the quantity
Nt,gε(u, λ) = 〈λ〉
1
4‖u‖+ 〈λ〉 18‖u‖L2(Q;H1) + C−1t 〈λ〉ν1‖u‖Ht(Q;H0)
+ 〈λ〉ν2‖(1 + |p|q)ν˜3γu‖L2(∂X,|p1|dq′dp;f) (90)
is less than C‖(K±,A,gε − iλ)u‖ , for all u ∈ D(K±,A,gε) and all λ ∈ R .
When T = (b, S, T1, T2, θ) fulfills the conditions (86), P h±,Q,g0(T ) (resp.
Kh±,A,g0(T )) denotes the perturbation of P h±,Q,g0 (resp. Kh±,A,g0) studied in
Subsection 7.3.2.
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Lemma 7.6. Consider the ball
BR =
{
gijε (q)pipj ≤ R2
}
, R ∈ (0,+∞) ,
and the unitary change of variable
(Ugεv)(q, p) = det(Ψ(q))
−1/2v(q,Ψ(q)−1p) , (91)
Ψ(q) = gε(q)g0(q)
−1 . (92)
There exists T = (b, S, T1, T2, θ) fulfilling the conditions (86), with Rθ =
CgR and εT ≤ Cgε , such that
K±,A,gεu = UgεK
1
±,A,g0
(T )U∗gεu ,
for all u ∈ D(K±,A,gε) with supp u ⊂ BR .
There exists a constant CR,gε independent of (λ, t, u) such that the quantity
(90) is estimated by
Nt,gε(u, λ) ≤ CR,gε [‖(K±,A,gε − iλ)u‖+ ‖u‖] .
for all λ ∈ R and all u ∈ D(K±,A,gε) such that supp u ⊂ BR . Moreover the
integration by parts identity (89) holds for such u’s.
Proof. The unitary change of variable
u(q, p) = (Ugεv)(q, p) = det(Ψ(q))
−1/2v(q,Ψ(q)−1p)
= det(µ(q))−1/2v(q, p1, µ(q)
−1p′) ,
Ψ(q) = gε(q)g0(q)
−1 = gε(q
1, q′)g(0, q′)−1 =
(
1 0
0 µ(q)
)
µ(q) = mε(q)m0(q)
−1 = mε(q
1, q′)m0(q
′)−1 ,
does not change the functional spaces L2(Q;Hs′) , s′ ∈ R , L2(∂X, |p1|dq′dp) ,
nor the traces of γevu and γoddu because µ(q) = IdRd−1 when q
1 = 0 .
The norms of Ugε and U
−1
gε as a bounded operator in L
2(Q;Hs′) are uni-
formly bounded by Cs′,g ≥ 1 when ε ∈ (0, εg] . The support condition
supp u ⊂ {gijε (q)pipj ≤ R2} tranformed into supp v ⊂
{
gij0 (q)pipj ≤ R2θ
}
for
Rθ ≤ CgR . A direct calculation gives
U−1gε P±,Q,gεUgε = P±,Q,g0 ± pibi(q)± Sijk (q)pipj∂pk
+
−(∂p)TT1(q)(∂p) + pTT2(q)p
2
,
with T1(q) = g0(q)[gε(q)
−1 − g0(q)−1]g0(q) ,
T2(q) = g0(q)
−1[gε(q)− g0(q)]g0(q)−1 ,
‖b‖L∞ + ‖S‖L∞ ≤ Cg .
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The support condition on u (and v) allows to replace pib
i(q) by θ(|p|g0(q))pibi(q)
and Sij(q)pipj∂pk by S
ij(q)θ(|p|g0(q))pipj∂pk .
We also deduce
|T1(q)|+ |T2(q)| ≤ Cg|q1| ≤ Cgε .
Since Ψ(q) = IdRd along {q1 = 0} , the traces are not changed and the bound-
ary condition for u ∈ D(K±,A,gε) becomes v ∈ D(K±,A,g0) = D(K1±,A,g0(T )) .
We are exactly in the case of Proposition 7.3 with h = 1 , as soon as ε ≤ εg
for εg small enough. With
U−1g K±,A,gUgεv = K
1
±,A,g0(T )v ,
the estimate ofNt,gε(u, λ) ≤ CR,gεN(v, λ, t, h = 1) is given by Proposition 7.3.
For the identity (89), assume supp u ⊂ BR and compute
Re 〈u , [d
2
+K±,A,g]u〉 − ‖u‖2L2(Q;H1) − Re 〈γevu , Aγevu〉L2(∂X,|p1|dq′dp;f)
= Re 〈v , [d
2
+K1±,A,g0(T )]v〉 − ‖u‖2L2(Rd−;H1)
−Re 〈γevv , Aγevv〉L2(∂X,|p1|dq′dp;f)
= ±〈v , pibi(q)v〉 ∓ 1
2
〈v , (Skjk (q)pj + Sikk (q)pi)v〉 .
The same computation done for u ∈ C∞0 (X ; f) leads to a vanishing right-
hand side. Since this right-hand side is continuous on L2(Q;H1) , it always
vanishes when u ∈ D(K±,A,gε) ⊂ L2(Q;H1) and supp u ⊂ BR .
Lemma 7.7. Consider the shell
SR,` =
{
R−222` ≤ gijε (q)pipj ≤ R222`
}
, R ∈ (0,+∞) , ` ∈ N ,
and the unitary change of variable Ugε,` = UgεV` where Ugε is defined by
(91)(92) and V`w = 2
−`d/2w(q, 2−`p) .
There exists T = (b, S, T1, T2, θ) fulfilling the conditions (86), with Rθ = CgR
and εT ≤ Cgε , such that
K±,A,gεu =
1
h
Ugε,`
[
θ(4R2θ|p|g0(q)) +Kh±,A,g0(T )
]
U∗gε,`u , h = 2
−2` .
for all u ∈ D(K±,A,gε) with supp u ⊂ SR,` .
There exists two constants CR,gε and `R,gε , independent of (λ, t, u, `) , such
that the quantity (90) is estimated by
Nt,gε(u, λ) ≤ CR,gε‖(K±,A,gε − iλ)u‖ ,
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for all λ ∈ R for all u ∈ D(K±,A,gε) such that supp u ⊂ SR,` as soon as
` ≥ `R,gε .
Moreover the operator θ(4R2θ|p|g0(q))+Kh±,A,g0(T ) , with h = 2−2` , is maximal
accretive when ` ≥ `R,gε .
Proof. We start with the same unitary change of variable Ugε as in Lemma 7.6.
With u = Ugεv one gets
U−1gε K±,A,gεUgεv = K
1
±,A,g0
(T`)v
where T` equals (b, S, T1, T2, θ(2−`.)) while T = (b, S, T1, T2, θ) satisfies the
same conditions as in Lemma 7.6. Additionally one can choose εg > 0 small
enough and Rθ ≤ CgR such that supp u ⊂ SR,` implies
supp v ⊂ {R−2θ 22` ≤ gij0 (q)pipj ≤ R2θ22`} .
The function v is supported in
{
1 ≤ Rθ2−`|p|g0(q) ≤ R2θ
}
while θ(4R2θ2
−`|p|g0(q))
is supported in
{
Rθ2
`|p|g0(q) ≤ 12
}
. We obtain
U−1gε K±,A,gεUgεv =
[
θ(4R2θ2
−`|p|g0(q)) +K1±,A,g0(T`)
]
v
The unitary change of variable v = V`w = 2
−`d/2w(q, 2−`p) gives
V −1` U
−1
gε K±,A,gεUgεV`w =
1
h
[
θ(4R2θ|p|g0(q)) +Kh±,A,g0(T )
]
w
with h = 2−2` . After noticing that Nt,gε(u, λ) ≤ Cgε,RN(v,λ,t,h)h with h = 2−2` ,
it suffices to take Ugε,` = UgεV` and to apply the subelliptic estimates of
Proposition 7.3 for Kh±,A,g0(T ) − iλh which are valid for h ≤ 1C(T ) small
enough.
The maximal accretivity of
[
θ(4R2θ|p|g0(q)) +Kh±,A,g0(T )
]
was also checked in
Proposition 7.3 for h ≤ 1
C(T )
, which means simply ` ≥ `R,gε .
Proof of Proposition 7.5:
We fix ε ≤ εg with εg small enough so that Lemma 7.6 and Lemma 7.7 apply .
The cylinder Q = (−∞, ]×Td is then endowed with the metric gε . The quan-
tities |p|gε(q) and |p|g0(q) satisfy uniformly with respect to (q, ε) ∈ Q′× [0, εg] ,(
|p|gε(q)
|p|g0(q)
)±1
≤ (1 + Cgε) .
Dyadic partition of unity: The dyadic partition of unity χ = (χ`)`∈N with
N is given like in Paragraph 6.3.2 by χ0(q, p) = χ˜0(|p|gε(q)) and χ`(q, p) =
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χ˜1(2
−`|p|gε(q)) with
∑
`∈N χ
2
` ≡ 1 . The cut-off functions χ˜0 and χ˜1 are as-
sumed to be supported respectively in
{|p|gε(q) ≤ R0} and {R−11 ≤ |p|gε(q) ≤ R1}
for some R1 ≥ 1 .
By applying Lemma 7.7 with R = 2R1 , there exists `χ,gε = `2R1,gε ≥ 1 and
T1 = (b, S, T1, T2, θ) such that for ` ≥ `χ,gε the operator
K±,A,gε,` =
1
h
Ugε,`
[
θ(4R2θ|p|g0(q)) +Kh±,A,g0(T1)
]
U∗g,` , h = 2
−2` ,
is maximal accretive while the condition (73) ensures
∀` ≤ `χ,gε , (u ∈ D(K±,A,gε))⇒ (χ`u ∈ D(K±,A,gε) ⊂ D(K±,A,gε,`)) ,
∀u ∈ D(K±,A,gε) , K±,A,gεχ`u = K±,A,gε,`χ`u .
Moreover, there exists a constant C1χ,gε independent of ` ≥ `χ,gε such that
Nt,gε(χ`u , λ) ≤ C1χ,gε‖(K±,A,gε,` − iλ)χ`u‖
holds for all (u, λ) ∈ D(K±,A,gε)× R and all ` ≥ `χ,gε .
We now replace N by L = {−1}∪{` ≥ `χ,gε} and set χ2−1 =
∑`2R1,gε−1
`=0 χ
2
` . All
the results of Paragraph 6.3.2, namely Lemma 6.7, Lemma 6.8 and Proposi-
tion 6.9, still hold with L = N replaced by L = {−1} ∪ {` ≥ `χ,gε} .
Again when u ∈ D(K±,A,gε) the condition (73) ensures χ−1u ∈ D(K±,A,gε)
while suppχ−1u ⊂
{|p|gε(q) ≤ R12`χ,gε−1} . By Lemma 7.6 applied with
R = R12
`χ,gε , there exists T−1 = (b, S, T1, T2, θ−1) and a constant C2χ,gε > 0
such that
C2χ,gε +K±,A,gε,−1 = Ugε(C
2
χ,gε +K±,A,g0(T−1))U∗gε
is maximal accretive, and the relations
K±,A,gεχ−1u = K±,A,gε,−1χ−1u ,
Nt,gε(χ−1u, λ) ≤ C2χ,gε‖(K±,A,gε,−1 + C2χ,gε − iλ)χ−1u‖ ,
hold for all (u, λ, t) ∈ D(K±,A,gε) × R × [0, 118) when A 6= 0 (take t = 13 for
the case A = 0) .
Domain and subelliptic estimate: Take C ≥ C2χ,gε and λ ∈ R . By
definition u ∈ D(K±,A,gε) means
‖u‖2L2(Q;H1) + ‖(P±,Q,gε + C − iλ)u‖2 + ‖γoddu‖2L2(∂X;|p1|dq′dp;f) < +∞ ,
γevu ∈ L2loc(∂X, |p1|dq′dp; f) γoddu = sign (p1)A(|p|q)γoddu for a.e. |p|q .
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With Proposition 6.9 applied with
∑
`∈L χ
2
` ≡ 1 , L = {−1} ∪ {` ≥ `χ,gε} ,
and P±,Q,gχ`u = K±,Q,g,`u , it means simply
∀` ∈ L , χ`u ∈ D(K±,A,gε,`) ,∑
`∈L
‖χ`u‖2L2(Q;H1) + ‖(K±,Q,gε + C − iλ)χ`u‖2
+ ‖γoddχ`u‖2L2(∂X;|p1|dq′dp;f) < +∞ .
Summing the lower bound
∑
`∈LNt,gε(χ`u, λ)
2 of ‖(K±,A,gε,` + C − iλ)χ`u‖2
after setting, R` = 2R12
` for ` ≥ `χ,gε and R` = R12`χ,gε for ` = −1 ,∑
`∈L
Nt,gε(χ`u, λ)
2 ≤ C3χ,gε
[
‖(K±,Q,gε + C − iλ)u‖2 + ‖u‖2L2(Q;H1)
]
.
It contains (1 + |p|)ν˜3γu ∈ L2(∂X ; |p1|dq′dp; f) with ν˜3 = −1 (resp. ν˜3 =
0) when A = 0 (resp. A 6= 0). The summation of ‖χ`u‖2L2(Q;H1) and
‖χ`u‖2Ht(Q;H0) are estimated from below by Lemma 6.7 and Lemma 6.8 so
that
〈λ〉 14‖u‖2L2(Q;H1) ≤ Nt,gε(u, λ)2 ≤ C3χ,gε
[
‖(K±,Q,gε + C − iλ)u‖2 + ‖u‖2L2(Q;H1)
]
.
Taking λ0 large enough implies
∀u ∈ D(K±,A,gε) , Nt,gε(u, λ) ≤ C4χ,gε‖(K±,A,gε + C − iλ)u‖ ,
for all u ∈ D(K±,A,gε) and all λ ∈ R such that |λ| ≥ λ0 .
Approximation in D(K±,A,gε): The squared graph norm ‖u‖2+‖K±,A,gεu‖2
is equivalent to the series∑
`∈L
‖(K±,Q,gε,` + C − iλ)χ`u‖2
which is the limit of finite sums. Thus the set of u ∈ D(K±,A,gε) such that
supp u ⊂ {gijε (q)pipj ≤ R2u}
for some Ru ∈ (0,+∞) , is dense in D(K±,A,gε) endowed with the graph
norm.
Accretivity of K±,A,gε − d2 : When u ∈ D(K±,A,gε) satisfies supp u ⊂
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{gijε (q)pipj ≤ R2u} , Lemma 7.6 with R = Ru implies that u fulfills the in-
equality (89) . Since all the terms of (89) are continuous on D(K±,A,gε)
endowed with the graph norm, it is extended to all u ∈ D(K±,A,gε) . In
particular the subelliptic estimate can be written now with C = 0 and any
λ ∈ R .
Maximal accretivity: For C ≥ C2χ and λ ∈ R , all the operators K±,A,gε,`+
C − iλ are invertible. For f ∈ L2(X ; f) set v` = χ`(K±,A,gε,`+C − iλ)−1χ`f .
The subelliptic estimates of Lemma 7.6 and Lemma 7.7 imply
‖(K±,A,gε,` + C − iλ)−1χ`f‖L2(Q;H1) ≤ Cχ,gε〈λ〉−
1
8‖χ`f‖ .
With sup`′∈L ] {` ∈ L , χ`χ`′ 6= 0} ≤ Nχ , we deduce that v =
∑
`∈L v` satisfies
‖v‖2L2(Q;H1) ≤ Cχ
∑
`∈L
‖χ`(K±,A,gε,` + C − iλ)−1χ`f‖2L2(Q;H1)
≤ C ′χ,gε
∑
`∈L
‖χ`f‖2 = Cχ,gε‖f‖2 .
γv =
∑
`∈L
γv` ∈ L2loc(∂X, |p1|dq′dp; f) ,
γoddv =
∑
`
χ`γodd(K±,A,gε,` + C − iλ)−1χ`f
= ±
∑
`∈L
χ` sign (p1)A(|p|q)γodd(K±,A,gε,` + C − iλ)−1χ`f
= ± sign (p1)A(|p|q)γevv ,
by using the commutation [χ`, A] = 0 for the last line.
For any ` ∈ L , the function v` ∈ L2(Q;H1) satisfies
(P±,A,gε + C − iλ)v` = (K±,A,gε,` + C − iλ)v`
= χ2`f −
1
2
[∆p, χ`] (K±,A,gε,` + C − iλ)−1χ`f
= χ2`f +B`(K±,A,gε,` + C − iλ)−1χ`f ,
after setting B` = −12 [∆p, χ`] = −
[
(∇pχ`).∇p + (∆pχ`)2
]
. With the notations
of Paragraph 6.3.2, the operators B` are bounded in DiffP
1,−1 , uniformly
w.r.t ` ∈ L , with p− suppB` ⊂
{
R−1χ,gε2
` ≤ |p|gε(q) ≤ Rχ,gε2`
}
.
We get like in Proposition 6.9
‖
∑
`∈L
B`(K±,A,gε,` + C − iλ)χ`f‖2 ≤ C7χ,gε〈λ〉−
1
4‖f‖2 .
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For any f ∈ L2(X ; f) we have found v =∑`∈L v` ∈ D(K±,A,gε) such that
(K±,A,gε + C − iλ)v = (Id +B)f
with ‖B‖L(L2(X;f)) ≤
√
C7χ,gε〈λ〉−
1
8 . For λ large enough (Id +B) is invertible
and (K±,A,gε + C − iλ) is invertible.
7.4.2 Estimate of ‖Φ(q1)OQ,gεu‖
In the definition (90) estimated in Proposition 7.5, the quantity ‖Φ(q1)OQ,gεu‖
is missing. Actually our approach which handles non maximal subelliptic es-
timates with exponent divided by 2 in the end does not provide directly an
upper bound for it. It can be obtained in a second step by adapting the prof
of Proposition 5.10.
Proposition 7.8. Let K±,A,gε be the maximal accretive realization of P±,Q,gε
defined in Proposition 7.5 with Q = (−∞, 0] × Td−1 , ε ≤ εg small enough
and A satisfying Hypothesis 4 and (73). For any Φ ∈ C∞b ((−∞, 0]) such that
Φ(0) = 0 . There exists a constant Cgε independent of Φ and a constant Cgε,Φ
such that
‖Φ(q1)OQ,gεu‖ ≤ Cgε‖Φ‖L∞‖(K±,A,gε − iλ)u‖+ Cgε,Φ‖u‖ ,
holds for all u ∈ D(K±,A,gε) and all λ ∈ R .
Proof. We embed the manifold Q = (−∞, 0] × Q′ , Q′ = Td−1 , into Q˜ =
R × Q′ . The metric g˜ε on Q˜ is assumed to be C∞ with g˜ε
∣∣
Q
= gε and
g˜ε − g0 ∈ C∞0 (Q˜) . Due to the curvature of ∂Q the metric g˜ε is not given
by a simple symmetry argument but a C∞ extension is always possible, first
locally (see [ChPi]) and then globally with a partition of unity.
When u ∈ D(K±,A,gε) and Φ(0) = 0 , the function Φ(q1)u belongs toD(K±,Q˜,g˜ε)
and Proposition 6.10 about whole cylinders provides
‖OQ˜,g˜εΦ(q1)u‖ ≤ Cgε‖(K±,Q˜,g˜ε − iλ)Φ(q1)u‖ ,
equivalently written
‖Φ(q1)OQ,gεu‖ ≤ Cgε‖(K±,Q,gε − iλ)Φ(q1)u‖ .
We compute
(K±,Q,gε − iλ)(Φ(q1))u) = Φ(q1)(KQ,A,gε − iλ)u+ p1Φ′(q1)u ,
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in order to get
‖Φ(q1)OQ,gεu‖ ≤ C1gε‖Φ(q1)(K±,Q,gε − iλ)u‖+ C1Φ,gε‖u‖L2(Q;H1) .
But the integration by part identity (89) and the accretivity of K±,A,gε − d2
‖u‖2L2(Q;H1) ≤ ‖u‖‖(K±,A,gε +
d
2
− iλ)u‖
2‖u‖‖(K±,A,gε − iλ)u‖ ≤
[
δ‖(K±,A,gε − iλ)u‖+ δ−1‖u‖
]2
,
for all δ > 0 . Choosing δ =
C1gε‖Φ‖L∞
C1Φ,gε
leads to
‖Φ(q1)OQ,gεu‖ ≤ 2C1gε‖Φ‖L∞‖(K±,A,gε − iλ)u‖+ C2Φ,gε‖u‖ ,
with C2Φ,gε =
(C1Φ,gε )
2
C1gε‖Φ‖L∞
.
7.4.3 Adjoint
Proposition 7.9. Let K±,A,gε be the maximal accretive realization of P±,Q,gε
defined in Proposition 7.5 with Q = (−∞, 0] × Td−1 , ε ≤ εg small enough
and A satisfying Hypothesis 4 and (73). The adjoint of K±,A,gε is K∓,A∗,gε .
Proof. The adjoint A∗ of A fulfills Hypothesis 4 and (73). Thus K∓,A∗,gε is
maximal accretive and shares the same properties as K±,A,gε while replacing
A with A∗ , ± with ∓ . Take first u ∈ D(K∓,A∗,gε) and v ∈ D(K±,A,gε) such
that supp u ⊂ BRu and supp v ⊂ BRv , where we recall
BR =
{
gijε (q)pipj ≤ R2
}
.
By applying Lemma 7.6 with R = max {Ru, Rv} there exists T = (b, S, T1, T2, θ)
such that
K∓,A∗,gε = UgεK
1
∓,A∗,g0
(T )U∗gε
K1∓,A∗,g0(T ) = K∓,A∗,g0 ∓ pibi(q)θ(|p|g0(q))∓ Sijk (q)θ(|p|g0(q))pipj∂pk
+
−∂Tp T1(q)∂p + pTT2(q)p
2
,
K±,A,gε = UgεK
1
±,A,g0
(T )U∗gε
K1±,A,g0(T ) = K±,A,g0 ± pibi(q)θ(|p|g0(q))± Sijk (q)θ(|p|g0(q))pipj∂pk
+
−∂Tp T1(q)∂p + pTT2(q)p
2
.
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By setting u˜ = Ugεu ∈ D(K1∓,A∗,g0(T )) = D(K∓,A∗,g0) and v˜ = Ugεv ∈
D(K1±,A,g0(T ) = D(K±,A,g0)) , the equalityK∗±,A,g0 = K∓,A∗,g0 given in Propo-
sition 7.1 leads to
〈K∓,A∗,gεu , v〉 − 〈u , K±,A,gεv〉 = 〈K1∓,A∗,g0(T )u˜ , v˜〉 − 〈u˜ , K1±,A,gε(T )v˜〉
= ∓2〈u˜ , pibi(q)v˜〉 ± 〈u˜ , [piSijj (q) + pjSiji (q)]v˜〉 ,
where we used θ(|p|g0(q)) ≡ 1 in a neighborhood of supp u˜ ∪ supp v˜ .
The right-hand side is continuous on L2(Q;H1) . It vanishes when u, v ∈
C∞0 (X ; f) by direct calculations , and therefore when u˜ , v˜ ∈ C∞0 (X ; f) with
θ ≡ 1 in a neighborhood of supp u˜ ∪ supp v˜ . By density it always vanishes.
For u ∈ D(K∓,A∗,gε) such that supp u ⊂ BRu , Ru < +∞ , we have proved
〈K∓,A∗,gεu , v〉 = 〈u , K±,A,gεv〉
for all v ∈ D(K±,A,gε) which fulfill supp v ⊂ BRv for some Rv < +∞ . Those
v’s are dense in D(K±,A,gε) endowed with the graph norm. Therefore u ∈
D(K∗±,A,gε) . All those u’s are dense in D(K∓,A∗,gε) and we obtain K∓,A∗,gε ⊂
K∗±,A,gε . Both operators are maximal accretive and this yields the equality.
7.4.4 Density of D(X, j) in D(K±,0,gε)
When Q = (−∞, 0]× Td−1 we recall that u ∈ D(X, j) is characterized by
u ∈ C∞0 (X ; f) , γoddu = 0 , i.e. γu(q′,−p1, p′) = jγu(q′, p1, p′)
∂q1u = O(|q1|∞) .
Proposition 7.10. Within the framework of Proposition 7.5 and in the case
A = 0 , D(X, j) is dense in D(K±,0,gε) endowed with its graph norm.
Proof. Remember the notation
BR =
{
(q, p) ∈ X , gijε (q)pipj ≤ R
}
By Proposition 7.5 the set
{u ∈ D(K±,0,gε) , ∃Ru > 0 , supp u ⊂ BRu}
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is dense in D(K±,0,gε) .
By Lemma 7.6 the unitary change of variables (91)(92),
(Ugεv)(q, p) = det(Ψ(q))
−1/2v(q,Ψ(q)−1p) ,
Ψ(q) = gε(q)g0(q)
−1 ,
allows to write
K±,0,gεu = UgεK
1
±,0,g0
(T )U∗gεu
for some T = (b, S, T1, T2, θ) fixed by R > 0 as soon as supp u ⊂ BR . But
D(X, j) is dense in D(K±,0,g0) = D(K±,0,g0(T )) . Since the unitary transform
preserves the set of u ∈ C∞0 (X ; f) such that γoddu = 0 , we deduce that this
set is dense in D(K±,0,gε) endowed with its graph norm.
Let u ∈ C∞0 (X; f) satisfy γoddu = 0 . We now prove that u can be approx-
imated in D(K±,0,gε) by elements of D(X, j) . By Hadarmard’s lemma (or
Taylor expansion with integral remainder), there exists a cut-off function
χ ∈ C∞0 ((−∞, 0]) , χ ≡ 1 in a neighborhood of 0 , and v ∈ C∞0 (X, f) such that
u(q, p) = χ(q1)u(0, q′, p) + q1v(q, p) .
We take for n ∈ N∗ ,
un = u+ (1− χ(nq1))q1v(q, p) = u− χ(nq1)q1v(q, p) .
Clearly un ∈ D(X, j) for all n ∈ N∗ limn→∞ ‖un − u‖ = 0 and
P±,gεun = P±,gεu− χ(nq1)q1P±,gεv − p1
[
χ(nq1) + χ′(nq1)nq1
]
v
converges to P±,gεu in L
2(X, dqdp; f) .
7.5 Global result
We now end the proof of Theorem 1.1 and Theorem 1.2 by using a parti-
tion of unity in q . For this we assume A = A(q, |p|q) like in (5)(6)(7)(8)
or (77)(78)(79). When Q = Q unionsq ∂Q is a compact manifold or a compact
perturbation of the euclidean half-space Rd− . Every interior chart domain
diffeomorphic to a bounded domain of (−1, 1)d can be embedded in Td ,
while every boundary chart domain, diffeomorphic to a bounded domain of
(−∞, 0]× (−1, 1)d−1 can be embedded in the half-cylinder (−∞, 0]× Td−1 .
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For every q ∈ ∂Q one can find a neighborhood U of q, embedded in (−∞, 0]×
Td−1 , a metric gU ,ε of the form
gU ,ε =
(
1 0
0 mU ,ε(q
1, q′)
)
m,U ,ε(q
1, q′) = mU ,0(q
′) + χm(
q1
ε
)q1m˜U(q
1, q′) ,
coincide with g on U . Furthermore U can be chosen small enough so that
the condition ε ≤ εgU of Proposition 7.5 is satisfied. By compactness, there
exists an (at most countable) locally finite covering Q = ∪`∈L U` so that the
condition ε ≤ εgU is satisfies for all U such that U ∩ ∂Q 6= ∅ . The partition
of unity (χ`(q))`∈L such that
∑
`∈L χ
2
`(q) ≡ 1 is subordinate to this covering.
This partition of unity can be chosen so that
supp`′∈L ] {` ∈ L, χ`χ`′ 6= 0} ≤ Nχ < +∞ .
Proof of Theorem 1.1 and Theorem 1.2: Let (χ`(q))`∈L be the above parti-
tion of unity.
We recall that u ∈ D(K±,A,g) is characterized by
u ∈ L2(Q;H1) , P±,Q,gu ∈ L2(X, dqdp; f) ,
∀R > 0 , 1[0,R](|p|q)γu ∈ L2(∂X, |p1|dq′dp; f) ,
γoddu = ± sign (p1)Aγevu .
The additional condition A = A(q, |p|q) and this definition of D(K±,A,g)
implies that for any ` ∈ L ,
(u ∈ D(KA,g))→ (χ`u ∈ D(KA,g)) .
Moreover with χ` = χ`(q) , one gets
ad χ`K±,A,g = g
ij(q)pi∂qjχ` , ad
2
χ`
K±,A,g = 0 .
Like in Subsection 6.3.1, we infer the equivalences(
‖u‖Ht(Q;H0)∑
`∈L ‖χ`u‖Ht(Q;H0)
)
≤ Ct
and
( ‖(K±,A,g − iλ)u‖2 + ‖u‖2L2(Q;H1)∑Lε
`=1 ‖(K±,A,g − iλ)χ`u‖2 + ‖χ`u‖2L2(Q;H1)
)±1
≤ Cχ ,
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while the squared norms ‖u‖2L2(Q;Hs) and ‖γu‖2L2(∂X,|p1|dq′dp;f) are equal to
‖u‖2L2(Q;Hs) =
∑
`∈L
‖χ`u‖2L2(Q;Hs)
‖γu‖2L2(∂X,|p1|dq′dp;f) =
∑
`∈L
‖γχ`u‖2L2(∂X,|p1|dq′dp;f) .
Hence u belongs to D(K±,A,g) if and only if all the χ`u’s belong to D(K±,A,g)
and ∑
`∈L
‖K±,A,gχ`u‖2 + ‖χ`u‖2L2(Q,H1) < +∞ .
This proves that the set u ∈ D(K±,A,g) with a compact q-support are dense
in D(K±,A,g) endowed with its graph norm. In particular when A = 0 , the
results of Proposition 7.10 and Corollary 6.5 imply that D(X, j) is dense in
D(K±,0,g) when A = 0 .
According to (131), the identity ad 2χ`K±,A,g = 0 implies
Re 〈u , K±,A,gu〉 =
∑
`∈L
Re 〈χ`u , K±,A,gχ`u〉 ,
for all u ∈ D(K±,A,g) . This proves the accretivity of K±,A,g − d2 and the
integration by part identity
Re 〈uK±,A,gu〉 = ‖u‖2L2(Q;H1) + Re 〈γevu , Aγevu〉L2(∂X,|p1|dq′dp;f) ,
for all u ∈ D(K±,A,g) .
Since the subelliptic estimates of Proposition 7.5 when suppχ` ∩ ∂Q 6= ∅
and Corollary 6.5 are uniformly satisfied for the local models of K±,A,gχ , the
above equivalence of norms imply the subelliptic estimates of Theorem 1.1
and Theorem 1.2 by simple summation over L .
The maximal accretivity is checked like in the final proof of Proposition 7.5.
For f ∈ L2(X, dqdp; f) take u =∑`∈L v` with
v` = χ`(K±,A,g − iλ)−1χ`f .
The function u belongs to D(K±,A,g) and satisfies
(K±,A,g − iλ)u = f +
∑
`∈L
[gij(q)pi∂qjχ`(q)](K±,A,g − iλ)−1χ`f = (Id +B)f .
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Owing to supp`′∈L ] {` ∈ L, χ`χ`′ 6= 0} ≤ Nχ , we infer from the subelliptic
estimates for (K±,A,g − iλ)
‖B‖L(L2(X,dqdp;f)) ≤ C〈λ〉− 18 .
Hence Id + B is invertible when λ is chosen large enough and (K±,A,g − iλ)
is invertible. This proves the maximal accretivity.
For u ∈ D(K±,A,g) and v ∈ D(K∓,A∗,g) we compute
〈v ,K±,A,gu〉 − 〈K∓,A∗,gv , u〉 −
∑
`∈L
〈χ`v ,K±,A,gχ`u〉 − 〈χ`K∓,A∗,gv , χ`u〉
= 〈v , (P±,Q,g −
∑
`∈L
χ`P±,Q,gχ`)u〉 − 〈(P∓,Q,g −
∑
`L
χ`P∓,Q,gχ`)v , u〉
=
∑
`∈L
〈v , χ`gij(q)pi(∂qjχ`)u〉+ 〈χ`gij(q)pi(∂qjχ`)v , u〉 = 0 .
But every term 〈χ`v , K±,A,gχ`u〉 − 〈K∓,A∗,gχ`v , χ`u〉 vanishes. We have
proved
∀u ∈ D(K±,A,g) , ∀v ∈ D(K∓,A∗,g) , 〈v , K±,A,gu〉 = 〈K∓,A∗,gv , u〉
and the adjoint of K±,A,g equals K∓,A∗,g .
8 Variations on a Theorem
In this section, some straightforward consequences and variants of Theo-
rem 1.1 and Theorem 1.2 are listed.
8.1 Corollaries
We refer to the definitions and results of Section 3.
Corollary 8.1. Within the framework of Theorem 1.1 and Theorem 1.2
the operator K±,A,g is
1
4
-pseudospectral. Its spectrum is contained in S ∩{
Re z ≥ d
2
}
with
S =
{
z ∈ C , |z + 1| ≤ C(Re z + 1)4 ,Re z ≥ −1} ,
and the resolvent estimate
∀z 6∈ S , ‖(z −K±,A,g)−1‖ ≤ C〈z〉− 14 .
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The constant C > 0 can be chosen so that the semigroup (e−tK±,A,g)t≥0 is
given by the convergent contour integral
e−tK±,A,g =
1
2pii
∫
∂S
e−tz(z −K±,A,g) dz , t > 0 ,
with ∂S oriented from +i∞ to −i∞ .
It satisfies the estimate
sup
t>0
‖t7K±,A,ge−tK±,A,g‖ < +∞ .
The above contour integral easily implies exponential decay estimate un-
der a spectral gap condition.
Corollary 8.2. Within the framework of Theorem 1.1 and Theorem 1.2,
assume that the spectrum σ(K±,A,g) is partitioned into to parts
σ(K±,A,g) ⊂ σ0 ∪ σ∞
with σ0 ⊂ {z ∈ C , Re z ≤ µ0} , σ∞ ⊂ {z ∈ C ,Re z ≥ µ} , µ > µ0 .
Let Π0 be the spectral projection associated with σ0 . For any τ < µ there
exists a constant Cτ > 0 such that
∀t ≥ 1 , ‖e−tK±,A,g − e−tK±,A,gΠ0‖ ≤ Cτe−τt .
Corollary 8.3. Within the framework of Theorem 1.1 and Theorem 1.2
and when Q is compact, the resolvent of K±,A,g is compact and its spectrum
σ(K±,A,g) is discrete.
8.2 PT-symmetry
While studying accurately the spectrum of scalar Kramers-Fokker-Planck
operators on Q = Rd , He´rau-Hitrik-Sjo¨strand in [HHS2] used the following
version of PT-symmetry: When Q = Rd , the operator K satisfies
UKU∗ = K∗ with Uu(q, p) = u(q,−p) (U∗ = U) . (93)
We keep the same notation U for the unitary action on L2(∂X, |p1|dq′dp; f) .
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Proposition 8.4. Within the framework of Theorem 1.1 and Theorem 1.2
assume additionally that A satisfies UAU∗ = A∗ . Then K±,A,g is PT-
symmetric according to (93) and its spectrum is symmetric with respect to
the real axis,
σ(K±,A,g) = σ(K∓,A∗,g) = σ(K±,A,g) .
Proof. The relation UP±,Q,gU
∗ = P∓,Q,g is straightforward and U preserves
the conditions
u ∈ L2(Q;H1) , P±,Q,gu ∈ L2(X, dqdp; f) ,
∀R > 0 , 1[0,R](|p|q)γu ∈ L2(∂X, |p1|dq′dp; f) ,
which occurs the definition of D(K±,A,g) and of D(K∓,A∗,g) . With
γodd(U
∗u)(q′, p) =
γ(U∗u)(q′, p1, p
′)− jγ(U∗u)(q′,−p1, p′)
2
=
γu(q′,−p1,−p′)− jγu(q′, p1,−p′)
2
= (U∗γoddu)(q
′, p)
γev(U
∗u)(q′, p) =
γ(U∗u)(q′, p1, p
′) + jγ(U∗u)(q′,−p1, p′)
2
=
γu(q′,−p1,−p′) + jγu(q′, p1,−p′)
2
= (U∗γevu)(q
′, p)
and Usign(p1)U
∗ = −sign(p1)
the condition UAU∗ = A∗ leads to
[γodd(U
∗u)] = ∓ sign (p1)A∗γev(U∗u) ,
when u ∈ D(K±,A,g) .
Obviously, u ∈ D(K±,A,g) is equivalent to U∗u ∈ D(K∓,A∗,g) = D(K∗±,A,g)
and this ends the proof.
8.3 Adding a potential
When we add a potential the energy is EV (q, p) = |p|
2
q
2
+ V (q) and the Hamil-
tonian vector field is
YEV = YE − ∂qiV (q)∂pi .
The corresponding Kramers-Fokker-Planck operator is
P±,Q,g(V ) = P±,Q,g ∓ ∂qiV (q)∂pi .
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Proposition 8.5. When V is a globally Lipschitz function on Q , the opera-
tor K±,A,g(V )− d2 = K±,A,g− d2∓∂qiV (q)∂pi with the domain D(K±,A,g(V )) =
D(K±,A,g) is maximal accretive and shares the same properties as K±,A,g by
simply changing the constants in the subelliptic estimates.
Its adjoint is K∓,A∗,g(V ) .
When Q is compact, the resolvent of K±,A,g is compact and its spectrum is
discrete.
If UAU∗ = A∗ with Uu(q, p) = u(q,−p) , then K±,A,g(V ) satisfies the PT-
symmetry property (93) and
σ(K±,A,g(V )) = σ(K∓,A∗,g(V )) = σ(K±,A,g(V )) .
Proof. The subelliptic estimates of Theorem 1.1 and Theorem 1.2 include
∀u ∈ D(K±,A,g) , 〈λ〉 18‖u‖L2(Q;H1) ≤ C‖(K±,A,g − iλ)u‖ .
Combined with Proposition 3.9 applied with K = C + K±,A,g and C > 0
large enough and Corollary 3.10, the inequality
‖∂qiV (q)∂piu‖ ≤ ‖∂qV ‖L∞‖u‖L2(Q;H1)
yields the result.
Remark 8.6. Of course all the consequences listed in Subsection 8.1 are
valid.
Remark 8.7. The hamiltonian flow is not well defined under the sole as-
sumption that V is Lipschitz continuous. It is not a surprise that the dynam-
ics (the semigroup) is well defined as soon as the diffusion term OQ,g is added.
It was already observed in [HelNi] that the Kramers-Fokker-Planck operator
on R2d with any C∞ potential V ∈ C∞(Rd) is essentially maximal accretive
on C∞0 (R2d) , although the hamiltonian flow is not always well defined.
8.4 Fiber bundle version
The final proof of Theorem 1.1 and Theorem 1.2 reduces the problem to
local ones via spatial partition of unities. There is therefore no difficulties
to replace Q× f by some Hermitian bundle. More precisely we assume that
piF : F → Q is a smooth finite dimensional Hermitian bundle, with typical
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fiber Fq ∼ f , endowed with a connection ∇F which is an End(F )-valued
1-form on TQ . Locally a section of F , s ∈ C∞(Q;F ) may be written
s =
dF∑
k=1
sk(q)fk with f = ⊕dFk=1Cfk
and the covariant derivative ∇F∂
qj
s equals
∇F∂
qj
[s(q)] =
dF∑
k=1
(∂qjsk)(q)fk + s(q)(∇F∂
qj
fk) .
This connection is compatible with the hermitian structure of F when
∂qj〈fk , fk′〉gF = 〈∇F∂
qj
fk , fk′〉gF + 〈fk , ∇F∂
qj
fk′〉gF ,
for all (j, k, k′) ∈ {1, . . . , d} × {1, . . . , dF}2 .
When pi : X = T ∗Q → Q is the natural projection, we shall work with the
fiber bundle piFX : FX = pi
∗F → X which also equals T ∗Q⊗Q F = X ⊗Q F .
The tangent bundle TX is decomposed into TX = (TX)H ⊕ (TX)V with
(TxX)
H =
d∑
j=1
Rei ∼ TqQ with ej = ∂qj + Γ`ijp`∂pi
and (TxX)
V =
d∑
j=1
R∂pj ∼ T ∗qQ ,
where x = (q, p) and the Γ`ij ’s are the Christoffel symbol for the metric g on
Q (see Remark 6.1 for the sign convention). Then the connection on FX is
given by
∇FXej = ∇F∂qj , ∇
FX
∂pj
= 0 . (94)
For 1 ≤ j ≤ dim Q , the covariant derivative ∇FXej (sf) = ∇FXej [s(q, p)f ] then
equals
∇FXej (sf) = (ejs)f + s∇F∂qj f = (∂qjs)f + (Γ
`
ijp`∂pis) + s∇F∂
qj
f
while
∇FX∂pj (sf) = (∂pjs)f .
When ∇F is compatible with the metric gF , ∇FX is compatible with gFX =
pi∗gF .
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Definition 8.8. Assume that (F,∇F , gF ) is a hermitian fiber bundle on Q
with the connection ∇F and the metric gF . Let (FX , gFX ,∇FX) be the pull-
back, FX = pi
∗F , by the projection pi : X = T ∗Q → Q with gFX = pi∗gF
and ∇FX defined by (94). A geometric Kramers-Fokker-Planck operator is a
differential operator on C∞(X ;FX) of the form
P F±,Q,g +M(q, p, ∂p) = P
F
±,Q,g +M
0
j (q, p)∇FX∂pj +M
1(q, p) ,
where
P F±,Q,g = ±gij(q)pi∇FXej +OQ,g ,
with OQ,g =
−∆p + |p|2q
2
,
ej = ∂qj + Γ
`
ijp`∂pi ,
and where M0j ,M
1 ∈ C∞(X ;End(pi∗F )) satisfy
‖∂αp ∂βqM0j (q, p)‖ ≤ Cα,β〈p〉−|α|q , (95)
and ‖∂αp ∂βqM1(q, p)‖ ≤ Cα,β〈p〉1−|α|q , (96)
for all multi-indices (α, β) ∈ N2d .
The spaces L2(Q;Hs′) , s′ ∈ R , and Hs(Q;Hs′) are defined locally as
spaces of sections of FX .
Let us specify the framework for boundary conditions. The fiber bundle
piF∂X : F∂X = pi
∗F∂Q → ∂X is the pull-back of F∂Q by the projection pi
∣∣
∂X
:
∂X → ∂Q and equals ∂X⊗∂QF∂Q . Traces will lie in L2(∂X, |p1|dq′dp;F∂X) .
We assume that F∂Q is endowed with an involution j ∈ C∞(∂Q; End(F∂Q))
such that for the metric gF , j∗ = j = j−1 . The regularity of j ensures
that for all q ∈ ∂Q , the fiber Fq can be decomposed into the orthog-
onal direct sum Fq = ker(j(q) − Id) ⊕⊥ ker(j(q) + Id) where both parts
have constant dimensions. Equivalently there exists a unitary mapping
U ∈ C∞(End(F∂Q; ∂Q × f)) such that U(q)jU(q)∗ = j for a.e. q ∈ ∂Q ,
where j = j∗ = j−1 ∈ End(f) is constant.
The mapping which associates to γ(q, p) ∈ L2(∂X, |p1|dq′dp;F∂X) the func-
tion U(q)γ(q, p) ∈ L2(∂X, |p1|dq′dp; f) is a unitary isomorphism.
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Definition 8.9. Let (F, gF ) be endowed with a unitary involution j which
belongs to C∞(∂Q;End(F∂Q)) . For γ ∈ L2loc(∂X, |p1|dq′dp;F∂X) we define
γev(q, p1, p
′) = Πevγ(q, p1, p
′) =
γ(q, p1, p
′) + j(q′)γ(q,−p1, p′)
2
and γodd(q, p1, p
′) = Πoddγ(q, p1, p
′) =
γ(q, p1, p
′)− j(q′)γ(q,−p1, p′)
2
.
A bounded operator A on L2(∂X, |p1|dq′dp;F∂X) is admissible if U(q)AU∗(q)
on L2(∂X, |p1|dq′dp; f) has the form A(q, |pq|) and fulfills the conditions (5)(6)
and either (7) or (8).
Proposition 8.10. Assume that Q is compact or a compact perturbation of
the euclidean half-space R
d
− and set X = T
∗Q . In the second case, the fiber
bundle (F, gF ,∇F ) is assumed to coincide with (Q×f, gF0 , 0) , ∂qgF0 ≡ 0 , while
the pair (F∂Q, j) is trivial outside a compact domain of Rd−
Let the geometric Kramers-Fokker-Planck operator P F±,Q,g+M(q, p, ∂p) satisfy
the conditions of Definition 8.8 and assume that the bounded operator A on
L2(∂X, |p1|dq′dp;F∂X) is admissible according to Definition 8.9.
There exists a constant C > 0 such that the operator C + KF±,A,g,M = C +
P F±,Q,g +M(q, p, ∂p) defined with the domain
D(KF±,A,g,M) =
{
u ∈ L1(Q;H1) , [P
F
±,Q,g +M(q, p, ∂p)]u ∈ L2(X, dqdp;FX)
γoddu = ± sign (p1)Aγevu
}
is maximal accretive and satisfies the same subelliptic estimates as in Theo-
rem 1.1 when A = 0 and as Theorem 1.2 when A 6= 0 .
When Q is compact, KF±,A,g has a compact resolvent and its spectrum is dis-
crete.
The domainD(KF±,A,g;M) = D(K
F
±,A,g;0) does not depend onM = M(q, p, ∂p) .
In particular when A = 0 and for any such M ,
D(KF±,A,g;M) ∩
{
u ∈ C∞0 (X;FX) , ∂q1u = O(|q1|∞) near ∂X
}
is dense in D(KF±,A,g;M) endowed with its graph norm.
If additionally the connection ∇F is compatible with the metric gF , then the
following properties are true: The integration by part identity
‖u‖2L2(Q;H1) + Re 〈γevu , Aγev(u)〉L2(∂X,|p1|dq′dp;F∂X) = Re 〈u , (KF±,A,g;0 − iλ)u〉
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holds for all λ ∈ R and all u ∈ D(KF±,A,g;0) .
The adjoint of KF±,A,g;M = K
F
±,A,g;0 +M
0
j (q, p)∇FX∂pj +M
1(q, p) equals
KF∓,A∗,g;M∗ = K
F
∓,A∗,g;0 −∇FX∂pj ◦M
0
j (q, p)
∗ +M1(q, p)∗ .
When UAU∗ = A∗ , with Uu(q, p) = u(q,−p) , and M(q,−p,−∂p) equals the
formal adjoint M(q, p, ∂p)
∗ , KF±,A,g,M satisfies the PT-symmetry (93) and
σ(KF±,A,g;M) = σ(K
F
∓,A∗,g;M∗) = σ(K
F
±,A,g;M) .
Remark 8.11. All the consequences listed in Subsection 8.1 are valid.
Proof. a) After introducing the suitable finite partition of unity, we can
assume F = Q× f and the problem is reduced to the comparison
‖(Uˆ(q)[P F±,Q,g +M(q, p, ∂p)]Uˆ(q)∗ − P±,Q,g ⊗ Idf)u‖
≤ ‖M(q, p, ∂p)u‖+ ‖gij(q)pi(Uˆ(q)(∂qiUˆ∗(q)) +∇F∂
qj
u‖
≤ C‖u‖L2(Q;H1) ,
where the local unitary transform Uˆ(q): a) is nothing but Id when u in
supported in an interior chart; b) trivializes j (and UˆAUˆ∗ = A(q, |pq|)) when
the support of u meets ∂Q .
Consider the two realization Kg
F
±,A,g and K
gf
±,A,g of P±,Q,g ⊗ Id when Q × f
is endowed with the variable metric gF and when it is endowed with the
constant metric gf . A simple conjugation shows that Kg
f
±,A,g is unitarily
equivalent to Kg
f
±,A,g+M
1(q, p) where M1(q, p) satisfies (96). We have found
a local unitary transform U˜(q) from L2(X, dqdp; (f, gf)) to L2(X, dqdp;FX)
such that
‖P F±,Q,g;Mu− U˜(q)∗Kg
f
±,A,gU˜(q)u‖ ≤ C‖u‖L2(Q;H1) ,
for any u ∈ D(KF±,A,g) with supp u contained in a chart of the partition
of unity. The subelliptic estimates hold for Kg
f
±,A,g because it corresponds
exactly to the situation of Theorem 1.1 and Theorem 1.2. Therefore KF±,,g is
locally a relatively bounded perturbation of U˜∗Kg
f
±,A,gU˜ and can be treated
like the perturbation by a potential in Proposition 8.5, i.e. by applying
the general perturbation result of Proposition 3.9. Putting together all the
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pieces of the spatial partition of unity follows the line of Subsection 7.5.
This proves the maximal accretivity of C + KF±,A,g;M , the extension of the
subelliptic estimates of Theorem 1.1 and Theorem 1.2 and as well as the
density statement when A = 0 .
The global comparison
∀u ∈ D(K±,A,g;0) , ‖(P F±,Q,g +M(q, p, ∂p))u−KF±,A,g;0u‖ ≤ C‖u‖L2(Q;H1) ,
implies that KF±,A,g;M can be treated as a perturbation of K
F
±,A,g;0 like in
Proposition 3.9 and D(KF±,A,g;M) does not depend on M =M(q, p, ∂p) .
b) Assume now that the connection ∇F is compatible with the metric gF .
Then the connection ∇FX is compatible with the metric gFX . After using a
partition of unity in q and the integration by parts formula for the models
Kg
f
±,A,g for which all traces are well defined , one gets for all u ∈ D(KF±,A,g;0)
Re 〈u , KF±,A,g;0u〉 = ‖u‖2L2(Q;H1) ±
∫
X
Lgij(q)piej
(〈u , u〉gF ) dqdp
= ‖u‖2L2(Q;H1) ±
∫
∂X
〈γu , sign (p1)γu〉gF |p1|dq′dp
= ‖u‖2L2(Q;H1) + Re 〈γevu , Aγevu〉L2(∂X,|p1|dq′dp;F ) .
The equality (KF±,A,g) = K
F
∓,A∗,g and the PT-symmetry when UAU
∗ = A∗ are
deduced with the same argument from the compatibility of the connection
with the hermitian structure.
9 Applications
In this section we introduce several kinds of boundary conditions and we
check that they enter in our formalism. They are motivated by the stochastic
process formulation or by the relationship between the geometric Kramers-
Fokker-Planck equation (hypoelliptic Laplacian introduced by Bismut) and
the Witten Laplacian. These boundary conditions will be introduced by
doing formal calculations or by considering simple models. Complete justi-
fications from the analysis or probabilistic point of view require additional
work, for which our regularity results on the semigroup may be useful.
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9.1 Scalar Kramers-Fokker-Planck equations in a do-
main of Rd
Although the adjoint is obtained by changing the signed index ± , we focus
on the case of
P+,Q(V ) = p.∂q − ∂qV (q).∂p + −∆p + |p|
2
2
. (97)
We recall without proofs standard results about the relationship between
stochastic processes and parabolic PDE’s on the euclidean space, Rd . In
particular we fix the interpretations in terms of (Kramers)-Fokker-Planck
equations and Einstein-Smoluchowski equations. With this respect, it is
simpler to discuss here the case when the force field is the gradient of a
potential. This could be extended to the case of more general force fields
while paying attention to the computation of adjoint operators. We refer the
reader to [Ris][Nel] for a more detailed introduction and to [BisLNM] and
[IkWa] for the extension to riemannian manifolds which is more involved.
Then we introduce a way to think of boundary conditions as jump processes.
Specific examples are discussed afterwards.
9.1.1 Einstein-Smoluchowski case
The pure spatial description of Brownian motion in a gradient field is pro-
vided by the stochastic differential equation{
dQ = −∇V (Q)dt+
√
2
β
dWt
Q0 = q ,
(98)
where dW denotes the d-dimensional white noise with covariance matrix
E(dW (t)dW (t′)) = IdRdδ(t− t′) while β > 0 is the inverse temperature . The
function V is assumed to describe a confining C∞ potential, the confinement
being replaced by boundary conditions on a bounded domain. For u˜0 ∈
C∞0 (Rd) the conditional expectation
u˜(q, t) = E(u˜0(Qt)|Q0 = q)
solves the backward Kolmogorov equation{
∂tu˜ = −∇V (q).∇qu˜+ β−1∆qu˜ = −β−1(−∂q + β∂qV (q)).∂qu˜ = −β−1LβV u˜
u˜(q, 0) = u˜0(q) .
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When Q0 is randomly distributed with the law µ˜0 = %˜0(q)dq , the expectation
E(u˜0(Qt)) equals
E(u˜0(Qt)) =
∫
Rd
u˜(q, t) dµ˜0(q) =
∫
Rd
(e−tβ
−1LβV u˜0) dµ˜0
=
∫
Rd
u˜0(q) dµ˜t(q) =
∫
Rd
u˜0(q)%˜(q, t) dq ,
where µ˜t = e
−tβ−1L∗βV µ˜0 , or the density %˜(t) = e
−tβ−1L∗βV %˜0 , solves the Fokker-
Planck equation{
∂t%˜ = ∇q.(∇V (q)%˜) + β−1∆q%˜ = β−1∂q.(∂q + β∂qV (q))%˜ = −β−1L∗βV %˜
%˜(q, 0) = %˜0(q) .
With rather general confining assumptions (e.g. |∂qV (q)| ≥ C−1|q|δ − C
for δ > 0 , limq→∞ V (q) = +∞ and |Hess V (q)| = o(|∇qV (q)|) as q → ∞)
µ∞ =
e−βV (q)dq∫
Rd
e−βV (q) dq
= %∞(q) dq is the unique invariant measure and the back-
ward Kolmogorov equation can be studied in Lp(Rd; dµ∞) for p ∈ [1,+∞] .
Especially when p = 2 , setting u = e−
βV (q)
2 u˜ ∈ L2(Rd, dq) the backward
Kolmogorov equation is transformed into{
∂tu = −∆(0)βV/2u
u(q, 0) = u0(q) = e
−
βV (q)
2 u˜0(q) ,
where ∆
(0)
βV/2 is the Witten Laplacian acting on functions
∆
(0)
βV/2 = (−∂q+
β
2
∂qV (q)).(∂q+
β
2
∂qV (q)) = −∆q+ β
2
4
|∇qV (q)|2− β
2
∆V (q) .
With the suitable confining assumptions, ∆
(0)
βV/2 is self-adjoint on L
2(Rd, dq) ,
its resolvent is compact and ker(∆
(0)
βV/2) = Ce
−
βV (q)
2 .
By setting %(q, t) = e
βV (q)
2 %˜(q, t) , the Fokker-Planck equation is also trans-
formed into {
∂t% = −∆(0)βV/2%
%(q, 0) = %0(q) = e
βV (q)
2 %˜0(q) .
This property and the self-adjointness of ∆
(0)
βV/2 is summarized by saying that
the process (98) is reversible. Note the relation
E(u˜0(Qt)) =
∫
Rd
u˜(q, t)%˜0(q) dq =
∫
Rd
u(q, t)%0(q) dq =
∫
Rd
u0(q)%(q, t) dq ,
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when Q0 is randomly distributed according to %˜0(q) dq = e
−βV (q)
2 %0(q) dq .
9.1.2 Langevin stochastic process
The Langevin theory of Brownian motion takes place in the phase-space
x = (q, p) ∈ R2d and the stochastic differential equation is written{
dq = pdt
dp = −∂qV (q)dt− νpdt+
√
2ν
β
dW
(99)
where dW denotes again the d-dimensional white noise with covariance ma-
trix E(dW (t)dW (t′)) = IdRdδ(t − t′) , β > 0 is the inverse temperature and
ν > 0 is the friction coefficient (the mass is set to 1 here). It is a non
reversible process which has nevertheless very strong relations with the re-
versible Einstein-Smoluchowski case. Actually the process (98) can be proven
to be some weak limit, in the large friction regime ν → +∞ , of the Langevin
process (99). We refer the reader to [Nel] for a simple approach. Within the
L2-framework, a more general approach proving the relationship between the
hypoelliptic Laplacian introduced by Bismut and the Witten Laplacian has
been considered in [BiLe], using a Schur complement technique in the spirit
of [SjZw].
We shall use the notation Xt = (qt, pt) . For u˜0 ∈ C∞0 (R2d) , the expectation
u˜(x, t) = E(u˜0(Xt)|X0 = x) ,
solves {
∂tu˜ = p.∂qu˜− ∂qV (q).∂pu˜− νp.∂pu˜+ νβ∆pu˜ = −BV u˜
u˜(x, 0) = u˜0(x) .
When X0 is randomly distributed with the law µ˜0 = %˜0dqdp , the expectation
E(u˜0(X)) equals
E(u˜0(Xt)) =
∫
R2d
u˜(x, t) dµ˜0(x) =
∫
Rd
(e−tBV u˜0) dµ˜0
=
∫
R2d
u˜0(x) dµ˜t(x) =
∫
R2d
u˜0(x)%˜(x, t) dx ,
where µ˜t = e
−tB∗V µ˜0 or the density %˜(t) = e
−tB∗V %˜0 , solves the equation{
∂t%˜ = −p.∂q%˜+ ∂qV (q).∂p%˜+ ν∂p.(p%˜) + νβ∆p%˜ = −B˜∗V %˜
%˜(x, 0) = %˜0(x) .
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With a confining potential the unique invariant measure is the Maxwellian
probability µ˜∞(q, p) =
e−β(
|p|2
2 +V (q))dqdp
∫
R2d
e−β(
|p|2
2 +V (q))dqdp
. As we did for the Einstein-
Smoluchowski case, the PDE approach for the L2-theory is better understood
after taking
u(q, p, t) = e−
β
2
( |p|
2
2
+V (q))u˜(q, p, t) and %(q, p, t) = e
β
2
( |p|
2
2
+V (q))%˜(q, p, t) .
The conjugation relations
e±
β
2
(
|p|2
2
+V (q))∂pe
∓β
2
(
|p|2
2
+V (q)) = ∂p ∓ β
2
p
and e±
β
2
( |p|
2
2
+V (q))(p.∂q − ∂qV (q).∂p)e∓
β
2
( |p|
2
2
+V (q)) = (p.∂q − ∂qV (q).∂p) ,
imply that %(x, t) and u(x, t) solve respectively{
∂t% = −p.∂q%+ ∂qV (q).∂p%+ νβ (∂p − β2p)(∂p + β2p)%
%(x, 0) = %0(x) = e
β
2
(
|p|2
2
+V (q))%˜0(x) .
and {
∂tu = p.∂qu− ∂qV (q).∂pu+ νβ (∂p − β2p)(∂p + β2p)u
u(x, 0) = u0(x) = e
−β
2
( |p|
2
2
+V (q))u˜0(x) .
Like in the Einstein-Smoluchowski case, we have the relation
E(u˜0(Xt)) =
∫
R2d
u˜(q, p, t)%˜0(q, p) dqdp
=
∫
R2d
u(q, p, t)%0(q, p) dqdp =
∫
R2d
u0(q, p)%(q, p, t) dqdp
whenX0 is randomly distributed according to %˜0 dqdp = e
β
2
( |p|
2
2
+V (q))%0(q, p) dqdp .
Taking β = 2 and ν = 1 gives
∂t% = −(P+,Rd − d2)% and ∂tu = −(P−,Rd −
d
2
)u .
The operator (97) corresponds to the Kramers-Fokker-Planck equation in
the sense that it provides the evolution of probability measures (divided
by the square root of the Maxwellian density). In [HelNi] it was proved
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that for any V ∈ C∞(Rd) , P±,Rd initially defined on C∞0 (R2d) has a unique
maximal accretive extension K±,Rd . We can write %(t) = e
−t(K
+,Rd
− d
2
)%0 and
u(t) = e−t(K−,Rd−
d
2
)u0 . The process is no more reversible but up to the
conjugation by the exponential factors, the adjoint evolution is obtained by
changing p into −p (see Subsection 8.2). This works only for gradient force
fields.
Finally keep in mind that the choice β = 2 corresponds to our normalization
of the Kramers-Fokker-Planck operator.
9.1.3 Jump process at the boundary
This paragraph is a heuristic introduction of boundary conditions for the
Kramers-Fokker-Planck equation in terms of stochastic processes. We start
with the Kramers-Fokker-Planck equation written for %˜(x, t) = e
|p|2
2
+V (q)%(x, t)
(remember β = 2) which is naturally interpreted as a probability density
when there is no loss of mass. The domain Q is a regular bounded open
domain of the euclidean space Rd and we set Q = Q unionsq ∂Q , X = T ∗Q and
X = X unionsq ∂X = T ∗Q unionsq T ∗∂QQ . The Kramers-Fokker-Planck equation in the
interior X reads{
∂t%˜ = −p.∂q%˜+ ∂qV (q).∂p%˜+ ν∂p.(p%˜) + νβ∆p%˜
%˜(x, 0) = %˜0(x) ,
(100)
and it has to be completed with boundary conditions along ∂X . We keep
the conventions of the Introduction and take in a neighborhood U ⊂ Q of
point q0 ∈ ∂Q a coordinate system such that U ∩ ∂Q = {q1 = 0} and the
euclidean metric on Rd follows (2):
|dq|2 = (dq1)2 +mij(q1, q′)dq′idq′j .
The corresponding symplectic coordinates on T ∗U ⊂ X are written (q, p) =
(q1, q′, p1, p
′) , p1 > 0 corresponding to the outgoing conormal component.
The measure |p1|dq′dp on ∂X = T ∗∂QQ does not depend on such a choice of
coordinates and by introducing polar coordinates p = |p|ω with ω ∈ S∗qQ ∼
Sd−1 , the same holds for |ω1|dq′dω = |p|−d|p1|dq′dp . The boundary ∂X is
partitionned into
∂X = ∂X+ unionsq ∂X− unionsq ∂X0 ,
where ∂X+ is the set of strictly outgoing rays
(0, q′, p1, p
′) ∈ ∂X ⇔ p1 > 0 ,
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∂X− is the set of strictly incoming rays
(0, q′, p1, p
′) ∈ ∂X ⇔ p1 < 0 ,
and ∂X0 is the set of glancing rays
(0, q′, p1, p
′) ∈ ∂X ⇔ p1 = 0 .
By assuming that it makes sense, the trace of %˜ along ∂X is denoted γ%˜ and
γ+%˜ = γ%˜
∣∣
∂X+
and γ−%˜ = γ%˜
∣∣
∂X−
. When %˜(x, t) is smooth enough, a simple
integration by parts gives
d
dt
∫
X
%˜(q, p, t) dqdp =
∫
∂X−
γ−%˜(q, p) |p1|dq′dp−
∫
∂X+
γ+%˜(q, p) |p1|dq′dp .
Here and in the sequel, the glancing region ∂X0 is assumed to have a null
measure contribution and the possible singularities around this region are ab-
sorbed by the weight |p1| . The system is dissipative when the incoming flow∫
∂X−
γ−%˜(q, p) |p1|dq′dp is less than the outgoing flow
∫
∂X+
γ+%˜(q, p) |p1|dq′dp .
The difference of fluxes may not vanish and it is convenient to send the miss-
ing mass to an artificial exterior point e . The relation between γ+%˜|p1|dq′dp
and γ−%˜|p1|dq′dp can then be modelled by a Markov kernel M(x−, x+) from
∂X+ to ∂X− unionsq {e} : M(x−, x+) is a ∂X− unionsq {e}-probability measure valued
function of x+ ∈ ∂X+ such that[∫
∂X+
γ+%˜(x
+)|p1|dq′dp−
∫
∂X−
γ−%˜(x
−)|p1|dq′dp
]
δe + (γ−%˜)(x
−)|p1|dq′dp
=
∫
∂X+
M(x−, x+)γ+%˜(x
+)|p1|dq′dp .
While considering the stochastic process (99) with initial dataX0 ∈ Xunionsq∂X− ,
the quantity
τx = inf
{
t ∈ [0,+∞) , Xt(x) ∈ ∂X+
}
, x ∈ X unionsq ∂X− ,
is a stopping time. The Langevin stochastic process (99) can thus be com-
pleted as a set of cadlag trajectories in Xunionsq{e} by introducing a jump process
JM at times τ when Xτ− ∈ ∂X+ : dXt =
(
pdt
−∂qV (q)dt− pdt+ dW
)
+ dJM when Xt = (qt, pt) ∈ X \ ∂X0
dXt = 0 for all t ≥ t0 if Xt0 = ∂X0 unionsq e .
(101)
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We chose the coefficients ν = 1 and β = 2 according to the discussion of the
previous paragraph. The transition matrix of the jump process JM is given
by the Markov kernel M(x−, x+) .
In order to be consistent with our framework, the jump process sending x+ to
x− is assumed to be local with respect to q ∈ ∂Q , which means x− = (q, p−)
or x− = e when x+ = (q, p+) , and elastic , which means |p−|2 = |p+|2 when
x− 6= e . More precisely the Markov kernel is assumed to satisfy
M(x−, x+)
∣∣
∂X−×∂X+
= δ(q+ − q−)δ(|p−| − |p+|)R˜(q, r, ω−, ω+)
where we used q+ = q− = q and p± = rω± with r = |p+| = |p−| and ω± ∈
S± =
{
ω ∈ Sd−1 , ±ω1 > 0
}
. Allowing ω− ∈ S− unionsq e , R˜ can be considered as
a Markov kernel from S+ to S− unionsq {e} such that[∫
S+
γ+%˜(rω
+)|ω+1 |dω+ −
∫
S−
γ−%˜(rω
−)|ω−1 |dω−
]
δe + γ−%˜(rω
−)|ω−1 |dω−
=
∫
S+
R˜(q, r, ω−, ω+)γ+%˜(q, rω
+)|ω+1 |dω+ ,
for all (q, r) ∈ ∂Q× (0,+∞) . For the regularity we assume first that for all
(q, r) ∈ ∂Q × (0,+∞) , the Markov kernel sends L1(S+, dω+) into L1(S− unionsq
e, dω− ⊕ δe) .
Set
R(q, r, ω−, ω+) = |ω−1 |−1R˜(q, r, ω−, ω+)|ω+1 | for (ω−, ω+) ∈ S− × S+ ,
and for γ ∈ L1(S+, |ω1|dω) , γ′ = R(q, r)γ when
γ′(ω−) =
∫
S+
R(q, r, ω−, ω+)γ+(ω
+) dω+ for a.e. ω− ∈ S− .
The two conditions
R˜(q, r, {e}, ω+) ≥ α for a.e. ω+ ∈ S+ (102)
and R(q, p)1S+ ≤ 1S− , (103)
imply for any s ∈ [1,+∞] (interpolate between s = 1 and s =∞)
∀γ ∈ Ls(S+, |ω1|dω) , ‖R(q, p)γ‖Ls(S−,|ω1|dω) ≤ (1− α)
1
s‖γ‖Ls(S+,|ω1|dω) .
(104)
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When µt is the law of Xt ∈ X unionsq{e} solving (101) with a suitable initial data
µ0 , we claim that µt = %˜(q, p, t)dqdp⊕(1−
∫
X
%˜(q, p, t) dqdp)δe where %˜ solves
the Kramers-Fokker-Planck equation (100) with the boundary condition
γ−%˜(q, r.) = R(q, r)γ+%˜(q, r.) for a.e. (q, r) ∈ ∂Q× (0,+∞) ,
shortly written γ−%˜ = Rγ+%˜ . Since the operator R preserves the energy (the
jump process is local and elastic), replacing %˜ by %(x, t) = e−(
|p|2
2
+V (q))%˜(x, t)
is straightforward: 
∂t% = −P+,Q% ,
γ−% = Rγ+% ,
%(x, t = 0) = %0(x) .
(105)
Moreover the conditions (103) and (102) with a uniform lower bound α ≥ 0
imply that R is a contraction from L2(∂X+, |p1|dq′dp) to L2(∂X−, |p1|dq′dp)
with norm (1− α) 12 . By following the arguments of Lemma 5.2 (with f = C
and j = 1) the boundary condition can be rewritten Πoddγ% = sign (p1)AΠevγ
where A is a maximal accretive operator so that %(t) = e−tK+,A%0 . The
identification of A with the corresponding assumptions will be specified in
the examples listed below.
9.1.4 Comments
The first work to justify the stochastic trajectorial interpretation of boundary
conditions for the Einstein-Smoluchowski equation and the Kramers-Fokker-
Planck equation date back to Skorohod who introduced the so called Sko-
rohod reflection map in [Sko1][Sko2]. The Einstein-Smoluchowski case, even
when the force field is not a gradient field, has been widely studied because it
relies on the standard regularity theory for elliptic boundary value problems.
We refer the reader for example to [IkWa][StVa] and to [LiSz] where discon-
tinuous boundary value problems and corner problems were also taken into
account. For the Langevin process and the Kramers-Fokker-Planck equation
little seems to be known. The weak formulation developed for kinetic theory
in [Luc][Car] does not provide any information on the operator domain, nor
any sufficient regularity. The one dimensional case has been studied with
specular reflection in [Lap] and with some exotic non elastic case in [Ber].
More recently the half-space problem with specular reflection has been con-
sidered in [BoJa].
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9.1.5 Specular reflection
The specular reflection is a deterministic jump process which transforms
(p1, p
′) into (−p1, p′) when the particle hits the boundary Xτ− ∈ ∂X+ .
Within the presentation of Paragraph 9.1.3 , the Markov kernel R˜(q, r, ω−, ω+)
is simply given by
R˜(q, r, ω−, ω+) = δ(ω−1 + ω
+
1 )δ(ω
′− − ω′+) .
The stochastic process (101) takes place in X and all the mass of the prob-
ability measure %˜(q, p, t)dqdp = e−(
|p|2
2
+V (q))%(q, p, t)dqdp lies in X . We can
forget the exterior e . The corresponding boundary condition for %(x, t) will
be
%(0, q′, p1, p) = %(0, q
′,−p1, p′) for p1 < 0 .
Within our formalism for boundary value problem for the Kramers-Fokker-
Planck operator P+,Q, it can be written
γoddu(x, t) = 0
with f = C and j = 1 .
We can apply Theorem 1.1 (case A = 0) and its Corollaries of Subsection 8.1
(see Subsection 8.3 for adding a potential). The PT-symmetry (93) is also
satisfied and Proposition 8.4 also applies.
The kernel Ker (K+,0) equals C%∞ with %∞(q, p) = e
−( |p|
2
2
+V (q)) and µ˜∞ =
e−2(
|p|2
2 +V (q))dqdp
∫
X
e−2(
|p|2
2 +V (q))dqdp
is the equilibrium probability measure. Corollary 8.2 en-
sures the exponential return to the equilibrium in the L2-sense for the Langevin
process with specular reflection in a bounded domain.
We expect that in the large friction limit (introduce the parameter ν and con-
sider the limit as ν → +∞ while β = 2), the solution %(q, p, t) = e−tK+,0%0
converges to f(q, t)e−
|p|2
2 with f(q, t) = e−t∆
(0),N
V f0 , where ∆
(0),N
V is the Neu-
mann realization of the Witten Laplacian ∆
(0)
V = −∆ + |∇V (q)|2 −∆V (q) .
This realization is characterized by
u ∈ D(∆(0),NV )⇔
{
u ∈ L2(Q, dq) , ∆(0)V u ∈ L2(Q, dq) ,
∂nu+ ∂nV (q)u
∣∣
∂Q
= 0 .
}
where ∂n is the outgoing normal derivative. Intuitively it corresponds to
putting a +∞ repulsive potential outside Q and to the specular reflection
within the phase-space dynamical picture.
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9.1.6 Full absorption
Within the Einstein-Smoluchowski approach another natural boundary con-
dition is the homogeneous Dirichlet boundary condition for %˜(q, t) or %(q, t) .
This means that the particles are absorbed by the exterior as soon as they
hit the boundary ∂Q and it can be intuitively presented by putting a −∞
attractive potential outside Q . The evolution of %(q, t) is given by %(t) =
e−t∆
(0),D
V %0 where ∆
(0),D
V is the Dirichlet realization of the Witten Laplacian
∆
(0)
V = −∆ + |∇V (q)|2 −∆V (q) . Within the Langevin description this can
be modelled by sending the particle to the exterior e as soon as it hits ∂X+ .
Within the presentation of Paragraph 9.1.3, this deterministic jump process
is simply given by the Markov kernel
R˜(q, r, ω−, ω+) = δe .
The corresponding boundary condition in (105) is simply
%(0, q′, p1, p
′) = 0 for p1 < 0 .
With our notations they can be simply written as
γoddu(q, p) = sign (p1)γevu(q, p) , q ∈ ∂Q ,
with f = C and j = 1 .
We are in the case when A = 1 and Theorem 1.2 and its Corollaries of Sub-
section 8.1 apply (see Subsection 8.3 for the case with the potential V ). Since
j1j = 1 , the PT-symmetry (93) is fulfilled and Proposition 8.4 is valid.
We also expect some kind of convergence to the Einstein-Smoluchowski equa-
tion, with the generator ∆
(0),D
V after the conjugation with the exponential
weight, in the large friction limit ν → ∞ . Note nevertheless that the
density
∫
T ∗q Q
%(q, p, t) dp does not vanish in general when q ∈ ∂Q . Some
numerical simulations provided by T. Lelie`vre in the one-dimensional case
show that in the large friction limit exponentially decaying boundary lay-
ers persist in the neighborhood of ∂Q , while comparing the local quantity∫
Rd
e−(
|p|2
2
+V (q))%(q, p, t) dp and the solution to the Einstein-Smoluchowski
equation with Dirichlet boundary conditions.
A reason for studying such boundary conditions is that they are related with
quasi-stationnary distributions. We refer to [LBLLP] for the presentation for
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the Einstein-Smoluchowski equation. A detailed analysis in the low temper-
ature limit has been performed recently with the help of semiclassical tools
for Witten Laplacians, with T. Lelie`vre in [LeNi]. The Langevin phase-space
approach is a more natural framework for molecular dynamics.
9.1.7 More general boundary conditions
In [Car] the weak formulation of the Kramers-Fokker-Planck equation is stud-
ied for more general conditions γ−%(q, r.) = R(q, r)γ+%(q, r.) similar to (100).
Within the assumptions introduced in Paragraph 9.1.3, let us check that they
enter in our formalism. We assume in particular that the lower bound (102)
holds with α > 0 uniform w.r.t to (q, r) ∈ ∂Q × (0,+∞) . We shall work
here with f = C and j = 1 so that the projections Π+ and Π− defined on
L2(∂X, |p1|dq′dp;C) (see Definition 4.1) are characterized by
Π+γ(q, p1, p
′) = γ(q, |p1|, p′) , Π−γ(q, p1, p′) = γ(q,−|p1|, p′) .
The relation γ−%(q, r.) = R(q, r)γ+%(q, r.) can be written Π−γ%(q, r.) =
R′(q, r)Π+γ%(q, r.) with
R′(q, r, ω∗, ω) = 1R−(ω
∗
1)R(q, r, ω
∗, ω)1R+(ω1)+1R+(ω
∗
1)R(q, r, ω̂
∗, ω̂)1R−(ω1) ,
with ω̂ = (−ω1, ω′) when ω = (ω1, ω′) . The estimate (104) imply that R′ is
a contraction of ΠevL
2(∂X, |p1|dq′dp) with the norm (1−α) 12 . The operator
R′ commutes with Πev and it is local in the variables (q, r = |p|) . Since R′
is a strict contraction with norm (1 − α)1/2 < 1 we can define the bounded
operator
A =
1− R′
1 +R′
which is local in (q, r = |p|) and bounded in L2(∂X, |p1|dq′dp) with the norm
‖A‖ ≤ 1+(1−α)1/2
1−(1−α)1/2
. Moreover the inequality
‖(1− A)u‖2L2(∂X,|p1|dq′dp) = ‖R′(1 + A)u‖2L2(∂X,|p1|dq′dp)
≤ (1− α)‖(1 + A)u‖2L2(∂X,|p1|dq′dp)
implies
∀u ∈ L2(∂X, |p1|dq′dp) , α‖u‖2L2(∂X,|p1|dq′dp) ≤ 4Re 〈u , Au〉L2(∂X,|p1|dq′dp) .
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Hence the operator A = A(q, r) fulfills all the conditions (5)(6)(7)(8). We
can apply Theorem 1.2 and the corollaries of Subsection 8.1 and Subsec-
tion 8.3. Note in particular that A = jAj = A∗ (j = 1), when R′(q, r, ω∗, ω)
is symmetric in (ω∗, ω) .
A specific case is when a particle hitting ∂X+ at x = (q, p1, p
′) , p1 > 0 , jumps
to (q,−p1, p) with probability ε(q, p) and to e with probability 1 − ε(q, p) .
The Markov kernel is then
R(q, r, ω−, ω+) = ε(q, p)δ(ω−1 + ω
+
1 )δ(ω
′− − ω′+) + (1− ε(q, p))δe .
We assume 1− ε(q, p) ≥ α > 0 for some α > 0 independent of (q, p) ∈ ∂X+ .
Then the boundary condition reads simply
γ−%(q,−p1, p′) = ε(q, p1, p′)γ+%(q, p1, p′) with 0 ≤ ε(q, p) ≤ 1− α , (106)
or
γodd%(q, p) = sign (p1)
1− ε(q, |p1|, p′)
1 + ε(q, |p1|, p′)γev%(q, p) ∀(q, p) ∈ ∂X .
Remark 9.1. For boundary conditions of the form (106), Theorem 1.1 ap-
plies to the case ε ≡ 1 which corresponds to specular reflection (see Para-
graph 9.1.5) while Theorem 1.2 applies to the case (106) with the uniform
upper bound ε(q, p) ≤ 1 − α with α > 0 . We are unfortunately not able
to treat the general case when ε(q, p) ≤ 1 . A norm smaller than 1 for the
contraction CL±(λ) in Proposition 4.15 would suffice to handle the more gen-
eral case ε(q, p) ≤ 1 . A result that we are not able to achieve in the general
abstract setting of Section 4. Whether taking for L± a tangential Kramers-
Fokker-Planck operator would help, is an open question.
Another type of boundary conditions which occur sometimes in kinetic theory
and that we are not able to treat with Theorem 1.1 and Theorem 1.2 is the
case of bounce-back boundary conditions. It corresponds to the case when a
particle hitting the boundary ∂X+ is sent back with an opposite velocity:
γ−%(q,−p) = γ+%(q, p) when (q, p) ∈ ∂X+ .
The Markov kernel is then
R(q, r, ω−, ω+) = δ(ω− + ω+)
and it does not lead to a strict contraction in ΠevL
2(∂X, |p1|dq′dp) .
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9.1.8 Change of sign
Forget for a while the potential V . Take V = 0 so that the Witten Laplacian
∆
(0)
V is the opposite standard Laplacian−∆ and consider a half-space problem
Q = Rd− = {(q1, q′) , q1 < 0} . In Paragraph 9.1.5 (resp. Paragraph 9.1.6) the
Neumann (resp. Dirichlet) boundary conditions for −∆ where interpreted
as a reflecting (resp. absorbing) boundary ∂Q for the stochastic process and
this led us to natural boundary conditions for the Kramers-Fokker-Planck
equation. Here is another phase-space version of the Dirichlet case. By
embedding the half-space problem into a whole-space problem with the sym-
metry q1 → −q1 , the Neumann (resp. Dirichlet) boundary conditions can
be introduced by considering even (resp. odd) elements of L2(Rd, dq) . More
precisely the boundary value problem
(1−∆)u = f with ∂q1u
∣∣
∂Q
= 0 (resp. u
∣∣
∂Q
= 0) ,
for f ∈ L2(Q, dq) is equivalent to
(1−∆)u˜ = f˜
where u˜, f˜ ∈ L2(Rd, dq) are the even (resp. odd) extensions of u and f .
In the phase-space R2d with X = T ∗Q = R2d− = {(q1, q′, p1, p′) , q1 < 0} , the
symmetry which preserves the Kramers-Fokker-Planck operator is
(q1, q′, p1, p
′)→ (−q1, p′,−p1, p′)
and the even (resp. odd) extension of u ∈ L2(R2d− , dqdp) is given by the
operator Σ of Definition 5.3
Σu(q1, q′, p1, p
′) =
{
u(q1, q′, p1, p
′) if q1 < 0 ,
ju(−q1, q′,−p1, p′) if q1 > 0 ,
with j = 1 (resp. j = −1) . A solution to P+,Qu = f with the specular
reflection boundary condition is equivalent to P+,Rd(Σu) = Σf with j = 1 .
When we take j = −1 the boundary condition
γodd% = 0
is equivalent to
γ−%(q,−p1, p′) = −γ+(q, p1, p′) , ∀(q, p) ∈ ∂X+ . (107)
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Now when Q ⊂ Rd is a bounded regular domain of Rd , Theorem 1.1 with
f = C and j = −1 applies, as well at its corollaries of Subsection 8.1 and
Subsection 8.2. Adding a potential V is treated in Subsection 8.3.
We expect again that in the large friction limit (add the parameter ν >
0 and let ν → ∞), the solution of the Kramers-Fokker-Planck equation
converges to f(q, t)e−
|p|2
2 with f(t) = e−t∆
(0),D
V f0 . The good point of the
boundary condition (107) is that the density
∫
T ∗q Q
%(q, p) dp vanishes for
all q ∈ ∂Q . The drawback is that the Kramers-Fokker-Planck equation
with such boundary conditions does not preserve the positivity. There is no
straightforward interpretation in terms of stochastic processes.
9.2 Hypoelliptic Laplacian
In a series of works J.M. Bismut (see for example [Bis05][Bis1][BiLe]) in-
troduced and analyzed what he called the hypoelliptic Laplacian. It is the
phase-space version of Witten’s deformation of Hodge theory and it leads
to an hypoelliptic non self-adjoint second order operator. The main part
of it is actually the scalar Kramers-Fokker-Planck operator. As there are
natural boundary conditions for Witten or Hodge Laplacians, which extends
the scalar Dirichlet an Neumann boundary conditions to p-forms and cor-
respond respectively to the relative homology and absolute homology (see
[ChLi][HeNi1][Lau][Lep3][LNV]), we propose a phase-space version for the
hypoelliptic Laplacian. After recalling the writing of the Witten Laplacian
and of the hypoelliptic Laplacian, a simple half-space problem will first be
considered with symmetry arguments like in Paragraph 9.1.8. We finally
propose a general version of these boundary conditions and check that they
enter in our formalism. Especially in this section, we will see the interest
of a fiber bundle presentation of Subsection 8.4 with fiber f and a general
involution j (or j) .
9.2.1 Witten Laplacian and Bismut’s hypoelliptic Laplacian
We consider here the case when Q = Q is a riemannian manifold without
boundary . The exterior fiber bundle is denoted by
∧
T ∗Q = ⊕dp=0
∧p T ∗Q
and we shall consider its flat complexified version (
∧
T ∗Q) ⊗Q (Q × C) =
unionsqq∈Q(
∧
T ∗qQ)⊗C . We shall use the shorter notation
∧
T ∗Q⊗C when there
is no ambiguity. The set of C∞0 differential forms is C∞0 (Q;
∧
T ∗Q ⊗ C) =⊕d
p=0 C∞0 (Q;
∧p T ∗Q⊗Q (Q×C)) (with C∞0 = C∞ when Q = Q is compact).
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The metric is denoted by g = gij(q)dq
idqj and it provides a natural Hermitian
bundle structure on
∧
T ∗Q ⊗ C . When dVolg(q) is the riemannian volume,
the L2-scalar product of two differential forms equals
〈ω, η〉 =
∫
Q
〈ω(q) , η(q)〉g(q) dVolg(q) .
The differential acting on C∞0 (Q;
∧
T ∗Q ⊗ C)) is denoted by d: For ω =∑
]I=p ωI(q)dq
I ∈ C∞0 (Q;
∧p T ∗Q⊗ C)
d
(∑
]I=p
ωI(q)dq
I
)
=
d∑
i=1
∑
]I=p
∂qiωI(q) dq
i ∧ dqI ∈ C∞0 (Q;
p+1∧
T ∗Q⊗ C) .
The codifferential d∗ is its formal adjoint for the above L2-scalar product. For
V ∈ C∞(Q;R) , Witten’s deformations of the differential and codifferential
(see [CFKS][Wit][Zha]) are respectively given by
dV = e
−V deV = d+ dV ∧ , d∗V = eV d∗e−V = d∗ + i∇V .
Owing to d ◦ d = 0 , they also satisfy
dV ◦ dV = 0 , d∗V ◦ d∗V = 0 .
The Witten Laplacian equals
∆V = (dV + d
∗
V )
2 = d∗V dV + dV d
∗
V =
d⊕
p=0
∆
(p)
V
with
∆
(0)
V = −∆q + |∇V (q)|2 −∆V (q)
and more generally
∆V = (d+ d
∗)2 + |∇V (q)|2 + L∇V + L∗∇V (q) ,
where LX is the Lie derivative along the vector field X . When V = 0 ,
the Witten Laplacian is nothing but the Hodge Laplacian. An important
property, which requires a specific attention when ∂Q 6= ∅ and boundary
conditions are added, is
∆V ◦ dV = dV ◦∆V , ∆V ◦ d∗V = d∗V ◦∆V .
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Bismut’s hypoelliptic Laplacian is constructed like Witten’s Laplacian, now
on the phase-space X = T ∗Q . The differential dX is defined as usual on
C∞0 (X ;
∧
T ∗X ⊗ C) , with ∧T ∗X ⊗ C = (∧T ∗X) ⊗X (X × C) . But the
codifferential d
X
φb
is now defined with respect to a non degenerate but non
hermitian sesquilinear form and the weight eV (q) has to be replaced by eH(x) =
eH(q,p) , where H(q, p) is some energy functional on the phase-space. The
sesquilinear form is given by
〈s , s′〉φb =
∫
X
〈s(x) , s′(x)〉η∗b dqdp ,
where dqdp is the symplectic volume on X and η∗b is the dual form, extended
to
∧
T ∗X and a trivial hermitian version on
∧
T ∗X ⊗ C, of
ηb(U, V ) = 〈pi∗U , pi∗V 〉g + bω(U, V ) , U, V ∈ TX = T (T ∗Q) .
In the above definition pi : X = T ∗Q → Q is the natural projection and
ω = dpj ∧ dqj is the symplectic form (an element p ∈ T ∗qQ is written p =
pjdq
j). The mapping φb : TX → T ∗X is given by ηb(U, V ) = 〈U , φbV 〉 . For
a section s ∈ C∞(X ;∧T ∗X ⊗ C) , dXφbs is then defined by
∀s′ ∈ C∞0 (X ;T ∗X ⊗ C) , 〈s , dXs′〉φb = 〈d
X
φb
s , s′〉φb .
The function H(q, p) = 1
2
|p|2q + V (q) = E(q, p) + V (q) and the corresponding
Hamiltonian vector field on X = T ∗Q endowed with the symplectic form ω
is
YH = YE + YV = gij(q)piej − ∂qjV (q)∂pj ,
after introducing the vector field ej = ∂qj +Γ
`
kjp`∂pk (see Subsection 6.1 and
Remark 6.1).
The deformed differential and codifferential are then given by
dXH = e
−HdXeH and d
X
φb,H
= eHd
X
φb
e−H ,
and the hypoelliptic Laplacian by the square
U2φb,H =
1
4
(d
X
φb,H
+ dXH)
2 =
1
4
(d
X
φb,H
◦ dXH + dXH ◦ d
X
φb,H
) . (108)
The Weitzenbock type formula of [Bis05] expresses U2φb,H in a coordinate
system or as a sum of elementary geometric operators. It relies on the
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identification TxT
∗X ∼ TqQ ⊕ T ∗qQ related with the adjoint Levi-Civita
connection on X = T ∗Q associated with the riemannian metric g . For
x = (q, p) ∈ X = T ∗Q , the adjoint Levi-Civita connection on T ∗Q pro-
vides the vertical-horizontal decomposition TxX = (TxX)
H ⊕ (TxX)V where
(TxX)
V ∼ T ∗qQ is spanned by (eˆj = ∂pj )j=1,...,d and (TxX)H ∼ TqQ is spanned
by (ej = ∂qj + Γ
`
ijp`∂pi) . The horizontal tangent vector ∂qj + Γ
`
ijp`∂pi is
sent to ∂qj by the isomorphism pi∗
∣∣
(TxX)H
: (TxX)
H → TqQ . The dual
basis of (ej , eˆ
j)j=1,...,d is denoted by (e
j, eˆj)j=1,...,d with e
j = dqj and eˆj =
dpj − Γ`ijp`dqj . Note that (ej)j=1,...,d (resp. (eˆj)j=1,...,d) is nothing but an-
other copy of (eˆj)j=1,...,d (resp. of (ej)j=1,...,d) after identifying (T
∗
xX)
H with
T ∗qQ (resp. (T
∗
xX)
V with TqQ). Hence
∧1 T ∗xX ∼ ∧1 T ∗qQ⊕∧1 TqQ and the
exterior algebra
∧
T ∗xX is identified with (
∧
T ∗qQ)⊗ (
∧
TqQ) . Some details
are given below.
According to Theorem 3.7 of [Bis05] with β = 1
b
(see also Theorem 3.8 of
[Bis05] and Theorem 3.7 in [Bis1] for some simplifications), the hypoelliptic
Laplacian equals
U2b,H =
1
4b2
[−∆p + |p|2 + 2(eˆi∧)ieˆi − d
− 1
2
〈RTX(ei, ej)ek , e`〉(ei∧)(ej∧)ieˆk ieˆ`
]− 1
2b
LYH , (109)
where RTX is the Riemann curvature tensor on TQ .
Remark 9.2. More precisely the Weitzenbock formula (109) is really written
in this way in Theorem 3.7 and Theorem 3.8 of [Bis05] for V ≡ 0 (take
ω(F,∇F ) = 0 with the notations of [Bis05]). The way to include a non zero
potential V (q) is explained in Remark 2.37 of [Bis05]: It suffices to endow
the complexification bundle F1 = Q×C with the metric gF1 = e−2V (q) then to
apply the Weitzenbock formula of Theorem 3.7 and Theorem 3.8 in [Bis05]
with ω(∇F1, gF1) (denoted by ω(∇F , gF ) in [Bis05]) equal to −2∇qV (q) and
finally to compute e−V (q)U2b,EeV (q) from the general formula for Ub,E .
The hypoelliptic Laplacian Ub,H is not yet in the form of a geometric
Kramers-Fokker-Planck operator (see Definition 8.8). For this we need some
precisions about the identification
∧
T ∗X ∼ (∧T ∗Q) ⊗Q (∧TQ) . These
details may also help the neophytes to grasp the more involved formalism of
[Bis05]. Remember that the eˆj = ∂pj and ej = ∂qj + Γ
`
ijp`∂pi form a basis
of TxX while the e
j = dqj and eˆj = dpj − Γ`ijp`dqi form a basis of
∧1 T ∗xX .
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When we work on Q , (ej = ∂qj )1≤j≤ is a basis of TqQ , (e
j = dqj)1≤j≤d
a basis of T ∗qQ and (eˆj = dpj)1≤j≤d another copy of (∂qj )1≤j≤d . The fiber
bundle F = (
∧
T ∗Q)⊗Q (
∧
TQ)⊗Q (Q×C) is endowed with the hermitian
metric gF = (
∧
g−1) ⊗ (∧ g) and the Levi-Civita connection characterized
by
∇F∂qi(dqj) = −Γji`dq` and ∇F∂qi (dpj) = Γ
`
ijdp` .
After identifying (TxX)
H with TqQ and (TxX)
V with T ∗qQ for x = (q, p) , the
complexified Grassman bundle
∧
T ∗X ⊗X (X×C) is nothing but FX = pi∗F
introduced in Subsection 8.4 with the natural projection pi : X = T ∗Q→ Q .
A basis of
∧
T ∗xX ⊗C (or F ) is given by eI eˆJ = ei1 ∧ . . .∧ eip ∧ eˆj1 ∧ . . .∧ eˆjp′
with I = {i1, . . . , ip} and J = {j1, . . . , jp′} , the ik’s and jk’s being written in
the increasing order. The hermitian metric gFX = pi∗gF is extended to the
exterior algebra from
gFX(x; ei, ej) = gij(q) , gFX(x; eˆi, eˆj) = gij(q) , g
FX(x; ei, eˆj) = 0 ,
where ej = dqj and eˆj = dpj − Γ`ijp`dqi at x = (q, p) .
According to (94) the connection ∇FX is characterized by
∇FXei eˆj = Γ`ij eˆ` , ∇FXei ej = −Γji`e` ,
and ∇FXeˆi eˆj = 0 , ∇eˆiej = 0 ,
and it is compatible with the metric gFX because ∇F is compatible with gF .
We take b = ∓1 and we note that the hypoelliptic Laplacian
2U2∓1,H =
1
2
[−∆p + |p|2 + 2(eˆi∧)ieˆi − dim Q
− 1
2
〈RTX(ei, ej)ek , e`〉(ei∧)(ej∧)ieˆkieˆ`
]± LYH , (110)
and we follow the presentation of [Leb1] in order to write it in the form of
Definition 8.8. The Lie derivative LYH applied to the form ω = ωJI eI ∧ eˆJ
gives
LYHω = (YHωJI )eI ∧ eˆJ + ωJI LYH(eI ∧ eˆJ ) . (111)
We compute
LYH(dqj) = d(YHqj) = d(∂pjH) = (∂2qkpjH)dqk + (∂2pkpjH)dpk ,
LYH(dpj) = d(YHpj) = −d(∂qjH) = −(∂2qkqjH)dqk − (∂2pkqjH)dpk .
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For H = E , let us compute
LYE (ej)−∇FXYE ej and LYE (eˆj)−∇FXYE eˆj .
From ej = dqj , eˆj = dpj − Γikjpidqk , Γkij = Γkji (the Levi-Civita is torsion
free) and
∂q`g
ij = −gjkΓi`k − gi`Γj`k ,
we deduce
LYEej −∇FXYE ej = (∂qkgij)pidqk + gjkdpk − gikpi∇FXek ej
= (∂qkg
ij)pie
k + gjkdpk + g
ikpiΓ
j
k`e
`
= gjkeˆk . (112)
The computation of LYE eˆj −∇FXYE eˆj with eˆj = dpj − Γijkpidqk relying on the
same argument is a bit more involved:
LYE eˆj −∇FXYE eˆj =− (∂2qjqkgi`)pip`dqk − (∂qjgik)pidpk
− Γnjmpn(∂qkgim)pidqk − Γnjmpngmkdpk − gi`pi∇FXe` eˆj
=
(
(∂2qjqkg
i`) + Γ`jm(∂qkg
im)
)
pip`dq
k
+ gimΓkmjpidpk − gi`piΓk`j eˆk
=
(
(∂2qjqkg
i`) + Γ`jm(∂qkg
im)
)
pip`dq
k
+ gi`piΓ
k
`jΓ
n
kn′pndq
n′
=
(
(∂2qjqkg
i`) + Γ`jm(∂qkg
im) + ginΓmnjΓ
`
mk
)
pip`e
k , (113)
where the last factor of ek can be related with the Riemann curvature tensor.
The computation of LYV −∇FXYV is even simpler because YV = −∂qjV (q)∂pj
and ∇FX
YV
= 0 while
LYV (dqj) = 0 and LYV (dpj) = −(∂2qjqkV )dqk
imply
(LYV −∇FXYV )(ej) = 0 (114)
and (LYV −∇FXYV )(eˆj) =
(−(∂2qjqkV ) + Γ`jk(∂q`V )) ek . (115)
The relations (111)(112)(113)(114)(111), with YH = gijpi∂qj − (∂qjV )∂pj
for H(q, p) = |p|2q
2
+ V (q) , specify the action of the derivation LYH − ∇YH
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on C∞(X ;∧T ∗X ⊗ C) = C∞(X ; pi∗F ) . If one keeps the metric gFX for
the definition of L2-sections, it is not a geometric Kramers-Fokker-Planck
operator because the right-hand side (113) is homogeneous of degre 2 w.r.t p
and cannot be included in the remainder term M(q, p, ∂p) of Definition 8.8 .
This is corrected by considering the |p|q-homogeneity of ej = dqj with degree
0 and of eˆj = dpj − Γijkpidqk with degree 1 . Consider the weighted metric
〈p〉2d̂eggFX given by
[〈p〉2d̂eggFX ](x; eI eˆJ , eI′ eˆJ ′) = 〈p〉2|J |q gFX(x; eI eˆJ , eI
′
eˆJ ′) ,
which is non zero iff |I| = |I ′| and |J | = |J ′| . The local operator 〈p〉±d̂eg
is defined by 〈p〉±d̂egeI eˆJ = 〈p〉±|J |q eI eˆJ and 〈p〉−d̂egq is a unitary operator
from L2(X, dqdp; (FX , g
FX)) onto L2(X, dqdp; (FX , 〈p〉2d̂eggFX)) . Thus study-
ing the hypoelliptic Laplacian 2U2∓1,H in L2(X, dqdp; (FX, 〈p〉2d̂eggFX)) is the
same as studying
K±,H = 〈p〉+d̂eg ◦ 2U2∓1,H ◦ 〈p〉−d̂eg (116)
in L2(X, dqdp; (FX , g
FX)) . After the conjugation with 〈p〉d̂eg all the right-
hand sides of (112)(113)(114)(115) take the form of the remainder term
M(q, p, ∂p) (remember that LYH −∇FXYH is a derivation).
Hence K±,H is a geometric Kramers-Fokker-Planck operator according to Def-
inition 8.8. General boundary problems for such operators have been studied
in Subsection 8.4.
9.2.2 Review of natural boundary Witten Laplacians
Consider now a compact manifold with boundary Q = Q unionsq ∂Q . The so-
called Dirichlet and Neumann boundary conditions for the Witten Lapla-
cian acting on p-forms correspond after de Rham duality to the determi-
nation of relative homology and absolute homology groups respectively (see
[ChLi][HeNi1][Lep3] [Lau]).
After introducing coordinates for which the metric g has the form g =
dq1 + mij(q
1, q′)dq′idq′j according to (2) along the boundary, a general p-
form can be written
ω =
∑
|I|=p , 16∈I
ωI(q)dq
I +
∑
|I′|=p−1 , 16∈I′
ω{1}∪I′(q)dq
1 ∧ dqI′ .
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The tangential component and the normal component along ∂Q are respec-
tively defined by
tω =
∑
|I|=p , 16∈I
ωI(0, q
′)dqI ,
nω =
∑
|I′|=p−1 , 16∈I′
ω{1}∪I′(0, q
′)dq1 ∧ dqI′.
The domain of Neumann Witten Laplacian is
D(∆NV ) =
{
u ∈ H2(Q;
∧
T ∗Q⊗ C) ,
[
nω = ω
ndV ω = 0
}
,
and the domain of the Dirichlet Laplacian is
D(∆DV ) =
{
u ∈ H2(Q;
∧
T ∗Q⊗ C) ,
[
tω = ω
td∗V ω = 0
}
.
Note that the potential appears only in the boundary condition which in-
volves the second trace, the trace of the (co-)differential, i.e.
ndω + dV ∧ ω∣∣
∂Q
= 0 for ∆NV ,
and td∗ω + i∇fω
∣∣
∂Q
= 0 for ∆DV .
Since the boundary conditions for the Kramers-Fokker-Planck equation in-
volve only the first trace, natural boundary conditions should not depend on
the potential (see a.e. the case of the specular reflection in Paragraph 9.1.5).
9.2.3 Neumann and Dirichlet boundary conditions for the hypoel-
liptic Laplacian on flat cylinders
We now work in the phase-spaceX = Xunionsq∂X = XunionsqT ∗∂QQ where Q is the half-
space Rd− or possibly a half-cylinder (−∞, 0]×Q′ . The metric is assumed to
be g = 1⊕m with ∂q1m = 0 . Within this framework, boundary conditions for
the hypoelliptic Laplacian, which should hopefully be related with Neumann
and Dirichlet realization of the Witten Laplacian, are introduced with the
help of a simple reflection principle. Remember that the functional analysis
of the hypoelliptic Laplacian U2∓1,H given in (108) and (109), is made in
standard L2-spaces by using the conjugated form K±,H defined in (116).
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According to the previous discussion we consider boundary conditions which
do not depend on the potential V (q) . Since its contribution in the conjugated
hypoelliptic Laplacian, K±,H , is reduced to a relatively bounded perturbation
of the case V = 0 , we can forget it at first.
The most natural introduction of boundary conditions for the hypoelliptic
Laplacian, corresponding to Neumann and Dirichlet realization of the Hodge
Laplacian (V ≡ 0), relies on the extension by symmetry or anti-symmetry
like in Paragraph 9.1.8. In the position variable the extension by symmetry
(resp. anti-symmetry), σk(ω)(q
1, q′) defined for q1 ∈ R , of a form ω(q1, q′) =
ωI(q
1, q′)dqI , initially defined for q1 < 0 , equals
σk(ωIdq
I) =
{
ω(q1, q′) if q1 < 0 ,
(−1)k [(−1)|{1}∩I|ωI(−q1, q′)dqI] if q1 > 0 ,
with k = 0 (resp. k = 1) . On the whole space the mapping σ˜k : L
2(Q′ ×
R;
∧
T ∗(Q′ × R)⊗ C) is defined by
σ˜k
[
ωIdq
I
]
(q1, q′) = (−1)k [(−1)|{1}∩I|ωI(−q1, q′)dqI] .
A regular ω ∈ C∞0 (Q,
∧
T ∗Q ⊗ C) satisfies the Neumann (resp. Dirichlet)
boundary conditions, nω = 0 and ndω = 0 (resp. tω = 0 and td∗ω = 0) iff
the extended form η˜ = σk(η) for η ∈ {ω, dω} , (resp. η ∈ {ω, d∗ω}) has a
trace along ∂Q = {0} ×Q′ (no discontinuity):
σk(η)(0
+, q′) = η(0−, q′) .
This condition implies that the extended form ω˜ = σkω satifies in addition
to σ˜kω˜ = ω˜ , the continuity of ω˜ and dω˜ (resp. d
∗ω˜) along ∂Q .
While keeping Q = Q′ × (−∞, 0] with ∂q1m ≡ 0 and V ≡ 0 , the phase-
space reflection extensively used in Subsection 5.3, Subsection 7.2 and Para-
graph 9.1.8 is given by
(q1, q′, p1, p
′)→ (−q1, q′,−p1, p′) .
The differentials dq1 and dp1 are pushed forward to −dq1 and −dp1 by this
mapping. Hence the extension Σk , with the general Definition 5.3 , becomes
here
Σk(ω)(q
1, q′, p1, p
′) = ω(q1, q′, p1, p
′) if q1 < 0 ,
and
Σk(ω)(q
1, q′, p1, p
′) = (−1)k [(−1)|{1}∩I|+|{1}∩J |ωˆJI (−q1, q′,−p1, p′)dqI ∧ dpJ]
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if q1 > 0 , when
ω = ωˆJI dq
I ∧ dpJ .
The Neumann case corresponds to k = 0 and the Dirichlet case to k = 1 .
Accordingly the mapping Σ˜k is given by
Σ˜k
[
ωˆJI dq
I ∧ dpJ
]
= (−1)k [(−1)|{1}∩I|+|{1}∩J |ωˆJI (−q1, q′,−p1, p′)dqI ∧ dpJ] .
The corresponding boundary conditions for the conjugated hypoelliptic Lapla-
cian K±,H , can be written
ωˆJI (0, q
′, p1, p
′)
∣∣
p1<0
=
{
ωˆJI (0, q
′,−p1, p′) if | {1} ∩ I|+ | {1} ∩ J | is even ,
−ωˆJI (0, q′,−p1, p′) if | {1} ∩ I|+ | {1} ∩ J | is odd ,
for the Neumann boundary conditions (k = 0), and by
ωˆJI (0, q
′, p1, p
′)
∣∣
p1<0
=
{
ωˆJI (0, q
′,−p1, p′) if | {1} ∩ I|+ | {1} ∩ J | is odd ,
−ωˆJI (0, q′,−p1, p′) if {1} ∩ I|+ | {1} ∩ J | is even ,
for the Dirichlet boundary conditions (k = 1). Those boundary conditions
extend to the case of p-forms the specular boundary condition for the scalar
case reviewed in Paragraph 9.1.5 and the boundary condition with a change
of sign presented in Paragraph 9.1.8.
Nevertheless they are not yet written in the proper form considered in Subsec-
tion 8.4 for (dqI ∧dpJ)|I|≤d,|J |≤d is not the basis (eI eˆJ)|I|≤d,|J |≤d corresponding
to the identification
∧
T ∗X = FX with F = (
∧
T ∗Q) ⊗Q (
∧
TQ) . Fortu-
nately, our assumption g = 1⊕m with ∂q1m = 0 imply
Γi1j = Γ
i
j1 = Γ
1
ij = 0 ,
which means e1 = dq1 , eˆ1 = dp1 and i∂q1 e
I eˆJ = i∂p1e
I eˆJ = 0 when 1 6∈ I
and 1 6∈ J . Therefore the forms Σk(ω)1R+(q1) = Σk(ωJI eI eˆJ)1R+(q1) and
Σ˜k(ω) = Σ˜k(ω
J
I e
I eˆJ) are respectively equal to
(−1)k [(−1)|{1}∩I|+|{1}∩J |ωJI (−q1, q′,−p1, p′)eI eˆJ] 1R+(q1)
and (−1)k [(−1)|{1}∩I|+|{1}∩J |ωJI (−q1, q′,−p1, p′)eI eˆJ] .
Hence the Neumann (k = 0) boundary conditions now written as
ωJI (0, q
′, p1, p
′)
∣∣
p1<0
=
{
ωJI (0, q
′,−p1, p′) if | {1} ∩ I|+ | {1} ∩ J | is even ,
−ωJI (0, q′,−p1, p′) if {1} ∩ I|+ | {1} ∩ J | is odd ,
(117)
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and the Dirichlet (k = 1) boundary conditions now written as
ωJI (0, q
′, p1, p
′)
∣∣
p1<0
=
{
ωJI (0, q
′,−p1, p′) if | {1} ∩ I|+ | {1} ∩ J | is odd ,
−ωJI (0, q′,−p1, p′) if {1} ∩ I|+ | {1} ∩ J | is even ,
(118)
correspond to the case
A = 0 ,
and j(eI eˆJ) = (−1)k(−1)|{1}∩I|+|{1}∩J |eI eˆJ
of Proposition 8.10 with respectively k = 0 for and k = 1 . We shall denote
KN±,H (resp. KD±,H) the Neumann (resp. Dirichlet) realization corresponding
to k = 0 (resp. k = 1) of K±,H . Proposition 8.10 applies to KN±,H and KD±,H
also when V (q) 6= 0 is a globally Lipschitz potential.
We end this section by checking the commutation with the differential on
a dense set of the domain. The hypoelliptic Laplacian U∓,H as a differen-
tial operator acting on C∞(X ;FX) commutes with dXH . Equivalently K±,H
commutes with
〈p〉d̂egdXH〈p〉−d̂eg = 〈p〉d̂eg(e−HdXeH)〈p〉−d̂eg = 〈p〉d̂eg(dX + dH∧)〈p〉−d̂eg .
Proposition 9.3. Let KN±,H (resp. KD±,H) be the Neumann (resp. Dirichlet)
realization of K±,H when Q = (−∞, 0] × Q′ and ∂q1m ≡ 0 (Q′ is either
compact or a compact perturbation of the euclidean space Rd−1) and H(q, p) =
|p|2q
2
+ V (q) and V globally Lipschitz on Q . Then the set D of sections ω =
ωJI e
I eˆJ ∈ C∞0 (X ;FX) which satisfy (117) (resp. (118)) and
|∂q1[eH(q,p)〈p〉−d̂egq ω](q, p)| = O(|q1|∞)
is dense in D(KN±,H) (resp. D(K
D
±,H)) endowed with its graph norm.
For any ω ∈ D , 〈p〉d̂egdXH〈p〉−d̂egω belongs to D(KN±,H) (resp. D(KD±,H)) and
KN±,H〈p〉d̂egdXH〈p〉−d̂egω = 〈p〉d̂egdXH〈p〉−d̂egKN±,Hω , (119)
resp. KD±,H〈p〉d̂egdXH〈p〉−d̂egω = 〈p〉d̂egdXH〈p〉−d̂egKD±,Hω . (120)
Proof. First of all, multiplying ω by e±H(q,p) = e±
|p|2q±V (q)
2 or 〈p〉±d̂eg does
not affect the boundary conditions (117) and (118) because |(−p1, p′)|q =
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|(p1, p′)|q .
The analysis of both cases, Dirichlet and Neumann, follow the same lines
and we focus on the Neumann case.
Let us consider the density of D in D(KN±,H) . We already know that the set
of ω ∈ C∞0 (X ;FX) which satisfy the boundary conditions (117) is dense in
D(KN±,H) . Hence it suffices to approximate compactly supported elements of
D(KN±,H) by elements of D . When χ ∈ C∞0 (X ;R) is a cut-off function such
that χ(0, q′,−p1, p′) = χ(0, q′, p1, p′) , one has
e+H〈p〉−d̂egKN±,He−H〈p〉d̂egχ =
[KN±,H +Mχ(q, p, ∂p)]χ ,
where Mχ(q, p, ∂p) satisfies the conditions (95) and (96) of Definition 8.8.
Like in the proof of Proposition 8.10, KN±,H can be identified locally and up
to an additional correcting term M(q, p, ∂p) , with U˜(q)K
gf
±,0,gU˜(q) where U˜
is a unitary transform U˜(q) from L2(X, dqdp; (f, gf)) to L2(X, dqdp;FX) . We
can additionally assume ∂q1U˜(q) ≡ 0 in our case where ∂q1m ≡ 0 . With those
local transformations (introduce also finite partition in the position variable
of unity in order to reduce the problem to local ones), the density actually
amounts to the density of D(X, j) in D(Kgf±,0,g) stated in Theorem 1.1 .
Assume now that ω belongs to D . Then η = eH(q,p)〈p〉−d̂egω belongs to
C∞0 (X ;FX) , satisfies the boundary conditions (117) and
|∂q1η(q, p)| = O(|q1|∞) .
The extension by symmetry η˜ = Σ1(η) satisfies Σ˜1(η˜) = η˜ . We deduce
Σ˜1(d
X η˜) = dXΣ˜(η˜) = dX η˜ outside {q1 = 0} while the above vanishing con-
dition ensures that dX η˜ has no discontinuity at {q1 = 0} . We deduce that
dXη and therefore 〈p〉d̂egdXH〈p〉−d̂egω = 〈p〉d̂egdXη fulfill the boundary condi-
tions (117). We have proved that 〈p〉d̂egdXH〈p〉−d̂egω belongs to D(KN±,H) . The
commutation (119) is now nothing but the known commutation of differential
operators.
9.2.4 Neumann and Dirichlet realizations of the hypoelliptic Lapla-
cian
We consider now the general case when Q is either a compact manifold with
boundary or a compact perturbation of the euclidean half-space Rd− . The
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hamiltonian function H is given by
H(q, p) = E(q, p) + V (q) = |p|
2
q
2
+ V (q)
where V (q) is a globally Lipschitz function.
Remember that K±,H is a geometric Kramers-Fokker-Planck operator accord-
ing to Definition 8.8. After introducing the basis eI eˆJ of FX =
∧
T ∗X like
in Paragraph 9.2.1 with ei = dqi and eˆj = dpj − Γ`ijp`dqi , our proposal of
Neumann (resp. Dirichlet) boundary condtions for K±,H is the same as in
the flat case:
ωJI (0, q
′, p1, p
′)
∣∣
p1<0
= (−1)k+|{1}∩I|+|{1}∩J |ωJI (0, q′,−p1, p′)(121)
when ω = ωJI e
I eˆJ ,
with k = 0 (resp. k = 1).
It still corresponds to the case
A = 0 ,
and j(eI eˆJ) = (−1)k(−1)|{1}∩I|+|{1}∩J |eI eˆJ
of Definition 8.9 and all the results of Proposition 8.10 with A = 0 apply to
the corresponding realization KN±,H (resp. KD±,H) of K±,H . This can be trans-
lated directly in terms of the hypoelliptic Laplacian U2∓,H because applying
the weight 〈p〉±d̂eg does not affect the boundary condition (121).
Proposition 9.4. Let [U2∓1,H]N (resp. [U2∓,H]D) be the closure in the Hilbert
space L2(X, dqdp; (FX, 〈p〉2d̂eggFX)) of U2∓1,H = (d
X
∓1,H+ d
X
H)
2 initially defined
with the domain
D0 =
{
ω = ωJI e
I eˆJ ∈ C∞0 (X ;FX) , (121) holds
}
with k = 0 (resp. k = 1) . Then there exists C ∈ R such that C + [U2∓1,H]N
(resp. C+[U2]D) is maximal accretive. Moreover all the results and estimates
of Proposition 8.10 with A = 0 apply to KN,D±,H = 〈p〉d̂eg2[U2∓1,H]N,D〈p〉−d̂eg and
are easily translated in L2(X, dqdp; (FX, 〈p〉2d̂eggFX)) by conjugating with the
unitary weight 〈p〉d̂eg .
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Proof. The fact that 〈p〉−d̂egKN,D±,H〈p〉d̂eg is exactly the closure of 2U2∓1,H with
the domain D0 comes from the density of C∞0 (X ;FX) in D(KN,D±,H) endowed
with its graph norm.
We end this paragraph with two questions:
1. The accurate spectral analysis of boundary Witten Laplacians devel-
oped in [ChLi][HelNi][Lep3] relies strongly on the commutations
(z −∆D,NV )−1dV ω = dV (z −∆D,NV )−1 ,
(z −∆D,NV )−1d∗V ω = d∗V (z −∆D,NV )−1 ,
for all z 6∈ σ(∆D,NV ) and all ω belonging to the form domain of ∆D,NV .
Is there a dense set in L2(X, dqdp; (FX, 〈p〉d̂eggFX) in which the com-
mutation
(z − U2∓1,H)−1dXH = dXH(z − U2∓1,H)−1 ,
holds ?
2. Are the names Neumann and Dirichlet relevant ? In particular by
introducing the parameter b in U2b,H , does the operator UNb,H (resp. UDb,H)
converge in some sense to ∆NV (resp. ∆
D
V ) as b → 0 (large friction
limit) ?
A Translation invariant model problems
In this appendix we review a few properties of the operator
P± = ±p.∂q + −∆p + |p|
2
2
=
d∑
j=1
±pj∂qj +
−∂2pj + p2j
2
on T ∗Q ,
where Q = Rd
′ × Td′′ , d′, d′′ ∈ N , Td′′ = Rd′′/Zd′′ , and its cotangent bundle
X = T ∗Q = Rd
′×Td′′×Rd , d = d′+d′′ , are endowed with euclidean metrics .
The operator P± is a typical example of a type II hypoelliptic operator (see
[Hor67, HelNi, Kol]) in the sense that P±u ∈ C∞(X) implies u ∈ C∞(X) .
More explicit subelliptic and pseudospectral estimates can be given. This
appendix collects a few of them and we refer to [HerNi] and [HelNi] for re-
sults with a potential, to [HiPr09][Pra] for more general results concerned
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with differential operators with quadratic symbols and to [Leb1, Leb2] for
geometric Kramers-Fokker-Planck operators (see also Section 6).
Remember the notationHs′ =
{
u ∈ S ′(Rd) , (d
2
+O) s′2 u ∈ L2(Rd)
}
withO =
−∆p+|p|2
2
, and remember that
‖(−∆p + |p|2 + d
2
)N
u‖L2 and
∑
|α|+|β|=2N
‖pα∂βp u‖L2
are equivalent norms on H2N when s′ = 2N ∈ 2N , owing to the global
ellipticity of O+ d
2
(see [Hel1][HelNi] or [HormIII]-Chap 18). The operator O
is diagonal in the Hermite basis (ϕν)ν∈Nd given, with the multi-index notation,
by
ϕν =
1√
ν!
(a∗)νϕ0 , ϕ0 =
e−
|p|2
2
pi
d
4
,
a =
∂p + p√
2
, a∗ =
−∂p + p√
2
,
(O − d
2
)ϕν = a
∗aϕν = |ν|ϕν .
One easily checks with this Hermite basis, ∩s′∈RHs′ = S(Rd) and ∪s′∈RHs′ =
S ′(Rd) . We shall also use the vertical weighted L2-spaces
L2s′ =
{
u ∈ S ′(Rd) , 〈p〉s′u ∈ L2(Rd)
}
.
In all variables (q, p) = (q, q′, p) , the Schwartz space S(X) is the set C∞-
functions u such that
∀(α, β) ∈ Nd1+d × N2d , sup
(q,p)∈X
∣∣∣(q′, p)α∂β(q,p)u(q, p)∣∣∣ < +∞ ,
and its dual is denoted by S ′(X) . By using the Fourier transform in q′ ∈ Rd
and Fourier series in the variable q′′ ∈ Td′′ ,
uˆ(ξ′, ξ′′, p) =
∫
Rd
′×Td′′
e−iξ.qu(q, p) dq , ξ = (ξ′, ξ′′) ∈ Rd′ × (2piZ)d′′ ,
the norms (pN)N∈N defined by
pN(u) =
√ ∑
|α|+|β|+m′≤N
‖ξα∂βξ′ uˆ‖2L2(Rd′×(2piZ)d′′ ;Hm′ ) , (122)
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provide to S(X) its Fre´chet-space structure.
For E = Hs′ or E = L2s′ , the Sobolev spaces of E-valued functions are defined
by
Hs(Q; E) = {u ∈ S ′(X) , (1−∆q) s2u ∈ L2(Q, dq; E)} .
When d′ = 0 (and only in this case), we know S(X) = ∩s,s′∈RHs(Q;Hs′) ,
S ′(X) = ∪s,s′∈RHs(Q;Hs′) and the embedding Hs1(Q;Hs′1) ⊂ Hs2(Q;Hs′2)
is compact as soon as s1 > s2 and s
′
1 > s
′
2 .
Theorem A.1. The operator K± − d2 defined in L2(X, dqdp) by
D(K±) =
{
u ∈ L2(X, dqdp), P±u ∈ L2(X, dqdp)
}
∀u ∈ D(K±) , K±u = P±u ,
is maximal accretive. The spaces S(X) and C∞0 (X) are dense in D(K±)
endowed with its graph norm.
For any λ ∈ R the operator (P± − iλ) is an automorphism of S(X) and of
S ′(X) . For any (λ, s, s′) ∈ R3 , the quantities
‖(−∆p + |p|2 + d
2
)
u‖Hs(Q;L2
s′
) , ‖u‖Hs+23 (Q;L2
s′
)
and 〈λ〉 12‖u‖Hs(Q;L2
s′
) ,
(123)
are bounded by Cs′‖(P± − iλ)u‖Hs(Q;L2
s′
) with Cs′ independent of (s, λ) .
In particular with s, s′ = 0 , this implies
D(K±) = D(K∓) =
{
u ∈ L2(X, dqdp) , p.∂qu , Ou ∈ L2(X, dqdp)
}
.
The adjoint of K± is K
∗
± = K∓ .
Proof. The accretivity of P±− d2 on S(X) comes from the direct integration
by parts:
Re 〈u , P±u〉 = 〈u , Ou〉 ≥ d
2
‖u‖2 ,
for all u ∈ S(X) . The maximal accretivity of K± comes from the fact that
(P±− iλ) is an automorphism of S ′(X) . The space S(X) is dense in D(K±)
because (P± − iλ) is an automorphism of S(X) . The density of C∞0 (X) is
obtained after truncating elements of S(X) while P± is a differential operator
with polynomial coefficients.
Thus the problem amounts to solving (P± − iλ)u = f in S ′(X) and to
study the regularity properties of u according to f . Due to the translational
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invariance in q and after a Fourier transform (series in ξ′′), this is reduced to
solving and finding parameter dependent estimates for the equation
(P±ξ − iλ)uˆ(ξ, p) = fˆ(ξ, p), ξ = (ξ′, ξ′′) ∈ Rd′ × (2piZ)d′′ ,
with
Pξ = ip.ξ − ∆p + |p|
2
2
.
Since the topology of S(X) is given by the countable family of norms (pN)N∈N
given by (122) the invertibility of P± − iλ in S(X) is a consequence of
Lemma A.2. The invertibility in S ′(X) is deduced by duality with P ∗± = P∓ .
The estimates of the quantities (123) are ξ-integrated versions of Lemma A.3.
For the adjoint the identity
〈u , K±v〉 = 〈K∓u , v〉
holds for any u, v ∈ S(X) . By the density of S(X) in D(K±) this means
that u ∈ S(X) belongs to D(K∗±) with K∗±u = K∓u . Since S(X) is dense
in D(K∓) , this implies K∓ ⊂ K∗± . Both operators K∓ and K∗± are maximal
accretive. The inclusion is therefore an equality.
Let us first consider the resolvent (Pξ − iλ)−1 in the Hs′-space, s′ ∈ R .
Lemma A.2. For ξ ∈ Rd′ × (2piZ)d′′ and λ ∈ R , the operator Pξ − iλ =
i(p.ξ−λ)+ −∆p+p2
2
is an automorphism of S(Rd) and S ′(Rd) . For any s′ ∈ R
and α ∈ Nd1 there exists Cs′,α > 0 such that
(1 + |ξ| 23 + |λ| 12 )‖∂αξ′(Pξ − iλ)−1‖L(Hs′ ) + ‖∂αξ′(Pξ − iλ)−1‖L(Hs′ ;Hs′+2+|α|)
≤ Cα,s〈ξ〉|s′|(1+|α|) ,
holds for all (ξ, λ) ∈ Rd′ × (2piZ)d′′ × R .
Proof. a) Consider first the case α = 0 and s′ = 0: The operator Pξ− d2 with
domainD(Pξ) = H2 is maximal accretive and (Pξ−iλ)−1 ∈ L(L2(Rd, dp);H2)
for all ξ ∈ Rd′ × (2piZ)d′′ . In order to prove the resolvent estimates, take
u ∈ D(Pξ) and compute
‖(Pξ − iλ)u‖2 = ‖(p.ξ − λ)u‖2 + ‖(−∆p + |p|
2
2
)u‖2 + 〈u , ξ.Dpu〉 , (124)
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with Dp =
1
i
∂p and ‖ ‖ = ‖ ‖L2(Rd,dp) . With a rotation in the variable p ,
the problem is reduced to the case ξ = (ξ1, 0, . . . , 0) ∈ Rd . The separation
of variables p = (p1, p
′) ∈ R× Rd−1 gives
−∆p + |p|2
2
=
D2p1 + p
2
1
2
+
−∆p′ + |p′|2
2
=
∑
ν∈Nd−1
[
D2p1 + p
2
1
2
+
d− 1
2
+ |ν|
]
|ϕν〉〈ϕν | .
where (ϕν)ν∈Nd−1 is the Hermite basis in L
2(Rd−1, dp) . After writing u =∑
ν∈Nd−1 uν(ξ1, p1)ϕν the problem is reduced to finding lower bounds of
‖(p1ξ1 − λ)uν‖2 + ‖(
D2p1 + p
2
1
2
+
d− 1
2
+ |ν|)uν‖2 + 〈uν , ξ1Dp1uν〉 ,
which is a one dimensional problem parametrized by (ξ1, λ, ν) . The identity
(D2p1 + p
2
1 + a)
2 = D4p1 + p
4
1 + 2a(D
2
p1
+ p21) + a
2 + 2Dp1p
2
1Dp1 − 2 , a ≥ 0 ,
gives
‖(Dp1 + p21
2
+
d− 1
2
+ |ν|)uν‖2 ≥ ‖D2p1
2
uν‖2 + ‖p
2
1
2
uν‖2
+
[
(
d− 1
2
+ |ν|)2 − 1
2
]
‖uν‖ .
We are thus looking for a lower bound of
‖(p1ξ1 − λ)uν‖2 + ‖
D2p1
2
uν‖2 + ξ1〈uν , Dp1uν〉+ ‖
p21
2
uν‖2
+
[
(
d− 1
2
+ |ν|)2 − 1
2
]
‖uν‖2 . (125)
For ξ1 6= 0 (the case ξ1 = 0 is obvious) , set
uν(ξ1, p1) = |ξ1| 16φ(ξ1, sign (ξ1)|ξ1| 13p1 − |ξ1|− 23λ) ,
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corresponding to the change of variable t = sign (ξ1)|ξ1| 13p1 − |ξ1|− 23λ , and
compute the first three terms
‖(p1ξ1 − λ)uν‖2 + ‖
D2p1
2
uν‖2 + ξ1〈uν , Dp1uν〉
= |ξ1| 43
[
‖tφ‖2 + ‖D
2
t
2
φ‖2 + sign (ξ1)〈φ ,Dtφ〉
]
=
|ξ1| 43
4
‖(sign (ξ1)2it +D2t )φ‖2 .
On L2(Rt, dt) , the complex Airy operator D
2
t + sign (ξ1)2it has a compact
resolvent because 4‖f‖2+‖(D2t +sign (ξ1)2it)f‖2 ≥ ‖2tf‖2L2+‖D2t f‖2 and it
is injective (D2t +sign (ξ1)2it)f = 0 (or equivalently (τ
2+sign (ξ1)2∂τ )fˆ = 0)
has no solution in L2(R, dt) . We deduce
‖(D2t + sign (ξ1)2it)φ‖2 ≥ C−1
[‖φ‖2 + ‖2tφ‖2 + ‖D2tφ‖2] .
and
‖(p1ξ1 − λ)uν‖2 + ‖
D2p1
2
uν‖2L2 + ξ1〈uν , Dp1uν〉
≥ 1
C ′
[
|ξ1| 43‖uν‖2 + ‖(p1ξ1 − λ)uν‖2 + ‖D2p1uν‖2
]
, (126)
with a uniform constant C ′ ≥ 1 . By summing over ν ∈ Nd−1 , (124), (125)
and (126) lead to
C ′‖(Pξ − iλ)u‖2 ≥ ‖(p.ξ − λ)u‖2L2 + ‖D2p1u‖2L2 + ‖p21u‖2
+ ‖|ξ| 23u‖2L2 + ‖(
−∆p′ + |p′|2 + d− 1
2
)u‖2 − 1
2
‖u‖2 .
With
‖u‖‖(Pξ − iλ)u‖ ≥ Re 〈u , (Pξ − iλ)u〉 ≥ d
2
‖u‖2 ,
which gives ‖(Pξ − iλ)u‖2 ≥ d24 ‖u‖2L2 , we obtain
C ′′‖(Pξ − iλ)u‖2L2 ≥ (1 + |ξ|4/3)‖u‖2L2 + ‖u‖2H2 + ‖(p.ξ − λ)u‖2L2 .
For |λ|‖u‖2L2 , simply use
|λ|‖u‖2L2 = i sign (λ)〈u , i(p.ξ − λ)u〉+ sign (λ)〈u , p.ξu〉
≤ ‖u‖‖(p.ξ − λ)u‖+
∫
R
|ξ||p||u(p)|2 dp
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with |ξ||p| ≤ C1(|ξ|4/3+ |p|4) in the integral. This finishes the proof for α = 0
and s′ = 0 .
b) Consider the case α = 0 and s′ = 2N ∈ 2N \ {0}: By the global ellipticity
of Pξ and the uniqueness in L
2(Rd, dp) , the equation (Pξ − iλ)u = f has
a unique solution in S ′(Rd) which belongs necessarily to H2N+2 when f ∈
H2N ⊂ L2(Rd, dp) . In S ′(Rd) and for ε > 0 , (Pξ− iλ) [1 + ε2(−∆p + p|2)]N u
equals[
1 + ε2(−∆p + |p|2)
]N
f + i
d∑
k=1
N∑
M=1
ξk
(
N
M
)[
pk , ε
2M(−∆p + |p|2)M
]
u .
The expression of the commutator
[
pk , ε
2M(−∆p + |p|2)M
]
occurring in the
second term as∑
0≤n≤M−1,|α|+|β|≤1
ε2(M−n)−1cM,n,α,β(εp)
α(εDp)
β[ε2|Dp|2 + ε2|p|2]n ,
is easily obtained by induction on M ≥ 1 . With 2(M − n)− 1 ≥ 1 and the
operator
(εp)α(εDp)
β [ε2|Dp|2 + ε2|p|2)]n
[
1 + ε2(|Dp|2 + |p|2)
]−N
uniformly bounded in L(L2(Rd, dp)) . The function v = [1 + ε2(−∆p + |p|2)]N u ∈
L2(Rd, dp) solves[
(Pξ − iλ) +
d∑
k=1
εξkRN,k(ε)
]
v = f˜ =
[
1 + ε2(−∆p + |p|2)
]N
f ,
with ‖RN,k‖L(L2) ≤ CN . Meanwhile we know ‖(Pξ − iλ)−1‖L(L2) ≤ 2d . By
taking ε ≤ min
{
1
4CN 〈ξ〉
,
√
2
d
}
, one gets
v = (Pξ − iλ)−1
[
Id +
d∑
k=1
εξkRk(Pξ − iλ)−1
]−1
f˜ ,
and
ε2N‖u‖H2N ≤
∥∥∥[1 + ε2(−∆p + |p|2)]N u∥∥∥ = ‖v‖
≤ C(1 + |ξ| 23 + |λ| 12 )−1
∥∥∥∥∥∥
[
Id +
d∑
k=1
εξkRk(Pξ − iλ)−1
]−1
f˜
∥∥∥∥∥∥ ,
≤ 2C(1 + |ξ| 23 + |λ| 12 )−1‖f˜‖L2 ≤ C ′(1 + |ξ| 23 + |λ| 12 )−1‖f‖H2N .
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Similarly we obtain
ε2N‖u‖H2N+2 ≤
∥∥∥[1 + ε2(−∆p + |p|2)]N u∥∥∥
H2
≤ C ′′‖f˜‖ ≤ C(3)‖f‖H2N .
We have proved
(1+ |ξ| 23 + |λ| 12 )‖(Pξ − iλ)−1‖L(H2N ) + ‖(Pξ − iλ)−1‖L(H2N ,H2N+2) ≤ C ′N 〈ξ〉2N .
c) The general result for s′ ∈ R and α = 0 follows by duality and interpolation
after noticing that the formal adjoint of Pξ − iλ is P−ξ + iλ .
d) The mapping ξ′ → (Pξ − iλ)−1 is differentiable as an S-continuous (or
S ′-continuous) operator valued function of ξ′ ∈ Rd′ . Its α-th derivative has
the form
∂αξ′(Pξ − iλ)−1 =
∑
(β1,...,β|α|)∈(N
d)|α| ,
|βj |=1
cβ1,...,β|α|(Pξ − iλ)−1
 |α|∏
j=1
(p′)βj(Pξ − iλ)−1
 .
From b) and c), we deduce
‖(p′)βj (Pξ − iλ)−1‖L(Hs′ ) ≤ Cs〈ξ〉|s
′| .
The result then follows from the estimates for α = 0 applied to the first
factor (Pξ − iλ)−1 .
Lemma A.3. For any s′ ∈ R , there exists Cs′ > 0 such that
(1 + |ξ| 23 + |λ| 12 )‖(Pξ − iλ)−1‖L(L2
s′
) + ‖(−∆p + |p|2)(Pξ − iλ)−1‖L(L2
s′
) ≤ Cs′ ,
holds for all (ξ, λ) ∈ Rd′ × (2piZ)d′′ × R .
Proof. The case s′ = 0 is already proved in Lemma A.2. Assume (Pξ−iλ)u =
f with f ∈ L2s′(Rd) and write in S ′(Rd):
(Pξ − iλ)〈εp〉s′u = 〈εp〉s′f −
d∑
k=1
∂pk
[
εgs′,k(εp)〈εp〉s′u
]
+
ε2
2
gs′(εp)〈εp〉s′u ,
for ε > 0 to be fixed, with
gs′,k(p) =
∂pk〈p〉s′
〈p〉s′ = s
′〈p〉−2pk and gs′(p) = ∆p〈p〉
s′
〈p〉s′ = (s
′2+(d−2)s′)〈p〉−2.
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We obtain
[(Pξ − iλ) + εR(s′, ε)] 〈εp〉s′u = 〈εp〉s′f ,
with ‖R(s′, ε)‖L(H1;L2(Rd,dp)) ≤ Cs′,1 . We know ‖(Pξ − iλ)−1‖L(L2(Rd,dp);H1) ≤
C2 and by taking εs′ ≤ 12Cs′,1C2 we get
〈εs′p〉su = (Pξ − iλ)−1
[
Id + εs′R(s
′, εs′)(Pξ − iλ)−1
]−1 〈εs′p〉sf .
This proves
(1 + |ξ| 23 + |λ| 12 )‖〈εs′p〉s′u‖+ ‖(−∆p + |p
2|
4
+
d
2
)〈εs′p〉s′u‖ ≤ Cs′‖〈εs′p〉s′f‖ .
The equivalences of norms between ‖u‖L2
s′
and ‖〈εs′p〉s′u‖ , and between
‖(−∆p + |p|2)〈εs′p〉s′u‖ and ‖(−∆p+|p|
2+d
2
)u‖L2
s′
= ‖〈p〉s′(−∆p+|p|2+d
2
)u‖ finally
yields the result.
Theorem A.1 can be used to solve (P± − iλ)u = f in the distributional
sense. In particular whenQ = R×Q′ with Q′ = Rd1−1×Td2 , d = d1+d2 , with
the coordinates q = (q1, q′, p1, p
′) on X = T ∗Q , and γ ∈ L2(Q′×Rd, dq′dp
|p1|
) ⊂
L2(Q′ × Rd, dq′dp
〈p〉
) the distribution γ(q′, p)δ0(q1) belongs to H
s0(Q;L2
− 1
2
) for
any s0 < −12 . The equation (P±− iλ)u = γ(q′, p)δ0(q1) then admits a unique
solution in Hs0(Q;L2
− 1
2
) with
‖|Dp|2u‖Hs0(Q;L2
− 12
) + ‖|p|2u‖Hs0(Q;L2
−12
) + 〈λ〉
1
2‖u‖Hs0(Q;L2
−12
)
+ ‖u‖
Hs0+
2
3 (Q;L2
−12
)
≤ Cs0‖γ‖L2(Q′×Rd, dq′dp
|p1|
)
. (127)
This estimate can be given a more precise form with a simple integration by
parts.
Proposition A.4. Assume Q = R × Q′ with Q′ = Rd1−1 × Td2 , d1 ≥ 1 ,
d = d1 + d2 , with the coordinates q = (q
1, q′, p1, p
′) on X = T ∗Q .
For any u ∈ D(K±) , the following trace estimate holds
〈λ〉 14‖u(q1 = 0, q′, p)‖L2(Q′×Rd,|p1|dq′dp) ≤ C ′‖(K± − iλ)u‖ . (128)
The dual version says that for any γ ∈ L2(Q′ × Rd, dq′dp
|p1|
) , the solution u to
(P± − iλ)u = γ(q′, p)δ0(q1) belongs to L2(X, dqdp) with the estimate
〈λ〉 14‖u‖ ≤ C ′′‖γ‖
L2(Q′×Rd, dq
′dp
|p1|
)
. (129)
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Proof. Set X− = (−∞, 0)×Q′ × Rd . For u ∈ C∞0 (X) and λ ∈ R , write∫
Q′×Rd
|p1||u(0, q′, p)|2 dq′dp = 2Re
∫
X−
|p1|∂q1u(q, p)u(q, p) dqdp
= ±2Re
∫
X
(±p.∂q + iλ)u(q, p) sign (p1)u(q, p) dqdp
= ±2Re 〈(±p∂q − iλ)u , 1R−(q) sign (p)u〉
≤ 2‖(±p∂q − iλ)u‖‖u‖ ≤ C〈λ〉− 12‖(K± − iλ)u‖2 ,
by applying (123) with s, s′ = 0 . The extension of the estimate to any
u ∈ D(K±) is a consequence of the density of C∞0 (X) in D(K±) .
The existence and uniqueness of a solution u ∈ L2(X, dqdp) to (P±− iλ)u =
γ(q′, p)δ0(q1) comes from Theorem A.1 as explained for (127). For any φ ∈
L2(Q′ × Rd, |p1|dq′dp) and any f ∈ L2(X, dqdp) the previous result applied
to K∗± = K∓ gives∣∣∣∣∫
Q′×Rd
φ(q′, p)[(K∗± + iλ)
−1f ](0, q′, p)|p1|dq′dp
∣∣∣∣
≤ C ′〈λ〉− 14‖φ‖L2(Q′×Rd,|p1|dq′dp)‖f‖ .
But the above integral equals∫
R
φ(q′, p)[(K∗ + iλ)−1f ](0, q′, p)|p1|dq′dp
= 〈φ(q′, p)|p1|δ0(q1) , (K∗± + iλ)−1f〉
= 〈(P± − iλ)−1[φ(q′, p)|p1|δ0(q1)] , f〉 .
After setting γ = |p1|φ(q′, p) , we obtain∣∣〈f , (P± − iλ)−1[γ(q′, p)δ0(q1)]〉∣∣ ≤ C ′′〈λ〉− 14‖f‖‖|p1|−1γ‖L2(Q′×Rd,|p1|dq′dp)
= C ′′〈λ〉− 14‖f‖‖γ‖
L2(Q′×Rd, dq
′dp
|p1|
)
,
which ends the proof.
We end with another application of (127).
Proposition A.5. Assume Q = R×Q′ with Q′ = Td′ ×Rd′′−1 , d′′ ≥ 1 ,d =
d′ + d′′ , and take the coordinates (q1, q′, p1, p
′) ∈ R × Q′ × R × Rd−1 in
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X = T ∗Q .
If u ∈ L2(Q;H1) solves
(P± − iλ)u = γ(q′, p)δ0(q1)
with γ ∈ L2(Q′×Rd, dq′dp
|p1|
) . Then for any s ∈ [0, 1
9
) , u belongs to Hs(Q;H0)
with the estimate
‖u‖Hs(Q;H0) ≤ Cs
[
‖γ‖
L2(Q′×Rd, dq
′dp
|p1|
)
+ ‖u‖L2(Q;H1) .
]
When d′′ = 1 , R ∈ (0,+∞) and s ∈ (0, 1
9
) , the embedding Hs(Q;H0) ∩
L2(Q;H1) ⊂ L2([−R,R]×Q′ × Rd; dqdp) is compact.
Proof. From (127) we deduce
‖〈p〉− 12u‖Hν(Q;H0) ≤ ‖u‖Hν(Q;L2
− 12
) ≤ Cν‖γ‖L2(Q′×Rd, dq′dp
|p1|
)
,
for all ν ∈ [0, 1
6
) . The assumption u ∈ L2(Q;H1) implies
‖〈p〉u‖L2(X,dqdp) ≤ Cd‖u‖L2(Q;H1) .
With
‖u‖
H
2
3 ν(Q;H0)
≤ C ′ν‖〈p〉−
1
2u‖
2
3
Hν(Q;H0)‖〈p〉u‖
1
3
L2(X,dqdp)
we choose s = 2
3
ν ⊂ [0, 1
9
) . We obtain
‖u‖Hs(Q;H0) ≤ Cs‖γ‖
2
3
L2(Q′×Rd, dq
′dp
|p1|
)
‖u‖
1
3
L2(Q;H1)
≤ C ′s
[
‖γ‖
L2(Q′×Rd, dq
′dp
|p1|
)
+ ‖u‖L2(Q;H1)
]
.
With [−R,R]×Q′ = [−R,R]×Td−1 , the compactness statement is obvious.
B Partitions of unity
We briefly review a few formulas with partitions of unities. We shall work
on a riemannian manifold M possibly with boundary and L2(M) is endowed
with the scalar product 〈u , v〉 = ∫
M
uv dVolg and the norm ‖u‖ =
√〈u , u〉 ,
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associated with the metric g . The operator P =
∑
|α|≤m aα(x)∂
α
x is a differ-
ential operator with C∞-coefficients and its formal adjoint is denoted by P ∗ .
The family (χ`)`∈L is a locally finite family C∞0 (M ;R) such that
∑
`∈L χ
2
` ≡ 1 .
For every ` ∈ L , P` will denote a local model of P , that is Pχ` = P`χ` . We
also assume that possible boundary conditions behave well with the parti-
tion of unity. The following formula are written for u ∈ C∞0 (M) (or possibly
u ∈ C∞0 (M) fulfilling some boundary conditions) or u ∈ L2(M) provided that
all the terms make sense in D′(M) or in L2(M) . Finally the notation ad kAB
is defined by ad AB = [A,B] and ad
k
AB = ad Aad
k−1
A B .
‖Pu‖2 −
∑
`∈L
‖P`χ`u‖2 = −
∑
`∈L
‖(ad χ`P )u‖2 + Re 〈Pu , (ad 2χ`P )u〉 , (130)
P −
∑
`∈L
χ`P`χ` = −1
2
∑
`∈L
ad 2χ`P . (131)
For (131) write
P −
∑
`∈L
χ`Pχ` =
∑
`∈L
[P, χ`]χ` =
∑
`∈L
χ` [χ`, P ]
and take half the sum of the two last expressions with [P, χ`]χ`+χ`[χ`, P ] =
−ad 2χ`P .
For (130) introduce the formal adjoints P ∗ of P (resp P ∗` of P`) and write
‖Pu‖2 −
∑
`∈L
‖P`χ`u‖2 =
∑
`∈L
〈u , [P ∗χ2`P − χ`P ∗Pχ`]u〉 .
For one given ` ∈ L compute
P ∗χ2`P − χ`P ∗Pχ` = P ∗χ` [χ`, P ] + [P ∗, χ`]Pχ`
= P ∗χ` [χ`, P ] + [P
∗, χ`]χ`P + [P
∗, χ`] [P, χ`] .
For the second and third term, use
[P ∗, χ`] = [χ`, P ]
∗ = −[P, χ`]∗ .
For the first term, use
2χ`[χ`, P ] =
[
χ2` , P
]− [[χ`, P ] , χ`] = [χ2` , P ]+ ad 2χ`P .
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This gives
‖χ`P‖2−‖Pχ`u‖2 = Re 〈Pu ,
[
χ2` , P
]
u〉+Re 〈Pu , (ad 2χ`P )u〉−‖(ad χ`P )u‖2L2 ,
and summing over ` ∈ L proves (130). We conclude with a duality and
interpolation argument.
Lemma B.1. Let E1 ⊂ E0 ⊂ E−1 and F1 ⊂ F0 ⊂ F−1 be two Hilbert triples
(the inclusion are continuous and dense embeddings, the −1 space being the
dual of the +1 space). The interpolated Hilbert spaces are denoted by Er, Fr
for any r ∈ [−1, 1] . Let J : E0 → F0 be an isometry, J∗0J = IdE0 (non
necessarily surjective), such that
∃C > 0 , ∀u ∈ E1 , C−11 ‖u‖E1 ≤ ‖Ju‖F1 ≤ C1‖u‖E1 .
Then for any r ∈ [−1, 1] , J defines a bounded operator from Er to Fr and
the equivalence
∀u ∈ Er , C−1r ‖u‖Er ≤ ‖Ju‖Fr ≤ Cr‖u‖Er ,
holds with Cr = C
|r|
1 .
Proof. The equivalence of ‖Ju‖F1 and ‖u‖E1 implies that J
∣∣
E1
has a closed
range G1 in F1 with the inverse J
∗0
∣∣
G1
. Let ΠG1 a continuous projection and
note
|〈Jv , u〉| = |〈v , J∗0(ΠG1u)〉| ≤ C‖v‖E−1‖u‖F1 .
Therefore J extends as a bounded operator from E−1 → F−1 . By interpola-
tion J ∈ L(Er, Fr) and J∗0 ∈ L(Fr, Er) with J∗0J = IdEr .
Application: If (χ`)`∈L is a locally finite partition of unity such that
∑
`∈L χ
2
` =
1 and (A,D(A)) is positive self-adjoint operator in L2(M) such that(∑
`∈L ‖Aχ`u‖2
‖Au‖2
)±1
≤ C ,
then the equivalence (∑
`∈L ‖Arχ`u‖2
‖Aru‖2
)±1
≤ Cr
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holds for any r ∈ [−1, 1] . Simply apply the previous lemma with
E0 = L
2(M) , E1 = D(A) , E−1 = D(A)
′ ,
F0,±1 =
⊕
`∈L
E0,±1 ,
and Ju = (χ`u)`∈L .
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