Abstract. In this article we find the fusion rules of the free wreath product quantum groups Γ ≀ * S + N for any discrete group Γ. To do this we describe the spaces of intertwiners between basic corepresentations which allows us to identify the irreducible corepresentations. We then apply the knowledge of the fusion rules to prove, in most cases, several operator algebraic properties of the associated reduced C * -algebras such as simplicity and uniqueness of the trace. We also prove that the associated von Neumann algebra is a full type II 1 -factor and that the dual of Γ ≀ * S + N has the Haagerup approximation property for all finite groups Γ.
Introduction
One motivation for the construction of quantum groups was the generalization of Pontrjagin duality to non-abelian locally compact groups: if G is an abelian locally compact group then the set of characters G is an abelian locally compact group again and and the bidual is isomorphic with G. Of course if G is not abelian, one can not expect that this latter property holds and then one has to look for a larger category, the one of quantum groups, that includes locally compact groups and their (generalized) duals. In [ES73] Enock and Schwartz and in [VK74] Vaȋnerman and Kac, defined the notion of Kac algebra in the setting of von Neumann algebras. The notion of the dual A of a Kac algebra A was also introduced in this article and it was proved that the bidual of such a Kac algebra is isomorphic with A. Kac algebras are endowed with the same structural maps as Hopf-algebras (coproduct, antipode, counit). A C * -algebraic theory and analogue results were proved in this setting, see e.g. [EV93] . These algebras together with their structural maps are examples of quantum groups.
In [Wor87b] Woronowicz constructed a C * -algebra associated to the so called twisted SU q (2) quantum groups, with a coproduct but with an unbounded antipode which is not a * -anti-automorphism as in the case of Kac algebras. So the category of Kac algebras appeared not large enough to contain all interesting examples of quantum groups. In [Wor87a] , [Wor98] , Woronowicz introduced a general theory of compact quantum groups in the setting of C * -algebras. This construction includes also the Drinfeld-Jimbo type quantum groups. Under minimal assumptions, the existence and uniqueness of a Haar state could be proved and a Peter-Weyl representation theory of compact quantum groups could be developed, very close to the one for (classical) compact groups. Moreover, as in the classical case the dual G of a compact quantum group G is a discrete quantum group i.e. the underlying C * -algebra is direct sum of matrix algebras.
In [Wan93] and [Wan95] , Wang constructed examples of compact quantum groups U + N and O + N called the free unitary and free orthogonal quantum groups and introduced also, in [Wan98] , the quantum permutation groups S + N . We recall the definitions of the underlying Woronowicz-C * -algebras:
• C(U + N ) = C * − u ij : 1 ≤, i, j ≤ N | (u ij ) ij and (u * which are "free" versions of the commutative C * -algebras of functions C(U N ), C(O N ), C(S N ). These compact quantum groups were studied by Banica and others. He described in [Ban97] , [Ban96] and [Ban05] , their irreducible corepresentations and the fusion rules binding them i.e. the way that the tensor products of two irreducible corepresentations decomposes into irreducibles. This work laid the foundations for the study of the geometric, analytic and combinatoric properties of these quantum groups.
Later, new examples of compact quantum groups appeared. Banica and Speicher introduced the notion of easy quantum groups, [BS09] . They are compact quantum groups whose Woronowicz-C * -algebras are generated by a unitary matrix (with additional properties). Their intertwiner spaces have a combinatorial description in terms of partitions. These compact quantum groups cover the basic examples O + N , S + N we mentioned above and include new ones. More recently, Weber [Web13] , Raum and Weber [RW12] , Freslon and Weber [FW13] , investigated these "combinatorial" quantum groups in order to classify them.
In [Bic04] , Bichon introduced the notion of free wreath product A * w C(S + N ) for any Woronowicz-C * -algebra A (see [Bic04] ). He proved that when G = (A, ∆) is a compact quantum group, G ≀ * S + N = (A * w C(S + N ), ∆) is again a compact quantum group. In [BV09] , Banica and Vergnioux studied the quantum reflection groups H s+ N , another family of compact quantum groups introduced in 2007, see [BBCC11] for the definition and first properties. In particular, they proved an isomorphism of compact quantum groups H Another aspect of this work is to pursue the study of the operator algebras associated to compact quantum groups. Banica started it in [Ban97] by proving the simplicity of C r (U In the second section, we recall the concept of Tannaka-Krein duality and we describe the intertwiner spaces of certain basic corepresentations in H + N (Γ) using a canonical homomorphism from the universal algebra of a certain free product of compact quantum groups onto C(H + N (Γ)). This allows us to compute the fusion rules between the irreducible corepresentations of H + N (Γ). In the third section, we give several applications of this description of the fusion rules:
• We prove the simplicity and the uniqueness of the trace of the reduced
We adapt a variant of Powers' methods used by Banica in [Ban97] and we use the simplicity of C r (S + N ) for all N ≥ 8 proved in [Bra13] .
• We show the fullness of the II 1 -factor L ∞ (H + N (Γ)) for all N ≥ 8 and any discrete group Γ. The proof is adapted from the "14 − ǫ method" which is used in the classical proof of the fact that L ∞ (F n ) does not have the property Γ. This application is based on work by Vaes for the fullness of L ∞ (U + N ) which can be found in an appendix to [DCFY13] .
• We finish our article by extending the main result in [Lem13] by proving that the duals of the free wreath products Γ ≀ * S + N have the Haagerup property for all finite groups Γ and all N ≥ 4.
1. Preliminaries 1.1. Quantum groups and representation theory. The definition and basics on compact quantum groups go back to Woronowicz. In this first section we recall a few facts and results about compact quantum groups. One can refer to [Wor98] for a nive survey of the notions needed in this article. We also recommend the book [Tim08] .
A compact quantum group is a pair G = (C(G), ∆) where C(G) is a unital Woronowicz-C * -algebra: C(G) is a unital C * -algebra endowed with a unital * -homorphism ∆ :
• ∆ and such that we have the cancellation property, i.e. span{∆(a)(b ⊗ 1) : a, b ∈ C(G)} and span{∆(a)(1 ⊗ b) : a, b ∈ C(G)} are norm dense in C(G) ⊗ C(G). These assumptions allow to prove the existence and uniqueness of a Haar state [Wor98, Theorem 1.3] . In this article we will deal with compact quantum groups of Kac type, that is their Haar state h is a trace. We will also deal with several compact matrix quantum groups, namely the quantum permutation groups S + N and the quantum reflection groups H s+ N , see Section 1.2 and 1.3. A compact matrix quantum group G = (C(G), ∆) is a compact quantum group whose underling Woronowicz-C * -algebra C(G) is generated by the coefficients of a generating unitary matrix with coefficients in C(G), see [Wor87a] .
One can consider the GNS representation λ h :
One can prove that C r (G) is again a Woronowicz-C * -algebra whose Haar state extends to L ∞ (G). We will denote simply by ∆ and h the coproduct and Haar state on C r (G).
An
An intertwiner between two corepresentations
We say that u is equivalent to v, and we note u ∼ v, if there exists an invertible intertwiner between u and v. We denote by Hom G (u, v) the space of intertwiners between u and v. A corepresentation u is said to be irreducible if Hom G (u, u) = Cid. We denote by Irr(G) the set of equivalence classes of irreducible corepresentations of G.
We recall that C(G) contains a dense * -subalgebra denoted by Pol(G) which is linearly generated by the coefficients of the irreducible corepresentations of G. The coefficients of a corepresentation u of G acting on a Hilbert space H u are given by (id ⊗ φ)(u) for some functional φ ∈ B(H u )
* . This algebra has a Hopf- * -algebra structure and in particular there exists a * -antiautomorphism κ : Pol(G) → Pol(G), called the antipode, which acts on the coefficients of the irreducible unitary corepresentations by κ(u ij ) = u
In the Kac type case, the right regular representation of a compact quantum
. It commutes with λ h and one can consider the adjoint representation on P ol(G),
This representation acts on the irreducible characters as follows
Notice that the map z → ad(χ r )(z) is completely positive for all r ∈ Irr(G).
In [Ban97] , Banica uses the notion of support of an element x ∈ Pol(G). The support of x ∈ Pol(G) is denoted supp(x) and defined as the smallest subset G ⊂ Irr(G) such that x is a linear combination of certain coefficients of elements r ∈ G. In other words, r / ∈ supp(x) ⇔ h(xr * ij ) = 0, for all coefficients r ij of r. 1.2. Quantum permutation groups. A fundamental and basic family of examples of compact quantum groups was introduced by Wang. It is recalled in the following definition:
v is a magic unitary) and such that the coproduct ∆ is given by the usual relations making of v a finite dimensional corepresentation of C(S
In the cases N = 2, 3, one obtains the usual algebras C(Z 2 ), C(S 3 ) since a magic unitary of size 2 (respectively 3) is composed of commuting projections as one can see using the Fourier transformation over Z 2 , resp. Z 3 . If N ≥ 4, one can find an infinite dimensional quotient of C(S + N ) so that C(S + N ) is not isomorphic to C(S N ), see e.g. [Wan98] , [Ban05] .
The corepresentation theory of S 
(3) The fusion rules are the same as for SO(3):
1.3. Free (wreath) product quantum groups. In [Wan95] , Wang defined the free product G = G 1 * G 2 of compact quantum groups. He showed that such a free product is still a compact quantum group and gave a description of the irreducible corepresentations of G as alternating tensor products of nontrivial irreducible corepresentations: Wan95] ) Let G 1 and G 2 be compact quantum groups. Then the set Irr(G) of irreducible corepresentations of the free product of quantum groups G = G 1 * G 2 can be identified with the set of alternating words in Irr(G 1 ) * Irr(G 2 ) and the fusion rules can be recursively described as follows:
• If the words x, y ∈ Irr(G) end and start in Irr(G i ) and Irr(G j ) respectively with j = i then x ⊗ y is an irreducible corepresentation of G corresponding to the concatenation xy ∈ Irr(G).
• If x = vz and y = z ′ w with z, z ′ ∈ Irr(G i ) then
where the sum runs over all non-trivial irreducible corepresentations t ∈ Irr(
We will use this result to describe the fusion rules of another type of product of compact quantum groups: the free wreath products Γ ≀ * S + N , with Γ a discrete group (see section 2). Note that the previous theorem will be crucial in the proof of Theorem 2.15 where we describe certain intertwiner spaces in the free product of compact matrix quantum groups.
Let us now recall the definition of the free wreath products by the quantum permutation groups S 
It is denoted by A * w C(S + N ). In the next result, we use the Sweedler notation ∆ A (a) = a (1) ⊗ a (2) ∈ A ⊗ A. 
In particular, if G is a compact quantum group, then
The following examples are fundamental for the rest of this article. Example 1.6. ([Bic04, Example 2.5]) Let Γ be a discrete group with neutral element e and let N ≥ 2. Let A N (Γ) be the universal C * -algebra with generators a ij (g), 1 ≤ i, j ≤ N, g ∈ Γ together with the following relations:
and involution
is a compact quantum group with:
We have for all g ∈ Γ, ǫ(a ij (g)) = δ ij and S(a ij (g)) = a ji (g −1 ). Furthermore,
is isomorphic, as a compact quantum group, with Γ ≀ * S + N . Consider the following important special cases:
(1) If Γ = Z s for an integer s ≥ 1, one gets the quantum reflection groups H s+ N , see [BBCC11] and [BV09] . C(H s+ N ) is the universal C * -algebra generated by N 2 normal elements U ij such that: One can consider other examples of free wreath product quantum groups Γ≀ * S + N , for instance: Example 1.8. Let N ≥ 2 and let F 2 = a, b be the (classical) non-abelian free group on two generators. Then the underlying Woronowicz-C * -algebra of the free wreath product quantum group
We will use the following proposition to find the fusion rules of H + N (Γ). Proposition 1.9. Let Γ be a finitely generated group Γ = g 1 , . . . , g p and denote by s r ∈ [1, +∞] the order of the element g r . We have canonical homomorphisms
where U (r) ij is the coefficient of the fundamental corepresentation of C(H sr + N ) seen as the r-th factor of the free product * 
In the next theorem, we will recall the description of the corepresentations and fusion rules proved by Banica and Vergnioux in [BV09] for the compact quantum reflection groups H 
has a unique family of Ndimensional corepresentations (called basic corepresentations) {U k : k ∈ Z} satisfying the following conditions:
(
. . , U s−1 are inequivalent corepresentations. Furthermore if we write for all i ∈ Z s , ρ i = U i ⊖ δ i0 1, then the irreducible corepresentations of C(H s+ N ) can be labelled ρ x , x ∈ Z s and the involution and fusion rules are ρ x = ρ x and
We want to prove that one can generalize the description of the irreducible corepresentations and fusion rules to H + N (Γ) = Γ ≀ * S + N for any discrete group Γ, N ≥ 4. We will then get several operator algebraic properties that one can deduce from the knowledge of these fusion rules.
We recall what is already known in the case Γ = Z s (s ≥ 1 finite):
The dual of H s+ N has the Haagerup property for all N ≥ 4, s ∈ [1, +∞).
Fusion rules for H
In this section Γ is any discrete group, N is an integer N ≥ 4. We are going to describe the irreducible corepresentations of H + N (Γ) = Γ ≀ * S + N and the fusion rules binding them. To fulfill this, we are going to use techniques introduced in [Ban96] , [Ban97] , [Ban99] and developed in [BBCC11] and [BV09] .
Let G = (C(G), ∆) be a compact quantum group such that C(G) is generated by the coefficients of a certain family (v i ) i∈I of finite dimensional corepresentations of G. Denote by Rep(G) the complete monoidal C * -category with conjugates of all finite dimensional corepresentations of G (see e.g. [Wor88] and [NT] for the definitions of such rigid monoidal categories). We will keep the following notation in the sequel of this article:
Notation 2.1. We denote by Tens(G, (v i ) i∈I ) ⊂ Rep(G) the full tensor subcategory with:
-objects: all the tensor products between corepresentations v i and v i , -morphisms: intertwiners between such tensor products. Tens(G, (v i ) i∈I ) is contained in the category of (all) linear maps between tensor products of the representation spaces H i of the corepresentations v i . Denote this category Vect(H i ).
We will denote by v the generating matrix of S + N and denote by a kl (γ i ) the generating elements of H
, then the homomorphisms of Proposition 1.9 at the level of the objects
give functors at the level of the categories (2.1)
. It is known (and recalled in the next subsection) that the tensor categories Tens(H s+ N , U ) and Tens(S + N , v) have a diagrammatic description in terms of noncrossing partitions: morphisms (i.e. intertwiners between corepresentations) can be described by (certain) non-crossing partitions. We use this fact to obtain a diagrammatic description of the tensor category Tens(H
The inclusions (2.1) above, together with the diagrammatic description of
which we will obtain in the subsection 2.2, will allow us to draw our conclusions. Before investigating these questions, we recall that the fusion rules of H + N (Γ) are known in the case N = 2, see [Bic04] . In the sequel, we assume that N ≥ 4. The case N = 3 is not investigated in this article since a crucial result in our argument (namely Theorem 2.12 (3)) is not true in this case.
2.1. Non-crossing partitions, diagrams. Tannaka-Krein duality. In the following paragraph, we recall a few notions on non-crossing partitions, see e.g.
[BV09] for more informations. Definition 2.2. A non-crossing partition of a set with repetitions {1, . . . , k, k + 1, . . . , k + l} with k + l ordered elements 1 < · · · < k < k + 1 < · · · < k + l, is a picture of the following form:
It contains k upper points, l lower points and consists of a diagram P composed of strings which connect certain upper and/or lower points and which do not cross one another. We denote by N C(k, l) the set of all non-crossing partitions between k upper points and l lower points.
Such non-crossing partitions give rise to new ones by tensor product, composition and involution:
Definition 2.3. Let p ∈ N C(l, m) and q ∈ N C(k, l). Then, the tensor product, composition and involution of the partitions p,q are obtained by horizontal concatenation, vertical concatenation and upside-down turning:
The composition pq is only defined if the number of lower points of q is equal to the number of upper points of p. When one identifies the lower points of q with the upper points of p, closed blocks might appear, that is strings which are connected neither to the new upper points nor to the new lower points. These blocks are discarded from the final pictorial representation. We will denote by b(p, q) the number of closed blocks appearing when performing a vertical concatenation.
Example 2.4. Following the rules stated above (erasing middle points, discarding closed blocks and following the lines when one identifies the upper points of p with the lower points of q), we get
From non-crossing partitions p ∈ N C(k, l) naturally arise linear maps
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Definition 2.5. Let (e i ) be the canonical basis of C N and p ∈ N C(k, l) be a non-
is defined by:
where i (respectively j) is the k-tuple (i 1 , . . . , i k ) (respectively the l-tuple (j 1 , . . . , j l )) and if one decorates the points of p by i and j, δ p (i, j) is equal to:
(1) 1 if all strings of p join equal indices, (2) 0 otherwise.
Example 2.6. We consider an element p ∈ N C(4, 3), choose any tuples i = (i 1 , i 2 , i 3 , i 4 ) and j = (j 1 , j 2 , j 3 ), and put them on the diagram:
Example 2.7. We give basic examples of such linear maps:
Tensor products, compositions and involutions of diagrams behave as follows with respect to the associated linear maps:
Proposition 2.8. ([BS09, Proposition 1.9] Let p, q be non-crossing partitions. Then:
We will keep the following notation in the sequel: Notation 2.9.
• We will denote by N C the collection of all sets N C(k, l). It forms a monoidal category with involution and with N as a set of objects.
• We will denote by N C I the set of non-crossing partitions with upper and lower points decorated by elements of the set I. It is again a monoidal category whose objects are tuples of elements of I. The morphisms between a k-tuple and an l-tuple are the ones of N C.
• We denote by N C s the subset of N C Zs defined as follows: -Objects are the same as the ones of N C Zs that is tuples of elements in Z s .
-Morphisms p ∈ N C Zs (i, j) are non-crossing partitions decorated by a k-tuple i = (i 1 , . . . , i k ) ∈ Z k s and an l-tuple j = (j 1 , . . . , j l ) ∈ Z l s having the property that, putting i on the upper row of p and j on the lower row of p, then in each block, the sum over the elements of Z s attached to the upper points is equal to the sum over the elements of Z s attached to the lower points.
For the term monoidal category, we refer to [ML98, vii.1]. The Proposition 2.8 implies easily that the collection of spaces span{T p : p ∈ N C(k, l)} form a monoidal C * -category in the sense of Doplicher and Roberts with N as a set of objects, see [DR89] for the definitions. Furthermore, this tensor category has conjugates since the partitions of type
are non-crossing and since the following conjugate equations hold:
. Similar arguments show that the collection of spaces span{T p : p ∈ N C s (i, j)} form a monoidal C * -category with conjugates. In addition to Notation 2.1 and 2.9, we will use the following one:
Notation 2.10. We will denote by Lin the "projective" functor from N C I to Vect(H i ), where the H i are copies of C N for some fixed N, defined as follows:
Remark 2.11. The term "projective" above is used because of the numerical factor appearing in the formula T pq = n −b(p,q) T p T q above (Proposition 2.8). Lin is then a functor when one replaces the target vector spaces by the associated projective spaces where one quotients by the colinearity equivalence relation.
Using Notation 2.1, 2.9 and 2.10, we can now give a homogeneous result concerning the diagrammatic description of Tens(S + N , v) and Tens(H s+ N , U ) (see [Ban99] , [BV09] ) that we will generalize in the next subsections. All the categories considered below are then contained in Vect(H i ) as defined above:
e. for all k, l ∈ N and i t , j q ∈ Z s (the case s = ∞ corresponds to Z)
(3) Moreover, the linear maps T p , p ∈ N C(k, l) are linearly independent for all N ≥ 4.
The proof of (3) in the above theorem can be found in [Tut93] . In this paper, Tutte computes the determinant of the Gram matrix associated with the vectors T p , p ∈ N C(0, k) and it is easy to see that it does not vanish for N ≥ 4.
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We recall that in a monoidal C * -category with conjugates, we have the following Frobenius reciprocity theorem (see [Wor88] and [NT] ) that we will use in Proposition 2.15.
Theorem 2.13. Let C be a monoidal C * -category with conjugates. If an object U ∈ C has a conjugate, with R and R solving the conjugate equations (see [NT, Definition 2.2.1], or (2.2) above), then the map
The next proposition is an application of Woronowicz's Tannaka-Krein duality. Tannaka-Krein duality was introduced by Woronowicz in [Wor88] . It will be useful when computing the tensor category of certain compact quantum groups (see Theorem 2.20 below and compare with [BBCC11, Theorem 12.1]).
Proposition 2.14. Let G 1 = (C(G 1 ), {u i }) and G 2 = (C(G 2 ), {v j }) be two compact quantum groups such that C(G 1 ), C(G 2 ) are generated by the coefficients of some corepresentations {u i }, {v j }.
Suppose that there is a surjective morphism π : C(G 1 ) → C(G 2 ) intertwining the coproducts (i.e. G 2 ⊂ G 1 ). Suppose furthermore that ker(π) is generated by intertwining relations that is by a set R of linear maps T which are morphisms in Vect(H ui ) giving equations in C(G 1 ). Then Tens(G 2 , v j ) is generated as a rigid monoidal C * -category by Tens(G 1 ) and R:
Proof. We denote by π * the functor associated to the homomorphism π. Let G ′ 2 be the compact quantum group, obtained by Tannaka-Krein duality, whose representation category is the completion of π * (Tens(G 1 , u i )), R . By construction, the sets of the intertwining relations in G ′ 2 and G 2 coincide: they are composed of the relations in G 1 and the additional ones described by R. Thus, the morphism π : C(G 1 ) → C(G 2 ), with kernel R, factorizes into an isomorphism of compact quantum groups π
Intertwiner spaces of free product quantum groups. In this section, we focus on compact matrix quantum groups. We want a diagrammatic description of the spaces of intertwiners of the free products *
We shall prove a more general result on the free product of a finite family of compact matrix quantum groups G = ⋆ p i=1 G i . We will use the following notation: if U i is the fundamental corepresentation matrix of the compact quantum group G i then U ǫ i will denote U i if ǫ = 1 and its conjugate U i when ǫ = −1. Proposition 2.15. Let G be a free product of a finite family of compact matrix quantum groups:
We denote by T the category generated by the categories Tens(G i , U i ) that is
• objects are tensor products
(r i ∈ {1, . . . , p}), • morphisms are linear combinations and compositions of morphisms of the type id ⊗ R ⊗ id where R is a morphism in a certain category Tens(
(for a fixed r ∈ {1, . . . , p}), then we clearly also have
) is stable under the operations used to generate T . Now, we prove the other inclusion Tens(G,
The Frobenius reciprocity allows us to restrict to the cases k = 0 : indeed the duality maps T r (see (2.2)) are compositions of maps id ⊗ T ri ⊗ id which are in T . Denoting 1 the trivial corepresentation, we have to prove that the morphisms 1 → U η1 s1 ⊗ · · ·⊗ U η l s l (i.e. the fixed vectors of this latter tensor product) are linear combinations of compositions of maps of the type id ⊗ R ⊗ id, where R is a fixed vector for some factor G i .
Let T be a morphism
. We will call any tensor product
e. a tensor word in U s and U s coming from the same copy G i ; such a sub-block will be called maximal when s t−1 = s = s t+m+1 (whenever this is well defined).
We are going to prove the desired assertion by induction over the number of maximal sub-blocks. The initialization corresponds to the case where there is only one maximal sub-block i.e. in this case each copy U ηi si comes from the same factor G si and thus the assertion is clear.
We denote the maximal sub-blocks by
(k ≥ 1) with constant index s i and we set for all i = 1, . . . , k
We fix (S j i ) j an orthonormal basis of Fix Bi := Hom Gi (1, B i ), note that S j i ∈ T . Let ∀i = 1, . . . , k, P i : B i → B i be the orthogonal projections from the space of B i to Fix Bi , that is, with our notation
and that for all j
since C i has less maximal sub-blocks than V . So, we obtain that is a linear combination of composition of maps of type id ⊗ R j ⊗ id where R j is a fixed vector for some factor G j , in other words (id
On the other hand, we can write
We denote ∀i = 1, . . . , k,
We are going to expand (2.4) and conclude using the crucial result for our purpose, Theorem 1.3. The properties of the fusion rules of a free product of compact quantum groups recalled in Theorem 1.3 yield that P
Indeed, each projection P (−1) i maps the space of B i on the orthogonal complement of Fix Bi so that P (−1) i (B i ) decomposes as a direct sum of non-trivial irreducible G icorepresentations. Hence, since the sub-blocks are maximal, the calculation rules of the alternated tensor words of corepresentations in a free product of compact quantum groups imply that the tensor product P (−1) 1
composes into non-trivial irreducible representations of the free product quantum group. Now, since Im(T ) is a copy of the trivial corepresentation 1 ⊂ V , we have P
where Ω = {−1, +1} k \{(−1, −1, . . . , −1)}. Hence we can write
and T is as announced by (2.3) and the definition of the maps P i . (1) for all g ∈ Γ, a(g) ij = a ij (g) (2) a(g) = a(g −1 ).
Intertwiner spaces in
Proof. It is clear, with the relations (1.1), (1.2), (1.4), that setting a(g) = (a ij (g)) i,j∈{1,...,N } gives the desired family of corepresentations.
Notation 2.17. Let us first fix some notation.
• When D is a subset of diagrams in N C I for a certain set I, we denote by D the set of all diagrams that can be obtained by usual tensor products, compositions and involutions of diagrams in D (see Definition 2.3).
• If Γ is finitely generated, we will only consider generating subsets S Γ of Γ which are stable under inversion. We will consider the category N C SΓ (see Notation 2.9).
• We denote by N C Γ,SΓ ⊂ N C SΓ the monoidal subcategory: -Where we keep all the objects of N C SΓ , -Where the morphisms are the diagrams decorated by some elements g i ∈ S Γ on upper points and by some elements h j ∈ S Γ on lower points such that in each block i g i = j h j . We make the convention that the product of zero elements is equal to e.
• We denote by N C SΓ * ⊂ N C SΓ , the category: -Where objects are the same as in N C SΓ , -Where morphisms are the ones in N C Γ,SΓ which are such that for each block, there exists one element g ∈ S Γ such that the points of the block are decorated by g or g −1 (which might be equal).
• We denote by N C Γ ⊂ N C Γ , the category where the diagrams are decorated by elements g i , h j ∈ Γ such that in each block i g i = j h j with the same convention for products of zero elements as above.
The following result will be useful in the proof of the next theorem.
Proposition 2.18. Let Γ be a discrete group generated by a finite subset S Γ = {g 1 , . . . , g p } stable by inversion. We denote by s i the order of g i in Γ, with
Proof. We use Proposition 2.15 and Theorem 2.12 (2). We first prove the inclusion:
Notice that the morphisms of type id ⊗R ⊗ id with R ∈ Tens H si+ N , U
are linear combinations of diagrams of the form:
where we identified g (such blocks are sometimes called internal blocks). The inclusion is then easily proved by induction over the number of blocks.
We are now ready to prove the following theorem:
Theorem 2.19. If Γ is a finitely generated discrete group Γ = S Γ with S Γ = {g 1 , . . . , g p } stable by inversion, then we have:
Proof. We recall (see Proposition 1.9) that we have a morphism π 1 :
with p = |S Γ |. We are going to determine the kernel of this morphism and apply Proposition 2.14, Proposition 2.15 and Proposition 2.18 to describe the category
Step 1: We show that the kernel of π 1 is generated by the relations: Moreover, s satisfies s • π 1 = q. Hence, ker(π 1 ) = I is generated by the relations presented above.
Step 2: We show that the relations generating ker(π 1 ) can be described by diagrams. With Notation (2.17), we claim that the one-block partitions B k,l ∈ N C Γ,SΓ , k, l ∈ N, decorated by certain elements g r1 , . . . , g r k and g s1 , . . . , g s l of S Γ with i g ri = i g si describe these relations. Their pictorial representations are as follows
. . , g r k ); (g s1 , . . . , g s l )).
The conditions
More precisely, if (e i ) denotes the canonical basis of C N , we have
i.e.
for some t, s. The last relations are equivalent to U ij U ik = 0 = U ji U ki if j = k. Similar computations with l = 0 in the case g r1 . . . g r k = e give the relations
Step 3: Notice that the one-block partitions B k,l generate with the usual tensor product, composition and involution operations all the diagrams in N C Γ,SΓ . Thus, with Proposition 2.14 and Proposition 2.18 and the fact that N C SΓ * ⊂ N C Γ,SΓ we get:
The previous theorem can be generalized as follows:
Theorem 2.20. Let Γ be any discrete group. Then for all g 1 , . . . , g k and h 1 , . . . , h l elements in Γ:
where the sets N C Γ ((g 1 , . . . , g k ); (h 1 , . . . , h l )) are composed of non-crossing partitions having the property that, when putting the elements g i and h j on the upper and lower row respectively, then in each block we must have i g i = j h j .
Proof. We consider the subgroup Γ ′ ⊂ Γ generated by the elements g 1 , . . . , g k and h 1 , . . . , h l . One can easily construct a generating subset S Γ ′ ⊂ Γ ′ of Γ ′ containing the elements g 1 , . . . , g k and h 1 , . . . , h l which is stable by inversion. Notice that
) and that the morphisms in (1) The corepresentations a(g), g = e are irreducible.
(2) a(e) = 1 ⊕ ω(e), with ω(e) an irreducible corepresentation. (3) The corepresentations ω(e), a(g), g ∈ Γ \ {e} are pairwise non-equivalent.
Proof. We use the previous theorem and the fact that the linear maps T p are linearly independent (so that we can identify these maps with the associated non-crossing partitions). Let g, h ∈ Γ, the previous theorem gives that dim(Hom(a(g), a(h)) = #N C Γ ((g); (h)).
But it is easy to see that the only candidate elements in N C Γ ((g); (h)) are
e. Now we can compute the cardinal #N C Γ ((g); (h)):
Then the second equality proves that the corepresentations a(g), g = e are irreducible. The last equality, together with the fact that the trivial corepresentation is contained in a(e) (since #N C Γ ((e); (e)) = 1), prove that a(e) = 1 ⊕ ω(e) where ω(e) is an irreducible corepresentation. And the fact that the basic corepresentations are pairwise non-equivalent comes from the first equality above.
Fusion rules for H
+ N (Γ). In this subsection, Γ denotes any discrete group and N is an integer greater or equal 4. (1) Involution:
), (2) concatenation: for any two words, we set (g 1 , . . . , g k ), (h 1 , . . . , h l ) = (g 1 , . . . , g k−1 , g k , h 1 , h 2 , . . . , h l ), (3) Fusion: for two non-empty words, we set
Notation 2.24. If (g 1 , . . . , g k ) ∈ Γ , we write |(g 1 , . . . , g k )| = k to denote the length of the word (g 1 , . . . , g k ).
Theorem 2.25. The irreducible corepresentations of H + N (Γ) can be labelled by ω(x) with x ∈ M , with involution ω(x) = ω(x) and the fusion rules:
and we have for all g ∈ Γ, ω(g) = a(g) ⊖ δ g,e 1.
For proving this theorem, we consider the set of irreducible corepresentations Irr(H + N (Γ)), the fusion semiring R + and the fusion ring R of H + N (Γ). They are contained in each other as follows:
We also consider the additive monoid N Γ with basis B := {b x : x ∈ Γ }, involution b x = b x and fusion rules (2.5)
We want to prove that N Γ ≃ R + in such a way that B corresponds to Irr(H + N (Γ)). To do this, we are going to construct an isomorphism of semi-rings Φ : N Γ → R + . We construct and study Φ at the level of Z Γ and R, where Z Γ is the free Z-module with basis (b x ) x∈ Γ . It is clear that (Z Γ , +, ×) is a free ring over Γ for the product b x × b y = b x,y where x, y is the concatenation of the words x and y. But this is not the ring structure we are interested in.
Lemma 2.26. Z Γ is also a free ring for the product defined by the fusion rules above (2.5) and denoted ⊗ and with neutral element b ∅ where ∅ denotes the empty word.
Proof. Indeed, consider the ring Z X g , g ∈ Γ of non-commutative polynomials with variables indexed by Γ, and
defined as a ring homomorphism by X g → b g . This morphism is bijective:
For all g 1 , . . . , g k ∈ Γ, we have by (2.5):
Then an induction over the length of the words g 1 , . . . , g k ∈ Γ shows that F is surjective. Now we prove the injectivity of the morphism F . Let P ∈ Z X g : g ∈ Γ with F (P ) = 0. Suppose that d := deg(P ) ≥ 1, i.e. that we can write
with λ(g 1 , . . . , g d ) = 0, deg(Q) < deg(P ). Then, we have:
⇒ λ(x) = 0 ∀x with |x| = d (since B is a basis of Z Γ ).
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Thus we obtain P = Q which contradicts deg(P ) = d. The fact that b ∅ is the multiplicative neutral element of (Z Γ , +, ⊗) is clear by (2.5). Now, (Z Γ , +, ⊗) being a free ring, we can define a ring homomorphism Φ :
where we put ω(g) = a(g) ⊖ δ g,e 1 as in the statement.
We shall prove that:
The theorem, and in particular the fact that the conjugate ω(x) of an irreducible equals ω(x), will then follows easily.
We will denote 1 both the trivial corepresentation in H + N (Γ) and the neutral element b ∅ in Z Γ for ⊗. We will also denote by z → #(1 ∈ z) both the linear forms counting:
-the number of copies of the trivial corepresentation contained in a z ∈ R + , -the coefficient of an element z ∈ Z Γ relative to b ∅ . We will denote by b * x (w) the coefficient of w ∈ Z Γ relative to b x i.e. {b *
Lemma 2.27. Let k ∈ N. Let g 1 , . . . , g k ∈ Γ and put
Let l ∈ N and σ : D σ → {1, . . . , l} be a surjective non-decreasing map defined on a subset D σ ⊂ {1, . . . , k}. Put x j = σ(i)=j g i and x = (x 1 , . . . , x l ). We allow l to be 0 and then in this case x = ∅.
Then
is the subset composed of the elements p ∈ N C Γ ((x 1 , . . . , x l ); (g 1 , . . . , g k )) with the additional rule that in each block there is at most one upper point and at least one lower point.
Proof. We prove the lemma by induction over k. The case k = 1 is easily proved. Indeed in this case, either x = (g) for some g ∈ Γ, or x = ∅. We have
Let k ≥ 2 and assume that the result is proved for k − 1. Let g k ∈ Γ and x = (x 1 , . . . , x l ) be a sequence as in the statement above. We consider P k−1 ⊗ (b g k + δ g k ,e 1) and we first deal with the case g k = e. We have
The first term of (2.7) corresponds to the concatenation operation described by the fusion rules (2.5) and, by induction, it is equal to #N C ′ Γ ((x 1 , . . . , x l−1 ); (g 1 , . . . , g k−1 )). The horizontal concatenation of such non-crossing partitions with the one-block par-
where g k is the only lower point in its block and connected to an upper point,
The second term of (2.7) corresponds to the fusion operation described in (2.5) and, by induction, it is equal to
. . , g k−1 )). These non-crossing partitions carry the upper point {x l g −1 k } and thus, because of the definition of N C ′ Γ , we have x l = ( i g i )g k for some g i ∈ {g 1 , . . . , g k−1 }. We obtain this way, all the non-crossing partitions in N C
where g k is connected to some other lower points and to the upper point {x l }.
The third and last term of (2.7), corresponds to the case where g k is the inverse of the last term in the sequence (x i ) i , by induction, it is equal to
. . , g k−1 )). These partitions carry the upper point g −1 k and thus we have ( i g i )g k = e for some g i ∈ {g 1 , . . . , g k−1 }. We obtain, this way, all the non-crossing partitions in N C ′ Γ ((x 1 , . . . , x l ); (g 1 , . . . , g k )) where g k is connected to other lower points but to no upper point.
Altogether, we have proved
. . , g k )). In the case, g k = e we have
..,x l ) (P k−1 ) corresponding to the non-crossing partitions where g k = e is connected neither to another lower point, neither to an upper point. This case does not occur if g k = e. The rest of the proof is similar to the other case.
We get the following corollary:
Lemma 2.28. For all g 1 , . . . , g k ∈ Γ, we have
Proof. Notice that it is equivalent to show that:
by definitions of ω(g) = a(g) ⊖ δ g,e 1. By Theorem 2.20 and the fact that the linear maps T p are linearly independent (see Theorem 2.12, these maps being the same maps as in N C), we have (∅; (g 1 , . . . , g k )).
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Then (2.8) follows from Lemma 2.27 with x = ∅.
We can now prove the theorem:
Proof of Theorem 2.25.
Step 1: We first prove that Φ is injective. Let α ∈ Z Γ in the domain of Φ. We denote by α * the conjugate of α in Z Γ (given on B byb x = bx). Then, we have by Lemma 2.28
The last implication comes from the fact that α → #(1 ∈ α⊗α * ) is a non-degenerate quadratic form, since for all words w 1 , w 2 ∈ Γ ,
Step 2: Now we prove that Φ(B) ⊂ Irr(H + N (Γ)) by induction on the length of the words x ∈ Γ . It is clear that for all letters g ∈ Γ \ {e}, Φ(g) ∈ Irr(H + N (Γ)) by Corollary 2.21. Now for a word of length k, x = g i1 , . . . , g i k . We have by (2.5):
and applying Φ, we get
We want to prove that it is an element of Irr(H + N (Γ)). We first prove that it is an element of R + and then that it is an irreducible corepresentation. To fulfill the first part, since Φ is injective, we only have to prove that
are one-dimensional. We have by the Frobenius reciprocity
The last equality comes from the facts that
A similar computation shows that Hom(ω(g i3 , . . . ,
Finally, we can prove by similar arguments that dim Hom (ω(g i1 , . . . , g i k ); ω(g i1 , . . . , g i k )) = 1
i.e. ω(g i1 , . . . , g i k ) is irreducible.
Step 3: We prove that Φ : B → Irr(H + N (Γ)) is surjective. An induction over k shows that for all g 1 , . . . , g k ∈ Γ, we have:
for some coefficients C j1,...,j l ∈ N so that, applying Φ,
Then any tensor product between basic corepresentations ω(g), g ∈ Γ is in Φ(NB) = span N B , and the surjectivity follows since the coefficients of such tensor products
Step 4: We can now conclude. The description of the irreducible corepresentations of H + N (Γ) and the fusion rules between them then follows from the isomorphism of semi-rings N Γ ≃ R + . Moreover, we have ω(x) = ω(x) for all x ∈ Γ . Indeed, since ω(x) is irreducible, 1 ⊂ ω(x)⊗ω(x) if and only if ω(x) = ω(x). But the fusion rules in H + N (Γ) imply that we indeed have 1 ⊂ ω(x) ⊗ ω(x). The proof of the theorem is then complete.
We can give an alternative formulation of the description of these fusion rules: let a be the generator of the monoid N with respect to the operation + and (z g ) g∈Γ be a family of abstract elements satisfying exactly all the relations of the group Γ. We put M ′ = N * e Γ, the free product identifying both neutral elements of N and Γ with the empty word. Then M ′ is the monoid generated by the element a and the family (z g ) g∈Γ with:
• involution: a * = a, z * g = z g − 1 , • (fusion) operation inductively defined by:
• unit z e .
Any element of M ′ can be written as a "reduced" word in the letters a and z g , g ∈ Γ, α = a l1 z g1 a l2 z g2 . . . a l k with
• l 1 , l k ≥ 0 and l i ≥ 1 for all 1 < i < k,
• α = a l in the case k = 1 for some l ≥ 0 and a 0 is the empty word equal to z e .
We obtain the following reformulation of the previous Theorem 2.25:
Theorem 2.29. The irreducible corepresentations r α of H + N (Γ) can be indexed by the elements α of the submonoid S := az g a : g ∈ Γ ⊂ M ′ and with fusion rules given by (2.10). Furthermore, the basic corepresentations ω(g), g ∈ Γ \ {e} correspond to the words az g a, ω(e) to a 2 and the trivial one to a 0 = 1.
Proof. We first use the identification proved in the previous theorem:
Then, for any words x, y ∈ Γ and letters g, h ∈ Γ:
Then with the identification mentioned above, we obtain this new (recursive) formulation for the fusion rules:
(with the identifications ω(x) ≡ p, ω(y) ≡ q). Now, we consider the submonoid S ⊂ M ′ generated by elements az g a : g ∈ Γ. It is a free monoid indexed by Γ hence it is isomorphic to Γ (the monoid of the words over Γ introduced in the previous theorem) via b g ≡ az g a. We have (az g a) * = az g −1 a ∈ S so this identification is compatible with the involutions. Now let p, q ∈ S. We prove that with the fusion rules (2.10) we can get back to (2.11), and then the identification will preserve the fusion rules. It comes as follows: 
where (A k ) k∈N is the family of dilated Tchebyshev polynomials defined inductively by A 0 = 1, A 1 = X and
We now give the following proposition whose proof can be found in [Lem13] since the fusion rules between the irreducible corepresentations of H N ] ), the image of χ α by π, say P α , satisfies 
3. Properties of the reduced operator algebra C r (H + N (Γ)) 3.1. Simplicity and uniqueness of the trace of C r (H + N (Γ)). In this subsection, we will assume N ≥ 8 and |Γ| ≥ 2. The case |Γ| = 1 corresponds to S + N . The simplicity result proved in this subsection is already known (and we will use it) in the case of S + N (see [Bra13] ). The statement of Theorem 3.5 is then also true in the case |Γ| = 1, but we emphasize that we only prove it in the case |Γ| ≥ 2 and that we use the case |Γ| = 1.
The assumption on N ≥ 8, is due to the fact that the simplicity of C r (S + N ) is only known in the cases N ≥ 8. For N = 2, we know (see [Bic04] 
which is not simple. To summarize, the cases 3 ≤ N ≤ 7 remain open.
We denote by ||.|| r the norm on C r (H + N (Γ)). Let us fix some notation. We use the description of the irreducible corepresentations indexed by the monoid M (see Theorem 2.25) but we will simplify the notation ω(g 1 , . . . , g k ) into (g 1 , . . . , g k ) and will denote the empty word by 1 since it indexes the trivial representation. If α ∈ M , we will denote the associated irreducible corepresentation by r α . We will denote by |α| = |(g 1 , . . . , g k )| the length k ∈ N of α ∈ M . If A ⊂ M , we denote by A the set of conjugatesᾱ of the elements α ∈ A.
We will use the following notation as in [Ban97] . If A, B ⊂ M , we set
We denote by (g, . . . ) ∈ M an element starting by g ∈ Γ and (. . . , g) an element ending by g. Notation 3.1. We will denote e the neutral element in Γ and:
• e k the word (e, . . . , e) ∈ M , with the convention e 0 = 1 and more generally (g 1 , . . . , g i , e k , g i+1 , . . . , g n ) = (g 1 , . . . , g i , e, . . . , e, g i+1 , . . . , g n ).
• E 1 := {(e, . . . )} ∪ {1} the subset of the words starting by e.
• E 2 := k∈N {e k } the subset of words with letters all equal to e (E 2 ⊂ E 1 , note that we assume 0 ∈ N).
• G 1 := g =e g∈Γ {(g, . . . )} the subset of the words starting by any g = e (notice
The definition of E 2 and the fusion rules in Theorem 2.25, clearly show that 1 ∈ E 2 , E 2 = E 2 and E 2 ⊗E 2 ⊂ E 2 . Let C ′ be the closure in C r (H + N (Γ)) of the subspace C generated by the coefficients of the corepresentations r α , α ∈ E 2 . We know by [Ver04, Lemma 2.1, Proposition 2.2], that the Haar state h C ′ is the restriction of the Haar state h ∈ C r (H + N (Γ)) * and that there exists a unique conditional expectation P :
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We recall from [Ver04] , that P is defined by the compression by the orthogonal projection p onto the closure of
We have the algebraic decomposition as direct sum of vector subspaces C r (H + N (Γ)) = C ′ ⊕ S ′ , P | C ′ = id and ker(P ) = S ′ . We are going to prove that C ′ can be identified with C r (S + N ), using the simplicity of C r (S + N ) (when N ≥ 8, see [Bra13] ) and adapt the "modified Powers method" in [Ban97] where Banica proves the simplicity of C r (U
We first notice that at the level of the universal C * -algebras, we have
|| where the closure is taken in C(H + N (Γ)). Indeed, with the notation of the first section (see Definition 1.1, Example 1.6), we can construct by universal properties the following morphisms :
) generated by the elements a ij (e) i.e.
, a(e)} = C . Indeed : a(e) = 1 ⊕ r (e) = 1 ⊕ r e 1 , thus the inclusion A ⊂ C is clear. On the other hand, the coefficients of 1 = r e 0 and r e 1 = a(e) ⊖ 1 are in A . The inclusion C ⊂ A then follows by induction since for all k ∈ N * , we have
Thus we obtain C ||.|| ≃ C(S + N ) and then an isomorphism at the level of the reduced C * -algebras (see e.g.
Notice that we also proved C ≃ Pol(S + N ). From now on all the closures are taken in the reduced C * -algebra C r (H + N (Γ)). Let J ⊳C r (H + N (Γ)) be an ideal and let us prove that J is either {0} or C r (H + N (Γ)). It is clear that P (J) is an ideal in C ′ . Hence, the simplicity of C ′ ≃ C r (S + N ) implies that P (J) = {0} or P (J) = C ′ . Let us first assume that P (J) = {0}. Then since ker(P ) = S ′ we have J ⊂ S ′ . But this is possible only if J = {0}. Indeed, since 1 / ∈ S we have S ′ ⊂ ker(h). But now for any x ∈ J, we have x * x ∈ J ⊂ S ′ ⊂ ker(h) and then h(x * x) = 0. Hence, x = 0 since h is faithful on C r (H + N (Γ)). We then have P (J) = {0} ⇒ J = {0}.
In the sequel, we assume that P (J) = C ′ and we prove that J = C r (H + N (Γ)). Since P (J) = C ′ ∋ 1, there exists x ∈ J such that x = 1 − z with z ∈ S ′ . We write z = z 0 + (z − z 0 ) with z 0 ∈ S and ||z − z 0 || r < 1/2. Notice that we can assume that z and z 0 are hermitians, by taking the the real parts of z and z 0 if necessary.
We are going to prove that we can find a finite family (
i is unital and completely positive and || i β i z 0 β * i || r < 1/2. We will then get
since any unital and completely positive map is contractive. Thus i β i xβ * i ∈ J will be invertible and then we will get J = C r (H + N (Γ)). Let g 0 ∈ Γ \ {e} be an arbitrary chosen element different from e (recall that |Γ| ≥ 2). With the Notation 3.1, we have the following proposition:
Proof. The first assertion in (1) is clear. The second follows from the following computations for g, g ′ = e:
and the third from
for all g = e and t = 1, 3, 5 (where we made the convention that in the case t = 1, the letter 1 = e 0 is deleted in the second term of the right hand side in the above equality).
The assertion (2) follows from the following computation for g, g ′ = e:
). For (3) consider α = (g 0 , e, . . . , e) = (g 0 , e m ) where the number of letters e in the word α is greater than m := max{|β| : β ∈ G}. For any γ ∈ G, we can write
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We shall apply Proposition 3.3 to G = supp(z 0 ) (with z 0 ∈ S as above Proposition 3.3). We will then get an element z ′ = i a i z 0 a * i with support in G 2 , where (a i ) ⊂ Pol(H + N (Γ)) is a finite family of coefficients of r α with α ∈ S obtained by the assertion (3) of the previous proposition. The proof of the simplicity of C r (H + N (Γ)) will then rely on a result proved in [Ban97] that we recall below.
We recalled in Section 1 the construction of the adjoint representation of a compact quantum group of Kac type. We obtained for all irreducible characters χ r , a completely positive map ad(χ r ) ∈ B(C r (H + N (Γ))), such that ad(χ r )(z) = i,j r ij zr * ij .
We will simply denote ad(r) := ad(χ r ), if r ∈ Irr(H + N (Γ)). We easily see that ad(r)(1) = dim(r)1 and τ (ad(r)(z)) = dim(r)τ (z) for any trace τ ∈ C r (H + N (Γ)) * . With these notation, we will take z ′ = ad(r α )(z 0 ). We put d t = dim(r αt ) with α t , t = 1, 3, 5 defined in Proposition 3.3. Then, if one considers the maps ad(r αt ) d t , one can get as in [Ban97, Proposition 8]:
Proposition 3.4. The unital and completely positive linear map T :
3d t is such that:
Then, we can get the simplicity of C r (H + N (Γ)). Theorem 3.5. C r (H + N (Γ)) is simple with unique trace h, for all N ≥ 8 and any discrete group Γ, |Γ| ≥ 2.
Proof. We denote by τ any faithful normal trace on C r (H + N (Γ)). We recall that we assume now P (J) = C ′ (we already proved above that P (J) = {0} ⇒ J = {0}). By the discussion before Proposition 3.3, it remains to prove that there exists a finite family (β i ) ⊂ Pol(H + N (Γ)) such that || i β i z 0 β * i || r < 1/2. We first apply Proposition 3.4 to the hermitian z ′ = ad(r α )(z 0 ) with α obtained in Proposition 3.3. Notice that ad(r α )(z 0 ) = i a i z 0 a * i ∈ S . We then get a unital τ -preserving linear map V 1 :
) is a finite family, with
Then the τ -preserving map z → V 1 ad(r α )(z) is of the form z → i d i zd * i for some finite family of elements d i ∈ Pol(H + N (Γ)), and satisfies V 1 (ad(r α )(z 0 )) * = V 1 (ad(r α )(z 0 )).
Thus we can apply the same arguments we just used as many times as needed so that there exists maps V 2 , . . . , V m similar to V 1 , such that MvN43] ) Let (M, τ ) be a II 1 -factor with unique faithful normal trace τ . A sequence (x n ) ⊂ M is said to be asymptotically central if for all y ∈ M , ||x n y − yx n || 2 → 0. We say that (x n ) is asymptotically trivial if ||x n − τ (x n )1|| 2 → 0. The II 1 -factor (M, τ ) is said to be full if every bounded asymptotically central sequence is trivial.
We use the decomposition of the preceding subsection 3.1, Pol(H + N (Γ)) = C ⊕ S which gives the vector space decomposition L ∞ (H + N (Γ)) = C σ−w ⊕ S σ−w .
We want to prove the fullness of L ∞ (H + N (Γ)). It is easy to see that it is enough to consider sequences in the dense subalgebra Pol(H + N (Γ)). We then fix a bounded asymptotically central sequence (x n ) ⊂ Pol(H + N (Γ). One can write x n = y n + z n , with y n ∈ C , z n ∈ S . If a ∈ C σ−w , we have ||y n a − ay n || 2,L 2 (C ′ ) = ||y n a − ay n || 2 = ||P (x n )a − aP (x n )|| 2 = ||P (x n a) − P (ax n )|| 2 ≤ ||x n a − ax n || 2 FUSION RULES OF SOME FREE WREATH PRODUCTS BY S + N AND APPLICATIONS 31
where the last 2-norms are the L 2 (H + N (Γ))-norm. The first equality above comes from the fact that the restriction to C ′ of the Haar state h of C r (H + N (Γ)) is the Haar state on C ′ . We then get ||y n a − ay n || 2 → 0, ∀a ∈ C σ−w ≃ L ∞ (S + N ). As a result, we obtain that ||y n − h(y n )1|| 2 → 0 since L ∞ (S + N ) is a full factor for N ≥ 8 (see [Bra13] ). In particular, (y n ) is asymptotically central in L ∞ (H + N (Γ)), and hence this is also the case of (z n ).
To get the fulness of L ∞ (H + N (Γ)) it remains to prove that (z n ) is asymptotically trivial. To do this we adapt the "14 − ǫ method" introduced, in particular, to prove that L(F n ) does not have the property Γ, see [MvN43] . Our proof is based on the arguments used by Vaes to prove the fulness of L ∞ (U + N ), see the appendix in [DCFY13] .
Once more, we use the decomposition S = E 3 ⊔ G 1 which gives two orthogonal subspaces in L T r(·)), where H β is the representation space of r β ∈ S ⊗ B(H β ), and we consider the isometry: v β : H → H ⊗ K β , v β a = r β (a ⊗ 1)r * β = r β (a ⊗ 1)r β . We will denote the norm and scalar product on L 2 (H + N (Γ)) by ||.|| 2 , ·, · 2 and the scalar product and norm on the tensor spaces H ⊗ K β simply by ||.||, ·, · .
We fix an element g ∈ Γ, g = e. Remark that g = e implies that we must assume |Γ| ≥ 2. The case |Γ| = 1 corresponds to S + N and the result we want to prove is already known in this case.
We recall that we denote by e k , the word (e, . . . , e) with k letters equal to e.
Lemma 3.8. With the notation above, we have Proof. Let β ∈ E 3 , i.e. β = (e, h 1 , . . . , h l ) with l ≥ 1 and h i = e at least for one i ∈ {1, . . . , l}, we have:
(g) ⊗ β ⊗ (g) = (g, e, h 1 , . . . , h l ) ⊗ (g) ⊕ (g, h 1 , . . . , h l ) ⊗ (g) = (g, e, h 1 , . . . , h l , g −1 ) ⊕ (g, e, h 1 , . . . , h l g −1 ) + δ h l g −1 ,e (g, e, h 1 , . . . , h l−1 )
⊕ (g, h 1 , . . . , h l , g −1 ) ⊕ (g, h 1 , . . . , h l g −1 ) + δ h l g −1 ,e (g, h 1 , . . . , h l−1 ) and then (1) follows. Now let α ∈ G 1 , i.e. α = (h 1 , . . . , h l ) with h 1 = e. We have (e i ) ⊗ α ⊗ (e i ) = ((e i , h 1 , . . . , h l ) ⊕ (e i−1 , h 1 , . . . , h l )) ⊗ (e i )
= (e i , h 1 , . . . , h l , e i ) ⊕ (e i , h 1 , . . . , h l , e i−1 ) + δ h l ,e (e i , h 1 , . . . , h l−1 ) ⊗ (e i−2 )
⊕ (e i−1 , h 1 , . . . , h l , e i ) ⊕ (e i−1 , h 1 , . . . , h l , e i−1 ) + δ h l ,e (e i−1 , h 1 , . . . , h l−1 ) ⊗ (e i−2 ) and this gives (2), (3).
Theorem 3.10. The II 1 -factor L ∞ (H + N (Γ)) is full for all discrete groups Γ and all N ≥ 8.
Proof. This follows immediately from the previous proposition and the discussion before it. We now introduce a proper function on the monoid S (see Theorem 2.29). Let L be defined by L(α) = kα i=1 l i for α = a l1 z g1 . . . a l kα with g 1 , . . . , g k−1 = e. Notice that, if Γ is finite, for all R > 0 the set
is finite. Thus we get for a net (f α ) α :
(f α ) α∈S ∈ c 0 (S) ⇐⇒ ∀ǫ > 0 ∃R > 0 : ∀α ∈ S, (L(α) > R ⇒ |f α | < ǫ) .
We say that a net (f α 
