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1. Introduction 
This internal report documents the research code to perform state estimation on multiphysical 
models generated by AMESim. It contains various methods which are tailored to deal with 
multiphysical models that include strong nonlinearities (e.g. disconstinuities, look-up tables, 
parameter dependencies, constraints, etc.).  
This report lists the functionalities that is contained within the research code. This list should not be 
considered exhaustive as the research code is actively being developed and new functionality is 
added on a daily basis. Because of this, a listing of the code functionalities and its high-level 
description is chosen here in favor of a full, compiled list of available functions and routines 
The programming language is C code and the framework is developed with Microsoft Visual Studio 
2008 (MSVS). As the source code is based on the GNU libraries ‘cblas’ and ‘GSL’, the migration to a 
UNIX platform remains a possibility.  
The library and an example of its functions  is property of the KU Leuven, noise & vibration research 
group. The content cannot be distributed to other parties without explicit permission of the owner. 
2. Main architecture of the code 
The code consists of two different kind of interfaces to launch AMESim simulations and generate 
sensitivities: 
 Modrio batch server prototype: this interface is generated by Siemens in the framework of 
the Modrio project and meant to launch several AMESim simulations in parallel. 
 KU Leuven tailored user-cosim interface: this interface is made by KU Leuven and is an 
extension on the existing framework of user-cosimulation to quickly and elegantly launch 
simulations in a serial fashion with limited amount of overhead (e.g. no license checking, no 
unloading of the dll, so initialisation routine). 
The tailored KU Leuven user- cosim interface is also explained more fully in the internal report 
IR_2014_1. 
The state estimation algorithms are divided into 3 different families 
 Recursive gradient based estimation 
 Nonrecursive gradient based estimation 
 Recursive non-gradient based estimation 
Each different type has its own MSVS ‘solution’ application to build the executables. The executables 
are built in a two-step approach: 
1. The first executable generates a header file that contains all the necessary information 
specifically dedicated to the AMESim model which will be subjected to a state estimation 
routine. The info contains 
1. a set of general parameters  
2. the path to the model 
3 
28/04/2014 
3. the initial values of the states,inputs and parameters 
4. the noise covariances 
5. the boundary conditions 
6. the links to the measurement data 
7. The strings of the necessary states, inputs, parameters and variables 
2. The second executable is generic and independent of the actual AMESim model. The 
structure is the same for all three families 
1. Declaration of all the necessary variables 
2. Initialisation routines 
i. Prepare the measurement data for processing 
ii. Load the AMESim dll, 
iii. Initialise all variables and reserve the memory 
iv. Set the constraints 
3. State estimation algorithm 
4. Termination routines 
i. Free all the memory 
ii. Save the data 
iii. Unload the AMESim dll 
The data of this state estimation exercise is written into several text files. These files are read by 
Matlab to access all the data and generate the necessary plots.  
3. Step by step approach to use the state estimation code 
The user has to walk through several steps to perform a state estimation exercise: 
1. Acquire a text file that contains the measurements 
2. Generate an AMESim model of the system 
3. Use customized compiler (see IR_2014_1) to generate the model interfacing methods 
4. Fill in the specific information into the ‘create header’ file 
5. Compile & run the ‘create header’ executable to generate the header files 
6. Compile & run the ‘state estimation’ executable to run the simulation 
7. Load the data into matlab via dedicated post processing scripts 
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4. List of all the different algorithms 
As indicated in paragraph 2, the state estimation algorithms are divided into 3 families. The 
corresponding filters for these algorithms are here listed. 
 Recursive gradient based estimators 
o Extended Kalman filter 
 Nonrecursive gradient based estimator 
o Moving horizon estimator 
 Recursive non-gradient based estimator 
o Unscented Kalman filter 
o Square root unscented Kalman filter 
o Central difference filter 
o Square root central difference filter 
o Unscented Rauch Tung Striebel backwards filter 
o Central difference Rauch Tung Striebel backwards filter 
 
5. Specific features 
Allmost none of these algorithms are written in their standard form. Special features have been 
added to make the algorithms more appropriate for state estimation. 
5.1. Discontinuity handling 
To deal with discontinuities, an AMESim submodel is made to generate a time signal and to alert the 
state estimation algorithms when discontinuities occur. An event driven explicit exponential solver 
scheme is used to generate the sensitiviteis in Matlab. The discretisation of the model noise 
covariances is also done taking into account possible discontinuities within a specific time step.  
5.2 Constraint handling for EKF 
In the standard extended Kalman filter approach, the use of constraints is not taken into account. 
The extended Kalman filter algorithm is upgraded with a ‘gain projection’ method to ensure all 
inputs/states and parameters stay within their bounds. 
5.3 Constraint handling for recursive non-gradient based estimators 
In the non-gradient based estimation, the states/inputs and parameters which are valid within a 
smaller range linked to a ‘dummy’ variable. In practice, the dummy variable is used in the estimation 
proces but the respective variables are each time mapped on the constraint space to ensure it stays 
within range.  
5.4 Parallel filtering for recursive non-gradient based estimators 
For these specific estimators, two filters can be initiated which would both run in parallel and 
interact with each other. The parallel filter has one filter which is responsible for the states while 
another filter updates the parameters. The updated parameters are given to the state filter. 
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5.5 Virtual sensor 
All state estimation algorithms are equiped with virtual sensors, this is a feature that allows you to 
estimate a particular variable which is not a state, input, parameters are expected measurement. 
5.6 Input shaper for MHE estimation 
In the framework of moving estimation of inputs, an additional feature is to include more 
information on the inputs with respect to their frequency content. In practice this means that the 
first and second derivative of the input can be constraint if desired. 
5.7 Covariance estimation of a moving window 
In MHE, a covariance estimation of a constraint optimization problem is less straightforward as 
compared to a unconstraint problem. In this case, a tailored routine is implemented to estimate the 
covariance of the full window which is escpecially important for parameter estimation as the 
parameter generally stays constant over the full window. 
5.7 Arrival cost modeling for MHE estimation 
In standard practice, the arrival cost is estimated by a recursive filter. In this library the arrival cost is 
calculated using the covariance of the moving window several steps ago. In this sense the 
summarised information of what happened prior to the window is calculated by means of a robust 
MHE routine instead of a less accurate procedure like the recursive filters. The option to choose a 
standard covariance is also available. 
5.8 Parameter estimation in MHE 
For the parameter estimation, the parameters are assumed to stay constant over the full window. In 
this case, the covariance propagation of the parameters is less obvious. The propagation is based on 
the covariance of a prior window and a drift term which depends on the length of the window. 
5.9 observability estimation 
For all filters, the observability is calculated. For the recursive filters, this is done by means of the 
standard observability matrix. In the MHE scheme, this is done by checking the rank of the 
covariance matrix of the reduced system, i.e. the covariance matrix where all the noise terms are 
eliminated and only the states/inputs & parameters remain available. 
5.10 Solver for MHE 
The solver for the MHE optimization routine is the QPOASES open software of the group of prof. 
Moritz Diehl. As QPoases is written in C++, a C wrapper is put around it to make if available in C. 
5.11 Matrix printing features 
The library is equiped with a number of printing routines that allow for easy debugging. The printing 
features allow the user to copy-paste the matrices to quickly use them in matlab.  
5.12 Generate virtual measurements from AMESim 
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In another AMESim model ‘virtual measurements’ can be generated to test the state estimation 
algorithms. These virtual measurements are loaded into matlab to compare with the predicted data 
of the state estimation algorithm. 
 
