Dependent nonparametric processes extend distributions over measures, such as the Dirichlet process and the beta process, to give distributions over collections of measures, typically indexed by values in some covariate space. Such models are appropriate priors when exchangeability assumptions do not hold, and instead we want our model to vary fluidly with some set of covariates. Since the concept of dependent nonparametric processes was formalized by MacEachern, there have been a number of models proposed and used in the statistics and machine learning literatures. Many of these models exhibit underlying similarities, an understanding of which, we hope, will help in selecting an appropriate prior, developing new models, and leveraging inference techniques.
INTRODUCTION
T HERE has recently been a spate of papers in the statistics and machine learning literature developing dependent stochastic processes and using them as priors in Bayesian nonparametric models. In this paper, we aim to provide a representative snapshot of the currently available models, to elucidate links between these models, and to provide an orienting view of the modern constructions of these processes.
Traditional nonparametric priors such as the Dirichlet process (DP, [2] ), Chinese restaurant process (CRP, [3] ), Pitman-Yor process [4] and Indian buffet process (IBP, [5] ) assume that observations are exchangeable. In other words, the order of the observations does not affect the probability of the observations. Exchangeability is not a valid assumption for all data. For example, in time series and spatial data, we often see correlations between observations at proximal times and locations. The fields of time series analysis and spatial statistics exist to model these dependencies [6] , [7] . In fact, many data sets contain covariate information -variables we do not wish to model, but only condition on -that we want to leverage to improve model performance.
The use of covariate-dependent priors in a Bayesian nonparametric context is relatively new. While not the first model to address non-exchangeability in a nonparametric framework (this honor arguably goes to [8] ), the seminal work in this area is a technical report by MacEachern [1] . In this paper, MacEachern formally introduces the idea of dependent nonparametric processes, and proposes a set of general desiderata, described in Section 3, that paved the way for subsequent work.
Loosely, dependent nonparametric processes extend existing nonparametric priors over measures, partitions, sequences, etc. to obtain priors over collections of such structures. Typically, it is assumed that the members of these collections are associated with values in some covariate space -usually a metric space representing time or geographic location -and that locations that are close in covariate space tend to generate similar structures. Dependent nonparametric processes have seen a variety of applications. Examples include image processing, where correlations between neighboring pixels are captured [9] , [10] ; biostatistics, where covariate-dependent density estimation is of interest [11] ; text analysis, where time is incorporated into topic models [12] - [15] ; and finance, to construct stochastic volatility models [16] .
Since MacEachern's technical report, there has been an explosion in the number of such dependent nonparametric processes. While, at first glance, the range of models can seem overwhelming, there are a number of similarities between these models. The rapid proliferation of models has meant that these similarities are not always noted. This is unfortunate for three reasons. First, a better understanding of the variety of dependent processes can help the practitioner determine the best model for their data. Second, an awareness of the commonly used constructions aids in the development of new models. For example, while most of the dependent nonparametric processes developed so far extend random measures, some of the construction techniques in this paper may inspire the development of dependent extensions to other nonparametric processes such as Kingman's coalescent [17] . Third, different authors have applied varying inference techniques to highly related models, and have adapted their models to numerous applications. By appreciating similarities between existing models, it is easier to identify areas where inference techniques and representations can be transferred from one model to another.
We begin in Section 2 by describing the construction of a wide class of nonparametric models for exchangeable data, from a de Finetti viewpoint. There are three steps to the construction: Selecting a distribution over countably infinite measures; selecting a family of conditional distributions parametrized by these measures; and integrating out the random measures to obtain a predictive distribution. In Sections 4-7, we mirror this exposition, describing how we can introduce dependency by manipulating the distribution over countably infinite measures; by manipulating the family of conditional distributions; or by manipulating the resulting predictive distributions.
The diversity of dependent Bayesian nonparametric models is a boon to the practitioner wishing to model covariate-dependent data without placing restrictions on the number of degrees of freedom in the latent representation. However, with such a large number of models, selecting the appropriate model for a given problem can be overwhelming. While the majority of this paper focuses on describing and classifying dependent nonparametric processes, in Section 8 we attempt to offer some guidance in navigating the modeling choices available. We emphasize that there is certainly no clear "right" choice of dependent nonparametric process, and that each method described has advantages and drawbacks that must be carefully considered.
Notation
We introduce some notation here for convenience. We denote unnormalized random measures as G and random probability measures as P. We use X for an arbitrary covariate space with elements x, x , μ ∈ X . We denote a random measure evaluated at a covariate value x ∈ X as G (x) , and for an indexed set of covariates, {x i }, as G i ≡ G (x i ) .
BAYESIAN NONPARAMETRIC MODELS FOR EXCHANGEABLE DATA
A nonparametric model is one where the number of parameters required to model data grows with sample size. In a Bayesian context, this usually means we allow a countably infinite number of parameters a priori, meaning that a finite sample exhibits a finite (but generally random) number of parameters that grows in expectation with sample size.
Most of the models used in the Bayesian nonparametric literature assume that data are exchangeable. Recall that an infinitely exchangeable sequence is one whose probability is invariant under finite permutations τ n of the first n elements, for all n ∈ N [18] . De Finetti's theorem tells us that any infinitely exchangeable sequence X 1 , X 2 , . . . can be written as a mixture of i.i.d. samples
where {Q θ , θ ∈ } is a family of conditional distributions and P is a distribution over called the de Finetti mixing measure.
In a nonparametric Bayesian setting, we want the parameters θ ∈ to be infinite-dimensional. In general, our conditional distribution -which we will refer to as the observation generating mechanism -will use a finite subset of θ to model a given data point. Since, in general, we want to share parameters between data points (i.e. allow the possibility of modeling different data points using the same parameters), we generally want θ itself to be countable.
The development of Bayesian nonparametric models for exchangeable data can, therefore, be split into two steps: The construction of distributions over countably infinite measures over (i.e. the de Finetti mixing measure), and the choice of a family of conditional distributions that generate observations X 1 , X 2 , . . . given θ ∈ . In practice, we often integrate out the de Finetti measure, and work directly with the predictive distribution p(X n+1 |X 1 , . . . , X n ).
In this section, we explore constructions for countable measures appropriate for use as a de Finetti mixing measure (Section 2.1), choices for observation-generating mechanisms (Section 2.2), and the forms of the resulting predictive distributions (Section 2.3). Each of these steps offer possibilities for injecting covariate dependence into exchangeable models. Our exposition for dependent nonparametric processes in the remainder of this paper therefore mirrors the format followed in this section.
Constructing the de Finetti Mixing Measure
A discrete measure is characterized by the size and locations of its atoms. In the framework laid out above, the distribution over the atom sizes and locations is determined by the choice of de Finetti mixing measure. In almost all cases considered in the literature, an atom's location is independent of its size, and the de Finetti measure can be described in terms of a mechanism f for generating a countable number of atom sizes, and an independent mechanism g for generating corresponding locations. A measure G is therefore generated as
Stick-Breaking Constructions
A large class of nonparametric priors over probability measures can be constructed using an iterative stick-breaking construction [19] , [20] , whereby a size-biased ordering of the atom masses is obtained by repeatedly breaking off random fractions of a unit length stick, so that
We write = (π k ) ∞ k=1 ∼ STICK(a, b). Many commonly used random probability measures can be represented in this manner: If we let a k = 1, b k = γ we recover the Dirichlet process; if we let a k = 1 − a, b k = b + ka we recover the Pitman-Yor, or two-parameter Dirichlet process. A similar procedure has been developed to represent the form of the beta process most commonly used in the Indian buffet process [21] .
Completely Random Measures
A completely random measure (CRM, [22] ) is a distribution over measures on some measurable space ( , F ), such that the masses G(A 1 ), G(A 2 ), . . . assigned to disjoint subsets A 1 , A 2 , . . . ∈ F by a draw G from the CRM are independent random variables.
A CRM on is characterized by a positive Lévy measure ν(dθ, dπ) on the product space × R + . Indeed, the atom sizes and locations of a CRM on R + directly correspond to the jump sizes and locations of a subordinator, or strictly increasing Lévy process. CRMs have a useful representation in terms of Poisson processes on the product
k=1 be a Poisson process on × R + with mean measure 1 given by the Lévy measure ν(dθ, dπ). We denote this as ∼ PP(ν). Then the completely random measure with Lévy measure ν(dθ, dπ) can be represented as G = ∞ k=1 π k δ θ k (see [22] for details). We denote a draw from a CRM with Lévy measure ν as G ∼ CRM(ν). Due to this correspondence between CRMs and Poisson processes, we can simulate a CRM by simulating an inhomogeneous Poisson process with appropriate mean measure.
The class of completely random measures includes important distributions such as the beta process, gamma process, Poisson process, and the stable subordinator. Such distributions can be used as priors on the hazard function in survival analysis (e.g. [23] , [24] , [33] ), where they are conjugate to right-censored observations. See [25] for a recent review of completely random measures and their applications.
Normalized Random Measures
If the total mass of a completely random measure is finite almost surely 2 , we can construct a distribution over probability measures by normalization. The resulting class of distributions are referred to as normalized random measures (NRM, [26] ). Specifically, for G = k π k δ θ k ∼ CRM(ν), define the probability measure
The most commonly used exemplar is the Dirichlet process, which can be obtained as a normalized gamma process. Further models can be obtained by applying a change of measure to a normalized random measure: The Pitman-Yor process can be obtained from a normalized stable subordinator in this manner [4] . Distributions over probability measures are of great importance in Bayesian statistics and machine learning, and normalized random measures have been used in many applications including natural language processing, image segmentation and speaker diarization ( [27] and references therein). 1 . The mean measure is E[ (A)], that is the expected number of points of the Poisson process that fall in a measurable set A.
2. This is true if ν( ×R + ) = ∞ and the Laplace exponent ×R (1− e −λπ )ν(dθ, dπ) is finite for any positive λ; see [26] .
Atom Locations
As stated above, in most cases, the location of an atom is independent of its size. 3 In general, one of the parameters of the random measure will be a measure over the space of parameters, commonly known as a base measure. Atom locations are obtained as i.i.d. samples from the (normalized) base measure.
Choosing the Observation-Generating Mechanism
Once we have selected our de Finetti measure, we must choose a family of conditional likelihoods that describe the distribution of X|θ . In the absence of strong motivation to the contrary, we typically select a likelihood that is conjugate to the de Finetti measure. 4 For example, a Dirichlet process de Finetti measure is typically used in conjunction with the multinomial distribution to obtain a distribution over exchangeable clusterings or partitions. A gamma process may be combined with a Poisson likelihood to obtain a distribution over exchangeable sequences of integers [29] , or an exponential likelihood to obtain a distribution over exchangeable sequences of positive real-valued numbers [30] . A beta process can be combined with a Bernoulli likelihood to obtain a distribution over exchangeable binary sequences [31] , or with a negative binomial likelihood to obtain a distribution over exchangeable sequences of integers [32] .
Predictive Distributions
Conjugacy between the de Finetti mixing measure and the family of conditional distributions often means the predictive distribution p(X n+1 |X 1 , . . . , X n ) can be obtained analytically. For example, consider combining the Dirichlet process with concentration parameter γ and base measure H 0 with a multinomial conditional distribution to obtain a distribution over partitions, as described in Section 2.2. The predictive distribution obtained by integrating out the Dirichlet process-distributed random measure is given by
where m k is the number of observations in X 1 , . . . , X n that have been assigned to component k. Another commonly used predictive distribution is obtained by combining a homogeneous beta process [33] 3. The main exception is the beta process, which in its most general setting exhibits dependency between atom size and location [33] .
4.
[28] discusses the extension of conjugacy relationships in a parametric context to the nonparametric setting considered in this paper.
mixing measure with a Bernoulli likelihood [31] . The homogeneous beta process BP(α, c, H) is a completely random measure with atoms between 0 and 1, characterized by a positive scalars α, c and probability measure H 0 . We can generate a sequence (z nk :n = 1, . . . , N, k = 1, 2, . . . ), defining a binary matrix with N rows and infinitely many columns, as
We can integrate out B to get a tractable predictive distribution that defines (up to an equivalence class) a distribution over binary matrices with exchangeable rows known as the Indian buffet process (IBP, [5] ).
Hierarchical Models
We can create more complex Bayesian nonparametric models by combining simpler distributions over measures in a hierarchical manner, and using the resulting distribution as the de Finetti mixing measure in our nonparametric model. The hierarchical Dirichlet process (HDP, [34] ) is a distribution over multiple correlated discrete probability measures with a shared support. Each probability measure is distributed according to a Dirichlet process, with a shared concentration parameter and base measure. In order to ensure sharing of atoms, this base measure must be discrete; this is achieved by putting a Dirichlet process prior on the base measure, resulting in the following hierarchical model:
The HDP is particularly useful in admixture models, where each data point is represented using a mixture model, and components of the mixture model are shared between data points. It has been used in a number of applications including text modeling [34] , infinite hidden Markov models [34] , [35] , and modeling genetic variation [36] .
Other hierarchical nonparametric models can be constructed in a similar manner. The hierarchical beta process [31] replaces the hierarchy of Dirichlet processes with a hierarchy of beta processes, allowing the creation of correlated latent variable models. Hierarchical models such as these are often used in conjunction with an explicitly covariate-dependent random measure, for example by replacing the DP-distributed base measure P 0 in Equation 4 with one of the dependent Dirichlet processes introduced later in this paper.
DEPENDENT NONPARAMETRIC PROCESSES
The distributions constructed in Section 2 make the explicit assumption that our observations are exchangeable. If we wish to model data that depend on some covariate -such as time -it makes sense to replace the idea of a single nonparametric process with a collection of correlated processes. Joint distributions over discrete measures have been proposed since the early days of Bayesian nonparametrics (for example [8] ), but a formal framework was first proposed in a technical report of MacEachern [1] . MacEachern proposed the following criteria for a distribution over collections
1) The support of the prior on {G (x) :x ∈ X } for any distinct set X should be large.
2) The posterior distribution should be reasonably easy to obtain, either analytically or computationally.
3) The marginal distributions, G (x) , should follow a familiar distribution for each x ∈ X . 4) If a sequence of observations converges to some x 0 then the posterior distribution of G (x) should also converge to some G (x 0 ) . This specification is vague about the form of the dependence and of the space X . It is typically assumed that (X , d) is some metric space, and that as
In this paper, we consider only models of this form. If we relax this assumption, then models such as the hierarchical Dirichlet process and hierarchical beta process, which create distributions over exchangeable collections of measures, can be described as dependent nonparametric processes.
In Section 2, we showed how to create a nonparametric model by constructing a distribution over countable measures; choosing a family of observation-generating conditional distributions; and in some cases, integrating out the random measures to obtain a predictive distribution. Each of these steps suggests opportunities to induce dependency into the model. In the remainder of this paper, we will consider ways of inducing dependency between random measures, both in terms of the atom locations and the atom sizes; ways of inducing dependency between the observation-generating mechanisms; and ways of inducing dependency by manipulating the form of the predictive distribution.
DEPENDENCE IN ATOM LOCATION
In Section 2, we constructed a nonparametric model by combining a distribution over measures with an observation-generating mechanism. In this section we consider replacing the distribution over a single measure with a distribution over collections of measures that differ in terms of the locations of their atoms.
Consider a distribution over collections of atomic mea-
One of the simplest ways of inducing dependency between the measures is to assume a shared set of atom sizes π (x) k = π k , x ∈ X , k = 1, 2, . . . , and allowing the corresponding atom locations θ (x) k to vary according to some stochastic process on X . This is equivalent to defining a random measure on the space of stochastic processes. This construction was first made explicit in defining the single-p DDP [37] ; extensions include mixtures of random fields (the spatial DP, [38] ) and mixtures of ANOVAs [39] , [40] . Since these models can be interpreted as Dirichlet process mixture models, inference is generally straightforward.
The form of the resulting dependency structure is shown in Fig. 1 : The atom sizes are constant across covariate space, but the corresponding locations are allowed to vary. This type of dependence is useful for modeling drift of the model parameters. For instance, in a topic model, a topic about physics may change its focus from matter, to electrons to quantum mechanics [41] . Similarly, when clustering trajectories of people in videos, the locations of the trajectories in the frame can vary with time [12] .
DEPENDENCE IN ATOM SIZES
In Section 4, we constructed dependent nonparametric models by inducing dependencies between the locations of atoms in a collection of correlated random measures. In this section, we consider ways in which we can induce dependencies between the sizes of atoms in such a collection.
Incorporating Dependence into Stick-Breaking Constructions
A number of authors have created dependent nonparametric priors by starting from the stick-breaking construction of Equation 1. The general flavor of such methods is captured by Fig. 2 : The sizes of the auxiliary variables V k are allowed to vary independently across covariate space, which induces variation in the resulting atom sizes.
Varying the Beta Random Variables across Covariate Space
The multiple-p DDP [1] replaces the beta-distributed random variable V k in Equation 1 with a stochastic process V k (x), whose x-marginals are distributed according to Beta (1, γ ) . For example, V k might be obtained by point-wise transformation of some stochastic process whose marginal distribution function is known and continuous, such as a Gaussian process. The resulting marginal distribution over random probability measures
, is a Dirichlet process by construction. While the model is easy to understand, inference in the the multiple-p DDP is computationally daunting, so it has not been used in real-world applications.
A related model is the kernel stick-breaking process (KSBP, [42] ). The KSBP defines a covariate-dependent mixture P (x) of a countably infinite sequence of probability measures P * as
, and {μ k ∈ X } is a set of random covariate locations for the sticks. If K(·, ·) = 1 then we recover the class of stick-breaking priors; if K(·, ·) varies across X then the weights in the corresponding marginal stick-breaking processes vary accordingly.
While the multiple-p DDP varies the atom weights in such a manner as to maintain Dirichlet process marginals, the KSBP, in general, does not. Instead, it modulates the beta-distributed weights using an arbitrary kernel, resulting in marginally non-beta weights. This model is much easier to perform inference in; both MCMC [42] and variational [43] inference schemes have been proposed.
Changing the Order of the Beta Random Variables
The multiple-p DDP and the KSBP both involve changing the weights of the beta random variables in a stick-breaking prior. A different approach is followed by Griffin and Steel in constructing the ordered Dirichlet process [44] . Here, we have a shared set {V k } ∞ k=1 of Beta(1, α) random variables and a corresponding set {θ k } ∞ k=1 of random atom locations. At each covariate value x ∈ X , we define a permutation σ (x) , and let (j) . One method of defining such a permutation is to associate each of the (V k , θ k ) pairs with a location μ k ∈ X , and taking the permutation implied by the ordered distances |μ k − x|. The local Dirichlet process [45] uses a similar permutation scheme, but also sets π (x) k = 0 if |μ k − x| is less than some threshold. This captures the idea that each parameter only influences a local neighborhood within X .
Discussion
While methods that manipulate the stick-breaking construction are often elegant, they can be limiting in the form of dependency available. In the multiple-p DDP and the KSBP, the size-biased nature of the stick-breaking process will mean that the general ordering of the atom sizes will tend to be similar across X . This tendency can be seen in Fig. 2 . In the ordered DP and the local DP, atoms are constrained to increase monotonically with distance to a maximum size and then decrease. In addition, changes in covariate location will tend to only effect the larger atoms.
Inducing dependence in the stick-breaking representation of random measures is easily specified and can provide computational advantages in certain cases (for example the KSBP). However, the dependence induced in the resulting masses of the random measure is not always clear and, as discussed above, there can be unintended side-effects.
Incorporating Dependence into Completely Random Measures and Normalized Random Measures
Since CRMs and Poisson processes are deeply connected, it is natural to construct dependent random measures by manipulating the underlying Poisson process. The advantage of this approach is that, since each event in the Poisson process corresponds directly to a single atom in the CRM, we can induce dependence directly between the atom masses. Recall that a Poisson process on × R + with rate given by a positive Lévy measure ν(dθ, dπ) defines a CRM on θ . Therefore, any operation on a Poisson process that yields a new Poisson process with Lévy mean measure will also yield a new CRM. If we ensure that the operation yields a Poisson process with the same mean measure ν, and allow the operation to depend on some covariate, then we define a dependent CRM that varies with that covariate. We can then define a dependent NRM via normalization. There are two main methods of constructing dependent CRMs (and by extension dependent NRMs) from a Poisson process representation: Construction of a Markov chain of Poisson processes on × R + , and construction of a Poisson process on an augmented space X × × R + .
Markov Chains of Poisson Processes
Since a Poisson process on × R + with mean measure ν(dθ, dπ) defines a CRM with Lévy measure ν(dθ, dπ), we can construct a Markov chain of CRMs (or, by normalization, a Markov chain of NRMs) by constructing a Markov chain of Poisson processes. The superposition theorem for Poisson processes (described in the Appendix, which is available in the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/224) says that if k ∼ PP(ν k ), then ∪ k k ∼ PP( k ν k ). The subsampling theorem for Poisson processes (also described in the Appendix, available online) tells us that if we delete atoms from a Poisson process with mean measure ν independently with probability q, then the remaining events are distributed according to a Poisson process with mean measure qν.
These two results allow us to construct a Markov chain of Poisson processes. Let S( , q) indicate the subsampling operation described above. Then we can let:
n is marginally distributed according to a Poisson process with mean measure ν, and if ν is the Lévy measure of a CRM this defines a Markov chain of CRMs. We note that, since each * n defines a sample from a CRM on , this class of models can equivalently be described in terms of subsampling and superimposing CRMs:
See Fig. 3 for a graphical representation of Equation 5 . This representation allows us to adapt inference methods for CRMs to Markov chains of CRMs [14] . This construction can also be used to construct dependent Dirichlet processes. Recall that a Dirichlet process can be obtained as a normalized gamma process, and that the normalizing constant is gamma-distributed and independent of the resulting probability measure. This means that, since a normalized vector of gamma random variables is Dirichlet (or beta) distributed, we can obtain a Markov chain of Dirichlet processes:
This approach is followed by Lin et al. [12] ; the sizebiased deletion variant of the GPU-DDP described in Section 7 can also be described in this manner. The construction in Equation 6 can yield inference algorithms based on Markov chains of Pólya urns [12] , [49] . Note that, for general CRMs, the normalizing constant is not independent of the resulting probability measure, and this construction does not hold. We can, however, construct dependent normalized random measures by explicitly instantiating and normalizing the random measures in Equation 5 . This approach has been used to construct dependent normalized generalized gamma processes [14] , [46] .
Special cases of the above models are obtained when the covariate space consists of just two values, yielding bivariate CRMs [47] and NRMs [48] .
There are certain drawbacks to this type of construction. First, only discrete, ordered covariates are supported, making it inappropriate for applications such as spatial modeling. Second, it is not obvious how to learn the thinning probability q. In the literature q is taken to be a fixed constant and an ad-hoc method such as cross-validation is Fig. 3 . Markov chain of gamma processes. The current gamma process G n is first sub-sampled according to S (·, q) where the dashed masses are removed and new atoms from the gamma process G * n are added resulting in the gamma process G n+1 .
needed to find a suitable value. Third, the form of variation is limited. Each atom contributes only within a single contiguous time-period, and in the dependent CRM setting, the atom's size does not change in this period (in the dependent NRM setting, the size will change only due to changes in the normalization constant). A related approach due to Williamson [50] constructs a dependent Poisson process with continuous covariate by considering slices through a sample from a Poisson line process [51] . This approach gives a continuum of sets of the real line that are marginally Poisson process-distributed. These sets can be transformed to produce a measure that is marginally distributed according to a CRM. While this approach can be extended to arbitrary spaces (and is applicable to inhomogeneous CRMs), the form of dependency is limited.
Poisson Processes on an Augmented Space
An alternative construction of dependent CRMs and NRMs, that supports arbitrary covariate spaces and allows much greater flexibility in the form of atom variation, is to define a Poisson process on an augmented space Y × × R + , and use a mapping of the form f :Y × × R + × X → × R + to define a random measure at each covariate location x ∈ X . Let = {(τ i , θ i , π i )} be a Poisson process on Y × × R + with mean measure ν(dτ, dθ, dπ) = R 0 (dτ )H 0 (dθ)ν 0 (dπ). This defines a CRM G: = k π k δ (τ k ,θ k ) . Additionally, let q:Y× X → [0, c] be a bounded non-negative function. Then, we can define a class of covariate-dependent random measures
The resulting covariate-dependent random measures are depicted pictorially in Fig. 4 . The curves on the left hand figure indicate the functions q(τ k , x)π k corresponding to the Foti and Williamson [52] show that this is a welldefined CRM; however in general the marginals will not be distributed according to a "standard" CRM. The main exception is if q:Y×X → {0, 1}, in which case G (x) is a superposition of CRMs of standard form, and therefore (by the superposition theorem and the relationship between CRMs and Poisson processes) belongs to the same class of CRMs. An example of such a model is given in Fig. 5 -the lines in the left hand figure indicate the functions q(τ k , x)π k , which take values of either 0 or π k . As before, the right hand figure shows the resulting random measures at three covariate locations (marked in black in the left hand figure) .
The resulting dependent CRM can be normalized to obtain a dependent NRM. The resulting marginal distributions will be distributed according to a convex combination of NRMs. We consider three special cases: One that has non-standard marginals; one that has Dirichlet process marginals by choosing q:Y × X → {0, 1}; and one that has Dirichlet process marginals by judicious choice of the Lévy measure on Y × × R + .
The kernel beta process [53] is an example of such a dependent CRM where q is a kernel function bounded by 1 with some dispersion φ and Y = X × is a space of covariates and kernel dispersions. As described above, although G = k π k δ (τ k ,θ k ) is distributed according to a beta process, the marginal distributions G (x) will not, in general, be beta processes.
The spatial normalized gamma process (SNGP, [13] ) uses a mixture of box kernels (see Fig. 5 ) to create a normalized gamma process. Since each kernel maps Y × X → {0, 1}, the distribution at each covariate value is given by a superposition of gamma processes, which is in turn a gamma process. The resulting measures are normalized to create a dependent Dirichlet process, where the distribution at each covariate value is a convex combination of Dirichlet processes with Dirichlet-distributed weights.
While the atom sizes in the marginal CRMs G (x) are not generally distributed according to the same family of distributions as the atom sizes on the auxiliary space, judicious choice of the Lévy measure ν(dτ, dθ, dπ) and the mapping q can ensure that the marginal CRMs follow a known form. This approach is used in the Ornstein-Uhlenbeck Dirichlet process (OUDP, [16] ). Much as an Ornstein-Uhlenbeck process uses an exponential kernel to transform a white noise process to give a Gaussian process with stationary marginals, the OUDP uses an exponential kernel to transform a CRM on an auxiliary space to have gamma process marginals.
Each of these approaches can be extended to other CRMs and NRMs, and to different choices of kernel. In particular, extensions where we either are not concerned whether the marginals follow a standard form, or where we are happy to allow piece-wise-linear variation in atom sizes, can be easily constructed [52] . For example, the class of correlated normalized random measures [54] uses a user-defined selection matrix to define arbitrarily flexible kernels of the form q:Y × X → {0, 1}, that yield dependent nonparametric processes with NRM marginals. The design of models with flexible variation and standard marginals is much trickier; some details of how to construct such models are given in [16] .
In the above models, conditioned on the value of τ k , the modulation of π k across X is deterministic. A class of related models can be obtained by replacing the deterministic modulations q(τ k , x) with random modulations. Specifically, we can construct a thinned CRM [15] by defining a CRM on Y × × R + , as above, where each τ k ∈ Y parametrizes a function p τ k :X → [0, 1]. We can then define a random measure (or a sequence of N exchangeable random measures) at each covariate value x ∈ X as:
Since the resulting modulations, r (n,x) k , are binary, the resulting marginal random measures G (n,x) will be of the same form as G (with an updated concentration parameter). The 
Related Models
In Sections 5.2.1 and 5.2.2, we saw that models constructed via manipulation of Poisson processes can often be expressed in terms of (weighted) superpositions of completely random measures. The corresponding dependent normalized random measure can therefore be represented in terms of a convex combination of normalized random measures. A number of related constructions for dependent normalized random measures have been proposed, that are based on convex combinations of normalized random measures but are not easily expressed in terms of the underlying CRMs or Poisson processes. For example, the dynamic Dirichlet process [55] and its hierarchical extension [56] are autoregressive extensions to the Dirichlet process where the measure at time-step n is a convex combination of the measure at time-step n − 1 and a DP-distributed innovation measure:
The measure at each time step is therefore a convex combination of Dirichlet processes. The absence of a thinning step and the choice of hyperparameters mean that the marginals will not be DP-distributed and that their distribution will depend on time. The Bayesian density regression model of [57] extends this approach to more general covariates, removing the autoregressive assumption so that the random probability measure G (x i ) at each covariate value x i is given by a convex combination of the measures at neighboring covariate values plus an innovation random measure:
where (j ∼ i) indicates the set of locations within a defined neighborhood of x i . A similar approach has been applied to the beta process to create a dependent hierarchical beta process [10] .
DEPENDENCE IN THE OBSERVATION-GENERATING MECHANISM
In Section 2 we constructed a nonparametric Bayesian model by placing a distribution over a countable measure, and choosing a family of conditional distributions that will generate i.i.d. observations conditioned on this measure. In this section, we use the same distribution over a countable measure, but replace the i.i.d. observation-generating mechanism (i.e. the family of conditional distributions) with a family of conditional distributions that generate correlated sets of observations. For example, to create a dependent Chinese restaurant process, we would use a single shared Dirichlet process-distributed mixing measure P, but rather than using i.i.d. discrete samples from P, our observation-generating mechanism would sample functions whose marginal distributions are given by P.
The spatial Dirichlet process is a distribution over surfaces described by a Dirichlet process mixture of random fields. Each observation is therefore associated with a single shared surface: : = (π 1 , π 2 , . . . ) ∼ STICK(1, γ ) θ k ∼ H, k = 1, 2, . . .
where STICK (1, γ ) is the stick-breaking procedure for the DP, and H is a distribution over surfaces on some space X . The generalized spatial Dirichlet process [58] , [59] extends this idea so that a single observation can be represented using different surfaces at different locations. Rather than using a single sample Z n ∼ to select a surface, we use a collection of correlated samples (Z (x) n :x ∈ X ) to select a field for each location x ∈ X . Concretely, let Z * i , i = 1, 2, . . . be independent Gaussian random fields on X with unit variance and mean functions m i (·) such that (m i (x)) i.i.d. ∼  Beta(1, γ ) , x ∈ X , where (·) indicates the Gaussian CDF. Then at each x ∈ X , we locally set Z n (x) = max i Z * i (x) and X n (x) = θ Z n (x) (x).
The idea of using smooth latent surfaces to select mixture components, and hence enforce locally similar clustering structure, is explored further in the latent stick-breaking process [60] and the dependent Pitman-Yor process [9] , where the DP-distributed marginals are replaced with arbitrary stick-breaking processes, and Pitman-Yor processes, respectively. A related method is employed in the dependent IBP [61] . Recall that, in the beta-Bernoulli representation of the IBP (Equation 3 ), we have a random measure G = ∞ k=1 π k δ θ k , and each element z nk of a binary matrix Z is sampled as z nk ∼ Bernoulli(π k ). The dependent IBP couples matrices Z (x) = (z nk (x):n ∈ {1, . . . , N}, k ∈ N, x ∈ X ) by jointly sampling the elements z (x) nk according to a stochastic process with Bernoulli(π k ) marginals.
DEPENDENCE IN THE PREDICTIVE DISTRIBUTION
Recall that when conjugacy exists between the de Finetti mixing measure and the sampling distribution, the predictive distribution p(X n+1 |X 1 , . . . , X n ) can in most cases be obtained analytically. Manipulating this predictive distribution can yield new models. In this section we describe two approaches to induce dependence using the predictive distribution. The first approach (described in Section 7.1) induces dependence in a partially exchangeable 5 sequence of observations that arrive over time in batches by creating Markov chains of CRPs that incorporate a subset of the observations from the previous time into the current CRP. Such approaches can be designed to maintain CRP-distributed marginals, but are difficult to extend to covariates other than time.
An alternative approach (described in Section 7.2) is to modify the predictive distribution to explicitly depend on a covariate (or some function thereof). This construction can be applied to sequential or arbitrary covariates, but in general lacks the property of marginal invariance.
Markov Chains of Partitions
The generalized Pólya urn DDP (GPU-DDP, [49] ) constructs a dependent Dirichlet process over time by leveraging the invariance of the combinatorial structure of the Chinese restaurant process with respect to subsampling. Specifically, at time t = 1, draw a set of table assignments for n 1 5. A set of sequences {X i = (x 1 , x 2 , . . . , x n i )}, each with n i observations, is partially exchangeable if each sequence is exchangeable, but observations in two different sequences are not exchangeable. This is the assumption made by the two-level hierarchical Dirichlet process and hierarchical beta process and is appropriate for example when modeling text documents where words within a document are exchangeable but words in different documents are not. customers, z 1 = {z 1,1 , z 2,1 , . . . , z n 1 ,1 }, and associated table parameters θ 1 = (θ 1,1 , . . . , θ K 1 ,1 ) according to a CRP with base measure G 0 on , where K 1 is the number of tables with a customer at time 1. For t ≥ 2, some subset of the existing customers leave the restaurant, according to one of two deletion schemes (or both): 1) Size-biased deletion: An entire table is deleted with probability proportional to the number of people at that table. 2) Uniform deletion: Each customer in the restaurant decides independently to stay with some probability q, otherwise they leave. New customers are then assigned to tables via the standard CRP allocation scheme, based only on those customers that are currently in the restaurants (i.e. those that are introduced in the current time step, or that were introduced in previous time steps and have not been deleted). We note that the size-biased deletion model corresponds to a Markov chain of Poisson processes, as described in Section 5.2.1.
The recurrent Chinese restaurant process (RCRP, [62] ) is similar to, and sometimes a special case of, the GPU-DDP. In the RCRP all customers leave the restaurant at the end of a time step, however, the atom and number of customers assigned are remembered for the next time step. The first customer to sit at a table from the previous time step is allowed to transition the associated atom. The RCRP can be extended as discussed in [62] to model higher-order correlations by modulating the counts from the previous time by a decay function [63] , e.g. e −h/λ where h is a lag and λ determines the length of influence of the counts at each time. This allows more flexible dependency, but does not yield stationary marginals.
Explicit Distance Dependency in the Predictive Distribution
An alternative interpretation of the CRP is that customers choose whom to sit next to uniformly amongst all previously sat customers, rather than the traditional construction that customers choose a table to sit at with probability proportional to the table size. More precisely, the ith customer sits next to customer j < i with probability 1/(i − 1 + γ ) (and is therefore sat at the same table as the jth customer), or starts a new table with probability γ /(i − 1 + γ ). An assignment c = {c 1 , . . . , c n } of customers to other customers is equivalent to the usual table-based interpretation of the CRP: Two customers i and j are at the same table, i.e. z i = z j , if starting from one customer, there is a sequence of customer assignments that ends with the other (e.g. customer i sits next to customer k, who sits next to customer j). This map is not one-to-one, since the same table assignment can be generated by multiple customer assignments. The distance-dependent CRP (ddCRP, [64] ) manipulates the customer representation to induce dependency. Let d ij denote a dissimilarity measure 6 between customers i and j and let f (·) be a monotonically decreasing function called a decay function. Using the customer assignment 6 . d ij need not satisfy the triangle inequality.
interpretation of the CRP, the ddCRP is defined by the predictive distribution
Loosely speaking, a customer is more likely to choose to sit next to a similar person. This approach has also been applied to the IBP predictive distribution to create a distance-dependent IBP for use in covariate-dependent latent feature models (ddIBP, [65] ). Define f (·) and D ij as before, and let
where N is the number of customers. Each customer "owns" a Poisson-distributed number of dishes. In addition, for each dish k, each customer selects a customer to follow (which may be themself) with probability w ij . This creates directed chains of customers. All customers following the "owner" of a dish select that dish in the IBP analogy.
Discussion
These models have the advantage of a wide range of choices for the dissimilarity measure, allowing a variety of forms of dependence. For example, a "window" decay function describes an explicit limit on the maximum distance between customers that can be assigned to each other. Soft decay functions allow the influence of customers to diminish over time. Other choices of decay function can incorporate known networks between customers.
The disadvantage of these models is that they do not exhibit marginal invariance. In other words, the distribution over the remaining customers is altered if we add or remove a customer. Indeed, knowing that there is an unobserved customer c between two observed customers i and j that can act as a "bridge" alters the predictive distribution of the assignment of customer j given customer i. This can cause problems in the case of out-of-sample prediction, or where we believe there to be data missing from our sample. See [65] for a discussion of situations where marginal invariance is and is not an important consideration.
SELECTING THE APPROPRIATE MODEL
In this paper, we have attempted to give a snapshot of the current dependent nonparametric models available, and to identify relationships between them. A question of primary importance to the practitioner is: Which of the array of dependent nonparametric processes is appropriate for any given application? The answer to this question will, of course, depend on the application, and there is certainly not a "one size fits all" solution. However, in this section we attempt to offer some general-purpose advice. We caution that this advice is not, for the most part, backed up by empirical evidence. There has been little attempt at empirical comparison between the assortment of dependent nonparametric processes, something that will hopefully be remedied in future literature.
We believe that it is generally prudent to select the simplest model that is sufficiently flexible to capture expected variation in model parameters. In particular, we encourage the use of models that yield efficient inference schemes and do not place too many restrictions on the form of dependency. When determining the appropriate dependent nonparametric model we suggest thinking about the following questions.
Which Parts of the Model Should Be Dependent?
Consider the prior assumptions as to which component(s) of the model are covariate-dependent. If the values of the model parameters are expected to change with some covariate -for example if the means in a mixture model or the topics in a topic model evolve with time -then the models described in Section 4, where the atom sizes are shared across covariate space and only the atom locations are allowed to vary, are appropriate. Here, it is easy to incorporate arbitrary distributions over the parameter variation and inference is generally straightforward, since the nonparametric part of the model governing the atom sizes is of standard form (e.g. a Dirichlet process), and is independent of the paths of the atom locations (which are also independent of each other). There are many cases where this form of dependence may be sufficient -for example, topic drift, video tracking, and function or surface estimation. In addition, this form of dependence can be used in conjunction with varying atom sizes (for example [12] , [49] ), though one must then consider the interpretability of the resulting model.
If the proportions of the latent components are expected to vary over covariate space -for example if the popularity of the topics in a topic model are expected to change over time -then a model that induces dependency in the latent measures (Section 5) is appropriate. Due to the difficulty of specifying the form of dependence in methods based on the stick-breaking construction (described in Section 5.1.3), we suggest the use of methods based on Poisson processes on an augmented space (Section 5.2.2). These methods clearly decouple the form of the dependency from the form of the marginal random measures, making it easy to encode prior knowledge about the form of dependency. Unlike many of the models described in this paper, working directly with familiar stationary models allows us to make use of conjugacy, leading to a variety of efficient inference algorithms [13] , [15] , [52] , [53] . In general, such models are less geared towards prediction, since the predictive distribution is not explicitly evaluated; however because the latent probabilities are not integrated out they are useful for characterizing and visualizing trends.
Finally, we may believe the latent proportions are moreor-less fixed, but that locally, observations are highly influenced by observations at nearby covariates. For example, when modeling images, while the global probability of seeing a given object is unlikely to depend strongly on absolute pixel location, a pixel is likely to be close in value to its neighbors. Alternatively, when tracking medical statistics from multiple individuals, there may not be much temporal change in the aggregate statistics across all patients, but the statistics of the nth patient on day t will be highly correlated with the statistics of that same patient on day t−1. In this case, models that induce dependency via the observation-generating mechanisms or the predictive distribution will be appropriate. While such models are not generally designed to explicitly capture global trends in the latent structure, they generally allow explicit predictive distributions.
What Is the Covariate Space?
Specifically, is it ordered (e.g. time)? In temporally varying models, we often see covariate dependence patterns that are not invariant to reversing the order in which we see observations. For example, when modeling documents, a new topic is more likely to spike (for example due to a new news story or scientific discovery) and then fade away than to gradually increase and then decrease in popularity. Furthermore, when modeling time-dependent observations, our data often arrives sequentially and we are generally most interested in predicting future observations. For these reasons, the models appropriate for temporal dependency differ from those appropriate for more general covariate spaces.
In this survey, we have come across a number of models (particularly those obtained from a Markov chain of Poisson processes, or by manipulating the predictive distribution of a stationary model) that are particularly appropriate for (discrete) time. Such models allow us to capture the sudden appearance of an atom, and in many cases (including the GPU-DDP, the recurrent CRP and the distance-dependent CRP and IBP) allow the atom to taper in probability over time. Furthermore, these distributions typically yield tractable predictive distributions, which are useful when our primary goal is prediction of future observations. This also means that these models are well-suited to sequential Monte Carlo methods. These are often a desirable choice when dealing with sequentially arriving data and where our primary concern is predicting events occurring at future time-points, rather than obtaining high predictive likelihood across the entire time range. In this setting, for models based on Markov chains of Poisson processes, we can discard atoms that have been "thinned" as they will not contribute to future events. This can yield sequential Monte Carlo algorithms with constant memory requirements and linear computational requirements [66] .
Is There Prior Information about the Form of the Marginal Distributions?
Most of the models mentioned in this paper meet MacEachern's third desiderata: That the marginal distributions are of some known form. The main exceptions are most of the models based on kernels (the KSBP and most of the models in Section 5.2.2), and the distance-dependent models. While these models typically yield relatively simple inference algorithms, it is harder to specify a specific form for the marginal distribution. Therefore, if there is a strong reason to assume, for example, the power-law behavior of a Pitman-Yor process, a method that gives non-standard marginals would not be appropriate.
DISCUSSION
In this paper we have attempted to characterize the current collection of dependent nonparametric processes. As is the nature of surveys of highly active fields, we expect (and indeed hope) that it will soon become outdated, as new models are proposed and adopted. In particular, most of the models described in this paper have Dirichlet process marginals, or marginals distributed according to a (normalized) completely random measure. We expect to see greater exploration of dependent variants of other nonparametric priors -for example, nonparametric tree structures, matrices, rankings, and random measures that do not fall under the CRM framework.
Even within the scope of the models discussed, there remain a number of open research questions. Most pressingly, there is little comparative evaluation of the competing approaches, either theoretical or empirical. We hope to see more in-depth analyses of theoretical properties of dependent nonparametric models, coupled with a greater empirical awareness of their relative strengths and the computational efficiency of inference.
While there exist a number of inference algorithms for the various processes described in this paper, they are mostly based on MCMC and do not scale to truly large data sets. The use of variational techniques and online learning in this area may improve the scalability and thus the applicability of the models to a wider range of problems.
