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Electron ﬁeld emission is understood as a quantum mechanical many-body problem in which an elec-
tronic quasi-particle of the emitter is converted into an electron in vacuum. Fundamental concepts of
ﬁeld emission, such as the ﬁeld enhancement factor, work-function, edge barrier and emission current
density, will be investigated, using carbon nanotubes and graphene as examples. A multi-scale algorithm
basing on density functional theory is introduced. We will argue that such a ﬁrst principle approach is
necessary and appropriate for ﬁeld emission of nano-structures, not only for a more accurate quantitative
description, but, more importantly, for deeper insight into ﬁeld emission.
& 2015 The Author. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Although considerable progress has been made in the ﬁrst
principle study of ﬁeld emission of nano-structures since the
pioneering works dating back 15 years ago, [1–3] a quantitative
description still remains a challenge. The hard-core difﬁculty is the
multi-scale characteristic of the problem in which degrees of
freedom from atomic to macroscopic scales are all crucial. Yet, ﬁrst
principle approaches are needed to obtain a quantum many-body
picture of electron ﬁeld emission (FE). The present paper is not
intended to give a review of this big subject by any mean. Our
purpose is to highlight how interesting the physics of FE is and
why ﬁrst principle calculations are absolutely necessary.
A ﬁrst principle approach necessitates the re-examination of
some basic concepts and conventional parameters in FE of nano-
structures. For instance, the ﬁeld enhancement factor and the
work-function which are constants in the conventional ﬁeld
emission model are in fact ﬁeld-dependent. For these ﬁeld emis-
sion features of nano-emitters, both the atomic and electronic
structures are crucial. As many-electron correlations are involved,
the traditional FE picture of a single electron tunneling through a
given potential energy barrier is obviously not complete. The
quasi-particle concept provides a more advanced picture for FE,
which can be conveniently presented in the language of density.V. This is an open access article ufunctional theory (DFT) [4,5]. To estimate the emission image,
besides the local density of states (LDOS) in the edge region the
precise atomic structure of the emitter edge is also important.
Atomic structure relaxation is needed. All this should be done with
DFT.
After some more discussions of our motivation for this work
(Section 2), we introduce concisely the concepts of quasi-particles
and the local density of states (Section 3). This leads up to the
introduction of multi-scale density functional theory (MSDFT) for
carbon nanotube (CNT) ﬁeld emission in Section 4. The MSDFT is
then applied to the study of the emission potential energy barrier
in Section 5, where the ﬁeld enhancement factor, the work-func-
tion, and the edge polarization are investigated. The image po-
tential and the exchange–correlation correction are also discussed
in this section. Then in Section 6 DFT-based methods for emission
current density calculations are introduced. Notably, the calculated
FE image of CNT exhibits a spontaneous axial symmetry breaking.
The last section is a brief summary and a perspective on ﬁrst
principle theory for FE.2. Motivation
The standard theory of FE was set up in 1928 by Fowler and
Nordheim [6] and completed in the following decades [7]. The
Fowler–Nordheim theory (FNT) is based on the non-interacting
electron model of a metal, incorporating the concepts of quantumnder the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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predicts that the logarithm of the ratio of emission current density
(J) over the applied macroscopic ﬁeld square (FM
2 ) is inversely
proportional to the ﬁeld (FM),
J F
s
F
cln ( / )
(1)M M
2
0= − +
This prediction has been conﬁrmed by many FE experiments
and has been considered as the major characteristic feature of FE,
though exceptions do exist in the FE of some nano-emitters. The
FNT is very useful for applications where the emission current
density is mainly of interest. It is not difﬁcult to extract the two
parameters s and c0 of FNT from the experiment. Also for ﬂat
metallic emitters, it is explicitly known that s is a function of the
work-function and c0 is a function of the work-function and the
temperature of the emitter. For an emitter with a smooth emission
surface (we will call it the edge of the emitter) distinct from a
plane, the effect of the aspect-ratio is usually accounted for by a
ﬁeld enhancement factor that is deﬁned as the ratio of the edge
ﬁeld to the applied macroscopic ﬁeld.
On the other hand, ﬁrst principle calculations by deﬁnition are
not based on any drastic assumption or model, and it may in-
corporate many-body effects without too many approximations.
DFT as a representative ﬁrst principle theory for many-electron
systems is certainly more complicated and less transparent than
FNT, but it provides an understanding of the important many-body
aspects of the problem that are ignored in FNT. In particular, for
nano-emitters, the physics of FE is a great challenge because a
nano-emitter is (1) a quantum many-body system; (2) an open
quantum system; (3) a non-equilibrium problem; (4) a tunneling
process that is detail sensitive. In fact the particles are not just
tunneling but converting from quasi-particles to elementary
electrons in vacuum during the FE process. These quantum-me-
chanical many-body features of FE are far beyond the scope of the
FNT and have not been fully explored by either experimental or
theoretical study. DFT is the perfect theoretical tool just appro-
priate for this subject, allowing details to be explored, such as the
parameterization of the edge barrier incorporating the properties
of both the electronic structure and the atomic structure.
In the present paper we concentrate on CNT and graphene as
examples. CNT is a promising emitter because of its large aspect-
ratio as shown both experimentally and theoretically [8]. Gra-
phene has an excellent electrical conductivity as an attractive FE
emitter should be and does show promising FE properties [9]. A
technical reason for choosing CNT and graphene is because their
well-deﬁned atomic structures can be studied by DFT. We recall
that the tight-binding theory (TBT) can nicely describe the low
energy (related to the Fermi level) electron behavior of both CNT
and graphene [10,11]. It is helpful to have the DFT results compare
with the TBT solutions. In this paper we will not mention other
ﬁrst principle approaches, such as time-dependent density func-
tional theory [12,13] and non-equilibrium Green's function theory,
[14,15] although they have their own merits and are promising
also.
In earlier days DFT was applied to short segments of CNT with
various tip structures, with results on the atomic and electronic
structures [1–3,16–18]. Because of the short CNT segments used,
the emission currents are too low compared to experiments so
that a large ﬁeld enhancement factor has to be assumed. Recently
DFT calculations have been available for CNTs of microns in length.
The multi-scale theory for FE was introduced by Zheng et al. [19]
and further improved since then [20, 21], see Section 4.
3. Brief introduction for DFT
In most cases it is appropriate to calculate the emission currentdensity as a function of the applied ﬁeld by the time independent
DFT because the emission will be steady in a few femtoseconds
after the ﬁeld applied [2,12,13].
The idea of DFT is to convert a many-electron problem into a
one-particle problem at the cost of an unknown, but universal,
exchange–correlation potential. The fundamental theorem was
given by Hohenberg and Kohn: [4] (1) the Hamiltonian of a static
many-electron closed system is uniquely determined by the elec-
tron density of the ground state; (2) the correct electron density of
the ground state minimizes the energy functional of the electron
density.
A practical way to calculate the ground state properties was
provided by Kohn and Sham [5]. They introduced a ﬁctional sys-
tem of non-interacting “electrons” with orthogonal one-particle
orbitals r{ ( )}iϕ ⇀ . The ground state of the non-interacting system is
required to have the same electron density as the system of in-
teracting electrons in the physical ground state. Consider a spin-
neutral system with 2N electrons for simplicity. The electron
density is given by
n r r( ) 2 ( )
(2)i
N
i
1
2∑ ϕ⇀ = | ⇀ |
=
The factor 2 accounts for the spin degrees of freedom (spin
degeneracy is assumed). According to the theorem of Hohenberg–
Kohn, the given n r( )⇀ uniquely determines the Hamiltonian of the
non-interacting system, so does the one-particle spectrum { }iε and
orbitals r{ ( )}iϕ ⇀ . In other words, { }iε and r{ ( )}iϕ ⇀ are functionals of
n r( )⇀ . Therefore, the total kinetic energy of the non-interacting
system T r d r( )s i i
2∫ ϕ= ∑ |∇ ⇀ | ⇀ is also a universal density functional.
On the other hand, the total energy E n[ ] of the interacting
system can be separated into two terms: a universal density
functional F[n] and the non-universal density functional
V n v r n r d r[ ] ( ) ( )ex∫= ⇀ ⇀ ⇀ with vex the external potential from ions
and other external ﬁelds [4]. Kohn and Sham deﬁned another
universal exchange–correlation density functional as
E n F n T n U n[ ] [ ] [ ] [ ]XC s= − − , where U n d r d r[ ] n r n rr r
1
2
( ) ( )∫= ⇀ ⇀′⇀ ⇀′|⇀ − ⇀′| is
the classical mutual Coulomb potential energy of electrons. Thus
the total energy of the interacting many-body system is written as
E n T n V n U n E n[ ] [ ] [ ] [ ] [ ] (3)s XC= + + +
The Hohenberg–Kohn theorem requires that the correct den-
sity should minimize E n[ ], leading to the Kohn–Sham equation for
the one-particle normalized orbitals,
⎡
⎣⎢
⎤
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The potential vKS is formally written as
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The last term is called the exchange–correlation potential
(XCP). It is a coordinate-depending functional of n in general,
thereby is nonlocal. If vXC was known, (2) and (5) form a closed set
of self-consistent equations containing all information of the
electronic structure of the interacting electron systems. Un-
fortunately, there is no way to obtain the exact functional vXC for
interacting electron systems. All the complexity of many-electron
systems is hidden in the XCP. Usually one ﬁnds vXC by a guess-and-
check method.
For the cases of slowly varying density or high electron density,
it is appropriate to assume that the XCP is simply a function of the
Z. Li / Ultramicroscopy 159 (2015) 162–172164local density, i.e. v v n r( ( ))XC XC= ⇀ . It may be further approximated
as the XCP of a uniform electron gas. This approximation is re-
ferred to as the local density approximation (LDA) [5]. The LDA can
be improved by including the density gradient. The generalized
gradient approximation that goes beyond the lowest-order gra-
dient correction is called GGA [22]. The scheme proposed by Per-
dew, Burke, and Ernzerhof and named as PBE GGA has been very
popular for the applications to extended materials [23]. It has been
noticed for long that the fundamental gaps of semiconductor so-
lids calculated by LDA or GGA have substantial error. A practical
way around this problem is to use a hybrid method introduced by
Becke, [24] replacing a fraction of GGA exchange with Hartree–
Fock exchange, leading to the ubiquitous B3LYP, [25] the most
popular approximation in use in chemistry today. The LDA, PBE,
and B3LYP are three standard approximations that dominate the
user market. A comprehensive comparison of the performance of
hybrid methods is given in Ref. [26]. For general background of
DFT one may refer to the excellent review and perspective on DFT
by Burke [27] and Becke [28] respectively.
In FE of carbon nano-structures, the electron density in the
edge should be large. Thus the LDA or GGA would be appropriate
intuitively. With a proper approximation for the XCP one can
calculate the atomic structure and the electronic structure of a
system with interacting electrons. For each atomic structure the
electron density is calculated by DFT. With the calculated ground
state energy and electron density the atomic structure can be
updated. All atoms should be relaxed until the force on each atom
is less than certain value (typically, 0.01 eV per angstrom).
To determine r( )iϕ ⇀ one must know the electron density of
ground state. The latter is given by (2) in terms of r{ ( )}jϕ ⇀ . A so-
lution is found by iterating (2) and (4), which, on convergence,
gives the Kohn–Sham spectrum and the “exact” electron density of
the many-electron ground state.
For a system of 2N electrons the N-th Kohn–Sham level Nε is
exactly the energy of the highest occupied molecular orbital
(HOMO) when the system is in the ground state. The other Kohn–
Sham states are ﬁctitious, although they are often used as the
quasi-particle states as an approximation. More correctly, a quasi-
particle means that a level higher than Nε is occupied, while a
quasi-hole means that a level lower or equal to HOMO is empty.
For the convenience we also call the quasi-hole a quasi-particle in
the present paper. Physically meaningful quasi-particles should
have long enough life-time in comparison with the characteristic
time of the measurement of interest. In the quasi-particle lan-
guage, the band gap Eg is the mass of the quasi-particle. The band
gaps estimated by the energy difference of the lowest unoccupied
molecular orbital (LUMO) and the HOMO ( N N1ε ε−+ ) usually have
large error for semiconductors. With the quasi-particle approx-
imation of Hedin, [29] Hybertsen and Louie found that an addi-
tional non-local iε -dependent self-energy term
r r r d r( , ; ) ( )i i 3∫Σ ε ϕ⇀ ⇀′ ⇀′ ′ which is added to the l.h.s. of the Kohn–
Sham equation can improve the results of the band gaps [30].
Since the self-energy r r( , ; )iΣ ε⇀ ⇀′ can be further approximated by
the product of the one-particle Green's function G and the
screened Coulomb interaction W, i.e., iGWΣ = , it is called the GW
approximation. The Kohn-Sham equation with the GW term is
then closer to the one-particle equation of the quasi-particle than
the original Kohn–Sham equation. In this sense { }iε are viewed as
the quasi-particle energies and { }iϕ the corresponding one-particle
wavefunctions. After the improvement of Holm [31] the GW ap-
proximation has become a standard option of commercial DFT
codes.
When { }iϕ are viewed as quasi-particle eigenstates one can
extract the local density of states (LDOS), which is crucial for FE.
The LDOS is basically a combination of the energy level densityand the quasi-particle probability density. With the solution of (4),
and the GW correction if necessary, the LDOS is given by
D r r r( , ) 2 ( ) ( ) ( )
(6)i
i i i∑ε δ ε ε ϕ ϕ⇀ = − ⇀ ⇀⁎
The summation is over the interested quasi-particle levels.
Practically, the delta function must always be broadened with a
proper level width. The LDOS can be projected onto each atom to
give the share of probability of the interested states that is held by
the atom. The total density of states (DOS) is given by the integral
D D r d r( ) ( , ) 2 ( )
(7)i
i
3∫ ∑ε ε δ ε ε= ⇀ = −
The physical meaning of D ( )ε is clear by noting that D d( )ε ε is
the number of states in the energy interval dε around ε.4. Multi-scale DFT for CNT ﬁeld emission
Treating ﬁeld emission of nano-structures as a multi-scale
problem entails the following: the atomic orbitals and edge states
(if any) are in the angstrom range, the thickness of the edge barrier
and the radius of the apex are of the order of nanometers, a typical
emitter has a length of microns or longer, and the distance be-
tween the screen and the emitter is more than a millimeter. All
these scales are important in FE. For instances, the tunneling
probability is exponentially sensitive to the thickness and the
height of the edge barrier, the electron supply is mainly de-
termined by the band structure (DOS) which is the property of the
entire emitter, the ﬁeld enhancement depend on the aspect-ratio
of the emitter, and the emitter-screen distance controls the image
magniﬁcation. It is a challenge for computational science to obtain
a quantitatively accurate emission current density which must
contain accurate information on all these scales. The multi-scale
algorithm treats different scales with different methods and cou-
ples the properties of different scales in a self-consistent manner.
The computational requirement of DFT scales as N3 with N the
number of electrons; it is affordable for systems consisting of
electrons up to several hundred. However a typical nano-emitter
such as a single-walled carbon nanotube (SWCNT) of a micron in
length contains about 105 electrons. Therefore one cannot directly
apply DFT to the whole emitter. A multi-scale algorithm is needed.
The computational effort of multi-scale density functional theory
(MSDFT) may scale linearly with the system size, or even be size-
independent, obviously at the loss of some bulk accuracy. What is
important is to ﬁnd a reliable description of the electronic and
atomic structures in the emission region of the emitter.
MSDFT for FE of CNT was ﬁrst proposed by Zheng et al. [19] that
has enabled us to calculate the ﬁeld penetration and ﬁeld en-
hancement at the apex of a SWCNT of realistic length (micron for
instance) under FE conditions. A key point is to divide the long
CNT into subregions, as shown in Fig. 1. The number of atoms in
each subregion should be small enough for DFT calculation but
large enough such that artiﬁcial ﬁnite-size effects are negligible. A
subregion and its adjacent buffers form a subsystem. The dangling
bonds may be saturated by hydrogen atoms. Each subsystem in
external electric ﬁeld is calculated quantum-mechanically by DFT.
In the quasi-equilibrium hypothesis levels below the Fermi level of
the substrate are ﬁlled. The electron density of the α-th subregion
is denoted as r( )ρ˜ ⇀α . Then the electron density of the CNT is given
by Yang's divide-and-conquer (DAC) method, [32] which in-
troduces a set of real space partition weight-functions p r{ ( )}⇀α that
satisfy the normalization condition p r( ) 1∑ ⇀ =α α and p r( ) 0
⇀ ≥α .
The weight p r( )⇀α is large in the α-th subregion and tends to zero
away from it. The electron density is constructed from the
Fig. 1. Illustration of the multi-scale DFT algorithm. The CNT is divided into a series
of subregions. DFT is applied to the subsystem that consists of one subregion and
buffers neighboring to the subregion. The inﬂuence of other subregions to the
subsystem under consideration is though the direct Coulomb interaction. In the
tabular accelerated algorithm, only the apex subsystem and a representative body
subsystem are calculated with DFT. (For interpretation of the references to color in
this ﬁgure, the reader is referred to the web version of this article.)
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r p r r( ) ( ) ( )
(8)
∑ρ ρ⇀ = ⇀ ˜ ⇀
α
α α
The simplest partition is p r( ) 1⇀ =α if r⇀ in the interior of the α-
th subregion, 1/2 in the overlap region of the α-th subregion and
its neighborhood subregions, and vanishing otherwise. The char-
ges in other parts of the nanotube contribute potential energy to
the subsystem through the direct Coulomb potential of their ex-
cess charges. An iteration loop is needed to guarantee the electric
ﬁeld is consistent with the charge distribution everywhere. The
computational effort of this algorithm scales linearly with the
number of subsystems. Its accuracy can be improved by increasing
the size of the subsystems.
In a perfect SWCNT emitter there are two kinds of subsystems:
the bulk subsystem and the apex subsystem with the apex sub-
region (the red one in Fig. 1). It is convenient to let all body sub-
systems have the same atomic structure. Thus we have the tabular
acceleration method [20, 21]. Approximating the electric ﬁeld
within the subsystems by a uniform ﬁeld, the conﬁgurations of all
body subsystems can be parameterized by a single parameter: the
electric ﬁeld strength. Therefore we only need to calculate the
conﬁgurations of the apex subsystem and a representative body
subsystem for different ﬁeld strengths. The electron densities of
the apex subsystem of different ﬁelds form the A-table, while the
densities of the representative body subsystem form the B-table.
With these two tables in hand it is straightforward to obtain the
density of the whole CNT. First one guesses an initial ﬁeld strength
distribution along the CNT [33]. Then one can search an electron
density for each subsystem from the A-table or B-table using the
ﬁeld strength as the entry. With the electron density one obtains
the excessive charge distribution in the CNT and re-calculates the
electric ﬁeld. With the new electric ﬁeld one can assign a new
electron density for each subsystem and repeats the iteration until
consistency between the electron density and the ﬁeld (including
the applied ﬁeld) is reached. The computational effort of the tab-
ular accelerated multi-scale method does not depend on the
length of the CNT as the iteration involved only classicalcalculation.
The MSDFT has been applied to the SWCNTs with chiral indexes
(4,4), (5,5) and (7,0) [20,21]. A number of apex structures have also
been investigated [34]. Without signiﬁcant increase of computa-
tional effort we have investigated a SWCNT array [35] and the
effect of anode distance with the tabular accelerated MSDFT [36].5. Edge barrier
The edge (surface) of a solid has a potential energy barrier that
retains electrons within the solid. In the absence of the applied
ﬁeld the averaged potential energy of the quasi-particle in the
edge region is approximately a step potential energy that is lower
than the Fermi level on the solid side and suddenly rises by a few
eV above the Fermi level of the solid on the vacuum side. The edge
barrier usually has two turning surfaces, the inner surface on the
solid side and the outer turning surface on the vacuum side, where
the kinetic energy of the emission particle vanishes. Under the
applied ﬁeld the edge barrier has a ﬁnite thickness. In FE electrons
assisted by the electric ﬁeld tunnel through the edge barrier. The
tunneling is very sensitive to the barrier shape and therefore
needs accurate quantum mechanical calculations. For a given ap-
plied ﬁeld the barrier shape is qualitatively described by two
parameters: the ﬁeld enhancement factor and the work-function.
5.1. Field enhancement
The emitter will be charged when a macroscopic ﬁeld FM is
applied. It is the charge accumulated at the apex that give rise to
the strong enhanced edge ﬁeld F on the vacuum side of the edge
barrier. The ﬁeld enhancement factor (γ) which is deﬁned as F/FM
is of great importance in commercial FE technology. A large γ
implied by the high aspect-ratios of nano-structures is one of the
main interests of nano-emitters which allow FE operation at low
applied voltage. The γ for open-end CNT is difﬁcult to estimate
with classical models. According to the metallic model a closed-
end CNT with length L and tip radius rtip has γ of order of the
aspect-ratio L/rtip, whose value could be as high as 10,000 for a
CNT of microns in length.
However the large γ predicted by the classical theory seems too
large that raises the question, whether the CNT apex is still stable
in applied ﬁelds of several volts per micron. The answer to this
problem can only come from quantum-mechanical calculations. In
fact, with the charge density calculated by DFT, it is straightfor-
ward to obtain the edge ﬁeld, and the MSDFT introduced in the
previous section is an appropriate method to evaluate γ of long
CNT.
It is found that γ reaches a maximum of a few hundred for the
open (5,5) SWCNT of a micron in length for the typical applied
ﬁelds in FE. To understand this we need to consider ﬁeld pene-
tration in the apex region. The electric potential energy (from the
direct Coulomb potential of the excess charges and the applied
ﬁeld) and the edge barrier energy are shown in Fig. 2 as the proﬁle
of the light blue region. The curved proﬁle inside the CNT implies
ﬁeld penetration. The single carbon sheet cannot screen the ﬁeld
completely therefore γ is not as large as predicted by the metallic
model. The MSDFT reveals that the excess charges are spread over
a ﬁnite segment of SWCNT (the B region of Fig. 2).
On the other hand it should be noted that the apex polarization
also has important contributions to the patch ﬁeld of the emission
facet. To understand the apex polarization the LDOS at the apex is
needed and should be obtained by DFT or similar quantum the-
ories. The polarization is determined by the ﬁlling of quasi-particle
states. The excess charge accumulation is controlled by the applied
ﬁeld FM. As a consequence, γ depends on FM and the apex structure
Δχ
Fig. 2. The ﬁeld penetration at the apex of the SWCNT. The proﬁle of light blue
region is the direct electric potential energy that it coincides with the neutrality
Fermi level E f
⁎
inside the SWCNT and gives the dominative contribution to the edge
barrier in the vacuum region. The symbols W, Ef ,χ , and χΔ denote the surface
work-function, the Fermi level of the substrate, the edge barrier height, and the
lowering of the edge barrier height. (For interpretation of the references to color in
this ﬁgure legend, the reader is referred to the web version of this article.)
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Based on the MSDFT Peng et al. have found that γ decreases
linearly with FM in the closed SWCNT while it decreases with 1/FM
in the open SWCNT [20]. The reason has been attributed to the
inherent apex dipole and quadrupole that exits even when FM is
absent. The apex dipole of the closed SWCNT is in the same di-
rection of FM while the dipole of the open SWCNT is opposite to FM
(Fig. 3) [20].
The ﬁeld enhancement of graphene has not been investigated
with ﬁrst principle theory as far as I know. For a metallic sheet of
width h and negligible thickness, the classical model has
h x/(2 )0γ ≈ , where x0 is the position to deﬁne the edge ﬁeld.
More discussions on the edge barrier of graphene will be given in
Section 5.5.
5.2. Work-function
The barrier height in the absence of the applied ﬁeld is given by
the work-function. There are in fact two work-functions. One is the
bulk work-function (WB), i.e. the minimum energy required to
remove an electron from the solid and put it on the vacuum. To
have a local description for the edge barrier of a surface facet, one
introduces the surface work-function (WS) that is the energy dif-
ference between the HOMO and the top of the barrier potential
that electron will see when it goes through this facet along a least
action path which starts from a point of the inner turning surface
of the edge barrier. The path with the least action is dominative
and will be referred to as the preferential path of ﬁeld emissionFig. 3. The edge polarization. Red/blue region has excessed/depleted electrons, thus it is
both SWCNTs is about 1 μm [20]. (For interpretation of the references to color in this ﬁ(PPFE). In principle each inner turning point has one PPFE. In the
context of FE, the PPFE parallel to the direction of the edge ﬁeld is
intuitively the most relevant one andWS is usually associated with
this PPFE.
If the vacuum energy level is set to zero, WB is equal to the
absolute value of the chemical potential μwhich is given by the
difference of the ground state energies of the N-electron and the
(N1)-electron systems,W E n E n[ ] [ ]B N N 1μ= | | = | − ′ |− , where n and
n′ are the electron densities of the two systems in their ground
states respectively. With the Kohn–Sham spectrum of the N-elec-
tron system, WB is approximately given by Seitz's theorem [37]
⎛
⎝⎜
⎞
⎠⎟W N E n n
dE n
dn
1
[ ]
[ ]
(9)
B N
N
Nε= − + ≈ −
The second equality is only valid for large system.
The surface work-function WS is more relevant to FE since it is
related to the edge barrier along the PPFE. However WS is more
subtle because the total energy in fact has a surface term that
originates from the surface polarization. The latter is not ne-
cessarily isotropic and would change from one surface facet to
another. The contribution of surface polarization on WS was ﬁrst
recognized by Bardeen [38] and calculated by Lang and Kohn with
DFT [39]. Generally one hasW WS B μ= + Δ , where μΔ is the surface
contribution. The DFT calculation for Nε is relatively straightfor-
ward and work-functions of various CNTs and various graphene
edges have been calculated [40–44].
We next discuss the effect of the applied ﬁelds on the edge
barrier height. Denote the Fermi levels of the charged and neutral
emitters by E f and E f
⁎ respectively. Since E fμ = the surface work-
function can be written as W ES f μ= | | + Δ under the applied ﬁeld
andW ES f μ= | | + Δ
⁎ ⁎ ⁎ in the absence of the applied ﬁeld. Because the
emitter is charged and the apex polarization is changed under FE
conditions, WS is in general different from WS
⁎. The edge barrier
height is lowered by an amount of W WS SχΔ = −
⁎ , which is ﬁeld-
dependent and can have value comparable with WS
⁎ in nano-
emitters due to the ﬁnite LDOS. For FE efﬁciency, lowering of the
edge barrier is advantageous.
The edge states in the apex region have important contribu-
tions to the FE. The peaks of the LDOS corresponding to the edge
states can pin the surface Fermi level and can also give rise to
resonant ﬁeld emission at speciﬁc applied ﬁelds. The DFT calcu-
lations have shown clearly that the edge states reﬂect the atomic
structure and adsorbates of the apex [1,3,16–18]. There are, how-
ever, contradictory conclusions about the effect of adsorbates on
the FE of CNTs. For example, it is found that the LDOS at the chargenegatively/positively charged. (a) Closed SWCNT and (b) open SWCNT. The length of
gure legend, the reader is referred to the web version of this article.)
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⁎ is suppressed by hydrogen. Therefore one may
conclude that hydrogen adsorption reduces the FE current density.
By contrast, the edge barrier can be reduced by the presence of
hydrogen and the FE current density will be enhanced [45]. Be-
cause it is difﬁcult to control the experiment conditions and to
observe hydrogen, the experimental results are still quite confus-
ing. The confusion has been clariﬁed theoretically by noting that
the dominant emission is not from the EF
⁎ but from the EF level due
to the edge barrier height lowering [34].
5.3. Edge charge polarization
The charge polarization of emitter edges can be described by
electric dipoles and quadruples. We have seen the effect of edge
dipole and quadrupole on the ﬁeld enhancement factor in Section
5.1. An interesting question is how to modify the edge charge
polarization? Furthermore, the existence of edge dipole and
quadrupole implies that the edge barrier is no longer homo-
geneous. This is why the PPFE is introduced.
Electron transfer between carbon atoms and adsorbates and
among the adsorbed atoms leads to formation of the dipole and
quadrupole. The applied ﬁelds can either strengthen or suppress
this effect. Two suggestions for apex optimization are as follows. If
the edge dipole has its positive end outward to the vacuum (po-
sitive dipole), it tends to suppress the edge barrier; otherwise
(negative dipole), it tends to raise the barrier. This simple argu-
ment suggests that the carbon dangling bonds at the open end of
the SWCNT should be saturated by atoms of lower electro-
negativity than carbon. For instance, the hydrogen terminated
SWCNT has a positive dipole because hydrogen has lower elec-
tronegativity than carbon. The second point is about the electron
supply. At room temperature, electrons to be emitted to vacuum
would likely come from states having larger amplitude of prob-
ability in the vicinity of the free end. Therefore, higher density of
electrons in the apex would mean more incident electrons hitting
the edge barrier in unit time. For a given edge barrier, the emission
current is proportional to the incident electron ﬂux at the Fermi
level. Could one suppress the edge barrier and have higher elec-
tron density in the apex at the same time?
To investigate how the effects of edge charge polarization de-
pend on the atomic structure and the applied ﬁeld, MSDFT was
used to calculate the charge densities of a micron long (5,5)
SWCNT with different atomic decorations in the open-end [34].
The last layer of carbon atoms is saturated by BH, or NH, or –O.
It is found that the PPFE depends on the absorbates and varies
with the applied ﬁeld signiﬁcantly. A tentative conclusion drawn
by the authors is that the outer atoms having smaller electro-
negativity are superior for FE and are more stable. Thus the turn-
on ﬁelds of BH or NH saturated SWCNT are lower than that
saturated by O.
5.4. Exchange–correlation correction
In previous discussions we have assumed the orbitals and the
charge distribution unchanged during FE, thus correlation effects
on the emitting particle have been ignored. The image potential is
an effect of classical correlation where the emitting particle is
treated as a classical point charge. However in the edge barrier
regime, whenever tunneling can happen, the wavefunction of the
emitting particle must have overlap with the wavefunction of the
emitter. As a consequence an emitting electron and an electron
inside the emitter are in fact indistinguishable. The emitting par-
ticle is neither an elementary electron nor a quasi-particle deﬁned
by the Kohn–Sham equation. Therefore in addition to the image
potential, there is a quantum mechanical exchange–correlation
potential.The image potential can suppress the edge potential and can
introduce image states on the surface, with signiﬁcant effects on
FE. The image potential of a metal plane has been calculated with
the modiﬁed jellium model [46,47]. Their results indicate that the
image potential is overestimated by classical models.
For an atomically sharp emitter, in principle, the occupation
probability of the electronic orbitals depends on both the emitting
particle and on the applied ﬁeld, and so does the image potential.
When the emitting particle is close to the nano-emitter, the cor-
relation between it and the electrons of the emitter would become
important, and that should be treated with quantum mechanical
many-body theory. For nano-emitters of ﬁnite electron number
DFT is more appropriate than the jellium model.
Wang et al. applied MSDFT to investigate the image potentials
of closed and open SWCNTs [48]. They found that the image po-
tentials of the SWCNTs can be well ﬁtted with the image potential
of an ideal metal sphere of a size comparable to an atom,
W z
e r
z r
( )
4 2( ) (10)
im
0 2 2πε
= −
−
where r ranges from 0.04 to 0.08 nm. Yet, the image potentials are
not sensitive to the applied ﬁelds and the structures of the tubes.
Thus they supposed that the image potential is due to the charge
transfer of the local carbon bonds. When the image potentials are
included, the emission current may increase by one order.
The edge barrier leads to a paradox in the absence of the
quantum mechanical exchange–correlation potential. If the sur-
face/edge is negatively polarized, i.e. with more outward negative
charges, it would imply the electrons have more probability to go
beyond the atomic lattice. But on the other hand negative charges
at the surface would raise the surface potential barrier and thus
would decrease the probability of electrons to leave the atomic
lattice. This paradox is solved by the exchange–correlation po-
tential that should be negative and have larger magnitude as the
electron density is higher.
To illustrate this picture, Wang et al. calculated the exchange–
correlation potential correction to the graphene edge barriers of
the edge structures: (a) reconstructed clean Z-edge; [21] (b) H
terminated Z-edge; (c) OH terminated Z-edge; (d) O terminated
Z-edge; (e) ether group terminated Z-edge; (f) clean A-edge; (g) H
terminated A-edge; (h) half O terminated A-edge; (i) fully O ter-
minated A-edge; (j) ether group terminated A-edge [49]. The edge
barriers with and without the exchange–correlation corrections
are compared in Fig. 4. It is remarkable that the barrier peaks due
to high electron density are greatly suppressed by the exchange–
correlation.
5.5. The stereo edge barrier of graphene
The inhomogeneity effect is more in graphene because gra-
phene is a single atom sheet [12]. It is known that the hydrogen
terminated zigzag edge (Z-edge) has edge states while the arm-
chair edge (A-edge) does not [50,51]. The work-functions of gra-
phene narrow ribbons (four strands) with the Z-edge saturated
with different absorbates were calculated by Ramprasad et al. with
DFT [52]. They found that the more electropositive adsorbate leads
to a lower work-function. An extraordinary low surface work-
function of 2.3 eV (with the exchange–correlation correction) was
found by Wang and Li on the secondary amine-terminated Z-edge
(Fig. 5) [44]. Its edge states are shifted to the gamma point, in
contrast to the hydrogen terminated Z-edge whose edge states
have transversal wave numbers in the range of (2π/3,4π/3). The
band structures are compared in Fig. 6 where (a) is for the sec-
ondary amine-terminated Z-edge; (b) is the TBT prediction for the
hydrogen terminated Z-edge; and (c) the TBT prediction for the
Fig. 4. Solid curves are the edge barriers in the absence of the exchange–correlation. In dashed curves the exchange–correlation corrections are included. The energies are
shifted to let the Fermi level be zero. From top to bottom: (a) potential energies in vacuum in the vicinity of Oterminated (red), reconstructed (black), H terminated (green),
ether group terminated (magenta) and OH terminated (blue) Z-edge of graphene; (b) potential energies in vacuum in the vicinity of fully O terminated (red), half O
terminated (blue), ether group terminated (magenta), clean (black) and H terminated (green) A-edge of graphene [49]. (For interpretation of the references to color in this
ﬁgure legend, the reader is referred to the web version of this article.)
Fig. 5. (a) Scheme of the secondary amine (NH) group terminated Z-edge graphene
nano-ribbon. (b) The stable edge structure after relaxation [44].
Z. Li / Ultramicroscopy 159 (2015) 162–172168hydrogen terminated A-edge. The difference is important in FE
since non-vanishing transversal wave numbers imply lateral en-
ergies that will raise the effective barrier height.
The stereo edge barriers of clean, H terminated, OH, and O
terminated Z-edges and A-edges are investigated by Wang et al.
[43]. All atoms are fully relaxed until the force on each atom is less
than 0.01 eV/Angstrom. It is found that the OH terminated A-edge
is not as stable as the O terminated one, as H and O tend to
combine into H2O. The LDOS exhibits edge states on the H-ter-
minated and the HO-terminated Z-edges, which is consistent with
the TBT results [50,51]. Edge states are also found on the clean and
O terminated A-edges, as the effect of dangling bonds.
With the LDOS it is straight forward to calculate the charge
distribution and to obtain the direct Coulomb potential sur-
rounding the edges. Inspired by the DFT results an edge multi-pole
model was built for the edge potential of graphene [43].
u r c
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d d
r
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θ θ θ θ
θ
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where r and θ are the polar coordinates of the plane perpendicular
to the edge and with the origin on the edge. The ﬁrst term is aconstant that originates from the chemical bonding, the second
term is the potential of a local dipole near the edge atom under
consideration, the third term is from a local quadrupole, the fourth
term is the contribution of a dipole-line along the edge, the ﬁfth
term is from a point charge. The six ﬁtting parameters c, p, dx, dz, f,
and g have been given in Table II of Ref. [43]. The model gives
stereo edge barriers that match the DFT data pretty well (see [43],
Fig. 8).6. Emission current density and emission image
In the conventional picture of FE, electrons of the emitter
bombard the surface of the emitter and in each hit an electron has
a probability to tunnel through the edge barrier. For a large me-
tallic emitter the electrons of the emitter can be described as a free
electron gas thus the FE problem can be solved, leading to the
famous FNT. For FE from nano-emitters there is no general solu-
tion yet.
6.1. Emission current density
Under the quasi-equilibrium hypothesis, emission is most
probable at the Fermi level. Therefore one can take the Fermi level
as a reference state and expand the tunneling probability (trans-
mission coefﬁcient) around this state. The emission current den-
sity is then written as a product of an effective supply ZR of elec-
trons and the transmission coefﬁcient DR for the reference state,
[53]
J F T Z F T D F( , ) ( , ) ( ) (12)R R R=
where ZR can be understood as an effective bombarding frequency
that an electron hit a unit surface area. The contributions of all
states have been included in ZR therefore it depends on the tem-
perature T and the DOS of the emitter.
With the edge barrier obtained by DFT, it is straightforward to
calculate DR with the Jeffreys–Wentzel–Kramers–Brillouin (JWKB)
approximation. Note that an emission path must be speciﬁed in
order to use the JWKB approximation. For a planar emitter, ob-
viously, the most probable emission path is normal to the emission
surface. To estimate the dominant emission current of a nano-
emitter one should use the PPFE as discussed in Section 5.
For a nano-emitter where electrons are conﬁned and the free
Fig. 6. (a) Band structure of the secondary amine group terminated zigzag edge graphene nano-ribbon [44]. The extended states of bulk graphene locate in the shadow
region. Because of the ﬁnite width, the boundaries are shifted to the dotted curves. (b) The hydrogen terminated zigzag edge and (c) the hydrogen terminated armchair edge
[51].
Z. Li / Ultramicroscopy 159 (2015) 162–172 169electron gas model is no longer valid, precise calculations for ZR is
much involved. As ZR is a slowly varying function of the ﬁeld thus
less important than the transmission coefﬁcient, it is often esti-
mated with qualitative methods. As an example we consider a
carbon-based material, such as CNT or graphene, of which the pi-
orbitals have dominant contributions to FE. The effective supply of
these emitters can be estimated as Z qR excν= with qexc the excess
charge in the ﬁrst layer of carbon and ν the oscillation frequency of
the pi-orbital. The excess charge qexc can be calculated by DFT. The
frequency ν can be estimated by the average kinetic energy of the
pi-orbital as K h/ν = π . It can also be estimated by using the un-
certainty principle [54]. In the latter method one supposes that the
excess charge around a carbon has the Gaussian distribution. From
DFT calculations one can estimate the uncertainty of the radial
coordinate square r2⟨Δ ⟩. The Heisenberg uncertainty principle
gives p
r
2
4
2
2
⟨Δ ⟩ = ℏ
⟨Δ ⟩
, hence the oscillation frequency is approxi-
mately given byFig. 7. (a) Schematic illustration of the inner and outer turning surfaces of the edge barr
and blue balls are the inner turning surfaces. The larger light blue surface is the outer
(b) Potential plot of the open-ended SWCNT in 8 V/μm. To keep the image clear, the core p
grid and the large grid cover the region above the horizontal black line. The dashed
interpretation of the references to color in this ﬁgure legend, the reader is referred to th
p
m
h
m r
1
2 32 (13)
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Two estimates for ν have the same order, with a typical value of
1014 Hz.6.2. Emission image
To predict the emission image of a nano-emitter one should
have a more accurate method to calculate the emission current
density. First one must let the atomic structure relax to its stable
conﬁguration, thus effects of edge reconstruction and bond dis-
tortion are included. Then, all possible emission directions must be
taken into account. Such a method has been developed by Khazaei
et al. [55], including multi-scale coupling [21].
As an example, let us consider FE of the SWCNT again. The
emission image is recorded on the screen far away from the apexier and the FE image on the screen (the scale is not realistic). The surfaces of green
turning surface. The red line indicates a typical trajectory of an emitted electron.
otential is cut at 5.08 eV. The dotted box is the outline of the ﬁne grid; the middle
curve indicates the outer turning surface of electron in the Fermi level [21]. (For
he web version of this article.)
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nesting grids are used: (1) a ﬁne grid covering the inner turning
surfaces, with grid spacing of 0.01 nm; (2) a middle grid covering
the potential barrier, with grid spacing of 0.1 nm; (3) a large grid
covering the region in front of the apex where the ﬁeld is not
uniform, with grid spacing of 1 nm. In Fig. 7(b), the dotted box is
the outline of the ﬁne grid region. The middle grid region is a box
of length 18 nm that is partly shown in Fig. 7(b) as the region
above the horizontal black line. The large grid region is a box with
length 50 nm, also above the horizontal black line. The inner
turning surface is discretized by the ﬁne grid into small surface
elements, i.e. the facets. The FE current from the i-th facet is given
by [55]
j
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m
f S D g x( )
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2
,ε ε λ ε ε ε=
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whereme is the electron mass; f(ε) the Fermi-Dirac distribution for
the energy ε; Si the area of the i-th facet; Di(ε) the tunneling
probability along the PPFE (the coordinate along this PPFE is de-
noted by x′) and g x( , )i l i,ε ′ the LDOS at a representing inner turning
point x l i,′ of the i-th facet; λi(ε) is given by
c( ) ( /3) ( /3) [ (2/3) cos ( /6)] (15)i i1/2 1/3 1λ ε π Γ π= − −
where ci is obtained by ﬁtting u x( ) ε′ − to a linear function
c x x( )
m i l i2
2
,
e
2 ′ − ′ℏ , with u x( )′ the edge potential energy barrier. To
obtain a realistic edge barrier, MSDFT can be used. The transmis-
sion probabilities of all facets within the middle grid region were
calculated in the JWKB approximation. As a good approximation,
one may assume that the electrons on the vacuum side of the edgeFig. 8. FE images on the screen for (7,0) SWCNT under 8 V/μm (a) and 18 V/μm (b); Fbarrier move under the electric ﬁeld classically.
The ﬁeld emission images on the screen are obtained for this
example, as shown in Fig. 8. Surprisingly, the images do not have
the axial rotation symmetry. Based on the TBT, we found that the
symmetry breaking is large due to the distortion of the termi-
nating bonds of zigzag SWCNTs, as an example of the spontaneous
symmetry breaking [56].7. Summary and perspective on ﬁrst principle theory for ﬁeld
emission
We have discussed electron ﬁeld emission of nano-structures,
with carbon nanotubes and graphene as examples. The quantum
many-body features and the multi-scale features of this problem
have been emphasized. The interesting physics in this context,
such as the quasi-particle pictures, exchange–correlation effects,
ﬁeld penetration, edge polarization, and spontaneous symmetry
breaking in the emission image have been addressed. To under-
stand the quantum many-body problem, it is shown that ﬁrst
principle approaches are necessary, especially, density functional
theory. We have also introduced the powerful multi-scale ap-
proach that uses DFT at its core to incorporate the quantum many-
body effects and reduces the computational effort a great deal by
treating effects of larger scales by classical methods. The multi-
scale approach enables us to calculate the charge accumulation
and edge barrier of long carbon nanotube, ultimately leading to
the emission current density and the emission image.
The following achievements of DFT on electron ﬁeld emission
of carbon nanotube and graphene are worth mention once again.E images on the screen for (5,5) SWCNT under 8 V/μm (c) and 18 V/μm (d) [21].
Z. Li / Ultramicroscopy 159 (2015) 162–172 171(1) With DFT one has calculated the electronic and atomic struc-
tures of the emitter edge. The edge states in the vicinity of Fermi
level are found in some structures that are believed having im-
portant effects on the ﬁeld emission, such as the resonant tun-
neling. In addition, work-function, electron supply function, and
the lateral energy, all of them are crucially relied on the electronic
and atomic structures of emitter edge, have been studied with DFT.
(2) The ﬁeld penetration as well as the excess charge distribution
in the edge region has been calculated. Both the barrier height and
the ﬁeld enhancement factor are ﬁeld-dependent. It has been
found that the applied ﬁeld can lower the barrier height sig-
niﬁcantly. The ﬁeld enhancement of long carbon nanotube is much
smaller than that predicted by classical models. (3) The edge po-
larization has been obtained with DFT, leading to the in-
homogeneity effects in ﬁeld emission. The most preferential path
of ﬁeld emission has been calculated. It is also ﬁeld-dependent
since the details of edge structure and the polarization are re-
levant. (4) Based on the concept of DFT, the exchange–correlation
correction to the edge barrier has been investigated. Calculations
of several graphene edges show that the correction is generally not
negligible. The exchange–correlation potential is also used to give
a self-consistent picture for electron tunneling barrier. Further-
more, the image potential of carbon nanotube has been calculated
by DFT. It is found that the image potential may be in correspon-
dence with an order increase of the emission current. (5) Field
emission current density of carbon nanotube has been estimated
with multi-scale DFT. Because the calculations incorporated the
edge reconstruction, the obtained emission current density can
reﬂect the axial symmetry breaking effect. A remarkable predic-
tion is that the symmetry breaking can be manifested as an
asymmetric ﬁeld emission image on the screen which should be
detectable by experiment. With the above experience, we have
built a more realistic and richer picture for ﬁeld emission of nano-
emitters.
Although we have seen considerable progress, ﬁrst principle
calculations of ﬁeld emission are still at the beginning. Obviously
the efﬁciency of the present ﬁrst principle algorithms based on
either DFT or time-dependent DFT are still not high enough for the
calculations of ﬁeld emission of commercially interested nano-
emitters. The calculations are still limited to ideal emitters of
simple atomic structures. Even for the ideal emitters, such as
single-walled carbon nanotube and graphene, we still cannot
predict the turn-on ﬁeld quantitatively. In principle the error of
DFT only originates from the approximation of exchange–correla-
tion potential (XCP). It has been known there are many approx-
imations for the XCP. The local density approximation (LDA) is
often applied to the FE of carbon nano-structures as the electron
density is high in this case. But it has not been justiﬁed that the
LDA has enough precision for a quantitative prediction of the
emission current. Furthermore, the dynamic phenomena are sel-
dom addressed. And the phase feature of the emission wave has
not been investigated by ﬁrst principle theory yet.
The rapid development of computational technology will cer-
tainly allow us to explore more subjects of ﬁeld emission, with
higher and higher accuracy. However, historically, breakthrough of
computational algorithm has more impact on computational sci-
ence. The DFT-based multi-scale algorithm as such an example has
been introduced in the present paper. As we have mentioned,
there are other ﬁrst principle theories such as time-dependent DFT
and non-equilibrium Green's functions that are also promising for
electron ﬁeld emission. To develop hybrid algorithms of various
ﬁrst principle theories with the idea of multi-scale coupling should
be an interesting direction.
On the hand of physics related to electron ﬁeld emission, there
are still many challenges to ﬁrst principle calculation. The main
theme would be quantum mechanical many-body effect.The many-body properties are most interesting in condensed
matter. Can electron ﬁeld emission be a new probe for many-body
properties? It is well known that the energy band effect can be
observed in the energy distribution of ﬁeld emission. And it is just
the major advantage of DFT to calculate the energy band of nano-
emitters. However more should be done in order to understand
the behavior of quasi-particles, especially when they have non-
trivial interaction. For instance, it has been noted that carbon na-
notube as a quasi-one-dimensional system may exhibit Luttinger
liquid behavior in low temperature [57,58]. Field emission current
of the Luttinger liquid model has been obtained [58]. It should be
interesting to conﬁrm all aspect of the Luttinger liquid for realistic
carbon nanotubes under ﬁeld emission conditions with ﬁrst
principle theory. As a more well-known example, graphene pos-
sesses quasi-particles that are two chiral Weyl spinors instead of
non-relativity Thomas electrons [11]. The solution for the ﬁeld
emission current of graphene has been obtained with TBT [59].
There have been some ﬁrst principle calculations for graphene
ﬁeld emission but none of them has addressed the peculiar fea-
tures of the Weyl spinors.
Can one extract more information of these novel quasi-parti-
cles? It has been proposed to observe the quasi-spin of graphene
by electron ﬁeld emission holography [60]. Recently, theoretical
calculations based on a TBT model have suggested that the Land-
au's level structure of graphene could be detectable from the ﬁeld
emission image of graphene under a magnetic ﬁeld [61]. In order
to use electron ﬁeld emission holography as a prober of quasi-
particles one should understand the coherent aspect of the
emission wave, in other words, the phase of the wave. Hybrid ﬁrst
principle calculations, incorporating the GW correction for in-
stance, [30] would provide a general solver of the holographic
image, by which one can exact the information of quasi-particle
states. There have been time-dependent DFT calculations for the
evolution of electron ﬁeld emission wave from short carbon na-
notubes [62,63]. It would be extremely valuable if any ﬁrst prin-
ciple approach could predict a detectable emission image for a
practical emitter. In conclusion, we are at the new start point.Acknowledgment
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