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Abstract. This paper presents an ant colony optimization based algorithm to solve real
parameter optimization problems. In the proposed method, an operation similar to the
crossover of the genetic algorithm is introduced into the ant colony optimization. The
crossover operation with Laplace distribution following a few promising descent direc-
tions (FPDD-LX) is proposed to be performed on the pheromone of the ant colony. The
proposed algorithm is compared with other existing works on some benchmark functions.
The simulation results show that the proposed method outperforms other algorithms for
the real parameter optimization.
Keywords: Evolutionary computation, Ant colony optimization, Real parameter opti-
mization, Crossover operator
1. Introduction. Many real-world problems may be formulated as optimization prob-
lems of parameters with variables in continuous domains (continuous optimization prob-
lems (CnOPs)) [1,2], for example the portfolio optimization problem, the device sizing in
electronic design and the data fitting problem. For this kind of problems, a number of
methods have been proposed in the literature, for example the evolutionary algorithms
[3,16] and the swarm intelligence algorithm [4]. In the evolutionary algorithms, real-coded
genetic algorithms (GAs) have been proposed to solve the CnOPs, and a lot of efforts
have been put into the development of sophisticated real coded crossover operators [5] to
improve the performances of real coded GAs for the CnOPs, for example the unimodal
normal distribution crossover operator (UNDX) [12] and the simplex crossover operator
(SPX) [15]. Recently, some ant related algorithms [6-8] have been proposed for the real
parameter optimization. The ant related algorithms are based on or inspired by the
ant colony optimization (ACO) [9] metaheuristic. One of the first attempts to apply an
ant-related algorithm to the CnOPs is continuous ACO (CACO) [6], another ant-related
approach to the CnOPs is the API algorithm (after Pachycondyla APIcalis) [7], and the
third ant-based approach to the CnOPs is continuous interacting ant colony (CIAC) [8].
Recently, an extension of the ACO to continuous domains without any major conceptual
change is proposed, which is called ACOR [10].
A variety of application problems in engineering, science and technology can be formu-
lated as CnOPs having local as well as global optima. Mostly, the user is interested in
determining the global minima. However, it is more difficult to determine the global min-
ima rather than local minima. Especially, for a lot of multimodal problems, the number of
the local minima is large. As a result, most algorithms are very easy to be trapped in the
local minima. In order to avoid falling into local minima, a proper trade-off between the
exploration and exploitation is necessary for the algorithm. In this paper an ant colony
optimization based algorithm is proposed to solve the CnOPs efficiently. An operation
similar to the crossover in the GA is introduced into the ant colony optimization. In
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this paper, we proposed a crossover operator with Laplace distribution following a few
promising descent directions (FPDD-LX) for the ant colony optimization on the CnOPs.
The proposed algorithm is called ACO+FPDD-LX. After the ant colony searched the
solutions, the crossover operator assists the ant colony to update the pheromone. As a
result, the pheromone guides the ant colony to a good solution more efficiently. The pro-
posed algorithm is evaluated by a number of test functions. We compared the results with
other existing methods in the literature. The results show that the proposed algorithm
outperforms other methods.
2. Proposed Ant Colony Optimization with Crossover for Real Parameter Op-
timization.
2.1. The framework of the ant colony optimization with crossover. The ant
colony optimization was extended to the continuous domains by Socha in 2004 [10], which
is called ACOR. The ACOR algorithm stores a set of k solutions, called solution archive
T , which represents the algorithm’s pheromone model. The initialization and update of
the pheromone is accomplished by the operating on solution archive T . In this paper,
in order to solve the CnOP more efficiently, the crossover is introduced to assist the ant
colony in the updating procedure of pheromone.
As mentioned above, the pheromone information is stored as a solution archive T . This
implies that the pheromone update procedure has to perform some form of update on this
archive. At the start of the algorithm, the solution archive T is initialized by generating
k solutions randomly. The pheromone update is accomplished by adding the set of newly
generated solutions to the solution archive T and then removing the same number of worst
solutions, so that the total size of the archive does not change. In the proposed algorithm,
the pheromone update procedure is accomplished in two phases. In the first phase, firstly,
the ants search the solutions independently according to the PDFs, which are derived from
the solution archive T , and then the newly generated solutions by the ants are used to
update the solution archive. In the second phase, some crossover operations are performed
on the solution archive T to generate some solutions, and then some of the worst solutions
are replaced by the solutions generated by the crossover operation to make the solution
archive more abundant. The procedure of the pheromone update is shown in Figure 1.
Pheromone (solution archive T) initialization
The ant colony constructs the solutions
Update the pheromone I (solution archive T) 
Crossovers are performed on solution archive
Update the pheromone II (solution archive T) 
Terminate?
NO
 
Figure 1. The procedure of the pheromone update in ACO+FPDD-LX
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Algorithm: the outline of ACO+FPDD-LX 
input: the CnOP Q=(S, Ω, f), the parameters (k, m, D, ξ, nco …); 
  Initialize and evaluate k solutions 
//Pheromone initialization: solution archive T 
T=Sort (s1, … , sk) 
while (termination criterion is not satisfied) do 
//Phase I 
//Generate m new solutions 
for a=1 to m do 
  // solution construction 
  for i=1 to D do 
   Choosing value xi randomly according to the PDF 
end for 
Store and evaluate newly generated solution 
  end for 
//Pheromone update: sort solutions and select the best k solutions  
Update solution archive T=Best (Sort (s1, …, sk+m), k) 
// Phase II 
  //Crossover operations 
  for co=1to co=nco do 
   Crossovers are performed on solution archive T 
  end for 
//Pheromone update: 2 nco worst solutions are replaced 
Update solution archive T 
end while 
output: the best solution. 
Figure 2. The outline of the ACO+FPDD-LX
In order to make the flow of the proposed method more clear, the outline of the proposed
ACO+FPDD-LX method is shown in Figure 2.
2.2. The procedure of the solution construction. The core of the solution con-
struction procedure is the estimation of multimodal one-dimensional probability density
function (PDF). For the ant colony optimization, the PDFs are derived from the solution
archive. The mechanism of the ant colony optimization is based on a Gaussian kernel,
and the distribution is defined as a weighted sum of several Gaussian functions gil , where
l is a solution index and i is a coordinate index. The Gaussian kernel for coordinate i is:
Gi(x) =
k∑
l=1
ωlg
i
l(x) =
k∑
l=1
ωl
1
σil
√
2π
e
−
(x−µi
l
)2
2σi
l
2
(1)
where l ∈ {1, · · ·, k}, i ∈ {1, · · ·, D}, with D being the problem dimensionality, and ωl is
a weight associated with the ranking of solution l in the solution archive.
During the solution generation process, firstly, one of the Gaussian PDFs that compose
the Gaussian kernel is chosen with a probability proportional to its weight. The choice
of the lth Gaussian PDF is done only once per ant, per iteration. The probabilities pl of
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choosing the lth Gaussian PDF is given by
pl =
ωl∑k
r=1 ωr
(2)
Then, the chosen Gaussian function is sampled to generate the solution. For the coordi-
nate i, the algorithm samples around sil using Gaussian PDF with µ
i
l = s
i
l, and σ
i
l is given
by
σil = ξ
k∑
r=1
|sir − sil|
k − 1 (3)
which is the average distance between the ith variable of the solution sl and the ith
variable of the other solutions in the solution archive T , multiplied by a parameter ξ,
which can be looked as the evaporation rate of the ACO.
2.3. Crossover with Laplace distribution following promising descent direction
(FPDD-LX). As mentioned above, the crossover operations are performed on the so-
lution archive. In this section a crossover operation with Laplace distribution following
promising descent direction (FPDD-LX) is proposed for the ant colony optimization. A
proper trade-off between exploration and exploitation is necessary for the efficient and
effective operation of a population-based stochastic search technique like ant colony op-
timization. An efficient search technique always hopes that it is enabled to be guided
quickly to search the attracted space and then exploit the space. The following crossover
operation can balance the exploration and exploitation efficiently.
In the FPDD-LX crossover, the new solution is created following some promising descent
directions. The promising descent direction is defined as follows: given a solution si = ~xi,
an attracted position ~xp, ~xp − ~xi represents a promising descent direction. Evidently, the
best solution in the solution archive is one of the attracted positions. However, if the new
solutions are generated following the same best position, the algorithm converges towards
the same point. As a result, the probability of converging local optimal solution increases.
Thus, some other good solutions must also be considered as attracted positions to provide
more promising descent directions. Based on the above idea, we design a new crossover
operator as follows: for an old solution for a solution si = ~xi, in the solution archive, the
new solutions are created with equal probability following the promising descent direction
(~xp,j − ~xi), where j = 1, 2, . . ., pd express pd promising points. The concept graph of the
Cluster 1
Cluster 2 Cluster pd…
1,x p
2,x p
pdp ,x
Solution archive T
ix
 
Figure 3. The concept graph of the pd promising descent directions
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pd promising descent directions is illustrated by Figure 3. The pd attracted points are
found using a simple pd-means algorithm. Given two solutions s1 = ~x1 and s2 = ~x2,
the proposed crossover operator generates two new solutions (sco1 = ~y1 and sco2 = ~y2) as
follows:
~y1 = ~x1 + diag(ω
t
1
, ωt
2
, . . ., ωtn)(~xp − ~x1)− ~|~x1 − ~x2| (4)
~y2 = ~x2 + diag(ω
t
1
, ωt
2
, . . ., ωtn)(~xp − ~x2) + ~|~x1 − ~x2| (5)
ωti ∼ u(0, t) (6)
~ =
{ −b loge(r) if r ≤ 0.5
b loge(r) if r > 0.5
(7)
where ~xp represents an attracted point and is selected with equal probability (1/pd) from
the pd promising exploring positions xp ∈ {~xp,1, ~xp,2, . . ., ~xp,pd}; ωti ∈ [0, t] and r ∈ [0, 1]
are random number uniformly distributed; t decides the movement towards the promising
direction ~xp − ~xi; ~ is a random generated number using Laplace(0, b) distribution with
following PDF:
f(x) =
1
2b
exp
(
−|x|
b
)
(8)
where b > 0, is a scale parameter. In Equations (4) and (5), the first and second items
decide the exploring field, and the third item strengthens the exploitation of the field.
The proposed crossover creates offspring using Laplace distribution following promising
descent direction; thus it is called as FPDD-LX crossover.
3. Simulation Results. By combining the ant colony optimization for the continuous
domain and the crossover operator FPDD-LX, we have defined an ant colony optimization
based method called ACO+FPDD-LX. In order to verify the effectiveness of the proposed
method, simulations are carried out on some benchmark functions.
3.1. Implementation condition. Some benchmark functions used in the literature
[3,11] are adopted in this paper to evaluate the ability of the proposed method for the
real parameter optimization. The test functions include the basic test function (sphere
function f1), the ill-scalable function (ellipsoid function f2, k-tablet function f3), the non-
separable function (Rosenbrock function f4), and some multimodal functions (Ackley’s
problem f5, Schwefel problem f6, original Rastrigin function f7). The dimensionality D
of the above function is set as 30. For each the test function, we performed 25 independent
runs. The stopping criteria are as follows: |f(s)− f(s∗)| < 10−7 (s∗ is the global optimal
solution).
3.2. Results. In the preliminary experiments, we tried to find the appropriate combi-
nation of the parameters used in the proposed algorithm on the test functions. The
parameters used in the ACO+FPDD-LX are as follows: the number of ants m, the size of
the solution archive k, the number of the crossover operations FPDD-LX nco, the evapo-
ration rate of the pheromone ξ, the number of promising exploring positions pd, and the
parameter t and b in the FPDD-LX crossover operation. First, for all the test functions
the parameter ξ, b and t are given as follows: ξ = 0.75, b = 0.1 and t = 3. The other
parameters used for tacking each test function are presented in Table 1.
To see the performance of the proposed method for the real parameter optimiza-
tion, some existing algorithms in the literature, such as the MMG+UNDX [12], the
rc-CGA+FPDD-LX [11], the differential evolution (DE) [13,14], and the MMG+SPX
[15] are employed to compare. The MMG+UNDX and MMG+SPX are real-code GAs, in
which a well-known crossover operator UNDX or SPX and a commonly-used steady-state
model are adopted. The rc-CGA+FPDD-LX is a real-code GA, in which a new framework
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Table 1. Parameter settings for the ACO+FPDD-LX method
Function pd m k nco
sphere function f1 1 40 40 2
ill-scalable function f2, f3 1 40 20 2
Rosenbrock function f4 1 40 40 5
Ackley’s problem f5 4 40 40 5
Schwefel problem f6 3 40 40 5
original Rastrigin function f7 6 40 40 5
Table 2. Comparing with other existing methods
Functions
rc-CGA+ MMG+ MMG+
DE [13] This work
FPDD-LX [11] UNDX [12] SPX [15]
sphere function f1 1.26E+4 8.03E+4 6.81E+5 4.39E+4 8.67E+3
ellipsoid function f2 3.75E+4 – 1.94E+6 – 1.89E+4
k-tablet function f3 4.18E+4 – 1.95E+6 – 1.82E+4
Rosenbrock function f4 3.40E+5 – – – 1.10E+5
Ackley’s problem f5 7.46E+4 3.63E+5 1.54E+6 8.40E+4 3.75E+4
Schwefel problem f6 7.43E+5 – – 5.00E+5 1.40E+4
Rastrigin function f7 2.40E+5 4.23E+6 3.56E+6 8.43E+4 2.80E+4
called CGA and an FPDD-LX crossover operator are adopted. The DE is the state-of-
the-art algorithm. The mean numbers of the function evaluations (FEs) during the 25
independent runs are recorded in Table 2. From the results, we can know that the number
of the FEs of the proposed algorithm is far fewer than those of other algorithms for all the
test functions, especially for the Rosenbrock function and the Rastrigin function. After
the crossover operation was introduced into the ant colony, the pheromone becomes more
efficient, and as a result, the ant colony can find the global minimum more quickly. We
can conclude that the proposed method outperforms other existing algorithms.
4. Conclusions. In this paper, we have proposed an ant colony optimization with FPDD-
LX crossover for the real parameter optimization, called ACO+FPDD-LX. The crossover
operator with Laplace distribution following promising descent direction (FPDD-LX) has
been proposed to assist the ant colony to update the pheromone information. The imple-
mentation of the FPDD-LX crossover operation has been presented. In order to evaluate
the proposed algorithm, it has been compared with other existing algorithms for the con-
tinuous optimization problem. From the results, we can see that the proposed algorithm
outperforms the other existing algorithms. The encouragement results indicate that the
crossover operation makes the ACO more efficient. In the future work, more attempts to
cooperate the crossover operation with the ACO are promising.
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