Abstract. Universal sequences for graphs, a concept introduced by Aleliunas [M
if the sequence visits every node in G independent of the starting node. A sequence s is universal for G(d, n) if s covers every G in G(d, n). Finally, we let U(d, n) denote the minimal length of a universal sequence for G(d, n). We will see in 5 that the restriction to regular graphs serves some aesthetic purposes.
Aleliunas et al. [2] show that the expected time for a random walk to visit all nodes of G=(V, E) is at most 21E] ]V[. ( No such result holds for directed graphs.)
Hence the result that USTCON is in RSPACE (log n). They then use this result to assert the existence of a (nonuniform) universal sequence s(d, n) for G(d, n). The length of s(d, n) is asymptotically bounded by dn log (IG(d, n)l)= O(d2n log n).
In fact, they argue that most sequences of this length must be universal. Clearly, such universal sequences give a nonuniform method to test connectivity (using only two pebbles in the JAG model) within O(log n) space.
There are a number of reasons to study U(d, n) further. If we could obtain a "sufficiently" explicit construction of polynomial length, then USTCON would be in DSPACE (log n). (We need to be able to generate any element of the sequence in DSPACE (log n).) In order to beat the previously mentioned log 2 n deterministic space bound, it suffices to show, by an explicit construction, that U(3, n)= r/(lgn). In this regard, we should also note that at present there is no deterministic sublinear space algorithm that runs in polynomial time. Second, for the purpose of time-space tradeoffs, it is important to determine the asymptotic behavior of U(d, n) by any type of construction since lower bound techniques tend to apply to nonuniform models. In this regard an U(d, n)=O(dn) or even O(n 2) lower bound would have serious implications for any attempt at time-space lower bounds. In addition to complexity theory, universal sequences may play a role in the study of distributed systems (e.g., anonymous rings). And finally, of course, we think that the study of U(d, n) raises a number of interesting combinatorial problems.
In 2 and 3 we consider the special case of d 2, the subject of Aleliunas [1].
First we give an explicit construction of length n(lg n. Then we prove a nonlinear lower bound, U(2, n)= l)(n log n). Section 4 considers the other extreme, namely the case of complete graphs (d n-1). Here we observe that the probabilistic bound yields an upper bound of n31og n. We are able to prove that U(n-l,n)= f(n log 2 n/log log n). In order to establish this lower bound, we view the problem as a game consisting of a graph generator (perhaps thought of as a taxi driver) versus a very powerful sequence generator (thought of as a passenger) where the passenger wants to see all n sites in as little time as possible and the driver would like to prolong the tour as long as possible. In 5 we discuss the implication of the previous results for arbitrary d.
2. An explicit construction for the ease of d = 2. There is only one regular connected graph of degree two, namely a cycle. In order to study U(2, n), there is an equivalent way to formulate the problem as first discussed by Aleliunas in [1] . Instead of considering different labelings of the n-cycle, we consider the infinite line and label each integer coordinate (= node) with a "0" or "1" with the interpretation that at a node labeled "b" the edge to the right is labeled "b" and the edge to the left is labeled "1 b." We now interpret U(2, n) as the smallest length of a sequence that is guaranteed to visit at least n nodes on any labeled line.
From the probabilistic constructions of Aleliunas [1] and Aleliunas et al. [2] we know that U(2, n)= O(n3). In fact, Aleliunas [1] conjectured U(2, n) to be exactly (). Exhaustive tests confirm U(2, n)= () for n < 8 but we are aware of at least one claim (again by testing) that U(2, n)<() for n=9.
To gain insight for both a lower bound and an explicit construction, we first consider a special class of labeled lines. Let ODD denote the class of labeled lines of the form. 0 i' i20i31 i4 , where all/j are odd. Let L(n) be the class of all sequences that cover at least n nodes on any line in ODD and let U(n) denote the minimal length of any sequence in L(n). Without loss of generality, we shall assume that n is even in order to avoid ceilings and floors. Let n'= n + so that n' is odd. LEMMA 1. The sequence w, (0n'ln') n/2+) has the following properties:
(A) If begun on the leftmost node of a block labeled with zeros (respectively, on the rightmost node of a block labeled with ones) w, will move right (respectively, left) until encountering the first block of nodes with an even number of zeros or ones wherein it will terminate on the leftmost zero or rightmost one of this block. If no such block is encountered within the first n nodes visited, the sequence will be exhausted having visited at least n nodes.
(B) If not started on a leftmost zero or rightmost one the directional behavior of on the line will depend on the parity of the initial location within the block on which the sequence is started. In any case the sequence will either visit n nodes or will terminate on the leftmost zero or rightmost one of some block of even length. In particular, w, L( n and U(n) <-_ (n + 1)2.
LEMMA 2. The sequence v, defined reeursively by v =01 and v, Vn/z(On'ln')Vn/2 is in L(n) so that U(n)= O(n log n).
We leave it to the reader to verify both lemmas. Let us remark that Theorem 2 of the next section shows that Lemma 2 is asymptotically optimal. We use the w, sequences repeatedly to explicitly construct a universal sequence of length n o(Iog ). We chose to use the w, sequences for ODD rather than the shorter O(n log n) sequences v since its properties are easier to state and since the shorter length v, would not significantly change the length of the universal sequence of Theorem 1. THEOREM 1. There is a recursively defined sequence s(n) that is universal for G(2, n) with length Is(n)l n lgn). Furthermore, any bit of s(n) can be computed in time bounded by a polynomial in n.
Proof By induction on n we construct s(n). The basis of the induction is immediate. Let wn be as in Lemma and let s(n/2)=sls2...s,. Then, s(n)= w, sl w, s2 w,s,w,. Consider any labeled line and mark the leftmost zero and rightmost one in every even-length block. Note that in a segment of length n at most n/2 nodes have been marked. Now after the first w,, s(n) has either visited n nodes or has positioned itself on a marked node. Once on a marked node, a sequence symbol si of s(n/2) will move either left or right so that the next w, (by Lemma 1) will continue to move in that direction until it is stopped at the next marked node. In this way we are guaranteed to visit at least n nodes with some wn or at least n/2 marked nodes and all the nodes within the blocks containing those marked nodes. In either case, at least n nodes have been visited.
To bound the length we see that [s(n)[<-(n+ 1)2]s(n/2)[ from which the length bound easily follows. It is also easy to see how to compute any particular bit of s(n) in polynomial time.
3. A lower bound for the case of d =2. The aim of this section is to prove an (n log n) lower bound for U(2, n). We shall pick a small subset of ODD and show that, just to traverse this subset, a sequence must be "long."
We begin by introducing some notation. Let S be the set of infinite lines of the form:
0la0al a" ", a odd. Let Sn be the set of segments of length n of lines in S with starting point a leftmost zero. We show that a sequence that traverses every line in Sn must be (n log n) long. We say that a sequence a is good for a segment w if, when started at the left of w, a eventually reaches the right of w. For a string w {0, 1}* and x {0, 1} let :xw be the number of occurrences of x in w.
We illustrate the idea of our proof by considering some very simple sequences.
So let a cover every line in S where is of the form Or,lr,... 0rk lrk with all ri odd.
Assume, moreover, that a covers at least n/2 locations to the right of the starting point.
FACT 1. O r' lr' is good for 0al if and only if ri _-> a and ri is odd. Define aj to be the biggest odd number less than or equal to n/(2j). Fact 1 implies that at least j ri's must be bigger than a so that I1 E aj E -2 =a(n log n).
j= We now give a lower bound for arbitrary a's. Consider the runs of a sequence and the sequence la on a line from S. Since we start from a leftmost zero, these runs are symmetric with respect to the starting point. For a sequence fi, let R, (L) be the set of indices j such that/3 covers at least n/2 nodes to the right (left) of the starting point when run on the line 0 0 a. . Either Yj Ra aj "(n log n) or Ej L aj f(n log n). Since R L and the lengths of a and a differ only by one we assume, without loss of generality, that YjR aj 12(n log n). We deal only with the runs of on lines 0 1 a;0 . . , where j 6 R. (C2) Every nonempty prefix and suffix of ( ) has more zeros (ones) than ones (zeros).
Proof (C1) is necessary in order to pass the block of zeros or ones. (C2) can be obtained by extending u to the right and u2 to the left so as to make/3. minimal, and extending u2 to the right and u3 to the left to make fio minimal. Note that #oU2 :: 1U2o [ The probabilistic construction of Aleliunas et al. [2] shows that U(n-1, n)-O(n log n) as the upper bound for any d. In fact, a more specific probabilistic analysis of random walks in Kn shows that the expected length to visit all nodes is O(n log n).
From this follows U(n 1, n) O(n log 2 n). For the lower bound, we consider the following two-player game, played between D (the driver) and P (the passenger). There is a fixed integer n and the game is with a taxi moving on a graph in G(d, n). The game starts at any node of the graph. At each step, P can either direct the taxi along a directed edge that has already been traversed before, or he/she may let D choose any untraversed edge. In particular, if the present node is being visited for the first time, then D moves. The game ends at the first time when all nodes of the graph have been visited. P pays D the number of steps the game took.
We denote by DP(d, n) the value of this game. Our result is Theorem 3.
Proof of Theorem 3. The upper bound is obvious. P plays a strategy according to which he lets D play all the time. This insures that no edge is traversed twice in the same direction, so when (n-1)(n-2) + steps elapse all nodes must be visited.
To prove the lower bound, we consider a strategy for D that is defined inductively.
At any time T in the game there is a digraph Br on V(Kn) consisting of all directed edges traversed thus far. The induction hypothesis follows:
(,) D has a strategy that causes the game to last at least T(n)= (n log n)/(30 log log n) steps in such a way that all indegrees in Br do not exceed log n. We proceed to show how the strategy is carried over from n to 2n. In the first stage D applies (,) to the first n nodes, thus he stays there at least T(n)= (n log n)/(30 log log n) steps, with no indegree exceeding log 2 n. At the first time after T(n) at which D gets the right to move, he moves to node n + 1. Now for another T(n) steps he stays at nodes {n+ 1,..., 2n} according to (,) . After these two stages, which take more than 2 T(n) steps, no indegree exceeds log 2 n and node 2n + is still isolated. Now begins a merging stage. To carry out the induction we show that for (n log n)/(5log log n) steps D can proceed in the game with no indegree exceeding logZ(2n). Since T(2n)-2T(n) <-_ (n log n)/(51og log n) the induction hypothesis is maintained. We claim the following easy lemma.
LEMMA 8. Let G be a digraph, S c_ V( G), and let d >= 3. be the largest indegree in G. Then there are at least VI/2 nodes u for which all paths from u to S have length at least (log VI-log Isl-1)/log d. Now let us consider the set S of all nodes of largest outdegree. Whenever D is given the move, he chooses to go to a node whose indegree is strictly less than log (2n) and whose distance in Br from S is as large as possible. Note that the average indegree is at most T(2n)/(2n)=(logZ(2n))/(3Ologlog(2n)) so that all but 2n/(301og-log (2n)) o(n) nodes have indegree strictly less than log (2n). Thus during the whole process there are always many nodes with small indegree. In our case, all indegrees are at most log (2n) and it follows by Lemma 8 that for every node u and for at least half of the nodes v, the distance from v to u is at least log n/(5 log log n). Therefore, if ISI then with this strategy the game proceeds at least log n/(5 log log n) steps more before the maximum outdegree increases. Ignoring momentarily the possibility that ISI is larger, no degree reaches 2n before (n log n)/(5 log log n) steps. As long as the maximum outdegree is less then 2n the missing node will not be reached and the induction hypothesis is established since T(2n)-2T(n) =< (n log n)/(5 log log n).
To complete the proof for arbitrary ]SI--> 1, consider the number of steps needed to increase the outdegree by two. We investigate a segment of the game during which the largest outdegree in Br increases from rn to rn + 2. Let us concentrate on that step where for the first time some outdegree reaches rn + 2 and let us say that at this point the number of nodes of degree rn + is k. If k-_> (2 log n)/(5 log log n) then our claim about the number of steps remains valid since the increase of the outdegree of any node requires at least one move (of D). On the other hand, if k < (2 log n)/(5 log log n) then by Lemma 8 at the beginning of the stage there is a node whose distance from all k nodes of outdegree rn + 1 is at least log (n/k)/log (log 2 n) > (2 log n)/(5 log log n) and, all of our previous arguments carry through. Thus DP(n)>= T(n)= (n log 2 n)/(30 log log n) and the proof is complete. 5. Bounds for arbitrary graphs. Given the U(2, n)=O(n log n) result, it is a little tedious but not difficult to derive the same (or improved as a function of n) lower bounds for all degrees. We again note that G(d, n) is nonempty for 2-< d =< n-1 if and only if dn is even, so that we always assume that dn is even. Aleliunas [1] has shown that U(2, n) <= U(d, (d 1)n). We modify his construction to obtain Lemma 9. d-1) n). Now it should be clear that as s traverses the graph Gc, it is precisely the labels {a, b} that cause a traversal between neighboring (in the cycle) copies of Ka-1. Thus s covers G implies s' covers C.
Proof This is an immediate generalization of the construction in Lemma 9.
LEMMA 11. U(d, n) =l)(n log n-n log d). Kd-by edges {(u, v)} and {(w./, v-3)} for l<=j<=d-1. We connect Kd_ to
(1 _--< <= q-3) as in Lemma 9. In this way we are able to construct a d-regular graph Gc on n nodes. And again, as in Lemma 9, for any universal sequence s for G(d, n)
we construct s'= s(a, b), where a and b are the least frequently occurring symbols in s. By labeling the "cycle" in Gc to mimic the labeling in C we can argue that if s is started on some node in Kfd(_q-3)/2], then s' would cover at least [(q-3)/2] nodes in C. Since C is an arbitrary member of G(2, n), this insures that s' covers at least [(q-3)/2] nodes in any infinite labeled line. Therefore U(2, n/(3d))=< U(2, (q-3)/2) -<_ (2/d) U(d, n) for any sufficiently large n which together with Theorem 2 yields Lemma 11.
Lemma 11 shows that for small d (say d =<n , e < 1), we have U(d, n) f(n log n).
For large d, there is a simple way to achieve the same bound using the driver-passenger game introduced in 4. LEMMA 12. U(d, n)>= DP(d, n)= l)(n log d).
Proof The driver's strategy is simply first to form a directed cycle on n nodes with the first n labels. Then whenever the driver has a free choice he chooses to direct the new edge to the nearest nonadjacent node on the cycle. This continues until some node has degree d. On the ith tour of the cycle, the driver takes at least [n/iJ steps and the game continues for at least d tours. Thus, In terms of n, the largest known lower bound is obtained for d n/2-1 by another simple driver-passenger game.
Proof The game will construct G= (V, E) in G(d, n) with V= V1U V2, w, I- 
Proof The proof is immediate from Lemmas 11, 12, and 13.
Our final result emphasizes the importance of the case d 3. Theorem 5 below is based on Theorem 4.13 of Cook and Rackott [4] . Let [2] . However it is clear that even for this restricted case we are far from understanding the true nature of U(2, n). We know that the crucial aspect of labeled lines is the parity of the blocks. (We claim that, within a factor of n, we can assume that every block has length or 2.) It seems feasible to us that some of the ideas developed here will lead to an explicit polynomial length universal sequence for G(2, n). We also expect to be able to narrow the gap between the lower and upper bounds for U(2, n).
For the complete graph, many obvious questions remain. It seems reasonable to be able to explicitly construct a "good" universal sequence. At present, we only know the brute force approach that gives n IG(n-1, n)l. It is not difficult to see that a sequence universal for G(n-1, n) will traverse at least n nodes when applied to members of G(n, n + 1). But we cannot see how to use this fact to construct such sequences. It also seems reasonable that we can narrow the gap for DP(n 1, n).
Theorem 5 emphasizes the importance of U(3, n). In particular, any explicit universal sequence beyond brute force for G(3, n) would be of interest. It will also be of interest if we could find for d >= 3 a simple d-ary infinite graph that would play the role that the infinite line played for d --2.
Finally, there are many alternative universal sequence formulations that could be used for determining graph connectivity. One formulation we find particularly interesting is to number the nodes V={1,..., n} and consider sequences in {1,..., n}*. Now, a sequence command causes a move to node if there is an edge from the .currently scanned node to node i. Otherwise, it remains in the current node. Random walk arguments again show the existence of polynomial length universal sequences.
Note added in proof. Bridgland [Discrete Appl. Math., to appear] have improved our lower bound for U(n-1, n) to nZ/log n. Their bound does not apply to our driver-passenger game. Also in the closely related area of random walks on graphs there has been considerable progress. A special issue of the Journal of Theoretical Probability, D. Aldous, ed., will be dedicated to the subject. A paper by Kahn, Linial, Nisan, and Saks that will appear therein shows that the expected cover time for regular graphs is only O(n2). This yields an improvement on the upper bound for U(d, n) over the one in [2] .
