Because of the importance of special functions, several books and a large collection of papers have been devoted to their use and computation, the most well-known being the Abramowitz and Stegun handbook (Abramowitz and Stegun, 1964) [1] and its successor (Olver et al. 0000) [2] . However, until now no environment offers routines for the provable correct multiprecision and radix-independent evaluation of these special functions. We point out how we make good use of series and limit-periodic continued fraction representations in a package that is being developed at the University of Antwerp. Our scalable precision technique is mainly based on the use of sharpened a priori truncation and round-off error upper bounds for real arguments. The implementation is validated in the sense that it returns a sharp interval enclosure for the requested function evaluation, at the same cost as the evaluation.
Introduction
Special functions are pervasive in all fields of science. The most well-known application areas are in physics, engineering, chemistry, computer science and statistics. Because of their importance, several books and websites and a large collection of papers have been devoted to these functions. Of the standard work on the subject, the Handbook of Mathematical Functions with Formulas, Graphs and Mathematical Tables edited by Milton Abramowitz and Irene Stegun [1] and published nearly 50 years ago, the American National Institute of Standards and Technology (NIST) claims to have sold over 700 000 copies (over 150 000 directly and more than four times that number through commercial publishers)! This old handbook became obsolete in 2010 when NIST released the online DLMF: NIST Digital Library of Mathematical Functions edited by Frank W.J. Olver, Daniel W. Lozier, Ronald F. Boisvert and Charles W. Clark [2] . The DLMF updates, completely rewrites, and greatly expands the material contained in the old handbook. Together with its simultaneously published print edition, the DLMF is receiving steadily increasing usage (measured by citations).
Due to their regular appearance in mathematical models of scientific problems, special functions are also pervasive in numerical computations. Consequently, there is no shortage of numerical routines for evaluating many of the special functions in widely used mathematical software packages, systems and libraries such as Maple, Mathematica, MATLAB, IMSL, CERN and NAG. However, until now none of these contains reliable, or validated routines. In this paper, a routine must do more than just compute an accurate approximation. In addition to this, it must provide a guaranteed bound on the error of the computed numerical value. In the case of a real-valued function, this error bound determines an interval within which the exact function value is guaranteed to lie. 
a For a > 0, a > x a faster implementation making use of series is under development. b When |x| > 1 the implementation is slow. An improvement thereof is planned. c When 0 < x 1 the implementation is slow. A faster series version is planned.
and y, following the IEEE standards, the basic operations are carried out, in the absence of underflow and overflow, with a relative error of at most u(p) := 1/2 β −p+1 (1) which is also called half a unit-in-the-last-place in precision p:
(x y) − (x * y) x * y u(p), * ∈ {+, −, ×, ÷}, or x y = (x * y)(1 + δ), |δ| u(p), * ∈ {+, −, ×, ÷}.
Formulated differently, x y = p (x * y) where p (x * y) indicates the nearest base β precision p floating-point neighbor of the exact value x * y. The same holds for the square root, the remainder and the conversions between formats, from integers and (since the revision of the IEEE standard in 2008, and also in our implementation) from and to decimal. In order to compute a relative error bound for a sequence of operations, it is necessary to keep track of all these error terms 1 + δ. A basic result, given in [17, p. 63] , says that if all |δ i | u(p) and ρ i = ±1, and if also nu(p) < 1, then
In practice, (2) means that n errors δ i each of at most u(p) in absolute value and combined with one another in products and quotients, cannot simply be stacked together into one larger error of at most nu(p), but are glued together with some thick glue resulting in a slightly larger [n/(1 − nu(p))]u(p). This result is very convenient, as it allows us to rewrite any number of products and quotients of factors 1 + δ i in an error analysis. Note that the reverse does not hold, meaning that not any expression of the form 1 + θ n with θ n bounded above in absolute value by γ (n, p), can be rewritten as a product
It is also possible to combine factors of the form 1 + θ i . For the multiplication and division the following relations hold [17] :
In the division (1 + θ k )/(1 + θ ), the case > k only applies when nothing is known about the nature of θ , meaning that θ is not of the form (2b). If 1 + θ comes from products and quotients of factors 1 + δ i , which is usual, then the rule For the addition and subtraction with x, y 0 it is easy to verify that:
Note that the order in which one rewrites the error terms influences the sharpness of the final bound:
The perturbations θ n and bounds γ (n, p) keep track of the accumulation of round-off errors in numerical algorithms. In the sequel of our analysis, the errors δ i , which combine into θ n where the subscript n acts as a tally, relate to the accumulation of floating-point errors incurred in some working precisionp. Working precisions, which are usually somewhat larger than destination precisions in which a computed result is delivered, are topped by aˆ. The accompanying bounds γ (n,p) are then also expressed in terms of this working precisionp.
In the end we want to control this accumulated error and guarantee a threshold for it. We now explain how to distribute such a threshold over individual subexpressions in products, quotients, additions and subtractions.
Round-off error control
Let us take a look at the floating-point expressioñ 
If we want for
in other words, that the computedỸ is an approximation for the exact quantity Y within a relative error of at most κ(ν, p) which is usually a small multiple of the half unit-in-the-last-place u(p), then we must find out how the following values relate to one another,
as in Section 2, and we denote
The errors i combine into η n and relate to more general approximation errors than the mere round-off errors δ i which combine into subscripted θ -values. The η n are bound by some κ(ν, p) expressed in terms of the precision carried by the memory destination forỸ orỸ i , which is in its turn denoted by an appropriately subscripted (or superscripted, if necessary) letter p. Here ν need not be integer, but we assume ν 2.
To be more precise, the operationỸ 1 Ỹ 2 · · · Ỹ n is carried out in precisionp and then stored asỸ in a precision p format, and in order to achieve this each subexpressionỸ i is computed in its own working precisionp i and subsequently stored in a precision p i format where obviously p i =p for i = 1, . . . ,n. This process can be repeated recursively.
How the threshold κ(ν, p) is to be distributed over the individual | i |, i = 0, . . . ,n, is proved in Section 9. Theorem 1 tells us how accurate the operandsỸ i must be, in other words how small i should be, in order to guarantee
We find that if
Similar to (2a), formula (5) tells us that the bound κ(ν, p) cannot simply be cut into fractions μ i κ(ν, p) but is cut apart with some thick scissors resulting into some slightly smaller pieces
It must in its turn be cut into a number of pieces if Y i is again a composite expression. Here, because of (4),
and κ(ν, p) ) should leave enough room for the rounding error involved in representing the computedỸ i in precisionp, while accommodating at the same time the relative error i . Unless n is rather large while β is small,p is only slightly larger than p (when β is large and n is small,p may exceptionally be slightly less than p). In practice, for given p, β, n and ν, the working precision is obtained by iteratively increasing (exceptionally decreasing)p until μ 0 drops (not too far) below an acceptable threshold between 0 and 1 (in our library we have chosen μ 0 0.751). The remaining weights μ i , i = 1, . . . ,n are chosen depending on the difficulty with which the operandsỸ i in the expression forỸ are obtained numerically and add up to
For the addition of n operandsỸ i in precisionp followed by a rounding to the precision p destinationỸ ,
it is easy to see that with μ = μ 0 from (6) the bounds
and
deliver the same guarantee. In a sequence of additions and subtractions we gather the positive and negative contributions before carrying out the subtraction. For one precisionp subtraction, rounded to precision p,
we find that with μ = μ 0 from (6),
should be satisfied.
When n = 1, thenp = p and both (5a) and (7) simplify to | 1 | κ(ν, p).
Validated function evaluation
Now we focus on the computation of a single real-valued subexpression
In this section we refer to
, where z i,x or z x is the argument built from an exact argument x (in base β and precision p) passed by a user, and f is the mathematical function which is to be evaluated in z i,x or z x to yield Y i .
The realization of a machine implementationỸ
essentially a three-step procedure (we abbreviate the threshold κ(ν i , p i ) from Section 3 by Δ):
1. From a given (presumed exact) argument x, the actual argument z x passed to f is computed and an error analysis is made. In the case of the transcendental functions, z x often results from x by some reduction of x to an argument lying within specified bounds [6] . For the more complicated mathematical functions, z x results from the use of some simple identities mapping the argument x into a specific half-line or interval.
2. After determining the argument, a mathematical model F (z x ) for f (z x ) is constructed and a truncation error comes into play, which needs to be bounded:
In the sequel we systematically denote the model F ≈ f by a capital italic letter. 3. When implemented, in other words, when evaluated asF (z x ), this mathematical model F (z x ) is subject to an accumulated round-off error, which also needs to be controlled:
We systematically denote the implementation of the model F byF .
By bounding both the truncation error (8) and the round-off error (9), we obtain a bound for the total relative error for the computation of f (z x ) using the machine implementationF (z x ), since for φ 1 + φ 2 1, by the triangle inequality,
The technique to provide a mathematical model F (z x ) of a function f (z x ) differs substantially when going from a fixed finite precision context to a finite scalable precision context. In the former, the aim is to provide one best mathematical model per fixed precision as in [18] . The model is of minimal complexity with respect to the truncation error bound requested in the fixed finite precision. In the latter, the goal is to provide a generic technique, from which a mathematical model yielding the imposed accuracy, is deduced at runtime. Hence best approximants are not an option since these models have to be recomputed every time the precision is altered and a function evaluation is requested. Despite this the generic technique should generate an approximant of as low complexity as possible. Our aim is the development of a generic technique, suitable for use in a multiprecision context. However, we want the technique to be efficient enough so that it can compete with the traditional hardware algorithms when used in an environment of 53 binary or (approximately) 16 decimal digits accuracy. So while genericity and accuracy are our primary goals, we also watch over the efficiency of the technique. That is why we use different mathematical models in different subdomains of the function. In addition, we want our implementation to be reliable, in other words, that a sharp interval enclosure for the requested function evaluation is returned without any additional cost (the argument x is sill presumed to be exact)! Besides series representations, as presented in Section 5, continued fraction representations of functions can be very helpful in the multiprecision context. A lot of well-known constants in mathematics, physics and engineering, as well as elementary and special functions enjoy very nice and rapidly converging continued fraction representations. In addition, many of these fractions are limit-periodic. Both series and continued fraction representations are classical techniques to approximate functions and there is a lot of literature describing implementations that make use of them [19] . However, so far, no attempt was made at an efficient yet provable correct implementation.
It is well-known that the tail or remainder term of a convergent Taylor series expansion converges to zero. It is less well-known that the tail of a convergent continued fraction representation does not necessarily converge to zero. It does not even need to converge at all. A suitable approximation of the usually disregarded continued fraction tail may speed up the convergence of the continued fraction approximants. This idea is elaborated in Section 6.
In Section 7 mathematical models F i (z i,x ) for f i (z i,x ) and their implementationsF i (z i,x ) are combined to compute an approximationỸ for Y within the relative error κ(ν, p). Hence the error analysis of Section 3 applies before (8) and (9) .
From the bound (10) the guaranteed enclosure
is obtained. Precision p interval endpoints are obtained by performing the additions 1 ± Δ and the divisionsF (z x )/(1 ± Δ)
in appropriately rounded precision p arithmetic.
In Sections 5 and 6 we deal with the case n = 1 for Y and simplify the notation of the calling argument z x to z. It remains that the argument x passed by a user is considered to be exact, while the calling argument z in F (z) ≈ f (z) may not be exactly representable anymore.
Taylor series development
For simplicity, but without loss of generality, we assume that the Taylor series of f (z) is given at the origin:
If we want to bound the total relative error using (10), we must determine N such that for F (z) = T N (z), the partial sum of degree N of (11), the truncation error is bounded by (8) , and evaluate T N (z), in a working precisionp possibly slightly larger than the destination precision p, such that for the computed valueF (z) =T N (z), the round-off error satisfies (9) .
An upper bound for the absolute truncation error 
On the other hand, if the terms in the series are alternating with −a i z/a i−1 positive and decreasing, then for any odd N,
If furthermore |q(z)| is a (tight) lower bound for | f (z)|, then we can replace the bound for the truncation error in (8) by
from which we can determine the degree N.
Since in both cases | f (z)| |T N (z)|, we can also replace the round-off error in (9) by
A standard method for the evaluation of the partial sum T N (z) is Horner's scheme, which consists of the rearrangement
Since, for series of elementary and special functions, the coefficients a i are often related by a simple ratio r i :
Horner's scheme can be rewritten as
leading to the following recursive computation scheme:
We now derive a round-off error bound for the computation of the scheme in the working precisionp. Letz,ã 0 andr i denote the machine representations of z, a 0 and r i respectively, computed at the working precisionp, such that
and let the accumulated relative errors θ n(z) , θ n(a 0 ) and θ n(r i ) be bounded according to (2b), expressed in function of u(p).
Inserting these data error terms and adding round-off error terms for the basic operations into the nested scheme given above, results iñ
Collecting all round-off error terms gives
which can be rearranged, using (2b) and (3a), into the following expression for the final value:
Further rewriting gives
Hence, the round-off error is bounded by
where γ (n 
(T N ),p) is expressed in function of u(p) as in (2b) with n(T N ) := k(N).
Note that the factor
It equals 1 if a i 0 for all i and z 0, or if (−1) i a i 0 for all i and z 0. Otherwise, this factor can be arbitrarily large. As such, it might be necessary to limit the domain for z in order to obtain a reasonable upper bound for this factor.
Bounding (16) by φ 2 Δ, as required in (13), gives a condition on the working precisionp,
This can be rewritten as
which results in the following bound for the working precision,
Here, the last two terms come from the fact that
Continued fraction representation
Let us consider a continued fraction representation of the form [21] . The continued fraction is said to be limit-periodic if the limit lim i→∞ a i exists (it is allowed to be +∞). We respectively denote by the N-th approximant f N (z; w N ) and N-th tail t N (z) of (18), the values
We restrict ourselves to the case where a sequence {w i } i , w i = 0 can be chosen such that lim i→∞ f i (z; w i ) = lim i→∞ f i (z; 0). The tails t N (z) of a convergent continued fraction can behave quite differently compared to the tails of a convergent series, which always go to zero. We illustrate the different cases with an example. Take for instance the continued fraction expansion
Each tail t N (z) converges to the value ( √ 1 + 4z − 1)/2 as well and hence the sequence of tails is a constant sequence. More remarkable is that the even-numbered tails of the convergent continued fraction [12] . In our implementation we take w N to be an exactly representable number in the floating-point set under consideration. The relative truncation error
| is bounded by the so-called interval sequence theorem [11] .
The following example illustrates that it makes quite a difference to use no tail (w N = 0), or the mathematical limit value [14] (w N = lim N→∞ t N (z)), or an accurate estimate of the N-th tail (w N ≈ t N (z) ). Consider the continued fraction representation (22) . Evaluating the 13-th approximant at z = 6.5 using w 13 = 0 and exact arithmetic, delivers an approximant with 28 significant decimal digits (relative error bounded above by 5 × 10 −27 ). Plugging in the limit of the tail sequence for w N , results in a loss of two significant digits rather than a gain! However, making use of a double precision estimate of the actual tail value t 13 (z) results in almost 40 significant decimal digits (relative error bounded above by 8 × 10 −41 ).
Another way to view the influence of an appropriate choice for the tail is the following. At z = 6.5 the 24-th approximant of (22) with w N = 0 guarantees a relative error bounded above by 2u(p), p = 40, β = 10. But N can easily be reduced from 24 to 19 by using w 19 = −9.2861, and even further to 14 by plugging in w 14 = −5.5909501809. These experiments can be verified by the reader at cfsf.ua.ac.be.
Let the partial numerators a i (z) be represented by the base β precisionp floating-point approximationã i :=ã i (z) satis-
and for a i < 0 The continued fraction (18) is most stably evaluated using the backward algorithm:
reliable enclosure of the N-th tail t N (z).
For the special mathematical functions these are easy to obtain [11] . Then a reliable enclosure of f N (z;
Here, for 0 b i+1 c i+1
and for b i+1 c i+1 0
From the condition
N is deduced, following the ideas in [11] . 
the round-off error in the backward algorithm, when carried out in base β precisionp floating-point arithmetic, satisfies
From the upper bound
we can solve for the precisionp as follows. Letp denote the approximate precision defined by
n(a i ))
.
It follows from this lemma thatp p <p + 1 (because β 2). Since the exact solutionp is difficult to compute for small Δ, we may safely bound the working precision byp + 1,
n(a i ) .
Example: the error and complementary error functions
We consider the error function and the complementary error function
dt for x ∈ R. These functions are closely related to one another through
Furthermore, we can limit the discussion to x > 0 since
In addition we implement the special cases erf(−∞) = −1,
erf(not-a-number) = not-a-number. 
Series implementation of erf(x) for
The Maclaurin series of erf(x) is defined by
Suppose that for the corresponding floating-point expression
Using (6) with
we can compute the precisionp, in which bothF 1 (z 1,x ) andF 2 (z 2,x ) need to be delivered and in which the floating-point productF 1 (z 1,x ) ⊗F 2 (z 2,x ) needs to be computed. For β = 10 this results inp = p + 1 with μ 0 0.55. Table 2 For β = 10, given p and x, the N-th partial sum of f 2 (x) evaluated in precisionp, guarantees a total relative error of at most 2u(p) for | erf(x) − erf(x)|/| erf(x)|. To comply with (5b), we take μ 1 = μ 2 = 1 2
respective working precisionsp 1 andp 2 which are determined separately using the same principles. The bounds for the relative truncation errors 1 and 2 associated withF 1 (z 1,x ) andF 2 (z 2,x ) are given by (5a). In the remainder of this section, we focus on the evaluation of f 2 (x). Before determining the degree N of the partial sum T N (x) of the series f 2 (x) using (12), we note that a sufficient lower bound for f 2 (x) is given by
for which f 2 (x)/q(x) 1.121, for 0 < x 1. Since the series is alternating, we take the minimal odd degree N for which
Note that the value of N depends on x and increases for growing values of x.
We can compute the partial sum F 2 (x) = T N (x) using (15) by replacing x by z = x 2 and a 0 by x. Since the input x is assumed to be exactly representable, we get
Otherwise, the tally n(z) is increased accordingly. Furthermore, note that the coefficients of the series given by f 2 (x) are related by the ratio
If we assume that N is such that N(2N +1) remains exactly representable (which is, for instance, the case for N 67 108 863 when computing N(2N + 1) in IEEE double precision floating-point arithmetic), then computing this ratio involves only one floating-point division, so we have
Taken together, the value of n(T N ) is given by
Finally, we note that for 0 < x 1, the factor (17) is bounded by 2. We choose φ 1 = 1/2 = φ 2 to obtain the respective values for N andp listed in Table 2 for different x and p and β = 10.
Continued fraction implementation on 1 < x
A rapidly converging continued fraction representation for erfc(x) is given by
We expect the floating-point implementation
Since n is larger, the fraction μ 0 given by (21) is slightly larger. Furthermore we take μ 1 = μ 2 = 1 4
(1 − μ 0 ) and μ 3 = (1 − μ 0 ). Again we find that for β = 10 the floating-point division and productF 1 When computing
,
in floating-point arithmetic, we find n(a 1 ) = 5, n(a i ) = 9, i 2.
Here we assume that 2N − 3, 2N − 2, 4N − 7 and 4N − 3 are exactly representable in IEEE double precision arithmetic (which is satisfied for N 2.25 × 10 15 ). If this is not the case, the tally n(a i ) can be adapted accordingly. Also x is again assumed to be an exactly representable number in the destination precision p (and the higher working precisions). For the sake of being radix-independent, the multiplication 2x is not assumed to be an exact operation. We choose φ 1 = 1/2 = φ 2 to find the values for N andp given in Table 3 for a variety of x-and p-values and β = 10. Besides double precision and multiprecision interval enclosures for the partial numerators a i , it also needs a crude but guaranteed interval enclosure for the continued fraction tail t i (z), if necessary only from a certain i on. The only requirement is that this enclosure is not so crude that it unnecessarily stretches beyond −1 because then the arithmetic breaks down. 
The lower bound is reached when exactly one of the μ i is equal to 1 and the others are zero. The upper bound is reached when all μ i are equal to 1/n.
Proof. Define the function
Because of the conditions on a and b, the argument of each logarithm is strictly positive so f is a bounded, continuous function. The product in (25) reaches a maximum when f reaches a minimum and vice versa. Furthermore, the Hessian of f is a diagonal matrix with positive entries b
2 , so f is a convex function.
To minimize f with the equality constraint (24), we consider the function
where λ is a Lagrange multiplier. It is easily checked that the gradient of g is zero only when
and since f is convex and the constraint is linear, this corresponds to a global minimum. This proves the upper bound in (25).
Since g has only one critical point (corresponding to a global minimum), the maximum must occur at the boundary, where one or more of the μ i are zero. Let us assume, without loss of generality, that μ n = 0. Minimizing the product in (25) then corresponds to minimizing a similar product with n − 1 factors instead of n, so we have reduced the dimension of the problem by 1. Repeating this argument n − 2 times, we find that μ 1 = 1 and μ 2 = · · · = μ n = 0 (or, since the problem is symmetric in the μ i , that exactly one of the μ i is 1 and the others are zero). This proves the lower bound of (25). 2
Note that the upper bound in (25) is a variation on the well-known fact that the maximum volume of an n-dimensional rectangular parallelepiped whose edges cannot exceed a certain length is that of a hypercube. Combining this with the previous results proves the theorem. 2
The following lemma is needed to compute the working precision in the continued fraction algorithm. Finally, it is easily shown that f (a, 1, 1) > 1/2, with equality in the limit when a → ∞. Combining the previous inequalities gives the lower bound of the lemma, thus finishing the proof. 2
