The Bose-Hubbard model is a paradigm for the study of strongly correlated bosonic systems. We review some of its properties with emphasis on the implications on quantum phase transitions of Josephson junction arrays and quantum dynamics of topological excitations as well as the properties of ultra-cold atoms in optical lattices.
Introduction
For several decades major activities of the physics community have been devoted to the study of the properties of strongly interacting physical systems. Despite substantial progress, both in experiment and theory, still many important issues lack a proper understanding. One of the routes to progress in this direction is the creation of artificial structures with tunable parameters that can reproduce the properties of strongly interacting quantum systems. In this note we briefly review the successful story of some examples of "custom-made" strongly interacting boson systems.
Experiments performed in the early 1980s on granular superconductors had suggested a metalinsulator transition at low temperatures which depends on the value of the normal state conductance of the network [1, 2, 3] . B. Mühlschlegel, who had been investigating properties of Josephson junction arrays including disorder [4] noticed the potential importance of these findings and stimulated further work in this direction [3] . Later it became possible, in particular in the groups of J.E. Mooij in Delft and M. Tinkham in Harvard, to fabricate regular Josephson Junction Arrays (JJAs) with island and junction dimensions in the submicron regime. Transport studies revealed a wealth of phenomena, which in turn stimulated further theoretical activities. Some of the most notable findings were the discovery of a quantum phase transition, persisting to zero temperature, between a superconducting and an insulating phase. It arises as a consequence of a duality between charges and vortices, which also explains the universality of the conductance at the transition point [5, 6, 7] . Similarly exciting was the observation that the topological excitations, in this case the vortices, are quantum degrees of freedom with corresponding dynamics [8] .
The studies of Josephson junction arrays have found, in the middle of the 1990s, an extension in a new and unexpected direction: the area of ultra-cold quantum gases [9] . It was proposed theoretically [10] and verified experimentally [11] that bosons loaded in an optical lattice could undergo a superfluid-insulator phase transition at zero temperature. On one hand, as we will review briefly below, the superconductor-insulator transition observed in JJAs and the superfluidinsulator transition in optical lattices have the same origin. They are caused by the competition between the trend to global coherence, due to the hopping of bosonic particles, and the tendency towards localization induced by the strong interactions. On the other hand, despite the strong analogies, the two model systems allow the investigation of different physical observables. The charged bosons in Josephson arrays are studied by means of transport measurements. In the optical lattices we have neutral bosons. Standard tools to study them are expansion experiments (the trap is switched off, and the expanding cloud is investigated by taking optical absorption pictures) and light scattering.
The present paper is intended to provide a brief review and comparison of the two types of systems. It is organized as follows: we will first introduce the Bose-Hubbard model, a paradigm for strongly interacting bosons, and discuss its phase diagram. We will then give a brief introduction to Josephson junction arrays and optical lattices, show how to describe those systems by means of the Bose-Hubbard model, and discuss a few of the specific properties 2 The Bose-Hubbard model Both Josephson junction arrays and optical lattices are described in certain limits by the BoseHubbard model,
Here, b † i , b i are creation and annihilation operators for bosons on the i-th site and n i = b † i b i their number operators. The coupling U ij describes the interaction between bosons (U ii ≡ U ), µ is the chemical potential, and t the hopping matrix element. The hopping, described by the last term in Eq. (1) , is restricted to nearest neighbors, and each (directed) bond is counted once. The range and nature of the boson interaction depends on the system considered. It is typically on-site in the case of optical lattices while it may be long-range in the case of JJAs.
A qualitative understanding of the zero-temperature phase diagram can be obtained by considering the limiting cases in which one of the two coupling energies (t or U ) dominates. If the hopping dominates the lowest energy state is a condensate of bosons delocalized over the lattice. In contrast, if the interaction dominates, in the ground state each site is occupied by a well-defined number of bosons. In order to put an extra boson on a given site, one has to overcome an energy of the order of U . The strong local repulsion prevents the establishing of global coherence, and below a critical value of the ratio t/U , even at zero temperature, the system is a Mott insulator.
For zero hopping the Mott gap (the energy to add an extra boson on a uniform background of n bosons per site) is given by
Evidently at certain values of the chemical potential the gap shrinks to zero, and the energy to add (or remove) a particle to (from) a given site vanishes. This implies that a purely local repulsion does not suppress the condensation, and the superfluid phase persists to arbitrary low values of the hopping parameter. A sketch of the resulting phase diagram is shown in Fig. 1 . It consists of a series of Mott-insulating lobes [12] . The nature of the superfluid-insulator transition differs, depending where the phase boundary is crossed. At the tip of the lobe the universality class is that of a d + 1-dimensional classical XY model, and the dynamical critical exponent is z = 1.
Away from the tip, where particle-hole symmetry is broken, the critical exponent is z = 2. The Bose-Hubbard model was successfully applied to model JJAs, granular superconductors, ultra-thin amorphous films and, more recently, optical lattices. In the following, we will discuss only arrays and optical lattices where disorder is absent or can be introduced in a controlled way.
Josephson Junction Arrays
A Josephson junction array consists of a regular network of superconducting islands weakly coupled by tunnel junctions. The first artificially fabricated JJAs were realized twenty years ago [13] as part of an effort to develop an electronics based on superconducting devices. The investigation of JJAs produced a wealth of classical phenomena [1, 14, 15] . The arrays proved to be an ideal model system in which classical phase transitions, frustration effects, classical vortex dynamics, as well as non-linear dynamics and chaos could be studied in a controlled way.
Josephson junction arrays in the quantum regime were first fabricated in Delft [16] . It became possible to enter this regime due to the progress in lithography that allowed realizing submicron junctions with a high tunneling resistance (of the order of a few kΩ). The parameters of the array (like the shape of the islands, the thickness of the oxide barrier, etc.) can be made highly uniform across the whole array. The largest samples realized consisted of about 10 4 junctions. What is the appropriate model to describe a JJA? The coupling strength between adjacent islands is determined by the Josephson energy E J . Quantum effects in Josephson arrays come into play whenever the charging energy (associated with non-neutral charge configurations of the islands) is comparable with the Josephson coupling. A characteristic energy scale that characterizes the strength of the electrostatic interaction is given by E C = e 2 /2C, where C is geometrydependent effective capacitance. In order to keep dissipative effects at a low level the junction resistance should be larger than the quantum of resistance R Q = h/4e
2 . The electrostatic energy is determined by the capacitance matrix C ij and applied gate voltages (if present). Generally one only considers the junction capacitances C and the capacitance to the ground C 0 . In the case of two-dimensional square lattices the inverse capacitance matrix and interaction energy for two charges placed in islands i and j (with coordinates r i and r j ) is given by
For C C 0 the interaction decays slowly (logarithmically) up to distances of the order of the screening length λ ∼ C/C 0 (in units of the lattice constant) and then dies out exponentially.
Adding the Josephson coupling, which describes the Cooper pair tunneling, and the interaction of Cooper pair charges we arrive at the Quantum Phase Model (QPM) Hamiltonian:
Here 2eq i is the net charge on the i-th island. An external gate voltage V x contributes to the energy via the induced charge q x = j C ij V x /2e. Quantum mechanics enters through the commutation relation between charge and phase operators
The connection between the Bose-Hubbard and the Quantum Phase model can be seen by writing the field b i in terms of its amplitude and phase and subsequently approximating the amplitude by its average (the mapping becomes more accurate as the average number of bosons per site increases). This procedure leads to the following identification of the quantities in the two formulations:
The two contributions in the Hamiltonian Eq. (4) favor different types of ground states. The Josephson energy tends to establish phase coherence. On the other hand, the charging energy favors charge localization on each island and therefore tends to suppress superconducting coherence. This interplay becomes evident if one recalls the Josephson relation
A constant charge (in time) on the islands implies strong fluctuations in the phases. On the other hand, phase coherence leads to strong fluctuations in the charge. The properties of Josephson arrays in the quantum regime have been reviewed in Ref. [7] . Here we recall some characteristics of the superconductor-insulator transition. The transition is marked by a differing behavior of the resistance as a function of temperature for different values of the ratio E J /E C . A schematic plot is given in Fig. 2 . Samples for which the Josephson coupling dominates undergo at finite temperature a transition to a superconducting state. Below this critical temperature the array is globally coherent. However, on lowering the ratio E J /E C at some critical value the resistance increases when lowering the temperature. This upturn of the resistance signals the existence of an insulating state at zero temperature. The striking fact is that the whole array is insulating despite the fact that each island is still superconducting! Charge-vortex duality. The properties of a Josephson array are to a large extent characterized by its topological excitations: charges and vortices. A powerful way to highlight their role is to map the QPM, Eq. (4) onto a model which is explicitly expressed in terms of charge and vortex degrees of freedom [17, 18, 19, 20] . Indeed there is a dual transformation relating the classical vortex limit, E J E C , to the opposite charge limit, E J E C . The duality is most perfect in the case C 0 C, which can be realized to some degree of approximation in suitable arrays. The interaction between charges on islands is then logarithmic, analogous to vortex interactions in classical, superconducting arrays. The charges form a 2D Coulomb gas and are expected to undergo a BKT transition at
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To display the duality the partition function of a JJA can be expressed as a sum over charge q and vortex v configurations Z = [q,v] e −S{q,v} . The effective action S{q, v} reads
This action describes two coupled Coulomb gases of two integer-valued fields, q and v. For clarity we have used a continuous time representation, but the path integral is defined on a discretized time lattice. The charges interact via the electrostatic interaction (first term) defined in Eq. (3). The interaction among the vortices (second term) is described by the kernel G ij , which is the Fourier transform of k −2 . At large distances r ij ≡ |r i − r j | 1 it depends logarithmically on the distance: G ij ∼ − 1 2 ln r ij . The third term describes the coupling between the topological excitations, i.e., between charges and vortices. The function
represents the vortex-phase configuration at site i when its center is placed at the site j. The coupling has a simple physical interpretation: a change of vorticity at site j produces a voltage at site i which is felt by the charge at this location. The last termqGq stems from the spin-wave contribution to the charge-correlation function. The effective action in Eq. (7) shows a high degree of symmetry between the vortex and charge degrees of freedom. In particular, in the limit C 0 C the inverse capacitance matrix has the same functional form as the kernel describing vortex interactions:
Hence charges and vortices are dual. There is a critical point for which the system is self-dual with respect to interchanging them:
The duality is strict for vanishing self-capacitance and in the absence of the spin-wave duality breaking term (qGq) in Eq. (7). This latter term is irrelevant at the critical point, i.e., it merely shifts the transition point. However, it has important implications for the dynamical behavior.
Vortex dynamics. The coupled-Coulomb-gas representation, Eq. (7), displays the coupling between charges and vortices. In the extreme limits, E J = 0 or E C = 0, only one or the other needs to be considered. In the limit E J E C , we still obtain an effective action for the vortices only, but they are influenced by the charging effects. In the considered limit the charges are fluctuating strongly and can be integrated out from the partition function [22] . In the limit where the junction capacitance dominates C C 0 the result is
The vorticity at each space-time point takes the values 0 or ±1 and changes in discrete steps. Vortices can be created and annihilated in pairs. In some limits it is sufficient to assume that the vortices move in a continuous way. Then the resulting effective action for a single vortex reads
where the function Θ(r) has been defined in Eq. (8) . Thus, the vortex dynamics is governed by the charge-charge correlation, which depends on the full coupled charge-vortex gas. The effective action Eq. (12) describes dynamical vortex properties in the whole superconducting region and is therefore a good starting point for the investigation of vortex properties down to the S-I transition. The expression given in Eq. (12) reproduce the Eckern-Schmid mass [8] in the classical limit where E J E C . In this region of the phase diagram the charges may be considered to be continuous variables and vortex fluctuations may be neglected so that the charge-charge correlation reads
The spin-wave dispersion is described by ω k . For long-range Coulomb interactions it is optical, ω k = ω p , whereas for on-site interactions it is ω k =ω p k. Hereω p = 4e 2 E J /C 0 is the plasma frequency for the case of on-site Coulomb interactions. In the limit of low velocitiesṙ(τ ) the action (12) reduces to that of a free particle. The corresponding adiabatic vortex mass M v = β 0 dτ M xx (0, τ ) becomes in the classical limit
Thus both C 0 and C yield a contribution to the mass. The self-capacitance contribution depends on the system size L. For generic sample sizes and capacitance ratio's the size-dependent contribution is smaller than the Eckern-Schmid mass [8] .
A moving vortex experiences experiences a spin-wave damping that may also be calculated from Eq. (12) . Varying the vortex coordinate r a (τ ) in Eq. (12) yields the equation of motion
( xx = yy = 0, xy = − yx = 1). Its constant-velocity solutions in the presence of an external current determine the non-linear relation between driving current and vortex velocity and, hence, the current-voltage characteristics [23] . The relevant information is contained in the real part of Eq. (15), which for constant vortex velocity reads
The delta-functions express the spin-wave dispersion and the vortex dispersion, respectively. The overlap integral determines the amount of dissipation a moving vortex suffers from coupling to spin-waves. Besides the experimental verification of the mass term in the equation of motion [24, 25] considerable interest focused on the direct observation of the ballistic motion. Ballistic vortex motion has not only been observed in long continuous junctions [26] , where energy barriers for cell-to-cell motion and spin-wave coupling are absent, but also in discrete 1D arrays [27, 28, 29] and in 2D aluminum arrays [30] .
Magnus force. In addition to the Lorentz force, due to the external current (l.h.s. of Eq. (15)), a vortex is subject to a Magnus force which acts transverse to vortex velocity. The study of the Magnus force in superfluids has a long and controversial history. A detailed discussion can be found in Ref. [31] and references therein. In Josephson arrays, in presence of a gate to the ground plane, particle-hole symmetry is broken. A vortex feels a Magnus force [18, 32] given by (Φ 0 = hc/2e)
Note that the force is proportional to the physical charge and not to the superfluid density. As a result of the combined effect of the Magnus force and the Lorentz force, the vortices move at a certain angle, the Hall angle, with respect to the current. Its measurement yields information on the various sources of dissipation. Assuming for simplicity that the vortex moving with constant velocity v = [v x , v y ] = [v cos θ H , v sin θ H ] experiences a dissipation characterized by the strength η we arrive in the stationary limit at the relations
It lead to the resistance tensor (19) and to the Hall angle θ H
In Ref. [18] the Magnus force was obtained from the QPM, implying that only the external charge enters in determining the Hall angle. A reexamination of the problem by Makhlin and Volovik [33] related the (apparent) absence of the Hall angle to the near exact cancellation of the Magnus force with the spectral-flow force. By deriving the effective action from the BCS Hamiltonian, Volovik [34] showed that the offset charges, contributing to the Hall angle, have two different physical origins. In addition to the one stemming from the coupling to the ground plane, there is an additional contribution which depends on the particle-hole asymmetry of the spectrum.
This latter term is of the order of the small factor (∆/E F ) 2 , with E F being the Fermi energy. This confirms the expectation that the Hall angle should be small in Josephson arrays [35] .
In experiments on classical Josephson arrays the Hall angle is usually found to be very small (see e.g. Ref. [36] ). In quantum Josephson arrays Hall measurements have been performed by the Chalmers group [37] .
Optical Lattices
Following the work of Jaksch et al. [10] , ultra-cold bosonic atoms in optical lattices have been suggested as another important realization of the Bose-Hubbard model. The experimental test of the Mott insulator -superfluid transition by Greiner et al. [11] has paved the way to study strongly correlated phenomena in trapped cold atomic gases, see [38] for a review. An optical lattice can be realized by using counter-propagating laser fields. At large blue detuning, they provide a conservative potential of the form (for simplicity, we consider the two-dimensional case)
where V 0 , the strength of periodic potential is controlled by the intensity of the lasers whereas the lattice constant a by means of their wavelength.
In the following we briefly recall the leading steps, following the original derivation in the paper by Jaksch et al., that lead to the mapping onto the Bose-Hubbard model. A system of interacting bosons which is subject to a periodic potential V p (r) and to a trapping potential V ext (r) and interacting via a potential V int (|r − r |) is described by the Hamiltonian
HereΨ(r) andΨ † (r) are field operators satisfying the commutation relations [Ψ(r),Ψ † (r )] = δ (3) (r − r ). It is convenient to decompose the field operatorΨ(r) in the following Wannier basis,
whereb n (r i ) (b † n (r i )) destroys (creates) a boson at the lattice site r i in the n-th band described by the Wannier function w n (r).
If the external fields are sufficiently weak and in the absence of band crossings, the band index n can be taken to be a constant of the motion. Under these assumptions Eq. (23) can be restricted to the lowest band. This maps the continuous model (22) to the Bose-Hubbard Hamiltonian, with the coupling parameters given by
where i and j are nearest neighbors,
and
In the presence of an inhomogeneous external potential V ext , we assume that it varies slowly enough such that it makes sense to define a local chemical potential and to apply the BoseHubbard model locally. Usually, the system will then be characterized by coexisting superfluid and Mott-insulating regions.
The long-range phase coherence of cold bosons in an optical lattice can be directly tested by observing a multiple matter-wave interference pattern after ballistic expansion when all external trapping potentials are switched off in a time-of-flight measurement. Phase-coherent matter waves originating from different lattice sites overlap and interfere with each other. Narrow peaks in the momentum distribution, that are due to the periodicity of the lattice, and a constant macroscopic phase difference across the lattice sites become visible [39, 40, 41] . 0 0.2 0.4 0.6 0.8 1
(f) Fig. 3 The central figure shows the correction to the one-particle density matrix ρi,i+1 in second-order perturbation theory as a function of µ/U and t/U . Plots An approximate way to study the transition and to calculate the momentum distribution function was described in [42] (for earlier work in this direction, see [43] ) employing a Gutzwiller ansatz plus a perturbation expansion in the hopping in order to take into account the correlations neglected in the (mean-field) Gutzwiller trial wave function. The mean-field Gutzwiller ansatz neglects correlations between different lattice sites. It predicts a one-particle density matrix for the Mott phase that is proportional to a delta function and to a delta function plus a constant in the superfluid phase. Correspondingly, the momentum distribution function in the Mott phase is constant, i.e., the Gutzwiller approach fails to predict the interference patterns discussed before. Systematic corrections to the Gutzwiller state can then be calculated by perturbation theory in the hopping parameter t.
The single-particle density matrix ρ ji = b † n (r i )b n (r j ) is of particular importance as it describes the correlation between the different lattice sites. The correlation function ρ ij shows off-diagonal long-range order in the superfluid state (in dimensions d > 1), in contrast to the Mott phase where ρ ij decays exponentially.
The experimental observation [11] of the Mott transition relies on the different behavior of the density matrix in the Mott and superfluid regimes, which can be visualized by taking absorption pictures of the freely expanding atomic cloud. Assuming that the expansion time is long enough and that the gas is dilute enough (such that atom-atom interactions can be neglected during the expansion), the shape of the cloud reflects the initial momentum distribution ρ(k), which is directly given by the Fourier-transform of the density matrix ρ ij :
ρ ij e ik(ri−rj ) .
Here, w(k) is the Fourier transform of the Wannier functions w(r) describing the wavefunction of a single lattice site. The presence of the factor w(k) in Eq. (27) provides a cutoff at high momenta.
The mean-field results for ρ ij describe the different long-range behavior in the Mott and superfluid phase. For a homogeneous lattice the correlation function calculated from the Gutzwiller wavefunction gives ρ ii = n i for the diagonal elements and then drops instantly to ρ ij = const. for i = j. Short-range correlations, however, are not reproduced by the Gutzwiller approach. This deviation is particularly severe in the Mott phase, where the mean-field result predicts a flat momentum distribution, whereas the short-range correlations (i.e. the exponential decay of ρ ij ) yield smooth bumps in the expansion pattern. These can be distinguished from the δ-peaks of the superfluid only after a sufficiently long expansion time.
Applying perturbation theory improves the structure-less Gutzwiller correlation function. It reproduces the correct slope for the off-diagonal decay and lacks only the wrong offset from the mean field. Thus, the perturbative approach represents a qualitative improvement on the Gutzwiller result.
The results of this approach for the momentum distributions are shown in Fig. 3 in the different regions of the phase diagram [42, 44] . As an example we discuss a set of momentum distributions ρ(k)/|w(k)| 2 for a homogeneous 2D lattice, Fig. 3a-f , and compare the Gutzwiller results to those improved by perturbation theory (PT). The improved PT versions, Figs. 3d-f, show much finer structures than the mean-field results, Fig. 3a -c. PT predicts broad peaks in the MI regions down to very small values of t/U , Fig. 3e , whereas the Gutzwiller result without PT shows a structure-less flat distribution for the whole MI region, Fig. 3a,b . Naturally, the modifications of ρ(k)/|w(k)| 2 are strongest near the phase transition, Figs. 3a and 3d. In contrast to what was assumed in the last paragraphs, optical lattices used in experiments are not homogeneous. Magnetic or optical trapping potentials are used to confine the atomic gas to a finite volume. Usually, this amounts to a parabolic trapping potential on top of the optical lattice. Consequently the lattice is in general not in a pure Mott or superfluid phase, but shows alternating shells of superfluid and Mott regions.
Outlook and conclusions
With this short review we intended to recall the connection between two apparently very different systems, Josephson junction arrays and bosons in optical lattices. Both systems are described by the Bose-Hubbard model. The prediction and experimental realization of a Mott transition in both systems has kindled interest in quantum phase transitions and triggered a great deal of theoretical and experimental work.
On the theory side, in addition to what we discussed above we like to mention the proposal to study the coexistence of solid (DLRO) and superfluid (ODLRO) order in optical lattices [45] . Similar questions were studied in Josephson arrays in the past, see [46] . The superposition of a random laser speckle pattern and an optical lattice has been proposed as a system to study Anderson localization [47] . Mott states of bosonic atoms in an optical lattice have also been proposed as a starting point to create controlled multi-particle entanglement as an essential ingredient for quantum computation [48, 49, 50] . Fermionic atoms in optical lattices are also a very active research area. In Ref. [51] , fermionic atoms in an optical lattice were described by a fermionic negative-U Hubbard model, and a BCS-transition and high-temperature superfluidity was predicted. Mixtures of fermions and Bosons were considered in [52] , and a very complex phase diagram was found. The possibility to use a complex phase pattern of lattice lasers to create a "magnetic frustration" and observe fractional quantum Hall states was discussed in [53, 54, 55] . We finally mention the possibility to study optical lattices with spinor condensates [56] which present a very rich phase diagram.
On the experimental side, we like to mention the creation of highly entangled states by controlled shifts between two superposed optical lattices [57] , and the observation of a TonksGirardeau gas of ultra-cold atoms in an optical lattice [58] . The transition from a strongly interacting 1D superfluid to a Mott insulator in a bosonic system has been observed [59] , and for fermionic atoms in a 3D optical lattice Fermi surfaces were studied experimentally [60] . All of this shows that optical lattices form kind of a "many-body laboratory", and we expect a lot of interesting results and new phenomena in the years ahead both in the bosonic and in the fermionic case.
