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The characterisation of information processing is an important task in complex systems science.
Information dynamics is a quantitative methodology for modelling the intrinsic information pro-
cessing conducted by a process represented as a time series, but to date has only been formulated in
discrete time. Building on previous work [1] which demonstrated how to formulate transfer entropy
in continuous time, we give a total account of information processing in this setting, incorporating
information storage. We find that a convergent rate of predictive capacity, comprised of the transfer
entropy and active information storage, does not exist, arising through divergent rates of active in-
formation storage. We identify that active information storage can be decomposed into two separate
quantities that characterise predictive capacity stored in a process: active memory utilisation and
instantaneous predictive capacity. The latter involves prediction related to path regularity and so
solely inherits the divergent properties of the active information storage, whilst the former permits
definitions of pathwise and rate quantities. We formulate measures of memory utilisation for jump
and neural spiking processes and illustrate measures of information processing in synthetic neural
spiking models and coupled Ornstein-Uhlenbeck models. The application to synthetic neural spiking
models demonstrates that active memory utilisation for point processes consists of discontinuous
jump contributions (at spikes) interrupting a continuously varying contribution (relating to waiting
times between spikes), complementing the behaviour previously demonstrated for transfer entropy
in these processes.
I. INTRODUCTION
Information dynamics [2–5] is a framework that seeks
to characterise distributed computation by identifying
primitives of information processing in autonomously
evolving or ‘computing’ systems. Specifically, this in-
volves modelling how information is stored in and trans-
ferred between variables in the system when the val-
ues of these variables are dynamically updated in time.
These primitive information processing operations stud-
ied by the framework, information storage and transfer,
are measured by the active information storage [5] and
transfer entropy [6] (and higher orders thereof in larger
multivariate systems [4, 7]) respectively. The measures
in this framework have been used to characterise and
explain behaviour observed in various complex systems,
providing novel insights across a broad range of fields
including in: canonical complex systems such as cellu-
lar automata [7] and random Boolean networks [8], in-
terpretation of dynamics in [9] and improved algorithms
for machine learning [10], characterising information pro-
cessing signatures in biological signalling networks [11],
collective behaviour in swarms [12, 13], non-linear time-
series forecasting [14], and in computational neuroscience
applications in identifying neural information flows from
brain imaging data [15–17], inferring effective network
structure [18–20], providing evidence for the predictive
coding hypothesis [21] and identifying differences in pre-
dictive information in autism spectrum disorder subjects
and controls [22].
However, to date, no complete theoretical account for
how this framework should be applied to continuous time
systems have been offered, despite such systems being
ubiquitous in fields throughout all of science. Recently
we have given an account of how to formulate transfer
entropy in such systems [1]. In this paper we build upon
these developments by addressing the concept of predic-
tive capacity, comprising the transfer entropy and active
information storage, in these systems. We find that such
a quantity is much more complicated owing to the pre-
dictive properties that can be derived from the regular-
ity properties of continuous time processes. As such, we
focus in this paper on investigating the nature of the
active information storage in continuous time processes.
To proceed we find that it is necessary to decompose the
active information storage into two components related
to two distinct characteristics of information processing.
We call these two quantities active memory utilisation
and instantaneous predictive capacity. The former is de-
signed to behave as a rate and to be complementary to
transfer entropy, whilst the latter relates intrinsic uncer-
tainty and path regularity properties of the process and
may be understood asymptotically and independently to
both transfer entropy and active memory utilisation. The
results bring our understanding of the nature of informa-
tion storage in such systems in line with that of informa-
tion transfer, which is important not only in that they are
both fundamental components of models of information
processing, but also because of the insight these results
bring to the growing role of information storage analyses
in neural imaging data in particular [15, 21, 22]. Our
insights reveal, for example, the expected behaviour of
active information storage and its components when mea-
sured on discrete-time samples of underlying continuous-
time processes, whereby the active memory utilisation is
the only quantity that will approach a limiting value as
2the discrete time step approaches zero; this has signifi-
cant implications for empirical analyses.
The overall plan of the paper is as follows. We shall
introduce information dynamics as currently conceptu-
alised. Following on from this we outline the central
problem under consideration, the definition and identi-
fication of predictive information associated with infor-
mation storage in continuous time. Next we present a
set of postulates from which we deduce the central di-
vision of the active information storage, identifying the
active memory utilisation and instantaneous predictive
capacity, the behaviour of which, and their relation to
other information theoretic measures of stochastic pro-
cesses, is then detailed. Such quantities are calculated
for some pertinent applications, including simple neural
spiking models, where an understanding of information
processing in continuous time is a pressing concern. Fi-
nally, a full information processing description, consisting
of both active memory utilisation and transfer entropy, is
provided for a more complicated model of neural spiking
with two spike trains and a coupled Ornstein-Uhlenbeck
process, where these examples were selected such that
the results may complement previous demonstrations of
the properties of the transfer entropy in continuous time
[1, 23].
II. INFORMATION DYNAMICS
First, we summarise the basic principles of informa-
tion dynamics as formulated in discrete time. Central
to the concept of information dynamics is the idea that
each evolving state can be modelled as being ‘computed’
from the past, in the sense of an ‘intrinsic computa-
tion’ [24], and that this computation is characterised
by the predictive capacity. This concept is made con-
crete in the context of two random processes X{0:m} =
{X0, . . . , Xm} and Y{0:m} = {Y0, . . . , Ym} taking indi-
vidual outcomes x{0:m} = {x0, . . . , xm} and y{0:m} =
{y0, . . . , ym}, wherein the predictive capacity of the state
Xn+1 at time n < m is considered, axiomatically, to be
the reduction of uncertainty in Xn+1 that
arises from knowing the path histories
X{0:n} = x{0:n} and Y{0:n} = y{0:n}, at time
n, over having no other knowledge.
This predictive capacity is then formalised mathemati-
cally as CX , given as a mutual information or the differ-
ence between two (conditional) entropies [4, 7]
CX = I(Xn+1;X{0:n}, Y{0:n})
= H(Xn+1)−H(Xn+1|X{0:n}, Y{0:n}) (1)
based on underlying ensemble probabilities, p. Follow-
ing on from this quantification of predictive capacity, the
central approach and framework of information dynamics
is to decompose such a quantity into two specific terms
with this decomposition termed the computational signa-
ture, viz.
CX = H(Xn+1)−H(Xn+1|X{0:n})
+H(Xn+1|X{0:n})−H(Xn+1|X{0:n}, Y{0:n})
= I(Xn+1;X{0:n}) + I(Xn+1;Y{0:n}|X{0:n})
= AX + TY→X (2)
where AX is known as the active information storage [5]
and is explicitly written
AX = H(Xn+1)−H(Xn+1|X{0:n})
= E
[
ln
p(xn+1|x{0:n})
p(xn+1)
]
, (3)
and where TY→X is well known in many distinct areas of
science as the transfer entropy [6, 25–27] and is explicitly
written
TY→X = H(Xn+1|X{0:n})−H(Xn+1|X{0:n}, Y{0:n})
= E
[
ln
p(xn+1|x{0:n}, y{0:n})
p(xn+1|x{0:n})
]
. (4)
Here we note the shorthand p(xn+1|x{0:n}, y{0:n}) =
p(Xn+1 = xn+1|X{0:n} = x{0:n}, Y{0:n} = y{0:n}) etc.
which we use to indicate, where appropriate, that the
arguments of the probabilities are simply specific real-
isations of the variables to which the probabilities cor-
respond, and the notation E[. . .] which denotes an en-
semble average with respect to p(x{0:n+1}, y{0:n}). Since
both contributions can be written as (conditional) mu-
tual informations both are rigorously non-negative.
The computational signature effects a model of intrin-
sic computation based on this partition into AX and
TY→X , such that there exists an identifiable storage com-
ponent attributed to the past of X through AX , plus an
information transfer component attributed to the past of
Y in the context of X through TY→X [7].
More recent developments have emphasised that infor-
mation theoretic quantities should be constructed from
suitable local or pointwise quantities, of which the en-
semble quantities, AX , TY→X etc. are suitable expecta-
tions. Consequently we recognise the structure of the
local active information storage, aX , given by AX =
E[ax(xn+1, x{0:n})] [5] and local transfer entropy, tY→X ,
given by TY→X = E[tY→X(xn+1, x{0:n}, y{0:n})] [2]. Ex-
plicitly, we have
aX(xn+1, x{0:n}) = ln
p(xn+1|x{0:n})
p(xn+1)
tY→X(xn+1, x{0:n}, y{0:n}) = ln
p(xn+1|x{0:n}, y{0:n})
p(xn+1|x{0:n})
.
(5)
We then also define the total computational signature,
on a local scale, cX = aX + tY→X . It is important
to note that such local values have no bound on their
3sign and thus may be negative. Such an approach al-
lows significance to placed on single realisations of a pro-
cess, allowing fine characterisation of spatial temporal
features, such as the identification of dynamics that are
informative, but especially those which are misinforma-
tive, characterised by negative local values (which have
been shown to identify interesting aspects of dynamics in
cellular automata [2, 5] and stimulus changes in the cat
visual cortex [28]).
III. FORMULATING QUANTITIES IN
CONTINUOUS TIME
A. Background and established quantities
As originally formulated, information dynamics treats
only systems in discrete time. However, many systems
of great interest, not only to complexity research, but
many areas of science are naturally formulated in contin-
uous time. In such systems time series are not indexed
by the integers, but by connected subsets of the real line
such that instead of collections of random variables, one
deals with random functions for which we use notation
XA = {X(t′) : t′ ∈ A} with individual realisations xA.
In previous work [1] we established how to treat the trans-
fer entropy in continuous time. Important consequences
of this work were the recognition that one must consider
a transfer entropy rate, and that this is formulated from
an expectation of a functional that assigns a number to
individual realisations of the process called the pathwise
transfer entropy, T
[t0,t]
Y→X [x[τ,t], y[τ,t)], which represents the
total accumulated predictive capacity transferred from Y
in the context of the history of X , on the interval [t0, t] as
a function of the path realisations x[τ,t] and y[τ,t), with
τ ≤ t0 < t. Importantly, these are constructed from
probability measures on complete paths, emphasising that
quantifications of evolving sequences should make sense
quantitatively and conceptually in the wider context of
them being understood, rigorously, as outcomes of fully
realised stochastic processes. We may summarise this
through the expressions for the transfer entropy rate and
its relation to the pathwise transfer entropy, for a process
with a defined time origin at τ ,
T
[t0,t]
Y→X = E[T
[t0,t]
Y→X [x[τ,t], y[τ,t)]]
=
∫ t
t0
T˙Y→X(t
′)dt′
T˙Y→X(t) =
d
dt
E[T
[t0,t]
Y→X [x[τ,t], y[τ,t)]]
T
[t0,t]
Y→X [x[τ,t], y[τ,t)] = ln
dPX|{Y }[x(t0,t]|x[τ,t0], {y[τ,t)}]
dPX [x(t0,t]|x[τ,t0]]
(6)
where T
[t0,t]
Y→X is the expected, cumulative, ‘transferred’
information on the interval [t0, t] equal to the expected
pathwise transfer entropy or the integral of the trans-
fer entropy rate, T˙Y→X(t), over the interval. This prop-
erty arises from the pathwise transfer entropy explicitly
being the logarithm of a Radon-Nikodym (RN) deriva-
tive between probability measures on x(t0,t]. The central
quantity, the pathwise transfer entropy, exists when such
a RN derivative exists and the measures are absolutely
continuous with respect to each other. One may, non-
rigorously, but safely in most instances, consider such a
quantity to be the ratio of path ‘probabilities’ defined
through the following
dPX|{Y }[x(t0,t]|x[τ,t0], {y[τ,t)}]
dPX [x(t0,t]|x[τ,t0]]
∼
lim
n→∞
n∏
i=0
p(xi+1|x{−k:i}, y{−k:i})
p(xi+1|x{−k:i})
, (7)
where t0 = 0, xi ≡ xi∆t and ∆t = t/(n+1) = −τ/k. We
note the construction of PX|{Y }[x(t0,t]|x[τ,t0], {y[τ,t)}] ∼∏n
i=0 p(xi+1|x{−k:i}, y{−k:i}), emphasising that this
asymptotic product form in general is not equal to
the analogously constructed usual conditional probability
p(x{1:n+1}|x{−k:0}, y{−k:n}).
When dealing with integrated quantities such as the
pathwise transfer entropy, which represents the accumu-
lated transfer of information on the interval, one may
construct a rate in an alternative sense viz.
T˚Y→X = lim
t→∞
1
t− t0
E
[
ln
dPX|{Y }[x(t0,t]|x[τ,t0], {y[τ,t]}]
dPX [x(t0,t]|x[τ,t0]]
]
.
(8)
When the process is stationary we have T˚Y→X = T˙Y→X .
Moreover, in addition, when the process is ergodic it may
be expressed
T˚Y→X = lim
t→∞
1
t− t0
ln
dPX|{Y }[x(t0,t]|x[τ,t0], {yτ,t)}]
dPX [x(t0,t]|x[τ,t0]]
(9)
forming the basis for any empirical estimation methods.
B. Extension to active information storage and
issues
The primary motivation of this paper is to extend
the full description of information processing in intrin-
sic computation, outlined in the previous section, to the
case of continuous time. To do so in keeping with the
above definitions of the transfer entropy rate is straight-
forward: the predictive capacity and subsequent compu-
tational signature is defined over some time interval ∆t,
with mean rates emerging when dividing by ∆t as the
limit ∆t → 0 is taken. Firstly, the local predictive ca-
pacity, before the notion of a rate introduced, is therefore
4captured by
cX = lim
dt→0
ln
p(xt+dt|x[τ,t], y[τ,t])
p(xt+dt)
= lim
dt→0
ln
p(xt+dt|x[τ,t])
p(xt+dt)
+ ln
p(xt+dt|x[τ,t], y[τ,t])
p(xt+dt|x[τ,t])
= aX + tY→X . (10)
A rate of (average) predictive capacity would be then
constructed as follows
C˙X =
d
dt
E[cX ]
= lim
dt→0
1
dt
E
[
ln
p(xt+dt|x[τ,t], y[τ,t])
p(xt+dt)
]
= lim
dt→0
1
dt
E
[
ln
p(xt+dt|x[τ,t])
p(xt+dt)
]
+
1
dt
E
[
ln
p(xt+dt|x[τ,t], y[τ,t])
p(xt+dt|x[τ,t])
]
=
d
dt
E[aX ] +
d
dt
E[tY→X ] (11)
where dE[tY→X ]/dt emerges as the previously defined
transfer entropy rate T˙Y→X and dE[aX ]/dt is an anal-
ogously defined ‘active information storage rate’. How-
ever, there are significant issues associated with this
quantity, dE[cX ]/dt, stemming from the proposed con-
tribution, dE[aX ]/dt.
To understand the problem with such a quantity it is
helpful to reconstruct it in the manner of the definition of
the transfer entropy rate in Eq. (6) through the definition
of a hypothetical ‘pathwise active information storage’.
A
[t0,t]
X [x[τ,t]], viz.
A
[t0,t]
X [x[τ,t]] = ln
dPX [x(t0,t]|x[τ,t0]]
dP∅X [x(t0,t]]
(12)
with
dPX [x(t0,t]|x[τ,t0]]
dP∅X [x(t0,t]]
∼ lim
n→∞
n∏
i=0
p(xi+1|x{−k:i})
p(xi+1)
. (13)
Here the issue emerges: this quantity does not converge
since the limit of the denominator does not lead to a
measure on x(t0,t], i.e. P
∅
X does not exist. It then follows
that a finite active information storage rate, dE[aX ]/dt,
does not exist either. It is instructive to demonstrate
this, and the general problem, with a brief example.
To demonstrate the issue with identifying predictive
capacities and active information storage as currently de-
fined in continuous time we consider a simple Ornstein
Uhlenbeck process in stochastic differential equation form
dxt = −κxtdt+ σdWt, (14)
whereWt is a Wiener process. Since there is no extrinsic
process (i.e. Y ) to consider, the total predictive capacity
of the natural computation is identical to the active in-
formation storage. When formulating such a prediction
we may leave the time horizon over which such a predic-
tion is made to be a free parameter, ∆t. Doing so leads
to a parametric predictive capacity/active information
storage, C
(∆t)
X = A
(∆t)
X given by
A
(∆t)
X = lim
(t−τ)→∞
E
[
ln
p(xt+∆t|x[τ,t])
p(xt+∆t)
]
= E
[
ln
p(xt+∆t|xt)
p(xt+∆t)
]
=
1
2
ln
[
eκ∆t
eκ∆t − e−κ∆t
]
, (15)
which is easily calculated using the well known transi-
tion probability density of the Ornstein-Uhlenbeck pro-
cess [29], detailed in Appendix A1, where it has been
assumed that the process is in the stationary state. If
we attempt to construct a rate in the limit ∆t → 0, it
diverges. Moreover, even an attempt to find an O(1)
quantity in the limit ∆t→ 0 produces a divergent quan-
tity. This has a simple interpretation: with knowledge
of the process’ history, the sampling paths of the process
allow for arbitrary precision in the prediction at smaller
and smaller time horizons. This is reflected in the nu-
merator of aX which tends to a delta function. However,
this contribution is simply unmatched by the uncertainty
without conditioning on the process’ history appearing in
the denominator, which, as a Shannon (differential) en-
tropy, remains bounded independently of the prediction
horizon.
In this sense we see that the active information storage
is actually performing precisely as it should: one can be
infinitely more precise over an infinitesimal time horizon
with knowledge of the process’ history than with an iso-
lated prediction for such processes. This motivates many
additional questions: is such a measure of stored pre-
dictive information appropriate? Can it be decomposed
into divergent and non-divergent terms in the ∆t → 0
limit and do these quantities possess sensible interpreta-
tions that can be meaningfully explored? We take the
position that the active information storage decomposes
into two distinct quantities related to active memory util-
isation and instantaneous predictive capacity. These are
detailed in the subsequent sections.
IV. DECOMPOSITION OF STORED
INFORMATION INTO ACTIVE MEMORY
UTILISATION AND INSTANTANEOUS
PREDICTIVE CAPACITY
Here we posit that in general the active information
storage AX describes a generalised sense of memory util-
isation and is, in fact, comprised of two quantities. The
first is related to memory, understood in an intuitive
5manner, whilst the second does not characterise mem-
ory, but the predictive capacity that is obtained solely
from the current state of the system we term ‘instanta-
neous prediction’. We will demonstrate that these, in
general, describe two distinct features of stochastic pro-
cesses. The quantity that describes memory is a dynami-
cal quantity that possesses a rate which we call the active
memory utilisation rate, M˙X . The instantaneous predic-
tion is a non-dynamical quantity not amenable to descrip-
tion as a rate which we call the instantaneous predictive
capacity, IX , where
AX = IX + M˙Xdt+O(dt
2), (16)
with IX ≥ 0 and M˙X ≥ 0. We point out that M˙dt need
not, however, comprise all O(dt) contributions in AX ,
since IX may have O(dt) components also. We arrive at
such a division through the introduction of the following
postulates designed to construct a quantity M˙X which is
complementary to T˙Y→X :
1. Measures of memory utilisation should assign finite,
unit-less, values to complete path realisations of a
time series/stochastic process.
2. Measures of memory utilisation should be formed
from RN derivatives between equivalent probability
measures1 on path realisations.
3. The active information storage contains memory
utilisation such that any decomposition yields pos-
itive quantities in expectation.
4. The memory utilisation is found bymaximsing such
a component of active information storage such
that the first two postulates are met.
Informally, this is to be interpreted as the requirement
that, regardless of time basis, we should i) be able to
discuss the memory that has been cumulatively utilised
over finite intervals ii) measure memory by comparing the
relative weight assigned to the paths over these intervals
by two models of the behaviour which agree on which
paths are possible and that iii) find the largest mean
contribution that achieves this with the currently existing
measure of information storage which is derived from the,
axiomatically fundamental, predictive capacity.
In order to meet the second and third postulates, we
must decompose AX through the introduction of a new
transition probability, P , that converges to a measure
which is equivalent to p[x[t0,t]], but also describes the
statistics of the process such that it is an ensemble prob-
ability, p, itself. This ensures that it is a component of
1 Equivalent probability measures are those which are absolutely
continuous with respect to each other such that they agree on
which sets of events have zero probability. Informally, this is to
be understood as them agreeing on which realisations are ‘possi-
ble’.
AX , ensuring both IX ≥ 0 and M˙X ≥ 0. To achieve
the first two postulates we must retain the path regular-
ity of the process and thus include xt in the condition
of the transition probability, along with an unspecified
additional component A ⊆ x[τ,t) required for positivity
related to the third postulate. To achieve this we write
AX = lim
dt→0
E
[
ln
p(xt+dt|x[τ,t])
p(xt+dt)
]
= lim
dt→0
E
[
ln
P(xt+dt|x[τ,t])
p(xt+dt)
]
+ E
[
ln
p(xt+dt|x[τ,t])
P(xt+dt|x[τ,t])
]
= lim
dt→0
E
[
ln
p(xt+dt|xt ∪ {A ⊆ x[τ,t)})
p(xt+dt)
]
+ E
[
ln
p(xt+dt|x[τ,t])
p(xt+dt|xt ∪ {A ⊆ x[τ,t)})
]
= IX + M˙Xdt. (17)
The portion explainable as a dynamic memory source,
M˙X , is then separated from the remainder IX by max-
imising M˙X with respect to A such that we have
M˙X = max
A
lim
dt→0
1
dt
E
[
ln
p(xt+dt|x[τ,t])
p(xt+dt|xt ∪ {A ⊆ x[τ,t)})
]
= lim
dt→0
1
dt
E
[
ln
p(xt+dt|x[τ,t])
p(xt+dt|xt)
]
(18)
corresponding to A = ∅ and P(xt+dt|x[τ,t]) = p(xt+dt|xt)
due to the properties of conditioning in mutual informa-
tions.
This then defines the active memory utilisation rate,
leaving the instantaneous predictive capacity to be given
by
IX = lim
dt→0
E
[
ln
p(xt+dt|xt)
p(xt+dt)
]
. (19)
Explicitly, the active memory utilisation vanishes for
Markov, i.e. memoryless, processes. Meanwhile, the in-
stantaneous predictive capacity, whilst not permitting a
rate since the numerator encodes path regularity whilst
the denominator does not, will lie in [0,∞] due to its
form as a mutual information.
A. Active memory utilisation in continuous time
Here we describe in more detail the behaviour and form
of the active memory utilisation in continuous time which
very closely follows the form of the transfer entropy [1].
As with the transfer entropy, whilst Eq. (18) describes
the mean rate of active memory utilisation, a local, or
pointwise rate,
m˙X [t, x[τ,t]] = lim
dt→0
1
dt
ln
p(xt+dt|x[τ,t])
p(xt+dt|xt)
(20)
is not guaranteed to exist, even if M˙X does exist, aris-
ing if x is anywhere non-differentiable. Instead, as with
6the transfer entropy, we must discuss pathwise quantities,
associated with complete path realisations, in order to
associate active memory with individual behaviour. As
such, we consider the accumulated active memory utili-
sation on the interval [t0, t] to be M
[t0,t]
X which may be
written
M
[t0,t]
X =
∫ t
t0
dt′M˙X(t
′) = E
[
M
[t0,t]
X [x[τ,t]]
]
(21)
where M
[t0,t]
X [x[τ,t]] is the pathwise active memory utili-
sation on [t0, t], defined over complete paths as a loga-
rithmic RN derivative between path measures
M
[t0,t]
X [x[τ,t]] = ln
dPX [x(t0,t]|x[τ,t0]]
dP0X [x(t0,t]|xt0 ]
∼ lim
∆t→0
ln
n∏
i=0
p(xi+1|x{−k:i})
p(xi+1|xi)
(22)
where t0 = 0, xi = xi∆t, n = (t/∆t)− 1 and k = −τ/∆t.
As with the transfer entropy, the pathwise active memory
utilisation exists when the relevant RN derivative exists
such that PX and P
0
X are absolutely continuous with re-
spect to each other. We denote the dynamics that emerge
from the measure P0X the Markov marginal dynamics.
This in turn leads to the dual definition of the active
memory utilisation rate
M˙X(t) =
d
dt
E
[
M
[t0,t]
X [x[τ,t]]
]
=
d
dt
E
[
ln
dPX [x(t0,t]|x[τ,t0]]
dP0X [x(t0,t]|xt0 ]
]
. (23)
Again, the alternative rate formulation
M˚X = lim
t−t0→∞
1
t− t0
E
[
ln
dPX [x(t0,t]|x[τ,t0]]
dP0X [x(t0,t]|xt0 ]
]
(24)
behaves as M˚X = M˙X when the process is stationary. If
the process is both stationary and ergodic then this can
be described through the expression
M˚X = lim
t−t0→∞
1
t− t0
ln
dPX [x(t0,t]|x[τ,t0]]
dP0X [x(t0,t]|xt0 ]
(25)
which is of use in empirical scenarios where an ensemble
of realisations may not be available, but the process can
be assumed to be stationary and ergodic.
B. Instantaneous predictive capacity in continuous
time
Here we describe the behaviour of the instantaneous
predictive capacity asymptotically, illustrating this be-
haviour for distinct processes and relating it to the nature
of the processes and their sampling paths. If the active
information storage characterises the predictive capacity
related to the prediction of some symbol xt+dt that is
stored in the history of X , the instantaneous predictive
capacity characterises the residual part of this quantity
once all predictive capacity related to the prediction of
the transition event xt → xt+dt has been identified (by
M˙X). This instantaneous predictive capacity thus ac-
counts for the predictive capacity of the symbol xt+dt
‘stored’ in the current state xt and as such accounts for
the reduction in uncertainty of the state xt+dt given in-
stantaneous properties of the process such as its path
regularity. Such a quantity has been defined in such a
manner that it does not yield a rate and is thus not a dy-
namical quantity in the sense of M˙X or T˙Y→X . A corol-
lary of this is that there exists no such analogous pathwise
quantity I
[t0,t]
X [x[τ,t]], like in the formulation of the active
memory utilisation and transfer entropy, stemming from
the non-existence of the proposed measure P∅X .
Since Markov processes in continuous time possess no
active memory utilisation, such processes have an instan-
taneous predictive capacity equal to their active informa-
tion storage and thus are ideal for study here. Conse-
quently, an example of instantaneous predictive capacity
is the active information storage of the Ornstein Uhlen-
beck process in Eq. (15). We have seen that the active
information storage, and thus instantaneous predictive
capacity, diverges for such a process, but it is finite when
considered as a prediction over some finite time ∆t. As
such we explore the idea that such a quantity can be
characterised by the shape of the function with respect
to ∆t in the vicinity of ∆t→ 0.
We do so by considering an asymptotic expansion
of the instantaneous predictive capacity in the region
∆t → 0 of the prediction horizon and identify terms
in different orders of ∆t, similarly to the identification
of distinct contributions in [30] (wherein the majority of
contributions described behave much like IX since they
cannot be formulated as RN derivatives and thus rates).
As such we axiomatically identify these expected compo-
nents of the instantaneous predictive capacity based on
the following relationships
IIX = lim
∆t→0
I
(∆t)
X = IX
I˙RX = lim
∆t→0
I
(∆t)
X − I
I
X
∆t
, (26)
where analogously to A
(∆t)
X in Eq. (15), we define
I
(∆t)
X = E
[
ln
p(xt+∆t|xt)
p(xt+∆t)
]
. (27)
We denote I˙RX the underlying instantaneous predictive ca-
pacity rate and IIX the non-dynamic instantaneous pre-
dictive capacity. Assuming a common general asymptotic
form [31] about ∆t = 0
I
(∆t)
X ∼ exp[−k∆t
−ν ]
∞∑
i=0
M(i)∑
j=0
cij(ln∆t)
j(∆t)ri , t→ 0+,
(28)
7with k ≥ 0, ν > 0, ri ↑ ∞, we can then identify contribut-
ing components from the asymptotic expansion, which we
observe to contribute for k = 0, such that we have
IIX = lim
∆t→0
∑
i∀ri≤0
M(i)∑
j=0
cij(ln∆t)
j(∆t)ri ,
I˙RX = lim
∆t→0
1
∆t
∑
i∀ri>0
M(i)∑
j=0
cij(ln∆t)
j(∆t)ri . (29)
IIX has the same leading order behaviour as IX and
characterises the contribution to the instantaneous pre-
dictive capacity not amenable to description as a rate,
hence the characterisation as an instantaneous, i.e. non-
infinitesimal, predictive quantity which has no dynamic
analogue. I˙RX is thus the remaining leading order be-
haviour and characterises the continuous predictive in-
fluence of the process’ history in the determination of
future states as it dynamically evolves.
These, quantities, however, are not guaranteed to be
well defined. For instance IIX converges iff cij = 0 ∀ ri <
0, j > 0 and I˙RX converges iff minri>0 ri = 1, and cij = 0
∀ ri > 0, j > 0. When such conditions are not met, the
notion of an instantaneously held contribution and rate
become undefined.
It is instructive to examine such contributions for some
simple processes. For the Ornstein-Uhlenbeck process
detailed above we have ri = i and the following non-
vanishing contributions for i < 2
c00 = (1/2) ln(1/(2κ))
c01 = −
1
2
c10 =
κ
2
, (30)
given by an expansion of Eq. (15), revealing a divergent
instantaneous contribution, but a well defined underlying
rate since there are no j > 0 c1j contributions.
Considering, on the other hand, a process with dif-
ferent path regularity properties, for instance a mas-
ter equation interpretation of the two species conver-
sion process A
k−
⇋
k+
B (with stationary solution PA =
k+/(k−+k+), PB = k−/(k−+k+)), shown in Appendix
A2, yields
c00 = −PA lnPA − PB lnPB
c10 = (k−+k+)
−1k−k+(ln(k−k+)− 2)
c11 = 2(k−+k+)
−1k−k+. (31)
Here we find a finite instantaneous contribution (equal
to the Shannon information), yet an undefined rate.
We can use these contributions to either assign a lim-
iting instantaneous predictive capacity to each process,
in these cases infinity for the Ornstein Uhlenbeck pro-
cess and the Shannon entropy for the master equation
process, or consider the instantaneous predictive capac-
ity asymptotically and compare the contributions. For
instance an Ornstein Uhlenbeck process with a smaller
spring constant κ has an asymptotically faster instanta-
neous contribution IIX , but a smaller underlying rate I
R
X .
It is important to point out that these asymptotic
terms demonstrate how IX is not due to memory in any
traditional sense, thus lending weight to the nomencla-
ture that we have utilised. If, for example, we take the
master equation process associated with Eqs. (31), the
rates k+ and k− might in reality be the Markov marginal
rates of the true rates which may have some deep struc-
ture dependent on the past sequence of transitions such
that one can predict a transition with higher certainty
based on this knowledge of the past. IX cannot detect
this dependence and comprises the leading order contri-
bution in AX . Moreover, it thus follows IX or AX would
therefore always assign larger values to a Markov pro-
cess without such deep structure merely on the basis of
a larger instantaneous Shannon entropy, since the Shan-
non entropy is O(1) and the part of AX which can detect
long range dependence, M˙Xdt, is O(dt).
We point out that the convergence of these instanta-
neous predictive capacity contributions can be seen to be
directly arising from the path regularity of each process.
Processes that possess uncertainty in transitions along
absolutely continuous sampling paths, naturally permit
a rate of information ‘flow’ from the history of the pro-
cess. However, such processes are, by definition, defined
in continuous space and possess vanishing uncertainty in
the ∆t → 0 limit due to the absence of discontinuous
transitions leading to an unmatched contribution in the
form of a differential entropy of a delta function which di-
verges. On the other hand, processes with discrete states
and sampling paths with a countable number of discon-
tinuities, whilst similarly attaining vanishing uncertainty
along their paths, possess a vanishing conditional Shan-
non entropy associated with transitions, leading to well a
defined instantaneously held contribution. However, the
path regularity which which affords such a well defined
instantaneous contribution directly leads to ln(∆t) con-
tributions arising exactly from the discontinuities, which
render the notion of an underlying rate undefined. In
both cases the nature of the path regularity leads to log-
arithmic terms in ∆t in either the instantaneous, IIX , or
rate, I˙RX contributions.
V. RELATION TO OTHER INFORMATION
THEORETIC CONCEPTS
A. Discrete time formalisms
It is instructive to construct the quantities analogous
to IX and M˙X in discrete time and space in order to
further illustrate the differences between them and what
they quantify. In this case, at time n with time origin 0,
8we write
AX = IX +MX
MX = E
[
ln
p(xn+1|x{0:n})
p(xn+1|xn)
]
IX = E
[
ln
p(xn+1|xn)
p(xn+1)
]
, (32)
where MX relates to M˙X in the same way as the trans-
fer entropy, TY→X relates to the transfer entropy rate
T˙Y→X . In this case MX is not a rate, but an O(1) quan-
tity which may be thought of as the active memory utili-
sation associated with the time step n→ n+1. If we posit
a processX = xi taking values xi ∈ X = {0, 1, 2, . . . , N},
but at each time step only allow xi to transition to
xi+1 ∈ {{xi + 1, xi, xi − 1} ∩ X}, this constructs a pro-
cess with a rudimentary path regularity property, dra-
matically restricting the space of complete paths x{0:n}
that are realisable by the process. In this case, because
time has been discretised, AX and IX are finite because
the denominator, p(xn+1), does produce a probability
measure, P∅X , over paths x{0:n}; one where each time
step is i.i.d. However, whilst PX is absolutely continu-
ous with respect to P∅X , the two are not equivalent as
P
∅
X assigns probability to many paths that PX does not,
corresponding to paths that the process does not gen-
erate. Explicitly, P∅X does not account for the property
xi+1 ∈ {{xi + 1, xi, xi − 1} ∩ X}, i.e. it will gener-
ate paths that can transition from any part of the phase
space to any other in one time step. Consequently, in
some steady state such that p(xi) > 0 ∀ xi ∈ X , AX and
IX get larger as N gets larger without bound, since, as
a rough approximation, it is measuring the relative size
of X and {{xi+1, xi, xi− 1} ∩ X}. On the other hand,
MX is constructed from measures that agree on which
paths are possible and so does not have the unbounded
dependence on the size of the state space. As such, one
may loosely consider MX a property of storage associ-
ated with paths x{0:n}, independently of the nature of
the ensemble in the wider phase space and its relation
to any path regularity, whilst IX is a property of stor-
age characterising precisely this property which we may
consider to be the relationship between the ensemble of
paths x{0:n} and the ensemble of states xn. In continuous
time some path regularity is required for the process to
exist and thus the latter component is not expressible as
a rate.
B. Information in continuous space and differential
entropy
Here we provide an analogy between the issues that
we have observed to arise markedly in continuous time
and the well known issues surrounding the generalisation
of Shannon entropy in continuous spaces and attempts
to discuss it with differential entropy [32]. Given a con-
tinuous space, we may consider the information that can
be stored as we increase our ability to resolve the space
by partitioning into smaller and smaller regions. As we
do this it becomes obvious that the information content
of such a variable is, strictly, infinite, following directly
from the arbitrary precision with which the variable in
question can be specified. This is generally not a useful
statement and as such, originally due to Shannon, the
notion of differential entropy entered the field without
any formal derivation, despite certain (grave) problems
associated with it. Indeed it is not clear that such an
object has any specific meaning in and of itself. On the
other hand, relative statements sidestep such issues, are
well formed, finite, and are constructed with relative en-
tropies frequently as Kullback-Leibler (KL) divergences.
However, it is the exception and not the rule that events
in a probability space of some variable are countable and
have non-zero probability such that the variable possesses
a simple Shannon entropy. As such it is not a particularly
demanding claim that if one wants to construct robust,
generalisable quantifications of random behaviour using
information theory (for which we argue computational
primitives of stochastic processes should be an example),
one should always be concerned with how different prob-
ability measures relate to each other naturally through
KL divergences, which are mathematically underpinned
by RN derivatives. For random processes, which are char-
acterised by inter-related collections of random variables
or random functions, if one wants to produce dynamic,
finite quantities, the appropriate measures must concern
the complete paths which the processes generate. An in-
tuitive understanding for this might arise from an appre-
ciation that if one does not compare the full probabilistic
behaviour of paths over an interval, one will not be mean-
ingfully creating a relative measure that accounts for the
additional, and often infinite, precision (and thus infor-
mation) that is available in the specification of complete
random functions, or in the most simple case, in the tim-
ing of events in continuous time.
It is worth emphasising this point. Consider, for in-
stance, a special case, where the random process, X , con-
sists of a single impulse (with value xIt = 1, where It is
the time of the impuse) in a window of length ∆t (where
xt = 0 ∀ t 6= It). The phase space here is discrete, {0,1}:
we cannot distinguish, and therefore cannot encode more
than ln 2 nats of information into the value of the symbol,
but there is further variation that can be exploited due
to its timing. The timing can occur at arbitrary precision
and so we see that the entire process is functionally iden-
tical to a single, continuous, random variable It ∈ [0,∆t]
with a distribution of behaviour entirely captured by a
one variable probability density, p(It = t). It thus fol-
lows that, again, an infinite amount of information could
be stored in such a process, indeed for any duration ∆t.
This is an unavoidable property of the process and, anal-
ogously, whilst one could construct a differential entropy
to characterise this distribution, it would, necessarily, in-
herit all the problems associated with such a quantity in
continuous space.
9If we examine the form of IX we can then understand
why it is not equipped to balance this differential en-
tropy in the sense of a KL divergence and thus return a
convergent relative quantity. The numerator p(xt+dt|xt)
can be iteratively built up into a path probability den-
sity functionally identical to p(It = t), which can be used
to quantify the information content in both the variable
xt and its timing. However, information theoretic quan-
tities based on the denominator, p(xt), are designed to
quantify the information content in the single variable
xt ∈ {0, 1}, i.e. the nature of the impulse. This form has
no ability to relate such an event to the behaviour of the
system at different times and so is agnostic to the tim-
ing of the impulse. This fundamental asymmetry is what
causes I
[t0,t]
X [x[τ,t]] and a rate of instantaneous predictive
capacity to be ill defined and divergent respectively, a re-
sult that can loosely be interpreted as a quantification of
the additional (infinite) information content the impulse
process can leverage from its timing.
This does not mean that quantities that return infini-
ties, such as limdt→0AX/dt and limdt→0 IX/dt
2 are ‘in-
correct’ (we emphasise one, in theory, can store infinite
information in a continuous time process). Rather, in
the context of complete paths in continuous time, they
are probing answers to relatively unhelpful questions akin
to asking the information content of a continuous vari-
able. However, if we change the p(xt) terms that arise in
the construction of these quantities to some other tran-
sition probability p∗(xt+dt|xt), we are creating a relative
measure that accounts for, or balances, this infinite preci-
sion in the timing, just as KL divergences on continuous
spaces account for the infinite precision to which the sym-
bols can be specified. This could correspond to questions
such as ‘how muchmore information can I store using one
probability measure, or coding, over another’. This has a
finite answer and is intimately related to our measure of
memory utilisation. Again, each individual strategy con-
fers infinite information that can be encoded, but there
is a finite relative measure.
C. Excess entropy
A well known measure of information storage is the so-
called excess entropy [33] which, for stationary processes,
is a quantification of the shared or predictive informa-
tion [34] between the semi-infinite past and future with
expression as a mutual information
EX = lim
k→∞
I[x{n−k;n};x{n+1:n+k+1}] (33)
in discrete time and
EX = lim
r→∞
I[x[t−r,t];x(t,t+r]]. (34)
2 We note the quantities AX and IX may be finite, and indeed
meaningful, even if AX/dt or IX/dt are not.
in continuous time, where we naturally consider a time
origin τ → −∞. It should not be under-emphasised that
the excess entropy possesses analogous properties in con-
tinuous time to the active information storage: in general
(but not always) it cannot be expressed as a RN deriva-
tive between equivalent measures over paths. This can be
seen by understanding that the excess entropy contains
the active information storage. For instance, it is known
that, for a stationary process, in discrete time, the active
information storage relates to the excess entropy as per
[5, 35]
EX =
∞∑
k=0
(AX −A
(k)
X )
= AX +
∞∑
k=1
(AX −A
(k)
X ) (35)
where
A
(k)
X = E
[
ln
p(xn+1|x{n−k+1:n})
p(xn+1)
]
, (36)
with A
(k)
X ≤ A
(k+1)
X and A
(0)
X = 0. In continuous time an
analogous relation holds
EX = AX +
∫ ∞
0
ds ∆A˙
(s)
X (37)
where
∆A˙
(s)
X = lim
dt→0
1
dt
(AX −A
(s)
X ) ≥ 0
A
(s)
X = E
[
ln
p(xt+dt|x[t−s,t])
p(xt+dt)
]
. (38)
Consequently, where AX is divergent, it follows that EX
is too. Note, ∆A˙
(s)
X is O(1), despite neither AX or A
(s)
X
individually leading to a well defined rate. This can be
seen by noting that this expression is identical to
EX = AX +
∫ ∞
0
ds ∆M˙
(s)
X (39)
where ∆M˙
(s)
X = ∆A˙
(s)
X , i.e.,
∆M˙
(s)
X = M˙X − M˙
(s)
X
M˙
(s)
X = lim
dt→0
1
dt
E
[
ln
p(xt+dt|x[t−s,t])
p(xt+dt|xt)
]
, (40)
with both M˙X and M˙
(s)
X expected to be convergent rates
since they lead to integrated RN derivatives and where,
typically lims→∞ M˙
(s)
X = M˙X such that
∫∞
0 ds ∆M˙
(s)
X ∈
[0,∞]. Consequently, whilst it may be common to ob-
serve EX = ∞ and AX = ∞ (e.g. for continuous pro-
cesses such as the Ornstein-Uhlenbeck process and gen-
eralisations), their difference, EX − AX , may yet be a
convergent O(1) quantity. And importantly, if it does
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not converge, it relates to the consideration of an infinite
interval and behaviour in M˙
(s)
X which causes the appro-
priate integral on [0,∞] to be divergent, not the non-
equivalence/non-existence of the measures under consid-
eration.
Somewhat reminicent of the discussion in Section VB,
again, we see a situation in which two information the-
oretic measures may be infinite, but possess a relative
difference that is convergent. Explicitly, both EX and
AX can be infinite, but possess a finite difference in the
limit. Indeed, since AX = IX + M˙Xdt this may, again in
the limit, be written
lim
dt→0
EX −AX = lim
dt→0
EX − IX =
∫ ∞
0
ds ∆M˙
(s)
X , (41)
implying that, more specifically, whenever IX diverges,
EX does also such that a finite EX implies a finite (or
vanishing) IX . Further, the quantity in Eq. (41) exists in
the literature as the so-called “elusive” information, [36],
σX = lims→∞ I[x(t,t+s];x[t−s,t)|xt] since∫ ∞
0
ds ∆M˙
(s)
X
= lim
r→∞
dt→0
1
dt
∫ ∞
0
ds E
[
ln
p(xt+dt|x[t−r,t])
p(xt+dt|x[t−s,t])
]
≃ lim
n→∞
∆t→0
r→∞
n∑
i=0
E
[
ln
p(xt|x[t−r,t])
p(xt|x[t−i∆t,t])
]
≃ lim
n→∞
∆t→0
r→∞
n∑
i=0
E
[
ln
p(xt+(i+1)∆t|x[t−r,t+i∆t])
p(xt+(i+1)∆t|x[t,t+i∆t])
]
= lim
r→∞
E
[
ln
dPX [x(t,t+r]|x[t−r,t]]
dPX [x(t,t+r]|xt]
]
, (42)
having assumed stationarity in moving to line three. This
quantity, being a logarithm of an RN derivative between
equivalent measures, is O(1). This, in turn, clarifies
and emphasises a different approach to information the-
oretic quantities in continuous time as opposed to that
offered in, for example, [30]. In our approach one does
not simply scale all quantities one might consider by a
time discretisation parameter, but instead identifies rates
and integrated quantities, treating such quantities differ-
ently. The elusive information, like the expectation of the
pathwise active memory utilisation and pathwise transfer
entropy, is an integrated quantity associated with com-
plete paths and as such is not meaningfully expressed as
a rate with respect to a small time discretisation since
it concerns behaviour that persists far beyond any such
timescale. On the other hand, if the integral that char-
acterises the elusive information does not converge, such
that limdt→0EX − IX =∞, one can construct a rate, in
the alternative sense, with respect to the entire process
by defining, and considering in the limit t→∞,
σ˚X(t) = lim
r→∞
1
t
I[x(t0,t0+t];x[t0−r,t0)|xt0 ], (43)
or perhaps, when considering the explicit growth of the
expected pathwise quantity that underlies σX ,
σ˙X(t) = lim
r→∞
d
dt
I[x(t0,t0+t];x[t0−r,t0)|xt0 ]
= M˙X − M˙
(t)
X , (44)
noting that these quantities are not equivalent. Nowhere,
however, is the quantity limdt→0 σX/dt implicated in the
construction of such rates or expected to converge - for
precisely the same reason it is not expected to for the
quantities T
[t0,t]
Y→X/dt or M
[t0,t]
X /dt. Analogously, it fol-
lows, that EX , AX and IX are natural O(1) quantities
(though they may be infinite) and as such neither should
we consider limdt→0EX/dt etc.
VI. COMPONENTS OF INFORMATION
STORAGE IN JUMP AND NEURAL SPIKING
PROCESSES
With the preceding measures of instantaneous predic-
tive capacity and active memory utilisation set out, we
can describe such quantities in specific systems such that,
when complemented by previous work on transfer en-
tropy, a complete picture of information processing, as
understood by the complementary description of mem-
ory and signalling, can be described. We acknowledge
the parallel description of such processes, in the absence
of extrinsic processes, in [37–40], which ultimately can be
viewed as complementary in the sense of the connection
between excess entropy and the quantities we consider as
per Section VC.
A. Jump processes
In previous work we described how to construct the
relevant pathwise transfer entropy functional for jump
processes for which neural spiking processes are a spe-
cific example [1]. Much of the resulting structure for ac-
tive memory utilisation is analogous, but we reiterate the
key points. We imagine, for simplicity, a discrete state
space x ∈ X . These are then stochastic processes char-
acterised by intermittent transitions between the states
in X and where the states are constant in-between these
transitions. As such a path on the interval [t0, t], x[t0,t],
is characterised by the start and end times t0 and t, its
starting state x0, and the times ti it transitions into the
states xi such that we write x[t0,t] ≡ {t, {ti, xi}
Nx
0 } where
{ti, xi}
Nx
0 ≡ {t0, x0, t1, x1, . . . , tNx , xNx} and where Nx is
the number of transitions in x on the interval.
Any given path realisation then possesses a probability
density [41], constructed with the entire knowledge of the
history of x, given some time origin τ , at each point in
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time
pX [x(t0,t]|x[τ,t0]] =(
Nx∏
i=1
WX [xti |x[τ,ti)]
)
exp
[
−
∫ t
t0
λX [x[τ,t)]
]
(45)
and a probability density constructed with knowledge
only of the current value of x at each point in time
p0X [x(t0,t]|xt0 ]
=
(
Nx∏
i=1
W 0X [xti |x
−
ti
]
)
exp
[
−
∫ t
t0
λ0X [x
−
t ]
]
(46)
where W are transition rates, λ are escape rates and
x−t = limt′րt xt′ such that
WX [xti |x[τ,ti)] = lim
dt→0
1
dt
p(x−ti → xti ∈ [ti, ti + dt]|x[τ,ti))
W 0X [xti |x
−
ti
] = lim
dt→0
1
dt
p(x−ti → xti ∈ [ti, ti + dt]|x
−
ti
)
λX [x[τ,t)] =
∑
x′ 6=x−t ∈X
WX [x
′|x[τ,t)]
λ0X [x
−
t ] =
∑
x′ 6=x−t ∈X
W 0X [x
′|x−t ]. (47)
We note that such quantities may depend on the time
ti or t respectively should the process be non-stationary.
The RN derivative that constitutes the pathwise active
memory utilisation is then the ratio of these two quanti-
ties such that
M
[t0,t]
X [x[τ,t]] = ln
dPX [x(t0,t]|x[τ,t0]]
dP0X [x(t0,t]|xt0 ]
= ln
pX [x(t0,t]|x[τ,t0]]dt1 . . . dtNx
p0X [x(t0,t]|xt0 ]dt1 . . . dtNx
=
Nx∑
i=1
ln
WX [xti |x[τ,ti)]
W 0X [xti |x
−
ti
]
−
∫ t
t0
(λX [x[τ,t′)]− λ
0
X [xt′ ])dt
′.
(48)
As with the transfer entropy, there is a continuous in-
tegral component related to the waiting times between
transitions and Nx instantaneous contributions due to
transitions between states. These instantaneous jumps
are, in this instance, what stop a local rate (in the form
of Eq. (20)), from being well defined. Consequently we
may decompose the total change of M
[t0,t]
X [x[τ,t]] with
time into these two components related to transitions
∆MtX and waiting times M˙
nt
X , the latter of which does
permit a rate, such that
M
[t0,t]
X [x[τ,t]] =
Nx∑
i=1
∆MtX(ti) +
∫ t
t0
dt′ M˙ntX (t
′)
∆MtX(ti) = ln
WX [xti |x[τ,ti)]
W 0X [xti |x
−
ti
]
M˙ntX (t) = λ
0
X [x
−
t′ ]− λX [x[τ,t′)]. (49)
Importantly, since λ0X [x
−
t ] is just a marginalised average
of λX [x[τ,t′)], when the expectation is taken we find
E[M˙ntX (t)] = E
[
λX [x[τ,t)]− λ
0
X [x
−
t ]
]
= 0. (50)
Consequently we may write
E
[
M
[t0,t]
X [x[τ,t]]
]
= E
[
Nx∑
i=1
ln
WX [xti |x[τ,ti)]
W 0X [xti |x
−
ti
]
]
, (51)
and thus
M˙X(t) =
d
dt
E
[
Nx∑
i=1
ln
WX [xti |x[τ,ti)]
W 0X [xti |x
−
ti
]
]
= E
[
(1− δxt,x−t
) ln
WX [xt|x[τ,t)]
W 0X [xt|x
−
t ]
]
, (52)
where δxt,x−t
is the Kronecker delta. The alternative rate
is given by
M˚X = lim
t−t0→∞
1
t− t0
E
[
Nx∑
i=1
ln
WX [xti |x[τ,ti)]
W 0X [xti |x
−
ti
]
]
(53)
equal to M˙X when the process is stationary and we may
write
M˚X = lim
t−t0→∞
1
t− t0
Nx∑
i=1
ln
WX [xti |x[τ,ti)]
W 0X [xti |x
−
ti
]
. (54)
when the process is ergodic.
On the other hand, when considering the instantaneous
predictive capacity, we emphasise, no analogous pathwise
quantity I
[t0,t]
X [x[τ,t]], and as discussed, no rate, exists for
a direct comparison. However the mean rates T˙Y→X and
M˙X that emerge from this description sit alongside the
asymptotic contributions to IX . These contributions are
obtained in Appendix A2, and, for X taking values in a
set of discrete states X , are given by
c00 = −
∑
xt∈X
P (xt) lnP (xt)
c10 =
∑
x
−
t ∈X
∑
xt 6=x
−
t ∈X
P (x−t )W
0
X [xt|x
−
t ]
×
[
ln
W 0X [xt|x
−
t ]P (x
−
t )
P (xt)
− 1
]
c11 =
∑
x−t ∈X
∑
xt 6=x
−
t ∈X
P (x−t )W
0
X [xt|x
−
t ], (55)
which is merely a generalisation of Eq. (31). As such
we acknowledge the limiting value IX(t) is given by the
Shannon entropy of the system at the time t.
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B. Neural spiking processes
We consider an idealisation of neural processes
whereby a realisation of the process consists entirely of in-
distinguishable, non overlapping, events (spikes) of dura-
tion 0 seconds, such that any given path is characterised
entirely by the timings of such events, ti+1 > ti etc., i.e.
a point process. This can be constructed, in the sense
of a stochastic process detailed above, in a number of
ways, but here, rather than follow [1] where X concerned
the number of spikes that occurred since a time origin,
we instead consider the limit of a two state system with
the states, 0 and 1, corresponding to ‘not-spiked’ and
‘spiked’ respectively in the manner of burst noise or a
telegraph process. Since there are only two states we have
WX [xti |x[τ,ti)] = λX [x[τ,ti)] and W
0
X [xti |x
−
ti
] = λ0X [x
−
ti
].
Finally, to achieve the reduction to a point process, we let
λX [x[τ,ti)]x−ti=1
= λ0X [x
−
ti
= 1] such that there is no non-
Markov dependence in the transition that characterises
return to the unspiked state and then we consider the
limit λ0X [x
−
ti
= 1]→∞ such that the transition from the
spiked state to the unspiked state is immediate. These
two conditions ensure that there is no contribution to the
active memory utilisation due to return to the unspiked
state following spikes since
ln
λX [x[τ,ti)]x−ti=1
λ0X [x
−
ti
= 1]
= 0 (56)
and that there is no contribution to the integral compo-
nent from being in the spiked state since as λ0X [x
−
ti
=
1]→∞, x is in state 0 with probability 1, such that
∫ t
t0
(λX [x[τ,t′)]− λ
0
X [x
−
t′ ])dt
′
=
∫ t
t0
(λX [x[τ,t′)]x−
t′
=0 − λ
0
X [x
−
t′ = 0])dt
′. (57)
In this limit we may then characterise the process with a
single transition/escape rate λX [x[τ,t)], with expectation
value λ0X [x
−
t ] = λ
0
X(t) which is understood to be the
conditional spike rate with knowledge of the history of x
and the mean spike rate respectively. In addition, since
the return transitions happen instantaneously we may
now characterise the paths with simply the times of the
spike events x[t0,t] ≡ {t, {ti}
Nx
0 }.
Consequently, for neural spike processes we find
M
[t0,t]
X [x[τ,t]] =
Nx∑
i=1
ln
λX [x[τ,ti)]
λ0X(ti)
−
∫ t
t0
(λX [x[τ,t′)]− λ
0
x(t
′))dt′, (58)
which in turn possesses mean rates
M˚X = lim
t−t0→∞
1
t− t0
E
[
Nx∑
i=1
ln
λX [x[τ,ti)]
λ0X(t)
]
M˙X(t) = E
[
(1− δxt,x−t
) ln
λX [x[τ,t)]
λ0X(t)
]
, (59)
both equal for stationary processes and equal to
M˚X = lim
t−t0→∞
1
t− t0
Nx∑
i=1
ln
λX [x[τ,ti)]
λ0X
(60)
when the process is also ergodic.
The instantaneous predictive capacity for spike pro-
cesses, like with the active memory utilisation, is simply
a special case of that for jump processes. Indeed, as
formulated here, it is a special case of the two species
conversion process in Section IVB with A corresponding
to the unspiked state and B corresponding to the spiked
state with rates k+ = λ0X and k
− = µ in the limit of µ
being taken to infinity such that we have
c00 = lim
p→1
−p ln p− (1− p) ln(1− p)
= 0
c10 = lim
µ→∞
(λ0X(t)+µ)
−1λ0X(t)µ(ln(λ
0
X(t)µ)− 2)
=∞
c11 = lim
µ→∞
2(λ0X(t)+µ)
−1λ0X(t)µ
= 2λ0X(t). (61)
As such we acknowledge the limiting value IX(t) = 0,
noting that this can only emerge here as a consequence
of assigning 0 measure to the spiking phenomena on such
time scales despite the fact that they occur almost surely
in a sufficiently long time interval, and a divergent un-
derlying rate, dominated by terms linear in the mean
Markov intensity of the process. Indeed this limiting
value, IX = 0, in conjuction with the corollary of Eq. (41)
that finite excess entropy, EX , implies finite (or van-
ishing) instantaneous predictive capacity contextualises
other results reporting convergent excess entropy in the
case of point processes [38, 40].
1. A note of caution with respect to empirical estimation
techniques
As with the estimation of the transfer entropy in such
a setting [1], we anticipate that the most efficient estima-
tion of M˙X in this context will emerge when utilising an
estimator designed specifically to utilise inter-spike time
intervals as relevant continuous variables. However, as
with the transfer entropy a time binned approximation,
whilst perhaps inefficient, will, in theory, be able to cap-
ture, in the limit, the behaviour of the above formalism.
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It is here, however, that spike train data can appear to
be uniquely ambiguous when discretised in this fashion
and for which we anticipate possible confusion if not per-
formed carefully. For instance, if one attempts to discre-
tise such that given a time interval [0, t] with Nx spikes
based on a time resolution of ∆t, such that one createsNx
‘spiked’ bins and (t/∆t)−Nx ‘not-spiked’ bins one might
appear to observe a convergent AX ‘rate’ and vanishing
IX ‘rate’ by utilising p(spike) = Nx∆t/t, calculating the
relevant quantities and then taking the limit. But this
is incorrect as it is conflating p(xt+dt) and p(xt+dt|xt).
Intuition as to the origin of the error in this hypothetical
scheme can be gained by realising that there is no dis-
cretisation resolution, ∆t, where a spike event takes up
any more than one bin. Consequently all finite proba-
bility associated with the spiked state is entirely an arte-
fact of the discretisation procedure reflecting the correct
probability p(spike) = 0. I.e. such a discretisation pro-
cedure would be conflating the ‘state’ of being spiked
with associated vanishing probability, with the more ap-
propriate characterisation of a spike as a transition with
associated probability density, with respect to a vanish-
ing time interval, i.e. it would be interpreting p(xt) as a
probability density, when it is not. As such, the quan-
tity Nx∆t/t reflects the probability of a spike any time
within an interval ∆t, based on the history free statistics
of the entire interval [0, t], i.e. λ0X∆t as per the defini-
tion of the transition (spike) rates in Eqs. (47), which
reflects the behaviour of p(xt+dt|xt). Replacing p(xt+dt)
with p(xt+dt|xt) in AX returns M˙Xdt and thus the hypo-
thetical naive calculations of a rate of AX would rather
have been approximations of M˙X .
C. Simple analytical examples
1. Stationary Poisson process with refractory period
Perhaps the most simple, non-trivial, process, X for
which active memory utilisation is present in such a set-
ting is a simple Poisson model of spiking with the in-
troduction of a refractory period following any spike, of
duration ∆x seconds, during which the process cannot
subsequently spike again. Defining tx to be the time of
the most recent spike in X , and thus tx = t − tx as
the time since the last spike in X , we may specify this
through the conditional spike rate
λX [x[τ,t)] = λX(t
x)
=
{
µ tx ≥ ∆x
0 tx < ∆x.
(62)
Calculation of the relevant quantities can be achieved by
exploiting the fact that the process is piece-wise Marko-
vian between refractory periods and must appear Marko-
vian and stationary when constructing the measure P0X .
Consequently, when we calculate λ0X we can simply recog-
nise that the characteristic time frame required to achieve
a single spike following any previous spike is simply
∆x + µ
−1 such that we have
λ0X =
µ
1 + µ∆x
. (63)
Next we can then use these expressions to calculate the
active memory utilisation rate contribution per spike, due
to that spike, varying only in its timing since the previous
spike, given by
lim
t→∞
∫ t
0
exp
[
−
∫ t′
tx
λX(t
′′)dt′′
]
λX(t
′) ln
λX(t
′)
λ0X
dt′
=
∫ ∞
∆x
exp [−µ(t−∆x)]µ ln(1 + µ∆x)dt
= ln(1 + µ∆x). (64)
There are then λ0X of these spike events per unit time,
each with the average contribution above. Further, since
the contribution for non-spiking behaviour must vanish
on average due to Eq. (50), it then follows that the active
memory utilisation rate is
M˙X =
µ ln(1 + µ∆x)
1 + µ∆x
. (65)
We see that µ serves, primarily, to control the number
of spikes per unit time, thus scaling the number of pre-
diction events and therefore the total scale of the active
memory utilisation rate as a simple prefactor in addi-
tion to terms in 1 + µ∆x. Interestingly, however, this
rate exhibits a maximum with respect to ∆x for any
given µ corresponding to ∆x = ∆
max
x = (e − 1)/µ such
that the largest active memory utilisation rate is given
by M˙maxX = µ/e. Note that the form of these expres-
sions, dependent on e, is not due to the choice of base of
the logarithm used here. The existence of this maximum
arises through the balance of two factors: increasing ∆x
increases the contribution per spike through the logarith-
mic term as per Eq. (64), but also reduces the total num-
ber of expected spikes per unit time and thus total rate
through the inverse 1 + µ∆x term. We may also under-
stand this phenomena through the distinguishability of
the processes that correspond to PX and P
0
X . For values
∆x ≪ ∆maxx , the refractory period is not meaningfully
impacting the dynamics such that both appear Poisso-
nian. On the other hand, values ∆x ≫ ∆maxx also make
the two processes, on aggregate, appear similar since,
for the increasingly representative majority of the pro-
cess (the refractory period), they behave as two processes
with an arbitrarily low spike rate, despite the increase in
mean contribution per spike.
Finally, as a spiking process, with a two value state
space with vanishing Shannon entropy, the behaviour of
IX is given by Eq. (61).
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2. Non-stationary event driven spiking process
To illustrate the form of the active memory utilisa-
tion in a marginally more complicated setting we use an
elaborated simple toy model consisting of two spiking
processes, X and Y . We specify Y to be a determin-
istic spike train which spikes regularly with period ∆y.
Noting that we have set the time origin τ = t0 for con-
venience, this means that the process always realises the
specific path y[t0,t) = y
∗
[t0,t)
= {. . . ,−∆y, 0,∆y, 2∆y . . .},
designed in this way to induce non-stationary behaviour
in X . In this way, Y could be considered to be some ex-
ternal stimuli occuring at regular time intervals, trigger-
ing separate trials in the sense of an event driven neural
experiment. Next we specify that X has a probability, c,
of spiking within ∆x seconds of the spike in Y and that
the spike occurs with uniform distribution on the interval
[ty, ty + ∆x] where ty ≤ t is the time of the most recent
spike in Y . Outside of this window X cannot spike. We
also insist on a refractory period of ∆x seconds in the X
neuron during which it cannot spike immediately after
spiking. Finally, we also specify that 2∆x < ∆y such
that there can be no ambiguity in which spike in Y is re-
sponsible for the possible spike in X and only one spike
in X can result from any given spike in Y . A conditional
spike rate that achieves this is given by
λX|Y [x[t0,t), y[t0,t)]
= λX|Y (tx, ty, t)
=
{
c
∆x−c(t−ty)
t < ty +∆x and t ≥ tx +∆x
0 t ≥ ty +∆x or t < tx +∆x,
(66)
where tx ≤ t is the time of the last spike in x. This
is easily observed since the probability of an absence of
spikes on [ty, t], t < ty +∆x, is given by
exp
[
−
∫ t
ty
dt′
c
∆x − c(t′ − ty)
]
= 1−
c(t− ty)
∆x
, (67)
such that the probability density of spiking at time t is
given by
p(t) =
d
dt
c(t− ty)
∆x
=
c
∆x
, (68)
i.e. a uniform distribution. Note that λX|Y can be rewrit-
ten entirely in terms of the variables tx = t − tx and
ty = t − ty, the times since the most recent spike in X
and Y , i.e. from variables encoded into the sequences
of the path histories of X and Y respectively, indepen-
dently of the time, indicating that the behaviour encoded
by λX|Y is time homogeneous. Since Y is deterministic,
the form of the conditional spike rate in terms of X is
trivial. Noting the shorthand
∫
dy[t0,t)p[x[t0,t), y[t0,t)]
≡ pNx,0(t, {t
x}Nx0 ) +
∫ t
t0
dty1 pNx,1(t, {t
x}Nx0 , t
y
0)
+
∫ t
t0
dty1
∫ t
t
y
1
dty2 pNx,2(t, {t
x}Nx0 , {t
y}20)
+
∞∑
i=3
∫ t
t0
dty1 . . .
∫ t
t
y
i−1
dtyi pNx,i(t, {tx}
Nx
0 , {ty}
i
0), (69)
where x[t0,t) ≡ {t, {t
x}Nx0 }, a path consisting of Nx
spikes, pNx,i is the probability density of a joint spike
sequence on [t0, t) with such Nx spikes in X and i spikes
in Y , where tix and t
i
y are the times of the ith spikes in
X and Y respectively, and tx0 = t
y
0 = t0, we may write
λX [x[t0,t)]
=
1
p[x[t0,t)]
∫
dy[t0,t)λX|Y [x[t0,t), y[t0,t)]p[x[t0,t), y[t0,t)]
=
∫
dy[t0,t)λX|Y [x[t0,t), y[t0,t)]
p[x[t0,t)|y[t0,t)]p[y[t0,t)]
p[x[t0,t)]
=
∫
dy[t0,t)λX|Y [x[t0,t), y[t0,t)]
×
p[x[t0,t)|y[t0,t)]
p[x[t0,t)]
δ(y[t0,t) − y
∗
[t0,t)
)
= λX|Y [x[t0,t), y
∗
[t0,t)
]
p[x[t0,t)|y
∗
[t0,t)
]
p[x[t0,t)]
= λX|Y [x[t0,t), y
∗
[t0,t)
], (70)
since p[x[t0,t)] =
∫
dy[t0,t)p[x[t0,t)|y[t0,t)]δ(y[t0,t)−y
∗
[t0,t)
) =
p[x[t0,t)|y
∗
[t0,t)
]. I.e. the joint process with a stationary
dependence in X on a deterministic Y appears as a non-
stationary process in X alone, such that
λX [x[t0,t)] = λX(tx, t)
=


c
∆x−c(t−n∆y)
t ∈ [n∆y, n∆y +∆x]
and t ≥ tx +∆x
0 t /∈ [n∆y, n∆y +∆x]
or t < tx +∆x
,
(71)
with n ∈ Z. Note, in contrast to λX|Y , which can be
written in terms of tx and ty, λX cannot be written solely
in terms of tx and thus retains dependence on the time
t, reflecting induced time inhomogeneity, leading to the
observed non-stationary behaviour. This non-stationary
behaviour is carried into λ0X(t) which is given by consid-
ering the probability of a single spike in [n∆y, (n+1)∆y],
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such that we need only consider tx ≤ t−∆x, viz.
λ0X(t) =
∆x − c(t− n∆y)
∆x
λX(tx, t ∈ [n∆y, n∆y +∆x])
+ cλX(tx, t /∈ [n∆y, n∆y +∆x])
=
{
c
∆x
t ∈ [n∆y, n∆y +∆x]
0 t /∈ [n∆y, n∆y +∆x],
(72)
such that the Markov marginal process cannot determine
whether the process is in its refractory period or not.
Since the process is non-stationary, it follows that M˙X
is not a constant here. Recognising, by construction,
that we have a periodic process Y , an at most one to
one mapping between spikes in Y and X and the prop-
erty that outside of the refractory period, X is piece-
wise Markov, we may, without loss of generality, consider
times n∆y ≤ t < (n+1)∆y, treating n∆y as an effective
time origin. Then, due to the refractory period, there is
only a non-zero contribution for spike histories that have
0 previous spikes in [n∆y, t], thus, again by construction,
satisfying tx ≤ t−∆x. Consequently, we may write
M˙X(t) = E
[
(1− δxt,x−t
) ln
λX [x[t0,t)]
λ0X(t)
]
= exp
[
−
∫ t
n∆y
dt′ λX(tx ≤ t−∆x, t
′)
]
× λX(tx ≤ t−∆x, t) ln
λX(tx ≤ t−∆x, t)
λ0X(t)
=
{
c
∆x
ln ∆x∆x−c(t−n∆y) t ∈ [n∆y, n∆y +∆x]
0 t /∈ [n∆y, n∆y +∆x],
(73)
recovering the general case by once again letting n ∈ Z.
Further, we may consider M˚X , which in this instance is
simply
M˚X = lim
t→∞
1
t
∫ t
0
M˙X(t
′)dt′
=
1
∆y
∫ (n+1)∆y
n∆y
M˙X(t)dt
= ∆−1y (c+ (1− c) ln(1− c)) . (74)
∆y serves simply to control the flow of predictable events
and thus scale the total active memory utilisation rate,
whilst c controls how predictable each event is from the
past of X , with the time dependence statistically identifi-
able in the conditioning in both the dynamics PX and P
0
X .
In this case as c increases, the more likely the refractory
period is required to prevent a subsequent spike such that
the processes characterised by PX and P
0
X become more
distinguishable leading to higher active memory utilisa-
tion. Again, as a spiking process, the behaviour of IX is
given by Eq. (61).
We note that an intrinsic feature of this example, af-
ter Y has been integrated out, has been its time inho-
mogeneity and subsequent non-stationary active mem-
ory utilisation. This has crucially been dependent on the
notions that i) the stochastic behaviour of the process
can be time inhomogeneous (implemented here through
a deterministic external process Y ) and ii) this time in-
homogeneity can be statistically detected. This amounts
to an ability to determine conditional dependence upon
the time of evaluation such that, loosely, one can imag-
ine that when conditioning on the sequence xA, one is
always conditioning on both the history of X and the
time, i.e. {xA,A} and that one can, in theory, draw mul-
tiple realisations of the process starting from the same
time origin. This notion is explored and formalised in
Appendix B along with a discussion of what one should
expect if such time dependence existed, but the ability to
either condition on the time or, equivalently, draw mul-
tiple realisations starting at the same time origin was
unavailable. In short we find that if this is the case, one
always over-estimates both the active memory utilisation
and transfer entropy rates. This is demonstrated for the
specific model considered here in Appendix section B 1
where we find that such an approach over-estimates the
active memory utilisation rate by (c/∆y) ln(∆y/∆x).
D. Full information dynamics description of a
neural spiking model
Here we utilise a numerical model previously imple-
mented in [1], but also calculate the active memory utili-
sation alongside the transfer entropy, demonstrating their
complementary nature, illustrating the behaviour of the
pathwise quantities as a given pair of spike trains unfolds.
In this model a spiking process, Y , follows a simple Pois-
son process characterised by a spike rate λY (note there-
fore, that Y possesses an active memory utilisation rate
of 0). Then the spiking process under consideration, X ,
spikes with a rate λX|Y which depends upon the history
of Y uniquely through the time since the last spike in Y ,
ty,
λX|Y [x[τ,t), y[τ,t)] = λX|Y (t
y)
=


λbaseX t
y /∈ (0, tcut],
λbaseX +m exp
[
− 12σ2
(
ty − tcut2
)2]
ty /∈ (0, tcut],
−m exp
[
− 12σ2
(
tcut
2
)2]
.
(75)
The detailed dependence is illustrated in Fig. (1) where
the behaviour of the pathwise active memory utilisa-
tion and transfer entropy are contrasted on the interval
[0, t], t ∈ [0, 10] assuming a time origin τ = −1 with no
spikes in the history of X or Y on [−1, 0] (not shown)
and that the system is in its stationary state. Explic-
itly, given the spike rate detailed in Eq. (75), we can
identify (here in nats) the precise amount of informa-
tion associated with memory utilisation, M
[0,t]
X [x[−1,t]],
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FIG. 1. Coupled spike trains generated using transition rates in Eq. (75) using λY = 1, λ
base
X = 0.5, m = 5, σ = 0.1, tcut = 1
along with generated and computed values of λX|Y , λX & λ
0
X , resulting pathwise transfer entropy (T
[0,t]
Y→X [x[−1,t], y[−1,t]]),
pathwise active memory utilisation (M
[0,t]
X [x[−1,t]]) and local contributions (∆T
t
Y→X , T˙
nt
Y→X , ∆M
t
X and M˙
nt
X ). We set τ = −1,
matching the maximum historical dependence in λX and λX|Y , and a prior history of an absence of spikes in Y and X is
assumed on the time interval [−1, 0). Sub figures 1, 2 and 6 reprinted and sub figures 3 and 4 adapted with permission from
[Richard E. Spinney, Mikhail Prokopenko and Joseph T. Lizier, Physical Review E, 95, (3), 032319, (2017). [1]] Copyright
2017 by the American Physical Society.
and signalling T
[0,t]
Y→X [x[−1,t], y[−1,t)] on an arbitrary in-
terval [0, t] for the specific spiking behaviour given in the
first two subplots. The calculation ofM
[0,t]
X [x[−1,t]] relies
upon the ability to compute λX [x[−1,t)] and λ
0
X at all
times whereas the calculation of T
[0,t]
Y→X [x[−1,t], y[−1,t)] re-
lies upon the ability to compute λX|Y [x[−1,t), y[−1,t)] and
λX [x[−1,t)] at all times. λX|Y [x[−1,t), y[−1,t)] is specified
by Eq. (75), whilst λ0X , being a constant, since the pro-
cess is stationary, is trivially determined by considering
the mean number of spikes per unit time which is sim-
ply obtained by simulating the process and considering
λ0X = limt→∞Nx/t, where Nx is the number of spikes
in [0, t], since the process is ergodic. Computation of
λX [x[0,t)], however, is non-trivial, requiring a marginal-
isation integration over λX|Y [x[−1,t), y[−1,t)] given the
joint probabilistic behaviour of {x[−1,t), y[−1,t)}. An al-
gorithm to compute this was reported in [1] and utilised
here.
Information associated with other intervals
[t′, t], 0 < t′ < t can be found by con-
sidering M
[0,t]
X [x[−1,t]] − M
[0,t′]
X [x[−1,t′]] and
T
[0,t]
Y→X [x[−1,t], y[−1,t)]− T
[0,t′]
Y→X [x[−1,t′], y[−1,t′)].
Looking at how these quantities evolve in time, we see
discontinuous contributions to both the pathwise trans-
fer entropy and active memory utilisation when X spikes
with continuous contributions in between them. The con-
tributions to transfer entropy and active memory utili-
sation are controlled by the relative sizes of λX|Y and
λX , and, λX and λ
0
X respectively. Positive discontinuous
contributions in transfer entropy occur when λX|Y > λX
immediately preceding a spike in X whilst positive con-
tinuous contributions occur when λX|Y < λX . Similarly,
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positive discontinuous contributions to active memory
utilisation occur when λX > λ
0
X immediately preceding
a spike in X , whilst positive continuous contributions oc-
cur when λX < λ
0
X .
One distinct difference in behaviour between
M
[0,t]
X [x[−1,t]] and T
[0,t]
Y→X [x[−1,t], y[−1,t)] can be ob-
served in the evolution of the continuous contributions
M˙ntX and T˙
nt
Y→X . M˙
nt
X can only respond to changes in
the history of X , whilst T˙ ntY→X can change in response
to the history of both X and Y . Consequently, for this
particular system, we only see discontinuities in M˙ntX
when X spikes, however we observe discontinuities in
T˙ ntY→X when either X or Y spikes since a spike in X
updates λX whilst a spike in Y updates λX|Y .
In the realisation specified above the majority of the
predictive capacity which can be associated with the
full paths is being derived from the additional reduction
in uncertainty Y provides through the transfer entropy,
with a smaller residual predictive capacity being derived
through the history of X through the active memory util-
isation.
Finally, we briefly mention the behaviour of IX , again
given by Eq. (61) with limiting value IX = 0. We can,
however, for the particular numerical example in Fig. (1),
state the numerical coefficient c11 = 2λ
0
X by reporting the
mean Markov spike rate λ0X ≃ 1.2697.
VII. INFORMATION DYNAMICS IN
GENERALISED ORNSTEIN-UHLENBECK
PROCESSES
One of the more striking corollaries of the preced-
ing formalism is that purely Markov processes like the
Ornstein-Uhlenbeck process in Eq. (14), whilst having
non-zero, and indeed divergent, active information stor-
age rates, have a vanishing memory utilisation rate since,
by definition in their construction, they only have depen-
dence on their most recent state. In many respects this is
appealing as the memory utilisation rate then aligns very
closely with the intuitive definition of a Markov process
as being ‘memoryless’.
However, if we couple multiple such Markov processes
together, any individual process will no longer retain the
Markov property due to the feedbacks between the pro-
cesses. A simple example of such a model is that intro-
duced in [42] consisting of two linearly coupled Ornstein-
Uhlenbeck processes with correlated noise viz.
dxt = Axtdt+Bytdt+ VxdW
x
t
dyt = Cxtdt+Dytdt+ VydW
y
t , (76)
where E[dW xt dW
y
t′ ] = ρδ(t − t
′) with ρ ∈ [−1, 1]. The
transfer entropy rate in the steady state of such a system
is calculated in [42] and given by
T˙Y→X
=
|D|
2
(√
1 +
BVy
DVx
(
BVy
DVx
− 2ρ
)
−
(
1 + ρ
BVy
|D|Vx
))
.
(77)
With the transfer entropy and all subsequent quantities,
the symmetry of the process allows us to identify all anal-
ogous quantities associated with Y (T˙X→Y , M˙Y , IY ) by
making the substitutions A↔ D, B ↔ C and Vx ↔ Vy.
To assess the full character of information processing in
this system we wish to also consider M˙x or, equivalently,
M˙x + T˙Y→X . The sum of these quantities is given by
M˙X + T˙Y→X = lim
dt→0
1
dt
E
[
ln
p(xt+dt|xt, yt)
p(xt+dt|xt)
]
, (78)
i.e. a Markov approximation to the transfer entropy
given only the current values of the processes.
This reflects the property
dPX|{Y }
dP0
X
=
dPX|{Y }
dPX
dPX
dP0
X
, since
all the measures are equivalent, allowing us to write, in
terms of pathwise quantities,
M
[t0,t]
X [x[τ,t]] + T
[t0,t]
Y→X [x[τ,t], y[τ,t)]
=M
[t0,t]
X [x[t0,t]] + T
[t0,t]
Y→X [x[t0,t], y[t0,t)]
= ln
dPX|{Y }[x(t0,t]|xt0 , {y[t0,t)}]
dP0X [x(t0,t]|xt0 ]
. (79)
Since both measures are Markovian and generate dy-
namics with the same sampling paths, with the same
quadratic variation etc., we may thus leverage the
Cameron-Martin-Girsanov theorem in recognising
dPX|{Y }[x(t0,t]|xt0 , {y[t0,t)}]
dP0X [x(t0,t]|xt0 ]
= exp
[
1
2
∫ t
t0
f2(xt′ , yt′)dt
′ +
∫ t
t0
f(xt′ , yt′)dW
x
t′
]
, (80)
such that
dM
[t0,t]
X [x[t0,t]] + dT
[t0,t]
Y→X [x[t0,t], y[t0,t)]
=
1
2
f2(xt, yt)dt+ f(yt, yt)dW
x
t , (81)
where
f(x, y) = V −1x (Ax +By − φ(x)), (82)
and where φ(x) corresponds to the drift term in an effec-
tive dynamics which P0X describes, of the form
dxt = φ(xt)dt+ VxdW
x
t . (83)
Note, if we write Zt = exp[−M
[t0,t]
X [x[t0,t]] −
T
[t0,t]
Y→X [x[t0,t], y[t0,t)]], it immediately follows that Zt is a
Martingale, i.e.
Zt = 1−
∫ t
t0
Zt′f(xt′ , yt′)dW
x
t′ , (84)
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FIG. 2. Transfer entropy and active memory utilisation rates for the correlated coupled Ornstein-Uhlenbeck process given by
Eqs. (77) and (86) for varying noise correlation ρ and noise strength in the Y process Vy. We set A = −5, B = 5, C = 1,
D = −2, Vx = 1.
implying E[Zt] = 1, not coincidentally mirroring the pre-
cise form of the so-called fluctuation theorems [43], due
to their analogous construction based on RN derivatives.
The linear nature of the system dictates that the
Markov marginal dynamics are also linear such that we
have
φ(x) = −κeffX x
κeffX =
(A+D)(BC −AD)V 2x
D(A+D)V 2x +B
2V 2y −BVx(CVx + 2ρDVy)
,
(85)
which can simply be read off the marginalised station-
ary distribution of the Fokker-Planck equation associ-
ated with the dynamics in Eq. (76) [42] or found by
marginalising the relevant short time transition probabil-
ities/Greens functions and making appropriate manipu-
lations using the stochastic calculus. From Eq. (80) it
thus follows that
M˙X + T˙Y→X
=
1
2
E[f2(x, y)]
=
(
4(A+D)V 2x
)−1
×
(
B2V 2y +D(A+D)V
2
x −BVx(2DρVy + CVx)
)−1
×B2
(
−B2V 4y + 2B(D −A)ρV
3
y Vx
−((A+D)2 − 2BC − 4ADρ2)V 2x V
2
y
−2C(D −A)ρVyV
3
x − C
2V 4x
)
, (86)
with the active memory utilisation rate being the differ-
ence between Eqs. (86) and (77). The comparison of such
terms yields rich structure even in such a simple system.
Some of this structure is shown in Fig. (2) where the
approach to complete correlation in the noise terms is
shown for different noise strengths in Y . We note that
both the transfer entropy and active memory utilisation
rate, T˙X→Y and M˙Y , diverge whenever Vy → 0 since in
this limit Y becomes a deterministic process such that
the conditions required on RN derivatives for their ex-
istence are not met. In particular we point out the be-
haviour when ρ = 1 where we observe different regimes
in the character of information processing, marked in
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the top right sub figure. In regime I T˙Y→X > 0 whilst
T˙X→Y = 0 and in regime III the opposite behaviour is
observed, T˙X→Y > 0 whilst T˙Y→X = 0. In the remaining
regimes IIa and IIb all the transfer entropy rates are zero.
The transitions between these regimes are marked with
fine dashed lines. Interestingly, at the transitions sepa-
rating regimes I and IIa and IIa and III we see a sharp
discontinuous, but not divergent, peak in the accompa-
nying active memory utilisation rates. The critical value
of the noise strength in Y that separates regimes I and
IIa is given by V crity = DVx/B, whilst the critical value
of the noise strength in Y that separates regimes IIa and
III is given by V crity = CVx/A.
Since the Markov mariginal process is characterised by
Eq. (83), specified with Eq. (85), ie. a simple Ornstein-
Uhlenbeck process as in Eq. (14), the contributions to the
instantaneous predictive capacity, IX , and components
IIX and I˙
R
X , are equal to those in Eq. (30), but with κ =
κeffX from Eq. (85).
VIII. DISCUSSION AND CONCLUSIONS
In this paper we have extended the approach elabo-
rated in [1] for treating transfer entropy in continuous
time to the broader framework of information dynamics.
In doing so we have decomposed the active information
storage into two distinct, positive, quantities called the
active memory utilisation and instantaneous predictive
capacity. The former is complementary to the transfer
entropy and inherits much of the behaviour of transfer
entropy in continuous time: there is a central cumulative
quantity, the pathwise active memory utilisation, asso-
ciated with finite time intervals which possesses a mean
rate at single instances in time. Individual behaviour, or
events, are characterised by the pathwise active memory
utilisation, rather than a local rate, since the pathwise ac-
tive memory utilisation may be discontinuous. The latter
quantity, the instantaneous predictive capacity, retains
the predictive capacity of the process which does not as-
sign finite contributions to individual path realisations,
accounting for fundamental properties of the process such
as the continuity properties of its sampling paths. Fur-
ther, we have offered an asymptotic formalism for dis-
cussing this contribution, highlighting key differences in
its structure for different processes. Since it accounts for
intrinsic properties such as path continuity, which may
lead to infinite predictive capacities, but has been derived
in the context of separately maximising all finite, path-
wise, positive contributions, it is the minimal measure
capable of offsetting similar effects in other measures of
information processing, such as the excess entropy. Do-
ing so reveals the maximum constituent component con-
structed from a cumulative pathwise quantity in the ex-
cess entropy is the so-called elusive information, which
we have clarified should not be treated as a rate, but as
an O(1) quantity independently of the time basis.
We have then constructed such a formalism in the con-
text of jump and neural spiking processes, complement-
ing our previous work [1]. Using this we have demon-
strated how to assess the complete information process-
ing occurring in such a context comprising both mem-
ory and signalling. This has been illustrated in syn-
thetic models of neural spiking demonstrating the qual-
itative behaviour one should expect. Further, we have
shown that the concepts offered here are well defined
in other processes including coupled Ornstein-Uhlenbeck
processes where we report novel and interesting fine
structure in the interplay between memory and sig-
nalling.
As with the transfer entropy, this work offers great
promise particularly within the field of computational
neuroscience where such a formalism lends itself to ef-
ficiently quantifying information processing in such set-
tings. We finish by highlighting two particular conse-
quences of our work in a neuroscience setting. First,
that as per estimation of the transfer entropy for neu-
ral spike trains [1], we anticipate that the most efficient
estimation of M˙X for such processes will emerge when
utilising an estimator utilising inter-spike time intervals
(which completely describe the process) as relevant con-
tinuous variables. Second, that where active information
storage is measured on discrete-time samples of under-
lying continuous-time processes (as is the case in neural
imaging measurements), the active memory utilisation is
the only component that will approach a limiting value
as the discrete time step approaches zero, and so may be
the most appropriate quantity for investigation in such
experiments.
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Appendix A: Selected derivations of results
1. Active information storage of the
Ornstein-Uhlenbeck process
The process described by Eq. (14) permits a well
known solution to its transition probability by considera-
tion of the Green’s function of the corresponding Fokker-
Planck equation, due to the method of characteristics
[29], given by
p
(∆t)
OU (xt+∆t|xt) =
√
κ
piσ2(1− e−2κ∆t)
× exp
[
−
κ(xt+∆t − xte−κ∆t)2
σ2(1− e−2κ∆t)
]
,
(A1)
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consistent with the stationary solution
pOU (xt) =
√
κ
piσ2
exp
[
−
κx2t
σ2
]
∀ t. (A2)
The active information storage is then simply given by
the integral
A
(∆t)
X =
∫ ∞
−∞
dy
∫ ∞
−∞
dx p
(∆t)
OU (y|x)pOU (x) ln
p
(∆t)
OU (y|x)
pOU (y)
,
(A3)
leading to the result in Eq. (15).
2. Instantaneous predictive capacity of discrete
state master equations
Given the master equation on the discrete state space
X ,
P˙ (xi) =
∑
xj 6=xi∈X
W [xi|xj ]P (xj)−W [xj |xi]P (xi), (A4)
we can calculate the instantaneous predictive capacity
over a short time ∆t by considering up to 1 transition
such that
I
(∆t)
X =
∑
xi∈X
∑
xj 6=xi∈X
P (xi)
[
W [xj |xi]∆t ln
W [xj |xi]∆t
P (xj)
+(1− λ[xi]∆t) ln
(1− λ[xi]∆t)
P (xi)
]
+O(∆t2),
(A5)
revealing the contributions
c00 = −
∑
xi∈X
P (xi) lnP (xi)
c10 =
∑
xi∈X
P (xi)
[
λ[xi] (lnP (xi)− 1)
+
∑
xj 6=xi∈X
W [xj |xi] ln
W [xj |xi]
P (xj)
]
=
∑
xi∈X
∑
xj 6=xi∈X
P (xi)W [xj |xi]
[
ln
W [xj |xi]P (xi)
P (xj)
− 1
]
c11 =
∑
xi∈X
∑
xj 6=xi∈X
P (xi)W [xj |xi]. (A6)
The instantaneous predictive capacity for the two species
conversion process, A
k−
⇋
k+
B, utilised in Section IVB
can be derived from the dynamics underlying the master
equation
P˙A = k−PB − k+PA
P˙B = k+PA − k−PB , (A7)
i.e. X = {A,B}, W [A|B] = λ[B] = k−, W [B|A] =
λ[A] = k+ and with stationary solution PA = k−/(k− +
k+), PB = 1−PA = k+/(k−+k+) yielding the coefficients
in Eq. (31).
Appendix B: Conditional and non-stationary
variants
Based on the formulation presented in the main text
it is trivial to generalise, both the transfer entropy and
active memory utilisation, to the conditional case. In dis-
crete time the conditional forms, conditioned upon some
third variable Z are given by
TY→X|Z = E
[
ln
p(xn+1|x{0:n}, y{0:n}, z{0:n})
p(xn+1|x{0:n}, z{0:n})
]
MX|Z = E
[
ln
p(xn+1|x{0:n}, z{0:n})
p(xn+1|xn, z{0:n})
]
(B1)
which is straightforward to generalise to the continuous
time case based on the generalisation of the pathwise
transfer entropy and pathwise active memory utilisation
to the conditional pathwise transfer entropy and condi-
tional pathwise active memory utilisation
T
[t0,t]
Y→X|Z [x[τ,t], y[τ,t), z[τ,t)] =
ln
dPX|{Y,Z}[x(t0,t]|x[τ,t0], {y[τ,t), z[τ,t)}]
dPX|{Z}[x(t0,t]|x[τ,t0], {z[τ,t)}]
M
[t0,t]
X|Z [x[τ,t], z[τ,t)] =
ln
dPX|{Z}[x(t0,t]|x[τ,t0], {z[τ,t)}]
dP0
X|{Z}[x(t0,t]|x[τ,t0], {z[τ,t)}]
(B2)
where, analogously to the above, we may consider
dPX|{Y,Z}[x(t0,t]|x[τ,t0], {y[τ,t), z[τ,t)}]
dPX|{Z}[x(t0,t]|x[τ,t0], {z[τ,t)}]
∼
lim
n→∞
n∏
i=0
p(xi+1|x{−k:i}, y{−k:i}, z{−k:i})
p(xi+1|x{−k:i}, z{−k:i})
dPX|{Z}[x(t0,t]|x[τ,t0], {z[τ,t)}]
dP0
X|{Z}[x(t0,t]|x[τ,t0], {z[τ,t)}]
∼
lim
n→∞
n∏
i=0
p(xi+1|x{−k:i}, z{−k:i})
p(xi+1|xi, z{−k:i})
, (B3)
where, again, t0 = 0, xi ≡ xi∆t and ∆t =
t/(n + 1) = −τ/k. Again we note the gen-
eral construction of path probabilities with the
{} notation to mean PX|{A}[x(t0,t]|x[τ,t0], {A[τ,t)}] ∼∏n
i=0 p(xi+1|x{−k:i}, A{−k:i}) where A is some arbitrary
extrinsic variable or variables in the form of a coincident
time series.
This is, perhaps, not so illuminating in general, how-
ever it allows us to be precise when we discuss non-
stationary transfer entropy and active memory utilisation
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rates. To this end we make it clear that whenever such
quantities are calculated, the time at which any transi-
tion probability is evaluated is also known such that one
can construct them as conditional variants, conditioned
on a third, deterministic, ‘variable’, Tt, taking values t
′
t
equal to the time it is indexed by, i.e. t′t = t. Thus,
by conditioning on T each relevant probability measure
identifies any time dependence. As such, we explicitly
take the following statements to be synonymous
T
[t0,t]
Y→X [x[τ,t], y[τ,t)] ≡ T
[t0,t]
Y→X|T[x[τ,t], y[τ,t), t
′
[τ,t)]
M
[t0,t]
X [x[τ,t]] ≡M
[t0,t]
X|T [x[τ,t], t
′
[τ,t)] (B4)
such that it is only for brevity that T is omitted in their
formulation. We note that since T merely represents the
time index this alters some of the properties associated
with the conditional probabilities used to construct the
RN derivatives, namely that t′A = A and conditioning
on [τ, t] is identical to conditioning on t. Accordingly we
may write the RN derivatives underlying the quantities
as
exp
[
T
[t0,t]
Y→X|T[x[τ,t], y[τ,t), t
′
[τ,t)]
]
=
dPX|{Y,T}[x(t0,t]|x[τ,t0], {y[τ,t), [τ, t)}]
dPX|T[x(t0,t]|x[τ,t0], {[τ, t)}]
∼ lim
n→∞
n∏
i=0
p(xi+1|x{−k:i}, y{−k:i}, i∆t)
p(xi+1|x{−k:i}, i∆t)
exp
[
M
[t0,t]
X|T [x[τ,t], t
′
[τ,t)]
]
=
dPX|{T}[x(t0,t]|x[τ,t0], {[τ, t)}]
dP0
X|{T}[x(t0,t]|x[τ,t0], {[τ, t)}]
∼ lim
n→∞
n∏
i=0
p(xi+1|x{−k:i}, i∆t)
p(xi+1|xi, i∆t)
. (B5)
It is common, however, to assume stationarity in a pro-
cess when these quantities are computed empirically.
This amounts to using the alternative measures Pst
X|{Y },
P
st
X and P
0,st
X , constructed by averaging the probabilis-
tic behaviour experienced at all observed times, assum-
ing equal a priori probabilities with respect to any in-
stance in time. This means that the estimated quanti-
ties converge to different ‘stationary’ quantities denoted
T
st,[t0,t]
Y→X [x[τ,t], y[τ,t]] and M
st,[t0,t]
X [x[τ,t]], and, T˙
st
Y→X and
M˙ stX defined through
T
st,[t0,t]
Y→X [x[τ,t], y[τ,t]] = ln
dPst
X|{Y }[x(t0,t]|x[τ,t0], {y[τ,t)}]
dPstX [x(t0,t]|x[τ,t0]]
∼ lim
n→∞
ln
[
n∏
i=0
pst(xi+1|x{−k:i}, y{−k:i})
pst(xi+1|x{−k:i})
]
= lim
n→∞
ln
[
n∏
i=0
lim
n→∞
∑n
j=−k p(xi+1|x{−k:i}, y{−k:i}, j∆t)∑n
j=−k p(xi+1|x{−k:i}, j∆t)
]
M
st,[t0,t]
X [x[τ,t]] = ln
dPstX [x(t0,t]|x[τ,t0]]
dP0,stX [x(t0,t]|x[τ,t0]]
∼ lim
n→∞
ln
[
n∏
i=0
pst(xi+1|x{−k:i})
pst(xi+1|xi)
]
= lim
n→∞
ln
[
n∏
i=0
lim
n→∞
∑n
j=−k p(xi+1|x{−k:i}, j∆t)∑n
j=−k p(xi+1|xi, j∆t)
]
.
(B6)
I.e. we understand that the empirically computed prob-
abilities, assuming stationarity, will approximate
pst(xi+1|x{−k:i})
= lim
n→∞
1
n+ k + 1
n∑
j=−k
p(xi+1|x{−k:i}, t = j∆t).
(B7)
Clearly, however, if only one or a limited number of sam-
ples are available, this approximation cannot be expected
to accurate, in the general case, however long the sam-
ples, unless, for example, the underlying time variation
in p is periodic or, if controlled by some hidden variable,
that variable evolves ergodically. As such, only when
a process is stationary do we explicitly have T
st,[t0,t]
Y→X =
T
[t0,t]
Y→X and T˙
st
Y→X = T˙Y→X , and,M
st,[t0,t]
X =M
[t0,t]
X and
M˙ stX = M˙X . Moreover, we have formulated the differ-
ence between these quantities in terms of a marginalisa-
tion over an implied process, T. Consequently, treating
this process like any other, we can identify the difference
between the ‘stationary’ and non-stationary quantities as
T˙ stY→X − T˚Y→X = T˙T→X − T˙T→X|Y (B8)
and
M˙ stX − M˚X = T˙
(0)
T→X − T˙T→X (B9)
where, analogously,
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T˙T→X = lim
t→∞
1
t− t0
∫ t
t0
lim
dt→0
1
dt
E
[
ln
p(xt′+dt|x[τ,t′), t
′)
pst(xt′+dt|x[τ,t′))
]
dt′
= lim
t→∞
1
t− t0
∫ t
t0
lim
dt→0
1
dt
E
[
ln
p(xt′+dt|x[τ,t′), t
′)
limt→∞(t− t0)−1
∫ t
t0
p(xt′+dt|x[τ,t′), t′′)dt′′
]
dt′
T˙
(0)
T→X = limt→∞
1
t− t0
∫ t
t0
lim
dt→0
1
dt
E
[
ln
p(xt′+dt|xt′ , t′)
pst(xt′+dt|xt′)
]
dt′
= lim
t→∞
1
t− t0
∫ t
t0
lim
dt→0
1
dt
E
[
ln
p(xt′+dt|xt′ , t′)
limt→∞(t− t0)−1
∫ t
t0
p(xt′+dt|xt′ , t′′)dt′′
]
dt′. (B10)
In particular, if T˙T→X = 0, such that an infinite history
length in X allows us predict equally well with or with-
out a time index, we risk over-estimation of the active
memory utilisation since M˙ stX − M˚X = T˙
(0)
T→X ≥ 0.
It is important to note that it may be challenging, at
least empirically, to identify such a distinction between
stationary and non-stationary formulations, as it requires
us to be able to probe the statistics of the process at
a given time t. The ability to achieve this requires i)
the ability to hypothetically draw multiple samples or
realisations from the generating process starting at the
same time origin ii) implicitly allow access to the time
of evaluation when considering any transition probabil-
ity. Indeed this may be deemed completely impossible in
practice leaving such a question fundamentally ambigu-
ous.
1. Stationary active memory utilsation calculation
for the model utilised in Section VIC 2
We can illustrate the above distinctions and possible
ambiguity by calculating M˙ stX for the process described in
Section VIC 2 and discuss when and how the distinction
between the two calculations would be the same, different
or unknowable. In this system, non-stationary behaviour
is introduced by means of a deterministic variable Y upon
which the behaviour in X depends. The system can be
identified as non-stationary by appealing to an ensemble
of realisations at any given time t. We can, however,
imagine that the time indexing of such an ensemble is
either not known or not knowable, equivalent to the as-
sumption that the system is stationary if the spike rates
were to be constructed empirially from data.
To calculate M˙ stX , therefore, requires calculation of two
analogous spike rates λstX and λ
st,0
X where only the se-
quences of the relevant path histories are known, and
not the time at which they are being evaluated. Cal-
culation of λst,0X is straight forward and amounts to the
aggregated mean spike rate in X , which can either just
be asserted by recognising that there are, on average,
c · (T/∆y) spikes in an interval T in the T →∞ limit or
by writing
λst,0X = limt−t0→∞
1
t− t0
∫ t
t0
λ0X(t
′)dt
=
1
∆y
∫ (n+1)∆y
n∆y
λ0X(t
′)dt′
=
c
∆y
. (B11)
On the other hand, λstX depends on how much path his-
tory is available to condition upon. We will take the limit
of a time origin τ = t0 → −∞, both for simplicity and
because such a condition will dominate in the case t→∞
when considering long time, steady state, behaviour. We
find such behaviour in several steps. First, noting again
the shorthand of Eq. (69), we construct
λstX [x[t0,t)]
=
1
pst[x[t0,t)]
∫
dy[t0,t)λ
st
X|Y [x[t0,t)], y[t0,t)]p
st[x[t0,t), y[t0,t)]
=
∫
dy[t0,t)λX|Y [x[t0,t), y[t0,t)]
pst[x[t0,t)|y[t0,t)]p
st[y[t0,t)]
pst[x[t0,t)]
(B12)
where we have recognised λstX|Y [x[t0,t), y[t0,t)] =
λX|Y [x[t0,t), y[t0,t)] due to the ability to write
λX|Y [x[t0,t), y[t0,t)] independently of t as per Section
VIC 2. Next we consider the form of pst[y[t0,t)]. Recall Y
always realises y∗[t0,t) = {. . . ,−∆y, 0,∆y, 2∆y, . . .} such
that p[y[t0,t)] = δ(y[t0,t) − y
∗
[t0,t)
). pst[y[t0,t)] is then the
probability of the sequence of y∗[t0,t) disassociated with
its timing such that we do not know if we are considering
the probability of the sequence y∗[t0,t) at time t or any
other time. Consequently, pst[y[t0,t)] assigns probability
to every path y[t0,t) that consists of spikes at precise
intervals of ∆y, but is shifted by an arbitrary phase
factor φ ∈ [0,∆y), i.e. y[t0,t) = y
∗
[t0+φ,t+φ)
, according to
the distribution pΦ(φ) (which is necessarily flat given
equal a priori probability at all times, though left general
for completeness and later discussion). I.e. all variation
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in y[t0,t) is through the single parameter φ. Consequently
we have pst[x[t0,t), y[t0,t)] = p
st[x[t0,t)|φ]pΦ(φ) and thus
λstX [x[t0,t)] =
∫ ∆y
0
dφ λX|Y [x[t0,t), φ]
pst[x[t0,t)|φ]pΦ(φ)
pst[x[t0,t)]
.
(B13)
At this point we make the critical claim
lim
t0→−∞
pst[x[t0,t)|φ]pΦ(φ) = lim
t0→−∞
pst[x[t0,t)]δ(φ) (B14)
which is to say, given a long enough past sequence x[t0,t)
there is only a single compatible value of φ. Since the
process is actually generating y∗[t0,t) then this value must
be φ = 0. This can be seen by posing the (inverse) ques-
tion: given an arbitrarily long sequence x[t0,t) (along with
knowledge of its time indexing) does there exist a way of
uniquely determining φ? The answer is yes with it being
obtained by searching the past sequence ofX for the min-
imum interspike interval. In the infinite limit this is the
smallest possible interspike interval. This occurs when
the first of such spikes coincides with the very end of a
possible spiking window following a spike in Y , with tim-
ing t = n∆y+∆x+φ, and the subsequent spike occuring
at the very beginning of the next possible spiking window
following a spike in Y , with timing t = (n + 1)∆y + φ
(with n ∈ Z). Consequently
lim
t0→−∞
λstX [x[t0,t)]
= lim
t0→−∞
∫ ∆y
0
dφ λX|Y [x[t0,t], φ]
pst[x[t0,t]]
pst[x[t0,t]]
δ(φ)
= lim
t0→−∞
λX|Y [x[t0,t], φ = 0]
= λX|Y [x[t0,t], y
∗
[τ,t)]
= λX|Y (tx, ty)
= λX(tx, t), (B15)
i.e. all the predictive capability of λX|Y (and thus λX)
can be gleaned from the history ofX even without knowl-
edge of the current time.
We then use these two stationary transition rates to
construct the average associated with the calculation
of M˙ stX . However, since λ
st,0
X is just a constant and
limt0→−∞ λ
st
X [x[t0,t)] = λX(tx, t), this allows us to greatly
simplify the implied average over all infinitely long paths
x[t0,t) by replacing λ
st
X [x[t0,t)] with λX(tx, t) and integrat-
ing over a single period [n∆y, (n+1)∆y]. As such we find
M˙ stX
= lim
t0→−∞
E
[
(1− δxt,x−t
) ln
λstX [x[t0,t)]
λst,0X
]
= lim
t0→−∞
∫
dx[t0,t)p
st[x[t0,t)]λ
st
X [x[t0,t)]] ln
λstX [x[t0,t)]
λst,0X
=
1
∆y
∫ (n+1)∆y
n∆y
E
[
(1− δxt,x−t
) ln
λX(tx, t)
λst,0X
]
dt
=
1
∆y
∫ (n+1)∆y
n∆y
exp
[
−
∫ t
n∆y
λX(tx ≤ t−∆x, t
′)dt′
]
× λX(tx ≤ t−∆x, t) ln
∆yλX(tx ≤ t−∆x, t)
c
dt
=
1
∆y
∫ n∆y+∆x
n∆y
∆x − c(t− n∆y)
∆x
× λX(tx ≤ t−∆x, t) ln
∆yλX(tx ≤ t−∆x, t)
c
dt
= (∆y)
−1 [(1− c) ln(1− c) + c(1 + ln(∆y/∆x))] .
(B16)
Here we see an additional term as compared to
the non-stationary result such that M˙ stX = M˚X +
(c/∆y) ln(∆y/∆x). This extra contribution over M˙X
arises from the ability of the full dynamics in X to
distinguish whether the system was in the spiking win-
dow, [n∆y, n∆y+∆x] or not over the time homogeneous
Markov marginalisation process, characterised by λst,0X ,
which both cannot detect the refractory period or the
existence of this window. Since limt0→−∞ λX [x[t0,t)] =
λ(tx, t), by definition, T˙T→X = 0, thus illustrating the
specific case M˙ stX ≥ M˚X emerging from Eq. (B9) as
claimed in Section B.
As we have seen, the process described in Section
VIC 2 leads to a disparity between M˙ stX and M˚X due
to the time inhomogeneous spike rate in X , correspond-
ing, in the framework described here, to pΦ(φ) = δ(φ).
However, we can consider simple alterations to this pro-
cess which change this property. Importantly, Eq. (B14)
holds for any pΦ(φ) and thus so does the final relation
in Eq. (B15) with the only exception being that φ need
not equal 0, but that corresponding to whatever value
of φ is drawn from pΦ(φ). As such if we consider a pro-
cess, identical to that in Section VIC 2, but where y[t0,t)
is generated such that it equals y∗[τ+φ,t+φ) with proba-
bility density pΦ(φ) it will have M˙
st
X equal to that in
Eq. (B16) independently of pΦ(φ). Consequently, if we
choose pΦ(φ) = ∆
−1
y , such that Y , and thus X are both
stationary we will have M˚X = M˙X = M˙
st
X , again with
M˙ stX given by Eq. (B16).
Indeed we can give an expression for M˙X for arbitrary
pΦ(φ) other than the pΦ(φ) = ∆
−1
y and pΦ(φ) = δ(φ) we
have already considered. To do this we first extend the
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domain of pΦ(φ) to φ ∈ R such that it is periodic, i.e.
pΦ(φ+ n∆y) with n ∈ Z, but retaining normalisation on
[0,∆y) (i.e.
∫∆y
0
pΦ(φ
′)dφ′ =
∫ φ+∆y
φ
pΦ(φ
′)dφ′ = 1). We
can then write an expression for λ0X(t) as
λ0X(t) =
c
∆x
∫ t
t−∆x
pΦ(φ)dφ (B17)
thus expressing the difference M˙ stX − M˚X as
M˙ stX − M˚X
=
∫ ∆y
0
[
1
∆y
∫ φ+∆y
φ
e−
∫
t
φ
λX (tx≤t−∆x,t
′)dt′
×λX(tx ≤ t−∆x, t) ln
λ0X(t)
λst,0X
dt
]
pΦ(φ)dφ
≥ 0, (B18)
where we have noted a lower bound due to its expression
as a KL divergence, or more particularly, its expression
as T˙
(0)
T→X , due to the fact T˙T→X = 0 as per Eq. (B9).
Continuing, we have,
M˙ stX − M˚X
=
∫ ∆y
0
[
1
∆y
∫ φ+∆x
φ
c
∆x
ln
λ0X(t)
λst,0X
dt
]
pΦ(φ)dφ
=
1
∆y
∫ ∆y
0
f(φ)pΦ(φ)dφ
f(φ) =
∫ φ+∆x
φ
c
∆x
ln
[
∆y
∆x
∫ t
t−∆x
pΦ(φ
′)dφ′
]
dt (B19)
such that
M˙ stX − M˚X =
c
∆y
ln
∆y
∆x
+ ξ, (B20)
with
ξ =
c
∆y∆x
∫ ∆y
0
pΦ(φ)
∫ φ+∆x
φ
ln
[∫ t
t−∆x
pΦ(φ
′)dφ′
]
dtdφ.
(B21)
The contents of the logarithm in ξ always lies in [0, 1],
due to the assertion 2∆x < ∆y in the construction of
the model, and so we have ξ ≤ 0. ξ takes a maximum
value 0 when pΦ(φ) = δ(φ − a), a ∈ [0,∆y), with a = 0
corresponding to the usage in Section VIC2. Due to
Eq. (B18) being a KL divergence, it therefore takes a min-
imum value − c∆y ln
∆y
∆x
corresponding to pΦ(φ) = ∆
−1
y ,
i.e. when the process is stationary, such that
−
c
∆y
ln
∆y
∆x
≤ ξ ≤ 0, (B22)
and in turn
0 ≤ M˙ stX − M˚X ≤
c
∆y
ln
∆y
∆x
. (B23)
It is worth pointing out that such a process, despite being
stationary when pΦ(φ) = ∆
−1
y , would not be ergodic for
any choice of pΦ(φ) since once φ is drawn from the distri-
bution, the process deterministically spikes with period
∆y indefinitely.
Finally, if only one sample, {x[τ,t), y[τ,t)}, is drawn,
however long, from which empirical estimates are to be
formed, then there is fundamental ambiguity as to the
statistical nature of Y and thus how large the over, or
under, estimation of the active memory utilisation rate,
M˙ stX − M˚X , is. If it can be asserted that Y is indeed
drawn from a distribution pΦ(φ), only then may we state
that it is an over-estimation that lies in [0, c∆y ln
∆y
∆x
] as
per the above.
