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Nearly thirty years ago, the United States Supreme Court revaluated the criteria for accepting 
forensic science and expert testimony, challenging Forensic Linguistics to assert itself as a 
reputable science.  Much work has been produced in the interim to that end, but much still needs 
to be accomplished to satisfy the judicial standards.  Computational linguistics has the potential 
to provide that necessary analytical framework. This paper’s intent is two-fold. First, there are 
two competing theories on the proper features necessary to identify an unknown author. Four 
features were drawn from the syntactic computational linguistics tradition and four from 
computational stylometry to measure their predictive ability. Second, two classification models 
were chosen for comparison: linear discriminant analysis and logistic regression. A combination 
of syntactic leaf node frequency and stylometric punctuation characters and NOT contraction 
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1.1 Authorship Identification Analysis and Forensic Linguistics 
 
Forensic linguistics is, at its simplest, the application of linguistic analysis in a legal or 
investigatory context.  From that straightforward definition, the subject undergoes a rather murky 
categorization that is dependent on the disparate fields of linguistics, computer science, and the 
law.  That combination is complex enough even without taking into consideration the many other 
academic areas which have contributed to the field, including “anthropology, communication, 
[...], English, humanities, […], sociology, translation studies” (May, Sousa-Silva, & Coulthard, 
2021: 44), to name a few.  Each bring their own differing traditions, methods, and beliefs about 
what makes effective forensic linguistics. 
There are several major subcategories within the broader field, representing the many ways 
linguistics can be applied to both civil and criminal cases.  Textual analysis is one such 
subcategory, focusing on the linguistic analysis of textual evidence.  Carole E. Chaski identifies 
four major roles that textual analysis plays on the legal stage: 
1. Authorship Identification 
2. Intertextual Relationships 
3. Categorization of Intent1 
4. Author Profiling (Chaski, 2013: 333) 
This paper is an exploration of authorship identification: its methods, its relevance, and its 
fight to transition from an art to a science.  The main premise behind authorship identification is 
that there exist linguistic features that can uniquely identify an author’s idiolect.  Idiolect is “the 
 
1 Categorial examples include texts that can be determined as threatening, suicidal, predatory, or terroristic. 
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language of the individual” which, in theory, can be uniquely identified as “the acquired habits 
and the stylistic features of the personality differs from that of other individuals and in different 
life phases” (Dittmar, 1996: 111).  
Authorship identification, in the context of forensic computational linguistics, is the 
comparison of a questioned document, which is a text with an unknown or disputed author, to 
known documents provided by the suspected authors.  Ideally, universal features would be 
extracted from the sets of known documents and a replicable statistical comparison of these 
features would provide unambiguous identification of the author of the questioned document. 
Realistically, authorship identification is very messy.  One, it is severely understudied.2  Two, 
within the field there are competing schools of thought which clash in their determination of 
which features are useful for analysis and which methodologies offer the best computational 
approach.  Perhaps most damning of all, the court system remains skeptical of both authorship 
analysis and the whole of forensic linguistics. 
1.2 The Current State of Authorship Identification 
 
Prior to 1993, expert testimony was subject to the Frye rule, which was established in the 
1923 Supreme Court case Frye v. United States.  In Frye, the Supreme Court ruled on whether a 
lower court was correct in rejecting expert testimony involving the detection of deception by 
measuring blood pressure.  The lower court’s decision was held as the deception test had not yet 
established itself as a verifiable science.  Thus, the Frye rule was implemented: “Just when a 
 
 
2 In Speaking of Crime: The Language of Criminal Justice, the authors show that one of the primary reasons that 
justices reject linguistic analysis is due to lack of published work in the field and that further research in the field is 
required (Solan & Tiersma, 2005: 149-178). 
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scientific principle or discovery crosses the line between the experimental and demonstrable 
stages is difficult to define. Somewhere in this twilight zone the evidential force of the principle 
must be recognized, and while courts will go a long way in admitting expert testimony deduced 
from a well-recognized scientific principle or discovery, the thing from which the deduction is 
made must be sufficiently established to have gained general acceptance in the particular field in 
which it belongs” (Frye v. United States, 1923). 
Even though Frye stood as the rule for evidentiary and expert testimony for seventy 
years, there was ambiguity in exactly what qualified as “general acceptance.”  The 1993 
Supreme Court case Daubert v. Merrell Dow Pharmaceuticals, Inc. redefined the standards for 
evidence.  In that case, a family sued Dow Pharmaceuticals for birth defects that they claimed 
arose from problems with prenatal medication.  In a battle of experts against experts, the lower 
court ruled that the family’s experts did not meet the standards for “general acceptance.” The 
Supreme Court not only affirmed the lower’s ruling but replaced Frye with stricter guidelines. 
“The Federal Rules of Evidence, not Frye, provide the standard for admitting expert scientific 
testimony in a federal trial” (Daubert v. Merrell Dow Pharmaceuticals, Inc, 1993). 
The Federal Rules of Evidence, specifically Rule 702, defined, and constrained, what was 
permissible in courts: 
“Rule 702. Testimony by Expert Witnesses 
A witness who is qualified as an expert by knowledge, skill, experience, training, or 
education may testify in the form of an opinion or otherwise if: (a) the expert’s scientific, 
technical, or other specialized knowledge will help the trier of fact to understand the 
evidence or to determine a fact in issue; (b) the testimony is based on sufficient facts or 
data; (c) the testimony is the product of reliable principles and methods; and (d) the 
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expert has reliably applied the principles and methods to the facts of the case” 
(Testimony by Expert Witnesses, 2021). 
Where Frye was generally permissive, Daubert emphasized scientific rigor in both the 
evidence that could be presented and the experts who could be called.  Forensic linguistics and 
authorship identification were among the many long-used methods that struggled to meet the 
new criteria.  
In 2000, a case occurred in the New Jersey District Court involving the use of forensic 
linguistics which highlighted the court’s current expectations of the field in a post-Daubert 
world.  In US v. Van Wyk, the court ruled on what aspects of FBI Special Agent James R. 
Fitzgerald’s authorship testimony would be allowed.3  The court found that “Agent Fitzgerald 
may testify to the comparison of characteristics or ‘markers’ between the handwritten and typed 
writings, of which Defendant is known to be the author, and the handwritten and typed writings, 
of which authorship is ‘questioned’ or unknown’ but ‘external’ or extrinsic factors and his 
conclusion as to the author of the ‘questioned’ writings are barred” (US v. Van Wyk, 2000). In 
his testimony, Fitzgerald outlined his methodology, which involved four aspects for analysis: 
1. Punctuation 
2. Orthography or spelling 
3. Grammar 
4. Other (US v. Van Wyk, 2000) 
 
3 Agent Fitzgerald had previously provided authorship analyses on both the Jon Benet Ramsey and the Unabomber 




Even though the testimony was ultimately allowed, the opinion reflected the precarious 
nature of authorship analysis in the modern court. In its search for contemporaneous precedence, 
the Van Wyk court found only three other cases involving the use (or proposed use) of an 
authorship expert. In two of the three cases, the testimony was rejected or relegated to strictly 
investigative purposes.  As to the concerns of those judges, they concluded that the challenges 
facing authorship identification included: “no known rate of error, no recognized standard, no 
meaningful peer review, and no system of accrediting an individual as an expert in the field” (US 
v. Van Wyk, 2000). Therefore, Fitzgerald’s testimony was limited to guiding the jury in textual 
comparison instead of a direct deduction of authorship. 
In a final comment on the state of authorship analysis, The American Board of Forensic 
Document Examiner offers certification for those intending to become questioned document 
examiners.  Their stated role and focus of analysis are: “comparison of handwriting or hand-
printing; detection of alterations, photocopier and computer manipulation; restoration or 
decipherment of erased and obliterated writing; visualization of latent impressions; the 
identification of printing processes; and differentiation of inks’ (ABFDE).  Notably absent are 






2.1 Gathering the Data 
 
In the criminal court, a questioned document is presented to the linguist for examination 
and then compared to known documents by the suspected author. Often the acquisition of known 
documents is difficult, and they are less than ideal for analysis.  As Chaski points out, “[b]revity 
is a fact of life inherent in forensic authorship identification” (Chaski, 2013: 338).  The known 
documents can be much smaller than the large corpora generally involved in linguistic research, 
they can be out of the stylistic and subjective context of the questioned document, and they are 
often misaligned with the prescriptive grammar used for computational analysis. “In actual cases, 
writing exemplars are messy, ungrammatical, unedited, cross-genre, cross-register, and sparse 
because people write naturally, across a range of genres and registers” (Chaski, 2013: 337). 
In research settings, a pool of writings is gathered for analysis. A majority of the 
documents are used as the training set for the predictive model while a few are set aside to serve 
as the test set to establish the validity of that model.  Chaski cautions against using published 
work as it is not reflective of actual forensic work; “exemplars are typically not edited to any 
conventional, newspaper, academic, or industrial standards” (Chaski, 2013: 338). However, if 
the goal of authorship identification is replicable analysis of the features of an idiolect, then the 
analysis should be independent of context. 
A quick aside on the gathering of known documents: Authorship identification requires a 
pool of suspects to draw comparisons.  However, a pool is not always available. Lawrence M. 
Solan and Peter M. Tiersma (2005) document two famous court cases which used authorship 
identification techniques with a sole suspect and gave rise to questions about the effectiveness of 
the system.  In New Jersey v. Hauptmann, Bruno Hauptmann was convicted of the kidnapping 
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and murder of Charles and Anne Morrow Lindbergh’s child.  The trial involved authorship 
analysis of the ransom notes which determined that Hauptmann was the author. In retrospect, 
many of the features that identified Hauptmann may have simply been common features of a 
German immigrant dialect.  The identification of a dialect could potentially lead to false 
attribution of an idiolect (Solan & Tiersma, 2005: 152-153).  
Likewise, in United States v. Kaczynski, the defense argued that the analysis falsely 
ascribed features without assessing their potential co-occurrence in both the common and 
academic grammar.  Also, that the analysis focused on similarities while ignoring key 
differences in style (Solan & Tiersma, 2005: 159-164). A sole suspect, without the comparative 
nature of a set of suspects, can be condemned by linguistic variants that would otherwise be 
explainable. 
Using a predictive model to identify Alice from the set of [Alice, Bob, Charlie] is feasible 
compared to identification from an infinite set, or at least a set of all possible authors. Corpus 
Linguistics is attempting to rectify this issue by providing a set for comparisons, almost like a 
linguistic lineup. The goal of this corpus model is fourfold: ease of processing for computational 
modeling, representation of suspected author’s background, balanced representation of different 
voices in the corpora, and a variety of natural styles and textual categories (Gries, 2021: 1075).  
Acknowledging this frontier, the paper assumes and analyzes a finite set of authors. 
2.1.1 The known documents. 
 
Both the training and test data were drawn from the Supreme Court justice’s published 
opinions (Opinions of the Court, n.d.).  The Supreme Court opinions were chosen due to the ease 
of access to the data sets and the fact that the justices have similar demographic and linguistic 
contexts for which underlying, universal features can be highlighted.  Five examples from recent 
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cases over the past three years were chosen for each of the Supreme Court Justices.  Cases were 
picked randomly to minimize, as much as possible, context-specific language.  That said, an 
effort was made to represent each justice with at least one majority opinion (O) and one 
dissention (D), while the other three known documents were mixes of opinions, dissentions, and 
concurring opinions (CO).  Seven of the Supreme Court Justices were used for the training data: 
Alito (A), Breyer (B), Gorsuch (G), Kagan (K), Roberts (R), Sotomayor (S), and Thomas (T).4 
Table 1: Opinion Categories of Supreme Court Justices5 
 
A B G K R S T 
O 1 2 2 2 3 2 3 
CO 3 0 1 2 0 2 1 
D 1 3 2 1 2 1 2 
 
2.1.2 The questioned documents. 
 
Two cases with at least four justices from the training set were randomly chosen to 
represent two groups (G1 and G2) for the test data. 
G1: Roman Catholic Diocese of Brooklyn, New York v. Cuomo 
1. Gorsuch (GU)- Concurring 
2. Kavanaugh (KvU)- Concurring 
3. Roberts (RU1)- Dissenting 
4. Breyer (BU1)- Dissenting 
 
4 Seven of the nine justices were used for analysis. Justice Kavanaugh (Kv) was used in the test data to study the 
language models predictive effects on an unrepresented author. Justice Barrett, at the time of data collection, had not 
met the five-opinion threshold. 
5 See Appendix A for information about the specific cases used as the known documents. 
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5. Sotomayor (SU1)- Dissenting 
G2: Trump v. Hawaii 
1. Roberts (RU2)- Majority Opinion 
2. Thomas (TU)- Concurring 
3. Breyer (BU2)- Dissenting 
4. Sotomayor (SU2)- Dissenting 
2.2 Feature Selection 
 
Part-of-Speech tagging and N-gram word frequency modeling are two of the most common 
methods of computationally analyzing documents.  They easily provide the quantitative data that 
is required in the criminal justice system after Daubert.  The question then leads to what features 
should be assessed to capture an idiolect.  Chaski, references three approaches to author 
identification: 
1. Forensic computational linguistics 
2. Forensic stylistics 
3. Stylometric computing (Chaski, 2013: 333) 
The first, which is the approach championed by Chaski, is a syntactic one with a heavy focus 
on quantitative, computational analysis. Chaski delineates the final two through the separate 
historic conditions that led to the emergence of each subfield and the different methodologies 
employed, but, in the end, they are both approaches to stylometry.  With the influence of the 
requirements presented by Daubert, quantitative, computational methods are being developed to 
capture the originally qualitative nature of stylometry (McMenamin, 2021: 925-955). Therefore, 




2.2.1 Syntactic computational linguistics 
Chaski’s syntactic analysis focuses on the unique syntax of an author to identify the 
idiolect.  Psycholinguistic research has determined “syntax would be more difficult to imitate 
than lexical choices or spelling and punctuation” (Chaski, 2013: 346). The analysis is also 
intended to be purely quantitative with strict focus on a scientific framework. This method, 
therefor, rejects the qualitative approaches to authorship identification.  For instance, the 
measurement of lexical frequency is replaced by part-of-speech tag counts, which Chaski claims 
offers a more focused analysis. Instead of a vast list of words that occur infrequently, the 
syntactic approach is more interested in the appearance of their categories and the unique 
combinations that are used by the suspected authors. 
Computational part-of-speech tagging is perhaps one of, if not the best, tool for syntactic 
analysis. Even though Chaski warns against using an “off-the-shelf parser” (Chaski, 2013: 341), 
the Natural Language Toolkit (NLTK) for Python has a part-of-speech tagger, nltk.pos_tag 
(NLTK Project, 2021), which was used in this experiment. Implementing the Penn Word 
Treebank tagset, the documents were prepared for syntactic analysis. 
Penn Part-of-Speech Tags: 
1. CC  Coordinating conjunction 
2. CD  Cardinal number 
3. DT  Determiner 
4. EX  Existential there 
5. FW  Foreign word 
6. IN  Preposition or subordinating conjunction 
7. JJ  Adjective  
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8. JJR  Adjective, comparative 
9. JJS  Adjective, superlative 
10. LS  List item marker 
11. MD  Modal 
12. NN  Noun, singular or mass 
13. NNS  Noun, plural 
14. NNP  Proper noun, singular 
15. NNPS  Proper noun, plural 
16. PDT  Predeterminer 
17. POS  Possessive ending 
18. PRP  Personal pronoun 
19. PRP$  Possessive pronoun 
20. RB  Adverb 
21. RBR  Adverb, comparative 
22. RBS  Adverb, superlative 
23. RP  Particle 
24. TO  to 
25. UH  Interjection 
26. VB  Verb, base form 
27. VBD  Verb, past tense 
28. VBG  Verb, gerund or present participle 
29. VBN  Verb, past participle 
30. VBP  Verb, non-3rd person singular present 
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31. VBZ  Verb, 3rd person singular present 
32. WDT Wh-determiner 
33. WP  Wh-pronoun 
34. WP$  Possessive wh-pronoun 
35. WRB Wh-adverb (University of Pennsylvania)6 
Four methods of syntactic feature analysis were used: 
1. Root and Branch Frequency 
Syntax focuses on the inherent structure of sentences.  Regular expression parsing, 
through nltk.RegExParser (NLTK Project, 2021) was used in conjunction with part-of-speech 
tagging, to develop the syntactic framework. At the root is the sentence node (S).  The sentence 
then branches to phrasal nodes: noun phrases (NP), verb phrases (VP), and prepositional 
phrases (PP). This experiment began, perhaps simplistically, with the measure of the frequency 
of sentences per document and phrasal nodes per sentence. 
2. Leaf Node Frequency 
In syntax, phrasal nodes are populated by word categories known as leaf nodes.  For the 
second segment of the analysis, a frequency of these nodes was counted to make the comparisons 
between the known and questioned documents. 
3. Punctuation Tag Frequency 
Chaski proposes that edge punctuation can be a “very good discriminator for some 
authors, […] but a rather poor discriminator for other authors” (Chaski, 2013: 354). The NLTK 
tagger’s punctuation features assessed were: ‘/.’, ‘/,’, and ‘/:’. 
4. Prepositional Phrase Construction Frequency 
 
6 There are 36 part of speech tags, but SYM (Symbols) did not appear in the data. 
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In an earlier work, Who Wrote It? Steps Towards a Science of Authorship Identification, 
Chaski identified the analysis of prepositional phrase structure as a potential predicter of 
authorship (Chaski, 1997: 22). The resulting parsing identified six unique combinations of 
Prepositional Phrases: 
Table 2: Prepositional Phrase Syntactic Structure 
['(PP', '(P', '/IN', ')', '(NP', '/DT', '/JJ', '/JJ', '/NN', ')', ')'] 
['(PP', '(P', '/IN', ')', '(NP', '/DT', '/JJ', '/NN', ')', ')'] 
['(PP', '(P', '/IN', ')', '(NP', '/DT', '/NN', ')', ')'] 
['(PP', '(P', '/IN', ')', '(NP', '/JJ', '/JJ', '/NN', ')', ')'] 
['(PP', '(P', '/IN', ')', '(NP', '/JJ', '/NN', ')', ')'] 
['(PP', '(P', '/IN', ')', '(NP', '/NN', ')', ')'] 
 
2.2.2 Stylometric computational linguistics 
Stylometry is also based on the pursuit of idiolect but has traditionally been a mixture of 
both quantitative and qualitative methods that are unique to the assessment at hand.  Recently, in 
response to Daubert, there has been a renewed focus on establishing proper statistical modeling 
within the field. 
Gerald McMenamin, who literally wrote the book on forensic stylistics in Forensic 
Linguistics: Advances in Forensic Stylistics, defines stylometry as “a reflection of group or 
individual variation in written language” (McMenamin, 2002: xii). Stylometry analyzes both the 
known and questioned texts for style-markers that are unique to the author and exhibit variation 
on the expected linguistic norms. The task is to craft what the philosopher Wittgenstein 
described as a family of resemblances.  There is no single feature or combination of features to 
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identify all idiolects, but instead authorship identification is the discovery of features within 
language that define the individual. 
To provide consistency between these two schools of thought, the NLTK part-of-speech 
tags were used to populate lexical frequency categories. For example, words tagged as JJ, JJR, 
and JJS were compiled into a table representing adjectives.  
1. Adjective Lexical Frequencies 
Solan and Tiersma (2005) cite recent studies that found the use of adjectives and, 
specifically, adverbs to be of use in authorship identification (Solan & Tiersma, 2005: 172-173).  
The first part of the stylometric study was to build a frequency model of adjectives that were 
identified by the NLTK part-of-speech tagger.  Only adjectives that appeared more than once 
were added to the list, both to establish habitual use and to cut down on an already bloated list.  
Still, six hundred and twelve adjectives were found. 
2. Adverb Lexical Frequencies 
The second part of the stylometric study focused on adverb frequency.  As there are 
fewer adverbs in the lexicon on average, the minimum boundary was eliminated.  This produced 
the still sizable list of four hundred and eighty-three adverbs. 
3. Punctuation Character Frequency 
In perhaps the most direct comparison between the two methods, punctuation frequency 
was again assessed, this time with the characters themselves. The original three punctuation tags 




Table 3: Relation between Punctuation Tags and Characters 







4. Not Contraction Frequency 
In his textbook, McMenamin uses the variation between can not, cannot, and can’t as an 
example of frequency measurement (McMenamin, 2002: 139).  This concept was extended to an 




Table 4: Not Contractions 
are not aren't 
cannot can't 
could not couldn't 
did not didn't 
do not don't 
does not doesn't 
had not hadn't 
has not hasn't 
have not haven't 
is not isn't 
was not wasn't 
were not weren't 
would not wouldn't 
 
NOT Contractions were measured as the use of the contracted variant when a NOT 
phrase occurred. 
2.2.3 Comparisons of the methods 
Beyond simply a debate over features, there are inherent differences between the 
approaches.  One major disagreement rests in the relationship between the questioned and known 
documents.  Syntactic analysis treats the assessment as unidirectional.  In the syntactic tradition, 
an idiolect model is built from the known documents for each suspected author based on 
established features and the model is then compared to features from the questioned document.  
The questioned document does not inform the model.  
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In the traditional stylometric analysis, a bidirectional relationship is key to identifying 
similar features between the known and questioned documents. Thus, the comparison is not 
between features across all authors, but the specific features identified between the suspected 
authors and questioned document.  Chaski critiques the nature of stylometry: “[t]his fundamental 
methodological flaw enables a host of problems, all rooted in subjectivity” (Chaski, 2013: 363) 
McMenamin, meanwhile, challenges the purely syntactic approach.: “the identification of a 
context-free set of style markers is not presently a realistic goal for forensic stylistics” as “it is 
not possible to determine what linguistic elements (what on the genome of linguistic competence 
– just allow the metaphor!) will present variation without first observing the language in 
question” (McMenamin, 2021: 949) 
Interestingly, the court in Van Wyk had difficulty differentiating between the language of 
authorship identification: “Forensic stylistics and text analysis both involve the examination of 
text or writing style; the only difference that the Court can glean between forensic stylistics and 
text analysis is that forensic stylistics is specifically geared towards resolving litigated questions 
related to disputed authorship or meaning” (US v. Van Wyk, 2000). Perhaps the concern over 
categorization in authorship identification is purely an academic affair. 
2.3 Statistical Analysis 
 
With features and method of extraction identified, the next task was to decide upon a 
statistical method to compare the known and questioned documents. 
2.3.1 Proportion test 
 
McMenamin recommended the Proportion Test (see Figure 1) as a method for comparing 
Bayesian frequencies of the linguistic features. The z function measures “the sameness or 
difference of a variable expressed in terms of percentages in questioned and known writings” 
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(McMenamin, 2002: 145-147). A two-tailed approach was taken, by assessing the absolute value 
of the z-score, as the proximity of the test data feature to the training data feature was of interest, 
regardless of whether it was greater or less than the known value. 
 
Figure 1: Proportion Test Equation 
In the above equation, n1 represents the count of the feature being assessed in the 
questioned document, n2 the count of the feature in the known documents of a suspect, p1 
represents the frequency of the feature compared to others in its category in the questioned 
document, and p2 represents the frequency in the known document.  A p-score was then 
calculated, which measured the statistical significance of each analyzed feature.  The null 
hypothesis was set: the authors of known (K) and questioned (Q) are different. Thus, the P-score 
that is attributed to the Z-score rejects the null hypothesis when, using the standard measure,  p < 
.05. 
The Proportion Test was applied to all eight of the features in order to provide 
consistency in the comparisons. This served both as a method for analyzing each feature 
individually and as an initial way of reducing features for the next part of the analysis. 
2.3.2 Linear discrimination analysis (LDA) and logistic regression 
 
Linear discrimination analysis (LDA) and logistic regression (LR) are computational 
methods of classifying data in order to predict the category of previously unseen inputs. That is 
ultimately the task of authorship identification: assessing the required features of an idiolect so 
that the questioned document can be accurately categorized. 
LDA and logistic regression, like stylometric and syntactic authorship identification, are 
in pursuit of the same goal through different means.  “Even though the two techniques often 
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reveal the same patterns in a set of data, and both are appropriate for the development of linear 
classification models, the two methods differ in their basic idea, they do so in different ways and 
require different assumptions” (El-habil & El-Jazzar, 2014: 1526-1527).  
Chaski promotes LDA as it “was the best statistical procedure to use for classifying an 
unknown document based on quantitative comparisons of two sets of known documents” (2013: 
p. 352). There is a debate over which method is in fact best for handling multinomial 
classification and, as authorship identification is a multinomial task, it is worth comparing 
accuracy on the same features.  Both logistic regression (Pedregosa, Varoquaux, & al., 
sklearn.linear_model.LogisticRegression, 2011) and LDA (Pedregosa, Varoquaux, & al, 
sklearn.discriminant_analysis.LinearDiscriminantAnalysis, 2011) were implemented in Python 
from the Scikit-learn library. 
2.3.3 K-best feature reduction 
 
The initial feature assessment is perhaps better described as a feature category 
assessment.  Many features exist within each category.  To reduce the number of features, Scikit-
learn’s k-best (Pedregosa, Varoquaux and al, sklearn.feature_selection.SelectKBest) was used, 
implemented with Chi-Square distribution. 
2.4 Preprocessing 
 
Prior to a computational analysis of a text, a work generally undergoes preprocessing to 
both meet the requirements of the software and provide consistent measurements. However, 
normalization could ultimately mask a pertinent identifying feature. For instance, a text may 
undergo case-folding to provide an accurate count of word frequency. If one of the potential 
feature markers includes a unique way of capitalizing certain words, that feature is lost.  In Van 
Wyk, the capitalization of “Police” was a feature marker found in both the known and questioned 
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documents (Solan & Tiersma, 2005: 165), which would have been lost if the text underwent 
case-folding. Overemphasis on preprocessing “is not scientifically acceptable even if it makes 
software run easily, and it undermines the accuracy of any methods that use the ‘preprocessed’ 
data” (Chaski, 2013: 341). These are the minimal normalization techniques that this project’s 
data underwent. 
2.4.1 Headers and footnotes <f> 
 
Each page of the Supreme Court opinions possessed a header containing the case’s 
citation, a page count, and the author of the opinion. These were stripped from the analyzed 
document. The opinions were also divided into sections, not unlike this thesis, with a surprising 
variety of styles.  Ultimately, in the pursuit of universal features, the section headers were 
deleted. 
There was a surprising difference in the use of footnotes among justices.  Footnotes were 
converted into endnotes, to preserve the structure of the paragraph. The footnote index was 
tagged with <f> to calculate frequency. Ultimately, assessing footnote use seemed 
counterintuitive to the pursuit of more generally applicable features and discarded. 
2.4.2 Quotations <q> 
 
The justices provided a wide range of quotations in their writing. These included: 
referencing the case and contemporaneous opinions, citing precedent, using dictionary 
definitions, and, in one case, quoting School House Rock as an example of common knowledge 
of government function (Seila Law LLC v. Consumer Finance Protection Bureau, 2020).   
If the goal of authorship identification is to find the unique feature markers of an 
individual’s language, then the injection of another’s language would skew the results. It could 
be viewed that, in providing a quotation, the author is choosing an extension of their own 
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language, but it was judged that the language of the quote could alter the language model. Thus, 
quotes were replaced to a quotation tag <q>. 
Two issues arose with the replacement of quotes: First, there is a potential loss of context 
in tagging quotations. Block quotes, and single words and phrases were rendered 
indistinguishable, however the use of quotations is unlikely to be a universal feature of an 
idiolect. The second, and of more immediate concern, was that the part-of-speech tagger had to 
adapt to the insertion of the quote tag.  <q> appeared as a wide range of predicted leaf node tags. 
Deletion was effective for isolated quotes but left the intrasentential quotations at risk of 
incorrect tags. 
2.4.3 Emphasis <i> 
 
Upon initial analysis, it quickly became apparent that certain justices chose to emphasize 
words with italics. Emphasis would be applied to both words and phrases. As italicization is 
difficult to preserve when transitioning to a computational model, the <i> tag was used to 
identify the added emphasis. Each phrase was considered a single act of emphasis, marked with a 
single <i>, instead of each word within the phrase. Further, quotations would be artificially 
emphasized by judges and identified by (emphasis added). This was also replaced by <i>. Like 
individual phrases, each emphatic addition to a quote was treated as a single act. Unfortunately, 
emphasis analysis was a feature too far in this study but could very well be a useful style-marker 
in stylometric analysis. 
2.4.4 Other preprocessing issues  
 
Citations were deleted and left untagged. Again, the frequency and use of citations 
seemed unlikely to contribute to universal features. It should be noted that citations were 
delineated by semi-colons, which effected the punctuations counts. 
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The initial text was preserved as much as possible until required by the n-gram frequency 
count. A mid-process normalization was performed based on need while preserving the main text 




3. Authorship Identification Results 
 
3.1 Syntactic Feature Analysis 
 
3.1.1 Root and branch node frequencies 
 
The training data measured the average occurrence of four features: Sentences per 
Document (Avg S/D), Verb Phrases per Sentence (VP/S), Noun Phrases per Sentence (NP/S), 
and Prepositional Phrases per Sentence (PP/S). (See Appendix B).  These features were then 
compared to the questioned documents. (Avg S/D) was immediately abandoned.  First, the 
frequency model conflicted with the proportion test in that the proportion test measures count 
and variation within categories, of which average sentences are in a category alone.  Second, 
Sotomayor was the lower boundary of the set.  Every questioned document in G1 happened to be 
shorter in length (30, 44, 50, 58, 98) than the members of the training data.  Thus, Sotomayor 
was predicted to be the author for that feature in every case. Six out of the nine test cases 
received a p-score of 1, showing the comparisons held no predictive potential and none met the 
p-score threshold for significance.  
Judgement: Root and branch node tags are not predictive features for the justices’ idiolect. 
3.1.2 Leaf node tags 
 
Thirty-five features were used in the initial leaf node model, representing the entirety of 
the Penn Treebank part-of-speech tokens minus SYM, which did not appear in the training data. 
The questioned document features were fed through a static model representing all potential tags.  
This led to situations where a tag neither appeared in the training nor the test data, requiring the 
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training data to undergo add-one smoothing.  After the frequency comparison, the features were 
then reduced to those which showed a statistical significance in at least one author (See Appendix 
C). 
Table 5: Leaf Node Predictions (G1) 
 A B G K R S T 
BU  X      
GU  X    X  
RU  X      
SU    X X X  
KvU   X   X  
 
Table 6: Leaf Node Accuracy (G1) 
 Correct Predictions Resemblance 
BU 4 out of 5 80% 
GU 0 out of 2 0% 
RU 0 out of 4 0% 
SU 1 out of 3 33% 
 
Table 7: Leaf Node Predictions (G2) 
 A B G K R S T 
BU2     X   
RU2 X X      
SU2      X  
TU   X     
 
 
Table 8: Leaf Node Accuracy (G2) 
 Correct Predictions Resemblance 
BU2 0 out of 1 0% 
RU2 0 out of 2 0% 
SU2 1 out of 1 100% 
TU 0 out of 3 0% 
Combining correct predictions, whether individual or contested authorship, resulted in a 
37.5% accuracy rate.  13 tags met the p-score threshold for analysis: CC, CD, EX, JJR, JJS, MD, 
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NNPS, PDT, PRP, VBZ, WDT, WP, and WRB.  Of these, there were two true positives, eight 
false positives, and three were mixed positives (see Figure 2).  
 
Figure 2: True and False Positives in Adjective Proportion 
Two observations: the model overpredicted Breyer in relation to EX.  Over the nine 
questioned documents, EX was considered significant in five analyses.  Only one of those was a 
correct prediction. KvU had the most features (6) with significance found over the largest spread 
of suspected authors (5). 
Judgement: Leaf node tags are a potential predictive feature for justices’ idiolect. 
 
 
3.1.3 Punctuation tag frequency 
 
Three punctuation tags from the NLTK POS tagger were extracted for the experiment: 
‘/.’, ‘,’, and’/:’. The results from this analysis, after being promoted by both Chaski and 
McMenamin, were disappointing. Eight of the nine questioned documents failed to show any 
predictive weight. Only SU1 had variation, as mild as it was, with Sotomayor’s p-score for ‘/.’ = 
.52 and Gorsuch’s p-score for ‘/:’ = .49 (See Appendix D). 






CC CD EX JJR JJS MD NNPS PDT PRP VBZ WDT WP WRB




3.1.4 Prepositional phrase structure frequencies 
 
It was surprising how few variants there were to the noun phrases following prepositional 
phrases. The NP was constructed of a singular noun (NN) preceded by an optional determiner 
(DT) and optional, but potentially multiple, adjectives (JJ). The structure and variation of noun 
phrases within the prepositional phrases can be represented as: 
NP = DT? JJ?+ NN  
While this experiment showed slight improvement over root/branch and punctuation tag 
analysis, these structures flirted with significance while never achieving it (see Appendix E). 
Only Thomas’ use of ['(PP', '(P', '/IN', ')', '(NP', '/DT', '/JJ', '/NN', ')', ')'] had significant similarity 
to the feature’s use in RU1, meeting the p-score threshold with .04. 
Judgement: Prepositional phrase structures are not predictive features for justices’ idiolect. 
3.2 Stylometric Feature Analysis 
 
3.2.1 Adjective lexical frequency 
 
Unigrams were used to model the frequencies of adjective use in the training data. Then, 
comparisons with the test data could be performed to analyze if there were any potential lexical 
habits that could be predicted. After running the proportion test, features that had at least one 
suspected author with a significant p-score were preserved. The use of significant features was 





Table 9: Adjective Lexical Frequency (G1) 
 A B G K R S T 
BU   X     
GU X       
RU X   X X   
SU  X X X    
KvU  X      
 
Table 10: Adjective Lexical Accuracy (G1) 
 Correct Predictions Resemblance 
BU 0 out of 5 0% 
GU 1 out of 9 11.1% 
RU 1 out of 3 33.3% 
SU 0 out of 2 0% 
 
Table 11: Adjective Lexical Frequency (G2) 
 A B G K R S T 
BU X       
RU X       
SU    X    
TU  X      
 
Table 12: Adjective Lexical Accuracy (G2) 
 Correct Predictions Resemblance 
BU 0 out of 5 0% 
RU 1 out of 40 .25% 
SU 1 out of 24 .42% 
TU 2 out of 12 16.7% 
 
None of the questioned document analyses produced a correct and unique author.  
Roberts was co-predicted alongside Alito and Kagan in RU1, with one feature each (Roberts had 
the adjective, MORE, as a feature marker). Three of the questioned cases were incorrectly 
predicted with no significant features identifying the correct author. Also, even with a larger 
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document such as RU2, which contained a higher frequency of both adjectives and significant 
adjectives, Roberts was only identified by a single feature out of forty. 
Table 13: Adjectives with Correct Predictions 









Of note, the adjective NEW was the only feature that correctly predicted two separate 
authors, Breyer and Gorsuch, though it was weighed against Breyer in his other questioned 
document with Gorsuch being identified instead. 
Judgement: Adjective lexical frequency is not a predictive feature for idiolect. 
 
3.2.2 Adverb lexical frequency 
 
Like adjectives, unigrams were used to model the frequencies of adverb use in the 
training data. The adverbs underwent the same analytical process as adjectives in 3.2.1 except for 
the single occurrence deletion. 
Table 14: Adverb Lexical Frequency (G1) 
 A B G K R S T 
BU X X     X 
GU       X 
RU  X      
SU X   X X  X 









Table 15: Adverb Lexical Accuracy (G1) 
 Correct Predictions Resemblance 
BU 2 out of 6 33.3% 
GU 0 out of 8 0% 
RU 0 out of 1 0% 
SU 0 out of 3 0% 
 
Table 16: Adverb Lexical Frequency (G2) 
 A B G K R S T 
BU   X     
RU X       
SU X  X     
TU X       
 
Table 17: Adverb Lexical Accuracy (G2) 
 Correct Predictions Resemblance 
BU 0 out of 2 0% 
RU 2 out of 22 .9% 
SU 1 out of 11 .9% 
TU 2 out of 9 22.2% 
 
Similar to adjectives, no author was correctly and uniquely predicted. Breyer was 
identified by two features in BU1, but alongside Alito and Thomas. Four questioned documents 
were also absent any significant adverbs attributed to an author. 
Table 18: Adverbs with Correct Predictions 













3.2.3 Punctuation frequency 
 
In section 3.1.3, Punctuation tags were analyzed to unsatisfactory results. This 
experiment is similar but focuses on the punctuation characters instead of tags. The three tags 
were ‘/,’, ‘/., and ‘/:’ and five characters were drawn from the tags, as shown in Table 19: 








Table 20: Punctuation Character Frequency 
 A B G K R S T 
SU1   X      
KvU      X  
BU2  X      
 
Within the two groups, three questioned documents met the proportion test for analysis. 
In SU1, the author was incorrectly identified as Breyer via ‘.’.  Sotomayor was predicted to be 
the author of KvU due to the frequency of ‘:’. Finally, Breyer was correctly identified to be the 
author of BU in G2 through ‘;’. 
Many of the other feature category assessments were met with low predictive rates 
through the proportion test, however, where the other examples featuring predominately high p-
score value with infrequent variation between authors, punctuation character frequency showed 
significant variation within frequencies (if not a high frequency of significant measurement). 
(See Appendix H).  
For example, take BU1 (Appendix H Table H.1): 
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‘,’ 1.3176 0.81 
.’'’ 1.0366 0.70 
‘:’ 0.0692 0.06 
‘;’ 0.6930 0.51 
 
Not only does Breyer only slightly miss the prediction threshold for ‘:’, he also possesses 
the lowest z-scores in two additional features: ‘.’ and ‘,’. As to ’;’, Breyer is second only to 
Gorsuch. While not true in all cases, there seems to be a relation between punctuation and 
idiolect that is not captured by the proportion test. Note that the question mark character was 
excluded from further analysis as it was deemed insignificant across every case. 
Judgement: punctuation character frequency is a predictive feature for justices’ idiolect, 
although requiring a different model to capture the relationship. 
3.2.4 NOT contraction frequency 
 
The NOT contraction frequency was perhaps the most dissimilar feature compared to 
others assessed in this paper. For one, contraction analysis is not simple a measure of unigram 
similarity between two documents. It is the measure of a variant form of a word. Thus, the 
analysis required assessing the joint probability of the word and the variant implementation. 
Before discussing the results, it must be noted that there was a sizeable difference between the 




Table 22: Percentage of NOT Contraction in Training 









There is an obvious variance between the authors that regularly use (> 1), infrequently 
use (< 1), and do not use contractions.  This would be an excellent style-marker in a stylometric 
analysis. That said, the only questioned document that possessed the NOT contraction was GU 
with a 22.2% of the contraction variant being used in a NOT phrase.  This would correctly and 
indisputably identify Gorsuch as the author. 
Table 23: Frequency of Contraction Variance by Word 
 Alito Gorsuch Kagan Roberts 
are not 0 0.1667 0 0 
cannot 0 0 0.2 0 
could not 0 0 0 0.1429 
did not 0.0323 0.4615 0 0 
do not 0 0.3333 0.0769 0 
does not 0 0.4 0.0455 0 
has not 0 0 0.3333 0 
is not 0 0.6667 0 0 
was not 0 0.2222 0 0 
were not 0 1 0 0 
 
Not only is the frequency of variation informative, so are the particular words chosen to 
undergo contraction. While Gorsuch is the most prolific user of contractions, including being the 
only author to exclusively use a contracted variant (‘weren’t’), Roberts, who uses contractions 
infrequently, is the only author to use the contracted variant ‘couldn’t’. 
33 
 
While implementing the proportion test to assess the frequency of the use of variants, 
only one of the questioned documents used the NOT contraction. One would assume the model 
would accurately identify Gorsuch, but for the model to run, the data had to undergo smoothing.  
Thus, the division of contraction shifted from regular use, infrequent use, and unused to either 
regular use or infrequent use. Because the probability model includes a chance of contraction and 
due to the general brevity of the documents, the model predicted a five-way identification of: 
Breyer, Kagan, Roberts, Sotomayor, and Thomas (see Appendix I). This is a prime example of 
the dangers of regularizing data. In fitting the data to allow the computational model to run, the 
context of that data was altered, losing its predictive effect. 
Even with the failure of the model to predict Gorsuch, there is some use for the 
proportion test of NOT contraction. While no significant features were identified in any of the 
other cases, frequency patterns did emerge. It seems a count of the bigrams of NOT words may 
be worth further study. 
Judgement: Not contraction variation is a predictive feature for justices’ idiolect, although 
requiring a different model to capture the relationship. 
3.3 Classification Using Features 
 
To summarize the feature analysis of the last two sections, three out of the eight feature 
categories showed promise for idiolect identification. They are: leaf node tags, punctuation 
character frequencies, and NOT contraction variation. This resulted in an initial total of fifty-two 
features: thirty-five leaf node tags, four punctuation characters, and the thirteen NOT contraction 
variants. 
Alito and Kagan were excluded from the pool of suspected authors as they did not author 
any of the questioned documents and KvU was removed from the questioned documents. This 
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left eight documents and five suspected authors with at least one document written by each 
member of the suspected authors. 
Linear discrimination analysis (LDA) and logistic regression (LR) models were built and 
adjusted in parallel to preserve consistency.  The models underwent k-best feature reduction and 
implementation of the standard scaling function, both run through Scikit-learn.  Four of the runs 
are presented, represented by Confusion Matrices and the measures of precision, recall, and F1-
scores. A baseline of 27% was established through a stratified dummy classifier. 
3.3.1 25-best features 
 
Feature reduction was performed with step-wise assessment of the k-best model using 





















18. are not 
19. could not 
20. did not 
21. do not 
22. does not 
23. is not 
24. was not 
25. were not 
3.3.2 Initial run: all 52 features, no scaling 
 
LDA accuracy: 25% 
LR accuracy: 50% 






 B G R S T 
B      
G   1  1 
R 1  1 1  
S    1  






Table 25: Scores for LDA (all features, no scaling) 
 B G R S T 
Precision .00 .00 .33 1.00 .00 
Recall .00 .00 .50 .50 .00 
F1-score .00 .00 .40 .67 .00 
 






 B G R S T 
B 2  1 2  
G  1    
R      
S      
T   1  1 
 
Table 27: Scores for LR (all features, no scaling) 
 B G R S T 
Precision .40 1.00 .00 .00 .50 
Recall 1.00 1.00 .00 .00 1.00 
F1-score .57 1.00 .00 .00 .67 
 
 LDA preformed slightly worse than the baseline, providing an accurate prediction for one 
of the two questioned documents from both Sotomayor and Roberts.  LR nearly doubled the 
baseline, correctly predicting Breyer to be the author of both his questioned documents, Gorsuch, 
and Thomas.  The model overpredicted Breyer as the author of three other questioned 
documents. 
 
3.3.3 25-best selction without scaling 
 
Linear discrimination analysis accuracy: 50% 
 











 B G R S T 
B 1    1 
G  1 1   
R 1  1 1  
S    1  
T      
 
Table 29: Scores for LDA (k-best, not scaled) 
 B G R S T 
Precision .50 .50 .33 1.00 .00 
Recall .50 1.00 .50 .50 .00 
F1-score .50 .67 .40 .67 .00 
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Table 31: Scores for LR (25-best, not scaled) 
 B G R S T 
Precision .50 1.00 .00 1.00 .50 
Recall 1.00 1.00 .00 .50 1.00 
F1-score .67 1.00 .00 .67 .67 
 
 LDA performed significantly better with feature reduction, doubling the correct 
predictions from both the use of all features and the baseline. LR also improved with a 62.5% 
accuracy, which is the ceiling for all runs. Although retaining its bias towards Breyer, LR 
unscaled with feature reduction had the most accurate F1-scores of all runs. 
3.3.4 All 52 features with standard scaling 
 
Linear discrimination analysis accuracy: 62.5% 
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Table 33: Scores of LDA and LR (all features, scaled) 
 B G R S T 
Precision 1.00 .00 1.00 .50 .50 
Recall .50 .00 .50 1.00 1.00 
F1-score .67 .00 .67 .67 .67 
 
 Using the Scikit-learn standard scaling function on both LDA and LR with all features 
resulted in models predicting the exact same result. Accuracy was a 36.5% increase over the 
baseline, with LDA having a 37.5% increase and LR having a 12.5% increase in accuracy over 
projections without scaling. This model resulted in a tie for model accuracy and the second-best 
average of F1-scores. 
3.3.5 25-best selction with standard scaling 
 
Linear discrimination analysis accuracy: 62.5% 
 
Logistic regression model accuracy: 62.5% 
 





 B G R S T 
B 1     
G      
R  1 1   
S 1   2  






Table 35: Scores for LDA and LR (25-best, scaled) 
 B G R S T 
Precision 1.00 .00 .50 .67 .50 
Recall .50 .00 .50 1.00 1.00 
F1-score .67 .00 .50 .80 .67 
. 
Implementing both feature reduction and the standard scaling function resulted in, once 
again, the exact same output between LDA and LR. The only difference between the run 
featuring all features and scaling and this model was that Sotomayor was incorrectly predicted to 
be the author of Gorsuch’s questioned document in the former while Roberts was incorrectly 
predicted to be the author of Gorsuch’s questioned document in the latter. This resulted in a 
slightly worse average of F1-scores. 
Judgement: Logistic regression with feature reduction and no scaling and both models with and 
without feature reduction and scaling resulted in the same, if imperfect, accuracies. Logistic 







This paper analyzed competing methods in authorship identification, specifically feature 
selection as defined in syntactic and stylometric traditions and two classification models for 
predictions: logistic regression and linear discrimination analysis.  
Of the eight feature categories, three were chosen for the experiment by running the 
proportion test to measure significance. One feature was from the syntactic tradition, part-of-
speech categories, and two from stylometry, NOT contraction variants and punctuation character 
frequency. Ultimately, k-best preserved punctuation entirely as a predictive feature while 
reducing leaf node frequency and NOT contraction variation. Regardless of classification models 
and feature choice, maximally five of the eight questioned documents were correctly predicted.  
This should not lead to the conclusion that authorship identification is not possible, but that a 
broader feature pool will likely be required to make accurate predictions. 
Although syntactic and stylometric traditions have their critiques of the other, there is a 
recognition on both sides for the need of quantitative, scientific analysis to meet the Daubert 
criteria. Computational linguistics can provide the necessary analytical tools. Syntactic 
computational linguistics is correct in that the process needs to be unidirectional. The known 
documents are assessed for potential features, a computational model is built, and the questioned 
document is processed for author identification.  Stylometry is correct in that a wide range of 
linguistic analyses can provide the unique features for identification.  
Traditionally, stylometric analysis is the bidirectional process of extracting features 
through the comparison of known and questioned documents.  This led to the judgment that 
stylometry does not possess the requisite scientific rigor. However, stylometric analysis can be 
shifted from comparisons between known and questioned to finding linguistic variation within 
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known documents for comparison that can be built into a classification model. For example, in 
the analysis of NOT contractions, variable frequency was identified as a potential style-marker 
without needing to compare the feature to the questioned documents. This will, of course, lead to 
features that are red herrings, but feature selection would reduce their influence. 
As to the debate between the use of linear discrimination analysis and logistic regression, 
this analysis showed that both provide comparative results. Logistic regression with no scaling 
and feature reduction provided the highest accuracy and F1-scores.  However, the fact that there 
is a debate at all seems strange in this era of computation and automation.  With an appropriate 
corpus of test cases, both models can be run in parallel to either demonstrate the effectiveness of 
one over the other, or at least identify the appropriate contexts for both. 
Regardless, hopefully this paper will play its small part in helping authorship 




5. Afterword: Application of Authorship Identification in False 
Confessions 
A growing concern in criminal justice is the unfortunate pervasiveness of false 
confessions. The Innocence Project found that twenty-six percent of the clients that they helped 
exonerate through DNA evidence had falsely confessed to the crime, with the number rising to 
sixty-eight percent among juveniles (The Innocence Project, 2021).  Internal investigations of 
police interrogation in the United States and Canada estimates the rate of false confessions at 
around five percent (Gaines & Lowrey-Kinberg, 2021: 248). The Prison Policy Institute asserts 
that in 2020, around 2.3 million people are imprisoned at some level of the criminal justice 
system, not including those on parole (Sawery & Wagner, 2020). If the estimates are correct, that 
means around 100,000 people are currently held in custody based on a false confession. 
Authorship identification has the potential to assess the validity of confessions. While the 
systemic and psychological reasons for admitting to a crime that a person did not commit are 
numerous, “the vast majority of false confessions are induced by police investigators 
themselves” (Gaines & Lowrey-Kinberg, 2021: 249). Thus, the pool of suspected authors is 
extremely small: either the confessor or the police interrogators. 
Some research has already been done into false confessions, primarily from stylometric 
traditions. Certain stylistic features have been identified to determine the validity of the 
confessions: 
1. Characteristics of narrative 
2. Absence of justification of crime  
3. Absence of remorseful language (Gaines & Lowrey-Kinberg, 2021: 255-263) 
Other research has shown that the police tend to influence the narrative of a false confession, 
such as providing key facts to bolster the believability of the confession.  However, the language 
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of the police has style-markers unique to their field, traces of which can be found in the 
confession.  This language has specific syntactic and lexical features. For example, the frequent 
use of “and-so” and “and-then” sentence structure (Solan & Tiersma, 2005: 176-178). 
The challenge to forensic linguistics is to be recognized as the expert-driven scientific field 
that it has the potential to be. Contributing to the study of false confessions, which not only 
includes textual analysis but other subdivisions of forensic linguistics such as phonetics and 





Appendix A: Known Document Information 
 
Table 36: The Source Cases 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
Brownback v. King      CO  
Carney v. Adams  O      
Chiafolo v. Washington    O    
Chicago v. Fulton      CO  
Trump v. Mazars USA, LLP     O   
Trump v. New York  D      
Facebook, Inc v. Noah Duguid CO     O  
Germany v. Philipp     O   
Ford Motor Co. v. Montana Eighth Judicial 
Court CO  CO O    
Google LLC, v. Oracle America, Inc  O     D 
Little Sisters of the Poor Saints Peter and 
Paul Home v. Pennsylvania CO   CO   O 
Lomax v. Ortiz-Maquez    O    
McGirt v. Oklahoma   O  D  D 
Our Lady of Guadalupe v. Morrissey-Berru O       
Pereida v. Wilkinson  D O     
Salinas v. United States Railroad Retirement 
Board      O  
Seila Law LLC v. Consumer Protection 
Financial Bureau    CO    
Torres v. Madrid   D  O   
Trump v. Vance D      D 
United States v. Briggs   D     
Uzuegbunam v. Preczewski     D  O 
William P. Barr v. Lee  D    D  
 
Table 37:Phrasal Node Frequencies (Known) 
 
Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
VP/S 0.420691 0.412116 0.418513 0.418499 0.407873 0.404032 0.434572 
NP/S 0.432583 0.442737 0.447539 0.447965 0.446086 0.459265 0.439257 
PP/S 0.146726 0.145147 0.133948 0.133536 0.14604 0.136703 0.126171 









Table 38: Leaf Nodes Frequency (Known) 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 C F C F C F C F C F C F C F 
/CC 557 0.0324 529 0.0247 743 0.0296 688 0.0304 609 0.0278 195 0.0233 372 0.0260 
/CD 91 0.0053 184 0.0086 182 0.0072 185 0.0082 156 0.0071 91 0.0109 133 0.0093 
/DT 2291 0.1331 2670 0.1246 3097 0.1233 2936 0.1295 2873 0.1312 964 0.1153 1675 0.1172 
/EX 30 0.0017 31 0.0014 27 0.0011 22 0.0010 24 0.0011 7 0.0008 11 0.0008 
/FW 8 0.0005 17 0.0008 12 0.0005 1 0.0000 12 0.0005 10 0.0012 7 0.0005 
/IN 2252 0.1308 2736 0.1276 3025 0.1204 2711 0.1196 2840 0.1297 979 0.1171 1709 0.1196 
/JJ 1376 0.0799 1695 0.0791 1999 0.0796 1697 0.0749 1811 0.0827 690 0.0825 1228 0.0859 
/JJR 33 0.0019 59 0.0028 73 0.0029 51 0.0022 34 0.0016 17 0.0020 20 0.0014 
/JJS 17 0.0010 18 0.0008 28 0.0011 29 0.0013 17 0.0008 11 0.0013 16 0.0011 
/LS 2 0.0001 0 0.0000 2 0.0001 0 0.0000 0 0.0000 0 0.0000 0 0.0000 
/MD 274 0.0159 358 0.0167 391 0.0156 302 0.0133 235 0.0107 101 0.0121 182 0.0127 
/NN 3019 0.1754 4005 0.1868 4564 0.1817 3831 0.1690 3864 0.1764 1663 0.1989 2625 0.1837 
/NNP 1095 0.0636 1257 0.0586 1453 0.0578 1826 0.0806 1794 0.0819 539 0.0645 898 0.0628 
/NNPS 39 0.0023 26 0.0012 51 0.0020 64 0.0028 81 0.0037 16 0.0019 27 0.0019 
/NNS 1032 0.0600 1249 0.0583 1537 0.0612 1614 0.0712 1623 0.0741 615 0.0735 948 0.0663 
/PDT 12 0.0007 11 0.0005 32 0.0013 20 0.0009 14 0.0006 8 0.0010 5 0.0003 
/POS 70 0.0041 52 0.0024 59 0.0023 267 0.0118 9 0.0004 11 0.0013 4 0.0003 
/PRP 421 0.0245 560 0.0261 679 0.0270 429 0.0189 376 0.0172 137 0.0164 323 0.0226 
/PRP$ 185 0.0107 186 0.0087 295 0.0117 268 0.0118 209 0.0095 76 0.0091 117 0.0082 
/RB 669 0.0389 1028 0.0480 1365 0.0543 1175 0.0518 955 0.0436 387 0.0463 772 0.0540 
/RBR 8 0.0005 26 0.0012 35 0.0014 52 0.0023 21 0.0010 6 0.0007 21 0.0015 
/RBS 6 0.0003 2 0.0001 8 0.0003 19 0.0008 6 0.0003 7 0.0008 2 0.0001 
/RP 29 0.0017 57 0.0027 51 0.0020 42 0.0019 26 0.0012 9 0.0011 8 0.0006 
/TO 516 0.0300 623 0.0291 796 0.0317 605 0.0267 565 0.0258 273 0.0326 406 0.0284 
/UH 0 0.0000 4 0.0002 5 0.0002 3 0.0001 1 0.0000 0 0.0000 0 0.0000 
/VB 787 0.0457 1054 0.0492 1174 0.0467 946 0.0417 878 0.0401 398 0.0476 637 0.0446 
/VBD 602 0.0350 662 0.0309 800 0.0318 747 0.0330 824 0.0376 253 0.0303 611 0.0428 
/VBG 350 0.0203 467 0.0218 448 0.0178 403 0.0178 449 0.0205 187 0.0224 373 0.0261 
/VBN 470 0.0273 487 0.0227 549 0.0219 406 0.0179 484 0.0221 166 0.0199 283 0.0198 
/VBP 231 0.0134 383 0.0179 379 0.0151 365 0.0161 346 0.0158 138 0.0165 231 0.0162 
/VBZ 496 0.0288 675 0.0315 918 0.0365 712 0.0314 552 0.0252 321 0.0384 462 0.0323 
/WDT 107 0.0062 195 0.0091 117 0.0047 67 0.0030 99 0.0045 49 0.0059 93 0.0065 
/WP 69 0.0040 48 0.0022 90 0.0036 75 0.0033 41 0.0019 8 0.0010 40 0.0028 
/WP$ 4 0.0002 0 0.0000 3 0.0001 12 0.0005 2 0.0001 1 0.0001 0 0.0000 
/WRB 64 0.0037 83 0.0039 137 0.0055 98 0.0043 73 0.0033 29 0.0035 51 0.0036 




Table 39: Edge Punctuation Tag Frequency (Known) 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
/, 0.4715 0.4927 0.45083 0.4361 0.4632 0.48442 0.4311 
/. 0.4709 0.4603 0.5069 0.4938 0.4704 0.45427 0.5098 
/: 0.0576 0.0470 0.0422 0.0701 0.0664 0.06131 0.0591 
 
Table 40: Prepositional Phrase Structure Frequency Legend (Known) 
1 ['(PP', '(P', '/IN', ')', '(NP', '/DT', '/JJ', '/JJ', '/NN', ')', ')'] 
2 ['(PP', '(P', '/IN', ')', '(NP', '/DT', '/JJ', '/NN', ')', ')'] 
3 ['(PP', '(P', '/IN', ')', '(NP', '/DT', '/NN', ')', ')'] 
4 ['(PP', '(P', '/IN', ')', '(NP', '/JJ', '/JJ', '/NN', ')', ')'] 
5 ['(PP', '(P', '/IN', ')', '(NP', '/JJ', '/NN', ')', ')'] 
6 ['(PP', '(P', '/IN', ')', '(NP', '/NN', ')', ')'] 
 
Table 41: Prepositional Phrase Structure Frequency (Known) 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 C F C F C F C F C F C F C F 
1 10 0.030 9 0.019 4 0.009 11 0.027 15 0.034 6 0.032 3 0.011 
2 142 0.433 201 0.430 199 0.429 127 0.309 136 0.307 53 0.279 90 0.344 
3 451 1.375 510 1.092 542 1.168 472 1.148 525 1.185 191 1.005 305 1.164 
4 3 0.009 3 0.006 6 0.013 9 0.022 6 0.014 3 0.016 1 0.004 
5 90 0.274 122 0.261 150 0.323 111 0.270 140 0.316 52 0.274 93 0.355 
6 328 1.000 467 1.000 464 1.000 411 1.000 443 1.000 190 1.000 262 1.000 
Total 1024  1312  1365  1141  1265  495  754  
 
Table 42: Punctuation Character Frequency (Known) 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 C F C F C F C F C F C F C F 
, 818 0.472 1185 0.493 1270 0.451 1157 0.436 1095 0.463 482 0.484 657 0.431 
. 786 0.453 1087 0.452 1395 0.495 1295 0.488 1111 0.470 452 0.454 774 0.508 
: 15 0.009 16 0.007 26 0.009 67 0.026 25 0.011 16 0.016 15 0.010 
; 85 0.049 97 0.040 93 0.033 118 0.045 132 0.056 45 0.045 75 0.049 
? 31 0.018 20 0.008 33 0.012 15 0.006 1 0.001 0 0.000 3 0.002 









Table 43: Not Contraction Frequency (Known) 
 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 not n’t F not n’t F not n’t F not n’t F not n’t F not n’t F not n’t F 
are 7 0 0.00 7 0 0.00 5 1 0.17 3 0 0.00 8 0 0.00 5 0 0.00 6 0 0.00 
can 11 0 0.00 17 0 0.00 17 0 0.00 8 2 0.20 8 0 0.00 5 0 0.00 18 0 0.00 
could 10 0 0.00 2 0 0.00 5 0 0.00 7 0 0.00 6 1 0.14 7 0 0.00 7 0 0.00 
did 30 1 0.03 19 0 0.00 7 6 0.46 12 0 0.00 30 0 0.00 23 0 0.00 23 0 0.00 
do 10 0 0.00 22 0 0.00 8 4 0.33 12 1 0.08 18 0 0.00 5 0 0.00 5 0 0.00 
does 25 0 0.00 34 0 0.00 15 10 0.40 21 1 0.05 29 0 0.00 15 0 0.00 15 0 0.00 
had 1 0 0.00 4 0 0.00 5 0 0.00 8 0 0.00 2 0 0.00 1 0 0.00 1 0 0.00 
has 2 0 0.00 4 0 0.00 8 0 0.00 4 2 0.33 2 0 0.00 0 0 0.00 0 0 0.00 
have 1 0 0.00 2 0 0.00 3 0 0.00 0 0 0.00 4 0 0.00 1 0 0.00 1 0 0.00 
is 20 0 0.00 24 0 0.00 5 10 0.67 14 0 0.00 20 0 0.00 11 0 0.00 11 0 0.00 
was 9 0 0.00 13 0 0.00 7 2 0.22 4 0 0.00 4 0 0.00 4 0 0.00 4 0 0.00 
were 5 0 0.00 1 0 0.00 0 1 1.00 2 0 0.00 1 0 0.00 1 0 0.00 5 0 0.00 




Appendix B: Branch Nodes (Proportion Test) 
 
Table 44: G1- Breyer Branch Nodes 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
VP 2.295 0.98 3.184   1.00  0.942 0.65 0.925   0.65  5.939   1.00  7.930 1.00 10.77 1.00 
NP 1.802 0.93 4.519   1.00  7.510 1.00 7.712   1.00  6.568   1.00  13.650 1.00 2.305 0.98 
PP 0.789 0.57 2.520   0.99  15.346 1.00 15.710 1.00 1.541   0.88  11.240 1.00 24.12 1.00 
 
Table 45: G1- Gorsuch Branch Nodes 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
VP 40.296 1.00 50.453 1.00 43.923 1.00 43.365 1.00 54.901 1.00 53.11 1.00 25.625 1.00 
NP 17.402 1.00 27.761 1.00 32.673 1.00 32.688 1.00 30.912 1.00 39.43 1.00 23.497 1.00 
PP 38.988 1.00 37.205 1.00 18.361 1.00 17.416 1.00 38.545 1.00 20.82 1.00 4.003 1.00 
 
Table 46: G1- Roberts Branch Nodes 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
VP 2.710 0.99 5.035 1.00  3.315 1.00 3.308 1.00  6.190 1.00 7.051 1.00  0.909 0.64 
NP 1.886 0.94 4.485 1.00  5.700 1.00 5.789 1.00  5.321 1.00  8.350 1.00 3.570 1.00 
PP 1.352 0.82 0.659 0.49 4.547 1.00 4.731 1.00 1.055 0.71  3.130 1.00  8.320 1.00 
 
Table 47: G1- Sotomayor Branch Nodes 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
VP 21.177 1.00 26.075 1.00 22.692 1.00 22.550 1.00 28.365 1.00 28.852 1.00 13.806 1.00 
NP 12.591 1.00 17.679 1.00 20.064 1.00 20.147 1.00 19.259 1.00 24.254 1.00 15.706 1.00 
PP 14.387 1.00 13.227 1.00 3.559 1.00 3.168 1.00 13.947 1.00 5.689 1.00 3.576 1.00 
 
Table 48: G1- Kavanaugh Branch Nodes 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
VP 0.192 0.15 4.834 1.00 1.369 0.83 1.368 0.83 7.151 1.00 8.779 1.00 6.992 1.00 
NP 11.823 1.00 17.129 1.00 19.619 1.00 19.709 1.00 18.781 1.00 24.011 1.00 15.081 1.00 









Table 49: G2- Breyer Branch Nodes 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
VP 26.960 1.00 35.953 1.00 29.882 1.00 29.540 1.00 40.061 1.00 39.804 1.00 13.717 1.00 
NP 13.418 1.00 22.917 1.00 27.419 1.00 27.491 1.00 25.845 1.00 34.212 1.00 19.124 1.00 
PP 22.874 1.00 20.880 1.00 2.922 1.00 2.203 0.97 22.195 1.00 6.770 1.00 10.069 1.00 
 
Table 50: G2- Roberts Branch Nodes 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
VP 63.831 1.00 36.167 1.00 62.582 1.00 59.677 1.00 19.531 1.00 3.409 1.00 106.38 1.00 
NP 28.437 1.00 7.437 1.00 26.087 1.00 26.443 1.00 19.660 1.00 48.588 1.00 4.894 1.00 
PP 57.715 1.00 72.952 1.00 154.45 1.00 149.76 1.00 66.215 1.00 90.893 1.00 178.01 1.00 
 
Table 51: G2- Sotomayor Branch Nodes 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
VP 29.440 1.00 54.433 1.00 37.839 1.00 36.639 1.00 65.537 1.00 59.276 1.00 5.275 1.00 
NP 8.764 1.00 17.314 1.00 30.361 1.00 30.473 1.00 25.755 1.00 46.476 1.00 7.523 1.00 
PP 65.876 1.00 62.516 1.00 11.723 1.00 9.426 1.00 65.911 1.00 18.975 1.00 23.672 1.00 
 
Table 52: G2- Thomas Branch Nodes 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
VP 37.608 1.00 47.851 1.00 41.202 1.00 40.671 1.00 52.375 1.00 50.817 1.00 22.77 1.00 
NP 43.777 1.00 54.606 1.00 59.692 1.00 59.384 1.00 57.647 1.00 63.668 1.00 49.435 1.00 






Appendix C: Leaf Nodes (Proportion Test) 
 
Table 53: G1- Breyer Leaf Nodes 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
/EX 0.277 0.22 0.019 0.02 0.381 0.30 0.508 0.39 0.347 0.27 0.553 0.42 0.746 0.54 
/MD 0.270 0.21 0.050 0.04 0.382 0.30 1.101 0.73 2.097 0.96 1.446 0.85 1.277 0.80 
/PRP 0.390 0.30 0.754 0.55 0.946 0.66 1.003 0.68 1.526 0.87 1.664 0.90 0.038 0.03 
/WP 1.054 0.71 0.058 0.05 0.854 0.61 0.716 0.53 0.236 0.19 1.106 0.73 0.439 0.34 
 
Table 54: G1- Gorsuch Leaf Nodes 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
/EX 0.327 0.26 0.023 0.02 0.450 0.35 0.597 0.45 0.409 0.32 0.634 0.47 0.866 0.61 
/JJR 0.218 0.17 0.476 0.37 0.584 0.44 0.076 0.06 0.635 0.47 0.052 0.04 0.776 0.56 
 
Table 55: G1- Roberts Leaf Nodes 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
/CD 0.056 0.04 0.802 0.58 0.535 0.41 0.722 0.53 0.509 0.39 1.184 0.76 0.931 0.65 
/EX 0.164 0.13 0.011 0.01 0.227 0.18 0.304 0.24 0.207 0.16 0.345 0.27 0.456 0.35 
/JJS 0.278 0.22 0.415 0.32 0.198 0.16 0.087 0.07 0.478 0.37 0.022 0.02 0.173 0.14 
/WP 0.622 0.47 0.035 0.03 0.503 0.38 0.422 0.33 0.141 0.11 0.704 0.52 0.261 0.21 
 
Table 56: G1- Sotomayor Leaf Nodes 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
/VBZ 0.706 0.52 1.154 0.75 1.916 0.94 1.142 0.75 0.045 0.04 2.115 0.97 1.276 0.80 
/WDT 0.15 0.12 1.063 0.71 0.536 0.41 1.598 0.89 0.601 0.45 0.030 0.02 0.259 0.20 
/WRB 0.319 0.25 0.245 0.19 0.453 0.35 0.022 0.02 0.548 0.42 0.413 0.32 0.392 0.31 
 
Table 57: G1- Kavanaugh Leaf Nodes 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
/CD 0.909 0.64 0.461 0.36 0.029 0.02 0.315 0.25 0.076 0.06 1.140 0.75 0.695 0.51 
/IN 1.368 0.83 1.071 0.72 0.357 0.28 0.272 0.21 1.27 0.80 0.012 0.01 0.260 0.21 
/JJ 0.751 0.55 0.865 0.61 0.803 0.58 1.420 0.84 0.410 0.32 0.43 0.33 0.020 0.02 
/JJR 0.715 0.53 0.092 0.07 0.001 0.00 0.452 0.35 1.105 0.73 0.542 0.41 1.227 0.78 
/NNPS 0.425 0.33 1.537 0.88 0.640 0.48 0.048 0.04 0.441 0.34 0.638 0.48 0.723 0.53 










Table 58: G2- Breyer Leaf Nodes 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
/NNPS 1.110 0.73 2.600 0.99 1.418 0.84 0.615 0.46 0.043 0.03 1.324 0.81 1.489 0.86 
 
Table 59: G2- Roberts Leaf Nodes 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
/EX 0.604 0.45 0.042 0.03 0.822 0.59 1.067 0.71 0.738 0.54 0.966 0.67 1.412 0.84 
/PDT 0.053 0.04 0.558 0.42 1.352 0.82 0.508 0.39 0.152 0.12 0.731 0.54 0.998 0.68 
 
Table 60: G2- Sotomayor Leaf Nodes 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
/JJS 0.806 0.58 1.212 0.77 0.607 0.46 0.266 0.21 1.386 0.83 0.061 0.05 0.498 0.38 
 
Table 61: G2- Thomas Leaf Nodes 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
/CC 0.679 0.50 1.227 0.78 0.044 0.04 0.228 0.18 0.392 0.31 1.509 0.87 0.836 0.60 
/EX 0.315 0.25 0.022 0.02 0.434 0.34 0.576 0.44 0.395 0.31 0.616 0.46 0.839 0.60 





Appendix D: Edge Punctuation Tags (Proportion Test) 
 
Table 62: G1- Breyer Edge Punctuation Tags 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
/, 10.760 1.00 10.829 1.00 19.630 1.00 22.823 1.00 16.799 1.00 11.492 1.00 22.994 1.00 
/. 8.740 1.00 9.044 1.00 17.462 1.00 15.133 1.00 10.867 1.00 7.335 1.00 17.330 1.00 
/: 6.172 1.00 6.948 1.00 4.253 1.00 17.495 1.00 15.956 1.00 13.028 1.00 12.528 1.00 
 
Table 63: G1- Gorsuch Edge Punctuation Tags 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
/, 13.615 1.00 13.908 1.00 27.442 1.00 32.288 1.00 23.006 1.00 14.514 1.00 31.967 1.00 
/. 6.624 1.00 6.947 1.00 20.360 1.00 16.638 1.00 9.853 1.00 4.571 1.00 19.994 1.00 
/: 21.138 1.00 23.933 1.00 20.474 1.00 38.317 1.00 36.064 1.00 30.638 1.00 30.777 1.00 
 
Table 64: G1- Roberts Edge Punctuation Tags 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
/, 5.880 1.00 5.806 1.00 2.930 0.99 1.854 0.94 3.795 1.00 5.108 1.00 1.461 0.86 
/. 9.249 1.00 9.453 1.00 5.742 1.00 6.747 1.00 8.596 1.00 9.620 1.00 5.433 1.00 
/: 9.843 1.00 10.945 1.00 10.393 1.00 13.385 1.00 13.012 1.00 12.323 1.00 12.198 1.00 
 
Table 65: G1- Sotomayor Edge Punctuation Tags 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
/, 2.362 1.00 2.356 0.98 8.376 1.00 10.596 1.00 6.502 1.00 3.306 1.00 11.058 1.00 
/. 1.535 0.90 1.579 0.89 7.743 1.00 6.051 1.00 2.947 1.00 0.703 0.52 7.899 1.00 
/: 2.403 1.00 2.694 0.99 0.658 0.49 10.538 1.00 9.422 1.00 7.499 1.00 6.978 1.00 
 
Table 66: G1- Kavanaugh Edge Punctuation Tags 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
/, 3.239 1.00 3.244 1.00 10.628 1.00 13.343 1.00 8.316 1.00 4.332 1.00 13.811 1.00 
/. 7.806 1.00 8.053 1.00 15.360 1.00 13.342 1.00 9.643 1.00 6.617 1.00 15.310 1.00 











Table 67: G2- Breyer Edge Punctuation Tags 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
/, 16.161 1.00 16.521 1.00 30.276 1.00 35.181 1.00 25.730 1.00 16.819 1.00 34.677 1.00 
/. 18.268 1.00 19.134 1.00 32.235 1.00 28.569 1.00 21.874 1.00 15.510 1.00 31.248 1.00 
/: 5.114 1.00 5.835 1.00 10.946 1.00 13.512 1.00 10.755 1.00 6.184 1.00 4.858 1.00 
 
Table 68: G2- Roberts Edge Punctuation Tags 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
/, 9.874 1.00 10.876 1.00 27.950 1.00 41.732 1.00 15.469 1.00 2.520 0.99 39.435 1.00 
/. 5.587 1.00 6.307 1.00 35.876 1.00 23.943 1.00 2.881 1.00 8.553 1.00 32.419 1.00 
/: 12.562 1.00 15.149 1.00 30.364 1.00 43.512 1.00 34.329 1.00 16.925 1.00 15.125 1.00 
 
Table 69: G2- Sotomayor Edge Punctuation Tags 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
/, 28.311 1.00 30.784 1.00 65.161 1.00 76.699 1.00 52.869 1.00 27.776 1.00 69.763 1.00 
/. 49.050 1.00 54.085 1.00 88.549 1.00 78.502 1.00 60.416 1.00 38.001 1.00 79.110 1.00 
/: 52.400 1.00 62.982 1.00 78.012 1.00 8.415 1.00 15.680 1.00 20.061 1.00 27.897 1.00 
 
Table 70: G2- Thomas Edge Punctuation Tags 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
/, 33.574 1.00 33.948 1.00 23.435 1.00 19.381 1.00 26.372 1.00 28.868 1.00 17.144 1.00 
/. 33.774 1.00 35.543 1.00 21.572 1.00 25.321 1.00 32.098 1.00 32.988 1.00 19.511 1.00 






Appendix E: Prepositional Phrase Structure (Proportion Test) 
 
Table 71: Appendix E Legend 
1 ['(PP', '(P', '/IN', ')', '(NP', '/DT', '/JJ', '/JJ', '/NN', ')', ')'] 
2 ['(PP', '(P', '/IN', ')', '(NP', '/DT', '/JJ', '/NN', ')', ')'] 
3 ['(PP', '(P', '/IN', ')', '(NP', '/DT', '/NN', ')', ')']  
4 ['(PP', '(P', '/IN', ')', '(NP', '/JJ', '/JJ', '/JJ', '/NN', ')', ')'] 
5 ['(PP', '(P', '/IN', ')', '(NP', '/JJ', '/JJ', '/NN', ')', ')'] 
6 ['(PP', '(P', '/IN', ')', '(NP', '/JJ', '/NN', ')', ')']  
7 ['(PP', '(P', '/IN', ')', '(NP', '/NN', ')', ')']  
 
Table 72: G1- Breyer Prepositional Phrase Structure 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
1 6.136 1.00 5.176 1.00 3.386 1.00 6.115 1.00 6.800 1.00 6.631 1.00 3.876 1.00 
2 12.754 1.00 10.132 1.00 11.567 1.00 19.146 1.00 20.190 1.00 18.301 1.00 16.461 1.00 
3 14.656 1.00 10.620 1.00 11.347 1.00 12.650 1.00 12.792 1.00 9.728 1.00 11.611 1.00 
4 3.361 1.00 2.988 1.00 4.147 1.00 5.531 1.00 4.300 1.00 4.689 1.00 2.238 0.97 
5 13.592 1.00 12.474 1.00 8.478 1.00 11.332 1.00 8.272 1.00 8.721 1.00 5.477 1.00 
6 2.496 0.99 1.252 0.79 0.402 0.31 1.673 0.91 0.666 0.49 3.702 1.00 0.375 0.29 
 
Table 73: G1- Gorsuch Prepositional Phrase Structure 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
1 1.211 0.77 4.317 1.00 11.834 1.00 1.339 0.82 0.476 0.37 0.610 0.46 8.387 1.00 
2 3.332 1.00 6.349 1.00 4.883 1.00 3.043 1.00 4.062 1.00 3.768 1.00 0.974 0.67 
3 15.746 1.00 9.991 1.00 11.030 1.00 12.895 1.00 13.097 1.00 8.799 1.00 11.415 1.00 
4 4.621 1.00 4.119 1.00 5.717 1.00 7.613 1.00 5.925 1.00 6.379 1.00 3.065 1.00 
5 2.564 0.99 3.940 1.00 7.948 1.00 4.984 1.00 8.086 1.00 6.270 1.00 10.337 1.00 
6 21.573 1.00 16.070 1.00 18.732 1.00 15.299 1.00 16.946 1.00 10.569 1.00 16.532 1.00 
 
Table 74: G1- Roberts Prepositional Phrase Structure 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
1 2.441 0.99 2.051 0.96 1.341 0.82 2.429 0.98 2.697 0.99 2.686 0.99 1.552 0.88 
2 1.229 0.78 2.092 0.96 1.666 0.90 0.639 0.48 0.935 0.65 0.934 0.65 0.045 0.04 
3 7.478 1.00 5.920 1.00 6.191 1.00 6.696 1.00 6.745 1.00 5.685 1.00 6.353 1.00 
4 1.337 0.82 1.184 0.76 1.643 0.90 2.197 0.97 1.705 0.91 1.899 0.94 0.896 0.63 
5 9.108 1.00 8.535 1.00 6.640 1.00 8.000 1.00 6.547 1.00 6.841 1.00 5.244 1.00 









Table 75: G1- Sotomayor Prepositional Phrase Structure 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
1 4.353 1.00 3.665 1.00 2.397 0.98 4.334 1.00 4.816 1.00 4.744 1.00 2.758 0.99 
2 11.084 1.00 12.255 1.00 11.712 1.00 8.795 1.00 8.454 1.00 8.105 1.00 9.389 1.00 
3 12.916 1.00 10.175 1.00 10.665 1.00 11.548 1.00 11.643 1.00 9.581 1.00 10.859 1.00 
4 2.384 0.98 2.116 0.97 2.936 1.00 3.920 1.00 3.046 1.00 3.354 1.00 1.592 0.89 
5 6.543 1.00 5.722 1.00 3.074 1.00 4.987 1.00 2.954 1.00 3.565 1.00 1.207 0.77 
6 19.360 1.00 16.080 1.00 17.647 1.00 15.629 1.00 16.596 1.00 12.711 1.00 16.359 1.00 
 
Table 76: G1- Kavanaugh Prepositional Phrase Structure 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
1 3.790 1.00 6.512 1.00 13.276 1.00 3.930 1.00 2.403 0.98 2.068 0.96 10.001 1.00 
2 16.752 1.00 18.277 1.00 17.596 1.00 13.902 1.00 13.491 1.00 12.838 1.00 14.557 1.00 
3 18.618 1.00 15.072 1.00 15.722 1.00 16.853 1.00 16.992 1.00 14.031 1.00 15.841 1.00 
4 12.766 1.00 15.235 1.00 9.999 1.00 5.427 1.00 9.332 1.00 6.616 1.00 17.165 1.00 
5 1.153 0.75 2.114 0.97 4.950 1.00 2.863 1.00 5.056 1.00 3.919 1.00 6.741 1.00 
6 30.087 1.00 25.744 1.00 27.938 1.00 25.077 1.00 26.437 1.00 20.355 1.00 25.707 1.00 
 
Table 77: G2- Breyer Prepositional Phrase Structure 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
1 8.254 1.00 6.978 1.00 4.566 1.00 8.235 1.00 9.164 1.00 8.834 1.00 5.196 1.00 
2 10.204 1.00 12.941 1.00 11.671 1.00 4.735 1.00 3.883 1.00 3.458 1.00 6.268 1.00 
3 6.03 1.00 0.274 0.22 0.816 0.59 2.897 1.00 3.073 1.00 0.590 0.44 1.688 0.91 
4 11.446 1.00 14.050 1.00 8.362 1.00 3.247 1.00 7.638 1.00 4.850 1.00 16.264 1.00 
5 13.251 1.00 11.855 1.00 6.871 1.00 10.439 1.00 6.622 1.00 7.342 1.00 3.223 1.00 
6 6.705 1.00 1.625 0.90 3.911 1.00 1.030 0.70 2.425 0.98 1.925 0.95 2.689 0.99 
 
Table 78: G2- Roberts Prepositional Phrase Structure 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
1 22.398 1.00 38.293 1.00 64.509 1.00 24.423 1.00 16.090 1.00 9.963 1.00 41.618 1.00 
2 43.543 1.00 59.833 1.00 53.751 1.00 18.347 1.00 14.444 1.00 9.661 1.00 22.950 1.00 
3 31.470 1.00 3.830 1.00 8.973 1.00 18.195 1.00 19.263 1.00 1.411 0.84 10.9920 1.00 
4 23.505 1.00 21.596 1.00 30.113 1.00 39.267 1.00 30.938 1.00 28.913 1.00 14.924 1.00 
5 9.239 1.00 16.257 1.00 35.838 1.00 20.819 1.00 35.966 1.00 21.051 1.00 41.611 1.00 







Table 79: G2- Sotomayor Prepositional Phrase Structure 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
1 16.433 1.00 26.924 1.00 46.793 1.00 17.522 1.00 11.911 1.00 8.470 1.00 32.119 1.00 
2 0.222 0.18 8.918 1.00 4.606 1.00 18.084 1.00 21.114 1.00 16.309 1.00 11.016 1.00 
3 34.199 1.00 18.195 1.00 21.288 1.00 26.458 1.00 27.173 1.00 13.444 1.00 21.161 1.00 
4 25.147 1.00 31.597 1.00 19.737 1.00 6.857 1.00 17.823 1.00 9.359 1.00 30.758 1.00 
5 33.104 1.00 30.604 1.00 17.203 1.00 26.522 1.00 16.374 1.00 15.683 1.00 6.587 1.00 
6 14.610 1.00 0.860 0.61 7.280 1.00 0.783 0.57 3.097 1.00 7.547 1.00 3.705 1.00 
 
Table 80: G2- Thomas Prepositional Phrase Structure 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
1 0.859 0.61 2.548 0.99 10.67 1.00 0.745 0.54 2.796 0.99 2.716 0.99 7.102 1.00 
2 1.289 0.80 5.110 1.00 3.227 1.00 6.893 1.00 8.213 1.00 7.334 1.00 4.082 1.00 
3 11.432 1.00 3.764 1.00 5.117 1.00 7.632 1.00 7.871 1.00 2.929 1.00 5.942 1.00 
4 5.756 1.00 5.141 1.00 7.139 1.00 9.493 1.00 7.393 1.00 7.874 1.00 3.806 1.00 
5 0.475 0.37 1.255 0.79 6.483 1.00 2.637 0.99 6.671 1.00 4.508 1.00 9.636 1.00 






Appendix F: Adjective Lexical Frequency (Proportion Test) 
 
Table 81: G1- Breyer Adjective Lexical Frequency 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
ESSENTIAL 3.294 1.00 2.646 0.99 0.008 0.01 1.827 0.93 3.477 1.00 3.271 1.00 3.158 1.00 
FEW 0.726 0.53 0.756 0.55 1.234 0.78 1.827 0.93 0.392 0.31 0.917 0.64 0.003 0.00 
NEW 0.715 0.53 0.884 0.62 0.011 0.01 1.283 0.80 0.599 0.45 0.322 0.25 0.471 0.36 
RELEVANT 0.502 0.38 0.689 0.51 0.133 0.11 0.423 0.33 0.392 0.31 0.027 0.02 0.095 0.08 
SAME 0.882 0.62 0.645 0.48 0.480 0.37 1.167 0.76 0.011 0.01 0.946 0.66 0.170 0.13 
 
Table 82: G1- Gorsuch Adjective Lexical Frequency 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
ABLE 0.017 0.01 1.124 0.74 0.472 0.36 0.120 0.10 0.694 0.51 0.744 0.54 3.210 1.00 
CONSTITUTIONAL 1.024 0.69 1.952 0.95 1.607 0.89 1.297 0.81 6.123 1.00 1.939 0.95 0.006 0.00 
FIRST 1.211 0.77 0.042 0.03 0.547 0.42 0.638 0.48 0.235 0.19 1.345 0.82 0.152 0.12 
MORE 0.679 0.50 0.029 0.02 0.672 0.50 0.450 0.35 1.171 0.76 0.593 0.45 0.815 0.59 
MUCH 1.226 0.78 0.537 0.41 0.472 0.36 0.120 0.10 0.038 0.03 1.573 0.88 0.507 0.39 
NECESSARY 0.017 0.01 0.339 0.26 0.176 0.14 0.450 0.35 3.533 1.00 0.095 0.08 0.879 0.62 
NEW 0.668 0.50 0.927 0.65 0.054 0.04 1.321 0.81 0.553 0.42 0.278 0.22 0.426 0.33 
OTHER 0.039 0.03 0.849 0.60 0.253 0.20 0.272 0.21 0.755 0.55 1.368 0.83 0.291 0.23 
PARTICULAR 1.020 0.69 2.689 0.99 0.355 0.28 0.120 0.10 0.040 0.03 0.158 0.13 0.879 0.62 
 
Table 83: G1- Roberts Adjective Lexical Frequency 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
MORE 0.489 0.38 1.194 0.77 1.971 0.95 1.577 0.89 0.053 0.04 0.571 0.43 0.360 0.28 
NEW 0.002 0.00 1.194 0.77 0.508 0.39 1.577 0.89 0.079 0.06 0.271 0.21 0.165 0.13 
SUBJECT 2.752 0.99 2.544 0.99 5.173 1.00 0.005 0.00 2.552 0.99 2.092 0.96 1.328 0.82 
 
Table 84: G1- Sotomayor Adjective Lexical Frequency 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
CERTAIN 0.252 0.20 0.382 0.30 0.008 0.01 0.000 0.00 0.145 0.12 0.673 0.50 1.269 0.80 





Table 85: G1- Kavanaugh Adjective Lexical Frequency 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
ESSENTIAL 3.307 1.00 2.656 0.99 0.015 0.01 1.835 0.93 3.491 1.00 3.284 1.00 3.171 1.00 
FEDERAL 0.752 0.55 0.006 0.01 1.311 0.81 0.982 0.67 2.215 0.97 1.210 0.77 0.652 0.49 
IMPORTANT 0.006 0.01 0.150 0.12 1.025 0.69 0.430 0.33 1.316 0.81 0.925 0.64 0.484 0.37 
INTERNAL 1.201 0.77 0.006 0.01 0.901 0.63 0.851 0.61 0.670 0.50 1.063 0.71 0.690 0.51 
LEAST 0.006 0.01 0.337 0.26 0.140 0.11 0.430 0.33 0.543 0.41 0.551 0.42 0.105 0.08 
LOCAL 3.307 1.00 2.656 0.99 0.015 0.01 1.835 0.93 1.050 0.71 3.284 1.00 1.467 0.86 
MORE 0.704 0.52 0.006 0.01 0.649 0.48 0.430 0.33 1.199 0.77 0.618 0.46 0.841 0.60 
RELEVANT 0.494 0.38 0.681 0.50 0.140 0.11 0.430 0.33 0.400 0.31 0.020 0.02 0.087 0.07 
SAME 0.190 0.15 0.009 0.01 0.138 0.11 1.577 0.89 0.548 0.42 0.244 0.19 0.409 0.32 
 
Table 86: G2- Breyer Adjective Lexical Frequency 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
CERTAIN 0.022 0.02 0.864 0.61 0.370 0.29 0.328 0.26 0.169 0.13 1.276 0.80 2.041 0.96 
CLEAR 0.162 0.13 0.143 0.11 0.483 0.37 1.813 0.93 0.075 0.06 0.0490 0.04 0.082 0.07 
FEW 0.710 0.52 0.742 0.54 1.218 0.78 1.813 0.93 0.377 0.29 0.901 0.63 0.018 0.01 
GENERAL 0.029 0.02 0.493 0.38 0.626 0.47 1.813 0.93 0.647 0.48 0.697 0.51 0.110 0.09 
IMPORTANT 0.029 0.02 0.128 0.10 1.051 0.71 0.410 0.32 1.291 0.80 0.901 0.63 0.461 0.36 
JUDICIAL 0.710 0.52 2.625 0.99 0.626 0.47 3.019 1.00 0.817 0.59 0.043 0.03 1.442 0.85 
MUCH 1.176 0.76 0.493 0.38 0.427 0.33 0.078 0.06 0.009 0.01 1.519 0.87 0.461 0.36 
NEW 1.291 0.80 0.016 0.01 0.699 0.52 0.410 0.32 1.195 0.77 0.969 0.67 1.090 0.72 






Table 87: G2- Roberts Adjective Lexical Frequency 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
COMMON 1.320 0.81 1.612 0.89 0.954 0.66 0.550 0.42 2.250 0.98 3.142 1.00 0.060 0.05 
DEFERENTIAL 1.445 0.85 1.160 0.75 1.246 0.79 0.801 0.58 1.525 0.87 1.436 0.85 0.034 0.03 
DIFFICULT 0.308 0.24 2.011 0.96 2.159 0.97 0.043 0.03 2.642 0.99 0.907 0.64 2.400 0.98 
DUE 1.445 0.85 0.326 0.26 1.246 0.79 0.801 0.58 0.123 0.10 0.025 0.02 1.385 0.83 
ENTIRE 0.217 0.17 1.641 0.90 1.762 0.92 0.449 0.35 0.484 0.37 0.035 0.03 1.959 0.95 
EXTENSIVE 1.445 0.85 1.160 0.75 1.246 0.79 0.801 0.58 1.525 0.87 0.025 0.02 1.385 0.83 
FORTH 0.317 0.25 1.160 0.75 1.246 0.79 0.801 0.58 0.123 0.10 0.025 0.02 1.385 0.83 
FULL 0.034 0.03 0.326 0.26 0.582 0.44 0.981 0.67 0.492 0.38 0.327 0.26 1.385 0.83 
FUNDAMENTAL 1.445 0.85 1.160 0.75 0.208 0.16 0.801 0.58 0.123 0.10 0.025 0.02 1.385 0.83 
FURTHER 0.449 0.35 0.298 0.23 0.037 0.03 2.091 0.96 1.017 0.69 0.350 0.27 0.270 0.21 
INITIAL 2.503 0.99 2.011 0.96 2.159 0.97 0.043 0.03 2.642 0.99 2.489 0.99 1.214 0.78 
JURISDICTIONAL 1.445 0.85 0.326 0.26 1.246 0.79 0.801 0.58 0.913 0.64 0.025 0.02 1.385 0.83 
KEY 2.043 0.96 0.298 0.23 0.443 0.34 0.449 0.35 0.869 0.62 2.031 0.96 0.049 0.04 
LAWFUL 2.795 0.99 1.641 0.90 0.037 0.03 1.134 0.74 0.863 0.61 2.031 0.96 1.959 0.95 
LITTLE 0.217 0.17 2.155 0.97 2.329 0.98 1.134 0.74 1.159 0.75 1.027 0.70 0.049 0.04 
LOCAL 1.445 0.85 1.160 0.75 1.731 0.92 0.801 0.58 0.492 0.38 1.436 0.85 0.034 0.03 
MUCH 0.317 0.25 1.025 0.69 1.133 0.74 1.476 0.86 1.766 0.92 0.025 0.02 1.116 0.74 
NARROW 2.043 0.96 0.298 0.23 1.762 0.92 1.134 0.74 2.157 0.97 0.035 0.03 1.959 0.95 
NATIONWIDE 2.503 0.99 0.012 0.01 2.159 0.97 1.389 0.84 2.642 0.99 2.489 0.99 1.214 0.78 
OBVIOUS 0.034 0.03 1.160 0.75 0.208 0.16 0.801 0.58 0.222 0.18 1.436 0.85 0.391 0.30 
OFFICIAL 1.445 0.85 1.160 0.75 0.208 0.16 0.801 0.58 1.525 0.87 0.605 0.45 0.034 0.03 
ORDERED 0.034 0.03 0.326 0.26 1.246 0.79 0.981 0.67 1.525 0.87 0.025 0.02 0.034 0.03 
OVERALL 0.034 0.03 1.160 0.75 1.246 0.79 0.801 0.58 1.525 0.87 1.436 0.85 1.385 0.83 
PRELIMINARY 2.503 0.99 0.295 0.23 2.159 0.97 0.043 0.03 2.642 0.99 1.305 0.81 2.400 0.98 
PRIMARY 0.048 0.04 1.641 0.90 0.295 0.23 0.449 0.35 0.484 0.37 2.031 0.96 1.959 0.95 
PRINCIPAL 2.043 0.96 0.298 0.23 0.037 0.03 1.14 0.74 2.157 0.97 0.350 0.27 0.663 0.49 
SAFE 1.445 0.85 1.025 0.69 1.246 0.79 0.801 0.58 1.525 0.87 1.436 0.85 0.034 0.03 
SIGNIFICANT 0.059 0.05 2.011 0.96 0.543 0.41 0.550 0.42 0.204 0.16 1.576 0.89 0.813 0.58 
SIMILAR 0.163 0.13 0.295 0.23 1.830 0.93 0.550 0.42 0.006 0.00 0.907 0.64 1.314 0.81 
SINGLE 0.048 0.04 0.120 0.10 1.762 0.92 0.449 0.35 1.159 0.75 0.035 0.03 0.954 0.66 
STATED 0.034 0.03 1.160 0.75 1.246 0.79 0.801 0.58 1.525 0.87 1.436 0.85 1.385 0.83 
SUBSEQUENT 0.034 0.03 1.160 0.75 1.246 0.79 0.801 0.58 0.492 0.38 2.155 0.97 1.385 0.83 
TEXTUAL 2.503 0.99 2.011 0.96 2.159 0.97 0.043 0.03 1.065 0.71 2.489 0.99 2.400 0.98 
UNCONSTITUTIONAL 0.048 0.04 1.641 0.90 1.762 0.92 1.134 0.74 2.157 0.97 2.031 0.96 0.663 0.49 
UNDERLYING 1.445 0.85 1.160 0.75 1.246 0.79 0.801 0.58 1.525 0.87 0.025 0.02 1.385 0.83 
UNLAWFUL 0.048 0.04 0.298 0.23 1.762 0.92 1.389 0.84 2.157 0.97 0.740 0.54 1.959 0.95 
UNRELATED 1.445 0.85 1.160 0.75 1.246 0.79 0.801 0.58 1.5245 0.87 1.436 0.85 0.034 0.03 
VALID 0.048 0.04 1.641 0.90 1.762 0.92 1.134 0.74 2.157 0.97 0.463 0.36 0.663 0.49 
VAST 0.449 0.35 1.641 0.90 1.762 0.92 1.134 0.74 0.484 0.37 0.035 0.03 1.959 0.95 






Table 88: G2- Sotomayor Adjective Lexical Frequency 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
CONSISTENT 0.608 0.46 0.400 0.31 0.568 0.43 0.034 0.03 2.740 0.99 0.124 0.10 2.489 0.99 
CONTRARY 0.357 0.28 0.094 0.08 0.260 0.21 0.778 0.56 1.421 0.84 0.894 0.63 0.038 0.03 
DIFFERENT 2.039 0.96 0.106 0.08 0.102 0.08 0.042 0.03 1.426 0.85 0.725 0.53 0.882 0.62 
DISCRETIONARY 0.608 0.46 2.085 0.96 2.239 0.97 0.034 0.03 0.488 0.37 2.577 0.99 0.812 0.58 
ELIGIBLE 0.049 0.04 0.796 0.57 2.239 0.97 1.440 0.85 1.421 0.84 2.577 0.99 2.489 0.99 
FULL 1.291 0.80 0.796 0.57 0.568 0.43 0.034 0.03 0.739 0.54 0.894 0.63 2.489 0.99 
FURTHER 0.544 0.41 0.067 0.05 0.158 0.13 1.853 0.94 0.976 0.67 0.087 0.07 0.027 0.02 
IMPORTANT 0.648 0.48 0.400 0.31 2.212 0.97 0.034 0.03 1.040 0.70 0.592 0.45 0.038 0.03 
LARGE 0.544 0.41 0.067 0.05 1.583 0.89 1.018 0.69 0.058 0.05 0.418 0.32 1.759 0.92 
LOWER 0.365 0.28 1.475 0.86 0.646 0.48 1.598 0.89 0.440 0.34 1.822 0.93 0.027 0.02 
MANY 0.312 0.24 0.134 0.11 0.598 0.45 0.048 0.04 1.608 0.89 1.266 0.79 0.578 0.44 
MORAL 1.410 0.84 0.78 0.57 0.158 0.13 1.018 0.69 1.842 0.93 1.822 0.93 0.027 0.02 
ORIGINAL 0.049 0.04 0.400 0.31 2.239 0.97 1.440 0.85 0.235 0.19 2.577 0.99 1.005 0.68 
PAST 1.835 0.93 0.786 0.57 1.583 0.89 1.018 0.69 0.058 0.05 0.716 0.53 1.759 0.92 
PRELIMINARY 2.596 0.99 0.170 0.13 2.239 0.97 0.034 0.03 2.740 0.99 1.274 0.80 2.489 0.99 
PUBLIC 1.582 0.89 1.372 0.83 1.560 0.88 1.765 0.92 2.139 0.97 0.007 0.01 1.137 0.74 
RECENT 1.835 0.93 1.474 0.86 0.158 0.13 1.018 0.69 1.937 0.95 1.822 0.93 0.027 0.02 
RELEVANT 1.382 0.83 1.650 0.90 0.422 0.33 0.034 0.03 0.082 0.07 0.667 0.50 0.762 0.55 
RIGHT 0.100 0.08 0.282 0.22 1.583 0.89 1.018 0.69 0.860 0.61 0.087 0.07 0.027 0.02 
SIGNIFICANT 0.544 0.41 1.474 0.86 0.158 0.13 0.969 0.67 0.734 0.54 1.697 0.91 0.027 0.02 
SUBSEQUENT 0.430 0.33 1.474 0.86 1.583 0.89 1.018 0.69 0.058 0.05 1.521 0.87 1.759 0.92 
SUBSTANTIAL 2.596 0.99 0.170 0.13 0.001 0.00 1.440 0.85 2.740 0.99 2.577 0.99 0.812 0.58 
TRUE 0.100 0.08 1.324 0.81 0.838 0.60 0.549 0.42 0.058 0.05 0.168 0.13 1.512 0.87 






Table 89: G2- Thomas Adjective Lexical Frequency 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
AVAILABLE 1.007 0.69 0.417 0.32 0.037 0.03 0.901 0.63 3.176 1.00 0.740 0.54 1.266 0.79 
CONSTITUTIONAL 0.007 0.01 0.833 0.60 0.521 0.40 0.385 0.30 4.493 1.00 0.764 0.56 0.877 0.62 
FIRST 0.005 0.00 0.879 0.62 0.478 0.37 0.328 0.26 0.738 0.54 0.105 0.08 1.048 0.71 
ORIGINAL 0.241 0.19 0.026 0.02 2.595 0.99 1.669 0.90 0.108 0.09 2.991 1.00 0.436 0.34 
OWN 0.687 0.51 0.300 0.24 0.471 0.36 0.066 0.05 0.929 0.65 0.006 0.01 1.406 0.84 
POSSIBLE 0.384 0.30 2.417 0.98 0.037 0.03 1.669 0.90 1.471 0.86 0.995 0.68 2.885 1.00 
RELIGIOUS 4.256 1.00 1.758 0.92 3.531 1.00 2.363 0.98 4.493 1.00 4.231 1.00 0.052 0.04 
SAME 0.066 0.05 0.243 0.19 0.395 0.31 1.882 0.94 0.819 0.59 0.009 0.01 0.674 0.50 
SINGLE 0.752 0.55 0.588 0.44 2.595 0.99 0.271 0.21 0.084 0.07 0.740 0.54 0.037 0.03 
SPECIFIC 0.274 0.22 0.171 0.14 0.037 0.03 1.669 0.90 0.487 0.37 0.740 0.54 0.834 0.60 
STATUTORY 0.136 0.11 0.592 0.45 1.236 0.78 1.167 0.76 0.056 0.04 1.409 0.84 0.327 0.26 





Appendix G: Adverb Lexical Frequency (Proportion Test) 
 
Table 90: G1- Breyer Adverb Lexical Frequency 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
ALSO 0.026 0.02 0.586 0.44 0.373 0.29 0.271 0.21 0.900 0.63 0.074 0.06 1.162 0.75 
INSTEAD 1.076 0.72 0.045 0.04 0.092 0.07 1.067 0.71 0.406 0.32 0.018 0.01 0.833 0.60 
RATHER 0.004 0.00 0.937 0.65 1.021 0.69 0.484 0.37 0.347 0.27 0.243 0.19 0.399 0.31 
SO 0.979 0.67 1.323 0.81 3.114 1.00 1.965 0.95 0.987 0.68 2.088 0.96 0.019 0.02 
THEN 0.545 0.41 0.045 0.04 0.499 0.38 0.268 0.21 0.612 0.46 0.321 0.25 0.171 0.14 
TOO 1.076 0.72 1.421 0.84 1.653 0.90 0.733 0.54 0.535 0.41 1.393 0.84 0.050 0.04 
 
Table 91: G1- Gorsuch Adverb Lexical Frequency 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
AGAIN 1.507 0.87 0.882 0.62 3.278 1.00 1.192 0.77 0.805 0.58 1.657 0.90 0.006 0.00 
ALMOST 1.778 0.92 2.463 0.99 0.263 0.21 0.841 0.60 1.564 0.88 2.752 0.99 0.055 0.04 
BACK 0.656 0.49 2.463 0.99 1.333 0.82 0.025 0.02 0.942 0.65 0.832 0.59 0.804 0.58 
ESPECIALLY 2.862 1.00 1.455 0.85 1.333 0.82 0.025 0.02 0.942 0.65 1.170 0.76 0.804 0.58 
INSTEAD 0.290 0.23 0.840 0.60 0.889 0.63 0.358 0.28 0.371 0.29 0.814 0.58 0.055 0.04 
NOT 2.559 0.99 2.149 0.97 3.684 1.00 1.381 0.83 0.037 0.03 2.350 0.98 1.023 0.69 
SO 1.456 0.85 1.899 0.94 4.036 1.00 2.560 0.99 1.484 0.86 2.939 1.00 0.0300 0.02 
WHERE 1.164 0.76 0.264 0.21 0.972 0.67 0.447 0.35 0.700 0.52 0.995 0.68 0.055 0.04 
 
Table 92: G1- Roberts Adverb Lexical Frequency 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
ONLY 0.338 0.3 0.036 0.03 0.569 0.43 0.365 0.28 0.396 0.31 0.270 0.21 0.291 0.23 
 
Table 93: G1- Sotomayor Adverb Lexical Frequency 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
LONG 0.189 0.15 0.927 0.65 1.413 0.8 2.348 1 0.027 0.02 0.500 0.38 0.422 0.33 
ONLY 0.009 0.01 0.412 0.32 0.325 0.3 0.981 0.7 1.050 0.71 0.859 0.61 0.893 0.63 






Table 94: G1- Kavanaugh Adverb Lexical Frequency 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
EVEN 1.256 0.79 0.745 0.54 1.016 0.69 1.275 0.80 0.000 0.00 1.031 0.70 0.263 0.21 
HERE 1.262 0.79 0.036 0.03 0.209 0.17 0.535 0.41 0.176 0.14 0.625 0.47 0.295 0.23 
INSTEAD 0.697 0.51 0.406 0.32 0.453 0.35 0.724 0.53 0.045 0.04 0.380 0.30 0.463 0.36 
SIMPLY 0.040 0.03 0.406 0.32 0.373 0.29 0.396 0.31 0.407 0.32 0.350 0.27 2.516 0.99 
 
Table 95: G2- Breyer Adverb Lexical Frequency 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
ALSO 0.432 0.33 0.272 0.21 0.009 0.01 0.105 0.08 1.614 0.89 0.555 0.42 1.940 0.95 
NOW 0.468 0.4 1.364 0.8 0.036 0.03 1.114 0.7 0.498 0.38 1.217 0.78 0.609 0.46 
 
Table 96: G2- Roberts Adverb Lexical Frequency 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
ACCURATELY 1.762 0.92 1.515 0.87 0.012 0.01 1.082 0.72 2.038 0.96 0.296 0.23 0.973 0.67 
ALONE 0.415 0.32 0.025 0.02 2.471 0.99 1.876 0.94 0.662 0.49 0.381 0.30 0.641 0.48 
AS 0.538 0.41 0.033 0.03 0.473 0.36 0.390 0.30 0.432 0.33 0.594 0.45 0.799 0.58 
EVENTUALLY 1.762 0.92 1.515 0.87 1.425 0.85 1.082 0.72 0.495 0.38 0.040 0.03 0.973 0.67 
FAR 0.259 0.20 0.103 0.08 0.334 0.26 0.630 0.47 0.597 0.45 0.419 0.32 0.040 0.03 
FINALLY 1.141 0.75 1.945 0.95 1.287 0.80 0.625 0.47 0.058 0.05 0.513 0.39 1.687 0.91 
FREQUENTLY 0.844 0.60 1.515 0.87 0.512 0.39 1.082 0.72 0.610 0.46 0.040 0.03 1.901 0.94 
HIGHLY 0.029 0.02 0.112 0.09 0.512 0.39 0.111 0.09 2.038 0.96 0.296 0.23 0.973 0.67 
HOWEVER 0.884 0.62 1.180 0.76 0.017 0.01 2.410 0.98 0.702 0.52 1.723 0.92 0.996 0.68 
JUST 0.683 0.51 0.226 0.18 0.024 0.02 0.588 0.44 0.690 0.51 1.038 0.70 1.346 0.82 
LAWFULLY 0.029 0.02 1.515 0.87 0.512 0.39 0.111 0.09 2.038 0.96 1.694 0.91 1.901 0.94 
LESS 0.029 0.02 0.731 0.54 0.620 0.46 0.111 0.09 0.170 0.14 0.040 0.03 0.298 0.23 
LONG 0.398 0.31 0.722 0.53 1.287 0.80 1.876 0.94 0.689 0.51 0.107 0.09 0.023 0.02 
NEVER 0.029 0.02 0.505 0.39 1.952 0.95 0.849 0.60 2.297 0.98 0.866 0.61 1.229 0.78 
PRIOR 0.029 0.02 0.605 0.45 1.425 0.85 0.111 0.09 1.095 0.73 0.296 0.23 0.973 0.67 
RATHER 1.508 0.87 0.103 0.08 0.017 0.01 0.630 0.47 0.984 0.67 1.114 0.73 0.895 0.63 
REASONABLY 1.762 0.92 0.605 0.45 0.512 0.39 1.082 0.72 1.095 0.73 0.780 0.56 1.901 0.94 
REPEATEDLY 1.195 0.77 0.856 0.61 1.242 0.79 1.531 0.87 1.166 0.76 0.056 0.04 1.376 0.83 
SPECIFICALLY 0.029 0.02 0.605 0.45 0.012 0.01 1.082 0.72 1.095 0.73 0.296 0.23 1.901 0.94 
TOO 0.624 0.47 0.233 0.18 0.012 0.01 0.849 0.60 2.822 1.00 0.300 0.24 1.893 0.94 
WHEN 1.734 0.92 0.443 0.34 0.616 0.46 0.089 0.07 0.017 0.01 0.413 0.32 0.279 0.22 






Table 97: G2- Sotomayor Adverb Lexical Frequency 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
DIRECTLY 0.060 0.05 0.125 0.10 0.835 0.60 0.408 0.32 1.489 0.86 1.132 0.74 1.350 0.82 
EASILY 0.717 0.53 0.937 0.65 0.019 0.02 1.330 0.82 0.654 0.49 2.082 0.96 0.855 0.61 
FIRST 0.284 0.22 1.342 0.82 0.707 0.52 0.014 0.01 2.184 0.97 0.945 0.66 1.057 0.71 
INDEED 0.366 0.29 1.842 0.93 1.182 0.76 0.145 0.12 1.141 0.75 0.050 0.04 0.683 0.51 
MERELY 1.204 0.77 0.125 0.10 0.019 0.02 0.755 0.55 0.406 0.32 0.647 0.48 0.088 0.07 
NOW 0.979 0.67 0.013 0.01 1.531 0.87 0.145 0.12 0.965 0.67 0.187 0.15 0.835 0.60 
ONCE 0.717 0.53 0.516 0.39 0.019 0.02 0.466 0.36 1.318 0.81 0.455 0.35 0.088 0.07 
PARTICULARLY 0.060 0.05 0.937 0.65 1.752 0.92 0.408 0.32 2.505 0.99 0.071 0.06 0.855 0.61 
PRECISELY 0.060 0.05 1.862 0.94 0.835 0.60 1.330 0.82 0.654 0.49 0.647 0.48 0.527 0.40 
SEEMINGLY 1.204 0.77 1.862 0.94 1.752 0.92 0.408 0.32 0.041 0.03 2.082 0.96 2.337 0.98 
YET 0.552 0.42 0.177 0.14 1.182 0.76 0.578 0.44 0.047 0.04 0.916 0.64 0.010 0.01 
 
Table 98: G2- Thomas Adverb Lexical Frequency 
 Alito Breyer Gorsuch Kagan  Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
ALSO 0.798 0.57 0.033 0.03 0.314 0.25 0.422 0.33 2.095 0.96 0.930 0.65 2.445 0.99 
EVEN 0.023 0.02 0.386 0.30 0.173 0.14 0.089 0.07 0.974 0.67 0.184 0.15 0.769 0.56 
HOWEVER 0.061 0.05 0.145 0.12 0.678 0.50 0.919 0.64 0.196 0.16 0.471 0.36 1.544 0.88 
JUST 0.478 0.37 1.129 0.74 0.961 0.66 1.359 0.83 0.490 0.38 0.228 0.18 0.038 0.03 
LONG 0.061 0.05 0.796 0.57 1.274 0.80 2.198 0.97 0.102 0.08 0.372 0.29 0.293 0.23 
PERHAPS 0.719 0.53 3.078 1.00 0.93 0.65 0.744 0.54 0.049 0.04 0.642 0.48 1.544 0.88 
RATHER 0.337 0.26 0.594 0.45 0.678 0.50 0.168 0.13 0.007 0.01 0.092 0.07 0.060 0.05 
SO 0.775 0.56 0.496 0.38 0.812 0.58 0.089 0.07 0.781 0.57 0.038 0.03 1.583 0.89 






Appendix H: Punctuation Character Frequency (Proportion Test) 
 
Table 99: G1- Breyer Punctuation Character Frequency 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
, 1.790 0.93 1.318 0.81 2.300 0.98 2.641 0.99 2.000 0.95 1.453 0.85 2.712 0.99 
. 1.050 0.71 1.037 0.70 2.034 0.96 1.873 0.94 1.448 0.85 1.050 0.71 2.281 0.98 
: 0.186 0.15 0.069 0.06 0.253 0.20 1.356 0.82 0.389 0.30 0.815 0.59 0.313 0.25 
; 1.093 0.73 0.693 0.51 0.288 0.23 0.898 0.63 1.383 0.83 0.908 0.64 1.099 0.73 
? 10.655 1.00 11.196 1.00 10.351 1.00 10.044 1.00 10.570 1.00 10.694 1.00 9.819 1.00 
 
Table 100: G1- Gorsuch Punctuation Character Frequency 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
, 8.942 1.00 8.551 1.00 9.566 1.00 9.907 1.00 9.226 1.00 8.433 1.00 9.831 1.00 
. 4.981 1.00 5.062 1.00 4.070 1.00 4.223 1.00 4.636 1.00 4.815 1.00 3.708 1.00 
: 0.677 0.50 1.048 0.71 0.603 0.45 0.815 0.59 0.413 0.32 0.159 0.13 0.500 0.38 
; 1.483 0.86 1.119 0.74 0.755 0.55 1.306 0.81 1.752 0.92 1.310 0.81 1.488 0.86 
? 10.159 1.00 10.701 1.00 9.848 1.00 9.539 1.00 10.069 1.00 10.206 1.00 9.315 1.00 
 
Table 101: G1- Roberts Punctuation Character Frequency 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
, 0.842 0.60 1.144 0.75 0.556 0.42 0.350 0.27 0.729 0.53 1.013 0.69 0.274 0.22 
. 1.634 0.90 1.656 0.90 1.039 0.70 1.137 0.74 1.396 0.84 1.598 0.89 0.854 0.61 
: 0.667 0.50 0.584 0.44 0.689 0.51 1.149 0.75 0.738 0.54 0.913 0.64 0.712 0.52 
; 1.620 0.89 1.463 0.86 1.319 0.81 1.540 0.88 1.736 0.92 1.553 0.88 1.623 0.90 
? 6.383 1.00 6.691 1.00 6.144 1.00 5.956 1.00 6.295 1.00 6.494 1.00 5.861 1.00 
 
Table 102: G1- Sotomayor Punctuation Character Frequency 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
, 0.747 0.55 0.339 0.27 1.161 0.75 1.448 0.85 0.914 0.64 0.487 0.37 1.531 0.87 
. 0.078 0.06 0.058 0.05 0.900 0.63 0.765 0.56 0.408 0.32 0.100 0.08 1.130 0.74 
: 1.182 0.76 1.580 0.89 1.115 0.74 0.302 0.24 0.916 0.64 0.321 0.25 0.996 0.68 
; 1.295 0.80 0.992 0.68 0.691 0.51 1.146 0.75 1.515 0.87 1.156 0.75 1.300 0.81 







Table 103: G1- Kavanaugh Punctuation Character Frequency 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
, 0.872 0.62 0.422 0.33 1.332 0.82 1.650 0.90 1.058 0.71 0.581 0.44 1.735 0.92 
. 0.851 0.61 0.836 0.60 1.766 0.92 1.616 0.89 1.220 0.78 0.857 0.61 2.004 0.95 
: 0.880 0.62 1.260 0.79 0.809 0.58 0.603 0.45 0.616 0.46 0.037 0.03 0.700 0.52 
; 0.434 0.34 0.946 0.66 1.475 0.86 0.693 0.51 0.094 0.07 0.622 0.47 0.420 0.33 
? 10.100 1.00 10.597 1.00 9.802 1.00 9.518 1.00 10.010 1.00 10.160 1.00 9.319 1.00 
 
Table 104: G2- Breyer Punctuation Character Frequency 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
, 2.185 0.97 1.608 0.89 2.840 1.00 3.264 1.00 2.460 0.99 1.744 0.92 3.318 1.00 
. 1.937 0.95 1.938 0.95 3.191 1.00 2.985 1.00 2.449 0.99 1.894 0.94 3.449 1.00 
: 0.686 0.51 1.124 0.74 0.602 0.45 1.123 0.74 0.375 0.29 0.308 0.24 0.477 0.37 
; 0.607 0.46 0.037 0.03 0.547 0.42 0.328 0.26 1.014 0.69 0.357 0.28 0.616 0.46 
? 13.133 1.00 13.848 1.00 12.830 1.00 12.445 1.00 13.076 1.00 13.067 1.00 12.094 1.00 
 
Table 105: G2- Roberts Punctuation Character Frequency 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
, 0.429 0.33 0.604 0.45 1.504 0.87 2.230 0.97 0.858 0.61 0.165 0.13 2.297 0.98 
. 0.670 0.50 0.754 0.55 1.416 0.84 1.061 0.71 0.139 0.11 0.548 0.42 1.882 0.94 
: 1.376 0.83 2.121 0.97 1.332 0.82 1.792 0.93 0.927 0.65 0.255 0.20 1.030 0.70 
; 1.280 0.80 0.332 0.26 0.653 0.49 0.839 0.60 2.032 0.96 0.796 0.57 1.279 0.80 
? 23.871 1.00 25.299 1.00 23.859 1.00 23.188 1.00 24.086 1.00 23.280 1.00 22.186 1.00 
 
Table 106: G2- Sotomayor Punctuation Character Frequency 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
, 2.740 0.99 1.884 0.94 3.859 1.00 4.515 1.00 3.224 1.00 1.980 0.95 4.433 1.00 
. 2.711 0.99 2.771 0.99 4.799 1.00 4.457 1.00 3.578 1.00 2.525 0.99 5.000 1.00 
: 1.099 0.73 1.771 0.92 1.025 0.69 1.781 0.93 0.663 0.49 0.396 0.31 0.785 0.57 
; 1.150 0.75 2.241 0.97 3.335 1.00 1.746 0.92 0.476 0.37 1.395 0.84 1.103 0.73 






Table 107: G2- Thomas Punctuation Character Frequency 
 Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 Z P Z P Z P Z P Z P Z P Z P 
, 2.769 0.99 3.393 1.00 2.258 0.98 1.853 0.94 2.582 0.99 3.004 1.00 1.668 0.90 
. 3.647 1.00 3.734 1.00 2.542 0.99 2.729 0.99 3.226 1.00 3.473 1.00 2.130 0.97 
: 1.346 0.82 1.180 0.76 1.392 0.84 2.320 0.98 1.490 0.86 1.841 0.93 1.437 0.85 
; 0.363 0.28 0.206 0.16 0.791 0.57 0.083 0.07 0.763 0.55 0.124 0.10 0.374 0.29 






Appendix I: NOT Contraction (Proportion Test) 
 
Table 108: G1- Breyer NOT Contraction 
  Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 not n't Z P Z P Z P Z P Z P Z P Z P 
do not 1 0 0.08 0.06 0.08 0.06 0.19 0.15 0.13 0.10 0.08 0.06 0.10 0.08 0.09 0.07 
does not 1 0 0.08 0.06 0.08 0.06 0.28 0.22 0.13 0.10 0.08 0.06 0.10 0.08 0.09 0.07 
 
Table 109: G1- Gorsuch NOT Contraction 
  Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 not n't Z P Z P Z P Z P Z P Z P Z P 
did not 1 1 0.08 0.06 0.01 0.01 0.27 0.21 0.03 0.02 0.00 0.00 0.05 0.04 0.03 0.02 
do not 3 0 0.13 0.11 0.13 0.10 0.32 0.25 0.22 0.17 0.14 0.11 0.17 0.13 0.16 0.12 
does not 2 0 0.11 0.09 0.11 0.08 0.40 0.31 0.12 0.14 0.11 0.09 0.14 0.11 0.13 0.10 
is not 1 1 0.00 0.00 0.01 0.00 0.01 0.01 0.02 0.02 0.00 0.00 0.04 0.03 0.03 0.02 
 
Table 110: G1- Roberts NOT Contraction 
  Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 not n't Z P Z P Z P Z P Z P Z P Z P 
do not 1 0 0.08 0.06 0.08 0.06 0.19 0.15 0.13 0.10 0.08 0.06 0.10 0.08 0.09 0.07 
have not 1 0 0.08 0.06 0.08 0.06 0.09 0.07 0.15 0.12 0.08 0.06 0.09 0.07 0.08 0.07 
is not 2 0 0.09 0.07 0.09 0.07 0.10 0.08 0.13 0.10 0.11 0.09 0.11 0.09 0.11 0.08 
would not 1 0 0.08 0.06 0.08 0.06 0.15 0.12 0.09 0.07 0.08 0.06 0.10 0.08 0.09 0.07 
 
Table 111: G1- Sotomayor NOT Contraction 
  Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 not n't Z P Z P Z P Z P Z P Z P Z P 
are not 1 0 0.08 0.06 0.08 0.06 0.12 0.09 0.09 0.07 0.08 0.06 0.10 0.08 0.09 0.07 
did not 1 0 0.11 0.09 0.08 0.06 0.22 0.17 0.09 0.07 0.08 0.06 0.10 0.08 0.09 0.07 
do not 1 0 0.08 0.06 0.08 0.06 0.19 0.15 0.13 0.10 0.08 0.06 0.10 0.08 0.09 0.07 
does not 1 0 0.08 0.06 0.08 0.06 0.28 0.22 0.13 0.10 0.08 0.06 0.10 0.08 0.09 0.07 
 
Table 112: G1- Kavanaugh NOT Contraction 
   Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 not n't Z P Z P Z P Z P Z P Z P Z P 
are not 3 0 0.13 0.11 0.13 0.10 0.20 0.16 0.15 0.12 0.14 0.11 0.17 0.13 0.16 0.12 
did not 1 0 0.11 0.09 0.08 0.06 0.22 0.17 0.09 0.07 0.08 0.06 0.10 0.08 0.09 0.07 
do not 2 0 0.11 0.09 0.11 0.08 0.26 0.21 0.18 0.14 0.11 0.09 0.14 0.11 0.13 0.10 






Table 113: G2- Breyer NOT Contraction 
   Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 not n't Z P Z P Z P Z P Z P Z P Z P 
are not 2 0 0.11 0.09 0.11 0.08 0.16 0.13 0.13 0.10 0.11 0.09 0.14 0.11 0.13 0.10 
could not 1 0 0.08 0.06 0.08 0.06 0.08 0.07 0.09 0.07 0.11 0.09 0.10 0.08 0.09 0.07 
did not 1 0 0.11 0.09 0.08 0.06 0.22 0.17 0.09 0.07 0.08 0.06 0.10 0.08 0.09 0.07 
do not 1 0 0.08 0.06 0.08 0.06 0.19 0.15 0.13 0.10 0.08 0.06 0.10 0.08 0.09 0.07 
does not 6 0 0.19 0.1 0.18 0.1 0.68 0.5 0.31 0.2 0.19 0.2 0.24 0.2 0.22 0.2 
has not 2 0 0.10 0.1 0.11 0.1 0.11 0.1 0.13 0.1 0.11 0.1 0.15 0.1 0.14 0.1 
is not 3 0 0.10 0.1 0.10 0.1 0.12 0.1 0.15 0.1 0.14 0.1 0.13 0.1 0.12 0.1 
would not 2 0 0.11 0.1 0.11 0.1 0.21 0.2 0.13 0.1 0.11 0.1 0.13 0.1 0.12 0.1 
 
Table 114: G2- Roberts NOT Contraction 
   Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 not n't Z P Z P Z P Z P Z P Z P Z P 
are not 1 0 0.08 0.06 0.08 0.06 0.12 0.09 0.09 0.07 0.08 0.06 0.10 0.08 0.09 0.07 
did not 6 0 0.27 0.21 0.18 0.14 0.54 0.41 0.22 0.17 0.19 0.15 0.23 0.19 0.22 0.17 
do not 5 0 0.17 0.14 0.17 0.13 0.41 0.32 0.28 0.22 0.18 0.14 0.22 0.17 0.20 0.16 
has not 2 0 0.10 0.08 0.11 0.08 0.11 0.09 0.13 0.10 0.11 0.09 0.15 0.12 0.14 0.11 
have not 3 0 0.14 0.1 0.14 0.1 0.16 0.1 0.27 0.2 0.14 0.1 0.15 0.1 0.14 0.1 
is not 5 0 0.12 0.1 0.12 0.1 0.15 0.1 0.20 0.2 0.18 0.1 0.16 0.1 0.14 0.1 
were not 2 0 0.12 0.1 0.13 0.1 0.48 0.4 0.13 0.1 0.11 0.1 0.16 0.1 0.13 0.1 
would not 3 0 0.13 0.1 0.14 0.1 0.26 0.2 0.15 0.1 0.14 0.1 0.16 0.1 0.15 0.1 
 
Table 115: G2- Thomas NOT Contraction 
   Alito Breyer Gorsuch Kagan Roberts Sotomayor Thomas 
 not n't Z P Z P Z P Z P Z P Z P Z P 
could not 4 0 0.15 0.12 0.15 0.12 0.16 0.13 0.18 0.14 0.22 0.18 0.19 0.15 0.18 0.14 
did not 6 0 0.27 0.21 0.18 0.14 0.54 0.41 0.22 0.17 0.19 0.15 0.24 0.19 0.22 0.17 
do not 2 0 0.11 0.09 0.11 0.08 0.26 0.21 0.18 0.14 0.11 0.09 0.14 0.11 0.13 0.10 
does not 2 0 0.11 0.09 0.11 0.08 0.40 0.31 0.18 0.14 0.11 0.09 0.14 0.11 0.13 0.10 
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