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Resum– Durant els u´ltims anys, l’u´s de sistemes de co`mput de baix consum, com ara els tele`fons
mo`bils, ha augmentat de manera significativa. El disseny de xips de baix consum te´ diverses
dificultats, com ara el cost de la llice`ncia a adquirir o la complexitat de dissenyar un xip des de
zero. El projecte RISC-V te´ com a objectiu la definicio´ d’una arquitectura oberta, amb usos com
ara l’acade`mic, per a aprendre el funcionament d’un processador, o com a base pel disseny de
processadors d’u´s especı´fic. Degut a l’actual manca d’alternatives pel que fa al hardware disponible
per a desenvolupar software per l’arquitectura RISC-V, els simuladors so´n una gran opcio´ per a
poder escriure i testejar software mentre el hardware no esta` disponible a gran escala. En aquest
treball s’implementa el model d’execucio´ amb pipeline en un simulador de l’arquitectura RISC-V i es
mesura l’augment de rendiment que proporciona l’u´s d’aquest model d’execucio´.
Paraules clau– RISC-V, Conjunts d’instruccions, Simuladors, Codi obert, Pipeline, Hardware
de baix consum
Abstract– In the recent years, the popularity of low power computing systems, such as smartphones,
has skyrocketed. Low power silicon design has a lot of difficulties, such as the cost of licensing to
modify a design, or the complexity of designing a chip from scratch. The RISC-V project has the
goal of defining an open architecture, with uses such as academic use to learn the way a processor
works at a low level, or to be the base design for application-specific processor designs. Due to the
lack of options when it comes to available hardware to test and develop software for the RISC-V
architecture, simulators can be a great alternative to be able to write and test software before the
hardware becomes more widely and cheaply available. This project focuses on the implementation
of the pipeline execution model on a simulator of the RISC-V architecture and measuring the
improvement in performance that this execution model can provide.
Keywords– RISC-V, Instruction sets, Open Source, Pipeline, Low power hardware
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1 INTRODUCCIO´
DURANT els u´ltims anys hi ha hagut un gran aug-ment en la utilitzacio´ de hardware de baix consum,com poden ser els tele`fons mo`bils actuals o be´ al-
tres dispositius que utilitzen arquitectures ARM[1] o simi-
lars. Un dels problemes de les arquitectures com ara ARM
o x86[2] (que so´n les arquitectures que s’utilitzen per als
tele´fons mo`bils i ordinadors actuals) e´s que o be´ cal pagar
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una llice`ncia per a poder modificar l’arquitectura o be´ di-
rectament no hi ha la possibilitat de modificar-la en absolut,
sino´ que l’u´nica possibilitat e´s adquirir xips directament del
fabricant. Aixo` dificulta molt la possibilitat de poder disse-
nyar un xip per a utilitzar en una aplicacio´ especı´fica, ja que
o be´ hi ha un gran cost si es vol adquirir una llice`ncia per
a modificar un disseny ja existent, o be´ s’ha de dissenyar
el xip en qu¨estio´ des de zero, amb l’enorme esforc¸ i com-
plexitat que comporta el disseny d’un processador. L’arqui-
tectura RISC-V[3] es crea per a intentar solucionar aquesta
problema`tica.
1.1 RISC-V
RISC-V e´s un ISA[4] (Instruction Set Architecture) de codi
obert basat en els principis de disseny RISC[5]. El pro-
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jecte va comenc¸ar el 2010 a UC Berkeley, tot i que una
gran part de les persones involucrades no estan relaciona-
des amb la universitat. Aquest ISA es va dissenyar per a
u´s acade`mic, i es va escollir en comptes d’adoptar una ar-
quitectura ja existent perque` havia de ser una arquitectura
oberta i perque` altres arquitectures com ara ARM, Open-
RISC, SPARC o MIPS tenien certes deficie`ncies, explicades
a l’article ”Design of the RISC-V Instruction Set Architec-
ture”[6].
Al no ser dissenyat amb una microarquitectura especı´fica,
RISC-V te´ el benefici que e´s molt versa`til. L’ISA RISC-V
es pot implementar amb amples de paraula de 32, 64 o fins
i tot 128 bits. Addicionalment, l’arquitectura te´ un compo-
nent base, pero` es pot augmentar la funcionalitat dels dis-
senys segons les necessitats de la implementacio´ especı´fica
utilitzant les diverses extensions, com poden ser:
• Extensio´ M: Multiplicacio´ i divisio´ entera
• Extensio´ A: Instruccions ato`miques
• Extensio´ F: Punt flotant de precisio´ simple
• Extensio´ D: Punt flotant de precisio´ doble
• Extensio´ C: Instruccions comprimides
• Etc...
Un altre benefici d’aquesta arquitectura e´s que utilitza el
concepte de ”congelacio´” de certes parts de l’arquitectu-
ra. Si una arquitectura base o una extensio´ esta` congelada,
vol dir que el seu funcionament ba`sic no canviara`, i com
a consequ¨e`ncia, software escrit per aquestes arquitectures
sera` compatible amb les versions futures. Aixo` e´s un gran
benefici ja que permet a empreses escriure software i tenir
la confianc¸a que el software seguira` funcionant en versions
futures de l’arquitectura.
Finalment, els dissenys originals utilitzen una llice`ncia
BSD[7], que permet modificar els dissenys originals sense
haver de publicar els canvis, facilitant que empreses puguin
fer dissenys amb arquitectures orientades a aplicacions es-
pecı´fiques i poder-los comercialitzar sense haver de publi-
car les especificacions del disseny en qu¨estio´.
Donat que RISC-V e´s una arquitectura molt recent, no e´s
senzill adquirir hardware que utilitzi aquesta arquitectura,
cosa que complica la creacio´ de nou software per a la ma-
teixa. Aquı´ e´s on entren els diferents tipus de simuladors,
com per exemple els simuladors software, com el que s’uti-
litza com a base per a aquest treball, o be´ implementacions
hardware utilitzant FPGAs. Aquestes eines fan possible de
forma senzilla poder implementar i testejar software per la
arquitectura RISC-V mentre el hardware no e´s fa`cilment ac-
cessible.
Aquest treball te´ com a objectiu observar a alt nivell com
funciona l’arquitectura RISC-V i implementar un pipeline
per a augmentar el rendiment del simulador i per a compro-
var com diferents tipus de programes afecten el rendiment
d’un processador que utilitza un pipeline.
2 OBJECTIUS
Els objectius d’aquest treball so´n, per una banda, compren-
dre el funcionament d’un simulador d’un processador per a
poder expandir-ne la seva funcionalitat, i per una altra ban-
da, implementar el model d’execucio´ de pipeline[8] dins del
simulador i mesurar la difere`ncia de rendiment en compa-
racio´ al model original.
L’objectiu a gran escala del treball e´s el de contribuir en
un projecte de codi obert i proporcionar una implementacio´
de la simulacio´ una mica me´s propera al funcionament dels
processadors actuals.
3 ESTAT DE L’ART
Aquest treball parteix d’un simulador de l’arquitectura
RISC-V ja implementat[9]. Aquest simulador e´s de codi
obert i esta` escrit en C++ utilitzant la llibreria SystemC[10].
Actualment el simulador e´s compatible amb l’arquitectura
base de 32 bits i e´s compatible amb les extensions I, M, A
i C. Com es pot veure a la figura 1 aquest simulador pro-
porciona un mo`dul de memo`ria, amb el qual e´s possible
llegir i escriure dades, te´ un banc de 32 registres, un mo`dul
de Trace, que permet mostrar text per pantalla i els mo`duls
Performance i Log, que permeten obtenir certs para`metres
de rendiment i guardar dades rellevants en un arxiu de text
sobre l’execucio´ del simulador, com podrien ser errors, les
instruccions que executa el simulador o l’estat dels registres
afectats a cada moment.
Fig. 1: Estructura del simulador
El simulador e´s capac¸ d’executar codi ensamblador, codi
compilat en C (entre altres tipus de programes, e´s capac¸
d’executar el Sistema Operatiu en temps real FreeRTOS) i
passa correctament la majoria de proves del conjunt riscv-
tests[11].
Com s’ha mencionat abans, tambe´ existeixen simulaci-
ons a nivell de hardware de l’arquitectura, executant un dis-
seny amb una FPGA. Els dissenys amb FPGA permeten
executar i modificar de forma senzilla el disseny d’un pro-
cessador en hardware real sense que sigui necessari fabricar
els xips, amb tot l’esforc¸ i cost que aixo` comporta. Tambe´
existeix un gran ventall de possibilitats pel que fa a simu-
ladors software, amb implementacions tant de codi obert
com amb llice`ncies comercials, un exemple e´s Spike[12],
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el simulador oficial de la fundacio´, altres exemples serien
QEMU[13], Imperas[14] o FireSim[15].
3.1 Spike
Spike, que e´s el simulador oficial de l’ISA RISC-V, imple-
menta un model funcional de un o me´s threads hardware
RISC-V. Actualment Spike suporta les segu¨ents funcions de
l’ISA RISC-V:
• ISA base RV32I i RV64I
• Extensio´ Zifencei
• Extensio´ Zicsr
• Extensions M, A, F, C, Q, C, V [16]
• Conformitat amb RVWMO i RVTSO (models de
memo`ria)
• Modes de ma`quina, supervisor i usuari
• Capacitat de Debugging
De la mateixa forma que el conjunt d’instruccions i al-
tres eines de RISC-V, el simulador esta` disponible de forma
lliure i gratuı¨ta a un repositori de GitHub[12]. Una funci-
onalitat interessant que te´ aquest simulador e´s la possibili-
tat de simular instruccions no incloses en el simulador ba-
se, implementant-les utilitzant plantilles ja existents. Aixo`
fa possible simular un processador de disseny personalitzat
amb aquest programa sense la necessitat de dissenyar i fa-
bricar un xip, o ni tan sols d’implementar-lo en una FPGA.
Pel que fa a les possibilitats de Debugging, es pot utilitzar o
be´ gdb o el mo`dul interactiu inclo´s amb el simulador.
Pel que fa a compatibilitat amb diferents tipus de pro-
grames, aquest simulador hauria de ser compatible amb
pra`cticament tot el software existent que utilitzi les exten-
sions suportades pel simulador. De fet, actualment aquest
simulador e´s capac¸ d’executar un sistema operatiu Linux
complet.
4 METODOLOGIA
Per a completar aquest treball, s’ha dividit la feina en 5 eta-
pes: la definicio´ de la implementacio´, on es defineix qui-
nes etapes tindra` el pipeline i com funcionara`; la prepara-
cio´ pre`via, on es fan els preparatius per a tenir un entorn
de programacio´ adequat per a comenc¸ar a treballar amb el
simulador; la implementacio´ del pipeline, on s’escriu el co-
di de cada fase; una fase de testeig, on es comprova que
el funcionament del programa segueix sent correcte i cohe-
rent amb el model anterior, i finalment la fase de recollida
de me`triques de rendiment, on es mesura el rendiment del
simulador, es comprova com diferents tipus de programa
afecten el rendiment i finalment es fa una comparativa amb
el model inicial. Les segu¨ents seccions descriuen cada una
d’aquestes fases.
4.1 Definicio´ de la implementacio´
La primera tasca e´s definir les especificacions del pipeline
que farem servir. L’augment de rendiment que proporciona
un pipeline ve del fet que, al poder executar les diferents fa-
ses del pipeline en paral·lel, podem augmentar la frequ¨e`ncia
de rellotge del processador (aquest augment esta` limitat per
la duracio´ de la fase me´s llarga del pipeline). Cal consi-
derar que un pipeline comporta una petita penalitzacio´ de
rendiment quan es trenca el fil d’execucio´, com per exem-
ple quan hi ha un salt. Per tant, com me´s etapes tingui el
nostre pipeline, me´s rendiment podem extreure del mateix,
pero` un major nombre d’etapes tambe´ implica un augment
en la complexitat del funcionament del simulador.
Originalment el simulador fa tot el proce´s d’una instruc-
cio´ de forma sequ¨encial, i sense cap mena de segmentacio´,
cosa que fa que no sigui possible aprofitar el paral·lelisme
de mu´ltiples etapes. En aquest cas en particular s’ha deci-
dit implementar un pipeline amb 3 fases, ja que e´s un bon
balanc¸ de rendiment i de complexitat. Les tres fases del
pipeline tenen la funcionalitat segu¨ent:
• Fetch: Aquesta fase te´ tota la funcionalitat relaciona-
da amb llegir la instruccio´ pertinent de la memo`ria de
programa, descodificar-la i augmentar el valor del Pro-
gram Counter (PC).
• Execute: Aquesta fase te´ tota la funcionalitat rela-
cionada amb el co`mput de les instruccions, acce´s a
memo`ria i notificar al processador si la instruccio´ exe-
cutada ha generat un salt.
• Write-Back: Aquesta fase escriu els valors calculats
a la fase anterior als registres corresponents i fa tota
la gestio´ d’escriptura i lectura de dades que encara no
han sigut escrites al registre.
4.2 Preparacio´ pre`via
El pas segu¨ent e´s la preparacio´ de tots els components ne-
cessaris per a poder treballar amb el codi del simulador. Ja
que treballarem amb programes que estan dissenyats per a
ser executats a una arquitectura diferent a la de la ma`quina,
hi ha alguna tasca addicional que no e´s necessa`ria si tot el
treball que fem e´s amb una u´nica arquitectura. Les segu¨ents
seccions defineixen els passos a seguir per a poder treballar
amb el codi original i testejar el funcionament del simula-
dor.
4.2.1 SystemC
Com s’ha mencionat anteriorment, el programa utilitza la
llibreria SystemC per a dur a terme la simulacio´. Aques-
ta llibreria es pot adquirir de forma gratuı¨ta a trave´s de la
pa`gina del fabricant[10]. Un cop s’obte´ l’arxiu comprimit,
s’ha de descomprimir. En comptes de ser un fitxer binari,
aquesta llibreria proporciona directament el codi font, per
tant, s’ha de compilar el contingut del fitxer comprimit, en
aquest cas utilitzant l’eina Make[17] per a poder fer servir
la llibreria. Cal destacar que per a simplificar les tasques de
depuracio´ s’ha compilat la llibreria amb la opcio´ de depura-
cio´, pero` si l’u´nic objectiu fos executar el programa aquest
pas no seria necessari. Un cop instal·lada la llibreria, cal
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modificar la variable ”SYSTEMC” del Makefile del simu-
lador perque` el compilador sa`piga quina e´s la ruta on s’ha
instal·lat la llibreria.
4.2.2 Entorn de programacio´ C++
El segon pas de la preparacio´ e´s triar un entorn de progra-
macio´ per a poder modificar el codi. En principi es podria
utilitzar qualsevol sistema en el qual es puguin instal·lar els
compiladors de C++ i la llibreria SystemC, i per a editar el
codi es podria utilitzar qualsevol editor de text. En aquest
cas en particular s’ha utilitzat el programa Visual Studio Co-
de, ja que permet la depuracio´ de programes escrits en C++
de forma senzilla i permet adaptar l’entorn de programa-
cio´ al projecte amb la utilitzacio´ de scripts. Per tant tenim
un u´nic programa que ens permet editar el codi, compilar-
lo i depurar-lo de forma senzilla. Per a la depuracio´ del
programa s’utilitza l’eina gdb integrada dins del mo`dul de
depuracio´ de Visual Studio Code.
4.2.3 riscv-tools
Ja que el simulador treballa amb codi de l’arquitectura
RISC-V, ens e´s necessari tindre eines que ens permetin ge-
nerar arxius executables per aquesta arquitectura a partir de
codi font. Aquesta e´s part de la funcio´ del conjunt d’ei-
nes riscv-tools[18]. Aquest conte´ una gran varietat d’eines
software relacionades amb l’arquitectura RISC-V, com ara
el simulador Spike mencionat anteriorment, una eina que
enumera els codis d’operacio´ que el simulador pot executar
i les dues parts que utilitzem per aquest treball. La primera
e´s riscv-tests. Aquest paquet conte´ mu´ltiples tests que ens
poden servir per a comprovar el funcionament del simula-
dor, i van des de tests d’instruccions u´niques fins a bench-
marks sencers per a comprovar el rendiment. L’altra eina
que utilitzarem e´s la riscv-gnu-toolchain que proporciona,
entre altres coses, el compilador GCC per a generar codi
RISC-V a partir de codi C i l’eina objcopy, que ens permet
crear executables compatibles amb el simulador. Cal re-
marcar que actualment riscv-gnu-toolchain i riscv-tools so´n
dos paquets separats, pero` formaven part del mateix conjunt
d’eines quan es va comenc¸ar a desenvolupar el treball.
4.2.4 Notes addicionals
El software anteriorment mencionat s’ha instalat dins del
sistema operatiu Ubuntu 19.04. Per a poder accedir i modi-
ficar el codi del simulador i per a descarregar les riscv-tools
s’ha utilitzat el sistema de control de versions Git[19]. La
versio´ de la llibreria SystemC utilitzada e´s la versio´ 2.3.2.
4.3 Implementacio´ del pipeline
En aquesta seccio´ es definira` amb me´s profunditat com s’-
han implementat cadascuna de les fases del pipeline, la se-
va estructura, i quins canvis han sigut necessaris respecte al
programa original.
4.3.1 Funcionament General
Per a cadascuna de les etapes del pipeline s’ha escrit una
classe que conte´ la seva funcionalitat i dades necessa`ries.
Cada classe te´ un me`tode run, que conte´ el co`mput que
comporta cada etapa. El programa principal te´ una gran
quantitat de mo`duls, com es pot observar a la figura 1. Ens
centrarem en els mo`duls que s’han modificat en comparacio´
a la implementacio´ original. Dins del mo`dul CPU, que e´s
el mo`dul principal on s’executen les instruccions del pro-
cessador, hi ha un bucle on es crida cadascun dels me`todes
run de cada etapa. Un cop s’han executat les tres etapes del
pipeline, es crida un me`tode forward, que prepara les dades
generades per la pro`xima iteracio´.
4.3.2 Etapa Fetch
El funcionament d’aquesta etapa e´s relativament similar a
la part equivalent del codi original. La primera accio´ del
me`tode run de la classe Fetch e´s dur a terme una transaccio´,
on es llegeix una instruccio´ de 4 Bytes de la memo`ria de
programa. Un cop fet aixo`, es comprova l’extensio´ de la ins-
truccio´ i arriba el primer canvi. Originalment, es crida una
funcio´ process (extensio´) instruction(), on es descodifica la
instruccio´ i es fa tota l’execucio´ corresponent a la instruc-
cio´. En el cas de la nova implementacio´, es crea una fun-
cio´ decode (extensio´) instruction(), amb la qual guardem la
instruccio´ descodificada i la seva extensio´ per a utilitzar-les
a la pro`xima etapa del pipeline. Dins del me`tode forward,
modifiquem el Program Counter en 2 o 4 Bytes en funcio´
de l’extensio´ de la instruccio´. Aquest augment es fa dins del
me`tode forward en comptes del me`tode run perque` el fun-
cionament sigui equivalent al simulador original, on s’aug-
menta el PC despre´s d’executar la instruccio´. La segona
part que te´ aquesta etapa dins del me`tode forward e´s trans-
ferir l’extensio´ de la instruccio´ decodificada i la instruccio´
en si als atributs corresponents de la classe Execute, perque`
es puguin executar el cicle segu¨ent.
4.3.3 Etapa Execute
Aquesta segona etapa te´ me´s canvis que l’anterior. En pri-
mer lloc, s’han hagut d’afegir els atributs corresponents a
l’etapa anterior a la definicio´ de la classe. El primer atribut
e´s l’extensio´ de la instruccio´ a executar, i els altres quatre
atributs so´n un atribut per cada tipus d’extensio´, que em-
magatzemara` la pro`xima instruccio´ a executar. S’utilitzen
quatre atributs diferents en comptes d’un ja que en el codi
original el tipus de dada d’instruccio´ e´s diferent per cadas-
cuna de les extensions de l’arquitectura. En segon lloc, s’ha
mogut el me`tode process (extensio´) instruction() de la clas-
se CPU a aquesta classe (Execute). Tambe´ s’ha modificat el
comportament d’aquesta funcio´. En comptes de descodifi-
car la instruccio´ que rep i executar-la, es rep una instruccio´
ja descodificada el cicle anterior i s’executa. El me`tode run,
en funcio´ de l’extensio´ que utilitza la instruccio´ que hem
adquirit al cicle anterior, crida el me`tode process correspo-
nent. Cadascun d’aquests me`todes llegeix quina instruccio´
e´s la que hem rebut, i crida el me`tode especı´fic de la ins-
truccio´ perque` s’executi. Cadascun d’aquests me`todes te´ el
seu funcionament especı´fic, pero` el funcionament ba`sic e´s
el segu¨ent:
1. Acce´s als camps necessaris de la instruccio´ (valors im-
mediats, registres, adreces de memo`ria...)
2. Co`mput de l’operacio´
3. Escriptura del resultat al registre corresponent
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Aquesta funcio´ tambe´ notifica si hi ha hagut un canvi en
el Program Counter, cosa que ens permet fer les accions
necessa`ries si passa, com s’explica a continuacio´.
Ja que estem utilitzant un pipeline, hi ha dues situacions
que s’han de tenir en compte, i caldran canvis perque` el
programa segueixi funcionant correctament. El primer in-
convenient e´s que, si executem una instruccio´ de salt on es
realitza el salt, la instruccio´ que hem recuperat en l’etapa
Fetch en el cicle actual i que executarem al cicle segu¨ent
no sera` la correcta, i per tant hem de perdre un cicle per a
poder recuperar la instruccio´ correcta i executar-la, com es
pot observar a la figura 2. Aquest comportament s’ha im-
plementat afegint un bit a la classe que, quan es crida una
instruccio´ que canvia el Program Counter, com podria ser
un salt, s’activa, i quan aquest bit te´ el valor 1, l’etapa exe-
cute no executa cap instruccio´, simplement torna a canviar
el bit a 0. D’aquesta manera aconseguim que el simulador
executi les instruccions en l’ordre correcte en cas que hi ha-
gi un salt.
Fig. 2: ”Pipeline flush”quan hi ha un salt en l’execucio´ del
programa
El segon inconvenient e´s que, originalment, quan llegim
el Program Counter a l’executar una instruccio´, el seu valor
es troba a la instruccio´ que estem executant actualment. En
el cas que utilitzem un pipeline, aixo` deixa de ser cert, ja
que el Program Counter es troba una instruccio´ me´s enda-
vant. Aixo` e´s un problema, ja que els ca`lculs originals que
involucren el PC ara so´n incorrectes, amb el problema afe-
git que existeixen instruccions de 2 i 4 Bytes, i per tant no
podem simplement restar 4 Bytes al resultat per a obtenir el
resultat correcte. Per a corregir aquesta situacio´ s’ha modi-
ficat el codi de cada una de les instruccions del simulador
que fan ca`lculs utilitzant el PC, com podrien ser les instruc-
cions de salt, i modificar els seus ca`lculs que utilitzen el PC,
ajustant-los en 2 o 4 Bytes en funcio´ de si la instruccio´ en
si ocupa 2 o 4 Bytes. Un cop aplicats aquests canvis, el
funcionament del simulador torna a ser correcte.
4.3.4 Etapa Write-Back
L’etapa final del pipeline s’encarrega de guardar els resul-
tats generats en l’etapa Execute al seu registre corresponent.
Per a implementar aquest sistema s’havien considerat du-
es possibilitats. La primera opcio´ era afegir un atribut a la
classe Execute, que representaria la sortida de la ALU, on es
guardarien els resultats de la instruccio´ executada, i l’etapa
de Write-Back s’encarregaria a cada cicle de guardar aquest
valor al registre que toqui. El problema d’aquesta opcio´ e´s
que requereix modificar totes i cada una de les funcions ori-
ginals perque` escriguin el seu resultat a aquesta ”ALU” en
comptes d’escriure directament al registre, i tambe´ cal im-
plementar algun tipus de sistema per a saber a quin registre
s’ha d’escriure el valor de la ALU. L’altra opcio´, que e´s
funcionalment equivalent, i que s’ha utilitzat per a aquesta
implementacio´ e´s el sistema que es pot veure a la figura 3.
Fig. 3: Estructura del nou sistema de registres
S’ha modificat la classe Register, afegint-hi dos buffers i
dos arrays d’estat. Aquestes estructures han d’estar duplica-
des perque volem saber l’estat del buffer i dels registres del
cicle anterior. L’array d’estat esta` format per 32 elements
que determinen quantes escriptures pendents queden a ca-
dascun dels 32 registres del processador. Degut a aquest
canvi i perque` el programa segueixi funcionant de forma
correcta, ha calgut modificar les funcions d’escriptura i lec-
tura de valors d’un registre.
La funcio´ de lectura s’ha modificat, fent que, si hi ha
una escriptura pendent al registre que llegim, llegim el valor
del buffer, que seria el valor correcte, ja que el valor del
registre estaria desactualitzat. En cas que no hi hagi cap
escriptura pendent, es llegeix el valor del registre, que e´s el
valor correcte.
Per l’altra banda, la funcio´ d’escriptura funciona de la
forma segu¨ent: el valor a escriure s’escriu al nou buffer per
la segu¨ent iteracio´ i s’actualitza l’array d’estat per a reflectir
el fet que hi ha una escriptura pendent al registre que volem
escriure.
Pel que fa a la funcionalitat d’aquesta etapa dins de la
funcio´ forward, hi ha dues parts. La primera, que seria
l’etapa de Write-Back en si, comprova l’estat de cada un
dels registres i si algun registre te´ alguna escriptura pendent,
escriu el valor pendent al registre corresponent i actualitza
l’array d’estat per a reflectir el fet que no hi han escriptures
pendents. La segona part e´s passar el nou buffer al buffer
actual i el nou array d’estat passa a ser l’array d’estat actual.
4.3.5 Canvis del programa externs a la implementacio´
del pipeline
A part dels canvis mencionats als apartats anteriors, hi han
hagut altres canvis no relacionats amb la implementacio´ del
pipeline, principalment afegits per a simplificar l’obtencio´
de me`triques de rendiment del simulador.
El primer canvi ha sigut modificar una part del mo`dul de
Log perque` no mostre´s a l’arxiu de text el valor del Program
Counter quan hi ha un ”pipeline flush”. El segon canvi ha
sigut afegir un comptador de cicles al programa i un ca`lcul
de l’IPC quan acaba l’execucio´ del programa.
4.3.6 Canvi de frequ¨e`ncia de rellotge
Com s’ha mencionat anteriorment, un dels beneficis d’un
pipeline e´s el fet que es pot augmentar la frequ¨e`ncia de re-
llotge, ja que estem limitats per la duracio´ de l’etapa me´s
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llarga, no la suma de la duracio´ de les tres etapes. Original-
ment aquest simulador treballa amb un temps de cicle de 10
ns, equivalent a una frequ¨e`ncia de 100 Mhz. Per a la imple-
mentacio´ amb pipeline s’ha escollit un temps de cicle de 4
ns, ja que si dividim el temps original de 10 ns entre 3 etapes
obtenim 3,33 ns, i s’ha escollit 4 ja que, com que no sabem
quina de les 3 etapes e´s la me´s llarga ni quant me´s llarga
que les altres e´s, l’hem triat com a valor orientatiu proper a
3,33 ns, suposant que la variacio´ de duracio´ de cada etapa
no e´s molt gran.
4.4 Testeig del funcionament del programa
El testeig del programa s’ha dut a terme en dues fases. La
primera fase era el testeig del funcionament del programa
mentre s’implementava una etapa del pipeline en particular.
La segona fase era el testeig del funcionament del programa
un cop el sistema sencer estava implementat, amb un ventall
de programes de testeig me´s ampli i amb programes me´s
complexos. Les dues fases s’expliquen amb me´s detall a
continuacio´.
4.4.1 Testeig durant la implementacio´ de les etapes
Aquesta fase del testeig es duia a terme al mateix temps
que la implementacio´ de cada fase del pipeline. Degut a la
implementacio´ del simulador, era possible implementar una
etapa del pipeline i ”connectar” el resultat a la resta del mo-
del original, i mantenir el funcionament del simulador. Per
tant, s’han utilitzat dos programes senzills per a comprovar
el funcionament correcte del simulador un cop implemen-
tada cada etapa. El primer programa e´s un programa senzill
escrit en C que, utilitzant el mo`dul Trace del simulador im-
primeix els cara`cters ”He” per pantalla quan acaba l’execu-
cio´ del programa. Un cop fet un canvi al simulador, podem
executar aquest petit programa i, tot i que no e´s prou com-
plex per a dir-nos si el simulador funciona perfectament, e´s
una forma senzilla de saber si alguna cosa no funciona be´.
El segon programa, que es pot veure a la figura 4, esta` escrit
en ensamblador i, tot i que esta` format per simplement 5 ins-
truccions, e´s molt u´til per a comprovar el funcionament de
les dues u´ltimes etapes, ja que hi ha instruccions que operen
amb els registres. Per tant, si comprovem el funcionament
dels registres amb el depurador, podem saber si l’etapa de
Write-Back funciona correctament, i per l’altra banda, la
instruccio´ de salt ens serveix per a saber si el nostre meca-
nisme de ”pipeline flush” funciona correctament. Aixo` es
pot comprovar utilitzant el depurador i assegurant-nos que
les instruccions que executa l’etapa Execute del processa-
dor es corresponen a les instruccions escrites al programa
escrit en ensamblador.
4.4.2 Testeig de la implementacio´ completa
Un cop hem comprovat que no hi ha cap error evident a
cap de les etapes que hem implementat, s’han utilitzat 3
programes escrits en C per a comprovar el funcionament
del simulador de forma me´s extensa.
4.4.2.1 Programa ”prints”
Aquest primer programa de prova e´s un programa relati-
vament senzill. Es defineix una variable temporal i es fan
Fig. 4: Codi ensamblador del programa ”BasicLoop”
mu´ltiples operacions aritme`tiques sobre aquesta. Els resul-
tats de les operacions es mostren per pantalla utilitzant el
me`tode print, que utilitza el mo`dul Trace. Aquest programa
serveix per a comprovar el funcionament de certes operaci-
ons aritme`tiques, el funcionament dels registres i dels salts.
Addicionalment tambe´ utilitza la llibreria esta`ndard de C
per la funcio´ sprintf, fet que fa que l’executable resultant
sigui molt me´s gran que els programes anteriors ( 300 By-
tes del programa Trace contra 150 kB d’aquest programa).
Executar aquest programa va servir per a detectar que a la
instruccio´ ”AUIPC” no s’hi havia fet la correccio´ del ca`lcul
del valor del PC, i que nome´s s’havia fet a les instruccions
de salt.
4.4.2.2 Programa ”benchmark”
Aquest programa e´s un banc de proves senzill escrit per a
comprovar el funcionament del simulador, pero` tambe´ per
a recollir resultats de rendiment. El funcionament d’aquest
programa e´s el segu¨ent:
1. Multiplicacio´ de dues matrius de mida 24x24 16 cops:
permet comprovar que el mo`dul de memo`ria funciona
correctament, a part de les operacions de multiplicacio´
i divisio´
2. Bucle d’1 milio´ d’operacions NOP: permet comprovar
el funcionament de les operacions de salt i ens serveix
per a comprovar la penalitzacio´ que comporten les ins-
truccions de salt
3. Aplicar el proce´s de DCT i quantitzacio´ (utilitzats en
la compressio´ JPEG) a un bloc 8x8 aleatori 8 vega-
des: semblant a la primera part, comprova el funcio-
nament de la memo`ria i s’executen operacions trigo-
nome`triques i d’arrel quadrada. Degut a problemes
amb el compilador (generava operacions de punt flo-
tant, no compatibles amb aquest simulador) aquesta
part del programa no s’ha pogut utilitzar
A part d’aquestes 3 parts s’escriuen per pantalla missat-
ges sobre el progre´s del programa i per tant es torna a utilit-
zar les funcions sprintf i print.
4.4.2.3 Benchmark ”Dhrystone”
Dhrystone e´s un banc de proves sinte`tic amb el propo`sit de
ser representatiu del rendiment de processadors de propo`sit
general (CPU). El nom e´s un acudit relacionat amb l’al-
goritme de comprovacio´ del rendiment anomenat Whetsto-
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ne. Aquest programa utilitza crides a funcio´, indireccions
a punter i assignacions, entre altres. A difere`ncia del pro-
grama Whetstone, Dhrystone utilitza u´nicament operacions
enteres, sense cap operacio´ de coma flotant. El programa
retorna un resultat de Dhrystones/segon.
Cal considerar que aquest programa no funciona com-
pletament amb el simulador, i retorna resultats incorrectes,
pero` el simulador e´s capac¸ d’executar-lo de forma completa
i, encara que no retorni resultats correctes, ens e´s u´til per a
comparar el rendiment amb la versio´ original del simulador
4.4.3 Resultats del testeig
Despre´s de mu´ltiples proves amb els programes descrits en-
tre altres, s’ha arribat a la conclusio´ que el simulador se-
gueix funcionant de forma correcta, o almenys de forma
correcta fins al mateix nivell que el programa original.
4.5 Recollida de me`triques de rendiment
Un cop s’ha comprovat que el programa funciona correc-
tament, s’han recollit me`triques de rendiment de les dues
versions del simulador, utilitzant el mo`dul Performance que
proporciona el simulador. L’execucio´ del simulador propor-
ciona dos resultats, a me´s del text mostrat per pantalla del
mo`dul Trace, com es pot observar a la figura 5. El primer e´s
un bolcat de l’estat final dels registres, mostrant els valors
emmagatzemats a cada registre. El segon resultat so´n les
me`triques de rendiment, que so´n les segu¨ents:
• Lectures a la memo`ria de programa
• Escriptures a la memo`ria de programa
• Escriptures a registre
• Lectures de valors de registre
• Instruccions executades
• Cicles completats
• IPC de l’execucio´ del programa
Fig. 5: Resultat de l’execucio´ del programa amb l’executa-
ble ”benchmark”
Addicionalment, el simulador tambe´ mostra si hi ha ha-
gut algun error a l’execucio´. En el cas de la figura 5, es
mostra un error en l’execucio´ de la instruccio´ ECALL, pero`
aquest e´s el funcionament normal ja que la instruccio´ ”E-
CALL” e´s la que marca la finalitzacio´ de l’execucio´ d’un
programa.
5 RESULTATS
En aquesta seccio´ es mostren els resultats de rendiment de
les dues versions del simulador. El codi de la versio´ mo-
dificada del simulador, incloent els tests que s’han utilitzat
en aquest treball es pot trobar a GitHub[20]. Pel que fa a
la metodologia, s’han executat 5 programes (Addition, Ex-
tended, benchmark, prints i Dhrystone) a les dues versions
del simulador, l’original i la versio´ amb pipeline. S’han uti-
litzat les me`triques mencionades a l’apartat anterior per a
comparar el rendiment de les dues versions del simulador.
5.1 Speedup de la simulacio´
En aquesta seccio´ es compara el rendiment del processador
simulat en la nova versio´ del simulador en comparacio´ a la
versio´ original
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Fig. 6: Gra`fic comparant la reduccio´ de temps d’execucio´
(speedup a nivell de simulacio´) entre la versio´ original del
simulador i la versio´ amb execucio´ amb pipeline
Com es pot observar a la figura 6, el rendiment millora,
en promig, 2.13 vegades. Aquest resultat e´s bastant proper
a l’speedup o`ptim de 2.5, que e´s el factor en que` hem aug-
mentat la frequ¨e`ncia de rellotge del processador simulat. La
disminucio´ en rendiment ve de quan fem un salt, ja que per-
dem un cicle on no s’executa cap operacio´. Pel que fa als
programes ”Addition” i ”Extended”, el primer e´s un pro-
grama escrit per a representar un cas o`ptim, on no hi ha cap
salt, el programa esta` compost u´nicament per una operacio´
de suma, que s’executa unes 600 vegades. Com podem ob-
servar, l’speedup en aquest cas e´s o`ptim, amb un valor de
2.5. Pel que fa al programa ”Extended”, e´s un programa
escrit en ensamblador que executa un bucle amb 4 milions
d’iteracions, on aproximadament la meitat de les operacions
executades so´n instruccions de salt. Per tant aquest progra-
ma seria el pitjor cas possible. Com es pot observar, aquest
programa ens proporciona el pitjor speedup amb difere`ncia,
pero` cal remarcar que, tot i aixı´, seguim guanyant un 60%
de rendiment en comparacio´ amb la versio´ original.
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5.2 Cicles necessaris per a executar un pro-
grama
En aquesta seccio´ s’observa com diferents tipus de progra-
ma afecten la quantitat de cicles que tarda cada versio´ del
simulador a executar un mateix programa. El processador
original, al no utilitzar un pipeline, sempre executa una ins-
truccio´ cada cicle, mentre que en la versio´ amb pipeline,
hi haura` cicles on no executem cap instruccio´ perque` hem
executat un salt, fent que siguin necessaris me´s cicles per
a executar el programa. A la figura 7 podem observar fins
a quin punt el tipus de programa pot afectar els cicles que
tarda l’execucio´ en el model amb pipeline.
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Fig. 7: Gra`fic que mostra l’increment en cicles a l’executar
el mateix programa amb el model de pipeline
Com es pot observar, i com al gra`fic anterior, els dos pri-
mers programes ens mostren el millor i pitjor cas. En el
millor cas, el factor d’increment e´s 1, per tant el model amb
pipeline tarda els mateixos cicles que el simulador original.
En el pitjor cas, podem veure que el simulador ha d’execu-
tar un 50% me´s de cicles que el model original, ja que en
aquest programa, 1 de cada 2 instruccions so´n de salt, i a
cada salt es perd un cicle. En la resta d’exemples, veiem
que l’increment va des d’un 6% a un 20%, que so´n valors
bastant bons.
5.3 Temps d’execucio´ del programa
L’u´ltim resultat que s’ha recollit e´s el temps d’execucio´ de
les dues versions del programa. Tot i que a nivell de simu-
lacio´ aquest nou model amb pipeline proporciona un gran
augment de rendiment en comparacio´ amb el model origi-
nal, un aspecte important a considerar e´s el temps d’exe-
cucio´ del simulador en si, ja que e´s el temps que realment
tardara` a executar-se la simulacio´, i si el nou model e´s molt
me´s lent que la versio´ original, l’experie`ncia d’utilitzar el
simulador pot empitjorar considerablement. A la figura 8
es pot observar la penalitzacio´ de rendiment que compor-
ta utilitzar la nova versio´ del simulador. Per a obtenir els
resultats s’ha utilitzat l’eina perf de Linux, i el programa
”Addition” no apareix al gra`fic ja que la seva execucio´ e´s
massa curta per a obtenir resultats de temps d’execucio´ fia-
bles.
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Fig. 8: Gra`fic comparant la penalitzacio´ en el temps d’exe-
cucio´ entre la versio´ original del simulador i la versio´ amb
execucio´ amb pipeline
Com es pot observar a la figura 8, degut a l’overhead de
gestionar les 3 etapes del pipeline i als cicles addicionals
que ha de fer el processador, el temps d’execucio´ augmenta
considerablement, sobretot en el cas del programa ”Exten-
ded”. Tot i aixı´ es considera que l’augment de temps d’e-
xecucio´ no afecta a la nova versio´ del simulador de forma
suficient per a no justificar l’addicio´ d’aquest model d’exe-
cucio´ al simulador.
6 CONCLUSIONS
Pel que fa a aquest treball, s’han pogut completar tots els
objectius amb e`xit. Pel que fa al funcionament del nou
model d’execucio´, s’ha implementat el pipeline de forma
correcta, i el simulador te´ el mateix nivell de compatibili-
tat que la versio´ original. Pel que fa al rendiment, tambe´
s’han aconseguit bons resultats, amb un augment de rendi-
ment de 60% en el pitjor cas, i un augment de rendiment
de me´s del 100% en l’execucio´ de programes convencio-
nals. Addicionalment, tambe´ s’ha pogut veure, ni que sigui
a molt alt nivell, el funcionament d’un processador RISC-V.
Finalment, tambe´ existeix la possibilitat d’incloure els can-
vis fets al projecte original, ja que aquest e´s de codi obert,
permetent a altres usuaris poder utilitzar aquesta versio´ del
simulador.
7 L I´NIES FUTURES
Pel que fa a lı´nies futures, hi ha quatre aspectes principals
a considerar. El primer seria afegir me´s etapes a la simula-
cio´. Un augment del nombre d’etapes del pipeline perme-
tria augmentar el rendiment del processador simulat encara
me´s, ja que augmentaria el nivell de paral·lelisme. Un segon
canvi a considerar seria l’execucio´ de les etapes del pipeline
en paral·lel a nivell de programa. Les etapes nome´s s’exe-
cuten en paral·lel al processador a nivell de simulacio´, pero`
executar-les en diferents threads podria servir per a mitigar
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la pe`rdua de rendiment real quan executem el simulador.
Tambe´ cal considerar que l’overhead de gestionar mu´ltiples
threads podria ser superior al guany de rendiment de l’exe-
cucio´ paral·lela, pero` aquesta seria una opcio´ a considerar
per a compensar la pe`rdua de rendiment de la nova versio´.
Un altre canvi seria permetre al simulador utilitzar o be´ el
model amb pipeline o el model original. Aquest canvi per-
metria a l’usuari fer servir el model que li sigui me´s u´til
per a cada situacio´, ja que es podria escollir entre menor
temps de simulacio´ per a testejar software o una simulacio´
me´s propera als processadors reals per a poder veure com
funciona un pipeline de forma detallada. L’u´ltim aspecte a
considerar seria la compatibilitat del simulador. Tot i que el
simulador pot executar programes i no presenta cap mena
de problemes per a la majoria de situacions, seria interes-
sant ampliar la funcionalitat del simulador per a assegurar
el seu correcte funcionament, especialment en aquests pro-
grames menys comuns que presenten errors puntuals.
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