Abstract. Blind deconvolution refers to the image processing task of restoring the original image from a blurred version, without knowledge of the blurring function. One approach that has been proposed recently 3, 11] is a joint minimization model in which an objective function is set up consisting of three terms: the data tting term, and the regularization terms for the image and the blur. This model implicitly de nes a one-parameter family of blurred images and PSFs, from which the user can decide, usually using additional information, which is the \best" restored image. To nd a local minimum of the objective function, we use an alternating minimization procedure 11] in which we x either the blur or the image and minimize respect to the other variable, each step of which is a standard non-blind deconvolution problem. While the model is not convex and thus allows multiple solutions, we have found that the alternating minimization procedure always converges globally, but with the converged solution depending on the initial guess. In this paper, we will give an analysis of the alternating minimization procedure which will explain the convergence behavior and the observed robustness of the method.
1. Introduction and summary. Image restoration refers to recovering the original scene from observations polluted by blurring and noise. If u true and z denote the original and observed images respectively, the linear shift-invariant image degradation model can be expressed as:
z(x; y) = Z h true (x ? s; y ? t)u true (s; t) ds dt + (x; y) h true ? u true + : (1) Here the domain is a rectangle ?L x ; L x ] ?L y ; L y ], ? denotes the convolution operator, h true is a point spread function (PSF) (i.e, h true 0 and Z h true = 1) and is a white Gaussian noise with zero mean. The blind image deconvolution problem refers to restoring both the image u and the blurring function h while given only the observed image z and probably some statistics of the noise . There are many existing algorithms for simultaneously identify u and h, see for instance, 5, 4, 7, 10, 11] .
As the blind deconvolution problem is ill-posed with respect to both the image and the blurring function, a joint regularization technique 3, 11] was recently developed to regularize both u and h. More speci cally, these papers considered the joint minimization problem: min u;h f(u; h) min u;h kh ? u ? zk 2 L 2 + 1 r(u) + 2 r(h): (2) Here 1 and 2 are positive parameters which measure the trade o between a good t and the regularity of the solutions u and h. Typical choices of regularization functionals r(u) and r(h) that can be found in the literature are the H 1 regularization which are designed to penalize oscillations in u and h as they are re ected in large derivatives. We remark that the TV {norm allows discontinuities in both u and h, thus making it superior to the H 1 regularization in cases where either h or u can have discontinuities (e.g. edges in u and out-of-focus blur). We also remark that the parameter 1 can be determined from the signal to noise ratio (SNR), see 1, 9] . Hence, the model (2) de nes a one-parameter ( 2 ) family of deconvoluted images u and PSFs h, from which the user can decide, usually using additional information, which is the \best" restored image.
Note that f(u; h) as a two variables functional is not convex and hence allows innitely many solutions. In fact, if (u; h) is a solution, then so are (?u; ?h), ( 2 1 h; 1 2 u), (u(x c; y d); h(x c; y d)) for any real constant c and d. To nd a local minimizer, You and Kaveh 11] observed that for a xed h (resp u), f( ; h) is a convex function of u (resp h) and they proposed the alternating minimization (AM) algo-rithm; see Table 1 . With an initial guess u 0 for u, we can minimize (2) by rst solving f(u 0 ; h 1 ) min h f(u 0 ; ), and then f(u 1 ; h 1 ) min u f( ; h 1 ). These convex minimization problems can be solved by solving respectively the corresponding Euler-Lagrange equations, 0 = r h f(u 0 ; h) 2u 0 (?x; ?y) ? (u 0 (x; y) ? h(x; y) ? z) + 2 R(h) @h @n = 0 on @ (3) and 0 = r u f(u; h 1 ) 2h 1 (?x; ?y) ? (h 1 (x; y) ? u(x; y) ? z) + 1 R(u) @u @n = 0 on @ ; (4) where R(u) = ?2 u and R(h) = ?2 h; (5) if r( ) is the H 1 regularization (see 11]) or R(u) = ?r ru jruj and R(h) = ?r rh jrhj (6) if r( ) is the TV regularization (see 3]). Here denotes the 2D Laplacian operator. The formulas (5) and (6) are obtained by taking the gradient of H 1 ( ) and TV ( ) and then applying integration by parts from which the Neumann boundary conditions in (3) and (4) arise. We called this approach, by rst minimizing h and then u, the AMHU algorithm. A variant of the AM algorithm is to minimize with respect to u rst and then h, which we call the AMUH algorithm; see bottom part of Table   1 . Now in each AM iteration, we are solving two convex non-blind deconvolution problems, one for h k with known u k?1 and one for u k with known h k , in which the corresponding Euler-Lagrange equations are being solved. By alternately minimizing f, the function value f(u k ; h k ) decreases as k increases. We remark that the initial guesses h 0 and u 0 are usually chosen to be the delta function (x; y) and the observed image z respectively, as often these are the only available information in practice.
It has been demonstrated numerically in 3, 11] that the AM algorithm converges very fast and produces a very good restored image after only a few AM iterations. However, the minimization problem in (2) is non-convex and has more than one minimizer. Therefore, analyzing the convergence behavior of the AM iteration is crucial for understanding which local minimizer the AM algorithm converges to and how this minimizer depends on the initial guesses for u and h. In practice, images are often represented as two dimensional grid functions de ned on discrete spaces (for example, f(i; j)j i = 0; 1; : : :; m?1; j = 0; 1; : : :; n?1g). In x2, we will discretize the functional in (2) and consider the discrete version of the AM algorithm. We will prove in x3 that the discrete version of the AM algorithm converges to a local minimizer for any given initial guess and we will discuss how the limit depends on the initial guess. The analysis will be for the case of H 1 regularization only as the TV regularization is highly nonlinear and thus is not as easily analyzed. 3 To simplify the analysis, we will also change the Neumann boundary conditions in (3) and (4) ?y))=2 and u k (x; y) 0 if u k (x; y) < 0 respectively. Our analysis shows that these properties are automatically preserved by the AM algorithm and thus it is unnecessary to impose them explicitly. Finally, we will discuss some of the possible limitations of the H 1 regularization. Numerical results supporting our theoretical result will be given in x4.
2. Discretization and Boundary Conditions. In this section, we consider both the discrete version of the minimization problem (2) and the discrete version of the AM algorithm. Suppose we discretize the domain with m pixels in the xdirection and n pixels in the y-direction. Let (7) where H corresponds to the blurring matrix associated with the unknown blur h. The discrete TV norm and the discrete H 1 norm are expressed as 
Here jru(p; q)j 2 = (u(p + 1; q) ? u(p; q)) 2 + (u(p; q + 1) ? u(p; q)) 2 is the square of the norm of a discrete gradient at (p; q). Now, the discrete AM algorithm is expressed in Table 2 .
To simplify the analysis on the AM algorithm, we will change the Neumann boundary conditions in (3) and (4) 
where each sub-block H p is a circulant matrix de ned as
. . .
. . . 
where is a diagonal matrix. Furthermore, for a matrix which is block circulant with circulant blocks, its eigenvalues can be easily computed by taking the Fourier transform of its rst column; see 2]. That is,
where e 1 is the rst unit vector of size mn. Since the convolution ? is commutative, i.e., h ? u = u ? h, (1) can also be expressed as z = U true h true + where U true is a blurring matrix associated with u true and has the same structure as in (9) . Note that under the H 1 regularization, the AMHU iteration according to Table 2 can be written as Given u 0 : iterating k = 0; 1; : : : Solve for h k+1 (U k U k ? 2 4)h k+1 = U k z (11) h k+1 satis es periodic boundary condition Solve for u k+1 (H k+1 H k+1 ? 1 4)u k+1 = H k+1 z (12) u k+1 satis es periodic boundary condition where r h H 1 (h) = ?24h and r u H 1 (u) = ?24u. Here 4 = circ m (?2; 1; 0; : : :; 0; 1) I n + I m circ n (?2; 1; 0; : : :; 0; 1) is the 2D discrete Laplacian of size mn with periodic boundary condition and circ n (c 1 ; : : :; c n ) denotes an n{by{n circulant matrix with rst column (c 1 ; : : :; c n ) t .
Note that the matrices U k , H k and 4 in (11) and (12) are block circulant matrices with circulant blocks. By (10), we have the following eigendecompositions:
where U k , H k and are diagonal matrices with diagonals given by In addition, we de ne the Fourier spectrum of z to be Z = Z( x ; y )] x=0;1;:::;m?1; y=0;1;:::;n?1 = (F m F n )z: Multiplying (F m F n ) to equations (11) and (12) and make use of (13), the AMHU algorithm in frequency domain can be expressed as:
Given U 0 , iterating k = 0; 1; : : : : (14) In the following section, we will provide analysis to the discrete AM algorithm.
3. Analysis of the AM algorithm. In this section, we are going to show that the discrete AM algorithm converges. The analysis will be for the case of H 1 regularization. There are four main objectives in this section, namely 1. Prove that AMHU converges and determine the limit to which it converges.
2. Determine whether the restored (u; h) satis es some of the physical constraints (e.g P p;q h(p; q) = 1). 3. Discuss some of the possible limitations of using H 1 regularization. In particular, we will discuss why H 1 regularization works reasonably in non-blind deconvolution but not in blind deconvolution, see gure 1. 4. Show that the two algorithms AMUH and AMHU produce the same iterates if the initial guesses h 0 and u 0 are properly initialized and therefore conclude that the AMUH algorithm also converges for any h 0 .
In the following, we will show that the discrete AM algorithm (14) converges for any given U 0 and we will determine the limits U( x ; y ) lim k!1 U k ( x ; y ) and H( x ; y ) lim
Let us rst write the complex number U k ( x ; y ) as U k ( x ; y ) = jU k ( x ; y )je i U k ( x; y) where jU k ( x ; y )j and U k ( x ; y ) are usually called the magnitude spectrum and the phase spectrum of u k . Similarly, we can write H k ( x ; y ) as jH k ( x ; y )je i H k ( x; y) . We will show that both the magnitude spectrum and the phase spectrum of u k and h k are going to converge. Theorem 3.1. For a given initial U 0 ( x ; y ), the AMHU iteration converges and has limit (U( x ; y ); H( x ; y )) given by:
1. For those ( x ; y ) with U 0 ( x ; y ) = 0, (U( x ; y ); H( x ; y )) = (0; 0). Second, if 1 2 R 2 ( x ; y ) > jZ( x ; y )j 2 is true for some frequency ( x ; y ), which means that regularization is too strong, then both the restored U and H at that frequency will be zero. Otherwise, a nonzero spectrum is being restored. Theorem 3.1 tells us that the restored phase spectrum satis es:
U ( x ; y ) = U 0 ( x ; y ); that is, the phase of the restored image u is invariant. Moreover, the spectra H( x ; y ) and U( x ; y ) di er only by a scaling factor q 1 2 . The above interpretations are now summarized in the following corollaries. Since at each AM step, AMUH produces the same iterate as AMHU, obviously AMUH converges. For the sake of completeness, we state the following theorem. where M = r q 2 1 jZ( x ; y )j ? 2 R( x ; y ). Notice that the limiting spectrum U( x ; y ) and H( x ; y ) will depend on H 0 ( x ; y ) instead of U 0 ( x ; y ). 4 . Numerical experiments. In this section, we will verify the theory developed in x3. Namely, if we start with u 0 = z, then the restored h is even, P m?1 p=0 P n?1 q=0 h(p; q) = 1 and jH( )j = p 1 = 2 jU( )j except = 0. We will also show that the theory for the periodic boundary condition provides a good prediction for the Neumann boundary condition case which we actually used in practice. For the ease of presenting the spectra of the restored image and blurring function, our experiements will be all in one dimension and the frequency variable is denoted by . We remark that in our experiments, we have examined various regularization parameters 1 and 2 and we report the best restored signal (the one with the largest impoved signal to noise ratio (ISNR)) for each case. In gures 2 { 4, we show the original signal, the PSF and the blurred image in both spatial and frequency domains. The blurring function in this experiment is a motion blur PSF which is even, and has P m?1 p=0 P n?1 q=0 h true (p; q) H true (0) = 1, see gure 3. In gures 5 { 6, we show the restored u and h by using the AMHU algorithm with periodic boundary condition. We observed that the restored h is even and H(0) is exactly equal to one which means that the restored h satis es P m?1 p=0 P n?1 q=0 h(p; q) = 1 which agrees with P m?1 p=0 P n?1 q=0 h true (p; q) = 1 in this experiment. Furthermore, in gure 7, we plot jH( )j and p 1 = 2 jU( )j. It shows that the relation jH( )j = p 1 = 2 jU( )j holds Figure 8 shows the result for nonblind deconvolution, i.e., given h true and z, we try to restore u true . The restored u looks almost the same as the original signal and has almost the same phase and magnitude spectra as the original signal.
In conclusion, H 1 produces less satisfactory restoration result in blind deconvolution which is because it does not correct the phase of u 0 and the restored u and h are enforced to satisfy jH( )j = p 1 = 2 jU( )j which may not be true for the true image and PSF. In gures 9 { 10, we show the spectra of the restored image and the identi ed PSF
when Neumann boundary condition is imposed. In this case, the restored u and h at the boundary are smoother than those for the periodic boundary condition. Also we note that the phase spectra of u and h are almost the same as those restored under the periodic boundary condition. Hence we conclude that the Fourier analysis for the periodic case provides a very good prediction for that of the Neumann boundary condition.
Even though the AM algorithm with H 1 regularization has limitation on restoring the magnitude and phase spectra of u true and h true , the AM algorithm with TV regularization seems to work very well, see 3]. In gures 11 { 12, we show the spectra of the restored image and the identi ed PSF for TV regularization when Neumann boundary condition is imposed. We observed that both the phase and magnitude spectra of u and h are restored almost exactly. However, due to the highly nonlinear property of TV regularization, we do not have any analysis for blind TV restoration yet.
5. Appendix: Proof for Theorem 3.1. To prove the theorem, we are going to show that both the magnitude spectrum and the phase spectrum of u k and h k are going to converge. The following lemma proves that the phase spectrum converges. Restored blurring function (solid line) h by TV regularization (left) with Neumann BC, its magnitude spectrum jH( )j (middle) and its phase spectrum H (right). These plots are interlaced with the true PSF and its spectra by dotted line. Observation: unlike the H 1 regularization which always restores a zero phase spectrum (see Fig 6) , TV regularization can recover the phase spectrum of the original PSF.
for n = 1; 2; : : :. Next, we prove that the magnitude spectra jU k ( x ; y )j and jH k ( x ; y )j also converge.
Lemma 5.2. For a given initial U 0 ( x ; y ), the sequence (jU k ( x ; y )j; jH k ( x ; y )j) converges for any frequency ( x ; y ) and has limit (jU( x ; y )j; jH( x ; y )j) given by 1. For those ( x ; y ) with U 0 ( x ; y ) = 0, (U( x ; y ); H( x ; y )) = (0; 0). Proof. The proof for part 1 directly follows from (14). To prove part 2, let us rst introduce some notations. Denote x n = jH k ( x ; y )j, y n = jU k ( x ; y )j, z = jZ( x ; y )j and r = R( x ; y ). By (14), we have x n+1 = y n z jy n j 2 + 2 r and y n+1 = x n+1 z jx n+1 j 2 + 1 r :
16 Eliminating y n , we obtain a xed point formula x n+1 = F(x n ) where F : 0; 1) ! 0; 1) and is given by F(x) = xz 2 (x 2 + 1 r) x 2 z 2 + 2 r(x 2 + 1 r) 2 : (18) We will show that the xed point iteration x n+1 = F(x n ) converges for any initial x 0 (i.e., any H 0 ( x ; y )). We will study this in three separate cases. Case (i): z 2 < 1 2 r 2 It is not di cult to check that in this case x = F(x) has only x = 0 as the xed point. We are going to show that F is a contractive mapping by checking jF 0 (x)j < 1 < z 2 2 1 r 2 < 1 Therefore, F is contractive on 0; 1). Hence, x n+1 = F(x n ) converges to x = 0 for any initial guess x 0 . Case (ii): 1 2 r 2 < z 2 < 4 1 2 r 2 In this case, it is not di cult to check that the function F has two xed points, 0 and r q 1 2 z ? 1 r. We will show that the iteration x n+1 = F(x n ) converges to the xed point r q 1 
