In this paper, we construct automorphic forms of the non trivial double covering
Now, we explain our results more explicitly. Let B be a defmite quaternion algebra over 0 with discriminant d, O be a maximal order of B. Put G' = {AeM 2 ...
The space ^// lf / 2 of automorphic forms on G^ with weight (/ l5 / 2 ) belonging to U is defined by: We shall treat everything adelically, because it allows us an easier treatment on Hecke theory and is more suitable for the construction by the Weil representation. In § l, we review the/?-adic double covering of symplectic groups, and extend it to the group with the square multiplicators. We also define a double covering and the Weil representation of its adelization. This is a generalization of Gelbart [3] to higher genera. In § 2, we define the mapping σ by the Weil representation, using good test functions at the infinite place s in Kashiwara and Vergne [16] . The precise defmition of half-integral weight Siegel modular forms and its classical Interpretation are also given there. In § 3, after a short explanation on the Hecke theory, we compare the action of Hecke operators /1-/2 + 5 on Af/!,/ 2 and 5(Γ, det 2 ®Sym(^)). This part is essential. In §5, we shall give some examples. After this work had been finished, the author had a chance to talk with Prof. Kudla, and he told me that he has obtained a correspondence between the representations of general dual reductive pairs under certain assumptions. The connection with this paper does not seem very clear at present, partly because the theory of spherical functions for the non-trivial double covering of the symplectic groups is not known (cf. [19] ). § 1. Weil representation and double cover
In this section, we summarize some fundamental properties of the double covering of the symplectic groups with some similitudes and the Weil representation. of Sp(n, F) has been known (Weil [31] , Rao [27] , Perrin [24] , Lion-Vergne [21] ). Now, take Q e M m (F) such that Q = *Q and det β φ 0. Then, we have an embedding s in Lions-Vergne (loc. cit.) :
The Weil representation R Q of Sp(n, F) attached to Q is defined by the restriction of the Weil representation of Sp(nm, F) to Sp (n, F) through this embedding, that is, for any C-valued L 2 function φ on M n m (F), R Q is given by the following formulae:
r 0-
Here, χ is a fixed non trivial additive character of F, and y(*) is a certain 8-th root of unity / fx\ defmed by Weil [31] . Note that, in our notation, the character in Weil is x-*χ\ For any a,beF, we have where (a, b) F is the Hubert symbol on F (Weil, loc. cit.).
It is known that Q (g 1 g 2 ) = c Q (g 1 ,g 2 ) R Q (g 1 ) R Q (g 2 ) for some {±1} valued 2-cocycle on Sp(n, F). The c Q (g l9 g 2 ) can be calculated explicitly for any given g l5 g 2 (cf. [21] , [24] , [27] ): For the sake of simplicity, we assume from now on, that F=Q p or P. To emphasize its dependence on various places u, we sometimes write c , f , 7, χ etc. as C Q v etc. If no confusion is likely, we abbreviate Q and just write c v .
To develop Hecke theory, we must take slightly larger groups. Put for φε& 9 where λ is taken to be positive, if F=IR.
Proof. For fl = l, the proof has been given in Gelbart [3] . The general case is similarly proved, and we omit it here.
Remark. Actually, we can extend R Q to G v , where G v is the group of all t;-adic symplectic similitudes. But, it is more convenient to take the double cover of G* , because, in the double cover of G v , our important Hecke operator T 0 (l,p . ^-^^_.b y Sp(n,Ft) the unique double cover in G"*" of Sp(n,IR). For g = (g, e)e 5/?(«, P), we put /(g, Z) = (em(g, Z) ^(g))'
that is, / is an automorphic factor (cf. Lions-Vergne, loc. cit.). Let (τ, V) be a finite dimensional irreducible representation of GL n (C).
Put K ao = \( }eSp(n,IR); A + iB is unitaryi. (\-B A) }
Denote by K^ the double cover of K^. 
j D
, and LX (C5) 4>((Al,l)g) = 4>(g) forall (Al,l)e +, A>0, ge *.
The Interpretation into the classical language is given s follows: For put Z = g(i) = (^Z + )(CZ + /))- 1 . Put
Then, for any γ e Γ, we have
Conversely, if there is a function / which satisfies (2. 3), we get an automorphic form Φ by virtue of Proposition 1.4. The proof is Standard s in Gelbert [3] , and we omit it here.
2. 2. To construct automorphic forms by the Weil representation, we need some good test functions at the archimedean place. If Q is positive defmite, such test functions are known by Kashiwara and Vergne [16] . We quote here the part of that theory we need. Let (A, F A ) be an irreducible representation of O (5) 
Theorem 2. 5 (Kashiwara-Vergne loc. cit., Lions-Vergne [21]). For any P(y), put f (X) (y) = P(yR) exp( -2ntT(yQ t y)) 9 where Q is a positive de nite Symmetrie matrix in M 5 (K) and R t R = Q. Then, we have
for all g = ), where Z = 2. 3. Now, we take a special Q for our purpose. Let B be a definite quaternion algebra over 0 with discriminant d. We fix a basis (ω ; ) (ι = l . . . 4 for all a e G', u e £7, A e GjJ (cf. Hashimoto [5] ). We denote by λ the representation of SO (5) 
where rfA is a Haar measure on G A . We put σ(φ) = Φ(^) = (^(g)) (column vector).
For our special β of this subsection, N p in (1. 2) is equal to the /?-part of </ r , where rf' is the least common multiple of d and 4. We put Proof. _We define an action of G A on/e S(X A ) by: (p(A)/) (>^)=/(^p(A)). Then, for any geG A , we get 
Σ (n(y)f')(yp(h))=Ef'(yp(h)). yeX yeX
If we put f = n(g)f, we get the assertion.
The conditions (C2), (C3), (C5) are obvious.
(C 4) is a direct consequence of Theorem 2. 5, noting that k^ (i) = i for any / /i -/? /ι +/Λ //i +f> /ι ~/Λ k" e ^ and the contragredient of ~ * J2 , -y1^ 2 is * 2 , \ 2 . q.e.d.
We express now σ (φ) in the classical language s in (2.2). For Ze$ 2 > i ]eS/7(2,iR) such that det^>0 and g(/l) = y4U 1+5^ = ^ Then, π(( §, l))/ / can be easily calculated. Take a double coset decomposition
so that the oo components (A i ) 00 = l. We take the Haar measure dh such that Α,Ι/Α^ηΟ' and £ = Π^2,5( Ζ ρ)°=^· Then, //Z) at-P P tached to they-th component of σ(φ) s in (2. 2) is given by: 
Proof. We can assume that ώ = (ω, 1) and that ω is a diagonal matrix whose diagonal components are given by (p ei , . . . , p €n , p fl 9 . . . , p fn ) with e { +/, = 2δ and i^ ^2= "" = e n=fn= "·=/ι· Under tiiis assumption, it is easy to see that ^ n ωΚ ρ ω~ι is spanned by "upper triangul r" and "lower triangul r" matrices. Now, let h,keK p be elements such that hco^cok. It is sufficient to prove that p (h, ώ) = β ρ (ω, k) 
So, we should prove that the actions of R Qtp (h) on/and R Q p (ω)/are same for any Ae K p n ωΚ ρ ω~ι. We may assume that h is "upper or lower triangul r". When h is "upper triangul r", the proof is a direct calculation, and we omit it here. Put If we denote ω by (* j, then, d~lxae M n (I p We define a measure dg on G p by putting
where φ is a function on G^ and dg is a Haar measure on G* such that vol (K p ) = -.
Then, dg is G* invariant. Let ^ (i = l, 2) be continuous functions on G p such that { (g(l, -1))= -^i(g)j one of which is of compact support. Then, the product is deflned by: This theorem will not be used in the rest of this paper, and the proof will be omitted here. Actually, we can take g t so that it is "upper triangul r", and all the quantities in the above theorem can be explicitly calculated at least when ω is given. Explicit actions of Hecke operators have been calculated by several mathematicians independently, e.g. Juravlev [14] , [15] 2 ), for general genus, and Hina, Hayakawa, and the present author for genus two: During the preparation of this paper, the author had contact with Hina, some of whose results convinced the author that we should take symplectic similitudes group with only square multiplicators. The author would like to thank him for this point.
3. 2. Now we go back to our special case in § 2. 3. We defme the normalizing factor of the Hecke operators s follows. Take a representation of Sp(2) with/j +/ 2 = even. Take A 0 e G p and denote the multiplicator of A 0 by p (i.e. h 0 *K Q =/> l 2 ). Take A s so that
Then, for φ e M K ((7), we defme
On the other hand, take ω e G p and denote by p 20 the similitude of ω. Take g, e G p so that Here, we have some ambiguity on P (CO), because it was arbitrarily chosen in § 1. From now on, for the sake of simplicity, we put j p (<y) = l. When Our aim of this subsection is to prove the following two key theorems. for some U e GL 2 (F p ) and /e F p x , Proof of Propositions 3.10 and 3. 11. As we have chosen g f so that it is "upper triangul r", we can calculate Λ (gr 1 )/ directly from the defmition. 
Theorem 3. 6. Take a prime p such that p)( d'. Take disjoinl coset decomposition s follows:
Ο Ο U.°\ 0 1 0 0 Ο Ο ρ Ο \0 Ο Ο ρ! (H,eG' p ), Ο Ο 0\ Ο ρ Ο Ο Ο Ο ρ 2 Ο K p =UK pgl ρ-υ ι \0 Ο Ο pl
0, if
Thus, combining above calculations, \ve get (1) of Proposition 3. 13. The other cases can be proved by more or less similar routine calculation, and the proof will be omitted here. q.e.d. 
Lemma 3. 16. When h s is one of the above elements of type (1), (2) (i) (ii), or (3), h s Ah~l for A = (x, y, z, w, t) is given respectively s follows:
(1) (x,py,pl z,w,t\
Proof. The proof is a direct calculation, and we omit it here. 
Lemma 3. 18. When h s is one of the above elements of type (1) (i) (ii), 2 (i) (ii), or (3) (i) (ii), h s Ah~l for A = (x 9 y, z, H>, t) is given respectively s follows:
Proof. The proof is a direct calculation, and we omit it here. Now, we give two preliminary remarks to (3. 7) and (3. 9). (3. 12) . If T { φ l p for some i, then the both sides of (3. 7) and (3. 9) are zero.
Proof. As we have already written, 7J is invariant by Γ-> Fp(A) (heG' p ). So, this lemma is obvious for the right-hand side. Now, we shall prove that each quantity labelled (n) in Proposition 3. 13 or in Proposition 3. 14 is zero, if some 7] is not integral. This is obvious for (1), (2) in Proposition 3. 13, and (1), (2), (3), (4) Proof of Theorems 3. 6 and 3. 8. The proof consists of rather routine elementary . number theoretical calculations, but is very long. So, we sketch here only the outline of the proof. For the sake of simplicity, we denote by (L 1) (resp. (R 1)) the left (resp. right) hand side of (3. 7). Similarly, we denote by (L 2) (resp. (R 2)) the left (resp. right) hand side of (3. 9).
By Lemma 3.20, we can assume that 7j-eZ (i = 1,2, 3) in the following proof. But M = M 2 (I p ) φ Z p . By virtue of Lemma 3. 19, we may divide the cases s follows: 
The proof is divided into subcases, where Y 19 Y 2 satisfy the conditions ((a), (a')), ((b), (b')),..., or ((e), (e')). The proof in the case ((a), (a')) is most complicated. Here, we sketch the proof of (3. 7) in this case. It is obvious that 3 , then 7\ = 0 modp.
In the case (iv), we have D= -(yz' -zy') 2 modp, so p)(D.
In the case (v), we have T; =ζ~2ζ /2 Γ 3 modp and Γ 2 = 2ζ'ζ~1Γ 3 modp, so p\D and Combining these data, we get (R1) = (L1) in the case ((a), (a')).
We omit the proof of the other cases.
Case (V) and (VI). The proofs of these cases are also long, but more or less similar to the above proofs. We omit them here.
Thus, Theorem 3. 6 and 3. 8 are proved. Proof. This has been proved for C-valued Siegel modular forms of half-integral weight by Juravlev [15] . (His results include the case of general degree.) The present author also obtained independently this Proposition for degree two, including vector valued forms. The proof will be omitted here.
In this section, we give some examples of σ (φ). We assume in this section that d=2. We take representations κ, (/= l, 2, 3) which correspond with the Young diagram (0,0), (2,2), or (8,0), respectively. Then, dimM Ki (i/) = l for i = l,2,3 (cf. [7] ). In these cases, σ (φ) is given (up to constant) respectively s follows:
-Σ j 9 where, for any xe/H, we define x t by x = x 1 -hJc 2 i4-^: 3 7-fx 4 fc (x f e/R), when i 2 =y' 2 =-l, These F f do not vanish identically. F t and F 2 are not cusp forms, and L-functions are given respectively s follows: up to Euler two-factors, where A s is the unique cusp form of weight 8 of ^ belonging to Γ 0 (2). The above assertion for F i is obvious, and the assertion for F 2 is a consequence of Ihara's result in [13] . The form F 3 is a cusp form by virtue of Andrianov and Maloletkin [2·] .
