Abstract| Modeling of uncertain systems with normalized coprime factor description is investigated where the experimental data is given by a nite set of frequency response measurement samples of the open loop plant that is linear, time-invariant, and possibly in nite-dimensional. The objective is not only to identify the nominal model but also to quantify the modeling error with sup-norm bounds in frequency domain. The uncertainty to be identi ed and quantied is chosen as the -metric, proposed by Vinnicombe 43], because of its compatibility with H1-based robust control. An algorithm is developed to model the normalized coprime factors of the given plant using techniques of discrete Fourier analysis (DFA) and balanced stochastic truncation (BST), and is shown to be robust in presence of the worst-case noise. Upper bounds are derived for the associated modeling error based on the minimum a priori information of the underlying model set and of the noise level in the measurement data. A simulation example is used to illustrate the e ectiveness of the proposed algorithm.
I. Introduction
There has been a major development in H 1 -based robust control 47], 6] for almost two decades. The popularity of robust control in H 1 can be attributed to its close tie with the classical feedback control system design. It is formulated in frequency domain and applicable to multivariable systems. A principle reason for the rise of H 1 control is due to the presence of model uncertainties. In fact H 1 control is developed in 47], 6] to achieve robustness of the feedback system against the model uncertainty. It o ers worst-case stability and performance guarantees for those systems involving H 1 norm bounded uncertainty. Recent work of McFarlane and Glover 27] has demonstrated that H 1 control can be successfully used in frequency loopshaping that is embedded in classical lead/lag compensator design 47]. Both stability and performance robustness can be tackled in the paradigm of H 1 provided that the physical plant is described by normalized coprime factors, together with a bound on the associated model uncertainty in H 1 norm. This brings the need for modeling uncertain systems described by normalized coprime factors.
Modeling uncertainties for robust control has received great attention recently. clude -metric uncertain systems. The underlying systems are of discrete-time, and the experimental data consists of a nite set of noisy frequency response samples. While the past work in this area has focused on modeling of additive uncertain systems in H 1 , our objective in this paper is to develop algorithms which produce identi ed models described by normalized coprime factors together with quanti cations of the associated modeling error in L 1 -norm.
Identi cation of coprime factor uncertain systems is considered by a number of people 28], 11]. Laguerre, Kautz models can be used to tackle systems involving lightly damped modes 36], 44] , 45] . Related work can also be found in 22] . The proposed algorithm in this paper is based on DFA (discrete Fourier analysis) and BST (balanced stochastic truncation). It will be shown that how frequency response samples of the plant can be converted into experimental data of the normalized coprime factors, how DFA can be applied to obtain an approximate spectral function generated by the normalized coprime factors, and how BST can be used to develop a model reduction algorithm to obtain low order normalized coprime factors. Moreover worst-case identi cation errors are quanti ed and are shown to converge to zero as the number of frequency response samples increases to in nity and the noise level decreases to zero. Finally a numerical example is used to illustrate the e ectiveness of the proposed algorithm.
The following notations will be used. The system in consideration is linear, shift-invariant, and possibly in nite dimensional. Its transfer function matrix exists and is denoted by P(z). It is assumed that P(z) has size p m with p m, and admits a right normalized coprime factorization (2.1) with N(z) and D(z) both analytic in the region jzj 1.
Let the generalized plant of P(z) be de ned by
where g k 2 R q m , and q = p + m. It is assumed that G 2 S where S is a strict subset of H 1 that characterizes the a priori information of the true unknown plant. One such set used extensively for robust identi cation in H 1 is S = S ;M which is a collection of G(z) 2 H 1 such that
3)
The value of measures the relative stability and M gives a least upper bound on the system gain of the generalized plant over all exponentially weighted sinusoidal inputs. Clearly, the system corresponding to the generalized plant G(z) 2 S ;M is exponentially stable, satisfying Hence if the winding number condition in (2.8) is satised, the -metric can be easily evaluated from frequency response of P 1 and P 2 . We are thus motivated to investigate the following identi cation problem.
Assume: that the generalized plant G(z) 2 S as de ned in (2.2) is both inner and outer;
Given: a nite set of frequency response data samples of the plant E k = (I p + k ) P k ; P k = P(e j2k =N ); (2.9) where 0 k N ? 1 left coprime factors of P(z), the assumption m p, the number of inputs is larger than or equal to the number of outputs, needs imposed for loopshaping purpose. In this case, it is more practical to consider experimental data of the form E k = P(e j! k )(I m + k ). This problem is dual to the identi cation of normalized right coprime factor uncertain systems.
III. Proposed Identification Algorithm
An algorithm is proposed in this section to solve the identi cation problem posed in the previous section. The identi cation procedure is based on some new results for DFA and BST that will be discussed in more details in later sections.
DFA/BST Based Identi cation Algorithm:
Step 1: For the frequency response measurement samples in (2.9), compute the data sequence
for 0 k N ?1, and compute N-point inverse DFT of f k g according to
where W N := e ?j2 =N , and 0 i N ? 1.
Step 2 Step 3: Apply BSR algorithm in Appendix to (z) = T n (z) to obtain balanced stochastic realization (A; B; L; C; F) and matrices (D g ; D w ). Partition gramian = diag ( 1 ; 2 ) such that ( 2 ) < 1.
Step 4: Denote r as the size of 1 , and compute rth order realization (Â;B;L;Ĉ;F ) through direct truncation of (A; B; L; C; F).
Step 5: SetĜ = D g +F (zI ?Â) ?1B , and obtain approximate plantP. Steps 1 and 2 are based on the results of DFA. It will be shown in the next section that an explicit error bound can be derived for kT n ? GG k 1 in the presence of worst-case noise 2 N , and over all possible G 2 S that admits robust convergence for both S = S ;M , and S = S (1) M . Steps 3 and 4 are application of BST to T n (z). It will be shown in Appendix that existing results for BST can be extended to GG , so that the proposed algorithm o ers an e ective procedure for identi cation of normalized coprime factors. It should be mentioned that it is possible that the approximate plantP (z) in Step 5 may be of high order. In this case, balanced truncation of the right normalized coprime factors ofP (z) can be computed to obtain a lower order identi ed model P id (z). Moreover, if necessary P id needs be modi ed to ensure the winding number condition as in (2.8) with P 1 = P and P 2 = P id , so that the modeling error (P; P id ) is indeed -metric between P and P id . It is important to observe that our new results on BST in Appendix allows derivation of the upper bound for (P; P id ) that again admits robust convergence for S = S ;M .
IV. Identification Error Bounds
Upper bounds will be derived in this section for the modeling error of the proposed identi cation algorithm. The rst is concerned with the e ect of the multiplicative noise (2.9) on the data sequence f k g at Step 1.
Proposition 4.1: Let the frequency response measurement samples of the physical plant P(z) be given by (2.9) and the data sequence f k g be constructed as in (3.1). We thus obtain, by the hypothesis on the noise sequence,
Since k is arbitrary, the proposition is true.
A few new results on DFA will be presented next before establishing an upper bound for the associated modeling error at Step 2 of the proposed identi cation algorithm. These results have their own independent interests. The corresponding identi ed model at Step 2 has the form:
which is a trigonometric (two-sided) matrix polynomial of degree n. The use of window function fw i;n g is crucial. We associate for each window function a kernel K n (!) = n X k=?n w k;n e ?jk! : (4.3) Denote discretized convolution in frequency domain by
where fS i g N?1
i=0 is a sample sequence. Then the approximate model in (4.2) can be written as T n (e j! ) = K n (!) k :
The next lemma illustrates the interpolation property of the window function in (3.3). The following result gives an upper bound for the identi cation error at Step 2. that in turn implies the winding number condition (2.8) for P 1 = P, and P 2 = P n obtained from the generalized model H n (z). Thus the proposed identi cation algorithm is robustly convergent in -metric.
While the identi cation error at Step 2 enjoys a nice upper bound, and is robustly convergent, the spectral factor of T n (z) is rarely used as the identi cation model because of its high order. Recall that our ultimate goal is to synthesize a feedback controller, which has the same order as the plant model, for the purpose of H 1 loopshaping.
That is why Step 3 to
Step 5 are employed in the proposed identi cation algorithm. Clearly BST with covariance data in 5], 46] becomes a natural candidate for model reduction. However error bounds in the existing literature do not apply to G(z) which is a tall inner transfer matrix.
Therefore generalization of BST algorithm is investigated in this paper where a similar error bound in additive form is obtained. In order to focus on the derivation of the identi cation error bounds, new results on generalized BST will be presented in Appendix, although they will be occasionally referred to in the rest of the section. The next result gives an upper bound for the modeling error at Step 5. The last issue to be addressed in this section is whether or not the modeling error e (S) is an upper bound for the -metric between the true plant P and the identi ed model P id . Recall that the winding number condition (2.8) has to be satis ed in order for e (S) to be an upper bound for the -metric with P 1 = P id , and P 2 = P. The next result is helpful.
Theorem 4.10: Let P be the true unknown plant, and P id be the identi ed plant. Then (P; P id ) e (S) is an upper bound for (P; P id ) as de ned in (2.7), provided that w(P; P id ) = k P (P ? P id ) k 1 < 1; (4.10) and (P id ) = (P ) (i.e., P id has the same number of unstable poles as P) where = (I m + P P) ?1=2 .
Proof: Denote E id = P ? P id . Then I m + P P id = I m + P P ? P E id = (M ) ?1 M ?1 ? (M ) ?1 N E id ;
as P = NM ?1 is a right normalized coprime factorization of P. Thus, det(I m + P P id ) = det(I m + P P) det(I m ? N E id M):
Since I m + P P I m > 0 for all s = j!, wno det(I + P P) = 0. It follows that wno det(I + P P id ) = wno det(I m ? N E id M) = 0; provided that kN E id Mk 1 = k(I + P P) ?1=2 P (P ? P id )(I + P P) ?1=2 k 1 < 1, that is the condition (4.10). In conjunction with the condition (P id ) = (P ), the above implies that wno det(I m + P P id ) + (P id ) ? (P ) = 0:
Thus the error bound e (S) is indeed an upper bound for (P; P id ). It is noted that the quantity w(P; P id ) in (4.10) resembles (P; P id ). Thus small (P; P id ) is likely to make w(P; P id ) small. Moreover since k(I + P P) ?1=2 P k 1 1, condition (4.10) is true if k(P ? P id )(I m + P P) ?1=2 k 1 < 1:
In fact, the above quantity is bounded by 1 if taking P id = 0. Thus small error (P; P id ) tends to ensure the condition (4.10). In the next section, it will be shown through an example, (P; P id ) is large for the case w(P; P id ) > 1, and thus higher order model should be employed for P id in order to reduce the uncertainty. Regarding to the number of unstable poles of P id , it should be clear that the condition (P ) = (P id ) also tends to make (P; P id ) small. If (P ) 6 = (P id ), then either the unstable part of P id should be reduced, or extra unstable poles should be added in that is likely to improve the modeling error. 
M is adopted, then G 2 S
M with M < 16.
The magnitude frequency response from zero to is plotted in Figure 1 with dB unit in vertical axis. A set of N = 128 samples are taken that is corrupted by multiplicative noise 2 N =0: 15 , that is plotted in Figure 2 with dashed line. The multiplicative noise j k j is generated by unformly distributed random variable in both magnitude and phase plotted in solid line. It is seen that j k j has a small value at which jP(e j! k )j has a high gain, and has a large value at which jP(e j! k )j has a low gain. Since the corruption noise has large magnitude beyond frequency ! = :35 , it is almost impossible to identify the plant dynamics in high frequency range. for i = 0; 1; , where ! k = W ?k N , and E k is the noisy measurement of P(e j! k ). As a comparison, the same set of frequency response sample data is used to identify P id with n = m = 20. It yields 0:1324 for the tting error as in (5.2), and (P; P id ) = 0:6907 where the error response is plotted on the right side of Figure 2 . Since the error response in this case does not give information of (P; P id ), the use of SK iteration for this particular example does not work well. In fact, in most of simulation examples with stable plants, SK iteration does not have good error response due to w(P; P id ) > 1, and/or instability of P id . However our proposed algorithm often yields satisfactory identi cation error, and satis es (P ) = (P id ) by choosing the value of r suitably in the BST step. This paper investigated modeling of uncertain systems described by normalized coprime factors. An algorithm was developed to identify the normalized coprime factors using frequency response measurements of the plant. The modeling error was quanti ed in -metric, and was shown to converge robustly in presence of the worst-case noise. The results established in this paper shed more lights on robust identi cation in H 1 , and are more closely connected to H 1 -based robust control. In fact, the proposed identication method can be easily integrated with H 1 loopshaping design for synthesis of robust feedback control systems. The e ectiveness of the algorithm was illustrated with a numerical example. Note that relations (7.7) and (7.9) imply that X is the controllability gramian of G(z). Similarly, Y is the observability gramian of W(z) by relation (7.8) and (7.10 Step 2: Compute factorization T ;n = S T n S n where S n has full row rank and singular value decomposition of (S R n ) T ? ;n S R n = U n V T n . It is noted that there exists an e cient algorithm for Cholesky factorization T ;n = S T n S n that admits computation complexity in the order of O(n 2 ), provided that 0 is nonsingular. However this e cient algorithm will not be presented in this paper due to the space limit. Our proof proceeds for (z) in (7.3) and it will then be specialized to nite length covariance sequence. Construct (7.19) and noting that T = F T A T T gives (7.13). Using (7.20) and noting that = L AL gives (7.12) dually. Let D g having full column rank and D w having full row rank be obtained from (7.9) and (7.10) respectively. Then There thus holds (S R ) T ? S R = (S R n ) T ? n S R n 0 0 0 : Singular value decomposition of (S R ) T ? S R reduces to that of (S R n ) T ? n S R n . Let (S R n ) T ? n S R n = U n V T n with nonsingular and U T n U n = V T n V n = I. Then we have U T = U T n 0 ; V T = V T n 0 :
Therefore computations of in nite size matrices in (7.14), (7.16) { (7.18), and (7.21) can all be reduced to those of matrices of nite size. The above discussion then leads to the proposed BSR algorithm. For the case that G(z) is stable, strictly minimum phase, and has size q m with m < q, (z) has normal rank m.
