We derive a stronger uniqueness result if a function and its truncated Hilbert transform are known on a same interval by the Sokhotski-Plemelj formula. Using the Chebyshev series expansion, we find an explicit procedure to derive the series coefficients of a function from its truncated Hilbert transform through Lagrange interpolations, and then suggest two numerical methods to estimate the series coefficients. Last, we present computer simulation results to show that the extrapolative procedure produces good numerical results.
I. Background and introduction
The investigation of the finite Hilbert transform (FHT) has been a research topic for a long time in history from both mathematical interests and practical needs in many applications. Some early works on the theoretical investigation and practical applications in fluid mechanic can be found in [1] [2] [3] [4] [5] [6] [7] . The relation between the line integral and the Hilbert transform was first derived by Gelfand and Graev in [8] . The introduction of using the FHT to reconstruct images from partial data in single photon computed tomography (SPECT) and computed tomography (CT), started from [9] [10] [11] . We published a short paper toward a simple inversion of the FHT in [12] for the use in the second step of [11] . Based on one explicit inversion formula of the FHT and the analytical continuation on an interval, one uniqueness result and the stability of the analytical continuation were obtained in [13] . With the breakthrough work on the cone-beam data reconstruction [14] , the arguments of [13] can be extended to the 3D cone-beam (region of interest) ROI data reconstruction [15] [16] [17] [18] [19] . Readers should keep in mind that the image reconstruction in these works is reduced to the inversion of the FHT or the truncated Hilbert transform (THT). Therefore, the uniqueness of the inverse THT and methods to find solutions of the inverse THT become very important. Besides CT and SPECT, the FHT and THT can be useful in the context of exponential Radon transform for many other applications such as positron emission tomography (PET), nuclear magnetic resonance (NMR) imaging, ultrasonic tomography and Doppler tomography as discussed in [20] . The projection onto convex sets (POCS) was used in the numerical experiment in [13] . Recently the authors of [18, 21, 22] investigated the single value decomposition (SVD) methods to find solutions of the inverse THT. In this paper, we will focus on the theoretical study of the uniqueness of the THT and numerical procedures to find solutions of the inverse THT without further explaining the application background. [13, [15] [16] [17] [18] [19] only concern the partial uniqueness of ) (t f on certain subinterval of ) 1 , 1 ( , for example, the result of [13] [13] include the explicit inversion formula of the FHT and the analytical continuation on an interval. These arguments can be extended to study the interior problem of CT image reconstruction in [15] [16] [17] [18] . The analytical continuation is by and large a mathematical procedure and lacks a numerical procedure to be realized. These uniqueness results are not applicable to the data settings assumed in [21, 22] to find ) (t f in its entire support interval. In this paper, using the Sokhotski-Plemelj formulas, we derive a stronger uniqueness result for ) (t f on its support interval ) 1 , 1 ( weaker conditions than the ones found in previously mentioned works. The result in this paper confirms that the solution by the SVD schema of [21, 22] can be unique under the assumptions in [13, [15] [16] [17] [18] . Moreover, our uniqueness results are valid to the exponential Radon transform. We also describe one example of using such stronger uniqueness result to resolve the typical data truncation problem in tomographic imaging applications when the object is out of the field of view. We continue to explore the Chebyshev polynomials to evaluate the Hilbert transform and its inversion mentioned in [5, 25] and further studied in our recent work [24] . Surprisingly an explicit inversion can be achieved through Lagrange interpolations if the functions only include finite Chebyshev polynomials. Using the explicit Chebyshev polynomials can avoid the estimate of the eigenvalues and eigenfunctions needed in the SVD schema of [21, 22] . Numerically, the evaluation of the Chebyshev polynomials can be implemented by fast sine and cosine transformations. To numerically find a solution to the THT problem, we express ) (t f and ) (s F in the finite Chebyshev polynomial series, and then try to estimate the coefficients using the available data from both ) (t f and ) (s F . Two methods are proposed to estimate the coefficients, one is to minimize a cost function and the other is an extrapolation procedure. Finally, we present computer simulation results to show the feasibility of the proposed method for practical applications.
II. Uniqueness of THT and cosh-weighted Hilbert transform
For a function with compact support in 1 R , through scaling and shift, we can always make it have the support on
Without loss of generality in this paper, we assume that 
Hereafter, we use the superscript star for the conjugate operation of a function. Define the closed subspace
(2.4) From [25] , the Chebyshev polynomials can construct a complete base of
According to [23, 24] , the FHT is an isotropy from
(2.5)
We will use C for the complex plane and 1   i for the imaginary unit. The Sokhotski-Plemelj formula is a historical result and its detailed proof can be found in many graduate text books such as [4] on the integral operator theory. In Proposition 1, we reformulate the results on the Sokhotski-Plemelj formulas under the conditions for the use in this paper.
Proposition 1 (Sokhotski-Plemelj formulas). Let
(2.6)
, and for almost every 
( was obtained in Privalov's series of papers. Detailed expositions and derivations of these results for integrable functions can be found from [4] and [26] . can be obtained from their partial data while it is still lacking a numerical procedure to find them. Nonetheless, Theorem 1 yields the uniqueness of ) (t f and ) (s F from very little data. We give one example in using Theorem 1 as follows. Let 
(2.11)
Through gluing two branch cuts together, .7) and (2.8).
Remark 2.
We point out that the condition that . Through shift and scaling, we change (2.9) to the following pair of functions
and construct a pair of a function and the Hilbert transform. From the definitions of (2.12) and (2.13), it is easy to see that there are many different pairs
In SPECT, PET and other applications, the projection data in some cases can be expressed as the exponential Radon transform of certain unknown function to be solved. To deal with the truncated data as investigated in [29] , one approach is to invert the cosh-weighted Hilbert transform
(2.14)
For the pair of ) (t f and ) (s F  , it is easy to obtain the following corollary. 
Using the same arguments in the proof of Theorem 1, we prove the corollary.
Out-of-field-of-view in CT/SPECT scan. To conclude this section, we apply Corollary 1 to one of the typical truncation problems in CT and SPECT when the object to be scanned is out of field of view. For SPECT, the exponential Radon transform (ERT) ) , , (   s p can be obtained by multiplying the measurement with an exponential factor that is decided by the attenuation coefficient  and the distance between the center of the rotation and the object's edge of the SPECT detector. Assume that the detector size is 2 and the object is measured within the unit circle, as shown as a thick circle in Figure 1 . A typical truncation problem in SPECT can be shown in Figure 1 when the support of ) ,
( y x f is inside an ellipse whose major-axis (i.e., the longest diameter) is longer than 2 and minor-axis (i.e., the shortest diameter) is less than 2. Notice that the object is fully covered when the detector surface is parallel to x-axis while the outer part is not covered when the detector surface is parallel to y-axis. ( y x f be a function of 2 R , the ERT is defined as
. We refer to [29] for detailed data formation of
as the weighted backprojection of the derivative of the ERT:
(2. 19) It has been shown [9] that the weighted backprojection (2.20) . There are a lot of numerical results for the inverse FHT in our paper [29] . Let 0 y be the distance between the dashed line and x-axis, then
( y x f is still unknown on the points away from two dashed lines but inside the ellipse. We consider example is reduced to a typical X-ray CT truncation data because the bordering part of the object is out of the field of view. We summarize the preceding scanning settings to Corollary 2. 
III. Chebyshev polynomial expansion of f(t) and F(s)
In this section, we only consider the THT without cosh weights. Based on the analyticity of ) (s F , we give a formal statement on the THT problem with three conditions as follows:
We point out that conditions C2 and C3 can be converted into condition C1 through shift and scaling operations, but such conversion will lose the analytical properties of ) (s F in different intervals. It is this reason that we use three conditions to represent the truncation problems studied in the literature. According to Theorem 1, mathematically there exists a unique solution to above truncation problem. However, to numerically find the solution remains a challenge since the analytical function ) (z  exists but a numerical procedure is lacking to compute the solution. To the authors' knowledge, no any sort of explicit formula has been discovered to find
The POCS and SVD methods were suggested to estimate ) (t f without using a set of explicit basis functions in [13, 15-18, 21, 22] . In particular, the SVD methods in [21, 22] lack of uniqueness and are virtually impossible to lead to a numerically stable procedure since both eigenvalues and eigenfunctions do not have explicit expressions.
In this paper, we propose two methods to numerically find the solution. The key technique is to use the Chebyshev polynomial series expansion. We express 
(3.6)
Probably the extension of (3.5-3.6) to
was derived in the literature, but we have not seen the exact expression. Here we provide a proof based on the recurrence relations.
Lemma 1 (Extension of Chebyshev polynomials). For
(3.8)
Proof. The recurrence relations for the Chebyshev polynomials are
(3.9) When n = 0, for 1 ) ( 0  t U , equation (2.9) can be rewritten as
(3.10)
When n = 1, for 
Combining equations (2.9, 3.10-3.12), we have proven (3.7). Similar arguments lead to (3.8) .
A recent comprehensive review on the Chebyshev polynomials can be found in [25] . We collect several known results in Lemma 2 for the use in this paper. Lemma 2 (Properties of Chebyshev polynomials). For For the polynomial interpolation, we introduce the following coordinate transformation
(3.19) We first prove the theorem for condition C1. In , and then by the Lagrange interpolation polynomial, we can obtain } { n c . The condition C3 can be converted into either C1 or C2. This completes the proof.
The Lagrange interpolations are notoriously ill-posed for high-order polynomials. In the finite dimension, the explicit procedure to find ) (t f may be only meaningful in the perfect world. In practical applications such as CT/SPECT imaging, ) (s F may contain measurement and computation errors and will be approximated by (3.17) . In order to fully use the available data from both ) (t f and ) (s F , we suggest a minimization criterion to estimate the coefficients for all three conditions of C1, C2 and C3. Here we point out that the last term of (3.27) outside of ] 1 , 1 [ takes polynomials whose term is contracting due to (3.25 
Minimization criterion. On
Extrapolation procedure. Condition C1 is one of the typical truncation problems arising in CT/SPECT as previously described in Section II for the out-of-field-of-view in CT/SPECT scanning. Motivated by the iterative schema for the band-limited signal extrapolation in [32, 33] , we construct an iterative procedure to find ) (t f under condition C1. We denote by H the finite Hilbert transform (1.0), and let 1  H be the following inversion formula
Here we assume
. Define an initial pair as
(3.33)
Then we suggest the following iterative procedure
(3.35)
For the band-limited signal extrapolation, the operator H is the Fourier transform [32, 33] . In [34] , the author found one minor issue of [33] in using that schema. This iteration also falls in the concept of the POCS. Using the Plancherel formula in (2.5), if
, we have the following strictly decreasing relations
However we are not able to prove the convergence in
In order to use the fast cosine and sine transformations of [31, 35] to calculate the Hilbert transform and its inversion, for (3.37)
According to the trigonometric expression of the FHT and its inversion in [24] , on the CGL sampling points, we have 
It follows that the sequence of vectors
converges by the fact that a bounded set in finite dimension of Euclid space is compact.
IV. Computer simulation results
As pointed out in the beginning of Section III, conditions C2 and C3 can be always converted to condition C1, and C1 is the common truncation problem arising in CT/SPECT scanning. Also the extrapolation procedure for condition C1 is very simple to numerically realize. In this paper, we will perform the computer simulations for the iterative procedure of (3.42, 3.43) for condition C1. Through scaling and shift on (2.9), we construct the following pair of functions We mention that the above truncation data setting is the condition used in [22] . As shown in In conclusion, the iterative procedure (3.42, 3.43) is easy to carry out and seems to provide a reasonable solution for the truncation problem under condition C1.
V. Discussion and Conclusion
In summary, we have obtained a stronger uniqueness result under weaker conditions compared with the existing works [13, [15] [16] [17] [18] . The arguments used in [13, [15] [16] [17] [18] cannot handle the uniqueness in the context of exponential Radon transform. Because of the powerful Sokhotski-Plemelj formulas, our uniqueness result can be applicable to the exponential Radon transform. As an application of our uniqueness result, the solution by the SVD schema in [21, 22] can be unique under the conditions used in [13, [15] [16] [17] [18] . Following the early idea in [5] , we have found that the Chebyshev polynomials can be used to construct an SVD for the truncated Hilbert transform from functions of ] 1 , 1 [ to functions of 1 R . The Chebyshev polynomials have explicit expressions and can be computed using fast algorithms such as sine and cosine transforms [31, 35, 36] . For condition C1, the implementation of iterative procedure (3.42, 3.43) is very easy and the computer simulation results are very promising. From the numerical realization standpoint, using the Chebyshev polynomial series expansion has an advantage over other existing methods.
The SVD schema in [21, 22] . This implies that the SVD scheme in [22] may not produce a convergent series. In this paper, we consider The minimization criterion is more general and can be applicable to the THT data settings considered in [13, 15-18, 21, 22] , the case in [15] [16] [17] [18] 22] is the interval with
