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Introduction
Imagine a blind person sitting in a garden in the beginning of spring, looking towards the sky and appreciating the rainbow. This scene is only vaguely imaginable by the blind community numbering approximately 39 million worldwide (World Health Organization, 2012) .
Several attempts at converting visual information to auditory and tactile cues have been made in the past creating a family of Sensory Substitution Devices (SSDs) which enable shape and scene perception by the blind (Reviewed in Auvray et al., 2009 ). Among the prevalent veteran devices are the "Tactile Vision Sensory Substitution" (TVSS) that employed four hundred stimulators which vibrate against the skin of the back conveying shapes as captured from a television camera (Bach-y-Rita et al., 1969) ; and the "Tongue Display Unit" (TDU), generating electro-tactile pulses displayed on the tongue (Kaczmarek, 2011) . Both of these devices implement a visual-to-tactile substitution. In the visual-to-auditory domain, "The vOICe" introduced the sweep-line technique that generated auditory representations, called soundscapes, which map the x-axis of captured images to the time domain and the y-axis to the frequency domain (Meijer, 1992) . The "Prosthesis Substituting Vision by Audition" (PSVA), on the other hand, used an auditory frequency for each spatial location and generated the difference between each two subsequent images relying on camera movement by the user (Capelle et al., 1998) . These devices rely on the improved auditory and tactile sensations of the blind (For examples see, Goldreich et al., 2003; Gougoux et al., 2004; Sathian et al., 2010) and aim to generate a shape-preserving representation of the environment as captured by an input device, e.g., a camera.
These veteran devices transformed the visual input, which originally contained colors, into grayscale images prior to the sensory-substitution leading to the loss of part of the original visual information. However, color information is an important feature in vision for tasks such as object recognition and scene segmentation (Bramão et al., 2011; Goffaux et al., 2005; Yip et al., 2002) , even if possible to perform without it. Therefore, color is expected to facilitate performing such tasks while using sensorysubstitution. This motivated the creation of SSDs that encode color information. Some conveyed color as a single point, e.g., Soundview (Doel, 2003) , Haptic-Colour Glove (Kahol et al., 2006) , while others conveyed horizontal lines, e.g., SeeColOr (Bologna et al., 2007) . SeeColOr, for example, used timbre information to represent color hues, pitch to represent saturation and an addition of two extra timbres, simultaneous to the hue timbres, to represent luminance. The SeeColOr SSD delivers one horizontal line of 25 pixels requiring the user to determine their position on the X-axis using inter-aural cues in addition to active vertical scanning for complete scene construction.
Various psychophysical experiments have demonstrated the ability of blind users to perform object and letter identification and discrimination (Auvray et al., 2007; Brown et al., 2011; Striem-Amit et al., 2012a) , recognize patterns (Poirier et al., 2007) , pair socks by color (Bologna et al., 2009) , localize visual stimuli (Proulx et al., 2008) , reach for targets (Levy-Tzedek et al., 2012a; Levy-Tzedek et al., 2012b) , extract depth cues (Renier et al., 2010) , navigate, and avoid obstacles (Chebat et al., 2011; Kupers et al., 2010) and even perform complex tasks such as recognizing facial expressions (Striem-Amit et al., 2012b) using SSDs, proving their feasibility (Detailed review in Auvray et al., 2009; Reich et al., 2012) and leading to the conclusion that SSDs can and should be adopted for rehabilitation 5 either as standalone devices or as part of combined solutions addressing the various needs of the blind. Despite all the above, SSDs are not widely used by the blind community. Hitherto, they have been considered expensive, cumbersome, not easy to operate by the blind and involved unpleasant sensations, e.g., visual-toauditory SSDs generated unpleasant sounds, and stimulation by the visualto-tactile SSDs as vibration or electrical currents were bothersome . In addition, the often unintuitive nature of these devices requires a vast amount of training hours during which the user slowly learns to generate a detailed mental image. This training period, although possible solely by self-experimentation, can be frustrating if undergone without guidance and gradual increases of difficulty.
In this work, we address user-experience and auditory pleasantness by utilizing a musical scheme which enables us to seamlessly integrate color information while conveying whole images using sounds. We further show proof-of-concept behavioral results using the EyeMusic in shape and color identification tasks, and the results of a survey tailored to assess the pleasantness of the generated soundscapes. In addition, we report the results of a task comparing the pleasantness of soundscape generated by the EyeMusic with those generated using the same images by the vOICe SSD (Meijer, 1992) , which is the most used high-resolution grayscale SSD.
Materials and Methods

Technical description
The novel algorithm presented here is based on the image sweep-line technique where each image is processed column-by-column from left to right constructing a "soundscape": a combination of sounds that 6 represents this image (an approach first introduced by Peter Meijer in the vOIce device; Meijer, 1992) . Different from the vOICe however, the sounds underlying the generated soundscapes in our algorithm are recordings of musical instruments, where each instrument represents a different color ( Fig. 1A) . These instruments were chosen as they are clearly different from each other to avoid ambiguities, and as the time required for their notes to "build up" and reach the unique timbre which differentiates them from the rest of the instruments is minimal. Another consideration in designing the algorithm was the selection of the musical scale used for encoding the rows of each column. In soundscapes generated from images, in contrast to western music, there is a tendency for adjacent frequencies to be played together. Using a semitone western scale would then generate sounds that are perceived as highly dissonant (Wright et al., 2013) . Therefore, to generate more pleasant soundscapes, we used the pentatonic musical scale, which is a subset of the western musical scale (See supplementary materials) that generates less dissonance when adjacent notes are played together. Another step to insure the pleasantness of the generated soundscapes was limiting the ceiling frequency to 1568 Hz (in contrast to the default 5000 Hz ceiling in the vOICe for instance). This was done because sounds with high energy in the 2500-5000 Hz range have been linked with unpleasantness (Kumar et al., 2008) . In addition, a recent experiment investigating the perceived pleasantness of various SSD frequency ceilings showed that a ceiling of 2,500 Hz was selected as generating more pleasant soundscapes and a ceiling of 10,000 Hz was found to generate unpleasant soundscapes (Wright et al., 2013) . The soundscape generating algorithm is illustrated in Fig. 1B and explained below.
2.1.1
Step-by-step Algorithm 7  Capture an image from the connected camera/screen of the computer or load an image from a file (Fig. 1C ).
 Resize the image to X=40 pixels (columns) by Y=24 pixels (rows; Fig. 2A ).
 Run a color-clustering algorithm to get a 6-color image ( Fig. 2A) .
 Process the image column-by-column from left to right and create an auditory output for each column according to the following:
o For each pixel in this column:
 Set the musical instrument according to the pixel color.
 Set the musical note (pitch) according to the Yaxis coordinate of the pixel.
 Set the attenuation (volume) of the note according to the pixel luminance value.
o Combine all the above pixels, that is, all the rows in the given column, into a single auditory output representing this column.
 Play the resulting audio file column by column, preceded by a cue sound signaling the beginning of the image.
Resulting audio file
The constructed audio file preserves both spatial information and image colors ( Fig. 2A) . The 2D image's X-axis is mapped to the time domain, i.e., pixels situated on the left side of the image will sound before the ones situated on its right side. Fig. 2B illustrates this in waveform. The Y-axis is mapped to the frequency domain, i.e., pixels situated on the upper side of the image will sound higher in frequency while those on its lower side will sound lower in frequency. Fig. 2C illustrates this in spectrogram 8 representation. The color information is represented by the timbre of the different instruments. This timbre, often called tone color, is characterized in part by the overtones above the fundamental frequency of each note. Fig. 2C illustrates the different overtone composition between instruments, i.e., colors.
The duration of the constructed audio file can be controlled by the user. A shorter duration will yield a higher refresh rate and should be used for simple images or highly dynamic scenes, while a longer duration will yield a slower refresh rate and should be used for complex scenes with a large amount of important details. With experience, users are expected to use higher refresh rates.
Further details are available in the Supplementary materials.
The EyeMusic
The EyeMusic is freely available for download with additional instructions at brain.huji.ac.il/EM.html
Experimental protocol
Participants
The study included twelve blind participants (7 congenitally blind, 4 early blind (vision lost by the age of 2) and one late blind (vision lost by the age of 28); 7 female and 5 male; mean age: 36±7 years) and ten sighted blindfolded controls (5 female and 5 male; mean age: 25±2 years). All participants had normal hearing and no known neurological conditions. All participants signed an informed consent form. The research protocol was approved by the Ethics Committee of the Hebrew University of Jerusalem, Israel.
Behavioral Experiment
9 Two identification tasks preceded by a training procedure were performed as a proof of concept for our algorithm. The participants were first introduced to the visual-to-auditory transformation concept and then exposed to 15 simple stimuli. An instructor guided each participant on decoding shape and color information from the audio stimulation generated by the EyeMusic. Each participant was trained on two sets of stimuli (40x24-pixel bitmap images). The first set was of white stimuli Fig 1C) .
Shape test -Upon completion of the first set of stimuli, each participant took a test with 15 randomly ordered white stimuli, a subset of the first set, and had to answer the question "What shape is it?" when presented with each stimulus. All the sighted and 11 out of the 12 blind participants took part in this test.
Color test -Upon completion of the second set of stimuli, each participant took a test with 15 randomly ordered colored stimuli, a subset of the second set, and had to answer the question: "What color is it?" when presented with each stimulus. All participants took part in this test.
Twenty-one participants completed both shape and color training and testing, out of which 19 did so in one single session. The remaining 3 participants (2 blind and 1 sighted) completed the training and testing in two separate sessions, one for shape and the other for color. Finally, a single participant only took part in the color training and testing and did so in one session.
While it is possible to alter the refresh rate of the algorithm, the stimuli used in the current training and testing were all generated using a constant refresh rate of 2 seconds per presentation. Task performance and response times were recorded.
Pleasantness survey
Participants were presented with a short survey upon the completion of the behavioral experiment. The survey consisted of two questions:
A) To what extent did you find the sounds, you have listened to, to be pleasant? (1 -Little extent/Not pleasant, 5 -Large extent/Very pleasant) B) To what extent do you think that you would be able to listen to these sounds for prolonged periods? (1 -Little extent; 5 -Large extent)
All participants took part in this survey except the 5 sighted participants who were first to participate in the experiment and were not presented with the survey at all.
Additionally, we conducted a more objective measure of pleasantness directly comparing the pleasantness of the soundscapes generated by the EyeMusic with those generated by the vOICe (See Section 2.3).
Data Analysis
Wilcoxon rank sum test was used for assessing whether the test performance percentages were above chance level. The chance level for the shape test is 1/34, where 34 is the number of stimuli presented. The chance level for the color test is ¼, where 4 is the number of colors used during the experiment. Wilcoxon rank sum was also used to assess whether either of the groups had significantly higher performance percentages than the other. A t-test was used in order to assess if any of the groups had faster response times than the other.
Comparison of pleasantness task
Participants
This task included 23 participants; all signed an online informed consent form. No personal details about the participants were stored.
Task design
We chose the leading vOICe SSD for the comparison of pleasantness because, to the best of our knowledge, it is the SSD with most blind users. We designed an online task with 30 stimuli consisting of 3 categories:
indoor scenes (Adapted from Quattoni et al., 2009) , outdoor scenes (Adapted from Gould et al., 2009 ) and simple shapes that we designed.
Each category contained 10 stimuli. Two-second soundscapes were generated from all stimuli using the EyeMusic and the vOICe SSDs in their default modes. In each of the 30 trials, the user was presented with a pair of soundscapes conveying one stimulus encoded using both SSDs, separated by a 2-second break. When the playback of both sounds was over, a scale of 11 bars was presented using which the participants rated the relative pleasantness of the two sounds played. The middle bar signified that both sounds were equivalently pleasant. The 5 left bars signified the extent to which the first sound was more pleasant, while the 5 right bars signified the extent to which the second sound was more pleasant. Trial order and soundscape order within trials were pseudorandomly drawn for each participant.
Data analysis
User ratings were collected and scaled between -5 and 5, where -5 is the highest pleasantness score for a vOICe soundscape and 5 is the highest pleasant score for an EyeMusic soundscape. The mean score was calculated for each participant. A histogram of the means was plotted. For technical reasons, the last two trials by each participant were not recorded by the system and therefore were not included in the analysis.
Results
Behavioral experiment
Shape test -Correct response rate stood on 91.5±10.8% for the blind group and on 86.7±8.9% for the sighted group (mean±SD; Fig. 4A ). High rates of correct responses were recorded for both groups, significantly above chance (Wilcoxon, p<0.00005 for the blind and p<0.0001 for the sighted).
The difference between the blind and sighted groups was not significant (Wilcoxon, p=0.26). Therefore, we also present the combined data across the entire participants (Combined correct response rate stood on 89±10%; Color test -Correct answer rate stood on 85.6±14.4% for the blind group and on 74.7±15.7% for the sighted group (Fig. 4A) . As in the shape task, these rates were significantly higher than chance level (Wilcoxon, p<0.00001 for the blind and p<0.0005 for the sighted). The difference between the blind and sighted groups was not significant (Wilcoxon, p=0.12) . Therefore, we also present the combined data across the entire participants (Combined correct response rate stood on 81±16%; Fig. 4A ).
Response time was 9.3±9.3 sec for the blind group and 10.8±9.5 sec for the 13 sighted group. No significant group difference was observed (t-test, p=0.15).
Survey of pleasantness
All participants rated the pleasantness of the soundscapes generated by the EyeMusic as pleasant to a medium extent and above, except one participant which gave a lower rate. The mean rate stood on 3.6±0.9 out of 5 (mean±SD; Fig. 4B -gray bar) . The vast of majority of the participants rated the expected ability to listen to the soundscapes for prolonged periods as medium extent and above, except three participants which gave a lower rate. The mean rate stood on 3.5±1.2 out of 5 ( Fig. 4B -black bar) .
Comparison of pleasantness task
All but two participants scored the soundscapes generated by the EyeMusic as more pleasant on average ( Fig. 4C -Gray bars) . One of these two participants scored the vOICe soundscapes as equally pleasant on average to the EyeMusic soundscapes and the other found the vOICe soundscapes to be slightly more pleasant on average (Fig. 4C -Black and white bars). Specifically, fifteen of the participants gave the EyeMusic a score of 3 and above on a scale from -5 (the highest pleasantness score for a vOICe soundscape) to +5 (the highest pleasantness score for an EyeMusic soundscape).
Discussion
We developed the EyeMusic, an SSD aiming to provide pleasant musical image representations preserving shape information and seamlessly integrating color information. We showed that encoded shapes and colors are interpretable by all 22 participants tested following as little as 2-3 hours of training. The participants included individuals spanning the 14 spectrum of vision loss, i.e., fully congenitally blind, early-blind and lateblind, in addition to sighted blindfolded individuals. A survey of pleasantness showed that the majority of participants found the sounds to be pleasant. Finally, most users found the soundscapes generated by the EyeMusic to be more pleasant on average than the ones generated by the vOICe SSD. This was shown using a variety of image types, stretching from very simple lines to daily indoor and outdoor complex scenes.
This study is a demonstration of abilities showing that it is possible to encode the basic building blocks of shape using the EyeMusic, and more importantly, these can be decoded from the generated soundscapes by blind users. Furthermore, the success in associating color to musical timbre holds promise for facilitating the representation of more complex shapes.
Variability in performance can be observed in both shape and color tests and it is attributed to inter-participant differences. We believe that these differences are due to the short training period which, sufficient for achieving ceiling performance for some participants, could have been too short for others which found the algorithm less intuitive. Higher variability is observed in the color task, which was not easy for all participants, especially when decoding the color of vertical lines lasting for 50 msec.
The behavioral protocol we employed utilizes only simple shapes which are the basic building blocks of shapes in the system. Therefore, tasks of greater complexity and richer images should be assessed before drawing conclusions about the practical use of the device. However, we can anecdotally report that blind users of the system, following a larger number of training hours, were able to use a web camera as the main source for input images and distinguish between different types of food and drinks, e.g., identify the location and reach for the red apple from a bunch of green apples, or identify the location and reach for the soda bottle of choice out of several options presented (Movie S1). This is facilitated by the added color information.
In the future, the EyeMusic can be used together with other visual restoration approaches (for examples of such approaches see Dagnelie 2012; Reich et al., 2012; Kasten et al., 1999) such as the evolving visual prostheses. It can be used in augmenting the capabilities of the "bioniceyes" using information arriving from the same image, e.g., adding color, to create a unique and novel entity: an SSD-bionic eye hybrid. In other words, the prosthesis will provide visual sensation or qualia and the SSD will convey detailed visual information with higher resolution or enhanced color information (Reich et al., 2012) . Importantly, we have already demonstrated that spatial information is shared between vision and the EyeMusic SSD, showing the potential in the use of an SSD to augment partial vision (Levy-Tzedek et al., 2012b) . This approach may also augment other rehabilitation attempts of users with partial vision, as previously shown using the vOICe SSD (Meijer et al., 1992) for augmenting partial vision with higher resolution (Ward et al., 2010) . In addition, the EyeMusic could also be used by the color-blind providing the missing color information.
A meta-analysis of several studies inspecting the contribution of color to object recognition reached the conclusion that color improves object recognition wherever it is an attribute of diagnostic value, i.e., yellow banana vs. yellow hair comb (Bramão et al., 2011) . It has also been shown that color cues lead to better performance even in face recognition when shape cues are degraded (Yip et al., 2002) . It is further hypothesized that the contribution of color in image perception aids low-level image analysis processes such as segmentation (Yip et al., 2002) . Therefore, we anticipate that this novel SSD would facilitate object recognition with the help of the provided color information, albeit a resolution lower than some veteran SSDs, e.g, The vOICe (Meijer, 1992) . Users are expected to perform better in tasks such involving color-driven reaching (Levy-Tzedek et al., 2012a) and
figure-ground segregation compared with veteran SSDs that do not provide color information. In contrast, tasks that require higher resolution such as assessing facial expressions (Striem-Amit et al., 2012b) could benefit from an SSD with a higher resolution, such as the vOICe, which will have the upper hand.
Furthermore, the survey results, showing that almost all participants scored the extent of pleasantness as medium to high, combined with the results of the comparison between the vOICe soundscapes and the EyeMusic soundscapes suggest that the EyeMusic could be a step forward in terms of user-experience. Notwithstanding, we wish to stress that the increased pleasantness and potential for prolonged use come at the expense of image resolution. Therefore, different devices could be optimal for different scenarios depending on the input characteristics. For example, SSDs with higher resolution yet less pleasant soundscapes could be used for tasks demanding finer detail, while more pleasant SSDs with lower resolution and additional visual features, e.g., color, could be used for tasks that require prolonged use or when the additional visual features are valuable to the user.
Previous studies investigated the role of pleasant music when treating patients with unilateral neglect after stroke Sarkamo et al., 2012; Soto et al., 2009; Tsai et al., 2013) . Findings show that free exploration of natural scenes included more fixation and viewing time in the neglected side when listening to pleasant music versus unpleasant music and white noise . In a picture scanning test, performance in finding items on the neglected side increased while listening to classical music versus white-noise and silence .
It is hypothesized that pleasant music, inducing positive emotions and increased arousal reduces the clinical symptoms of unilateral neglect Soto et al., 2009) . The auditory soundscapes generated by the EyeMusic, currently far from being music, might still encourage users to use the system if subjectively perceived as pleasant.
Finally, the utilization of the EyeMusic and its added color information in the field of neuroscience could facilitate exploring several questions in the blind with the potential to expand our understanding of brain organization in general. It would be intriguing to explore the plastic changes associated with learning to decode color information from auditory timbre in the congenitally blind, who never experience color in their life. Particularly interesting, would be the comparison of the neural correlates of color as encoded by timbre between the different etiologies of blindness, e.g., congenital versus late-blindness. In addition, color, being a cue for figureground segmentation, could facilitate testing the invariance of sensory modality in the neural processing of contours.
To conclude, the novel EyeMusic algorithm provides an intuitive and relatively pleasant way for the blind to extract visual shape and color information using auditory soundscapes. We suggest that this might aid visual rehabilitation for two main reasons. First, the added color information is expected to facilitate object recognition and scene segmentation. Second, the enhanced pleasantness of the generated soundscapes holds promise for potential prolonged use. Finally, the EyeMusic is expected to be an interesting tool for future neuroscience research.
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