The global-in-time existence of weak solutions to the barotropic compressible quantum Navier-Stokes equations in a three-dimensional torus for large data is proved. The model consists of the mass conservation equation and a momentum balance equation, including a nonlinear thirdorder differential operator, with the quantum Bohm potential, and a density-dependent viscosity. The system has been derived by Brull and Méhats [10] from a Wigner equation using a moment method and a Chapman-Enskog expansion around the quantum equilibrium. The main idea of the existence analysis is to reformulate the quantum Navier-Stokes equations by means of a so-called effective velocity involving a density gradient, leading to a viscous quantum Euler system. The advantage of the new formulation is that there exists a new energy estimate which implies bounds on the second derivative of the particle density. The global existence of weak solutions to the viscous quantum Euler model is shown by using the Faedo-Galerkin method and weak compactness techniques. As a consequence, we deduce the existence of solutions to the quantum Navier-Stokes system if the viscosity constant is smaller than the scaled Planck constant.
1. Introduction. Quantum fluid models are used to describe, for instance, superfluids [40] , quantum semiconductors [18] , weakly interacting Bose gases [22] , and quantum trajectories of Bohmian mechanics [46] . A hydrodynamic form of the singlestate Schrödinger equation has been already found by Madelung [42] . Later, so-called quantum hydrodynamic equations have been derived by Ferry and Zhou [18] from the Bloch equation for the density matrix and by Gardner [20] from the Wigner equation by a moment method. More recently, dissipative quantum fluid models have been proposed. For instance, the moment method applied to the Wigner-Fokker-Planck equation leads to viscous quantum Euler models [21] , and a Chapman-Enskog expansion in the Wigner equation leads under certain assumptions to quantum Navier-Stokes equations [10] . In this paper, we will reveal a connection between these two models by introducing an effective velocity variable, first used in capillary Korteweg-type models [5] , and we will prove the global existence of weak solutions to the multidimensional initial-value problems for any finite-energy initial data.
In the following, we describe the two dissipative quantum systems studied in this paper. The barotropic quantum Navier-Stokes equations for the particle density n and the particle velocity u read as n t + div(nu) = 0, x ∈ T d , t > 0, (1.1)
n(·, 0) = n 0 , (nu)(·, 0) = n 0 u 0 in T d ,
Our main idea to solve these problems is to transform the quantum Navier-Stokes system by means of the so-called effective velocity w = u + ν∇ log n.
(1.5)
Then a computation (see Lemma 2.1) shows that the system (1.1)-(1.2) can be equivalently written as n t + div(nw) = ν∆n, x ∈ T d , t > 0, (1.6) (nw) t + div(nw ⊗ w) + ∇p(n) − 2ε 2 0 n∇ ∆ √ n √ n − nf = ν∆(nw), (1.7)
n(·, 0) = n 0 , (nw)(·, 0) = n 0 w 0 in T d , (1.8) where w 0 = u 0 + ν∇ log n 0 and ε 2 0 = ε 2 − ν 2 . The first advantage of this formulation is that it allows for an additional energy estimate if ε > ν. Indeed, if f = 0, we compute dE ε0 dt (n, w) + ν T d n|∇w| 2 + H ′ (n)|∇n| 2 + ε 2 0 n|∇ 2 log n| 2 dx = 0. (1.9)
We show below that this provides an L 2 (0, T ; H 2 (T d )) bound for √ n, which allows us to find L p gradient estimates for the current density nw. The H 2 estimate for √ n is the key of the global existence analysis. The second advantage is that we may apply the maximum principle to the parabolic equation (1.6) to deduce strict positivity of the density n if n 0 is strictly positive and the velocity w is smooth. We employ this property in an approximate version of (1.6)-(1.8), thus obtaining strict positive approximate densities. In the limit of vanishing approximation parameters, the strict positivity is lost and we obtain nonnegative densities only. We prove first the global existence of weak solutions to (1.6)- (1.8) in up to three space dimensions with general coefficients ε 2 0 > 0 for large data. Then, as a by-product, we deduce the global existence of solutions to the multidimensional quantum Navier-Stokes model (1.1)-(1.3) if ε > ν. We notice that the case ε = ν and d = 1 has been treated in [31] .
The viscous quantum Euler model (1.6)-(1.7) is of interest by itself. Indeed, it has been derived from a Wigner-Fokker-Planck equation by a moment method [21, 35] . The viscous terms ν∆n and ν∆(nu) arise from the moments of the Fokker-Planck collision operator. This operator also provides the momentum relaxation term −nw/τ to the right-hand side of the momentum equation, where τ > 0 is the relaxation time; we have neglected it to simplify the presentation (see Remark 6.1). The system (1.6)-(1.7) without the quantum term (ε 0 = 0) is sometimes employed as a viscous approximation of the (one-dimensional) Euler equations in the vanishing viscosity method [28, 36] . We stress the fact that the viscous terms in the above system are of physical origin.
For the viscous quantum Euler system, the existence of one-dimensional solutions to the stationary problem [35] and the time-dependent problem [11, 19] has been achieved. Concerning the multidimensional transient system, there exist only localin-time existence theorems [11, 15] . We refer to the review [13] for more details. Up to now, there exist no global existence results for the multidimensional equations.
Neglecting the viscous terms (ν = 0), the two systems (1.1)-(1.2) and (1.6)-(1.7) reduce to the so-called quantum Euler or quantum hydrodynamic model, see, e.g. [20, 30] . First results, e.g. [32, 38, 44] , have been concerned with the local existence of solutions or the global existence of near-equilibrium solutions. For the stationary problem, only the existence of "subsonic" solutions has been achieved so far [29] . Recently, the global existence of weak solutions has been shown by Antonelli and Marcati [1] . The idea of the proof is to exploit the equivalence between the quantum hydrodynamic equations (without relaxation) and the Schrödinger equation and to employ Strichartz estimates and the local smoothing property due to Vega, Constantin, and Saut. This idea cannot be used in our quantum models.
The effective velocity (1.5) has been used also in related models. First, Bresch and Desjardins employed it to derive new entropy estimates for viscous Korteweg-type and shallow-water equations [5, 6] . These models are of the type
where S = (λdiv u + p(n))I + 2µD(u) is the viscous stress tensor, λ, µ are the viscosity coefficients, I is the identity matrix, and K denotes the Korteweg stress tensor. When div K = n∇∆n, the existence of weak solutions for λ = const., µ = const. has been shown in [14] and for µ = νn, λ = 0 in [9] . More general Korteweg stress tensors have been considered in [2, 9, 24] . In particular, the existence of solutions to the one-dimensional problem with the term div K = n∇(σ ′ (n)∆σ(n)), suggested by [5] , was proved in [26] . Brenner [3] suggested the modified Navier-Stokes model
The variables u and w are interpreted as the volume and mass velocities, respectively, and they are related by the constitutive equation u − w = ν∇ log n with the phenomenological constant ν > 0. The Brenner-Navier-Stokes system has been analyzed in [17] . The variable nw = nu + ν∇n was also employed in [35] to prove the existence of solutions to the one-dimensional stationary viscous quantum Euler problem with physical boundary conditions. In fact, in this case, nw is constant and it can be shown that the density n is strictly positive.
We report that new velocity variables similar to (1.5) have been considered too. For instance, a variable related to the effective velocity w has been employed in the analysis of the interfacial tension in the mixture of incompressible liquids [27, formula (3.6) ]. Furthermore, an Euler-Korteweg model has been reformulated in [2] by using the complex variable w = u + iκ∇ log n, where i 2 = −1 and κ = κ(n) is the capillary function. It turns out that in the new variable, the momentum equation becomes a variable-coefficient Schrödinger equation. The transformation w = u + iν∇ log n can be also applied to the viscous quantum Euler model yielding Schrödinger-type equations. Now, we state our main results. Theorem 1.1 (Global existence for the viscous quantum Euler model).
, and (n 0 , w 0 ) is such that n 0 ≥ 0 and E ε0 (n 0 , w 0 ) is finite (see (1.4) for the definition of E ε0 ). Then there exists a weak solution (n, w) to
satisfying (1.6) pointwise and, for all smooth test functions satisfying φ(·, T ) = 0,
The product "A : B" means summation over both indices of the matrices A and B. In order to control the behavior of the solutions when the particle density n vanishes, we need to define test functions for the momentum equation, which are in some sense supported on the set {n > 0}. In fact, we have chosen in the weak formulation (1.13) as in [9] test functions of the form nφ, where φ is some smooth function, in order to deal with the convection term. Indeed, the regularity √ nw ∈ L ∞ (0, T ; L 2 (T d )) does not imply compactness for (an approximation of) the convection term √ nw ⊗ √ nw.
However, we are able to deduce gradient estimates for nw which allow us to obtain compactness for nw ⊗ nw. This is possible thanks to the L 2 (0, T ;
The existence for the quantum Navier-Stokes model is now a consequence of Theorem 1.1.
Corollary 1.2 (Global existence for the quantum Navier-Stokes model).
, and (n 0 , u 0 ) is such that n 0 ≥ 0 and E ε (n 0 , u 0 + ν∇ log n 0 ) is finite. Then there exists a weak solution (n, u) to (1.1)-(1.3) with the regularity (1.11)-(1.12) and √ nu ∈ L ∞ (0, T ; L 2 (T d )), nu ∈ L 2 (0, T ; W 1,3/2 (T d )),
satisfying (1.1) pointwise and, for all smooth test functions satisfying φ(·, T ) = 0,
We explain the two (technical) restrictions ε > ν and γ > 3 imposed in the above results. The condition ε > ν is necessary to obtain H 2 bounds for √ n via the viscous quantum Euler model with ε 2 0 = ε 2 − ν 2 > 0. Physically, the inequality ε > ν means that the wave energy of a quantum particle with frequency ω (where ω denotes the collision frequency in the BGK model) is larger than the kinetic energy of a particle which crosses the domain in time 1/ω. Thus, the inequality ε > ν corresponds to an upper bound for the collision frequency. Physically this makes sense, since too many collisions "destroy" the quantum behavior of the particles.
The energy estimate (1.9) provides an H 1 (T d ) bound for √ n(·, t) and therefore an
for n(·, t). This improves the L 3 (T d ) bound only if γ > 3. In fact, this hypothesis is needed to infer an estimate for n(·, t) in W 2,p (T d ) with p > 3/2, which embeddes compactly into W 1,3 (T d ). With this property at hand, for a given approximation (n δ , n δ ) (δ > 0) of (1.6)-(1.8), we infer the weak convergence (of a subsequence) of
as δ → 0 since ∆ √ n δ converges weakly in L 2 (T d ) and √ n δ converges strongly in L 6 (T d ). If γ ≤ 3, we can deduce compactness in W 1,q (T d ) with q < 3 only, which does not allow for the above convergence (see section 6 for details).
The strategy of the existence proof is as follows. In section 2, we detail the reformulation of the quantum Navier-Stokes model as a viscous quantum Euler system and vice versa. The latter model is approximated in section 3 by a projection of the infinite-dimensional momentum equation onto a finite system of ordinary differential equations on a Faedo-Galerkin space with dimension N , following [16] . We need a second approximation parameter δ by adding the term δ(∆w − w) to the right-hand side of (1.7), which allows us to derive H 1 estimate for w. The global existence of approximate solutions follows from the energy estimates derived in section 3.2. In section 4, more a priori estimates uniform in (N, δ) are deduced. Finally, the limits N → ∞ and δ → 0 are performed in sections 5 and 6, respectively.
We remark that in the literature, often additional hypotheses are needed to obtain global existence results for related equations. We mentioned above that several works are concerned with the case of constant viscosities, yielding H 1 bounds for the velocity; see, e.g. [16, 17] for Navier-Stokes equations and [14, 23] for Korteweg-type models. Nonconstant viscosity coefficients are admissible in the analysis of [6, 9, 26, 43] . Hsiao and Li [26] need the presence of the drag friction −nu|u| in the momentum equation to prove the strong convergence of √ n δ w δ . This convergence was obtained by Mellet and Vasseur in [43] by proving a bound in a space slightly better than L ∞ (0, T ; L 2 (T d )) (however, excluding a Faedo-Galerkin strategy). Bresch and Desjardins [7] impose conditions on the viscosity coefficients allowing for compactness results for negative powers of the particle density. The idea of multiplying the momentum equation by a power of the particle density, in order to deal with possible vacuum regions, was also employed in [9, 19] .
2. Reformulation und weak formulation. We show that the quantum Navier-Stokes system (1.1)-(1.2) can be reformulated as the visous quantum Euler model (1.6)-(1.7) and we derive the weak formulation (1.13).
Next, adding the elementary identities
we arrive at
Proof. Let φ be a smooth test function such that φ(·, T ) = 0. Multiplying (1.13) by n and integrating over T d × (0, T ), we find that
Since n(w · φ)(w · ∇n) = n(w ⊗ w) : (∇n ⊗ φ), np ′ (n)∇n = (γ/(γ + 1))∇n γ+1 , and
the above formulation simplifies to (1.13).
3. Faedo-Galerkin approximation. In this section, we prove the existence of solutions to approximate viscous quantum Euler equations. We proceed similarly as in [16, Chap. 7] (see [19] for the one-dimensional case).
Local existence of solutions.
Let T > 0 and let (e k ) be an orthonormal basis of L 2 (T d ) which is also an orthogonal basis of
for some functions λ i (t), and the norm of v in C 0 ([0, T ]; X N ) can be formulated as
As a consequence, v can be bounded in C 0 ([0, T ]; C k (T d )) for any k ∈ N, and there exists a constant C > 0 depending on k such that
(3.1)
The approximate system is defined as follows. Let n ∈ C 1 ([0, T ]; C 3 (T d )) be the classical solution to [41] ). The maximum principle provides the lower and upper bounds [16,
Since we assumed that n 0 ≥ δ > 0, n(x, t) is strictly positive. In view of (3.1), for v C 0 ([0,T ];L 2 (T d )) ≤ c, there exist constants n(c) and n(c) such that
We introduce the operator S :
Since the equation for n is linear, S is Lipschitz continuous in the following sense:
Next, we wish to solve the momentum equation on the space X N . To this end, for given n = S(v), we are looking for a function w N ∈ C 0 ([0, T ]; X N ) such that
for all φ ∈ C 1 ([0, T ]; X N ) such that φ(·, T ) = 0. Notice that we have added the regularization term δ(∆w N − w N ). The reason is that we will apply Banach's fixedpoint theorem to prove the local-in-time existence of solutions. The regularization yields the H 1 regularity of w N needed to conclude the global existence of solutions. To solve (3.4), we follow [16, Chap. 7.3.3] and introduce the following family of operators, given a function ρ ∈ L 1 (T d ) with ρ ≥ ρ > 0:
These operators are symmetric and positive definite with the smallest eigenvalue
Hence, since X N is finite-dimensional, the operators are invertible with
is the set of bounded linear mappings from X * N to X N . Moreover (see [16, Chap. 7 
Now, the integral equation (3.4) can be rephrased as an ordinary differential equation on the finite-dimensional space X N :
where n = S(v) and
The operator N [v, ·], defined for every t ∈ [0, T ] as an operator from X N to X * N , is continuous in time. Standard theory for systems of ordinary differential equations then provides the existence of a unique classical solution to (3.6), i.e., for given v, there exists a unique solution w N ∈ C 1 ([0, T ]; X N ) to (3.4) .
Integrating (3.6) over (0, t) yields the following nonlinear equation:
Taking into account the Lipschitz-type estimates 
Global existence of solutions.
In order to prove that the solution (n N , w N ) constructed above exists on the whole time interval [0, T ], it is sufficient to show that (w N ) is bounded in X N on [0, T ′ ]. This is achieved by employing the energy estimate.
where the energy E ε0 is defined in (1.4) .
Proof. First, we multiply (3.2) by H ′ (n N ) − |w N | 2 /2 − 2ε 2 0 ∆ √ n N / √ n N , integrate over T d , and integrate by parts:
Then, using the test function w N ∈ C 1 ([0, T ]; X N ) in (3.4), with v = w N and n = n N := S(v) = S(w N ), and integrating by parts leads to
Adding both equations gives, since n N H ′′ (n N ) = p ′ (n N ) and
The identity 2n N ∇(∆ √ n N / √ n N ) = div(n N ∇ 2 log n N ) yields
Hence,
Finally, the right-hand side is estimated by
4.
A priori estimates. Let (n N , w N ) ∈ C 1 ([0, T ]; C 3 (T d ))×C 1 ([0, T ]; X N ) be a solution to the approximate system (3.2) and (3.4) . We infer from the energy estimate of Lemma 3.1 and Gronwall's lemma the uniform bounds √ n N L ∞ (0,T ;
where the constant C > 0 is here and in the following a generic constant which is independent of N and δ. The L ∞ (0, T ; H 1 (T d )) estimate for √ n N gives immediately an L ∞ (0, T ; L 3 (T d )) bound for n N , since H 1 (T d ) embeddes continuously into L 6 (T d ) for d ≤ 3. Thus, the estimate (4.2) improves this bound only if γ > 3. In the case d = 2, H 1 (T d ) embeddes continuously into L α (T d ) for any α < ∞ and hence, (n N ) is bounded in L ∞ (0, T ; L p (T d )) for any γ ≥ 1. In the following, we assume that γ > 3 if d = 3 and γ ≥ 1 if d = 2.
We recall the Gagliardo-Nirenberg inequality (see p. 1034 in [47] ).
The energy inequality of Lemma 3.1 allows us to conclude some estimates. Proof. The lemma follows from the energy estimate in Lemma 3.1, the inequality
with κ 2 = 7/8 and κ 3 = 11/15, which is shown in [34] , and the inequality
which is proved in the appendix. We are able to deduce more regularity from the H 2 bound for √ n N . Lemma 4.3 (Space regularity for n N and n N w N ). The following uniform estimates hold for some constant C > 0 not depending on N and δ:
n N L 2 (0,T ;W 2,p (T d )) ≤ C, where p = 2γ/(γ + 1) if d = 3 and p < 2 if d = 2. We remark that for γ > 3 it holds p > 3/2 and hence, the embedding (4.5) ). Thus, in view of (4.3),
. By (4.1) and (4.5), (∇ √ n N ) is bounded in L 2 (0, T ; L 6 (T d )) and ( √ n N ) is bounded in L ∞ (0, T ; L 6 (T d )).
This, together with (4.3), implies that
, proving the first claim. For the second claim, we observe first that, by the Gagliardo-Nirenberg inequality (see Lemma 4.1), with p = 2γ/(γ + 1) and θ = 1/2,
Thus, ( √ n N ) is bounded in L 4 (0, T ; W 1,2p (T d )). Notice that in the case d = 3, γ > 3 implies that 2p > 3 which gives a uniform bound for
Then we may replace in the above estimate 2γ by α, obtaining an L 4 (0, T ; W 1,2p (T d )) bound for all p < 2. Hence, in the two-dimensional case, all γ ≥ 1 are admissible. The estimate on ∇ √ n N in L 4 (0, T ; L 2p (T d )) shows that
which proves the second claim. Finally, the Gagliardo-Nirenberg inequality, with θ = 3/(4γ + 3) and q = 2(4γ + 3)/3,
shows that n N is bounded in L q/2 (0, T ; L q/2 (T d )). This finishes the proof.
Lemma 4.4 (Time regularity for n N and n N w N ). The following uniform estimates hold for s > d/2 + 1:
Proof. By (4.7) and (4.8), we find that ∂ t n N = −div(n N w N )+ν∆n N is uniformly bounded in L 2 (0, T ; L 3/2 (T d )), achieving the first claim.
The sequence (n N w N ⊗w N ) is bounded in L ∞ (0, T ; L 1 (T d )); hence, (div(n N w N ⊗ w N )) is bounded in L ∞ (0, T ; (W 1,∞ (T d )) * ) and, because of the continuous embedding of H s (T d ) into W 1,∞ (T d ) for s > d/2 + 1, also in L ∞ (0, T ; (H s (T d )) * ). The estimate
for all φ ∈ L 4 (0, T ; W 1,3 (T d )) proves that n N ∆ √ n N / √ n N is uniformly bounded in
In view of (4.9), (n γ N ) is bounded in L 4/3 (0, T ; L 4/3 (T d )) ֒→ L 4/3 (0, T ; (H s (T d )) * ). Furthermore, by (4.7), ∆(n N w N ) is uniformly bounded in L 2 (0, T ; (W 1,3 (T d )) * ) and, by (4.4), (δ∆w N ) is bounded in L 2 (0, T ; (H 1 (T d )) * ). Therefore,
The L 4 (0, T ; W 1,4 (T d )) bound (4.5) on 4 √ n N provides a uniform estimate for ∂ t √ n N .
Lemma 4.5 (Time regularity for √ n N ). The following estimate holds:
Proof. Dividing the mass equation by √ n N gives
The first term on the right-hand side is bounded in L 2 (0, T ; (H 1 (T d )) * ), by (4.3). The remaining terms are uniformly bounded in L 2 (0, T ; L 2 (T d )), see (4.3) and (4.5).
5.
The limit N → ∞. We perform first the limit N → ∞, δ > 0 being fixed. The limit δ → 0 is carried out in section 6. We consider both limits separately since the weak formulation (1.13) for the continuous viscous quantum Euler model is different from its approximation (3.2) and (3.4) .
We conclude from the Aubin lemma, taking into account the regularity (4.8) and (4.10) for n N , the regularity (4.5) and (4.12) for √ n N , and the regularity (4.7) and (4.11) for n N w N , that there exist subsequences of (n N ), ( √ n N ), and (n N w N ), which are not relabeled, such that, for some functions n and j, as N → ∞,
n N w N → j strongly in L 2 (0, T ; L 2 (T d )).
Here we have used that the embeddings 
Then, since (n N w N ) converges weakly to nw in L 1 (0, T ; L 6 (T d )), we infer that j = nw.
We are now in the position to let N → ∞ in the approximate system (3.2) and (3.4) with n = n N and v = w N . Clearly, the limit N → ∞ shows immediately that n solves
Next, we consider the weak formulation (3.4) term by term. The strong convergence of (n N w N ) in L 2 (0, T ; L 2 (T d )) and the weak convergence of (w N ) in L 2 (0, T ; L 6 (T d )) leads to
Furthermore, in view of (4.7) (up to a subsequence),
The L ∞ (0, T ; L γ (T d )) bound for (n N ) shows that n γ N ⇀ z weakly* in L ∞ (0, T ; L 1 (T d )) for some function z and, since n γ N → n γ a.e., z = n γ . Finally, the above convergence results show that the limit N → ∞ of
equals, for sufficiently smooth test functions,
We have shown that (n, nw) solves n t + div(nw) = ν∆n pointwise in T d × (0, T ) and, for all test functions φ such that the integrals are defined,
6. The limit δ → 0. Let (n δ , w δ ) be a solution to (3.2) and (5.1), with the regularity proved in the previous section. By employing the test function n δ φ in (5.1) (which is possible as long as the integrals are well defined), we obtain, according to Lemma 2.2,
The Aubin lemma and the regularity results from section 4 allow us to extract subsequences (not relabeled) such that as δ → 0, for some functions n and j, n δ → n strongly in L 2 (0, T ; W 1,p (T d )), 3 < p < 6γ/(γ + 3), (6.2)
Estimate (4.3) and Fatou's lemma yield
This implies that j = 0 in {n = 0}. Then, when we define the limit velocity w := j/n in {n = 0} and w := 0 in {n = 0}, we have j = nw. By (4.3), there exists a subsequence (not relabeled) such that √ n δ w δ ⇀ g weakly* in L ∞ (0, T ; L 2 (T d )) (6.5)
for some function g. Hence, since √ n δ converges strongly to √ n in L 2 (0, T ; L ∞ (T d )), we infer that n δ w δ = √ n δ ( √ n δ w δ ) converges weakly to √ ng in L 2 (0, T ; L 2 (T d )) and √ ng = nw = j. In particular, g = j/ √ n in {n = 0}. Now, we are able to pass to the limit δ → 0 in the weak formulation (6.1) term by term. The strong convergences (6.2) and (6.3) imply that
The strong convergence of n δ w δ immediately gives n δ w δ ⊗ n δ w δ → nw ⊗ nw strongly in L 1 (0, T ; L q/2 (T d )), q < 3. Furthermore, we have ∇n δ → ∇n strongly in L 2 (0, T ; L p (T d )) by (6.2), p > 3, √ n δ → √ n strongly in L ∞ (0, T ; L r (T d )) by (6.4) with r = 2p/(p − 2), ∆ √ n δ ⇀ ∆ √ n weakly in L 2 (0, T ; L 2 (T d )) by (4.5).
It holds r < 6 since we have p > 3. This implies that
Here, we need the assumption γ > 3 if d = 3 which allows us to obtain compactness of (n δ ) in W 1,p (T d ) with p > 3. This assumption is also needed in the following argument: Since ∇(n δ w δ ) converges weakly in L 2 (0, T ; L 3/2 (T d )) (see (4.7)) and and ∇n δ converges strongly in L 2 (0, T ; L 3 (T d )) (see (6.2)), we obtain
The almost everywhere convergence of n δ and the L 4γ/3+1 (0, T ; L 4γ/3+1 (T d )) bound on n δ (see (4.9)), together with the fact that 4γ/3 + 1 > γ + 1, proves that n γ+1 δ → n γ+1 strongly in L 1 (0, T ; L 1 (T d )).
Using the estimate (4.4) for √ δw δ , we obtain further, for smooth test functions,
It remains to show the convergence of n 2 δ div(w δ )w δ . To this end, we proceed similarly as in [9] and introduce the functions G α ∈ C ∞ ([0, ∞)), α > 0, satisfying G α (x) = 1 for x ≥ 2α, G α (x) = 0 for x ≤ α, and 0 ≤ G α ≤ 1. Then we can estimate the low-density part of n 2 δ div(w δ )w δ by
where C > 0 is independent of δ and α. We write
As δ → 0, the first term on the right-hand side converges strongly to div(G α (n)nw) in L 1 (0, T ; (H 1 (T d )) * ) since G α (n δ ) converges strongly to G α (n) in L p (0, T ; L p (T d )) for any p < ∞ and n δ w δ converges strongly to nw in L 2 (0, T ; L q (T d )) for any q < 3. In view of (6.4) and (6.5), we infer the weak* convergence n δ w δ ⇀ √ ng = nw in L ∞ (0, T ; L 2r/(r+2) (T d )) for all r < 6. Thus, because of (6.2), n δ w δ ⊗ ∇n δ ⇀ nw ⊗ ∇n weakly in L 2 (0, T ; L θ (T d )),
where θ = 2pr/(2p + 2r + pr). It is possible to choose 3 < p ≤ 6γ/(γ + 3) and r < 6 such that θ > 1. Then, together with the strong convergence of G ′ α (n δ ) + G α (n δ )/n δ to G ′ α (n) + G α (n)/n in L p (0, T ; L p (T d )) for any p < ∞, the limit δ → 0 in (6.7) yields the identity G α (n)ndiv w = div(G α (n)nw) − nw ⊗ ∇n G ′ α (n) + G α (n) n in L 1 (0, T ; (H 2 (T d )) * ). Since G α (n δ )n δ div w δ is bounded in L 2 (0, T ; L 2 (T d )), we conclude that G α (n δ )n δ div w δ ⇀ G α (n)ndiv w weakly in L 2 (0, T ; L 2 (T d )).
Moreover, in view of the strong convergence of n δ w δ to nw in L 2 (0, T ; L q (T d )) for all q < 3, we infer that G α (n δ )n δ div(w δ )n δ w δ ⇀ G α (n)n 2 div(w)w weakly in L 1 (0, T ; L q/2 (T d )).
We write, for φ ∈ L ∞ (0, T ; L ∞ (T d )), T d n 2 δ div(w δ )w δ − n 2 div(w)w · φdx (6.8)
For fixed α > 0, the first integral converges to zero as δ → 0. Furthermore, the last integral can be estimated by C √ α uniformly in δ (see (6.6) ). For the second integral, we recall that G α (n δ ) → G α (n) strongly in L p (0, T ; L p (T d )) for all p < ∞. Furthermore, by the Gagliardo-Nirenberg inequality, the bounds of nw in L 2 (0, T ; W 1,3/2 (T d )) and L ∞ (0, T ; L 3/2 (T d )) imply that nw ∈ L 5/2 (0, T ; L 5/2 (T d )). Thus, since √ ndiv w ∈ L 2 (0, T ; L 2 (T d )) and √ n ∈ L q (0, T ; L q (T d )) with q = 8γ/3 + 2 (see (4.9)), n 2 div(w)w = √ n( √ ndiv w)nw ∈ L r (0, T ; L r (T d )), r = 18γ + 21 20γ + 15 > 1.
As a consequence, the second integral converges to zero as δ → 0. Thus, in the limit δ → 0, (6.8) can be made arbitrarily small and hence, n 2 δ div(w δ )w δ ⇀ n 2 div(w)w weakly in L 1 (0, T ; L 1 (T d )).
We have proved that (n, w) solves (1.6) and (1.13) for smooth initial data. Let (n 0 , w 0 ) be some finite-energy initial data, i.e. n 0 ≥ 0 and E ε0 (n 0 , w 0 ) < ∞, and let (n δ 0 , w δ 0 ) be smooth approximations satisfying n δ 0 ≥ δ > 0 in T d and n δ 0 → √ n 0 strongly in H 1 (T d ), n δ 0 w δ 0 → √ n 0 w 0 strongly in L 2 (T d ) as δ → 0. In particular, n δ 0 → √ n 0 strongly in L 6 (T d ) and therefore, n δ 0 w δ 0 → n 0 w 0 strongly in L 3/2 (T d ). By the above proof, there exists a weak solution (n δ , w δ ) to (1.6)-(1.8) with initial data (n δ 0 , w δ 0 ) satisfying all the above bounds. In particular, (n δ , n δ w δ ) converges strongly in some spaces to (n, nw) as δ → 0 and there exist uniform bounds for (n δ ) in H 1 (0, T ; L 3/2 (T d )) and for (n δ w δ ) in W 1,4/3 (0, T ; (H s (T d )) * ). Thus, up to subsequences, as δ → 0, n δ 0 = n δ (·, 0) ⇀ n(·, 0) weakly in L 3/2 (T d ), n δ 0 w δ 0 = (n δ w δ )(·, 0) ⇀ (nw)(·, 0) weakly in (H s (T d )) * .
This shows that n(·, 0) = n 0 and (nw)(·, 0) = n 0 w 0 in the sense of distributions. We conclude the proof of Theorem 1.1. Corollary 1.2 follows from this theorem after setting ε 2 0 = ε 2 − ν 2 > 0 and u = w − ν∇ log n. Remark 6.1 (Momentum relaxation term). The above proof also works when we include the relaxation term −nu/τ to the right-hand side of (1.2). In the viscous quantum Euler model, this term becomes −(nw−ν∇n)/τ . The existence proof for the approximate system in section 3 does not change, see e.g. [19] for the one-dimensional situation. Now, the convergence results of this section imply that n δ w δ − ν∇n δ converges strongly to nw − ν∇n in L 2 (0, T ; L 2 (T d )).
