Liquid-crystal light valves can have intensity-dependent resolution. We find for a nematic liquid-crystal light valve that this effect is well modeled as a phase that has been blurred by a linear space-invariant filter. The phase point-spread function is measured and is used in simulations to demonstrate that it introduces intermodulation products to the diffraction patterns of computer-generated Fourier transform holograms. Also, the influence of phase blurring on a pseudorandom-encoding algorithm is evaluated in closed form. This analysis applied to a spot array generator design indicates that nonlinear effects are negligible only if the diameter of the point-spread function is a small fraction of the pixel spacing.
INTRODUCTION
Loss of spatial resolution in a linear space-invariant imaging system is determined by the convolution of the input image with the point spread function (PSF) of the system. That is, the PSF blurs the input image. Many spatial light modulators (SLM) also can be viewed as linear space-invariant systems that convert an input image into an output image. Image blurring from this transformation can also be ascribed to a device PSF (sometimes referred to as an influence function).
For liquid-crystal light valves (LCLV), resolution has been reported to depend on the input intensity. [1] [2] [3] [4] For instance, we recently studied a LCLV that was quoted as having 40 line pairs/mm resolution for low illumination levels and 4 line pairs/mm for high illumination levels. 5 Thus a simple convolution model of resolution loss is not appropriate for LCLV's used as intensity displays. However, a convolution relationship appears to exist between input intensity images and output phase images. Specifically, in this paper we measure the phase PSF and find that, except for a scale factor, it is independent of the input intensity. Therefore phase blurring in LCLV's can be modeled by linear space-invariant filtering of the phase. The reason for the apparent loss in output resolution as a function of input intensity in Refs. 1-5 is not due to a loss in input phase ( ) resolution but rather to the nonlinear transformation from phase to the resulting complexvalued modulation ͓exp( j)͔.
In this study we specifically consider the nonlinear effects of phase blurring on phase-only LCLV's used to produce optical Fourier transforms. It is important to recognize that even if there is no phase blurring, the nonlinear transform → exp( j) is inherent in the design of phase-only computer-generated holograms. Various encoding techniques have been developed for which the Fourier transform of exp( j) approximates the Fourier transform of a desired fully complex modulation a c ϵ a c exp( j). 6, 7 One such encoding method, pseudorandom encoding, 5, [8] [9] [10] [11] (PRE), approximates the desired modulation in an average sense (which is reviewed in Subsection 4.A). Here we note that this approximate mapping from the desired signal a c to the encoded phaseonly signal exp( j) can be viewed as a linear (or more precisely, a quasi-linear) space-invariant system. In this way encoding approximately linearizes a nonlinear system.
This quasi-linear relationship found for encoding algorithms can be destroyed by phase blurring. The simplest model necessary to show that phase blurring is a nonlinear effect is to convolve the phase (x) that is a function of spatial coordinate x with the single-lag filter function (or phase PSF)
where ␦ (x) is the Dirac delta function, ⌬ is a spatial offset, and ␣ is a weighting coefficient between 0 and 1. The frequency response of the blurred phase is the frequency response of the phase multiplied by the frequency response of the PSF. However, the complex-valued modulation becomes exp͓ j͑x ͒ * h͑x ͔͒ ϭ exp͓ j͑x ͔͒ ϫ exp͕ j␣͓ ͑x Ϫ ⌬ ͒ Ϫ ͑x͔͖͒, (2) and its Fourier transform contains the encoded spectrum of exp( j) convolved, rather than multiplied, by the spectrum of exp͕ j␣͓ (x Ϫ ⌬)Ϫ(x)͔͖. This additional term is responsible for errors in the intensities of the desired Fraunhofer diffraction pattern at the design frequencies and for noticeable unwanted diffraction orders at the other frequencies. Therefore phase blurring introduces nonlinear effects into the complex-valued modulation and the resulting Fraunhofer diffraction pattern. In Sections 4 and 5 we will use the single-lag blur model of Eq. (1) in modeling and experimental demonstrations of the blurring effect. This model is especially well suited for ex-perimental implementation of blurring with a pixelated, electrically addressed SLM that is reported in Section 5. Phase blurring also bears some resemblance to the problem of phase scaling errors in computer-generated holograms (CGH's). This can be seen by rewriting Eq. (2) as exp͓ j͑x ͒ * h͑x ͔͒ ϭ exp͓ j͑1 Ϫ ␣͒͑x͔͒exp͓ j␣͑x Ϫ ⌬ ͔͒.
(3) The term exp͓ j(1 Ϫ ␣)(x)͔ has scaled phase, which is known to reduce diffraction efficiency and for off-axis holograms introduces an on-axis component. 7, 12, 13 Unwanted diffraction orders arising from a phaseblurred LCLV have been experimentally observed for both PRE and a nonrandom phase-only encoding algorithm. 9 In Ref. 9 and earlier studies, while we were aware of a spatial-frequency-dependent loss of phase range, we did not model this as phase blurring, nor did we consider the related nonlinear effects on the diffraction pattern. 5, 8, 9 Instead, we attempted to minimize phase blurring by making the pixel spacing of the discretely sampled CGH's large with respect to the maximum phase slope anticipated. At the time, the major source of errors between the experimentally measured and the simulated results was assumed to be various point nonlinearitiese.g., the inaccurate setting of the mapping between input intensity and phase, variations in response across the SLM, and quantized phase levels. However, in this study we find that even a small amount of blurring can be quite noticeable. For the spot array generator designs considered in this paper, we find that the diameter of the phase PSF needs to be a quite small fraction of the pixel spacing for the nonlinear effects of blurring to be negligible.
The phase-blurring paradigm provides a unified view of SLM spatial properties that have been characterized in terms of spatial-frequency-dependent phase (Fig. 4 of Ref. Phase-blurring models have an added advantage in that they can be used to model distortion in phase-only holograms that consist of a multitude of spatial frequencies rather than a single spatial frequency.
In this paper we demonstrate through a combination of measurements and simulations that phase-only LCLV's are reasonably well described by a space-invariant phaseblurring model, and we quantify the magnitude of the effect on Fourier transform holograms designed by PRE. We also introduce blurring into an electrically addressed SLM and evaluate the performance as a function of the degree of blurring. Although phase blurring affects all encoding algorithms, we focus on PRE because the effects of phase blurring on PRE can be analyzed in closed form. Such an expression is derived for the case of single-lag blurring and is used to evaluate the distortion of the farfield pattern from a PRE designed spot array generator. The expression is also used to consider the possibility of predistorting the phase so as to compensate for blurring.
ILLUSTRATION OF THE EFFECTS OF PHASE BLURRING
The effects of phase blurring on Fourier transform holograms are illustrated in Fig. 1 for the comparison of a spot array generator that does not suffer from phase blurring [ Fig. 1(a) ] with one that does [ Fig. 1(b) ]. For diffractive optical elements (DOE's) that have abrupt transitions between pixels, blurring should not be an issue. For example, Fig. 1(a) shows the far-field intensity pattern (for an 850-nm illumination source) of an eight-phase-level transmissive DOE that was designed by a specific blended PRE algorithm. 10, 15 The device consists of 300 ϫ 300 square pixels. Each pixel is 13.3 m on a side, and the sidewalls are essentially vertical except for some ledges that are due to misalignment errors between successive mask layers. (The ledges, as measured with an atomic force microscope are never larger than 0.4 m). The diffractive optic is designed to produce an 8 ϫ 8 array of equally spaced spots off axis. One unit spacing to the right and one unit below the spot array is a faint spot located on the optical axis. Additional features are the sidelobes between the spots. These are due to the small number of repetitions (4 ϫ 4) of the 75 ϫ 75 pixel unit cell in the spot array design function. Finally, there is a background pattern of speckle that is an essential byproduct of the PRE algorithm. There are no other noticeable Fig. 1 . Far-field diffraction patterns from (a) a DOE, (b) a LCLV, and (c) a simulation of (b) that includes a linear shift-invariant phaseblurring model. Maximum white in the gray-scale images correspond in (a) and (c) to 30% and in (b) to 20% of the average of the peak intensities of the spots in the desired spot array.
features between the optical axis and the (1,1) grating order (corresponding to the spatial frequency that is the reciprocal of the pixel pitch).
Figure 1(b) shows a 7 ϫ 7 spot array from a Hughes LCLV (nematic, parallel aligned). The modulation pattern consists of a 128 ϫ 128 pixel image designed by PRE. The modulation values are identical to those reported in Ref. 9 . The modulation is generated by projecting a gray-scale image from a red phosphor CRT onto the write side of the LCLV. The CRT is driven by the signal from a computer video display card set to a resolution of 800 ϫ 600 pixels and a frequency of 56 Hz. A subimage of 384 ϫ 384 video pixels is imaged into a 19.2-mm ϫ 19.2-mm area of the LCLV. Each modulation pixel corresponds to 3 ϫ 3 video pixels or 150 m ϫ 150 m. The modulation pattern is read out in phase-only mode by reflecting a linearly polarized 488-nm laser beam off the read side of the SLM. Additional information on the optical setup and the LCLV characteristics are described in Refs. 5 and 9.
Many of the same features as in Fig. 1 (a) are seen in Fig. 1(b) . Note that the pattern in Fig. 1(b) has a higher level of background speckle than that in Fig. 1(a) , but this is due to the smaller number of pixels in the PRE design. The main differences between the two patterns are that in Fig. 1(b) there are a relatively intense on-axis spot, a faint mirror image, and an additional pattern of spots to the right and below the mirror image. If the spot array is designed centered on axis, these patterns are coincident, and if the spot array is further off axis, the patterns can be separated into nonoverlapping diffraction orders (which is discussed further in Subsection 5.D).
The simulated performance of the 8 ϫ 8 spot array in Table 1 and of the 7 ϫ 7 spot array in the first column of Table 2 are somewhat comparable in terms of diffraction efficiency (), signal-to-noise ratio (SNR), signal-to-peaknoise ratio (SPR) and nonuniformity (NU). (See Appendix A for a review and definition of these metrics.) In Table 1 the experimentally measured performance of the glass diffractive optic is comparable to the simulated performance. However, in Table 2 the measured performance is substantially different and degraded for the design that is implemented on the LCLV. The performance change appears to be due in large part to the phase PSF of the LCLV, as is considered in the next section.
EVALUATION OF PHASE BLURRING AND ITS INFLUENCE ON PERFORMANCE
We evaluated the effect of the phase PSF by convolving the experimentally measured PSF with the desired phase. We first measure the PSF by focusing a He-Ne laser beam onto the write side of the LCLV device using a 6ϫ microscope objective. The waist diameter of the Gaussian beam is 11.1 m full width at half-maximum (FWHM, or 32 m at the e Ϫ2 intensity level). The LCLV pattern is read out as in Section 2 with a 488-nm wavelength. The beam is interfered with a reference wave front in a Michelson interferometer. The interferogram is recorded on a CCD camera for various write beam powers between 1.3 and 6.8 W, corresponding to peak phase shifts between 0.3 and 2. The phase profile for each image is calculated by point-by-point conversion from the intensity to phase. For each resulting image the phase profile is approximately a circular Gaussian with a diameter of 54 m FWHM. (For comparison, the interferogram intensity pattern has a diameter of 72 m FWHM when the peak phase shift is .) The unchanging shape of the phase profile indicates that the phase profile corresponds to the phase PSF and that phase blurring for the LCLV is reasonably modeled by linear space-invariant filtering.
We also verified that the divergence of the write beam through the photodetecting layer of the LCLV does not significantly contribute to blurring. This was demonstrated by observing that the interferogram remains unchanged when the waist position is translated several millimeters along the optical axis. [Note that the theoretical depth of focus (range over which the waist expands less than a factor of 1.41ϫ) is 2.54 mm.] These results show that the width of the phase PSF is nearly that of the 150-m modulation pixels used for the experiments in Section 2.
While these experiments demonstrate the presence of phase blurring of the LCLV, they do not include the additional sources of resolution loss from the video card, the CRT, and the imaging system that are part of the complete SLM system described in Section 2. For this reason the phase PSF also is measured for the entire system with a single video pixel used as our closest approximation to a point source. The geometric image of this pixel (based on a 1.9ϫ demagnification between the CRT and the LCLV) would be 50 m ϫ 50 m. The resulting phase image is once again observed to be approximately circular Gaussian but with a somewhat larger diameter of 59.4 m FWHM. In our computer simulations we use this phase pattern as an approximation of the phase PSF of the SLM system. a The experimental result for NU is the average for seven devices measured with the procedure described in Ref. 16 . The standard deviation of NU is 0.8%. 
The effect of blurring is evaluated by convolving the measured PSF with the desired phase modulation and then Fourier transforming the blurred modulation. This is done by digital simulation in which the PSF and the designed modulation are sampled every 37.5 m in the x and y directions corresponding to a sample spacing that is one fourth the modulation pixel spacing ⌬ ϭ 150 m. A 7 ϫ 7 array of samples is used to represent the phase PSF. Sample values outside the 7 ϫ 7 array are rather small and are treated as zero in the simulations. Note that the sample values are normalized so that they add up to unity and thus reproduce the desired phase when convolved with a constant phase image. The complex modulation is calculated from the resulting blurred phase. This is zero padded to produce 2048 ϫ 2048 sample points, and then the simulated diffraction pattern is calculated with the fast Fourier transform (FFT).
This procedure was used to model the experimental results that are shown in Fig. 1(b) . Using the same designed modulation in the simulation procedure gives the diffraction pattern of Fig. 1(c) . The location and relative strengths of the unwanted diffraction orders appear to the eye to be quite similar. The major disagreement is that the actual on-axis spot is much brighter than the simulated spot. This is due to reflections from the cover glass of the LCLV, which is not incorporated into the models. The second and third columns of Table 2 compare three performance measures of the simulated and measured spot arrays. For each measure the experimental performance is lower than for the simulated performance. However, these values compare much more closely than they do with the values for the spot array that is unaffected by blurring (first column of Table 2 ). We have repeated these comparisons for a number of designs and encoding algorithms, and we observe similar trends in each case. Thus we believe that these results indicate that blurring is a major contributor to the loss of performance.
To gain additional information on the effect of phase blurring, we repeated the simulations with PSF's of various diameters between 6 and 90 m. The same measured PSF as above is used except that it is resampled and scaled to the corresponding diameter. The sample spacing (for both the PSF and modulation) is also reduced from one fourth to one eighth of the modulation pixel spacing ⌬ to permit adequate sampling of the smallerdiameter PSF's. For reasons of numerical efficiency the PSF kernel is limited to an 11 ϫ 11 array of samples. For scalings of the PSF to large diameters the truncation of the tails of the PSF will lead to an underestimation of the effects of blurring, and for very large diameters the curves eventually flatten out as a result of the truncated PSF approaching a rect function. Even for ⌬ PSF /⌬ ϭ 0.396 the spatial extent of the kernel is somewhat shorter than the kernel used for the simulated results in Table 2 . This leads to NU and E 0 /E 1 being somewhat smaller in Fig. 2 than in Table 2 . However, the discussion of the Fig. 2 results will focus on the smaller values of ⌬ PSF /⌬ for which the truncation effect is even less significant. Figure 2 summarizes the results of these simulations for two performance measures: The relative energy in the on-axis spot relative to the resulting spot array (E 0 /E 1 ) and NU of the spot array. These are plotted as a function of PSF diameter relative to pixel spacing (⌬ PSF /⌬). The top plot in Fig. 2 shows that an increasing fraction of the energy appears in the on-axis spot with increased blurring. For a relative PSF diameter of only 15%, the energy in the on-axis spot is 10% of the energy in the spot array, or, equivalently, ϳ5ϫ brighter than the average spot in the 49-spot array. The bottom plot in Fig. 2 shows that the spot array intensities become less uniform with increasing blur diameter. For a relative PSF diameter of 15%, NU has increased by 20% relative to NU for the ideal design. Even for this small degree of blurring, the changes to this design are quite significant. From these results we conclude that the spot array generator is surprisingly sensitive to a relatively small amount of blurring.
ANALYSIS OF PHASE BLURRING ON PSEUDORANDOM ENCODING
The results of Section 3 indicate that phase blurring can introduce undesirable and noticeable nonlinear effects. PRE algorithms, 8, 9, 11 which approximate linear mappings between the desired complex modulation values and the modulation values that the SLM can actually produce, are subject to these nonlinear effects. The influence of a two-pixel (nearest-neighbor) blurring model on an encoding algorithm is analyzed in this section. In Section 5 this class of phase PSF's is implemented and experimentally studied with an electrically addressed SLM for which blurring is negligible. This permits a comparison of measured and simulated diffraction patterns for various degrees of blurring.
A. Derivation and Analysis of the PseudorandomEncoding Algorithm
The derivation of the blurring-induced distortion follows from the definitions and properties of PRE, which we re- view. PRE algorithms for modulation-range-limited SLM's encode the desired complex modulation a ci at the ith SLM pixel in the average sense,
where p i (a) is the probability density function (PDF) of the SLM modulation a that is a random variable and ͗ • ͘ is defined as the ensemble-average operator. The encoding algorithm is designed by finding a PDF that satisfies the integral equation Eq. (4). For phase-only SLM's for which a i ϭ exp( j i ), Eq. (4) simplifies to
This can be satisfied by a variety of PDF's as long as the magnitude of the desired complex modulation a ci is less than unity. 16 A PRE algorithm that is amenable to analysis of phase blurring is based on the binary-phase random variable
where i ϭ arg(a ci ) is the phase of the desired complex modulation, i /2 is a random binary-phase offset, and s i is a uniform random variable between 0 and 1. The PDF for the phase random variable in Eq. (6) is then written as
where ␦ ( ) is the Dirac delta function. Evaluating the expected complex value of Eq. (5) with Eq. (7) gives
If the value of phase offset is set to
then the result sought for Eq. (4), a ci ϭ ͗a͘ i , is obtained.
This result leads to an encoding formula in which the magnitude of the random phase offset is set by using Eq. (9); and then, with use of Eq. (6), the sign of the phase offset is randomly selected according to the value of the random number s i . The offset is added to the desired encoded phase i ϭ arg(a ci ) to produce the encoded phase i . This process is repeated for each pixel of the N pixels of the SLM.
The resulting far-field diffraction pattern of the complex field is proportional to
which is the Fourier transform of an array of equally spaced point sources of pitch ⌬. (For purposes of explanation, the modulation is described in only one dimension and the pixel apertures are considered to be infinitesimal in width.) The expected value of Eq. (10) gives the desired complex diffraction pattern,
where A ci (f x ) is the Fourier transform of the desired modulation. The far-field diffraction pattern of the encoded modulation is known to produce a noise-perturbed approximation to the diffraction pattern that would result from the desired complex-valued modulation a ci . 11 The presence of background noise is indicated in the expected intensity pattern:
The second equality identifies the desired power spectrum and an additional white background noise. This result follows for the specific condition that a i is statistically independent of a k for i k. (Independence is imposed in the design of PRE algorithms to simplify their derivation and implementation. In fact, blurring introduces statistical dependence between the values of neighboring pixels, which complicates the expected intensity, as will be shown in Subsection 4.B.) In the first equality, if the
2 . This factorization has been performed to produce the second equality.
The single summation term in Eq. (12) corresponds to the average intensity level of white background noise in the diffraction pattern. The noise is observed in experiments and simulations to be a speckle pattern. 8, 11 The intensity of the noise pattern depends on the intensity of the desired modulation values a ci . The closer the values are to unity magnitude, the lower is the intensity of the noise pattern. This can be viewed as measuring the dissimilarity between the desired modulation and the modulation achievable with the particular SLM. For this reason we often refer to this term as the error signal.
The expectation of the squared intensity provides additional information: specifically, the statistical variations of the pattern. The expression is derived in Ref. 11 . Analyses of this higher-order moment show that the magnitude of the error signal is closely related to the deviations between the desired and the resulting diffraction patterns.
B. Effect of Blurring on the Encoding Algorithm
The effect of blurring on the PRE algorithm of Subsection 4.A is derived under the assumption that the encoded phase i is blurred by a discrete version of the blurring function of Eq. (1). The two-pixel influence function is chosen because (1) it is the simplest blurring function to evaluate theoretically, (2) it can be directly implemented with an available electrically addressed SLM, and (3) it introduces the basic nonlinear effects that would be produced by a more extended blurring function. Repeating the analysis of Subsection 4.A for a two-pixel blur function evaluates to an effective complex amplitude of
The second equality follows from the statistical independence of the random variables i . Equation (13) (13) produces B( f x ), which is the expected complex diffraction pattern. The expected intensity diffraction pattern due to blurring is derived following a factorization procedure similar to that used to derive Eq. (12) . In this case statistical dependencies exist between a i and a k for k ϭ i, k ϭ i ϩ 1 and k ϭ i Ϫ 1. Taking these conditions into account, the expected intensity patterns can be arranged as
The second summation in Eq. (14) 
Note that Eq. (15) is of the form
where C 1 represents the first summation in Eq. (15) and C 2 represents the magnitude of the second summation in Eq. (15) . The second summation reduces to a single cosine component of phase shift ⌽. Comparing Eq. (16) with Eq. (12) shows that the desired diffraction pattern
, and the noise background changes from white to colored. It is interesting to note that, similarly to the summation term in Eq. (12), the white noise term C 1 indicates the amount of energy scattered into the noise background. 8 This result follows from the fact that the colored-noise term C 2 cos(2⌬f x ϩ ⌽) has a period of 1/⌬, which is the nonredundant bandwidth of the diffraction pattern. Thus this term integrates to zero energy over the bandwidth of any given diffraction order.
EVALUATION OF PERFORMANCE CHANGES DUE TO PHASE BLURRING OF PSEUDORANDOM ENCODING
The results and relationships derived in Section 4 are used to quantify performance changes as a function of the blurring parameter ␣. These computer-simulated results are compared with experimental results found with use of an electrically addressed SLM. The possibility of using predistortion to compensate for phase distortion is also considered in the simulations.
A. Simulation and Measurement of Nearest-Neighbor Blurring
The modulation pattern is designed to produce an off-axis array of 7 ϫ 7 spots. Without blurring the modulation is identical to the one used with the LCLV in Sections 2 and 3. The modulation consists of 128 ϫ 128 pixels complex modulation encoded to phase by the PRE method of Subsection 4.A. The encoded phase is then blurred along the diagonal direction so that the blurred phase is (1 Ϫ ␣) i,i ϩ ␣ iϪ1 , iϪ1 . The resulting complex modulation pattern is then zero padded to produce a 512 ϫ 512 array of samples. The sample array is then Fourier transformed by the FFT. A resulting intensity image is shown in Figs. 3(a) and 3(b) without and with blurring, respectively. The location of the various spots makes it qualitatively similar to the simulated image in Fig. 1(c) . Metrics for various degrees of blurring (thick curves) are presented in Fig. 4 . For ␣ ϭ 0.2 there is substantial loss of performance in NU, and for the other two metrics the performance is substantially reduced for ␣ as small as 0.1.
The simulated far-field intensity pattern resulting from this analysis is compared with measured intensity patterns from an electrically addressed SLM that is programmed to produce the identical blurred phase. The SLM used is a 128 ϫ 128 pixel nematic liquid-crystal SLM from Boulder Nonlinear Systems (BNS). Additional technical specifications and experimental measurements of the device are presented in Ref. 10 . One key property of this SLM is that intensity and interferometric images of the SLM indicate no noticeable coupling between nearest-neighbor pixels. Apparently the grounding electrodes between the pixels significantly reduce fringing fields compared with those found in the LCLV. As with the LCLV, the on-axis light is usually much brighter than the spot array. This is due not to blurring but rather to the relatively large percentage of light that is reflected from the cover glass of the SLM.
The experimental diffraction patterns produced for no blurring and for blurring (␣ ϭ 0.5) are presented in Figs. 3(d) and 3(e), respectively. Except for the on-axis spot that is due to reflections from the cover glass, these diffraction patterns are qualitatively similar to the simu-lated patterns in Figs. 3(a) and 3(b) . The metrics calculated from the SLM diffraction patterns are plotted as dots in Fig. 4 . Considering the inaccuracies in programming coherent SLM's and in measuring coherent optical patterns, the experimental diffraction patterns produce performance metrics that are reasonably similar to the simulated performance metrics. For SPR in Fig. 4 the discrepancy is quite noticeable for ␣ Ͻ 0.06. In this range the brightest noise spot is due to speckle noise. However, for larger values of ␣ the peak noise is from peaks in the first harmonic of the spot array. (The onaxis spot is omitted from consideration in both experimental and simulated SPR, as discussed further in Appendix A.) The experimental measurements suggest that speckle noise is higher in practice than for the simulations. The higher speckle noise accounts in part for the measured values of NU being higher than the simulated values. Another influence on NU could be multiple coherent reflections between the SLM and its cover glass. 17 The magnitude of the discrepancy between NU as measured and as simulated is in line with previous measurements of NU. 10, 17 Also, for small values of ␣ the denominator term E Ϫ1 of E 1 /E Ϫ1 is dominated by speckle noise. Thus in this range E 1 /E Ϫ1 measures the SNR in the vicinity of the mirror (i.e., the Ϫ1) order. Figure 4 also shows that a slight degree of blurring can improve individual metrics. This is not unreasonable.
For example, introducing (even a small degree of) phase blurring into a diffuser is known to convert its far-field intensity statistics from exponentially distributed into a modified Rician, which is much less likely to produce as large a maximum-intensity peak as does the exponential. 
B. Simulated Correction of Blurring by Predistortion of Phase and Limitations
The effect of phase blurring can be compensated by convolving the encoded phase modulation i with the inverse filter h i Ϫ1 . The inverse filter is defined such that convolving h i with its inverse produces the delta function (h i* h i Ϫ1 ϭ ␦ i ). Therefore it is possible to numerically compensate the phase by first predistorting phase (h i Ϫ1 * i ) and then blurring it (h i* h i Ϫ1 * i ϭ i ). For the discretely sampled SLM with a phase PSF that is a discrete version of Eq. (1), h 1 ϭ (1 Ϫ ␣)␦ i ϩ ␣␦ iϪ1 , the inverse filter is known to be
This filter is stable for ␣ Ͻ 0.5 and marginally stable for ␣ ϭ 0.5. For 1 Ͼ ␣ Ͼ 0.5 the data can be filtered in the reverse (anticausal) direction to ensure a numerically stable solution. 18, 19 It is clear from this discussion that the pre- distorted phase can be exactly compensated by the inverse filter in Eq. (17) in a numerical simulation. However, there is a practical limitation to using predistortion that can be seen by examining Eq. (17) . The problem is that the predistorted phase range can be much greater than 2. This can be appreciated by convolving the inverse filter with a step function of height 2. For ␣ ϭ 0.5 the sequence of predistorted phases is ͓4, 0, 4, 0 ,...͔, and for ␣ ϭ 0.3 the predistorted phase sequence is ͓2.8, 1.64, 2.16, 1.94 ,. ..͔. The predistorted phase range is even greater for the PRE-designed 7 ϫ 7 spot array generator. We find that the total phase range is 96 for ␣ ϭ 0.5, 7.6 for ␣ ϭ 0.45, and 5.8 for ␣ ϭ 0.3. Since LCLV's are limited in phase range to near 2 (for practical reasons) it is likely that they will not be able to respond to predistorted addressing signals corresponding to phase shifts that are greatly in excess of 2. Also, modding of the predistorted phase into the 2 range of the LCLV is not an acceptable option, and it will not correctly compensate for phase blurring.
There is also a limitation to using a blur-free, electrically addressed SLM to demonstrate phase compensation experimentally. Since the phase is both blurred and predistorted in the attached computer, the signal applied to the SLM is exactly the same signal as would have been applied to the SLM if there were no phase blurring.
Examination of Eq. (13) suggests that one could apply the inverse filter to the desired phase i , which also is blurred by the single-lag phase PSF. Various simulations indicate that this phase distortion contributes to the appearance of undesired diffraction orders to a much greater degree than do the amplitude distortions of Eq. (13) . While both amplitude and phase distortions can be exactly compensated for by predistorting i , it is interesting to consider to what degree that predistortion of the desired phase i reduces the effects of blurring. The resulting far-field patterns are shown in Figs. 3(c) and 3(f) . The performance in Fig. 4 for predistorted phase (thin curves) is generally better than for phase that is not predistorted (thick curves). For SPR and NU the performance is close to that for the original design (i.e., for ␣ ϭ 0). The metric E 1 /E Ϫ1 (inset in Fig. 4) is much larger after predistortion of the phase. This change is due to the following: (1) The contribution to E Ϫ1 from harmonics is negligible, as can be evaluated from the first term of Eq. (16) . (2) Essentially only the speckle pattern contributes energy to E Ϫ1 . (3) The speckle pattern intensity is weakest in the region of the Ϫ1 order, and it is much weaker than for the case of no predistortion. For example, for ␣ ϭ 0.5, C 1 , and C 2 in Eq. (16) are of similar magnitude for the predistorted design, and the Ϫ1 order is located in a region where the cosine term subtracts from and nearly cancels C 1 . The cosine variation of the speckle noise can be seen both for the simulated [ Fig. 3(c) ] and for the theoretical [ Fig. 3(f) ] expected intensity pattern. Specifically, the simulated expectation is the average of ten realizations of the identical PRE design, each using a different uncorrelated realization of the random sequence s i , and the theory is the expectation from Eq. (15) . The average of several realizations makes it easier to see and compare low-level features with the theory than does a single realization.
Two interesting results come out of this simulation. First, the compensation of the desired phase i in Eq. (13) results in values of NU and SPR that are close to the values for no phase blurring. Second, the compensated diffraction patterns appear very similar to the diffraction pattern without blurring. The main difference is that the speckle pattern in the compensated diffraction pattern [Figs. 3(c) and 3(f)] has a noticeable sinusoidal component (C 2 /C 1 Ϸ 0.6, not just for ␣ ϭ 0.5 but for 0.3 р ␣ р 0.5), while the speckle pattern in diffraction patterns without burring have no sinusoidal component, as indicated in Eq. (12) . This is especially interesting because the sinusoidal component of speckle for the phaseblurred modulation in Figs. 3(b) and 3(e) is not apparent (since C 2 /C 1 Ͻ 0.01).
Finding an exact inverse filter for a two-dimensional filter is nontrivial, and some approximation is usually required. 18, 19 For the 7 ϫ 7 LCLV phase PSF measured in Section 3 we computed an approximate inverse by using the discrete Fourier transform to calculate the twodimensional phase spectrum H(f x , f y ). The exact inverse filter is H Ϫ1 ( f x , f y ). However, the function contains singularities. For this reason, amplitudes in excess of a threshold value ␥ are set to ␥ so that for ͉H Ϫ1 ͉ Ͼ ␥, the modified filter is ␥ exp͓arg(H Ϫ1 )͔. We used the modified inverse filter to predistort the phase i of the spot array generator design. We found through repeated experiments that a value of ␥ that is 25ϫ larger than the Fig. 4 . Performance of PRE as a function of ␣, the degree of phase blurring. Solid curves report the computer-simulated results for the effect of phase blurring. Dots show the experimentally measured values obtained with the BNS SLM. Thin curves report the simulated performance if the phase is first predistorted through the inverse filter of Eq. (17) . The inset plots E 1 /E Ϫ1 over an extended range that shows the simulated performance for phase blurring and for phase blurring of the predistorted phase. minimum value of ͉H Ϫ1 ͉ reduces the effects of blurring on the performance metrics the most (as reported in the last column of Table 2 ). While predistortion of the blurred phase significantly corrects for blurring, approximations inherent in the inverse filter method do not completely restore the performance to the levels achieved if blurring were not present. As with the single-lag blurring function, the predistorted phase range (which is 40) is too large to experimentally implement. Even for an isolated 2 step the predistorted phase range is 6.9. Furthermore, owing to incomplete compensation, the phase range of the corrected step increases from 2 to 2.3.
These results show that predistortion is numerically possible but physically quite difficult owing to the limited phase range of most LCLV's. These simulations do provide insight into the effect of blurring. In particular, the compensation of the desired phase i provides an example of a significant spatial variation of the speckle noise background. Also, these analyses show that modding of the phase into a 2 range, which often is taken for granted in CGH design, is not necessarily possible because of the nonlinearity inherent in phase blurring. This limitation is considered further in Subsections 5.C and 5.D.
C. Evaluation of Blurring on a Linear Phase Ramp
A standard method of evaluating phase distortion is to consider the effect on a single frequency f 0 .
7 This corresponds to a desired phase that is a linear phase ramp or (x) ϭ 2 f 0 x. On the basis of current SLM's we also will assume that the phase is modded into a 2 range. The modded phase is a periodic function of period 1/f 0 . For the phase PSF of Eq. (1) the blurred phase over one period can be written as
The blurred phase for ⌬f 0 ϭ 1/2 and ␣ ϭ 1/3 is plotted in Fig. 5 . It can be seen that blurring reduces the phase range (thus introducing a dc component) and causes a phase discontinuity (thus producing higher-frequency components). The strengths of the desired and undesired diffraction orders are found by evaluating the integral
which are the Fourier series coefficients of the complex modulation. The intensity of the diffraction orders evaluates to
Thus blurring applied to an ideal blazed grating introduces undesired diffraction orders at frequencies kf 0 , k 1. However, if the linear phase were a continuous unmodded ramp, then the desired phase and blurredphase patterns would both produce a single diffraction order at f 0 . The spots would be identical in intensity and differ only by a constant phase shift 2␣⌬f 0 .
The validity of Eq. (20) was compared with a computer simulation and experimental implementation with use of the BNS SLM. A comparison of the results for two values of ␣ are summarized in Table 3 . For the computer simulation the Fourier series coefficients are calculated by taking the FFT of one period of the blurred modulation. 20 One period in the simulation consists of 4.75⌬ or, equivalently, ⌬ f 0 ϭ 4/19. Equation (20) and the simulation give nearly identical results, indicating that Eq. (20) is correct. This phase modulation also is programmed on the 128 ϫ 128 pixel SLM. The simulated and experimental diffraction patterns are compared in Table 3 . The results are reasonably similar to the theory in relative strength. This suggests that the SLM produces a phase modulation that is similar to the modeled phase.
D. Comparison of the Phase-Ramp Model with the Pseudorandom-Encoding Model of Blurring
In this section we compare the effect of phase blurring on PRE as modeled in Eq. (15) with a traditional diffractionefficiency model based on Eq. (20) .
Models of periodic modulation similar to the one in Subsection 5.C have been widely used to predict the diffraction efficiency of DOE's. These models are based on the assumption that the desired diffraction pattern recon- structs around a specific diffraction order. In this paper we have been considering the desired order to be the k ϭ 1 order at spatial frequency f 0 . This center frequency can be viewed as the carrier frequency for the desired signal. In some cases (particularly if the modulation on the carrier has a small bandwidth and the modulation depth of the carrier is small) the diffraction efficiency for the modded linear phase ramp [found from Eq. (20) ] should correspond closely to the efficiency for the signal-modulated carrier. However, for the designs based on PRE (which ideally do not produce additional harmonics at kf 0 , k 1) the bandwidth is greater than f 0 and the deviation between the phase ramp and the PRE phase modulation is frequently as large as Ϯ.
To illustrate the differences between the two models we define a desired function that has a much smaller bandwidth. This is achieved by sampling the desired phase function for the 7 ϫ 7 spot array generator more finely. The resulting function consists of 2 ϫ 2 rather than 4 ϫ 4 unit cells, and the spacing between the resulting spots is reduced by a factor of 1/2. A phase ramp is added to the desired modulation so that the spot array is centered ⌬f 0 ϭ 4/19, the same frequency used in Subsection 5.C. The simulated diffraction pattern calculated from the 512 ϫ 512 sample FFT of the blurred PRE design is shown in Figs. 6(a)-6(c) . Compared with the previous design in Figs. 1 and 3 , the desired diffraction pattern is much more separated from the harmonic patterns. However, there is still some overlap between the orders. Based on the shape of each order a unique and nonoverlapping window is chosen for performing the integration of intensity. The window for the 1 and Ϫ1 orders is chosen to be a cross-shaped area composed of two rectangles oriented at right angles to each other in x and y. Each rectangle is 33 ϫ 65 samples. The window for the 0 and 3 orders is also a symmetric cross with arms in x and y. Each rectangle is 17 ϫ 201 samples. The window for the 2 order is a rectangle that is 83 ϫ 77 samples. Identical windows are applied to the simulation of the blurred PRE (i.e., the FFT of encoded modulation) and to the model [i.e., the expected intensity calculated from Eq. 15)]. The results are compared in Table 4 and are found to be nearly identical. These results do not compare quite as closely with the diffraction-order strengths calculated from Eq. (20) . In particular, the intensities for Eq. (20) are symmetric around k ϭ 1, whereas the energies calculated from Eq. (15) are not symmetric.
Perhaps even closer correspondence would be obtained if it were possible to further increase the carrier frequency and the separation between the orders. However, Eq. (15) accurately predicts the energy in a given window despite the overlap. Additionally, unlike Eq. Table 4 are somewhat closer to the theory with use of Eq. (15), with the greatest discrepancy (ϳ25%) being for E 2 for ␣ ϭ 0.5.
The model of blurring of PRE [Eq. (15)] appears to provide additional accuracy compared with the basic linear model of Eq. (20) . The ability of the model to predict the detailed effects of blurring when the unwanted harmonic patterns overlap with the desired designs (such as in Fig.  3 ) is the key advantage of the blurred PRE model.
SUMMARY AND CONCLUSIONS
The historical approach of describing the resolution of LCLV's as a function of input level may not be the most appropriate for Fourier transform applications such as beam steering, pattern generation and matched filtering. The phase range desirable for these applications is near 2 and over this range the resolution of most LCLV's used as display devices changes dramatically. However, as measured for a specific LCLV, the phase resolution does not change noticeably, which suggests the suitability of the space-invariant phase-blurring model. Using the experimentally measured phase PSF in simulations produces far-field patterns with distortion products that are quite similar to those actually measured from the LCLV. Simulations in which the phase PSF is varied in diameter show that the blur diameter needs to be a very small fraction of the pixel spacing for the effects of blurring to be negligible for the 7 ϫ 7 spot array generator design.
Additional experiments are performed with an electrically addressed SLM that has no appreciable coupling between nearest-neighbor pixels. Filtering of the electrical address signal is used to experimentally introduce various degrees of phase blurring. Performance is dramatically reduced for ␣ ϭ 0.1, which, as with the LCLV experiments, indicates that a small degree of phase blurring can significantly alter performance. The effects of phase blurring on PRE designs can be compensated to a large extent by applying an inverse filter to the phase. However, this approach is not practical since it requires that the SLM have a phase range that greatly exceeds 2.
A Fourier series analysis of a modded phase ramp subjected to phase blurring is performed to provide a clear example of the nonlinear generation of harmonics that is due to blurring. However, this result does not accurately predict the energy found in the diffraction orders of the PRE-designed spot array. Much more detailed information can be found from the closed-form expression Eq. (15) for the expected far-field intensity pattern. This expression predicts the distortion of each effective pixel value, which leads to the generation of undesired harmonics. It also predicts the expected noise power spectrum, which, owing to phase blurring, has a nonwhite distribution. Equation (15) is no more numerically efficient than numerical simulations involving the application of the PRE algorithm, blurring of the phase encoding, and calculation of the Fourier transform. However, the recognition that Eq. (15) is of the form of Eq. (16) provides insight into the nonlinear effects of phase blurring and a base from which to develop models of various performance metrics.
APPENDIX A
The definition and method of calculating the performance metrics used in this paper are collected here for easy reference. The metrics of signal-to-noise ratio (SNR), signal-to-peak-noise ratio (SPR), nonuniformity (NU), and diffraction efficiency () are reviewed from earlier work. 5, [8] [9] [10] Additional metrics that are useful for describing the nonlinear effects of blurring are the intensities I k and the energies E k of the kth diffraction order that result from blurring of the desired modulation.
The orders are defined so that k ϭ 0 corresponds to light on the optical axis and k ϭ 1 corresponds to the desired reconstruction centered at frequency f 0 . The energy in a spot array and its harmonic orders is compared as a ratio. A particular window of integration around each order is chosen to make a fair comparison between the values of E k . The same window is used for comparing experiment, simulation, and theory. We present this data as a ratio of energies such as E k /E 1 . For most measurements reported in all sections except Subsections 5.B and 5.D, we calculate E 1 so as to minimize energy contributions from speckle. This is accomplished by summing the intensities only at the centers of the 49 desired spots. The ratio E Ϫ1 /E 1 is calculated by summing the intensities at the same 49 frequencies, appropriately centered around the frequency Ϫf 0 . Modified windows are used to minimize the variability of speckle from the Ϫ1 order and the overlap between harmonics. These windows are specified in Subsections 5.B and 5.D, respectively.
In this paper the ratio of E 1 to either E 0 or E Ϫ1 is reported to show the production of unwanted orders by blurring. We do not report experimental measurements of E 1 /E 0 , because reflections from the cover glass of both SLM's produce bright spots on the optical axis that are not accounted for in the theory and simulations. Rather than adjusting the theory to the specific modulators, we chose to experimentally measure E 1 /E Ϫ1 . For this same reason we do not report experimentally measured values of I 0 and .
The SNR is the average spot intensity (specifically, E 1 /49 for the 7 ϫ 7 spot array) divided by the average noise intensity. The noise intensity is calculated from the two quadrants in the diffraction other than where the desired diffraction signal and its harmonics appear. The identical region is used for calculations from the simulations and the experiments. The SPR is the average spot intensity divided by the most intense noise peak found in the diffraction pattern. The on-axis spot and the sidelobes of the spots in the vicinity of the desired spot array are omitted from this calculation. However, spots from the harmonic orders are included in the calculation of SPR. The NU is the standard deviation of the desired spot intensities relative to the average spot intensity. The standard deviation and average are calculated from the peak intensities of the 49 spots located around f 0 . The diffraction efficiency values are reported here for purposes of making relative comparisons of energy distribution between desired and undesired portions of the light distribution. The value of is calculated in the simulations by summing the energy in a window around the 7 ϫ 7 spot array and dividing by the total energy of the FFT, which cover only the frequency range of the SLM grating order 1/⌬. Energy that appears in adjacent grating orders, which depends on the pixel aperture, is not considered in the theory or simulations of the diffraction patterns. As mentioned above, experimental measurements of diffraction efficiency are not reported because the presence of the reflection from the cover glass obscures the measurement of I 0 .
