Randomly dithered quantization and sigma–delta noise shaping for finite frames  by Bodmann, Bernhard G. & Lipshitz, Stanley P.
Appl. Comput. Harmon. Anal. 25 (2008) 367–380
www.elsevier.com/locate/acha
Randomly dithered quantization and sigma–delta noise shaping
for finite frames
Bernhard G. Bodmann a,∗,1, Stanley P. Lipshitz b
a Department of Mathematics, University of Houston, Houston, TX 77204-3008, USA
b Department of Applied Mathematics, University of Waterloo, Waterloo, ON, Canada N2L 3G1
Received 6 February 2007; revised 13 November 2007; accepted 16 December 2007
Available online 16 January 2008
Communicated by Henrique Malvar
Abstract
The main objective of this paper is controlling the mean-square reconstruction error induced by applying randomly dithered
quantization, a stochastic round-off prescription, to the frame coefficients of a vector in a finite-dimensional Hilbert space. We
establish bounds and asymptotics for the mean-square error of dithered quantization with and without sigma–delta noise shaping.
The use of a random dither eliminates the need for assuming the white-noise hypothesis to establish these results. Our estimates
are valid for a uniform mid-tread quantizer operating in the no-overload regime. For a fixed family of frames obtained from regular
sampling of a bounded, differentiable path in the Hilbert space which terminates in the zero vector, the dither-averaged square of
the Euclidean reconstruction error is asymptotically inversely proportional to the cubed number of frame vectors. This estimate is
uniform in the set of input vectors that do not lead to overload of the quantizer.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
For the purposes of this paper, a signal is a vector in a finite-dimensional real or complex Hilbert space. We investi-
gate how to approximate such vectors accurately with a stochastic round-off prescription that relies on the redundancy
of frame expansions to suppress the mean-square of the Euclidean reconstruction error. Several deterministic quantiza-
tion strategies have been investigated [1–6], in analogy with results for oversampled signals that are bandlimited [7,8]
or contained in shift-invariant spaces [9,10].
The numerical error obtained in various experiments with frame-based sigma–delta algorithms [5] is in very good
agreement with the prediction derived from assuming the so-called white-noise hypothesis [11], meaning that the
errors of the quantization of individual coefficients are assumed to be independent and uniformly distributed. However,
it is also known that for oversampled signals this hypothesis is only justified in the fine quantization limit [12,13].
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similar to those derived from the white-noise hypothesis and comparable to the performance of first-order sigma–delta
encoding for oversampled bandlimited functions [14,15], see also [16] and references therein. The results presented
here can be seen as a probabilistic complement to preceding papers [5,17] which investigated bounds on the worst-
case reconstruction error for first-order sigma–delta quantization of frame coefficients. Recently, the generalization
of worst-case bounds to higher-order [6,18] has also been complemented by an averaged result [19], see also related
works [20,21] that use the white-noise hypothesis.
Oversampling a vector in a finite-dimensional Hilbert space H means, for our purposes, that the vector is rep-
resented by frame coefficients, whereby the oversampling rate corresponds to the redundancy of the frame. Since
we want to investigate how changing the redundancy affects the performance of quantizing the frame coefficients,
we discuss families of tight frames obtained from regular sampling of a path f : [a, b] → H in a finite-dimensional
Hilbert space. Such a frame path allows the redundancy to be increased to any desired level; that is, there is a constant
C > 0 such that regular sampling of f produces NC-tight frames FN = {f1, f2, . . . , fN } for infinitely many natural
numbers N ∈ N = {1,2,3, . . .}.
This paper is organized as follows. In Section 2, we investigate the error caused by so-called dithered component-
wise quantization of the frame coefficients. If suitably distributed random variables are added to the frame coefficients
before quantizing, then the mean-square Euclidean norm of the reconstruction error can be made input-independent.
To be more specific, it is sufficient if the random vector given by the dither variables {νj }Nj=1 satisfies the condition
that the Fourier transform of the induced probability measure on RN and all of its first-order partial derivatives vanish
at integer multiples of 1/δ on the coordinate axes (origin excluded). In the case of such a dithered quantization, we
derive upper and lower bounds for this mean-square error in terms of the Grammian of the frame.
In Section 3, we investigate how noise shaping improves the error bound. Given a scalar uniform mid-tread quan-
tizer Q of step-size δ > 0, a real Hilbert space H with an A-tight frame FN terminating in fN = 0, and a suitable
sequence of independent, identically distributed random variables {νj }Nj=1 (the dither), then the vector Q(1)FN ,ν(x)
reconstructed from the dithered first-order sigma–delta encoding of the frame coefficients of any sufficiently small
x ∈H has the mean-square error
E
[∥∥x −Q(1)FN ,ν(x)
∥∥2]= δ2
4A2
N−1∑
j=1
‖fj+1 − fj‖2,
which depends only on the frame and the step-size of the quantizer. To achieve this identity, we have used independent,
identically distributed dither variables {νj }Nj=1, each with a marginal density ρj (y) = max{1/δ − |y|/δ2,0} on R.
Dither with such a triangular probability density provides a quantization error with zero mean and allows us to compute
the covariance matrix of the error for the frame coefficients. We show that up to a change in the universal constant, this
error cannot be improved by using other probability densities which give zero-mean error and an input-independent
covariance matrix. Section 4 is dedicated to zero-terminated frames obtained by regular sampling of an absolutely
continuous path f : [0,1] → H, which means fj = f (j/N), for all j ∈ {1,2, . . . ,N} and f (1) = 0, and there is
C > 0 such that the frame constant AN of each FN = {f1, f2, . . . , fN } satisfies AN = NC. If t → ‖f ′(t)‖ is square
integrable on [0,1], then the asymptotics of the mean square quantization error is
lim
N→∞N
3
E
[∥∥x −Q(1)FN ,ν(x)
∥∥2]= δ2
4C2
1∫
0
∥∥f ′(t)∥∥2 dt.
We conclude by discussing an optimality property of the zero-terminating projection of the harmonic frame path for
the mean square quantization error.
2. Randomly dithered quantization of frame coefficients
We begin by describing component-wise dithered quantization for finite tight frames in the notation of Bodmann
and Paulsen [17].
Definition 1. A real-valued function Q on R is called a quantizer with accuracy  > 0 on [−L,+L] if it has finite
range and if |x − Q(x)|   for all x ∈ [−L,+L]. The function Q is called a uniform mid-tread quantizer with
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satisfying (m− 12 )δ  x < (m+ 12 )δ. The range A of the quantizer Q is also called the alphabet.
For simplicity, we also introduce the infinite uniform mid-tread quantizer of step-size δ > 0 with alphabet Zδ.
If the alphabet consists of half-integer multiples of δ and the quantizer Q assigns to x ∈ [−L,+L] the value
(m+ 12 )δ such that mδ  x < (m+ 1)δ, it is called uniform mid-riser quantizer with step-size δ.
Definition 2. A sequence of vectors F = {f1, f2, . . . , fN } in a real or complex Hilbert space H is called an A-tight
frame for H, with constant A > 0, if each x ∈ H can be reconstructed from the sequence of its frame coefficients
{〈x,fj 〉}Nj=1 according to
x = 1
A
N∑
j=1
〈x,fj 〉fj .
We call the N × N matrix G with entries Gj,k = 〈fj , fk〉 indexed by j, k ∈ {1,2, . . . ,N} the Grammian of the
frame F . We denote ‖F‖∞ = max1jN ‖fj‖. If fN = 0, we say that F is zero-terminated.
Definition 3. Let Q be a real-valued function on R with finite range. Let F = {f1, f2, . . . , fN } be an A-tight frame in
a real Hilbert space H. Let ν : Ω → RN be a random vector, the so-called dither, governed by a probability measure P
on Ω . The dithered component-wise quantizer Q(0)F ,ν based on Q, F and ν maps x ∈H randomly to
Q
(0)
F ,ν(x) =
1
A
N∑
j=1
Q
(〈x,fj 〉 + νj )fj .
We abbreviate the quantized frame coefficients
qj = Q
(〈x,fj 〉 + νj ), j ∈ {1,2, . . . ,N}
and note that the quantization error for each frame coefficient is qj − 〈x,fj 〉.
Definition 4. Let Q be a quantizer with accuracy  > 0 on [−L,+L], and let the frame, Hilbert space and dither be
as in the preceding definition.
We call an input vector x admissible if |〈x,fj 〉 + νj | <L almost surely for all j ∈ {1,2, . . . ,N}.
We say that the dithered component-wise quantizer Q(0)F ,ν on H has zero-mean error if for all admissible x ∈H the
expectation value of the reconstruction error vanishes,
E
[
x −Q(0)F ,ν(x)
]= 0.
If the mean-square error has a value σ 2 > 0 that does not depend on the particular choice of admissible x,
E
[∥∥x −Q(0)F ,ν(x)
∥∥2]= σ 2,
we say the dithered quantizer QF ,ν has a constant mean-square error.
The next steps establish control over the mean-square error of the quantization, following the strategy of several
references for the treatment of oversampled bandlimited functions. The condition for having a zero-mean error when
applying a uniform quantizer Q goes back to Schuchman [24]. Conditions that bound the mean-square error and
higher error moments were established by Lipshitz, Wannamaker and Vanderkooy, see [25,26] and references therein,
and derived independently by Gray [27–30], see also [31]. To adapt these results to frames, we require precise, multi-
dimensional versions of these results.
In the terminology of approximation theory, the quantizer is seen to have zero-mean error and a constant mean-
square error if we assume that a Strang–Fix condition [32–34] holds for the Fourier transform of an auxiliary function
obtained from the measure governing the dither. Our convention for the Fourier transform of an integrable function
f : RN → C is given by fˆ (ξ) = ∫
RN
e−2πiξ ·xf (x)dx, where ξ · x denotes the canonical inner product of the vectors
x, ξ ∈ RN . We also denote the Fourier transform of a finite Borel measure ρ by ρˆ(ξ) = ∫ N e−2πiξ ·x dρ(x).R
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x ∈ RN define Lebesgue-integrable functions hj and hj,k for j, k ∈ {1,2, . . . ,N}, and denote the δ-periodizations of
hj and hj,k by h◦j =
∑
n∈ZN hj (· + δn) and h◦j,k =
∑
n∈ZN hj,k(· + δn). Let the restriction of the Fourier transforms
of hj and hj,k to points whose coordinates are integer multiples of 1/δ give the summable sets {hˆj (n/δ): n ∈ ZN, 1
j N} and {hˆj,k(n/δ): n ∈ ZN, 1 j, k N}.
Then the following two equivalences hold:
(1) For all j ∈ {1,2, . . . ,N}, h◦j = 0 almost everywhere if and only if for all j ∈ {1,2, . . . ,N} and n ∈ ZN ,
∂j gˆ(n/δ) = 0.
(2) There is an N × N matrix C = (Cj,k)Nj,k=1 such that for all indices 1 j, k N , the periodization of each hj,k
is almost everywhere a constant
h◦j,k = Cj,k
if and only if for each 1 j, k N , ∂j ∂kgˆ(0)/δN = Cj,k and all ∂j ∂kgˆ(n/δ) = 0 for n ∈ ZN \ {0}.
Proof. (1) Suppose hj is integrable for all j ∈ {1,2, . . . ,N}. Then the series ∑n hj (· + δn) converges in
L1([−δ/2, δ/2)N ) and we can exchange the summation with the integral when computing the Fourier coefficients
{cm}m∈ZN of the δ-periodic limit function h◦j . We obtain for m ∈ ZN ,
cm =
∑
n∈ZN
∫
[−δ/2,δ/2)N
e−2πim·x/δhj (x + δn)dx =
∑
n∈ZN
∫
δn+[−δ/2,δ/2)N
e−2πim·x/δhj (x)dx = i2π ∂j gˆ(m/δ).
In the last step, we have combined the summation with the integral and use the integrability of hj to exchange the
derivative with respect to m with the integration. By the uniqueness of Fourier series, if the partial sums of the series∑
n hj (· + δn) converge to the zero function, we have ∂j gˆ(m/δ) = 0 for m ∈ ZN .
Conversely, assume the Fourier transform of hj vanishes on all integer vectors. Since the periodization series of hj
converges in L1([−δ/2, δ/2)N) and the Fourier series converges uniformly, h◦j = 0 almost everywhere.
(2) The proof for the second equivalence is the same as the above, the only change being that the periodization
series
∑
n hj,k(·+ δn) converges in L1([−δ/2, δ/2)N ) to the constant Cj,k , which is up to the normalization factor δN
equal to the Fourier coefficient hˆj,k(0) = −∂j ∂kgˆ(0)/(2π)2. 
The following theorem is a generalization of the one-dimensional case treated in [26]. Let ek denote the kth canon-
ical basis vector in ZN . We use the shorthand Zek for the set of all integer multiples of ek .
Theorem 6. Let F = {f1, f2, . . . , fN } be an A-tight frame for a real Hilbert space H. Let Q be a uniform mid-tread
quantizer with step-size δ > 0 and domain of accuracy [−L,+L]. Let ν be an RN -valued random variable, N  3,
such that the probability measure ρ induced by ν is supported in the ball Br(0) of radius r < L centered at the origin.
Let the Fourier transform of the induced measure satisfy the decay condition∣∣∣∣
∫
RN
e−2πiξ ·x dρ(x)
∣∣∣∣< α|ξ1ξ2 · · · ξN |η
with some α,η > 0. If for all j, k ∈ {1,2, . . . ,N} and n ∈ Zek \ {0}, we have
ρˆ(n/δ) = 0
and for n ∈ Zek ,
∂j ρˆ(n/δ) = 0,
then for x ∈H such that ‖x‖‖F‖∞  L− r , the quantization error x −Q(0)F ,ν(x) has mean zero,
E
[
Q
(0)
(x)− x]= 0,F ,ν
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E
[∥∥Q(0)F ,ν(x)− x
∥∥2]= 1
A2
trCG,
where G is the Grammian of the frame and C is the covariance matrix of the component-wise quantization error with
entries
Cj,k = δ
2
12
δj,k − 14π2 ∂j ∂kρˆ(0).
Proof. We define
g(x) = ρ(x + [−δ/2, δ/2)N ), x ∈ RN,
then for n ∈ ZN ,
g(δn− x) = P({x + ν ∈ δn+ [−δ/2, δ/2)N}).
We express the expectation value for the quantization error of each frame coefficient xj = 〈x,fj 〉 in terms of a series
E[qj − xj ] =
∑
n∈ZN
(δnj − xj )g(δn− x), j ∈ {1,2, . . . ,N},
and similarly,
Cj,k = E
[
(qj − xj )(qk − xk)
]= ∑
n∈ZN
(δnj − xj )(δnk − xk)g(δn− x), j, k ∈ {1,2, . . . ,N}.
We observe that the function g is bounded and has compact support. These properties are unchanged when ρ is
multiplied by any polynomial and thus, using the notation of the preceding lemma, the periodization series of hj and
hj,k are convergent in L1([−δ/2, δ/2)N). We abbreviate the characteristic function χ = χ[−δ/2,δ/2)N and denote its
Fourier transform χˆ , which has the bound χˆ (ξ) = ∏Nj=1 sin(πδξj )/(πξj )  1/πN|ξ1ξ2···ξN | . The partial derivatives of χˆ
have bounds that only differ in a change of an overall constant factor. Therefore, we note that the restriction of the
Fourier transforms of hj and hj,k to ZN/δ is summable.
Now continuing along the lines of the preceding lemma, we note that the quantization has zero-mean error when-
ever for all j ∈ {1,2, . . . ,N} and n ∈ ZN , ∂j gˆ(n/δ) = 0. Since ∂j gˆ = ρˆ∂j χˆ + χˆ∂j ρˆ and χˆ (n/δ) = 0 for n = 0 as well
as ∂j χˆ(n/δ) = 0 for n /∈ Zej , this implies that the quantization has zero-mean error whenever for all j ∈ {1,2, . . . ,N},
we have ∂j ρˆ(0) = 0 and for all n ∈ Zej \ {0}, we have ρˆ(n/δ) = 0.
We repeat the same argument with ∂j ∂kgˆ = ρˆ∂j ∂kχˆ + ∂kχˆ∂j ρˆ + ∂j χˆ∂kρˆ + χˆ∂j ∂kρˆ, and use that for any fixed
k ∈ {1,2, . . . ,N}, ∂kχˆ(n/δ) = 0 when n /∈ Zek , and ∂j χˆ(n/δ) = 0 when j = k, n ∈ Zek . Moreover, since N  3,
∂j ∂kχˆ(n/δ) = 0 when n /∈ ⋃Nk=1 Zek . This shows that if the quantization has zero-mean error, then necessary and
sufficient for having a constant covariance matrix is that ρ satisfies for all j, k ∈ {1,2, . . . ,N} and for n ∈ Zek \ {0}
that ∂j ρˆ(n/δ) = 0. In this case, we have
Cj,k = − 14π2δN ∂j ∂kgˆ(0) = −
1
4π2δN
(
ρˆ(0)∂j ∂kχˆ(0)+ χˆ (0)∂j ∂kρ(0)
)
and the value for Cj,k follows from χˆ (0) = δN , ρˆ(0) = 1, and by computing the partial derivatives of χˆ at the
origin. 
The Strang–Fix conditions in the preceding theorem implicitly relate to the support of ρ [35]. One may ask which
measures for the dither have minimal support and how the mean-square error is affected if the dither is more con-
centrated. Here, we only focus on the implications of these conditions for error bounds. The results of the numerical
studies depicted in Figs. 2 and 3 indicate that dithering suppresses outliers. This topic deserves further investigation.
Proposition 7. Let Q be a uniform mid-tread quantizer with step-size δ > 0 and domain of accuracy [−L,L], and
let ν be a random vector with values in RN , governed by the probability measure P which satisfies the conditions
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qj = Q(yj + νj ), then
E
[|yj − qj |2] δ
2
4
.
Proof. Since the error has a constant covariance matrix, we can choose any input sequence y to compute the lower
bound. For a mid-tread quantizer Q with accuracy δ/2 on [−L,+L] and L  δ, we select each yj ∈ [−L,L] ∩
(Z + δ/2), so that |yj − qj | δ/2. Then the assertion follows by squaring both sides of the inequality and taking the
expectation value. 
This inequality is sharp. We give an example where equality holds.
Example 8. A dither which satisfies the conditions of Theorem 6 and assumes the lower bound for the mean-square
error is given by having all {νj }Nj=1 independent, identically distributed with a triangular density ρj for the values of
each νj , dρj (y) = max{1/δ − |y|/δ2,0}dx, where δ is the step-size of the mid-tread quantizer Q. The marginals ρj
of the measure induced by ν have mean zero and the second moment
∫ δ
−δ y
2 dρj (y) = δ2/6, which implies that the
quantization error in RN has mean zero and the covariance matrix
Cj,k = − 14π2δN
(
ρˆ(0)∂j ∂kχˆ(0)+ χˆ (0)∂j ∂kρ(0)
)=
(
δ2
12
+ δ
2
6
)
δj,k = δ
2
4
δj,k.
The next step is to deduce a lower bound for the quantization error when this type of round-off prescription is
applied to the frame-coefficients of a vector in a d-dimensional Hilbert space.
Proposition 9. If ν is a dither which satisfies the conditions of Theorem 6, Q is a uniform mid-tread quantizer Q of
step-size δ with domain of accuracy [−L,+L], and F = {fj }Nj=1 is an A-tight frame for a d-dimensional real Hilbert
space H, then for any x ∈H with ‖x‖‖F‖∞ <L− r ,
E
[∥∥x −Q(0)F ,ν(x)
∥∥2] δ2d
12A
.
Proof. Let {xj } be the sequence of frame coefficients of the vector x ∈H, then the mean-square error is given by
E
[∥∥x −Q(0)F ,ν(x)
∥∥2]= 1
A2
N∑
j,k=1
E
[
(qj − xj )(qk − xk)
]〈fj , fk〉 = 1
A2
trCG,
where G is the Grammian of the frame {fj }Nj=1.
Since the covariance matrix of the dither variable ν is positive definite, and we obtain the covariance matrix C
of the component-wise quantization error by adding δ2/12 to the diagonal entries of the dither covariance, we have
the operator inequality C  δ2/12. Now the estimate trCG  (δ2/12) trG = δ2Ad/12 implies the claimed lower
bound. 
Example 10. Using the dither ν with identically distributed, independent components {νj }Nj=1 as in the preceding
example, with triangular marginal densities ρj (y) = max{1/δ − |y|/δ2,0}, we obtain
E
[∥∥x −Q(0)F ,ν(x)
∥∥2]= δ2d
4A
.
If the A-tight frame consists of normalized vectors, then N =∑Nj=1 ‖fj‖2 = trG = Ad implies A = N/d , and the
mean-square error is given by δ2d2/4N .
Now we try to find an improved decay with so-called noise-shaping.
B.G. Bodmann, S.P. Lipshitz / Appl. Comput. Harmon. Anal. 25 (2008) 367–380 373Fig. 1. Two input–output equivalent circuits for implementing the sigma–delta modulator, with and without feedback around the quantizer. Sigma–
delta modulator in noise shaper form (left) and in integrator–differentiator form (right). The symbol τ denotes a 1-sample delay.
3. Randomly dithered quantization with sigma–delta noise shaping
Definition 11. Let Q be a uniform mid-tread quantizer with step-size δ > 0 and domain of accuracy [−L,+L].
Let F = {f1, f2, . . . , fN } be an A-tight frame for a real Hilbert space H and ν : Ω → RN a dither governed by
a probability measure P on Ω . The dithered standard first-order sigma–delta quantizer is defined as the random
map Q(1)F ,ν given by
Q
(1)
F ,ν(x) =
1
A
N∑
j=1
qjfj ,
where the frame coefficients are quantized recursively using an auxiliary sequence {uj }Nj=1 with initial value u0 = 0
such that for j ∈ {1,2, . . . ,N},
qj = Q
(〈x,fj 〉 + uj−1 + νj )
and
uj = uj−1 + xj − qj .
The behavior of the map from the sequence {〈x,fj 〉} to the quantized sequence {qj } is of interest in its own right,
independently of the frame context. For a discussion from the point of view of discrete dynamical systems, see [36]
or [18].
The quantity uj has been called the cumulative quantization error [17] or the unshaped error of the dithered quan-
tizer [37]. The latter terminology is motivated by a realization of the algorithm for sigma–delta quantization in the
form of a noise-shaper circuit, see Fig. 1.
One may show that only a finite number of quantization levels is used for the output if the dither and input sequences
are sufficiently bounded.
Proposition 12. Given a uniform mid-tread quantizer Q with step-size δ > 0 and domain of accuracy [−L,+L], an
R
N
-valued random variable ν which is component-wise almost surely bounded by r > 0, that is,
P({maxj |νj | > r}) = 0, and a vector x bounded by
‖x‖‖F‖∞  L− δ/2 − 2r,
then the auxiliary variable {uj }j∈N given by um =∑mj=1(〈x,fj 〉−qj ) and u0 = 0 in standard first-order sigma–delta
quantization of the vector x is almost surely bounded by
‖u‖∞  δ2 + r.
Moreover, the sequence of quantized values satisfies, with probability one,
‖q − x‖∞  δ + 2r.
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 = δ/2 is the accuracy of the quantizer. If for a given j ∈ N, the internal variable is bounded by the sum of the
accuracy of the quantizer and the dither supremum,
|uj−1|  + r,
then by the Cauchy–Schwarz inequality max1jN |xj | ‖x‖‖F‖∞  L−  − 2r , the argument of the quantizer is
in the interval [−L,+L].
Because of the accuracy of the quantizer on [−L,+L], then
|uj | = |xj + uj−1 + νj − qj − νj | δ2 + r.
This concludes the induction. Now the bound for the quantized values follows from
|qj − xj | = |uj − uj−1| δ + 2r. 
Consequently, for appropriately bounded inputs, the uniform mid-tread quantizer with finite alphabet can be re-
placed by the infinite uniform mid-tread quantizer with alphabet Zδ and domain of accuracy [−∞,+∞]. This fact is
convenient for the following analysis of the mean-square reconstruction error.
Lemma 13. Denote the running sums pm = ∑mj=1 qj and sm = ∑mj=1〈x,fj 〉 for m ∈ {1,2, . . . ,N}, and set s0 =
p0 = 0 as initial values. For an infinite uniform mid-tread quantizer Q, the dithered standard first-order sigma–delta
quantization of frame coefficients the running sum variables observe pm = Q(sm + νm).
Proof. In terms of the running sums, the auxiliary variable is um = sm −pm. Since pm = qm +pm−1, adding pm−1 on
both sides of the prescription qm = Q(〈x,fm〉 + um−1 + νm), yields the claimed identity, because pm−1 is an integer
multiple of δ, and thus Q(y)+ pm−1 = Q(y + pm−1) for any value of y ∈ R. 
The two input–output equivalent block diagrams corresponding to the preceding definition and the equivalent
realization using the running sum variables are given in Fig. 1. Other equivalent realizations can be found in [38].
Theorem 14. Let Q be a mid-tread quantizer with step-size δ > 0 and domain of accuracy [−L,+L]. Let F =
{f1, f2, . . . , fN } be a zero-terminated A-tight frame for a real Hilbert space H. Let ν : Ω → RN be a random vector
governed by a probability measure P on Ω which satisfies the conditions of Theorem 6. If ‖x‖‖F‖∞  L− δ/2 − 2r ,
then
E
[∥∥x −Q(1)F ,ν(x)
∥∥] δ2
12A2
tr
[
(I − S)∗G(I − S)],
where I is the identity matrix, G is the Grammian of the frame and S is the one-sided shift matrix with entries
Sj,k = δj,k−1.
Proof. First, we observe that due to the bound on the input, the uniform mid-tread quantizer Q can be replaced by an
infinite mid-tread quantizer with alphabet Zδ.
Denote as before
∑m
j=1 qj = pm and
∑m
j=1〈x,fj 〉 = sm for m ∈ {1,2, . . . ,N}, and set s0 = p0 = 0. Then using
fN = 0,
Q
(1)
F,ν(x)− x =
1
A
N−1∑
j=1
(
pj − pj−1 − (sj − sj−1)
)
fj
which simplifies via summation by parts to
Q
(1)
F,ν(x)− x =
1
A
N−1∑
(pj − sj )(fj+1 − fj ).j=1
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we have by Theorem 6 that the differences {pj − sj }Nj=1 have zero mean and are correlated by
E
[
(pj − sj )(pk − sk)
]= Cj,k, j, k ∈ {1,2, . . .N}.
Therefore, the mean-square error of the quantization is
E
[∥∥Q(1)F ,ν(x)− x
∥∥2]= 1
A2
N−1∑
j,k=1
Cj,k〈fj+1 − fj , fk+1 − fk〉.
We realize that the sum on the right-hand side can be written as a trace and estimated by
tr
[
C(I − S)∗G(I − S)] δ2
12
tr
[
(I − S)∗G(I − S)]
because C was obtained by adding δ2/12 to the diagonal of a positive definite matrix, so C  δ212 . 
Remark 15. It must be emphasized that the proof of the preceding theorem crucially relies on zero-termination, that
is, the last frame vector vanishes. Fortunately, zero-terminated A-tight frames are straightforward to construct by
embedding the Hilbert space H as a subspace in a bigger Hilbert space K. Let P denote the orthogonal projection
from K onto H. Choosing an A-tight frame {g1, g2, . . . , gN } of K such that gN ⊥H and projecting the frame vectors
with P yields an A-tight frame {fj = Pgj }Nj=1 for H, whereby orthogonality forces the last projected frame vector to
vanish, fN = PgN = 0. The next section provides a few examples of such frames obtained from regular sampling of
a path in the Hilbert space H.
Example 16. Using the dither ν with identically distributed, independent components {νj }Nj=1 as in the preceding
example, with triangular marginal densities ρj (y) = max{1/δ − |y|/δ2,0}, we obtain
E
[∥∥x −Q(1)F ,ν(x)
∥∥2]= δ2
4A2
N−1∑
j=1
‖fj+1 − fj‖2.
4. Mean-square error asymptotics for frame paths
Since we want to allow changing the redundancy, we consider the concept of a frame path as described in [17].
Definition 17. Let H be a finite-dimensional Hilbert space, real or complex. A continuous map f : [a, b] → H is
called a frame path for regular sampling provided that there is a constant C > 0 and infinitely many choices of N
such that the set FN = {f (a + b−aN ), f (a + 2(b−a)N ), . . . , f (b)} is an NC-tight frame for H. If f (b) = 0, we call f a
zero-terminated frame path.
Example 18 (Modulated basis repetition). Let {ei}di=1 be the canonical basis of Rd and let f : [0, d] → Rd be piece-
wise defined by f (t) = sin(πt)ej for j − 1 t  j . Then for any N = Md , with 2M ∈ N, regular sampling gives
a N/2d-tight frame FN with ‖FN‖∞  1. This frame path is zero-terminated since f (d) = 0.
Example 19 (Zero-terminated harmonic frames). When d = 2k is even the harmonic frames are defined by regu-
lar sampling of the path f (t) =
√
2
d
(cos(2πt), sin(2πt), cos(4πt), sin(4πt), . . . , cos(2πkt), sin(2πkt)) in the inter-
val [0,1].
When d = 2k+1, the harmonic frames are defined by regularly sampling f (t) =
√
2
d
( 1√
2
, cos(2πt), sin(2πt), . . . ,
cos(2πkt), sin(2πkt)) in the interval [0,1].
In both cases, when N > d , the vectors in FN are a uniform N/d-tight frame.
The zero-terminated frame path obtained by projecting the harmonic frame path onto {f (1)}⊥ is computed in terms
of the Dirichlet kernel,
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=
√
2
d
((
cos(2πt), sin(2πt), cos(4πt), sin(4πt), . . . , cos(2πkt), sin(2πkt)
)
−
(
sin(π(d + 1)t)
d sin(πt)
− 1
d
)
(1,0,1,0, . . . ,1,0)
)
when d = 2k is even, and
g(t) =
√
2
d
((
1√
2
, cos(2πt), sin(2πt), cos(4πt), sin(4πt), . . . , cos(2πkt), sin(2πkt)
)
− sin(πdt)
d sin(πt)
(
1√
2
,1,0,1,0, . . . ,1,0
))
when d = 2k + 1 is odd. Regular sampling of g yields GN , a frame spanning the (d − 1)-dimensional subspace of Rd
orthogonal to either (1,0, . . . ,1,0) or ( 1√
2
,1,0, . . . ,1,0) depending on whether d is even or odd.
For certain frame paths, including the examples we have just described, we can compute the asymptotics of the
mean-square error as the number of frame vectors diverges.
Proposition 20. Let H be a real Hilbert space, and let FN = {f1, f2, . . . , fN } be an A-tight frame for H obtained
from regular sampling along an absolutely continuous path f : [0,1] →H, fj = f (j/N) for j ∈ {1,2, . . . ,N}. Let ν
be an RN -valued random variable with independent, identically distributed components having triangular marginal
densities ρj (y) = max{1/δ − |y|/δ2,0}, j ∈ {1,2, . . . ,N}. Then the mean-square error of the resulting randomly
dithered first-order sigma–delta quantization is bounded by
E
[∥∥x −Q(1)FN ,ν(x)
∥∥2] δ2
4NA2
1∫
0
∥∥f ′(t)∥∥2 dt.
Proof. We recall that the mean-square error obtained in Example 16 is for an A-tight frame FN given by
E
[∥∥x −Q(1)FN ,ν(x)
∥∥2]= δ2
4A2
N−1∑
j=1
‖fj+1 − fj‖2.
Using Jensen’s inequality with the uniform probability measure on the subinterval [j/N, (j + 1)/N ] of [0,1]
implies for each j ∈ {1,2, . . . ,N − 1},
‖fj+1 − fj‖2  1
N
(j+1)/N∫
j/N
∥∥f ′(t)∥∥2 dt.
Now summing over all subintervals gives together with the estimate in Example 16 the claimed bound. 
Theorem 21. Let H be a real Hilbert space, let f : [0,1] →H, f (1) = 0, be a zero-terminated, absolutely continuous
frame path with ∫ 10 ‖f ′(t)‖2 dt < ∞. If there is a constant C > 0 and a sequence {FN } of frames obtained from regular
sampling such that each FN is NC-tight, then the mean-square error of first-order sigma–delta quantization with an
independent, identically distributed dither ν as in the preceding proposition has the asymptotics
lim
N→∞N
3
E
[∥∥x −Q(1)FN ,ν(x)
∥∥2]= δ2
4C2
1∫
0
∥∥f ′(t)∥∥2 dt.
B.G. Bodmann, S.P. Lipshitz / Appl. Comput. Harmon. Anal. 25 (2008) 367–380 377Fig. 2. Performance of undithered first-order sigma–delta quantization applied to frame coefficients (left) compared with dithered quantization as
in Example 16 (right). The graphs depict the square norm of the quantization error against the number of frame vectors, for 100 randomly selected
input vectors in the no-overload regime. The frame coefficients were obtained with the zero-terminating projection of the harmonic frame from
three dimensions.
Proof. The asymptotics results from the preceding proposition together with an approximation argument.
By the estimate for ‖fj+1 − fj‖2 in the preceding proposition, and the fact that continuous functions are dense in
the square integrable ones, f can be changed to a map with continuous derivative f ′ in such a way that both sides of
N
N−1∑
j=1
‖fj+1 − fj‖2 
1∫
0
∥∥f ′(t)∥∥2 dt
change by at most an arbitrarily small constant, independent of N .
However, for the case of continuous f ′, the inner product 〈f ′(s), f ′(t)〉 is for each j ∈ {1,2, . . . ,N} jointly
continuous in s, t ∈ [j/N, (j + 1)/N]. If we fix s, then there is a point tj (s) ∈ (j/N, (j + 1)/N) where the
mean value is attained, 〈f ′(s), f ′(tj (s))〉 = N〈f ′(s), f ((j + 1)/N) − f (j/N)〉. The right-hand side is mani-
festly continuous in s, which implies that there is in turn sj ∈ (j/N, (j + 1)/N) for which 〈f ′(sj ), f ′(t (sj ))〉
= N2〈f ((j + 1)/N) − f (j/N),f ((j + 1)/N) − f (j/N)〉. The continuity of (s, t) → 〈f ′(s), f ′(t)〉 now gives the
desired limit as N → ∞. 
It is interesting to evaluate the impact of dither on the performance of sigma–delta quantization numerically.
Fig. 2 compares the behavior of the quantization error for the standard first-order sigma-delta quantization when
applied without dither or with independent, identically distributed dither as in Example 16. We plot the norm of
the reconstruction error for 100 random input vectors in R2 against the number of frame vectors. The frame used
here is the zero-terminated projection of the harmonic frame in three dimensions with 100 to 100,000 frame vectors.
The random vectors were chosen in polar coordinates using a probability measure which is uniform in the angle
and uniform in the radius within the no-overload regime. The quantizer has a step-size of δ = 0.1 and domain of
accuracy [−1,1], which ensures stability for input vectors x of norm ‖x‖  0.85. Numerically, it appears as if the
use of dither simply leads to a change of the mean-square reconstruction error by an overall constant. This could be
expected if the white-noise hypothesis were true in the undithered case. However, it is worth noting that the undithered
quantization seems to produce more undesirable outliers for the error than the dithered one. In this sense, the use of
dither suppresses the worst-case scenario. The difference between mean error norm and worst-case error norm for the
100 randomly selected vectors is depicted in Fig. 3.
We now investigate a class of frames among which the zero-terminating projection of the harmonic frame has a
minimal error bound.
Definition 22. Let H be a symmetric operator with integer eigenvalues on a real, d-dimensional Hilbert space K,
and assume its spectrum σ(H) = {λ1, λ2, . . . , λd} is invariant under multiplication by −1. Let f0 = 1√ (v1 + v2 +d
378 B.G. Bodmann, S.P. Lipshitz / Appl. Comput. Harmon. Anal. 25 (2008) 367–380Fig. 3. Comparison of worst-case and mean for the norm of the reconstruction error when applying first-order sigma–delta quantization with or
without dither to frame coefficients of 100 random vectors using the zero-terminating projection of the harmonic frame from three dimensions as
in Fig. 2.
· · · + vd), where {vj } is an orthonomal basis of eigenvectors. Define f (t) = e2πiHtf0 and let P denote the orthogonal
projection onto H = {f0}⊥. For N > d , we call {f (j/N)} the exponential N/d-tight frame generated by H and
PF = {Pf (j/N)} the zero-terminating projection of the exponential frame generated by H .
Proposition 23. For the zero-terminating projection PF of an exponential frame F generated by a symmetric oper-
ator H , a mid-tread quantizer Q with step-size δ > 0 and domain of accuracy [−L,+L], a dither ν with identically
distributed, independent components {νj }Nj=1 with triangular marginal densities ρj (y) = max{1/δ − |y|/δ2,0}, and
a vector x ⊥ f (0) bounded by ‖x‖ L− δ/2 − 2r , we obtain
E
[∥∥x −Q(1)
PF ,ν(x)
∥∥2] π2δ2
NdA2
d∑
k=1
λ2k.
Proof. First we note that ‖ ddt Pf (t)‖  ‖f ′(t)‖, so dropping the projection only enlarges the bound for the mean-
square error. Next,
1∫
0
∥∥f ′(t)∥∥2 dt =
1∫
0
∥∥e2πiHt (2πH)f0∥∥2 dt = 4π
2
d
d∑
k=1
λ2k.
Now the preceding theorem gives the desired estimate. 
This upper bound is minimal among all exponential frames for a given dimension d when the spectrum is the set
of d integers with smallest magnitudes that are grouped symmetrically around zero. This is exactly the case of the
zero-terminating projection of the harmonic frames.
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spectrum {−d/2,−d/2 + 1, . . . ,−1,1,2, . . . , d/2}, the quantizer, dither and input vector x are as in the preceding
proposition, then summing the squares of the integers yields
E
[∥∥x −Q(1)
PF ,ν(x)
∥∥2] π2δ2d2(d + 1)(d + 2)
12N3
.
If d is odd, and the spectrum of H is {−(d − 1)/2,−(d − 1)/2 + 1, . . . ,−1,0,1, . . . , (d − 1)/2}, then
E
[∥∥x −Q(1)
PF ,ν(x)
∥∥2] π2δ2(d − 1)d2(d + 1)
12N3
.
5. Conclusion
We conclude with a remark on generalizations of the results presented here.
One may pursue an analogous strategy for higher-order sigma–delta quantization [19]. It is straightforward to
derive the corresponding bounds and asymptotics for the use of a quantization prescription which tracks the iterated
sums of the frame coefficients. To eliminate the boundary terms when performing the summation by parts, frames
need to be constructed in such a way that they terminate in a certain number of zero vectors. This is again possible
by choosing a frame and projecting it onto an appropriate subspace. Frames from regular sampling of paths allow a
similar result on the asymptotics of the mean-square error, provided they are sufficiently smooth and have a number
of derivatives that vanish at the endpoint [18].
Another possibility for a more general result is the use of other dither distributions which control higher moments
of the error. As already indicated in the numerical experiments, adding dither seems to help suppress outliers. Higher
orders of multivariate B-splines can provide a joint probability density of the dither variables which would allow one
to fix higher moments, at the cost of growing support of the density induced by the dither vector. On the other hand,
the chaotic properties of the dynamical system governing the internal variables, as investigated in [39], may possibly
help reduce the support of the dither necessary for controlling moments of the quantization error.
Finally, one may investigate how dithering and sigma–delta encoding can be used with other types of reconstruction
such as the Rangan–Goyal algorithm [40], which offers improved error bounds.
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