I show that the partial truth of a sentence in a partial structure is equivalent to the truth of that sentence in an expansion of a structure that corresponds naturally to the partial structure. Further, a mapping is a partial homomorphism/partial isomorphism between two partial structures if and only if it is a homomorphism/isomorphism between their corresponding structures. It is a corollary that the partial truth of a sentence in a partial structure is equivalent to the truth of a specific Ramsey sentence in a corresponding structure. Hence the partial structures approach can be expressed in standard first or second-order model theory, and it can be captured in the received view on scientific theories as developed by Carnap and Hempel.
Introduction
In an overview of the historical turn in the philosophy of science, Bird reports that many philosophers of science have taken on board the lessons of naturalized epistemology. According to one version of that view, the methods of inquiry that lead to progress or truth cannot be uncovered a priori, as the logical empiricists including Popper thought, but need themselves to be discovered a posteriori by scientific and other means. Consequently, prescriptive philosophy of science has largely been abandoned. Descriptive philosophy of science remains. (2014: 88-89) One dominant theme of this descriptive philosophy of science is the rejection of formal approaches. Van Benthem (1982: 432) explains that they are seen as "inappropriate, or, at best, inadequate (to the extent of being useless). The scientific reality one should be concerned with is either too 'dynamic ', or too 'complex' to be captured by formal tools". But this view has not been borne out. For, although formal approaches may not capture all complexities of the scientific endeavor, they are helpful in finding answers to a number of philosophical questions about science (Leitgeb 2011; van Benthem 2012) and are essential for finding others (Suppes 1968; Leitgeb 2011; Halvorson 2012: §7) .
Of course, not every formal approach to the philosophy of science is bound to be useful, and it has become common lore that the logical empiricists' approach (Carnap 1966; Hempel 1958) , the so-called "received view", can capture little (if anything) of science.
1 Da Costa and French (2003: 3) report "the continued unfolding of the post-positivist gulf between our actual knowledge-gathering activities and the philosophical characterization of these activities", and van Fraassen states:
The scholastic logistical distinctions that the logical positivist tradition produced-observational and theoretical vocabulary, Craig reductions, Ramsey sentences, first-order axiomatizable theories, and also projectible predicates, reduction sentences, disposition terms, and all the unholy rest of it-had moved us mille milles de toute habitation scientifique, isolated in our own abstract dreams.
( 1989: 225) Alternative to the received view, van Fraassen (1989: Ch. 9 ) suggests the semantic approach, in which scientific theories are described as classes of model theoretic or set theoretic structures. This approach is considered much closer to actual scientific practice, despite being formal (see Muller 2010: 93-94) . Lloyd (1988: § §3-4) argues that the semantic approach can be applied to non-formal theories with great success. Da Costa and French further suggest that through a generalization of model theoretic structures to partial structures and a corresponding generalization of the model theoretic notion of truth, the semantic approach can account for all complexities of the scientific endeavor in a unified way:
The twin notions of quasi truth and partial structures form the core of a rich and fruitful program with applications across philosophy and philosophy of science. . . . It is our firm, if ambitious, belief that we can accommodate the complexity and variety of all our cognitive practices within a unitary framework by explicitly acknowledging the openness and partiality of our representational structures. Da Costa and French (2000) take the resulting partial model theory to increase the expressive power of model theory significantly, and Le Bihan (2012: n. 3, §5) places the partial structure approach in the vanguard of the semantic approach.
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Specifically, the partial structures approach is considered useful in all the ways the received view is not (French & Ladyman 1999) .
However, this near complete disavowal of the received view in post-positivist philosophy of science rests on a number of misconceptions, the first being the misattribution of a-prioristic convictions to the logical empiricists. Compare Carnap's account of the nature of philosophical problems:
When we say that philosophical questions are questions of the syntax of the language of science which permit expression in a formal mode of speech, we do not say thereby that the answers to these questions can be found by a mere calculating about with logical formulas without recourse to experience. A proposal for the syntactical formulation of the language of science is, when seen as a principle, a proposal for a freely chosable convention; but what induces us to prefer certain forms of language to others is the recourse to the empirical material which scientific investigation furnishes. [Hence] the task of the philosophy of science can be pursued only in a close cooperation between logicians and empirical investigators.
( 1934: 19) Thus if conventions are chosen independently of empirical considerations, they are likely to be useless. This is most radically and explicitly expressed in Carnap's identification of a theory's conventional component with its Carnap sentence, which is trivially true whenever the empirical component of the theory is false (Lutz 2012a: 189-190) .
There are other misconceptions. Despite entrenched views to the contrary, the syntactic approach (to which the received view belongs) is not inferior to the semantic approach (Halvorson 2012 (Halvorson , 2013 Lutz 2014c, forthcoming) . The received view never demanded first-order axiomatizations (Lutz 2012c: §2) and can completely capture the formalism of van Fraassen's approach (Lutz 2014a) . In the following, I will show that it can also capture the core notions of the partial structures approach-partial truth, partial homomorphism, and partial isomorphism-because partial model theory can be captured in model theory.
Partial Structures and Partial Truth
The partial structures approach is motivated by a simple consideration: Scientists usually do not have wholly determined concepts or complete information about a domain, so the domain's structure cannot be determined with arbitrary precision. For most relations, it is at best known of some tuples of objects that they fall under the relation and known of some tuples that they do not fall under it. For many tuples this is unknown (possibly because it is undetermined). Similarly, the value of many functions are not known for all possible arguments. Unlike the structures of standard model theory, partial structures are defined so as to take this lack of knowledge into account.
Assume a language L = {P i } i∈I ∪ {F j } j∈J ∪ {c k } k∈K , where P i is an m i -place relation symbol for every i ∈ I, F j an n j -place function symbol for every j ∈ J, and c k a constant symbol for every k ∈ K. While most works on partial structures in the philosophy of science (e. g., da Costa & French 1990 do not consider functions, and the foundational paper by Mikenberg, da Costa, and Chuaqui (1986) does not consider constants, the respective definitions can be easily combined to give Definition 1.Ã is a partial L-structure if and only if
where
is a function with domain CÃ ,j ⊆ A n j for each j ∈ J, and cÃ k ∈ A for each k ∈ K.
In analogy to the notation in model theory (e. g., Chang & Keisler 1990) , A is the domain dom Ã ofÃ, PÃ
is the partial relation thatÃ assigns to P i for each i ∈ I, FÃ j is the partial function thatÃ assigns to F j for each j ∈ J, and cÃ k is the constant (the element of dom Ã ) thatÃ assigns to c k for each k ∈ K. The definition of partial structures by Mikenberg et al. (1986: def. 1) is recovered for K = ∅, the definition by da Costa and French (1990: 255-256 
contains the known instances of P i and PÃ ,− i its known non-instances. For each i ∈ I, lack of knowledge about P i is represented by PÃ ,• i = ∅ and for each j ∈ J, lack of knowledge about F j is represented by proper subsets CÃ ,j ⊂ A n j , in which case FÃ j is a proper partial function on A n j . Constant symbols are interpreted as in a structure, and thus not used to express lack of knowledge.
4
In the partial structures approach, background knowledge is expressed by primary statements, a setΠ of L-sentences (Mikenberg et al. 1986: def. 3; da Costa & French 1990: 256) . It is taken into account by the core notion of the partial structures approach:
2. In the terminology of this article, the members of a partition of a set X are disjoint sets whose union is X and that, atypically, are possibly empty (cf. Schimmerling 2011: 6).
3. While da Costa and French (1990: 255) define partial structures only for relations, their further definition of partial truth presumes that partial structures can contain constants as well.
4. As an anonymous reviewer points out, there is no principled reason why constant symbols are not so used. Lack of knowledge about a constant symbol could be expressed by not assigning an interpretation to it at all. This change would only require minor modifications of definitions 2, 4, and 5.
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Definition 2. L-sentence σ is partially true in partial L-structureÃ relative toΠ if and only if there is an L-structure B with B = A, PÃ
An extension B ofÃ is calledÃ-normal if and only if B Π .
5
The structure B thus extends for each i ∈ I the partial interpretation of P i and for each j ∈ J the partial interpretation of F j to an interpretation in the sense of model theory (see Figures 1 and 2 ). And σ is partially true inÃ if and only if it is true in some extension ofÃ in which the primary statements are true, that is, if and only if it is true in someÃ-normal structure. Partial truth is also called 'pragmatic truth' and 'quasi truth'. One of the most important properties of partial truth is that incompatible sentences can be partially true without partial truth being trivial: LetÃ be the partial structure A, PÃ
Then B can extendÃ such that P B 1 = {1} or B can extendÃ such that P B 1 = {1, 2}, and thus P 1 c and ¬P 1 c are both partially true. But since for every extension B it holds that {1} ⊆ P B 1 , ¬∃xP 1 x is not partially true.
5.
IfΠ is taken to contain only the penumbral connections of a first order vague language, anÃ-normal structure is a complete extension of anÃ-structure in the sense of Fine (1975: §2) . Partial truth is then subtruth (see Hyde 1997) .
Figure 2. A partial unary function of some partial structureÃ (blue) and three of its possible extensions (red). The horizontal and vertical black axes each correspond to the domain ofÃ and all its extensions.
Partial Model Theory as First-Order Model Theory

Partial Truth as Truth in an Expansion
In a partial structure, a relation symbol P i has, in a sense, two separate interpretations. For one, there are its known instances PÃ ,+ i . They can be determined, for example, by their similarity to paradigmatic instances of P i , or, more likely when it comes to scientific terms, by the fulfillment of some sufficient condition. Then there are also the known non-instances PÃ ,− i . These are determined, for example, by their similarity to paradigmatic non-instances of P i , or by the failure to fulfill some necessary condition. Determining whether some tuple is in PÃ , it is natural to assign separate symbols of a language to these two concepts, say, P
In a partial structure, the interpretation FÃ j of an n j -place function symbol F j can be seen as giving the clear instances of an n j + 1-ary relation. In analogy to the relation symbols in partial structures, it is natural to assign an n j + 1-place relation symbol F + j to the concept that determines these clear instances. FÃ j has a unique value (thus excluding all other values) if its argument is in CÃ ,j and does not have any value if its argument is not in CÃ ,j . Hence there is no need for a relation symbol that names the clear non-instances of F j : The relation
Partial Model Theory as Model Theory · 569 named by F + j can be seen as by itself tripartitioning A n j +1 into tuples that fall under the function (the tuples {āb |ā ∈ CÃ ,j and FÃ j (ā) = b}), tuples that do not ({āb |ā ∈ CÃ ,j and FÃ j (ā) = b}), and tuples for which it is unknown whether they do ({āb |ā ∈ CÃ ,j }); hereā stands for the tuple a 1 , . . . , a n j ∈ A n j , andāb for the tuple a 1 , . . . , a n j , b ∈ A n j +1 .
Since constant symbols are interpreted in the usual way, this leads to a new language L = {P
and any partial structure for L determines a structure for L :
CÃ ,j and FÃ j (ā) = b for each j ∈ J, and c A k = cÃ k for each k ∈ K.
Note that to every partial L-structureÃ there corresponds exactly one Lstructure A. As an example, letÃ be the partial L-structure A, PÃ
= {2}, CÃ ,1 = {2} and FÃ 1 (2) = 1, and cÃ 1 = 2. Then the L -structure corresponding tõ
{ 2, 1 }, and c A 1 = 2. Despite having two separate interpretations, the relation symbols P + i and P − i are of course connected, since they are known to refer to instances and, respectively, non-instances of the same relation symbol P i from L. This connection and the fact that F + j is over a restricted domain equivalent to a function F j are thus background assumptions. They can therefore be described by primary statements in language L * = L ∪ L :
On the syntactic level,x stands for a non-repeating string of m i or n j variables, andxy for the non-repeating concatenation ofx and y. In every structure A that corresponds to a partial structure, relation F So far, a new language L has been introduced so that a partial structure in L can be expressed by its corresponding structure in L . The connections between the symbols in the two languages have been expressed by adding primary statements toΠ, which has resulted in a new set of primary statements Π in a new language L * . Since the structure A corresponding to a partial L-structureÃ is an L -structure, Π cannot be true in A. However, Π may be true in an expansion of A to L * , which differs from A only in that it also interprets the symbols in L * \ L (see Hodges 1993: 9) . With the help of expansions, it is now possible to describe partial truth relative toΠ: Claim 1. L-sentence σ is partially true in partial L-structureÃ with respect toΠ if and only if the corresponding L -structure has an expansion C such that
Proof. '⇐': Let A correspond toÃ and C be an expansion of A such that C {σ} ∪ Π. Then C| L {σ} ∪Π, dom(C| L ) = dom(C) = A, and PÃ
A if and only ifā ∈ CÃ ,j and
Thus C| L isÃ-normal and hence σ is partially true inÃ. '⇒': Let A correspond toÃ and let σ be partially true inÃ with respect tõ Π. Then there is an L-structure B such that B Π ∪ {σ} and P
A for each i ∈ I. Furthermore, FÃ j = F B j | CÃ ,j and thus for eachā ∈ A n j and b ∈ A,āb ∈ F
Therefore the central relation between sentences and partial structures can be expressed as a relation between sentences and structures. The next question is whether the relations between partial structures can also be expressed as relations between structures. As it turns out, they can be so expressed. Bueno, French, and Ladyman (2002: 503-504 ) define partial homomorphisms between partial structures without constant symbols, which can be generalized as follows:
Partial Homomorphisms as Homomorphisms and Partial Isomorphisms as Isomorphisms
Definition 4. A partial homomorphism from partial structureÃ to partial structurẽ B is a mapping f : A −→ B for which the following holds:
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The generalization to partial structures with constants is determined by the following consideration: When PÃ ,• i = ∅ for all i ∈ I and CÃ ,j = A n j for all j ∈ J, partial structureÃ is identified with its unique extension (Bueno et al. 2002: 498) , and "if we have total structures, the usual notion of homomorphism is obtained" from the notion of partial homomorphism (Bueno et al. 2002: 504) . Thus, since partial structures interpret constant symbols in the same way as structures, partial homomorphisms must relate these interpretations in the same way as homomorphisms (cf. Hodges 1993: 5). Incidentally, the claim that partial homomorphisms generalize homomorphisms leads to a subtlety in the case of relations: Assume that PÃ and for every extension B ofB that P B i = PB ,+ i . Thereforeā ∈ P A i if and only if f (ā) ∈ P B i . This condition on homomorphisms is not unheard of (see, for example, Bell & Slomson 1974: 73) , but it is strictly stronger than the standard definition, which only requires that ifā ∈ P A i , then f (ā) ∈ P B i (Chang & Keisler 1990: 71; Hodges 1993: 5) . And it is strictly weaker than the standard definition of embedding, which additionally requires that f be an injection (Hodges 1993: 5) . 7 Bueno (1997: 596) introduces the notion of a partial isomorphism between partial structures containing only relations, which can be generalized as well, because "when we are considering total structures, we have our standard notion of isomorphism" (Bueno 1997: 596 2. For all j ∈ J,ā ∈ CÃ ,j if and only if f (ā) ∈ CB ,j and for allā ∈ CÃ ,j , f FÃ j (ā) = FB j f (ā) .
The differences between the two definitions are similar to the differences between the definitions of homomorphism and isomorphism between structures, so that they can be easily discussed together. Somewhat surprisingly, although the definition of partial homomorphism generalizes Bell and Slomson's definition of homomorphism, it relates directly to the standard definition as far as corresponding structures are concerned:
Claim 2. Let A correspond toÃ, and B toB. Then f is a partial homomorphism/partial isomorphism fromÃ toB if and only if f is a homomorphism as defined by Hodges (1993: 5) /isomorphism from A to B. 
'⇐': For all j ∈ J,ā ∈ CÃ ,j and FÃ j (ā) = b if and only ifāb ∈ F + j
A . By assumption, this holds only if/if and only if
In short, a mapping between two partial structures is a partial homomorphism/partial isomorphism if and only if it is a homomorphism/isomorphism between their corresponding structures.
Claims 1 and 2 show that the central concepts of partial model theory (partial truth, partial isomorphism and partial homomorphism) can be expressed in standard first order model theory. More precisely, every partial structure has a unique corresponding structure, every statement about partial truth in a partial structure can be translated into a statement about truth in an expansion of the corresponding structure, and every statement about partial homomorphisms or partial isomorphisms between partial structures can be translated into statements about homomorphisms or isomorphisms between the corresponding structures.
9 Conversely, statements about structures that correspond to partial structures (that is, L -structures that can be expanded to models of the additional primary statements (3)) can be translated into statements about partial structures, and this provides a general way of transferring concepts from model theory to partial model theory. As an example, take the concept 'elementary embedding' 8. The left hand side and the right hand side of the slash denote separate conjuncts of claim 2 and its proof.
9. The translation occurs in set theory, the meta-language-a translation in predicate logic, the object language, is impossible since the underlying semantics changes between partial model theory and model theory. defined for structures. It determines for any two structures (and thus specifically for structures that correspond to partial structures) a specific set of mappings between them (if an elementary embedding is impossible, that set is empty). Since a partial structure and its corresponding structure have the same domain, the concept also determines a set of mappings between partial structures. These mappings can therefore be defined to be partial elementary embeddings between the respective partial structures. Of course, the next step would be to see what features these partial elementary embeddings have, for instance whether they preserve the partial truth of all formulas.
Partial Truth as Truth of a Ramsey Sentence
So far this discussion has related partial model theory only to first order model theory. Expressing partial truth in second-order model theory, however, is particularly satisfying. Recall that we are dealing with three languages: Partial structures use language L, while Π is phrased in language L * , which besides L also contains language L . If L * is finite, the Ramsey sentence R L (σ) of an L * -sentence σ is defined as ∃ i∈I X i ∃ j∈J Y j σ † . To arrive at σ † , one replaces in σ every relation symbol P i , i ∈ I, by the m i -place relation variable X i , and every function symbol F j , j ∈ J, by the n j -place function variable Y j . Thus σ † is a second-order Lformula, and the Ramsey sentence R L (σ) is a second-order L -sentence. Ramsey sentences provide a new way of formulating partial truth:
Claim 3. IfΠ and L are finite, then L-sentence σ is partially true in partial L-structurẽ A with respect toΠ if and only if for the corresponding L -structure A it holds that
Proof. SinceΠ and L are finite, so are Π and L * . Therefore, by claim 1, σ is partially true inÃ if and only if A has an expansion C such that C σ ∧ Π. Hence it has to be shown that there is such an expansion if and only if
Define C so that P C i = Q i for each i ∈ I, F C j = G j for each j ∈ J, and C| L = A. Induction on the complexity of σ ∧ Π shows that C σ ∧ Π.
'⇒': Induction shows that
Somewhat shorter, σ is partially true inÃ with respect toΠ if and only if R L σ ∧ Π is true in the structure corresponding toÃ.
The features of partial truth that follow from definition 2 can now also be recovered from claims 1 and 3. For instance, that two incompatible sentences can both be partially true in the same partial structure follows from the fact that, given the primary statements Π, two incompatible sentences can have Ramsey sentences that are both true in a structure that corresponds to a partial structure. Claims 2 and 3 show that the central concepts of partial model theory can be expressed in second-order model theory, which allows the transfer of extant results to partial model theory. For instance, since the truth-value of a sentence of second-order logic is conserved under isomorphisms, it follows that the partial truth-value of a sentence is conserved under partial isomorphisms. 
Partial Structures and the Received View
In the new formalizations of partial truth given in claims 1 and 3, the language L is, in keeping with the basic motivation for partial structures, considered to be directly interpreted, while the interpretation of L * \ L = {P i } i∈I ∪ {F j } j∈J is only given through the interpretation of L and the primary statements Π. This notion of a basic (e. g., observational) vocabulary L and an auxiliary (e. g., theoretical) vocabulary L * \ L is the basis of many analyses in the received view (Carnap 1966: §23; Hempel 1958: §2) . In principle, then, all results from analyses in terms of partial structures can also be given in the received view.
One might object that the preceding results only establish that the formalism of partial structures can be captured in first and second-order model theory, but that this result in turn cannot possibly establish that the formalism of partial structures can be captured in the formalism of the received view. For according to the received view "nothing non-syntactic constitutes any theory. In particular, whatever is meant or referred to by a term or statement (i. e., the semantic aspect), it is not constitutive of theories" (Burgos 2007: 157) . Hence neither first nor second-order model theory can be used in the received view.
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The objection relies on a misconstrual of the received view. For not only did Carnap (1939: §24) explicitly include the semantic aspect of scientific theories in his analysis, but both he and Hempel also relied on formal model theory in their discussions of scientific theories (Lutz 2012c: 92) . Indeed, truth in an expansion as it is used in claim 1 is an explicit ingredient in the model theoretic semantics developed in the received view (Przełęcki 1969: Ch. 6; Andreas 2010: 532-533) . And the received view's reliance on semantics is not a particularly esoteric aspect of logical empiricism, since Suppe (1974: §ii.e) explicitly discusses it in his wellknown overview of the received view and even develops it into a formal account 10. Bueno (2000: 279-280 (Suppe 1971) .
12
Therefore claims 1, 2, and 3 not only capture the concepts of the partial structures approach in the model theory of first and, respectively, second-order logic, but also show that analyses in the partial structures approach transfer directly to the received view. For instance, the L -sentences ∀x(P + ix → ¬P − ix ) for i ∈ I and ∀x∀y∀v∀w(F + jx y ∧ F + jv w ∧ 1≤r≤n j x r = v r → y = w) for j ∈ J, which follow from Π, express that in a partial structureÃ, PÃ ,+ i ∩ PÃ ,− i = ∅ for all i ∈ I and FÃ j is a partial function for all j ∈ J. Since they are therefore basic presumptions of the formalism, they are good candidates for analytic sentences in L (cf. Carnap 1952) . Such a transfer of analyses promises to be particularly interesting in connection with the relation of partial truth and the Ramsey sentence, since the Ramsey sentence plays a central role in Carnap's philosophy of science (Psillos 2000) . Some analyses do not even need to be transferred, since they already have a counterpart in the received view. An example is the claim that the interpretation of a language by a partial structure "accommodates the essential incompleteness and partial nature of scientific representations" (da Costa & French 2003: 5) , which "are, crucially, conceptually incomplete and open-ended" (da Costa & French 2003: 3) . Expressed in L * , the interpretation of a relation symbol P i is given through Π and specifically the sentences ∀x(P + ix → P ix ) and ∀x(P − ix → ¬P ix ). Together, these sentences are equivalent to the conjunction of the sentence ∀x(P
The incompleteness of a relation P i , i ∈ I, is in a partial structureÃ expressed by PÃ
is true in the corresponding structure, which means that the conditional definition is not equivalent to a definition. Conditional definitions have already been investigated by Carnap (1936: 442-443 ) under the name 'bilateral reduction sentences ', 13 where the introduction of a term by a bilateral reduction sentence is called a 'reduction'. Carnap comes to the conclusion that if we wish to introduce a new term into the language of science, we have to distinguish two cases. If the situation is such that we wish to fix the meaning of the new term once for all, then a definition is the appropriate form. On the other hand, if we wish to determine the meaning of the term at the present time for some cases only, leaving its further determination for other cases to decisions which we intend to make step by step, on the basis of empirical knowledge which we expect to obtain in the future, then the method of reduction is the 12. Although the semantics developed by Carnap, Przełęcki, Suppe, and Andreas are closely related if not equivalent, this is not completely obvious (see Lutz 2014b).
13. For bilateral reduction sentences, Carnap also demands that ∃x(P In other words, a bilateral reduction sentence, and thus a relation in a partial structure, allows for concepts that are "incomplete and open-ended" and thus "accommodates the essential incompleteness and partial nature of scientific representation".
Conclusion
It is one of the presumptions of post-positivist philosophy of science that the received view is insufficient for expressing those complexities of the scientific endeavor that can be expressed in the partial structures approach. I have shown that this presumption is false because the partial structures approach itself can be expressed in the received view with the help of auxiliary vocabularies, Ramsey sentences, and bilateral reduction sentences. Van Fraassen (1980: 56) has famously and influentially argued that results expressed with these concepts are, like most results of logical empiricism, "one and all off the mark-solution to purely self-generated problems, and philosophically irrelevant." If van Fraassen were right, claims 1-3 would establish a reductio ad empirismum logicum of the partial structures approach. But insofar as the partial structures approach has proven its merits, the inference has to go in the opposite direction: The tools developed within logical empiricism are more useful than its detractors have acknowledged.
More generally, the claims suggest that critics of the received view have conflated lack of imagination with impossibility: The partial structures approach cannot be captured in the received view by a mere calculating about with logical formulas, but capturing it is not impossible. This conflation may also underlie many criticisms of formal philosophy of science as a whole, since few features of the scientific endeavor can be formally analyzed by a mere calculating about. It might of course be that the received view (and hence, contrary to the firm belief of da Costa and French, the partial structures approach) cannot accommodate the whole variety and complexity of science. But there might then still be generalizations of the received view that can. As Shimony notes, Carnap "took particular delight in technical advances which permitted him to widen the scope of his investigation without loss of precision" (Feigl et al. 1970) , and hence such generalizations would continue the logical empiricists' research program. Postpositivist philosophy of science is positivist philosophy of science.
