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Abstract
We characterize polynomial decomposition fn = r ◦ q with r, q ∈ C[x] of perturbed Chebyshev polynomials deﬁned by the
recurrence
f0(x) = b, f1(x) = x − c, fn+1(x) = (x − d)fn(x) − af n−1(x), n1,
where a, b, c, d ∈ R and a > 0. These polynomials generalize the Chebyshev polynomials, which are obtained by setting a = 14 ,
c = d = 0 and b ∈ {1, 2}. At the core of the method, two algorithms for polynomial decomposition are provided, which allow to
restrict the investigation to the resolution of six systems of polynomial equations in three variables. The ﬁnal task is then carried out
by the successful computation of reduced Gröbner bases with Maple 10. Some additional data for the calculations are available on
the author’s web page.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Let a, b, c, d ∈ R, a > 0 and consider the polynomials fn(x) of degree n deﬁned by the three-term recurrence
f0(x) = b,
f1(x) = x − c,
fn+1(x) = (x − d)fn(x) − af n−1(x), n1. (1)
These polynomials generalize the monic Chebyshev polynomials of the ﬁrst kind tn(x) and Chebyshev polynomials
of the second kind un(x), which are obtained for (a, b, c, d) = ( 14 , 2, 0, 0) and ( 14 , 1, 0, 0), respectively. We point out,
that there already exists a notion of the so-called generalized Chebyshev polynomials in several complex indeterminates
x1, . . . , xk (see [17, Chapter 2, p. 26]) based on a representation involving symmetric functions. In this paper, however,
we are concerned with a different type of generalization and will only deal with polynomials in one variable x.
 Research supported by the Austrian Science Foundation (FWF), project S9604, “Analytic and Probabilistic Methods in Combinatorics”.
E-mail address: stoll@dmg.tuwien.ac.at.
0377-0427/$ - see front matter © 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2007.03.002
T. Stoll / Journal of Computational and Applied Mathematics 214 (2008) 356–370 357
To begin with, we note some known special cases of (1). If b = 1 and d = 0, then (1) reﬂects the deﬁnition of the so-
called co-recursive Chebyshev polynomials, which were ﬁrst studied by Geronı¯mus [11] and subsequently generalized
to other classical orthogonal polynomials by Chihara [3], Slim [24], Dini et al. [6], Marcellán et al. [19], Ifantis and
Siafarikas [14] and Foupouagnigni et al. [10]. The additional parameter b ∈ R allows some interesting polynomial
families. Mention, for instance, co-recursive versions of Fermat polynomials for (a, b) ≡ (2, 1) and of Fermat–Lucas
polynomials for (a, b) ≡ (2, 2) (see [29]). The recurrence (1) with generic constant parameters a, b, c, d ∈ R with
a, b > 0 has been treated by several authors mostly from a measure-theoretic point of view, e.g. Cohen and Trenholme
[4], Grosjean [13] and Saitoh andYoshida [22].
The aim of the present paper is to study polynomial decomposition of {fn} of (1) with a, b, c, d ∈ R and a > 0.
Polynomial decomposition theory is concerned with characterizing all representations of a given polynomial f = r1 ◦
r2 ◦ · · · ◦ rl ∈ C[x], where ri ∈ C[x], l2 and “◦” denotes the usual functional composition. If for each 1 i l
we have deg ri > 1, then the decomposition is called a non-trivial decomposition. In the particular case of a binary
decomposition, i.e. l=2, we call r1 the left and r2 the right component of the decomposition. Two binary decompositions
f = r1 ◦ r2 = s1 ◦ s2 are said to be equivalent if there is a linear polynomial  such that s1 = r1 ◦  and s2 = −1 ◦ r2. In
general, a non-trivial decomposition can only be determined up to equivalence. We call a polynomial f decomposable
(over C) if it has at least one non-trivial decomposition with complex components.
Above all, it is well known [23, Theorem 6, p. 20], that if a polynomial is indecomposable over R (i.e., with
components inR[x]), then it is also indecomposable over any ﬁeld extension ofR. Hence, regarding the real polynomials
{fn} of (1), we can safely restrict our attention to decompositions involving components in R[x] only, since there
cannot be any new decomposable polynomial with components in C[x]. For this and other facts from decomposition
theory, we refer to the recent monograph of Schinzel [23]. We want to point out, that in our arguments it will be
crucial that fn ∈ R[x], while in our main result (Theorem 1) we aim for maximal generality allowing complex
components.
Much motivation for uniformly decomposing polynomial families stems from an application to Diophantine equa-
tions. In fact, due to a powerful result of Bilu and Tichy [1], a complete decomposition result for some given polynomial
famliy {pn} is intimately related to a ﬁniteness statement about solution pairs (x, y) ∈ Z2 of the Diophantine equation
pk(x) = pl(y), where k > l2 are ﬁxed integers. We refer the reader to the bibliography list of [7] for decomposition
results concerning Bernoulli polynomials, power-sum polynomials, binomial polynomials, etc. and to their correspond-
ing Diophantine problems. Mention also, the recent work of Dujella et al. [8], where a indecomposability criterion has
been established which involves divisiblity properties of the degree and the uppermost coefﬁcients of the polynomial
under consideration.
2. Main result
In the present work, we restrict to a uniform decomposition result of fn, which—in our opinion—is of own interest.
To start with, set
gn(x) := fn(2
√
ax + d)
(2
√
a)n
, n0, (2)
which obviously satisﬁes the perturbed Chebyshev recurrence
g0(x) = b, g1(x) = x − e, gn+1(x) = xgn(x) − 14 gn−1(x), (3)
where e := (c − d)/(2√a) ∈ R. We want to point out, that {gn} are not co-modiﬁed polynomials in the usual sense
[10], because co-dilation (parameter b) and co-recursion (parameter c) refer to different levels of perturbation (compare
with (7) and (8)). From now on, assume that a > 0, such that {gn} denotes real polynomials.
Note that since each decomposition gn = r ◦ q is related to a decomposition of fn via
fn = (2√a)nx ◦ gn ◦
(
x − d
2
√
a
)
= ((2√a)nx ◦ r) ◦ (q ◦ x − d
2
√
a
)
,
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it is the same problem to characterize decomposition of gn or decomposition of fn. In what follows, denote by Tn(x)
the standard non-monic Chebyshev polynomial of the ﬁrst kind of degree n, i.e. Tn(x) = 2ntn(x).
Our main result is:
Theorem 1. Let fn, gn be as deﬁned in (1), (2) with a, b, c, d ∈ R, a > 0 and set e = (c − d)/(2√a). Then fn is
decomposable over C if and only if we are in one of the following cases:
(i) n = mk with m, k2, b = 2, e = 0:
gmk = 2−mkTm(x) ◦ Tk(x).
(ii) n = 2k, e = 0:
g2k = gˆk ◦ x2 with gˆk(x) := g2k(
√
x) ∈ R[x].
(iii) n = 8, b = −2, e = 0:
g8 =
(
x2 − 1
4
x − 1
128
)
◦
(
x2 − 1
2
x
)
◦ x2.
(iv) n = 6, b = − 112 , e = ± 3
√
3
2 :
g6 =
(
x3 − 15
8
x2 + 9
16
x + 11
128
)
◦
(
x2 ∓
√
3
2
x
)
.
(v) n = 6, b = − 103 , e = ± 2
√
3
3 :
g6 =
(
x2 ±
√
3
2
x + 5
96
)
◦
(
x3 ∓
√
3
3
x2 − 1
4
x
)
.
(vi) n = 4, b = 2 − e2:
g4 =
(
x2 − x + 1
16
b
)
◦
(
x2 − 1
2
ex
)
.
First, a few remarks are in order. The case (i) holds due to the well-known property [27],
Tmk(x) = Tm(Tk(x)) = Tk(Tm(x)),
where m, k1. The case (ii) is again trivial, since gn(x) is an even polynomial if e = 0, n = 2k. Moreover, it is easy
to retrieve from the proof of Corollary 6 that gˆk(x) is indecomposable, except for k = 4, b = −2, where the cases (ii)
and (iii) merge. The case (iii) has already been observed by Dujella and Gusic´ [7], while studying decomposition of
the so-called Dickson polynomials of the second kind (also termed generalized Fibonacci polynomials [9]). In a future
work [25], we indeed obtain that for (1) with c = d = 0 and arbitrary a, b ∈ R, a = 0, b = 2 the only sophisticated
decomposition comes from b = −2 and n = 8, namely,
f8 = (x2 − 4a2x − 2a4) ◦ (x2 − 2ax) ◦ x2. (4)
Finally, all of the cases (iv)–(vi) denote additional sporadic decomposable polynomials.
The paper is organized as follows. In Section 3 we establish a second-order differential equation satisﬁed by gn(x).
From this, we can bound the degree of the right component q of a binary decomposition gn = r ◦q. Section 4 is devoted
to a concrete implementation of two decomposition algorithms. The ﬁrst algorithm computes the coefﬁcients of the
single normed candidate qˆ(x) for a right component of ﬁxed degree. The second algorithm then proves or disproves a
decomposition involving qˆ(x). We implemented these algorithms with Maple 10 [18]; as an important feature, we are
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able to control the computing time by some precision parameter Npar. Finally, Section 5 shows the concrete application
to the perturbed Chebyshev polynomials. For the most involved computations, the reader is referred to the data sheet
[26], available on the author’s web page (http://dmg.tuwien.ac.at/stoll/publ.html).
3. Differential equation of second order
There are several ways to identify the polynomials gn of (3). We ﬁrst recall several deﬁnitions of perturbed classical
polynomials from [10]. Denote by {Pn} a polynomial sequence of classical continuous orthogonal polynomials (Jacobi,
Laguerre, Hermite), which satisﬁes P0(x) = 1, P1(x) = x − 0 and the recurrence
Pn+1(x) = (x − n)Pn(x) − nPn−1(x), (5)
where n, n are speciﬁc rational functions in n (see the Askey-scheme [15]). If for r ∈ N we replace n and n by
n+r and n+r , respectively, we get the so-called rth associated polynomial family denoted by {P (r)n }, i.e., P (r)0 (x)=1,
P
(r)
1 (x) = x − r and
P
(r)
n+1(x) = (x − n+r )P (r)n (x) − n+rP (r)n−1(x). (6)
Obviously, in the case of classical Chebyshev polynomials of the second kind, we have n ≡ 0 and n ≡ 14 , such that
the associated polynomial sequence is again the original Chebyshev sequence. Furthermore, let {P [e]n }, e ∈ R be the
co-recursive polynomial sequence of {Pn} which is obtained by (5), where 0 is replaced by 0 − e, i.e.,
P
[e]
0 (x) = 1, P [e]1 (x) = x − 0 − e
and
P
[e]
n+1(x) = (x − n)P [e]n (x) − nP [e]n−1(x). (7)
We also recall the notion of co-dilated classical orthogonal polynomials {P |b|n }, where in (5) we replace 1 by b1, i.e.,
P
|b|
0 (x) = 1, P |b|1 (x) = x − 0, P |b|2 (x) = (x − 0)(x − 1) − b1, (8)
and
P
|b|
n+1(x) = (x − n)P |b|n (x) − nP |b|n−1(x), n2.
Co-recursive and co-dilated classical polynomials are related by the following formulas to the original sequences (see
[10, formulas (19) and (27)]),
P [e]n (x) = Pn(x) − eP (1)n−1(x), (9)
P |b|n (x) = Pn(x) + (1 − b)1P (2)n−2(x), (10)
where n2. Recall also the well-known formula [27] for un(x),
un(x) =
n/2	∑
j=0
(
−1
4
)j (n − j
j
)
xn−2j . (11)
Proposition 2. We have
gn(x) = un(x) − eun−1(x) + 14 (1 − b)un−2(x), (12)
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thus
gn(x) = xn − exn−1 − n + b − 24 x
n−2 + e(n − 2)
4
xn−3 + (n − 3)(n + 2b − 4)
32
xn−4
− e(n − 3)(n − 4)
32
xn−5 − (n − 4)(n − 5)(n + 3b − 6)
384
xn−6 ± · · · ,
where un(x) denotes the monic Chebyshev polynomial of the second kind of degree n.
Proof. The ﬁrst part follows from (3) joined with (9), (10) for Pn(x) = un(x), namely,
gn(x) = u[e]n (x) + u|b|n (x) − un(x)
= un(x) − eu(1)n−1(x) +
1
4
(1 − b)u(2)n−2(x).
The second part of the statement is then a direct calculation from (11). 
From another point of view, we may write gn(x) also in the so-called combinatorial form, from which we again can
retrieve (12). Consider the general case of the r-term linear recurrence with constant coefﬁcients,
Vn+1 = a0Vn + a1Vn−1 + · · · + ar−1Vn−r+1, nr − 1, (13)
with speciﬁed initial conditions V0, . . . , Vr−1. It is well known [16], that solutions of (13) are of the form
Vn = ε0(n, r) + ε1(n − 1, r) + · · · + εr−1(n − r + 1, r),
where εm = ar−1Vm + · · · + amVr−1 for 0mr − 1 and
(n,m) =
∑
j0+2j1+···+rj r−1=n−m
(j0 + j1 + · · · + jr−1)!
j0!j1! . . . jr−1! a
j0
0 a
j1
1 . . . a
jr−1
r−1 .
Regarding (3), it is a direct calculation to verify gn = ε0(n, 2) + ε1(n − 1, 2) with
ε0 = a1g0 + a0g1 = − 14 b + x(x − e), ε1 = a1g1 = −
1
4
(x − e).
Thus we get
gn(x) =
(
x2 − ex − b
4
) n/2	−1∑
j=0
(n − 2 − j)!
(n − 2 − 2j)!j !x
n−2−2j
(
−1
4
)j
−
(x
4
− e
4
)
·
(n−1)/2	−1∑
j=0
(n − 3 − j)!
(n − 3 − 2j)!j !x
n−3−2j
(
−1
4
)j
,
which is equivalent to (12) by (11).
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Finally, since in (3) coefﬁcients are independent of n, we may express gn(x) also by a Binet type formula. For the
sake of completeness, we give:
Proposition 3. We have
gn(x) = b + 2(x − bx − e)(x −
√
x2 − 1)√
x2 − 1
(
1
2
(x +
√
x2 − 1)
)n+1
− b + 2(x − bx − e)(x +
√
x2 − 1)√
x2 − 1
(
1
2
(x −
√
x2 − 1)
)n+1
.
Proof. The characteristic polynomial z2 − zx + 14 has roots
1,2 = 12 (x ±
√
x2 − 1).
Moreover, the ordinary generating function G(z) of gn(x) is
G(z) = b + z(x − bx − e)
1 − xz + 14z2
,
which can be easily seen by writing G(z)=g0(x)+g1(x)z+g2(x)z2 +· · ·, subtracting xzG(z)− 14 z2G(z) and using
the recurrence relation (3). The result now directly follows by the Rational Expansion Theorem [12]. 
In general, perturbed classical orthogonal polynomials satisfy differential equations of fourth order with polynomial
coefﬁcients of ﬁxed degree (see [10,21]). With the method of the proof of Theorem 1 in [10], we can directly calculate
such a differential equation of fourth order for gn. As for the special case of perturbed Chebyshev polynomials (3),
there is a differential equation of second order with polynomial coefﬁcients of degree 4.
Proposition 4. The polynomials y = gn(x) satisfy the differential equation
(x)y′′ + (x)y′ − 	(x)y = 0, (14)
where
(x) = A4x4 − eA3x3 − A2x2 + eA1x + A0,
(x) = B3x3 − eB2x2 − B1x − eB0,
	(x) = C2x2 − eC1x − C0
with
A4 = 4n(b − 1) = B3,
A3 = 4n(b − 2) − 2b = A1 = B0,
A2 = n(b2 + 4b + 4e2 − 4) − b(b − 2),
A0 = n(b2 + 4e2) − b(b − 2),
B2 = 8n(b − 2) − 4b,
B1 = n(3b2 − 8b + 12e2 + 8) − 3b(b − 2),
C2 = 4n3(b − 1),
C1 = 4n3(b − 2) − 6n2b + 2n(b − 2),
C0 = n3(b2 + 4e2) − 3bn2(b − 2) + n(2b2 − 8b − 4e2 + 8).
Proof. First, we use Proposition 2 together with the three identities [20, Chapter 3.4]
t ′n(x) = nun−1(x),
(1 − x2)t ′n(x) = n
(
1
2
tn−1(x) − xtn(x)
)
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and
tn−2(x) = 4xtn−1(x) − 4tn(x)
to write
(1 − x2)gn(x) = (1 − x2)
(
(x − e)un−1(x) − b4un−2(x)
)
=
(
−x2 + ex + b
2
)
tn(x) +
((
1
2
− b
4
)
x − e
2
)
tn−1(x). (15)
We differentiate (15) twice to get
4(1 − x2)(−2xgn + (1 − x2)g′n)
= ((4n + 8)x3 − 4e(n + 1)x2 − 2(2n + 2 + b)x + 4en)tn
+ ((−4 − nb + 2b)x2 + 2ex + nb + 2 − b)tn−1 (16)
and
4(1 − x2)2(−2gn − 4xg′n + (1 − x2)g′′n)
= (−4(n + 2)(n + 1)x4 + 4en(n + 1)x3 + (12 + 2b + 20n + 4n2 + 2n2b − 4nb)x2
− 4e(n2 + n + 1)x − 2n2b − 8n + 4nb − 4b)tn
+ ((2n2 + 4 + 3nb − n2b − 2b)x3 − 2n2ex2
+ (3b − 3nb + n2b − 2n2 − 6)x + 2e(1 + n2))tn−1. (17)
Finally, we eliminate tn, tn−1 from (15), (16) and (17) to get the statement. 
We recall a result of Veselic´ [28] (see also [5, Theorem 2.4.1]) concerning the minimum number of real zeroes of
polynomials deﬁned by three-term recurrences (in what follows, sign(0) = +1).
Proposition 5 (Veselic´ [28]). Let the polynomial family {pn} satisfy
p−1(x) = 0, p0(x) = 1, pn+1(x) = (x − n)pn(x) − npn−1,
where n, n ∈ R. Form the sequence
Ln = 1, 0, 01, . . . , 0 · · · n−2.
Denote by k± the number of positive and negative signs inLn and set k = min(k+, k−). If n − 2k > 0, then pn has at
least n − 2k different real zeros. If, in addition, n − 3k > 0, then at least n − 3k of these real zeroes are simple.
From this we get the following decomposition result.
Corollary 6. Let gn = r ◦ q with r, q ∈ R[x] and min(deg r, deg q)2. If (b, e) = (2, 0) then
deg q7.
Proof. First, note that for all b ∈ R and n0 we have 	(x)2 = 0. Moreover, the polynomial 
(x) = (2(x) −
′(x))	(x) + (x)	′(x) is non-zero for (b, e) = (2, 0) and has degree at most 4. Deﬁne the Sonin-type function
h(x) = gn(x)2 − (x)
	(x)
g′n(x)2, (18)
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which has ﬁrst derivative h′(x)=
(x)(g′n(x))2. The function 
(x) changes at most four times its sign for x ∈ R, thus
splitting the real line into ﬁve intervals. Since gn has at least n − 2 different real zeros by Proposition 5 and there are
at most two additional complex roots of gn, we conclude
deg gcd(gn − , g′n)7,
uniformly in  ∈ C. Now, suppose a non-trivial decomposition gn = r ◦ q and denote by 0 a root of r ′, which exists
by deg r2. Then both gn(x) − r(0) and g′n(x) are divisible by q(x) − 0. Then,
deg q deg gcd(gn − r(0), g′n)7,
which ﬁnishes the proof. 
4. The decomposition algorithm for right components of ﬁxed degree
As the main tool, we provide a decomposition algorithm, which follows an approach of Binder [2].
Proposition 7. Let g ∈ R[x] with deg g = mk be a monic polynomial. Further let q ∈ R[x] with q(0) = 0 and
deg q = m1 and suppose
deg(g − qk)mk − j
for some 1j <m. Then for j = (1/k)coeff(g − qk, [xm−j ]) we have
deg(g − (q + kxm−j )k)mk − j − 1. (19)
Proof. The result immediately follows from
deg(g − (q + xm−j )k) = deg(g − qk − kqk−1xm−j − · · ·)
and the fact that the omitted terms have degree mk − j − 1. 
We apply Proposition 7 subsequently for 1jm − 1 with q → q + j xm−j to deﬁne a polynomial
qˆ(x) := xm + 1xm−1 + · · · + m−1x. (20)
Note that qˆ(x) can also be calculated if the coefﬁcients of g(x) depend on several parameters (k is also considered
as a parameter). We put on record the procedure as the following algorithm.
Algorithm 1.
Input: m2, g ∈ Q[x].
Output: qˆ ∈ Q[x].
q := xm;
for 1jm − 1 do
j = 1k coeff(g − qk, [xm−j ]);
q := q + j xm−j ;
od;
qˆ := q;
With the help of (20) we have an indecomposability criterion for binary decompositions with right components of
ﬁxed degree.
Proposition 8. Let g be monic and m2 a positive integer. Furthermore, let
g(x) = qˆ(x)k + 1qˆ(x)k−1 + · · · + l qˆ(x)k−l +R(x), (21)
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for some constants j ∈ R, 0 l < k with degRmk − m and m degR. Then g is indecomposable with right
components of degree m.
Proof. Put
S(x) := qˆ(x)k + 1qˆ(x)k−1 + · · · + l qˆ(x)k−l
= (xk + 1xk−1 + · · · + lxk−l ) ◦ qˆ(x)= : s ◦ qˆ.
We have deg(S− qˆk)mk − m. As degRmk − m by assumption, this yields
deg((S+R) − qˆk) = deg((S− qˆk) +R)mk − m.
If there is a decomposition ofS+R with a right component q of degree m then it is necessarily qˆ (up to equivalence).
Suppose S + R = r ◦ qˆ. Since S = s ◦ qˆ, we get R = (r − s) ◦ qˆ which is a contradiction due to m degR. Thus,
g =S+R is indecomposable with right components of degree m. 
Denote byNpar the number of parameters which the coefﬁcients of g(x) depend on. Then, while expanding g in terms
of qˆ, the numbers j are rational functions of these parameters, such that it is not straightforward to check the condition
m | degR. The answer depends on whether the current j vanishes or not. The following algorithm collects several
of these coefﬁcients into a system of Neqs polynomial {eql = 0 1 lNeqs}, which can be solved by a calculation of
an associated Gröbner basis. From a practical point of view, the quantity Neqs is some sort of a “precision parameter”,
used to control the running time of the Gröbner calculations. In our case of perturbed Chebyshev polynomials (with
the exception of the instances deg q = 4, 6), it will be sufﬁcient to let Neqs = Npar = 3, corresponding to a system of
three equations in the parameters k, b, e. We always assume k ∈ Z and k2.
Algorithm 2.
Input: m2, g ∈ Q[x] with deg g = mk, Neqs >Npar.
Output: Finds a decomposition of g with deg q = m, or proves that there is no such
decomposition, or stops after Neqs coefﬁcient equations (“precision”).
l := 1; j := 0; h := g; S := true;
while l <Neqs do
j = lcoeff(h); dj = degh; # the numbers j , dj refer to the generic polynomial h
if m | dj then # we have to expand one more term
h := h − j qˆm(k−j);
if h ≡ 0 then
return((0xk + · · · + j xk−j ) ◦ qˆ); # decomposition found for kj
# we check the cases 2k < j separately by ALGORITHM 2
ﬁ;
j := j + 1; le := 1;
else
eql := j ; S := S ∩ solve(eql = 0);
if S = { } then
return(“no decomposition with deg q = m and kj + 1 possible”);
# we check the cases 2kj separately by ALGORITHM 2
else
h := h − eqlxm(k−j)−le ;
le := le + 1; l := l + 1;
# le resp. l refer to the next exponent resp. the number of coefﬁcient equations
ﬁ;
ﬁ;
od;
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5. Application to the polynomials gn
In the sequel, we show howAlgorithms 1 and 2 can be used to ﬁnd or/and to disprove decompositions with deg q =
2, 3, 4. From the investigation given below, we get the cases (ii)–(vi) of Theorem 1 as well as the case (i) for the
particular n = mk. As the calculations with the aid of Maple 10 get more and more involved and expressions quite
large, we do not give the details for the three cases deg q = 5, 6, 7 here. We refer to [26], where the complete data can
be found.
The case deg q = 2: Algorithm 1 yields
qˆ = x2 − ex
k
,
where we used the expression for the second coefﬁcient of g from Proposition 2. According to Algorithm 2 we have
g − eq1x2k−3 − eq2x2k−5 − eq3x2k−7 = qˆk + 1qˆk−1 + 2qˆk−2 + 3qˆk−3 +R(x), (22)
whereR(x) has degree at most 2k−8. Note that the expansion (22) is possible, provided that k4. Now, it is a straight-
forward algorithmic calculation from Proposition 2 to make parameters in (22) explicit. We used an implementation of
Algorithm 2 in Maple 10, to get the following output:
1 = −
1
4k
(2k2 + 2e2k − 2k + bk − 2e2),
2 =
1
48k3
(6k5 + 12k4e2 + 6k4b − 21k4 + 10e4k3 + 6e2bk3 − 48e2k3 − 9bk3 + 18k3
− 36e4k2 + 60e2k2 − 18e2k2b + 38e4k + 12e2kb − 24e2k − 12e4),
3 = −
1
2280k5
(k − 2)(600e6 + 180e2bk5 + 450k5 + 60k7 − 330k6 + 150e4k4b − 840e4k3b
+ 810e2k3b + 1410e4k2b − 720e4kb − 810e2k4b + 2430e2k4 + 300e4k5 − 1170e2k5
− 225bk5 + 180k6e2 + 90k6b − 1620e2k3 − 4260e4k2 + 1440e4k + 244e6k4
− 1492e6k3 + 4500e4k3 + 2996e6k2 − 2348e6k − 1980e4k4),
and
eq1 = −
e
12
(k − 1)(−6k + 4ke2 + 3kb − 2e2),
eq2 =
e
240
(2k − 3)(k − 2)(20k3e2 + 15k3b − 30k3 + 16e4k2 − 40e2k2 + 10e2k2b − 24e4k
+ 20e2k − 10e2kb + 8e4),
eq3 = −
e
20160
(2k − 5)(k − 2)(k − 3)(315k5b + 420k5e2 − 630k5 + 420e2k4b + 672e4k4
− 1470e2k4 − 630e2k3b + 336e4k3b + 544e6k3 − 2352e4k3 + 1260e2k3 + 2688e4k2
− 1632e6k2 − 840e4k2b − 1008e4k + 504e4kb + 1496e6k − 408e6).
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A reduced Gröbner basis over Q[k, b, e] for the ideal generated by {eqi}1 i3 is given by
[4ke3 − 6ek + 3ekb − 2e3,
8k8e3 − 58k7e3 + 133k6e3 − 83k5e3 − 30e3k4,
− 24k7e3 + 166k6e3 + 4e5k − 341k5e3 − 8e5 + 120e3k4 + 150k3e3 + 60e3k2,
48e5b + 48e7 + 360k7e3 − 96e5 − 2594k6e3 + 5833k5e3 − 3270e3k4 − 1800k3e3],
from which we deduce the solution set of {eqi = 0}1 i3,
{{k = k, b = b, e = 0}, {k = 2, b = 2 − e2, e = e}, {k = −1/4, b = 1, e = −1/2},
{k = 5/2, b = −19/3, e = ±5√5/4, }, {k = 3, b = −11/2, e = ±3√3/2},
{k = −1/4, b = 1, e = 1/2}}.
In the ﬁrst instance, we obtain the (trivial) case (ii) of Theorem 1. For k = 2, 3 we get the solutions given in the
solution set. Note that in these cases Algorithm 2 also delivers the explicit j ∈ Q, from which we deduce the cases
(vi) and (iv). The above Gröbner calculations can be performed with Maple 10 with aid of the following commands:
> with(Groebner):
> infolevel[GroebnerBasis]:= 5;
> eq−1:=-e/12*(k-1)*(-6*k+4*k*e∧2+3*k*b-2*e∧2);
> eq−2:=e/240*(2*k-3)*(k-2)*(20*k∧3*e∧2+15*k∧3*b-30*k∧3+16*e∧4*k∧2-40*e∧2*k∧2
> +10*e∧2*k∧2*b-24*e∧4*k+20*e∧2*k-10*e∧2*k*b+8*e∧4);
> eq−3:=-e/20160*(2*k-5)*(k-2)*(k-3)*(315*k∧5*b
> +420*k∧5*e∧2-630*k∧5+420*e∧2*k∧4*b+672*e∧4*k∧4-1470*e∧2*k∧4-630*e∧2
> *k∧3*b+336*e∧4*k∧3*b+544*e∧6*k∧3-2352*e∧4*k∧3+1260*e∧2*k∧3
> +2688*e∧4*k∧2-1632*e∧6*k∧2-840*e∧4*k∧2*b-1008*e∧4*k+504*e∧4*k*b
> +1496*e∧6*k-408*e∧6);
> G := [eq−1, eq−2, eq−3];
> Basis(G, plex(b, e, k));
> Solve(% , [b, e, k),]:
> map(L—> solve(convert(L[1], set), {b, e, k),}), % )
First, Maple calculates a reduced Gröbner basis for G with respect to an appropriate term ordering and then converts
it by the Gröbner walk strategy to a lexicographic Gröbner basis. By setting infolevel, we stay informed about the
current status of the computation. We point out, that we may also succeed here with the command
> solve(eq−1,eq−2,eq−3,[b, e, k]);
without resorting to the calculation of a Gröbner basis. Indeed, the solve-command also successfully solves the
subsequent systems for deg q=3, 4. However, as for deg q=5, we waited hours while Maple was busy with computing
a subresultant determinant of dimension 23 and length 10918. Similarly, for deg q = 6 and deg q = 7, we were not able
to solve the coefﬁcient systems, as the high-dimensional deteminant computation did not stop.
The case deg q = 3: Here we calculate
qˆ = x3 − ex
2
k
− x
4k2
(3k2 + 2ke2 − 2k + kb − 2e2)
and use the expansion (degR3k − 8),
g − eq1x3k−4 − eq2x3k−5 − eq3x3k−7 = qˆk + 1qˆk−1 + 2qˆk−2 +R(x),
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with
1 = −
e
12k2
(3k2b + 4k2e2 − 9k2 − 3kb − 6ke2 + 6k + 2e2),
2 =
1
5760k4
(120be4 + 128e6 − 5580e4k4 + 1710bk4 − 495b2k4 − 1560k4 + 1440k3 − 240k2
+ 450k5 + 840be4k4 + 360b2e2k4 − 5040be2k4 + 1440e2kb − 1260e4kb − 360e2kb2
+ 3360k2be4 + 1260k2b2e2 − 5760k2be2 − 3060k3be4 − 1260k3b2e2 + 8280k3be2
+ 30k2b3 + 360k2b − 1440e2k + 10440k3e4 − 1620k3b + 2240k2e6 − 180k2b2 + 6480k2e2
− 8580k2e4 + 7020e2k4 + 15b3k4 + 135k5b2 − 1620k5e2 + 1080k5e4 − 540k5b − 1920k3e6
+ 540k3b2 − 10440k3e2 − 45k3b3 − 960e6k + 2880e4k + 512e6k4 − 240e4 + 1080k5be2),
and
eq1 = −
1
96k3
(k − 1)(24k2be2 + 24k2e4 − 12k2b + 12k2 + 3k2b2 − 36k2e2 − 12e2kb − 20e4k
+ 24e2k + 4e4),
eq2 =
e
480k4
(k − 1)(−15k3b2 + 60k3 − 60k3e2 + 24k3e4 − 80e2k2b − 116e4k2 + 160e2k2
− 80e2k + 84e4k + 40e2kb − 16e4),
eq3 =
e
13440k6
(k − 2)(160e6 − 1260k6b + 2016k6e4 − 2520k6e2 − 8400k5be2 + 840k5b2e2
− 3556k4be4 + 10360k4be2 − 1960k4b2e2 + 2520k6be2 − 5600k3be2 + 1400k3b2e2
− 280e2k2b2 + 196e4k2b + 1120e2k2b − 280e4kb + 1512k5be4 − 560k3 + 3080k4 − 2100k5
− 175k4b3 − 3780k4b − 4368k3e4 + 160k3e6 + 70k3b3 + 5600k3e2 + 840k3b − 392e4k2
+ 1440e6k2 − 1120e2k2 + 560e4k − 420k3b2 − 928e6k + 2128k3be4 + 630k6b2 + 768k5e6
− 1680k5b2 + 105k5b3 + 3990k5b − 7392k5e4 + 8400k5e2 − 10360k4e2 + 9576k4e4
− 1600k4e6 + 1470k4b2).
The system has the only admissible solutions (k, b, e) ∈ {(k, 2, 0), (2,− 103 ,± 2
√
3
3 )}, which correspond to the cases(i) and (v) of Theorem 1.
The case deg q = 4: This case shows a new feature of Algorithm 2. First,
qˆ = x4 − ex
3
k
− x
2
4k2
(4k2 + 2ke2 + kb − 2k − 2e2)
− ex
12k3
(3k2b + 4k2e2 − 12k2 − 6ke2 − 3kb + 6k + 2e2)
and (degR4k − 8),
g − eq1x4k−5 − eq2x4k−6 − eq3x4k−7 = qˆk + 1qˆk−1 +R(x),
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with
1 = −
1
96k3
(−12k4 − 48e2k3 + 24e4k3 + 24e2bk3 + 24k3 − 18bk3 + 3b2k3 − 44k2e4 + 72k2e2
− 36k2e2b − 3k2b2 − 12k2 + 12k2b + 24e4k − 24e2k + 12e2kb − 4e4),
eq1 = −
e
480k4
(k − 1)(−90k3b + 60k3 + 96k3e4 + 120k3e2b + 30k3b2 − 160k3e2 − 104k2e4
+ 160k2e2 + 60k2b − 60k2 − 15k2b2 − 100k2e2b − 40e2k + 36e4k + 20e2kb − 4e4),
eq2 =
1
5760k5
(−180k4e2b2 + 540k3e2b − 1080k3e4b + 900e4k2b + 90e2k2b2 − 360e2k2b
− 180e4kb − 120k4 + 360e4k + 360e2k2 + 15k3b3 − 480k4e4 + 360k4e2 − 90k3e2b2
− 120k3 − 1560e4k2 + 1112e6k2 + 180k3b − 90k3b2 + 40e6 − 30k4b3 + 90k4b2 + 192k4e6
− 1168k3e6 + 1920k3e4 − 720k3e2 − 368e6k),
eq3 =
e
40320k6
(k − 1)(120e6 − 420e4kb + 2520k3e2b2 + 2436k3e4b − 10500k3e2b − 210e2k2b2
+ 1176e4k2b + 840e2k2b + 27300k4e2b + 1260k5e2b2 − 4830k4e2b2 − 7224k4e4b
+ 10080k6e2b − 26880k5e2b + 2016k5e4b − 440k3e6 − 840e2k2 − 7728k3e4 + 840e4k
− 11760k5 + 10920k4 − 2520k3 + 10920k3e2 + 2360e6k2 − 1512e4k2 − 1890k3b2
− 1000e6k − 735k4b3 − 31080k4e2 − 13860k4b − 22848k5e4 − 6300k5b2 + 8064k6e4
+ 34440k5e2 + 3780k3b + 210k5b3 + 17640k5b + 960k5e6 + 5670k4b2 − 2960k4e6
+ 315k3b3 + 24192k4e4 + 2520k6b2 − 13440k6e2 − 7560k6b + 5040k6).
From this we retrieve case (i) of Theorem 1 as well as the solution triple(
k = k, b = −2(k + 1)
2k − 1 , e = 0
)
.
Since there is no ﬁnal decision about a polynomial decomposition in this case, we set Neqs = 4 and put
g − eq4x4k−9 = qˆk + 1qˆk−1 + 2qˆk−2 +R(x), degR4k − 10,
and
1 =
k(4k2 − 19k + 13)
8(2k − 1)2 , 2 =
k(4k − 5)(8k4 − 78k3 + 204k2 − 208k + 69)
256(2k − 1)4 .
This yields eq4 ≡ 0. We increase the precision again by one. Let Neqs = 5 and consider
g − eq5x4k−10 = qˆk + 1qˆk−1 + 2qˆk−2 +R(x),
with degR4k − 11 and k3. Then ﬁnally
eq5 =
9k(k − 2)(2k − 3)(4k + 1)
1280(2k − 1)4 = 0.
Therefore, the only possibility is k = 2 and thus (k, b, e)= (4,−2, 0), which is the case (iii) in Theorem 1. We point
out that the calculations for deg q4 performed on an Intel-P4 (CPU 2.20GHz, 512MB RAM) all lasted shorter than
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1min. The situation dramatically changes for the remaining three cases. For the exact data for the three systems we
refer to [26].
Right component Reduced Gröbner basis Solving the system
deg q = 5 4′55′′ 4′′
deg q = 6 9′10′′ 21′′
deg q = 7 5 h 3′29′′ 2′25′′
The case deg q =6 with three coefﬁcient equations yields e=0, which is then similarly treated as the case deg q =4.
In the other two cases, we directly conclude with three coefﬁcient equations. Summing up the results, we get no new
sporadic decompositions. This completes the proof of Theorem 1. 
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