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Abstract. We study the computational complexity of approximating the partition function
of the ferromagnetic Ising model in the Lee-Yang circle of zeros given by |λ| = 1, where λ is
the external field of the model.
Complex-valued parameters for the Ising model are relevant for quantum circuit computa-
tions and phase transitions in statistical physics, but have also been key in the recent deter-
ministic approximation scheme for all |λ| 6= 1 by Liu, Sinclair, and Srivastava. Here, we focus
on the unresolved complexity picture on the unit circle, and on the tantalising question of what
happens in the circular arc around λ = 1, where on one hand the classical algorithm of Jerrum
and Sinclair gives a randomised approximation scheme on the real axis suggesting tractability,
and on the other hand the presence of Lee-Yang zeros alludes to computational hardness.
Our main result establishes a sharp computational transition at the point λ = 1; in fact,
our techniques apply more generally to the whole unit circle |λ| = 1. We show #P-hardness
for approximating the partition function on graphs of maximum degree ∆ when b, the edge-
interaction parameter, is in the interval (0, ∆−2
∆
] and λ is a non-real on the unit circle. This
result contrasts with known approximation algorithms when |λ| 6= 1 or b ∈ ( ∆−2
∆
, 1), and shows
that the Lee-Yang circle of zeros is computationally intractable, even on bounded-degree graphs.
Our inapproximability result is based on constructing rooted tree gadgets via a detailed
understanding of the underlying dynamical systems, which are further parameterised by the
degree of the root. The ferromagnetic Ising model has radically different behaviour than previ-
ously considered antiferromagnetic models, and showing our #P-hardness results in the whole
Lee-Yang circle requires a new high-level strategy to construct the gadgets. To this end, we de-
vise an elaborate inductive procedure to construct the required gadgets by taking into account
the dependence between the degree of the root of the tree and the magnitude of the derivative
at the fixpoint of the corresponding dynamical system.
1. Introduction
The Ising model is a classical model from statistical physics that arises in multiple sampling
and inference tasks across computer science. The model has an edge-interaction parameter b
and a vertex parameter λ, known as the external field. For a graph G = (V,E), configurations of
the model are all possible assignments of two spins +, - to the vertices of G. Each configuration
σ : V → {+, -} has weight λ|n+(σ)|bδ(σ), where n+(σ) is the set of vertices that get the spin +
under σ and δ(σ) is the number of edges that get different spins.1 The partition function is the
aggregate weight of all configurations, i.e.,
ZG(λ, b) =
∑
σ:V→{+,-}
λ|n+(σ)|bδ(σ).
In this paper, we consider the problem of approximating the partition function when b ∈ (0, 1],
known as the ferromagnetic case, and when the parameter λ is in the complex plane. Complex
parameters for the Ising model have been studied in the computation of probability amplitudes
of quantum circuits, see, e.g., [28, 34, 8]. Somewhat surprisingly, and this is one of the main
motivations behind this work, complex parameters are also fundamental in understanding the
complexity of approximation even for real-valued parameters.
Date: June 29, 2020.
1The parametrisation of the Ising model in terms of δ(σ) follows the closely related works [33, 40]; if instead the
model is defined in terms of the number of edges with the same spins the edge-interaction parameter 1/b ∈ (1,∞)
is obtained, whose logarithm is known as the inverse temperature in the physics literature.
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In particular, recent advances on the development of approximation algorithms for counting
problems have largely been based on viewing the partition function as a polynomial of the
underlying parameters in the complex plane, and using refined interpolation techniques from
[1, 37] to obtain efficient approximation schemes, even for real values [21, 22, 31, 5, 2, 32,
42, 40, 39]. The bottleneck of this approach is establishing zero-free regions in the complex
plane of the polynomials, which in turn requires an in-depth understanding of the models with
complex-valued parameters. This framework of designing approximation algorithms aligns with
the classical statistical physics perspective on phase transitions, where zeros in the complex plane
have long been studied in the context of phase transitions (see, e.g., [45, 24]), and several of these
classical results have recently been used to obtain efficient approximation algorithms ([33, 37]).
Lee-Yang zeros have recently been observed in quantum experiments, see [38], which gives them
physical relevance as well.
For the ferromagnetic Ising model, the complex-plane framework has been key in recent
progress on the long-standing problem of derandomising the algorithmic result by Jerrum and
Sinclair [25] for λ > 0, which gives an FPRAS based on Markov chains (see also [20, 11]).2
In particular, Liu, Sinclair, and Srivastava [33] obtained a deterministic approximation scheme
(FPTAS) on bounded-degree graphs using a variant of the zero-free approach and the classical
Lee-Yang theorem [45] when λ is a complex number with |λ| 6= 1. As noted in [33, Remark
p.290], the “no-field” case |λ| = 1 is unclear, since on one hand we have the FPRAS by [25] for
λ = 1, on the other hand zeros are dense on the unit circle, i.e., the set of λ such that there is a
graph whose partition function vanishes at λ is dense on the unit circle. The picture was further
explored in [40] by establishing the range of λ on the unit circle where the partition function
vanishes for graphs of maximum degree ∆, showing further zero-freeness and an FPTAS when
b ∈ (∆−2∆ , 1) and λ is on an arc containing 1 (depending on β,∆).
In this paper, we resolve the complexity picture on the Lee-Yang circle of zeros, |λ| = 1,
by establishing a sharp computational transition at the point λ = 1. We show that, for all
∆ ≥ 3, when b ∈ (0, ∆−2∆ ] and λ 6= ±1 is on the unit circle, the problem of approximating the
partition function on graphs of maximum degree ∆ is #P-hard, even when restricted to graphs
with non-zero partition function, see Theorem 1 below for the formal statement. Our result
contrasts with the approximation algorithms for |λ| 6= 1 in [31] and b ∈ (∆−2∆ , 1) in [40], and
further emphasises the criticality of λ = 1 in the randomised algorithm of [25].
It should be noted that the existence of zeros does not imply hardness in a straightforward
manner.3 We obtain the connection between the Lee-Yang circle of zeros and computational
complexity via tools from complex dynamical systems; our work falls into the broader context of
showing how zeros in the complex plane actually relate to the existence and design of approxima-
tion algorithms. This connection has been well studied for general graphs, see, e.g., [19, 17, 14];
for bounded-degree graphs, the picture is less clear, but the key seems to lie in understanding
the underlying complex dynamical systems [6, 9, 10, 40, 4, 7]. A general theory is so far elusive,
but it seems that the chaotic behaviour of the underlying complex dynamical system is linked
to the presence of zeros of the partition function and to the #P-hardness of approximating the
partition function.
Establishing hardness results for ferromagnetic spin systems is notoriously challenging [30, 23],
we therefore expect our techniques to be applicable in a wider framework. We will explain in
Section 2 the obstacles that arise relative to previous works for antiferromagnetic spin systems.
2Notably, the correlation decay approach, which also yields deterministic approximation algorithms and was
key in the full classification of antiferromagnetic 2-spin systems [29, 43, 44, 15], somewhat surprisingly does not
perform as well for ferromagnetic systems, see [23] for the state-of-the-art on this front.
3For example, the graphs in [40] whose partition function is shown to be zero are trees, and these can be
clearly detected in polynomial time. More generally, it is hard to imagine a construction of graphs with vanishing
partition function which can directly yield hardness. In any case, our results, following the framework of [19, 6, 7]
show hardness for a relaxed version of the problems where zeros do not need to be detected, making all these
considerations irrelevant.
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1.1. Our results. To state our inapproximability results, we first define the computational
problems that we consider. For z ∈ C, we let |z| be the norm of z, Arg(z) be its argument in
the interval [0, 2pi), and arg(z) = {Arg(z) + 2kpi | k ∈ Z} be the set of all of its arguments. We
will consider the problems of approximating the norm of the partition function within a factor
K > 1 and its argument within an additive constant ρ > 0.
Name: #IsingNorm(λ, b,∆,K).
Instance: A graph G = (V,E) with maximum degree ≤ ∆.
Output: If ZG(λ, b) = 0, the algorithm may output any rational. Otherwise, it must return a
rational N̂ such that N̂/K ≤ |ZG(λ, b)| ≤ KN̂ .
We remark here that the explicit constant K > 1 in the problem definition above is only for
convenience, having K = 2n1− for any constant  > 0 does not change the complexity of the
problem using standard powering arguments (here, n is the size of the input graph).
Name: #IsingArg(λ, b,∆, ρ).
Instance: A graph G = (V,E) with maximum degree ≤ ∆.
Output: If ZG(λ, b) = 0, the algorithm may output any rational. Otherwise, it must return a
rational Â such that |Â− a| ≤ ρ for some a ∈ arg(ZG(λ, b)).
Our main result is as follows. We use Q to denote the set of rational numbers and CQ to
denote the set of complex numbers with rational real and imaginary part. It is well-known that
numbers in CQ are dense on the unit circle.4
Theorem 1. Let ∆ ≥ 3 be an integer, b ∈ (0, ∆−2∆ ] be a rational, and λ ∈ CQ be a com-
plex number with |λ| = 1 and λ 6= ±1. Let K = 1.001 and ρ = pi/40. Then, the problems
#IsingNorm(λ, b,∆,K) and #IsingArg(λ, b,∆, ρ) are #P-hard.
Based on the established connection between Lee-Yang zeros and hardness of approximation
via our dynamical systems approach, we conjecture that, when b ∈ (∆−2∆ , 1), approximating the
partition function (as in Theorem 2) is #P-hard for non-real λ ∈ CQ on the arc around −1
where zeros for graphs of maximum degree ∆ are dense (see [40]). See Remark 2 below for a
discussion of the antipodal case λ = −1.
We should further remark that the open interval b ∈ (0, ∆−2∆ ) for positive λ corresponds to the
so-called non-uniqueness region of the infinite ∆-regular tree. For the antiferromagnetic Ising
model and positive λ, non-uniqueness leads to computational intractability [44, 16], in contrast to
the ferromagnetic case. As we explain in Section 2, the phenomenon which underpins our proofs
for |λ| = 1 with λ 6= ±1 is the chaotic behaviour of the underlying complex dynamical system,
which resembles in rough terms a complex-plane analogue of non-uniqueness. Interestingly, at
criticality, i.e., when b = ∆−2∆ , while the model is in uniqueness for λ = 1, the chaotic behaviour
is nevertheless present for non-real λ, and we show #P-hardness for this case too.
Remark 2. We further discuss the real cases λ = ±1 which are not explicitly covered by Theo-
rem 1. The case λ = 1 admits an FPRAS [25, 20, 11], but the existence of a deterministic approx-
imation scheme is open. We study the case λ = −1 in more detail in Section 9 where we show
that the problem is not #P-hard (assuming #P 6= NP): using the “high-temperature” expansion
of the model, we show an odd-subgraphs formulation of the partition function (Lemma 36),
which is then used to conclude (Theorem 37) that the sign of the partition function can be de-
termined trivially, while the problem of approximating the norm of the partition function for all
∆ ≥ 3 is equivalent to the problem of approximately counting the number of perfect matchings
(even on unbounded-degree graphs); the complexity of the latter is an open problem in general,
but it can be approximated with an NP-oracle [26], therefore precluding #P-hardness.
In the next section, we give an outline of the key pieces to obtain our inapproximability
results; the details of these pieces will be filled in the forthcoming sections (see also the upcoming
Section 2.5 for the organisation of the paper).
4See for example the upcoming Lemma 32.
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2. Proof outline
Let ∆ ≥ 3 be an integer, b ∈ (0, ∆−2∆ ], and λ ∈ SQ with λ 6= ±1, where S denotes the unit
circle in the complex plane, and SQ = S ∩ CQ. It will be convenient to work sometimes with
d = ∆ − 1. For z1, z2 ∈ S let Arc [z1, z2] and Arc (z1, z2) denote the counterclockwise arc in
S from z1 to z2 including and excluding the endpoints, respectively. For an arc A on the unit
circle S, we let `(A) denote the length of A. We use z to denote the conjugate of z.
2.1. Rooted-tree gadgets and complex dynamical systems. Our reductions are based on
gadgets that are rooted trees, whose analysis will be based on understanding the dynamical
behaviour of certain complex maps on the unit circle, given by5
fλ,k : z 7→ λ ·
( z + b
bz + 1
)k
, for integers k = 1, . . . , d. (1)
We will sometimes drop λ when it is clear from the context. To connect these maps with rooted-
tree gadgets, for a graph G = (V,E) and a vertex u of G, we let ZG,+u be the contribution to
the partition function from configurations with σ(u) = +, i.e.,
ZG,+u(λ, b) :=
∑
σ:V→{+,-};σ(u)=+
λ|n+(σ)|bδ(σ),
and we define analogously ZG,-u.
Definition 3. Let λ, b be arbitrary numbers and T be a tree rooted at r. We say that T
implements the field λ′ if ZT,-r(λ, b) 6= 0 and λ′ = ZT,+r(λ,b)ZT,-r(λ,b) . We call λ′ the field of T .
The next lemma explains the relevance of the maps fλ,1, . . . , fλ,d for implementing fields.
Lemma 4. Let b ∈ (0, 1) and λ ∈ S. Let T1, T2 be rooted trees with roots r1, r2 and fields
ξ1, ξ2 ∈ S, respectively. Then, the tree T rooted at r2 consisting of T2 and k distinct copies of T1
which are attached to r2 via an edge between r2 and r1, implements the field ξ = fξ2,k(ξ1) ∈ S.
Proof. Omitting for convenience the arguments λ, b from partition functions, we have
ZT,+r2 = ZT2,+r2(ZT1,+r1 + bZT1,-r1)
k, ZT,-r2 = ZT2,-r2(bZT1,+r1 + ZT1,-r1)
k.
Dividing these yields the result (note, ZT2,-r2 6= 0 and ξ1 = ZT1,+r1ZT1,-r1 ∈ S, so ZT,-r2 6= 0); the fact
that ξ ∈ S follows from footnote 5. 
Note in particular that all fields implemented by trees lie on the unit circle S, cf. footnote (5).
The following theorem, which lies at the heart of the construction of the gadgets, asserts that
throughout the relevant range of the parameters we can in fact implement a field arbitrarily
close to any number in S. We use Td+1 to denote the set of all rooted trees with maximum
degree ≤ d+ 1 whose roots have degree ≤ d.
Theorem 5. Let d ≥ 2 be an integer, b ∈ (0, d−1d+1] be a rational, and λ ∈ SQ\{±1}. Then the
set of fields implemented by trees in Td+1 whose roots have degree 1 is dense in S.
Theorem 5 is in stark contrast to what happens for b ∈ (d−1d+1 , 1), where it is known that
fields are confined in an arc around 1 (when λ is in an arc around 1). Later, in Section 7, we
bootstrap Theorem 5 to obtain fast algorithms to implement fields with arbitrarily small error,
see Lemma 29 for the exact statement. Roughly, these fields are then used as “probes” in our
reductions to compute exactly the ratio ZG,+v(λ,b)ZG,-v(λ,b) for any graph G and vertex v; we say more
about this in Section 2.4. For now, we focus on the key Theorem 5 and the ideas behind its
proof.
5Note that, for real b and λ ∈ S, if z ∈ S then fλ,k(z) ∈ S as well.
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2.2. Hardness via Julia-set density. To prove Theorem 5, we will be interested in the set of
values obtained by successive composition of the maps fλ,k in (1) starting from the point z = 1;
the main challenge in our setting is to prove that, for λ, b as in Theorem 1, these values are
dense on the unit circle S.
To understand the reason that this is challenging let us consider the properties of the map
fλ,k for some root degree k ≥ 1 viewed as a dynamical system, cf. the upcoming Lemmas 7
and 8 for details. Then, for all b ∈ (0, 1) the following hold.
(1) The “well-behaved” regime: When b ∈ (k−1k+1 , 1), there exists λk = λk(b) ∈ S with
Imλk > 0 such that for all λ in an arc around 1 given by Arc[λk, λk], the iterates of the
point z = 1 under the map fλ,k converge to a value Rk(λ) ∈ S. In fact, the map fλ,k
has nice convergence/contracting properties in an arc around z = 1: the iterates of any
point in Arc [1, Rk(λ)] converge to Rk(λ).
(2) The “chaotic” regime: Instead, when b ∈ (k−1k+1 , 1) and λ ∈ Arc(λk, λk) or b ∈ (0, k−1k+1 ],
all points in S belong to the so-called Julia set of the map; roughly, this means that the
iterates under fλ,k of two distinct but arbitrarily close points in S will be separated by
some absolute constant infinitely many times. In other words, the map fλ,k has a chaotic
behaviour on S.
For b ∈ (0, 1), we use Λk(b) to denote the set of λ ∈ S where the degree-k map fλ,k exhibits the
behaviour in (2), see the relevant Definition 6 and Lemma 7. Based on item (1), it was shown
in [40] that the iterates of the point z = 1 under the successive composition of the maps in (1)
stay “trapped” in a small arc around 1 when b ∈ (d−1d+1 , 1) and λ ∈ Arc(λd, λd).
Instead, our goal is to tame the chaotic behaviour in item (2) to get density on S for fixed
b ∈ (0, d−1d+1 ] and λ ∈ S\{±1}. We should emphasise here that, in the range of b, λ we consider,
the map fλ,d has the chaotic behaviour described in item (2) throughout S, so by default it is
hopeless to aim for any fine analytical understanding, and this is the major technical obstacle
we need to address; note, the use of the map fλ,d is mandatory to cover all b in (0, d−1d+1 ].
An analogous setting has been previously considered in [6], in the context of approximating
the independent set polynomial. The bottleneck of showing the desired density is to first argue
density around a point x∗ in the Julia set of the degree-d map. Once this is done, the chaotic
behaviour of the degree-d map around the Julia-set point x∗ can be utilised to bootstrap the
density to the whole complex plane. The key challenge here is arguing the initial density around
the Julia-set point of the degree-d map, since the degree-d map itself is useless for creating
density in the Julia set. In [6], an auxiliary Fibonacci-style recursion was used to converge to
such a point x∗; the density around x∗ was then achieved by utilising the convergence to further
obtain a set of contracting maps around a neighbourhood N of x∗, such that the images of N
under the maps formed a covering of N .
While the contracting/covering maps framework can be adapted to our setting (see Lemma 16),
the bottlenect step of obtaining the initial density around the Julia-set point requires a radically
different argument: the convergence of the recursion in [6] relies on a certain linearisation prop-
erty, which is not present in the case of the ferromagnetic Ising model; even worse, the recursion
does not converge for all the relevant range of b, λ.6
2.3. Our approach to obtain density around a Julia-set point. We devise a new technique
to tackle the problem of showing density around a point in the Julia set of fλ,d. The main idea is
to exploit the chaotic behaviour of the iterates of fλ,k when λ ∈ Λk(b) to obtain an iterate ξ of 1
with an expanding derivative, i.e., |f ′λ,k(ξ)| > 1. The existence of ξ follows by general arguments
from the theory of complex dynamical systems, see the relevant Lemma 13. The lower bound
on the derivative is then used in careful inductive constructions to obtain families of contracting
maps that cover an appropriate arc of the circle.
6In fact, determining the range of λ’s where the corresponding recursion for the Ising modelconverges to a
Julia-set point is, to the best of our knowledge, beyond known complex dynamics methods.
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To illustrate the main idea of this inductive construction, let us assume that the degree d+ 1
is even. Then, using Lemma 13 and the fact that λ ∈ Λd(b), we obtain an iterate of the point
z = 1 under the map fλ,d, say ξ, so that |f ′λ,d(ξ)| > 1. The key point is to consider the map fξ,k
for k = (d + 1)/2. On one hand, if it happens that ξ /∈ Λk(b) lies in the “well-behaved” regime
of the degree-k map, it can be shown that the maps fξ,k, fξ,k+1 are contracting/covering maps
in an appropriate arc of S, yielding the required density as needed (details of this argument can
be found in Lemma 18). On the other hand, if ξ ∈ Λk(b) lies in the “chaotic” regime of the
degree-k map, then we can proceed inductively by finding an iterate ν of 1 under the map fξ,k
with expanding derivative |f ′ξ,k(ν)| > 1 and recurse.
Technically, to carry out this inductive scheme we have to address the various integrality
issues, while at the same time being careful to maintain the degrees of the trees bounded by
∆. More importantly, we need to consider pairs/triples/quadruples of maps to ensure the con-
traction/covering property in the inductive step; to achieve this, we need to understand the
dependence of the derivative at the fixpoint of the k-ary map with k. Here, things turn out to
be surprisingly pleasant, since it turns out that |f ′λ,k(z)| depends linearly on the degree k and is
independent of λ, see item (i) of Lemma 8; this fact is exploited in the arguments of Section 4.2.
These considerations cover almost all cases, but a few small degrees d remain that we cover by
a new Cantor-style construction; this is a technique of independent interest, see Section 5.2.
2.4. The reduction. The arguments discussed so far can be used to show that rooted trees
in Td+1 implement any field ξ on the unit circle S within arbitrarily small error  > 0, see
Lemma 29 for the form that we actually need. We now discuss in a bit more detail the high-level
idea behind the final reduction argument in Section 8.
The key observation to utilise the gadgets is that for any graphG and vertex v with ZG,-v(λ, b) 6=
0, the “field” at a vertex v satisfies ZG,+v(λ,b)ZG,-v(λ,b) ∈ S, cf. Lemma 31, and hence we can use our rooted-
tree gadgets as probes to compute exactly the ratio QG,v :=
ZG,+v(λ,b)
ZG,-v(λ,b)
; the straightforward way
to do this would be to attach a tree on v which implements a field x ∈ S and use oracle calls
to either #IsingNorm(λ, b,∆,K) and #IsingArg(λ, b,∆, ρ) and look for x = x∗ that makes the
partition function of the resulting graph equal to zero; from the key observation earlier, we know
that such an x∗ exists, namely x∗ = −1/QG,v, and, to determine it, we can use binary search.
This is the main idea behind the reduction, though there are a couple of caveats. First of all,
there is no way to know whether the ratio QG,v is well-defined, i.e., whether ZG,-v(λ, b) 6= 0,
even using oracle calls to the approximation problems we study: ZG,-v(λ, b) is not a partition
function of a graph (since v’s spin is fixed), and even if we managed to cast this as a partition
function, the oracles cannot detect zeros (cf. Section 1.1). The second caveat is that attaching
the tree increases the degree of v which is problematic when, e.g., G is ∆-regular, and the
peeling-vertices argument does not quite work since there is no simple way to utilise the oracles
after the first step.
The first point is addressed by replacing the edges of G with paths of appropriate length which
has the effect of “changing” the value of the parameter b to some value bˆ close but not equal to
1 where the partition function is zero-free (we actually need to attach to internal vertices of the
paths rooted trees with fields close to 1/λ so that the complex external field λ is almost cancelled).
Then, using oracle calls to #IsingNorm(λ, b,∆,K) or #IsingArg(λ, b,∆, ρ), our algorithm aims to
determine the value of ZG(λ, bˆ) which is a #P-hard problem ([27], Theorem 1.1); the key-point
is that now we have zero-freeness of the partition function which allows us to assert that the
quantities we compute during the course of the algorithm are actually well-defined.
The second point is addressed by doing the peeling-argument at the level of edges by trying
to figure out, for an edge e of G, the value of the ratio QˆG,e =
ZG(λ,bˆ)
ZG,\e(λ,bˆ)
. We do this by
subdividing the edge and use a field gadget on the middle vertex; this has the benefit that it
does not increase the maximum degree of the graph but certain complications arise since instead
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of QˆG,e we retrieve a slightly different ratio, see Lemma 34 in Section 8.2, and some extra work
is required to finish off the proof of Theorem 1, see Section 8.3 for details.
2.5. Outline. The next section details the dynamical properties of the maps fλ,k and elaborates
on the inductive proof of Theorem 5, which is based on the upcoming Lemma 15. Section 4
explains in more detail the contracting/covering maps framework and how we utilise the de-
gree/derivative interplay to cover the bulk of the cases in Lemma 15. Section 5 contains the
remaining pieces needed to complete the proof of Lemma 15, which is given in Section 6. In
Section 7, we bootstrap Theorem 5 to obtain fast algorithms to implement fields on the unit cir-
cle with arbitrarily small precision error, which is used in the reduction arguments of Section 8,
where the proof of Theorem 1 is completed. Finally, in Section 9, we study the case λ = −1
(cf. Remark 2), and show the equivalence with the problem of approximately counting perfect
matchings.
3. Complex Dynamics Preliminaries and the Inductive Step in Theorem 5
In this section, we set up some preliminaries about the maps fλ,k in (1) that will be used to
prove Theorem 5. We first consider the general case k ≥ 1 in Section 3.1 and then further study
the k = 1 case separately in Section 3.2. In Section 3.3, we use these properties to obtain points
with expanding derivatives using tools from complex dynamics. Then, in Section 3.4, we give
the main lemma that lies at the heart of the inductive proof of Theorem 5 and conclude the
proof of the latter.
3.1. Results on fλ,k for general k. This section contains relevant properties of the maps
fλ,k : z 7→ λ ·
(
z+b
bz+1
)k that we will need; these were discussed informally in Section 2.2, and here
we formalise them. Almost all results of this section follow from arguments in [40].
We begin by defining formally the set Λk(b).
Definition 6. Let k ≥ 1 be an integer and b ∈ (0, 1). We let Λk(b) be the set of λ ∈ S such
that all fixed points z of the map fλ,k with z ∈ S are repelling, i.e., |f ′λ,k(z)| > 1.
The following lemma gives a description of the set Λk(b) and characterises the Julia set of
fλ,k. We have described informally the dynamical properties of the map fλ,k that the Julia set
captures, see item (2) in Section 2.2. The reader is referred to [36, Chapter 4] for more details
on the general theory.
Lemma 7. Let k ≥ 1 be an integer. Then,
• if b ∈ (0, k−1k+1), Λk(b) = S. For b = k−1k+1 , Λk(b) = S\{+1}.
• if b ∈ (k−1k+1 , 1), there is λk = λk(b) ∈ S with Im (λk) > 0 such that Λk(b) = Arc(λk, λk).
Moreover, if k > 1, then for all λ ∈ Λk(b), the Julia set of fλ,k is equal to the unit circle S.
Proof. For b ∈ (k−1k+1 , 1), the range of Λk(b) follows from [40, Theorem 14]. For b ∈ (0, k−1k+1 ], the
range of Λk(b) follows from item (i) in Lemma 8 below. The characterisation of the Julia set for
λ ∈ Λk(b) is shown in [40, Proof of Proposition 17]. 
Let A be an arc of S. A map f : A→ S is orientation-preserving if for any z, z1, z2 ∈ A with
z ∈ Arc [z1, z2] it holds that f(z) ∈ Arc [f(z1), f(z2)]. The orbit of a point z0 ∈ S under the
map fλ,k is the sequence of the iterates {fnλ,k(z0)}n≥0. A fixed point z of the map fλ,k is called
attracting if |f ′λ,k(z)| < 1 and parabolic if |f ′λ,k(z)| = 1.
The following lemma captures properties of the maps fλ,k when k ∈ {1, . . . , d − 1} in the
regime b ∈ (d−2d , d−1d+1], which turns out to be the hard part of the proof of Theorem 5 (the
lemma is stated more generally for b ∈ (d−2d , 1)).
Lemma 8. Let d ∈ Z≥2 and let b ∈
(
d−2
d , 1
)
. Then the following holds:
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(i) For all λ ∈ S and k ∈ Z≥1 the map fλ,k : S → S is orientation-preserving. Also, the
magnitude of the derivative at a point z ∈ S does not depend on λ and equals |f ′k(z)| where∣∣f ′k(z)∣∣ = k · ∣∣f ′1(z)∣∣ = k(1− b2)b2 + 2b · Re (z) + 1 . (2)
(ii) For k ∈ {1, . . . , d− 1}, let λk = λk(b) ∈ S be as in Lemma 7. Then,
• if λ ∈ Arc (λk, λk), then fλ,k has a unique attracting fixed point Rk(λ) ∈ S.
• if λ = λk or λk, then fλ,k has a unique parabolic fixed point Rm(λ) ∈ S.
(iii) The fixed point maps Rk : Arc [λk, λk] → S are continuously differentiable on Arc (λk, λk)
and orientation-preserving with the property that Rk(1) = 1 and Rk(λ) = Rk(λ).
(iv) For λ ∈ Arc (1, λk], the fixed point Rk(λ) is in the upper half-plane. For z0 ∈ Arc [1, Rk(λ)]
the orbit of z0 under iteration of fλ,k converges to Rk(λ) and is contained in Arc [z0, Rk(λ)].
(v) The following inequalities hold:
Arg(λd−1) < Arg(λd−2) < · · · < Arg(λ1),
while for λ ∈ Arc (1, λm], with m ≤ d− 1, we have
Arg(R1(λ)) < Arg(R2(λ)) < · · · < Arg(Rm(λ)),
with the additional property that, for i ∈ {1, . . . ,m− 2},
` (Arc [Ri(λ), Ri+1(λ)]) ≤ ` (Arc [Ri+1(λ), Ri+2(λ)]) . (3)
Proof. We refer to [40] for proofs of items (i)–(iv). Specifically, item (i) follows from [40, Lemma 8
& Equation (3.1)], item (ii) from [40, Lemma 13, Theorem 14, Proof of Proposition 17], item (iii)
from [40, Proof of Theorem 14], and item (iv) from [40, Theorem 14, Proof of Theorem 5(i)].
We will prove item (v). By taking the derivative of both sides of the equality fλ,k(Rk(λ)) =
Rk(λ) with respect to λ and rewriting we obtain
R′k(λ) =
Rk(λ)
λ
(
1− f ′λ,k
(
Rk(λ)
)) .
Using equation (2) for z = Rm(1) = 1 we obtain that R′i+1(1) > R
′
i(1) for i ∈ {1, . . . , d− 2} and
thus for λ ∈ S in the upper half-plane near 1 we find that Arg(Ri+1(λ)) > Arg(Ri(λ)).
The derivative at a fixed point of a map of the unit circle to itself is real (see also [40, Lemma
11]). Furthermore, if such a map is orientation-preserving the derivative at a fixed point is
positive. Because the map fλ,i is orientation-preserving with attracting fixed point Ri(λ) we
find that f ′λ,i(Ri(λ)) ∈ (0, 1) for λ ∈ Arc (λi, λi). From this we deduce that we can write∣∣R′k(λ)∣∣ = 11− f ′λ,k (Rk(λ)) . (4)
From equation (2) it can be seen that |f ′i(z)| is increasing both with respect to Arg(z) when
Im(z) > 0 and with respect to the index i and thus, as long as Ri(λ) and Ri+1(λ) are both defined
and Arg(Ri+1(λ)) > Arg(Ri(λ)), we deduce that |R′i+1(λ)| > |R′i(λ)|. Since Arg(Ri+1(λ)) >
Arg(Ri(λ)) for λ in the upper half-plane close to 1, we conclude that there cannot be any λ in
the upper half-plane such that Arg(Ri+1(λ)) ≤ Arg(Ri(λ)).
Now suppose that there is some index i such that Arg(λi) ≤ Arg(λi+1). Note that Ri(λi)
is a parabolic fixed point of fλi,i, which means that f
′
λi,i
(Ri(λi)) = 1. Because we assumed
that Arg(λi) ≤ Arg(λi+1) we see from item (ii) that Ri+1(λi) must be well defined. We already
deduced that Arg(Ri+1(λi)) > Arg(Ri(λi)) and thus f ′λi,i+1(Ri+1(λi)) > f
′
λi,i
(Ri(λi)) = 1, which
contradicts the fact that Ri+1(λi) is an attracting fixed point of fλi,i+1. This concludes the proof
of the first two claims of item (v).
Finally, we show the final claim of item (v). For indices 0 ≤ i ≤ j ≤ m, it will be convenient
to denote by Ai,j,λ the arc Arc [Ri(λ), Rj(λ)], under the convention that R0(λ) = 1. For λ ∈
Arc (1, λm], our goal is hence to show that ` (Ai,i+1,λ) ≤ ` (Ai+1,i+2,λ) for all i ∈ {1, . . . ,m− 2}.
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For any λ ∈ Arc (1, λk] we observe for i = 1, . . . , k that
`(A0,i,λ) =
∫
Arc [1,λ]
|R′i(z)| |dz|
and thus for i ∈ {1, . . . , k − 1} we have `(Ai,i+1,λ) =
∫
Arc [1,λ] |R′i+1(z)| − |R′i(z)| |dz|.
We first show item (v) for λ near 1. As we let λ approach 1 along the circle, we obtain that
lim
λ→1
`(Ai,i+1,λ)
`(Arc [1, λ])
= |R′i+1(1)| − |R′i(1)| =
1
1− f ′λ,i+1(1)
− 1
1− f ′λ,i(1)
=
(1 + b)/(1− b)(
i− (1 + b)/(1− b))(i− 2b/(1− b)) .
The second equality can be obtained by using (4) and the third by using (2) and simplifying.
If we denote this expression by g(i) then it is not hard to see that g(i + 1) > g(i) as long as
i+ 1 < 2b/(1− b). Because b ∈ (d−2d , 1), we have 2b/(1− b) > d− 2. So indeed g(i+ 1) > g(i)
for i ∈ {1, . . . , d − 3}, which contains {1, . . . , k − 2}. This shows that inequality in (3) is true
for λ near 1.
Now suppose that there is λ ∈ S and index i for which the inequality in (3) does not hold.
Then, by continuity, because the inequality does hold near 1, there is λ ∈ S for which the
inequality is an equality, i.e.,
` (Ai,i+1,λ) = ` (Ai+1,i+2,λ) . (5)
For convenience, we will henceforth drop the subscript λ from the notation for the arcs Ai,j,λ
and simply write Ai,j . The maps fλ,j are orientation-preserving for any j and thus
`(Arc[λ,Rj(λ)]) = `(fλ,j(A0,j)) =
∫
A0,j
|f ′j(z)| |dz|.
Using this equality we can write
`(Aj,j+1) =
∫
A0,j+1
|f ′j+1(z)| |dz| −
∫
A0,j
|f ′j(z)| |dz|.
We use this equality for j = i and j = i+ 1 and rearrange (5) to obtain
2
∫
A0,i+1
|f ′i+1(z)| |dz| =
∫
A0,i+2
|f ′i+2(z)| |dz|+
∫
A0,i
|f ′i(z)| |dz|.
We use (2) to rewrite the left-hand side of this equation as
2(i+ 1)
∫
A0,i
|f ′1(z)| |dz|+ 2
∫
Ai,i+1
|f ′i+1(z)| |dz|
and we rewrite the right-hand side as
(i+ 2)
∫
A0,i
|f ′1(z)| |dz|+
∫
Ai,i+2
|f ′i+2(z)| |dz|+ i ·
∫
A0,i
|f ′1(z)| |dz|.
These two being equal implies that
2
∫
Ai,i+1
|f ′i+1(z)| |dz| =
∫
Ai,i+2
|f ′i+2(z)| |dz|.
We will show that this yields a contradiction. We rewrite the right-hand side as∫
Ai,i+2
|f ′i+2(z)| |dz| =
∫
Ai,i+1
|f ′i+2(z)| |dz|+
∫
Ai+1,i+2
|f ′i+2(z)| |dz|.
and we will show that both summands are greater than
∫
Ai,i+1
|f ′i+1(z)| |dz|, which will yield the
contradiction. The inequality for the first summand follows easily from the fact that |f ′i+2(z)| >
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|f ′i+1(z)| for all z ∈ S, cf. (2). The second inequality uses the fact that |f ′i+2(z)| increases as
Arg(z) increases (when Im z > 0) and thus∫
Ai+1,i+2
|f ′i+2(z)| |dz| > |f ′i+2(Ri+1(λ))| · `(Ai+1,i+2) > |f ′i+1(Ri+1(λ))| · `(Ai,i+1)
>
∫
Ai,i+1
|f ′i+1(z)| |dz|.
The second inequality of this derivation uses the assumed equality in (5). This yields the desired
contradiction. 
Remark 9. For any λ ∈ S and k ∈ Z≥1 for which the fixed point Rk(λ) is defined we have
|f ′k(Rk(λ))| > |f ′k(λ)|. To see this when Imλ > 0, note from item (iv) and the fact that
the maps fλ,k are orientation-preserving that Arg(Rk(λ)) ∈ (Arg(λ), pi) and hence by (2) that
|f ′k(Rk(λ))| > |f ′k(λ)|. When Imλ < 0, the inequality follows from the above since Rk(λ) =
Rk(λ) from item (iii) and the expression in (2) depends only the real part of z.
3.2. Results on fλ,1. Note that fλ,1 is a Möbius transformation; we will extract some relevant
information about it using the theory of Möbius transformations, following [3, Section 4.3].
There is a natural way to relate each Möbius transformation g with a 2×2 matrix A. Formally,
let GL2(C) be the group of 2×2 invertible matrices with complex entries (with the multiplication
operation) andM be the group of Möbius transformations (with the composition operation ◦).
The following map gives a surjective homomorphism between the groups GL2(C) andM:
Φ : GL2(C)→M,
(
a b
c d
)
7→ az + b
cz + d
.
For g ∈M, let A ∈ GL2(C) such that Φ(A) = g and define tr2(g) = tr(A)2/det(A). This value
does not depend on the choice of preimage and thus tr2 is a well defined operator onM. In the
following theorem it is stated how this operator is used to classify Möbius transformations. We
say that f, g ∈M are conjugate if there is h ∈M such that f = h ◦ g ◦ h−1.
Theorem 10 ([3, Theorem 4.3.4]). Let g ∈M not equal to the identity, then g is conjugate to
(1) a rotation z 7→ eiθz for some θ ∈ (0, pi] if and only if tr2(g) ∈ [0, 4), in which case
tr2(g) = 2 · (cos(θ) + 1) ;
(2) a multiplication z 7→ eθz for some θ ∈ R>0 if and only if tr2(g) ∈ (4,∞), in which case
tr2(g) = 2 · (cosh(θ) + 1) .
In case (1), g is said to be elliptic, while in case (2) g is called hyperbolic. If tr2(g) = 4 the
map is called parabolic.
Corollary 11. Let b ∈ (0, 1) and let λ1 = λ1(b) ∈ S be as in Lemma 7. The map fλ,1 is
hyperbolic when λ ∈ Arc (λ1, λ1) and fλ,1 is elliptic when λ ∈ Arc (λ1, λ1).
Proof. Write λ = x+ iy with x, y ∈ R such that x2 + y2 = 1. A short calculation gives that
tr2(fλ,1) =
2 (x+ 1)
1− b2 .
The value of tr2(fλ,1) strictly increases from 0 to 4/(1 − b2) as x increases from −1 to 1. It
follows that there is a unique value x ∈ (−1, 1) such that tr2(fλ,1) = 4. This value must coincide
with Re(λ1), where λ1 = λ1(b) ∈ S is as in Lemma 7, completing the proof. 
Lemma 12. Let b ∈ (0, 1) be a rational. Suppose that ξ ∈ SQ with ξ 6= ±1 is such that fξ,1 is
elliptic. Then fξ,1 is conjugate to an irrational rotation.
Proof. Let ξ = x+ iy with x, y ∈ Q such that x2 + y2 = 1. Because fξ,1 is elliptic it is conjugate
to a rotation z 7→ eiθz with
2 · (cos(θ) + 1) = 2 (x+ 1)
1− b2 . (6)
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Let t = 2 · (cos(θ) + 1). Suppose θ is an angle corresponding to a rational rotation, i.e., if we
let z = eiθ then there is a natural number n such that zn = 1. It follows that then also zn = 1
and thus both z and z are algebraic integers. Therefore z + z = 2 cos(θ) is an algebraic integer.
It follows that t is an algebraic integer, while right-hand side of (6) shows that t must also be
rational. Because the only rational algebraic integers are integers we can conclude that t must
be an integer and thus t ∈ {0, 1, 2, 3}. If t = 0 we see that ξ = x = −1, which we excluded,
so only three possible values of t remain. Let X = t(1 + b)/(1 − b) and Y = 2ty/(1 − b)2 then
(X,Y ) is a rational point on the elliptic curve Et given by the following equation:
Et : Y
2 = X3 − (t− 2)t ·X2 + t2 ·X.
For t ∈ {1, 2, 3} the curves Et have rank 0 over Q. The rational torsion points do not correspond
to values of b within the interval (0, 1), which means that θ cannot correspond to a rational
rotation. 
3.3. Obtaining points with expanding derivatives. In this section, we use the dynamical
study of the maps fλ,k from previous sections, to conclude the existence of points with expanding
derivatives. More precisely, we show the following.
Lemma 13. Let b ∈ (0, 1), k ≥ 1 be an integer, and ξ ∈ Λk(b) with ξ 6= −1. Let z0 ∈ S and let
zn = f
n
ξ,k(z0) for n > 0. Then there is some index m such that |f ′ξ,k(zm)| > 1.
Proof. For k = 1 it follows from Corollary 11 that fξ,1 is conjugate to a rotation. If fξ,1 is
conjugate to an irrational rotation then the orbit of any initial point z0 will get arbitrarily close
to −1 for which |f ′1(−1)| = 1+b1−b > 1. Otherwise, if fξ,1 is conjugate to a rational rotation, there
is an integer N > 1 such that fNξ,1(z) = z for all z; consider the smallest such integer N . Let
θ ∈ (0, pi] be the angle such that fξ,1 is conjugate to the rotation z 7→ eiθ · z. Equation (6) then
states that
2 · (cos(θ) + 1) = 2 (Re(ξ) + 1)
1− b2 .
If N = 2, then θ = pi and thus Re(ξ) = −1 contradicting ξ 6= −1. Hence, N > 2. From
fNξ,1(z) = z, we obtain
N−1∏
n=0
f ′ξ,1(zn) = (f
N
ξ,1)
′(z0) = 1. (7)
From (2) there are precisely two values of w ∈ S such that |f ′ξ,1(w)| = 1. Because N > 2 and N
is the smallest integer such that fNξ,1(z0) = z0, we conclude there is at least one term, say with
index m, of the product in (7) for which |f ′ξ,1(zm)| > 1.
Consider now the case k ≥ 2 and denote f = fξ,k. By Lemma 7, for ξ ∈ Λk(b) the Julia set
of f is the circle S. In [40, Proof of Proposition 17], it is shown that the two Fatou components
of f , denoted by D and Dc, are attracting basins and contain the critical points −b and −1/b.
From [36, Theorem 19.1], we therefore conclude that the map f is hyperbolic, i.e., there exists
a conformal metric µ on a neighborhood of S such that ||Dzf ||µ ≥ κ > 1 for a constant κ and
all z ∈ S. Because S is compact and the metric µ is conformal there is a constant c > 0 such
that |g′(z)| > c · ||Dzg||µ for all z ∈ S and maps g : S→ S. If follows that for all N > 0
N−1∏
n=0
|f ′(zn)| = |(fN )′(z0)| > c · ||Dz0fN ||µ ≥ c · κN .
There is an N > 0 such that the right-hand side of this equation is greater than 1. The product
on the left-hand side of the equation shows that for such an N there must be at least one index
m ∈ {0, . . . , N − 1} such that |f ′(zm)| > 1. 
Lemma 14. Let b ∈ (0, 1), λ ∈ S \ {±1} and d, k ∈ Z≥1. Supppose there exists a rooted tree in
Td+1 whose root degree m is at most d− k and which implements a field ξ ∈ Λk(b)\{−1}.
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Then there is σ ∈ S with |f ′k(σ)| > 1 and a sequence of rooted trees {Tn}n≥1 in Td+1 with root
degrees at most m+ k which implement a sequence of fields {ζn}n≥1 such that ζn approaches σ
without being equal to σ.
Proof. Consider the orbit
S = {fnλ,1(1) : n ≥ 1} .
Note that the elements of S are fields of paths. We have seen in Section 3.2 that either fλ,1 is
conjugate to an irrational rotation or the orbit of 1 tends towards an attracting or a parabolic
fixed point. In either case there is σ0 ∈ S such that σ0 6∈ S and the elements of S accumulate
on σ0. It follows from Lemma 13 that there is a positive integer N such that σ := fNξ,k(σ0) has
the property |f ′k(σ)| > 1. Now define
R = {fNξ,k(s) : s ∈ S} .
By assumption, ξ can be implemented by a rooted tree in Td+1 with root degree m ≤ d − k,
so by applying inductively Lemma 4, the elements of R are fields of trees in Td+1 whose root
degrees is m+ k ≤ d. There is a sequence {ζn}n≥1 ⊆ R accumulating on σ without being equal
to σ, which is what we wanted to show. 
3.4. The main lemma to carry out the induction: proof of Theorem 5. We are now
ready to state the following lemma that will imply Theorem 5. In this section we will show how
Theorem 5 follows from this lemma, and the next couple of sections are dedicated to proving
Lemma 15.
Lemma 15. Let k, d ∈ Z≥2 with k ≤ d, b ∈
(
d−2
d ,
d−1
d+1
] ∩ Q and λ ∈ SQ \ {±1}. Suppose there
exists a rooted tree in Td+1 with root degree at most d− k that implements a field ξ 6= 1 with the
property that |f ′k(ξ)| ≥ 1 and ξ ∈ Arc [λbk/2c, λbk/2c]. Then the set of fields implemented by trees
in Td+1 is dense in S.
Using this lemma we can prove Theorem 5, which we restate here for convenience.
Theorem 5. Let d ≥ 2 be an integer, b ∈ (0, d−1d+1] be a rational, and λ ∈ SQ\{±1}. Then the
set of fields implemented by trees in Td+1 whose roots have degree 1 is dense in S.
Proof. We prove the lemma for all d ≥ 2 and b ∈ (d−2d , d−1d+1 ], the case b ∈ (0, d−2d ] follows from
this by invoking smaller values for d.
Let k0 = d and m0 = 0 and define the sequences kn and mn by kn+1 =
⌊
kn
2
⌋
and mn+1 =
mn + kn+1. Inductively we show that mn ≤ d− kn: we have m0 = d− k0 and then
mn+1 = mn + kn+1 ≤ d− kn + kn+1 = d−
(
kn −
⌊
kn
2
⌋ ) ≤ d− ⌊kn2 ⌋ = d− kn+1.
Clearly, there is an integer N such that kN+1 = 1. We claim that for every n ∈ {0, . . . , N} there
is a rooted tree in Td+1 with root degree mn that implements a field ξn so that |f ′(ξn)| > 1 and
at least one of the following holds.
(1) There is a tree in Td+1 with root degreemn that implements a field inside Arc (λkn+1 , λkn+1)\
{−1}, or else
(2) The set of fields implemented by trees in Td+1 is dense in S.
To show this for n = 0 we consider the tree consisting of a single vertex. This tree implements
the field λ and its root degree is 0. By equation (2) of Lemma 8 and since b ≤ d−1d+1 , we have
that |f ′d(z)| > 1 for all z ∈ S \ {1}, and in particular we have |f ′d(λ)| > 1. If λ ∈ Arc[λk1 , λk1 ]
then we apply Lemma 15 to obtain Item (2). If λ ∈ Arc (λk1 , λk1) then the tree consisting of a
single vertex satisfies the conditions of Item (1).
Now suppose that we have shown the claim for n − 1 for some n ≥ 1, and assume that we
are in the case of Item (1) (otherwise we are done), i.e., there is a tree in Td+1 with root degree
mn−1 that implements a field ξ inside Arc (λkn , λkn) \ {−1}. We can apply Lemma 14 to obtain
a tree T in Td+1 with root degree at most kn + mn−1 = mn that implements a field ζ 6= −1
such that |f ′kn(ζ)| > 1. If ζ ∈ Arc[λkn+1 , λkn+1 ] we can apply Lemma 15 to obtain Item (2). We
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can apply this lemma because mn ≤ d− kn. If ζ ∈ Arc (λkn+1 , λkn+1) then T itself satisfies the
conditions of Item (1), which proves the claim.
To finish the proof, it remains to consider the case of Item (1), where we can find a tree in
Td+1 with root degree at most mN < d−1 which implements a field ξ inside Arc (λ1, λ1)\{−1}.
We have shown in Lemma 12 that fξ,1 is conjugate to an irrational rotation and thus the orbit
{fnξ,1(1)}n≥1 is dense in S. The elements of this orbit correspond to rooted trees in Td+1, and
hence we can conclude Item (2) in this case as well.
Let R denote the set of all fields implemented by rooted trees in Td+1. Let ζ ∈ R and T be
a tree in Td+1 that implements ζ. We construct the tree T˜ with root r obtained by attaching r
to the root of T with an edge. Then, the root of T˜ has degree 1 and the field implemented by
T˜ is fλ,1(ζ). So the set of fields implemented by rooted trees in Td+1 whose root degrees are 1
contains fλ,1(R). Since fλ,1(S) = S and R is dense in S, we conclude that fλ,1(R) is dense in S
as well. 
4. Contracting maps that cover via degree-derivative interplay
In this section we adapt the contracting/covering maps framework of [6] in our setting and
show how to apply it using the degree-derivative inteplay alluded to in Section 2.3. Section 4.1
gives the details of the framework, and Section 4.2 gives the main lemmas that exploit this
interplay.
4.1. Density on circular Arcs via contracting maps that cover. The contracting maps
that cover framework is captured by the following lemma on the interval [0, 1], which yields
Corollary 17 on circular arcs of the unit circle S.
Lemma 16. Let f1, . . . , fk be continuously differentiable maps from the interval [0, 1] to itself
such that 0 < f ′m(x) < 1 for each index m and x ∈ (0, 1) and such that
⋃k
m=1 fm ([0, 1]) = [0, 1].
Then for any open interval J ⊆ [0, 1] there is a sequence of indices m1, . . . ,mN such that
(fm1 ◦ · · · ◦ fmN ) ([0, 1]) ⊂ J.
Proof. For m ∈ {1, . . . , k} define the closed interval Im = fm ([0, 1]) = [fm(0), fm(1)] and note
that fm : [0, 1]→ Im is bijective with a differentiable inverse. We define a sequence of intervals
in the following way. Let J0 = J and as long as there exists an index m such that Jn ⊆ Im we
define Jn+1 = f−1m (J). We will show that this can not be done indefinitely, i.e., there will be
some interval Jn such that Jn 6⊆ Im for all m.
For an interval I ⊆ [0, 1] let `(I) denote the length of the interval and denote `(J) by . For
each index m choose a partition Im = Im,L ∪ Im,M ∪ Im,R, where Im,L, Im,M , Im,R are of the
form [fm(0), a), [a, b], (b, fm(1)] respectively for a choice of a, b ∈ int(Im) such that a < b and
both `(Im,L) and `(Im,R) are less than /4. We can choose C > 1 such that f−1m
′
(x) > C for
all indices m and x ∈ Im,M . We will show inductively that for all n ≥ 0 for which Jn is defined
it is the case that `(Jn) ≥  · (1 + Cn)/2. For n = 0 the statement is true. Suppose that the
statement is true for n ≥ 0 for which Jn+1 is defined. By definition there is an index m such
that Jn ⊆ Im and Jn+1 = f−1m (Jn). We find
`(Jn+1) = `(f
−1
m (Jn ∩ Im,M )) + `(f−1m (Jn ∩ Im,L)) + `(f−1m (Jn ∩ Im,R))
≥ C · `(Jn ∩ Im,M ) + `(Jn ∩ Im,L) + `(Jn ∩ Im,R)
= C (`(Jn)− `(Jn ∩ Im,L)− `(Jn ∩ Im,R)) + `(Jn ∩ Im,L) + `(Jn ∩ Im,R),
where we have used that f−1m
′
(x) ≥ 1 for x ∈ Im. Because `(Jn ∩ Im,L) + `(Jn ∩ Im,R) ≤ /2 this
is again at least equal to
C(`(Jn)− /2) + /2 ≥ C( · (1 + Cn)/2− /2) + /2 =  · (1 + Cn+1)/2.
It follows that there is an index n such that Jn is not totally contained inside Im for any index
m. This means that there is an m such that Jn contains at least one of the endpoints of Im,
without loss of generality we can assume that Jn contains the left endpoint of Im. It follows
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that there is an a > 0 such that fm([0, a]) ⊂ Jn and thus there is a sequence m1, . . . ,mn such
that (fm1 ◦ · · · ◦ fmn ◦ fm)([0, a]) ⊂ J . We complete the proof by showing that for at least one
of the maps fi there is an index Na for any a > 0 such that fNai ([0, 1]) ⊂ [0, a].
Observe that there must be at least one map fi such that fi(0) = 0. We obtain an inclusion
of intervals [0, 1] ⊃ fi([0, 1]) ⊃ f2i ([0, 1]) ⊃ · · · , where fNi ([0, 1]) = [0, fNi (1)]. This shows
that the sequence {fNi (1)}N≥0 is decreasing and thus has a limit L. If L 6= 0 we would have
fi([0, L]) = [0, L], which contradicts the fact that f ′i(x) < 1 for all x ∈ (0, L), so L = 0. This
concludes the proof. 
Corollary 17. Let A ⊂ S be a closed circular arc and let f1, . . . , fk be orientation preserving
continuously differentiable maps from A, such that
⋃k
m=1 fm (A) = A and 0 < |f ′m(x)| < 1 for
each index m and x ∈ A not equal to either of the endpoints of A.
Then for any open circular arc J ⊆ A there is a sequence of indices m1, . . . ,mN such that
(fm1 ◦ · · · ◦ fmN ) (A) ⊂ J.
4.2. Exploiting the dependence of derivatives on the degrees. In this section, we show
a few key lemmas that demonstrate how we employ the contracting maps that cover idea, by
exploiting the dependence of derivatives on the degrees.
Lemma 18. Let k ∈ Z≥1 and b ∈
[
k
k+2 , 1
)
. Let ξ ∈ Arc [λk+1, λk+1] with ξ 6= 1 be such that
|f ′2k+1(Rk(ξ))| ≥ 1. Then there is a circular arc A such that the orbit of 1 under the action of
the semigroup generated by fξ,k+1 and fξ,k is dense in A.
Proof. We can assume that ξ lies in the upper half-plane. Since all maps in this argument use the
parameter ξ we will write fm instead of fξ,m for all m. Define the arc A = Arc [Rk(ξ), Rk+1(ξ)].
Using equation (2) we find that for every m
|f ′m(Rk(ξ))| =
m
2k + 1
· |f ′2k+1(Rk(ξ))| ≥
m
2k + 1
.
By using the fact that Rk+1(ξ) is either a parabolic or an attracting fixed point of fk+1 we
deduce that for all z ∈ A
|f ′k(z)| < |f ′k+1(z)| ≤ |f ′k+1(Rk+1(ξ))| ≤ 1,
where the second inequality is strict when z 6= Rk+1(ξ). It follows that for all z ∈ A not equal
to Rk+1(ξ) we have k/(2k + 1) ≤ |f ′k(z)| < 1 and (k + 1)/(2k + 1) ≤ |f ′k+1(z)| < 1. Therefore:
`(A) > `(fk(A)) >
k
2k + 1
`(A) and `(A) > `(fk+1(A)) >
k + 1
2k + 1
`(A).
From this we deduce that `(fk(A)) + `(fk+1(A)) > `(A). Thus, because fk(A) is of the form
Arc [Rk(ξ), a] and fk+1(A) is of the form Arc [b, Rk+1(ξ)] for some a, b ∈ A, we conclude that
fk(A) ∪ fk+1(A) = A.
It follows from item (iv) of Lemma 8 that there is some M such that fMk+1(1) ∈ A. Let J ⊆ A
be any open arc. According to Corollary 17 there is a sequence of indicesm1, . . . ,mN ∈ {k, k+1}
such that
(
fm1 ◦ · · · ◦ fmN ◦ fMk+1
)
(1) ∈ J . The fact that J was chosen as an arbitrary open arc
in A concludes the proof. 
Lemma 19. Let k ∈ Z≥1 and b ∈
[
k−1
k+1 , 1
)
. Let ξ1, ξ2 ∈ Arc [λk, λk] such that ξ1, ξ2 are
distinct and lie in the same half-plane, i.e., both in the upper or lower half-plane, and such that
|f ′2k(Rk(ξi))| ≥ 1 for i ∈ {1, 2}. Then there is a circular arc A such that the orbit of 1 under the
action of the semigroup generated by fξ1,k and fξ2,k is dense in A.
Proof. We can assume that ξ1 and ξ2 lie in the upper half-plane and that Arg(ξ1) < Arg(ξ2).
Let A = Arc [Rk(ξ1), Rk(ξ2)], then for all z ∈ A we have
1
2
≤ 1
2
· ∣∣f ′2k(Rk(ξ1))∣∣ = ∣∣f ′k(Rk(ξ1))∣∣ ≤ ∣∣f ′k(z)∣∣ ≤ ∣∣f ′k(Rk(ξ2))∣∣ ≤ 1.
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where the second to last inequality is strict when z 6= Rk(ξ2). Therefore for i ∈ {1, 2} we have
`(A) > `(fξi,k(A)) >
1
2
· `(A)
and from this we deduce that `(fξ1,k(A)) + `(fξ2,k(A)) > `(A). The rest of the proof proceeds
exactly as the proof of Lemma 18. 
Lemma 20. Let k ≥ 5, b ∈ (k−1k+1 , 1) and ξ ∈ Arc [λk, λk] with ξ 6= 1 such that there is an integer
2k ≤ p ≤ 3k − 5 for which |f ′p(ξ)| ≥ 1. Then at least one of the following two statements holds:
(i) The orbit of 1 under the action of the semigroup generated by fξ,k−2, fξ,k−1 and fξ,k is
dense in an arc of S.
(ii) We have |f ′k(Rk(ξ))| > 1− p−k+2p · p−2k+1k .
Proof. W.l.o.g., we may assume that ξ lies in the upper half plane. We write fm = fξ,m for
all indices m. Define the arcs A1 = Arc [Rk−2(ξ), Rk−1(ξ)] and A2 = Arc [Rk−1(ξ), Rk(ξ)].
Analogously to the proofs of Lemmas 18 and 19 we can use Corollary 17 to show that the orbit
of 1 under the action of the semigroup generated by fk−2, fk−1 and fk is dense in A1 ∪A2 if
fk−2(A1 ∪A2) ∪ fk−1(A1 ∪A2) ∪ fk(A1 ∪A2) = A1 ∪A2. (8)
We will assume that this is not the case and show that this leads to statement (ii). First we
will show that the left-hand side of Equation (8) does cover A1. For any arc A in the upper
half-plane such that Arg(x) ≥ Arg(ξ) for all x ∈ A and index m we have
`(fm(A)) > f
′
m(ξ) · `(A) =
m · f ′p(ξ)
p
· `(A) ≥ m
p
· `(A). (9)
We use this and the fact that `(A2) ≥ `(A1), which follows from item (v) of Lemma 8, to
conclude the following
`(fk−2(A1 ∪A2)) + `(fk−1(A1)) ≥ k − 2
p
`(A1 ∪A2) + k − 1
p
`(A1) ≥ 2(k − 2)
p
`(A1) +
k − 1
p
`(A1)
=
3k − 5
p
`(A1) ≥ `(A1).
Because fk−2(A1∪A2) is of the form Arc [Rk−2(ξ), a] and fk−1(A1) is of the form Arc [b, Rk−1(ξ)]
we have that A1 is covered by fk−2(A1 ∪A2)∪ fk−1(A1). Our assumption can be formulated as
`(A2) ≥ `(fk−1(A2)) + `(fk(A1 ∪A2)).
Note that
`(fk−1(A2)) + `(fk(A1 ∪A2)) ≥ k − 1
p
`(A2) +
k
p
(`(A1) + `(A2)) .
Combining the previous two inequalities we get
`(A1) ≤ p− 2k + 1
k
· `(A2). (10)
Let A0 = Arc [1, Rk−2(ξ)]. By using the fact that Rm(ξ) is a fixed point of fm and fm(1) = ξ
for every m we see that fk−2(A0) = Arc [ξ,Rk−2(ξ)], fk−1(A0 ∪ A1) = Arc [ξ,Rk−1(ξ)] and
fk(A0∪A1∪A2) = Arc [ξ,Rk(ξ)]. It follows from the relation between the derivative of different
maps given in item (i) of Lemma 8 that for any arc A on which fm1 and fm2 are injective we
have
`(fm1(A)) = m1 · `(f1(A)) =
m1
m2
· `(fm2(A)).
These observations can be used to write `(A1) and `(A2) as follows:
`(A1) = `(fk−1(A0 ∪A1))− `(fk−2(A0))
=
k − 2
k − 1`(fk−1(A0 ∪A1)) +
1
k − 1`(fk−1(A0 ∪A1))−
k − 2
k − 1`(fk−1(A0))
=
k − 2
k − 1`(fk−1(A1)) +
1
k − 1`(fk−1(A0 ∪A1))
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and
`(A2) = `(fk(A0 ∪A1 ∪A2))− `(fk−1(A0 ∪A1)) = `(fk(A2)) + 1
k − 1 · `(fk−1(A0 ∪A1)).
By considering our way of writing `(A1) and the inequalities given in (9) and (10) we obtain the
following inequalities
1
k − 1 · `(fk−1(A0 ∪A1)) = `(A1)−
k − 2
k − 1 · `(fk−1(A1)) < `(A1)−
k − 2
k − 1 ·
k − 1
p
`(A1)
=
p− k + 2
p
· `(A1) < p− k + 2
p
· p− 2k + 1
k
· `(A2).
It follows from the fact that Arg(Rk(ξ)) ≥ Arg(x) for all x ∈ A2 that `(fk(A2)) < f ′k(Rk(ξ)) ·
`(A2). By using this inequality and the previous inequality we obtain
`(A2) = `(fk(A2)) +
1
k − 1 · `(fk−1(A0 ∪A1))
< f ′k(Rk(ξ)) · `(A2) +
p− k + 2
p
· p− 2k + 1
k
· `(A2).
We can cancel `(A2) and rewrite to obtain:
f ′k(Rk(ξ)) > 1−
p− k + 2
p
· p− 2k + 1
k
,
which is what we set out to prove. 
Corollary 21. Let m be a positive integer, b ∈ (m−1m+1 , 1) and ξ ∈ Arc [λm, λm] with ξ 6= 1 such
that either of the following holds:
(a) m ≥ 8 and |f ′2m(ξ)| ≥ 1;
(b) m ≥ 9 and |f ′2m+1(ξ)| ≥ 1.
Then the orbit of 1 under the action of the semigroup generated by fξ,m−3, fξ,m−2, fξ,m−1 and
fξ,m is dense in an arc of S.
Proof. We will again assume that ξ lies in the upper half-plane. We apply Lemma 20 with
k = m− 1 and p = 2m for item (a) and p = 2m+ 1 for item (b). If the first statement of that
lemma holds we see that orbit of 1 under the action of fm−3, fm−2 and fm−1 generates an arc
in which case we are done. If we assume that the second statement holds we obtain
f ′m−1(Rm−1(ξ)) > 1−
2m− (m− 1) + 2
2m
· 2m− 2(m− 1) + 1
m− 1 >
1
2
in the case where p = 2m and
f ′m−1(Rm−1(ξ)) > 1−
2m+ 1− (m− 1) + 2
2m+ 1
· 2m+ 1− 2(m− 1) + 1
m− 1 >
1
2
in the case where p = 2m + 1. It follows that for x ∈ Arc [Rk−1(ξ), Rk(ξ)] we obtain 1 >
|f ′m(x)| > |f ′m−1(x)| > 1/2. Therefore, with A = Arc [Rk−1(ξ), Rk(ξ)], we get
`(fm (A)) + `(fm−1 (A)) ≥ `(A).
This, together with Corollary 17, implies that the orbit of 1 under the action of the semigroup
generated by fm−1 and fm is dense in A. 
5. Proof of Lemma 15 for Some Special Cases
The arguments of this section will be used to cover some left-over cases in the proof of
Lemma 15 that are not directly covered by the results of the previous section.
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5.1. Proof of Lemma 15 for powers of two. The following lemma will be used in the proof
of Lemma 15 for those values of k for which either k or k+ 1 is a power of two, see the proof in
Section 6 for details.
Lemma 22. Let d ≥ 2, k ≥ 0 be integers, b ∈ (0, d−1d+1] ∩Q, λ ∈ SQ \ {±1} and ξ ∈ Λ2k(b) ∩ SQ
with ξ 6= ±1. Suppose there is a tree in Td+1 with root degree at most d − (2k+1 − 1) that
implements the field ξ. Then the set of fields implemented by rooted trees in Td+1 is dense in S.
Proof. We will prove this by induction on k. For k = 0 the field ξ has to lie in Arc(λ1, λ1)\{−1}
and the root degree of the tree in Td+1 implementing ξ is at most d− 1. From Corollary 11 and
Lemma 12, we have that fξ,1 is conjugate to an irrational rotation and thus the orbit of any
initial point z0 ∈ S is dense in S. By Lemma 4, every element of the set {fnξ,1(λ)}n≥1 is the field
implemented by a tree in Td+1, and hence we obtain the theorem for k = 0.
Now suppose that k ≥ 1 and that we have proved the statement for k − 1. If b < (2k−1 −
1)/(2k−1 + 1), then we must have k > 1 and we can immediately apply the induction hypothesis
with ξ = λ and tree consisting of a single vertex. So, assume that b ≥ (2k−1 − 1)/(2k−1 + 1)
and observe that the parameter λ2k−1 ∈ S from Lemma 8 exists. It follows from Lemma 14 that
there is σ ∈ S with |f ′
2k
(σ)| > 1 and a set R = {ζn}n≥1 accumulating on σ such that each ζn is
implemented by a tree in Td+1 whose root degree is at most d− (2k+1 − 1) + 2k = d− (2k − 1).
If R has a non-empty intersection with Arc (λ2k−1 , λ2k−1) \ {−1} we can apply the induction
hypothesis to the tree corresponding to the field in this intersection. Therefore we assume that
the elements of R accumulate on σ from inside Arc [λ2k−1 , λ2k−1 ]. It follows that we can find two
distinct elements r1, r2 ∈ R such that they both lie in either Arc (λ2k−1 , 1) or in Arc (1, λ2k−1)
and such that |f ′
2k
(ri)| > 1 for i = 1, 2. By Remark 9, we have |f ′2k(R2k−1(ri))| > |f ′2k(ri)| > 1
and thus we can apply Lemma 19 to conclude that the following set is dense in an arc A of the
circle:
A =
{
(fri1 ,2k−1
◦ · · · ◦ frin ,2k−1)(1) : n ∈ Z≥1 and i1, . . . , in ∈ {1, 2}
}
.
Since r1, r2 are implemented by trees in Td+1 whose root degrees are at most d−(2k+1−1)+2k =
d−(2k−1), by Lemma 4, every element of A is implemented by a tree in Td+1 whose root degree
is bounded by d− (2k − 1) + 2k−1 = d− (2k−1 − 1) ≤ d. We have seen that (2) implies that for
b ≤ (d− 1)/(d+ 1) it holds that |f ′d(z)| > 1 for all z ∈ S \ {1}. This implies that there is some
N ∈ Z≥1 such that fNd (A) = S. It follows that the set {fNλ,d(a) : a ∈ A} is dense in S, finishing
the proof since every element of this set corresponds to the field of a tree in Td+1 (using again
Lemma 4). 
5.2. Proof of Lemma 15 for small cases. In this section, we give the main lemma needed to
cover certain small cases of Lemma 15. Interestingly, the proof uses a Cantor-style construction,
explained in detail in the next subsection.
5.2.1. Near-arithmetic progressions. Let α ∈ (0, 1) and define the maps from the unit interval
to itself given by φ0(x) = αx and φ1(x) = αx + (1 − α). Let Ω = ∪∞n=0{0, 1}n be the set of
finite binary sequences. For ω ∈ Ω we let |ω| denote the length of ω and for ω1, ω2 ∈ Ω we let
ω1⊕ω2 ∈ Ω denote the concatenation of the two sequences. For ω ∈ Ω of the form (ω1, . . . , ωn)
and two maps f0, f1 we let fω = fω1 ◦ · · · ◦ fωn and if |ω| = 0 we let fω denote the identity map.
The properties of the semigroup generated by φ0 and φ1 for certain parameters of α is a topic
that has been studied extensively. For α ∈ (0, 12) the set
Cα =
∞⋂
n=0
⋃
ω∈Ω
|ω|=n
φω([0, 1])
is a Cantor set, with C1/3 being the Cantor ternary set. We will not use the properties of Cantor
sets, so we do not define them. First we state some easy to prove properties of this semigroup
to describe a construction that will help us to prove Lemma 15 for small cases of k.
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Lemma 23. Let ω ∈ Ω and α ∈ (0, 1). Then φω([0, 1]) is an interval of length α|ω|, furthermore
the intervals φω⊕(0)([0, 1]) and φω⊕(1)([0, 1]) are subintervals of φω([0, 1]) sharing the left and
right boundary respectively.
Proof. Because the derivative of φi is constantly equal to α for i = 1, 2 it follows that the length of
φω([0, 1]) is α|ω|. The maps φi are increasing and thus we can write φω([0, 1]) = [φω(0), φω(1)] and
also φω⊕(0)([0, 1]) = [φω⊕(0)(0), φω⊕(0)(1)] = [φω(0), φω⊕(0)(1)]. Therefore the left boundaries of
φω([0, 1]) and φω⊕(0)([0, 1]) are equal. The length of the latter interval is α|ω|+1, which is less
than the length of φω([0, 1]) and thus φω⊕(0)([0, 1]) is indeed contained in φω([0, 1]). The stated
property of φω⊕(1)([0, 1]) follows completely analogously. 
For two sets A,B ⊆ R we will let A+B = {a+ b : a ∈ A, b ∈ B}. A famous property of the
Cantor ternary set is that C1/3 +C1/3 = [0, 2]. More generally one can show that Cα+Cα = [0, 2]
for all α ∈ [13 , 1). In [35] an overview is given of the possible structures of Cα1 + Cα2 for pairs of
α1, α2 ∈ (0, 1). Similar methods to those used in [35] can be used to show the following.
Lemma 24. Let α ∈ [13 , 1) and  > 0. Then there are sequences ω1, ω2, ω3 ∈ Ω such that for all
triples p1, p2, p3 with pi ∈ φωi([0, 1]) ∣∣∣∣p2 − p1p3 − p2 − 1
∣∣∣∣ < . (11)
Proof. First assume that α ∈ [12 , 1). Then φ0([0, 1])∪φ1([0, 1]) = [0, 1]. It follows from Lemma 16
that for any δ > 0 there are elements ω1, ω2 and ω3 in Ω such that
φω1 ([0, 1]) ⊆ [0, δ], φω2 ([0, 1]) ⊆ [1/2− δ, 1/2 + δ] and φω3 ([0, 1]) ⊆ [1− δ, 1].
By choosing δ small enough we can guarantee the inequality in (11).
Assume now that α ∈ [13 , 12). We will first show that if there are ωi ∈ Ω with |ωi| = n and
qi ∈ φωi([0, 1]) for i = 1, 2, 3 such that q1 + q3 = 2q2, then there are choices of indices ki ∈ {0, 1}
such that there exist q˜i ∈ φωi⊕(ki)([0, 1]) for which q˜1 + q˜3 = 2q˜2. Suppose that we are given
such ωi and qi. Let Ii = φωi([0, 1]) and Iki = φωi⊕(k)([0, 1]) for i = 1, 2, 3 and k = 0, 1. We will
show that
I1 + I3 = (I
0
1 + I
0
3 ) ∪ (I11 + I03 ) ∪ (I01 + I13 ). (12)
Let a1 and a3 be the left boundary of I1 and I3 respectively. Because |ω1| = |ω3| = n it follows
that I1 = [a1, a1 + αn] and I3 = [a3, a3 + αn] and thus I1 + I3 = [a1 + a3, a1 + a3 + 2αn], which
we can denote as a1 + a3 + αn · [0, 2]. Now
I01 + I
0
3 = (a1 + α
n · [0, α]) + (a3 + αn · [0, α]) = a1 + a3 + αn · [0, 2α]
I11 + I
0
3 = (a1 + α
n · [1− α, 1]) + (a3 + αn · [0, α]) = a1 + a3 + αn · [1− α, 1 + α]
I11 + I
1
3 = (a1 + α
n · [1− α, 1]) + (a3 + αn · [1− α, 1]) = a1 + a3 + αn · [2− 2α, 2].
Because α ∈ [13 , 1) it follows that
[0, 2] = [0, 2α] ∪ [1− α, 1 + α] ∪ [2− 2α, 2],
thus showing (12). Because there are qi ∈ Ii such that q1 + q3 = 2q2 we know that I1 + I3 is
not disjoint from 2I2. These two intervals have the same length and thus at least one of the
boundary points of 2I2 lies in I1 +I3 therefore there is a k2 ∈ {0, 1} such that 2Ik22 is not disjoint
from I1 + I3 because the intervals I02 and I12 contain the respective boundary points of I2. This
means that 2Ik22 is not disjoint from (I
0
1 + I
0
3 ) ∪ (I11 + I03 ) ∪ (I01 + I13 ) and thus there are also
choices of k1, k3 ∈ {0, 1} such that Ik11 + Ik33 is not disjoint from 2Ik22 . It follows that there are
q˜i ∈ Ikii such that q˜1 + q˜3 = 2q˜2.
Let ω1 = (0, 0), ω2 = (0, 1) and ω3 = (1, 0). Note that 0 ∈ φω1([0, 1]) and 1−α ∈ φω3([0, 1]) =
[1−α, 1−α+α2]. Furthermore it can be checked, using the fact that α ∈ [13 , 12), that (1−α)/2 ∈
φω2([0, 1]) = [α−α2, α] and thus there are qi ∈ φωi([0, 1]) such that q1 + q3− 2q2 = 0. From the
previous considerations it follows that there are ω˜i ∈ Ω of arbitrary length such that there are
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Figure 1. An illustration of the union of φω([0, 1]), where ω ∈ Ω runs over all
sequences of length n for n = 0, 1, . . . , 6 for α = 7/16. At each level, starting
at level two, three red intervals are highlighted containing elements q1, q2 and q3
respectively such that q1 + q3 = 2q2.
q˜i ∈ φωi⊕ω˜i([0, 1]) for which q˜1 + q˜3−2q˜2 = 0. See Figure 1 for an illustration of the construction
described in this proof. By taking the length of ω˜i large enough, the lengths of the intervals can
be made arbitrarily small and thus we can guarantee that
|p3 − p2| ·
∣∣∣∣p2 − p1p3 − p2 − 1
∣∣∣∣ = |p1 + p3 − 2p2| <  · (1− 2α)
for all triples pi ∈ φωi⊕ω˜i([0, 1]). Because φωi⊕ω˜i([0, 1]) ⊆ φωi([0, 1]), we conclude that p3 − p2 is
at least 1− 2α. The inequality in (11) follows. 
Lemma 25. Let α ∈ [13 , 1),  > 0 and f0, f1 differentiable maps from [0, 1] to itself with fixed
points 0 and 1 respectively. Then there is a constant δ > 0 such that if |f ′i(x) − α| < δ for
i = 0, 1 and all x ∈ [0, 1] then there are ω1, ω2, ω3 ∈ Ω such that for all triples p1, p2, p3 with
pi ∈ fωi([0, 1]) it holds that ∣∣∣∣p2 − p1p3 − p2 − 1
∣∣∣∣ < . (13)
Proof. Suppose that |f ′i(x)−α| < δ for i = 0, 1 and all x ∈ [0, 1]. For any x ∈ [0, 1] we can write
f0(x) =
∫ x
0
f ′0(t)dt and f1(x) = 1−
∫ 1
x
f ′1(t)dt.
We show inductively, that for all x ∈ [0, 1] and ω ∈ Ω we have |fω(x)− φω(x)| ≤ |ω| · δ. When
|ω| = 0 the statement is clear, so we suppose that |ω| > 0. Assume that the first entry of ω is
a 0 so we write ω = (0) ⊕ ω′ for some ω′ ∈ Ω with |ω| = |ω′| + 1. Let x ∈ [0, 1], we assume
that we have shown that |fω′(x)−φω′(x)| < δ · |ω′|. We denote fω′(x) by y and φω′(x) by y+ r,
where |r| ≤ δ · |ω′|. Now
|fω(x)− φω(x)| = |f0(y)− φ0(y + r)| =
∣∣∣∣∫ y
0
f ′0(t)dt− α · (y + r)
∣∣∣∣ = ∣∣∣∣∫ y
0
(
f ′0(t)− α
)
dt− αr
∣∣∣∣
≤
∫ y
0
|f ′0(t)− α|dt+ α|r| ≤ yδ + αδ|ω′| < δ(|ω′|+ 1) = δ|ω|.
If the first entry of ω is a 1 the calculation is analogous.
Let ω1, ω2, ω3 ∈ Ω such that for all triples p1, p2, p3 with pi ∈ φωi([0, 1]) it holds that
∣∣p2−p1
p3−p2 −
1
∣∣ < /2. These choices of ωi exist by Lemma 24. For this inequality to hold it must be the
case that φω2([0, 1])∩φω3([0, 1]) = ∅ and thus, since the map (p1, p2, p3)→ (p2−p1)/(p3−p2) is
continuous in all points where p2 6= p3, we can find three open intervals I1, I2, I3 with φωi([0, 1]) ⊆
Ii such that for all triples qi ∈ Ii we have∣∣∣∣q2 − q1q3 − q2 − 1
∣∣∣∣ < .
We showed that by making δ small enough we obtain bounds on the difference between fω(x)
and φω(x) uniformly over all x ∈ [0, 1] and ω of bounded length. Therefore we can make δ
sufficiently small such that fωi([0, 1]) ⊂ Ii for i ∈ {1, 2, 3}, which is enough to conclude the
statement of the lemma. 
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Corollary 26. Let α ∈ [13 , 1),  > 0. There is δ > 0 such that the following holds for any closed
circular arc A ⊆ S1 and two maps f0, f1 : A → A with the respective endpoints of A as fixed
points with the property that ||f ′i(z)| − α| < δ for all z ∈ A.
There exist ω1, ω2, ω3 ∈ Ω such that for all triples pi with pi ∈ fωi(A) we have that Arc[p1, p2]
and Arc[p2, p3] are subsets of A satisfying∣∣∣∣`(Arc[p1, p2])`(Arc[p2, p3]) − 1
∣∣∣∣ < .
We are now ready to prove the following lemma.
Lemma 27. Let d ∈ Z≥2, k ∈ Z≥1, b ∈
[
k−1
k+1 ,
d−1
d+1
]
with b 6= 0 and λ ∈ S. Let ξ ∈ S \ {−1} with
|f ′3k(ξ)| > 1. Let {ξn}n≥1 be a sequence in S converging to ξ and not equal to ξ such that for all
positive integers n there is a rooted tree Tn in Td+1, with root degree m ≤ d− 2k implementing
the field ξn. Then at least one of the following is true.
(1) The set of fields implemented by rooted trees in Td+1 is dense in S.
(2) Given  > 0, there is a rooted tree in Td+1 with root degree at most m+k that implements
the field r ∈ Arc (λk, λk) \ {−1} with |f ′3k(r)| > |f ′3k(ξ)| − .
Proof. We distinguish the following three cases.
(i) ξ ∈ Arc(λk, λk).
(ii) ξ ∈ Arc[λk, λk] and Rk(ξ) ∈ Arc(λk, λk).
(iii) ξ ∈ Arc[λk, λk] and Rk(ξ) ∈ Arc[λk, λk].
Suppose first we are in case (i). Then, since ξn → ξ and thus f ′3k(ξn)→ f ′3k(ξ), given , there is
an integer n such that ξn ∈ Arc(λk, λk) \ {−1} and |f ′3k(ξn)| > |f ′3k(ξ)| − . The rooted tree Tn
satisfies the requirements of statement (2) of the lemma.
To prove the lemma for cases (ii) and (iii) we define the following set
R = {fNξn,k(ξn) : n,N ≥ 1} .
By repeatedly applying Lemma 4 we see that every element of R corresponds to the field
implemented by a rooted tree in Td+1 whose root degree is at most m+ k. The following limits
follow from continuity
lim
N→∞
lim
n→∞ f
N
ξn,k(ξn) = limN→∞
fNξ,k(ξ) = Rk(ξ).
Therefore Rk(ξ) is an accumulation of R and in fact there is a sequence {ζn}n≥1 of elements in
R converging to Rk(ξ) but not equal to Rk(ξ). If we are in case (ii), by Remark 9 we can take
ζn sufficiently close to Rk(ξ) so that ζn ∈ Arc (λk, λk) \ {−1}. Since |f ′3k(Rk(ξ))| > |f ′3k(ξ)| by
Remark 9, we can further ensure that |f ′3k(ζn)| > |f ′3k(ξ)|. The corresponding tree with field ζn
satisfies the condition of statement (2) of the lemma.
Suppose now we are in case (iii) and suppose first that Rk(ξ) ∈ {λk, λk}. If a subsequence
(ζn) converges to Rk(ξ) along the arc Arc(λk, λk), we obtain a ζn ∈ Arc(λk, λk) and by the same
reasoning as in the previous case we can conclude that statement (2) of the lemma holds. So
we can assume that for large enough n all ζn lie in Arc(λk, λk). In this case we find that for
sufficiently high n the elements ζn get arbitrarily close to either λk or λk and thus |f ′k(Rk(ζn))|
gets arbitrarily close to 1. It follows that we can find n1 and n2 such that ζn1 and ζn2 lie in the
same half plane and such that |f ′2k(Rk(ζni))| > 1 for i = 1, 2. It follows then from Lemma 19
that, if we let g0 = fζn1 ,k and g1 = fζn2 ,k, the set
R1 = {gω(1) : ω ∈ Ω, |ω| ≥ 1}
is dense in an arc A ⊆ S. By applying Lemma 4 we observe that every r ∈ R1 corresponds to
the field implemented by a rooted tree in Td+1 with root degree at most m + 2k ≤ d. Because
the tree consisting of a single vertex implements the field λ we can apply Lemma 4 to see that
every element in the set
R2 = {fnλ,d(r) : r ∈ R1, n ≥ 1}
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corresponds to the field implemented by a rooted tree in Td+1 with root degree at most d.
Because b is chosen such that |f ′d(z)| > 1 for all z ∈ S − {1} we find that fNλ,d(A) = S for a
sufficiently large N and thus R2 is dense in S, which shows that in this case statement (1) of
the lemma holds.
Finally we assume that Rk(ξ) ∈ Arc(λk, λk). W.l.o.g. assume that ξ lies in the upper half-
plane. Let α = |f ′k(Rk(ξ))|. It follows from the fact that Rk(ξ) ∈ Arc(ξ, λk) that α ∈ (1/3, 1).
Let 1, 2 > 0 be two reals whose value will be determined later. Let δ be the constant obtained
from applying Corollary 26 to α and  = 1. Now choose n1, n2 such that ξn1 , ξn2 have the
following properties.
(a) ξn1 and ξn2 lie in the upper half-plane, Arg(ξn1) < Arg(ξn2), Arc [Rk(ξn1), Rk(ξn2)] ⊆
Arc (1, λk) and Arg(Rk(Rk(ξn1))) > Arg(Rk(ξ)).
(b) For all z ∈ Arc [Rk(ξn1), Rk(ξn2)] we have ||f ′k(z)| − α| < δ.
(c) For all z1, z2 ∈ Arc [Rk(ξn1), Rk(ξn2)] we have ||R′k(z1)/R′k(z2)| − 1| < 2.
That it is possible to choose n1, n2 such that the first two properties hold follows from the fact
that both Rk and the derivative of fk are continuous on Arc [λk, λk]. The existence of n1, n2
satisfying the third property follows from the fact that the derivative of z 7→ Rk(z) is continuous
and non-zero on Arc (1, λk).
Let g0 = fξn1 ,k and g1 = fξn2 ,k. Since ξn1 , ξn2 are implemented by rooted trees in Td+1
with root degrees at most m, we have by Lemma 4 that, if r is implemented by a rooted tree
in Td+1, then gi(r) is the field implemented by a tree in Td+1 and root degree m + k ≤ d.
Let A = Arc [Rk(ξn1), Rk(ξn2)] and note that the maps g0, g1 have the respective endpoints
of A as fixed points. Furthermore ||g′i(z)| − α| < δ for all z ∈ A and thus it follows from
Corollary 26 that there is a triple ω1, ω2, ω3 ∈ Ω such that for all triples pi ∈ gωi(A) we have
Arg(p1) < Arg(p2) < Arg(p3) and ∣∣∣∣`(Arc[p1, p2])`(Arc[p2, p3]) − 1
∣∣∣∣ < 1.
The orbit of ξn2 under iteration of g1 converges to Rk(ξn2) approaching from an anti-clockwise
direction and thus there is some number N such that if we let ωN be the constant 1 sequence of
length N that gωN (ξn2) ∈ A. For i = 1, 2, 3 we define ζi = gωi⊕ωN (ξn2) and note that each ζi is
contained in the interval (λk, λk) and is implemented by a rooted tree in Td+1 with root degree
m+ k. Furthermore we have Arg(ζ1) < Arg(ζ2) < Arg(ζ3) and∣∣∣∣`(Arc[ζ1, ζ2])`(Arc[ζ2, ζ3]) − 1
∣∣∣∣ < 1. (14)
Let hi = fζi,k. Analogously to above, if r is implemented by a rooted tree in Td+1, then hi(r)
is implemented by a rooted tree in Td+1 with root degree at most m + 2k ≤ d. Redefine A =
Arc [Rk(ζ1), Rk(ζ3)]. We will show that we can choose 1 and 2 sufficiently small such that A =
h1(A)∪h2(A)∪h3(A). To do this define A1 = Arc [Rk(ζ1), Rk(ζ2)] and A2 = Arc [Rk(ζ2), Rk(ζ3)].
It follows from the mean value theorem that there are xi ∈ Arc [ζi, ζi+1] such that `(Ai) =
|R′k(xi)| · `(Arc [ζi, ζi+1]) for i = 1, 2. Because both x1 and x2 lie in Arc [Rk(ξn1), Rk(ξn2)] it
follows from property (c) above that we can write |R′k(x1)/R′k(x2)| = 1 + r2 for some r2 ∈ R
with |r2| < 2. We use the bound in (14) to obtain the following inequality∣∣∣∣`(A1)`(A2) − 1
∣∣∣∣ = ∣∣∣∣ |R′k(x1)| · `(Arc [ζ1, ζ2])|R′k(x2)| · `(Arc [ζ2, ζ3]) − 1
∣∣∣∣ = ∣∣∣∣(1 + r2)`(Arc [ζ1, ζ2])`(Arc [ζ2, ζ3]) − 1
∣∣∣∣
≤ |1 + r2| ·
∣∣∣∣`(Arc [ζ1, ζ2])`(Arc [ζ2, ζ3]) − 1
∣∣∣∣+ |r2| < |1 + r2| · 1 + |r2|
≤ 1 + 2 + 1 · 2.
Let 3 = 1 + 2 + 1 · 2 and note that 3 can be made arbitrarily small by choosing 1 and 2
sufficiently small. It follows that there is some r3 ∈ R with |r3| < 3 such that `(A1) = (1 + r3) ·
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`(A2). Because Arg(Rk(ζ1)) > Arg(Rk(Rk(ξn1))) > Arg(Rk(ξ)) we find that 1 > |f ′k(z)| > α for
all z ∈ A and thus 1 > |h′i(z)| > α for all z ∈ A and i = 1, 2, 3. It follows that
`(h1(A1 ∪A2)) + `(h2(A1)) > α · (`(A1) + `(A2)) + α · `(A1) = α · (2`(A1) + `(A2))
= α ·
(
2 +
1
1 + r3
)
`(A1) = α · 3 + 2r3
1 + r3
· `(A1).
and
`(h2(A2)) + `(h3(A1 ∪A2)) > α · `(A2) + α · (`(A1) + `(A2)) = α · (`(A1) + 2`(A2))
= α · ((1 + r3) + 2) `(A2) = α · (3 + r3) · `(A2).
Because α > 1/3 we can choose 3 sufficiently small such that
`(h1(A1 ∪A2)) + `(h2(A1)) > `(A1) and `(h2(A2)) + `(h3(A1 ∪A2)) > `(A2).
Because h1(A1 ∪ A2) and h2(A1) share the respective endpoints of A1 it follows that A1 ⊆
h1(A1 ∪ A2) ∪ h2(A1). Similarly we find that A2 ⊆ h3(A1 ∪ A2) ∪ h2(A2). It follows that
A = h1(A) ∪ h2(A) ∪ h3(A). Finally let s = hN3 (1), where we have taken N sufficiently large
such that s ∈ A, and consider
S = {(hi1 ◦ · · · ◦ hil)(s) : l ∈ Z≥1 and i1, . . . , il ∈ {1, 2, 3}} .
It follows from Corollary 17 that S is a dense subset of A. Every r ∈ S is implemented by a
rooted tree in Td+1 with root degree m+ 2k ≤ d. Finally we let
S2 = {fnλ,d(r) : r ∈ S, n ≥ 1}
and we find, because |f ′d(z)| > 1 for all z ∈ S − {1}, that S2 is dense in S. Every r ∈ S2 is
implemented by a tree in Td+1. This shows that in this case item (1) of the lemma holds. 
Lemma 28. Suppose d ∈ Z≥5, b ∈
(
0, d−1d+1
]∩Q, λ ∈ SQ \{±1} and ξ ∈ Λ3(b)∩SQ with ξ 6= ±1.
Suppose there is a rooted tree in Td+1 with root degree at most d− 5 and field ξ. Then the set
of fields implemented by rooted trees in Td+1 is dense in S.
Proof. It follows from Lemma 14 that there is σ ∈ S with |f ′3(σ)| > 1 together with a sequence
{ζn}n≥1 accumulating on σ such that every ζn is the field implemented by a tree in Td+1 whose
root degree is bounded by (d − 5) + 3 = d − 2. We can now apply Lemma 27 with k = 1. It
follows that either the set of fields implemented by rooted trees in Td+1 is dense in S, or there
is a tree in Td+1 with root degree at most (d− 2) + 1 = d− 1 and field ζ ∈ Arc (λ1, λ1) \ {−1}.
We conclude from Lemma 12 that fζ,1 is conjugate to an irrational rotation and thus the orbit
{fnζ,1(1)}n≥1 is dense in S. Every element in this orbit is implemented by a rooted tree in Td+1
and thus we are done. 
6. Proof of Lemma 15
We are now ready to prove Lemma 15, which we restate here for convenience.
Lemma 15. Let k, d ∈ Z≥2 with k ≤ d, b ∈
(
d−2
d ,
d−1
d+1
] ∩ Q and λ ∈ SQ \ {±1}. Suppose there
exists a rooted tree in Td+1 with root degree at most d− k that implements a field ξ 6= 1 with the
property that |f ′k(ξ)| ≥ 1 and ξ ∈ Arc [λbk/2c, λbk/2c]. Then the set of fields implemented by trees
in Td+1 is dense in S.
Proof. The proof consists of a careful case analysis. We give a seperate argument first for when
k is a power of two and for when k+ 1 is a power of two, then for each value of k within the set
{5, 6, 9, 10, 11, 12, 13, 14, 17} and lastly we prove the statement for all other k.
We remark that in some cases we will show that the set of fields implemented by rooted trees
in Td+1 is dense in an arc A of the circle. Since b is such that |f ′d(z)| > 1 for all z ∈ S \ {1} (see
(2) of Lemma 8), it follows that for all arcs A there is an N ≥ 1 such that fNλ,d(A) = S. Density
of fields in the whole unit circle therefore follows from density in A.
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First suppose k = 2m is a power of two. In this case ξ ∈ Arc [λ2m−1 , λ2m−1 ]\{1} is implemented
by a rooted tree in Td+1 with root degree at most d−2m and with |f ′2m(ξ)| ≥ 1. Let ξ2 = fξ,1(ξ).
By item (v) of Lemma 8, we have ξ ∈ Arc [λ1, λ1] \ {1} and hence ξ2 6= ξ by item (iv) of the
same lemma. Moreover, by Lemma 4, ξ2 is the field of a rooted tree in Td+1 with root degree at
most d − (2m − 1). If ξ2 ∈ Arc (λ2m−1 , λ2m−1), then the desired result follows from Lemma 22.
Otherwise ξ, ξ2 ∈ Arc [λ2m−1 , λ2m−1 ] and the result follows from applying Lemma 19 to these
two parameters.
Now suppose k + 1 is a power of two, so k = 2m+1 − 1 for m ≥ 1. In this case ξ ∈
Arc [λ2m−1, λ2m−1] \ {1} is implemented by a rooted tree in Td+1 with root degree at most
d−(2m+1−1) and with |f ′2m+1−1(ξ)| ≥ 1. If ξ ∈ Arc (λ2m , λ2m) the result follows from Lemma 22.
Otherwise, if ξ ∈ Arc [λ2m , λ2m ], the result follows from Lemma 18.
We now continue with the list of individual cases.
k = 5 : In this case ξ ∈ Arc [λ2, λ2] \ {1} is the field of a rooted tree with root degree at most
d− 5 and with |f ′5(ξ)| ≥ 1. If ξ ∈ Arc (λ3, λ3) the result follows from Lemma 28. Otherwise, if
ξ ∈ Arc [λ3, λ3], the result follows from Lemma 18.
k = 6 : In this case ξ ∈ Arc [λ3, λ3] \ {1} is implemented by a rooted tree in Td+1 with root
degree at most d − 6 and with |f ′6(ξ)| ≥ 1. Let ξ2 = fξ,1(ξ), which is the field of a rooted
tree in Td+1 with root degree at most d − 5. If ξ2 ∈ Arc(λ3, λ3) then the result follows from
Lemma 28. Otherwise ξ, ξ2 ∈ Arc [λ3, λ3] and the result follows from applying Lemma 19 to
these two parameters.
k = 9 : In this case ξ ∈ Arc [λ4, λ4] \ {1} is implemented by a rooted tree in Td+1 with root
degree at most d− 9 and with |f ′9(ξ)| ≥ 1. Consider the orbit {fnξ,1(ξ) : n ≥ 1}. The elements of
this orbit are implemented by trees in Td+1 with root degree at most d− 8 and they accumulate
on R1(ξ). Note that |f ′9(R1(ξ))| > 1. It follows from Lemma 27 that we either obtain the desired
density or we obtain a rooted tree with root degree at most (d− 8) + 3 = d− 5 that implements
a field in Arc (λ3, λ3). In this latter case the result follows from applying Lemma 28 to this tree.
k = 10 : In this case ξ ∈ Arc [λ5, λ5] \ {1} is implemented by a rooted tree in Td+1 with root
degree at most d − 10 and with |f ′10(ξ)| ≥ 1. Then it follows from Lemma 20 that either the
orbit of 1 under the action of the semigroup generated by fξ,3, fξ,4 and fξ,5 is dense in an arc of
S, in which case the result follows. Or we can conclude that |f ′5(R5(ξ))| > 4350 . In that case we
consider the orbit R = {fnξ,5(ξ) : n ≥ 1}. This orbit accumulates on R5(ξ) and every element is
implemented by a rooted tree with root degree at most d−10+5 = d−5. If R5(ξ) ∈ Arc (λ3, λ3)
then there are also fields ζ ∈ R with ζ ∈ Arc (λ3, λ3). In that case we can apply Lemma 28 to
obtain density of the fields. Otherwise, if R5(ξ) ∈ Arc [λ3, λ3], then we can find ζ1, ζ2 ∈ R such
that ζ1, ζ2 ∈ Arc [λ3, λ3] are distinct, lie in the same half-plane and |f ′5(ζi)| > 4350 for i = 1, 2. It
follows that for both fields ζi we have
|f ′6(R3(ζi))| > |f ′6(ζi)| =
6
5
· |f ′5(ζi)| >
6
5
· 43
50
=
129
125
> 1.
Density of the fields now follows from applying Lemma 19 to ζ1 and ζ2.
k = 11 : In this case ξ ∈ Arc [λ5, λ5] \ {1} is implemented by a rooted tree in Td+1 with root
degree at most d−11 and with |f ′11(ξ)| ≥ 1. If ξ ∈ Arc [λ6, λ6] the result follows from Lemma 18.
Otherwise, if ξ ∈ Arc (λ6, λ6), we apply Lemma 14 to find a parameter σ ∈ S with |f ′6(σ)| > 1
together with a sequence of fields {ζn}n≥1 accumulating on σ such that every ζn is implemented
by a rooted tree in Td+1 whose root degree is at most d − 11 + 6 = d − 5. If there is any
ζn ∈ Arc (λ3, λ3) then density of the fields in the circle follows from Lemma 28. Otherwise the
sequence accumulates on σ from inside Arc [λ3, λ3] and thus we can find ζn1 , ζn2 ∈ Arc [λ3, λ3]
that are distinct, lie in the same half-plane and have the property that |f ′6(ζi)| > 1 for i = 1, 2.
The desired density now follows from applying Lemma 19 to ζ1 and ζ2.
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k = 12 : In this case ξ ∈ Arc [λ6, λ6] \ {1} is implemented by a rooted tree in Td+1 with root
degree at most d− 12 and with |f ′12(ξ)| ≥ 1. This case can be done in a very similar way to the
k = 9 case. Consider the orbit {fnξ,1(ξ) : n ≥ 1}. The elements of this orbit are fields of trees in
Td+1 with root degree at most d−11 and they accumulate on R1(ξ). Note that |f ′12(R1(ξ))| > 1.
It follows from Lemma 27 that we either obtain the desired density or we obtain a rooted tree
with root degree at most (d − 11) + 4 = d − 7 and field in Arc (λ4, λ4). In this latter case the
result follows from applying Lemma 22 to this tree.
k = 13 : In this case ξ ∈ Arc [λ6, λ6] \ {1} is implemented by a rooted tree in Td+1 with
root degree at most d − 13 and with |f ′13(ξ)| ≥ 1. Then it follows from Lemma 20 that either
the orbit of 1 under the action of the semigroup generated by fξ,4, fξ,5 and fξ,6 is dense in an
arc of S, in which case the result follows. Or we can conclude that |f ′6(R6(ξ))| > 1013 . In that
case we consider the orbit R = {fnξ,6(ξ) : n ≥ 1}. This orbit accumulates on R6(ξ) and every
element is implemented by a rooted tree in Td+1 with root degree at most d − 13 + 6 = d − 7.
If R6(ξ) ∈ Arc (λ4, λ4) then there is also a field ζ ∈ R with ζ ∈ Arc (λ4, λ4). In that case we
can apply Lemma 22 to obtain density of the fields. Otherwise, if R6(ξ) ∈ Arc [λ4, λ4], then we
can find ζ1, ζ2 ∈ R such that ζ1, ζ2 ∈ Arc [λ4, λ4] are distinct, lie in the same half-plane and
|f ′6(ζi)| > 1013 for i = 1, 2. It follows that for both fields ζi we have
|f ′8(R4(ζi))| > |f ′8(ζi)| =
8
6
· |f ′6(ζi)| >
8
6
· 10
13
=
40
39
> 1.
Density of the fields now follows from applying Lemma 19 to ζ1 and ζ2.
k = 14 : In this case ξ ∈ Arc [λ7, λ7] \ {1} is implemented by a rooted tree in Td+1 with
root degree at most d − 14 and with |f ′14(ξ)| ≥ 1. Then it follows from Lemma 20 that either
the orbit of 1 under the action of the semigroup generated by fξ,5, fξ,6 and fξ,7 is dense in an
arc of S, in which case the result follows. Or we can conclude that |f ′7(R7(ξ))| > 8998 . In that
case we consider the orbit R = {fnξ,7(ξ) : n ≥ 1}. This orbit accumulates on R7(ξ) and every
element is implemented by a rooted tree in Td+1 with root degree at most d − 14 + 7 = d − 7.
If R7(ξ) ∈ Arc (λ4, λ4) then there is also a field ζ ∈ R with ζ ∈ Arc (λ4, λ4). In that case we
can apply Lemma 22 to obtain density of the fields. Otherwise, if R7(ξ) ∈ Arc [λ4, λ4], then we
can find ζ1, ζ2 ∈ R such that ζ1, ζ2 ∈ Arc [λ4, λ4] are distinct, lie in the same half-plane and
|f ′7(ζi)| > 8998 for i = 1, 2. It follows that for both fields ζi we have
|f ′8(R4(ζi))| > |f ′8(ζi)| =
8
7
· |f ′7(ζi)| >
8
7
· 89
98
=
356
343
> 1.
Density of the fields now follows from applying Lemma 19 to ζ1 and ζ2.
k = 17 : In this case ξ ∈ Arc [λ8, λ8] \ {1} is implemented by a rooted tree in Td+1 with root
degree at most d−17 and with |f ′17(ξ)| ≥ 1. If ξ ∈ Arc [λ9, λ9] the result follows from Lemma 18,
therefore we assume that ξ ∈ Arc (λ9, λ9). We apply Lemma 14 to find a parameter σ ∈ S with
|f ′9(σ)| > 1 together with a sequence of fields {ζn}n≥1 accumulating on σ such that every ζn is
implemented by a rooted tree in Td+1 whose root degree is at most d− 17 + 9 = d− 8. It follows
from Lemma 27 that we either obtain the required density of fields or there is a tree in Td+1
whose root degree is bounded by d− 5 with field inside Arc (λ3, λ3). In the latter case the result
follows from Lemma 28.
Finally we complete the proof for k > 17. In that case write k = 2m if k is even and
k = 2m + 1 if k is odd. Note that m ≥ 9. We are then given that ξ ∈ Arc [λm, λm] \ {1} is
implemented by a rooted tree in Td+1 with root degree at most d − k and with |f ′k(ξ)| ≥ 1. It
follows from Corollary 21 that the orbit of 1 under the action of the semigroup generated by
fξ,m−3, fξ,m−2, fξ,m−1 and fξ,m is dense in an arc of S from which our desired conclusion follows.
This finishes the proof of Lemma 15. 
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7. Fast implementation of fields
In this section, we bootstrap Theorem 5 to obtain fast algorithms for implementing fields
which will be important in our reductions. For a number α = p/q ∈ Q with gcd(p, q) = 1, we
use size(α) to denote the total number of bits needed to represent p, q, and we extend this to
numbers in CQ by adding the sizes of the real and imaginary parts. For α1, . . . , αt ∈ CQ, we
denote by size(α1, . . . , αt) the total of the sizes of α1, . . . , αt.
Lemma 29. Fix an integer ∆ ≥ 3, a complex number λ ∈ SQ on the unit circle with λ 6= ±1,
and a rational b ∈ (0, ∆−2∆ ]. Then, there is an algorithm, which on input λˆ ∈ SQ and rational
 > 0, returns in time poly(size(λˆ, ))) a rooted tree T in T∆ with root degree 1 that implements
a field λ′ such that |λ′ − λˆ| ≤ .
Proof of Lemma 29. Let d = ∆−1. We start by setting up some parameters that will be useful.
Let λ1 be as in Lemma 8. As λ˜ approaches λ1 from inside Arc (1, λ1) we know that R1(λ˜)
approaches R1(λ1). Since |f ′1(R1(λ1))| = 1 there must be λ˜ ∈ Arc (1, λ1) such that |f ′1(R1(ξ))| ∈
(12 , 1) for all ξ ∈ Arc (λ˜, λ1). By Theorem 5, there exist trees T1, T2 in Td+1 with root degree
1 and fields ξ1, ξ2 ∈ Arc (λ˜, λ1) ∩ SQ with Arg(ξ1) < Arg(ξ2). Because the map λ 7→ R1(λ)
is orientation preserving with nonzero derivative we have Arg(R1(ξ1)) < Arg(R1(ξ2)). For
i ∈ {1, 2}, the fixed point R1(ξi) is a solution to the quadratic equation ξi(z + b) = z(bz + 1),
and hence we can approximate it with any desired rational precision τ > 0 in time poly(size(τ)).
Let I = Arc(R1(ξ1), R1(ξ2)) and note that this arc is contained in the upper half-plane. We
will show that the arc I gets mapped onto S in a fixed number of applications of fλ,d. The idea
of the algorithm is to find a small enough neighborhood of a point in I that gets mapped close
to the field that we are trying to (approximately) implement. Then we use that we are able to
quickly and accurately approach any value inside I using fξ1,1 and fξ2,1. This algorithm is very
similar to the proof of Lemma 16. To do the first part of this algorithm we still need a small
amount of setup.
Let C1 = |f ′λ,d(1)| = d1−b1+b and let C2 = |f ′λ,d(−1)| = d1+b1−b . Note that C1 and C2 are both
greater than one and that for any z ∈ S the inequality C1 ≤ |f ′λ,d(z)| ≤ C2 holds (cf. item (i) of
Lemma 8). This means that for any circular arc J and integer n we get
Cn1 · `(J) ≤ `(fnλ,d(J)) ≤ Cn2 · `(J). (15)
From this, we deduce that fNλ,d(I) = S, where N =
⌈ log(2pi/`(I))
log(C1)
⌉
.
Let x0, . . . , xm be points such that the clockwise arcs between xi−1 and xi form a partition
of I with x0 = R1(ξ1), xm = R1(ξ2) and chosen so that x1, . . . , xm−1 ∈ SQ and the length of an
arc between two subsequent points is less than 2pi/CN2 . In this way we ensure that these arcs
are not mapped onto the whole circle by N applications of fλ,d and thus each arc is bijectively
mapped to an arc on the unit circle by fNλ,d.
We now describe an algorithm that, on input λˆ ∈ SQ and rational  > 0, yields in poly(size(λˆ, ))
a rooted tree Tˆ in Td+1 with O(log(−1)) vertices whose field has distance at most  from λˆ; we
will account later for the degree of the root. We assume for convenience that  `(I).
The first step of the algorithm is to find i ∈ {1, . . . ,m} such that λˆ ∈ Arc [fNλ,d(xi−1), fNλ,d(xi)].
We know that such an arc must exist because I is mapped surjectively onto S by fNλ,d and, since
fNλ,d(z) is a rational function of z with fixed degree, we can find i in time poly(size(λˆ)). Now we
consider the bijective map
fNλ,d : Arc [xi−1, xi]→ Arc [fNλ,d(xi−1), fNλ,d(xi)].
Analogously, with n = dlog3/2(`(Arc [xi−1, xi]) · CN2 /)e applications of fNλ,d, we can determine
using binary search in time poly(size(λˆ, )) an arc J ⊆ Arc [xi−1, xi] with endpoints in SQ such
that λˆ ∈ fNλ,d(J) and whose length satisfies
3−n · `(Arc [xi−1, xi]) ≤ `(J) ≤ (2/3)n · `(Arc [xi−1, xi]) ≤ /CN2
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Note that the length of J is bounded below by C3 · 5, where C3 is a constant independent of λˆ
or . It follows from (15) that `(fNλ,d(J)) ≤ , which means that the arc J is mapped by fNλ,d to an
arc of length at most , that includes λˆ. We will next show how to construct in poly(size(λˆ, )) a
rooted tree T in Td+1 with s = O(log(−1)) vertices that implements a field w ∈ J . Then, using
Lemma 4,7 we obtain a rooted tree Tˆ with (dN − 1)/(d− 1) + dNs vertices that implements the
field λ′ = fNλ,d(w) with |λ′ − λˆ| ≤ .
To construct T , we first fix some constants. Let C4 = |f ′1(R1(ξ1))| and C5 = |f ′1(R1(ξ2))|
and note that C4, C5 ∈ (12 , 1). We also have C4 ≤ |f ′1(z)| ≤ C5 for all z ∈ I. It follows that
fξ2,1(I) = Arc [fξ2,1(R1(ξ1)), R1(ξ2)] is contained in I and its length is strictly bigger than `(I)/2.
Furthermore it follows that f−1ξ1,1(Arc [R1(ξ1), fξ2,1(R1(ξ1))]) = Arc [R1(ξ1), f
−1
ξ1
(fξ2(R1(ξ1)))] is
strictly contained inside I. Let J0 = J and for k ≥ 0, as long as fξ2,1(R1(ξ1)) 6∈ Jk, define
Jk+1 =
{
f−1ξ1,1(Jk) if Jk ⊂ Arc [R1(ξ1), fξ2,1(R1(ξ1))]
f−1ξ2,1(Jk) if Jk ⊂ Arc [fξ2,1(R1(ξ1))), R1(ξ2)].
We have that Jk ⊆ I for every k and `(Jk) ≥ C−k5 · `(J0) ≥ C3 · C−k5 · 5. Because C5 < 1, we
deduce that there is N1 ≥ 0 such that fξ2,1(R1(ξ1)) ∈ JN1 where N1 is bounded above by⌈
log(C3·5/`(I))
log(C5)
⌉
= O(log(−1)).
Let i1, . . . , iN1 be the sequence of indices such that fξik (Jk) = Jk−1 and note that these can be
computed in poly(size(λˆ, )) time. Let K = f−1ξ2,1(JN1). We see that R1(ξ1) ∈ K and(
fξi1 ,1 ◦ · · · ◦ fξiN1 ,1 ◦ fξ2,1
)
(K) = J.
Furthermore, because the maps f−1ξi,1 are expanding on I, we find `(K) ≥ `(J) ≥ C3 · 5. This
means that there is an arc of length at least 12 · C3 · 5 extending from R1(ξ1), going either
clockwise or counterclockwise, contained in K. In the case that such a clockwise arc exists, i.e.
Arc[R1(ξ1) · e−i 12C35 , R1(ξ1)] ⊆ K, we see that, because R1 is an attracting fixed point of fξ1 ,
there is some N2, specified below, such that fN2ξ1,1(ξ1) ∈ K. Using that for integers n we have
`(Arc [fnξ1,1(ξ1), R1(ξ1)]) = `(f
n
ξ1,1(Arc [ξ1, R1(ξ1)])) ≤ Cn4 · `(Arc [ξ1, R1(ξ1)]) < Cn4 · 2pi,
we see that it suffices to take N2 =
⌈ log(C3·5/(4pi))
log(C4)
⌉
= O(log(−1)). In the case that such a
clockwise arc does not exist, we find that a counterclockwise arc of length 12 ·C3 · 5 is contained
in K. Note that there is some integer Nc independent of λˆ and  such that fNcξ2,1(ξ1) ∈ I. The
same analysis as above shows that then (fN2ξ1,1 ◦ fNcξ2,1)(ξ1) ∈ K. We let N3 be equal to zero if a
clockwise arc of sufficient length is contained in K and otherwise we let N3 = Nc. We conclude
that (
fNλ,d ◦ fξi1 ,1 ◦ · · · ◦ fξiN1 ,1 ◦ fξ2,1 ◦ f
N2
ξ1,1
◦ fN3ξ2,1
)
(ξ1) (16)
has a distance at most  from λˆ. By repeatedly applying the constructions laid out in Lemma 4
(cf. Footnote 7), we conclude that we can construct a tree T in Td+1 whose field is given by the
value in (16) and with O(log(−1)) vertices.
This finishes the description of the algorithm, modulo that the root of the tree we constructed
has degree d. To obtain a rooted tree with root degree 1, we run the algorithm described on input
f−1λ,1(λˆ) and · d−1d+1 to obtain a rooted tree with root degree d and field ζ with |f−1λ,1(λˆ)−ζ| < · d−1d+1 .
Attaching one new vertex by an edge to this root yields a rooted tree with root degree 1 and
field fλ,1(ζ) which satisfies, using Item i of Lemma 8, that
|λˆ− fλ,1(ζ)| ≤ |f−1λ,1(λˆ)− ζ| ·maxz∈S |f
′
λ,1(z)| <  ·
d− 1
d+ 1
· d+ 1
d− 1 = ,
7Lemma 4 describes how to construct a tree of size s · d+ 1 with field fλ,d(z) from a tree of size s and field z.
Repeating this construction N times yields the construction of Tˆ from T .
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as wanted. This finishes the proof of Lemma 29. 
8. Reduction
In this section, we prove our inapproximability results. Throughout this section, we use G∆
to denote the set of all graphs with maximum degree at most ∆. We start in Section 8.1 with
some preliminaries that will be used in our proofs, Section 8.2 gives the main reduction, and we
show how to use this in Section 8.3 to conclude the proof of Theorem 1.
8.1. Preliminaries. We will use the following lemma from [40].
Lemma 30 ([40]). Let ∆ ≥ 3 be an integer and let λ ∈ SQ with λ 6= −1. Then, there exists
η > 1 such that, for all b ∈ (1/η, η), for all graphs G ∈ G∆, it holds that ZG(λ, b) 6= 0.
For a graph G and vertices u, v in G, let ZG,±u,±v(λ, b) denote the contribution to the partition
function when u, v are assigned the spins ±, respectively. For a configuration σ on G, we use
wG,σ(λ, b) to denote the weight λ|n+(σ)|bδ(σ) of σ. We will use the following observation.
Lemma 31. Let λ ∈ S and b ∈ R. Then, for an arbitrary graph G = (VG, EG) and vertices u, v
of G it holds that
ZG,+u,+v(λ, b) = λ
|V (G)| ZG,-u,-v(λ, b), ZG,+u,-v(λ, b) = λ|V (G)| ZG,-u,+v(λ, b).
Proof. For an assignment σ : VG → {+, -}, let σ¯ : VG → {+, -} be the assignment obtained by
interchanging the assignment of +’s with -’s. Then
wG,σ¯(λ, b) = λ
|n+(σ¯)|bδ(σ¯) = λ|VG|−|n+(σ)|bδ(σ) = λ|V (G)|wG,σ(λ, b).
The result follows by summing over the relevant σ for each of ZG,+u,+v(λ, b) and ZG,+u,-v(λ, b). 
The following lemma will be useful in general for handling rational points on the circle. Ideally,
we would like to describe a number on S by a rational angle, but this may not correspond to
a rational cartesian point which would complicate computations. However, rational points are
dense on the circle and we can compute one arbitrarily close to a given angle, as follows.
Lemma 32. Given a rational angle θ ∈ [0, 2pi) and  ∈ (0, 1), there exists a number θˆ such that
|θ− θˆ| <  and cos θˆ, sin θˆ ∈ Q are rational numbers of size at most poly(size(θ, )). Furthermore,
we can compute cos θˆ and sin θˆ in time poly(size(θ, )).
Proof. By symmetry, we may assume that θ ∈ [0, pi/4]. Given θ, take a rational approximation
r of tan(θ/2) such that | tan(θ/2) − r| < /2. We claim that θˆ = 2 arctan(r) has the desired
properties.
Write s, c, t respectively for sin θˆ, cos θˆ, tan θˆ. Using the tan double angle formula we have
s/c = t = 2r/(1− r2). We also know that s2 + c2 = 1. Solving these simultaneously gives that
s = 2r/(1 + r2) and c = (1− r2)/(1 + r2), which are both rational since r is rational.
Also writing f(x) = 2 arctan(x) for x ∈ [0, 1], note that f ′(x) = 2/(1 + x2) ∈ [1, 2] for
x ∈ [0, 1]. Hence |f(x)− f(y)| ≤ 2|x− y| for x, y ∈ [0, 1] and so |θ − θ′| < .
Finally we can compute r in poly(size(θ, )) using a series expansion of tan from which we
can compute s and c from the formulas above. 
Finally, we will use the following well-known lemma for Diophantine approximation.
Lemma 33 ([41, Corollary 6.3a]). There exists a polynomial algorithm which, for given rational
number α and natural number K, tests if there exists a rational number p/q with 1 ≤ q ≤ K
and |α− (p/q)| < 1/2K2, and if so, finds this (unique) rational number.
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8.2. The reduction. To prove Theorem 1, we will show how to use a poly-time algorithm for
#IsingNorm(λ, b,∆,K) and #IsingArg(λ, b,∆, ρ) to compute exactly ZG(λ, bˆ) on graphs G of
maximum degree three for some appropriate value of bˆ that we next specify.
Let η > 1 be as in Lemma 30, so that
ZG(λ, b
′) 6= 0 for all b′ ∈ (1/η, η) and G ∈ G3. (17)
For k = 2, 3, . . . , let Pk be the path with k vertices whose endpoints are labeled uk, vk and all
vertex activities are equal to 1. Then, it is not hard to see that[
ZPk,+uk,+vk(1, b) ZPk,+uk,-vk(1, b)
ZPk,-uk,+vk(1, b) ZPk,-uk,-vk(1, b)
]
=
[
1 b
b 1
]k−1
. (18)
Clearly, for all k it holds that
ZPk,+uk,+vk(1, b) = ZPk,-uk,-vk(1, b) and
ZPk,+uk,-vk(1, b)
ZPk,-uk,-vk(1, b)
=
ZPk,-uk,+vk(1, b)
ZPk,-uk,-vk(1, b)
=: bk. (19)
Moreover, using (18), we have that there exists k such that
1/η < bˆ = bk < η. (20)
By the choice of k and (17), we conclude that
ZG(λ, bˆ) 6= 0 for all G ∈ G3. (21)
The main step in the reduction is captured by the following lemma.
Lemma 34. Let ∆ ≥ 3 be an integer, b ∈ (0, ∆−2∆ ] be a rational, and λ ∈ CQ be a complex
number with |λ| = 1 and λ 6= ±1. Let K = 1.001 and ρ = pi/40.
Assume that a poly-time algorithm exists for either #IsingNorm(λ, b,∆,K) or #IsingArg(λ, b,∆, ρ).
Then, there exists a poly-time algorithm that on input a graph G ∈ G3 and an edge e = {u, v} of
G, outputs the value of the ratio
RG,e =
bˆ2z++ + bˆ(z+- + z-+) + z--
bˆ2z-- + bˆ(z+- + z-+) + z++
, where z±± := ZG\e,±u,±v(λ, bˆ).
The algorithm also outputs the value of the ratio R′G,e = z--/z++, provided that z++ 6= 0.
Remark 35. As it will be shown in the proof of Lemma 34, the ratio RG,e is well-defined for
all graphs G and edges e in G using the zero-free region in Lemma 30 and the choice of bˆ. It is
harder to show that R′G,e is well-defined (we cannot use Lemma 30 directly) and hence the need
for the assumption that z++ 6= 0 in Lemma 34.
Proof. Suppose that G = (V,E) with n = |V | and m = |E|. Let
r = bˆ2z++ + bˆ(z+- + z-+) + z--, r
′ = (bˆ2 − 1)2z--,
t = bˆ2z-- + bˆ(z+- + z-+) + z++, t
′ = (bˆ2 − 1)2z++.
(22)
We first show that r, t 6= 0. Consider the graph H = (VH , EH) obtained from G by subdividing
edge e, i.e., we remove edge e = {u, v} and then add a new vertex s which is connected to both
u, v. Note that H is obtained from G\e by adding the edges {s, u}, {s, v}, so it is not hard to
see that
ZH(λ, bˆ) = λt+ r.
Note that H is a graph of maximum degree ∆ and we have ZH(λ, bˆ) 6= 0 from (21). Moreover,
from Lemma 31, we have r = λnt. Combining these, we obtain that r, t 6= 0. From assumption,
we also have that t′ 6= 0.
We will show how to compute the ratios Rgoal = − rt and R′goal = − r
′
t′ (note that these are well-
defined since t, t′ 6= 0). By Lemma 31, we have that r = λnt and r′ = λnt′, so Rgoal, R′goal ∈ SQ.
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In fact, letting p, p′, p′′, q be integers such that bˆ = p/q and λ = (p′ + ip′′)/q, then we have that
Rgoal, R
′
goal ∈ R ∩ SQ, where
R =
{ P + iQ
P ′ + iQ′
| P,Q, P ′, Q′ ∈ {−M, . . . , 0, . . . ,M}
}
and M := 2n|p|m(|p′|+ |p′′|)nqm+n.
Let  = 1/(10M)16. Note that for any two distinct numbers z, z′ ∈ R it holds that |z−z′| ≥ 10,
so if we manage to produce Rˆ, Rˆ′ ∈ SQ with poly(n) size so that |Rgoal−Rˆ| ≤  and |R′goal−Rˆ′| ≤
, we can in fact compute Rgoal and R′goal in time poly(n, size()) = poly(n).
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We first focus on how to compute Rˆ ∈ SQ so that |Rgoal−Rˆ| ≤ . At this point, it will be helpful
to represent complex numbers on the unit circle S with their arguments. Let θgoal = Arg(Rgoal)
and g(θ) := teiθ + r. Note that
|g(θ)| = |g(θ)− g(θgoal)| = |t||eiθ − eiθgoal | = 2|t|
∣∣ sin((θ − θgoal)/2)∣∣,
Arg(g(θ)) = (θ − θgoal)/2 + Arg(t) mod 2pi,
(23)
the latter provided θ 6= θgoal.
We will compute in poly(n) time a rational θˆ such that |θˆ − θgoal| ≤ /2, yielding the desired
Rˆ (via Lemma 32).
Let τ = 1/500 and κ = /103. We will show that a poly-time algorithm for #IsingNorm(λ, b,∆,K)
can be used to compute, for every rational θ, a positive number gˆθ in time poly(n, size(θ)) such
that, whenever |θ − a| ≥ κ for every a ∈ arg(Rgoal), it holds that
(1− τ)|g(θ)| ≤ gˆθ ≤ (1 + τ)|g(θ)|. (24)
When |θ − a| ≤ κ for some a ∈ arg(Rgoal), there is no guarantee on the value of gˆθ. Similarly,
we will show that a poly-time algorithm for #IsingArg(λ, b,∆, ρ) can be used to compute, for
every rational θ, a positive number aˆθ in time poly(n, size(θ)) such that, whenever |θ − a| ≥ κ
for every a ∈ arg(Rgoal), it holds that
|Arg(g(θ))− aˆθ| ≤ 2ρ = pi/20. (25)
Using these, we compute the desired θˆ via binary search following similar techniques as in
[17, 19, 6], though in our case the details are a bit different because we have to work on the unit
circle. For the norm, we will utilise that |g(θ)| is increasing in the interval [θgoal, θgoal + pi] and
decreasing in the interval [θgoal−pi, θgoal], whereas for the argument we will utilise that Arg(g(θ))
changes abruptly around θgoal (roughly by pi). In particular, we proceed as follows.
Algorithm for #IsingNorm(λ, b,∆,K) (Step 1): We first find an interval of length< 2pi/3 with
rational endpoints containing θgoal in poly(n) time. For j = 0, . . . , 18 let θj = j/3, gj = |g(θj)|
and gˆj = gˆθj ; note that the gˆj ’s can be computed in poly(n) time. For convenience, extend these
definitions by setting θ19h+j = θj + 2hpi, g19h+j = gj and gˆ19h+j = gˆj for every integer h and
j = 0, . . . , 18. Note that for all j we have that 1/3 ≥ |θj+1 − θj | ≥ 1/4 > pi/15.
Consider an index j ∈ {0, . . . , 18} such that arg(Rgoal) does not intersect with the intervals
[θj − κ, θj+1 + κ] and [θj − pi, θj+1 − pi]. Then, we have that
(1− τ)gj ≤ gˆj ≤ (1 + τ)gj , (1− τ)gj+1 ≤ gˆj+1 ≤ (1 + τ)gj+1. (26)
We claim that gj+1−gj has the same sign as gˆj+1−gˆj . To see this, assume wlog gj+1−gj > 0, the
other possibility follows in a similar way. Observe that we must have θj , θj+1 ∈ (θgoal, θgoal +pi),
8We give briefly the details for Rgoal, the details for R′goal are similar. For r ∈ N let Qr denote the set of rationals
with denominator between 1 and r. Since Rgoal ∈ R ∩ SQ and Rˆ ∈ SQ we have that there exist α, β ∈ Q2M2
and αˆ, βˆ ∈ Q such that Rgoal = α + iβ and Rˆ = αˆ + iβˆ. From |Rgoal − Rˆ| ≤ , we have |α − αˆ|, |β − βˆ| ≤ . By
Lemma 33 (applied to αˆ, βˆ and K = 2M2), in poly(n) time, we can compute rationals α′, β′ ∈ Q2M2 such that
|αˆ− α′|, |βˆ − β′| ≤ 1/8M4 and hence |α− α′|, |β − β′| ≤ 1/8M4 +  ≤ 1/4M4. Now, for distinct γ, δ ∈ Q2M2 we
have that |γ − δ| ≥ 1/2M2, so it must be the case that α = α′ and β = β′, which completes the computation of
Rgoal.
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as θ 7→ sin(θ/2− θgoal/2) is increasing on (θgoal, θgoal + pi) and so
gj+1 − gj = |g(θj+1)| − |g(θj)| ≥ 2|t| min
φ∈[0,pi/2−pi/30)]
[sin(φ+ pi/30)− sinφ]
≥ 2|t|[ sin(pi/2)− sin(pi/2− pi/30)] ≥ |t|/100. (27)
On the other hand, if gˆj+1 − gˆj < 0, from (26) we have (1− τ)gj+1 − (1 + τ)gj < 0. This gives
gj+1 − gj ≤ τ(gj+1 + gj) ≤ 2τ |t|, a contradiction to the above.
Let j∗ be such that θgoal ∈ [θj∗ , θj∗+1). From (23), the sequence gj is decreasing till j∗ and
increasing after j∗ + 1. From the claim above, the sequence gˆj must therefore be decreasing for
indices j in [j∗ − 8, j∗ − 1] and increasing for indices [j∗ + 2, j∗ + 9]. Therefore, from the values
of gˆj ’s we can find jˆ so that θgoal ∈ [θjˆ−3, θjˆ+3]. By enlarging slightly the interval [θjˆ−3, θjˆ+3],
we obtain the desired interval of length < 2pi/3 with rational endpoints.
Algorithm for #IsingNorm(λ, b,∆,K) (Step 2): Given an interval [θ1, θ2] with rational
endpoints containing θgoal with |θ1 − θ2| = ` and ` ∈ (100κ, 2pi/3), we show how to find in
poly(n, size(θ1, θ2)) time an interval with rational endpoints that is a factor of 1/2 smaller in
length and also contains θgoal. The analysis will be similar to step 1.
For j = 0, . . . , 19 define φj = θ1 + (θ2 − θ1)j/19 and let gj = |g(φj)| and gˆj = gˆφj . Since
θgoal ∈ [θ1, θ2] and |θ1 − θ2| = `, for any θ ∈ [θ1, θ2] we have |g(θ)| ≤ 2|t| sin(`/2) ≤ `|t|. In
particular we have gj ≤ `|t| for all j.
Moreover, for an index j such that θgoal /∈ [φj , φj+1] we claim that gj+1−gj has the same sign
as gˆj+1 − gˆj . To prove the claim assume gj+1 − gj ≥ 0, so φj+1, φj ≥ θgoal, the other possibility
follows in a similar way. The derivative of |g(θ)| in the interval [θgoal, θgoal + `] is bounded below
by |t| cos(`/2) ≥ |t|/2, so by the mean value theorem we have that
gj+1 − gj ≥ |t|
2
(φj+1 − φj) ≥ |t|`/50.
On the other hand if gˆj+1 − gˆj < 0 then as before we have (1 − τ)gj+1 − (1 + τ)gj < 0, which
implies gj+1 − gj ≤ τ(gj+1 + gj) ≤ 2τ`|t|, a contradiction to above. This proves the claim.
Using the claim, we can conclude just as we did in step 1 and find an index jˆ so that
θgoal ∈ [φjˆ−3, φjˆ+3], giving the desired interval.
Algorithm for #IsingArg(λ, b,∆, ρ): Given a rational endpoint θ1 and a rational length ` ∈
(100κ, 6310 ] such that θgoal lies in the interval [θ1, θ2] for some θ2 ≤ θ1 + `, we show how to find
in poly(n, size(θ1, `)) time a rational endpoint θ′1 and a rational length `′ such that `′ ≤ `/4 and
θgoal ∈ [θ′1, θ′2] for some θ′2 ≤ θ′1 + `′.
For j = 0, . . . , 25 define φj = θ1 + `j/26 and let aj = Arg(g(φj)), aˆj = aˆφj . For convenience,
extend these definitions by setting φ26h+j = φj , a26h+j = aj and aˆ26h+j = aˆj for every integer h
and j = 0, . . . , 25. For indices j, j′, let
Dj,j′ = min{|aj′ − aj |, 2pi − |aj′ − aj |} and D̂j,j′ = min{|aˆj′ − aˆj |, 2pi − |aˆj′ − aˆj |}.
Consider an index j such that θgoal /∈ [φj − κ, φj+1 + κ]. Then, we have that Dj,j+1 = |φj+1 −
φj |/2 ≤ pi/10 and hence D̂j,j+1 ≤ pi/5. On the other hand, for an index j such that θgoal ∈
[φj , φj+1] we have that Dj−1,j+1 = pi − |φj+1 − φj−1|/2 ≥ 4pi/5 and similarly Dj,j+2 ≥ 4pi/5.
Therefore, at least one of D̂j−1,j+1 ≥ 3pi/5, D̂j,j+2 ≥ 3pi/5 must hold. Therefore, using the aˆj ’s,
we can find an index jˆ so that θgoal ∈ [φjˆ−2, φjˆ+2], giving the desired interval.
By repeating the above, we conclude that, using a poly-time algorithm for either the problem
#IsingNorm(λ, b,∆,K) or #IsingArg(λ, b,∆, ρ), we can compute in poly(n) time a rational θˆ
such that |θˆ − θ| ≤ 400κ ≤ /2, yielding the desired Rˆ (via Lemma 32). We thus focus on
proving that for a rational θ we can obtain in time poly(n, size(θ)) values gˆθ, aˆθ satisfying (24)
and (25), respectively.
Let 2 = κ/105, 1 := 2/
(
24n(2bˆ)2m
)
, 0 = 1/(k4k). By Lemmas 29 and 32, for a rational
number φ, we can construct in time poly(n, size(φ)) a rooted tree Tφ in T∆ with root xφ that
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has degree 1 and implements a field λφ such that |λφ − eiφ| ≤ 0. For convenience, let
Q±φ := ZTφ,±xφ(λ, b) and note that
∣∣∣Q+φ
Q-φ
− eiφ
∣∣∣ ≤ 0. (28)
Let Tθ, T0 be the trees obtained for φ = θ, 0 and note that that Tθ, T0 implement the vertex
activities eiθ, 1 respectively (with precision 0).
Recall that Pk is the path with k vertices and endpoints uk, vk, we denote by VPk the set of
its vertices. Let Pk,T0 be the tree obtained from Pk by attaching k − 2 disjoint copies of the
graph T0 to the internal vertices of the path, i.e., for i = 1, . . . , k− 2, identify the root x0 of the
i-th copy of T0 with the i-th internal vertex of the path. For convenience, let
A±± := ZPk,T0 ,±uk,±vk(λ, b). (29)
Recall that H = (VH , EH) denotes the graph obtained by subdividing edge e of G. Let
Hθ ∈ G∆ be the graph obtained from H by replacing every edge {x, y} of H by a distinct copy
of Pk,T0 (identifying x with uk and y with vk) and attaching the tree Tθ on the vertex s of H
(identifying s with the root xθ). Effectively, the construction of Hθ is so that the Ising model
on Hθ with edge activities equal to b and vertex activities equal to λ corresponds to an Ising
model on H with edge activities equal to bˆ, and vertex activities equal to λ apart from that of
vertex s which is set to eiθ. In this latter model, the contribution to the partition function from
configurations where s is set to + is given by t and the contribution to the partition function
from configurations where s is set to - is given by r, where t, r are as in (22). Based on this, we
will soon show that ∣∣∣ ZHθ(λ, b)
Q-θ(A++)
m+1
− g(θ)
∣∣∣ ≤ 2. (30)
From (30), we obtain the desired approximations gˆθ, aˆθ that satisfy (24), (25) respectively, as
follows. First, observe that |g(θ)| ≥ |t|κ/2 ≥ 102/τ since |θ − a| ≥ κ for every a ∈ arg(Rgoal).
Second, Tθ and Pk,T0 are trees of size poly(n, size(θ)), so we can compute Q-θ and A++ in time
poly(n, size(θ)). Using a poly-time algorithm for #IsingNorm(λ, b,∆,K), we can compute Zˆθ
in time poly(n, size(θ)) which is within a factor of 1 ± τ from |ZHθ(λ, b)|, thus yielding gˆθ =
Zˆθ
|Q-θ| |A++|m+1 that satisfies (24). Similarly, using a poly-time algorithm for #IsingArg(λ, b,∆, ρ),
we can compute Aˆθ in time poly(n, size(θ)) which is within distance ρ from Arg(ZHθ(λ, b)).
Noting that the argument α of ZHθ (λ,b)
Q-θ(A++)
m+1 −g(θ) satisfies sin(α) ≤ 2/g(θ), from which it follows
that α ≤ ρ. Hence aˆθ = Aˆθ −Arg(Q-θ)− (m+ 1)Arg(A++) (mod 2pi) satisfies (25).
It remains to prove (30). We first claim that∣∣∣ A±±
(Q-0)
k−2 − ZPk,±uk,±vk(1, b)
∣∣∣ ≤ 1
4
ZPk,±uk,±vk(1, b). (31)
Indeed, for a fixed σ : VPk → {+, -}, the aggregate contribution to ZPk,T0 (1, b) from configurations
on Pk,T0 that agree with σ on VPk is (Q
+
0)
n+(σ)(Q-0)
n-(σ)wPk,σ(1, b) where n±(σ) is the number
of internal vertices in Pk that have spin ± under σ, so (31) follows from aggregating over the
relevant σ and observing that9
∣∣ (Q+0)j
(Q-0)
j − 1
∣∣ ≤ k0 for all j = 0, . . . , k. From (19) and (31), it
follows that A±,± 6= 0 and ∣∣∣A-+
A++
− bˆ
∣∣∣ ≤ 1, ∣∣∣A--
A++
− 1
∣∣∣ ≤ 1, (32)
Now, for σ : VH → {+, -} with σ(s) = +, let W +σ be the aggregate weight of configurations on
Hθ that agree with σ on V (H). Define analogously W -σ . Then, we have that
W ±σ = Q
±
θ(A++)
m++(σ)(A+-)
m+-(σ)(A--)
m--(σ),
9Here, and in the follow-up estimates, we use that for complex numbers c1, . . . , ci and d1, . . . , di it holds that∣∣∏i
j=1 cj −
∏i
j=1 dj
∣∣ ≤∑ij=1 |cj − dj |∏j−1j′=1 |cj |∏ij′=j+1 |dj |.
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where m++(σ),m+-(σ),m--(σ) denote the number edges of EH whose endpoints are assigned
++, +-, --, respectively. Since the total number of edges in EH is m+ 1, we obtain∣∣∣∣ W +σQ-θ(A++)m+1 − eiθ wH,σ(λ, bˆ)
∣∣∣∣ ≤ 2/10n, ∣∣∣∣ W -σQ-θ(A++)m+1 − wH,σ(λ, bˆ)
∣∣∣∣ ≤ 2/10n. (33)
Observe also that the quantities t, r, as defined in (22), are such that
t =
∑
σ:VH→{+,-};σ(s)=+
wH,σ(λ, bˆ) and r =
∑
σ:VH→{+,-};σ(s)=-
wH,σ(λ, bˆ),
so summing (33) over all σ gives (30). This finishes the proof of (30) and hence completes the
computation of Rgoal in poly(n) time.
The computation of R′goal is completely analogous, once we establish an analogue of (30).
In particular, let H ′ be the graph obtained from H by removing vertex s and adding the
vertices u′, v′, s′ and the edges {u, u′}, {u′, s′}, {s′, v′}, {v′, v}; note that H ′ is obtained from G
by replacing the edge e by a path with three vertices. We construct H ′θ from H
′ as above, with
a minor twist: we replace every edge {x, y} of H ′ with a distinct copy of Pk,T0 (identifying x
with uk and y with vk), we attach the rooted tree Tθ on the vertex s′ of H ′ (identifying s′ with
the root xθ), and we attach two distinct copies of the rooted tree Tpi on the vertices u′, v′ of H ′
(identifying u′, v′ with the corresponding roots xpi in the two copies of Tpi). Note the use of the
tree Tpi in the construction of H ′ which, analogously10 to (28), implements the field eipi = −1
(with precision 0). Effectively, the construction of H ′θ is so that the Ising model on H
′
θ with edge
activities equal to b and vertex activities equal to λ corresponds to an Ising model on H ′ with
edge activities equal to bˆ, and vertex activities equal to λ apart from those of u′, s′, v′ which are
set to −1, eiθ,−1, respectively. In this latter model, the contribution to the partition function
from configurations where s′ is set to + is given by t′ = (bˆ2 − 1)2z++ and the contribution to the
partition function from configurations where s′ is set to - is given by r′ = (bˆ2 − 1)2z--. Based
on this, we obtain similarly to above, the following analogue of (30):∣∣∣ ZH′θ(λ, b)
Q-θ(Q
-
pi)
2(A++)m+2
− (t′eiθ + r′)∣∣∣ ≤ 2. (34)
Having (34) at hand, the computation of R′goal can be carried out using exactly the same proce-
dure as for Rgoal. This finishes the proof of Lemma 34. 
8.3. Proof of our main theorem. We are now ready to finish the proof of Theorem 1, which
we restate here for convenience.
Theorem 1. Let ∆ ≥ 3 be an integer, b ∈ (0, ∆−2∆ ] be a rational, and λ ∈ CQ be a com-
plex number with |λ| = 1 and λ 6= ±1. Let K = 1.001 and ρ = pi/40. Then, the problems
#IsingNorm(λ, b,∆,K) and #IsingArg(λ, b,∆, ρ) are #P-hard.
Proof of Theorem 1. To prove the #P-hardness results, we will show that, assuming a poly-
time algorithm for either #IsingNorm(λ, b,∆,K) or #IsingArg(λ, b,∆, ρ), then, on input a graph
G ∈ G3 we can compute ZG(λ, bˆ) in poly-time, which is #P-hard by [27], Theorem 1.1. In fact,
it suffices to compute in poly-time, for an arbitrary edge e of G, the ratio ZG(λ,bˆ)
ZG\e(λ,bˆ)
since then
we can compute ZG(λ, bˆ) using a telescoping product over the edges of the graph G.
So fix an arbitrary edge e = {u, v} of G and let z±± := ZG,±u,±v(λ, bˆ). The ratio r∗ := ZG(λ,bˆ)ZG\e(λ,bˆ)
is well-defined since, by the choice of bˆ, we have ZG\e(λ, bˆ) 6= 0 (cf. (20) and (21)). Moreover,
we can express r∗ using the z±±’s as follows:
r∗ =
z++ + z-- + bˆ(z+- + z-+)
z++ + z-- + z+- + z-+
.
10Even though pi is irrational, it holds that eipi = −1 and we can therefore construct Tpi satisfying (28) for
φ = pi using Lemma 29.
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We will compute r∗ using Lemma 34. Namely, by Lemma 34, we can compute in poly-time
the value of the ratio
r = RG,e =
A2z++ +AB(z+- + z-+) +B
2z--
A2z-- +AC(z+- + z-+) + C2z++
, where
A := bˆ
B := 1
C := 1
. (35)
Let G′ be the graph obtained from G \ e by adding two new vertices u′, v′ and adding the edges
{u, u′}, {u′, v′}, {v′, v}. We next apply Lemma 34 to the graph G′ with the edge e′ = {u′, v′}.
We first express ZG′\e′,±u′,±v′(λ, bˆ) in terms of the z±±’s. We have
ZG′\e′,+u′,+v′(λ, bˆ) = λ2
(
z++ + bˆ(z+- + z-+) + bˆ
2z--
)
,
ZG′\e′,+u′,-v′(λ, bˆ) = λ
(
bˆz++ + z+- + bˆ
2z-+ + bˆz--
)
,
ZG′\e′,-u′,+v′(λ, bˆ) = λ
(
bˆz++ + bˆ
2z+- + z-+ + bˆz--
)
,
ZG′\e′,-u′,-v′(λ, bˆ) = bˆ2z++ + bˆ(z+- + z-+) + z--.
Then, by Lemma 34, we can compute in poly-time the value of the ratio
r′ = RG′,e′ =
(A′)2z++ +A′B′(z+- + z-+) + (B′)2z--
(A′)2z-- +A′C ′(z+- + z-+) + (C ′)2z++
, where
A′ := bˆ(λ+ 1)
B′ := 1 + bˆ2λ
C ′ := bˆ2 + λ
. (36)
We are now in position to complete the computation of r∗. We first show how to decide in
poly-time whether z++ = 0. We claim that
z++ = 0⇐⇒ r = B/C and r′ = B′/C ′. (37)
Indeed, if z++ = 0, then z-- = 0 from Lemma 31, and therefore from (35), (36) we have that
r = B/C and r′ = B′/C ′. Conversely, using that A2 6= BC and (A′)2 6= B′C ′, we have that
r = B/C =⇒ Cz++ = Bz--, r′ = B′/C ′ =⇒ C ′z++ = B′z--,
which together imply that z++ = 0.
Using (37) we can decide in poly-time whether z++ = 0. If so, by Lemma 31, we have z-- = 0
and hence r∗ = bˆ. So, assume z++ 6= 0, and hence z-- 6= 0 in what follows. We claim that
z+- + z-+ = 0⇐⇒ r = A
2z++ +B
2z--
A2z-- + C2z++
, r′ =
(A′)2z++ + (B′)2z--
(A′)2z-- + (C ′)2z++
. (38)
The forward direction is again trivial. For the backward direction, we have
r =
A2z++ +B
2z--
A2z-- + C2z++
=⇒ Cz++ = Bz-- or z+- + z-+ = 0,
r′ =
(A′)2z++ + (B′)2z--
(A′)2z-- + (C ′)2z++
=⇒ C ′z++ = B′z-- or z+- + z-+ = 0.
Since z++, z-- 6= 0, we therefore obtain that z+- + z-+ = 0, proving (38).
Note, we can decide the right-hand of (38) in poly-time using the value of the ratio r′′ = z--/z++
from the second part of Lemma 34. If it turns out that z+- + z-+ = 0, then r∗ = 1 and we are
done. Otherwise, we can use the values of r and r′′ to compute the ratios z++z+-+z-+ ,
z--
z+-+z-+
, which
we can then use to compute r∗.
This completes the computation of the ratio r∗, and therefore the proof of Theorem 1. 
9. Equivalence for λ = −1 with Approximately Counting Perfect Matchings
In this section, we show that for λ = −1, the problem of approximating the partition of
the ferromagnetic Ising model on graphs of maximum degree ∆ is equivalent to the problem
#PerfectMatchings, the problem of approximately counting perfect matchings on general graphs.
The proof follows the technique in [18], where the case of negative b but λ = 1 was considered;
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here however, we need to rework the relevant ingredients. The main such ingredient is the
following “high-temperature” expansion formula for λ = −1.
Lemma 36. Let λ = −1 and b 6= −1 be an arbitrary number. Then, for any graph G = (V,E),
ZG(λ, b) = (−2)|V |
(1 + b
2
)|E| ∑
S⊆E;S odd
(1− b
1 + b
)|S|
,
where the sum is over S ⊆ E such that every vertex v ∈ V has odd degree in the subgraph (V, S).
Proof. Let G = (V,E) be a graph. For a set S ⊆ E and a vertex v ∈ V , we let dv(S) denote the
degree of v in the subgraph (V, S).
For the purposes of this proof, it will be convenient to view configurations of the Ising model
on G as vectors in {±1}V . Now, for a configuration σ ∈ {±1}V we use the notation n+(σ)
to denote the number of vertices with spin +1. Observe that n+(σ) = 12
(|V | +∑v∈V σv) and
that for an edge e = (u, v), we have b1{σu 6=σv} = 1+b2
(
1 + 1−b1+bσuσv
)
= ρ
(
1 + νσuσv
)
, where for
convenience we set ρ := 1+b2 and ν :=
1−b
1+b . So, using that i
2 = −1,
ZG(λ, b) = ρ
|E| ∑
σ∈{±1}V
λn+(σ)
∏
e=(u,v)∈E
(1 + νσuσv) = ρ
|E| ∑
σ→{±1}V
λn+(σ)
∑
S⊆E
ν|S|
∏
v∈V
(σv)
dv(S)
= i|V |ρ|E|
∑
S⊆E
ν|S|
∑
σ∈{±1}V
∏
v∈V
iσv(σv)
dv(S).
The latter sum is equal to
∏
v∈V
∑
σv∈{±1} i
σv(σv)
dv(S), which equals 0 if dv(S) is even, and 2i
otherwise. Plugging this in the expression above, yields the lemma. 
Now, we are ready to show the main theorem for this section. For counting problems A,B
we use the notion of AP-reductions, see [12]. Roughly, we have that A ≤AP B if an FPRAS for
B can be converted to an FPRAS for A, and A ≡AP B if both A ≤AP B and B ≤AP A hold.
Theorem 37. Let λ = −1 and b ∈ (0, 1) be a rational. Then, for any connected graph G, we
have ZG(λ, b) > 0 if G has an even number of vertices and ZG(λ, b) = 0, otherwise.
Moreover, for all integers ∆ ≥ 3, we have that #IsingNorm(λ, b,∆) ≡AP #PerfectMatchings.
Proof. The statement about the sign of ZG(λ, b) follows from Lemma 36, and the fact that every
connected graph with an even number of vertices has a spanning subgraph where every vertex
has odd degree. We thus focus on proving the AP-equivalence.
#PerfectMatchings ≤AP #IsingNorm(λ, b,∆). It is well-known that the problem of approxi-
mating the number of perfect matchings on general graphs is AP-equivalent to the same problem
on graphs of maximum degree 3, see, e.g., [21, Lemma 28]. So, let G = (VG, EG) be a graph of
maximum degree 3, with n = |VG| and m = |EG|, and let M be the set of perfect matchings
of G. Since we can check whether a graph has a perfect matching in polynomial time, we may
further assume that |M| > 0 and in particular that n is even. Let  ∈ (0, 1) be the desired
relative error that we want to approximate |M|.
Analogously to (18) and (19), for k = 1 + 2dm2+ln(1/)− ln(1−b) e, let Pk = (Vk, Ek) be the path with
k vertices whose endpoints are labeled uk, vk and P ∗k = (V
∗
k , E
∗
k) be the graph obtained from
Pk by attaching a vertex zi to the i-th internal vertex wi of Pk, for i = 1, . . . , k − 2. Let
A±,± := ZP ∗k ,±uk,±vk(λ, b). Then, it is not hard to see that
11[
A++ −A+-
−A-+ A--
]
= (1− b)k−2
[
1 b
b 1
]k−1
11Here, the key observation is that for a configuration τ : Vk → {+, -}, the aggregate weight of configurations
σ : V ∗k → {+, -} with σVk = τ is (−1)1{τuk 6=τvk}(1− b)k−2wPk,τ (1, b). Indeed, if τ(wi) = + then the contribution
of the edge (wi, zi) and the external field on zi is b + λ = b − 1, whereas if τ(wi) = - the contribution is
1 + bλ = 1 − b. This, combined with the factor λn+(τ) coming from the external fields on Vk, gives the factor
(−1)1{τuk 6=τvk}(1− b)k−2 above; the remaining contribution is just the weight of τ on Pk when the external field
of all vertices on Pk is equal to 1.
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and so
A++ = A-- =
1
2
(
(1 + b)k−1 + (1− b)k−1)(1− b)k−2, and
A+- = A-+ =
1
2
(
(1− b)k−1 − (1 + b)k−1)(1− b)k−2.
We next set
bk := −A+-
A++
= −A-+
A--
, and observe that 1− (1− b)k−1 < bk < 1. (39)
Let H = (VH , EH) be an instance of #IsingNorm(λ, b,∆) obtained from G by replacing every
edge e = (u, v) of G with a distinct copy of P ∗k , identifying the endpoints u, v with uk, vk,
respectively. Then, we claim that
ZH(λ, b) = (A++)
mZG(λ, bk). (40)
Indeed, for a configuration σ : VG → {+, -}, let ΩH,σ = {σ′ : VH → {+, -} | σ′VG = σ} be the
configurations on H which agree with σ on VG, and ZH,σ(λ, b) be the contribution to ZH(λ, b)
from configurations in ΩH,σ. Then, we have
ZH,σ(λ, b) = λ
|n+(σ)| ∏
e=(u,v)∈EG
(−1)1σu 6=σvAσuσv = (A++)mλ|n+(σ)|bδ(σ)k ,
proving (40). Note, from Lemma 36 we have that
ZG(λ, bk) = 2
n
(1 + bk
2
)m ∑
S⊆E;S odd
(1− bk
1 + bk
)|S|
. (41)
Perfect matchings in G are in 1-1 correspondence with odd sets S ⊆ E with |S| = n/2. Moreover,
for any other odd set S ⊆ E we have |S| > n/2 + 1, and hence, using also (40), we obtain∣∣∣∣ ZH(λ, b)
(A++)m2n
(
1+bk
2
)m(1−bk
1+bk
)n/2 − |M|
∣∣∣∣ ≤ 2m(1− bk1 + bk
)
≤ |M|.
Using therefore an FPRAS for #IsingNorm(λ, b,∆), we can approximate ZH(λ, b) within relative
error  in time poly(n, 1/), and compute therefore |M| within relative error , finishing the AP-
reduction.
#IsingNorm(λ, b,∆) ≤AP #PerfectMatchings. We first consider the case ∆ = 3. Let G =
(V,E) be a graph of maximum degree ∆ = 3 that is input to #IsingNorm(λ, b,∆), and set
n = |V |, m = |E|. We may assume that n is even, since otherwise we can output 0 for the
partition function. By Lemma 36 we have that
ZG(λ, b) = 2
n
(1 + b
2
)m ∑
S⊆E;S odd
(1− b
1 + b
)|S|
. (42)
To formulate this in terms of perfect matchings, we construct a graph G′ = (V ′, E′) as follows,
resembling the construction in [13]. For v ∈ V , let dv be the degree of v in G. For a vertex
v ∈ V , if dv = 3, replace v with a triangle of vertices Tv = {v1, v2, v3}; otherwise, keep v in
G′ as well and let for convenience Tv = {v}. For every edge (u, v) ∈ E, add an edge in G′
between a vertex in Tu and Tw so that G′ has maximum degree 3; note that edges of G that
are not incident to degree-3 vertices belong to G′ as well. We call internal all edges of G′ whose
endpoints belong to some Tv and external all other edges of G′. Note that an edge e of G maps
to an external edge ex(e) of G′ bijectively, under the natural mapping. We use ex(G′) to denote
the external edges of G′.
For v ∈ V , observe that any perfect matching in G′ must contain exactly one external edge
incident to a vertex in Tv if |Tv| = 1, and two or three edges if |Tv| = 3, either one internal and
one external, or three external, respectively. Based on this, we have that a perfect matching M ′
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in G′ maps bijectively to an odd subset S of G, by adding an edge e of G to S iff ex(e) ∈ M ′.
Therefore, withM′ denoting the set of perfect matchings in G′, we can rewrite (42) as
ZG(λ, b) = 2
n
(1 + b
2
)m ∑
M ′∈M′
(1− b
1 + b
)|M ′∩ex(G′)|
.
Let n′ = |V ′| ≤ 3n and m′ = |E′|. Let p, q be positive integers with gcd(p, q) = 1 such that
p
q =
1−b
1+b . Let G
′′ be the multigraph obtained from G′ by replacing every external edge e = (u, v)
with p parallel edges connecting u to a new vertex we, q parallel edges connecting we to a new
vertex ze, and an edge between ze and v; note, internal edges of G′ are left intact. LetM′ and
M′′ be the set of perfect matchings of G′ and G′′ Then, there is a one-to-many correspondence
between perfect matchings M ′ ∈M′ in G′ and perfect matchings M ′′ ∈M′′, where an internal
edge e is matched in M ′ iff e is matched in M ′′, while an external edge e = (u, v) is matched in
M ′ iff (ze, v) is matched in M ′′. Note that, for an external edge e and a perfect matching M ′′ of
G′′, if (ze, v) belongs to M ′′ then u must be matched by one of the p parallel edges connecting
u to we, whereas if (ze, v) does not belong to M ′′, we and ze must be matched by one of the q
parallel edges connecting u to we; it follows that
|M′′| =
∑
M∈M′
p|M∩ex(G
′)|qm−|M∩ex(G
′)|.
Finally, if we let G′′′ be the graph obtained from G′′ by replacing every edge of G′′ with a
path of length 3, we have that the set of perfect matchingsM′′′ off G′′′ is in 1-1 correspondence
withM′′, and we see that 2n(1+b2 )mqm|M′′′| equals ZG(λ, b), completing the AP-reduction for
∆ = 3.
To handle the case ∆ ≥ 4, it suffices to show that #IsingNorm(λ, b,∆) ≤AP #IsingNorm(λ, b, 3)
since AP-reductions are transitive, see [12]. Let G = (V,E) be a graph of maximum degree ∆,
and set n = |V |. Let V≤3 = {v ∈ V | dv ≤ 3} be the set of vertices in G with degree ≤ 3, and
V>3 be the set of the remaining vertices.
Construct a graph G′ = (V ′, E′) from G by replacing every vertex v ∈ V with dv = t ≥ 4,
with a path of 2t − 1 vertices if t is odd and of 2t − 3 vertices if t is even. We partition the
vertices on the path into two sets Tv, T ′v according to their parity, so that the endpoints of the
path belong to Tv; note that |Tv| = t if t is odd, while |Tv| = t− 1 if t is even. We keep vertices
v ∈ V≤3 in G′, and for such vertices, we let for convenience Tv = {v}. Then, for every edge
(u, v) ∈ E, we add an edge in G′ between a vertex in Tu and Tv so that, in the end, G′ has
maximum degree 3 and, further, for vertices v ∈ V>3 with dv even, exactly one endpoint of the
path on Tv ∪T ′v has degree 3 in G′ (and the other has degree two). As before, we call an edge in
G′ internal if both of its endpoints lie within a set Tv for some v ∈ V , and external otherwise.
The key observation is that the aggregate contribution to ZG′(λ, b) from configurations on G′
where, for some v ∈ V , the vertices in Tv do not get the same spin is zero.12 For a configuration
σ on G, let ΩG′,σ be the set of configurations on G′ such that all vertices in Tv get the spin σv
and let ZG′,σ(λ, b) be their aggregate contribution to ZG′(λ, b), so that, from the observation
above, we have
ZG′(λ, b) =
∑
σ:V→{+,-}
ZG′,σ(λ, b).
For a configuration σ : V → {+, -}, external edges and the external fields on V≤3 contribute
to ZG′,σ(λ, b) a factor of λ|n+(σ)∩V≤3|b|δG(σ)|. For v ∈ V>3 with σv = +, the edges in Tv ∪ T ′v
and the external fields on Tv ∪ T ′v contribute to ZG′,σ(λ, b) a factor of −(1 − b2)|Tv |, and a
factor of (1 − b2)|Tv | if σv = -. It follows that ZG′,σ(λ, b) = (1 − b2)|T |λ|n+(σ)|wG,σ(λ, b) where
T = ∪v∈V ;dv≥4|Tv|. It follows that
ZG′(λ, b) = (1− b2)|T |ZG(λ, b),
12This follows by observing that for a path with two edges, the aggregate weight of configurations where the
endpoints of the path have different spins is equal to 0 (using that λ = −1).
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therefore completing the AP-reduction, since by construction G′ is a graph of maximum degree 3.
This finishes the proof of Theorem 37. 
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