We explore the subject of percolation on Galton-Watson trees. Letting g(T, p) represent the probability a tree T survives Bernoulli percolation with parameter p, we establish several results relating to the behavior of g in the supercritical region. These include an expression for the third order Taylor expansion of g at criticality in terms of limits of martingales depending on T , a proof that g is smooth on the supercritical region, and a proof that g extends continuously to the boundary of the supercritical region. Allowing for some mild moment constraints on the offspring distribution, each of these results is shown to hold for almost every Galton-Watson tree.
Introduction
The growth rate and regularity properties of random trees can be analyzed using a variety of different methods. Examples of statistics which can be employed towards this purpose include the escape speed of simple random walk and the Hausdorff dimension of the boundary, each of which is known to be constant on GW-almost every tree T . A third potentially useful statistic, and one which appears to offer greater insight into the individual eccentricities of a random tree T , is the probability T survives Bernoulli-p percolation i.e. the probability there is a path of open edges from the root to infinity, where each edge is declared open with independent probability p. Denoting this probability as g(T, p), we seek to understand several regularity properties which g(T, p) is shown to posses for almost every T . More precisely, letting GW denote the measure on locally finite rooted trees induced by the Galton-Walton process for some fixed progeny distribution Z, we seek to identify regularity properties of g(T, p) that hold for GW-a.e. T .
The properties of the Bernoulli-p percolation survival function have been studied extensively in certain other cases, such as on Z d . In the case of Z 2 , for instance, the Harris-Kesten Theorem [Har60, Kes80] states that the critical percolation parameter is equal to 1/2 and g(Z 2 , 1/2) = 0; furthermore, the survival function is not right-differentiable at criticality [KZ87] . On d ≥ 3, less is known, despite the high volume of work on the subject: the precise value of the critical probability p c (d) is unknown for each d ≥ 3; for d ≥ 19, mean-field behavior has been shown to hold, implying that percolation does not occur at criticality [HS94] . This has recently been upgraded with computer assistance and shown to hold for d ≥ 11 [FvdH17] , while the cases of 3 ≤ d ≤ 10 are still open. Lower bounds on the survival probability of Z d in the supercritical region are an area of recent work [DCT16] , but exact behavior near criticality is not known in general. On Conversely, there is less work concerning the behavior of g for random trees. For the regular d-ary tree, the classical theory of branching processes implies that p c = 1/d and that for p > p c , g(T d , p)is equal to the largest fixed point of 1 − (1 − px) d in [0, 1] (see, for instance, [AN72] for a treatment of this theory). In the case of Galton-Watson trees, there are two ways to proceed: we may generate the tree and percolation cluster at the same time, or we may generate a tree and then perform percolation on each resulting tree. The former case is known as the annealed process while the latter is the quenched process. In the annealed case, the probability of surviving supercritical Bernoulli-p percolation is the fixed point of 1 − φ(1 − px) where φ is the probability generating function of the offspring distribution. Denoting the annealed survival probability as g(p), we see that because φ is analytic with respect to both x and p, and because neither of its partial derivatives ever vanish on (0, 1), it follows from the implicit function theorem for analytic functions that g(p) is analytic on (p c , 1). This observation now inspires us to pose the question: which properties of the annealed survival function g(p) also apply to the quenched survival function g(T, p) for GW-a.e. T ?
The jumping off point in our analysis of the quenched survival function g(T, p) is the following classical result of Lyons: Given this fact, it can be shown that g(T, p c ) = 0 a.s. as well.
Remark. Note that throughout, the notion of "conditioning on nonextinction" will be irrelevant, since we will always assume P[Z = 0] = 0. This assumption can be made without loss of generality by passing to the reduced tree as described in [AN72, Chapter 1.D.12].
Our results examine the regularity properties of g(T, p) on the supercritical region: Theorem 1.2. For GW a.e. tree T , the quantity g(T, x) is smooth as a function of x on (p c , 1). Further, if E[Z 5(1+β) ] < ∞ for some β > 0, then the first derivative is continuous at p c in the sense that the right derivative at p c is the limit of g (T, x) as x ↓ p c and both are given by 2 p 3 c φ (1) W where W is the martingale limit of T . Finally, if E[Z 7(1+β) ] < ∞ for some β > 0, then we have the third order approximation g(T, p c + ε) = W r 1 ε + (W r 2 + E 2 ) ε 2 + (W r 3 + E 3 ) ε 3 + o(ε 3 )
almost surely, where E 2 and E 3 are mean-zero random variables given explicitly and the {r i } are constants so that g(p c + ε) = r 1 ε + r 2 ε 2 + r 3 ε 3 + o(ε 3 ).
This shows that certain regularity properties of the annealed survival function g(p)-such as smoothnesscarry over to the quenched case. Additionally, it shows that for almost every Galton-Watson tree, the survival probability of percolation is right-differentiable at p c , in contrast to on Z 2 .
The proof of Theorem 1.2 is broken up into three main pieces: the Taylor expansion at criticality is given in Proposition 4.8; smoothness on the supercritical region (p c , 1) is established in Theorem 3.5 showing the derivative extends continuously to criticality is achieved in Theorem 4.12.
To find the expansion at criticality, we write the event of surviving Bernoulli percolation as a union over all vertices v at height n of the event of surviving through v. The Bonferroni inequalities then give upper and lower bounds on g for each n. Strategically choosing n and using a modified Strong Law argument squeezes g(T, p c + ε)/ε 3 between two terms tending to the desired limit. The error terms are given in Proposition 4.8 as a function of martingales derived from the expected number of k-sets that survive critical percolation; existence of these martingale limits is tackled in Theorem 4.4.
The analysis of g on the supercritical region (p c , 1) relies on a more combinatorial interpretation of the derivative. In particular, Proposition 3.2 shows that the derivative of g in the supercritical region can be written in terms of the expected value of the height at which the percolation cluster first branches. The further derivatives are found via an inductive argument; roughly, while the first derivative is interpreted in terms of the expected height of first branching, the higher derivatives are interpreted in terms of the lengths of specific subtree structures occurring at the root. The inductive relation is given in Proposition 3.8.
Remark.
It is perhaps worth noting that the proof of smoothness of g on (p c , 1) does not require any assumptions related to the moments of the offspring distribution. Additionally, in the case of E[Z] = ∞, p c = 0 almost surely.
Construction and preliminary results
Since we will be working with probabilities on random trees, it will be useful to explicitly describe our probability space and notation.
Galton-Watson trees
We begin with some notation we use for all trees, random or not. Let U be the canonical Ulam-Harris tree [ABF13] . The vertex set of U is the set V := ∞ n=1 N n , with the empty sequence 0 = ∅ as the root. There is an edge from any sequence a = (a 1 , . . . , a n ) to any extension a j := (a 1 , . . . , a n , j). The depth of a vertex v is the graph distance between v and 0 and is denoted |v|. We work with trees T that are locally finite rooted subtrees of U. The usual notations are in force: T n denotes the set of vertices at depth n; T (v) is the subtree of T at v, canonically identified with a rooted subtree of U, in other words the vertex set of T (v) is {w : v w ∈ V (T )} and the least common ancestor of v and w is denoted v ∧ w.
Turning now to Galton-Watson trees, let φ(z) := ∞ n=1 p n z n be the ordinary generating function for a supercritical branching process with no death, i.e., φ(0) = 0. We recall,
where Z is a random variable with probability generating function φ.
We will work on the canonical probability space (Ω, F, P) where Ω = (N × [0, 1]) V , F is the product Borel σ-field, and P is the probability measure making the coordinate functions
with the law of (Z, U ), where U is uniform on [0, 1] and independent of Z. The variables {deg v }-where deg v is interpreted as the number of children of vertex v-will construct the Galton-Watson tree, while the variables {U v } will be used later for percolation. Let T be the random rooted subtree of U which is the connected component containing the root of the set of vertices that are either the root or are of the form v j such that 0 ≤ j < deg v . This is a Galton-Watson tree with ordinary generating function φ. Let T := σ({deg v }) denote the σ-field generated by the tree T, and GW the measure induced on T by restricting P to T .
As is usual for Galton-Watson branching processes, we denote Z n := |T n |. Extend this by letting Z n (v) denote the number of offspring of v in generation |v| + n; similarly, extend the notation for the usual martingale 
For convenience, we define p c := 1/µ, and recall that p c is in fact GW-a.s. the critical percolation parameter of T as per Theorem 1.1.
Bernoulli Percolation and Annealed Survival
In this subsection we give the formal construction of Bernoulli percolation on random trees. For 0 < p < 1, simultaneously define Bernoulli(p) percolations on rooted subtrees T of U by taking the percolation clusters to be the connected component containing 0 of the induced subtrees of T on all vertices v such that U v ≤ p. Let F n be the σ-field generated by the variables {U v , deg v : |v| < n}. Let p c = 1/µ = 1/φ (1) denote the critical probability for percolation. Write v ↔ T,p w if U u ≤ p for all u on the geodesic from v to w in T . Informally, v ↔ T,p w iff v and w are both in T and are connected in the p-percolation. The event of successful p percolation on T is denoted H T (p) := {0 ↔ T,p ∞} and the event of successful p percolation on the random tree T, is denoted H T (p) or simply H(p). Let g(T, p) := P[H T (p)] denote the probability of p percolation on T . Often, we will be concerned with the probability of a percolation event for a fixed tree; we may define
For almost every Galton-Watson tree T , we may interpret P T [·] as a function where we condition on T = T . We may define g(T, p) :
. Since p c = 1/µ is the critical percolation parameter for a.e. T, and since no percolation occurs at criticality, note that g(T, p) = 0 for all p ∈ [0, p c ].
We now record some basic properties of g.
Proposition 2.1. The derivative from the right K := ∂ + g(p c ) exists and is given by
where 1/φ (1) is interpreted as lim ξ→1 − 1/φ (ξ).
Proof: Let φ p (z) := φ(1 − p + pz) be the offspring generating function for the Galton-Watson tree thinned by p-percolation for p ∈ (p c , 1). The fixed point of φ p is 1 − g(p). In other words, g(p) is the unique s ∈ (0, 1) for which 1 − φ p (1 − s) = s, i.e. 1 − φ(1 − ps) = s. By Taylor's theorem with Mean-Value remainder, there exists a ξ ∈ (1 − pg(p), 1) so that
Setting this equal to g(p) and solving yields
.
Taking p ↓ p c and noting ξ → 1 completes the proof. Proof: Recall that for p ∈ (p c , 1), g(p) is the unique positive s that satisfies s = 1 − φ(1 − ps). It follows that for all p ∈ (p c , 1), g(p) is the unique s satisfying
Also note that since φ(1 − ps) is analytic with respect to both variables for (p, s) ∈ (p c , 1) × (0, 1), this means F is as well.
We aim to use the implicit function theorem to show that we can parameterize s as an analytic function of p on (p c , 1); we thus must show ∂F ∂s = 0 at all points of interest. Direct calculation gives
Since φ is strictly convex on (p c , 1), ∂F ∂s is positive for p ∈ (p c , 1) at the fixed point. Therefore, g(p) is analytic on (p c , 1).
Given enough moments, an nth order expansion of the annealed g can be obtained at criticality for any n. In order to express the coefficients, we require some notation from combinatorics. Let C j (k) denote the set of compositions of k into j parts, i.e. ordered j-tuples of positive integers (a 1 , . . . , a j ) with a 1 + · · · + a j = k; for a composition a = (a 1 , . . . , a j ) define (a) = j to be the length of a, and |a| = a 1 + · · · + a j to be the weight of a. Let C(≤ k) denote the set of compositions with weight at most k.
Moreover, the r j 's are defined recursively via
Proof: To start, we utilize the identity 1 − φ(1 − pg(p)) = g(p) for p = p c + ε, and take a Taylor expansion:
Divide both sides by g(p c + ε) and bound
Proceeding by induction, if we assume that the proposition holds for all j < k for some k ≥ 2, and we set
Noting that the assumption that the proposition holds for j = k − 1 implies that p k (ε) = o(ε −1 ), we find that the expression on the right hand side in (2.3) is the sum of a polynomial in ε, the value −p 2 c φ (1) 2 p k (ε)ε k , and an error term that's o(ε k ). This implies that all terms of this polynomial that are of degree less than k must cancel out, and that the sum of the term of order k and
, thus leaving only terms of degree greater than k. Hence, it follows that p k (ε) must be equal to C + o(1), for some constant C.
To complete the induction step, it now just remains to show that C = r k . To do this, we must find the coefficient of ε k in each term. We use the notation [ε j ] to denote the coefficient of ε j ; then for any j, we calculate
Putting this together with (2.3) we now obtain the desired equality C = r k . Finally, noting that the base case k = 1 follows from Proposition 2.1, we see that the proposition now follows by induction.
3 Regularity on the Supercritical Region We begin with three interpretations of the right-derivative of g, given in Propositions 3.1 and 3.2. For any minimal edge cutset Π, T \ Π consists of an unbounded component Π ∞ (not necessarily connected), and (as long as E(T ) = Π ∞ ∪ Π) an additional component that connects to the root Π 0 . We then have:
Proposition 3.1. Let T be a rooted, locally finite tree. For any p ∈ (0, 1), the right derivative of g is given by
Proof: Fix a rooted tree T ; for every p ∈ (0, 1) let H(p) denote the event that there is a path connecting the root to infinity along which every edge has value less than p. Since x < y =⇒ H(x) ⊆ H(y), this means that for 0 < p < p + h < 1 we have
exists and is finite.
For any minimal edge cutset Π, define E (Π)
p,p+h to be the event that all edges in Π 0 take value less than p, all edges in Π take value greater than p, and there is at least one edge in Π taking a value in (p, p + h) which can be connected to infinity by a path in Π ∞ consisting entirely of edges taking value less than p + h.
p,p+h is empty for any pair of distinct minimal edge cutsets Π and Π , and that
p,p+h where the union is over all minimal cutsets. Note that for a locally finite tree, every minimal cutset is finite (see [BP17, Chapter 3] for instance), thereby implying that the above is a countable disjoint union. Taking probabilities gives
where the product term on the right is taken over the lower vertex of each edge in Π. The Bonferroni inequalities imply
and direct calculation gives
Therefore, it follows that if (3.2) holds, then since (3.4) implies that (3.3) (when divided by h) is dominated termwise by the expression in (3.2), this means that
Remark. Since the event that T survives p-percolation does not depend on only finitely many edges, Russo's formula [Rus81] doesn't apply directly; however, Proposition 3.1 can be viewed as a Russo-type statement.
In particular, for a given edge e, the probability that e is pivotal for surviving p-percolation is precisely
where v is the vertex of e further from the root.
This is the jumping off point for two more interpretations of the right-hand-derivative, but some more notation is required.
; on the event where the tree survives ppercolation, define B p to be the first height at which the percolation cluster of the root branches, and define B p := 0 otherwise. Proposition 3.2. Let T be a rooted, locally finite tree. For any p ∈ (0, 1), we have
Proof: To see the second equality, note that each summand is equal to the probability that the percolation cluster reaches v, is infinite, and doesn't branch until after reaching v. Summing over all v at height n shows that this is equal to
The first equality requires some more work.
For a fixed tree T , define Ω T ⊂ Ω to be the subset of the probability space for which T(ω) = T . In addition, for any element ω ∈ Ω T that fails p-percolation (i.e. there is no path connecting the root to infinity with edge values less than p) we define Π p (ω) to be the unique edge cutset such that all edges in Π p (ω) take value greater than or equal to p and all edges in the component of T \ Π p (ω) that contains the root take value less than p. In the case where ω does survive p-percolation, Π p (ω) is simply defined to be the empty set. Hence, we can use Π p (ω) to define the function ϕ p :
we see that Proposition 3.1 implies that if (3.2) holds, then the right derivative of g is equal to
To get an alternate representation for
and then note that the above expression can be written in the form
Armed with these new expressions for g , we may prove continuity of the derivative:
Proof: Note that because having a continuous right derivative on an open interval implies a function is C 1 on that interval, this means that in order to prove the theorem, it will suffice to show that (3.2) holds and (3.1) is continuous on (p c , 1) for GW-almost every T .
Fix some r > 0 and p with (1 + r)p < 1. Since each term in (3.5) is continuous for GW-almost every T , this means that if (3.2) holds and (3.5) converges uniformly (each on (p , (1 + r)p )) for a.e. T , then it will follow that (3.1) is continuous on (p , (1 + r)p ) with probability 1. Now note that, based on the same argument used to show that (3.7) is equal to the sum on the right side of (3.6), the expression in (3.2) must equal
In addition, because the product expression in (3.8) is decreasing with respect to p, and g ≤ 1, we see that (3.5) and the expression in (3.2) must both be uniformly bounded above for p ∈ (p , (1 + r)p ) by
Hence, if (3.9) can be shown to converge on GW-almost every T , then (3.2) and uniform convergence of (3.5) will both occur almost surely, thus implying continuity of (3.1) on (p , (1 + r)p ) with probability 1. Taking the expectation of the sum in (3.9), we get
where we utilize g(p ) = E[g(T, p )]. If we now define Z p to be a random variable representing the number of children of the root through which there is a path from the root to infinity consisting of all open edges, then we can express the above sum as
Hence, it follows that if 1 + r <
, then (3.9) converges on a.e. tree T , thus implying that (3.2) holds and (3.1) is continuous on (p , (1 + r)p ) with probability 1. Noting that P[ Z p = 1 | Z p ≥ 1] < 1 and that this is continuous with respect to p , there must exist p , r with p c < p < p and 1 + r <
such that p < (1 + r)p < 1, from which we can conclude that there exists an open interval containing p (the interval (p , (1 + r)p )) on which g(T, x) is continuously differentiable with probability 1. Now looking at the interval [p c + 
Taking the intersection of these almost sure events over all n, we now find that g(T, x) is continuously differentiable with derivative (3.1) on all of (p c , 1) GW-a.s.
Note that the proof of Theorem 3.3 in fact shows that B p has exponential moments; we record this as a proposition:
Smoothness of g on the Supercritical Region
Building on the results from the previous subsection, we proceed to establish our main result concerning the behavior of g in the supercritical region.
In order to prove this result, we begin by presenting several new definitions. First, for any ordered tree T , let Φ(T ) be the tree we obtain by eliminating all degree-2 non-root vertices of T ; for any vertex v of Φ(T ), Φ −1 (v) will denote the corresponding vertex in T (see Figure 1) . Now let V be a finite ordered tree with no degree-2 non-root vertices. We will say V T iff there exists a subtree T of T and an order preserving graph isomorphism θ : V → Φ( T ) such that (i) Φ( T ) has the same root as Φ(T ).
(ii) Every interior vertex of Φ( T )-i.e. each vertex with children-has the same degree in Φ( T ) that it has in Φ(T ).
The largest such T for which this occurs is denoted by T (V) . If V T , then for every edge e ∈ E(V), define
represents graph distance, u and v represent the two vertices connected by e in V, and Φ −1 (θ(u)),Φ −1 (θ(v)) represent the preimages under Φ of the vertices corresponding to u and v in T (V) ). In addition, let F (x 1 , . . . , x N ) be a monomial with N = |E(V)|, let e i represent a left to right, top to bottom ordering of the edges of V, and define
Illustrations showing how Φ acts on a tree T .
For instance, if T is as in Figure 1 and V = Φ(T ) with
Finally, we let ω represent the outcome of assigning i.i.d. [0, 1] edge weights to T , and define T p (ω) to be the tree obtained if we eliminate all finite branches from the p-percolation cluster of the root in T .
With the above definitions established, we are now ready to present the first of two propositions that will be used in the proof of Theorem 3.5.
, and V is a finite ordered tree with no degree-2 non-root
Proof: We begin by introducing two additional definitions. First, for a tree T we letg(T, p) denote the probability that the root of T has at least two children in T p (ω) and defineg(p) := E[g(T, p)]. For the second definition, let v be a vertex of T with children v 1 , . . . , v n , and let v m1 , . . . , v m k be a subset of the children of v. We then let the tree • the p-percolation cluster must branch at the leaves of T in order to guarantee that T is maximal
This implies
where NoBranch( T , p) is the event that for each interior vertex of T , there are no open paths to infinity in p-percolation that don't go through T . Now observe the following string of inequalities:
By (3.13), we see that in order to prove the proposition, it will suffice to show that
We will prove (3.14) by inducting on the height of V. Starting with the base case height(V) = 1, we see that in the particular case where V consists of just the root and a single child, the expression in (3.14) is equal to
] < ∞ where the inequality follows from Proposition 3.4. More generally, when V consists of the root and m children, then the expression in (3.14) is equal to
Hence, that completes the base case height(V) = 1. Now proceeding to the induction step, assume that the expression in (3.14) is finite for all V with height(V) < n for some n ≥ 2, and take any V with height(V) = n. Defining ξ(T, V, p, r) to be the expression inside the expectation in (3.14) and letting k = |V 1 |, we then find that the expression in (3.14) is equal to
where finiteness of the last expression follows from the induction hypothesis. Having now established the induction step, we see that the proof of (3.14) is complete which, when combined with (3.13), completes the proof of the proposition.
Corollary 3.7. If V is a finite ordered tree with no degree-2 non-root vertices, and
] is finite and continuous on (p c , 1) GW-a.s.
Proof:
To prove the Corollary, we first observe that
Since for GW-a.e. T each of the summands in (3.
. Now note that the sum in ( 3.15) is dominated termwise on (p , (1 + r)p ) by the following expression:
Hence, convergence of (3.16) will imply uniform convergence of (3.15) on (p , (1 + r)p ). If we now take r > r so that 1 + r <
, then 1+r 1+r
is greater than F (V) ( T ) for all but finitely many T 's since
. This means that (3.16) will be finite as long as the following holds:
Since by (3.14) we know the above expression has finite expectation, this means that it, and therefore (3.16), is almost surely finite. This then implies uniform convergence of (3.15) on (p , (1 + r)p ) for GW-a.e. T which, as we observed, implies the statement in the Corollary.
The last major step in proving Theorem 3.5 will be to establish the following proposition.
Proposition 3.8. If V is a finite ordered tree with no degree-2 non-root vertices, and F (x 1 , . . . , x N ) is a monomial such that |E(V)| = N , then there exists a collection of finite ordered trees V 1 , . . . , V N (with no degree-2 non-root vertices) and monomials F 1 , . . . , F N (where F i is defined on |E(V i )| variables for each i ≤ N ) such that
on (p c , 1) for GW-a.e. tree T .
We begin by observing the following equalities.
Note that in the final equality above, the first two sums in (3.20) combine to equal the first sum in the expression to the left of the equality, and the third sum in (3.20) equals the second sum in the expression to the left of the equality. Now in order to prove the proposition, it will be sufficient to show that each of the three sums in (3.20) have termwise limits as h → 0 + that can be expressed in the same form as the expression on the right of the equality in (3.18), and that each of these sums converges to its termwise limit as h → 0 + on (p c , 1) for GW-a.e. T . Starting with the first sum, we note that its termwise limit as h → 0 + is equal to
where F j = x j ·F , and the first equality follows from expressing |E( T )| as N j=1 d T (e j ) and then distributing. Observing that this expression does take the form of the expression on the right in (3.18), we now want to show that the first expression in (3.20) converges to this termwise limit on (p c , 1) for GW-a.e. T . Once again invoking the same compactness argument used in the proof of Theorem 3.3, it will suffice to show that for any p , r such that p c < p < (1 + r)p < 1 and 1 + r <
, the first sum in (3.20) converges to its termwise limit as h → 0 + on (p , (1 + r)p ) for GW-a.e. T . Now taking any p, p + h, it follows from the Mean Value Theorem that this sum is equal to
for some p T ∈ (p, p + h) for each T . Next we observe that if p, p + h ∈ (p , (1 + r)p ), then (3.21) is bounded above termwise by the following expression:
Hence, convergence of (3.22) will imply that (3.21) converges to its termwise limit on (p , (1+r)p ) for GW-a.e. Now moving on to the second sum in (3.20), we see that its termwise limit is equal to
T . Now noting that (3.22) is simply a linear combination of expressions of the form given in (3.16)-this follows from again expressing |E( T )| in the form
In addition, letting
where V represents a tree just consisting of the root and two children, F 1 := x 1 , and F 2 := x 2 . Plugging this last expression into (3.23) and simplifying, we now find that (3.23) is equal to
where V j represents the tree obtained by adding two children to the jth boundary vertex of V, and F i := x |E(V)|+i · F for i = 1, 2. Hence, we see that the termwise limit of the second sum in (3.20) also takes the desired form. Now to show that this sum converges to its termwise limit on (p c , 1) GW-a.s., we once again take p , r as in the previous paragraph, and then note that it follows from the Mean Value Theorem that there are constants p T ∈ (p, p + h) such that the second sum in (3.20) is termwise equal to the following expression.
where the inequality holds termwise over all T as long as p, p + h ∈ (p , (1 + r)p ), and where V , F (V ) i
, and F (Vj ) i
are all defined in the same way as above. Now noting that the final sum above is a linear combination of expressions of the form given in (3.16), it follows that the sum is finite for GW-a.e. T . This then implies that the second sum in (3.20) converges to its termwise limit on (p , (1 + r)p ) for GW-a.e. T which, as we've seen, establishes that we in fact have convergence to the termwise limit on all of (p c , 1) GW-a.s.
To complete the proof of the proposition, we now just need to address the third and final sum in (3.20), which has a termwise limit that can be written in the following form
Note that this follows from using the explicit formula for P T [NoBranch( T , p)] as written in (3.12). In order to simplify the above expression, we let V 1 , . . . , V N (where N = 2|E(V)| − |∂V| + 1) be the ordered trees that can be obtained by adding one additional child to any of the non-boundary vertices of V, with V j representing the ordered tree that we get when the edge above the new child is the jth edge in the left to right, top to bottom ordering of the edges of the new tree. Note that the V j 's need not be distinct, since there are, for instance, k + 1 ways to obtain the same ordered tree by adding a child to a vertex v, if v has k children, all of which lie in ∂V. We then define
In addition, we also define the ordered trees V 1 , . . . , V M where M = 2|E(V)|, with V 2j−1 being the tree obtained by splitting the jth edge of V into two edges and giving the middle vertex an additional child to the left of its existing child, and V 2j being the tree we get by splitting the jth edge of V into two edges and giving the middle vertex an additional child to the right of its existing child. Note that, once again, the V j 's are not necessarily all distinct. Finally, for each j ≤ M we define the monomials F j,1 , . . . , F j,n(j) via the following steps:
(i) Label the edges of V using the standard left to right, top to bottom ordering.
(ii) Use V to generate V j by splitting edge s j (where s j := j+1 2 ) into two edges and adding a child to the new vertex (on either the left or right).
(iii) Label the edges of V j according to the standard ordering and, for every i = s j , let (i) be the new value assigned to the edge previously labeled i.
) (where r 1 and r 2 are the values assigned to the two edges obtained by dividing the old edge s j , and r 3 is the value assigned to the additional new edge).
(v) Since P j is a polynomial with positive integer coefficients, it can be expressed as a sum of monomials, which we now denote as F j,1 , . . . , F j,n(j) .
Now observing that g (T
, we note that the above expression for the termwise limit of the third sum in (3.20) can be expressed as
Hence, we find that the third sum in (3.20) also has a termwise limit that takes the form of the expression on the right in (3.18). To now prove convergence of the third sum in (3.20) to its termwise limit, we let p , r have the same relationship described above, and employ the Mean Value Theorem in order to get a new expression for (the negative of) this sum, which appears as the first expression in the following string of inequalities.
where the inequality holds termwise provided p, p + h ∈ (p , (1 + r)p ). We now note that the final expression in (3.24) can be expressed in the following form:
Observing that (3.25) is a linear combination of expressions of the form given in (3.16), it follows that the sum is finite for GW-a.e. T . This then implies that the third sum in (3.20) converges to its termwise limit on (p , (1 + r)p ) for GW-a.e. T . As we also noted in the first two cases, this in turn establishes convergence to the termwise limit on all of (p c , 1) GW-a.s. With this established, we've now shown that each of the three sums in (3.20) have termwise limits as h → 0 + that can be expressed in the same form as the expression on the right of the equality in (3.18), and that each of these sums converges to its termwise limit as h → 0 + on (p c , 1) for GW-a.e. T . Hence, the proof of the proposition is complete.
Remark. As we noted earlier, not all V j 's (and likewise V i k 's) need be distinct, since adding a child to a vertex v ∈ V (V) in two different positions relative to the ordering of the offsping of v, can in some instances yield the same tree. Therefore, in order to avoid overcounting when summing over T in the expressions in the string of inequalities above (3.25), the condition T ⊇ T , ∂ T ⊇ ∂ T , Φ( T ) ≈ V j should be interpreted as requiring that the additional child that is assigned to a vertex v ∈ V ( T ) in the process of generating T have the same position relative to its siblings as the new child that is assigned to a vertex v ∈ V (V) when generating the particular copy of V j . These considerations cease to be relevant once we obtain the simplified expression (3.25).
Proof of Theorem 3.5: To complete the proof of Theorem 3.5, we first note that because having a continuous right derivative on an open interval implies a function is continuously differentiable on that interval, this means that Corollary 3.7 and Proposition 3.8 together imply that if V and F are defined as above, then E T F (V) (T p (ω)) is continuously differentiable on (p c , 1) with derivative taking the form of the expression on the right in (3.18) for GW-a.e. T . More generally, define a function ψ(T, p) on (p c , 1) to be of type ( * ) if and only if it can be expressed in the form
for some F i , V i , C i , and integers r i . Corollary 3.7 and Proposition 3.8 combine to imply that any type ( * ) function is GW-a.s. continuously differentiable on (p c , 1) with a derivative that is also of type ( * ). Now noting that Proposition 3.2 and Theorem 3.3 together indicate that g (T, p) is of type ( * ) (with N = 1, F 1 = x 1 , C 1 = 1, r 1 = 1, and V 1 being a tree consisting of the root along with a single child), we find that it follows from induction that all derivatives of g(T, p) exist, and are of type ( * ), GW-a.s. Hence, this establishes that g(T, p) is infinitely continuously differentiable on (p c , 1) for GW-a.e. T , thus completing the proof of the theorem.
Behavior at Criticality
This section is concerned with examining the regularity of g(T, ·) at criticality as stated in Theorem 1.2. Along the way, we prove that the expected number of k-subsets of T n that survive critical percolation is asymptotically a polynomial of degree k − 1 with leading term given by a constant times W as implied by Theorem 4.4. Section 4.2 shows that g(T, ·) is differentiable at criticality and gives the second and third terms in the Taylor expansion for g(T, ·) at criticality, while Section 4.3 shows that the derivative extends continuously to criticality.
Critical Survival of k-Sets
Fix a tree T . For n ≥ 0, k ≥ 1 and v ∈ T , define
where the event 0 ↔ pc v 1 , v 2 , . . . , v k is the event that the root is connected to each of v 1 , . . . , v k under critical percolation.
The former is the familiar martingale associated to a branching process, while the latter is related to the energy of the uniform measure on T n .
Our first step is to construct a martingale for each X (k) n for T = T; the following Lemma gives an idea of how to do so.
with c k,j denoting constants given by
where C j (k) denotes the set of j-compositions of k and m r := E[
Proof: For distinct vertices v 1 , . . . , v k in T n , their set of parents u 1 , . . . , u j form a subset of T n−1 with at most k elements. The idea of Lemma 4.1 is that in order to sum over all k-sets of vertices in T n , you sum over all sets of parents first. For a fixed parent set u 1 , . . . , u j in T n−1 , the total number of k-sets with parent set {u 1 , . . . , u j } is
This is because we first have to choose how many children a i of each u i we will choose, and then choose a i children from each u i . In order for p c percolation to reach each {v i }, it must first reach each {u i } and each of the k edges from the set of {u i } to {v i } must be open as well. This gives the expansion
Take E[· | T n−1 ] of both sides and observe that for each set {u i } the terms Zi(ui) ai are independent; moreover, the sum in (4.2) is identically distributed across different sets {u i } when conditioned on T n−1 . Noting that c k,k = 1 completes the proof of the Lemma.
From here, we construct our martingales:
is a martingale with respect to the filtration {T n }. Moreover p k,j can be chosen so that p k,j (0) = 0 and deg(p k,j ) = k − j for each j < k.
Proof: Applying E[· | T n−1 ] to both sides gives
In order for Y (k) n to be a martingale, we need this expectation to be equal to Y (k) n−1 ; it is sufficient to find polynomials satisfying the recurrence relations
Setting p k,k−1 (n) := −c k,k−1 n solves the first recurrence, is of degree 1 = k − (k − 1) and has p k,k−1 (0) = 0 as desired. We will construct the remaining polynomials by induction; suppose for a fixed k we have constructed polynomials p k,j satisfying the requirements of Proposition 4.2 for each j ≥ r for some r ∈ {2, . . . , k − 1}. Then we are looking for a polynomial p k,r−1 satisfying p k,r−1 (n) + q k,r−1 (n) = p k,r−1 (n − 1) where
By assumption, deg(q k,r−1 (n)) = k − r; setting
solves the recurrence relation and is of degree k −r +1 and p k,r−1 (0) = 0. Proceeding by induction completes the proof.
We want to show that these martingales converge both almost surely and in some appropriate L p space; this will require us to take L 1+β norms for some β ∈ (0, 1]. The following lemma will be key:
, and let N be a random variable in N independent from all {ξ k } and E[N ] < ∞. If we set S n = n k=1 ξ k , then there exists a constant c > 0 depending only on β so that
Proof: Suppose first that N is identically equal to a constant n. The Marcinkiewicz-Zygmund inequality (e.g. [CT97, Theorem 10.3 .2]) implies that there exists a constant c > 0 depending only on β so that
Since 1 + β ≤ 2 and the p norms descend, we have (ξ k ) n k=1
1+β deterministically; this completes the proof for when N is constant. Writing
and applying the bound from the constant case completes the proof.
We show that these martingales converge:
Theorem 4. 4 . Assume E[Z k(1+β) ] < ∞ for some β ∈ (0, 1] and k ∈ Z >0 . Then for each j ∈ {1, . . . , k}, there exist constants C j , c j so that for all n ≥ 0
and almost surely.
The first point asserts that the martingale differences are close to an easier-to-analyze quantity; the second shows that this quantity is exponentially small for each j; the third-together with Proposition 4.2-shows that X (k)
n grows like a polynomial of degree k − 1 with coefficients determined by the geometry of the tree.
Proof: Note (1) and (2) imply that the increments Y
the triangle inequality then gives that
The L p martingale convergence theorem shows that (3) follows from (1) and (2). Therefore, it only remains to prove (1) and (2).
We proceed by induction on j. (1) 
The triangle inequality gives the desired bound:
which is exponentially small in n. This establishes (2) for j = 1. Now assume that (1) − (3) hold for all values i < j. Direct calculation shows
is a polynomial given in terms of other p · 's and c · 's explicitly. We then have
By the inductive hypothesis, the first sum has exponentially small L 1+β norm. Moreover, swapping sums and recalling the expression for q j,i from (4.3) shows that the last two sums combine to give −
Plugging this into (4.4) completes the proof of (1).
To prove (2) for j, we require a new way of writing X (j) n . For any set {v 1 , . . . , v j }, let v = v 1 ∧ v 2 ∧ · · · ∧ v j denote their most recent common ancestor. In order for 0 ↔ pc v 1 , . . . , v j to hold, we must first have 0 ↔ pc v. Looking at the smallest tree containing v and {v i }, we must have that this tree branches into some number of children i ∈ [2, j] immediately after v. We may thus sum over all possible v first by height, setting s = |v|, then choose how many children of v will be the ancestors of the v 1 , . . . , v j . We then choose those children, and choose how to distribute the {v } among them. In order for critical percolation to reach each v 1 , . . . , v j , it must first reach v, then survive to each child of v that is an ancestor of some {v }, and then survive to the {v } from there. Putting this all together, we have the decomposition
where Θ (k) r (v) is defined as the sum over i-subsets in the first equality. The difference in (2) can thus be written as
We first bound the L 1+β norm of the second sum:
where the first inequality is by applying Lemma 4.3. It remains to tackle the first sum in (4.6).
We will apply Lemma 4.3 to the first sum in (4.6), but require more information on the L 1+β norm of the i.i.d. summands. We expand
Each product of X's across different vertices is the product of independent random variables; moreover, for each set {v } ∈
T1(v) i
, the summand is identically distributed. To bound this summand, the idea is to write each X (·) n−s−1 (·) as a martingale difference plus a sum of terms of the form c · X (·) n−s−2 (·). By the inductive hypothesis, the martingale differences have exponentially small L 1+β norm, and each X (·) n−s−2 (·) has polynomial L 1+β norm. More explicitly, fix a composition a ∈ C i (j) and use Lemma 4.1 to define
We expand
where the O(e −cj (n−s−1 ) refers to in the L 1+β norm, and is found by grouping together all terms with a martingale difference and using induction. Moreover, this exponential term has mean zero, since each martingale difference is mean zero. Since there are only a fixed number of compositions of j, we may adjust the implicit constant so that
We note that for any fixed b ∈ C i (r),
Therefore, the bracketed term in (4.7) has mean zero and L 1+β norm on the order of O(e −cj (n−s−1) ). Using the triangle inequality and first conditioning on T 1 (v) shows that
since each summand is independent of T 1 (v). Using this bound together with Lemma 4.3 on the first term in (4.6) shows
Expansion at Criticality
Before finding the expansion at criticality, we show that only focusing on the first n levels of the tree and averaging over the remaining causes only a subpolynomial error in an appropriate sense; this is Proposition 4.6. Before proving it, we require a slightly altered version of the FKG inequality:
Lemma 4.5. For finite sets of edges E 1 , E 2 , E 3 , define A j to be the event that all edges in E j are open. Then
Proof: Writing each term explicitly, this is equivalent to the inequality
Since p ≤ 1, this is equivalent to
Expanding both sides by the principle of inclusion exclusion shows that the above holds for all sets E 1 , E 2 and E 3 .
Proposition 4. 6 . Suppose E[Z (2k−1)(1+β) ] < ∞, and set p = p c + ε and n = ε −δ for some δ > 0. Then for δ sufficiently small and each > 0,
as ε → 0 + almost surely.
Proof: For sufficiently small δ > 0, we note that (p c + ε) m ≤ 2p m c for each m ∈ [n, kn] for ε sufficiently small. This will be of use throughout, and is responsible for the appearance of 2's as upper bounds.
We first bound the variance of
k for a fixed q. Since this expression (conditioned on T n ) is mean zero, its variance is precisely equal to the expected value of its variance conditioned on T n . We thus square and take expectation: Taking the expected value and using Theorem 4.4 along with Jensen's Inequality and induction gives that the variance is bounded above by Cp n c n 2k−2 for some constant C. This is exponentially small in n, so there exist constants c k , C k > 0 so that the variance is bounded above by C k e −c k n .
Define a = a(m, r) = By Chebyshev's inequality, the probability that the right-hand side is greater than its mean (conditioned on T n ) plus b +1 is less than C k · b −(2 +2) e −c k n . Since n = b −δ , this is finite when summed over all possible m and r, implying that all but finitely often {ui}∈( By a similar argument, we obtain a lower bound of
This means that the absolute value of the left-hand-side of (4.8) is at most
In particular, ∂ + g(T, p c ) = ∂ + g(p c )W = r 1 W = KW a.s.
Proof: Define n = n(ε) := ε −δ for some δ > 0 to be chosen later. For each j ≥ 1, define 
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Then note that the Bonferroni inequalities imply
Bon
(1)
n (ε) + Bon We first calculate To examine the near-critical behavior of g , we require an upper bound on g near criticality. The following result from [LP17] will be useful. Before proving Theorem 4.12, we make some initial observations. First, since we know that g (T, p) = Next, we present the following lemma, which will be crucial. GW-almost surely.
Proof: Informally, the only way the derivative won't extend continuously is if there's a high amount of oscillation of G T . This means that our first task is controlling the derivative of G T . Now using the simplified expressions for the termwise limits of the three sums in (3.20) (where the first, second, and third termwise limits are equal to the three expressions to the right of the first equality below), we get the following:
