Electron fractionalization and cuprate superconductivity by Senthil, T.
ar
X
iv
:c
on
d-
m
at
/0
10
51
04
v1
  [
co
nd
-m
at.
str
-el
]  
4 M
ay
 20
01
Electron fractionalization and cuprate superconductivity
T. Senthil
Massachusetts Institute of Technology, 77 Massachusetts Ave., Cambridge 02139, USA.
(November 16, 2018)
We discuss the possibility that the electron may be fractionalized in some quantum phases of
matter in two or higher dimensions. We review the theory of such phases, and show that their
effective theory is a Z2 gauge theory. These phases may be characterized theoretically through the
notion of topological order. We discuss the appeal of fractionalization ideas for building theories of
the cuprates, and possible ways of testing these ideas.
I. INTRODUCTION
A system of strongly interacting electrons can have sev-
eral unusual properties. Among the most remarkable is
the possibility that the electron itself breaks apart into
several more “fundamental” constituents in such a sys-
tem. More precisely, the excitations of the many elec-
tron ground state may have quantum numbers that are
fractions of those of the electron. The possibility of ob-
taining fractional quantum numbers for excitations in a
solid is an old theme in condensed matter physics. There
are two famous well-studied examples of the phenomena.
The first involves electronic systems in one spatial dimen-
sion [1] as realized by polymers such as polyacetylene or,
more recently, by Carbon nanotubes. In such a situation,
the electron decays into several other excitations under
rather general conditions. The second example comes
from two dimensional electron gases in strong magnetic
fields that show the fractional quantum Hall effect [2]. It
is basic to the theory of the effect that there be excita-
tions that carry a fraction of the charge of the electron,
which have indeed been observed in experiments [3].
In the last several years, there has been a growing
suspicion amongst some workers in the field that frac-
tionalization of the electron could occur under conditions
that are far less restrictive than the two examples men-
tioned above. In particular, it appears possible that two
or three dimensional systems in weak or zero magnetic
fields, could already display quantum phases with frac-
tional quantum numbers. The physics behind this frac-
tionalization however seems to be different from the much
better understood one dimensional example.
Much of the interest in understanding the theoretical
possibility of fractionalization comes from the high tem-
perature superconducting materials. There are a large
number of phenomena displayed by these materials (in-
cluding the superconductivity itself) which have appeal-
ing simple explanations in terms of the idea that the
electron is fractionalized. Consequently, fractionalization
ideas have played a central role in several different at-
tempts [4–7] to build theories of the cuprates. However,
a complete understanding of the cuprates is still lacking.
In contrast to the cuprates, where the suspicion of
fractionalization is fueled mainly by very suggestive ex-
periments, there are a growing number of other systems
where theoretical calculations suggest the possibility of
fractionalized electrons. Numerical calculations of the
properties of the solid phase of electrons in two spatial di-
mensions [8,9] suggest a range of densities where the sys-
tem may have fractionalized excitations. Similar results
have also been obtained for the closely related system of
the solid phase of He − 3 in two dimensions [9]. There
have also been a number of theoretical studies of Heisen-
berg spin models on exotic lattices [10,11] as realized in
some recent experiments [12,13] which have been argued
to be promising candidates to look for fractionalization.
Taken together, the experiments on the cuprates and the
frustrated magnets [13], and the theoretical work on these
other systems seem to suggest that the phenomenon of
fractionalization of the electron is perhaps much more
common than may have been imagined fifteen years ago.
In the first part of this paper, we will discuss the the-
ory of fractionalized phases in spatial dimensions greater
than one, and in zero external magnetic fields. There has
been considerable progress [14–17,7,18] in understanding
the properties that such phases must possess, if they do
exist. A number of different approaches have been pur-
sued to theoretically access fractionalized phases. Inter-
estingly, these different approaches all give the same final
description. The second part of the paper will consider
the application of fractionalization ideas to the high tem-
perature superconductors.
II. THEORETICAL DESCRIPTION OF
FRACTIONALIZED PHASES
We begin with a discussion of the theoretical descrip-
tion of fractionalized phases. For concreteness, we also
specialize to two spatial dimensions. What do we mean
by a “theoretical description” of any phase of matter?
Let us imagine a microorganism living inside a material
deep in the given phase. For the time being, we restrict
attention to quantum phases, and we will imagine that
the system is at zero temperature. What will the universe
be as seen by this living being? In particular, we may
ask about the “elementary particles” inside this universe
and their interactions.
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Consider, for instance, a conventional solid in a band
insulating phase. In the universe inside such a solid, there
are elementary excitations with the quantum numbers of
the electron, and there is a finite non-zero energy gap
to create them. These excitations interact with each
other through the Coulomb interaction. Other “parti-
cles” which are composites made by binding some integer
number of these excitations are also in principle possible.
Now consider an insulating solid in a fractionalized
phase. For conceretness, we will focus on one example
of such a phase (which is possibly relevant to the high-Tc
materials). In this phase, there are three distinct “ele-
mentary particles”. First, there is a particle with charge
e (equal to the electron charge) and spin 0 which has
bosonic statistics. We will refer to this as the “chargon”.
Second, there is a particle with charge 0 and spin 1/2
with fermionic statistics. We will refer to this as the
“spinon”. Finally, there is a strange third “vortex-like”
particle which has no charge and no spin - we will refer
to this as the “vison” for reasons that will become clear
later. Note that none of these particles have the quan-
tum numbers of the electron. To obtain excitations with
the quantum numbers of the electron, it is necessary to
bind together a chargon and a spinon. Clearly, the term
“fractionalized” is an appropriate description of a phase
with this structure of elementary excitations.
As we are specifically discussing insulating phases, the
chargon is a gapped excitation. The spinon, on the other
hand, may or may not be gapped. In contrast, as we
will see later, it is necessary for the vison to be gapped.
But what are the attributes of the vison if it does not
carry any charge or spin? To answer this question, it is
useful to first ask about the interactions between these el-
ementary particles in this fractionalized universe. As the
chargons carry electrical charge, they interact with each
other through the Coulomb interaction. The spinons
would also interact with each other and with the char-
gons through various short-ranged interactions (allowed
by the symmetries of this universe). But the most crucial
interaction is a long-ranged one between the vison and
the other two particles. If a chargon (or spinon) is taken
around a loop that encircles the vison, the wavefunction
of the system changes sign. In other words, the chargon
(or spinon) sees the vison as a source of π flux. This
is the principle attribute of the vison. If the loop en-
closes two visons, there is no effect on the wavefunction
of the system when a chargon or spinon is transported
once around. Thus, two visons is equivalent to having no
visons at all; in other words, visons can be created or an-
nihilated in pairs. Thus the visons only have a conserved
Z2 quantum number.
The frustration of the chargon or spinon motion by
the visons is what is at the heart of the requirement that
they be gapped in the fractionalized phase. Indeed, if the
visons could themselves move freely in the ground state,
the chargons and spinons would not be able to propagate
as independant particles. Note that an electron suffers
no phase change when it encircles a vison. Thus, if visons
proliferate in the ground state, it becomes impossible for
the fractions of the electron to propagate unless they are
confined together to form an electron. Thus, the gapping
of the visons is necessary for the fractions of the electron
to have any integrity at all in the first place.
The long-range interaction between the vison and the
two fractions of the electron may be given a concise math-
ematical description as follows: As already noted, we may
think of this interaction as due to an Aharonov-Bohm
phase induced by the vison that is seen by the chargons
and spinons. To capture this, we may assign a Z2 charge
each to the spinon and the chargon, and a Z2 gauge flux
to the vison. This will then encapsulate the long-range
interaction between the various excitations. The “funda-
mental” theory of this fractionalized universe will then
take the form of a Z2 gauge theory. What is a Hamilto-
nian of this theory? To answer this, it is first useful to
assemble together the information we have on the sym-
metries of this universe. This will constrain the structure
of the Hamiltonian. Imagine that the system lives on a
square lattice, and define operators br, frα on the sites r
such that b†r creates a chargon at site r while f
†
rα creates
a spinon with spin α =↑, ↓ at site r. The Hamiltonian
should clearly respect the following symmetries:
• Electrical charge conservation:
This implies that the Hamiltonian should be in-
variant under a global phase change of the chargon
operators:
br → bre
iθ. (1)
• Spin conservation:
This implies that the Hamiltonian be invariant un-
der a global spin rotation
frα → Uαβfrβ. (2)
Here U is an arbitrary constant SU(2) matrix.
Note that the spinon number f †r fr does not need
to be conserved by the dynamics. This impor-
tant observation will have interesting physical con-
sequences, as we will see later.
• Z2 gauge symmetry:
As discussed above, a concise mathematical encap-
sulation of the long-range interaction between the
chargons (or spinons) and the visons is provided by
assigning a Z2 gauge charge to each of the former
and regarding the vison as the corresponding flux.
As is usual with gauge interactions, it is much more
convenient to formulate the theory in terms of a
gauge field rather than in terms of the gauge flux it-
self. We therefore introduce operators σzrr′ that live
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on the bonds of the lattice, and are to be thought
of as Z2 gauge fields. The flux of this gauge field
through any elementary plaquette is given by the
product of the σzrr′ on the four bonds of the plaque-
tte. The Hamiltonian must then be invariant under
the Z2 gauge transformation br → −br, fr → −fr
at any site r of the lattice accompanied by letting
σzrr′ → −σ
z
rr′ on all the links connected to that site.
We may now construct a Hamiltonian subject to
the constraints imposed by these symmetries.
H = Hc +Hσ +Hs, (3)
Hc = −
∑
<rr′>
tcσ
z
rr′
(
b†rbr′ + h.c
)
+ U
∑
r
(Nr − 1)
2 , (4)
Hs = −
∑
<rr′>
σzrr′
[
ts
(
f †r fr′ + h.c
)
+ ∆rr′ (fr↑fr′↓ − fr↓fr′↑ + h.c)] , (5)
Hσ = −K
∑
✷
∏
✷
σzrr′ − h
∑
<rr′>
σxrr′ . (6)
The first term Hc describes the physics of the char-
gons. The operator Nr = b
†
rbr measures the num-
ber of bosons at site r. For simplicity, we have
specialized to integer filling, i.e, to an average of
one charge per site. The constant tc are the char-
gon hopping amplitudes and the constant U de-
scribes a local chargon repulsion. In principle, we
should also include the long-range Coulomb inter-
action between the chargons. The assumption that
the system is insulating implies that U >> tc.
The second term Hs describes the physics of the
spinons. The first term in Hs describes hopping of
the spinons on the lattice with some hopping am-
plitude ts. The second term is also quadratic in
the spinon operators but allows for the creation (or
destruction) of a singlet pair of spinons. Note that
such pairing terms are forbidden for electrons in
an insulator as they would violate charge conser-
vation symmetry. In contrast, the spinon Hamil-
tonian only needs to conserve the total physical
spin. Thus, singlet “pairing” terms such as the
term multiplied by ∆rr′ are allowed in the spinon
Hamiltonian. Here the constant ∆rr′ contains the
information about the “pairing” symmetry of the
spinons. Thus, the separation of spin and charge
that occurs in the fractionalized insulators under
consideration generically allow pairing terms for
the neutral spinon excitations. This is an impor-
tant point whose physical consequences we shall ex-
amine later. The details of the spin physics will
depend on the orbital symmetry of the ∆rr′ . A
particularly interesting situation to consider in the
context of the cuprates is a ∆rr′ that has dx2−y2
symmetry.
The third term Hσ represents the physics of the
gauge fields, that is, the dynamics of the vison.
The operator σzrr′ was introduced above as the Z2
gauge field. The box product refers to a product
over the four bonds that make up an elementary
plaquette. The operator σxrr′ is the corresponding
x component of the Pauli spin operator. The pres-
ence of the term proportional to h gives dynamics
to the visons. To see this, and to get some intuition
for this piece of the Hamiltonian, consider first the
limit h = 0. In that limit, we may fix the value
of each σzrr′ . The ground state of Hσ in this limit
is simply one in which there is no flux through any
plaquette (we assume thatK > 0), i.e,
∏
✷
σzrr′ = 1
for every plaquette. An excited state with one vi-
son may be constructed by allowing for a flux of −1
through a single plaquette. This will require chang-
ing the sign of a string of bonds that intersect a line
drawn from the center of the plaquette to infinity
(see Fig. 1). This single vison state will cost an
energy 2K. Now consider introducing a small but
non-zero h. The values of σzrr′ at each bond may
no longer be fixed. The h term is readily seen to
allow the motion of the flux from one plaquette to
a neighbouring plaquette. Thus it allows the vison
move. As h increases, the vison gap will decrease.
At some value of h, we may expect that the vison
gap will collapse to zero. As the Hamiltonian above
is specifically constructed to describe a phase with
gapped visons, it is necessary to assume that K is
sufficiently bigger than h so that the vison gap is
non-zero.
FIG. 1. Vison state at h = 0. The field σz
rr
′ = −1 on all the
bonds cut by the dashed line. On all other bonds, σz
rr
′ = 1.
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In the Hamiltonian above, we have only written
down the simplest terms consistent with the sym-
metries that are present in the fractionalized phase.
In principle, other more complicated terms that are
allowed by the symmetries could also be added.
These include four spinon interaction terms that
could, for instance, induce magnetic ordering or
other short range interactions between the chargons
and the spinons.
This Hamiltonian must be supplemented with the
constraint equation
Gr = Πr′∈rσ
x
rr′e
ipi(f†r fr+Nr) = 1. (7)
Here the product over σxrr′ is over all links that
emanate from site r. The operator Gr, which com-
mutes with the full Hamiltonian, is the generator
of the local Z2 gauge symmetry. Thus the con-
straint Gr = 1 simply expresses the condition that
the physical states in the Hilbert space are those
that are gauge invariant.
This concludes our discussion of the theoretical de-
scription of fractionalized phases. We have taken
the point of view of a microorganism living inside
such a fractionalized material. Such a being would
discover the presence of the chargon, spinon, and
the vison as “elementary particles” in it’s universe,
and the symmetries governing their interactions.
A concise mathematical description of these inter-
actions would be provided by a Z2 gauge theory
Hamiltonian with the structure described above.
III. THEORETICAL APPROACHES TO
FRACTIONALIZATION
The previous section has probably left the reader
feeling somewhat uncomfortable. We seemed to
have described the final structure of the fraction-
alized phase without indicating how one may ar-
rive at such a description by starting with models
of interacting electrons. The purpose of doing so
was to separate the physical properties of the frac-
tionalized phase from properties of the theoretical
techniques that may be used to access such a phase
when starting with models of interacting electrons.
Indeed, one may obtain fractionalization from dif-
ferent starting points in terms of electrons and fol-
lowing very different routes. In this section, we will
describe some of these routes.
A. Gauge theories
The field of strongly interacting electron systems
is replete with various kinds of gauge theories. Su-
perficially, distinct gauge theories with gauge group
U(1), SU(2) and Z2 have all appeared [19,6,20,17]
in the literature in the context of theories of the
cuprates. It is extremely important, however, to
realize that there actually are two very different in-
vocations of theories with gauge structure. In one,
the gauge structure is a mathematical way of en-
capsulating the physical interactions between the
true fractionalized excitations of the phase. In this
case, the gauge theory description of the phase is a
necessity. This is the point of view adopted above,
in Section II. The other completely different ap-
pearance of gauge theories arises in attempts to
calculate properties of specific models of strongly
interacting electrons when it is often convenient to
change variables from electron operators to other
degrees of freedom that formally create objects that
carry fractional quantum numbers. This formal
change of variables is often associated with some
redundancy which then expresses itself as a gauge
symmetry when the theory is recast in terms of the
new variables. At this stage, this change of vari-
ables and the related gauge structure are simply
statements about the method of calculation rather
than about the physics of any given phase. In par-
ticular, even conventional phases of matter (where
the excitations are not fractionalized) may, in prin-
ciple, be described in this basis. Clearly, this kind
of gauge symmetry should not be confused with the
other kind described in Section II - the latter is a
physical statement about the interactions between
the physical excitations in a fractionalized phase.
As a concrete example, consider the square lat-
tice nearest neighbour antiferromagnetic Heisen-
berg spin model defined by the Hamiltonian
H = J
∑
<rr′>
~Sr.~Sr′ (8)
Here the Sr are spin-1/2 operators, and J > 0
so that the interaction is antiferromagnetic. It is
known that the ground state of the Hamiltonian
has long ranged Neel order. Furthermore, there is
strong evidence that the system is not in a frac-
tionalized phase. The excitations in this phase are
magnons which will have a gapless linear dispersion
at low energies.
Formally, we may represent the spin operators as
bilinears of boson operators:
~Sr =
1
2
s†r~σsr (9)
4
where the sr = (sr↑, sr↓) is a two-component bo-
son. This is a faithful representation of the spin
operator so long as we impose the constraint
s†rsr = 1 (10)
An identical representation using fermionic rather
than bosonic operators is also possible. This change
of variables introduces a gauge redundancy: we
may let srα → e
iθrsrα at each site r with θr an
arbitrary angle at each site. Clearly, the physical
spin operators are left unchanged under this trans-
formation. Consequently, the theory when reex-
pressed in terms of the srα will have a local U(1)
gauge symmetry.
The model described above is in a conventional Neel
ordered phase. In principle, this may be described
in terms of the srα and the associated U(1) gauge
symmetry. Do the srα fields or the U(1) gauge
symmetry have any direct physical meaning in this
phase? It seems that they do not.
Now consider modifying this model by adding frus-
trating further neighbour or other kinds of interac-
tions. In principle, a wide variety of phases then
become possible depending on the precise nature
of the additional interactions. These will include
several phases with no magnetic long range order.
These phases may be further characterized by ask-
ing for whether they display excitations with frac-
tional spin quantum numbers or not. An exam-
ple of a phase with no magnetic long range order
or fractionalization of spin is the columnar spin-
Peierls phase depicted in Fig. 2. In this phase,
each spin forms a singlet bond with a nearest neigh-
bour, and the singlet bonds arrange themselves in
columns. The lowest energy spin-carrying excita-
tion is a triplet of gapped magnons. This phase
too is in principle contained in the model when re-
formulated in terms of the srα and the associated
gauge symmetry. However, once again neither the
srα or the U(1) gauge field are physical excitations
of this phase. This is true even if the change of vari-
ables to the s operators is a useful trick to perform
approximate analytic calculations on the original
model.
FIG. 2. Caricature of the columnar spin-Peierls state. The
thick bonds denote the locations of the singlet bonds.
We now turn to a phase of these spin models
that does display excitations with fractional quan-
tum numbers. Such phases were described in Ref.
[14,15] and the excitations are a gapped spin-1/2
spinon, and a vison. (Note that there are no charge
degrees of freedom in these spin models). The
spinon acquires a phase of π on encircling the vison.
Thus, an effective field theory for the excitations in
this phase takes the form of a Z2 gauge theory.
Accessing a fractionalized phase in the s-
representation requires condensing a singlet pair
[14,15,21] formed out the s-operators - such a sin-
glet pair carries spin 0 and, obviously, physical elec-
tric charge 0. However, under the local U(1) gauge
transformation, it carries charge 2. Consequently, a
singlet pair condensate “breaks” the gauge symme-
try down to Z2 from U(1). The physical spinon ex-
citations are the analogs of the BCS quasiparticles
of the singlet pair condensate. Note that the U(1)
gauge charge of the bare s operator is screened out
by the condensate. However as the singlet pairs
carry gauge charge 2, there still is a remnant Z2
gauge charge. Naively, one might have expected
(by analogy to a BCS superconductor) that the sin-
glet pair condensate will also support vortex exci-
tations which carry flux of the U(1) gauge field that
is quantized in integer units of π. However, due to
subtle lattice effects, this gauge flux is only well-
defined modulo 2π. Specifically, monopole configu-
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rations at which a gauge flux of an integer multiple
of 2π can apear or disappear are allowed in the
theory. Consequently, the vortices only carry a Z2
quantum number. They are the visons.
All the phases mentioned above are obviously con-
tained in the formulation with a local U(1) symme-
try in terms of the s operators. However, this gauge
structure is completely unrelated to that describing
the physical excitations of the phase. In the con-
ventional phases with no fractionalization of spin,
there is no “statistical” long ranged interaction be-
tween the excitations, and consequently no need for
a gauge description of the physics. In the fraction-
alized phases, there is a long-ranged “statistical”
interaction that is quite adequately described as a
Z2 gauge interaction.
The discussion above considered fractionalization
in frustrated spin models. In the phases described
in Ref. [14], the spinons had bosonic statistics.
However, as pointed out in Ref. [22], it is possi-
ble to change the statistics of the spinons (or the
chargons) by binding to a vison. Thus the issue of
statistics depends on energetics determined by the
details of the model Hamiltonian. (See Ref. [23] for
more discussion of this issue).
If we consider microscopic models with charge fluc-
tuations, it is possible to directly derive a Hamilto-
nian of the form Eqn. 3, but in the limit K << h.
In particular, a general class of interacting electron
models with strong spin and pairing fluctuations
can be recast [17] in terms of “chargon” operators
br and “spinon” operators frα. This change of vari-
ables introduces a degree of redundancy in the de-
scription. Specifically, all physical observables are
invariant under a local change in the sign of the
spinon and chargon operators. This implies that
the resultant theory must have a local Z2 gauge
invariance. At this stage, this representation is
morally on the same footing as the representation
of spin models in terms of the s operators as dis-
cussed above.
The actual values of the various parameters such
as tc or K or h are of course dependent on the
details of the system. Upon coarse graining the
theory by integrating out high energy fluctuations,
the values of these parameters would change. The
lower energy properties would be described by a
renormalized Hamiltonian of the form in Eqn. 3
with altered parameters [24] which are non-trivial
functions of the original parameters. The proper-
ties of the system would be determined by this new
Hamiltonian. In view of this, we could imagine ex-
amining the properties of the Hamiltonian in Eqn.
3 for arbitrary values of the parameters. It can be
easily argued that in the limit K >> h, there is
a fractionalized phase where the physical excita-
tions in such a phase are created by renormalized
versions of the chargon and spinon operators. In
addition, the vison will directly be described as the
vortex excitation of the Z2 gauge field that is nec-
essarily present in this formulation. This phase will
have a finite region of stability in the space of pa-
rameter values. Consequently, it is reasonable to
expect that for some choices of the original micro-
scopic electron model, the system will end up in a
fractionalized phase that is described as in Section
II.
Another way of understanding the connection be-
tween Hamiltonians of the form Eqn. 3, and models
written in terms of electron variables is to explic-
itly consider the limit where h is larger than all
the other couplings. In this limit, the field σxrr′ is
forced by the large h term to predominantly have
the value +1:
σxrr′ ≈ 1 (11)
This implies that the σzrr′ must have large fluc-
tuations. Indeed, the σzrr′ causes virtual fluctua-
tions out of the σxrr′ = +1 space into states with
σxrr′ = −1. These can be treated in second order
perturbation theory leading to an effective Hamil-
tonian in terms of the b and f alone. Consider, in
particular, the extreme limit K = 0, and U = ∞.
In this limit, the chargon number is fixed to be one
per site
Nr = 1. (12)
In this limit, there are no charge fluctuations. The
constraint equation 7 then simply becomes
(−1)f
†
r fr = −1. (13)
Thus, the constraint restricts the number of spinons
to be odd at each site. This is of course equivalent
to requiring that there be exactly one spinon at
each site:
f †r fr = 1. (14)
Thus, the Hilbert space in this limit, is exactly
the same as in a spin model. Furthermore, with
K = 0, the σzrr′ at different bonds are decoupled
from each other and can be integrated out inde-
pendent of each other. Performing the perturbation
theory to second order, we will get some interaction
term between the spins at nearest neighbour sites.
Clearly, this interaction term will need to be spin
rotation invariant, and the only such possibility is
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a simple Heisenberg exchange. The sign may easily
be shown to be antiferromagnetic. We thus end up
with the Hamiltonian Eqn. 8 with J determined
by ts,∆ and h.
If we move away from the special limit above,
the procedure of integrating out the gauge field
will generate some electron Hamiltonian with short
ranged hopping and various kinds of short ranged
interactions at least for K << h. Thus, the gauge
theory Hamiltonian is indeed a rewrite of legitimate
electronic models with short ranged interactions.
We may now argue as above for the existence and
stability of fractionalized phases in some electron
models with short ranged interactions. What is
lost in this approach (or the other ones discussed
below) is the precise connection between the orig-
inal microscopic model and the parameter regime
of the gauge Hamiltonian which admits a stable
fractionalized phase. Consequently, we are unable
as yet to produce a specific microscopic electron
model which is unambiguously in a fractionalized
phase.
B. Vortex pairing
An alternate approach [16,17] that provides further
insight to accessing fractionalized insulating phases
comes from viewing it in terms of the excitations
of a superconductor. For a system of interacting
bosons in two spatial dimensions at a density com-
mensurate with an underlying lattice, there are two
possible phases - a superfluid phase and a bosonic
Mott insulator. It is well known that it is possi-
ble to set up a dual representation [25] in which
the physics is formulated in terms of vortices in the
boson wavefunction rather than the particles them-
selves. In this dual approach, the superfluid state
is described as a state in which the vortices are
gapped. The insulator, on the other hand, is de-
scribed as a condensate of vortices. Thus, the dual
description provides a view of the insulator in terms
of the excitations of the superfluid. For the elec-
tronic systems under consideration here, we again
start from a BCS superconducting phase. A use-
ful observation, due to Kivelson and Rokhsar [26],
is that, in some loose sense, a (singlet) supercon-
ductor already has separation of spin and charge.
If one imagines inserting an electron into the bulk
of a superconductor, its charge gets screened out
by the condensate to leave behind a neutral spin-
carrying excitation - a “spinon”. To mathemati-
cally implement this idea, consider the action of
a BCS superconductor (assumed to be s-wave for
simplicity) coupled to phase fluctutations:
S = Sϕ + Sqp (15)
Sϕ =
∫
d3x
κµ
2
(∂µϕ)
2
(16)
Sqp = Skin + S∆ (17)
Skin =
∫
d2xdτ
∑
α
c†α
(
∂τ −
∇2
2m
− Ef
)
cα (18)
S∆ =
∫
d2xdτ∆
(
e−iϕc↑c↓ + c.c
)
(19)
Here ϕ is the Cooper pair phase, and c†α is the cre-
ation operator for an electron with spin α. The
strong coupling between the Cooper pair phase and
the electrons in the last term is inconvenient to han-
dle. It is therefore convenient to change variables
to neutral objects by absorbing half the phase of
the Cooper pair field into the electron operator.
cα = e
i
ϕ
2 fα (20)
The f operators formally create neutral spin-1/2
fermionic excitations which we may identify with
spinons. The theory can now, in principle, be re-
formulated in terms of these objects and the phase
field ϕ. The pairing term in the action simply be-
comes
S∆ =
∫
d2xdτ∆(f↑f↓ + c.c) (21)
However, this change of variables is not single-
valued in the presence of vortex configurations in
the phase field [16]. Around a hc/2e vortex, the
Cooper pair phase winds by 2π. As the electron
operator is single-valued, it implies that the spinon
field f changes sign on encircling a vortex. Thus
the spinons “see” the hc/2e vortex as a source of
Z2 gauge flux. Now consider destroying the super-
conductivity at zero temperature through quantum
phase fluctuations. If the resulting phase is an in-
sulator, this is tantamount to condensing vortices
in the phase field. If however the insulator is ob-
tained by condensation of hc/2e vortices, then the
spinon motion is severely frustrated and leads to
confinement of the spinons. Fractionalization, in
this dual view, is therefore only possible due to con-
densation of hc/e vortices [16,17] while the hc/2e
ones remain gapped. The spinon motion is not frus-
trated by hc/e vortices, and thus it is possible for
the spinons to have integrity in such an insulator.
What are the other excitations in such a fraction-
alized phase? Clearly the presence of neutral spin-
1/2 spinons implies the presence of spinless charge
e chargons in order to form an electron. This may
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also be seen more directly as follows. The physi-
cal electric charge, in this dual description of the
insulator, is carried by vortices in the vortex con-
densate. Condensation of hc/e vortices then im-
plies charge quantization in units of e. Thus the
chargons are the dual vortices of the paired vortex
condensate. The vison may also be recovered in this
dual description. The hc/2e vortex is gapped and
uncondensed in this insulator. However due to the
condensation of hc/e vortices, the vorticity ceases
to be a good quantum number. In other words, the
vorticity of the hc/2e vortex is screened out by the
condensate. Thus the hc/2e vortex has only a Z2
quantum number in this phase. In fact, it is the
vison. The vison is thus a hc/2e vortex that has
shed it’s electromagnetic flux.
In this view, the long-ranged statistical interaction
between the hc/2e vortex and the spinon in the
superconductor simply translates into one between
the vison and the spinon in the fractionalized in-
sulator. Similarly, it can also be shown in this
dual description that the same statistical interac-
tion also exists between the vison and the chargon.
We thus recover the Z2 gauge structure of the frac-
tionalized phase in this description.
C. Quantum dimer models
A useful model of a spin-1/2 system in a phase with
a spin gap is the quantum dimer model [27]. The
model is based on viewing the physics of such a sys-
tem as due to the formation of short ranged singlet
valence bonds between pairs of spins. In the limit
of extreme short-range spin correlations, one may
hope to restrict attention to valence bond config-
urations in which each spin is paired with a near-
est neighbour. Even so, there are a large number
of nearest neighbour valence bond configurations
which can fluctuate into each other. The problem
of diagonalizing the Hamiltonian in this subspace
still needs to be solved. A nearest neighbour va-
lence bond can approximately be thought of as a
hard-core dimer (if different valence bonds configu-
rations are approximated to be orthogonal). Thus,
the space spanned by the valence bond states cor-
responds to that of the various dimer coverings of
the lattice. The original problem is then approxi-
mately reduced to solving a quantum Hamiltonian
for these hard-core dimers that allows for fluctua-
tions between the various dimer coverings. The mo-
tivation for, and the physics of these dimer models
is reviewed in much more detail in the recent article
by Moessner et. al. [28]
A simple Hamiltonian that governs the physics of
these dimers on a square lattice may be written
down as follows:
HQDM = −tTˆ + vVˆ =∑
✷
{
−t
(
| ❵❵
❵ ❵
〉〈
❵
❵❵
❵
|+ h.c.
)
+ v
(
| ❵❵
❵ ❵
〉〈 ❵❵
❵ ❵
|+ |
❵
❵❵
❵
〉〈
❵
❵❵
❵
|
)}
,
(22)
Here the first term allows for one dimer configu-
ration to fluctuate to another by locally flipping a
pair of parallel dimers on the two bonds of a pla-
quette. The second term counts the number of such
plaquettes which are capable of being flipped in any
particular dimer configuration. The model is easily
generalized to other lattices - see, for instance Ref.
[18].
In this dimer description of spin gapped phases,
there are again two qualitatively distinct phases.
First there are phases that may be described as
a dimer solid. The columnar spin-Peierls state
mentioned briefly in Section III A is one such, and
simply corresponds to the dimers stacking up in
columns as in Fig. 2. A dimer solid breaks some
of the symmetries of the lattice on which the dimer
model is defined. The other qualitatively differ-
ent kind of phase is one in which the dimers do
not break any of the lattice symmetries. Such a
phase may be termed a dimer liquid. A prototyp-
ical wavefunction for such a state is an equal su-
perposition of all dimer configurations. In terms of
the original spin model, such a dimer liquid phase
has fractionalized spinon excitations in it’s spec-
trum (see Ref. [28] for instance). This may be un-
derstood as follows: Consider breaking a single va-
lence bond to create two spin 1/2 objects. In the
dimer langauge, this corresponds to creating two
monomers at nearest neighbour sites. In a dimer
liquid, these monomers may be moved far apart
with only a finite energy cost. Thus, one expects
deconfined spin-1/2 excitations to exist in the cor-
responding spin model.
For the square lattice quantum dimer model above,
it has been argued [30] that the dimer liquid phase
is absent. However, in a recent advance [18], a
dimer liquid phase has been shown to be stable on
the triangular lattice (see also Ref. [29]). In general,
it has been argued that nearest neighbour quantum
dimer models on lattices with non-bipartite struc-
ture could possess dimer liquid phases while bipar-
tite lattices do not [31].
What are the excitations of a spin gapped system
that is well-described as a dimer liquid? As men-
tioned above, there will be spin-1/2 spinons above
the spin gap. Interestingly, there will also be vison
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excitations in such a system. Let the ground state
wavefunction of the dimer liquid be
|gd〉 =
∑
C
aC |C〉 (23)
where C refers to a single dimer configuration. In
the dimer liquid phase, aC will have appreciable
weight over a large number of configurations C. In
particular, for the proptotypical wavefunction men-
tioned above, aC ≡ a is independent of C. To con-
struct a state with a single vison on any given pla-
quette [32], first introduce a string extending from
that plaquette all the way to infinity. Now con-
struct the wavefunction
∑
C
a′C |C〉 (24)
where a′C = a for all C where an even number of
dimers cut the string, and a′C = −a for all C where
an odd number of dimers cut the string.
Now consider including a monomer (i.e a spinon)
in a state with a vison. When such a monomer
is moved all the way around a loop encircling the
vison, it can easily be seen that the even and
odd parts of the wavefunction interchange with
each other. Consequently, the total wavefunction
changes sign. This is exactly as expected for a
spinon moving around a vison.
Thus, we recover the spinons and visons with a long
range “statistical” interaction that is described as a
Z2 gauge interaction in the dimer liquid picture as
well. There is actually a fruitful microscopic map-
ping [33,31,28] between the dimer model and vari-
ous kinds of gauge theories with U(1) or Z2 sym-
metry. The gauge structure of these microscopic
rewrites of the dimer model of course are not re-
lated directly to the presence or absence of a gauge
interaction between the excitations of the phase.
In particular, in the dimer liquid phase, the physi-
cal excitations interact through a Z2 gauge interac-
tion whatever the original microscopic representa-
tion. Similarly, in the dimer solid that describes a
columnar spin-Peierls state, there is no gauge inter-
action between the physical excitations of the orig-
inal spin system. Nevertheless, these microscopic
gauge theory representations are useful as calcula-
tional techniques for analysing the properties of the
dimer models.
The results showing the stability of the dimer liq-
uid phase have taken us a step closer to under-
standing what microscopic models may show frac-
tionalizaion. Nevertheless, it is still not possible
to unambiguously point to a microscopic electron
model that shows a fractionalized ground state. In
this context, some results obtained from the near-
est neighbour dimer models need to be viewed with
caution when drawing conclusions about the corre-
sponding spin models. For instance, as mentioned
above, on the square lattice such a model does
not display a dimer liquid phase. This however
is not to be interpreted as a signature of the im-
possibility of obtaining fractionalized spin gapped
phases, even in spin-only models, on the square lat-
tice. The restriction to nearest neighbour dimers is
done for convenience of analysis, and in the case of
the square lattice, introduces a bipartite symmetry
which ultimately is resposible for the absence of
the dimer liquid phase. Once further neighbour va-
lence bonds, in particular those that connect points
on the same sublattice, are included as additional
possible dimers, it would presumably become pos-
sible for a dimer liquid to be stabilized even on the
square lattice. Of course, the representation of va-
lence bonds as dimers also needs to be reexamined
once these additional dimers are included.
IV. TOPOLOGICAL ORDER
Several conventional phases of matter (for instance
a solid or a superfluid) may be characterized in
terms of the symmetries that are broken sponta-
neously in that state. How do we characterize a
fractionalized phase? What, if any, is the funda-
mental distinction between a fractionalized phase
of the kind that we have described and one with
no fractionalization? One may be tempted to say
that a fractionalized phase is distinguished from a
conventional phase by asking for the lowest energy
excitation with, for instance, spin-1/2. In the con-
ventional case, this would be an electron which also
carries an electric charge e. In the fractionalized
phases of the kind discussed above, one might ex-
pect that the corresponding excitation is a spinon
which is charge neutral. However, this test for frac-
tionalization is fraught with difficulties. Consider a
fractionalized phase where the lowest energy spin-
1/2 excitation is indeed a spinon. Now imagine
turning on some attractive interaction between the
chargons and spinons which binds them into an
electron at low energies. This could, in principle,
happen without going through a phase transition.
Then, the lowest energy excitation with spin-1/2
is an electron (as opposed to a spinon) though the
system is adiabatically connected to a fractional-
ized phase (see Ref. [16] for a discussion of this
effect). Furthermore, other tests such as the van-
ishing of the quasiparticle residue also fail in this
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situation.
The precise distinction lies in the presence of the
gapped vison excitation in the fractionalized phase.
The gapping of the visons implies that they are ex-
pelled from the interior of a fractionalized sample.
It is useful to make an analogy with the Meissner
effect in a superconductor which may be thought
of as the explulsion of vorticity and the associated
electromagnetic flux from the sample. Thus vison
expulsion is to fractionalization what the Meiss-
ner effect is to superconductivity. This observation
may be exploited to provide a precise experimen-
tal characterization of fractionalization [34,7] that
may then be used to detect it’s presence in various
physical systems.
As discussed in Ref. [22,15], and elaborated in Ref.
[7], the expulsion of the topological vison excita-
tions leads to a precise topological distinction be-
tween fractionalized and conventional phases. To
see this simply, consider a fractionalized insulator
of the kind described in Section II. Assume that the
system lives on the surface of a cylinder. Now imag-
ine threading a vison through the hole of the cylin-
der. If the vison is gapped in the bulk, it will not
be able to escape out of the hole (at zero tempera-
ture) in any finite time in the thermodynamic limit.
Thus there are two topologically distinct sectors
for the Hilbert space of the system on the cylinder.
Consider the energy of the ground states in the two
sectors. The presence or absence of the vison only
affects the boundary conditions of the chargons and
spinons on encircling a loop that winds once around
the cylinder. The boundary conditions are periodic
in the absence of a vison and antiperiodic with the
vison present. This change of boundary conditions
leads to a slight shift of the energy of the chargons
and spinons. In the insulating phase under con-
sideration here, the chargon is gapped. Therefore
the change in it’s boundary conditions only leads
to an energy change that is exponentially small in
the circumference of the cylinder. Similarly, if the
spinons are gapped, the energy still changes only
by an exponentially small amount. In a fractional-
ized phase where the spinons are paired with dx2−y2
symmetry, there will be gapless nodal points. Even
in the presence of such gapless nodal spinons, the
energy change due to the change in boundary con-
ditions goes to zero with the cylinder circumference
(albeit more slowly as the inverse circumference).
Thus, we are led to the result that the ground
states in the two topological sectors have exactly
the same energy in the thermodynamic limit. This
topological ground state degeneracy on non-trivial
manifolds provides a precise theoretical distinction
between a fractionalized and conventional insula-
tor. We emphasize that this degeneracy is over
and above any degeneracies that may exist in the
ground state due to some conventional broken sym-
metry. Thus, even two states with the same con-
ventional broken symmetries, may still be distin-
guished from each other on the basis of whether
they are fractionalized or not.
The presence of this topological ground state de-
generacy should be extremely useful in numerical
calculations on model systems to detect the pres-
ence of fractionalization. Consider, for instance,
an exact diagonalization of some two dimensional
interacting electron model on a system with peri-
odic boundary conditions for the electrons. This
is equivalent to putting the system on a torus. If
the system is in a fractionalized insulating phase,
there should be four states that become degenerate
as the system size is increased.
In his pioneering work on the fractional quan-
tum Hall fluids, Wen [35] introduced the notion of
“topological order” to characterize quantum phases
of matter that are topologically distinct from other
more conventional phases. Following that termi-
nology, we may say that the fractionalized phases
discussed here are characterized by the presence of
topological order.
V. HIGH TEMPERATURE
SUPERCONDUCTORS
Perhaps the most important experimental sys-
tems driving the theoretical study of fractional-
ized phases in dimensions higher than one are the
high temperature superconductors. It was sug-
gested early on [4,5] that the electron was possi-
bly fractionalized in these materials. A consider-
able amount of activity over the last several years
have led to elaborate developments of this basic
idea. Indeed, the idea that the electron is, in some
sense, broken apart is a crucial ingredient of many
different currently popular theories [7,20,36] of the
cuprates. We will focus on one particular possibil-
ity which builds closely on the theoretical discus-
sion of fractionalization of the previous sections.
Superconductivity in the cuprates is obtained by
doping “parent” compounds that are Mott insu-
lators - rendered insulating by strong electron-
electron interactions. These parent compounds also
display Neel antiferromagnetism. We will assume
that the parent Mott insulators are, in addition to
their magnetism, fractionalized. This is a strong
assumption and we will discuss suggestive (though
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not definitive) experimental support for it in Sec-
tion VC. As we discuss below, doping such a frac-
tionalized Mott insulator naturally leads to super-
conductivity. Several other qualitative features of
the underdoped cuprates, for instance, the physics
in the pseudogap regime are also natural conse-
quences of doping a fractionalized Mott insulator.
We discuss this in Section VB.
A. Fractionalization as a route to
superconductivity
The cuprate high-Tc materials are amongst the
most complicated systems studied extensively in
solid state physics. In addition to the high tem-
perature superconductivity itself, they display a
wide variety of novel phenomena. It is hoped by
many that underlying this remarkably complex be-
haviour, might lie a simple explanation which will
give insight into the mechanism of the superconduc-
tivity. The idea that the electron is fractionalized in
these materials indeed provides an elegant and sim-
ple explanation of the superconductivity and other
properties. Remarkably, fractionalization provides
a novel route to superconductivity which dispenses
entirely with the notion of electron pairing. Quite
generally, to obtain superconductivity in a many-
body system it is necessary to condense a charged
particle. In an electronic system the naive route
would be to condense the electron, but this is of
course not possible as the electron is a fermion.
The BCS solution was to argue that a weak attrac-
tive interaction between the electrons (or more pre-
cisely between Landau quasiparticles) binds them
into pairs, which condense as a charge 2e boson.
But fractionalization describes an altogether differ-
ent route to superconductivity. Once the electron
is fractionalized, it’s charge is no longer tied to it’s
Fermi statistics. The resulting charged boson (the
chargon) can then directly condense leading to su-
perconductivity.
Note that the chargon is gapped in the Mott insu-
lator. Upon doping, the charge density is no longer
commensurate with the underlying crystal lattice.
At extremely small doping, Coulomb interaction ef-
fects presumably dominate leading to an insulating
phase with charge ordering. As the doping is in-
creased, the chargon kinetic energy dominates lead-
ing to superconductivity.
As an immediate consequence, it is clear that the
superfluid density ρs of this superconductor will
be quite small and would decrease with decreasing
doping. Specifically, it will be set by the deviation
of the chargon density from that in the Mott insula-
tor, i.e the doping x rather than 1−x as is expected
in a mean field BCS superconductor derived from
a Fermi liquid. Thus, we naturally obtain ρs ∝ x
as is well-established empirically in the underdoped
cuprates. It should be emphasized that this partic-
ular result is expected to be a generic feature of
any theory that obtains the superconductivity by
doping the Mott insulator, and is not unique to the
fractionalization route considered here.
Remarkably, although the fractionalization route to
superconductivity is so very different from that in
BCS theory, the resulting superconducting phase
itself is smoothly connected to the usual BCS su-
perconductor [32,37,17]. In particular, robust uni-
versal properties of the two superconducting phases
will be the same. There will however be differences
from a mean field description of a BCS supercon-
ductor. For instance, as we mentioned above, the
superfluid density will be set by x unlike in a mean
field BCS superconductor.
The usual BCS superconductor is understood as
a condensate of charge 2e Cooper pairs while the
superconductor obtained through fractionalization
involves condensation of charge e chargons. How
can they be in the same phase? In particular, the
flux quantization in the BCS superconductor is in
units of hc/2e where the factor of 2 in the denom-
inator is supposedly a direct consequence of con-
densation of paired electrons. If the superconduc-
tor obtained by condensing the chargons is in the
same phase as the BCS one, it too must have hc/2e
flux quantization. This remarkable phenomenon is
made possible by the presence of the vison excita-
tions when the electron is fractionalized. To see
how this can come about, consider the effective Z2
gauge theory Hamiltonian describing the fraction-
alized phase Eqn. 3. A finite doping requires inclu-
sion of a chemical potential term
− µ
∑
r
Nr (25)
that couples to the charge density. Now imagine
leaving the fractionalized insulator by condensing
the chargons. It is instructive to focus on the
regime with large K, where a good description of
the ground state can be obtained by setting σij = 1
on every link, and taking the chargon field br a
space-time independent constant. Consider placing
an hc/2e vortex at the (spatial) origin. Upon encir-
cling this U(1) vortex at a large distance, the phase
of the chargon wavefunction must wind by π. This
is of course not possible with a smoothly varying
phase field, but requires the introduction of a “cut”
running from the vortex to spatial infinity across
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which the phase jumps by π. The energy of this
cut is, however, linear in its length with a line ten-
sion proportional to tc|〈b〉|
2. It thus appears that
hc/2e vortices are themselves confined, and not al-
lowed in the superconducting chargon condensate.
But imagine changing the sign of all the Z2 gauge
fields, σij , which “cross” the cut. This corresponds
to placing a Z2 vortex, i.e, a vison, at the origin.
These sign changes “unfrustrate” theXY couplings
across the cut, so that the line tension vanishes. It
is thus apparent that a bound state of a vison and
the hc/2e U(1) vortex (in the phase of the char-
gon) can exist within the chargon condensate. It is
this bound state which corresponds to the elemen-
tary BCS vortex in the conventional description of
a superconductor.
It is worth emphasizing that both the “naked”
hc/2e U(1) vortex and the vison are confined in
the superconducting phase. For example, the en-
ergy cost to pull apart two visons also grows linearly
with separation. To see this, introduce two visons
by changing the sign of the Z2 gauge field along an
interconnecting “line”. Due to the chargon conden-
sate which breaks the Z2 gauge symmetry making
the gauge field “massive”, each negative bond costs
an energy proportional to tc, implying linear con-
finement.
Thus, the chargon condensate does have flux quan-
tization in units of hc/2e. Note that we have only
argued that the energy cost of a hc/2e vortex is
finite. The question of whether this finite energy
cost is nevertheless low enough that a pair of well-
separated hc/2e vortices are cheaper than a single
hc/e vortex is a different one, and will be consid-
ered later.
If chargon condensation is simply another view-
point of a regular BCS superconductor, how are
we to think of the BCS quasiparticles? These are
simply the spinons. Indeed, once the chargons are
condensed, the visons get attached to hc/2e flux
as discussed above. Consequently, in the absence
of any vortices in the system, we may set the Z2
gauge field to be one on all the bonds. The Hamil-
tonian describing the spinons then becomes identi-
cal to the usual BCS Hamiltonian for electrons in a
regular superconductor. In the presence of a hc/2e
vortex, the spinons see the Z2 gauge flux associ-
ated with the vortex. Consequently, when a spinon
is transported all the way around a hc/2e vortex,
it picks up a phase change of π. This is exactly as
required in a BCS superconductor if one works in a
basis where the quasiparticles are made charge neu-
tral (see Section III B). It is indeed natural that the
spinons (which are charge neutral by definition) be-
come the BCS quasiparticles in this “neutralized”
basis.
Thus, the chargon condensate does indeed corre-
spond to a superconductor that is smoothly con-
nected to a BCS superconductor.
B. Pseudogap physics
The description of superconductivity given above
is most natural in the underdoped samples where
the approach of doping the Mott insulator may be
considered reasonable. As explained in the previ-
ous subsection, superconductivity is an inevitable
low temperature consequence of the fractionaliza-
tion if the doping is not too small. The fractional-
ization picture also unavoidably leads to the pseu-
dogap physics that is observed in the underdoped
materials.
Consider the properties of an underdoped sample as
a function of decreasing temperature. A description
of the properties of the system in terms of the frac-
tionalized excitations (the chargons and spinons)
will become possible below a certain temperature
scale. In the fractionalized insulator, this scale is
essentially the vison gap, and is already non-zero
(by assumption) in the undoped material. Upon
doping, this scale will vary smoothly and would
presumably decrease - with the additional assump-
tion that Fermi liquid behavior is recovered in the
heavily overdoped material, this scale would even-
tually go to zero with doping. An effective Hamil-
tonian of the kind described in Eqn. 3 will then
be a suitable description of the system at tempera-
tures below this scale. Superconductivity develops
at a much lower temperature scale which would go
to zero as the doping is reduced. What are the
properties of the system in the temperature win-
dow between the superconducting transition and
the temperature scale for fractionalization? To get
some feeling for the physics in this regime, note
that at temperatures well below the fractionaliza-
tion scale (but above the superconducting Tc), the
fluctuations of the Z2 gauge field may be ignored so
that the spinons and chargons have integrity. The
spinon Hamiltonian is the same outside the super-
conductor as it is inside. Thus, the spin physics
is expected not to vary much across the super-
conducting transition. More formally, since the
Z2 gauge fluctuations are suppressed, the spinon
Hamiltonian explicitly describes a system with a
spin pseudogap due to the presence of “pairing”
terms. Thus there will be a suppression of the spin
carrying excitations even above the superconduct-
ing transition temperature in the underdoped ma-
terial.
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We emphasize that this pseudogap phenomenon is
a rather general consequence of fractionalization
as described here. Fractionalization liberates the
spin of the electron from it’s charge. Consequently,
the number
∑
r f
†
r fr of the resulting spinon de-
grees does not need to be conserved by the dynam-
ics. The Hamiltonian describing the spinons only
needs to allow for spin conservation. Thus, singlet
spinon “pairing” terms are generically allowed in
the spinon Hamiltonian. This then gaps out the
spinons.
When the electron is fractionalized, an electron
added to the system will decay into a spinon and
chargon. This has direct implications [38,39] for
electron photoemission experiments. Since the elec-
tron decays one does not expect a sharp spectral
feature in photoemission. More formally, in this
regime the electron propogator, G(r, τ), can be
roughly expressed as a product of the chargon and
spinon propogators, Gc and Gs:
G(r, τ) ≈ Gc(r, τ)Gs(r, τ). (26)
The spectral functions for the spinons and chargons
(A(k, ω) = − 1
pi
ImG(k, ω)) will have sharp spectral
features since these particles can propagate coher-
ently when the visons are gapped, but the electron
spectral function is a convolution of these two and
will hence not exhibit any sharp spectral features.
This is exactly as seen in the normal state ARPES
spectra in the underdoped samples [40]. Now con-
sider cooling the system into the superconducting
state. As explained above, this requires condensa-
tion of the chargons so that
Gc(r, τ) ≈ | < b > |
2. (27)
Then, from Eqn. 26, the electron Green’s function
just reduces to
G(r, τ) ≈ | < b > |2Gf (r, τ), (28)
and is simply proportional to the spinon Green’s
function inside the superconductor. Since the
spinons propagate coherently, a sharp quasiparti-
cle peak is expected - exactly as seen in the ex-
periments [41]. Moreover, since the amplitude of
the peak is proportional to | < b > |2, it should
become smaller as the superconductivity weakens,
for instance, by reducing the doping. This is also
borne out by the photoemission data [41]. Thus,
the qualitative trends in the underdoped photoe-
mission experiments can be well explained by as-
suming the electron decays into a chargon and a
spinon.
A further bonus of the fractionalization idea is
the qualitative explanation of the strange electrical
transport properties of the underdoped cuprates.
This has been particularly emphasized by Ander-
son [42]. The c-axis d.c. resistivity shows “insu-
lating” behavior increasing rapidly upon cooling,
whereas the in-plane resistivity is typically “metal-
lic” and much smaller in magnitude. Moreover, in
a.c. transport a Drude peak is observed in the ab
plane, but not along the c−axis. This strangely
anisotropic behavior, difficult to understand within
a conventional framework, follows naturally if the
fractions into which the electron decays reside pri-
marily in the ab plane. Transport along the c-axis
requires hopping of electrons from layer to layer
which is strongly suppressed at low energies. Theo-
retically, by examining fractionalization in layered
systems, precisely such a phase where the fractions
of the electron are deconfined within each layer but
confined in the direction perpendicular to the layers
can be shown to exist [7] in gauge theory Hamilto-
nians of the form Eqn. 3.
In the heavily overdoped non-superconducting
samples, it is perhaps reasonable to expect Fermi
liquid behaviour to emerge at zero temperature.
The ground state of the system then evolves from
a fractionalized insulator through a conventional d-
wave superconductor to a Fermi liquid with increas-
ing doping. The fractionalized insulator at zero or
low doping also has various kinds of conventional
order (such as magnetism or charge ordering into,
for instance, stripes).
In the viewpoint adopted here, the driving force be-
hind much of the physics is the fractionalization at
low doping and the eventual evolution to the con-
fined Fermi liquid at high doping. The details of
how this evolution from the fractionalized to the
confined regimes actually occurs will presumably
determine the properties around optimal doping.
This is not very well understood theoretically at
present.
C. Undoped insulator
The undoped Mott insulator is well-known to have
Neel antiferromagnetism. The presence of such
long range magnetic order has a number of imme-
diate consequences for the low energy spin physics
of the insulator. Indeed, there will be gapless spin
wave excitations as a result of the broken spin ro-
tation invariance. The physics of these spin waves
and their interactions will be well-described by an
O(3) non-linear sigma model field theory. Indeed,
such a theory provides an excellent description [43]
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of a number of experiments probing the low energy
spin physics in the insulator.
But is the undoped Mott insulator really tame?
A number of experiments [44–47] have been per-
formed over the last several years on the insula-
tor which perhaps hint that the magnetic order
may be masking other important physics that is
much more fundamental in determining the prop-
erties of the doped system. The most important
among these are perhaps the ARPES results on
the undoped cuprate [44] which do not exhibit a
sharp quasiparticle peak at any momentum in the
Brillouin zone. While it is indeed necessary to be
cautious about photoemission experiments on insu-
lators, this result is in striking contradiction with
what is expected in a conventional Mott insulator
even with magnetic order. Early theoretical cal-
culations [48] of the motion of a single hole in a
conventional antiferromagnet showed that there is
a finite non-zero quasiparticle residue of order J/t.
Here J is the magnetic exchange energy, and t is
the bare hopping amplitude of the holes. The com-
monly accepted estimate t ≈ 3J then gives a res-
onable weight to the quasiparticle peak which is
apparently not observed in the experiments.
In view of this experiment, it is extremely inter-
esting to contemplate the possibility that the mag-
netic ordering is actually coexisting with the topo-
logical order and the associated fractionalization of
the electron. As first pointed out by Balents et. al.
[16], such a situation is indeed theoretically possi-
ble. Such a fractionalized antiferromagnetic Mott
insulator will have the same low energy spin wave
physics as the more conventional antiferromagnet,
but will nevertheless be in a distinct phase of mat-
ter. In particular, it will have gapped spinons,
gapped chargons, and gapped visons as additional
excitations. A precise theoretical distinction be-
tween the two phases may be obtained by asking
for the ground state degeneracy on topologically
non-trivial manifolds [7].
The possibility of fractionalization in the undoped
antiferromagnet is appealing for a variety of dif-
ferent reasons. The presence of long range mag-
netic order in the ground state implies that the
long wavelength low energy physics will be deter-
mined by the spin waves just as in the conven-
tional magnet. Thus the excellent description of
the low energy spin physics by the O(3) quantum
non-linear sigma model is not sufficient to distin-
guish between the conventional and fractionalized
antiferromagnets. Further, a fractionalized antifer-
romagnet offers a natural route to obtaining a pho-
toemission spectrum with no sharp quasiparticle
peak. Yet further qualitative support is provided
by mid-infrared optical absorption [45] and Raman
[46] measurements in the undoped material which
exhibit broad spectral features out to rather high
energies, not expected for the simple Heisenberg
model. Finally, as we discussed earlier, fraction-
alization in the undoped system provides a simple
rationale for the occurence of superconductivity in
the doped system.
Despite all of these attractive features, the consid-
erations above must be seen only as suggestive that
the undoped insulator is fractionalized. Clearly, a
direct detection of the fractionalization (or the lack
thereof) will be extremely useful. A recent pro-
posal [49] for an experiment to achieve this sug-
gests examining the ac Josephson effect in a device
formed by sandwiching the undoped cuprate insu-
lator between two superconductors. Observation
of ac Josephson oscillations at a frequency eV
h¯
as
opposed to the usual 2eV
h¯
will firmly establish the
presence of fractionalization in the insulator. For
more details on this and other experiments to look
for fractionalization in the undoped insulator, see
Ref. [49].
D. Experimental tests
The theory of the cuprates sketched above lends it-
self to a number of significant tests. It is central
to the entire theory that the fractionalized phase
have gapped vison excitations. This is true in all of
the existing theoretical treatments of fractionalized
phases (in d > 1) as we discussed at length in Sec-
tion III. Furthermore, it is the presence of the vi-
sons that ensures that the superconductor obtained
by condensing charge e chargons is smoothly con-
nected to a regular BCS superconductor with hc/2e
flux quantization.
How may we detect the visons in experiments?
The proposal of Ref. [34,7] is as follows. Consider
a cylinder of highly underdoped superconducting
cuprate with a hole drilled through it. Assume
that this cylinder initially has a magnetic flux of
hc/2e trapped in the hole, but is in zero external
field. Now imagine that one moves the system out
of the superconducting phase either by heating or
by other means. Then the electromagnetic flux will
escape out of the cylinder. On the other hand, if
the non-superconducting state is fractionalized, the
vison that is a part of the hc/2e vortex will be un-
able to escape. Consequently, on moving back into
the superconductor, this trapped vison will spon-
taneously nucleate a hc/2e unit of electromagnetic
flux.
14
A number of other robust effects can be predicted
for this kind of experiment. The most striking is to
imagine doing the experiment with a general inte-
ger multiple n of hc/2e flux that is initially trapped.
A spontaneous final flux of hc/2e will appear only
if n is odd. This even-odd effect can be used to
rule out other mundane explanations of the effect,
if observed.
As argued in Ref. [34,7], the results of this ex-
periment should be reasonably insensitive to all
kinds of complications, such as disorder or other
broken symmetries such as magnetism or charge
ordering. The most important caveat however is
that the experiment needs to be done at extremely
low temperature. As the visons, if they exist,
have a finite energy gap, they will always be ther-
mally excited at any non-zero temperature. Con-
sequently, the trapped vison will at any finite tem-
perature eventually escape in a thermal activation
time τv ∼ τ0e
Evison
kBT where Evison is the vison gap,
and τ0 is an attempt time. Thus, the experiment
will need to be done in a time scale that is faster
than this vison escape time. Neither the vison gap
or the attempt time can be reliably estimated the-
oretically. Ref. [34,7] suggested that the vison gap
would be of roughly the same order as the spin gap
in the underdoped samples. However, it is neces-
sary to emphasize that a reliable calculation of the
ratio of the vison gap to the spin gap is not avail-
able at present.
Another test of the fractionalization scenario for
the underdoped cuprates was pointed out a long
time ago by Sachdev, Nagaosa, and Lee [37]. They
observed that a superconductor that descends from
a fractionalized insulator has regimes in which the
energy cost of an hc/e vortex is smaller than two
isolated hc/2e vortices. The basic physics underly-
ing this observation is as follows. The vison gap is
non-zero in the fractionalized insulator. On moving
into the superconducting state, it is the presence of
the vison that enables the existence of a finite en-
ergy hc/2e vortex. The core energy of this vortex
would then have to include the cost of having a vi-
son, and consequently, should be non-zero even at
the transition to the insulator. On the other hand,
the core energy of a hc/e vortex will go to zero. For
both vortices, the superflow energy will go to zero
at the superconductor-insulator transition. Thus,
close to the transition, the energy to create a sin-
gle hc/e vortex will be smaller than the energy to
create a pair of well-separated hc/2e ones. Thus
observation of stable hc/e vortices in the supercon-
ducting phase would be an indirect test of the frac-
tionalization in the “normal” state. It is crucial to
note that this argument relies on the sasumption
that the superconductor-insulator transition is sec-
ond order.
Considerable caution is required in trying to ob-
serve these stable hc/e vortices in experiments.
The force between two hc/2e vortices is always re-
pulsive at large separation (much bigger than the
core size) where it is dominated by the superflow.
Thus it is necessary for two well-separated hc/2e
vortices to overcome the superflow energy barrier
and get close enough before the gain in core energy
of the hc/e vortex can provide for the attraction to
bind them together. In practice, depending on the
dynamics and the history of the sample, it may be
possible for hc/2e vortices to be observable in some
highly metastable state even in a regime in which
a single hc/e vortex has lower energy than a pair
of hc/2e ones.
VI. DISCUSSION
The theory of the cuprates outlined here has,
we believe, considerable phenomenological appeal.
Apart from providing a simple route from the Mott
insulator to the superconductor upon doping, it
also helps understand qualitatively several of the
most puzzling phenomena in the “normal” state.
We now briefly reemphasize some of these, and
comment on some weak points. We also com-
ment briefly on an alternate theory that neverthe-
less shares many features with the present one.
Some features of the theory are generic to any pic-
ture of the superconductivity that remembers the
proximity to the Mott insulator. An example is the
result ρs ∝ x.
One of the major strengths of this theory is it’s
simple explanation of the ARPES results. In par-
ticular, it is very natural that the electron spec-
tral function is very broad above the superconduct-
ing transition, but becomes sharply peaked below.
While this is certainly evident in the ARPES re-
sults at the (π, 0) point, the vicinity of the nodal
points (i.e along (π, π)) has apparently not been ex-
amined carefully yet in experiments on underdoped
cuprates [50].
The presence of the spin gap in the underdoped side
is simple to understand in this theory. Indeed the
spin physics is expected to not change significantly
across the superconducting transition in the under-
doped samples, as has been established in a number
of experiments. Qualitatively, the anisotropic elec-
trical transport - “metallic” in the plane and “insu-
lating” perpendicular to it is also easily understood
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if the fractions of the electron are confined to the
plane.
We have reconciled these spin-charge separation
ideas with the occurence of antiferromagnetism at
half-filling by suggesting that the antiferromagnetic
state at half-filling coexists with the fractionaliza-
tion. This is indeed theoretically possible, and finds
some support in experiments as was discussed in
Section VC. However, we have not provided a
reason for why the cuprates prefer to always or-
der magnetically at half-filling. It is also not very
clear in this picture why the magnetism would be
so easily destroyed upon doping. Chargon motion
presumably does not frustrate the magnetic order-
ing in a fractionalized antiferromagnet, unlike hole
motion in a confined magnet.
Observation of the visons would be a strong confir-
mation of the theory. On the other hand, if it can
be established that the visons do not exist, or do
so with extremely small energy gaps, then it would
be a severe constraint on the direct relevance of
these fractionalization ideas to the physics of the
cuprates.
Very recently, the first results on the experiments
discussed in Section VD have become available
[51–53]. Ref. [51,53] looked for the flux-trapping
effect due to trapped visons in underdoped YBCO
and BSCCO respectively, and so far, have not seen
any signatures of the vison. These negative results
may be translated into a rough bound on the vison
gap in the underdoped cuprates - at present, this
bound is in the energy range 100− 350K. The un-
certainty is mainly due to lack of a good estimate
for the attempt time τ0. Ref. [52] looked for, and
did not find, stable hc/e vortices in underdoped
YBCO samples. We have already discussed some
of the caveats on this test of the fractionalization
idea. Ignoring these caveats, this negative result
also leads to a rough bound of about 120K on the
vison gap. It is important to emphasize that while
these results are not very encouraging for the frac-
tionalization scenario, they are not yet sufficient to
rule it out due to the largeness of the bounds on the
vison gap. Experiments that are currently under-
way [54] should be able to either place much more
stringent bounds or observe the predicted effects.
We now briefly comment on an alternate theory
of the cuprates which has some superficial simi-
larity with the one discussed in this paper, but is
distinct in some important respects. This is the
SU(2) gauge theory proposed by Lee, Wen, Na-
gaosa and coworkers [20]. In contrast to the the-
ory discussed above, the SU(2) gauge theory as-
sumes that the system is always in some conven-
tional (in the sense of no fractionalization) quan-
tum phase at zero temperature. However, there
still is some notion of “spin-charge separation” at
short length/time scales in some temperature win-
dow that does not extend to the lowest temper-
atures. This scenario, if correct, would possibly
retain some of the appealing features of truly frac-
tionalized systems, without actually requiring the
presence of such true fractionalization anywhere in
the vicinity of the observed phase diagram. In par-
ticular, it has been argued that there will be no vi-
sons observed if such a scenario were correct. The
actual nature and meaning of this short length scale
“spin-charge separation” awaits clarification.
The starting point of the theory is a slave particle
mean field treatment of the t− J model the results
of which correspond quite closely to the observed
phase diagram of the cuprates. Fluctuations about
the mean field are however large, and are argued to
be necessary to correctly describe the physics. The
slave particle representation introduces an SU(2)
gauge symmetry - thus the theory of fluctuations
about the mean field is a strongly interacting gauge
theory. The pseudogap regime is associated with
a “breaking” of the SU(2) gauge symmetry down
to U(1). It is suggested that the remaining U(1)
gauge degrees of freedom strongly scatter but do
not confine the slave particles upto a temperature
scale that goes to zero with the doping and hence
is much smaller than J . At lower temperatures,
there is confinement leading to conventional phases
of matter.
One way to think about this proposed scenario is
that the properties of the system are governed by
the proximity to an unstable zero temperature non-
Fermi liquid fixed point. Such a proximity would
generate a wide window of anamolous behaviour at
intermediate temperatures which finally gives way
to conventional physics at the lowest temperatures.
This is then reminiscent of (though perhaps distinct
from) theories that suggest proximity to quantum
critical points between conventional phases [55–57]
as the root of anamolous finite temperature be-
haviour in the cuprates.
Several aspects of these ideas with short length
scale “spin-charge separation” are very attractive
for the cuprates, particularly if visons are not de-
tected in experiments. Nevertheless their concep-
tual basis seems to require further elucidation.
VII. CONCLUSIONS
In this article, we have discussed the phenomenon
of electron fractionalization in spatial dimensions
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d > 1. In the first part of the paper, we described
the properties possessed by such a phase, should it
exist. We argued that an effective theory of such
a phase will take the form of a Z2 gauge theory.
This conclusion is supported by a variety of dif-
ferent theoretical analyses of fractionalization, all
of which lead to the same description. A precise
theoretical characterization of such a phase may be
obtained through the notion of topological order.
An important open issue is the demonstration of
the presence of fractionalized phases in specific mi-
croscopic models of interacting electrons. Some
progress has been reported in Ref. [9].
In the second part, we considered the application
of the fractionalization ideas to the cuprate ma-
terials. We discussed the attractiveness of these
ideas for building theories of the cuprates, and how
such ideas may be tested. An important theoreti-
cal question, should visons not be found, is whether
it is possible to still retain the notion of fraction-
alization in any consistent way to understand the
cuprates.
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