Abstract. In the present paper, we consider large scale nonsymmetric differential matrix Riccati equations with low rank right hand sides. These matrix equations appear in many applications such as control theory, transport theory, applied probability and others. We show how to apply Krylov-type methods such as the extended block Arnoldi algorithm to get low rank approximate solutions. The initial problem is projected onto small subspaces to get low dimensional nonsymmetric differential equations that are solved using the exponential approximation or via other integration schemes such as Backward Differentiation Formula (BDF) or Rosenbrok method. We also show how these technique could be easily used to solve some problems from the well known transport equation. Some numerical experiments are given to illustrate the application of the proposed methods to large-scale problems.
AMS subject classification: 65F10, 65F30 .
Introduction. Consider the nonsymmetric differential Riccati equation Ẋ (t) = −AX − XD + XSX + Q, (NDRE)
where A ∈ R n×n , D ∈ R p×p , Q ∈ R n×p , S ∈ R p×n and X(t) ∈ R n×p . The equilibrum solutions of (1.1) are the solutions of the corresponding nonsymmetric algebraic Riccati equation
Differential nonsymmetric Riccati equations (NDREs) play a fundamental role in many areas such as transport theory, fluid queues models, variational theory, optimal control and filtering, H 1 -control, invariant embedding and scattering processes, dynamic programming and differential games, [1, 21, 29, 34, 35] . For NAREs many numerical methods have been studied for finding the minimal nonnegative solution X * . The Newton method has been studied in [11, 21, 22] , however since it requires at each step the solution of a Sylvester equation, the method could be expensive when direct solvers are used. Generally, fixed point iteration methods [1, 21, 22, 31, 32, 33] are less expensive than the Newton or the Schur method. Some acceleration techniques based on vector extrapolation methods [27] have been proposed in [17] to speed up the convergence of some of these fixed point iterative methods such as those introduced in [32, 33] . For large problems, some Krylov-based methods have been studied in [9] . For NDREs and to our knowledge there is no existing method in the large scale case. In this paper, we consider large scale NDREs with low rank right-hand sides. We will show how to apply the extended block Arnoldi algorithm [24, 37] to get low rank approximate solutions. We will treat the special case corresponding to NDREs from transport theory.
The paper is organized as follows: In Section 2, we will be interested in the existence of exact solutions to equation (1.1) . In Section 3, we will see how to apply the extended block Arnoldi process to get low rank approximate solutions to NDREs with low rank right hand sides. Section 4 is devoted to the special case where equation (1.1) comes from transport theory. In the last section we give some numerical experiments.
Throughout this paper, we use the following notations: The matrix I n will denote the identity matrix of size n × n. The 2-norm is denoted by . 2 .
2. Exact solutions to NDRE's. We first need to recall some relevant definitions Definition 2.1.
1. For any real matrices M = [m ij ] and N = [n ij ] with the same size, we write
where ρ(.) denotes the spectral radius. An M -matrix M is nonsingular if s > ρ(H).
Let K be the following matrix
In this paper, we assume that the matrix K is a nonsingular M-matrix. It follows that the matrices A and D are both nonsingular M-matrices; see [18] . We notice that the special structure of the matrix K ensures the existence of the minimal nonnegative solution X * such that X * ≥ 0 and X ≥ X * for any solution X of the NARE (1.1), see [10, 21, 22] for more details. A solution of (1.2) can be expressed in the following form
The proof is easily done by differentiation. Now as the matrices A and D are also nonsingular M-matrices, they can be expressed as A = A 1 − A 2 and D = D 1 − D 2 where A 2 , D 2 are positive matrices and A 1 and A 2 are nonsingular M-matrices. Therefore, a solution of (1.1) can be expressed as follows (see [28] )
Since K is assumed to be a nonsingular M-matrix, then it has been proved in [18] , by using a Picard iteration, that if 0 leX 0 ≤ X * where X * is a nonnegative solution of (1.2), then there exists a global solution X(t) of (1.1). It is also well known [1] that the NDRE (1.1) is related to the initial value problem Ẏ (t)
where Y (t) ∈ R p×p and Z(t) ∈ R n×p . The solution of the differential linear system (2.4) is given by
where
Therefore, using the Radon's lemma (see [1] 
Using this theorem, we obtain the following result [18] Theorem 2.3. Assume that K is a nonsingular M matrix. If 0 ≤ X 0 ≤ X * where X * is the minimal nonnegative solution of (1.2), then the solution X(t) of (1.1) converges to X * as t −→ ∞.
3. Low rank approximate solutions to large NDREs via projection.
3.1. The approximate solutions. From now on, we assume that the constant matrix term Q in (1.1) has a low rank and is decomposed as Q = F G T and X 0 = Z 0,1 Z T 0,2 where F, Z 0,1 ∈ R n×s and G, Z 0,2 ∈ R p×s with s ≪ n. The approach that we will consider in this section, consists in projecting the problem (1.1) onto a suitable subspace, solve the obtained low order problem and then get an approximate solution to the original problem.
We first recall the extended block Arnoldi process applied to the pair (A, V ) where A ∈ R n×n is assumed to be nonsingular, and V ∈ R n×s with s ≪ n. The projection subspace K m (A, V ) ⊂ R n that we will consider was introduced in [16, 37] and applied for solving large scale symmetric differential and algebraic matrix Riccati equations in [20, 24] and for solving large scale Lyapunov matrix equations in [37] . This extended block Krylov subspace is given as 
and T is the matrix of the last 2s columns of the 2ms × 2ms identity matrix I 2ms . We notice that as EBA requires mat-vec products with the matrices A and A −1 , so if the matrix A is singular or when solving linear systems with A is expensive, then one should use the block Arnoldi algorithm that requires only mat-vec products with the matrix A. In that case, the obtained blocks V i 's are of dimension n × s and form an orthonormal basis of the block Krylov subspace
. However, the block Arnoldi process requires generally more execution times to get good approximate solutions as compared to EBA.
In what follows, we will use the extended block Arnoldi algorithm, but all the results are valid when using the block Arnoldi process. To get low rank approximate solutions to (1.1), we first apply the Extended Block Arnoldi (EBA) algorithm (or the block Arnoldi algorithm) to the pairs (A, F ) and (D, G) to generate two orthonormal bases {V 1 , . . . , V m } and {W 1 , . . . , W m } of the Extended Krylov subspaces K m (A, F ) and K m (D, G), respectively. We obtain two orthonormal matrices
, W m ] and two block Hessenberg matricesT
Let X m (t) be the proposed approximate solution to (1.1) given in the low-rank form
satisfying the Galerkin orthogonality condition
. Then, from (3.2) and (3.3), we obtain the low dimensional differential Riccati equation
Therefore, the obtained low dimensional nonsymmetric differential Riccati equation (3.4) will be solved by some classical integration method that we will see in subsections 3.2 − −3.4. In order to stop the EBA iterations, it is desirable to be able to test if R m < ǫ, where ǫ is some chosen tolerance, without having to compute extra matrix products involving the matrices A and D and their inverses. The next result gives an expression of the residual norm of R m (t) which does not require the explicit calculation of the approximate X m (t). A factored form will be computed only when the desired accuracy is achieved. 
where Y m is solution of (3.4).
Proof. Using the fact that Y m is a solution of the low order Riccati equation (3.4), we get
Then since V m+1 and W m+1 are orthonormal matrices, the result follows.
Let us see now how the obtained approximation could be expressed in a factored form. As for the algebraic case [20, 24] , using the singular value decomposition of Y m (t), and neglecting the singular values that are close to zero, the approximate solution X m (t) = V m Y m (t)W T m can be given in the following factored form
where Z m,1 (t) and Z m,2 (t) are small rank matrices.
The following result shows that the approximation X m is an exact solution of a perturbed differential Riccati equation and that the error E m (t) = X(t) − X m (t) solves another nonsymmetric differential Riccati equation.
Theorem 3.2. Let X m be the approximate solution given by (3.2). Then we havė
and X is an exact solution of (1.1). The matrix associated to the first nonsymmetric differential equation in Theorem 3.2 is given by
Proof. The proof can be easily obtained from the relation (3.1) and the expressions of the residual R m (t) and the initial equation (1.1). Remark that ∆
also expressed as
This shows that the matrix K m could be considered as a perturbation of the matrix K associated to the initial problem (1.1). Notice that when X m (t) converges to X(t) as m increases, R m (t) = ∆ 
we get the following relation
The solution of the projected linear differential system (3.8) is given as
As in general m is small, the solution given by (3.10) can be obtained from Padé approximants implemented in Matlab as expm. The solution Y m of the projected nonsymmetric differential Riccati equation (3.8) is then given as
2,m (t), (3.11) provided that Y 2,m (t) is nonsingular and then the approximate solution to the initial problem
Another way of getting approximate solutions, is to use directly an approximation of e tH Z 0 as it appears in (2.5). Using the matrices U m and H m given in (3.9), we propose the following approximation
Therefore, setting
the approximate solution of the solution X of (1.1) is given as
Instead of solving the low dimensional nonsymmetric differential Riccati equation (3.4) by using the exponential scheme (3.10), we can use an integration scheme for solving ordinary differential equations such as Rosenbrock [36] or Backward Differentiation Formula (BDF) methods [3, 15] . That is the subject of the following two subsections. (3.13) where h = t k+1 − t k is the step size, α i and β i are the coefficients of the BDF method as listed in Table 3 .1 and F m (X) is given by
4/3 -1/3 3 6/11 18/11 -9/11 2/11 Table 3 .1 Coefficients of the q-step BDF method with q ≤ 3.
The approximate X k+1 solves the following matrix equation
which can be written as the following continuous-time nonsymmetric algebraic Riccati equation
Where, assuming that at each timestep, Y m,k can be approximated as a product of low rank
The coefficients matrices are given by:
and
These Riccati equations could be solved applying direct methods based on the Schur decomposition, or based on generalized eigenvalues of the Hamiltonian in the small dimensional cases. We assume that at each step k +1, equation (3.14) has a solution. In our computations, we used the matlab function care which is quite good for small to medium problems and we considered only the cases q = 1 and q = 2.
3.4. Solving the low dimensional problem with the Rosenbrock method. Applying the two-stage Rosenbrock method [12, 36] to the low dimensional nonsymmetric differential Riccati equation (3.4) , the new approximation Y m,k+1 of Y m (t k+1 ) obtained at step k + 1 is defined by the relations, (see [8] for more details)
where H 1 and H 2 solve the following Sylvester equations The Sylvester matrix equations (3.16) and (3.17) could be solved, for small to medium problems, by direct methods such as the Bartels-Stewart algorithm [6] .
4. Applications to NDREs from transport theory. Nonsymmetric differential Riccati equations (1.1) associated with M-matrices appear for example in neutron transport theory and invariant imbedding; see [1, 7, 13] . The problem to be solved is given as followṡ
The matrices ∆ and Γ involved in the NDRE (4.1) have the same dimension and are given by
2)
, and
The vectors e and q are given as follows
The matrices and vectors above depend on the two parameters c and α satisfying 0 < c ≤ 1, 0 ≤ α < 1, and on the sequences (ω i ) and (c i ), i = 1, . . . , n, which are the nodes and weights of the Gaussian-Legendre quadrature on [0, 1], respectively. They are such that
The steady-state solutions of (4.1) satisfy the following nonsymmetric algebraic Riccati equation
Numerical solution to equation (4.5) have been investigated in [4, 5, 9, 17, 31, 33] and the references therein. For existence of solutions for NAREs (4.5), we have the following result .
Theorem 4.1.
[30] If c = 1 and α = 0, equation (4.5) has unique nonnegative solution. Otherwise, it has two nonnegative minimal and maximal solutions, say X min and X max with X max > X min > 0. The minimal solution X min is strictly increasing in c for a fixed α and decreasing in α for fixed c. Equation (4.1) can be expressed as followṡ
Therefore, integrating (4.6), we get the following expression of a solution of (4.1).
The global existence of a solution of equation (4.1) was invetigated in [28, 34] and this is stated in the following theorem Theorem 4.2.
[28] Let 0 < c ≤ 1, 0 ≤ α < 1. Assume that 0 ≤ X 0 ≤ X min and ee T − ∆X 0 − X 0 Γ ≥ 0. Then a global solution X(t) of (4.1) exists and is nondecreazing in t on [0, ∞[. Futhermore,
where X min is the minimal solution of the nonsymmetric algebraic Riccati equation (4.5).
To obtain low rank approximate solutions to (4.1), we first apply the extended Arnoldi process to the pairs (A, e) and (D, e) where A = ∆−eq T and D = Γ−qe T to get orthonormal bases that will be used to construct the desired low rank approximation X m (t) = V m Y m (t)W T m where Y m solves the low dimensional differential Riccation equation (3.4) . We notice that when applying the above method, we use matrix vector operations of the form A −1 v and D −1 v. As the matrices A and D are the sum of diagonal matrices and rank one matrices, then to reduce the costs, we can compute easily these quantities by using the Sherman-Morrison-Woodbury formula given by • Outputs : The approximate solution in a factored form: X m (t) ≈ Z m,1 (t) Z 5. Conclusion. In this paper, we considered large-scale nonsymmetric differential Riccati equations. We applied the extended block Arnoldi process to get low rank approximate solutions by projecting and solving the obtained low dimentional differential equation. We adapted three integration schemes to solve the latter problem. The first one is based on the matrix exponential, the scond one uses BDF methode while for the third approach we used Rosenbrock method. We also considered the paprticular nonsymmetric differential Riccati equation coming from transport theory. We gave some theoretical results and reported some numerical experiments comparing those approaches for large scale problems.
