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Abstract
We state some pointwise estimates for the rate of weighted approximation of a continuous function on
the semiaxis by polynomials. Furthermore, we derive matching converse results and estimates involving the
derivatives of the approximating polynomials. Using weighted ϕλ moduli of continuity, where 0 ≤ λ ≤ 1,
we bridge the gap between an old result by Fedorov (1983) [4] based on the ordinary modulus of
smoothness, and the recent norm estimates implicating the ϕ modulus of continuity.
c⃝ 2010 Elsevier Inc. All rights reserved.
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1. Introduction
We examine the polynomial approximation in the space Cu of continuous functions on the
semiaxis equipped with the uniform norm weighted by u(x) := xγ e− x2 , where γ ≥ 0. In
particular, for γ > 0 (resp. γ = 0) we consider functions f which are continuous on ]0,+∞[
(resp. [0,+∞[) and such that
lim
x→0 f (x)u(x) = limx→+∞ f (x)u(x) = 0,

resp. lim
x→+∞ f (x)u(x) = 0

. (1.1)
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When γ = 0, Fedorov [4, Theorem 2] found a polynomial sequence, {Pn}n with degPn ≤ n,
such that
e−
x
2 | f (x)− Pn(x)| ≤ Cω

f,
ϕ(x)√
n

, 0 ≤ x ≤ n, (1.2)
holds, where C is an absolute constant, ϕ(x) := √x , and
ω( f, t) := sup
0<h≤t

sup
x≥0

e−
x
2 | f (x + h)− f (x)|

.
Later on, for all γ ≥ 0, the main part of the weighted ϕ modulus of smoothness and the complete
weighted ϕ modulus of smoothness,Ωrϕ( f, t)u andω
r
ϕ( f, t)u , respectively, were introduced in [1,
8], where it was proved there exist sequences of polynomials Pn , of degree at most n, satisfying,
for n sufficiently large, the Jackson estimate
u(x)| f (x)− Pn(x)| ≤ Cωrϕ

f,
1√
n

u
, x ≥ 0, r < n, (1.3)
and the weaker version of Jackson estimate
u(x)| f (x)− Pn(x)| ≤ CΩrϕ

f,
1√
n

u
,
4r2
n
≤ x ≤ n, r < n, (1.4)
where, in both the cases, C is a constant independent of f, x and n.
The goal of the present paper is to generalize (1.3) and (1.4) in order to state pointwise
estimates involving the variable x also on the right-hand side, like in (1.2). To this aim, following
an idea in [2], we introduce certain ϕλ moduli of smoothness and find polynomial sequences
satisfying
u(x)| f (x)− Pn(x)| ≤ Cωrϕλ

f,
ϕ1−λ(x)√
n

u
, 0 ≤ x ≤ n 11−λ , (1.5)
and
u(x)| f (x)− Pn(x)| ≤ CΩrϕλ

f,
ϕ1−λ(x)√
n

u
,
C
n
≤ x ≤ n, (1.6)
where 0 ≤ λ ≤ 1 is arbitrarily fixed, ϕ(x) = √x and C denotes a positive constant independent
of n, f and x .
Actually, when λ = 1, Eqs. (1.5) and (1.6) coincide with (1.3) and (1.4), respectively, while
taking λ = 0 and r = 1 in (1.5) we get a weighted version of (1.2). When 0 < λ < 1, we bridge
the gap between the limiting cases λ = 0 and λ = 1 already proved.
A crucial role in obtaining the polynomials Pn satisfying (1.5) and (1.6) is played by the de la
Valle´e Poussin operator with respect to the Laguerre weight wα(x) = xαe−x , for suitable values
of the parameter α > −1.
Note that with respect to (1.3)–(1.4), formulas (1.5)–(1.6) state that the error of the polynomial
approximation converges to zero with a better rate when x is “close” to zero. This could also be
deduced from (1.2), which has been extended here by introducing in the weight an algebraic part
xγ , γ > 0, and by taking, under suitable conditions, a higher-order modulus of smoothness.
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With regard to the order r of the moduli in (1.5) and (1.6), we point out that we must impose
the following technical restrictions:
r(1− λ) ≤ 2γ + 1, and r(1− λ) < 17
6
, (1.7)
where r(1−λ) ≤ 2γ+1 comes out in requiring uϕ1−r(1−λ) ∈ C0 (see the proof of Theorem 2.3),
while r(1 − λ) < 176 derives from the need to have the same de la Valle´e Poussin operator
uniformly bounded w.r.t. two different weight functions (see e.g. the proof of Lemma A.5).
For (1.6), and also for (1.5) but only with λ = 0, we state converse inequalities with the
aid of some pointwise Bernstein inequalities. To make the reading easier, we first deal with the
Zygmund class, and then we go beyond to characterize wider classes of functions, where we
again meet with technical bounds similar to (1.7), due to the exploitable use of the de la Valle´e
Poussin operator in proving Proposition 5.7.
Furthermore, a proved pointwise Bernstein inequality allows us to derive a result on the
simultaneous pointwise approximation, estimating the error u(x)ϕλr (x)| f (r)(x) − P(r)n (x)| in
terms of the behavior we know for u(x)| f (x)− Pn(x)|.
The paper is organized as follows. In Section 2 we introduce all the necessary notations
and definitions, and also we state some preliminary results. In Section 3 we prove (1.5) and
in Section 4 we state (1.6). Section 5 is devoted to the converse results, and finally, we refer
the reader to the Appendix for the technicalities and the proofs of all the auxiliary results from
Section 2.
2. Notations and preliminary results
Throughout the paper we denote by C a positive constant which may take different values
in different formulas and write C ≠ C(a, b, . . .) to underline that C is independent of
the parameters a, b, . . .. Moreover, if A, B are two positive quantities depending on some
parameters, then A ∼ B means that there exists a constant C > 0 independent of these
parameters, such that we have C−1 B ≤ A ≤ C B.
As usual, we denote by Pn the set of all algebraic polynomials of degree at most n, by
wα(x) := xαe−x , α > −1, a Laguerre weight, and by {pn(wα)}n the corresponding system
of orthonormal polynomials having positive leading coefficients. Moreover, we denote by ϕ and
u the following weight functions:
ϕ(x) := √x, u(x) := xγ e− x2 , γ ≥ 0.
ACloc denotes the set of all locally absolutely continuous functions on [0,+∞[, and by C(A)
we denote the space of all continuous functions in the set A, equipped with the norm ‖ f ‖C(A) =
supx∈A | f (x)|. For the sake of brevity, we set C0 := C([0,+∞[) and ‖ f ‖∞ := ‖ f ‖C([0,+∞[).
For u(x) = xγ e− x2 with γ > 0, the space Cu consists of all functions f ∈ C(]0,+∞[) such
that
lim
x→0 f (x)u(x) = limx→+∞ f (x)u(x) = 0.
If γ = 0, i.e. u(x) = e− x2 , then Cu is the space of all functions f ∈ C0 satisfying the condition
lim
x→+∞ f (x)u(x) = 0.
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We consider the Banach space Cu equipped with the following norm:
‖ f ‖Cu := ‖ f u‖∞ = sup
x≥0
| f (x)u(x)|.
Finally, in the case of smoother functions we consider the following Sobolev-type subspace of
Cu :
W r,λu := { f ∈ Cu : f (r−1) ∈ ACloc and f (r)ϕrλ ∈ Cu}, r ∈ N, 0 ≤ λ ≤ 1.
When λ = 1, we set for brevity W ru := W r,1u .
2.1. Moduli of smoothness and K -functionals
In [8] (see the case β = 1), the following main part of the weighted ϕ modulus of smoothness
Ωrϕ( f, t)u := sup
0<h≤t
‖u−→∆ rhϕ f ‖C(Ir,h) = sup
0<h≤t

sup
x∈Ir,h
u(x)−→∆ rhϕ(x) f (x)

was introduced, where Ir,h :=

c1(2rh)2, c2h−2

, c1, c2 > 0 are fixed constants and
−→
∆
r
h f (x) :=
r−
k=0
(−1)k

r
k

f (x + (r − k)h) .
Here, we replace ϕ by ϕλ with 0 < λ ≤ 1 arbitrarily fixed. Consequently (following [3, p. 28]),
we modify the previous definition by considering instead of Ir,h the following different domain:
Ir,h,λ :=

c1(2rh)
2
2−λ , c2h
− 2
λ

.
So, for 0 < λ ≤ 1, we define
Ωr
ϕλ
( f, t)u := sup
0<h≤t
‖u−→∆ rhϕλ f ‖C(Ir,h,λ) = sup
0<h≤t

sup
x∈Ir,h,λ
u(x)−→∆ rhϕλ(x) f (x)

. (2.1)
With regard to the complete ϕ modulus of smoothness, in [8], we find the following definition:
ωrϕ( f, t)u := Ωrϕ( f, t)u + inf
P∈Pr−1
‖( f − P)u‖C[0,c1(2r t)2] + infP∈Pr−1 ‖( f − P)u‖C[c2t−2,∞[,
and along this line, for each 0 < λ ≤ 1, here we set
ωr
ϕλ
( f, t)u := Ωrϕλ( f, t)u + infP∈Pr−1 ‖( f − P)u‖C
[
0,c1(2r t)
2
2−λ
]
+ inf
P∈Pr−1
‖( f − P)u‖
C
[
c2t
− 2
λ ,∞
[.
Moreover, for all 0 < λ ≤ 1, we define the following K -functionals:
K˜r,ϕλ( f, t
r )u := sup
0<h≤t
[
inf
g(r−1)∈ACloc

‖( f − g)u‖C(Ir,h,λ) + hr‖uϕrλg(r)‖C(Ir,h,λ)
]
,
Kr,ϕλ( f, t
r )u := inf
g(r−1)∈ACloc

‖( f − g)u‖∞ + tr‖uϕrλg(r)‖∞

.
2082 G. Mastroianni, W. Themistoclakis / Journal of Approximation Theory 162 (2010) 2078–2105
When λ = 0, according to [4], we consider only the complete modulus, given by
ωr ( f, t)u := sup
0<h≤t
‖u−→∆ rh f ‖∞, (2.2)
and the K -functional
Kr ( f, t
r )u := inf
g(r−1)∈ACloc

‖( f − g)u‖∞ + tr‖ug(r)‖∞

.
In order to make the notations unvarying and give a unified treatment for all 0 ≤ λ ≤ 1, we set
ωr
ϕλ
:= ωr and Kr,ϕλ := Kr when λ = 0.
Theorem 2.1. For all r ∈ N, f ∈ Cu and 0 < t ≤ 1, we have
Ωr
ϕλ
( f, t)u ∼ K˜r,ϕλ( f, tr )u, 0 < λ ≤ 1, (2.3)
and
ωr
ϕλ
( f, t)u ∼ Kr,ϕλ( f, tr )u, 0 ≤ λ ≤ 1, (2.4)
where the constants involved in both the equivalences are independent of f and t.
The proof of this equivalence theorem is outlined in the Appendix.
2.2. de la Valle´e Poussin operator
Corresponding to the Laguerre weight wα(x), we consider the so-called de la Valle´e Poussin
means
V mn (wα, f ) :=
1
m − n + 1
m−
k=n
Sk(wα, f ), n < m, (2.5)
of the Fourier partial sums
Sk(wα, f ) :=
k−
j=0
c j (wα, f )p j (wα), c j (wα, f ) :=
∫ ∞
0
f (t)p j (wα, t)wα(t)dt.
The operator V mn (wα) is a polynomial quasi-projection; that is, for any function f ∈ L1wα (i.e. f
such that
∞
0 | f (x)|wα(x)dx < ∞), V mn (wα, f ) is a polynomial of degree at most m > n, and
when f ∈ Pn the following invariance property holds:
V mn (wα, P) = P, ∀P ∈ Pn . (2.6)
Moreover, we recall the following result (see [10, p. 11]).
Theorem 2.2. Let wα(x) = xαe−x and u(x) = xγ e− x2 be such that
2γ − 7
3
≤ α < 2γ + 1
2
, and 0 ≤ γ < α + 1. (2.7)
If n,m ∈ N satisfy n < m ≤ C n, C being a fixed constant, then, for all f ∈ Cu , we have
‖V mn (wα, f )u‖∞ ≤ C‖ f u‖∞, C ≠ C(n,m, f ). (2.8)
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Under the conditions of Theorem 2.2, by (2.6), we also have, for all f ∈ Cu ,
‖[ f − V mn (wα, f )]u‖∞ ≤ C En( f )u,∞, C ≠ C(n,m, f ), (2.9)
where, as usual, En( f )u,p denotes the error of the best polynomial approximation in L
p
u , i.e.
En( f )u,p := inf
P∈Pn
‖( f − P)u‖p, 1 ≤ p ≤ ∞.
Moreover, if f is a smoother function, i.e. if f ∈ W ru for some integer r ≥ 1, then [9]
‖[ f − V mn (wα, f )]u‖∞ ≤
C√
n
r ‖ f (r)uϕr‖∞, C ≠ C(n,m, f ), (2.10)
holds under the hypothesis (2.7), provided that n ∼ m.
By the following theorem, we are going to state a pointwise version of (2.10), the proof of
which can be found in the Appendix.
Theorem 2.3. Let wα(x) = xαe−x , u(x) = xγ e− x2 , γ ≥ 0, r ∈ N and 0 ≤ λ ≤ 1 be such that
2γ − r(1− λ)− 4
3
≤ α < 2γ − r(1− λ)+ 3
2
, (2.11)
and
α > γ − 1+ r(1− λ)
2
, r(1− λ) ≤ 2γ + 1. (2.12)
Moreover, assume that n,m ∈ N satisfy n < m ≤ C n, where C is a fixed constant.
Then, for all f ∈ W r,λu and each x ≥ 0, there exists a constant C ≠ C(n,m, f, x) such that
we have
u(x)
∫ x
1

f ′(t)− V mn (wα, f ′, t)

dt
 ≤ C [ϕ1−λ(x)√n
]r
‖ f (r)uϕλr‖∞ (2.13)
when γ > 0, and
u(x)
∫ x
0

f ′(t)− V mn (wα, f ′, t)

dt
 ≤ C [ϕ1−λ(x)√n
]r
‖ f (r)uϕλr‖∞ (2.14)
if γ = 0; i.e. u(x) = e− x2 .
Finally, in the more general case of not necessarily smooth functions, we have the following.
Theorem 2.4. Let r, k ∈ N, 0 ≤ λ ≤ 1 and u(t) = tγ e− t2 , wα(t) = tαe−t be such that
r(1− λ) ≤ 2γ + k, r(1− λ) < 17
6
,
and
− 7
3
+ 2γ + k < α < 2γ + k + 1
2
− r(1− λ), γ + k
2
< α + 1. (2.15)
Moreover, let F ∈ L1wα and f ∈ Cu be functions such that, for all n ∈ N (n > r) and any y > 0,
we have
u(y) ϕk(y) |F(y)| ≤ C √nk Ωr
ϕλ

f,
ϕ1−λ(y)√
n

u
, C ≠ C(n, y, f ). (2.16)
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Then, for all n,m ∈ N (satisfying n > r and n < m ≤ Cn with C a fixed constant) and for any
x > 0,
u(x)ϕk−1(x)
∫ x
1

F(t)− V mn (wα, F, t)

dt
 ≤ C √nk−1 Ωrϕλ  f, ϕ1−λ(x)√n

u
(2.17)
holds, where C ≠ C(n,m, x, f ).
This theorem is also proved in the Appendix.
3. Pointwise estimate by the complete modulus of continuity
In this section we give the following theorem.
Theorem 3.1. Let γ ≥ 0, u(x) = xγ e− x2 and 0 ≤ λ ≤ 1. Then, for all f ∈ Cu and any
sufficiently large n ∈ N, there exists a polynomial P∗n ∈ Pn such that, for each positive integer r
satisfying r(1− λ) ≤ 2γ + 1 and r(1− λ) < 176 , we have
u(x)| f (x)− P∗n (x)| ≤ C ωrϕλ

f,
ϕ1−λ(x)√
n

u
, 0 ≤ x ≤ n 11−λ , (3.1)
where ϕ(x) = √x and C ≠ C(n, f, x).
By virtue of Theorem 2.1, we prove (3.1) with the K -functional Kr,ϕλ instead of the modulus
ωr
ϕλ
. Moreover, we use both Theorems 2.2 and 2.3 previously stated. Such theorems give the
following lemma, which is fundamental in proving (3.1).
Lemma 3.2. Let u(x) = xγ e− x2 , γ ≥ 0, r ∈ N and 0 ≤ λ ≤ 1 be such that
r(1− λ) ≤ 2γ + 1, and r(1− λ) < 17
6
. (3.2)
Then, for all n ∈ N, there exists a linear operator vn( f ) such that:
• If f ∈ Cu then vn( f ) ∈ Pn , and we have
‖vn( f )u‖∞ ≤ C‖ f u‖∞, C ≠ C(n, f ). (3.3)
• If f ∈ W r,λu , then, for all x ≥ 0,
u(x)| f (x)− vn( f, x)| ≤ C
[
ϕ1−λ(x)√
n
]r
‖ f (r)uϕλr‖∞ (3.4)
holds, with C ≠ C(n, f, x).
Proof of Lemma 3.2. It is sufficient to set, for any n ∈ N,
vn( f, x) := f (a)− V n[n/2](wα, f, a)+ V n[n/2](wα, f, x),
where [n/2] denotes the integer part of n/2,
a :=

1 if γ > 0,
0 if γ = 0,
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and α satisfies all the following conditions:
2γ − 7
3
≤ α < 2γ + 1
2
, and α > γ − 1, (3.5)
2γ − r(1− λ)− 7
3
≤ α < 2γ − r(1− λ)+ 1
2
, and α > γ − 3+ r(1− λ)
2
. (3.6)
We explicitly note that, for arbitrary γ ≥ 0, r ∈ N and 0 ≤ λ ≤ 1, it is always possible to
find α > −1 satisfying (3.5) and (3.6) simultaneously, provided that (3.2) holds. Moreover, we
observe that, applying Theorems 2.2 and 2.3, condition (3.5) ensures that
|V n[n/2](wα, f, x)u(x)| ≤ C‖ f u‖∞, x ≥ 0, C ≠ C(n, f, x), (3.7)
holds for all f ∈ Cu , and, for all f ∈ W r,λu , condition (3.6) implies that
u(x)
∫ x
a

f ′(t)− V n−1[n/2]−1(wα+1, f ′, t)

dt

≤ C
[
ϕ1−λ(x)√
n
]r
‖ f (r)uϕλr‖∞, x ≥ 0, (3.8)
holds with C ≠ C(n, f, x).
Thus, for any x ≥ 0, taking into account that u(x) ≤ Cu(a) (e.g. C = u(2γ )/u(a)), by (3.7)
we get
|u(x)vn( f, x)| ≤ C |u(a) f (a)| + C |u(a)V n[n/2](wα, f, a)| + |u(x)V n[n/2](wα, f, x)|
≤ C‖ f u‖∞;
i.e. (3.3) holds.
Similarly, we deduce (3.4) from (3.8) since we have
u(x)| f (x)− vn( f, x)| = u(x)
∫ x
a

f (t)− V n[n/2](wα, f, t)
′
dt
 ,
and it is well known that

V n[n/2](wα, f, t)
′ = V n−1[n/2]−1(wα+1, f ′, t). 
That being stated, the proof of Theorem 3.1 can be obtained in a few steps, as follows.
Proof of Theorem 3.1. By Theorem 2.1, we have a constant C ≠ C(n, f, x) such that
inf
g(r−1)∈ACloc

‖( f − g)u‖∞ +
[
ϕ1−λ(x)√
n
]r
‖uϕλr g(r)‖∞

≤ Cωr
ϕλ

f,
ϕ1−λ(x)√
n

u
.
Then it is sufficient to find a polynomial P∗n ∈ Pn satisfying, for all g with g(r−1) ∈ ACloc, the
estimate
u(x)| f (x)− P∗n (x)| ≤ C

‖( f − g)u‖∞ +
[
ϕ1−λ(x)√
n
]r
‖uϕλr g(r)‖∞

, (3.9)
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where C ≠ C(n, f, x, g). By Lemma 3.2, we take P∗n (x) := vn( f, x) and obtain (3.9) as follows:
u(x)| f (x)− vn( f, x)|
≤ u(x)| f (x)− g(x)| + u(x)|g(x)− vn(g, x)| + u(x)|vn(g − f, x)|
≤ ‖( f − g)u‖∞ + C
[
ϕ1−λ(x)√
n
]r
‖uϕλr g(r)‖∞ + C‖( f − g)u‖∞. 
4. Pointwise estimate by the main part of the modulus of smoothness
When Cn−1 ≤ x ≤ n, C being a fixed positive constant, we can replace ωr
ϕλ
with Ωr
ϕλ
in (3.1),
obtaining the following.
Theorem 4.1. Let u(x) = xγ e− x2 , γ ≥ 0, 0 < λ ≤ 1 and r ∈ N be such that r(1− λ) ≤ 2γ + 1
and r(1 − λ) < 176 hold simultaneously. Then, for all f ∈ Cu and any sufficiently large n ∈ N,
there exists a polynomial Q∗n ∈ Pn such that we have
u(x)| f (x)− Q∗n(x)| ≤ CΩrϕλ

f,
ϕ1−λ(x)√
n

u
,
C
n
≤ x ≤ n, (4.1)
where ϕ(x) = √x and C ≠ C(n, f, x).
In order to prove such a theorem we follow a somewhat standard procedure (see e.g. [2]), which
consists of the following steps.
Step 1. For all n ∈ N, we construct an auxiliary function Gn (depending on f ) such that
u(x)| f (x)− Gn(x)| ≤ C Ωrϕλ

f,
ϕ1−λ(x)√
n

u
(4.2)
u(x)ϕr (x)|G(r)n (x)| ≤ C
√
n
r Ωr
ϕλ

f,
ϕ1−λ(x)√
n

u
(4.3)
hold, with C independent of f, n, x in both cases.
Step 2. We approximate Gn by a polynomial Pn ∈ Pn in such a way that we have
u(x)|Gn(x)− Pn(x)| ≤ C Ωrϕλ

f,
ϕ1−λ(x)√
n

u
, C ≠ C(n, x, f ). (4.4)
Step 3. Taking into account that
u(x)| f (x)− Pn(x)| ≤ u(x)| f (x)− Gn(x)| + u(x)|Gn(x)− Pn(x)|,
we get the proof of Theorem 4.1 directly from the previous two steps.
In the next two subsections we are going to tackle the problems described in Steps 1 and 2,
respectively.
G. Mastroianni, W. Themistoclakis / Journal of Approximation Theory 162 (2010) 2078–2105 2087
4.1. Function Gn
In constructing the auxiliary function Gn , we make use of the Steklov function and follow the
technique employed in [3,1]. We recall (see [3, pp. 13–14]) that the Steklov function is defined
as follows:
fτ (x) := rr
∫ 1
r
0
· · ·
∫ 1
r
0

r−
k=1
(−1)k+1

r
k

f (x + kτ(u1 + · · · + ur ))

du1 · · · dur , (4.5)
and it satisfies
f (x)− fτ (x) = (−1)rrr
∫ 1
r
0
· · ·
∫ 1
r
0
−→
∆
r
τ(u1+···+ur ) f (x)du1 · · · dur ≤ Cr |
−→
∆
r
τ f (x)|. (4.6)
Moreover, the derivatives of the Steklov function are given by
f (r)τ (x) = rr
r−
l=1
(−1)l+1

r
l

(lτ)−r−→∆ rl
r τ
f (x),
and they verify the estimate
| f (r)τ (x)| ≤ (2r)rτ−r sup
0<h≤τ
|−→∆ rh f (x)|. (4.7)
From now on we let arbitrarily fixed u(x) = xγ e− x2 , with γ ≥ 0, f ∈ Cu, 0 < λ ≤ 1, n ∈ N,
and Cn ≤ x ≤ n, with C > 0. Note that we can always find [12] some zeros
C
n
≤ t1 < t2 < · · · < t j ≤ n
of a nth Laguerre polynomial, such that t1 ≤ x ≤ t j . So from now on we will fix x ∈ [t1, t j ].
Moreover, we set t0 := Cn and t j+1 := n.
We recall that
1ti := ti+1 − ti ∼ ϕ(ti )√
n
, i = 1, . . . , j − 1, (4.8)
and, moreover, for x ∈ [ti , ti+1], i = 1, . . . , j − 1, we have
ϕ(ti ) ∼ ϕ(x) ∼ ϕ(ti+1). (4.9)
Consequently, for all i = 1, . . . , j − 1, setting τi := ϕ(ti )√n , we get
sup
0<h≤τi
|u(x)−→∆ rh f (x)| ≤ CΩrϕλ

f,
ϕ1−λ(x)√
n

u
, x ∈ [ti , ti+1], (4.10)
where C ≠ C( f, x, n). Indeed, for any 0 < h ≤ τi , we have
η := h
ϕλ(x)
≤ C ϕ
1−λ(x)√
n
,
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which implies that x ∈ Ir,η,λ :=

c1(2rη)
2
2−λ , c2η−
2
λ

. Hence, for all 0 < h ≤ τi , we get
|u(x)−→∆ rh f (x)| = u(x)|
−→
∆
r
ηϕλ(x) f (x)| ≤ ‖u
−→
∆
r
ηϕλ f ‖C(Ir,η,λ)
≤ sup
0<η≤C ϕ1−λ(x)√
n
‖u−→∆ r
ηϕλ
f ‖C(Ir,η,λ) = Ωrϕλ

f,C
ϕ1−λ(x)√
n

u
≤ CΩr
ϕλ

f,
ϕ1−λ(x)√
n

u
;
i.e. (4.10) holds.
After this short preamble, we come to the construction of Gn . Fixing a non-decreasing
function ψ ∈ C∞ such that
ψ(x) =

0 x ≤ 0,
1 x ≥ 1,
we define
ψi (x) := ψ

x − yi
ti+1 − yi

, yi := ti + ti+12 , i = 0, . . . , j,
and set
Gn(x) :=
j−
i=1
fτi (x)ψi−1(x)(1− ψi (x)), τi :=
ϕ(ti )√
n
.
Taking into account that
ψi (x) =

1 if x ≥ ti+1,
0 if x ≤ yi , i = 0, . . . , j,
we note that Gn vanishes for x ∉]y0, y j [, and for i = 1, . . . , j − 1 we have
ti ≤ x ≤ ti+1 =⇒ Gn(x) = fτi (x)(1− ψi (x))+ fτi+1(x)ψi (x).
Now let us prove that the function Gn we have just constructed satisfies both (4.2) and (4.3).
Theorem 4.2. For all f ∈ Cu, n ∈ N and x ∈ [t1, t j ], we have
u(x)| f (x)− Gn(x)| ≤ C Ωrϕλ

f,
ϕ1−λ(x)√
n

u
, C ≠ C(n, f, x). (4.11)
Proof of Theorem 4.2. Assume that x ∈ [ti , ti+1], where i ∈ {1, . . . , j − 1}. Then
Gn(x) = fτi (x)(1− ψi (x))+ fτi+1(x)ψi (x),
and using (4.6) and (4.10) we conclude that
u(x)| f (x)− Gn(x)| ≤ u(x)| f (x)− fτi (x)| + u(x)| f (x)− fτi+1(x)|
≤ Cu(x)|−→∆ rτi f (x)| + Cu(x)|
−→
∆
r
τi+1 f (x)|
≤ CΩr
ϕλ

f,
ϕ1−λ(x)√
n

u
. 
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Theorem 4.3. For all f ∈ Cu, n ∈ N and x ∈ [t1, t j ], we have
u(x)
[
ϕ(x)√
n
]r
|G(r)n (x)| ≤ CΩrϕλ

f,
ϕ1−λ(x)√
n

u
, C ≠ C(n, f, x). (4.12)
Proof of Theorem 4.3. For x ∈ [ti , ti+1], we have
Gn(x) = fτi (x)+ ψi (x)[ fτi+1(x)− fτi (x)],
and consequently
G(r)n (x) = f (r)τi (x)+
r−
k=0

r
k

ψ
(r−k)
i (x)[ f (k)τi+1(x)− f (k)τi (x)]. (4.13)
With regard to the first addendum, recalling that τi ∼ ϕ(x)√n , and using (4.7) and (4.10), we get[
ϕ(x)√
n
]r
u(x)| f (r)τi (x)| ≤ Cτ ri u(x)| f (r)τi (x)| ≤ C (2r)r sup
0<h≤τi
|u(x)−→∆ rh f (x)|
≤ C Ωr
ϕλ

f,
ϕ1−λ(x)√
n

u
.
With regard to the summation in (4.13), for k = 0, . . . , r , we note that
|ψ (r−k)i (x)| ≤

2(r−k) sup
0≤ν≤r
‖ψ (ν)‖∞

(1ti )
(k−r), (4.14)
and recall that
(1ti )
k‖F (k)‖C[ti ,ti+1] ≤ C

‖F‖C[ti ,ti+1] + (1ti )r‖F (r)‖C[ti ,ti+1]

. (4.15)
Then using (4.14), (4.15) and taking into account (4.8), (4.9) and u(x) ∼ u(ti ), we get[
ϕ(x)√
n
]r
u(x)
 r−
k=0

r
k

ψ
(r−k)
i (x)

f (k)τi+1(x)− f (k)τi (x)

≤ C(1ti )r u(ti )
r−
k=0

r
k

(1ti )
k−r
( fτi+1 − fτi )(k)C[ti ,ti+1]
≤ Cu(ti )
r−
k=0

r
k

‖( fτi+1 − fτi )‖C[ti ,ti+1] + (1ti )r‖( fτi+1 − fτi )(r)‖C[ti ,ti+1]

≤ C 2r
[
‖u( fτi+1 − fτi )‖C[ti ,ti+1] +

ϕ(ti )√
n
r
‖u( fτi+1 − fτi )(r)‖C[ti ,ti+1]
]
≤ C2r

‖u( fτi+1 − fτi )‖C[ti ,ti+1] + n−
r
2 ‖uϕr ( fτi+1 − fτi )(r)‖C[ti ,ti+1]

.
On the other hand, we have already proved that (4.6) and (4.10) imply that
u(x)| f (x)− fτi (x)| ≤ C Ωrϕλ

f,
ϕ1−λ(x)√
n

u
, x ∈ [ti , ti+1],
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and (4.7) and (4.10) give[
ϕ(x)√
n
]r
u(x)| f (r)τi (x)| ≤ C Ωrϕλ

f,
ϕ1−λ(x)√
n

u
, x ∈ [ti , ti+1].
Consequently, we have
‖u( fτi+1 − fτi )‖C[ti ,ti+1] ≤ ‖u( f − fτi+1)‖C[ti ,ti+1] + ‖u( f − fτi )‖C[ti ,ti+1]
≤ CΩr
ϕλ

f,
ϕ1−λ(x)√
n

u
,
and
n−
r
2 ‖uϕr ( fτi+1 − fτi )(r)‖C[ti ,ti+1] ≤ CΩrϕλ

f,
ϕ1−λ(x)√
n

u
,
which concludes the proof. 
4.2. Polynomial approximation of Gn
In order to approximate Gn by a polynomial satisfying (4.4), we resort to the de la Valle´e
Poussin operator V mn (wα) defined in (2.5). We take n ∼ m. Moreover, the choice of the parameter
α > −1 is based on Theorem 2.4, which we apply r times to get the following.
Theorem 4.4. Let n, r ∈ N, 0 < λ ≤ 1 and u(x) = xγ e− x2 be such that γ ≥ 0, n > r + 1 and
r(1 − λ) ≤ min

2γ + 1, 176

with r ≠ 176 . If Gn is a function such that (4.2) and (4.3) hold,
then there exists a polynomial Pn+r−1 ∈ Pn+r−1 such that we have
u(x)|Gn(x)− Pn+r−1(x)| ≤ CΩrϕλ

f,
ϕ1−λ(x)√
n

u
,
C
n
≤ x ≤ n, (4.16)
where C ≠ C(n, x, f ).
Proof of Theorem 4.4. Set for brevity VN := V n−1[n/2], and define the following polynomial of
degree at most n:
Pn,r−1(x) := G(r−1)n (1)+
∫ x
1
VN (wα,G
(r)
n , t)dt, (4.17)
where α satisfies the hypothesis (2.15) of Theorem 2.4 with k = r .
Since
G(r−1)n (x)− Pn,r−1(x) =
∫ x
1

G(r)n (t)− VN (wα,G(r)n , t)

dt,
applying (2.17) with F = G(r)n and k = r , we get
u(x)ϕr−1(x)|G(r−1)n (x)− Pn,r−1(x)| ≤ C
√
n
r−1 Ωr
ϕλ

f,
ϕ1−λ(x)√
n

u
. (4.18)
Note that (4.18) proves the theorem when r = 1.
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When r = 2, we apply Theorem 2.4 again, but this time we take F = G(r−1)n − Pn,r−1 and
k = r − 1. More precisely, we approximate G(r−2)n by the following polynomial of degree at
most n + 1:
Pn+1,r−2(x) := G(r−2)n (1)+
∫ x
1
Pn,r−1(t)dt +
∫ x
1
VN (wβ ,G
(r−1)
n − Pn,r−1, t)dt,
where β has to satisfy (2.15) with k = r − 1 and α replaced by β. We have
G(r−2)n (x)− Pn+1,r−2(x)
=
∫ x
1

(G(r−1)n − Pn,r−1)(t)− VN (wβ ,G(r−1)n − Pn,r−1, t)

dt,
and taking into account (4.18), F = [G(r−1)n − Pn,r−1] satisfies the hypothesis (2.16) with
k = r − 1. Hence Theorem 2.4 gives
u(x)ϕr−2(x)|G(r−2)n (x)− Pn+1,r−2(x)| ≤ C
√
n
r−2 Ωr
ϕλ

f,
ϕ1−λ(x)√
n

u
; (4.19)
i.e. (4.16) holds for r = 2 too.
When r > 2, we repeat the process by constructing the polynomials
Pn+2,r−3, Pn+3,r−4, . . . , Pn+r−1,0
and applying Theorem 2.4 with k = r − 2, r − 3, . . . , 1 and
F = [G(r−2)n − Pn+1,r−2], [G(r−3)n − Pn+2,r−3], . . . , [G ′n − Pn+r−2,1],
respectively. In this way, we state
u(x)ϕr−3(x)|G(r−3)n (x)− Pn+2,r−3(x)| ≤ C
√
n
r−3 Ωr
ϕλ

f,
ϕ1−λ(x)√
n

u
,
u(x)ϕr−4(x)|G(r−4)n (x)− Pn+3,r−4(x)| ≤ C
√
n
r−4 Ωr
ϕλ

f,
ϕ1−λ(x)√
n

u
,
and so on, arriving at
u(x)|Gn(x)− Pn+r−1,0(x)| ≤ CΩrϕλ

f,
ϕ1−λ(x)√
n

u
. 
5. On the converse results
In this section, we are going to give the converse results for the direct estimates (3.1) with
λ = 0 and (4.1) when 0 < λ ≤ 1. In order to obtain such results, we use a quite standard
procedure based on the following pointwise Bernstein-type inequality.
Proposition 5.1. Let un(x) :=

x + 1n
γ
e− x2 , γ ∈ R, ϕn(x) := √x + 1√n , and 0 ≤ λ ≤ 1. If a
polynomial Pn ∈ Pn satisfies the estimate
|Pn(x)un(x)| ≤ C
[
ϕ1−λn (x)√
n
]α
, x ≥ 0, C ≠ C(Pn, n, x), (5.1)
for some α ∈ R, then, for all positive integers r , we have
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|P(r)n (x)un(x)ϕλrn (x)| ≤ C
[
ϕ1−λn (x)√
n
]α−r
, x ≥ 0, C ≠ C(Pn, n, x). (5.2)
Proof of Proposition 5.1. Estimate (5.2) can be easily deduced from the following [7] (see
also [4]):
max
x≥0
P(r)n (x)

x + 1
n
β+ r2
e−
x
2
 ≤ C √nr maxx≥0
Pn(x)

x + 1
n
β
e−
x
2
 , β ∈ R.
(5.3)
More precisely, using (5.1) and (5.3) gives, for all x ≥ 0,
|P(r)n (x)un(x)ϕλrn (x)|
ϕ1−λn (x)
α−r ≤ C
P(r)n (x)

x + 1
n
γ−(1−λ) α2+ r2
e−
x
2

≤ C √nr max
x≥0
Pn(x)

x + 1
n
γ−(1−λ) α2
e−
x
2

≤ C √nr−α . 
Note that from Proposition 5.1, by a standard technique, we can also deduce a pointwise estimate
for f (r) − P(r)n in terms of the estimate of f − Pn , as described in the following.
Theorem 5.2. For given 0 ≤ λ ≤ 1, u(x) = xγ e− x2 with γ ≥ 0 and f ∈ Cu , let {Pn}n be a
sequence of polynomials with each Pn ∈ Pn satisfying
| f (x)− Pn(x)|un(x) ≤ C
[
ϕ1−λn (x)√
n
]α
, x ≥ 0, (5.4)
where un(x) =

x + 1n
γ
e− x2 , ϕn(x) = √x + 1√n , α > 1 and C ≠ C(n, x, f ). Then f has
locally r continuous derivatives in [0,+∞[ with r < α, and the estimate
| f (r)(x)− P(r)n (x)|u(x)ϕλr (x) ≤ C
[
ϕ1−λn (x)√
n
]α−r
, x ≥ 0, (5.5)
holds with C ≠ C(n, x, f ).
Proof of Theorem 5.2. By virtue of (5.4), we can write
[ f (x)− Pn(x)]u(x) =
∞−
k=0
[P2k+1n(x)− P2k n(x)]u(x), (5.6)
and haveP2k+1n(x)− P2k n(x) u2k n(x) ≤ C

ϕ1−λ
2k n
(x)√
2kn
α
, k = 0, 1, . . . .
Then by (5.2) we getP(r)2k+1n(x)− P(r)2k n(x) u(x)ϕλr (x) ≤ C

ϕ1−λ
2k n
(x)√
2kn
α−r
, k = 0, 1, . . . ,
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which implies that
∑∞
k=0

P(r)
2k+1n(x)− P
(r)
2k n
(x)

u(x)ϕλr (x) is a locally uniformly convergent
series in [0,+∞[, since
∞−
k=0
P(r)2k+1n(x)− P(r)2k n(x) u(x)ϕλr (x) ≤ C ∞−
k=0

ϕ1−λ
2k n
(x)√
2kn
α−r
≤ C
[
ϕ1−λn (x)√
n
]α−r
holds for α − r > 0. Consequently, by (5.6), f (r) exists, it is locally continuous in [0,+∞[, and
it satisfies (5.5). 
In the following, we are going to apply Proposition 5.1 taking γ ≥ 0 and r > α > 0. In this
case, we can replace un by u and ϕn by ϕ, as specified in the following.
Proposition 5.3. Let u(x) = xγ e− x2 , γ ≥ 0, ϕ(x) := √x, 0 ≤ λ ≤ 1 and r > α > 0 with
r ∈ N. If a polynomial Pn ∈ Pn satisfies
|Pn(x)u(x)| ≤ C
[
ϕ1−λ(x)√
n
]α
, x ≥ 0, C ≠ C(Pn, n, x), (5.7)
then we have
|P(r)n (x)u(x)ϕλr (x)| ≤ C
[
ϕ1−λ(x)√
n
]α−r
, x ≥ 0, C ≠ C(Pn, n, x). (5.8)
Proof of Proposition 5.3. Let us arbitrarily fix x > 0, the case x = 0 being trivial under the
hypothesis α − r < 0.
If 2γ ≥ (1− λ)α, then (5.8) can be deduced from the classical Bernstein inequality
max
x≥0
P(r)n (x)xβ+ r2 e− x2  ≤ C √nr max
x≥0
Pn(x)xβe− x2  , β ≥ 0, (5.9)
taking β = γ − (1− λ)α2 . In fact, by (5.9) and (5.7), we obtain (5.8) as follows:
|P(r)n (x)u(x)ϕλr (x)|
ϕ1−λ(x)
α−r ≤ C P(r)n (x)xγ−(1−λ) α2+ r2 e− x2 
≤ C √nr max
x≥0
Pn(x)xγ−(1−λ) α2 e− x2  ≤ C √nr−α .
Finally, when 2γ < (1− λ)α, we use (5.3) to get
|P(r)n (x)u(x)ϕλr (x)|
ϕ1−λ(x)
α−r ≤ |P(r)n (x)un(x)ϕλrn (x)|
ϕ1−λn (x)
α−r
≤ C √nr max
y≥0
Pn(y)

y + 1
n
γ−(1−λ) α2 
e−
y
2
 ,
and derive (5.8), taking into account that, by (5.7) and γ − (1− λ)α2 < 0, we have
|Pn(y)| ≤ C√
n
α y−γ+(1−λ) α2  e y2 , ∀y > 0 =⇒ Pn(0) = 0,
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and consequently
max
y≥0
Pn(y)

y + 1
n
γ−(1−λ) α2 
e−
y
2
 ≤ maxy>0 Pn(y) y γ−(1−λ) α2 e− y2  ≤ C√nα . 
That being stated, let us establish a converse inequality for (4.1).
Theorem 5.4. Let 0 < λ ≤ 1, ϕ(x) = √x, u(x) = xγ e− x2 with γ ≥ 0, and f ∈ Cu . Assume
that there exists a sequence of polynomials Pn of degree at most n−1, satisfying, for some α > 0,
the estimate
u(x)| f (x)− Pn(x)| ≤ C
[
ϕ1−λ(x)√
n
]α
,
C
n
≤ x ≤ Cn, (5.10)
where C ≠ C( f, n, x). Then, for all positive integers r > α, we have
Ωr
ϕλ
( f, t)u ≤ Ctα, 0 < t < 1, C ≠ C( f, t). (5.11)
Proof of Theorem 5.4. We use the definition
Ωr
ϕλ
( f, t)u = sup
0<h≤t
 sup
c1(2rh)
2
2−λ ≤x≤ c2h−
2
λ
u(x)−→∆ rhϕλ(x) f (x)
 .
For arbitrarily fixed t ∈]0, 1[, h ∈]0, t] and x ∈

c1(2rh)
2
2−λ , c2h−
2
λ

, let N be the biggest
integer satisfying 2N ≤ x1−λ
h2
. We have
ϕ1−λ(x)√
2N+1
< h ≤ ϕ
1−λ(x)√
2N
,
and also
ϕ1−λ(ξ)√
2N
∼ h, ∀ξ ∈ [x, x + rhϕλ(x)], (5.12)
holds, taking into account that
ξ ∼ x, ∀ξ ∈ [x, x + rhϕλ(x)]. (5.13)
Corresponding to such N , we get
u(x)
−→∆ rhϕλ(x) f (x) ≤ u(x) −→∆ rhϕλ(x)( f − P2N )(x)+ u(x) −→∆ rhϕλ(x)P2N (x)
≤ Cu(x) max
ξ∈[x,x+rhϕλ(x)]
|( f − P2N )(ξ)|
+C[hϕλ(x)]r u(x) max
ξ∈[x,x+rhϕλ(x)]
|P(r)
2N
(ξ)|
≤ C‖( f − P2N )u‖C[x,x+rhϕλ(x)] + Chr‖P(r)2N ϕλr u‖C[x,x+rhϕλ(x)],
(5.14)
having used well-known properties of the forward differences, (5.13) and (5.12).
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Now we explicitly note that, for all ξ ∈ [x, x + rhϕλ(x)], we have C2−N ≤ ξ ≤ C2N , which
implies the (5.10) can be applied with n = 2N and x = ξ .
Thus, with regard to the first addendum in (5.14), by (5.10) and (5.12), we have
| f (ξ)− P2N (ξ)|u(ξ) ≤ C
[
ϕ1−λ(ξ)√
2N
]α
≤ Chα, ∀ξ ∈ [x, x + rhϕλ(x)]. (5.15)
With regard to the second addendum in (5.14), for any arbitrarily fixed ξ ∈ [x, x + rhϕλ(x)],
taking into account that P(r)1 (ξ) = 0, we can write
P(r)
2N
(ξ) =
N−
k=1

P(r)
2k
(ξ)− P(r)
2k−1(ξ)

,
where, by virtue of (5.10), we have
|P2k (ξ)− P2k−1(ξ)|u(ξ) ≤ C
[
ϕ1−λ(ξ)√
2k
]α
, k = 1, . . . , N .
Then, by applying Proposition 5.3 and (5.12), we getP(r)2N (ξ) u(ξ)ϕλr (ξ) ≤ N−
k=1
P(r)2k (ξ)− P(r)2k−1(ξ) u(ξ)ϕλr (ξ)
≤ C
N−
k=1
[
ϕ1−λ(ξ)√
2k
]α−r
≤ C
[
ϕ1−λ(x)√
2N
]α−r
≤ Chα−r , (5.16)
having used, at the second-last line, the hypothesis r > α, which permits us to apply the estimate
N−
k=1
qk = q q
N − 1
q − 1 ≤ Cq
N , q > 1,
with q =
√
2
r−α
.
In conclusion, (5.14)–(5.16) give
u(x)
−→∆ rhϕλ(x) f (x) ≤ Chα ≤ Ctα, C ≠ C( f, x, h, t),
and taking the supremum w.r.t. x ∈

c1(2rh)
2
2−λ , c2h−
2
λ

and h ∈]0, t], we obtain the thesis. 
Theorem 5.4 can be extended also to the case λ = 0, replacing the main part with the complete
modulus of smoothness. More precisely, we have the following theorem, which generalizes a
previous result stated in [4] only for r = 1 and 0 < α < 1.
Theorem 5.5. Let u(x) = xγ e− x2 , γ ≥ 0, and suppose that f ∈ Cu is such that there exists a
sequence of polynomials Pn of degree at most n − 1 satisfying, for some α > 0, the estimate
u(x)| f (x)− Pn(x)| ≤ C
[
ϕ(x)√
n
]α
, 0 ≤ x ≤ Cn, (5.17)
where ϕ(x) = √x and C ≠ C( f, n, x).
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Then, for any positive integer r > α, we have
ωr ( f, t)u ≤ Ctα, 0 < t < 1, C ≠ C( f, t). (5.18)
Proof of Theorem 5.5. Taking into account that
ωr ( f, t)u = sup
0<h≤t

sup
x≥0
u(x)−→∆ rh f (x)

,
the proof can be achieved following the procedure used in proving Theorem 5.4. 
Of course, Theorem 5.4 together with Theorems 4.1 and 5.5, together with Theorem 3.1 for
λ = 0, characterize the functions belonging to the Zygmund class. More generally, we can state
the following equivalence theorem.
Theorem 5.6. Let 0 ≤ λ ≤ 1, ϕ(x) = √x, u(x) = xγ e− x2 , γ ≥ 0, and r ∈ N such that
r(1 − λ) ≤ 2γ and r(1 − λ) < 176 . Moreover, assume that ω(x) is a non-decreasing function in[0,+∞[, satisfying ω(0) = 0, ω(x) > 0 for all x > 0, and
ω(xy) ≤ C[xr + 1]ω(y), x, y > 0.
Then, for all f ∈ Cu , the following conditions are equivalent.
(i) For any 0 < t < 1, we have
Ωr
ϕλ
( f, t)u ≤ Ctr
−
0<k≤t−1
(k + 1)r−1ω

1
k

, C ≠ C( f, t),
where when λ = 0 we assume that Ωr
ϕλ
( f, t)u = ωr ( f, t)u .
(ii) For all n ∈ N, there exists Pn ∈ Pn such that
u(x)| f (x)− Pn(x)| ≤ Cω

ϕ1−λ(x)√
n

, C ≠ C(n, f, x),
holds for any Cn ≤ x ≤ Cn when 0 < λ ≤ 1, and for 0 ≤ x ≤ Cn when λ = 0.
Proof of Theorem 5.6. Let us first prove that (i) =⇒ (ii). This is an immediate consequence of
Theorems 3.1 and 4.1, which give us a sequence of polynomials Pn ∈ Pn such that
u(x)| f (x)− Pn(x)| ≤ CΩrϕλ

f,
ϕ1−λ(x)√
n

u
≤ C
[
ϕ1−λ(x)√
n
]r −
0<k≤
√
n
ϕ1−λ(x)
(k + 1)r−1ω

1
k

≤ Cω

ϕ1−λ(x)√
n

.
The proof of (ii) =⇒ (i) can be done along the same line as that of Theorems 5.4 and 5.5, on
condition that the following more general pointwise Bernstein inequality is proved. 
Proposition 5.7. Under the assumption of Theorem 5.6, if a polynomial Pn ∈ Pn satisfies the
estimate
G. Mastroianni, W. Themistoclakis / Journal of Approximation Theory 162 (2010) 2078–2105 2097
|Pn(x)u(x)| ≤ Cω

ϕ1−λ(x)√
n

, x ≥ 0, (5.19)
where C ≠ C(Pn, n, x), then we also have
|P(r)n (x)u(x)ϕλr (x)| ≤ C
[
ϕ1−λ(x)√
n
]−r
ω

ϕ1−λ(x)√
n

, x ≥ 0, (5.20)
with C ≠ C(Pn, n, x).
Proof of Proposition 5.7. Let us consider a particular de la Valle´e Poussin operator in its integral
form
V mn (wβ , f, x) =
∫ ∞
0
Hmn (wβ , x, y) f (y)wβ(y)dy, n ≤ m, (5.21)
where we recall that the kernel is given by
Hmn (wβ , x, y) :=
1
m − n + 1
m−
k=n

k−
j=0
p j (wβ , x)p j (wβ , y)

. (5.22)
Taking into account Theorem 2.2, we take n ∼ m and β > −1 such that the operator norms
‖V mn (wβ)‖Cu−→Cu and ‖V mn (wβ)‖Cu/ϕr(1−λ)−→Cu/ϕr(1−λ)
result in being uniformly bounded w.r.t. n and m, where we recall that
‖V mn (wβ)‖Cv−→Cv = sup
x≥0
∫ ∞
0
|Hmn (wβ , x, y)|
v(x)
v(y)
wβ(y) dy. (5.23)
We explicitly note that the requirement r(1 − λ) ≤ 2γ is necessary to have u/ϕr(1−λ) ∈ C0,
and the bound r(1 − λ) < 176 ensures that there exists β > −1 such that V mn (wβ) is uniformly
bounded in both the spaces Cu and Cu/ϕr(1−λ) .
Using V mn (wβ), for all x ≥ 0, we write Pn(x) = V mn (wβ , Pn, x), and consequently, by (5.19),
we get
|P(r)n (x)u(x)ϕλr (x)| = u(x)ϕλr (x)
 drdxr
∫ ∞
0
Hmn (wβ , x, y)Pn(y)wβ(y)dy

≤ Cu(x)ϕλr (x)
∫ ∞
0
 drdxr Hmn (wβ , x, y)
ωϕ1−λ(y)√n

wβ(y)
u(y)
dy
≤ C ω

ϕ1−λ(x)√
n

u(x)ϕr (x)
ϕ1−λ(x)
r
×
∫ ∞
0
 drdxr Hmn (wβ , x, y)


ϕ(1−λ)r (y)
ϕ(1−λ)r (x)
+ 1

wβ(y)
u(y)
dy.
Finally, applying the Bernstein inequality [7]Q(r)m (x)v(x)ϕr (x) ≤ C √mr ‖Qmv‖∞, Qm ∈ Pm, C ≠ C(Qm,m, x),
with Qm(x) = Hmn (wβ , x, y) and v(x) = u(x)

ϕ(1−λ)r (y)
ϕ(1−λ)r (x) + 1

, we conclude the previous
estimate, as follows:
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|P(r)n (x)u(x)ϕλr (x)| ≤ Cω

ϕ1−λ(x)√
n

ϕ−r(1−λ)(x)
×
∫ ∞
0
 drdxr Hmn (wβ , x, y)
ϕr (x)u(x)u(y)

ϕ(1−λ)r (y)
ϕ(1−λ)r (x)
+ 1

wβ(y)dy
≤ Cω

ϕ1−λ(x)√
n
[
ϕ1−λ(x)√
n
]−r
sup
x≥0
[∫ ∞
0
Hmn (wβ , x, y) u(x)u(y)
×

ϕ(1−λ)r (y)
ϕ(1−λ)r (x)
+ 1

wβ(y)dy

≤ Cω

ϕ1−λ(x)√
n
[
ϕ1−λ(x)√
n
]−r
. 
Appendix
A.1. Proof of Theorem 2.1
Let us first examine the case when λ = 0 and prove that ωr ( f, t)u ≤ C Kr ( f, tr )u .
For all 0 < h ≤ t , any x ≥ 0 and each g such that g(r−1) ∈ ACloc and ‖g(r)u‖∞ < ∞, we
write u(x)−→∆ rh f (x) ≤ u(x) −→∆ rh( f − g)(x)+ u(x) −→∆ rh g(x) .
On the other hand, for each y ≥ x with y − x ≤ rh, we have u(x) ≤ Cu(y), where C > 0 is a
constant independent of x and y. Thus we estimate
u(x)
−→∆ rh( f − g)(x) ≤ C 2r‖( f − g)u‖∞,
and
u(x)
−→∆ rh g(x) =
r !hr
∫ 1
0
∫ t1
0
· · ·
∫ tr−1
0
u(x)g(r)(x + h(t1 + · · · + tr ))dt1 · · · dtr

≤ Chr‖ug(r)‖∞,
with t1 + · · · + tr = τ < r and u(x) ≤ C u(x + hτ). Hence, we getu(x)−→∆ rh f (x) ≤ C 2r ‖( f − g)u‖∞ + tr‖ug(r)‖∞ , C ≠ C(x, f, g),
which gives ωr ( f, t)u ≤ C 2r Kr ( f, tr )u , once we have taken the supremum on x ≥ 0 and the
infimum w.r.t. g.
In order to prove the inverse inequality Kr ( f, tr )u ≤ Cωr ( f, t)u , it is sufficient to consider
the Steklov function ft (x) defined in (4.5). By (4.6) and (4.7), for all x ≥ 0, we get
| f (x)− ft (x)| u(x) ≤ C sup
0<h≤t
‖u−→∆ rh f ‖∞, C ≠ C(x, t),
tr
 f (r)t (x)u(x) ≤ C sup
0<h≤t
‖u−→∆ rh f ‖∞, C ≠ C(x, t);
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i.e.
Kr ( f, t
r )u ≤ ‖( f − ft )u‖∞ + tr‖ f (r)t u‖∞ ≤ C sup
0<h≤t
‖u−→∆ rh f ‖∞ = Cωr ( f, t)u .
Finally, when 0 < λ ≤ 1, the proof can be achieved following line by line [8, pp. 15–17], taking
care to replace ϕ with ϕλ, h∗ with h˜ := h− 2λ , and using the following system of knots:
t0 < Ch
2
2−λ ≤ t1 < t2 < · · · < t j ≤ h− 2λ < t j+1, (ti+1 − ti ) ∼ h
√
ti
λ
.
We only note that the choice of the interval Ir,h,λ :=

c1(2rh)
2
2−λ , c2h−
2
λ

, c1, c2 > 0 ensures
that u(x) ∼ u(y) holds for all x, y ∈ Ir,h,λ with |x − y| ≤ rh
√
x
λ. 
A.2. Proof of Theorem 2.3
In order to prove the theorem, we state beforehand some estimates of the weighted L1 error of
the best polynomial approximation. First of all, we give the following result concerning a generic
bounded variation function on the semiaxis.
Lemma A.1. Let α > −1 and v(x) := xαe− x2 , x ≥ 0. Then, for all bounded variation functions
F on [0,+∞[ and for each sufficiently large n ∈ N, we have
En(F)v,1 ≤ C√
n
∫ ∞
0
v(t)ϕ(t)|dF(t)|, (A.1)
where C ≠ C(n, F) and ϕ(t) = √t .
Proof of Lemma A.1. Using the Nikolski’s duality principle, we can write (see e.g. [11, p. 22])
En(F)v,1 = sup
g∈An
∫ ∞
0
F(t)g(t)v(t)dt
 , (A.2)
where the set An is defined by
g ∈ An ⇐⇒ ‖g‖∞ ≤ 1 and
∫ ∞
0
g(t)Pn(t)v(t)dt = 0, ∀Pn ∈ Pn .
On the other hand, for all g ∈ An and any t ≥ 0, we recall that [5, Lemma 1]∫ t
0
g(s)v(s)ds
 ≤ C√n v(t)ϕ(t), C ≠ C(n, g, t). (A.3)
Then, using (A.3), for all g ∈ An , we deduce that∫ ∞
0
F(t)g(t)v(t)dt
 = ∫ ∞
0
F(t)
[
d
dt
∫ t
0
g(s)v(s)ds
]
dt

≤
∫ ∞
0
∫ t
0
g(s)v(s)ds
 |dF(t)| ≤ C√n
∫ ∞
0
v(t)ϕ(t)|dF(t)|,
which gives the thesis by virtue of (A.2). 
We specialize the previous lemma in two particular cases of interest, detailed in the next two
lemmas.
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Lemma A.2. For all x ≥ 0, let us consider the function
Ψx (t) :=
[wα(t)]−1 if min{1, x} < t < max{1, x},
0 otherwise,
(A.4)
and let the weights wα(x) := xαe−x and v(x) := xβe− x2 be such that 0 ≤ β < α + 1.
Then, for all n ∈ N, we have
v(x)En(Ψx )wα
v
,1 ≤
C√
n
ϕ(x), x > 0, (A.5)
where C ≠ C(n, x) and ϕ(x) = √x.
Proof of Lemma A.2. Taking into account that Ψx is a bounded variation function, from (A.1),
we deduce that
v(x)En(Ψx )wα
v
,1 ≤
C√
n

v(x)
∫ max{1,x}
min{1,x}
wα(t)ϕ(t)
v(t)
|dΨx (t)|

=: C√
n
I (x),
and to obtain (A.5) it is sufficient to prove that I (x) ≤ Cϕ(x), with C ≠ C(x).
To this aim, we note that, for all t ∈]min{1, x}, max{1, x}[,Ψ ′x (t) = t−αet |t − α|t ≤ C

t−α−1 if x < t < 1,
t−αet if 1 < t < x,
and consequently
I (x) ≤ C xβe− x2

∫ 1
x
t−β−
1
2 e−
t
2 dt if 0 < x < 1,∫ x
1
t−β+
1
2 e
t
2 dt if x > 1.
Then, when 0 < x < 1, for all β > 12 , we estimate
I (x) ≤ C xβe− x2
∫ 1
x
t−β−
1
2 e−
t
2 dt ≤ C xβ
∫ ∞
x
t−β−
1
2 dt = Cϕ(x),
while, for 0 ≤ β ≤ 12 , we get the same estimate by using the following inequality [6, formula (2)
p. 96]:
x
x + 1− ν < x
1−νex
∫ ∞
x
tν−1e−t dt < x + 1
x + 2− ν ν ≥ 0.
Finally, when x > 1, if β = 0 we trivially have I (x) ≤ Cϕ(x), while, for all β > 0, we use
integration by parts and, observing that t−βe t2 is an increasing function for t > 2β, we estimate
I (x) ≤ C xβe− x2
∫ x
1
t−β+
1
2 e
t
2 dt ≤ Cϕ(x)
[
xβe−
x
2
∫ x
1
t−βd

2e
t
2
]
≤ Cϕ(x)
[
1+ xβe− x2
∫ x
1
t−β−1e
t
2 dt
]
≤ Cϕ(x). 
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Lemma A.3. Let 0 ≤ β < α + 1 and β ≤ 12 . If we consider the weights wα(x) := xαe−x and
v(x) := xβe− x2 , and the function
Ψ˜x (t) :=
[wα(t)]−1 if 0 < t < x,
0 otherwise,
(A.6)
then, for all n ∈ N, we have
v(x)En(Ψ˜x )wα
v
,1 ≤
C√
n
ϕ(x), x > 0, (A.7)
where C ≠ C(n, x) and ϕ(x) = √x.
Proof of Lemma A.3. Since Ψ˜x is a bounded variation function, by (A.1), we get
v(x)En(Ψ˜x )wα
v
,1 ≤
C√
n
[
v(x)
∫ x
0
wα(t)ϕ(t)
v(t)
|Ψ˜ ′x (t)|dt
]
≤ C√
n
[
xβe−
x
2
∫ x
0
t−β+
1
2 e
t
2 dt + xβe− x2
∫ x
0
t−β−
1
2 e
t
2 dt
]
=: C√
n
[I1(x)+ I2(x)] .
But we required −β + 12 ≥ 0; then we banally have
I1(x) := xβe− x2
∫ x
0
t−β+
1
2 e
t
2 dt ≤ x 12 e− x2
∫ x
0
e
t
2 dt ≤ Cϕ(x),
and we obtain I2(x) ≤ Cϕ(x) by using the estimate [6, formula (3), p. 95]
(ν + 1)(ν + 2)− x
(ν + 1)[(ν + 2)+ x] < νx
−νe−x
∫ x
0
tν−1et dt < ν + 1
ν + 1+ x , x > 0 ν ≥ 0. 
That being stated, we are finally able to prove Theorem 2.3.
Proof of Theorem 2.3. Both (2.13) and (2.14) are trivially satisfied when x = 0. Then let us
arbitrarily fix x > 0 and prove first (2.13) corresponding to the case when γ > 0. Note that, by
(2.6) and (5.21), we can write
P(t) =
∫ ∞
0
Hmn (wα, t, x)P(x)wα(x)dx, ∀P ∈ Pn,
which, since Hmn (wα, t, x) = Hmn (wα, x, t), gives∫ ∞
0
f ′(t)P(t)wα(t)dt =
∫ ∞
0
V mn (wα, f
′, x)P(x)wα(x)dx, ∀P ∈ Pn .
Then, considering the function Ψx (t) defined in (A.4), for all P ∈ Pn , we have∫ x
1

f ′(t)− V mn (wα, f ′, t)

dt
 = ∫ ∞
0

f ′(t)− V mn (wα, f ′, t)

Ψx (t)wα(t)dt

=
∫ ∞
0

f ′(t)− V mn (wα, f ′, t)

[Ψx (t)− P(t)]wα(t)dt

≤ ‖  f ′ − V mn (wα, f ′) uϕ1−r(1−λ)‖∞ ∫ ∞
0
|Ψx (t)− P(t)| wα(t)dt
u(t)ϕ1−r(1−λ)(t)
,
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and applying (2.10) to f ′ ∈ W r−1
uϕ1−r+rλ , we obtain, for all P ∈ Pn ,∫ x
1

f ′(t)− V mn (wα, f ′, t)

dt

≤ C ‖ f
(r)uϕλr‖∞√
n
r−1 ∫ ∞
0
|Ψx (t)− P(t)| wα(t)dt
u(t)ϕ1−r(1−λ)(t)
;
i.e. taking the infimum w.r.t. P ∈ Pn , we get
u(x)
∫ x
1

f ′(t)− V mn (wα, f ′, t)

dt

≤ C ‖ f
(r)uϕλr‖∞√
n
r−1 [u(x)En (Ψx ) wαuϕ1−r(1−λ) ,1
]
, (A.8)
where C ≠ C(n, f, x). But Lemma A.2 gives
u(x)En(Ψx ) wα
uϕ1−r(1−λ) ,1
≤ C√
n
ϕr(1−λ)(x), C ≠ C(n, x),
which, together with (A.8), proves (2.13).
When γ = 0, the proof of (2.14) is very similar. Taking Ψ˜x (t) given by (A.6), as above, from
(2.10), we deduce that there exists C ≠ C(n,m, f, x) such that
u(x)
∫ x
0

f ′(t)− V mn (wα, f ′, t)

dt

≤ C ‖ f
(r)uϕλr‖∞√
n
r−1

u(x)En

Ψ˜x

wα
uϕ1−r(1−λ) ,1

, (A.9)
and (2.14) follows by Lemma A.3, which ensures that
u(x)En(Ψ˜x ) wα
uϕ1−r(1−λ) ,1
≤ C√
n
ϕr(1−λ)(x), x > 0, C ≠ C(n, x). 
A.3. Proof of Theorem 2.4
Beforehand, we state two lemmas.
Lemma A.4. For all x, y > 0, we have
Ωr
ϕλ

f,
ϕ1−λ(y)√
n

u
≤ Ωr
ϕλ

f,
ϕ1−λ(x)√
n

u
·
1 if y ≤ x,C  y
x
 r
2 (1−λ)
if y > x,
(A.10)
where C ≠ C(n, x, y).
Proof of Lemma A.4. When y ≤ x , we have ϕ1−λ(y) ≤ ϕ1−λ(x) and get the thesis recalling
that Ωr
ϕλ
( f, t)u is a non-decreasing function of t .
When y > x , we use (2.3). More precisely, we set
η := h
[
ϕ(x)
ϕ(y)
]1−λ
,
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and note that 0 < h ≤ n− 12 ϕ1−λ(y) iff 0 < η ≤ n− 12 ϕ1−λ(x). Moreover, Ir,h,λ ⊂ Ir,η,λ, because
η < h. Consequently, by (2.3), we get
Ωr
ϕλ

f,
ϕ1−λ(y)√
n

u
≤ C sup
0<h≤ ϕ1−λ(y)√
n
[
inf
g(r−1)∈ACloc

‖( f − g)u‖C(Ir,h,λ) + hr‖uϕrλg(r)‖C(Ir,h,λ)
]
≤ C sup
0<η≤ ϕ1−λ(x)√
n
[
inf
g(r−1)∈ACloc

‖( f − g)u‖C(Ir,η,λ) + ηr
 y
x
 r
2 (1−λ) ‖uϕrλg(r)‖C(Ir,η,λ)
]
≤ C
 y
x
 r
2 (1−λ)
sup
0<η≤ ϕ1−λ(x)√
n
[
inf
g(r−1)∈ACloc

‖( f − g)u‖C(Ir,η,λ) + ηr‖uϕrλg(r)‖C(Ir,η,λ)
]
≤ C
 y
x
 r
2 (1−λ) Ωr
ϕλ

f,
ϕ1−λ(x)√
n

u
. 
Lemma A.5. Under the assumptions of Theorem 2.4, we have that
u(t) ϕk(t) |V mn (wα, F, t)| ≤ C
√
n
k Ωr
ϕλ

f,
ϕ1−λ(t)√
n

u
, C ≠ C(n,m, t, f ), (A.11)
holds for all n ∼ m ∈ N and each t > 0.
Proof of Lemma A.5. Indeed, using the integral form (5.21) of V mn (wα), by (2.16) and
Lemma A.4, we have
u(t)ϕk(t)|V mn (wα, F, t)| ≤ u(t)ϕk(t)
∫ ∞
0
|Hmn (wα, t, y)| |F(y)|wα(y)dy
≤ C √nk u(t)ϕk(t) ∫ ∞
0
|Hmn (wα, t, y)|Ωrϕλ

f,
ϕ1−λ(y)√
n

u
wα(y)
u(y)ϕk(y)
dy
≤ C √nk u(t)ϕk(t)Ωr
ϕλ

f,
ϕ1−λ(t)√
n

u
[∫ t
0
|Hmn (wα, t, y)|
wα(y)
u(y)ϕk(y)
dy
+
∫ ∞
t
|Hmn (wα, t, y)|
 y
t
 r
2 (1−λ) wα(y)
u(y)ϕk(y)
dy
]
≤ C √nk Ωr
ϕλ

f,
ϕ1−λ(t)√
n

u
[
tγ+
k
2 e−
t
2
∫ ∞
0
|Hmn (wα, t, y)|yα−γ−
k
2 e−
y
2 dy
+ tγ+ k2− r2 (1−λ)e− t2
∫ ∞
0
|Hmn (wα, t, y)|yα−γ−
k
2+ r2 (1−λ)e−
y
2 dy
]
=: C √nk Ωr
ϕλ

f,
ϕ1−λ(t)√
n

u
[I1 + I2] .
On the other hand, by virtue of (5.23) and Theorem 2.2, we have that
I1 := tγ+ k2 e− t2
∫ ∞
0
|Hmn (wα, t, y)|yα−

γ+ k2

e−
y
2 dy < C ≠ C(n,m, t),
on condition that
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− 7
3
≤ α − 2

γ + k
2

<
1
2
, and 0 ≤ γ + k
2
< α + 1 (A.12)
are satisfied, while
I2 := tγ+ k2− r2 (1−λ)e− t2
∫ ∞
0
|Hmn (wα, t, y)|yα−

γ+ k2− r2 (1−λ)

e−
y
2 dy < C ≠ C(n,m, t)
holds under the assumption
− 7
3
≤ α − 2

γ + k
2

+ r(1− λ) < 1
2
, and 0 ≤ γ + k
2
− r
2
(1− λ) < α + 1.
(A.13)
Consequently, in order to have both I1 and I2 uniformly bounded w.r.t. n,m and t , i.e. in order to
have (A.11), it is sufficient that (A.12) and (A.13) hold simultaneously. This is possible by virtue
of the assumption r(1− λ) < 176 , which gives − 73 < 12 − r(1− λ), and ensures that we can take
−7
3
≤ α − 2γ − k < 1
2
− r(1− λ), and r
2
(1− λ) ≤ γ + k
2
< α + 1. 
Now let us use the previous lemmas to prove (2.17).
Proof of Theorem 2.4. As in the proof of Theorem 2.3, we write∫ x
1

F(t)− V mn (wα, F, t)

dt =
∫ ∞
0

F(t)− V mn (wα, F, t)

Ψx (t)wα(t)dt
=
∫ ∞
0

F(t)− V mn (wα, F, t)

[Ψx (t)− Pn(t)]wα(t)dt,
where Pn ∈ Pn is arbitrarily chosen and Ψx (t) is given by (A.4). Then, applying (2.16),
Lemmas A.5 and A.4, for all Pn ∈ Pn , we estimate
u(x)ϕk−1(x)
∫ x
1

F(t)− V mn (wα, F, t)

dt

≤ u(x)ϕk−1(x)
∫ ∞
0
F(t)− V mn (wα, F, t) |Ψx (t)− Pn(t)|wα(t)dt
≤ C √nk u(x)ϕk−1(x) ∫ ∞
0
Ωr
ϕλ

f,
ϕ1−λ(t)√
n

u
|Ψx (t)− Pn(t)| wα(t)u(t)ϕk(t)dt
≤ C √nk u(x)ϕk−1(x)Ωr
ϕλ

f,
ϕ1−λ(x)√
n

u
∫ x
0
|Ψx (t)− Pn(t)| wα(t)u(t)ϕk(t)dt
+
∫ ∞
x
|Ψx (t)− Pn(t)|

t
x
 r
2 (1−λ) wα(t)
u(t)ϕk(t)
dt

;
i.e. taking the infimum w.r.t. Pn ∈ Pn , we get
u(x)ϕk−1(x)
∫ x
1

F(t)− V mn (wα, F, t)

dt
 ≤ C √nk−1 Ωrϕλ  f, ϕ1−λ(x)√n

u
×
√
n
ϕ(x)
[
(uϕk)(x)En (Ψx ) wα
uϕk
,1 + (uϕk−r(1−λ))(x)En (Ψx ) wα
uϕk−r(1−λ) ,1
]
,
and (2.17) follows by Lemma A.2. 
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