For integers n ≥ 1 and k ≥ 0, let M k (n) represent the minimum number of monochromatic solutions to x + y < z over all 2-colorings of {k + 1, k + 2, . . . , k + n} . We show that for any
Introduction
Let N be the set of positive integers and let [a, b] denote the interval {n ∈ N : a ≤ n ≤ b}. A function ∆ : [a, b] → [0, t − 1] is referred to as a t-coloring of the set [a, b] . Given a t-coloring ∆ and a system of linear equations or inequalities in m variables, a solution (x 1 , x 2 , . . . , x m ) to the system is monochromatic if and only if ∆ (x 1 ) = ∆ (x 2 ) = · · · = ∆ (x m ).
In 1916, I. Schur [14] proved that for every t ≥ 2, there exists a least integer n = S (t) , such that for every t-coloring of the set [1, n] , there exists a monochromatic solution to
The integers S (t) are called Schur numbers. It is known that S (2) = 5, S (3) = 14, and S (4) = 45, but no other Schur number is known [16] . In 1933, R. Rado generalized the concept of Schur numbers to arbitrary systems of linear equations. Rado found necessary and sufficient conditions to determine if an arbitrary system of linear equations admits a monochromatic solution under every t-coloring of the natural numbers [4] , [9] , [10] , [11] . For a given system of linear equations or inequalities E, the least integer n, provided that it exists, such that for every t-coloring of the set [1, n] there exists a monochromatic solution to E is called the t-color Rado number (also referred to as the t-color generalized Schur number) for the system E. If such an integer n does not exist, then the t-color Rado "number" for the system is said to be ∞.
In recent years the exact Rado numbers for several families of equations and inequalities have been found, but almost entirely for 2-colorings [1] , [2] , [7] , [13] . Several other problems related to Schur number and Rado numbers have also been considered [6] , [8] . In 1995, Graham, Rödl and Ruciński [5] proposed the following problem: Find (asymptotically) the least number of monochromatic solutions to Equation (1) that must occur in a 2-coloring of the set [1, n] . A problem of this nature -where the number of monochromatic solutions is to be determined -is called a multiplicity problem. This problem was solved by Robertson and Zeilberger [12] , and independently by Schoen [15] , with a nice proof given later by Datskovsky [3] . The answer was found to be
In this paper we modify the problem of Graham, Rödl and Ruciński by changing Equation (1) to a system of inequalities:
Our original goal was to minimize the number of monochromatic solutions to (2) on the interval [1, n] . It became apparent that it was easier to prove a stronger result. To this end, for all integers n ≥ 1 and k ≥ 0, let M k (n) represent the least number of monochromatic solutions to (2) that can occur in a 2-coloring (consisting of zeros and ones) of the interval [k + 1, k + n]. We determine the general structure of 2-colorings of the set [k + 1, k + n] that contain the minimum number of monochromatic solutions to (2) .
In Section 2, we show that among all 2-colorings of [k + 1, k + n] for which the number of integers colored zero is fixed, the number of monochromatic solutions to system (2) is minimized by a 2-block coloring, with the integers on the left side of the interval colored the minority color. The proof is based on induction on n, which is why it was easier to establish a stronger result; allowing all possible nonnegative integer values of k leads to a stronger inductive hypothesis.
The main asymptotic result, Theorem 2, is presented in Section 3. We then consider intervals of the type [cn + 1, (1 + c)n] (where we let cn = cn ) for certain "small" values of c. We find the somewhat surprising result that the minimum number of monochromatic solutions, asymptotically, in these types of intervals (which also have length n) -where both endpoints tend toward infinity -is roughly the same as in the case when only the right endpoint tends to infinity.
Structural Result
For a given integer interval [a, b] , let us denote by S (a, b) the number of solutions to (2) , with
we denote the number of monochromatic solutions to (2) under ∆ by S (∆).
The following theorem states the fundamental result in this paper: A "two block" coloring with the "minority color" coming first will minimize the number of monochromatic solutions to (2) over all 2-colorings with a fixed number of integers having the minority color.
Before proving Theorem 1, let us introduce some more terminology. For a given integer interval [ 2 > a, and a Type III solution if x 1 = x 2 = a. For a given coloring ∆ we will also denote the corresponding number of monochromatic solutions to (2) of a given type by S I (∆) , S II (∆), and S III (∆) , with the obvious relation
Let us now collect a few facts that will be used in the proof of Theorem 1. We state the next two lemmas with the assumption that ∆ (k + 1) = 0, but it is obvious that analogous facts are true when ∆ (k + 1) = 1.
Before stating the first lemma, we make another definition. Remark. It is useful to note that the result in Lemma 2 is not dependent on the choice of s (the bounds given are only used with respect to Definition 2).
Proof. Let a
Proof. For k = −1 we have S III (∆) = m for any ∆ ∈ C m (0, n − 1) with γ(0) = 0. Hence, we assume k ≥ 0 in the following. Since there are at most k + 2 integers of color 0 under ∆ that are less than 2k + 3, we see that
The next two lemmas compare the number of solutions to (2) 
Proof. We need to count the number of solutions of the form (a, x 2 , x 3 ). In other words, we need to count the number of lattice points (x 2 , x 3 ) ∈ Z 2 that lie inside the triangular region defined by the conditions
Lemma 5. Let a and b be nonnegative integers with a < b. Then
Proof. We enumerate all solutions of the form (x 1 , x 2 , b). Again, it is convenient to think in geometrical terms; that is, we count the number of lattice points ( 
We have now established the results we will use to prove our main result.
Proof of Theorem 1. We use induction on n, the length of the interval being colored. When n = 1, the result is trivial. Let n ∈ N be given and assume that the conclusion of the theorem holds for every k ≥ 0 and for every m ∈ [0, n/2 ] when the length of the interval to be colored is n. We will prove that the conclusion holds for every k ≥ 0 and for every m ∈ [0, (n + 1)/2 ] when the length of the interval to be colored is n + 1.
Let k ≥ 0 be given. For convenience we will consider the interval [k, k + n] rather than the interval [k + 1, k + n + 1]. The case where m = 0 is trivial, so we may assume m ≥ 1. Let m ∈ [1, (n + 1)/2 ] be given and let ∆ ∈ C m (k, k + n) be given. We will show that S (∆) ≥ S ∆ 
As in Case I, we consider ∆ | 
By considering the analogous version of Lemma 2 where the first integer in the interval is instead colored 1, we obtain
By considering the similarly analogous version of Lemma 3, we get
Adding and subtracting S III (∆) on the right-side of the last inequality gives us
By adding inequalities (4), (5), and (6) and using relationship (3), we obtain
In this situation, 3 and ∆ (x 3 ) = 1} for any given 2-coloring ∆. It follows that
and
We will now calculate S(∆) − S ∆ 
The value of S III (∆) is given in (8) . As for S II (∆), we have
, from Lemma 5 we have
Lemma 4 and the fact that S(∆
We will now show that
In other words, if we let
and let G= S III (∆) − S III (∆), we will show that E ≥ G for every k ≥ 0.
Now let s = n − 2m and t = m − k − 1. Note that both s and t are nonnegative. Our equation for E can be rewritten as
From here, it is clear that E ≥ k = G. If, on the other hand, k < n − 2m, then
Let x = n − 2m − k − 1 and w = m − k − 1. Note that both x and w are nonnegative and that m > w. Also,
, and
. This allows us to rewrite E as
Since 0 ≤ w < m,, we have (x + m)(x + m + 1) ≥ x(x + 1) + m(m + 1) > x(x + 1) + w(w + 1), so that
For the remaining cases we have
Since we have shown that E ≥ G for all k ≥ 0, as desired, the proof of this case is complete.
Since Cases I and II exhaust all possibilities, the proof of Theorem 1 is complete. 
Asymptotic Results
Before stating and proving the main result of this section, we will give an asymptotic formula for the number of solutions to (2) in an arbitrary interval (regardless of whether or not the solutions are monochromatic).
Lemma 6. Let a < b be positive integers. The number of solutions in [a, b] 
Proof. The case 2a ≥ b is trivial so we consider the case when 2a < b. Let i ∈ [a, b] and consider pairs (x 1 , x 2 ) as the following sets:
Note that every pair in every S i provides a solution to x 1 + x 2 < x 3 , but that (x 1 , x 2 ) and (x 2 , x 1 ) are counted as distinct. Moreover, there is no pair (
Lastly, for fixed i and j, there are b − (i + j) possible solutions for x 3 , provided i + j ≤ b − 1. Hence, the number of solutions to
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Having Lemma 6 behind us, we now present and prove one of our main results.
Theorem 2 For any given integer k ≥ 0, the minimum number of monochromatic solutions to (2) that can occur in any 2-coloring of
Proof. As in the rest of this paper, we let m be the number of integers of color 0. We may assume m ≤ n 2 . Using Theorem 1, we need only enumerate the monochromatic solutions under ∆ m k+1,k+n . Furthermore, we need only enumerate those solutions with x 1 < x 2 , since solutions with x 1 = x 2 account for O k (n 2 ) of the total number of monochromatic solutions, and this can be incorporated into the error term. We suppress all other error terms for ease of reading. We separate the proof into 3 cases as a consequence of Lemma 6. solutions to x 1 + x 2 < x 3 of color 0 (note that k + 2 < m is needed here). For color 1, we consider the interval [k + m + 1, k + n]. Applying Lemma 6 again (which is valid by our assumption on m), we have (n−k−2m) 3 
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solutions of color 1.
Hence, our goal is to minimize, over m ∈ k + 3, n−k 2 , the function
with x 1 ≤ x 2 , on the interval [1, n] . In this paper, k was only permitted to assume nonnegative values (as well as −1 in certain of the lemmas). For the sake of clarity and simplicity, we did not strive to achieve the most general result possible and we did not prove all the results for a general integer value of k. In particular, for k = −1, inequality (10) becomes x 1 + x 2 ≤ x 3 and no dramatic changes in the proofs are required. Other negative values of k would need to be examined more carefully. While we do not expect any big surprises, we leave the cases k ≤ −2 open.
