An efficient approach to nonlinear control problems in which the plant is to be driven to a desired state using a neural network controller in a number of steps is by representing the whole process as a multi-stage neural network. In this paper, an explicit formulation of the back propagation algorithm is developed for such networks. Later, this approach is used to build up a path planner for a mechanical snake (a robot composed of a sequence of articulated links). This path planner, together with a tracking algorithm, is shown to get the mechanical snake out of a collision-free closed region.
ulation results that the proposed approach is effective in training neural network controllers, however some of the error terms in the method are not well defined and there is no explicit formulation of the back propagation through K-stages. In this paper, we first formulate a slightly different approach to apply hack propagation in multi-stage neural networks with identical stages. Then, we derive explicit update equations to use hack propagation effectively in such networks. Finally, the approach is applied to motion planning of a mechanical snake, which is a robot with a structure and motion pattern similar to those of a snake. A mechanical snake is useful in situations where it is necessary to crawl into places that are too dangerous or too narrow for people to enter, such as disaster areas and nuclear power plants with narrow vessels (31.
A typical task for a mechanical snake is to generate smooth minimal paths that can be tracked nnobtrusively, to exit an enclosed area, and to track the generated paths efficiently. In this paper, this problem is studied for a collision-free environment.
The rest of the paper is organized as follows. In Section 2, multi-stage neural networks are introduced formally, and an explicit formulation of the back propagation algorithm through K-stages is developed. In Section 3, the task of motion planning for a mechanical snake is discussed, and the problem of exiting from an obstaclefree closed region is presented. Section 4 is devoted to the solution of this problem using the multi-stage neural network approach described in Section 2. Finally, some simulation results are presented in Section 5 and concluding remarks are given in Section 6.
I1 Multi-Stage Neural Networks with Identical Stages
Consider a nonlinear discretetime plant 
this problem is equivalent to choosing an appropriate function C(.). In this paper we focus on building a Z-layer neural network N N c , as shown in Fig. 2 starting with x(O), the system is run until a stopping criterion holds. Consider the process for a specific pair in the training set. Assuming that the process lasts for K steps, it can be represented by the K-stage neural network structure shown in Fig. 1 . . From (2.10) and (2.11), we obtain a closed-form expression similar to (2.9) as follows Using (2.12), one can compute as Having Equations (2.10), (2.11), (2.13), and (2.14) to determine partial derivatives of the find error with respect to the weights of the neural network N N c , we can apply the back propagation algorithm in (2.4) to train N N c .
In the remainder of this paper, the multi-stage neural network approach is applied to motion planning of a mechanical snake.
111 Motion P l a n n i n g of a Mechanical Snake
The basic design of a mechanical snake can be done in two steps: Design of its structure and design of its motion pattern. There are various studies on the design of flexiblearticulated structures. These structures are designed either to obtain a more efficient robot arm or to realize the idea of producing snake-like mobile robots 13, 51.
Motion pattern designs, on the other hand, are usnally based on the motion patterns of biological snakes, which can be divided into four groups: Lateral undulation, rectilinear locom.otion, sidewinding, and concertina motion. Detailed explanations of these motion patterns of biological snakes are given in [6, 71. Although lateral undulation is the most common one for snakes, concertina motion seems to be the most suitable method of motion to emulate. In concertina motion, the snake draws itself into an S-shaped curve and sets the curved portion of its body in static contact with the ground. Movement begins when the front part of the snake is extended by forces transmitted to the ground in the zone which remains in stationary contact. After the moving the head fonvard a short distance and establishing a new stationary contact zane in this new position, the rear end of the snake is pulled forward. In this motion pattern, the necessary force is produced by only contacting to the ground. Irregularities to exert force laterally are not needed. This fact and its suitability for progressing in narrow areas make the concertina motion appropriate for mechanical implementation and practical usage, and we base our design on this motion pattern. In our design, similar to 131, the mechanical snake proceeds by fixing some of its links and drawing S-shapes with free link sequences or straightening them successively.
Definition of the P r o b l e m
In this paper, we work with a structure that is composed of eight links of the same length. For each link, a link-solenoid is assumed to be able to fix the entire link to the surface, which can be realized using a solenoid pair for each link. For motion planning purposes, the structure can be illustrated as in Fig. 3(a) Based on the structure and the angle constraint described above, the basic linear motion pattern is summarized in Table 1 and is also depicted in Fig. 3(b) .
This pattern can be generalized for an arbitrary mw tion which does not violate the constraints by slightly modifying the joint angle changes (the activation of the solenoids is not affected). To simplify the general motion pattern, we adapt a convention that the sequence formed by the three links which are not on the path to he tracked (e.g. the line tracked for the basic linear motion pattern) is symmetric, i.e., the angles of the two joints which are not on the path are the same.
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Step t, t3 t 6 ts el e3 e., Using the structure and the motion pattern described above, the task is to get the mechanical snake out of a rectangular region through a specified exit. The initial configuration of the snake is assumed to he suitable for following a smooth path to get out of the region without crashing on the borders. With this assumption, the explicit task to be dealt with is defined as follows. This task can be done in two steps: Generation of the path to get out, and guiding the mechanical snake to track the generated path. In this paper, path generation is performed using the multi-stage neural network approach discussed in Section 2. Once the path is generated, it can be tracked using an efficient algorithm (see, e.g., 171).
Path Generation
To have an unobtrusive motion, and to take steps significant in size, the generated path should be a smooth one with no sharp turns, i.e., it should have a maximum curvature nrnaZ. A specific value for nmaz is determined from the following constraints:
C1. The interior joint angles are bounded by 63", i.e., Constraint C1 is imposed to avoid not only a jackknifed position but the need to apply large amounts of torque to swing big portions of the mechanical snake as well. Constraints C2 and C3 ensure that the steps of the motion pattern produce significant movement. Using the constraints C N 3 , the maximum curvature is computed as nmaz = 0.447 171. Note that the algorithms and the neural network structures to he presented are independent of this specific value of nrnazr and the algorithms can be run and the neural networks can be trained for different maximum curvatures by only setting nma5 accordingly.
In the sequel we a s u m e that the initial configuration is adjusted so that the snake can he represented by a sequence of seven pieces of curves, each of which is either a line segment of length 1 or an arc of radius T* 5 1 and chord length 1'. For such a configuration:%e of the joints together with the head and the tail points coincide with seven of the end points of these curve pieces. Let us order the pieces as Piece 1, ..., Piece 7 from head to tail, and denote the end points of these pieces as Vo, ..., V, in the same order. Let Pi denote both the ray and the type of Piece i, i = 1,. . . ,7, where the piece-type definitions are given in Fig. 5(a) . The directional (CCW) angle from 2-axis to the ray which is tangent to Piece 1 at VO and which follows the direction of Piece 1 is denoted by 40, and the directional (CCW) angle from P; to P~+ I is denoted by $ i , i = 1,. . . ,6. Note that the convention used in defining $o is different from the convention used in defining $*, i = 1,. . . ,6, and Bi, i = 0 , . . . ,7.
Using this notation, a configuration is represented by 10 parameters, position and direction of the head, and types of the seven pieces ( Z J~, y~" , BO, PI,. . . ,4). A sample initial Configuration, which is represented by (z,y, MO", -1, -1,1, -l , O , 1, l) , is given in Fig. 5(b) .
'A neural network to make this adjustment fur an arHowever bitrary initial condition is designed as well [7] . presentation of this design is omitted in this paper. In the path generation task, the goal can be simplified to find a path in R, ending at the origin with a direction perpendicular to the exit interval. After that point, linear motion is sufficient to take the snake out. In the realization of the task, the path generated does not exactly end at the origin with the specified direction, but these values are close enough to the desired ones to exit from the specified interval.
The path generation problem can he reformulated as finding a path X(t) = (z(t),y(t)) in the right half plane such that
and $(t,) = 180" for some tf, and n(t) 5 nmaz,
Here, 4(t) = atanZ(y(t),i(t)), where atan%(., .)
is the signed arctan function and n(t') is the curvature of the path X ( t ) at t = t'. This problem is solved using multi-stage neural networks in the next section.
IV Design of the P a t h Generator Based on the mechanical snake configuration introduced in Section 111, we have designed a neural network that generates paths as compositions of the three piecetypes defined in Fig. 5 , with smooth connections. The inputs of the path generator neural network are z = z j 0 , y = y~~, B = 4 0 , and the output P' is the type of the next curve piece to he tracked (i.e., -l,O, or I), the PI for the next step. NNP& is composed of a 3-input, 1-output, 2-layer neural network N N c , which has N = 100 hidden neurons, and a 3-state hardlimiter, which quantizes the output of N N c to produce one of the three piece-types.
N N c is trained using the multi-stage neural network approach explained in Section 11. The stopping criterion is chosen as the occurrence of either reaching a point with z 5 0 or proceeding for 50 steps. The input-output relation of the path generator neural network is described by o = C(x), where C(x) is given as
The components of the matrix C' in (2.5) can he evaluated as Cl, = P(.l)c,=,.laP(z.)w,",, We have also checked the path generation performance of the neural network for the weights of epoches 100, 1000, 5000. The outputs obtained using these weights in the neural network for three sample initial triples are shown in Fig. 8 . As can be seen from the results after epoch 5000, the path generator neural network is successful enough in the entire domain of interest.
The performance of the neural network can be further improved hy adjusting the learning parameters q and OL adaptively during the training process. 
VI Conclusion
In this paper, we have discussed the use of multistage neural networks in controlling general discretetime systems and applied this approach to motion planning of a mechanical snake. A 2-layer neural network has been designed via multi-stage neural network approach for path generation. This neural network, together with a tracking algorithm has been used to move the mechanical snake ant of a collision-free closed region successfully.
The performance of the neural network designed in this paper can be further improved by two different methods: Enlarging the domain of the training set elements as the training process progresses, and determining the elements of the training set by moving Kb random steps back from the desired final state, where Kb is increased as training advances. For these methods, fixing constant learning parameters to be used in every step of the training process is not feasible since the multiplicative terms in the weight update equations accumulate as the number of stages in Fig. 1 increases. A topic of further investigation is the application of the nlultistage neural network approach using adaptive learning parameters. Another possible future research topic is extending the design procedure presented in this paper to cases with obstacles.
