This paper presents a single item capacitated stochastic lot-sizing problem motivated by a Dutch company operating in a Make-To-Order environment. Due to a highly fluctuating and unpredictable demand, it is not possible to keep any finished goods inventory. In response to a customer's order, a fixed delivery date is quoted by the company. The objective is to determine in each period of the planning horizon the optimal size of production lots so that delivery dates are met as closely as possible at the expense of minimal average costs. These include set-up costs, holding costs for orders that are finished before their promised delivery date and penalty costs for orders that are not satisfied on time and are therefore backordered. Given that the optimal production policy is likely to be too complex in this situation, attention is focused on the development of heuristic procedures. In this paper two heuristics are proposed. The first one is an extension of a simple production strategy derived by Dellaert [5] for the uncapacitated version of the problem. The second heuristic is based on the well-known Silver-Meal algorithm for the case of deterministic time-varying demand. Experimental results suggest that the first heuristic gives low average costs especially when the demand variability is low and there are large differences in the cost parameters. The Silver-Meal approach is usually outperformed by the first heuristic in situations where the available production capacity is tight and the demand variability is low.
I. Introduction
In this paper we consider a single item capacitated lot-sizing problem motivated by a Dutch manufacturer of steel pipes operating in a Make-To-Order (MTO) environment. Companies working in the dence. The end item is usually available and can be dispatched directly to the customer. The production planning problem involves determining lot sizes to replenish inventory. Lot sizes are typically based on some function of set-up, inventory and production costs.
Hendry and Kingsman [9] identify the main differences between MTO and MTS companies. In recent years, MTO companies have become a sizable sector of the manufacturing industry as reported by Tobin et al. [26] and Mattsson et al. [16] . Although an increasing number of companies has been shifting its production from the MTS sector to the MTO sector, most of the literature on production planning concentrates on MTS systems. As a consequence, an extensive collection of results is available. Both Silver and Peterson [24] and Graves et al. [8] provide excellent surveys of models and methods for the deterministic and the stochastic demand cases. The MTO area has not received the same degree of attention. Hendry and Kingsman [9] discuss the applicability of some popular production planning procedures like MRP, MRP II, OPT and JIT to MTO companies. According to the authors, such procedures do not address the special characteristics and needs of MTO systems. Despite this belief, several case studies are reported with a claim of success. These include, among others, Hoey et al. [ 11] , McAreavey et al. [17] , McClelland [18] and McClelland and Wagner [ 19] .
A key element of a MTO system concerns the ability to meet agreed delivery dates for customer orders. Since MTO companies work in a competitive environment, it is important to maintain those delivery dates to promote customer satisfaction and future business. Kingsman et al. [13] propose a methodology for the quotation of orders while Hendry and Kingsman [10] discuss the control of manufacturing lead times to meet promised delivery dates.
A common tool used in many of the aforementioned papers to evaluate the performance of different production strategies, is simulation. In contrast, we propose in this paper a model for an MTO system for which mathematical analysis is possible. Important elements like demand uncertainty, limited production capacity and complete backordering of items not ready by their delivery date are incorporated in our model. Special attention is given to the derivation of two lot-sizing rules which extend previous work of Dellaert [5] for a similar problem without capacity constraints. To the best of our knowledge, only methods based on queueing theory have been subject to a mathematical analysis of MTO problems. Graves et al. [8] provide a comprehensive review on queueing models for production systems while Dellaert [4] reports on an application of queueing theory to a multi-product MTO problem.
This paper is organized as follows. In the next section we give a detailed description of our problem. In order to cope with the uncertainty regarding the amount as well as the time of receipt of the orders, we model the problem as a Markov Decison Process with discrete state and time space. This is presented in Section 3. Section 4 is devoted to a dynamic programming algorithm for the calculation of the optimal production policy. Since in most practical situations finding an optimal solution is computationally too complex, we concentrate in Section 5 on the design of two heuristic procedures which extend two lot-sizing strategies proposed by Dellaert [5] for the uncapacitated version of our problem. Section 6 reports on computational experience for some test problems. Finally, in Section 7 a summary and some concluding remarks are presented.
Problem description
A Dutch company producing a large variety of steel pipes provides the setting for the study in this paper. The company is an example of an actual MTO system and was first observed by Dellaert and Wessels [7] . The production process consists of several stages where the pipes receive a number of treatments. Except for the welding process, there is sufficient capacity in the remaining stages so that most of the time the orders have no substantial waiting times. The welding process which represents the bottleneck of the system, consists of several welding machines capable of dealing with pipes of different sizes. Each time a new type of pipe is produced on a welding machine, parts of the machine are rebuilt. The demand for the pipes is highly uncertain and can not be predicted in advance. As a result, no finished goods inventory is kept and when the company receives an order from a customer, it quotes a promised delivery date. The company's management feels that the irregular and uncertain nature of the demand along with the customer-specific nature of the pipes dictates a policy of production only to order.
Due to the complex nature of the problem, a full description of reality would certainly lead to a mathematical model far beyond our solving capabilities. For this reason some elements will not be included in order to obtain a simple model for which quantitative analysis of lot-sizing rules will be possible. We will consider a single type of product and one machine. The main objective will be to identify all aspects that affect such a simple situation and to assess the performance of different lot-sizing strategies. We expect to gain from such an analysis much insight into the problem and use this information to include more realistic elements in a future study.
We assume that the planning horizon is infinite and that periodic review controls the moments at which decisions concerning the production of known orders are taken. Each review period has a fixed length and the decisions are made only at predetermined times corresponding to the end of the periods. Following the wishes of the management, orders are divided into different categories varying from very urgent orders to orders with a large requested delivery date. In addition, the company is engaged with a regular number of customers. Due to these elements it seems reasonable to assume that the customers are classified into N different groups. A long-term agreement established between the company and the customers controls the assignment of the delivery dates on receipt of the orders. This consists of offering each customer a fixed lead time so that all customers belonging to a group i (1 < i < N) obtain a lead time equal to i periods when they place an order. In other words, in an arbitrary period t the company promises to customers of group i (1 < i < N) to have their orders ready by the end of period t+i.
A further assumption in our model is that the demands for the next N periods are stationary independent stochastic variables with known probability distribution. The reason for this supposition is that it will enable us to give a mathematical steady-state analysis of the problem. Every order placed by a customer is manufactured on one single machine. Customer orders that are not available at the promised delivery date are backlogged. Every period, customers of group i (1 < i < N) can place together at most L i orders. The production level in each period of the horizon is restricted to at most C units. This limitation may be related to conditions such as the number of hours worked per shift, the number of shifts scheduled during a production period, or the capabilities of the production equipment.
Every time the production of a lot is started, a fixed set-up cost is incurred. This cost has a significant value and accounts for the preparation costs of the machine, administrative costs, the wages of skilled workers who have to adjust the machine, etc. Orders that are finished before their delivery date have to be temporarily stocked and for them a holding cost is paid per advanced period. This cost is charged because many customers find it inconvenient to receive untimely deliveries. On the other hand, orders that are not ready by their delivery date lead to penalty costs. This provides an incentive to have orders manufactured on time.
Given the above description of the main features of the problem and the associated cost structure, our objective is to determine in each period of the planning horizon the size of production lots so that delivery dates are met as closely as possible at the expense of minimal average costs.
Cruickshanks et al. [3] present a model for an MTO company which shares most elements of our problem. However, backordering of demand is not allowed since customers do not tolerate late delivery due to their own tight production schedules. In order to smooth production in such a setting, Cruickshanks et al. [3] introduce the concept of a planning window which represents the amount by which the promised delivery date exceeds the production lead time for a given product. Based on simulation, the authors find that, as expected, the variation in production decreases as the planning window increases. Furthermore, a small increase in the planning window can lead to a large reduction in the production variation. By dropping the constraint of no backordering, the authors also derive an approximate model which is tested in a simulation study with normally i.i.d, and stationary demand. The results obtained show some predictive value with regard to the behaviour of the original model. Miltenburg and Sparling [20] address the MTO environment in a more general way by discussing cycle time management (CTM). The purpose of CTM is to reduce the total cycle time of activities that occur during order processing, design of the products, supply management of components, production and distribution of the orders to the customers. The authors develop a simple stochastic model, a Markov chain model and a queueing model to identify the more time-consuming activities of the cycle time. Another problem related to ours is presented by Ten Kate [12] who considers product families, set-up times and processing times among the different families. Contrary to our case, the same lead time is assigned to all families. The modelling approaches include simulation and queueing theory for the derivation of two strategies for the problem of order acceptance. Markland et al. [15] discuss a multi-type problem with time-dependent capacity bounds, arising in an MTO manufacturer of tapes. For this more general problem the authors combine lot-sizing with production scheduling and propose three approaches for generating solutions: a zero-one, goal program and two heuristics. Other problems with a similar cost structure to ours correspond to the generalization of the deterministic inventory model with backordering of Zangwill [28] to the case of stochastic time-varying demand. Silver [22] and later Bookbinder and Tan [2] , propose different heuristic procedures for the minimization of the expected total relevant costs over a finite number of periods.
In Dellaert [5] a similar problem without capacity constraints is considered. For that situation, Dellaert proposes a simple decision rule, the so-called (x, T)-rule, where the known demand for the first T periods is produced if the demand for the current period is at least x units. The results obtained for several test problems show that this rule performs reasonably well by offering low average costs and being easy to implement. Due to these good results we propose in this paper an extension of the (x, T)-rule to more complex situations caused by the presence of production capacities. A second lot-sizing strategy is also derived based on the adaptation by Dellaert [5] of the well-known Silver-Meal heuristic [23] . Before giving the details of the two new lot-sizing rules, we present in the next section a Markov decision model for our problem.
The model
As in the uncapacitated lot-sizing problem considered by Dellaert [5] , the problem is modelled as a Markov Decision Process with discrete state and time space. The state space is denoted by R and consists of order state vectors r= (rl, r 2 ..... rN), where, at the end of an arbitrary period t, r I is the number of orders of unit size to be delivered during period t + 1, including backorders from earlier periods; r i (2 < i < N) is the number of orders of unit size to be delivered during period t + i. The set of all possible values for the kth component of the order state vector r is given by R k, 1 < k < N.
If the available capacity C is greater than the maximum amount that can be ordered by all customers for a certain period, i.e. if C > EN iLl, then --i = the state space is finite. However, if C < E/N= 1Li the level of congestion rises due to the accumulation of orders in rl and as a result the state space becomes infinite. In this case, the problem can be transformed in order to obtain a finite state space, at least if the average amount of ordered products during each period is less than C. In Section 5 this situation will be discussed briefly for the extension of the (x, T)-rule. Associated with each state r ~ R there is a finite, non-empty set of actions A(r). In the uncapacitated situation, we can restrict our attention to lot sizes that cover exactly an integer number of periods of requirements [5] . This is certainly not the case when production capacities are taken into account. In this case, the nature of the solution becomes considerably more complicated. As observed by Maes and Van Wassenhove [14] for the static version of the problem, where the demand is known completely for a number of periods and backordering is not permitted, a solution can often be improved by allowing the demand for a certain period to be split over different production lots. Therefore, we define an action a as the amount of orders that is produced during one period, that is the size of a lot. In particular, the action a = 0 specifies that production is delayed.
Let qa denote the one stage costs of taking action a on observing state r. If a = 0 then penalty costs of p units per order have to be paid for all the orders in r I. If less than r I items are produced (i.e. a < rl), it is clear that in addition to set-up costs s, penalty costs for r, -a unsatisfied orders are also incurred. In case a = r, we only have set-up costs. Finally, if a > r, , set-up costs together with holding costs h per order and per period have to be considered. Since a -I, items will be finished before their delivery date, they will account for the holding costs. In order to describe these costs we are interested in the number of periods for which the total demand can be produced, that is we want to find the value of k,"=max Therefore, given a > r,, holding costs are incurred for the orders (r2,..., rk:) and also for that part of r,,,+ , that is produced, i.e. w,". Using the above notation it follows that for a given state r E R and an action a E A(r), the corresponding one stage costs q: have the form: Observe that any action d such that 0 < d < rl 5 C is never optimal since the corresponding one stage costs q;' given by s + p(r, -a') are always higher than the one stage costs of action a = r,. For this reason, action d is not included in the action space.
In order to obtain the transition probability from a state vector r to a state vector z, we introduce dij as the probability that customers of group i order together j units for a certain period. Moreover, if we take action a in state r, let Q&r> denote the state at the end of the next period, just before the new orders are added to the order state. To illustrate the meaning of Q,(r), suppose that N > 3 and on observing the state r=(r,,..., rN) with r3 > 1, action a = r, + r2 + 1 is taken. This implies that Q,< r) = (0, Note that in case r, < a < Cr= ,ri. the first k," -1 components of Q,(r) are equal to zero.
Let J c (0,. . . , L,) x (0,. . . , LJ x . . . x (0,. . . , LN) be the set of all possible one-period demands ( j,, j,, . . . , j,). If on observing the state r we choose action a E A(r), we enter a state z given by Q,<r>+(j,, j,,..., j,) and the corresponding transition probability P,: is defined by
\O otherwise.
Given the Markov Decision Process just described, our objective is to find a production policy for which the long-run average costs per period are minimal.
The next section will be dedicated to this point.
Optimal production policy
If the number of possible states is limited, i.e. if the total expected demand in each period does not exceed the available capacity C, then the state space R is finite and the optimal production policy can be determined by using the same method of successive approximations as described by Odoni [21] and applied to the uncapacitated lot-sizing problem by Dellaert [5] . Our goal is to find the policy that minimizes the total expected costs per transition which are denoted by g. Defining v,(r) as the total expected costs from the next n transitions when the current state is r and an optimal policy is followed, the iteration scheme takes the form described in the optimality principle by Bellman [ 1 ] :
with qa and Prz given by (3) and (5), respectively. Applying the results of Odoni [21] in a similar way as done by Dellaert [5] , it can be proved that any production rule achieving the minima in (6) also has minimal costs per transition. Therefore, starting with v0(r)= 0 for all r ER, the above iteration scheme can be used until a satisfactory degree of convergence is achieved. It follows that g may be
This estimate becomes nearly exact for large n.
Solving a Markov Decision Process by the above algorithm is quite common (see for e.g. Tijms [25] ) but from a practical point of view the applicability of this technique is limited due to the extremely fast growth of storage (and time) requirements as the dimension of the state space increases. Computation times become prohibitively large even for small problems. Even if the number of actions we would have to consider would be limited, like in the deterministic case, computation times would soon become too large. For this reason, it is desirable to derive good heuristics, that is fast lot-sizing rules with relatively low average costs per period. In the next section we will extend two lot-sizing strategies developed by Dellaert [5] for the uncapacitated problem.
Heuristic procedures
Intuitively appealing heuristic methods are from a practitioner's point of view very attractive. Moreover, they can provide insights into the problem which were not obvious before. The well-known Silver-Meal heuristic [23] is an example of a procedure with intuitive appeal and which gives near-optimal costs in a variety of tests [24] . In contrast, the Wagner-Whitin algorithm [27] is not used extensively in practice, not only because of the relatively complex nature of the algorithm that makes its understanding difficult for practitioners, but also because of the computational effort it requires. The non-realistic nature of the demand also accounts for the low acceptance of the algorithm. In this section we extend two simple lot-sizing strategies derived by Dellaert [5] for the uncapacitated version of our problem. Before describing these heuristic methods in detail, we introduce some of the notation that will be used in Subsections 5.1 and 5.2.
Let X~.,+i denote the number of orders arriving during period t for period t + i with i = 1, 2 ..... N. In other words, Xt,t+ i contains the demand placed by customers of group i during period t. Fig. 1 gives an illustration of these variables. All demand for a certain period is found in the same column.
The expectation of the random variable X~,,÷i is denoted by ltt,t+ i and due to the assumption of stationary demand is determined by Ul,,+ i = ~_( X,,,+,) = E jdij = ui. If we define bill as the probability that during the last i periods before an arbitrary period t, customers order a total number of l orders for period t, it follows that
where Jit is the set of all possible one-period demands (Jl, J2 ..... Js) for which the sum of the first i components equals l.
The (x, T, 8)-rule
we proceed like in the unconstrained situation by considering the possibility of producing again in the next period or later. Furthermore, for situations of capacity shortages a parameter ~ is introduced with the following meaning:
10 if the maximum capacity is used whenever r I _> X, = r I < C and the total demand for T periods exceeds C, otherwise.
(9)
For the uncapacitated stochastic lot-sizing problem, the so-called (x, T)-rule proved to be a simple decision strategy by offering low average costs and being easy to implement [5] . Given a pair (x, T), the role consists of producing the known demand for the first T periods if the required deliveries for the current period together with the backlogged orders (i.e. the value of r l) are at least x units. Moreover, production can take place less than T periods after the previous one if in the meantime enough orders have arrived.
In this subsection we will extend the above rule to situations with limited available capacity. Although the decision to produce during a certain period will also be based exclusively on the value of r l, the presence of capacity constraints may not make it possible to manufacture the known demand for T periods completely in certain cases. In situations of capacity shortages, at most C units of product can be manufactured and the analysis of the rule is simplified by assuming that production does not take place during periods for which all the required deliveries have been produced previously. This assumption leads to higher costs than necessary and could be dropped in practice. In case r, > x and the known orders for the first T periods do not exceed C units, This means that in case r~ > x and r~ + • • • + r r > C, we manufacture C units of product if ~ = 1. Otherwise, the amount produced covers an integer number of periods and therefore, the available capacity may not be used completely in certain cases. Finally, if rj > x > C, it is clear that the only possible decision to take in this situation is to fill up the capacity, irrespective of the value of ~.
We will call this new strategy the (x, T, ~)-mle. A relation can be established between the new role and the well-known (R, s, S) strategy for MTS systems with periodic review [24] . The length of each review period corresponds in our case to R = 1. While the (R, s, S) strategy bases its decisions on the inventory position, in an MTO situation the decisions can only be based on the known demand, since no finished goods inventory is kept. Our decision variable x plays a similar role as the parameter s. In the MTS case, the inventory position is raised to S if in the current review instant is not above the reorder point s. This maximum level S is related to the decision variable T in the unconstrained problem. However, under a limited production capacity it is not always possible to follow the strategy induced by T and so the (x, T, ~)-rule deviates from the (R, s, S) strategy in those cases. Observe that the To give an illustration of the performance of the (x, T, 8)-rule, suppose that N = 5, C = 5, x = 2 and T= 4. In Table 1 we illustrate the effect of the parameter 8 on the total amount produced, upon the observation of a certain order state vector at the end of a given period t.
Observe that for the first order vector, the known demand for periods t+ 1 and t+2 is produced completely and as a result we make a "jump" from period t + 1 to period t + 3. By not allowing production during period t + 2, the demand that arrives during period t + 1 with a delivery date equal to t + 2 will be at least one period too late. Recall that u I represents the expected number of orders with a lead time of one period (see (7)). Therefore, penalty costs of pu t units will have to be paid. Moreover, in period t + 3 production may take place again only if there are at least 2 required deliveries for that period. In case ~ = 1, the requirements for period t + 3 consist of the unsatisfied demand for t + 3 together with the number of orders that arrive during periods t + 1 and t+ 2 for periods t + 2 and t+ 3 respectively, i.e. a total of l+Xl+l,t+E+Xt+l,t+3+
Xr+2,t+ 3 orders. In the second order state (i.e. r= (2, l, 1, 1, 2)), any choice of ~ leads to the same result since r t = 2 and r~ + • • • +r 4 = 5. Hence, if the number of orders for period t + 2, which is given by the stochastic variable Xt+l,t+2, is equal to or greater than 2, production will take place again in that period.
As already mentioned, given a triplet (x, T, 8), the decision to produce depends exclusively on the value of r I. Since demand is stationary and we are using a fixed production strategy, there exist time points at which the stochastic process that represents the order state, probabilistically restarts itself. From the coming analysis it will become clear that one of these regenerative points takes place at the end of a period in which the required deliveries for T periods have been produced entirely. We say that a cycle is completed every time a renewal occurs and use the term "absorption" to denote such event. Since the probabilities for each possible order state vector are the same in every regenerative point, the average costs per period associated with the triplet (x, T, 8) are determined by the expected costs during a cycle divided by the expected length of a cycle. Although the vector r --(r~, r 2 ..... r N) provides all necessary information about the order state, it is not suitable for the analysis of situations with a large number of order state vectors. On the other hand, the decision whether to produce or not in a certain period only depends on the value of r~. Therefore, like in the unconstrained situation, we will only use in our state description the first component of the demand vector.
Concerning the values of (r 2 ..... rr), they are influenced by the time elapsed since the last absorption. In order to show this, consider N = 5, T= 4 and assume that during period t the known demand for T periods is manufactured. As illustrated in Fig.  2 , at the end of period t, the required deliveries for each one of the periods t + k with k = 1, 2, 3 correspond to the orders that arrive during period t with those delivery dates. These orders are given by the stochastic variables Xt.r+ k for k = 1, 2, 3. With re- 
Example with N = 5 and T = 4. The demand in bold represents part of the orders that are produced during period t.
Xg--l ,t-l-4
Xt gard to the demand for period t + 4, known at the end of period t, it can also be seen by Fig. 2 that it is related to the stochastic variables X,_l,t+ 4 and
Suppose now that the required deliveries for period t + 1 are smaller than x. This implies that production does not occur during that period. Consequently, the amount given by Xt,t+ l is backordered and due to the rolling horizon effect we obtain by the end of period t + 1 the order state components as shown in Table 2 .
If at the end of period t + l, the r:value is still smaller than x, then at the end of the following period the value of the three stochastic variables Xt,t+3, Xt+ Lt+3 and Xt+2,t+ 3 is added to r I. If at the end of period t + 2 or one of the later periods the value of r~ is still smaller than x, it is not difficult to see that the value of N stochastic variables will have to be added to r I. Concerning the values of r k for k = 2, 3, 4, observe that at the end of period t + 2 or one of the later periods, 6-k stochastic variables will give each r k. This means that from period t + 3 on, each rk-value is always determined by the same number of variables independently of the time already elapsed since the last absorption.
From this example we can see that for given N and T_< N, the value of r k for k = 2 ..... T is fixed by N-k + 1 parts of demand in any period after T-k. However, during the first T-k periods after absorption the demand for r e contains less components. Observe also that whenever r~ > x and it is not possible to satisfy the whole demand for the next T periods, we do not allow production during a certain number of periods. The first period after which production can take place again corresponds to a situation where each r k is given by exactly N -k + 1 stochastic variables and 2 < k < T. If in situations of capacity shortages we did not proceed in this way, the changes in the re-values would be much more difficult to describe. Although the analysis of the (x, T, ~)-mle is considerably simplified in these cases, the updating of the value of r t still requires more calculations than in the uncapacitated situation. Later on this will be discussed in detail.
In order to describe the above behaviour of (r 2 ..... rr), let us denote by Pt,t+i(rk=lk) the probability that in period t + i, the kth component of the order state vector r has the value I k ~ R k for 2 < k < T, given that during period t absorption occurred. From the above discussion it follows that Given a triplet (x, T, 8), the corresponding average costs per period are determined by using a similar Markov chain to that of the unconstrained case. Each state is described by a pair (i, j) where i represents the number of periods passed since the last absorption and j contains the value of r 1. The state space in the time-direction will not be limited, i.e. i > 1 but a limit will be set upon the r:component. In the unconstrained situation this limit equals x but this value can certainly not be used in the presence of capacity constraints. Therefore, we will take a sufficiently large value M such that the average costs per period do not change when we increase M by at least one unit. This strategy also applies to the situations mentioned in Section 3 for which C < ~2/~= i Li. In those cases, if the average total amount of ordered products during a period is less than C it is possible to transform the problem in order to obtain a finite state space. However, such a transformation is rather complex and causes the computation of the average costs per period to be more difficult to obtain. An alternative way yielding approximately the same results consists of choosing a large M. Fig. 3 gives an illustration of the states that form the Markov chain for a given triplet (x, T, B).
In order to describe the possible transitions and their expected costs in the above chain, we consider three different cases. If i periods have elapsed since the last absorption we may enter a state (i, j~) with O<jl<x-1, a state (i, J2) with x<j2<C or a state (i,C+j3) with I<j3<M-C.
In the first case, since production does not take place, we can move to any state (i+l, jl+k) with k>0 and only penalty costs of pj~ units are incurred. A different situation occurs when we are in state (i, C +J3) with 1 <J3 < M -C. Since the amount produced is exactly C units, we enter a state (i + 1, J3 + k) with k > 0. The costs incurred in this case consist of set-up costs and also penalty costs for J3 orders that will only be finished after their promised delivery date.
Denoting by cij the expected costs in state (i, j) with i > 1 and 0 < j < M, it follows from the above analysis that (ll)
In case we enter a state (i, J2) with x<j2< C, absorption occurs when the known demand for the next T periods does not exceed the available capacity, i.e. J2 + r ]Ej= 2 r; < C. Otherwise, we only manufacture the known orders for the next y periods completely with y = kr c < T and k c defined in a similar way as in (1) . We may also produce part of the demand in ry+ l which is given by Bw c with Wr c introduced in (2). From period i we then "jump" to period i + y and do not allow production to take place in any of the periods i + 1 ..... i + y -1 which leads to penalty costs for all the required deliveries for those periods. The effect and the costs associated with both the absorption case (A) and the non-absorption case (NA) are listed next. For a detailed analysis we refer the reader to Dellaert and Melo [6] . In order to obtain a general formula for the above expected holding and penalty costs we introduce some notation. In what follows we replace the index J2 by j for notational convenience.
For fixed j and x < j < C, let l' represent an N-dimensional vector with components l~, given by , I e if2<k< T, lk = if k= T+ 1 and T<N, ifT+2<k<NandT<N-1, where I k is an element of the set R e of possible values for r e and 2 < k < T.
Using k~, we also define the sets S~ such that
S~:={l=(l 2 ..... lr):k~,=y }
for every y = 1 ..... T, and j = x ..... C. Observe that for fixed y and j, the set Sy J contains all possible demand vectors (/2 ..... /r) ~ R2 × "'" X R r for which the first y components and possibly also part of component y + 1 can be produced.
With the notation introduced, we can now derive a general expression for the expected holding costs hij(T) in every state (i, j) with i >_ 1 and x<j< C.
T y hij(r )=h E E (Y--1)lyI-IPi(rk=lk)l{ya21
y~l iES~y k=2 y+l + ySw~, I-I P,(q = lk)lty~r-lr
In the first part of the above formula, for fixed y and every l ~ S t only the expected holding costs for the orders for period i + y are calculated. In fact, the additional costs for the demand l 2 ..... lr-l were already included while examining the sets S~ ..... S t_ ~ since Y'.~_ 21e ~ C --j implies that 12 <
• '' ~'k= 2 lk ~ C -J. Moreover, the formula in
C-j,. y-i
(12) also contains the expected holding costs associated with absorption by assuming that in this case a jump to "period i + T" is made.
With regard to the penalty costs we need to consider the situations covered by (NA). If for instance T = 3 we will jump from period i to period i + 2 if r 2 ~ C -j and r E + r 3 > C -J. Hence, the demand that arrives during period i to be delivered by the end of period i + l will certainly not be finished by its delivery date. Therefore, using the expected demand u,, as defined in (7), the expected penalty costs in state (i, j) with i>_ 1 and x<j~ C are described as follows:
IES~ k=2 For values of T smaller than 3 there are no penalty costs. Therefore,
~,j(T)=O if T<2 (14)
Finally, the total expected costs in state (i, j) with i > 1 and x < j < C are determined by
c,j=s +h,j(T) +~ij(T)
if T> 2,
with hij(T) and ~ij(T) given by (12) , (13) and (14) . Clearly, if T = l we simply have cij = s.
Following the analysis of the expected costs in every possible state (i, j) of the Markov chain presented in Figure 3 , we concentrate next on the determination of the transition probabilities. It is not difficult to verify that (see also Dellaert and Melo 
The transition probability from state (i, j) with i > 1
and x<j<C to one of the states (i+y, k) with 1 < y < T-1 and 1 < k < M requires some elaborait tion. Defining this probability by Pi+y,k, note that it is associated with the situation in which the orders for periods i, i + 1 ..... i + y -1 are produced completely but together with the demand (or part of it) for period i + y they exceed the available capacity. Given the above transition probabilities we can now determine easily the probability of visiting state (i, j) during one cycle, i.e. between two absorptions.
Let pij(T) denote this probability for a triplet (x, T, 8).
In the first period after the last absorption we have for T > 2
In case T_> 3 and 2 < i < T-1 we are either in state (i, 0) or in one of the states (i, j) with 1 <j<M.
Clearly,
P,o( T ) = Pi-l,O( T) bio.
State (i, j) with 1 <j<M can be reached from different positions in the Markov chain. We can move directly from the previous period i-1 where the value of r] was smaller than x or greater than C. A third possibility of entering state (i, j) consists of moving from one of the previous periods i -m during which production of the orders in rl ..... r,, took place. Hence, for every 2 < i < T -1 and 1 < j < M we obtain min{j,x-1}
pij(T) = y' pi_,.k(T)b,,j_k
k=l Since after T periods the transition probabilities no longer depend on the /-value, replacing bi0 and bi.t_ ~ in (18)and (19)by bNo and bN,j_ k respectively, yields the probabilities pu(T) for i > T> 2 andO<j<M.
With respect to T = 1 the expression of the probabilities Pit(T) is as follows:
Pi-l,o(T) bNo
if i > 2 and j = 0,
By the formulae (11) and (15) the expected costs cij in every state (i, j) are determined. Moreover, using (17)- (20), the values of pij(T) are obtained.
Hence, the total expected costs during the first t periods after the last absorption are given by
i=l j=0
With the knowledge of the probability Dij(T) defined in (16) which accounts for the occurrence of absorption in a state (i, j) with i > 1 and x < j < C, we can estimate the time between two absorptions, provided that t periods elapsed since the last absorption period, by By dividing (21) by (22) we obtain for the triplet (x,T, ~) the average costs per period between two absorptions provided that t periods have passed since the last absorption:
In order to determine the average costs per period associated with the triplet (x, T, ~), we can apply the following algorithm with a prespecified tolerance E.
Step 1. Let g0(x, T, ~):=0 and t.'= 1.
Step 2. Compute gt(x, T, ~) by (23).
Step
If I g,_l(x, T, ~)-gt(x, T, ~)1 <¢
Then stop Else t := t + 1; Return to Step 2.
It is possible to speed up the algorithm by replacing
g,(x, T, ~) in
Step 2 by a forecast incorporating an estimation of the number of periods after period t still required for absorption to occur.
To conclude this section we observe that in order to find the optimal triplet (x, T, ~) it is usually not necessary to determine the average costs of every possible combination of x, T and ~. An easily obtainable lower bound on the costs is given by the costs of the best pair (~, T) for the uncapacitated version of the_problem as described by Deilaert [5] . This pair (,~, T) can be taken as a starting point. If the available capacity is relatively large then T is already the correct T-value. For rather small capacity levels it may be necessary to evaluate the costs for T = T + 1 as the numerical results in Section 6 will show. Due to the jumps that are made in those situations where only part of the demand for the next T periods is manufactured, it is also convenient to determine the costs for T= T-1. Regarding the best choice for x, the ~-value is an upper bound and trials with smaller values must be carried out. If the demand distribution involves a large quantity of orders then it may be too time consuming to look for the optimal x. In that case the range of tests may be reduced and from our numerical experience x-values in the neighbourhood of the optimal do not present large deviations in costs. Finally, although the parameter ~ can take either the value 0 or 1, only for large capacities and relatively low holding costs it is advantageous to have ~ = 0. Usually, it is better to make full use of the available capacity which means that ~ = 1 is the proper choice.
The Silver-Meal approach
For an inventory management problem with a deterministic time-varying demand rate, Silver and Meal [23] proposed a simple lot-sizing rule which consists of selecting the action that produces the (first local) minimum of the total relevant costs per unit of time. These costs are obtained by dividing the expected costs of an action by the number of periods involved in that action. For the uncapacitated version of our problem, Dellaert [5] used the same criterion and derived an heuristic procedure. In this subsection we will further extend the approach of Dellaert [5] to the situation of constant capacity.
As mentioned in Section 3, choosing action a on observing a state r ~ R leads to the one stage costs qa given by (3) . However, also indirect costs will be involved during the periods covered by action a (a ~ 0) if we presume that during those periods production will not take place again. Assuming that during some period t, a orders are manufactured corresponding to the known demand for say k periods (k> 2), then by not allowing production to occur in periods t + 1 ..... t + k -1, penalty costs are incurred to all the orders that arrive in the meantime with these delivery dates. The exact penalty costs are difficult to calculate since the future demands are unknown. However, we can replace them by their expected value during the first k periods as done by Dellaert [5] for the uncapacitated problem. This yields the following penalty function p~(k):
In the unconstrained situation, the total relevant costs per period associated with action a by following the Silver-Meal criterion, are determined by adding the above penalty costs to the costs qa and dividing them by the number of periods k [5] . In the constrained case, it is not enough to simply consider the indirect costs measured by pa(k). Observe that since our production level is restricted to at most C orders in every period, a decision made in the current period may lead to an increasing level of congestion in future periods. This means that the required deliveries for the periods ahead may go beyond the limit C and as a result, the number of late orders will grow as well as the penalty costs for not satisfying that demand on time.
In order to estimate the impact on the future penalty costs of an action a chosen in some period t, we define z; as the projected order state vector in period t + i with i > 0. Clearly, in period t we have z0 = r. In the subsequent periods t + i we define Given a E A(r), the influence of this action is studied during H periods with H := {i : zil -a > C and ztl-a<C for every l>i}. In each period i < H with zil -a > C, the backordered demand equals zil-a-C orders for which penalty costs are incurred. Therefore, the expected future penalty costs induced by action a are given by
Although in the original Silver-Meal heuristic we would divide the above costs by the total number H of periods, in all the computational tests performed we obtained better results by simply using the expression (25) .
To illustrate the calculation of (25) (1) Whenever part of the demand for a certain period is manufactured, that is wfl ~ 0, consider that a r only a fraction wl/ ,:+j of period k~+ 1 is in- (26) with f~ = w~/rk~+ i. Observe that A(r) = {C} corresponds to the case r~ > C which is not covered by the definition of w a in (2). Since C orders are produced in this case, the fraction of the first period that is used is given by C/r I and so we divide the one stage costs by this number.
Instead of mixing the penalty function p~(. ) as in (26), we can follow the next option.
(2) Whenever part of the demand for a certain period is manufactured, that is w a 4: 0, consider that the remaining demand for that period will be produced one period after its delivery date. This strategy leads to the cost function: +~(a) (27) We can also consider a third possibility for the calculation of the expected costs per period by restricting the state space to only those actions that cover exactly an integer number of periods of requirements. Clearly, this only applies to the state vectors r such that r~ < C. In case rl > C we must keep A(r) = {C}. Under this strategy we obtain (q~ +~ (a) / if a=0or a(r)={C},
gZr(a)
otherwise, with k the number of periods covered by action a.
In the original Silver-Meal heuristic only a local minimum in the expected costs per period is guaranteed since the procedure is stopped at the action that gives the first increase in costs. In our case, if we observe a state r ~ R, we take the action that minimizes the expected costs per period over the whole set A(r). This implies that if we follow one of the approaches i described above (i = 1, 2, 3) then we compute rain, ~ a~r)g:(a) and choose the corresponding action. Denoting that action by a i we can use a similar dynamic programming algorithm to the one presented in Section 4 to obtain the average costs per period associated with approach i. The iteration scheme in this case takes the form v,+ l(r)= qr~'+ RP;zV,(Z) for every r ~ R. In a practical setting, Y~' Z al in each period of the planning horizon a certain order vector is observed and the action to be implemented is chosen according to one of the approaches described above. The order vector is updated in view of the action taken and the process is repeated in the next period.
Numerical results
In this section we evaluate the effect of the lotsizing rules presented in the previous section, through a set of test examples. The sample problems are intended to cover variations of different important parameters. These variations include changes in the set-up costs, the holding cost rate, the unit penalty cost, the mean demand, and the variability of the demand for the product.
Regarding the choice of the cost structure, the penalty costs are always larger than the holding costs but smaller than the set-up costs. These latter costs are set at least three times the value of the penalty costs and in some cases the proportion increases considerably. As for the holding costs, they can be at most 2/3 of the penalty costs. The selection of such a cost structure reflects the differences in the three types of costs that are commonly observed in many practical situations including those encountered in the Dutch company motivating this study. We will start with a very simple set of examples for which demand follows a binary distribution. Although such a demand pattern is not likely to be observed in practice, it has the advantage that for relatively small values of N, the dimension of the state space is not too large and so we can apply the dynamic programming algorithm of Section 4 to obtain the optimal average costs. Consequently, each heuristic can be compared with the optimal production policy. Moreover, the average costs associated with the Silver-Meal-like strategy can also be computed directly. Tables 3 and 4 Table 3 refers to experiments with set-up costs s = 50 while in Table 4 the results of increasing s to Table 4 Gaps in percentages of the optimal average costs for binary demand, N = 4, We consider the combinations (h, p)=(5, 15), (h, p) = (10, 15) and (h, p) = (5, 10). The first column of Table 3 indicates the available capacity C. This ranges from low values to values beyond which the influence on the production rules is relatively small. The first column is followed by three sets of columns relative to the above pairs (h, p) selected. For each combination of h and p, and for a given capacity C, the triplet (x, T, ~) which yields the lowest costs in the (x, T, ~)-rule is presented. Also, the gap between the average costs of each heuristic and the optimal average costs is determined. We denote by gap the ratio (Heur -OPT)/OPT × 100% where Heur indicates the average costs per period of a heuristic procedure and OPT the average costs per period of the optimal policy. The columns under XT correspond to the gaps obtained with the best (x, T, ~) triplet. Columns under SM1 denote the gaps given by the first variant of the Silver-Meal approach in (26) , while columns under SM2 and SM3 refer to the gaps associated with formulae (27) and (28), respectively. In Table 3 we can observe that when the holding costs are small and the penalty costs are large (i.e. (h, p)=(5,15)), the (x, T, ~)-rule only gives the lowest gaps for 4 < C _< 6. In all the other cases, at least one of the variants of the Silver-Meal approach performs better. Increasing the holding costs from 5 to 10 leads to larger gaps in general and except for C=4, 9, 10, the (x, T, ~)-rule is never the best production strategy. The effect of having relatively small holding and penalty costs (i.e. (h, p)= (5, 10)), leads to different results. In this case, the (x, T, B)-rule gives the smallest gaps in many capacity levels. Furthermore, with a tight capacity of 3, all variants of the Silver-Meal approach lead to large gaps varying between 3% and 10%. The changes in the x, T and ~ values can also be analysed in Table  3 . Observe that for the pairs (h, p)= (5, 15) and (h,p) = (5, I0), the best T-value increases from 2 to 3 when the available capacity becomes very tight. This is caused by the fact that the holding costs are relatively small and so when the production level is low it pays off to manufacture orders with a larger delivery date. The effects caused by changes in the penalty costs are shown in the x-value of the tests with the combinations (h, p) = (5, 15) and (h, p) = (5, 10). As one would expect, when having late orders becomes more expensive, production starts earlier. The x-value decreases from 3 to 2 when the available capacity is still relatively large (C = 7), while with (h, p) = (5, 10) this only occurs for C = 4 and C = 3. Finally, the g-value seems to be much influenced by the magnitude of h. High holding costs like in the tests with the pair (h, p) = (10, 15) lead to more cases with g = 0, since it compensates not to produce orders for the second period whenever r I + r 2 > C and C v~ 3. With large capacities, the (x, T, ~)-rule becomes insensitive to the value of g, as expected.
In order to examine the effect of having high set-up costs, we increased s from 50 to 90 and conducted a number of experiments with the same combinations for h and p. The results obtained are presented in Table 4 . A first glance to the table shows that the results obtained are considerably different from those in Table 3 . Regardless of the choices for h and p, the (x, T, g)-rule gives almost in every case the lowest gap. Moreover, the three variants of the Silver-Meal approach produce high gaps when the available capacity decreases. This is particularly striking in the tests with the pair (h, p) --(5, 10) and C < 6. Nevertheless, variant 2 performs slightly better than the other variants. It seems natural that variant 3 is the worst rule when C is very small, since a tight capacity requires its full use in almost every production period. The influence of high set-up costs is also noticeable in the x-value of the (x, T, g)-rule. This is natural since it becomes more expensive to start the production. The influence of the holding costs is also stronger in the presence of a high s. Observe that production only covers the demand for two periods when h = 10. In all the other cases, we manufacture the orders for T= 3 periods. Finally, the parameter g is greatly affected by s = 90. In almost every test, it becomes advantageous to fill up the available capacity not only when C is small but also when C is relatively large.
The following examples are constructed by taking a demand pattern that is closer to real situations than the cases discussed above. We assume the demand for the product to be geometrically distributed since in the company motivating our research, it was I  I  I  I  I  I  I  I  I  I  I  I  I  I  I  I []
:. observed for most of the product types that by choosing a proper unit size for the steel pipes the demand could be modelled by such a distribution. Regarding the choice of the cost structure, it follows the same criteria as in the binary demand examples, that is s > p > h. In order to study the effect of the demand variability upon the competing production rules, two experiments were carried out corresponding to situations with low and high coefficient of variation (cv). The coefficient of variation is the standard deviation of the demand divided by the average demand. Furthermore, due to the large state spaces associated with the new demand pattern, it is no longer possible to determine the optimal policy. Also, the average costs of each variant of the SilverMeal-like strategy can only be obtained by simulation. In order to compare these costs with those of the (x, T, 8)-rule, the latter is also simulated for different combinations of x, T and 8. In all experiments simulation is carried out through 100000 periods. The choice of such a cost structure is determined not only by the fact that a higher number of orders is placed compared to the binary cases, but also by the information provided by the management of the Dutch company concerning differences in costs. The demand of every group of customers follows a geomet- tic distribution with the same average of ordered units of product. Since we are interested in the impact of demand variability, we allow the domain of the distribution to be shifted to the right so that different parameter variations leading to the same average but to a different variability, are possible. This means that the orders placed by the ith group of customers (1 < i < N) are generated according to the following expression: In Table 5 the best choices for x, T and ~ are given for both coefficients of variation. The main differences occur in the x-value which increases faster with high demand variability partially due to the shifts produced by the parameter k. As in the binary demand experiments, the best T-value also increases from 2 to 3 when C is very small as a result of having low holding costs in combination with a tight capacity. The only exception occurs for cv = 1.05 and C = 50. Contrary to the (x, T, 8)-rule, the first two variants of the Silver-Meal strategy seem to handle better situations of low capacity and high demand variability. From the simulations performed we could observe that in those variants the decisions concerning the production of orders are not based exclusively on the value of r I like in the (x, T, ~)-rule, but also on r 2 and in some cases even on r 3. The magnitude of the set-up costs together with a small capacity level account for this be- Table 5 Geometric demand, N = 4, s = 200, h = 1 and p = 4 C ct = 5/6, k= 5, ct = 10/11, k=0, co = 0.55 co = 1.05
haviour. If r t + r 2 < C and the required deliveries for the third period are not too large, it proves to be more effective to postpone production. In this way holding costs can be saved. Finally, we remark that the different production strategies were implemented in Sun Pascal and all experiments conducted on a Sun Sparc Station 5. In the binary demand examples the CPU times in determining both the optimal policy and the average costs of each heuristic took always less than one second. Regarding the simulation experiments, the first two versions of the Silver-Meal approach required on average 3.8 minutes of CPU and the corresponding time for SM3 was 0.25 minutes. The simulation of the (x, T, 8)-role for a given combination of x, T and 8 during 100000 periods took approximately 4.37 seconds and on average 21.37 triplets were evaluated in order to find the lowest costs. The simulation of this rule followed the description provided in Subsection 5.1, that is, whenever the orders for say y periods with 1 < y < T-1 are produced during some period i, then a jump to period i + y is made in the sense that production in any of the periods i + 1 ..... i + y -1 is not allowed. Although this jump simplifies considerably the calculation of the average costs, in practice it may be desirable not to take it when large demands occur in the meantime and there is enough capacity. Therefore, we also simulated the (x, T, 8)-rule without considering any jumps. We could observe that in this case the strategy outperforms every variant of the Silver-Meal approach irrespective of the demand variability. Moreover, for cv = 0.55 and C < 65 the best T-value is always 3 while for cv = 1.05 this occurs for C< 75.
Summary and conclusions
In this paper we analysed a stochastic lot-sizing problem motivated by a Dutch company operating in an MTO environment. The problem is characterized by highly uncertain demand, fixed delivery dates for customer orders, no possibility for stockkeeping and limited production capacity. We modelled the problem as a Markov Decision Process and used the method of successive approximations to determine the optimal policy and the corresponding long-run average costs. Since from a practical point of view this technique has a limited applicability due to the extremely fast growth of storage (and time) requirements as the dimension of the state space increases, two lot-sizing strategies were proposed.
In the (x, T, ~)-rule, production only takes place during a period for which the required deliveries are at least x units. In that case, the known orders for the next T periods are manufactured if the available capacity is not exceeded. Otherwise, the parameter 8 controls the amount to be produced. The second lot-sizing rule is a Silver-Meal-like production strategy where an estimation of the costs per period is obtained for the best action associated with each order state vector. Three different ways of determining these expected costs were proposed. The drawback of having to apply dynamic programming to obtain the average costs of each variant is easily overcome in this case by using simulation.
From the numerical experiments conducted we could ieam that both the (x, T, ~)-rule and the Silver-Meal approach are influenced by the level of variability of the demand, the available production capacity and the cost parameters. The (x, T, 8)-rule seems to perform well when the set-up costs are considerably large and the holding cost rate is much smaller than the unit penalty cost. Also, when the demand variability is not too high, the strategy gives low average costs regardless of the capacity level. The Silver-Meal approach is more sensitive to the size of the production capacity and may give high average costs when the set-up costs are very large as displayed by some of the binary demand examples. From the three variants of the rule, the third one is usually not suitable for situations with tight capacities. Even when variants 1 and 2 produce better results than the (x, T, ~)-rule, the differences in costs are small and the solutions may be obtained at the expense of considerable computational effort.
Concerning the company which motivated our research, the different lot-sizing rules were integrated in the operations control level of the hierarchical production planning system used by the company. The detailed decisions produced by the lot-sizing strategies for individual items helped the management to evaluate the impact of planned production capacity and thus the quality of aggregate planning decisions. However, since different types of steel pipes can be manufactured on the same machine, further studies need to be conducted in order to extend the lot-sizing rules to the multi-item situation and devise a practical tool.
