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ABSTRACT
Reanalysis data provide an excellent test bed for impacts prediction systems, because they represent an
upper limit on the skill of climate models. Indian groundnut (Arachis hypogaea L.) yields have been
simulated using the General Large-Area Model (GLAM) for annual crops and the European Centre for
Medium-Range Weather Forecasts (ECMWF) 40-yr reanalysis (ERA-40). The ability of ERA-40 to rep-
resent the Indian summer monsoon has been examined. The ability of GLAM, when driven with daily
ERA-40 data, to model both observed yields and observed relationships between subseasonal weather and
yield has been assessed. Mean yields were simulated well across much of India. Correlations between
observed and modeled yields, where these are significant, are comparable to correlations between observed
yields and ERA-40 rainfall. Uncertainties due to the input planting window, crop duration, and weather
data have been examined. A reduction in the root-mean-square error of simulated yields was achieved by
applying bias correction techniques to the precipitation. The stability of the relationship between weather
and yield over time has been examined. Weather–yield correlations vary on decadal time scales, and this has
direct implications for the accuracy of yield simulations. Analysis of the skewness of both detrended yields
and precipitation suggest that nonclimatic factors are partly responsible for this nonstationarity. Evidence
from other studies, including data on cereal and pulse yields, indicates that this result is not particular to
groundnut yield. The detection and modeling of nonstationary weather–yield relationships emerges from
this study as an important part of the process of understanding and predicting the impacts of climate
variability and change on crop yields.
1. Introduction
Research efforts over recent years have taken advan-
tage of increases in computational power and climate/
weather model skill in order to couple climate and im-
pact models. Studies span a range of impacts (crop pro-
ductivity, e.g., Mearns et al. 1999, 2001; health, e.g.,
Hoshen et al. 2003; hydrology, e.g., Davis et al. 2003).
There are many inherent uncertainties in such studies
(see below), and, in exploring the issue of the predict-
ability of impacts, it is important that these are quanti-
fied as accurately as possible. One way of exploring the
uncertainties that come from a climate model [or gen-
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eral circulation model (GCM)] is to use reanalysis data
(Bengtsson and Shukla 1988; Kalnay et al. 1996; Gibson
et al. 1996, 1997). Following the methodology proposed
by Challinor et al. (2003) the present study uses re-
analysis data with a crop model in order to explore the
potential predictability of crop yields and the associated
uncertainties.
Reanalysis data are GCM output with weather data
from many sources assimilated into the climate simula-
tion. They constitute the most accurate complete de-
scription of the weather at the resolution of the GCM,
so that when used to drive an impacts model, they pro-
vide an upper limit on the accuracy of the combined
(climate plus impacts) modeling system (Challinor et al.
2003). While there are numerous published studies that
use reanalysis to study climate (e.g., Annamalai et al.
1999; Betts et al. 2003), there are few studies using
reanalysis with impacts models (e.g., Palmer et al. 2004;
Hoshen et al. 2003). In this study the European Centre
for Medium-Range Weather Forecasts (ECMWF) 40-
yr reanalysis (ERA-40; http://www.ecmwf.int/research/
era/) is used to drive the General Large-Area Model
(GLAM) for annual crops (Challinor et al. 2004b, here-
inafter GLAM2004), which was designed specifically
for use with GCMs and regional climate models.
Direct use of GCM output is not the only method of
using GCM simulations with an impacts model. An al-
ternative method summarizes daily GCM output in the
form of monthly or seasonal climate; this information is
then used as an input to a synthetic weather generator
(e.g., Wilks 2002; Wilks and Wilby 1999; Semenov and
Brooks 1999; Corte-Real et al. 1999). This method can
be used to downscale climate information. It can also be
used to generate time series for climate change sce-
narios based on changes, between the current and fu-
ture climate, in the mean and the variability of weather
(Semenov and Barrow 1997). This method has the ad-
vantage of not relying on the correct simulation by the
GCM of the basic mean state. It has the disadvantage of
relying on a set of assumptions, embedded in the
weather generator, regarding the relationship between
mean climate and weather and between different
weather variables. Such weather statistics may or may
not remain constant as the climate changes. The meth-
ods used for this study make no such assumptions. Suc-
cessful results using these methods in current climates
would suggest that an extension to use direct GCM
output in the study of climate change is plausible.
In addition to the input weather data, there are many
sources of error that contribute to disagreement be-
tween observed and modeled yields (for an excellent
overview, see Hansen and Jones 2000). No crop model
formulation is a complete description of the crop and its
interaction with the environment. Model parameteriza-
tions are simplifications of crop processes that inevita-
bly result in some error. Any yield data will also have
associated error, and the necessary separation of the
time series into underlying technology trends (defined
as a monotonic increase in yield over time due to non-
climatic factors, such as improved yield varieties and
an increased use of fertilizer) and interannual variabil-
ity also adds uncertainty (e.g., Just and Weninger
1999; Yu et al. 2001). Input management data, such
as planting date, plant population density, and crop
variety, have associated uncertainties that will impact
the ability of the model to reproduce reality (i.e.,
model skill). Aggregation error due to the large spatial
scale on which the model is run will also contribute to
errors in simulated yield. Finally, the input soil and crop
data will have inaccuracies. All of these sources of error
will limit the accuracy with which yields can be simu-
lated.
This study restricts its analysis of error sources prin-
cipally to the weather input data and yield data. The
impact of varying soil hydrological properties is dis-
cussed in GLAM2004. Here, three principal topics are
explored: (i) the ability of ERA-40 to simulate Indian
monsoon rainfall (section 3a), (ii) the relationship be-
tween monthly mean weather and yield (both simulated
and observed; section 3b), and (iii) the relationship be-
tween observed and simulated yield (section 3c). This
study aims to assess the capability of GCM output (spe-
cifically, reanalysis data), together with a large-area
crop model, to simulate yield. Through bias correction
of the reanalysis rainfall (toward gridded observed val-
ues), this study also seeks to assess any potential in-
crease in the accuracy of yield prediction in response to
improvements in GCM skill.
The nonlinear response of crops to climate means
that changes over time in the relationship between yield
and climate (i.e., nonstationarity) may be observed. For
example, changes in the fraction of crop under irriga-
tion, or in cultivar-specific properties, such as sensitivity
to water stress or pests, could change the response of a
crop to the climate. Assumptions regarding the yield
technology trend and the planting window (the period
of time from which a planting day is chosen) will have
direct implications for the observation of any changes,
as will any changes over time in the accuracy of the data
used. However, trends in yield may also be attributed to
trends in climate (Pathak et al. 2003). As well as the
impact of seasonal mean climate, the impact of subsea-
sonal weather variability on crop yields can be signifi-
cant (Gadgil et al. 2002; Hansen and Jones 2000). Our
understanding of the crop–climate system will depend
upon the extent to which climatic and nonclimatic ef-
fects can be separated. The prospects for yield predic-
tion, particularly in the context of climate change, rely,
in part, on this understanding. It is for this reason that
GLAM is used in this study; it is process based, rather
than empirical, and does not rely upon the assumption
of stationary yield–weather statistics. It is also designed
to simulate the impact of weather on yields, and it can
operate on the spatial scales of the reanalysis data. Sec-
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tion 4 contains further discussion on the issue of non-
stationarity.
2. Modeling and analysis methods
a. The crop model
The crop model used in this study was the General
Large-Area Model for annual crops. It is fully de-
scribed in GLAM2004. It is a model of intermediate
complexity, with parameterizations that seek to avoid
a large crop model input data requirement, while cap-
turing the interactions between climate and crop. It is
designed to run on any spatial scale at which a rela-
ionship exists between crop and climate (Challinor
et al. 2003), and it has been run successfully over India
at a 2.5° resolution using observed gridded data
(GLAM2004) and GCM ensemble output (Challinor et
al. 2004a).
GLAM is a process-based crop model with a daily
time step, allowing it to resolve the impacts of subsea-
sonal variability in weather. It has a soil water balance
with 25 layers, which simulates evaporation, transpira-
tion, and drainage. Transpirative demand is simulated
according to Priestly and Taylor (1972), and the supply
of water according to root water uptake. Roots grow
with a constant extraction-front velocity and a profile
that is linearly related to leaf area index (LAI). LAI
evolves using a constant maximum rate of change of
LAI that is modified by a soil water stress factor (the
ratio of water supply to transpirative demand). Sepa-
rate simulation of biomass accumulation, by the use of
transpiration efficiency [an input parameter, normal-
ized by the vapor pressure deficit (VPD) and based on
observations], allows specific leaf area (SLA; the mass
of leaf per unit area of leaf) to be used as an internal
consistency check: leaf area and leaf mass can be de-
rived independently of each other and can be used to
calculate values of SLA that can be compared to the
typical observed values. The objective of the model is
to reproduce the impact of weather on observed crop
yield. This aim leads to two particular model character-
istics: first, complexity at a level that is far removed
from the yield-determining processes is omitted (see
Sinclair and Seligman 2000). In general, simple param-
eterizations are favored over more complex methods.
Second, of the impacts on yield due to factors other
than weather (biotic stresses such as pests, diseases,
weeds, and abiotic management factors), only two are
modeled explicitly—(i) planting date, which occurs on
the first day within the prescribed planting window for
which the available soil moisture is over 50% of the
maximum, or at the end of the window if no such day is
found; and (ii) soil hydrological properties, which are
derived from the prescribed saturated upper limit and
drained lower limit of the soil. GLAM uses a single
parameter to account for the yield gap (the reduction in
yield from climatically determined attainable values to
actual values due to the impact of biotic stresses and
suboptimal management). While this is a simplification,
it allows the model to focus on the crop–climate inter-
action.
b. Weather and yield data
Weather inputs for the crop model are daily mean
values of vapor pressure and mean temperature, and
daily total rainfall and solar irradiance. These inputs
came from ERA-40 (http://www.ecmwf.int/research/
era/). ERA-40 is a global reanalysis at T159 resolu-
tion, which equates approximately to a 1.1°  1.1°
square grid. The data cover the period from Septem-
ber 1957 to August 2002. Solar radiation and precipi-
tation are accumulated over 0000–2400 coordinated
universal time (UTC) and are input to the crop model
without modification. Daily mean temperature is calcu-
lated as the average of the ERA-40 six-hourly tempera-
ture. Six-houly dewpoint temperature is used to calcu-
late daylight mean vapor pressure by averaging over
data between sunrise and sunset only. This method re-
sulted in the use of at least two values for each daily
value.
Precipitation is a key determinant of rain-fed ground-
nut yields (e.g., Camberlin and Diop 1999). It is also a
difficult variable for climate models to reproduce accu-
rately. Hence, this variable merits particular attention.
During the ERA-40 data period there are differing
amounts of observational data used in the analysis:
ERA-40 can be characterized as having three separate
periods, each with more assimilated data than the last
as more satellite data became available. One such pe-
riod starts in 1973, and another in 1987. The introduc-
tion of new data has resulted in differences in the hy-
drological cycle between the three identified periods
(Andersson et al. 2005). These differences are most
pronounced over the ocean (Troccoli and Kållberg
2004), although changes also occur over land. The re-
sults of Andersson et al. (2005) suggest that the largest
change in precipitation over land is likely to be around
1973. This issue is revisited briefly in section 3a, where
the ERA-40 dataset is compared with the dataset of the
Indian Institute of Tropical Meteorology (IITM; http://
www.tropmet.res.in/). Rather than regrid either dataset
and degrade the information, ERA-40 grid cells were
assigned uniquely to an IITM grid cell according to the
region of the greatest overlap. Both data sources have
associated errors, but the IITM dataset is based solely
on observations, and is expected to provide a better
estimate of rainfall over the area covered.
The humidity analysis of the ECMWF causes over-
prediction of the tropical precipitation used in ERA-40.
Rapid adjustment of the Hadley circulation, and adjust-
ment of the precipitation to observed values, take place
in the first 6–12 h of each forecast. This “spindown”
problem can result in daily precipitation being higher
than that observed (for a detailed analysis see Anders-
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son et al. 2005). However, comparisons with the IITM
data show that the ERA-40 high precipitation bias is
not generally a problem for the Indian summer mon-
soon over this period (section 3a).
The yield data for calibration and evaluation of the
model came from the database of agricultural returns
compiled by the International Crops Research Institute
for the Semi-Arid Tropics (ICRISAT) in Patancheru,
India. Yields tend to increase over time, as improved
varieties and management methods are employed. This
trend will not be predicted by the model, and some
assumptions must be made in order to remove this
trend. In this study we have taken the common step of
assuming a linear technology trend. Hence, all yields
shown and referred to, unless otherwise stated, have
been linearly detrended. The results of this study may
depend to some degree on how the technology trend is
modeled; it is, therefore, worth considering other op-
tions. Because explicit modeling of the underlying tech-
nological processes would require a knowledge of crop
variety and management, two practical options for
modeling the yield technology trend remain—(i) fitting
a given trend parameterization (e.g., polynomial) using
least squares (Just and Weninger 1999), and (ii) assum-
ing the form of the probability density function (PDF)
of detrended yield, and of the form of the technology
trend, with subsequent determination of the trend using
maximum likelihood (Moss and Shonkwiler 1993;
Ramirez et al. 2003). Because the form of the PDF of
yield cannot be determined a priori (e.g., Atwood et al.
2003), we use the first of these methods to determine
alternative technology trends; linear (y  a  bt), qua-
dratic (y  a  bt  ct2), and cubic (y  a  bt  ct2
 dt3) trends were fitted to either the whole time series
or piecewise to each half of the time series (section 3b).
The weather and yield datasets overlap for the period
of 1966–89 for 132 grid cells across India. Hence, this is
the spatiotemporal domain used for this study. Figure 1
FIG. 1. Observed (a) mean and (b) standard deviation of (linearly) detrended groundnut
yields (kg ha1) in India, for the period of 1966–89, on the ERA-40 grid. For clarity, missing
data points that are adjacent to plotted data are marked (x). Missing data imply either no data
or grid cells with a mean (1966–89) area of cultivation under 15 kha. Also shown are the (c)
mean and (d) standard deviation of ERA-40 JJAS precipitation (cm) over the same period
and for the same grid cells. Two grid cells used in later analysis are marked in (a) and (b): GJ
with a diamond and AP with a circle.
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shows the mean and standard deviation of ERA-40
rainfall, as well as the same statistics for the yield data.
c. Crop model calibration
GLAM is used here to simulate groundnut (Arachis
hypogaea L.) yield. Soil hydrological properties were
derived from FAO/UNESCO (1974) and planting win-
dows were from Reddy (1988), following GLAM2004.
Control planting windows are of a 30-day duration. The
crop-specific parameters for the control run in this
study came directly from GLAM2004. In that study,
these parameter values minimized root-mean-square
error (rmse) in yield for simulations of groundnut yield
across India. These optimal parameters all fall within
the range of the observed values. The parameters are
not genotype specific, although many are broadly based
on the TMV-2 cultivar, which is commonly grown in
India.
A sensitivity analysis using the ERA-40 data showed
that rmse in crop yield could not be systematically re-
duced across all model grid cells by changing any pa-
rameters in the crop model from the GLAM2004 val-
ues. This implies that this parameter set is suitable for
use with ERA-40 data. Note, however, that calibration
of each grid cell individually would reduce rmse in
yield, because it would result in spatially variable opti-
mal parameters. This spatial variability in optimal pa-
rameters is in contrast to the results using the 2.5° grid
in GLAM2004, where the optimal parameter set was
relatively constant over space. Likely reasons for the
spatial variability of optimal parameters observed here
include the finer spatial and temporal resolution of the
ERA-40 data. For the current study, a global (India-
wide) groundnut parameterization was retained be-
cause there is insufficient data on the spatiotemporal
pattern of groundnut varieties that are grown to justify
local parameterization.
GLAM2004 found that the impact of the inclusion of
the irrigated fraction of groundnut crop on the skill of
the simulations was small. The irrigated fraction has a
mean, over the period of 1966–89, of less than 15% in
48 of the 82 grid cells where there are data (ICRISAT;
see, e.g., GLAM2004), and a mean of less than 30% in
64 grid cells. Two cells [at Andhra Pradesh (AP) and
Gujarat (GJ)] are considered in particular detail in the
analyses that are presented (see Fig. 1 for their loca-
tion): irrigation in grid cell AP accounts for an average
of 12% of the area under cultivation. Because irrigated
yields tend to be a factor of 0.4–1 times greater than
rain-fed yields in this region (Virmani and Shurpali
1999), irrigation is not expected to significantly alter the
results. Mean irrigation in GJ is even less significant, at
1%. Hence, the irrigated fraction was not simulated for
this study.
Model calibration follows the same procedure as
GLAM2004. The yield gap parameter (YGP) is deter-
mined for each individual grid cell by cross validation,
with the period of 1966–77 being used to determine the
1978–89 YGP, and vice versa. Calibrated values of
YGP are values that minimize the rmse between the
observed and simulated crop yields.
d. Crop growth simulations
In addition to the control run that is described above,
a number of other simulations were carried out. Key
parameters relating to the crop, its management, and
the input weather data were varied. To examine the
impact of crop duration in the southern peninsula the
four genetic coefficients, which determine the thermal
time for each of the four growth stages in GLAM, were
altered. Each was increased by an equal fraction such
that the mean duration from planting to harvest in-
creased from 90–100 days (control run) to 120–130
days. These increased values allow the simulation of an
extended duration crop (simulation E1).
To examine the impact of the choice of planting win-
dow, a delayed window was used in grid cells in two key
regions: Gujarat (where the control planting window of
30 days starts on 15 June, and the delayed planting
window P1 is 1–10 August) and Andhra Pradesh
(where the control planting window is 1–30 June, and
the delayed planting window P2 is 1–30 July). These
two regions have the largest groundnut production over
the study period (Challinor et al. 2003).
Because ERA-40 precipitation is not expected to be
as accurate as the observed values, two bias corrections
of the ERA-40 precipitation were carried out: simula-
tion B1 corrects the mean climatology (it shifts the
ERA-40 June–September rainfall totals by a constant
factor for each location, such that the 1966–89 mean
rainfall agrees with the IITM data), and simulation B2
corrects the interannual variability (it shifts the sea-
sonal total by a time-varying amount such that it agrees
with the IITM data). These simulations allow the im-
pact of precipitation inaccuracies to be assessed. Simu-
lations with input precipitation bias correction using the
extended duration crop were also carried out (E1B1).
Because YGP is calibrated on rmse in yields, it will
have some component of bias correction, which may
include input weather data bias (Challinor et al. 2004a).
Because all of the simulations (control, P1, P2, B1, B2,
E1, E1B1) differ in terms of the exact input weather
time series, each simulation has its own calibrated spa-
tial distribution of YGP.
e. Analysis of simulated yields
The relationship between monthly mean weather
during the growing season and the observed yield (i.e.,
the observed relationship between yield and weather)
may be different than the relationship between the
monthly mean weather and the simulated yield (i.e., the
modeled relationship between yield and weather).
Comparisons between modeled and observed yield–
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weather relationships enable the assessment of the crop
model’s ability to correctly simulate the response of the
crop to weather. Section 3b compares the simulated
and observed weather–yield relationships, using the
ERA-40 weather variables. Section 3c goes on to com-
pare the observed and simulated yields directly, using
correlation coefficients and rmse of the former relative
to the latter.
3. Results
a. Evaluation of the Indian summer monsoon in
ERA-40
To assess the potential impact of the introduction of
satellite data into the reanalysis, the June–July–
August–September (JJAS) precipitation from the IITM
and ERA-40 were compared by averaging each across
two periods—1966–72 and 1974–89 (see section 2b).
The difference between the mean ERA-40 and mean
IITM values (d) is an indication of systematic bias. A
change in the sign of d is an indication of a potentially
serious drift in the ERA-40 data; such a drift represents
a change in the bias of the ERA-40 precipitation (note,
however, that bias correction B2 does correct for this).
Over 80% of the 159 grid cells over India (which in-
clude the 132 for which there are yield data) have the
same sign of d for the two periods. A Kolmogorov–
Smirnov test on the two distributions of total JJAS pre-
cipitation shows that 80% of the grid cells for which
there are yield data cannot be said to have different
distributions for the two periods (at a significance level
of 5%). Hence, the impact of the changes in the ERA-
40 hydrological cycle on the simulation of the Indian
summer monsoon appears not to seriously question the
validity of the precipitation data.
Examining now the study period as a whole, Fig. 2
compares the seasonal total ERA-40 monsoon rainfall
with that of the IITM. The mean June–September
ERA-40 rainfall is mostly lower than IITM values, and
many standard deviations are lower also. ERA-40 over-
estimates the frequency of light rains, and underesti-
mates heavy rains (Fig. 3). Overall, the number of rain
days in ERA-40 is greater than that of the IITM data.
Mean monsoon onset is in broad agreement over much
of India, although the southern peninsula shows a ten-
dency for earlier onset in ERA-40 (Fig. 3c). Onset here
is defined after Zhang et al. (2002): a criterion of rain-
fall 5 mm day1 is fulfilled first for 5 days, then con-
secutively for 10 out of 20 days.
The subseasonal variability is compared for two
ERA-40 grid cells (in regions where much of India’s
FIG. 2. Fractional difference between ERA-40 and IITM data in (a) mean and (b) standard
deviation of JJAS precipitation. (c) The correlation in JJAS precipitation between the two
datasets. Statistically significant correlations ( p  0.05) are marked with a thick dot.
FIG. 3. Fractional difference between ERA-40 and IITM in the mean (1966–89) number of
JJAS days with precipitation in the ranges shown. (c) The difference in days (ERA-40 
IITM) between the mean monsoon onset (see text for definition) over the period of 1966–89.
Five missing data points have less than 5 yr in which the onset criterion is satisfied.
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groundnut is grown) in Fig. 4. For one of these cells
(GJ), the seasonal cycle is well simulated, despite the
mean values that are underestimated. In cell AP, June
and September totals are well simulated, but July and
August are deficient; thus, the seasonal cycle is poorly
simulated. These differences in the subseasonal vari-
ability have consequences for the model simulations in
these regions (section 3c).
The subseasonal variability of the precipitation also
changes over time, as the following example shows. The
seasonal cycle of rainfall in western Gujarat (the 13
westernmost grid cells in Fig. 3c) was tested for changes
across the periods of 1966–77 and 1978–89, using the
Wilcoxon rank sum test (Wilcoxon 1945). Five grid cells
showed a change, at a 5% significance level, in the 14-
day-summed values of precipitation that were centered
on either 17 August (which showed increased precipi-
tation) or 31 August (which showed decreased precipi-
tation). All of the IITM grid cells for western Gujarat
showed one of these changes, which was significant at
5%.
b. Relationships between weather and yield
Figure 5 shows that modeled yields are more rainfall
dependent than the observed yields. Given that rainfall
is one of the few input variables in the model, but one
of many in reality, this is not surprising. The same pat-
tern of overcorrelation can be seen between simulated
yield and VPD (Fig. 6), although some of the lower
correlations in the far south are reproduced by the
model. Correlations between yield and VPD do not
imply causality because VPD and rainfall are highly
correlated (Fig. 6c). However, looking at the differ-
ences between correlations in the first and second half
of the time series (Table 1) reveals that for GJ, ob-
served correlations with VPD can be more robust than
correlations with precipitation. Note that for both GJ
and AP the changes in correlation are not related to
changes in the calibration parameter YGP, because
YGP is constant over time in both cases.
Yields in the GJ region have been shown to have a
stronger climate signal (defined as the strength of the
detectable impact of climate on yield, as measured by a
correlation coefficient, e.g.) than yield in the AP region
(GLAM2004; Challinor et al. 2003), and this is reflected
in correlations between the June–September meteoro-
logical variables and yields (Table 1). All of the ob-
served statistically significant correlations over the
1966–89 time period are reproduced as statistically sig-
nificant correlations by the model. Four of the six ob-
served significant correlations for the two 12-yr subpe-
riods are reproduced as statistically significant correla-
FIG. 4. The ERA-40 and IITM seasonal cycle of precipitation
for two grid cells in India. Bars show the 1966–89 mean, and
whiskers show one standard deviation. The Gujarat and Andhra
Pradesh grid cells (GJ and AP, respectively) are marked on Fig.
1a. The ERA-40 convective precipitation is also shown; the re-
maining precipitation is large scale.
FIG. 5. Correlations between ERA-40 May–Nov precipitation and (a) observed and (b)
modeled yields. Significant correlations ( p  0.05) are marked with a dot.
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tions by the model. However, differences between the
first and second half of the time series are not well
represented. This issue is revisited below.
Correlating, in turn, monthly mean values of precipi-
tation, the VPD and net radiation from ERA-40 with
yield in the Gujarat region (Fig. 7) show that the simu-
lations pick out correctly the months during which
weather has the most impact on yield (July, August,
and September). The crop model overpredicts precipi-
tation and radiation correlations early in the season.
This suggests that a later planting date may be used in
the simulations for this region, because reduced early
season correlations would result. Using a planting win-
dow of 1–10 August (simulation P1) reduces the June
and July weather–yield correlations (Fig. 7). The same
simulation also produces a change in the correlation
between rainfall and yield over the two halves of the
time series (0.46 for 1966–77 and 0.65 for 1978–89),
which agrees more closely with the observed change
(c.f. Table 1). A similar result is obtained with bias-
corrected input weather data in simulation B2 (Fig. 7);
B2 has a correlation between yield and rainfall for
1966–77 of 0.43, and the value for 1978–89 is 0.65.
The observation of a change in the relationship be-
tween weather and yield in India at this time (1977–78)
is not unique to this study, and has also been observed
by Parthasarathy et al. (1992), Challinor et al. (2003),
Selvaraju (2003), and Kulkarni and Pandit (1988). Fur-
ther evidence of such changes in weather–yield rela-
tionships can be found by examining the correlation of
all-India groundnut yield (produced by the Food and
Agriculture Organization of the United Nations) with
El Niño region sea surface temperatures (SSTs). For
example, using the Niño-1 and -2 regions (0°–10°S, 90°–
80°W) September SSTs from the Climate Prediction
Center (http://www.cpc.noaa.gov), and linearly de-
trending the FAO yield data between 1966 and 1989,
the correlation for the period of 1966–77 is 0.78, and
the 1978–89 value is 0.26. A similar analysis with all-
India rainfall data (Parthasarathy et al. 1995) reveals a
change in correlation between rainfall and yield, across
the same two time periods, from 0.96 to 0.67.
The skewness of the yield and rainfall time series also
suggests a change in the nature of the relationship be-
tween weather and yield: the skewness of yield shows
more variability over both space and time than the
skewness in rainfall (Fig. 8). The change in yield skew-
ness suggests a systematic shift in the PDF of yields.
That the rainfall does not show a change in skewness
over time, while the yield does, suggests that the shift in
the PDF has a nonclimatic component (or, at least, a
component that is unrelated to rainfall). Changes in
irrigation levels or in the form of the technology trend
are two of the numerous possible nonclimatic factors
that could contribute to the change in skewness.
To determine whether the observed nonstationarity
TABLE 1. Correlations between observed and modeled (control run) yields and ERA-40 Jun–Sep values of (i) total precipitation, (ii)
mean VPD, and (iii) net radiation for three time periods and two grid cells. The grid cells correspond to those used in Fig. 4. Statistically
significant correlations (p  0.05) are shown in boldface.
Precipitation VPD Net radiation
Cell Period Obs Modeled Obs Modeled Obs Modeled
AP 1966–89 0.15 0.62 0.22 0.19 0.08 0.48
AP 1966–77 0.13 0.79 0.23 0.06 0.09 0.51
AP 1978–89 0.58 0.38 0.22 0.42 0.07 0.64
GJ 1966–89 0.49 0.83 0.69 0.44 0.70 0.84
GJ 1966–77 0.41 0.94 0.73 0.33 0.75 0.80
GJ 1978–89 0.67 0.78 0.72 0.88 0.80 0.89
FIG. 6. Correlations between ERA-40 Jul VPD and (a) observed and (b) modeled yields. (c)
Also shown is the correlation between seasonal precipitation and mean VPD, over the grow-
ing season defined by the control run. Significant correlations ( p  0.05) are marked with a
dot.
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was due solely to the chosen form of the yield technol-
ogy trend, a number of other forms of trend were con-
sidered. Linear, quadratic, and cubic trends, together
with the yield data and the yield residuals, are shown in
Fig. 9. Running means over 5, 7, or 9 yr were also used
to detrend. The analysis was applied to the GJ and AP
grid cells, and to all-India yields used in the SST and
rainfall correlation analysis above. The character of the
results (i.e., the changes in correlation) was not altered
in any case. Most of the computed trends in GJ and AP
were not statistically significant, and so the all-India
case is chosen to illustrate this (Table 2).
An analysis of the ratio of yield to rainfall (Fig. 10)
shows that over Gujarat and much of the southern pen-
insula, the apparent water-use efficiency (AWUE) is
particularly high—in some places unrealistically so. To
place an approximate upper limit on AWUE, we take
an average-to-high yield for India (1000 kg ha1), and
an average-to-low value of water use (400 mm for a
groundnut crop cycle; Sivakumar and Sarma 1986), giv-
ing a value of 30 kg ha1 cm1. Frequent occurrence of
higher values could be indicative of errors in the rain-
fall, which is underestimated by ERA-40 (Fig. 2). In the
southern peninsula, however, AWUE values are high
without frequently being unrealistic. This may be due
to differences in the seasonal cycle. In the AP grid cell
(see Fig. 1), for instance, an average of 56% of the
rainfall between (simulated) planting and harvest falls
during pod filling, compared to less than 30% for three
grid boxes in Gujarat. A similar value can be found in
the GLAM2004 simulations (using IITM rainfall) for
the grid cell corresponding to AP (59%). A higher per-
centage of rainfall during pod filling will contribute to
higher AWUE.
c. Relationship between observed and simulated
yields
The control simulation output is shown in Fig. 11.
Mean yields across many regions are well simulated,
with the notable exceptions being much of the southern
peninsula and Gujarat. The GLAM2004 simulations,
which used observed gridded data, showed closer
agreement with observations for both the southern pen-
insula and Gujarat. For the control simulation, 33% of
the grid cells have mean yields within 5% of observed
values, 53% are within 10% of observations, and 83%
are within 50% of observations. The fact that mean
yields have been well simulated across a range of envi-
ronments is not due simply to a tuning of YGP to an
appropriate value: narrow ranges of YGP for which
mean yields are simulated accurately show diversity in
the June–September precipitation characteristics (Fig.
12). Mean simulated LAIs for the control simulation
across India are mostly less than one (not shown),
which is realistic for an Indian groundnut crop (Kakani
2001).
Standard deviations in yield (y) are harder to simu-
late than the mean, with values over most of India being
underpredicted, and values in the southern peninsula
being strongly overpredicted. Similar results were
found in GLAM2004. Observed values of y in the cur-
rent study are higher than in GLAM2004 because of
the finer spatial scale of the ERA-40 grid; yield data
aggregated to a finer resolution tend to have higher
standard deviations (Hansen and Jones 2000). The
ERA-40-driven simulations do have higher values of y
than the GLAM2004 simulations. This is partly due to
the use of daily, as opposed to monthly, VPD, radia-
tion, and temperature data.
FIG. 7. Correlations, averaged over western Gujarat (the 13 westernmost grid points),
between mean monthly weather variables and observed (solid lines) and simulated (dashed
lines) yields. The mean monthly weather variables are (i) net radiation (thin black lines), (ii)
VPD (thick black lines), and (iii) precipitation (thick gray lines). Crosses show observed
correlations between precipitation and yield for a delayed planting window (simulation P1).
Pluses mark the corresponding correlation with net radiation. Circles show the correlations
between precipitation and observed yield for bias-corrected simulation B2, and squares show
the corresponding correlations with simulated yields.
524 J O U R N A L O F A P P L I E D M E T E O R O L O G Y VOLUME 44
Overall, correlations between observed and simu-
lated yields are comparable with observed yield–
rainfall correlations (cf. Figs. 5a and 11c). However,
some grid cells show a correlation between rainfall and
observed yield that is not reflected in the correlation
between the observed and predicted yields, and some
grid cells show the converse. Further examination
shows that, at least in some cases, this discrepancy is
due to the VPD. If simulated yields are VPD limited,
and not rainfall limited, and VPD is not correlated with
rainfall, then the observed rainfall signal is not found in
the simulations. Conversely, if there is a VPD signal in
the observed yields, but no rainfall signal, VPD can
impact yields. This effect may be a real (direct) effect,
or it may be an indirect effect; larger VPDs imply drier
conditions, and independently, via the GLAM formu-
lation, tend to produce higher yields (GLAM2004).
Changes in observed and simulated weather–yield
correlations over time (Table 1) are manifest in changes
in skill over time. Grid cell GJ has a correlation (ob-
served and simulated yields) of r66 0.34 for the period
of 1966–77, and r78 0.71 for 1978–89. The correspond-
ing grid cell in the GLAM2004 simulations showed no
such change (r66  0.79; r78  0.70). This difference in
behavior is also manifest in the correlation between
ERA-40 and IITM rainfall for this location—0.41 and
0.86 for the two respective time periods. Using the Au-
gust planting window (P1) reverses the sign of the
change (r66  0.91; r78  0.47). This situation is com-
mon across Gujarat. A reduction in correlation be-
tween crop yield and weather variables across these two
periods was observed by Parthasarathy et al. (1992) for
cereals plus pulses, and Kulkarni and Pandit (1988) for
district yields of sorghum. In the latter case the change
was attributed to the introduction of new, higher-
yielding, less weather-sensitive varieties in 1977–78. In
the current study, it is clear that uncertainty in the
planting date significantly decreases our ability to ei-
ther ascribe a cause for this change in correlation, or to
quantify sources of error in the input data.
The length of the growing season provides one way
to assess the accuracy of the simulations. Across much
of the southern peninsula both the IITM data and
ERA-40 show that the growing season, as defined by
rains, is longer than the crop durations that are pre-
dicted by the model. Approximately 30% of the May–
FIG. 8. The skewness of the linearly detrended groundnut yields for the periods of (a)
1966–77 and (b) 1978–89, and the skewness of the Jun–Sep ERA-40 precipitation for (c)
1966–77 and (d) 1978–89.
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November rain falls in the growing season for the con-
trol simulations in the south. In southern India, use of a
planting window 1 month later than the control (simu-
lation P2) increases this fraction to 40%. The extended-
duration crop (simulation E1) has up to 50% of the
May–November rainfall during the growing season.
Both P2 and E1 reduce the error in mean yields in the
southern peninsula. Note that a study in the Anantapur
region (15°N, 75.5°E) by Gadgil et al. (1999) reported
model results suggesting that the broad planting win-
dow used by farmers in this region (22 June–17 August)
minimized the risk of failure, while a later (mid-July
onward) planting window increased yields in 78% of
the years. Thus, the use of a later planting window in
this study does not result in planting dates beyond lo-
cally observed values.
Bias correcting the ERA-40 rainfall to IITM values
can improve on the accuracy of the control simulations
FIG. 10. Analysis of apparent water-use efficiency: the number
of years in the period of 1966–89 for which the ratio of observed
groundnut yield to JJAS rainfall is greater than 30 kg ha1 cm1.
A usual value for this ratio would be 1000/40  25 (see text). The
same plot for simulated yields (not shown) has only four grid
boxes with values of two or more.
TABLE 2. Correlation coefficients between all-India yield and
(i) all-India precipitation (Parthasarathy et al. 1995), and (ii)
Niño-1 and -2 region (0°–10°S, 90°–80°W) Sep SSTs. The yield
data were detrended according to the parameterizations shown
(RM is the running mean). The results point consistently to a
change in correlation over time. Correlations refer to the years
shown, except where otherwise noted: * denotes 1969–77 and
1978–87, and ** denotes 1970–77 and 1978–85. Statistically signifi-
cant correlations (p  0.01) are shown in boldface.
Precipitation SST
Trend 1966–77 1978–89 1966–77 1978–89
Linear 0.96 0.67 0.78 0.26
Quadratic 0.96 0.67 0.78 0.26
Cubic 0.91 0.65 0.85 0.17
Two-piece linear 0.92 0.67 0.82 0.23
5-yr RM* 0.93 0.61 0.92 0.03
9-yr RM** 0.97 0.58 0.84 0.16
FIG. 9. (a) All-India groundnut yields (stars) with the fitted single linear (unbroken line), quadratic (crosses), cubic (dotted line),
and two-piece linear (dot–dashed line) trends; (b) the residuals for the linear fit.
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(Fig. 11). Figure 13a shows the results for bias correc-
tion of the mean climatology (B1). Error in mean yields
in many regions, particularly Gujarat, is reduced. In
Gujarat, correlations between observed and predicted
yields (not shown) rise: of the 10 significant correlations
in B1 in GJ, 7 are higher than those in the control run.
In other regions (e.g., AP) correlations are not im-
proved. The lack of improvement in AP is, in part, due
to the smaller climate signal. The accuracy of the ERA-
40 seasonal cycle of precipitation (higher in GJ than in
AP; Fig. 4) may play a part in this. Simulation B2 is a
further improvement on B1 across much of Gujarat and
the southern peninsula (Fig. 13b). The additional im-
provement seen in B2 over B1 demonstrates the impor-
tance of interannual variability, which B2 corrects but
B1 does not. For simulation B2, 40% of the grid cells
have mean yields within 5% of observed values, 62%
are within 10% of observations, and 88% are within
50% of observations.
The simulations of the extended-duration crop (E1)
show a reduced rmse in yield compared to the control
run (Fig. 13c). The E1B1 simulation produces a lower
rmse than either B1 or E1 alone in all but two grid cells
(Fig. 13d). Note that in regions with lower air tempera-
FIG. 12. Error in crop yield simulation (circles indicate 0%–5%, squares indicate 5%–10%,
triangles indicate 10%–25%, “” indicates 25%–50%, and “x” indicates 50%–100%) for two
YGP intervals (0.05–0.15 in black and 0.90–1.00 in gray) plotted on a graph of mean vs
standard deviation of Jun–Sep precipitation for the period of 1966–89. Only points for which
both the 1966–77 and 1978–89 values of YGP fall into the designated intervals are shown. An
additional point (x) at (155, 55) is omitted for clarity.
FIG. 11. Comparison between simulated (control run) and observed yields for the period of
1966–89: ratio of simulated to observed (a) mean and (b) standard deviation, and (c) corre-
lation between simulated and observed yields. Significant correlations are marked with a dot.
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tures, E1 can result in an unrealistically long duration.
This highlights one problem with running a generalized
crop parameterization across large areas.
4. Discussion: Nonstationarity in the yield–weather
relationship
The time dependence of the yield–weather relation-
ship (section 3b and Table 1) has important implica-
tions. The changes in skewness shown in Fig. 8 suggest
that the changes in weather–yield correlations are in
part due to nonclimatic factors. However, the analysis
in section 3b suggests that the observed nonstationarity
is not solely a result of the detrending method chosen.
It is likely that a combination of effects, such as planting
window and yield technology trend assumptions,
changes in data accuracy, climatic trends, and random
variability in the system, contribute to the detection of
nonstationarity. The key question for prediction is how
much of the nonstationarity in the weather–yield rela-
tionship can be accurately simulated. This is an espe-
cially important question in the context of climate
change. While a mean shift in climate may (or may not)
relate linearly to a mean shift in yields, a change in
climate variability is less likely to do so, particularly
when the impact of extreme weather events (e.g., high
temperatures near anthesis; Wheeler et al. 2000) are
taken into consideration. The potential contribution of
effects such as these to nonstationarity is not known.
This study found that a mean bias correction to rain-
fall improved (yield) results in many regions (Fig. 13),
particularly in Gujarat where there is a strong climate
signal, and the seasonal cycle of rainfall is well repre-
sented by ERA-40. The simulation of monthly weath-
er–yield correlations in Gujarat (Fig. 7) relies on the
accuracy of the seasonal cycle of weather. Changes in
climate variability are likely to be hard to correct using
a mean bias correction, and the resulting (nonlinear)
impact on yield adds further uncertainty. Capturing the
impact of subseasonal weather variability is an impor-
tant challenge that must be faced by the modeling com-
munity when seeking to model yields under changing
FIG. 13. Fractional changes in the rmse in yield, from the control run baseline, for three
model runs: (a) bias correction B1, (b) bias correction B2, (c) extended duration crop E1, and
(d) extended duration crop with bias correction B1; B1 shifts linearly the ERA-40 1966–89
precipitation so that its climatology matches the IITM climatology for that period; B2 shifts
the ERA-40 1966–89 precipitation so that each JJAS total agrees with the IITM JJAS total.
Regions where E1 results in a crop that has not matured before the end of Nov are blanked
out.
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climates. An example of changing subseasonal weather
variability was presented in section 3a. Longer time
series, and more precise data on planting date, are
needed in order to examine the impact of such changes
on crop yield.
It was shown in section 3b that the assumption of a
planting window that remains constant over time can,
where there is a climate signal, result in the accurate
simulation of changes over time in rainfall–yield corre-
lations. Any test of the statistical significance of such
changes in correlation would rely upon an assumed
form for the PDF of the detrended yield. This makes
any study of causality speculative. The further evidence
of changes in weather–yield relationships presented in
section 3b does suggest that this nonstationarity is a real
effect in the India-wide context.
Wu and Wang (2002) are among the many authors to
explore another example of nonstationarity, namely,
ENSO and the Asian summer monsoon. Explanations
for the change in the nature of the ENSO–monsoon
relationship vary from physical mechanisms (e.g., Ku-
mar et al. 1999) to stochastic processes (e.g., Gershunov
et al. 2001). This change is variously cited either as
occurring near the early 1980s (as above), or as being
part of an interdecadal variation (e.g., Torrence and
Webster 1999). Nonstationary relationships can be the
subject of much debate. Rather than make premature
statements regarding the specific change in yield–
weather relationships discussed here, the authors wish
to draw attention to this issue of nonstationarity in the
response of crops to weather. While research has been
directed at the impact of climate variability on both
observed (e.g., Lansigan et al. 2000) and simulated
(e.g., Legler et al. 1999; Southworth et al. 2000) yields,
the issue of nonstationary links between climate and
agriculture, while having emerged in a study of disease
dynamics (Rodó et al. 2002), has, to the authors’ knowl-
edge, not been explored by the crop modeling commu-
nity. Because it could have implications for the predic-
tion of crop yield, it is a potentially important research
topic.
5. Conclusions: Issues and challenges
Some specific observations regarding the use of
ERA-40 GLAM for large-area crop simulations have
been made in this study. These observations are rel-
evant to the broader methodology for the development
of a combined seasonal weather and crop productivity
forecasting system, as described in Challinor et al.
(2003). The use of a global (domainwide) crop param-
eterization has associated problems. Simulations using
the extended duration crop in southern India improved
agreement with observed yields; this shows that it is
important to ensure that the simulated crop durations
match the observations (either in cropping practice, or
a surrogate—observed rainfall). This study has shown
that reanalysis data can be used to explore sources of
uncertainty in yield simulation. Sufficient uncertainty
exists so as to make it difficult for a modeling study on
this scale to assess the accuracy of inputs, such as crop
duration and the planting window. This uncertainty re-
sults in difficulty in ascribing sources of error in the
input data. Because two of the simplest adaptations to
climate change are changes in (total) crop duration (via
the introduction of newly developed or existing culti-
vars) and planting date, this point is particularly rel-
evant to climate change adaptation studies.
Mean yields have been simulated well across a range
of environments, regardless of the strength of the cli-
mate signal. A simple mean bias correction further im-
proved the accuracy of yield simulations. In Gujarat
there is both a strong climate signal in yields, and the
ERA-40 seasonal cycle is reasonably accurate. Corre-
lations between simulated yields and weather agree
reasonably with those observed, and this region shows
the highest correlations between observed and simu-
lated yields. The fact that the crop model parameters
have not been fine-tuned for the ERA-40 data gives
further indication that encouraging results can be found
when studying crop/climate interactions on large spatial
scales using relatively simple mechanistic parameteriza-
tions of crop growth. Together with the importance of
the region for Indian groundnut production (Kakani
2001), these facts point to the potential for seasonal
yield predictions in this region.
One of the challenges facing climate impacts research
is to improve the accuracy of yield simulations over
large areas, in order to improve assessments of the im-
pact of climate variability and change on crop produc-
tion. The fact that bias correction of the ERA-40 pre-
cipitation reduced rmse in the yield suggests that im-
proved GCM skill could be translated into improved
yield estimation. The accuracy of yield simulations can
also be improved by minimizing errors from other
sources. Remote sensing, for example, enables the as-
sessment of aggregation error by identifying homoge-
neous crop regions (Basso et al. 2001; Jones and Barnes
2000; Guerif and Duke 2000). Remote sensing may also
provide a way to test simulated crop durations, by ob-
serving ground cover over the season. Regional climate
modeling enables the simulation of crop growth on
higher spatial resolutions, hence, reducing aggregation
error. Where precise input management and crop cul-
tivar information are known, detailed physiological
crop models (e.g., Boote and Jones 1998) can improve
the understanding of the impact of climate variability
and change on crop yield, and, hence, the ability to
simulate it. That some skill exists in the simulation of
crop yield, across a range of environments, using fewer
inputs with a simpler large-area crop model and re-
analysis data suggests that climate change scenarios
could be addressed using a similar approach.
A second important challenge is the detection and
modeling of nonstationary weather–yield relationships.
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This has emerged from this study as being an impor-
tant part of the process of understanding and pre-
dicting the impacts of climate variability and change.
Regional studies using detailed crop models may aid
our understanding of the causes of nonstationarity.
Larger-scale integrated modeling of climate and crops
(e.g., Tsvetsinskaya et al. 2001a,b) provides another
methodology, with the advantage that full coupling of
the climate and the crop allows the crop to impact its
own environment and vice versa.
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