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ABSTRACT
Experimental and theoretical spectroscopic studies of the scandium monoio-
dide (ScI), yttrium monoiodide (YI), Hg2, and xenon monoiodide (XeI) di-
atomic molecules have been conducted. Spectra of the ScI molecule from 300
nm to 1000 nm with photoexcitation by a krypton fluorine (KrF) excimer
laser at 248 nm are described. At least five new electronic and vibrational
transitions of ScI were observed and analyzed. Emission spectra of YI span-
ning the 250 - 940 nm spectral region were also generated by the photodisso-
ciation of yttrium tri-iodide by photoexcitation of the vapor at 248 nm (KrF
laser). At least five new vibrational transitions of YI were observed and ana-
lyzed. By photoexciting Hg vapor at 248 nm, a new emission band from Hg3,
peaking at ∼ 380 nm, has been observed. With 266 nm optical pumping, the
decay rates for the 335 nm and 485 nm emission bands of Hg2 and Hg3 at dif-
ferent Hg number densities were measured with improved accuracy and fitted
to a new rate equation model to glean the two-body and three-body forma-
tion dynamics. The implementation of a pump-probe experimental approach
showed a clear time delay between the depletion of Hg2 and Hg3 populations.
The experimental photoassociative excitation spectrum of the B - X transi-
tion of XeI has also been simulated quantum mechanically. The simulated
photoassociation spectrum reproduces all significant spectral details of the
experimental spectrum. A new detailed potential model of the XeI ground
state and a novel internuclear separation (R) segment-by-segment spectral
simulation technique have been applied. The spectroscopic constants ob-
tained are unique but consistent with previous results. Vibrational-rotational
coupling in the B and X states of XeI molecules has also been verified by the
improved match of the simulated spectrum with experiment.
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CHAPTER 1
INTRODUCTION AND BACKGROUND
In this work, experimental and theoretical spectroscopic studies of the scan-
dium monoiodide (ScI), yttrium monoiodide (YI), Hg2, and xenon monoio-
dide (XeI) diatomic molecules are described. The general motivations, back-
ground, and achievements of each study are described below and introductory
material and specific results are presented in each chapter.
Molecular spectroscopy is the study of the interactions of light and molecules.
The fundamental principle of molecular spectroscopy is that a given molecule
will absorb only at those photon energies corresponding to the energy differ-
ence between two electronic, vibrational, or rotational states, given certain
temperature and pressure of its environment. By observing the wavelengths
and corresponding intensities of the absorption or emission, we can gain in-
formation about the allowed energy transitions of that molecule and, thus,
information about its structure. For the light source, the laser has the advan-
tage of narrow linewidth and hence yields high resolution spectra; accordingly
lasers have been widely used to photoexcite molecules. Laser spectroscopy
provides high sensitivity and high resolution and, hence, can offer precise
recording of the frequencies of the transitions. The precise frequencies of the
transitions can be fit to quantum mechanical models which can be used both
to determine the structure of the molecule and to predict the frequencies
and intensities of other transitions. Laser spectroscopy is a very powerful
tool, not only to study molecular structure but also to probe molecular dy-
namics. Time- and space-resolved spectra make it possible to monitor the
time-evolution of chemically reactive systems in real time.
Diatomic molecules are the simplest molecules: molecules composed of only
two atoms, of the same or different elements. Hydrogen, oxygen, and nitrogen
are common diatomics. Diatomic molecules are favored by physical chemists
and spectroscopists for their simplicity. Diatomic molecular spectroscopy
has been instrumental in laying the groundwork for the study of polyatomic
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molecules. Hence, it is of considerable significance to study the structure
and dynamics of diatomic molecules and particularly those whose structure
is unusual or of applied interest.
1.1 Significance of this research
Laser spectroscopic studies of the ScI, YI, Hg2 and XeI diatomic molecules
are the basis of this dissertation. The research theme common to each of
these species is to improve the understanding of the electronic structures
and the chemical dynamics of diatomic molecules via laser spectroscopy. The
significance of each study is discussed separately here.
ScI and YI belong to the transition metal monohalides, which are of consid-
erable interest in spectroscopy mainly because they are important as model
systems for understanding the role that d electrons play in chemical bond-
ing [1]. Scandium is the first element that has a d electron; yttrium is in the
same group with scandium (group IIIB transition metal), hence yttrium also
has the simplest d shell configuration. For the same reason that the alkali
atoms (Li, Na, K, Rb, and Cs) are of importance, owing to the presence of
one unpaired electron in the ground state configuration, the single d electron
of Sc and Y in the ground state provides model molecular systems for exam-
ining bonding through electronic state structure. Accordingly, ScI and YI
spectra to be presented in Chapter 2 and 3 have enabled the determination
of the dissociation energy (De) for the upper and lower states of the newly
observed transitions for both molecules. Another important motivation for
spectroscopically studying metal halides is due to their lighting applications,
e.g. in metal halide lamps. Metal halide lamps play a dominant role in
the lighting industry because of their excellent color rendering, designable
color, excellent lifetime, compact size, and high luminous efficiency [2–8].
The efficiency of metal halide lamps, containing ScI, for example, is about
twice that of mercury vapor lamps and 3 - 5 times that of incandescent
lamps [6]. Scandium iodide is one of the emitters in metal halide lamps that
is critical for generating a lamp spectrum having the proper color correlation
temperature (CCT) [9]. Metal halide lamps that contain ScI are discussed
in [8, 10–13]. At least one U.S. patent (No. US5424609 A [14]) details how
ScI and YI may potentially improve metal halide lamps. Another reason
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to study transition metal monohalides is that they are also of considerable
interest in high-temperature chemistry [15,16].
Furthermore, knowledge of the electronic structure of Sc/Y-containing
molecules can contribute to the understanding of the electronic configura-
tion of both Sc and Y. Although the spectra in Chapter 2 and 3 are not
rotationally resolved (which will be required for determining state labels
and triplet splitting, for example), vibrationally resolved spectra reported
here yield dissociation energies for the ScI and YI newly observed electronic
states. Sc and Y both exist in stars [17–20]. Also, the spectroscopic knowl-
edge of Y is useful since yttrium-iron garnets are used as microwave filters,
and yttrium-aluminum garnet (YAG) is widely used in lasers and white LED
lamps [21,22].
Finally, Sc and Y, together with lanthanides, are known as the rare earth
elements (due to the similarity of their chemical properties to those of the lan-
thanides [23], which tend to occur in the same ore deposits), and they are crit-
ical resources for high technology [24,25]. Rare earth elements are commonly
used as components of catalysts, including scandium and yttrium [25, 26].
Sc in particular is used in catalysts for carbon-carbon bond forming reac-
tions [27–30]. Moreover, the halide effects in transition metal catalysts are
discussed in [31]. Besides applications as catalyst components, Sc and Y
are also used in other fields. Sc is important in the materials industry since
doping with small amounts of scandium produces an aluminum alloy of high
strength and reduced density [32, 33]. Yttrium, like Sc, also increases the
strength of aluminum and magnesium alloys [34, 35]. Yttrium is also com-
monly used in producing alloys, optical glasses, and ceramics [21,22].
In short, the ubiquity of Sc and Y in fundamental science and a broad
range of applications suggests that spectroscopic studies of its bonding in
both vapor and solid phases will contribute to a detailed understanding of
the mapping of Sc and Y electronic structure onto the nature of the bonds
they form.
The primary motivation underlying our study of the chemical dynam-
ics and electronic structures of Hg2 and Hg3 is to pursue a deeper under-
standing of the three-body molecular formation processes. In 1953, Phelps
and Molnar [36] predicted the existence of stable, excited electronic states
of the rare gas dimers, populated by the gas phase, three-body collision:
X∗ + X + X → X∗2 + X. Here, X is a rare gas atom, and (∗) denotes an
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electronically excited species. In this chemical process, the third body (a
rare gas atom) is necessary to conserve momentum. In 1987, Janssens et
al. recognized Phelps and Molnar’s formula to be an empirical description
of the molecular formation process [37]. They proposed the X∗−X collision
pair to be a transient intermediate, a “quasimolecule”, which has not been
observed experimentally until recent work conducted in our laboratory, when
Galvin et al. observed a suppression in Xe2 spontaneous emission at ∼172
nm induced by an 823.2 nm probe laser [38]. The conclusion of Ref. [38] was
that the suppression of three-body formation of Xe∗2 had been observed for
the first time. Inspired by the data recorded by C. Wagner and published
in [38], we realized it is of great significance to do a comprehensive study
and provide broader experimental support for three-body formation theory,
which, despite the lack of experimental evidence, has been widely accepted
and used in chemistry and other fields for over 60 years.
In this work, we chose to work with Hg2 and Hg3 because the emissions
from both have been intensively studied in the 1970s by photoexciting Hg
vapor with ∼ 256 - 266 nm laser excitation [39–52], Benefiting from the prior
work, we know that (1) Hg offers a segment of the three-body formation
process: Hg → Hg2 and Hg2 → Hg3, (2) the emissions of both low-lying
excited states of Hg2 and Hg3 lie in the near-UV (335 nm) or visible (485 nm)
regions, hence are convenient to observe, and (3) Hg2 is similar to the rare
gas dimers. Hg2 has a shallow, predominantly van der Waals-bonded ground
state, and low-lying covalently bonded excited states. Back in the 1970s,
the focus of most work was to demonstrate the feasibility of manufacturing
mercury lasers via stimulated emission, a goal which is unachieved as of this
writing.
The first step of this work is to photoexcite Hg vapor with a 248 nm
(KrF laser), a wavelength that had not been previously used to pump Hg
vapor before. As a result, a strong, previously unobserved transition around
380 nm was observed; this transition is assigned to Hg trimer emission after
comparison with theoretical calculations [53]. It is worth pointing out that
this 380 nm molecular transition is so far the strongest emission that has been
observed from the Hg molecules, and hence is a potential band for making
mercury molecular lasers. At the same time, the study of mercury complexes
is also important since the bonding of mercury clusters varies with the cluster
size, ranging from van der Waals bonding to covalent bonding and finally to
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metallic bonding. Of the mercury clusters, much less attention has been
paid to mercury trimers (Hg3) [42,43,45,48–54]. That is also the motivation
to study the spectra and waveforms of fluorescence (380 nm, 273 nm and
485 nm) introduced by a new laser pumping wavelength (248 nm). On the
other hand, for the purpose of studying three-body formation dynamics,
since several transitions are predicted to be around 380 nm, and the other
emission bands observed (270 nm and 485 nm) can all be attributed to Hg
trimer transitions, we opted to use 266 nm laser pumping. Consequently, the
chemical dynamics study of Hg molecules was focused on the spectra and
waveforms of the Hg∗2 and Hg
∗
3 bands generated by the photoexcitation of Hg
vapor by a 266 nm laser.
The study of XeI is of considerable significance from the fundamental spec-
troscopic point of view because XeI demonstrates a challenge to spectroscopic
analysis due to its shallow ground state. For xenon monohalides (XeX: XeF,
XeCl, XeBr, and XeI), the ground state is usually dissociative or nearly dis-
sociative (XeF differs from the other XeX species in that its ground state is
more strongly bound, ∼ 1200 cm−1) [55, 56]. Hence the dominant observed
spectra bands are from deeply bound ion-pair excited electronic states to the
van der Waals ground states, and show only bound-free structures, including
the strongest transition in each rare gas monohalide (RgX) species, which
was designated B → X [57, 58]. Another interesting fact regarding XeI’s
spectra is the effect of spin-orbit coupling in both Xe+ and I−. The spin
orbit forces are large because Xe and I are both heavy atoms. The ground
state of XeI is split into Σ and Π branches, while its upper ionic level is
split in a manner similar to its lower covalent level [55, 56]. On the other
hand, from the point of view of industrial applications, XeI is a potential
substitute for Hg UV light sources where environmental considerations are
paramount. XeX, as well as other RgX species, belongs to the class of ex-
cited dimers, or excimers [59]. Excimers are responsible for the well-known
family of high power UV lasers since excimer emissions usually lie in the
UV range, e.g. 126 - 172 nm for rare gas dimers, 175 - 480 nm for the rare
gas halides [60]. The three primary market segments for excimer lasers are
photolithography, corneal sculpting surgeries, and research [61,62]. In terms
of global sales revenues, in 2004, excimer laser sources were about 8% of all
lasers sold and ranked third for sales of non-diode lasers [62]. XeI is the only
molecule among xenon monohalides that has not lased to date [61], but it
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provides UV emissions in the spectral region close to that of atomic mercury
(253.7 nm). In short, spectroscopic investigations of XeI can help obtain a
detailed description of its shallow ground state potential, and also explore
the potential for XeI UV lasers or other light sources.
Since 1974, there are ten reports about observations and analysis of XeI
potentials [55–58, 63–68]. Most of them are about emission spectroscopy,
and only two of them [67, 68] are analyses of XeI’s photoassociative exci-
tation spectrum, which was also recorded in our laboratory in 1991 and
published in [67]. Photoassociative excitation spectroscopy is a kind of laser
spectroscopic technique which scans the frequency of the excitation laser and
records the integrated intensity of fluorescence from the bound excited state
as a function of laser wavelength. Compared to emission spectra, photoasso-
ciative excitation spectra have the following advantages: (1) They can cover a
larger internuclear separation. In emission spectra, emission tends to fall into
the region near the equilibrium bond distance of the upper state, especially
when the upper state population equilibrates to the Boltzmann distribution
within the radiative lifetime. (2) It is convenient to achieve high resolution
and high signal-to-noise ratio. The resolution of the spectra is limited by the
step size of the scanning laser instead of the resolution of the monochromater,
which is easier to obtain in practice. For XeI, high signal-to-noise ratio can
simply be achieved by combining the emissions from the same upper state to
different lower states (B → A and B → X). However, considering the analy-
ses of XeI’s photoassociative excitation spectrum, in [67] the shallow bound
well in the ground state was ignored, and in [68] the simulation was based
on the data in [57] and hence assumed that the lower potential with the van
der Waals well has a depth of ∼ 270 cm−1. Since the two simulated results
only partially match the experimental spectrum and the difference between
those two results is larger than any estimated errors, it indicates that the
spectrum obtained in [67] has not been fully analyzed, hence it is necessary
to conduct further studies on this spectrum with improved simulation tech-
niques to achieve a better spectral match and thus improved spectroscopic
constants.
For this work on XeI, the primary goal is to more accurately describe
the ground state potential of XeI by matching simulated photoassociative
excitation spectra (B → X) with those observed in experiments. This work
also provides new analytical methods that can been applied to other diatomic
6
molecular systems to help discover new fundamental issues in diatomic molec-
ular spectroscopy, such as improvements in spectra simulation employing (1)
vibration-rotational coupled energy structures, (2) the determination of the
transition dipole moment, and (3) the segment-by-segment spectral simula-
tion technique.
1.2 Structure and state energies of diatomic molecules
1.2.1 Born-Oppenheimer approximation, vibrational energy
and Morse potential
The Born-Oppenheimer approximation is the assumption that the motions
of atomic nuclei and electrons in a molecule can be separated. The claim
is based on the large mass difference between nuclei and the electrons; the
nuclei can be viewed as fixed in position relative to the motion of electrons.
It is assumed that the time scales of motion of electrons and nuclei are
separable; hence, the Hamiltonian operator can be treated separately. The
Born-Oppenheimer approximation can be corrected by perturbation theory;
however, for most practical cases, the correction is on the order of mass ratio
(≈ 10−3) and can be neglected.
The wavefunction is a product of electronic and nuclear wavefunctions,
with the nuclear function itself a product of translational, vibrational, and
rotational wavefunctions:
Ψ(r, R) = ψel(r, R)ψN(R) (1.1)
The total energy is thus a sum of electronic, vibrational, and rotational
energies:
Etot = Eelec + Evib + Erot (1.2)
The vibrational energy has the form of:
Evib(v)
hc
= ωe(v +
1
2
)− ωeχe(v + 1
2
)2 + ωeye(v +
1
2
)3 + · · · (1.3)
which has an anharmonic effects. A better approximation is the anharmonic
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Morse oscillator with potential:
UMorse(R) = De(1− e−α(R−Re))2 (1.4)
with VMorse(R = Re) = 0 and VMorse(R → ∞) = De. R is the internuclear
separation, Re is the equilibrium bond distance, and De is the dissociation
energy referenced to the zero of the potential.
For the Morse potential, the Schro¨dinger equation can be solved analyt-
ically. Specifically, the eigenvalues for the Morse potential can be written
as:
E = ωe(v +
1
2
)− ωeχe(v + 1
2
)2 (1.5)
1.2.2 Birge-Sponer plot and the estimation of the dissociation
energy (De)
Dissociation energy (De) measures of the strength of a chemical bond. The
dissociation energy is the sum of the separations of the vibrational energy
levels up to the dissociation limit.
With Morse potential approximation, ignoring second order and higher
terms (ωeye(v +
1
2
)3 + ...), the vibrational energy of level v and v + 1 can be
expressed as:
G(v) = ωe(v +
1
2
)− ωeχe(v + 1
2
)2 (1.6)
G(v + 1) = ωe(v +
3
2
)− ωeχe(v + 3
2
)2 (1.7)
Hence, the difference between the energy levels, ∆G(v) = G(v+ 1)−G(v)
can be calculated with:
∆G(v) = G(v + 1)−G(v) = −2ωeχev + (ωe − 2ωeχe) (1.8)
The expression of ∆G(v) shows that it is linearly dependent on v, which
will have a maximum at vD, representing the point of bond dissociation,
hence:
∆G(v) = avD + b = 0 (1.9)
in which a and b represent the constants −2ωeχe and (ωe − 2ωeχe) respec-
tively.
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The linear extrapolation of ∆G(v) − v relation is the Birge-Sponer plot.
The Birge-Sponer plot or Birge-Sponer method is a way to estimate the
dissociation energy of a molecule. The maximum vibrational level vD and
the dissociation energy De can be calculated by:
vD = − b
a
=
ωe
2ωeχe
− 1 (1.10)
De = ωe(vD +
1
2
)− ωeχe(vD + 1
2
)2 =
ω2e
4ωeχe
− ωeχe
4
≈ ω
2
e
4ωeχe
(1.11)
It is obvious that De is also the total area of the triangle under the Birge-
Sponer plot. It should be pointed out that the Birge-Sponer method overpre-
dicts De since in real cases the anharmonicity increases near the dissociation
limit.
1.2.3 Molecular orbitals and the LCAO method
Molecular orbital theory states that electrons should not be regarded as be-
longing to particular bonds but should be treated as spreading throughout
the entire molecule. The one-electron wavefunctions, ψ, obtained quantum
mechanically by solving the Schro¨dinger equation, Hψ = Eψ, are called
molecular orbitals. ψ2 gives the distribution of the electron in the molecule.
If an electron can be found in both atomic orbitals of atoms A and B, then
the overall wavefunction Ψ is a superposition of the two atomic orbitals, χA
and χB:
Ψ± = c1χA ± c2χB (1.12)
This superposition is called linear combination of atomic orbitals (LCAO).
For homonuclear molecules, A=B, c1 = c2; for heteronuclear molecules, A 6=
B, c1 6= c2, and this imbalance results in a polar bond.
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1.2.4 Electronic quantum numbers and molecular term
symbols
The Pauli exclusion principle states that, in an atom or molecule, no two
electrons can have identical quantum numbers. It is worth pointing out that
the Pauli exclusion principle is a general principle which applies not only to
electrons but also to other particles of half-integer spin (fermions). It does
not apply to particles of integer spin (bosons).
Quantum numbers designate specific shells, subshells, orbitals, and spins
of electrons. This means that they describe completely the characteristics
of an electron in an atom, i.e., they describe each unique solution to the
Schro¨dinger equation, or the wavefunction, of electrons in an atom. There
are a total of four quantum numbers: the principal quantum number (n),
the orbital angular momentum quantum number (l), the magnetic quantum
number (ml), and the electron spin quantum number (ms). Descriptions of
the quantum numbers are in Table 1.1.
Table 1.1: Quantum numbers
Name Symbol Orbital meaning Range of val-
ues
principal quantum
number
n shell, the energy of
an electron and the
most probable distance
of the electron from
the nucleus, the size of
the orbital and the en-
ergy level an electron is
placed in
1 ≤ n
azimuthal quantum
number (angular
momentum)
l subshell, the shape of
the orbital
0 ≤ l ≤ n− 1
magnetic quantum
number (projec-
tion of angular
momentum)
ml energy shift, the en-
ergy levels in a subshell
(orientation of the sub-
shell’s shape)
−l ≤ ml ≤ l
spin projection
quantum number
ms spin of the electron
(−1
2
= “spin down”, 1
2
= “spin up”)
−s ≤ ms ≤ s
For atoms, the total orbital angular momentum quantum number (L), can
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have 2L+1 orientations distinguished by the quantum number ML, which
corresponds to the projection of the electron’s orbital angular momentum
along a specified axis z, Lz = ~Ml. The value of L is obtained by coupling
the individual orbital angular momenta by using the Clebsch-Gordan series:
L = l1+l2, l1+l2−1, ···, |l1−l2|, for L = 0, 1, 2, 3, 4, 5, 6..., the corresponding
label is S, P, D, F, G, H, I...; similar rules apply to the total electron spin
quantum number (S) and Ms, S = s1+s2, s1+s2−1, ···, |s1−s2|, and the total
angular momentum quantum number (J), MJ , J = L+S, L+S−1, ···, |L−S|.
Atomic states are then well described by term symbols of the form:
2S+1LJ
Molecular quantum numbers for diatomic molecules are similar to the
atomic quantum numbers except the rules for the possible combinations are
different. For the molecular total angular momentum quantum number, this
number is called Λ instead of L. It follows the same naming convention as
L, except that instead of using capital English letters, it uses capital Greek
letters: Λ =0, 1, 2, 3,... correspond to Σ,Π,∆,Φ....
Unlike L, there is not a general formula for finding the possible combina-
tions of Λ. One must examine the individual microstates. The total magnetic
quantum number ML works like Ml, except that there is no formula for find-
ing the combinations. The total spin magnetic quantum number MS works
exactly like Ms, ranging from Ms1 + Ms2 to |Ms1 −Ms2|.
Molecular orbitals are more complex than atomic ones and require more
components to define: parity and reflections. Parity (sometimes called “in-
version”) states whether the orbital is symmetric or anti-symmetric when
an inversion operation is performed. Symmetric cases are called “gerade.”
Anti-symmetric cases are called “ungerade.” To determine whether or not
a given state is g or u, find the parity of each individual open-shell electron
and use these simple rules:
g + g → g
g + u → u
u + u → g
Reflection determines if a given orbital is symmetric or anti-symmetric
upon reflection through an arbitrary plane that contains both nuclei. The
choice of symmetry planes is arbitrary and does not matter. When an orbital
is symmetric, it is labeled “+”, otherwise, it is labeled “-” . To find the overall
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reflection of a state, use these rules:
(+)(+)→ +
(+)(−)→ −
(−)(−)→ +
Reflection only applies to Σ states, which means there are no reflection
labels for Λ > 0.
The molecular term symbol is a shorthand expression of the group repre-
sentation and angular momenta that characterize the state of a molecule; it
has the general form of:
2S+1Λ
(+/)
Ω,(g/u)
whereas S is the spin quantum number, the quantum number Σ(S, S −
1, ...,−S). Λ is the angular momentum along the internuclear axis. Ω is
the projection of the total angular momentum along the internuclear axis
which can be derived as Ω = Λ + Σ. g/u is the parity; and +/− is the reflec-
tion symmetry along an arbitrary plane containing the internuclear axis. Λ
may be one of the Greek letters in the sequence: Σ,Π,∆,Φ... when Λ = 0,
1, 2, 3..., respectively. For homonuclear diatomics, the term symbol has the
g/u part, for heteronuclear diatomics, the term symbol does not include the
g/u part, for there is no inversion center in the molecule.
1.2.5 Electronic configuration
Two rules describe how the electrons fill the orbitals: the Aufbau principle
and Hund’s rule. The Aufbau principle states that electrons fill orbitals
starting at the lowest available energy states before filling higher states.
Hund’s rules are: Rule 1. The maximum spin multiplicity has the lowest
energy. Rule 2. Between states with the same spin multiplicity, the greater
the L, the lower the energy. Rule 3. If the orbital is less than half-filled, the
lower J, the lower the energy; but if the orbital is more than half-filled, the
higher J, the lower the energy. Hund’s rule states that: (1) Every orbital in
a sublevel is singly occupied before any orbital is doubly occupied. (2) All
of the electrons in singly occupied orbitals have the same spin (to maximize
total spin).
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1.3 Optical transitions in diatomic molecules
1.3.1 Selection rules of electronic, vibrational and rotational
transitions
Selection rules, or transition rules, constrain the possible transitions of a
system from one quantum state to another. The selection rules of electronic,
vibrational, and rotational transitions between states of diatomic molecules
are described here.
For electronic transition selection rules:
1. The total spin cannot change, ∆S=0.
2. The total orbital angular momentum change should be ∆Λ=0, ±1.
3. For parity and reflection conditions, g ↔ u, + ↔ + and − ↔ −
transitions are allowed.
For the vibrational transition selection rules, generally speaking, because
changes of the electric dipole moment always occur (not necessarily perma-
nent) when matter interacts with light (the atoms are displaced relative to
one another), homonuclear molecules are vibrationally inactive. For het-
eronuclear molecules, the vibrational selection rule does not exist since al-
though only transitions with ∆v = ±1 are allowed for harmonic oscillators,
transitions with ∆v = ±1,±2, ... are all allowed for anharmonic potential,
but the intensity of the peaks decreases as ∆v increases. v = 0 to v = 1 tran-
sition is normally called the fundamental vibration, while those with larger
∆v are called overtones. ∆v = 0 transition is also allowed between different
electronic states, and in fact has the largest Franck-Condon factor.
For rotational transitions, the selection rule is ∆ J = ±1. For the ro-
vibrational transitions, in general, the selection rules for the total angular
momentum J are as follows: ∆J = 0,±1; except for Σ↔ Σ transitions, the
∆J = 0 transition is forbidden.
1.3.2 Vibronic structure of electronic transitions and the
Franck-Condon principle
The Franck-Condon principle is a spectroscopic rule that explains the in-
tensity of vibronic transitions with the assumption that vibronic transitions
occur simultaneously, and hence vertically, without changing the positions of
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the nuclei in the molecular entity and environment. Its quantum mechanical
formulation states that the probability of a vibrational transition occurring
is weighted by the Franck-Condon overlap integral:
Pi→f = | 〈ψ∗final|u|ψ∗initial〉 |2 = |
∫
ψ∗final|µ|ψ∗initialdR|2 (1.13)
which shows that the intensity of a vibronic transition is proportional to the
squared of the integral of the overlap between the upper and lower wavefunc-
tions.
For diatomic molecules, the vibrational wavefunction is symmetric with
respect to all the electronic states and vibrational quantum number. There-
fore, the Franck-Condon factor is always totally symmetric and therefore
there is no vibrational selection rule in its electronic spectroscopy for di-
atomic molecules.
1.4 Laser spectroscopy and chemical dynamics studies
Lasers are monochromatic, directional, coherent, and polarized. They are
groundbreaking tools for spectroscopists and have made it possible to obtain
spectra and chemical dynamics of molecules with higher resolution in the
spectral and time domains. For instance, a visible laser can achieve spec-
tral width as narrow as 3.0×10−5 cm−1, while the spectral resolution of a
conventional spectrometer is about 0.03 cm−1. Hence, with a tunable laser
with narrow linewidth, spectroscopists can easily resolve absorption lines that
cannot be distinguished by conventional spectrometers.
Another valuable application of laser spectroscopy is that pulsed lasers
can be used to measure the dynamics of photochemical processes. The most
commonly used pulsed laser has pulse width ranging from femtosecond to
nanosecond. With a pulsed laser, waveforms of laser-induced fluorescence
can be monitored, and hence the lifetime of corresponding states can be
obtained. A two-color laser pump or pump probe is another commonly used
tool to investigate chemical dynamics; the delay of the pump probe can be
changed, or the probe laser wavelength can be scanned to obtain time/spectra
resolved data.
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1.5 Approaches and contributions of this dissertation
In this dissertation, laser spectroscopic studies of diatomic molecules ScI,
YI, Hg2 and XeI are presented. The common research approaches involve
experimental observation and theoretical analysis via simulation models. The
contributions of each study are shown below.
We studied the electronic structures of ScI and YI via deep UV laser (248
nm, hν=5 eV) excitation. Over five new electronic transitions are observed
for each molecule and the spectroscopic constants for the corresponding upper
and lower states are obtained for the first time. The details of ScI and YI
studies are listed in Chapters 2 and 3, respectively.
In Hg molecules, we observed a new emission transition from Hg3 and
collisional coupling between Hg2 and Hg3 for the first time. Hg vapor was
excited by lasers of two wavelengths (248 nm and 266 nm), first pump-probing
with a 266 nm laser and then by a scanning dye laser. Under 248 nm laser
photoexcitation, a previously unreported continuum emission from excited
Hg3 at 380 nm is reported and analyzed for the first time. Under 248 nm
pumping, the previously reported emissions from Hg2 and Hg3 at 335 nm
and 485 nm were also recorded and analyzed with more accurate data. A
new decay rate model was developed to describe the three-body formation
dynamics of Hg2, Hg3, and Hg4 when photoexciting Hg vapor with a 266
nm laser, and a better match with experimental data was achieved. A laser
pump-probe approach was also applied to gain more information about the
three-body formation process, and a time delay between the formation of Hg2
and Hg3 was observed, hence the three-body formation of Hg3 from Hg2 was
verified. The details of the Hg3 new band discovery and observation of the
three-body formation dynamics of Hg molecules are presented in Chapters 4
and 5, respectively.
For XeI, we improved the spectroscopic constants of the B and ground (X)
states, particularly that of the X state since the simulations were found to be
most sensitive to the X state. The potential energy curves of XeI have been
studied by simulating the experimentally recorded photoassociative excita-
tion spectrum of the B - X transition of the molecule. The photoassociative
spectrum recorded has richer features than that of the emission spectrum;
hence, a more accurate description of the B state and especially of the X state
was achieved. Spectroscopic constants of B and X states were also calculated.
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A method to determine the value of the transition dipole moment is also pre-
sented, and it shows that to achieve accurate spectral match, the transition
dipole moment cannot be considered to be constant as commonly assumed
in simplified spectral simulations. The simulation also involves vibration-
rotational coupled energy structures, which blend the rotational information
into the vibrational energy structures and are verified by the improved match
between experimental and simulated spectra. This shows that the rotational
effect cannot be isolated from the vibrational structures as previously as-
sumed under the interpretation that ignoring electronic energy, the total in-
ternal energy of a molecule is the summation of its vibrational and rotational
energy. The details of the XeI theoretical study are presented in Chapter 6.
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CHAPTER 2
ANALYSIS OF VIBRONIC EMISSION
SPECTRA OF SCANDIUM MONOIODIDE
PRODUCED BY THE
PHOTODISSOCIATION OF ScI3
Emission spectra of the scandium monoiodide (ScI) molecule from 300 nm to
1000 nm by a krypton fluorine (KrF) excimer laser at 248 nm are described
here. Several new electronic and vibrational transitions of ScI were observed
and analyzed. The vibrational constants of the new electronic states were
calculated with a least-square fitting method.
2.1 Introduction
Scandium monoiodide has been spectroscopically studied a lot over the past
few years. The primary reason that ScI is studied spectroscopically is that
scandium monohalides are important model systems to improve our under-
standing of electronic transitions involving d electrons [1] since scandium is
the first transition metal with a single d electron in its ground state. An-
other important motivation for spectroscopically studying ScI is due to its
properties as a transition metal halide. One principle application of metal
halides is in the lighting industry, e.g. in metal halide lamps. Metal halide
lamps play an important role in the lighting industry because of their excel-
lent color rendering, designable color, excellent lifetime, compact size, and
high luminous efficiency [2–8]. The efficiency of metal halide lamps is about
twice that of mercury vapor lights and 3 to 5 times that of incandescent
lights [6]. Scandium iodide is one of the elements in metal halide lamps used
to obtain white light [9]. Metal halide lamps that contain ScI are discussed
in [8, 10–13]. Transition metal monohalides are also of considerable inter-
est in high-temperature chemistry [15, 16]. Furthermore, knowledge of the
electronic structure of Sc-containing molecules can contribute to the under-
standing of the electronic configuration of Sc. Sc also exists in stars [17–19].
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Finally, Sc, together with lanthanides and Y, are called rare earth elements
(due to the chemical properties similarity with lanthanides [23], which tend
to occur in the same ore deposits), and they are critical resources for high
technology [24, 25]. Rare earth elements are commonly used as components
of catalysts, including scandium [25, 26]. Sc in particular is used in catalyst
components because scandium triflate is a catalyst for C-C bond formation
reactions [27, 28, 30]. Moreover, the halide effects in transition metal cata-
lysts are discussed in [31]. Besides applications as catalyst components, Sc
is also used in other fields. Sc is important in the material industry since
doping with small amounts of scandium produces high-strength aluminum
alloys, with the added bonus of a density-reduction effect [32, 33]. In short,
the appearance of Sc in fundamental science and a broad range of applica-
tions suggests that spectroscopic studies of its bonding in both vapor and
solid phase will contribute to a detailed understanding of the mapping of Sc
electronic structure and the nature of the bonds involving Sc. Hence it is of
considerable interest to study the spectra of the scandium monohalides.
Several studies of ScI have been reported [12, 69–77]. The first spectra of
ScI were reported by Fischell et al. in 1980 [69]. Two bands, attributed to
transitions between singlet states, were observed near 22 000 cm-1. Spectra
around 11 000 cm-1 were recorded by Zollweg et al. in 1981 in their ex-
amination of a vertical mercury arc containing a scandium monoiodide [12].
Information regarding the X1Σ+ ground state of the molecule was first re-
ported by Shenyavskaya et al. in 1996 [70]. Several other electronic states
were also discussed by the same group in this paper, and two subsequent
publications examined spectra around 22 000 cm-1, 18 000 cm-1 and 4500
cm-1 [71, 73]. Cheung’s group published results about transitions from the
D1Π+ and C1Σ+ levels to the ground state X1Σ+ in the region of 15 000
cm-1 and 12 000 cm-1 in 2011 and 2013 [76,77]. Besides these experimentally
observed results, theoretical analyses of ScI spectra have also been devel-
oped [72, 74, 75]. In 2009, Korek et al. predicted 13 new electronic states in
the region between 4500 cm-1 and 21 000 cm-1 [75].
Previous results of experimentally and theoretically reported electronic
states (singlets and triplets) of ScI are summarized and illustrated with re-
spect to the energy level diagram of Fig. 2.1. It can been seen that the
wavelength regions of 445 - 470 nm, 518 - 570 nm, 613 - 704 nm and 790 -
850 nm have been experimentally studied and no data concerning electronic
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Figure 2.1: Previous reported of ScI states. Left side is singlets and right
side is triplets. States drown with solid lines are experimentally observed
while states with dashed lines are theoretically predicted.
states with energy greater than 24 000 cm-1 has been reported, primarily be-
cause the photon energy of the pump source was limited. In this work, optical
excitation was provided by a KrF excimer laser with excitation wavelength at
248 nm (corresponding to ∼40322 cm−1). The hν=5 eV photon energy of the
source allowed us to observe electronic transitions starting from states that
have not been studied before, particularly in the short wavelength regions.
Moreover, even in the wavelength regions that have been researched, new
electronic states were also observed, due to the fact that different states were
populated. This, in turn, is due to the different photon energy correspond-
ing to 248 nm in combination with the processes of ScI3 photodissociation.
In this dissertation, several new vibronic transitions from the ScI diatomic
molecular system are reported. Vibrational constants calculated for the up-
per and lower electronic states of the new transitions are also presented.
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Table 2.1: Calibration accuracy of line position
Atomic Applied Region Uncertainty Uncertainty
Species (A˚) (A˚) (cm-1)
Sc 2450-6000 0.3 1.2
Kr 6000-6500 0.3 0.8
Ne 6400-7500 0.3 0.6
Ar 7450-8080 0.2 0.3
Ar 7940-9300 0.3 0.4
Figure 2.2: Schematic diagram of the arrangement for ScI3
photodissociation experiments.
2.2 Experimental arrangement for ScI3
photodissociation at 248 nm
The experimental arrangement is shown in Fig. 2.2. In our experiment, the
ScI diatomic molecule was prepared from photoexcitation of scandium tri-
iodide (ScI3). ScI3 powder was sealed with argon buffer gas in a cylindrical
cell which was positioned in an oven and heated to a temperature of 1010
±1 K which corresponds to a ScI3 number density of 9.2×1016 cm-3 [78]. It
should be pointed out that at temperature > 784 K, ScI exists inside the
cell, and even with more population than ScI3 [78, 79]. Photoexcitation was
provided by a KrF excimer laser operating at emission wavelength of 248 nm
with a repetition rate of 20 Hz, a pulse width of 20 ns and a pulse energy of
600 mJ. A fast panoramic view of the spectra of the fluorescent emission from
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ScI was first collected via a fiber detector and recorded with a spectrometer
(Ocean Optics, USB 4000) with a measured resolution of ∼ 1.5 nm covering
the wavelength region of 350 - 1050 nm. Then the fluorescence signal was
collected via an imaging lens and resolved by a higher resolution (∼ 0.07
nm) monochromator (Horiba, HR-640). Finally, the signal was detected by
a gated photomultiplier tube (PMT, Hamamatsu R943-02, spectral response
region of 160 - 930 nm) and recorded by a boxcar integrator. The fluorescence
signal from the ScI diatomic molecule was acquired in the wavelength region
of ∼ 300 - 930 nm with a resolution of ∼ 0.07 nm. The short and long
wavelength limits of the experiment were set by the cut-off wavelength of
the imaging lens and the PMT spectral response region, respectively. As for
the calibration of the monochromator, atomic line positions scanned from
different pencil-style calibration lamps (Kr, Ne, and Ar; Newport Corp.)
and Sc atomic lines from the recorded spectra were linearly fitted to line
positions provided by the National Institute of Standards and Technology
(NIST). The calibration results showed that the standard deviation of the
line position accuracies varied between 0.03 and 0.1 cm-1 (listed in Table 2.1).
The output intensity of the pump source (excimer laser) was also recorded
using a photodiode to remove the influence of the pump intensity fluctuation
between different shots on the output intensity of the fluorescence signal. The
communications among all these instruments were processed by a custom
(homemade) control box and both the pump and fluorescence intensities
obtained were stored in a computer. An oscilloscope was used to set the
delay and gate width of the boxcar integrator and track the signals during
the recording process.
2.3 Results and discussions of ScI vibronic emission
spectra
The high resolution panoramic spectra are plotted in Fig. 2.3 with respect
to air wavelength (the blackbody radiation background was not removed in
this case). It is worth pointing out that, beyond the longer wavelength range
of high-resolution spectra, around 930 nm, as shown in the low resolution
spectra (Fig. 2.4), the contour looks like continuous bound-free transition
spectra (consistent with reference [80]). Analyzing the higher resolution spec-
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Figure 2.3: Panoramic view of the ScI spectra covering a region of ∼ 300 -
930 nm with a resolution of ∼ 0.07 nm.
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Figure 2.4: Bound-free-like spectra around 920 nm, recorded with a
resolution of ∼ 1.5 nm
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Table 2.2: Vibrational constants for the upper (′) and lower (′′) states of the
∼ 455 nm transitions shown in Fig. 2.5
Parameter Constants (cm-1)
ω′e 229.1 ± 0.3
ω′′e 221.3 ± 0.3
ω′eχ′e 0.79 ± 0.02
ω′′eχ′′e 0.72 ± 0.02
∆Te 22065.6 ± 0.4
tra, several new vibronic transition lines are resolved. All the line positions
and corresponding accuracy uncertainties are listed in Appendix A. Due to
the limited resolution of the monochromator and the signal-to-noise ratio of
the system, only part of the newly observed spectral lines can be analyzed
vibrationally, and the vibrational constants are presented in this chapter.
The simulation procedure is based on the assumption that for a group of
progression peaks with a certain wavenumber (∼ 5 - 10 cm−1) difference
between two adjacent peaks, this group of peaks is assumed to come from
transitions that share the same upper and lower electronic states. Based on
this premise, two types of peaks are fitted and presented with the vibrational
constants. The first type is a single group of peaks, and to simulate the vi-
brational constants, it is assumed that the transitions have a known upper
or lower state. The second type is two- or three-peak groups with similar
progression structure that are separated by a certain wavenumber difference
(∼ 230 cm−1). Thus these peak-groups are identified to be transitions be-
tween the same upper and lower electronic states, and hence the vibrational
constants for both the upper and lower electronic states can be calculated.
The specific simulation procedure will be described briefly in the following
paragraphs. It is interesting to notice that in the wavelength range around
∼665-690 nm, the profile of molecular transition is beyond the resolution of
our system, and one possible reason is that this transition comes from states
of trimers instead of dimers.
Figure 2.5 shows the spectra recorded around the 450 nm region. Three
groups of peaks are identified to be from the vibronic transitions between
two same states. Since the peak profiles of the third group are not distinct
enough to identify the peak centers, only the first two groups are employed
in the simulation for molecular constants. Firstly, the peaks observed from
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Figure 2.5: Vibrational bands of ScI in the region of ∼ 455 nm. The ∆v =
-1 and ∆v = 0 bands are sufficiently resolved to assign peaks. Assignments
are unable to be made for the ∆v = 1 band.
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Figure 2.6: Vibrational bands of ScI in the region of ∼ 910 nm. The bands
in group A and group B are blue-degraded and red-degraded, respectively,
indicating that these bands belong to separate electronic transitions.
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Table 2.3: calculated vibrational constants for the upper (′) and lower (′′)
states corresponding to the group B transitional peaks shown in Fig. 2.6.
Parameter Constants (cm-1)
ω′e 229.8 ± 0.8
ω′′e 222.9 ± 0.5
ω′eχ′e 0.69 ± 0.09
ω′′eχ′′e 0.65 ± 0.10
∆Te 10952.8 ± 0.5
Table 2.4: calculated vibrational constants for the upper (′) and lower (′′)
states of two other groups of transitions
Parameter ∼20700-21100 cm-1 ∼23200-23600 cm-1
ω′e 222±4 2245.0±0.8
ω′′e 212±4 238.8±0.8
ω′eχ′e 0.7±0.8 1.31±0.08
ω′′eχ′′e 0.7±0.7 1.22 ±0.07
∆Te 21845 ± 3 23472.8 ±0.6
two groups are fitted with Lorentz shape to find the centers of gravity of the
peaks, or the line positions. Then the observed line positions from the two
groups are fitted to two standard Morse potential functions with a pair of
vibrational constants for the upper and lower electronic states respectively. A
least-squares fit is then employed to filter out the pair of vibrational constants
that has the minimum root-mean-square uncertainty from the Lorentzian
fitted line positions. In this wavelength region, seven peaks from each group
are used in the fitting (as shown in Fig. 2.5); more peaks could be used but
the results would suffer from an increased fitting uncertainty. The vibrational
constants obtained for both upper (′) and lower (′′) electronic states are listed
in Table 2.2, and so is the energy difference between the bottom of the upper
and lower electronic states, or the ∆Te value. Though spectra located around
450 nm have been reported before, the positions and degraded direction of
peaks we observed both differ from previously reported results. Comparing
the vibrational constants we calculated with the previously published results,
neither the upper nor lower electronic levels match any known states, which
means this pair of states should be assigned to new states.
For spectra around 910 nm, the recorded two groups of peaks are from
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transitions between different states as labeled in Fig. 2.6 for two reasons: (1)
Group A is blue-degraded, while group B is red-degraded; (2) the spacing
between peaks of the two groups are also different. For group A, no paired
group of peaks is found; hence, it is not sufficient to determine vibrational
constants for both the upper and lower electronic states. Thus, as mentioned
before, these transitions are assumed to originate from, or terminate at, the
same previously reported electronic state. A least-squares fit is applied to
search for the minimum root-mean-square uncertainty, which corresponds to
the electronic state that best fits, which in this case is a triplet 3Π state
reported in [71]. The corresponding calculated constants obtained for the
upper state are: ω′e = 277.7 cm
-1, ω′′e = 0.72 cm
-1, and ∆Te = 10923.3 cm
-1.
For group B, another group of peaks is assigned to the same transition. Thus,
with a procedure similar to that mentioned in the discussion around 450 nm,
vibrational constants are calculated and listed in Table 2.3. Like the cases of
spectra around 450 nm and group B, two other groups are also analyzed in
the same way and the vibrational constants obtained are listed in Table 2.4.
All the calculated molecular constants for ScI (in cm-1) are listed in Table
2.5.
Table 2.5: calculated molecular constants for ScI (in cm-1)
Spectral Region ∆Te ω
′
e ω
′′
e ωeχ
′
e ωeχ
′′
e
∼23200 - 23600 23472.8±0.6 224.5±0.8 238.8±0.8 1.31±0.08 1.22±0.07
∼21800 - 22400 22065.6±0.4 229.1±0.3 221.3±0.3 0.79±0.02 0.72±0.02
∼20700 - 21100 21845±3 222±4 212±4 0.7±0.8 0.7±0.7
∼10950 - 11300 10952.8±0.5 229.8±0.8 222.9±0.5 0.69±0.09 0.65±0.1
∼10900 - 10950 10923.3 277.7 a 0.72 a
a calculated with some 3Π, singlet state [71] as lower electronic state.
2.4 Calculated dissociation energies for the newly
observed ScI states
On the basis of the data presented in the last section, the dissociation energy
(De) of the newly observed states can be estimated by Birge-Sponer plot.
Specifically, Fig. 2.7 illustrates the dependence of the energy defect ∆G(v)
on the vibrational quantum number v for the vibrational progression in the
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Figure 2.7: Birge-Sponer plot of the vibrational progression in the ScI
emission spectrum in the 21800 - 22400 cm−1 interval.
21800 - 22400 cm−1 region that was observed in the spectrum of Fig. 2.5.
The solid curve is the linear extrapolation, known as the Birge-Sponer plot.
Figure 2.7 yields the D′′e of the lower state of that observed transition to be
16792 cm−1 or 2.08 eV. Not surprisingly, an almost identical value for De is
obtained if the ScI potential is assumed to be described by the Morse function
(De=17005 cm
−1 or 2.1 eV). Similarly, the D′′e of 23200 - 23600 cm
−1 region
is 11685 cm−1, an identical value to the D′′e of the Morse function.
Although the ScI emission spectra are not rotationally-resolved, the analy-
sis of the vibrationally-resolved emission of the molecule yields the values for
the dissociation energy of the observed states. All the calculated dissociation
energies for the upper and lower states (D′e and D
′′
e respectively) of the newly
observed transitions by the Morse function for ScI are listed in Table 2.6.
The gound state of scandium monoiodide has the dissociation energy of
∼ 23060 - 24500 cm−1 [74, 76, 77]. Comparing this value to the dissocia-
tion energy for the monoiodide of calcium monoiodide (CaI, D′′e ≈ 22655 -
22682 cm−1 [81, 82]), it is clear that the d electron in Sc has the effect of
increasing the bond strength by at least 0.05 ∼ 0.1 eV.
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Table 2.6: Calculated dissociation energies of the newly observed states by
the Morse function for ScI (in cm-1)
Spectral Region D′e D′′e
∼23200 - 23600 9618 11686
∼21800 - 22400 16610 17005
∼20700 - 21100 17601 16051
∼10950 - 11300 19133 19109
∼10900 - 10950 26777 a
a calculated with some 3Π, singlet
state [71] as lower electronic state.
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CHAPTER 3
ANALYSIS OF VIBRONIC EMISSION
SPECTRA OF YTTRIUM MONOIODIDE
PRODUCED BY PHOTODISSOCIATION
OF YI3
Emission spectra of yttrium monoiodide (YI) spanning the 250 - 940 nm
spectral region were generated by the photodissociation of yttrium tri-iodide
with a KrF laser (248 nm). Fluorescent spectra in the 13,000 - 19,000 cm-1
and 24,000 - 40,000 cm-1 regions will be first reported. New vibrational
transitions of YI in the 20,000 - 25,000 cm-1 interval are presented as well.
3.1 Introduction
Spectra of group IIIB transition metal monohalides are important for un-
derstanding the role d electrons play in chemical bonds since they have the
simplest d shell configuration. Among those transition metal monohalides,
yttrium iodide (YI), which is formed from a combination of yttrium 4d15s2
and iodine 5s25p5, is important as a model system for understanding the role
that d electrons play in chemical bonds [1]. Another important motivation
for spectroscopically studying YI is due to its properties as a transition metal
halide. One principal application of metal halides is in the lighting industry,
e.g. in metal halide lamps. Metal halide lamps play an important role in the
lighting industry because of their excellent color rendering, designable color,
excellent lifetime, compact size, and high luminous efficiency [2–8]. The ef-
ficiency of metal halide lamps is about twice that of mercury vapor lights,
and 3 to 5 times that of incandescent lights [6]. At least one U.S. patent
details how YI may potentially improve metal halide lamps [14]. Transi-
tion metal monohalides are also of considerable interest in high-temperature
chemistry [15, 16]. Furthermore, knowledge of the electronic structure of Y-
containing molecules can contribute to the understanding of the electronic
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configuration of Y. Yttrium also exists in stars [20]. And the spectroscopic
knowledge of Y is also useful since yttrium-iron garnets are used as mi-
crowave filters, and yttrium-aluminum garnet (YAG) is widely used in lasers
and white LED lights [21, 22]. Finally, Y, together with lanthanides and Sc,
are called rare earth elements (due to the chemical properties similarity with
lanthanides [23], which tend to occur in the same ore deposits), and they
are critical resources for high technology [24, 25]. Rare earth elements are
commonly used as components of catalysts, including yttrium [25,26]. More-
over, the halide effects in transition metal catalysts are discussed in [31].
Besides applications as catalyst components, Y is also used in other fields.
Yttrium increases the strength of aluminum and magnesium alloys [34, 35].
Furthermore, Y is also commonly used in producing alloys, optical glasses
and ceramics [21, 22]. In short, the appearance of Y in fundamental science
and a broad range of applications suggests that spectroscopic studies of its
bonding in both vapor and solid phase will contribute to a detailed under-
standing of the mapping of Y electronic structure and the nature of the bonds
involving Y.
Hence YI attracted a lot of research interest in the past few decades both
experimentally [69,83–89] and theoretically [90–92]. The earliest experimen-
tal records about YI spectra date back to two papers published in 1980. One
record is about laser induced fluorescence from yttrium and scandium mono-
halides studied by Fischell et al., and transitions of YI from some singlet
states to ground state with Te of 20690 and 23933 cm
-1 [69] were reported.
Another record is about an infrared 1Π→ 1Σ transition observed via Fourier
spectrometry by Bernard et al. [83]. A further analysis of this transition was
reported by the same group four years later in 1984 [84], and another fifteen
years later in 1999 this transition was identified to be between B 1Π and
ground state X 1Σ+ by Wannous et al. [85]. Transitions of D 1Π − X 1Σ+,
Ω1 − X 1Σ+, Ω1 − B 1Π and possibly Ω1 − A 1∆ were observed in 1999 by
laser induced fluorescence technique by Wannous et al. [85]. Ground state
X 1Σ+ hyperfine structure of YI using Fourier transform microwave spec-
troscopy and the calculated molecular constants were published in 2000 by
Gerry et al. [86]. The C 1Σ − X 1Σ+ transition was first studied in 2006
by Leung et al. [87]; and D 1Π −X 1Σ+ transition was studied by the same
group by cavity ring-down laser absorption spectroscopy, and the results show
consistency with laser-induced fluorescence technique as reported by Ma et
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Figure 3.1: Previously observed transitions of yttrium iodide. The dashed
line for A 1∆ means the energy position is not accurate. The purple line
indicates the energy of the pump used in this work whose energy is much
higher than the previously reported transitions.
al. in 2013 [89]. To summarize the previously reported results: all of the
experimentally observed states with the corresponding molecular constants
reported are listed in Table 3.1. Furthermore, all the previously observed
transitions are labeled in Fig. 3.1.
As to theoretical analysis, characterizations of several low-lying electrical
states (with Te between 0 - 20613 cm
-1) of YI were theoretically investigated
by the CAS-SCF/MRCI method by Abdul-Al et al. in 2005 [91]. Molecular
constants for ground X 1Σ+ state of YI were studied with the density func-
tional method by Cheng et al. in 2007 [88]. Theoretical calculations of the
experimentally observed X 1Σ+, B 1Π states of YI and investigation of the
triplet a 3∆ state [92] were conducted using density functional theory by Ma
et al. in 2012.
It is noticed that the wavenumbers of the electronic states that have been
investigated, experimentally or theoretically, are all below 25,000 cm-1. In
this work, the pump source was provided by a KrF excimer laser with photon
energy of ∼ 40,322 cm-1, corresponding to 248 nm in wavelength. Spectra
of YI with a wavelength range of 248 nm to 930 nm (∼ 10752 cm-1) were
recorded and are reported in this chapter. The longer wavelength limit of the
spectra recorded, 930 nm, was the photomultiplier tube’s (PMT) sensitivity
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Table 3.1: Summary of previously reported electronic states of YI
State Te (cm
-1) ωe (cm
-1) ωeχe (cm
-1) Ref. Year
Ω1 24107.15 196.9 0.4* [85] 1999
D 1Π
20689.6 199.2 0.44 [89] 2013
20688.419 199.0797 0.42976 [85] 1999
C 1Σ 12401.506 187.455 0.4353 [87] 2002
B 1Π
9917.254 192.128 0.399 [84] 1984
9917.3 192.210 0.463 [83] 1980
X 1Σ+
0 215.15 0.411 [89] 2013
0 215.609 0.411 [87] 2002
0 215.607 0.411 [85] 1999
* assumed value in ref [85]
limit on the red side.
3.2 Experiment arrangement for the photodissociation
of YI3 at 248 nm
The experimental arrangement is shown in Fig. 3.2. The pump source was
provided by krypton fluorine excimer laser at 248 nm. Pump light was fo-
cused by a cylindrical lens in the vertical direction into the yttrium tri-iodide
(YI3) cell. YI3 cell was positioned inside an oven with temperature stabi-
lized at 875 ◦C, corresponding to a YI3 number density of 1.9×1015 cm-3 [93].
Fluorescent emission from YI molecule was collected with a focal lens into a
monochromator (Horiba, HR-640, resolution ∼ 0.06 nm) and then detected
with a gated photomultiplier tube (PMT, Hamamatsu R943-02, spectra re-
sponse region 160 - 930 nm). The PMT signal was then integrated via a gated
boxcar (Stanford Research) and then recorded with a computer through a
homemade control box. Pump intensity is also recorded via a photodiode to
help remove the pulse to pulse intensity fluctuation influence in the data anal-
ysis procedure. Both pump light and fluorescent signals were averaged over
10 times to increase the signal to noise ratio. Calibration of the spectra lines
were processed by recording atomic lines spectra of Hg, Ne and Ar imme-
diately after each fluorescent spectra scan and then fitting the experimental
values of atomic lines published in the NIST Atomic Spectra Database to
the recorded values. Calibration in the region of 402 - 494 nm was made
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Figure 3.2: Experimental arrangement for yttrium iodide
Table 3.2: Calibration accuracy of line position
Atomic Spectral Region Uncertainty Uncertainty
Species (A˚) (A˚) (cm-1)
Hg 2480 - 4020 ± 0.6 ± 6.7
Y 4020 - 4940 ± 0.4 ± 2.0
Hg 4910 - 5110 ± 0.3 ± 1.2
Hg 5000 - 5735 ± 0.6 ± 2.1
Ne 5700 - 7720 ± 0.3 ± 0.7
Ar 7600 - 9300 ± 0.4 ± 0.6
by fitting the yttrium atomic lines recorded to the NIST values since there
are many more lines from yttrium than from atomic pen-style lamps. The
uncertainty of calibration for each region is listed in Table 3.2.
3.3 Results and discussions of YI vibronic emission
spectra
The spectra originally recorded was in air wavelength but for the convenience
of comparison with previous publications, the spectra were converted and
plotted with respect to vacuum wavelength which is shown in Fig. 3.3. The
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Figure 3.3: Panoramic view of the yttrium iodide emission spectrum under
248 nm photoexcitation. The peak centers of previously reported electronic
transitions are calculated from molecular constants and shown with drop
lines in a light gray color with the transitions labeled on top of the graph.
Ω1 - A 1∆ transition around 18500 cm-1 to 18900 cm-1 is not plotted due to
the unknown constants.
scan was taken segment by segment and each segment is labeled with a unique
color. It can been seen from Fig. 3.3 that lots of molecular transitions were
recorded for the first time. New molecular transitions with resolved resolution
are shown in detail in Figs. 3.4, 3.5, 3.6, 3.7 and 3.8. The corresponding
molecular constants of those transitions are analyzed and presented below.
Groups of peaks we recorded around 24,000, 20,600, 18,800, 14,000 and
12,400 cm-1, corresponding to the previously reported transitions of Ω1 -
X 1Σ+, D 1Π - X 1Σ+, Ω1 - A 1∆, Ω1 - B 1Π and C 1Σ - X 1Σ+, respectively.
The interesting fact is that the recorded transitions did not match previous
reported transitions except the ones around 20,600 cm-1, corresponding to
D 1Π - X 1Σ+ transition, since the spacings between groups of peaks are
different.
For those newly observed groups of peaks around 21,600 cm-1 (Fig. 3.8),
21,200 cm-1 (Fig. 3.7), 17,800 cm-1 (Fig. 3.6), 16,800 cm-1 (Fig. 3.5) and
14,000 cm-1 (Fig. 3.4) cm-1, there are two different kinds of peak groups
with whose peak positions the molecular constants can be calculated. The
first kind is those peaks which appear in groups: transitions around 21,500 -
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Figure 3.4: Spectra of yttrium iodide near 14000 cm−1.
Figure 3.5: Spectra of yttrium iodide near 16800 cm−1.
Figure 3.6: Spectra of yttrium iodide near 17800 cm−1.
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Figure 3.7: Spectra of yttrium iodide near 21150 cm−1.
Figure 3.8: Spectra of yttrium iodide near 21600 cm−1.
Table 3.3: Calculated molecular constants for YI (in cm-1)
Spectral Region ∆Te ω
′
e ω
′′
e ωeχ
′
e ωeχ
′′
e
∼21500 - 21800 22291±18 150.9±2.8 150.0±4.9 0.44±0.22 0.49±0.24
∼13900 - 14300 13620.5±1.6 295.8±1.0 291.1±0.9 0.531±0.044 0.526±0.042
∼21100 - 21300 21309.2 203.5 a 0.40 a
∼17700 - 17900 17890.2 205.7 a 0.47 a
∼16700 - 16900 17281.9 192.8 b 0.47 b
a calculated with some Ω1, singlet state [85] as lower electronic state.
b calculated with C 1Σ [87] as lower electronic state.
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22,500 cm-1 and 13,900 - 14,300 cm-1. The peak centers were identified with
Gaussian fitting. For the ∼ 22,000 cm-1 groups (Fig. 3.7), 25 and 11 peaks
from the first and second group respectively are used for the simulations; the
peaks from the other groups were not distinguished. For the first and second
groups around 14,000 cm-1, 33 and 14 peaks were identified respectively (Fig.
3.4). Then, simulating with Morse potential modal, different sets of molec-
ular constants for the upper and lower electronic states were tried until the
best least-square-fit (between the real spectral peak positions and the calcu-
lated peak positions) was reached. The calculated results are shown in Table
3.3. For the second kind of peak group, only a single group of peaks was re-
solved: For groups around 21,600 cm-1 (Fig. 3.8), 17,800 cm-1 (Fig. 3.6), and
16,800 cm-1 (Fig. 3.5) cm-1, 25, 21 and 21 peaks were resolved respectively.
In this case, the previously recorded electronic states were assumed as the
lower electronic states in the transitions observed. The state that generated
the smallest RMS error was assumed to be the lower electronic state in the
transitions. And the corresponding upper state electronic state constants are
listed in Table 3.3.
As shown in Fig. 3.5, there is a broad peak with large FWHM around
17,000 cm-1. Since there are sharp spikes on the top of the peak, we know
that the bandwidth is not limited by the resolution of our recording system;
hence, this wide peak may be arise from triatomic transitions.
On the other hand, some new electronic transitions were observed but
their peak centers could not be identified. The possible reasons could be
(1) transitions have some overlap in wavelength and, hence, the vibrational
transition spectra recorded were blurred, or (2) the spacing of peaks are
beyond the resolution and signal-to-noise ratio of our detecting system or (3)
spectra are triatomic transitions instead of diatomic transitions hence are
beyond the resolution of our system. The spectra recorded corresponding
to those peaks, therefore, were not analyzed but are also shown in Figs.
3.9, 3.10, 3.11, and 3.12. The spectra in the region around 18,800 cm-1
shown in Fig. 3.11 may be the previously reported Ω1 - A 1∆ transition in
reference [85].
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Figure 3.9: Spectra of yttrium iodide near 13400 cm−1.
Figure 3.10: Spectra of yttrium iodide near 15600 cm−1.
Figure 3.11: Spectra of yttrium iodide near 18800 cm−1.
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Figure 3.12: Spectra of yttrium iodide near 36800 cm−1.
3.4 Calculated dissociation energies for the newly
observed YI states
An analysis of several vibrational progressions observed in the YI emission
spectra has enabled a measurement of De for the newly observed YI states.
Birge-Sponer plots similar to that of Fig. 2.7 for ScI find D′′e for the 21500
- 21800 cm−1 transition is 11191 cm−1, and D′′e of the 13900 - 14300 cm
−1
transition is 38949 cm−1, which are very close to the values estimated with
Morse function: 11480 and 40275 cm−1 respectively. All the calculated disso-
ciation energy values for the upper and lower states (D′e and D
′′
e respectively)
of the newly observed transitions by the Morse function for YI are listed in
Table 3.4.
The ground state of yttrium monoiodide has the dissociation energy of ∼
28160 - 28300 cm−1 [85, 87, 89]. Comparing this value to the dissociation
energy for the strontium monoiodide (SrI, D′′e ≈ 21500 cm−1 [94]), it is clear
that the d electron in yttrium has the effect of increasing the bond strength
by at least ∼ 0.8 eV.
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Table 3.4: Calculated dissociation energies of the newly observed states by
the Morse function for YI (in cm-1)
Spectral Region D′e D′′e
∼21500 - 21800 12938 11480
∼13900 - 14300 41195 40275
∼21100 - 21300 25883 a
∼17700 - 17900 22507 a
∼16700 - 16900 19772 b
a calculated with some Ω1, singlet
state [85] as lower electronic state.
b calculated with C 1Σ [87] as lower
electronic state.
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CHAPTER 4
OBSERVATION OF BROADBAND
ULTRAVIOLET EMISSION FROM Hg∗3
UNDER 248 nm PHOTOEXCITATION
A previously unobserved emission continuum, peaking at ∼ 380 nm, has been
observed when Hg vapor is photoexcited at 248 nm (KrF laser). Attributed
to the mercury trimer, Hg3, this emission continuum has a spectral breadth
(FWHM) which increases from ∼ 65 nm to ∼ 90 nm when the Hg number
density rises from ∼ 1016 cm−3 to ∼ 2×1019 cm−3. Over the same interval in
[Hg], the emission decay rate increases only slightly (∼ 6×103 s−1 to ∼ 7×103
s−1). Another emission continuum, peaking at ∼ 273 nm, was previously re-
ported as Hg dimer transition [44, 95], which has a bandwidth of ∼ 30 nm,
and can also be attributed to the Hg trimer, according to [53]. Comparisons
of the observed spectra with theory [53] suggest that the observed contin-
uum at 380 nm is the result of transitions between pairs of electronic states
having a triangular (C2v), linear symmetric (D1h) or triangular prism (D3h)
configuration.
4.1 Introduction
The study of mercury complexes is of great significance since mercury clusters
experience different binding type, evolving from van der Waals bonding to
covalent bonding and finally to metallic bonding. Of the mercury clusters,
much less attention has been paid to mercury trimers (Hg3) [42,43,45,48–54].
Of Hg3 experimental results, the most frequently reported Hg3 transition is
the 485 nm band [41,43–45,48–52], which has been experimentally observed
under different pumping mechanisms and also successfully assigned to Hg3
transition. It is worth mentioning that the band is well known as the 485
nm band only because the center of the band tended to appear at 485 nm
in uncalibrated spectra in the very early years. After calibration, it can
been seen that the band peak appears around 510 nm (as shown in Fig. 4.2).
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Figure 4.1: Experimental arrangement for photoexcitation of Hg vapor of
248 or 266 nm laser.
Besides 485 nm band, Callear and Lai pointed out that the 2900 A˚ continuous
band could conceivably be from a higher state of the trimer [44]. 217 nm band
has also been assigned to Hg3 by Niefer [42]. The decay time of 217 nm band
was reported to be less than 3 ns. In the same paper, a trimer absorption
band covering from 415 nm to 510 nm was also reported. With laser exciting a
supersonic excitation beam, Koperski et al. also made tentative assignments
for 7 newly observed excitation or fluorescence continuum bands to Hg3 or
Hg2RG: 199 nm, 212.5 nm and 253 nm bands for Hg3 or Hg2RG and 226.5
nm, 404 nm, 436 nm and 500 nm bands for Hg3 [40].
For Hg3 theoretical work, the blue-green 485 nm emission was first assigned
by Omary et al. to emission from a A0+u
3Πu state of a linear symmetric
(D∞h) Hg3 [54]. Kitamura includes spin-orbit interactions in his calculations
and obtains potential energy surfaces for electronic excited states of Hg3 and
predicts several emission wavelengths between Hg3 states [53] including the
matching with experimentally observed 485 nm and 217 nm bands. General
calculations about N-body Hg clusters are reported in references [96–99].
In our work, at least one new Hg trimer transition (∼ 380 nm) was observed
when Hg vapor was photoexcited under 248 nm (KrF) excimer for the first
time. Waveforms of new molecular transition are also recorded and analyzed
to yield the decay coefficients.
4.2 Experimental arrangement for Hg vapor under
laser excitation
The experimental arrangement is shown in Fig.4.1. Hg was sealed under vac-
uum inside a cylindrical quartz cell (2.5 cm diameter and 4 cm length) with
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cross sections at right angle with respect to axis at both ends. Mercury va-
por was obtained by heating up the Hg sealed cell. A proportional-integral-
derivative (PID) method controlled oven with a temperature accuracy of
± 1 ◦C was used. A targeted Hg number density was obtained by setting the
temperature of the cell according to pressure-temperature relation Equation
(4) in Ref. [100]. Pump laser was shined upon the side wall of the cylindri-
cal cell perpendicularly to the long axis of the cell, and fluorescent emission
was collected from one cross-section end of the cell. For spectra recording,
emission collected via a fiber was recorded by a spectrometer (PhotonCon-
trol, SPM-002-E) with 200-1100 nm range and 1 nm resolution. For wave-
form recording, emission collected via a lens was recorded by a Hamamatsu
(H6780-4) photo-multiplier tube (PMT) with a spectral response range of 185
nm to 850 nm and a rise time of 0.78 ns together with an 2.5 GHz response
oscilloscope (Keisight, DSO9254A). Different dichroic bandpass filters (270
nm ± 10 nm (Andover), 335 nm ± 7 nm (Semrock), 380 nm ± 10 nm (Thor-
labs), 485 nm ± 20 nm (Semrock), 520 nm ± 10 nm (Thorlabs) ) were used in
front of the PMT to select the targeted molecular transitions. Each waveform
recorded was averaged 100 times to reduce the signal-to-noise ratio. Each
waveform was also recorded five times to calculate the standard deviation.
KrF excimer laser was used as the 248 nm pump source with 2.1 mJ pulse
energy, ∼ 20 ns pulse width, 20 Hz repetition rate. For comparison, spectra
and waveforms of fluorescent emissions from Hg vapor under photoexcitation
at 266 nm at different Hg number densities were also recorded with the same
experimental arrangement. A 266 nm laser was produced by the fourth har-
monic generation (with two second harmonic generation stages) from 1064
nm output of a Nd:YAG laser. For 266 nm pumping, ∼ 1 mJ pulse energy,
∼ 10 ns pulse width, 10 Hz repetition rate were used.
4.3 Analysis of spectra and decay rates of Hg∗2 and Hg
∗
3
emissions
Spectra of fluorescent emissions from Hg vapor at Hg number density of
∼ 2× 1019 cm−3 under photoexcitation of 248 nm and 266 nm are shown in
Fig. 4.2. The sharp lines are atomic transitions. Since the photon energy
used to excite Hg vapor is larger (248 nm) and lower (266 nm) than the well
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Figure 4.2: Spectra of fluorescent emission from Hg vapor under
photoexcitation of 248 nm and 266 nm laser with Hg number density of
2× 1019 cm−3. The difference between the two spectra is also plotted.
known Hg 253.7 nm atomic transition line, the spectra are expected to be
different from each other. It is worth mentioning here that Callear and Lai
also reported observation of absorption bands of 248 nm and also assigned it
to the Hg+2 ion as in the older literature [44]. There is also an atomic line at
248.2 nm between 8d 3D2 and 6p
3P1.
The pumping mechanism of 266 nm is well known [39]: 266 nm pump
populates D1u state, which decays by collisions with background Hg (6
1S0)
atoms to A0g state. 335 nm emission comes from optical transition from A0g
state to ground state. 485 nm band emission (which actually centers at ∼
510 nm) comes from a trimer state that is formed via three-body formation
from A0g state dimers. Our spectra obtained under 266 nm pumping match
spectra reported in previous publications [43,48,49]. A rate equation model
was used to demonstrate the dynamics and the decay coefficients are obtained
from fitting of the experimentally recorded decay rates of 335 nm and 485 nm
emissions (see part two of this report). The emission mechanism under 248
nm has never been studied before. By subtracting the spectrum under 266
nm pumping from the spectrum under 248 nm pumping (shown in Fig. 4.2),
we can see that besides 485 nm band, 248 nm pumping also generates 380
nm and 273 nm bands (273 nm transitions are favored in relatively lower Hg
number densities as can be seen from Fig. 4.3). These two UV transitions
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Figure 4.3: Spectra of fluorescent emission from Hg vapor under different
temperatures, corresponding to different Hg number densities, under 248
nm pumping. It can been seen that with temperature increasing
(corresponding to Hg number density increasing), the intensities of 273 nm
and 380 nm peaks decrease while the intensity of 485 nm band increases.
indicate that unlike under 266 nm pumping, multi-photon absorption process
dominates under 248 nm pumping.
273 nm emission was observed before and assigned to be an Hg2 transition
[44,95], but it does not rule out the possibility that 273 nm emission originates
from Hg3. The 380 nm band is broader and more intense than both the 485
nm and 273 nm bands, which means the upper state potential curve profile
is very different for those three transitions.
Figure 4.3 shows the fluorescent spectra of Hg vapor under 248 nm pump-
ing at different temperature. For 380 nm continuum band, it can be seen
that the band intensity decreases and bandwidth broadens with increasing
Hg vapor temperature. This can be explained by the Boltzmann distribu-
tion of Hg trimers at 380 nm transition upper state: at higher temperature,
a greater percentage of trimers are located in higher energy states hence the
distribution of transition energy is broadened. With temperature increasing
from 100 ◦C to 450 ◦C, Hg number density increases from ∼ 1016 cm−3 to
∼ 2 × 1019 cm−3 and the 380 nm bandwidth rises from ∼ 65 nm to ∼ 90
nm. For 273 nm band, the band intensity also decreases with increasing Hg
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vapor temperature. The continuum band contours are similar at different
temperatures and it is unclear for the bandwidth differences due to low in-
tensity. Another very interesting fact about 380 nm band is that it is so
far the strongest emission band that has been observed despite the intensive
studies of Hg vapor under pumping of ∼ 256 - 266 nm in the 1970s when most
work was driven by the goal of demonstrating stimulated emission and mak-
ing mercury molecular lasers [39–52]. This work actually shows that 380 nm
emission has the most promising wavelength to make a mercury molecular
laser.
Transition bands observed under 248 nm pumping are compared with theo-
retical predicted transition peak wavelength (calculated by Kitamura [53]) in
Fig. 4.6. Gaussian broadening function is used to fit for the bandwidth. Af-
ter comparison of the experimental recorded emission bands with theoretical
results reported in Ref. [53], the observed 485 nm is assigned to transitions:
Hg3 A0
+
u to ground state in the symmetrical linear (D1h) configuration with
calculated emission wavelength as 486.5 nm; and 273 nm continuum band
can be assigned to a B1 state to ground state in the C2v configuration with
calculated emission wavelength as 272.8 nm. Theoretically calculated upper
states of 485 nm and 273 nm bands are labeled in Fig. 4.4 and 4.5 individ-
ually. For 380 nm transition, there are several possible transitions predicted
from excited states to ground state in the D1h, equilateral triangular D3h and
C2v configuration. In Fig. 4.6, for 380 nm transition, nine lines from D1h,
D3h and C2v configuration with the predicted wavelength locating from 369.2
nm to 399.6 nm were used (upper states of the 485 nm transition from D1h
configuration and the 3 strongest transitions of 380 nm from D1h and C2v are
labeled in Fig. 4.4). The relative intensities for those nine lines are weighted
by the calculated dipole moments in Ref. [53]. The intensity of 485 nm, 380
nm and 273 nm bands used in the fitting spectrum are not relative to each
other.
Waveforms of the transitions centered at 380 nm, 485 nm and 520 nm are
shown in Fig. 4.7. It is worth mentioning here again that the well known
485 nm band actually peaks at ∼ 510 nm - 520 nm. The 380 nm band
does not have single exponential decay curve as shown in Fig. 4.7, which is
different from 520 nm centered band. The waveform of the peak centered at
485 nm shown in Fig. 4.3 is a superposition of 380 nm and 520 nm centered
transition waveforms. The 485 nm band (recorded with bandpass filter) has
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Figure 4.4: Theoretically predicted Hg3 upper states of strong transitions
around 485 nm and 380 nm by Kitamura [53]. The left graph is energy
curves in D1h configuration, the right graph is in C2v.
Figure 4.5: Theoretically predicted Hg3 upper states of strong transitions
around 273 nm by Kitamura [53]. This transition is calculated to be in the
C2v configuration.
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Figure 4.6: Comparison of experimentally recorded fluorescent emission
from Hg vapor under 248 nm pumping with theoretically predicted Hg3
transitions by Kitamura [53].
Figure 4.7: Waveforms of transitions centered at 380 nm, 485 nm and 520
nm emission from Hg vapor under 248 nm photoexcitation. A combination
of 520 nm and 380 nm is also plotted to show that the emission detected
around 485 nm is a combination of transitions centered at 380 nm and 520
nm. The insert graph is a zoomed in version of the waveform from 0-15 µs
region.
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Figure 4.8: Decay rates of 380 nm emission from Hg vapor under 248 nm
photoexcitation measured under different Hg number densities varied from
∼ 1016 cm−3 to ∼ 2× 1019 cm−3. The solid curve is the least-squares fit of
the second-order polynomial Equation (4.2).
a decay rate increased from (1 - 2) ×104 s−1 when Hg number density rises
from ∼ 1016 cm−3 to ∼ 2 × 1019 cm−3. The 380 nm emission band has a
decay rate increased from ∼ (6 - 7) ×104 s−1 at the same range as shown
in Fig. 4.8. From Fig. 4.9, we can see that the 273 nm waveform recorded
almost has the same shape as the pump pulse. The reason is that the lifetime
of 273 nm is faster than the response speed of the PMT detector.
Figure 4.9: Waveform of the 273 nm emission compared to the 248 nm
pump.
From Fig. 4.6 we can see that the decay waveform of 380 nm is not single
exponential, so we use two-term exponential expression Equation (4.1) to fit
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for the decay rate of 380 nm emission:
[Hg3(380nm)] = Ae
−t/τ1 +Be−t/τ2 . (4.1)
One term (Ae−t/τ1) represents fast decay (< 20 µs), the other term (Be−t/τ2)
represents slow decay (> 20 µs). The slow decay part is not single exponen-
tial decay either (verified by Kitamura predictions that multiple transitions
locate around 380 nm region [53]), but the two-term exponential function
fitting gives back big standard deviations because of the very similar profiles
at different times so a single exponential fit is used to estimate the combined
decay rates. We set the fast decay rate (τ−11 ) upper bound to 2 × 106 s−1,
then τ−11 varies between (1.8 - 2) × 106 s−1 over the whole Hg number den-
sity range in our data, while the slow decay has a rate (τ−12 ) around (6 - 7)
× 105 s−1 as shown in Fig. 4.8. The error bars are the standard deviations
of five decay rates data for each point. The decay rate of 380 nm is about
one magnitude smaller than that of the 485 nm band (∼ (0.5 - 7) × 104 s−1
for the same [Hg] range).
τ−12 = τ
−1
sp + k2[Hg] + k3[Hg]
2 (4.2)
A second-order polynomial expression Equation (4.2) is used to fit the de-
cay rates. τsp is the spontaneous emission lifetime for the 380 nm emission
upper state, and k2 and k3 are the rate constants for quenching of this up-
per state in two- and three-body collisions. The fitted results are: τ−1sp is
(6.04 ± 0.04) × 105 s−1, which means τsp is around (1.66± 0.01) µs; k2 is
(3.4± 1.3)× 10−15 cm3 s−1, k3 is (1.42± 0.09)× 10−34 cm6 s−1. The coeffi-
cient obtained for the three-body collision term is very small; as we can see,
the fit curve is very close to a linear curve. For 485 nm transition, τ−1sp is
(4.5± 0.2) s−1, k2 is (5.9± 7.5) cm3 s−1, and k3 is (1.4± 0.7) cm6 s−1 accord-
ing to our fitting results.
For the decay rate of the 520 nm centered band emission under 248 nm
pumping (shown in Fig. 4.10), the decay rates we measured are smaller but
of the same magnitude as the 485 nm band decay rates we collected under
266 nm pumping as well as prior work reported in references [47,49] as sum-
marized in Fig. 4.11. The difference is due to different pumping wavelength
and different bandpass filters employed. In [49], Komine and Byer used a
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Figure 4.10: Decay rates of molecular emission measured with a 520 nm
filter and calculated from two and single exponential expression plotted
with respect to Hg number density. The inset graph is a zoomed in version
of slow decay rates part.
Figure 4.11: Decay rates of 485 nm centered band emission plotted with
respect to Hg number density read and replotted from ref [47,49].
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266 nm pump laser and a 488 nm band-pass filter which was not centered at
a ∼ 510 nm and also transmitted a small amount of superfluorescent 0.546
µm radiation. In [47], Stock et al. took the decay rates measurements under
256 nm pump laser assuming the band centered at 485 nm instead of ∼ 510
nm.
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CHAPTER 5
INVESTIGATION OF THREE-BODY
FORMATION RATE COEFFICIENTS FOR
Hg∗2, Hg
∗
3 AND Hg
∗
4 BY 266 nm
PHOTOEXCITATION
In 2004, Galvin et al. in our lab observed the first experimental support
for three-body formation theory (or teratomic recombination) in Xe2 [38],
almost 50 years after the three-body formation theory was first proposed
[36]. Inspired by the data recorded by [38], we found it necessary to do a
comprehensive study of the three-body formation process. We pick mercury
to study three-body formation dynamics for the following reasons: Hg has
a clear path of three-body formation (Hg → Hg2 and Hg2 → Hg3) and, at
the same time, both low-lying excited states emission of Hg2 and Hg3 lie in
the near-UV (335 nm) or visible (485 nm) regions. And Hg2 is similar to the
rare gas dimers, like Xe2.
In this work, with 266 nm photoexicitation, decay rates of 335 nm emission
from Hg∗2 and 485 nm emission from Hg
∗
3 were recorded and simulated with
a rate equation model to reveal the three-body formation rates’ coefficients
of Hg∗2, Hg
∗
3 and Hg
∗
4:
Hg∗ + Hg + Hg → Hg∗2 + Hg
Hg∗2 + Hg + Hg → Hg∗3 + Hg
Hg∗3 + Hg + Hg → Hg∗4 + Hg
The pump probe approach was also tried to help learn about three-body
formation dynamics in Hg systems.
5.1 Introduction
In 1953, Phelps and Molnar [36] predicted the existence of stable, excited
electronic states of the rare gas dimers, populated by the gas phase, three-
body collision: X∗ + X + X → X∗2 + X. Here, X is a rare gas atom, and
(∗) denotes an electronically excited species. In this chemical equation, the
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third body (a rare gas atom) is necessary to conserve momentum.
In 1987, Janssens et al. recognized Phelps and Molnar’s formula to be an
empirical description of the molecular formation process [37]. They proposed
the X∗ −X collision pair to be a transient intermediate, a “quasimolecule”,
which has not been observed experimentally until recent work done in our lab,
when Galvin et al. [38] observed a suppression in Xe2 spontaneous emission
at ∼172 nm under a probe by a 823.2 nm laser [38]. Our hypothesis is that
the suppression under the 823.2 nm laser is due to interruption of three-body
formation.
Inspired by the data recorded by C. Wagner and published in [38], we
realized it is of great significance to do a comprehensive study and provide
complete experimental support for three-body formation theory, which, de-
spite complete lack of any experimental evidence, has been widely accepted
and used in chemistry and other fields for over 60 years.
In this work, we chose to work with a mercury system because: (1) Hg has
a clear chemical pathway involving three-body formation (Hg → Hg2 and
Hg2 → Hg3), (2) both low-lying excited states emission of Hg2 and Hg3 lie
in the near-UV (335 nm) or visible (485 nm) regions, hence are convenient
to observe, (3) Hg2 is similar to the rare gas dimers. Hg2 has a shallow,
predominantly Van der Waals-bonded ground state, and low-lying covalently
bonded excited states. This background knowledge is thanks to the intensive
studies of Hg vapor under pumping of ∼ 256 - 266 nm in the 1970s [39–52].
Back then, most work was driven by the goal of demonstrating stimulated
emission and making mercury lasers. This work focused on the kinetic and
spectroscopic aspects of Hg∗2 and Hg
∗
3 molecules generated by photoexcitation
of Hg vapor with 266 nm laser.
5.2 Spectra and decay rates measurement
The experimental setup is described in Chapter 4. Spectra of fluorescence
from Hg vapor under 266 nm pumping at different oven temperatures, or
Hg number density, are presented in Fig. 5.1. When Hg number density
increases, the intensity of 335 nm emission increases, while the intensity of
485 nm first increases then decreases. The reason is that the populations
of Hg2 and Hg3 increase due to more frequent collisions when Hg number
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Figure 5.1: Spectra of fluorescent emission at different temperatures of Hg
cell from Hg vapor under 266 ◦C.
density increases until a threshold is reached where Hg3 is consumed faster
by forming Hg4 than by being formulated from Hg2.
485 nm decay has a much higher intensity than 335 nm as can been seen
from the spectra 5.1. Despite the intensity difference, they shared a similar
lifetime (as can been seen from Fig. 5.2 and 5.3), which means that the
mechanisms that dominate the decay rates of two states are related: they
share the same energy reservoir, Hg2A0g state (the reasons for which will be
shown later in this chapter).
Both 335 nm and 485 nm emission decay rates were measured when Hg
number density varied from 1× 1016 cm−3 to 1× 1019 cm−3. To decrease the
chances of non-linear effects, the pump output energy was set to be the lowest
possible energy that can still generate waveforms with good signal-to-noise
ratio shown in the oscilloscope: 200 µJ for 335 nm and 20 µJ for 485 nm
emission band. At each Hg number density (i.e. temperature of the oven) the
waveform of each band was averaged for 100 times and recorded five times.
Each waveform recorded is fitted to a single-term exponential function to
yield the decay rates. Uncertainty is calculated from the standard deviations
of five decay rates recorded and calculated at the same condition. Our results
are compared with previous reported data [47,49] and shown in Fig. 5.3. We
noticed that there is a turning point for both 335 and 485 nm emission decay
rates: the decay rates increase fast, then slow down around 6× 1017 cm−3
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Figure 5.2: Waveform of 355 and 485 nm emission from Hg vapor under
photoexcitation of 266 nm.
Figure 5.3: Experimentally observed spectra of emission from Hg vapor
under photoexcitation of 266 nm.
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Figure 5.4: Schematic diagram of the four states included in the kinetic
model used in Stock’s work [47] (graphs are adapted from [47]).
Hg number density. The reason is that for Hg number density less than
6× 1017 cm−3, the decay rates observed are limited by the molecular for-
mation rates of the upper states of the emissions. This turning point was
observed for the first time and is very important for understanding the sys-
tem and building the rate equation model correctly. Considering Hg states
distribution as presented in Fig. 5.4, this turning point actually reveals the
importance of the metastable state, Hg 63P0, which was not included in the
model previously, since Hg 63P0 is the state that transfers populations to
Hg2A0g through three-body formation due to its long lifetime.
5.3 Rate equation model of Hg vapor under 266 nm
photoexcitation
The five-state rate equation model is schematically shown in Fig. 5.5. The
energy difference between states is: E23 = 2800 cm
−1 [47], E34 = 3800 cm−1
[47], E15 = 1690 cm
−1 [51], Eij is the energy difference in cm−1 between states
i and j. In the rate equation model, WPump∆N represents the pumping part,
in which WPump is the pumping rate, and ∆N is the population inversion
between state 1 and the ground state. However, in the numerical simulations,
since the pump pulse width is much shorter, ∼ 104 magnitude, than the
lifetime of the interested states, the pump was set to be a constant in the
beginning of the time. The rate equations are shown below:
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Figure 5.5: Schematic diagram of the five states included in the kinetic
model. State 1 corresponds to the unstable molecular state, “quasi
molecule state”, whose atomic limit is atomic state Hg 3P1 which in this
model represents the upper state of 266 nm pump; state 2 corresponds to
the upper state of 335 nm emission (Hg2(D)); state 3 corresponds to
Hg2(A); state 4 corresponds the upper state of 485 nm emission (Hg
∗
3);
state 5 corresponds to the “quasi molecule state” whose atomic limit is
atomic state Hg 3P0.
d[Hg2(1)]
dt
=− (rq1 + k15[Hg] + k12[Hg]2)[Hg2(1)]
+ k51[Hg][Hg2(5)] +WPump∆N
(5.1)
d[Hg2(D)]
dt
=− (A335nm + k23[Hg] + k24[Hg]2)[Hg2(D)]
k32[Hg][Hg2(A)] + k12[Hg]
2[Hg2(1)]
(5.2)
d[Hg2(A)]
dt
=− (rq3 + k32[Hg] + k34[Hg]2)[Hg2(A)]
+ k53[Hg]
2[Hg2(5)] + k23[Hg][Hg2(D)]
+ k43[Hg][Hg
∗
3]
(5.3)
d[Hg∗3]
dt
=− (A485nm + rq4 + k43[Hg] + k40[Hg]2)[Hg∗3]
k24[Hg]
2[Hg2(D)] + k34[Hg]
2[Hg2(A)]
(5.4)
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d[Hg2(5)]
dt
=− (rq5 + k51[Hg] + k53[Hg]2)[Hg2(5)]
+ k15[Hg][Hg2(1)]
(5.5)
Comparing Fig. 5.3, Fig. 5.4, and Fig. 5.5, we can see that for 335 nm
emission upper state (Hg2D1u, state 2) population, when Hg number density
is less than ∼6× 1017 cm−3, Hg2D1u population decay rate is mainly limited
by the formation rate of Hg2D1u molecules, which in this case is the two-
body Hg2A0g → Hg2D1u formation rate since the decay rate with Hg number
density curve in this region is linear. When Hg number density is larger than
∼6× 1017 cm−3, two two-body and three-body collisional consumption of the
upper state (Hg2D1u) population starts to show its contribution to the decay
rates, so the curve is nonlinear and is then fitted to a quadratic function to
yield the spontaneous emission rate A335, the Hg2D1u → Hg2A0g collisional
rate coefficient k23, and the Hg2D1u → Hg∗3 three-body collisional rate k24.
For 485 nm emission, the upper state population limiting process is unclear
at lower Hg number density part. When Hg number density is larger than
6× 1017 cm−3, 485 nm emission intensity decay rate is dominated by spon-
taneous emission rate A485, a two-body collisional rate k43 (k42 is assumed
to be 0 due to large energy difference, ∼ 4 6600 cm−1), and a three-body
collisional rate k40 noting formation from Hg
∗
3 to an unknown Hg
∗
4 state.
The temperature effect on the rate coefficients is not considered in the
model since the effect is small (a factor of 2 changes for three-body formation
rates from 473 K - 1048 K [47]) and hence may be beyond the sensitivity of
our fit.
The rate constants used in our model are listed in Table 5.1 including
both the fitted value from the measured decay rates curves in this work and
those from previous publications. Simulated 335 nm and 485 nm emission
waveforms (upper states population distribution with respect to time) are
compared with experimentally recorded curves shown in Fig. 5.6. The in-
crease rate of 485 nm emission seems to be faster than simulated, possibly due
to the measurement at low Hg number density having lower signal-to-noise
ratio, and the energy reservoir of this transition is not clear as mentioned
before. The computed waveforms’ decay rates are obtained by fitting to a
single-term exponential function. The results are compared with experimen-
tal values and listed in Figs. 5.7 and 5.8. The simulated decay rates match
well with experimental ones, which means the five-state rate equation model
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Figure 5.6: Experimentally observed and simulated waveforms of emission
at 335 nm from Hg vapor under photoexcitation of 266 nm.
Figure 5.7: Experimentally observed and simulated decay rates of 335 nm
emission from Hg vapor under photoexcitation of 266 nm.
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Figure 5.8: Experimentally observed and simulated decay rates of 485 nm
emission from Hg vapor under photoexcitation of 266 nm.
reflects the Hg system structures and dynamics well.
5.4 Spectroscopic studies of three-body formation
dynamics of Hg∗2 and Hg
∗
3 by two-color
photoexcitation of Hg vapor
The experimental goal is to observe suppression of 335 nm emission (Hg2 (A)
→ Hg2(X) transition) due to interruption of the three-body formation by
introducing a probe laser while Hg dimers are photoexcited by 266 nm laser.
Free-free or bound-free structure is expected for the suppression spectrum.
Figure 5.9 is a partial electronic state diagram demonstrating why bound-
bound or free-free structures are expected when probe laser comes at different
time delays with respect to the pump laser.
Two-color laser experiments in Hg2 reveal previously reported vibrational
progressions in the 400 - 440 nm region. Bound-bound structures appear
when the probe laser comes with a time delay (∼1.5 µs) with respect to
the 266 nm pump, and most of the molecules are already relaxed to bound
dimer states or trimer states. The bound-bound transitions recorded match
previously published bands [41, 42, 101]. Time delay differences in Hg∗2 and
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Table 5.1: Hg rate coefficients used in the rate
equation model
Coefficients Values Used Other Reference
A335 (s
−1) (5.2± 0.1)× 104 1× 106 [47]
k23 (cm
3s−1) (1.2± 3.4)× 10−15 1.6× 10−10 [47]
k32 (cm
3s−1) (0.03 - 1.8)×10−18 [a] (4.5± 3.0)× 10−15 [39]
k24 (cm
6s−1) (5.4± 4.5)× 10−35 (0.01 - 3)×10−31 [47]
A485 (s
−1) (4.5± 0.2)× 104 5.8× 104 [47]
rq4 (s
−1) 1.2× 104
k43 (cm
3s−1) (5.9± 7.5)× 10−16 1.7× 10−8 [47]
k40 (cm
6s−1) (1.4± 0.7)× 10−34
k12 (cm
6s−1) 1.65× 10−31 [51] 1.8× 10−31 [47]
k15 (cm
3s−1) 2.8× 10−13 [51] 1.5× 10−31 [47]
rq1 (s
−1) 1.2× 104 [51] 2.5× 104 [47]
k53 (cm
6s−1) 1.55× 10−31 [51]
rq5 (s
−1) 1× 104 [51]
k34 (cm
6s−1) (1.8± 0.4)× 10−33 [39] 9.8× 10−31 [47]
rq3 (s
−1) (6.4± 0.6)× 104 [39]
a: calculated from k23 ∗ e−E23/kT
Hg∗3 population depletion are observed.
5.5 Experimental arrangement for pump probe
approach
The experimental arrangement for the pump-probe research is shown in Fig.
5.10. 266 nm pump light is generated by doubling 532 nm from Nd:YAG
with a second harmonic generation (SHG) unit. Residual 532 nm is filtered
out by a prism set positioned after the SHG unit. The 266 nm pump used
was about 0.5 mJ with a pulse width (FWHM) of ∼ 10 ns. The probe was
provided by a dye laser pumped by 532 nm from a different Nd:YAG. The
dyes used in our experiment are LDS821 and LDS867. Blue light 400-440
nm was produced with frequency doubling unit installed inside the dye laser.
The energy of the dye laser output is around 10 mJ at the maximum wave-
length and then dies out towards the edges of dye range (dye LDS821 covers
390 nm - 422 nm, dye LDS867 covers 415 nm - 455 nm). FWHM of the probe
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Figure 5.9: Partial electronic state diagram demonstrating pump-probe
experiment photoexcitation mechanism. The dashed lines are for
illustration and not real observed states. Several dimer states with atomic
limits of 73S1 are predicted in [102].
Figure 5.10: Experimental arrangement for the two-color pumping
experiments.
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laser is ∼ 8 ns. Both pump energies were monitored by recording a small
portion (10%) of reflected beam light from two inserted waveplates to two
energy meters. The Nd:YAG producing 266 nm was fired at a repetition rate
of 10 Hz. The other Nd:YAG pumping dye laser was externally triggered by
the 266 nm Nd:YAG output with a tunable delay (using a Stanford Research
DG535 pulse delay generator). The sample cell is a cylindrical tube with 4
cm by 2.5 cm diameter. Both end facets are fused silica, and the cylindri-
cal wall is quartz. The beam diameter of both pump and probe light was
less than 1 cm. Pump and probe lasers entered the cell from separate ends,
and the beams were aligned to overlap inside the cell. The cell was heated
inside an oven whose temperature was controlled within ± 1 ◦C. Emissions
were collected from the side of the cell. A bandpass filter at 335 nm with
a bandwidth of 7 nm was used to prevent other wavelengths from enter-
ing into the photomultiplier tube (PMT). The signal collected by the PMT
was connected with and shown in the oscilloscope which was triggered by a
small portion (10%) of reflected probe laser light from an inserted waveplate
caught by a photo-diode. Waveforms shown in the oscilloscope and energies
recorded by energy sensors, together with the dye laser output wavelength,
were controlled and recorded with a custom written Labview code on a local
computer. Data were then processed with Matlab.
5.6 Pump probe approach shows time delay between
formation of Hg∗2 and Hg
∗
2
Suppression at different time delays at a fixed probe laser wavelength is shown
in Fig. 5.11. The suppression magnitude decreases when the time delay
between pump and probe laser increases. This is because the population of
excited state Hg dimers is smaller when the probe laser comes later.
The time delay is set to be about 1.5 µs for the experiment. Since the
time delay is chosen such that when the probe laser comes, both 335 nm and
485 nm emission are strong, most of the excited Hg2 molecules are already
relaxed to dimer bound states and timer states (according to waveforms of
335 nm and 485 nm shown in section 5.2). So bound-bound structures are
expected when probe laser scans in 400 - 440 nm range with a time delay of
1.5 µs. 1.5 µs is chosen at this stage of the experiment because at this time,
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Figure 5.11: Suppression depth at different time delays between the pump
and probe lasers.
the waveform decaying slope is slower and hence better for quantifying the
suppression depth.
Figure 5.12 shows the suppression depth at different Hg number densities,
i.e. oven temperatures. At higher Hg number density, the suppression is
larger. The reason is that there are more excited-state Hg dimers at high
temperature and higher Hg number density due to more frequent collisions.
It can been seen that despite the suppression, an intensity increase was also
recorded. When the 266 nm laser was blocked from reaching Hg vapor, this
spike was not seen so it is not electrical noise. The magnitude of the spike
is related with the probe laser intensity: larger spike magnitude at higher
prober laser intensity. The magnitude of the spike does not drop as much as
suppression magnitude when the probe laser comes at longer timer delays.
The magnitude of this spike also increases with Hg number density. The
fact that the magnitude of the spike is related with probe laser intensity and
excited state molecular number densities means that this spike may be caused
by scattering of probe laser by excited Hg molecules. On the other hand, the
small tiny ripples are due to electronic noise related to the triggering method
of oscilloscope.
The process of quantifying suppression depth is important for this work
since the suppression magnitude is small compared to the base 335 nm emis-
sion intensity (<10%). First, all the waveforms are normalized to the 335
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Figure 5.12: Comparison of suppression depth at different temperatures
and Hg vapor pressures.
nm intensity without the probe laser at the time when maximum suppression
magnitude occurs. Second, the suppression magnitude is then normalized
with respect to probe laser intensity according to a calibration curve shown
in Fig. 5.13.
After normalization with respect to 266 nm pump and blue probe laser
intensity, suppression of the 335 nm emission with respect to probe laser is
plotted in Fig. 5.14. It can been seen that suppression is observed over the
entire probe laser scanning range (400 - 440 nm). The probe laser step size
is 0.1 nm in Fig. 5.14. Observed vibrational progressions are consistent with
those previously observed transitions:
410 - 426 nm: P1u → A0±g [41]
420 - 430 nm: J1u → A0±g , I0+u → A0±g [101]
430 - 440 nm: H1u → A0±g [42]
This match proves the experimental system works properly. Finer scan
with a probe laser step size of 0.005 nm is also tested and shown in Fig.
5.15. The resolution of our scan is much better than the previous work from
the early 1980s due to advances in recording systems.
The suppression magnitude and temporal history for 335 nm and 485 nm
emissions are shown in Fig. 5.16. Considering that probe laser light leaked
through the current filter for 485 nm transmission, the waveforms and back-
grounds (waveforms recorded with 266 nm pump off but with probe laser on)
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Figure 5.13: Relation of suppression depth and different probe laser energy
intensities at a certain probe wavelength, 414.5 nm.
Figure 5.14: Suppression depth with respect to probe laser wavelength for
[Hg] = 6 × 1018cm−3 (T= 592 K). Scanning step size is 0.1 nm.
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Figure 5.15: Suppression depth with respect to probe laser wavelength for
[Hg] = 6 × 1018cm−3 (T= 592 K). Scanning step size is 0.005 nm.
of 335 nm and 485 nm were recorded, and the backgrounds were subtracted
from waveforms. The suppression in 485 nm emission occurs later and lasts
longer than that in 335 nm emission, which is consistent with the fact that
the population of 485 nm band upper state comes from three-body collision
between Hg dimer and background Hg atoms. Another interesting point is
that in 335 nm waveform, an emission appears following suppression, but
this is not observed in 485 nm emission. The difference can be explained by
recalling the rate equation model we built: Hg2 A is the population reservoir
for 485 nm emission; when Hg2 D state population is reduced by photoex-
citing to higher Hg dimer state by the probe laser, Hg2 A state population
is also reduced due to the reduced chances of collisional relaxing from Hg2 D
state. The Hg2 D dimers photoexcited to higher bound state relaxed back
to Hg2 D immediately, and then relaxed to ground Hg2 X state by emitting
335 nm photons.
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Figure 5.16: Suppression of the 335 nm (Hg2) and 485 nm (Hg3) emission
waveforms.
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CHAPTER 6
THEORETICAL INVESTIGATION OF
PHOTOASSOCIATIVE EXCITATION
SPECTROSCOPY OF XENON
MONOIODIDE
The experimental photoassociative excitation spectrum of the B → X tran-
sition of XeI has been simulated quantum mechanically. The simulated pho-
toassociation spectrum reproduces all spectral details of the experimental
spectrum. A new detailed potential model of the ground state and a new
segment-by-segment spectral simulation technique have been applied. The
spectroscopic constants obtained are consistent with previous results. The
vibrational-rotational coupled energy structures of XeI molecules are also ver-
ified by the improved match of the simulated spectrum with the experimental
one. The new analytical method used in this work can also be generalized
to other diatomic molecular systems to help discover new fundamental spec-
troscopy issues.
This work is an improvement of spectral simulation results published in
[67, 103] which were also conducted in our lab over a decade ago. Better
spectral match has yielded improved spectroscopic constants in this work.
6.1 Introduction
The study of XeI is of considerable significance from the fundamental spectro-
scopic point of view because XeI demonstrates a challenge to spectroscopic
analysis due to its shallow ground state (shown in Fig. 6.1). For xenon
monohalides (XeX: XeF, XeCl, XeBr, and XeI), the ground state is usually
dissociative or nearly dissociative (XeF differs from the other XeX species in
that its ground state is more strongly bound, ∼ 1200 cm−1) [55, 56]. Hence
the dominant observed spectra bands are from deeply bound ion-pair excited
electronic states to the van der Waals ground states, and show only bound-
free structures, including the strongest transition in each rare gas monohalide
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Figure 6.1: XeI ground state potential curve
.
(RgX) species, which was designated B→ X [57,58]. Another interesting fact
regarding XeI’s spectra is the effect of spin-orbit coupling in both Xe+ and
I−. The spin orbit forces are large because Xe and I are both heavy atoms.
The ground state of XeI is split into Σ and Π branches, while its upper ionic
level is split in a manner similar to its lower covalent level [55, 56]. On the
other hand, from the point of view of industrial applications, XeI is a poten-
tial substitute for Hg UV light sources where environmental considerations
are paramount. XeX, as well as other RgX species, belongs to the class of
excited dimers, or excimers [59]. Excimers are responsible for the well-known
family of high power UV lasers since excimer emissions usually lie in the UV
range, e.g. 126 - 172 nm for rare gas dimers, 175 - 480 nm for the rare
gas halides [60]. The three primary market segments for excimer lasers are
photolithography, corneal sculpting surgeries, and research [61,62]. In terms
of global sales revenues, in 2004, excimer laser sources were about 8% of all
lasers sold and ranked third for sales of non-diode lasers [62]. XeI is the only
molecule among xenon monohalides that has not lased to date [61], but it
provides UV emissions in the spectral region close to that of atomic mercury
(253.7 nm). In short, spectroscopic investigations of XeI can help obtain a
detailed description of its shallow ground state potential, and also explore
the potential for XeI UV lasers or other light sources.
Since 1974, there are ten reports about observations and analysis of XeI
potentials [55–58, 63–68]. Most of them are about emission spectroscopy,
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and only two of them [67, 68] are analyses about XeI’s photoassociative ex-
citation spectrum, which was also recorded in our laboratory in 1991 and
published in [67]. Photoassociative excitation spectroscopy is a kind of laser
spectroscopic technique which scans the frequency of the excitation laser and
records the integrated intensity of fluorescence from the bound excited state
as a function of laser wavelength. Compared to emission spectra, photoasso-
ciative excitation spectra have the following advantages: (1) They can cover a
larger internuclear separation. In emission spectra, emission tends to fall into
the region near the equilibrium bond distance of the upper state, especially
when the upper state population equilibrates to the Boltzmann distribution
within the radiative lifetime. (2) It is convenient to achieve high resolution
and high signal-to-noise ratio. The resolution of the spectra is limited by the
step size of the scanning laser instead of the resolution of the monochromater,
which is easier to obtain in practice. For XeI, high signal-to-noise ratio can
simply be achieved by combining the emissions from the same upper state to
different lower states (B → A and B → X). However, considering the analy-
ses of XeI’s photoassociative excitation spectrum, in [67] the shallow bound
well in the ground state was ignored, and in [68] the simulation was based
on the data in [57] and hence assumed that the lower potential with the van
der Waals well has a depth of ∼ 270 cm−1. Since the two simulated results
only partially match the experimental spectrum and the difference between
those two results is larger than any estimated errors, it indicates that the
spectrum obtained in [67] has not been fully analyzed, hence it is necessary
to conduct further studies on this spectrum with improved simulation tech-
niques to achieve a better spectral match and thus improved spectroscopic
constants.
For this work of XeI, the primary goal is to more accurately describe the
ground state potential of XeI by matching simulated photoassociative exci-
tation spectra (B → X) with those observed in experiments. This work also
provides new analytical methods that can been applied to other diatomic
molecular systems to help discover new fundamental issues in diatomic molec-
ular spectroscopy, such as improvements in spectra simulation employing (1)
vibration-rotational coupled energy structures, (2) the determination of the
transition dipole moment, and (3) the segment-by-segment spectral simula-
tion technique.
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Figure 6.2: Illustration of the optical transition processes involved in the
photoassociation experiment [103].
6.2 Photoassociative excitation spectroscopy
Photoassociative excitation spectroscopy is a kind of laser spectroscopic tech-
nique which scans the frequency of the excitation laser and records the inte-
grated intensity of fluorescence from the bound excited state as a function of
laser wavelength. Compared to emission spectra, photoassociative excitation
spectra have the following advantages: (1) They can cover a larger internu-
clear separation. In emission spectra, emission tends to fall into the region
near the equilibrium bond distance of the upper state, especially when the
upper state population equilibrates to the Boltzmann distribution within the
radiative lifetime. (2) It is convenient to achieve high resolution and high
signal-to-noise ratio. The resolution of the spectra is limited by the step size
of the scanning laser instead of the resolution of the monochromater, which is
easier to obtain in practice. For XeI, high signal-to-noise ratio can simply be
achieved by combining the emissions from the same upper state to different
lower states (B → A and B → X).
As in this work, shown in Fig. 6.2, we scan the dye laser in the wavelength
region (207 - 260 nm) so that the ground state molecules in the internuclear
region of around 3.2 - 5.5 A˚ were first photoexcited to the excited B state.
Bandpass filters centered around 253 nm or 320 nm were applied individu-
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Figure 6.3: Photoassociative excitation spectrum of XeI. The spectrum has
been treated with a 10-point smoothing. The experimental data was
published in [67].
ally targeting for the B→X or B→A transition. The spectra with reduced
noise and that are close to the real B→X photoassociative excitation spectra
(shown in Fig. 6.3) are a combination / connection of the recorded B→X
and B→A emission: B → X emission for X < 235 nm, and B → A emission
for X > 235 nm. The details of spectra recording are described in [67].
For the XeI photoassociative excitation spectrum obtained, 48 distinctive
vibrational bandheads (bound-free spectral structure) over a wide spectral
range (> 30 nm) were recorded. This spectrum covers a broad internuclear
separation region (3.2 - 5.5 A˚), and hence offers a better opportunity to
determine the well depth and other details of the ground state.
6.3 Determination of mathematical form of potentials
of X state of XeI
Mathematical forms of upper (B) and lower (X) state potentials are critical
for spectra simulation. In this work we chose to use the forms presented
in Shen’s thesis [103], in which mathematical potential functions are chosen
because they can describe the features of the states, such as the equilib-
rium position Re, the potential minimum Te, the dissociation energy De, the
vibrational constants ωe and the slope of the potential at certain points.
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The ionic bonding B state may be approximated by a Rittner-type poten-
tial [57, 104,105]:
UB(R) = Ti + be
−βR − C1
R
− C3
R3
− C4
R4
− C6
R6
(6.1)
where Ti is the separated ion energy, the energy at the ionic dissociation limit
relative to the minimum of the ground state (73160.89 cm−1 [57,68]). be−βR is
a repulsion term of the exponential form. The terms b and β are the only two
free parameters in this potential function. b has an effect on the vibrational
constants R′e and T
′
e, β has an effect on the vibrational constant ω
′
e. −C1/R,
−C3/R3, −C4/R4, and −C6/R6 are terms represent electrostatic interactions
between the ions, including: ion - ion interaction (−C1/R), ion - quadrupole
interaction (−C3/R3), ion - induced dipole interactions (−C4/R4), and in-
duced dipole - induced dipole interactions (−C6/R6) [105]. The correspond-
ing values are calculated from formulas in [106,107]: C1 = 1.6141×105cm−1A˚,
C3 = 3.9× 104cm−1A˚3, C4 = 5.3× 105cm−1A˚4, C6 = 6.3× 105cm−1A˚6.
The dissociated X state has a van der Waals potential, and no satisfactory
expression was found in the literature that can accurately describe its po-
tential over a large internuclear separation range. The X state potential has
the shape of an inner wall, a well, and a long-range interaction region. We
use two Morse potential functions to describe the inner wall and the well,
and −R−6, −R−8 for the long-range interaction region, since for this van der
Waals interaction region, all diatomic potentials can be represented by an
asymptotic expansion in 1/R with leading terms −R−6 and −R−8 [108–112].
So the following function is chosen to describe the potential curve (the X
subscripts are added to some parameters to distinguish them from B state
parameters):
UX(R) =U
1
Morse(R)OFF
1(R)
+ U2Morse(R)ON
1(R)OFF 2(R)
−
(
C6X
R6
+
C8
R8
)
ON2(R)
(6.2)
where the Morse potential function, with βX , De, Re as free parameters, is
as follows:
UMorse(R) = De((e
−βX(R−Re) − 1)2 − 1) (6.3)
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C6X and C8 are the coefficients of the long-range terms with values given
in [65,110,113] as C6X = 1.73× 106 cm−1A˚6 and C8 = 1.21× 107 cm−1A˚8.
The ON and OFF are Fermi-like switch functions, with b = 1 and with a
and Rs as free parameters (a is positive for OFF, but negative for ON), as
shown below:
f =
1
(1 + ea(R−Rs))b
(b > 0) (6.4)
So in total, there are 16 free parameters: 2 for the B state, and 14 for the
X state. Fortunately, for the X state, we can divide the 14 parameters into
4 parts which individually include 2-4 “local” parameters since we found out
that the majority of the parameters have most of their influence on a certain
range of the spectrum. This segment-by-segment method greatly improves
the efficiency of iterative methods for finding the best parameters. The 4
parts are: (1) inner wall: D1e , R
1
e, β
1
X ; (2) joint: a
1
OFF , R
1
sOFF , a
1
ON , R
1
sON ;
(3) well: D2e , R
2
e, β
2
X ; (4) right slope: a
2
OFF , R
2
sOFF , a
2
ON , R
2
sON .
6.4 The effective potential and spectra simulation
theory
The coupled vibrational-rotational energy structure are included in the model
by the effective potential UJ(R) (shown in Fig.6.4):
UJ(R) = U(R) + J(J + 1)~2/(2µR2) (6.5)
For the spectral simulation, first, obtain wavefunctions of upper and lower
state by numerically solving the Schro¨dinger equations of each J value (0 6
J 6 320). Second, calculate the partial wave Pv′,J(′′J), which represents the
transition probability for each transition channel ∆J = 0 (∆J = ±1 are
approximated as those for ∆J = 0):
Pv′,J(
′′
J) = (2J + 1)e
−′′J/kT | 〈v′, J |µe(R)|′′J〉 |2 (6.6)
where µe(R) is the electric transition dipole moment, which was first assumed
to be constant and then can been obtained by comparison of simulated spec-
tra with the experimental one. The calculation of µe(R) will be explained
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Figure 6.4: Potential curves at different J: 0-325.
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the next section.
Third, calculate transition profile S(ν), which is the summation of the
contributions to absorption at frequency ν from all transition channels.
S(ν) =
∑
v′,J
Pv′,J(
′′
J) (6.7)
Fourth, the relative intensity of the photoassociation spectrum is given by
νS(ν), as can be seen from the expression of reduced photoassociation cross
section k(ν):
k(ν) =
8piν
3c
e2a20
1
geQt
S(ν)nXenI (6.8)
where nXe,nI are the Xe and I atomic number densities, Qt is the translational
partition function, and ge is the electronic degeneracy.
The transition frequency ν is related to the upper and lower state energy,
Ev′,J and 
′′
J as:
hν = Ev′,J − ′′J (6.9)
For the calculation of X state, only free states are assumed to contribute
to the spectra, because the number of bound states are negligible compared
to free states. The energy increment for the ground state is chosen to be 4
cm−1, and the upper bound is determined by the Boltzmann distribution.
In this calculation the limit for the distribution, fJb = (2J + 1)e
−′′J/kT , fJb is
set to be 0.15. The determination of the lower bound is very important and
tricky: the lower bound should be the maximum value of zero, the molecular
dissociation energy and the potential barrier energy since only free collisions
are considered (see Fig. 6.4).
6.5 Transition dipole moment determination
Another thing we need to determine in this work is the transition dipole
moment µe. We first calculate the spectra with µe to be constant as presented
in Fig. 6.5, and find the peak intensities Isim(νpeak)|µe=const in wavenumber
domain. Then we map the peak positions νpeak in wavenumber ν domain to
internuclear distance R domain to Rpeak approximately by using the relation
of upper and lower states energy difference ∆E = UB(R) − UX(R) with
respect to R. Then the transition dipole moment µe at each spectra peak
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Figure 6.5: Simulated spectrum with constant transition dipole moment
compared with experimental spectrum.
Figure 6.6: Fitting for transition dipole moment mathematical expression.
position can be calculated from:
µe(Rpeak) = A
[
Iexp(Rpeak)
Isim(Rpeak)|µe=const
]1/2
(6.10)
Finally, the transition dipole moment µe(R) can be fit from these values.
In this work, a polynomial fit was arbitrarily chosen to describe the data and
the solid curve shows the best fit as shown in Fig. 6.6.
µe(R) = P1R
7 + P2R
6 + P3R
5 + P4R
4 + P5R
3 + P6R
2 + P7R + P8 (6.11)
with P(1−8)=-91.2, 2389.0, -26782.2, 166509.1, -620044.3, 1382926.2, -1710569.3,
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905191.4.
6.6 Spectral simulation and B and X state potentials
The spectrum was simulated with trial values first with the spectra simulation
theory explained in section 6.4. Then iterations of global or local parameters
of the potential curves of B and X states of XeI (discussed in details in section
6.3) were conducted until good match between experimental and simulated
spectra was achieved. The final simulation spectrum is compared with the
experimental one in Fig. 6.7. The position and height differences of each
simulated peak with experimental one are shown in Fig. 6.8. The position
and height difference, labeled as ∆P and ∆H respectively, for each peak is
calculated as:
∆P = PSim − PExp (6.12)
∆H = HSim/HExp − 1 (6.13)
The standard deviations of the position and height differences are 7.2 cm−1
and 0.34. Since in the experimental data, the first two peaks’ center posi-
tions are hard to define because of experimental noise, we also calculated
the standard deviations of the position and height differences of the peaks
excluding the first two peaks, which are 5.1 cm−1 and 0.30.
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Figure 6.7: Experimental and simulated spectra.
Figure 6.8: Comparison of the position (top) and height (bottom)
differences of each simulated peak with experimental one.
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Figure 6.9: B and X state potential curves of XeI. This work compared
with references: Jones et al. [67], Radzykewycz and Tellinghuisen [57],
Tellinghuisen et al. [58], Tamagake et al. [65], Hay and Dunning [56], Eden
et al. [68], Casavecchia [66].
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Table 6.1: Potential parameters
Potential Region Function Parameter Value (Unit)
B Rittner
b 1.0183×107 ( cm−1)
β 2.160
X
Inner wall Morse
D1e 242 ( cm
−1)
R1e 4.504 (A˚)
β1X 0.850
Joint Switch function
a1OFF 8.1
R1sOFF 3.562 (A˚)
a1ON -3.65
R1sON 3.56 (A˚)
Well Morse
D2e 172 ( cm
−1)
R2e 4.020 (A˚)
β2X 0.900
Right slope Switch function
a2OFF 2.08
R2sOFF 5.34 (A˚)
a2ON -1.46
R2sON 6.4 (A˚)
The parameters describing the B and X states potentials are listed in Table.
6.1. The sensitivity for each parameter is hard to define since there are many
free dimensions.
The spectroscopic constants are consistent with previous results (shown in
Table 6.2). Analysis of photoassociation excitation spectra yields improved
spectroscopic constants (relative to emission spectra). The final potential
curves are shown in Fig. 6.9.
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CHAPTER 7
CONCLUSIONS AND FUTURE
DIRECTIONS
This thesis includes experimental and theoretical spectroscopic investigations
of four dimers: experimental observations and computational analysis of vi-
bronic states of ScI, YI; experimental and computational research on the
spectra and chemical dynamics of Hg molecules under various laser photoex-
citations; and theoretical studies of experimentally obtained XeI photoasso-
ciative excitation spectrum.
ScI and YI molecules were investigated by photoexictation of trihalide va-
pors with photon energies as high as over 40,000 cm-1 (5 eV) for the first time
and hence several new electronic states were observed for the first time. Spec-
tra of the ScI and YI molecule from 300 nm to 1000 nm with photoexcitation
under a krypton fluorine (KrF) excimer laser at 248 nm were reported. New
electronic transitions (at least five for ScI and five for YI) were observed and
the corresponding spectroscopic constants for upper and lower states were
reported. These two results point out the wavelength regions to explore for
vibronic study at higher resolution than that of this work (0.07 nm), or even
for study of rotational structures of ScI and YI. Furthermore, Birge-Sponer
analyses of the vibrationally-resolved spectra have yielded ground state dis-
sociation energies for ScI and YI that suggest the d electron strengthens the
metal-iodine bond by at least 0.05 and 0.8 eV, respectively.
For the Hg system, first, an emission continuum band centered at ∼ 380
nm was observed for the first time when Hg vapor was under photoexcita-
tion at 248 nm. Comparisons with theoretical predictions suggest that the
continuum emission is from Hg trimers with a triangular (C2v), linear sym-
metric (D1h) or triangular prism (D3h) configuration. Second, under 266 nm
pumping, spectra and decay rate data of Hg molecular states were collected
by recording the spectra and waveforms of fluorescent emissions from Hg
vapor under photoexcitation of 266 nm at different Hg number densities. A
new rate equation model was constructed to show the dynamics of the Hg
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system with 335 and 485 nm emissions when Hg vapor was pumped under
a 266 nm laser. Rate constants of Hg two-body and three-body formations
were obtained by matching the simulated waveforms and decay rates to ex-
perimentally observed ones under different Hg number densities. Third, for
the pump and probe experiment, time delay differences in Hg∗2 and Hg
∗
3 pop-
ulation depletion are observed. Vibrational progressions in the range of 400
- 440 nm are recorded with a better resolution than previous work.
Considering that the origins of the two spikes (that appear immediately
after the pump laser and the probe laser come) are still not clear, a gated
spectrum of Hg vapor under 266 nm / pump-probe two-color photoexcitation
would be the next step to do: use a monochromator to filter the fluorescent
light before it enters the PMT, use an oscilloscope to record each waveform
while scanning the grating of the monochromator at desired wavelength step
size, then the intensities of each wavelength within chosen time periods can be
obtained by integrating the waveforms at corresponding time windows. And
the gated spectra is the function of intensity with respect to wavelength. In
this way, we can obtain gated spectra at any chosen time windows, and get
the evolution of the spectra with respect to time. Another method to try is
to use a laser with shorter pulse. The pump and probe laser pulses used in
this work are both around 5 ns, so future work can consider a picosecond or
even femtosecond laser system.
Once we figure out the source of the spike, other things to try would
include the following: for the purpose of three-body formation theory proof,
we can shorten the time delay (<50 ns) between pump and probe lasers;
for the chemical dynamical study of Hg system, we can comprehensively
study the depth and occurring and recovering time slope of the suppression
waveforms of Hg2 and Hg3 at different Hg number densities, and compare
suppression waveforms of Hg2 and Hg3 at different Hg number densities; for
the spectroscopic study of the electronic states in Hg, we can search for
new electronic bands of Hg2, or analyze vibrational progressions with better
resolution spectra.
For XeI, the experimental photoassociative excitation spectrum of B →
X transition has been simulated quantum mechanically. The simulated pho-
toassociation spectrum reproduces all spectral details of the experimental
spectrum. A new detailed potential model for the ground state has been
achieved with the application of a new segment-by-segment computational
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method and involvement of the vibrational-rotational coupled energy struc-
tures. The spectroscopic constants obtained are unique and consistent with
previous results. Transition dipole moment is also determined during the sim-
ulation. This new analytical method used for XeI can be generalized to other
diatomic molecular systems that also have dissociative or nearly-dissociative
ground state potential to help discover new fundamental spectroscopy issues.
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APPENDIX A
SCANDIUM IODIDE LINE POSITIONS
Table A.1: Line positions of the five groups of SI transitions that are used
to calculate the states constants in Chapter 2 (cm1 in vacuum)
# 1 2-1 2-2 3-1 3-2
1 10926.1 10956.3 11156.1 20748.8 20994.4
2 10930.8 10962.5 11159.1 20759.1 21005.8
3 10935 10970.1 11162.7 20767.7 21017.9
4 10939 10976.3 11166.8 20776.3 21029.6
5 10943.4 10982.4 11168.8 20783.2
6 10947.9 11171.3 20790.9
7 20796.1
8 20803.8
# 4-1 4-2 5-1 5-2
1 21849.7 22069.7 23239.4 23476.1
2 21858.5 22077.3 23247.9 23482.1
3 21867.4 22085.3 23257.8 23488.2
4 21876.6 22091.9 23264.9 23494.1
5 21885.1 22099.3 23272.8 23498.7
6 21893.5 22106.2 23280.6 23502.9
7 21901.8 22113 23287.6 23509.5
8 21910.4 22119.4 23296 23516.3
9 21919.3 22126.2 23302.8
10 21927 23309.9
11 21935.2 23316.8
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Table A.2: Line positions of all the SI transitions that were resolved by this
work (cm1 in vacuum)
1 10926.1 10956.3 11036.4 11156.1 11183.7 11620.9 11738.5 12369.3 12709.6
2 10930.8 10962.5 11040.4 11159.1 11189.7 11625.1 11741.8 12379.8 12721.1
3 10935.0 10969.8 11044.2 11162.7 11195.2 11629.2 11744.7 12389.8 12733.8
4 10939.0 10975.9 11047.7 11166.8 11199.6 11633.2 11747.5 12399.3 12746.7
5 10943.4 10982.1 11051.3 11168.8 11204.7 11637.3 11750.3 12408.6 12759.4
6 10947.9 11055.0 11171.3 11210.8 11641.2 11752.7
7 11058.4 11644.5 11755.0
8 11650.1 11757.1
9 11652.6
1 15402.4 15787.1 15893.5 16555.0 18274.3 20748.8 20994.4 21849.7 22069.7
2 15413.2 15794.3 15899.6 16564.0 18286.8 20759.1 21005.8 21858.5 22077.3
3 15423.8 15801.2 15905.3 16579.6 18297.4 20767.7 21017.9 21867.4 22085.3
4 15433.6 15808.6 15910.6 16596.7 18330.6 20776.3 21029.6 21876.6 22091.9
5 15444.5 15816.0 15915.4 16616.3 18343.9 20783.2 21885.1 22099.3
6 15454.2 15921.1 18352.5 20790.9 21893.5 22106.2
7 15465.0 18357.8 20796.1 21901.8 22113.0
8 15474.9 18361.2 20803.8 21910.4 22119.4
9 15484.7 18373.2 21919.3 22126.2
10 15494.8 18385.2 21927.0
11 15504.8 18387.6 21935.2
12 15514.8 18397.4
13 15524.7 18405.0
14 15534.8 18417.1
15 15545.1 18430.7
16 18462.6
17 18508.8
1 23239.4 23476.1 25407.5 26545.6 32264.1
2 23247.9 23482.1 25423.4 26569.7 32343.6
3 23257.8 23488.2 25443.9 26608.8 32524.4
4 23264.9 23494.1 25458.2 26670.9 32524.8
5 23272.8 23498.7 25473.5 26775.4 32613.7
6 23280.6 23502.9 25491.4 26883.3 32718.8
7 23287.6 23509.5 25509.1 26960.9 32885.7
8 23296.0 23516.3 25520.5 32902.7
9 23302.8 25537.9 32998.1
10 23309.9 33054.4
11 23316.8 33117.4
12 33136.1
13 33167.3
14 33239.8
15 33312.1
16 33351.6
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APPENDIX B
YTTRIUM IODIDE LINE POSITIONS
Table B.1: Line positions of all the 6 groups of YI transitions that were
resolved by this work (cm1 in vacuum)
# 1-1 1-2 2 3 4 5-1 5-2 6
1 13918.11 14205.34 16727.61 17702.25 21125.92 21555.2 21699.82 23482.95
2 13921.99 14211.32 16735.51 17709.72 21131.31 21562.05 21705.84 23489.87
3 13925.7 14217.36 16743.07 17714.16 21138.43 21570.18 21711.15 23497.75
4 13928.74 14221.99 16750.79 17725.82 21143.87 21577.09 21716.46 23503.63
5 13932.21 14224.61 16758.34 17734.52 21154 21582.6 21722.03 23511.5
6 13935.69 14225.87 16766.11 17742.68 21160.93 21587.59 21726.45 23518.34
7 13938.86 14228.03 16773.69 17752.52 21168.49 21592.58 21732.66 23521.71
8 13942.43 14229.44 16781.12 17759.91 21175.54 21599.5 21737.65 23532.6
9 13945.93 14232.34 16788.57 17767.27 21182.74 21605.07 21742.01 23538.7
10 13949.26 14234.42 16796.27 17778.48 21190.46 21611.66 21748.54 23545.73
11 13952.43 14236.12 16802.35 17786.47 21197.55 21756.86 23550.82
12 13956.1 14238.09 16810.74 17794.36 21205.17 21762.3
13 13959.61 14240.21 16816.08 17805.54 21212.84 21767.94
14 13963.01 14242.5 16825.13 17812.09 21221.27
15 13966.37 14244.89 16831.94 17819.64 21228.68
16 13969.85 14247.4 16838.96 17827.75 21235.6
17 13973.27 14249.71 16845.21 17835.08 21242.8
18 13976.65 16851.64 17841.45 21250.2
19 13980.11 16857.38 17846.8 21256.85
20 13983.51 16864.34 17852.27 21264.31
21 13986.84 16871.8 17859.21 21270.4
22 13990.33 21276.27
23 13994.37 21286.2
24 13998.75 21291.12
25 14002.18 21296.58
26 14005.4
27 14008.59
28 14011.65
29 14014.13
30 14017.34
31 14020.44
32 14023.69
33 14026.82
101
