Abstract. Let p n denote the largest possible cp-rank of an n × n completely positive matrix. This matrix parameter has its significance both in theory and applications, as it sheds light on the 
M, cpr M, is the minimum number of columns in such a nonnegative factor V (for completeness, we define cpr M = 0 if M is a square zero matrix and cpr M = ∞ if M is not completely positive). The set CP n of all completely positive n × n matrices forms a proper cone (i.e., it is pointed, convex, and solid in the sense that it has nonempty interior). With respect to the Frobenius inner product A, B := trace(AB), this cone is dual to the cone COP n of symmetric copositive matrices of order n. An n × n matrix S is said to be copositive if x Sx ≥ 0 for every nonnegative vector x ∈ R n .
Copositive and completely positive matrices are central in the rapidly evolving field of copositive optimization which links discrete and continuous optimization, and has numerous real-world applications. For recent surveys and structured bibliographies, we refer to [4, 5, 6, 9] , and for a fundamental text book to [2] .
A conic optimization problem of the form inf{ C, X : A i , X = b i , i ∈ {1, . . . , m} , X ∈ CP n }
is called completely positive optimization problem, but sometimes also copositive optimization problem, because the corresponding dual problem is given as
Both problems consist in optimizing a linear form over a feasible set which can be described as the intersection of an affine subspace with one of the cones COP n or CP n . Hence at least one optimal solution (if this exists at all) must be contained in the boundary of these cones. Moreover, if strong duality for (1) and (2) holds, then there exists a primal-dual optimal pair (X * , S * ) ∈ CP n × COP n with S * , X * = 0 or S * ⊥ X * , which relation can be exploited to obtain information about X * if we have some knowledge on S * .
As remarked above, the conic primal-dual pair (1) and (2) serves to reformulate NPhard optimization problems. Since everything else is linear, it is quite obvious that this approach shifts the whole complexity of the hard optimization problem into the (boundaries of the) cones CP n and COP n . These boundaries are much more complex than the boundaries of the symmetric, self-dual cones used in polynomial-time conic optimization (such as Linear or Semidefinite Optimization, or optimization over the Minkowski cone). For instance, while the boundary of the semidefinite cone consists of matrices which are rank-deficient, the boundary of the completely positive cone CP n also contains nonsingular matrices like the identity matrix, or matrices with all entries strictly positive like the all-ones matrix. So, neither linear constraints on the entries nor rank restrictions are sufficient to characterize or elucidate geometric properties of completely positive matrices. Therefore, the cp-rank was early recognized as a useful matrix parameter to shed more light upon the structure and the properties of completely positive matrices, and consequently has received considerable attention by researchers over the past decades.
Determining the maximum possible cp-rank of n × n completely positive matrices,
is still an open problem for general n. It is known [2, Theorem 3.3 ] that p n = n if n ≤ 4, whereas this equality does no longer hold for n ≥ 5. Let
and
and that d n = p n in case n = 5 [15] . It is still unknown whether d 6 = p 6 although the bracket (3) was reduced in the recent paper [14] where also the upper bound p n ≤ s n was established for the first time.
The famous Drew-Johnson-Loewy (DJL) conjecture [8] is by now twenty years old.
It states that d n = p n is true for all n ≥ 5, and some evidence in support of the DJL conjecture is found in [1, 7, 8, 13] , see also [2, Section 3.3] . In a recent paper [3] it was shown that the DJL conjecture does not hold for orders n ranging between seven and eleven by constructing examples which establish p n > d n .
1.2. Notations, terminology and paper structure. Some notation and terminology: we abbreviate [r : s] = {r, r + 1, . . . , s} for integers r ≤ s. Let e i ∈ R n be the ith column vector of the n × n identity matrix I n and η η η n = n i=1 e i . By E n = η η η n η η η n we denote the n × n matrix of all ones. The nonnegative orthant is denoted by R n + which contains the standard simplex
The matrix Diag(y) is a diagonal matrix containing the entries of y on the diagonal.
The Kronecker product is denoted by ⊗, and
means the direct sum of two square matrices. For a given x ∈ R k + , we define the zero-norm x 0 as the number of positive entries x i > 0. Given a square matrix S ∈ COP n , we will use the phrase "zero(es) of S" as an abbreviation of "zero(es)
x ∈ ∆ n of the quadratic form x Sx"; this terminology differs slightly from that in [11] but is more convenient for our purposes.
The paper is organized as follows: In Section 2 we look at copositive matrices S with finitely many (but many) zeroes. Such matrices S lie on the boundary of the copositive cone, and elementary conic duality therefore tells us that there are nontrivial completely positive matrices M such that M ⊥ S. There is a strong connection between the zeroes of S and the cp-rank of M, which is established through Lemma 2.2. Lemma 2.3 deals with cp-ranks of Khatri-Rao-like products (defined in Subsection 2.2) of matrices, which are necessary to make assertions about cpranks of high-order matrices. Combination of these auxiliary results culminates in Theorem 2.2 and in Corollary 2.1, which refutes the DJL conjecture for n ≥ 7 and shows that the largest possible cp-rank p n lies asymptotically much closer to the upper bound s n than to the lower bound d n .
Section 3 improves the lower bound for p n in the following way: in Section 2 only identity matrices are used as building blocks to construct matrices of higher order. This is sufficient to prove the assertions of Section 2, but better results can be obtained by using, as building blocks, matrices with cp-ranks that exceed their orders. Some of these building-block-matrices are new in the literature, some of them were already used in [3] . To further illustrate the advantage of the approach in this article, an explicit construction of a matrix of order twelve with high cp-rank is presented in an appendix. Note that in contrast to [3] , for general order n, we need not construct the matrices explicitly but rather can invoke the existence result in Lemma 2.2. 
Then there exists
Proof. First we show that min x∈Py x 0 ≤ r for all y ∈ R n + (this is basically Caratheodory's theorem, we include the short argument for the readers' convenience). To this end, choose an x ∈ P y with m = x 0 minimal over P y . We 
which is impossible, since U is a union of finitely many proper subspaces of L (of dimension at most r − 1).
, and define the two-rank of A as
For illustration, denote by
Note that always rank (2) A ≥ rank A with equality if rank A = k, i.e., if A itself has full row rank, then also A 2 has (the same) full row rank. Furthermore we note for later use the trivial relations rank
and a slightly less trivial one: rank (2) [A|B] ≥ rank (2) B.
+ , where {u 1 , . . . , u k } are all the zeroes of some copositive matrix S ∈ COP n .
Then there exists a diagonal matrix D = Diag(y) with y ∈ R k + such that the completely positive matrix M = U DU satisfies cpr M = rank (2) U.
Proof. Consider any M = U Diag(y)U. We observe that M, S = 0, i.e., that M ⊥ S holds. Therefore by [3, Lemma 2.1] we conclude that any cp-factorization of M is of the form
with some x ∈ R k + . For any x corresponding to a minimal cp-factorization of M we then have cpr M = x 0 . Since the rank of the set {u i u i : i ∈ [1 : k]} equals rank (2) U, as is seen by identifying u i u i with u i ⊗ u i = vec(u i u i ), we can invoke Lemma 2.1 to obtain the desired conclusion.
2.2.
Direct sums and Khatri-Rao-like products. For matrices U ∈ R k×n and
; recall that η η η d denotes the all ones vector in R d . Note that both U⊗V and U 2 ⊗ ⊕ V 2 are, up to permutations of columns, submatrices of (U ⊗ ⊕ V) 2 , and all these matrices have the same number k of rows. Further note that using the Khatri-Rao product , see. e.g. [12] , we can write
Recall that a matrix
Lemma 2.3. Let α > 0 and β > 0 and consider two row-stochastic matrices
and W is row-stochastic. Proof. It is clear that 1 α+β W is row-stochastic. Let r U := rank U and r V := rank V. Since the rank of the first n (resp. last m) columns of W is r U (resp. r V ), rank W can be smaller than r U + r V only if some nonzero linear combination of the first n columns of W equals some linear combination of the last m columns of W.
So assume that there are x ∈ R n and y ∈ R m , such that (
From w = Ux ⊗ η η η we deduce that w i = w j if i = j , and from w = η η η k ⊗ Vy we deduce w i = w j if i ≡ j mod , and the only nonzero vectors satisfying both conditions are of the form w = c η η η k with c = 0. Therefore rank W = r U + r V − 1, which concludes the proof of (a).
Next we denote ρ U = rank (2) U and ρ V = rank (2) V, and assume that the rows of U and V are arranged in a way such that the matrices U = U [1:
Moreover let u 1 = e 1 U and v 1 = e 1 V be the first rows of U and V. Now consider
Noting that U ⊗ V is a submatrix of ( U ⊗ ⊕ V) 2 , where the latter has r U r V rows, we
Next consider the submatrix
must hold. Therefore y V 2 belongs to the row space of V 2 , and z U 2 belongs to the row space of U 2 , implying y = o and z = o, because, by assumption, the rows of both U 2 U 2 and V 2 V 2 are linearly independent. Then by linear independence of the first r U r V rows of W 2 also x = o must hold. Thus rank
which completes the proof of (b).
For the proof of (c) we use that for any matrices A, B we have rank (A ⊕ B) = rank A + rank B, and that the matrix (A ⊕ B) 2 and its submatrix A 2 ⊕ B 2 have the same rank. Furthermore Wη η η n+m = η η η k+ is easily checked.
Finally, for the proof of (d) we define matrices
Take any z = [λx , (1 − λ)y ] with (x, y) ∈ ∆ n × ∆ m and 0 ≤ λ ≤ 1. Then
with equality if and only if λ = α α+β , and x (resp. y ) is one of the rows of U (resp. V), i.e. if and only if z is one of the rows of 1 α+β W. Furthermore, with z as above, we have
with equality if and only if λ ∈ {0, 1}, and, depending on the value of λ, either x is one of the rows of U or y is one of the rows of V, i.e. if and only if z is one of the rows of W.
2.3.
Zeroes and characteristic triples. We now define the set Z as follows:
denote by R all row-stochastic matrices and let Some U ∈ Z may have more than one characteristic triple, namely if and only if rank U < rank (2) U. By abuse of notation, we define a binary operation on any two characteristic triples,
note that 1 ≤ r 1 + r 2 − 1 ≤ r 1 r 2 + ρ 1 − r 1 + ρ 2 − r 2 if both 1 ≤ r 1 ≤ ρ 1 and 1 ≤ Our strategy is to fix a subset U ⊆ Z together with a set C of characteristic triples, containing one characteristic triple for each U ∈ U, and construct the ⊗ ⊕ -semigroups generated by U and C. From the latter, we fix the first component π 1 (c) = n, the column number of some U ∈ U accordingly picked, and search a triple c ∈ C with a large third component π 3 (c) ≤ rank (2) U. There are no limitations on the second component π 2 (c) = rank U, and typically the chosen U will not have full column rank.
We start considering semigroups generated by a single U ∈ Z, and therefore define
where c is a characteristic triple.
Theorem 2.1. Let U ∈ Z, and (n, r, ρ) be (one of ) its characteristic triple(s).
Then for any i ∈ N there is a matrix M ∈ CP ni satisfying
Proof. The result follows from (n, r, ρ)
which is easily proved by induction, using (4).
For any n ≥ 1 we have I n ∈ Z, since the rows of I n are the only zeroes of the copositive matrix E n − I n . The (unique) characteristic triple of I n is (n, n, n). Putting U = I n in Theorem 2.1, we see rank
Next, counterexamples to the DJL-conjecture for infinitely many n, and in particular for n = 12, are presented. 2 The binary operation ⊗ ⊕ on the set Z is associative but not commutative, but there are always permutation matrices P 1 , P 2 such that B ⊗ ⊕ A = P 1 (A ⊗ ⊕ B)P 2 . Clearly, row and column permutations of U do neither affect rank U nor rank (2) U. + . An explicit construction will be given in Appendix A.
Similarly we obtain
We continue this argument and maximize, for fixed N := ni, the second term in formula (5) for ρ i,n , namely −ni(i + n 2 ), with the result n * = √ 2N , i * = N 2 , and
which yields good lower bounds for the cp-rank if both i * and n * are integers, i.e., if n = 2m (and N = 2m 2 ) for m ∈ N. We will re-encounter the three leading terms of (6) in the estimate (10) of Corollary 2.1 below; for an improvement see (12) in Section 3.
Still better lower bounds could probably be obtained by considering products of possibly different characteristic triples (just before we only considered powers of a single characteristic triple). Let S be the semigroup generated by the set of characteristic triples {(i, i, i) : i ∈ N}. So any c ∈ S is a finite ⊗ ⊕ -product of these (i, i, i), allowing repetition of factors, and π 1 (c) − π 2 (c) + 1 is the number of factors, counted with multiplicity. The factorization need however not be unique, as is seen from the example (12, 10, 30) = (1, 1, 1) ⊗ ⊕ (5, 5, 5) ⊗ ⊕ (6, 6, 6) = (2, 2, 2) ⊗ ⊕ (3, 3, 3) ⊗ ⊕ (7, 7, 7). The best lower bound for p n that we can get from S is then
Lemma 2.4. The maximum b n is for some j ≥ 1 attained at a characteristic triple c of the form c = (
Proof. There is nothing to show if j = 1. So assume j = 2. If we had i 2 −i 1 > 1, theñ
, and We remark that the characteristic triples that maximize (7) 
2.4.
New bounds for the cp-rank. In the following theorem we provide precise asymptotic estimates for b n as defined in (7).
Theorem 2.2. For n ≥ 5, we have
Moreover b n ≤ cpr M for some M ∈ CP n of the form M = U DU, where D is a nonnegative diagonal matrix and U ∈ Z is a binary matrix, i.e., has all entries in {0, 1}. there is a nonnegative diagonal matrix D such that we have b n ≤ cpr U DU, which settles the second assertion of the theorem. We now turn to the asserted inequalities.
Putting
note that
For fixed k, f n (m, k) is a convex function of m, and
We collect some facts about g n , assuming n ≥ 5.
we deduce that g n is strictly concave on [1, n 
where for the latter inclusion we used (1 − y)
and by the mean value theorem for some k ∈ A n g n z n + 1 4
We conclude g n (sup A n ) < 0 < g n (inf A n ) so that A n must contain the minimizer of g n . Now z n + 
where we used for n ≥ 5. This proves the rightmost inequality in (8) . Turning now to the left inequality in (8), we note that for any (m, k, i) ∈ X n we have b n ≥ f n (m, k). The preceding calculations suggest to choose
, and because we have
where we used
and, discussing behaviour for (α n , β n ) ∈ − 1 4 ,
The proof is now complete.
Remark 2.1. For later reference we add that
To see this, let k > z n + 3 2 . Then, by straightforward but tedious calculations, we
Corollary 2.1. The DJL-conjecture is false for n ≥ 7. Asymptotically, p n is much closer to the upper bound s n = 
and thus lim
Proof. For n ∈ [7 : 11] counterexamples were given in [3] , and for n = 12 we gave a counterexample in Example 2.1. Furthermore, we derive from (8)
where the latter inequality holds for n ≥ 13 (again checked straightforwardly),
showing the existence of counterexamples also for n ≥ 13. Now (9) follows immediately.
3. Improvement of lower bounds 3.1. Semigroups of characteristic triples. Up to now, we have used in our construction a very simple matrix sequence I := (I n ) n∈N . This was sufficient to disprove the DJL conjecture for large n and establishing the asymptotics in (9) .
Note that b n is a lower bound for the cp-rank of matrices from a subset of CP n , namely for completely positive n × n-matrices that have a representation as U DU,
where D is a nonnegative diagonal matrix and U ∈ Z is a binary matrix. No longer insisting on matrices in that subset, we will be able to further increase our lower bounds for p n . So our strategy is to replace I by another sequence J = (J n ) n∈N of not necessarily binary matrices, where we assume that J n is of order n, all J n have full column rank, and that we know the exact values of ρ
We recall that S I = S and b I n = b n from (7) in this notation, and of course ρ I n = n. Further, for all such J , from considering π 2 (c ⊗ ⊕ c ), we deduce that any c ∈ S J is Proof. We are going to show by induction on k that ρ : (n, r, ρ) ∈ S J ≤ max r,ρ {ρ + αn : (n, r, ρ ) ∈ S} = b n + αn and, using b) and Remark 2.1,
Hence the results.
So by this method we always obtain an improvement which increases linearly in n, the notation C(a) with a ∈ R n from [3] , Let the rows of J 7 ∈ R 14×7 (resp. J 9 ∈ R 27×9 , J 11 ∈ R 33×11 , J 15 ∈ R 360×15 ) be the zeroes of S 7 , (resp. S 9 , S 11 , S 15 ). Those matrices all have full column rank and satisfy rank (2) J 7 = 14, rank (2) J 9 = 26, rank (2) J 11 = 32 and rank (2) J 15 = 95.
Step 2: Now we delete some rows to close the gaps in column numbers, i.e., consider n ∈ {6, 8, 12, 13, 14}. Generally speaking, if U ∈ R k×n collects in its rows all the zeroes of S ∈ R n×n , we define for a subset N ⊆ [1 : n] the complement
we abbreviate by Φ N (U) := U K×N , so that the rows of Φ N (U) are the zeroes of the matrix S N ×N . The motivation is that if U has full rank and large two-rank, then in lucky cases the same will be true for Φ N (U) for small sets N . Indeed,
have all full column rank and satisfy rank (2) J 6 = 8, rank (2) J 8 = 18, rank (2) J 12 = 50, rank (2) J 13 = 65
and rank (2) J 14 = 80.
Step 3: We further define J 10 := J 9 ⊕ J 1 ∈ R 28×10 , satisfying rank J 10 = 10 and rank Step 4: We compute k 0 := min n ∈ [1 : 26] :
Conclusions
Summarizing our findings regarding the DJL conjecture: it is true for n = 5 [15] ;
it is false for n ≥ 7 (see [3] for n ≤ 11); and it is still unresolved for n = 6, despite recent efforts to reduce the gap between the bounds for p 6 [14] ; see also [11] . Here we explicitly construct a matrix M ∈ CP 12 with cpr M = 37, as announced in Example 2.1. Let the matrix U =
(which are binary vectors with exactly one unit entry in each of the three four-entry blocks), satisfying U i ∈ R ki×12 , where (k 0 , . . . , k 3 ) = (27, 27, 9, 1), and U i (e 1 + e 5 + e 9 ) = i η η η ki for i ∈ [0 : 3]. Define the completely positive matrix r, s) ∈ K 6 . Now, for any (r, s) ∈ K 6 , there is exactly one row u of
satisfying u r u s > 0 (which must be a row of U 1 , e.g. (e 1 + e 6 + e 10 ) for (6, 10) ∈ K 6 ). This row u moreover satisfies u ρ u σ = 0 for every (ρ, σ) ∈ K 6 \ {(r, s)}. As |K 6 | = 27, the number of rows in U 1 , we conclude that 0 < x i ≤ 6 must hold for all i ∈ Further, there are exactly three rows u of U 1 such that u r u s > 0 (in case (r, s) = (1, 6), these are (e 1 + e 6 + e 10 ) , (e 1 + e 6 + e 11 ) and (e 1 + e 6 + e 12 ) ) so that we arrive by above observations at 
