Abstract-The biometric de-duplication problem examines whether an input biometric sample has a corresponding match in a reference database during the enrollment process. If the input biometric is deemed to have a match, then the individual is not enrolled as a new identity in the database in order to prevent duplicate entries; otherwise, a new identity profile is created and the individual is enrolled in the system. The goal is to insure that the biometric data of an individual is associated with a single identity or label in the database. De-duplication is necessary in applications that render services to enrolled individuals. However, little to no research has been performed to examine the errors involved in a de-duplication task, and their potential consequences. We fo rmally introduce the types of errors that may arise in biometric de-duplication, and examine whether these errors can be modeled using traditional error measures such as the fa lse match rate, fa lse non-match rate, fa lse positive identification rate, and fa lse negative identification rate. Experimental results demonstrate that de-duplication error is impacted by the order biometric samples are tested fo r a duplicate and that traditional error measures are not adequate fo r estimating empirical de-duplication error.
I. INTRODUCTION Biometrics is the science of recognizing hwnans based on the physical or behavioral traits of an individual, such as face, fingerprint, iris, hand geometry, voice, and gait [1], [2] . A classical biometric system has two distinct operational stages: the enrollment stage, when biometric data acquired from an individual is stored in the database along with a label or an identifier denoting identity; and the recognition stage when the input biometric data of an individual is compared against the enrolled data in order to recognize an individual. During enrollment, it is possible for a single individual to be associated with mUltiple labels or identities. This is referred to as identity duplication. A duplicate identity may be created by a malicious individual who intends to derive multiple benefits fr om the system (e.g., a welfare disbursement system). Alternatively, duplication may be a result of unintentional oversight by the system administrator during enrollment.
The process of detecting and managing duplicate entries associated with a single individual is referred to as de duplication. So during enrollment, the input biometric sample W1FS ' 2013, November 18-21, 2013, Guangzhou, China. ISBN 978-1-4673-5593-3 ©2013 IEEE.
is compared against the previously enrolled data by a biometric matcher in order to determine if a duplicate entry exists. If a duplicate entry is found, then the current input sample is flagged by the system. ! In the simplest case, the input biometric data is not stored in the system. If no duplicates exist, then the input biometric sample is associated with a new label (i.e., identity profile) and stored in the system. A simple illustration of de-duplication is given in Simple illustration of the input (left) and output (right) of a de duplication task. Note that the output set contains one sample per identity (i.e., no duplicates). Face images are fr om the FRGC dataset [3] .
The de-duplication task has gained considerable attention as of late, particularly in the context of national scale ID programs such as DID [4] , and in maintenance of large scale forensic or government databases [5] . However, the application itself has not been rigorously studied in the literature. In particular, there has not been any work pertaining to the types of errors in a de-duplication task, their potential consequences, and whether they can be appropriately estimated.
Errors in classical biometric recognition are quantified using the false match rate (FMR), false non-match rate (FNMR), and receiver operating characteristic (ROC) curve (in the ver ification scenario); the false positive identification rate (FPIR) and false negative identification rate (FNIR) (in the open-set I The response to a Hag for a duplicate can vary according to system needs. identification scenario); or the cumulative match characteristic (CMC) curve (in the closed-set identification scenario). Each of these measures has been well-studied in the literature [1] . However, these measures may not adequately model true de duplication error. For example, in traditional biometric verifi cation or identification testing, the occurrence of a matching error is assumed to be a static event and cannot impact future matches. However, in the de-duplication problem, the refer ence database (with non-duplicate entries) has the potential to expand fo llowing each test for a duplicate (in particular, when a duplicate is not found). Consequently, the order in which biometric samples are observed during enrollment, can impact the error rate of the de-duplication task. Figure 2 presents an example demonstrating how two different sample orders can affect which samples are de-duplicated. Thus, in some sense, a de-duplication error resembles a dy namic matching error, similar to an Anonymous Identification system [6] .
The motivation for this study is to formally introduce and analyze errors in biometric de-duplication, and determine whether these errors can be reliably estimated via traditional measures (e.g., FPIR FNIR etc.). Thus the goal of this study is to (a) Introduce and define the errors in biometric de duplication (Section II); (b) Investigate whether traditional biometric error measures can first be leveraged in a simplified de-duplication problem space (Section III); and (c) Evalu ate whether the designed measures accurately estimate con strained de-duplication error, and discuss confounding factors, if present (Section IV).
II. UNDERSTANDING DE-DUPLICATION

A. Th e De-dup lication Ta sk
Consider a set of N individuals, where each individual has provided Ne biometric samples. Denote the total number of ordered samples as NT, where NT = N·Ne. A de-duplication task would reduce (or otherwise consolidate) the total number of samples to N, such that each individual is represented by exactly one sample. Note that this is done as fo llows:
Suppose a set of NT biometric samples, Gi n it {8 1 , 8 2 , ... , 8 NT}' is to be de-duplicated. Additionally, define Gout as the set of non-duplicate samples remaining after the de-duplication task. Let Nout = IGout l, the number of identity profiles or non-duplicate samples. Initially, Gout is initialized to the empty set and Nout = o. When the first sample, 8 1 , is checked against Gout for a duplicate, there are no samples to match against and 8 1 is placed in Gout. For all remaining samples, the k th sample (k = 2, 3, ... , NT) is matched against all the entries in Gout. A de-duplication occurs if the similarity (distance) match score generated between the k th sample and the i th element in Gout (i = 1,2, ... , Nout) exceeds (is less than) a value of 1, where 1 denotes a decision threshold. In the event of a de-duplication, the k th sample is flagged for further action. For the purposes of this study, the sample is discarded. If a de-duplication does not occur, a non-dup lication occurs and sample 8 k is added to Gout and the value of Nout is increased by one. Fig. 2 . Example illustrating the effect of sample order on the outcome of a de-duplication process. Note that the probability of a sample being "de duplicated" depends on both the "non-duplicate" sample list and its position in the sequence when it is tested for a duplicate.
Note that this scheme represents one approach towards performing the de-duplication task. In particular, the action taken fo llowing the flag for a duplicate. Other approaches may involve, for example consolidating information from the probe and its matching sample to update the stored identity profile.
B. De-dup lication Errors
The de-duplication task incurs type-l (false match) and type-2 (false non-match) errors. These errors are defined as fo llows:
Fa lse de-duplication (FDD): A sample incorrectly matches to an identity in the non-duplicate set, Gout. As a result, the input data is not added to Gout and the identity of an individual input may not be present in the non-duplicated set.
Fa lse non-dup lication (FND) : A sample, which has a matching identity in Gout. is incorrectly not matched to any sample in Gout. As a result, one identity is represented by multiple identity profiles.
The consequences of these errors can impact the outcome of the de-duplication task in different ways. For example, a large incidence offalse de-duplication errors will result in a majority of identities not being represented in Gout. The operational impact of this error might be that several individuals will be unable to utilize services or receive resources, having been inadvertently deleted from the list of individuals.
The result of a false non-duplication, on the other hand, is that a single individual has multi ple identities in the system. Thus, a single individual may then be able to "double-dip" and procure services or resources intended for a single person.
III. ESTIMAT ING DE-DUPLICATION ERRORS
Given that matching errors persist in the de-duplication task, it is necessary to determine whether they can be estimated. In the traditional biometric literature, these errors are often measured through the false match rate (FMR), false non-match rate (FNMR), false positive identification rate (FPIR), and false negative identification rate (FNIR). In this section, we define two simplified de-duplication test scenarios which, on the surface, appear to enable direct usage of the FMR, FNMR FPIR, and FNIR for estimating de-duplication error rates.
A. False de-duplication
Suppose NT samples representing N identities are to undergo a de-duplication test (as defined in Section II-A). Additionally, suppose each identity is represented in the initial set of samples, Gi n ib exactly once (i.e., NG = 1, NT = N). Under these conditions, when each sample is tested for a du plicate, no genuine matches will exist in the non-duplicate set, Gout. Further, the probability of error cannot be confounded by a false non-match. Therefore, the probability of observing a false de-duplication error (under these conditions) depends on the probability of generating at least one of Nout impostor scores exceeding ,.
1) FMR-based Estimation: In the classical verification task [2], the FMR can be loosely interpreted as the probability that a generated impostor score exceeds a decision threshold (,). Thus, an argument can be made that the FMR raised to the power m denotes the probability that m impostor match scores exceed a decision threshold. Conversely (1-FMR) raised to the power m denotes the probability that m impostor match scores are less than a decision threshold [7] . This formulates the basis for estimating false de-duplication error via the FMR. As such, the probability of observing a false de-duplication error when Gout contains Nout elements is the complement of the probability that all generated match scores are less than a decision threshold and is defined in Equation (1).
(1) 2) FPIR-based Estimation: In the classical identification task [2], a probe biometric sample is matched against a database of N labeled identities. The system computes match scores for every identity in the database and orders them from highest (similarity) to lowest. The output is a set of L identities whose match scores exceed a certain decision threshold. In open-set identification, the actual identity of the probe may or may not exist in the database (common with the de-duplication problem). Traditionally, the performance of open-set identification is measured through the FPIR and FNIR as demonstrated in the evaluation tests conducted by NIST [8] . The FPIR is defined as the proportion of probe samples that do not have a matching identity in the database but whose match scores with one or more database entries exceed I-Thus, the FPIR (in this case) is equal to the probability that at least one generated impostor score exceeds " which corresponds to the probability of false de-duplication. This is expressed formally in Equation (2).
(2) B. False Non-duplication Again, suppose NT samples representing N identities is to undergo a de-duplication test. Here, let NG = 2 and constrain , such that the false match rate is negligible (i.e., FMR � 0). Note these constraints are more stringent than in the previous section, but are introduced in order to mitigate any confounding effects from prior errors (i.e., errors made in the de-duplication process prior to encountering the current sample). For example, NG > 1 is required to produce genuine scores (and thus the false non-duplication error), however, in the general case, N G -1 genuine scores can theoretically be generated for a given test sample, as a result of previous false non-duplication errors. Establishing NG = 2 eliminates this artifact, as each test sample can at most generate one genuine score. Similarly, FMR � 0 is introduced such that a prior false de-duplication error does not impact whether a genuine matching sample to the current test sample was erroneously discarded.2 Thus, in the interest of simplicity, the problem is constrained to prevent this artifact and isolate the non duplication error. Thus, the false non-duplication error (in this case) reduces to the probability a matching sample to S k was previously observed, multiplied by the probability a generated genuine score is less than ,.
The probability that a generated genuine score is less than , can be approximated using the FNMR and FNIR. By defini tion, the FNMR is defined as the proportion of genuine scores that are lower than a threshold, ,. Loosely interpreted, the FNMR denotes the probability that a generated genuine match score is less than a decision threshold. The FNIR is defined as the proportion of times a probe that does have a matching entry in the database generates a genuine score less than , or is observed at a rank greater than R (R = 1,2, ... , N). When R = 1, the FNIR denotes the probability a probe with a genuine matching identity in the database is incorrectly not matched due to one of two conditions: (a) the generation of a genuine match score less than , or (b) a better match was found with another identity in the database. Note the second condition suggests that there are impostor scores greater than I-However, with the assumption that FMR � 0, this is not likely to bias the probability that a genuine score is less than I-1) FNMR-based Estimation: Regarding whether a genuine matching sample to S k has been previously observed, if we assume samples are tested uniformly, this probability will simply be )Jr . However, we require the expected value of k, given Nout, which may not be equal (due to true de-duplication events). Let P(k, m) denote the probability Nout is equal to m after testing k samples. Then, the expected value of Nout after testing k samples, E[Nout lkl is the sum of products of m and P(k, m) for m = 1,2, ... , NT :
However, we are interested in computing E[kINout]' the expected value of k, given Nout. Define p m = {Pi"' , p'J: , ... } as the set of values of k for which P(k, m) is non-zero for a specific m. In other words, for Nout = m, this set denotes the range of potential sample indexes and L. k EP = p(p m , m) = 1.0. In addition, define Ip m l as the number of elements in this set. The expected value of k, given Nout can be computed as the average of pi, for i = 1,2, ... , Ip m l. This is given in Equation (4).
The probability, P(k, m) can be derived iteratively, for m = 1,2, ... , k. In a de-duplication test, after the first sample is observed, it is added to Gout and Nout = 1. Thus, P(k = 1, m = 1) = 1.0. After the second sample is tested, one match score is generated, which can be either genuine or impostor. Denote the probability the match score can be classified as genuine as PG e n , and the probability the match score can be classified as impostor as PI m p . Note these probabilities must be "assumed" depending on the problem space. Concerning the outcome fo llowing the second sample (k = 2), Nout = 1 occurs if (a) the match score is genuine and correctly de-duplicated, or (b) the match score is impostor and falsely de-duplicated. The latter is assumed not to occur with FMR � o. Thus, P(k = 2, m = 1) can be estimated using the FNMR, where a correct de-duplication event (i.e., a match was correctly found) is estimated as 1-FNMR (probability a genuine score exceeds ,), scaled by the probability the match score is genuine, PG e n . The other outcome, Nout = 2 at k = 2, occurs if (a) the match score is genuine and falsely non-duplicated, or (b) the match score is impostor and correctly non-duplicated. Here, the probability of the former is defined by PG e n multiplied by the FNMR, while that of the latter is defined by PI m p . This process can be repeated to compute P(k, m) for k = 1,2, ... , NT and m = 1,2, ... , k, enabling implementation of Equation (3). Thus, the probability of observing a false non-duplication is the product of the FNMR and E[kINout]' divided by NT and is summarized in Equation (5).
NT 2) FNIR-based Estimation: The FNIR can be substituted for the FNMR in the derivation of E[klNoutl (Equation (4)), and P(k, m), as a measure for estimating the false non-duplication rate under the stated assumptions. This is summarized in Equation (6) .
IV. EXPERIMENTAL RE SULTS A. Datasets and Evaluation (6) Experiments are conducted to (a) demonstrate the effect the sequential testing order has on de-duplication error and (b) evaluate whether traditional error measures can describe de-duplication error in the constrained scenarios presented in Section III-A and Section III-B. To enable this, similarity match scores were generated fr om a subset of the Facial Recognition Technology (FERET) database [9] . In particular, the subsets for regular frontal facial expression (code "fa") and alternative frontal facial expression (code "fu") are used. These subsets contain N = 1009 identities, with NG = 2 samples per identity. Match scores were obtained using the commercial software VeriLook.
In our experiments, two mutually exclusive partitions of 504 identities are randomly selected for training and testing. These partitions are divided into two further subsets, denoted by the labels "A" , "B", "C", or "D". In subsets "A" and "B", only one sample per identity is utilized (from FERET code "fa").
In subsets "C" and "D", both samples per identity are utilized. These partitions are summarized in Table I . Samples in partitions "B" and "D" are used to generate estimates of the false match rate (FMR), the false positive identification rate (FPIR), and where applicable, the false non match rate (FNMR), and the false negative identification rate (FNIR). Samples in partitions "A" and "C" are used to generate the empirical error rates after executing the de-duplication algorithm specified in Section II-A.
B. De-dup lication Error and Te sting Order
In this experiment, the observed false de-duplication error rate is computed for different sequential orders of test data. The intent of this experiment is to demonstrate that de duplication error is dy namic, and can vary depending on the explicit order in which samples are tested.
To demonstrate this, a de-duplication test (as defined in Section II-A) is performed using samples from Partition "C" (Table I ). In total, 10,000 tests are performed using the same test data but ordered differently. In each test, the average observed false de-duplication rate and false non-duplication rate is computed for a set of five decision thresholds, f. The values of, used in this experiment are those which correspond to a false match rate approximately equal to 0.25, 0.1, 0.01, 0.001, and 0.0001. These results are illustrated in Figures 3 and 4 in the form of a box plot. The width of each box denotes the upper and lower quartile of observed false de-duplication error. The lines extending beyond each box denote the fu ll range of observed false de-duplication error. Outliers are designated by a " + ". In order to reduce redundancy in the results, data from FMR = 0.0001 and FMR = 0.25 are neglected in Figures 3 and  4, respectively. These figures demonstrate that de-duplication error is dy namic and varies (between 3-10% for FDD and 0-0.3% for FND) depending on the sequential order samples are tested for a duplicate.
C. Estimating De-dup lication Error
In this experiment, the ability to estimate false de duplication and false non-duplication error under the simplified conditions described in Section II-B is evaluated. This is accomplished by comparing the observed false de-duplication error rate to the FMR-based and FPIR-based measures, as presented in Section III-A. Similarly, observed false non duplication error is compared with the FNMR-based and FNIR-based measures presented in Section III-B. In addition, estimates of FMR, FNMR, and FNIR are included for addi tional comparison (where appropriate).
Here, parameters for the false de-duplication error models are estimated using Partition "B" and the empirically observed false de-duplication error is computed on Partition 'W'. In addition, observed and estimated error rates correspond to a decision threshold, " resulting in FMR ;::: :; 0.01. The parameters of the false non-duplication error models are 
D. Discussion
The above experiments highlight two major points. First, that de-duplication (and its errors) are dy namic and largely influenced by (a) the sequential order in which samples are tested for a duplicate (Figures 3-4) and (b) the number of elements in the non-duplicated sample set, Gout (Figures 5-6 ). This effect is peculiar to recognition tasks where matching outcomes can influence the future composition of the reference database as discussed previously by DeCann and Ross for an anonymous identification system [6] . Second, that de duplication errors are complex and difficult to predict. In our defined "simple case" for the false de-duplication error (NT = N), the FMR and FPIR estimators denote noticeable bias ( Figure 5 ). This is an interesting result, as the assumptions built into the problem appear to directly correlate with the definition of the FPIR. Therefore the logical question is: "What is the source of the bias?", for which we identify two likely sources.
The first source is related to the fact that classical error measures (in particular, the FMR and FNMR) denote aggre gated match score statistics, which may not provide accurate representations of error on a per-identity level. In other words, these measures are based on a global analysis of error, while at a per-identity level, the error rate of an individual identity may differ from the FMR, FNMR, FPIR and FNIR. An example of this phenomenon is the Doddington's Zoo classification system of individuals in a biometric system based on their individual contributions towards the FMR and FNMR [10] . For example, in the Doddington's Zoo framework, "Iambs" denote identities whose biometric fe ature set overlaps significantly with others. Such identities are likely to generate false de duplication errors, and depending on when such identities are observed and the proportion of them that exist in Gout, the observed false de-duplication error rate can vary drastically. Similarly, "goats" denote identities whose biometric fe ature set does not match well against itself. Such users are likely to generate false non-duplication errors, which can also impact the observed error rate.
The second, and perhaps more significant source concerns a specific assumption built into the definition of FPIR and FNIR (and to a lesser extent, the FMR and FNMR). That being, these measures generally assume a probe can be compared against a database containing any combination of the other NT -1 samples. For example, the FPIR is computed by selecting some subset of samples (1 to NT -1) to define the "enrolled database", and the samples that do not have a corresponding match in the database are tested for a matching error. Note that there is no restriction on how the "enrolled database" is created. In other words, any possible combination of Ng al samples (1 � Ng al � NT -1) is valid. However, in de duplication, some combinations of samples to comprise Gout are outside the set of possible outcomes (i.e., cannot occur).
To demonstrate this effect, consider the fo llowing "toy example". Let 8 denote a set of three biometric samples (8 = {81 , 82 , 8 3 }), where each sample denotes a different identity. Assume that 8 1 and 8 3 "match" (incorrectly) to 82 (and vice-versa). To compute the FPIR we would choose Ng al (1 � Ng al � 2) samples to denote the database and test for an error with the other samples. Let 9 denote the set of hypothetical database combinations, which are: 9 = {{81 }, {82 }, {8 3 }, {81 ,82 }, {81 ,8 3 }, {82 ,8 3 }}. How ever, in a de-duplication test, the gallery combinations {8 1 ' 82 } and {82 ' 8 3 } cannot occur, as the pair of samples match to one another and a de-duplication event will prevent these combinations from manifesting. Thus, the sample space fo r estimating the FPIR is not the same as the sample space fo r estimating the false de-duplication rate.
Although we do not see an immediate bias in the estima tion of the false non-duplication error rate, this should not be interpreted as FNIR and FNMR being ideal estimators. In the general case (NG > 2, FMR > 0), the false de duplication error (which was effectively mitigated for the data in Figure 6 ) can reduce the probability that a test sample has a matching identity in Gout. Consequently, if the stated false non-duplication measures are adopted, a biasing artifact will be induced. Similarly, the false de-duplication error can be affected by prior false non-duplication errors. Therefore, given that the false de-duplication error cannot be estimated via traditional measures in the simple case, and that both de duplication errors influence one another in the general case, it is likely traditional error measures will not provide reliable estimations of generalized de-duplication error. However, if the problem is re-defined such that the interest is in quantifying the error rate given N non-duplicate samples (in closed-set), then it is likely the observed error rate would converge to traditional error measures.
V. CONCLUSION In this study we formally introduce the errors in the biomet ric de-duplication task, and describe the conditions required to generate a de-duplication error. Next, we demonstrate that under constrained conditions, the FMR and FPIR result in a biased estimation of false de-duplication error, while the FNMR and FNIR can act as an unbiased estimation of false non-duplication error. The observed bias is due to implicit assumptions present in estimating the FMR, FNMR, FPIR and FNIR that do not hold for the de-duplication task. Therefore, traditional error measures may not be completely reliable when used to describe de-duplication error in the general case.
