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CHAPTER 1
INTRODUCTION
With the continual increase of the device density in both high-speed digital circuits 
and microwave technology, the packaging of these circuits is becoming more complicated 
and is now under intensive analysis in many areas of the electronics industry worldwide
[1]» [7], [13]. According to Tummala [1], “By any measure, packaging [for digital 
circuits] is one of the most technologically intensive activities in the U.S.” Without 
accurate analysis and design of the electronic packaging, the full capability of current and 
future high-speed devices and microwave technology can not be realized. Since the 
manufacturing process of these circuits does not leave much room for adjusting the circuit 
performance after they are made, numerical simulations are relied upon to design the circuit 
with the desired performance before it is manufactured. To be an effective design tool, the 
Computer Aided Design (CAD) software must contain accurate characterizations of not 
only the devices but also the packaging.
In high-speed digital circuit design, the trend is toward denser integrated circuits 
made of high-performance semiconductor devices [l]-[5]. It is important to continue 
improving the performance of the electronics for developing more powerful computers and 
other products at economical costs. There are many applications requiring large amounts of 
computational power such as predicting the weather, solving complicated economic, 
scientific or engineering problems, developing better communications systems, improving 
medical instruments and diagnostics tools, and implementing voice-operated language 
translation machines.
In order to make these compact high-performance integrated circuits, it is imperative 
to develop quality interconnection systems to provide the power and signal paths to the 
devices. The type of interconnection system to use depends upon the requirements of the 
circuit. For high-speed digital systems which require many interconnects, the multichip
carriers or modules (MCM) are often employed [1], [3], [5]. The MCMs can hold from 
one to over 100 chips. The MCM package consists of a single substrate upon which the 
integrated circuit chips are placed. The substrate may contain many levels of conductors 
and an array of pins on the bottom of the substrate to provide the large number of signal, 
power and ground connections required by the chips.
The electronic packages affect the timing, signal integrity, propagation delay and 
other phenomena such as heat dissipation [1], [2], [5]. If improperly designed, the single 
and multiconductor microstrip transmission lines, discontinuities such as bends, vias and 
pins and other parts of the interconnect system can introduce crosstalk, reflections, losses, 
and propagation delay into the system which can adversely affect its operation. For 
example, if the crosstalk is too great between a signal line and a quiet line, unwanted 
energy can be coupled to the quiet line, causing false triggering of the gates connected to 
the quiet line. Large reflections from discontinuities in the interconnect path between gates 
can distort a digital pulse waveform on the line and prevent the receiver from correctly 
recognizing it. To design high-speed circuits and optimize their performance, the CAD 
tools have to include models for the various parts of the interconnect system such as the 
multiconductor microstrip bends, tapered lines, meandering lines, connectors, various 
types of vias and other discontinuities.
In microwave circuit design, one trend is toward monolithic microwave integrated 
circuits (MMICs) where, similar to digital integrated circuits, the semiconductor devices 
and the lumped and distributed components are all processed on the same chip [6]-[9]. The 
MMIC technology leads to small size, light weight, high reliability and low cost microwave 
circuits. With their compact size, the MMICs are ideal for use in satellite circuitry in which 
weight and ruggedness are important factors. Many types of subsystems can be 
constructed with MMICs such as low-noise amplifiers, mixers, frequency converters, and 
local oscillators. As a result, many economical communication and consumer products can
be made. Collision avoidance radar for automobiles and personal communications systems 
that are linked via satellite are presently under consideration [7], [8].
In the development of MMICs, the electronic packaging plays an important role, 
providing signal and power to the devices and a means of making passive components such 
as filters and couplers. Various methods of packaging the microwave circuits are 
continuing to be researched. A common package is based on microstrip technology in 
which the distributed and lumped elements are formed from lengths of microstrip line. To 
form a compact circuit, the microstrip-based packaging includes discontinuities such as 
microstrip bends and vias. Another packaging technology is the uniplanar MMIC, which 
uses coplanar waveguides and slotlines [10]. Two advantages of this package are that it 
eliminates the need of via holes for grounding active devices, and is smaller in size than 
packages based on current microstrip technology.
For efficient MMIC design, the packaging has to be accurately modeled in the CAD 
software, especially since it is difficult to adjust the characteristics of the circuit once it is 
manufactured. In addition to the aforementioned discontinuities, the CAD analysis 
software has to accurately characterize passive components such as cylindrical resonators, 
stubs, steps and gaps. As the complexity of the packaging continues to increase, the 
various discontinuities in need of analysis may become more arbitrary and complicated and 
will require accurate numerical characterization.
Many methods of analyzing the electromagnetic characteristics of electronic 
packaging exist today [11], [12], [14]. The techniques generally fall into either the integral 
equation or differential equation approaches. The type of analysis to apply depends upon 
the particular problem. Each method has its advantages and disadvantages which make it 
more or less suitable than another method for analyzing a specific problem. For example, 
simple planar structures in which the conductors are located in parallel planes can be 
analyzed with integral equation methods. On the other hand, more complicated structures 
such as vias and cylindrical resonators are difficult to analyze with integral equation
approaches but are readily solved with differential equation techniques. In some cases, 
especially for the more complicated geometries, none of the more popular methods may be 
suitable, necessitating the modification of a known technique or the development of a new 
approach to adequately analyze the structure.
This thesis will focus on the characterization of the microstrip variable-angle 
multiconductor bend discontinuity, cylindrical resonator and cylindrical via discontinuity. 
The cylindrical resonator study will be used to introduce a technique that is expected to be 
suitable for arbitrarily shaped cavities with dielectric fillings. To date, only the cylindrical 
resonator structure has been extensively analyzed according to the data available in the 
technical literature. The bends and vias occur in both high-speed packages and MMICs, 
and the resonators occur in microwave or millimeter-wave applications. The bend is 
characterized with a quasistatic analysis, and the cylindrical via and resonator structures are 
analyzed with a recently developed nonorthogonal finite-difference time-domain technique 
(FDTD) [15], [16].
In Chapter 2, a model for the multiconductor variable-angle bend discontinuity is 
presented. The reasons for choosing the particular equivalent circuit along with its 
limitations are also given. Chapter 3 shows the theoretical and numerical methods used to 
compute the excess capacitance and inductance of the bend. The method of moments is 
employed with pulse basis and point matching for computing the excess capacitance. The 
same method is employed for computing the excess inductance but with pulse matching 
instead of point matching. A convergence study shows that the techniques are sufficient 
for computing the capacitance and inductance of multiconductor bends. In Chapter 4, the 
validity of the multiconductor bend model is studied with two analyses. The first one 
compares the characteristics of the model with the results available in the technical 
literature. The second one compares the model behavior with results of a scattering 
parameter study of a single-line 90-degree and 45-degree bend. The results indicate the 
model is sufficient for the single-line case; however, due to the lack of available data, the
validity of the model for the multiconductor case can only be inferred. Chapter 5 presents a 
study in which the distortion introduced by a three-line bend in a high-speed digital circuit 
is analyzed. It is shown that the bend introduces significant distortion in pulses with very 
fast edges.
In Chapter 6, the nonorthogonal FDTD method is employed to compute the 
resonant frequencies of dielectric-filled cylindrical cavities and to characterize a cylindrical 
via discontinuity. The theory behind the technique is briefly presented for completeness 
[15], [16]. The technique is compared with the conventional FDTD approach based on the 
Yee cell to demonstrate that the method converges faster for cylindrical geometries and 
requires less cells for discretizing complex cylindrical structures. The results of the 
nonorthogonal FDTD approach are validated by a comparison with theoretical and 
experimental data from the technical literature.
CHAPTER 2
DEVELOPING AN EQUIVALENT CIRCUIT FOR THE MULTILINE 
VARIABLE-ANGLE BEND DISCONTINUITY
2.1 Introduction
The method chosen for characterizing a particular discontinuity depends on various 
factors, such as the purpose of the analysis or model, the required accuracy of the 
representation and the available numerical techniques and computational resources available 
for implementing the model. In this case, the analysis is directed toward developing an 
equivalent circuit model of the bend for use in existing high-speed digital circuit computer- 
aided design (CAD) systems. The resultant model should be as simple as possible so that it 
is easy to incorporate into existing CAD systems, and at the same time, it must accurately 
portray the significant electrical characteristics of the bend discontinuity. Either a 
quasistatic or frequency/time-dependent model can be used; however, the quasistatic 
models are preferable since they are simple to implement In this chapter, the dynamic vs. 
quasistatic model issue is briefly discussed, and then the equivalent circuit for the 
multiconductor bend discontinuity is presented.
2.2 Dynamic and Quasistatic Models
Circuit elements in high-speed digital circuits and microwave circuits such as 
passive components and discontinuities can be characterized using either dynamic or 
quasistatic analysis [9], [17]. The full-wave method is the most general and can be very 
accurate, depending upon the complexity of the problem and the approximations made in 
solving it. A model based on full-wave analysis can theoretically account for all 
electromagnetic phenomena in a circuit, i.e., energy transmission, storage, radiation and 
loss over the desired frequency range. However, such models are complicated because of 
their frequency-dependent nature. For example, an N-port discontinuity model may consist 
of a scattering parameter representation or an equivalent circuit with frequency-dependent
components. Both representations are more complicated than an equivalent circuit model 
based on linear RLC elements. In many cases in which the higher-order frequency 
phenomenon is negligible, full-wave analysis is not required, and the simpler quasistatic 
representation is sufficient.
A quasistatic model neglects the high frequency behavior of the fields, accounting 
for only slowly spatially varying fields (not necessarily slowly time-varying fields) [9], 
[17], [20]. The high frequency behavior of the fields can be neglected provided the phase 
shift through the discontinuity is small, or equivalently, that all of the significant operating 
wavelengths of the system are much larger than the dimensions of the discontinuity. In 
conjunction with this approximation, the structure being modeled is usually assumed to be 
lossless or contain only small losses that can be modeled with a perturbational approach 
[3]. By neglecting the energy that is lost due to radiation and lossy materials forming the 
structure, only the energy storage behavior must be modeled which can be done with 
equivalent circuits. If small losses exist, they can be incorporated into the quasistatic model 
through resistances and conductances computed with perturbational techniques [19].
Because the equivalent circuit is only an approximation of the true behavior of the 
original structure being modeled, it should be checked by dynamic analysis or experimental 
measurements to make sure it is sufficient for the application in turns of bandwidth and 
behavior. It is especially important to check the bandwidth of the circuit if the quasistatic 
analysis is being employed at the limits of its range of accuracy. As far as the circuit 
behavior is concerned, even if the quasistatic analysis is applicable, the particular equivalent 
circuit chosen to represent the structure may be inaccurate. For example, the equivalent 
circuit may be too simple and not account for the complex coupling that may exist in the 
structure. In this case, the equivalent circuit may lend itself to simple modifications in 
order to characterize the coupling. Since the elements of complicated models can be 
difficult to extract from the quasistatic analysis, the simpler models are preferable initially. 
Only if the experimental measurements or dynamic analysis reveal significant deficiencies
in the simpler models do the more complicated ones need to be implemented. In spite of 
these problems, the equivalent circuit models are preferable to full-wave models because 
they are much easier to use in existing CAD systems.
2.3 Bend Equivalent Circuit Model
The type of model necessary for the multiconductor bend can be determined from 
its geometry, shown in Figure 2.1, and its application [20]. Because the model is for high­
speed digital circuits, quasi-TEM modes can be assumed to dominate the propagation in the 
multiconductor microstrip transmission lines connected to the bend. Thus all of the 
significant wavelengths in the system must be much larger than the microstrip width/height 
in order for the transverse currents and longitudinal field components to be negligible and 
the quasi-TEM mode to dominate. Near the bend, the propagation is no longer quasi-TEM 
because the microstrip transmission line is bent, destroying the uniformity of the line. To 
determine if the bend can be characterized with an equivalent circuit, its dimensions have to 
be compared with the wavelengths of the signals in the system. Instead of comparing the 
bend dimensions directly with the wavelengths of the signals, the length of the outer line 
between reference planes T1 and T2 can be compared with the widths of the microstrip 
lines. If this length is only an order of magnitude or so larger, then it is probably still much 
smaller than the significant wavelength components of the system, enabling the entire 
region within reference planes T1 and T2 to be modeled with an equivalent circuit. In this 
work, it will be assumed that this is the case so that the equivalent circuit characterization is 
a reasonable approximation to the bend behavior. Since this model is for high-speed digital 
circuits, the conductor and dielectric losses are assumed to be small in order to maintain the 
quasi-TEM approximation and are therefore neglected in the equivalent circuit [9].
Of the various equivalent circuits that have been used for the single-line bend 
discontinuity, the T circuit model was extended to the multiconductor bend geometry as
9Figure 2.1. Variable-angle multiconductor microstrip bend discontinuity.
Figure 2.2. Coupled equivalent T circuit for the microstrip bend.
shown in Figure 2.2 because the T circuit can be easily related to the physical 
characteristics of the problem [9], [17]. That is, the inductors model the distortion that
occurs to the current as it flows through the bend, and the capacitance accounts for the 
charge storage at the bend comer.
Figures 2.1 and 2.2 show the multiline bend and its corresponding equivalent 
circuit. One T circuit was used for each line, with the mutual coupling between lines i and j 
taken care of by Lijm and Cijm as shown in Figure 2.2 for lines 1 and 2. The microstrip 
lines outside reference planes T1 and T2, shown in Figure 2.1, are modeled using 
multiconductor transmission lines as shown in Figure 2.2. Note the transmission lines are 
assumed to stop at reference planes T1 and T2 even though the actual propagation is no 
longer completely quasi-TEM at this point. In the model, all of the distortion of the quasi- 
TEM mode that is caused by the bend is lumped into the inductance and capacitance 
matrices so that only quasi-TEM propagation is left outside of reference planes T1 and T2. 
This model is valid if the phase difference is negligible over the region of the quasi-TEM 
modal distortion caused by the bend. In actual applications of the circuit model, the source 
and load must be sufficiently far from the bend to allow the quasi-TEM mode to exist 
before reaching the bend discontinuity, so that no coupling occurs between the bend and 
the other components in the circuit
After proposing the equivalent circuit, the equations relating the elements in the 
circuit to the computed excess capacitance and inductance of the bend have to be 
formulated. These relations can be derived through a comparison of the equations that 
express the voltages and currents of the bend in terms of the equivalent circuit with the 
equations that express the voltages and currents of the bend in terms of the computed 
matrices [21], [22]. The excess inductance matrix relates the flux in the system to the 
currents in each line by the equation
O
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where O  is a column vector of the flux linking each line, and /  is a column vector of the 
currents through the N lines in Figure 2.1. Assuming that quasistatic conditions exist, the 
derivative of Equation (2.1) is taken with respect to time to give
<D =
111 112 — L in  
I / t l I / i 2 —I/i/t (2.2)
where Faraday’s law provides the relation between the electric field and flux linking line i 
as
jE r dl = - é i
(2.3)
Since all of the flux linkage must pass between each line and the ground plane, a 
convenient path for the line integral is around this portion of the flux since it is clearly zero 
along the conductors and ground plane and nonzero at the input/output sides of the 
microstrips. The difference between the two nonzero portions of the path yields the 
potential across the inductance as
AV
111 1 1 2 -  Lin
Lnl Ln2 •••Lnn (2.4)
where AV is a column vector of the voltage drops per line caused by the line currents 
flowing through the bend inductance. A similar equation can be obtained for the excess 
capacitance matrix which relates the charge on the lines to the line voltages by the equation
12
Q
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where <2 and V are column vectors of the charge and voltage on the conductors in Figure 
2.1, respectively. Under quasistatic conditions, the derivative of this equation with respect 
to time gives
G =
C ll 0 2  " Cln 
Cnl Cn2 •••Cnn (2.6)
where <2 now indicates the net change in the total charge of the bend with respect to time as 
the voltage changes. The net change of the total charge inside a volume enclosed by a 
surface is equal to the net flow of total current through the region according to the 
continuity condition which is
r A / = g  (2.7)
where A7 is the net current flow into or out of the volume due to the respective increase or 
decrease of positive charge in the volume. To apply this equation to the bend, consider a 
surface that encloses the charges only on the conductors, i.e., that does not include the 
charge on the ground plane. Then, the two charge terms in Equation (2.6) and 
Equation (2.7) will be equal, and the net flow of current through the surface surrounding 
the bend will be the currents on the conductors. The resulting expression relating the 
current to the voltage across the Maxwell’s coefficient of capacitance matrix is
13
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Equations (2.4) and (2.8) are the voltage-current relations for the computed excess 
inductance and capacitance of the bend. In terms of the physical circuit parameters Cl*, 
LI*, C12", L12", etc. given in Figure 2.2, the voltage-current relations can be derived by 
considering a portion of the equivalent circuit model that consists of one arm of the T circuit 
and the capacitance as shown in Figure 2.3.
Figure 2.3. Half of the equivalent T circuit for deriving the voltage and current equations.
For line one, the voltage drop across the inductance is given by
VI -  V I' = L ls —+ L lm —
dt (2.9)
and the net current flow through line one is given by
71 -  71' = (C ls +  C12m ) -  C12 dVV
1 dt dt (2 . 10)
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Similar equations can be written for all of the lines in an N-conductor system. In matrix 
form, the equations for the capacitance become
A/ =
( c i s +  C12m + —+ C l» m) ~C12m -C l3 m — -C ln m
• •
• •
• •
-C n lm -C n lm — -Cnnm (Cns + Cn2m + —+Cnnm) (2.11)
where the net current flow per line is placed in vector, A?, and the time derivatives of the 
voltages across the capacitors to ground are placed in vector V . The matrix equation for 
the equivalent circuit inductance becomes
LI1 L12m L13m — Lin m
AV =
L n lm Ln2m Ln3n ••• Lns (2. 12)
where the voltage drops per line are placed in vector, AV, and the time derivatives of the 
line currents are placed in the current vector. Comparing Equation (2.8) with (2.11) and 
Equation (2.4) with (2.12) shows that the relationships between the computed capacitance 
and inductance of the bend and the equivalent circuit parameters are
Cii = Cis + '£C ijmJ *  j  
j= l (2.13)
Cij = -C ijm
Lis = —Lii 
2
(2.14)
(2.15)
(2.16)
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In Equations (2.15) and (2.16) the equivalent circuit inductance is half of the computed 
inductance matrix elements because of symmetry.
As discussed in Section 2.2, the accuracy and bandwidth of the circuit model have 
to be checked preferably by experimental measurements or, if  none are available, by a 
dynamic analysis of the multiconductor bend. The bandwidth has to be verified especially 
for multiconductor bends with many lines or for digital circuit applications which use 
extremely large bandwidth signals. If the model is not sufficient in terms of accuracy or 
bandwidth, it may only have to be modified because the quasistatic analysis can be valid at 
the same time the circuit model is inaccurate. For example, the coupling between the bend 
conductors varies because the conductor lengths are not the same. The coupling among the 
conductors at diagonal C should be weaker than at reference planes T1 and T2 because the 
conductors are farther from each other at C than at T1 and T2. Likewise, the comer of the 
inner conductor at C should be more strongly coupled to the arms of the adjacent line at T1 
and T2 than to its comer at C. These variations in the coupling may have to be accurately 
modeled instead of being lumped together as they are in the present T circuit. If this is the 
case, the self-inductance and capacitance of the lines may also have to be modeled 
differently since they are affected by the mutual coupling as well. However, no matter 
which model is used, it must be checked and, since the simpler models are easier to 
implement, it is reasonable to employ them initially.
The coupled T circuit model is employed as an initial approximation because the 
multiconductor bend is a bent version of the multiconductor transmission line structure; 
likewise, the T circuit is a lumped version of a section of the multiconductor transmission 
line distributed LC model. Other reasons are that the equivalent circuit elements are easily 
computed from the quasistatic analysis by Equations (2.13) - (2.15), and the circuit is very
easy to include in existing CAD transient analysis software. Also, the model is known to 
work for the single-line case, as indicated by the experimental measurements in Chapter 4.
The model in Figure 2.2 may not be accurate over the required bandwidth for 
multiconductor geometries with many lines. As the number of lines is increased, the length 
of the outer line that is included within the lumped model also increases. If this length 
increases to the point that retardation effects can no longer be neglected, the lumped model 
becomes invalid. One approximation which reduces this problem and still employs an 
equivalent circuit removes the per unit length uniform line inductance/capacitance 
contributions of the line lengths that are too long from the excess capacitance/inductance 
matrices of the bend and place them in separate LC networks attached to the original T 
circuit model. For example, consider the coupled-line bend in Figure 2.4. The extra line 
lengths are labeled as La and are between reference planes T1 and T3 and reference planes 
T2 and T4. Uniform single-line transmission line contributions equivalent to these line 
lengths can be removed from the original T circuit and placed in separate LC networks 
attached to the T circuit as shown in Figure 2.5. This model lumps all of the transmission 
line contributions of the outer line within reference planes T1 and T2 into separate LC 
networks, and keeps the remaining quasistatic contribution of this line section with the 
original T circuit. This model is an extension of the definition of the excess 
capacitance/inductance of a single-line bend where the contributions of the single-line 
transmission lines have been removed and the bend behavior lumped into the equivalent 
circuit. This model is proposed to have a wider bandwidth than the previous one for a 
multiconductor bend because the transmission-line characters of all line lengths within 
reference planes T1 and T2 have been removed from the original T circuit and placed in 
separate LC networks, creating a more distributed equivalent circuit which can more 
accurately model phase delays of the longer line lengths than the previous circuit. The 
significant quasistatic region represented by the central T circuit has been reduced..
Measurements are required, however, to test this model to make sure that the removal of 
the transmission line contributions is sufficient for increasing its bandwidth.
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Figure 2.4. Reference plane configuration for the modified equivalent circuit
Bend Coupling Modeled Here Inner Line
/
Coupled T.L.
\
Outer Line
Figure 2.5. Modified equivalent circuit. In the figure, "T.L." means "transmission line."
2.4 Conclusions
In high-speed digital circuits analysis, discontinuities such as the multiconductor 
bend are preferably modeled with an equivalent circuit because equivalent circuits are easily 
incorporated into existing CAD circuit analysis systems. The equivalent circuit model is a 
valid characterization providing the dominant behavior of the discontinuity is the storage of 
electric and magnetic energies. If low losses are present, they can be incorporated into the 
model through perturbational approaches, thereby avoiding the need for a more 
cumbersome full-wave model. Since the equivalent circuit is an approximate model of the 
actual discontinuity, its accuracy at characterizing the discontinuity must be tested by 
experimental measurements or dynamic analysis. If the tests show it is inadequate, it may 
only require modification since the underlying quasistatic approximation can be valid while 
the particular circuit is not.
The coupled T circuit was chosen for the multiconductor bend model because it is 
easily related to the physics of the problem—the inductors model the current distortion 
through the bend, and the capacitors model the charge storage at the bend com er-and its 
elements are easily obtained once the coefficients of capacitance and inductance of the 
multiline bend are known. The model is expected to be appropriate because it is valid for 
the single-line bend, and the multiline bend is similar to the single-line bend except for 
coupling which is taken into account by the equivalent circuit. This model can be 
considered as a reasonable initial estimate of the multiline bend behavior, and readily lends 
itself to modification if experimental or dynamic analysis shows it to be inaccurate.
CHAPTER 3
COMPUTING THE INDUCTANCE AND CAPACITANCE FOR A 
MULTICONDUCTOR MICROSTRIP BEND
3.1 Introduction
The method selected for computing the excess capacitance and inductance of the 
multiconductor microstrip bend must 1) sufficiently model the geometry, the fields or 
charge and current distributions associated with the geometry and the excitation and 
2) provide a means of accurately computing the capacitance and inductance matrices from 
the fields or charge and current distributions. The mathematical model of the geometry and 
the fields or charge and current distributions has to be theoretically correct, numerically 
accurate and solvable with the available computational resources. The chosen method must 
also lead to a theoretically and numerically accurate means of computing the excess 
capacitance and inductance from the fields or charge and current distributions.
In general, either a dynamic or quasistatic analysis can be done to obtain the excess 
capacitance and inductance elements for discontinuities [11]-[14], [17], [18], [22]-[24], 
[27]-[43]. For example, differential methods such as the finite-difference time-domain 
(FDTD) approach can be used to provide a dynamic solution from which the matrices or 
equivalent circuit can be extracted [23]. Even though the FDTD method is very flexible, 
several problems occur in both the modeling of the geometry and the computation of the 
matrices from the numerical analysis. Techniques based on differential equations require a 
closed region that encompasses the bend. Because the structure is actually in an open 
region, a boundary such as an absorbing boundary (ABC) is needed to surround the region 
and at the same time approximate the true open-region behavior [24]. Also, the incident 
field behavior at the ABC boundaries must be known in order to compute the scattered field 
because the ABCs are formulated in terms of the scattered field. Due to the dispersion 
caused by the microstrip structure, the incident field will change as it travels along the line, 
making it difficult to be estimated at the outer ABC boundaries. Also, the ABC boundary
is not exact and introduces error into the solution. Another problem with the modeling 
stage is that the entire volume inside the boundary needs to be discretized, which may result 
in a large mesh for multiconductor structures. Furthermore, each time the geometry is 
changed a new mesh must be generated, which requires either a commercial mesh generator 
or a program specifically designed for generating the mesh of the bend.
The other factor to consider is that an accurate method has to be found for obtaining 
the excess-inductance and capacitance matrices from the numerical analysis. Since matrices 
are being computed for an N-line system, the time-domain analysis has to be done for N 
independent excitations in order to provide enough information for computing the scattering 
parameters from which the equivalent circuit can be extracted [23]. In addition to the 
numerical errors introduced into the results by the process of computing the scattering 
parameters, the technique in [23] is limited by the flexibility of the process used in 
extracting the equivalent circuit. For example, Touchstone [26] can only handle up to a 
four-port or two-line bend. Thus, if other software is not available, a special routine must 
be written to extract the values for the equivalent circuit elements from the multiconductor 
bend scattering parameter results. This solution process will involve much computer time, 
especially for a large number of lines.
On the other hand, integral equation approaches can be used to compute the 
matrices without the complications associated with the differential equation techniques. All 
three problems previously mentioned that occur when discretizing the geometry with a 
differential equation method are avoided, and the excess-capacitance and inductance 
matrices can be readily obtained from the charge and current distributions. Also, the 
analytical difficulties that can occur with integral equation formulations do not in this case 
because of the simple geometry, and the full-wave Green’s function is not required [14].
For the geometrical aspects, first, the static Green’s function accurately models the 
open region geometry, thereby avoiding the problems associated with the absorbing 
boundaries used for the differential equation methods. Second, since only the surface
charge and current on the conductors need to be discretized, the number of unknowns is 
much less than that required of differential methods; however, a full matrix must be solved, 
making this advantage problem dependent. Third, the geometry is easily changed since 
only the parameters associated with the dielectric thickness, strip width, etc. need to be 
modified instead of the entire mesh as required by differential equation approaches.
As for the computation of the excess-capacitance and inductance matrices from the 
numerical analysis, the integral equation approach leads to a choice of theoretically accurate 
and straightforward procedures. An iterative procedure is not necessary for extracting them 
from the results as for the FDTD method in [23]. Another significant advantage is that the 
excitation is very easy to accurately specify, whereas the time-domain differential equation 
approaches require the excitation to be a quasi-TEM mode at the locations used for 
observing the reflected and transmitted fields or voltages. Because of these reasons, the 
integral equation approach was used to compute the excess capacitance and inductance 
matrices.
Of the various integral techniques that have been applied to microstrip 
discontinuities, the excess-charge approach developed by Silvester and Benedek and the 
excess-current approach developed by Gopinath and Easter were employed in this work 
because, even in the integral equation approach, it is difficult to accurately account for the 
infinite extent of the microstrips making up the bend [29], [30], [36]-[39]. (See 
Figure 2.1.) With the excess charge/current approach, one deals with the excess quantities 
directly, and this provides one with an accurate and simple means for truncating the 
microstrip arms without sacrificing the accuracy of computation. Although Silvester and 
Benedek’s excess-charge approach is used, their suggestion of applying Gaussian 
quadrature formulas to carry out the integrations was not used because the singularities in 
the Green's functions are integrable by employing the method of moments (MM) with two- 
dimensional basis functions [36], [50].
The excess-current approach was chosen over Horton's method because Horton's 
technique is not as rigorous [41]. He used an approximation to obtain the inductance of the 
bend from a static potential distribution instead of computing the inductance from 
magnetostatic theory as done with the excess-current approach [38]. The integro- 
differential skin-effect equation used by Thomson and Gopinath was not employed either 
because no clear evidence in terms of number of unknowns needed or computer run time 
expended was given to prove that the technique is better than the excess-current MM 
method [31]. Although the technique should be more accurate due to the better basis 
function representation of the current distribution, its greater complexity makes it more 
difficult to implement for the multiconductor case. Incidentally, Thomson and Gopinath 
also incorporated the excess-cuiTent approach into their skin-effect formulation because the 
technique is an efficient way of accounting for the infinite extent of the microstrip lines 
joined to the discontinuity.
The excess capacitance and inductance of the multiconductor bend were computed 
using the excess charge/current approaches in combination with the method of moments. 
As the various details of the approach used for the multiconductor variable angle bend were 
adapted from a wide variety of sources [29]-[30], [34]-[40], [43], [46], and its application 
to the multiconductor structure has not been rigorously discussed in the available literature, 
it is described in reasonable detail, especially as it applies to the multiline bend problem. In 
the following derivations, the dielectric is lossless and the conductors are assumed to be 
perfect electric conductors and infinitely thin to reduce the computational complexity.
3.2 Excess-Capacitance Matrix Computation
The excess charge with the method-of-moments (MM) approach as described in 
[29], [30], and [35]-[37] was extended to compute the capacitance matrix of the multiline 
bend geometry. A derivation of the approach will be given using the coupled microstrip 
bend to emphasize the multiline characteristics.
The excess capacitance matrix for a coupled microstrip bend is defined by the
equation
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where C“  is an element of the excess capacitance matrix, Cj} is an element of the lumped 
capacitance matrix, and C "  is an element of the uniform microstrip capacitance matrix
which is multiplied by the two arm lengths, L, which is defined as extending from 
reference planes T1 and T2 to infinity on the arms. (See Figure 2.1.) As length L goes to 
infinity, the two terms on the right become very large, making the subtraction numerically 
inaccurate [36]. The subtraction of the two large numbers can be avoided by expressing 
Equation (3.1) in terms of potentials and charge distributions which do not become 
excessively large with increasing L. Then, the excess capacitance can be computed directly 
from the excess charge by the equation
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where Q“ is an element in the lumped excess-charge matrix, and Vj is an element in the
excitation voltage matrix. The excitation matrix consists of N independent voltage 
excitations for an N-line bend. The potentials can be any value provided the excitation 
matrix does not become singular.
The lumped excess-charge matrix is computed from the potential residual which is 
derived next. Multiplying Equation (3.1) through by the excitation matrix yields the 
excess-charge formulation
(3.3)
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where g j  is the total lumped charge on the multiline bend, Q“2L is the lumped charge on a 
2L length of uniform microstrip line where L goes to infinity and Q™2L is called the “semi­
infinite charge.” In terms of distributed charge, Equation (3.3) is
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In this way, the bend charge distribution is split into an excess and two semi­
infinite charge contributions. The excess-charge distribution corresponds directly to the 
excess capacitance, and most of it exists within the bend region between reference planes 
T1 and T2, falling to a negligible amount a distance of about 2 to 3 microstrip widths past 
reference planes T1 and T2. (See Figure 3.1.)
The semi-infinite uniform microstrip charge distributions correspond to the uniform 
microstrip capacitance matrix term in Equation (3.1) and extend from reference planes T1 
and T2 to infinity. (See Figure 3.2.) Since they are related to the capacitance of the 
uniform multiline, they have the same cross-section as the charge distribution on a uniform 
multiconductor microstrip line. They are obtained by solving the two-dimensional uniform 
multiconductor microstrip problem.
Integrating Equation (3.4) over the microstrip Green's function for a point charge 
yields the expression for the potential residual as
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Figure 3.1. The location of the excess-charge distribution on a coupled-line 
bend. A row of patch basis functions is shown on one arm.
Figure 3.2. The semi-infinite charge distribution. The basis functions are 
shown for one arm.
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where OJ* is an element in the potential residual matrix which is related to the 
excess-charge distribution, <X>J is an element in the excitation matrix which corresponds to 
the total charge distribution on the bend, and O " 21 is an element in the microstrip-like
potential matrix which corresponds to the semi-infinite uniform microstrip charge 
distributions. As discussed with respect to Equation (3.2), the excitation matrix can be 
considered to be known, and 0 " 2L is given by
N
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where N is the number of conductors, and G is the electrostatic Green’s function. The 
domain of integration is the semi-infinite uniform charge distribution, , located on the
bend arms. (See Figure 3.2.) An efficient technique for computing the microstrip-like 
potential is to solve two uniform line problems and add the results, thereby avoiding the 
integrations over the infinite arm lengths. (See the Appendix.) Note that Equation (3.5) is 
more numerically efficient than Equation (3.1) because no terms become excessively large 
as L —» <»
The microstrip Green's function for a point charge, which is used in 
Equation (3.6), is given by [36]
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(3.9)
where the source point (x ',y ') and observation point (x,y) are located in the same X-Y 
plane, the dielectric thickness is h and the permittivity is er. The summation is over the 
contributions of the source and its images, which become more significant for higher 
permittivities.
Once the potential residual is obtained from Equation (3.5), the excess charge is 
computed by the convolution integral which is given by
where 0*jM is the ij1*1 component of the NxN potential residual matrix, N is the number of 
conductors, and the integrations are over the excess-charge distribution, aJJ . The
over the excess-charge distribution.
The first step in computing the excess capacitance matrix for an N-line microstrip 
bend is to fill the excitation voltage matrix with N independent excitations so that it is not 
singular. The microstrip-like potential matrix is computed by the method discussed in the 
Appendix. Then the potential residual matrix is calculated with Equation (3.5), and the N 
excess-charge distributions are computed with Equation (3.10). The elements in the 
lumped excess-charge matrix are computed by integrating over the excess-charge 
distribution, and the excess-capacitance matrix is computed with Equation (3.2).
The capacitance matrix elements were not computed separately with the equation
(3.10)
elements of the lumped excess-charge matrix in Equation (3.2) are obtained by integrating
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because, by exciting one line at a time and grounding all of the others, numerical errors 
may corrupt the solution for the charge distribution on conductors far from the excited line. 
With the matrix approach, nonzero potential excitations can be placed on several or all of 
the conductors, thus eliminating the need to compute charge distributions on lines far from 
the excitation. This limitation on Equation (3.11) becomes more noticeable for the larger 
multiconductor problems.
3.3 Excess-Inductance Matrix Computation
The excess current with the method of moments [18] was extended to compute the 
excess inductance of a multiline microstrip bend with an arbitrary bend angle. For this 
problem, the dielectric is ignored because it is nonmagnetic and because the quasi-TEM 
approximation is used in which the inhomogeneous dielectric is replaced by a 
homogeneous dielectric with an effective dielectric constant Frequency-dependent spectral 
domain analysis shows that with a homogeneous dielectric, the dependence of the 
microstrip current components on the permittivity drops out for the static case, permitting 
the inductance calculations to be carried out in free space. The current is assumed to be 
solenoidal since the conduction current is typically much larger than the displacement 
current in good conductors.
The inductance is computed in two stages. First, the bend current distribution is 
calculated, and then the excess energy is computed from which the inductance is obtained. 
The definition of the excess inductance for a multiline bend is
r i f l / f n  r t f .z & i  [ i n  a n . , , , .Us^ J ( 2L (3.12)
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where L“  is an element of the excess-inductance matrix, Lj is an element of the total 
lumped inductance matrix of the bend, and L" is an element of the uniform multiline
microstrip inductance matrix multiplied by the arm lengths L. A comparison of 
Equation (3.12) with the definition for the excess capacitance shows that the same problem 
is encountered. Namely, as length L goes to infinity, the subtraction in Equation (3.12) 
becomes numerically inaccurate. A procedure similar to the excess-charge approach, called 
the excess-current approach, solves the problem by separating the bend current into an 
excess current and two semi-infinite uniform microstrip currents. The excess-current 
distribution is caused entirely by the bend discontinuity and, like the excess charge, exists 
mostly within the bend region between reference planes T1 and T2, falling to a negligible 
amount a distance of about 2 to 3 microstrip widths past the reference planes. Figure 3.3 
shows the domain of the excess-current distribution which is represented as loops to 
indicate its solenoidal nature. The semi-infinite uniform microstrip current distributions 
extend from diagonal C to infinity on both arms. (See Figure 3.4.) They do not abrupdy 
end at reference planes T1 and T2 like the semi-infinite charge distributions because the 
current is solenoidal.
With this subdivision of the current distribution, the subtraction of the two large 
numbers in Equation (3.12) is avoided by transferring it to an expression of vector 
potentials and current distributions which do not become excessively larger with increasing 
L. The excess inductance is computed directly from the excess magnetostatic energy by the 
equation
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Figure 3.4. Semi-infinite current distribution with basis functions shown on one 
arm.
where Itj is an element of the current excitation matrix, and W** is an element of the
excess-energy matrix. No terms become excessively large and difficult to handle 
numerically as they do in Equation (3.12).
To correspond to the excess-capacitance method, the excess-flux approach should 
be used from which the excess inductance can be obtained as in [42]. However, the 
excess-energy approach was employed instead because the various energy integrations are 
very clearly defined and less susceptible to the discretization of the current than the flux 
was in our numerical experiments.
The magnetic field boundary condition is employed as the governing equation for 
computing the current distribution. The semi-infinite current distributions are used as the 
excitation, and the excess currents are computed as the response. Briefly, the magnetic 
field boundary condition for a perfect conductor is
n»H = 0 (3.14)
where n is the normal to the conductor surface, and H is the magnetic field due to the total 
bend current. To bring out the current dependence, the magnetic field is expressed as the 
curl of the magnetic vector potential yielding
« • V x At = 0 (3.15)
where the superscript T indicates the vector potential due to the total bend current For the 
rest of the derivation, the vector symbol is not shown, and the current and vector potential 
are understood to be vector quantities. Since this is a magnetostatic problem, the Coulomb 
gauge is used in order to form a convolution integral that relates the vector potential directly 
to the current. For a multiline system, the convolution integral is
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where J[ is the current distribution, and G is the Green’s function. The superscript, i, on 
the current distribution refers to the i1*1 excitation and the subscript, k, refers to the kth 
current of the i1*1 excitation. Thus, i counts the N excitations, and k counts the N currents 
per excitation. The vector potential Green's function is given by
where h is the thickness of the dielectric. This form of the Green’s function is for the 
source and observation in the same x-y plane. The first term is due to the source and the 
second term is its image in the ground plane. Separating the total vector potential, A7, into 
contributions due to the semi-infinite and excess currents yields
AT = Aua + Aex (3.18)
where A“** is the vector potential due to the semi-infinite currents, and Aa is the vector 
potential due to the excess currents. Substituting Equation (3.18) into Equation (3.15) 
gives the governing equation for the current distribution as
h •  V x (A“ * + A“ ) = 0 (3.19)
or
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Assuming the conductors are in the x-y plane so that the magnetic field is in the z 
coordinate direction, the scalar form of Equation (3.20) becomes
d A f dA™ dA~ dA?
dx dy dy dx (3.21)
The excess-current distribution is computed with Equations (3.16) and (3.21) once 
the semi-infinite uniform currents are known. The uniform currents are obtained separately 
from the uniform microstrip problem and placed on the bend geometry as shown in 
Figure 3.4. Since the propagation on the uniform line is quasi-TEM, the uniform current 
distribution is computed directly from the charge distribution by multiplying it by the phase 
velocity. However, since this scale factor drops out in computing the excess inductance, 
the charge distribution is not scaled.
Equations (3.16) and (3.17) show that the vector potential is not dependent upon 
the permittivity in this formulation. In the dynamic case, the vector potential Green’s 
function depends upon the permittivity, but in the magnetostatic case, only the component 
due to the transverse currents depends upon the inhomogeneous permittivity. However, if 
a homogeneous dielectric is used, this dependence drops out. The quasi-static model 
employed here [9] assumes that the microstrip is in a homogeneous medium with-an 
effective dielectric constant. Therefore, the dependence on the permittivity drops out for 
the transverse currents.
To obtain the expression for the excess-energy matrix, Equation (3.12) is multiplied 
through by the matrix of current excitations, [I], to give
(3.22)
where Wj is an element of the total energy matrix corresponding to the total inductance 
matrix, and W*2L is an element of the energy matrix for a 2L length of an N-line uniform 
microstrip transmission line, corresponding to the uniform inductance matrix term of 
Equation (3.12). In terms of currents and vector potentials, the elements in the excess- 
energy matrix are
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where the vector potentials are given by Equation (3.16) with the appropriate source 
currents. The domain of integration denoted by Qr extends over the entire k ^  conductor 
whereas the domain Q“^ 1 extends over arm 1 of the bend from reference plane T1 to 
infinity. (See Figure 2.1.) The second term is doubled because symmetry of the currents 
about diagonal C is employed to account for the contributions of both arms to the uniform 
energy. In its present form, Equation (3.23) is difficult to solve due to the infinite limits of 
integration and the subtraction of the two large energy terms. To make it more suitable for 
computation, the total vector potential, AT, and current, J T, are written in terms of excess 
and semi-infinite microstrip currents and vector potentials as
+ / “ )d£2-2  \ \ { A f
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Simplifying the first integrand yields
¡¡(a s + Aar) • ( / ? + Je?)dCi=
nT
f j  4 ?  •  / £  + /IT  •
aT (3.25)
where the summation has been dropped for clarity. Since the vector potentials are 
integrated over the current distributions, each term in Equation (3.25) involves four 
integrations. Further reduction of this equation depends upon the numerical method used 
to solve it. In this work, the method of moments with pulse basis and pulse testing 
functions is used. Since the current is represented by two-dimensional patches, closed- 
form formulas exist for both the excess and semi-infinite vector potentials; however, most 
of the integrations of the vector potentials over the current distributions must be done 
numerically. Therefore, the order of integrations in Equation (3.25) is rearranged where 
possible so that the infinite limits of integration are done analytically, leaving only finite 
limits of integration to be done numerically. The first two terms are already in the best 
form, with the numerical integrations over the finite domain of the excess current
The third term involves a numerical integration that extends to infinity since the 
inner product is between a vector potential and the semi-infinite current distribution. 
Noting the form of term two, it follows that the order of integrations in this term can be 
rearranged so that the infinite integration limit becomes part of the vector potential and 
therefore can be done analytically. Another way of viewing the order of the integrations for 
this term is that the mutual energy between two currents is unique and must be the same 
regardless of how it is computed. Therefore, the order of integration for this term can be 
rearranged as
JJ A&x • Jtfdil = f j A%* • JgdQ
*  (3.26)
to form a term with the numerical integration over a domain of finite extent
The fourth term in Equation (3.25) involves two integrals with infinite limits which 
correspond to the arm lengths and two integrals with finite limits which correspond to the 
conductor widths. A more efficient form can be obtained by subtracting the term
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First, the semi-infinite current term is rewritten as
where y j“ 1(CT1) extends from the diagonal C to the reference plane T1 on arm 1, and JfiL1 
extends from the reference plane T1 to infinity on arm 1. A similar expression occurs for 
the semi-infinite current on arm 2. Separating the semi-infinite vector potential and current 
distribution of the term in Equation (3.25) into contributions due to each arm and 
subtracting the term in Equation (3.24) give
JJ AT • Jk?dQ. -  2 JJ (As* • Jj^)dQ
or or1-
=  IT (A T ' + A T 1)* (JT ‘ + J T 2)dS1 -  2 IT ( A T *  J!f)dCl
Qcri—+Qcra— Q "- (3.28a)
where superscripts 1 and 2 represent arms 1 and 2, respectively. The symbols for the 
domains of integration have been modified to indicate that the first term is integrated over 
the two arms from the diagonal C to infinity, and the second term is integrated over arm 1 
from T1 to infinity. (See Figure 3.4 for T l, arm 1, etc.) Separating the terms into portions 
over each arm of the bend yields
JJ A T  • JirdQ. -2 JK^ S* •
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Splitting the semi-infinite current of the first two integrals according to Equation (3.27), 
i.e., at reference planes T1 and T2, combining the result with the second two integrals and 
employing symmetry yield the final equation as
JJ A T  • J^dQ. -2 JJ(4?i • Jtf-)dQ.
ar Q**
= 2 JJ A T2 • J%r'dQ + 2 JJ A T ' • J ™ KcrndO.
q c t i  - •  j j c n
+2 J J ( A r ‘ -A £ Ll)*J%L1dCl
on~  (3.29)
where the first term represents the mutual energy between arms one and two, and the other 
two integrals represent the energy of the self-term. The domain of integration of the mutual 
term is from the diagonal C to infinity on arm one, and the domain of integration of the 
self-term is split into two, one from C to T1 and the other from T1 to infinity. Due to 
symmetry, the integrations only need to be done for one arm and then doubled to account 
for the symmetrical terms.
In this form, only the first term requires a numerical integration with an infinite 
limit, but it is over the semi-infinite current on the opposing arm so that the integration can 
be truncated when the vector potential contribution becomes negligible. The infinite limits
of the other terms can be analytically computed, leaving only finite limits of integration that 
need to be performed numerically. The final form of Equation (3.24) which is used in the 
numerical algorithm is
N
\Ag • Jf* + Ag* • J% + • Jbx)dCl
a
N
+ 2 AT1 • JF licn)dQ
(3.30)
where
A£*Mi •  =  ( ^ i  -  4 ^ 1)  •  jffLi (3.31)
The superscripts 1 or ARM 1 and 2 or ARM 2 indicate on which arm of the bend the 
quantity is located. (See Figure 2.1.) (CT1) refers to the portion of the bend between 
diagonal C and reference plane T l. (T1 - <») refers to the portion of the bend along arm 1 
from reference plane T l to infinity. The first integral is over the excess currents which 
cover the bend region and extend a few conductor widths past reference planes T l and T2, 
the second integral is from C to T l, the third integral is from C to infinity along arm 1, and 
the fourth integral is from T l to infinity along arm 1. USS refers to the semi-infinite 
vector potential or current distributions, USL refers to the portions of the semi-infinite 
current distributions that extend from reference planes T l and T2 to infinity, and EX refers 
to the excess-current distribution. Superscript U S S l(C T l) refers to the portion of the 
semi-infinite current in the bend region from diagonal C to reference plane T l on arm 1. 
Symmetry across diagonal C was employed to obtain some of the terms in Equation (3.30). 
The details of the last term in Equation (3.30) are given in Equation (3.31) to show that the. 
subtraction in the original equation, (3.22), now occurs between vector potentials which
remain finite at infinity. This form allows the infinite arm lengths to be accounted for in a 
numerically efficient manner.
To compute the excess inductance, N algebraic equations are needed to solve matrix 
Equation (3.30) for an N-line structure. To obtain these equations, the uniform 
multiconductor microstrip problem is solved for N independent uniform current 
distributions which are placed on the bend as shown in Figure 3.4 for the excitations of the 
excess currents. For each of these excitations, Equations (3.16) and (3.21) are solved for 
the corresponding excess-current distribution. The N uniform and excess-current 
distributions are used to compute the excess energy with Equations (3.30) and (3.31), and 
Equation (3.13) is solved for the excess inductance. The currents in the excitation matrix 
of Equation (3.13) are obtained by integrating over the cross-section of the semi-infinite 
current distributions instead of the total current distribution since the excess currents only 
shift the current distribution and do not contribute to the total bend current.
3.4 Numerical Analysis
To compute the excess-capacitance and inductance matrices for multiconductor 
structures, the numerical approach must sufficiently model the charge and current 
distributions and be computationally efficient. The method of moments (MM) with pulse 
basis functions was employed in this work because the subdomain basis functions are 
flexible enough to model the current and charge distributions on multiconductor structures, 
and the technique is applicable to the integral equations [25]. By taking into account 
symmetry, reducing repetitive computations and employing analytical formulations, this 
technique is efficient enough to use for computing the capacitance and inductance matrices 
of multiconductor bends.
This chapter will discuss the numerical methods used in computing the excess 
capacitance and inductance. The efficiency of the techniques will be determined through a
convergence study. If the method does not converge or converges too slowly, it can either 
be modified or a different approach can be employed. The usual way for determining the 
convergence properties of computer codes for solving electromagnetic problems is 
numerical experimentation because mathematical proof for convergence or lack thereof is 
not always possible for numerical solutions [48]. The convergence studies were carried 
out by starting with a coarse mesh of the bend, computing the excess quantity and then 
increasing the mesh density until satisfactory convergence of the excess quantity was 
obtained.
A transient analysis of the multiconductor bend in a high-speed digital circuit is 
employed as the criterion for determining the necessary level of convergence for the 
computed excess capacitance and inductance. The values are sufficiently convergent when 
changes in them are not detectable in a transient analysis which uses the equivalent circuit. 
The values have to converge enough for modeling bends in high-speed digital circuits 
which have lines up to 30 mils wide and pulses with rising and falling edges down to 
10 ps. Routine convergence beyond this level only wastes the computer resources since 
the level of convergence will be greater than necessary.
3.4.1 Excess-charge model
For computing the excess capacitance, the method of moments with pulse basis and 
point matching was used [35], [39], [42], [47]. The excess-charge distribution is 
discretized with triangular patches along the bend diagonal C and rectangular patches 
extending from the triangular ones to a distance of a few conductor widths along the arms, 
since most of the excess charge is concentrated near the bend. (See Figure 3.1) The 
patches always line up with the arm axes, avoiding a staircase approximation for bends of 
arbitrary angle. The triangular basis functions could be used throughout the bend, but that 
would require more unknowns than are required with the combination of triangles and 
rectangles, making the program less efficient.
The semi-infinite uniform microstrip-like charge is discretized with semi-infinite 
rectangular strips that extend along the arms from each reference plane T1 or T2 to infinity. 
(See Figure 3.2.) With this discretization, the continuity of charge is maintained solely by 
the excess-charge discretization in the center of the bend, by both the semi-infinite and 
excess charge discretizations on the arms near the reference planes, and solely by the semi­
infinite charge distribution far from the bend. Since the accuracy of the result depends 
upon both of the substrips, which control the excitation, and the patches, a balanced ratio 
of patches to substrips was employed. The rectangular patches have the same width as the 
substrips, and their lengths are equal to the patch width except for non-right-angle bends 
near the bend diagonal as shown in Figure 3.1.
Point matching was used to solve for the discretized excess charge because no 
derivatives exist requiring special treatment, and the Green’s function contains an integrable 
singularity when point matching is used in combination with the patch basis functions [49]. 
To weigh the patches proportionally to their nonuniform shapes, the match points were 
placed at the center of masses of the patches. Point matching was also used to compute the 
semi-infinite charge distribution from the two-dimensional uniform line problem.
The important considerations for discretizing the charge are that the numerical 
model of the charge conform closely to the bend geometry for any angle and the basis 
functions provide a continuous representation of the charge distribution without any gaps. 
The accuracy of the distributed-charge model is only important in so far as an accurate 
value for the total excess charge can be obtained since the excess capacitance is related to 
the total excess charge and not necessarily to the precision of the representation of the 
charge distribution.
The method of moments with pulse basis functions and point matching is not only a 
flexible model for the charge distribution but also leads to the development of a reasonably 
efficient computer code. With this combination of basis and testing functions, closed-form 
formulas were obtained for all of the integrations-Equations (3.6) and (3.10) in Section 
3.2 [49]-making the program run much faster than it would with numerical integrations.
Symmetry across diagonal C in Figure 2.1 was employed to increase program efficiency. 
With these two modifications, the program takes a few minutes to compute the excess 
capacitance of single-line bends to less than 1 hour to compute the capacitance of a three- 
line bend on a DEC work station with a computing speed of 24 mips. The efficiency can 
be further increased by reducing the repetitive computations substantially more. For 
example, because many basis functions are identical, block-toeplitz structures exist within 
the excess-charge matrix and efficient methods can be employed to fill them, further 
reducing the program run time.
3.4.2 Convergence characteristics of the excess-charge model
In the following discussion, the convergence characteristics of the discretized 
charge distribution are shown for a single-line bend to provide a general idea of its 
behavior, and then the convergence of the excess capacitance is discussed for several bend 
configurations. The goal of the study is to determine if the method converges, and if so, 
what is the minimum required arm length and number of unknowns for satisfactory results. 
The arm length is given by parameter L in Figure 2.1. In this terminology, the arm length 
is for the excess charge. The semi-infinite charge distribution always extends to infinity, 
but the excess charge extends only a short distance from the bend.
Figures 3.6-3.9 show the convergence of the excess charge as the number of semi­
infinite substrips is increased. The number of patches that model the excess charge also 
increases as discussed in Section 3.4.1 to keep a balanced ratio of patches to substrips. A 
45-degree single-line bend with w/h=l and £r=4.5 was used in this example. Three cross 
sections of the charge were taken as shown in Figure 3.5. They are the outer side, center 
and inner side of the microstrip on arm 2 of the bend. The distance in the figures is 
measured from the outer comer of the bend, and the reference plane T2 is at 0.414 as 
shown in Figure 3.5.
Figures 3.6 and 3.7 show that the excess charge on the inner and outer edges of the 
bend has converged well for six strips and beyond. Figure 3.8 shows that the excess
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Figure 3.5. Locations of the cross sections of the excess-charge and current
distributions in Figures 3.6-3.9 and 3.18-20, respectively. The
diagonal is at 0 and T2 is at 0.414. (w/h = 1, e r = 4.5, 
w = 1 m .)
Distance from Outer Corner of the Bend (M)
Figure 3.6 Convergence of the excess-charge distribution with respect to 
the number of substrips along the inner side of a 45-degree 
microstrip bend.
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Distance from Outer Corner of the Bend (M)
Figure 3.7. Convergence of the excess-charge distribution with respect to 
the number of substrips along the outer side of a 45-degree 
microstrip bend.
Distance from Outer Corner of the Bend (M)
Figure 3.8 Convergence of the excess-charge distribution with respect to 
the number of substrips along the center of a 45-degree 
microstrip bend.
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Distance from Outer Corner of the Bend (M)
Figure 3.9 Detailed view of the excess-charge behavior shown in Figure 
3.8 near the bend diagonal.
charge at the center of the microstrip is convergent away from the bend but is still changing 
as the number of basis functions increases near the bend diagonal. Figure 3.9 shows a 
detailed view of this cross section near the bend diagonal. The charge distribution is 
becoming more concentrated at the diagonal but has not yet settled down. This behavior 
does not cause a problem, though, because the excess charge at the microstrip center is 
very small relative to the charge distributions at the bend edges, and it does not prevent the 
excess capacitance, which depends on the behavior of the sum total of the excess charge, 
from converging. Therefore, the small region in which the charge has not settled down is 
not significant for computing the excess capacitance. These graphs also show that the 
majority of the excess charge is concentrated near the bend diagonal, the concentration 
depending upon the bend angle, the width-to-height ratio and the permittivity of the 
substrate.
Tables 3.1-3.3 show the convergence of the excess capacitance with respect to the 
arm length for a single-line 90-degree bend with w/h ratios of 0.5, 1 and 2. In the tables, 
the arm length, L, is normalized with respect to the conductor width, w. The number of
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Table 3.1. Convergence of excess capacitance as a function of arm length for a single-line 
90-degree bend, (w/h = 1, er = 4.5 and 5 semi-infinite strips model the uniform charge 
distribution)
ARM LENGTH 
OVW)
NUMBER OF PATCHES Cex/Cush
1
ooo 0.8725
2 130 0.8476
T ~ 180 0.8384
4 230 0.8337
5 280 0.8309
Table 3.2. Convergence of excess capacitance as a function of arm length for a single-line
90-degree bend, (w/h = 0.5, er = 4.5 and 5 semi-infinite strips model the uniform charge 
distribution)
ARM LENGTH 
(UW)
NUMBER OF PATCHES Cex/C ush
1 oo o 0.4114
2 130 0.3777
“1 “ 180 0.3602
4 230 0.3506
5 280 0.3450
Table 3.3. Convergence of excess capacitance as a function of arm length for a single-line
90-degree bend, (w/h = 2, er = 4.5 and 5 semi-infinite strips model the uniform charge 
distribution)
ARM LENGTH 
(UW)
NUMBER OF PATCHES Cex/C ush
1 oo o 1.8342
2 130 1.8195
3 180 1.8131
4 230 1.8101
5 280 1.8082
semi-infinite strips was kept constant at five while the normalized arm lengths were 
increased from one to five. The tables show that the arm lengths have to be longer for the 
bends with the thicker dielectrics in order for the excess capacitance to converge well. This 
phenomenon occurs because the excess-charge distribution is less concentrated at the bend 
for the structures with thicker dielectrics so that longer arm lengths are required to capture 
most of the excess charge distribution.
Tables 3.4-3.7 show the convergence of the excess capacitance for a three-line 
90-degree bend as the normalized arm length increases from two to four. Tables 3.4 and
3.5 are for w/h=2.0, and Tables 3.6 and 3.7 are for w/h=0.5. Again the arm length must 
be longer for the thicker dielectric (Tables 3.6 and 3.7) in order for the excess capacitance 
matrix to converge well. The slowest term to converge is C33 shown in Table 3.6, which 
changes by 6.8% with the increase in arm length from two to four. Nevertheless, 
normalized arm lengths of two to three give sufficiently convergent capacitance matrices for 
modeling the bend behavior in high-speed digital circuit applications.
Numerical testing for the 45-degree single-line bend also showed that normalized 
arm lengths of two to three are sufficient for convergent results. This behavior makes 
sense since the 45-degree bend is closer to the uniform microstrip geometry. It requires 
less excess charge which is distributed over an equivalent or smaller conductor surface area 
than is required for the 90-degree bend as shown in Figures 3.10-3.12. In these figures 
inner, center and outer side refer to Figure 3.5. The distance in the figures is measured 
from the diagonal of the bend in order to provide a comparison between the charge 
distribution on a 90-degree and 45-degree bend. From this study it is expected that arm 
lengths of two to three or less will be sufficient for convergent results for all bends with 
angles less than 90 degrees.
The next set of tables shows the convergence of the excess capacitance with respect 
to the number of patches used to model the excess-charge distribution. Tables 3.8-3.13 
show the results for several three-line 90-degree bends with w/h ratios of 0.5, 1.0 and 2.0, 
respectively. The number of patches used for the excess charge are given for each line.
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Table 3.4. Convergence of the diagonal terms of the capacitance matrix for a three-line 
90-degree bend as the normalized arm length increases, (w/h = 2.0, w/s = 1.0, er = 4.5 and 
5 strips model the uniform current distribution)
Arm Length 
(LAV)
Excess Capacitance Diagonal Terms 
(pF/m)
C ll C22 C33
2 1091.846 604.193 115.795
3 1091.702 603.996 115.402
4 1091.650 603.913 115.232
Table 3.5. Convergence of the off-diagonal terms of the capacitance matrix for a three-line
90-degree bend as the normalized arm length increases, (w/h = 2.0, w/s = 1.0, er = 4.5 and 
5 strips model the uniform current distribution)
Aim Length 
(L/W)
Excess Capacitance Mutual Terms (pF/m)
C12 C13 C23
2 -22.8845 -1.5665 -8.4895
3 -22.9897 -1.6186 -8.6550
4 -23.0366 -1.6643 -8.7427
Table 3.6. Convergence of the diagonal terms of the capacitance matrix for a three-line
90-degree bend as the normalized arm length increases, (w/h = 0.5, w/s = 1.0, er = 4.5 and 
5 strips model the uniform current distribution)
Aim Length 
(LAV)
Excess Inductance Mutual Terms (nH/m)
C ll C22 C33
2 556.100 319.122 52.255
3 555.991 318.899 50.086
4 555.885 318.755 48.935
Table 3.7. Convergence of the off-diagonal terms of the capacitance matrix for a three-line
90-degree bend as the normalized arm length increases, (w/h = 0.5, w/s = 1.0, 8r = 4.5 and 
5 strips model the uniform current distribution)
Arm Length 
(LAV)
Excess Capacitance Mutual Terms (pF/m)
C12 C13 C23
2 -91.1814 -4.4860 -34.2677
3 -91.3109 -4.6002 -34.5750
4 -91.4170 -4.7079 -34.7988
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Distance from the Diagonal of the Bend (M)
Figure 3.10. The excess-charge distribution along the outer side of a 
45-degree and 90-degree microstrip bend.
Distance from the Diagonal of the Bend (M)
Figure 3.11. The excess-charge distribution along the inner side o f a 
45-degree and 90-degree microstrip bend.
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Distance from the Diagonal of the Bend (M)
Figure 3.12. The excess-charge distribution along the center of a 45-degree 
and 90-degree microstrip bend.
lengths. For these tables, the number of semi-infinite strips per line ranges consecutively 
from three for the first row to six for the last row. The normalized arm lengths were two 
throughout for comparison purposes between the tables. Tables 3.14 and 3.15 show the 
convergence characteristics of the excess capacitance for a three-line 45-degree bend. In 
this case, normalized arm lengths of three were chosen. In each case, the excess- 
capacitance converged sufficiently for five semi-infinite strips per line.
The conclusions of this study are that the pulse basis point matching MM technique 
is sufficient for computing the excess capacitance of the multiline bend with variable bend 
angle, and the computer codes are efficient enough to deal with structures requiring large 
numbers of unknowns as shown in Tables 3.14 and 3.15. The numerical tests indicated 
that about five semi-infinite strips per conductor and normalized arm lengths of 
approximately two to three are sufficient for computing convergent results for 
multiconductor structures of three lines or less and for bend angles from 0 to 90 degrees. 
For the three-line bends, approximately 784 patches are required to model the excess
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Table 3.8. Convergence of the diagonal terms of the capacitance matrix for a three-line 
90-degree bend as the number of unknowns increases. The number of semi-infinite strips 
per line increases from 3 for the first row to 6 for the last row. (w/h = 0.5, w/s = 1.0,
£r = 4.5 and L/w = 2)
Number of Patches Excess Capacitance Diagonal Terms 
(pF/m)
Outer Line Middle Line Inner Line C ll C22 C33
120 84 48 544.72 311.55 51.31
212 148 84 551.73 316.20 51.91
1 W 230 130 556.10 319.12 52.25
474 330 186 559.09 321.10 52.53
Table 3.9. Convergence of the off-diagonal terms of the capacitance matrix for a three-line 
90-degree bend as the number of unknowns increases. The number of semi-infinite strips 
per line increases from 3 for the first row to 6 for the last row. (w/h = 0.5, w/s = 1.0,
6r = 4.5 and L/w = 2)
Number of Patches Excess Capacitance Off-Diagonal Terms 
(pF/m)
Outer Line Middle Line Inner Line C12 C13 C23
120 84 48 -86.83 -4.38 -32.63
212 148 84 -89.52 -4.45 -33.62
330 230 130 -91.18 -4.49 -34.27
474 33Ö“ 1S 5- -92.31 -4.50 -34.70
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Table 3.10. Convergence of the diagonal terms of the capacitance matrix for a three-line 
90-degree bend as the number of unknowns increases. The number of semi-infinite strips 
per line increases from 3 for the first row to 6 for the last row. (w/h = 1.0, w/s = 1.0,
£r = 4.5 and L/w = 2)
Number of Patches Excess Capacitance Diagonal Terms 
(pF/m)
Outer Line Middle Line Inner Line c n C22 C33
120 84 48 718.63 398.89 72.01
212 148 84 728.98 404.84 72.82
330 230 130 735.44 408.59 73.36
474 330 186 739.85 411.13 73.73
Table 3.11. Convergence of the off-diagonal terms of the capacitance matrix for a three-line 
90-degree bend as the number of unknowns increases. The number of semi-infinite strips 
per line increases from 3 for the first row to 6 for the last row. (w/h = 1.0, w/s = 1.0,
8r = 4.5 and L/w = 2)
Number of Patches Excess Capacitance Off-Diagonal Terms 
(pF/m)
Outer Line Middle Line Inner Line C12 C13 C23
120 84 48 -48.10 -2.45 -17.84
212 £ oo 84 -50.18 -2.51 -18.60
330 230 130 -51.47 -2.55 -19.12
474 "3W ~ 7 5 5 “ -52.35 -2.56 -19.45
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Table 3.12. Convergence of the diagonal terms of the capacitance matrix for a three-line 
90-degree bend as the number of unknowns increases. The number of semi-infinite strips 
per line increases from 3 for the first row to 6 for the last row. (w/h = 2.0, w/s = 1.0,
er = 4.5 and L/w = 2)
Number of Patches Excess Capacitance Diagonal Terms 
(pF/m)
Outer Line Middle Line Inner Line c n C22 C33
84 48 1063.43 588.63 113.40
T I T " T4T ~ I T " 1Ó8Ò.8Ò'" 598.18 114.76
330 230 130 1091.85 604.19 115.80
474 1 5 0 “ 1 8 3 “ 1099.39 608.33 116.45
Table 3.13. Convergence of the off-diagonal terms of the capacitance matrix for a three-line 
90-degree bend as the number of unknowns increases. The number of semi-infinite strips 
per line increases from 3 for the first row to 6 for the last row. (w/h = 2.0, w/s = 1.0,
er = 4.5 and L/w = 2)
Number of Patches Excess Capacitance Off-Diagonal Terms 
(pF/m)
Outer Line Middle Line Inner Line CI2 C13 C23
12Ö 14“ 48 -20.^8 -1.48 -7.78
212 148 14 -22.16 -1.54 -8.20
1 W 230 130 -22.88 -1.57 -8.49
474 330 186 -23.40 -1.58 -8.68
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Table 3.14. Convergence of the diagonal terms of the capacitance matrix for a three-line 
45-degree bend as the number of unknowns increases. The number of semi-infinite strips 
per line increases from 4 for the first row to 6 for the last row. (w/h = 1.0, w/s = 1.0,
8r = 4.5 and L/w = 3)
Number of Patches Excess Capacitance Diagonal Terms 
(pF/m)
Outer Line Middle Line Inner Line C ll C22 C33
244 220 188 305.481 169.321 32.313
380 340 300 500.734 171.251 32.313
546 486 426 309.184 172.843 32.462
Table 3.15. Convergence of the off-diagonal terms of the capacitance matrix for a three-line 
45-degree bend as the number of unknowns increases. The number of semi-infinite strips 
per line increases from 4 for the first row to 6 for the last row. (w/h = 1.0, w/s = 1.0,
er = 4.5 and L/w = 3)
Number of Patches Excess Capacitance Off-Diagonal Terms 
(pF/m)
Outer Line Middle Line Inner Line C12 C13 C23
244 220 188 -21.251 -3.368 -8.534
35Ü“ 340 300 -22.212 -1.373 -9.013
546 486 426 -22.683 -1.430 -9.185
charge distribution, depending on the bend angle, and assuming normalized arm lengths of 
two and five semi-infinite strips per conductor are used.
With analytical formulas and the use of symmetry, an efficient program code was 
developed which is capable of solving for the capacitance matrix of multiconductor 
microstrip bends of up to at least three lines. For a three-line 90-degree bend with five 
semi-infinite strips and 690 basis functions for the excess charge, the program code 
required roughly 785 cpu seconds on the DEC work station with a computing speed of 
24 mips. For a three-line 45-degree bend with five substrips and 1020 unknowns, the 
code takes approximately 2047 cpu seconds or 34 cpu minutes on the DEC work station. 
Thus, the computer code will take approximately 35 cpu minutes or less to compute the 
excess-capacitance matrix for bends of three-lines or less, using a DEC work station. For 
bends consisting of four or more lines and/or for substrate thicknesses orders of magnitude 
different from the ones used here, the convergence criteria may change and should be re­
evaluated.
3.4.3 Excess-current formulation
For computing the excess inductance, pulse basis functions were used for the 
current model to make it simple and flexible, and pulse matching was used to take care of 
the derivative in Equation (3.21) [35], [38], [47]. A simple, flexible model is important in 
order to characterize both the distribution of the current and its solenoidal nature without 
reducing the computational efficiency too much for solving the multiline bend problem. 
The complexity of the basis function is limited by the need to perform numerical 
integrations which can significantly increase the cpu time required by the computer code, 
making it less efficient
The semi-infinite uniform microstrip-like current is discretized with triangular 
patches at the bend diagonal C and semi-infinite rectangular strips extending from the 
triangular patches to infinity. (See Figure 3.5.) Previously, only the semi-infinite 
rectangular patches were employed; however, the discontinuity in the current at the
diagonal caused significant changes in the results depending upon how the semi-infinite 
rectangular patches were joined~no overlap or with an overlap of a certain amount. The 
triangular patches provided a smooth junction of the semi-infinite currents at the diagonal 
and modeled exactly the divergence-free nature of the current.
The excess-current distribution is discretized with rectangular and triangular loops 
of constant current in order to maintain its solenoidal nature and to provide a flexible 
model. Triangular loops could be used throughout the bend as in [42], but that would 
require more unknowns than are required with the combination of triangles and rectangles. 
A completely divergence-free patch-loop model shown in Figure 3.13, which consisted of 
loops made of triangular patches, was tested, but it increased the computational time too 
much to be of practical use due to the excessive number of numerical integrations. Instead, 
loops made from rectangular patches are employed. The rectangular loops consist of four 
rectangular patches of current of constant magnitude, and the triangular loops consist of 
three rectangular patches of current of constant magnitude. Both loops of current are 
assumed to flow in a clockwise direction.
A typical rectangular loop is shown in Figure 3.14. Even though this arrangement 
does not satisfy the solenoidal nature of the current at the comers of the loops, it produces 
satisfactory results. In order for this patch model to be divergence free in an average sense, 
each patch must be the same width, or weighted appropriately. Figure 3.15 shows the 
intersection of two patches at the comer of a narrow rectangular loop, where the patch 
widths are different Taking the horizontal patch as the reference patch, the divergence-free 
condition can be expressed as
yAWl = ctAW2 (3 32)
where j is the current density of the reference patch, or the current density that is assumed 
for the entire loop, a  is the weight of the current density of patch two and AW1 and AW2 
are the patch widths as shown in Figure 3.15. The continuity condition forces the total
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Figure 3.13. Divergence-rree loops mane rrom triangular patch currents.
Figure 3.14. Rectangular loop model made of four patches.
current in patches one and two to be equal in order to provide a constant current flow from 
patch one to patch two. Patch two will be weighted according to the equation,
a  = jA W l/A W 2 (3.33)
For narrow rectangular loops, patches on opposing sides of the loop must not 
overlap since the current in the intersection of these two patches will add to zero, reducing 
the effective patch widths and violating the divergence free condition, assuming the overlap 
is not taken into account through appropriate weights. The loop is divergence free in an 
average sense if the same total current flows in each side of the loop.
Two triangular loops are shown in Figure 3.16. Since the triangular loops occur 
only on the diagonal, they can always be combined into a larger quadrilateral loop of 
current. Because of symmetry across the diagonal, the currents in the triangular loops 
forming the quadrilateral are equal in magnitude so that the total excess current through the 
center of the quadrilateral adds to zero and does not have to be computed. This reduction in 
the number of current patches saves some time in the computation of the energy due to the 
loop currents.
Figure 3.17 shows the placement of the loops and semi-infinite substrips on the 
bend. In this figure, the loops are drawn with filaments instead of patches for clarity. The 
triangular loops are on the diagonal, and the rectangular loops extend from them out along 
the arms. The excess-current loops are placed on top of the semi-infinite current model so 
that the excess-current patches cover the semi-infinite current patches or substrips. The 
widths of the excess-current patches whose axes line up with the substrip axes are equal to 
the widths of the substrips to provide adequate weight for adjusting the current distribution. 
For arbitrary bend angles, some of the rectangular loops near the diagonal become narrow 
and must be weighed according to Equation (3.33) to maintain the solenoidal condition.
Figure 3.15. A loop made from patches with unequal widths.
Figure 3.16. Quadrilateral loop model made from two triangular loops 
consisting of rectangular patches.
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Semi-Infinite 
Substrip
Excess-Current Loops
Figure 3.17. Discretization of the excess and semi-infinite currents. One 
semi-infinite substrip and excess-current patch are highlighted.
Regardless of bend angle, the loops are always made to line up with the arm axes, 
avoiding a staircase approximation for bends of arbitrary angle. The loops form an 
interconnected system of current patches through which the excess current can flow. This 
discretization allows the excess current modeled with loops to shift the uniform current 
modeled with the substrips so that the sum of the excess and uniform currents will yield the 
correct distribution based on the governing condition that the magnetic field normal to the 
conductor surface is zero.
The testing of the integral Equation (3.21) is done with subsectional pulse functions 
instead of point matching to provide smooth functions for handling the derivative of the 
vector potential. The testing was done over the area inside each loop, where a rectangular 
pulse was employed to test the rectangular loops, and a triangular pulse was employed for 
the triangular loops. The testing function extended from the loop center to the centers of 
the patches forming the loop. With pulse matching, the derivative can be transferred to the 
testing functions by integration by parts or by Stokes' theorem. In either case, the 
derivatives are effectively replaced with difference equations [47], [50]. Pulling the
derivatives under the integrals and applying them directly to the Green’s function before 
integrating may give inaccurate results because the vector potential Green's function 
contains a singularity in its self-term. However, for finite current distributions the vector 
potential is continuous and its first derivatives exist everywhere so that the derivative can 
theoretically be taken inside the integral [51]. To avoid any possible numerical 
complications though, pulse matching was employed to account for the derivatives.
The MM with pulse basis and pulse matching provides a flexible model of the 
current distribution and is efficient enough for computing the inductance matrices of 
multiconductor bends of up to at least three lines. The implementation of this technique 
involved both analytical formulations and numerical integrations. With the pulse basis 
functions, analytical formulas could be obtained for the semi-infinite and excess vector 
potentials, but they could not be obtained for all of the other integrations. With the pulse 
matching formulation, a numerical line integration is done around the periphery of each 
testing function. The other numerical integrations which are the energy terms were 
discussed in Section 3.3. Most of these numerical integrations have finite limits and are 
double integrals over the two-dimensional patches used to model the excess current or are 
single integrals over the widths of the semi-infinite strips used to model the uniform 
current. The only numerical integration with an infinite limit is the term, Aussl-Juss2, in 
Equation (3.30). This term must be computed for bends with angles less than 90 degrees 
but is zero for right-angle bends because its inner product is zero. Since the semi-infinite 
vector potential falls off with distance from its source current, the infinite integration limit 
can be truncated allowing this integration to be performed numerically. The integration has 
to be accurate because its value significantly influences the excess-inductance results. All 
of the numerical integrations were pertormed with a Gaussian quadrature routine [52].
The computer code employed symmetry across diagonal C in Figure 2.1, and some 
of the repetitive computations were removed by employing a look-up table to increase 
program efficiency. For example, Equation (3.21) has to be solved N times for an N-line
bend. However, since only the right-hand side changes each time, the MM matrix is 
computed only once and then stored and used for all of the excitations. This code takes 
much more time to run than the excess-capacitance code due to the greater number of 
computations and the numerical integrations. Most of the time is spent filling the MM 
matrix and solving for the excess current by inverting the matrix, but a significant amount 
is also required to compute the energy. As in the case of the excess-capacitance code, the 
efficiency can be further increased by reducing the repetitive computations substantially 
more. For example, because most of the basis functions are identical, block-toeplitz 
structures exist within the MM matrix and some of the energy calculations. Efficient means 
exist for filling these types of structures which can be used to further reduce the run time of 
the computer code. Also, some of the numerical integrations can be approximated by other 
means without compromising the solution, further reducing the run time.
3.4.4 Convergence characteristics of the excess-current formulation
The convergence characteristics of this model are shown next The study is carried 
out in a manner similar to the excess capacitance analysis. First, the excess-current 
distribution is shown for a single-line bend to provide a general idea of its behavior, and 
then the convergence of the computed excess inductance is discussed for several bend 
configurations. The goal of the study is to determine if the method converges, and if so, 
what is the minimum required arm length and number of unknowns for satisfactory results. 
The arm length is given by parameter L in Figure 2.1 and is normalized with respect to the 
conductor width, w, in this study.
The convergence characteristics of the excess current as a function of the number of 
substrips used for the semi-infinite current distribution are shown for a single-line 
45-degree bend with w/h=l in Figures 3.18-3.20. The locations of the cross sections are 
shown in Figure 3.5. These figures show that the excess current has converged reasonably 
well for all three cross sections with five to six substrips or less. The current in the center
Distance from Outer Corner of the Bend (M)
Figure 3.18 Convergence of the excess-current distribution with respect to 
the number of substrips along the inner side of a 45-degree 
microstrip bend.
Distance from Outer Corner of the Bend (M)
Figure 3.19 Convergence of the excess-current distribution with respect to 
the number of substrips along the outer side of a 45-degree 
microstrip bend.
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of the bend, Figure 3.20, shows exceucm convergence witn three strips. The number of 
loops for the excess current is computed based on the number of semi-infinite strips and 
arm length and therefore is not shown in this analysis. (See Section 3.4.3.) Like the 
excess charge, the excess current is also concentrated near the bend, its distribution 
depending upon the bend angle and width-to-height ratio.
Tables 3.16-3.18 show the convergence of the excess inductance as the normalized 
arm length increases for several single-line 90-degree bends with w/h ratios of 0.5,1.0 and 
2.0. The tables indicate that a normalized arm length of two to three is sufficient for all 
three w/h ratios. The values of excess inductance for w/h=0.5 and w/h=2.0 converge 
much faster than for the excess-capacitance, with at most a 0.4% change in value as the 
normalized arm length changes from two to five. The slowest rate of convergence of the 
excess inductance occurs for w/h=1.0, whereas the slowest convergence of the excess 
capacitance was for w/h=0.5. In Table 3.17, for which
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Table 3.16. Convergence of the normalized excess inductance with increasing normalized 
arm lengths for a single-line 90-degree bend. Five semi-infinite strips model the uniform 
current, (w/h = 0.5)
66
ARM LENGTH 
(UW)
NUMBER OF LOOPS Lex/L ush
1 68 -0 .2 4 2 8 8 9 7 9 0 5
2 108 -0 .2 4 5 6 1 2 7 2 8
3 148 -0 .2 4 6 3 1 5 1 5 7 2
4 OO oc -0 .2 4 6 5 4 8 3 3 6
5 228 -0 .2 46638207
Table 3.17. Convergence of the normalized excess inductance with increasing normalized 
arm lengths for a single-line 90-degree bend. Five semi-infinite strips model the uniform 
current, (w/h = 1.0)
ARM LENGTH 
(UW)
NUMBER OF LOOPS Le7 L ush
1 68 -0 .00 5 6 1 0 7 6 9 1 8
2 108 -0 .0 0 9 6 7 9 8 9 3 8
3 148 -0 .0 1 0 3 1 3 3 7 3 5
4 188 -0 .0 1 0 4 5 5 3 8 1 4
5 228 -0 .0 1 0 4 9 6 6 4 4 4
Table 3.18. Convergence of the normalized excess inductance with increasing normalized 
arm lengths for a single-line 90-degree bend. Five semi-infinite strips model the uniform 
current, (w/h = 2.0)
ARM LENGTH 
(UW)
NUMBER OF LOOPS L ex/LUSh
1 68 0.528432118
2 108 0.524280873
3 148 0.523924851
4 188 0.523868142
5 228 0.523851435
w/h=1.0, the excess inductance is very small so that the slow convergence of this value is 
not noticeable in high-speed digital circuit transient analysis.
Tables 3.19 and 3.20 show the convergence of the inductance matrix for a 
90-degree three-line bend as the normalized arm length increases for a w/h ratio of 0.5. In 
this case, a normalized arm length of two is sufficient for convergent values of the excess 
inductance. Tables 3.21 and 3.22 show the convergence of the inductance for a 90-degree 
three-line bend with a w/h ratio of two. A normalized arm length of two is sufficient for all 
but the L23 term to converge well. A normalized arm length of three is required for this 
element to converge well. Nevertheless, because L23 is on the order of 100 times smaller 
than any other element, the change in value of this term from a normalized arm length of 
two to three will not be noticed in high-speed digital circuit transient analysis because the 
other terms of the excess-inductance matrix dominate the bend behavior. These tables 
indicate that a normalized arm length of two to three is sufficient for reasonably convergent 
results for bends with dimensions similar to the ones tested here.
Numerical testing for the 45-degree single-line bend also showed that normalized 
arm lengths of two to three are sufficient for convergent results. This behavior makes 
sense since the 45-degree bend is closer to the uniform microstrip geometry. It requires 
less excess current that is distributed over an equivalent or smaller conductor surface area 
than the 90-degree bend requires as shown in Figures 3.21-3.23. In these figures, inner, 
center and outer side refer to Figure 3.5. The distances are measured from the bend 
diagonal. From this analysis, it is expected that arm lengths of two to three or less will be 
sufficient for convergent results for all bends with angles less than 90 degrees.
Tables 3.23-3.28 show the convergence characteristics of this technique as the 
number of loops and semi-infinite strips is increased for a normalized arm length of two. 
Table 3.23 shows the convergence of the excess inductance for a single-line 90-degree 
bend with w/h ratios of 0.5, 1.0 and 2.0, and Table 3.24 shows the results for a two-line 
90-degree bend with a w/h ratio of one and a w/s ratio of one.
Table 3.19. Convergence of the diagonal terms of the inductance matrix for a three-line 90- 
degree bend as the normalized arm length increases. Five strips model the uniform current 
distribution, (w/h = 0.5 and w/s = 1)
Aim Length 
(L/w)
Excess Inductance Mutual Terms (nH/m)
L l l L22 L33
2 4191.906 1950.364 -258.219
3 4191.727 1949.959 -259.118
4 4191.626 1949.779 -259.398
Table 3.20. Convergence of the off-diagonal terms of the inductance matrix for a three-line 
90-degree bend as the normalized arm length increases. Five strips model the uniform 
current distribution, (w/h = 0.5 and w/s = 1)
Arm Length
(L/w)
Excess Inductance Mutual Terms (nH/m)
L12 LL3 L23
2 526.638 -89.599 -126.843
3 526.373 -89.984 -127.461
4 526.240 -90.160 -127.701
Table 3.21. Convergence of the diagonal terms of the inductance matrix for a three-line 90- 
degree bend as the normalized arm length increases. Five strips model the uniform current 
distribution, (w/h = 2.0 and w/s =1)
Arm Length 
(L/w)
Excess Inductance Mutual Terms (nH/m)
L ll L22 L33
2 1510.566 1293.196 78.700
3 2510.563 1293.188 78.649
4 ”  2310.362 1293.185 78.643
Table 3.22. Convergence of the off-diagonal terms of the inductance matrix for a three-line 
90-degree bend as the normalized arm length increases. Five strips model the uniform 
current distribution, (w/h = 2.0 and w/s = 1)
Arm Length
(L/w)
Excess Inductance Mutual Terms (nH/m)
L12 L13 L23
2 101.606 -4.538 -0.0484
3 101.602 -4.548 -0.0724
4 101.598 -4.551 -0.0783
Table 3.23. Convergence of the excess inductance for a single-line 90-degree bend as the 
number of unknowns increases. The number of semi-infinite strips per line increases from 
3 for the first row to 6 for the last. (L/w = 2)
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Number of 
Loops
Excess Inductance (nH/m)
w/h=2 w/h=l w/h=0.5
3 4 90.042 9.699 -259.63
66 82.359 0.8588 -268.95
TÔT" 78.047 -4.0926 -274.17
160 75.327 -7.2131 -277.46
Table 3.24. Convergence of the terms of the inductance matrix for a two-line 90-degree 
bend as the number of unknowns increases. The number of semi-infinite strips per line 
increases from 3 for the first row to 6 for the last, (w/h = 1 and w/s = 1 and L/w = 2)
Number of Loops Excess Inductance Mutual Terms (nH/m)
Outer Line Inner Line L ll L22 L12
58 34 1742.687 13.141 -15.978
114 66 1719.661 4.700 -16.862
188 108 1705.809 -0.0167 -17.314
280 160 1696.654 -2.983 -17.585
Table 3.25. Convergence of the excess inductance for a 90-degree three-line bend as the 
number of unknowns increases. The number of semi-infinite strips per line increases from 
3 for the first row to 6 for the last, (w/h = 0.5, w/s = 1.0, L/w = 2)
Number of LooDS Excess Inductance Diagonal Terms (nH/m)
Outer Line Middle Line Inner Line L ll L22 L33
82 58 34 4258.887 1992.028 -245.897
162 114 3 5 ” 4217.202 1965.954 -253.821
268 188 108 4191.906 1950.364 -258.219
400 280 160 4175.077 1940.095 -260.968
Number of Loops Excess Inductance Mutual Terms (nH/m)
Outer Line Middle Line Inner Line Ln L B L23
82 58 34 527.958 -88.959 -124.876
162 114 66 527.056 -89.383 -126.180
268 188 3 0 8 “ 526.638 -89.598 -126.843
400 280 n r 155355“ -89.730 -127.233
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Table 3.26. Convergence of the excess inductance for a 90-degree three-line bend as the 
number of unknowns increases. The number of semi-infinite strips per line increases from 
3 for the first row to 6 for the last, (w/h = 1.0, w/s = 1.0, L/w = 2)
Number of LooDS Excess Inductance Diagonal Terms (nH/m)
Outer Line Middle Line Inner Line L ll L22 L33
82 3 F “ 34 3478.77 1739.82 13.43
162 114 3441.95 1716.615 5.0206
268 188 TÜ3- 3419.44 1702.666 0.3209
400 280 160 3404.42 1693.45 -0.00263
Number of Loops Excess Inductance Mutual Terms (nH/m)
Outer Line Middle Line Inner Line L12 L13 L23
82 58 34 279.91 -19.08 -15.47
162 114 66 280.33 -19.23 -16.30
268 188 108 280.65 -19.30 -16.72
400 280 TSÖ” 2 3 0 3 “ -19.34 -16.97
Table 3.27. Convergence of the excess inductance for a 90-degree three-line bend as the 
number of unknowns increases. The number of semi-infinite strips per line increases from 
3 for the first row to 5 and 6 for the next two rows, respectively, (w/h = 2.0, w/s = 1.0, 
L/w = 2)
Number of Loops Excess Inductance Diagonal Terms (nH/m)
Outer Line Middle Line Inner Line L ll L22 L33
82 58 34 2558.1 1323.1 90.6
268 188 1Ü T “ 2510.6 1293.2 78.7
400 280 160 2498.2 1285.6 76.0
Number of Loops Excess Inductance Mutual Terms (nH/m)
Outer Line Middle Line Inner Line L12 L13 L23
82 58 34 100.8 -4.48 0.426
“261” 188 108 101.6 -4.54 -0.048
400 280 160 101.8 -4.55 -0.135
Table 3.28. Convergence of the excess inductance for a 45-degree three-line bend as the 
number of unknowns increases. The number of semi-infinite strips per line increases from 
3 for the first row to 6 for the last two rows, (w/h = 2.0, w/s = 1.0, L/w = 2)
Number of LooDS Excess Inductance Diagonal Terms (nH/m)
Outer Line Middle line Inner Line L ll L22 L33
82 74 62 1103.275 591.722 81.363
162 144 126 1091.635 584.995 79.171
1 5 5 “ 7 W ~ 204 1084.675 580.164 77.756
400 350 300 1079.339 577.157 76.737
Number of LooDS Excess Inductance Mutual Terms (nH/m)
Outer Line Middle Line Inner Line L12 L13 L23
82 74 62 55.758 4.826 14.199
162 144 1 5 5 “ 55.858 4.636 14.023
"358 T R T 204 55.828 4.408 13.762
400 "35Ü” 300 55.672 4.149 13.523
Distance from the Diagonal of the Bend (M)
Figure 3.21. The excess-current distribution along the inner side of a 
45-degree and 90-degree microstrip bend.
Distance from the Diagonal of the Bend (M)
Figure 3.22. The excess-current distribution along the center of a 45-degree 
and 90-degree microstrip bend.
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Distance from the Diagonal of the Bend (M)
Figure 3.23. The excess-current distribution along the outer side of a 
45-degree and 90-degree microstrip bend.
Tables 3.25-3.27 show the convergence characteristics of the inductance matrix for 
several 90-degree three-line bends with w/h=0.5, 1.0 and 2.0, respectively, and 
Table 3.28 shows the results for a 45-degree three-line bend with w/h=2.0. The 
normalized arm length is three for all four tables. All terms in the tables converge as the 
number of unknowns increases. It turns out that the change in inductance values caused by 
increasing the number of semi-infinite strips from five to six and by increasing the number 
of excess-current basis functions by the respective amount is not detectable by high-speed 
digital circuit simulations with pulse rise-times as fast as 10 ps and dimensions as large as 
30 mils. Thus, five strips are sufficient for convergent results of the excess inductance for 
the bends shown in the tables.
These results indicate that the MM with pulse basis and pulse matching is sufficient 
for computing the excess inductance of the multiline bend with a variable bend angle; 
however, the computer codes should be optimized further before using on structures 
requiring large numbers of unknowns. The tables indicate that the excess inductance
values converge with approximately five semi-infinite strips per conductor and normalized 
arm lengths of two to three for multiconductor bends of three lines or less and with a bend 
angle between 0 and 90 degrees. A three-line bend with normalized arm lengths of two and 
five semi-infinite strips per conductor requires approximately 642 loops for modeling the 
excess current, the exact number depending on the bend angle. The convergence criteria 
may differ for bends with dimensions that differ significantly from the ones used in this 
study and should be re-evaluated in those instances.
The computer code works for computing the excess inductance for bends of at least 
three lines using a DEC work station. For a typical three-line 90-degree bend using 564 
unknowns to model the excess current, five semi-infinite strips per line to model the 
uniform current distribution and with normalized arm lengths of two, approximately 7493 
cpu secs or 2 hrs on the DEC work station with a computing speed of 24 mips are required 
to compute the excess-inductance matrix. For a 45-degree three-line bend with 708 
unknowns for the excess-current discretization, five semi-infinite strips per line for the 
uniform-current discretization and with normalized arm lengths of two, approximately 
14,832 cpu secs or 4 hrs and 7 mins of cpu time are required on the DEC work station to 
compute the results. The run time is much less for right-angle bends than for arbitrary 
angle bends because the inner products of the mutual energy terms between arms one and 
two are zero and do not need to be evaluated. For four or more lines, these run times may 
become excessive, requiring the code to be further optimized.
The major repetitive computations have been eliminated, but many repetitive 
calculations are still done that can be removed with more sophisticated bookkeeping to 
reduce the run time. The other major time-consuming operations are the numerical 
integrations. In the present computer code, all terms that are not obtained analytically are 
numerically integrated. However, integrations in which the observation point is far from 
the source point can be approximated with simpler means since these terms are small, and 
their precise value will not significantly affect the final result. The approximation of these
integrations is a significant factor in reducing the computer run time since numerical 
integration takes much time.
3.5 Conclusions
The combination of the method of moments with the excess-charge and excess- 
current schemes is a reasonable approach for computing the excess-capacitance and 
inductance matrices for multiconductor bends. The excess-charge/current approaches 
effectively account for the infinite extent of the microstrips forming the bend. By 
employing the static Green’s function, the open structure is accurately modeled. The pulse 
basis functions provide a means of computing analytical formulations of many of the 
integrals, resulting in computer codes efficient enough for the multiconductor case. The 
programs take into account symmetry across diagonal C to reduce the run time. Further 
steps can be taken to reduce the run time such as eliminating repetitive computations and 
overly accurate numerical integrations.
The numerical studies showed that the computer codes produce convergent results 
for the charge/current distributions and the excess-capacitance and inductance matrices for 
all of the structures tested. For dimensions in which the dielectric thickness and line 
spacing are on the order of the conductor width, the computations converged well for 
modeling bends in high-speed circuit analysis with normalized arm lengths of two and with 
five semi-infinite strips per conductor for the uniform-charge/current distributions. The 
corresponding number of basis functions for the excess-charge/current distributions is 
automatically generated by the programs according to the number of semi-infinite strips. 
For example, a three-line bend typically requires 784 patches to model the excess charge 
and 642 loops to model the excess current, assuming five semi-infinite strips per line and 
normalized arm lengths of two are used.
CHAPTER 4
ANALYZING THE EQUIVALENT CIRCUIT MODEL
4.1 Introduction
To study the validity of the circuit model, two aspects are examined. One is the 
accuracy of the excess capacitance and inductance computations, and the other is the 
accuracy of the model itself. Both of these analyses are best carried out by comparisons 
with accurate experimental data. The excess capacitance and inductance of the single-line 
bend have been measured with resonance techniques [32], [42], but no published results of 
measurements were found for the multiconductor bend case. Therefore, direct 
comparisons of the computed excess capacitance and inductance matrices with measured 
data were impossible.
A similar situation exists in obtaining data for the behavior of the multiconductor 
bend equivalent circuit model. Since the model is designed for digital circuit analysis, the 
best data for determining its validity would be measurement data for the bend in a digital 
circuit. However, the effects of the measuring devices, other circuit elements and 
discontinuities, microstrip dispersion and other factors must be accurately taken into 
account so that the distortion due to the bend can be identified in order to check the 
accuracy of the model. Since these data are difficult to obtain, a good alternative is to use 
the measured scattering parameter data of the bend discontinuity to check the model. The 
bend behavior can be reasonably isolated from the effects of the other electrical components 
such as the connectors through calibration procedures, but the calibration is complicated for 
the multiconductor case as discussed in [3] for a three-port structure. One problem, for 
example, is that the multiconductor lines are usually close together, forcing one to taper 
them out in order to have room for attaching the connectors for the transition from the bend 
to the network analyzer. The effects of the tapers and connections in combination with the 
multiconductor microstrip characteristics will require multiport calibration procedures and
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standards to remove their contributions from the measurements so that the bend behavior 
can be observed. These measurement problems make it difficult to obtain experimental data 
for the multiline bend.
Without measurement data for the multiconductor case, the alternative is to study 
the single-line results and use them to make inferences concerning the multiline bend. This 
approach is chosen because accurate measurements of the multiconductor bend are 
expensive and difficult to make, much data are available on the single-line bend, and the 
multiconductor model is an extension of the single-line bend. The same theory is employed 
to compute the excess capacitance and inductance values, and the matrices are incorporated 
into an equivalent T circuit in the same way as the excess capacitance and inductance values 
are for the single-line bend. It is postulated that, if the single-line model is good, the 
multiconductor bend model should be a reasonable approximation to the true 
multiconductor bend behavior as well. Nevertheless, experimental measurements or 
accurate dynamic analysis of the multiconductor bend are needed to validate the postulate, 
especially for structures with many lines as discussed in Chapter 2.
In this chapter, the excess capacitance and inductance values computed with the 
algorithms discussed in Chapter 3 were compared with a variety of the theoretical and 
experimental technical data from the literature. The equivalent circuit model behavior was 
studied using measured scattering parameter data of a 45-degree and 90-degree single-line 
bend. This approach was chosen because the TRL calibration technique [44] makes it 
possible, and it readily shows the dynamic behavior of the bend as opposed to the results 
for resonance measurement techniques which have been used for extracting the excess 
inductance and capacitance values as in [32] and [45]. The last section of this chapter 
presents the excess capacitance and inductance matrices for several variable-angle three-line 
bends.
4.2 Comparisons with Data from Technical Literature
The excess capacitance and inductance are compared with a variety of the available 
quasistatic and experimental technical data from the literature [17], [31], [32], [36], [37], 
[42], [43] and [45]. The quasistatic data were obtained from references [17], [31], [42], 
and [43], and the experimental data were obtained from references [32] and [45]. The 
majority of the references covers the single-line, 90-degree microstrip bend whereas only 
one reference [43] has data for the single-line bend with an arbitrary bend angle, and only 
one reference [45] presents results for a coupled 90-degree microstrip bend. No references 
were found providing data on the multiconductor bend with an arbitrary bend angle. For 
the comparisons that follow, the excess capacitance and inductance values are normalized 
with respect to the dielectric thickness, h, and the respective uniform microstrip 
capacitance, C ^ , or inductance, Lus. The dielectric constant is not indicated since the 
inductance is assumed to be independent of it, and the ratio of excess to uniform microstrip 
capacitance changes very little with the permittivity. Note that much of the data was taken 
from graphs which were difficult to read accurately. The results from this work are shown 
in the column labeled “Computation.” The term “graph-read error” in the tables refers to 
the approximated error caused by reading the table values from graphs in the references.
For the excess capacitance computations, most of the authors cited used the excess- 
charge approach with different numerical implementations. Silvester and Benedek [36] 
used the method of moments with a Gaussian quadrature formulation to perform the 
integrations. Anders and Arndt [35] employed the method of moments with point matching 
and analytical formulas for the integrations. Gupta et al. [17] provided a closed-form 
formula for the excess capacitance of a single-line 90-degree bend based on the numerical 
results of Silvester and Benedek which is
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w
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(9.5er+ 1 .25 )-+ 5.2er + 7.0 
h
H H
H H (4.1)
This formula is accurate to within 5% for 2.5 £ er < 15 and 0.1 < w/h < 5  [17]. For the 
coupled-line bend, Hill and Tripathi employed the excess-charge approach and used the 
method of moments with triangular basis functions and point matching [42]. They also 
incorporated an iterative method to reduce the size of the method of moments matrix that 
results when Equation (3.10) is discretized.
Table 4.1 compares the program results for the excess capacitance of a single-line 
90-degree bend with those obtained from references [17], [37] and [43]. The error in the 
results for Silvester et al. [37] is 4% according to their analysis; however, the values are 
presented on graphs with a semi-log scale; therefore, the actual error in the table may be 
larger than 4% due to the errors in reading the graphs. Gupta et al. [17] gives an error of 
5% for their formula, Equation (4.1). An error of approximately ±0.04 was estimated in 
reading the values from the graphs given by Anders et al. [43]. Note this is not a percent 
error but a numerical value that is added or subtracted directly from the respective values in 
the table. The results shown in the table agree with each other to within 6%, which is on 
the same order as the errors given for the references in the table.
Table 4.1. Excess capacitance ratio for a single-line 90-degree bend.
w/h Normalized excess Capacitance
Computation Silvester et al. [37] 
(graph-read error)
Gupta et al. [17] 
(Equation 4.1)
Anders et al. [43] 
(graph-read error)
0.5 0.36 0.38 0.37 0.36
1.0 0.84 0.88 0.87 0.89
2.0 1.82 1.84 1.86 1.86
Tables 4.2 and 4.3 compare the program results for the excess capacitance of a single- 
line microstrip with an arbitrary bend angle with the data from Anders and Arndt’s work [43]. 
Table 4.2 shows the results for a 45-degree bend with three different w/h ratios, and Table 4.3 
shows the results for several bends with different angles for w/h = 1.0. The agreement 
between the results is not as good as in Table 4.1 but is still within the estimated graph-read 
error of ±0.04.
Table 4.2. Excess capacitance for a single-line 45-degree bend.
w/h Normalized Excess Capacitance
Anders et al. [43] 
(graph-read error)
Computation
0.5 .143 .176
1.0 .371 .379
2.0 .714 .783
Table 4.3. Excess capacitance for a single-line variable-angle bend.
(w/h = lm)
Angle (Deg) Normalized Excess Capacitance
Anders et al. [43] 
(graph-read error)
Computation
30 0.250 .2486
45 .393 " 3 7 7 ”
.536 0.514
“ W “ .883 0.84
One factor that contributes to the discrepancy in the results stems from the 
differences in the discretizations. If the same number of unknowns is used with different 
discretizations, the results may differ, especially, if they are not yet convergent. For the 
data in Table 4.2, Anders et al. used from 100 - 200 unknowns whereas 180 were used in 
this work. Anders et al. used rectangular pulse basis functions to model the excess-charge 
distribution throughout the bend, leading to discretization errors for nonright angle bends, 
whereas in this work, rectangular and triangular basis functions were used, thereby 
avoiding the discretization errors. Since the techniques of Anders et al. and this work used
about the same number of unknowns, the differences in discretization can contribute to the 
differences in the results. Because the rectangular basis functions do not uniformly cover 
the bend when the angle is not 0 or 90 degrees, but the combination of rectangular and 
triangular basis functions does, our results should be more convergent.
Table 4.4 compares the program results for the excess capacitance of a single-line 
90-degree bend with those obtained from resonance measurements of Easter [32] and 
Kirschning et al. [45]. Easter made his measurements with accurately constructed bends 
and reference lines and employed loose coupling between the device under test and the 
measuring instrument to reduce errors caused by the transitions. Kirschning et al. [45] 
improved upon the resonance method by employing analytical formulas such as those 
generated from numerical data for the end-to-end coupling of straight microstrip resonators 
consisting of microstrips with unequal widths. With these formulas, the need for making 
reference line widths the same as the bend sample widths was eliminated, providing more 
flexibility in the dimensions of the bends that could be readily measured. About 30 
different geometries were measured to extract the functional dependence of the excess 
capacitance and inductance on the changes in geometry and permittivity, and empirical 
formulas for the excess capacitance and inductance based on an error minimization 
procedure were derived. The formulas for the single-line 90-degree bend are given by
(4.2)
(
C/ p F  = 0.00l(h/mm)- (l0.35er + 2.5^
V (4.3)
where 2 < er < 13 and 0.2 < w/h < 6. The authors note that the capacitance values agree 
closely with the data in the technical literature. The authors believe their formulas are good 
because they yield resonant frequencies that are within 0.3% of their measured values.
Table 4.4. Normalized excess capacitance for a single-line 90-degree bend.
w/h Normalized Excess Capacitance
Kirschning et 
al. [45]
Easter [32] Computation
0.5 0.34 0.520 0.36
1.0 0.80 0.930 0.84
2.0 1.87 2.050 1.82
Table 4.4 shows that the two measured results differ and that the program results 
agree well with the values from Kirschning et al., who estimated an error of 0.3%, and 
Easter estimated an error of ±0.030. The agreement of our computed results for the excess 
capacitance with the more rigorous methods used by Kirschning et al. gives credence to the 
method of moments program. However, since only two measurements are presented that 
disagree with each other to some extent, measurements with a different technique should be 
made to help identify the more accurate ones.
Tables 4.5,4.6 and 4.7 compare our computed data for the excess capacitance of a 
coupled 90-degree microstrip bend with those from Hill and Tripathi [42]. Due to the small 
size of the graphs provided by Hill et al., the estimated graph-read error is on the order of 
±0.25. Note this is not a percent error but a numerical value to be added or subtracted from 
those given in the tables. In every case, the program results agree reasonably well with the 
results of Hill et al., especially considering the error in reading the graphical data.
It is difficult to give reasons for the discrepancies between the results without 
detailed information about the method used by Hill et al. It is also not obvious which 
method is more accurate. Hill et al. used triangular patches to model the excess charge and 
employed the method of moments with point matching to compute the results. The method 
employed in this work is similar, the significant difference being that triangular patches are 
used only along the diagonal, and rectangular patches are used everywhere else to model 
the excess charge. A numerical study is needed to determine if the more flexible triangular
patch model is significandy more accurate at representing the charge distribution in the bend 
geometry than the triangular-rectangular patch model. In addition, the large uncertainty in 
reading the values from the graphs makes a close comparison of the two results impossible.
Table 4.5. Normalized excess capacitance for a two-line bend.
w/h Normalized Excess Capacitance, C l 1
Hill et al. [42] 
(graph-read error)
Computation
0.5 2.25 2.22
1.0 4.8 4.53
1 6 14.8 14.16
Table 4.6. Excess capacitance for a two-line 90-degree bend.
w/h Normalized C12 and C21
Hill et al. [42] 
(graph-read error)
Computation
0.5 1.25 1.26
1.0 2.3 2.45
3.0 7.0 7.05
Table 4.7. Excess capacitance for a two-line bend.
w/h Normalized Excess Capacitance, C22
Hill et al. [42] 
(graph-read error)
Computation
0.5 0.3 0.37
1.0 0.75 0.79
3.0 2.8 2.65
For the excess inductance comparison study, the data were taken from references 
[17], [31], [42], [43] and [45]. All of the authors used the excess-current approach with 
different numerical implementations. Results from Gopinath et al. [18] for the excess 
inductance of a single-line 90-degree bend upon which the excess-current method is based, 
are not quoted because the low discretization (16-85  unknowns) makes these results less 
suitable for comparison than those in other references. Instead, the results from Thomson 
et al. are employed [31]. They applied the excess-current idea to the integro-differential
skin effect equation and solved the resulting equations by a Galerkin method. Anders et al. 
[43] applied basically the same technique as Gopinath et al. to bends with arbitrary bend 
angles. However, their formulation involved both a patch and filament model for the 
currents. When computing the excess inductance, the excess energy approach was 
employed, and the excess current was modeled with loops of rectangular patches, and the 
uniform current was modeled with semi-infinite rectangular substrips. The excess-current 
distribution was computed by replacing the patches and semi-infinite strips with equivalent 
filamentary or line currents, and then point matching was used to solve the governing 
equation in which the magnetic field perpendicular to the conductor surface is zero. In the 
work of Gupta et al. [17], a formula based on the results of Gopinath et al. is given for the 
excess inductance of a single-line bend which is
This equation yields excess inductance values that are accurate to within 3% of Thomson 
and Gopinath’s numerical results for a range of 0.5 < w/h < 2.
For the two-line bend data, Hill et al. [42] employed triangular patches for the 
excess current and used a nonuniform discretization so that the patches are more dense at 
the bend comer where the excess current changes rapidly. They used the method of 
moments to solve for the excess current and reduced the size of the resultant method of 
moments matrix with an iterative technique. The inductance was computed from an excess- 
flux formulation.
Table 4.8 compares the program results for the excess inductance of a single-line 
90-degree bend with those obtained from references [17], [31] and [43]. The values 
obtained from Anders et al. [43] have a graph-read error of ±0.01, which is the estimated 
error in reading the graphs in the reference. The values from Thomson et al. [31] are
(4.4)
obtained from a table given in reference [32]. Those from Gupta et al. [17] are based on 
Equation (4.4).
Table 4.8. Excess inductance ratio for a single-line 90-degree bend.
w/h Normalized Excess Inductance
Computation Thomson et al. 
[31]
(values from [32])
Gupta et al. [17] 
(Equation (4.4))
Anders et al. [43] 
(graph-read error)
0.5 -0.25 -0.25 -0.248 -0.07
1.0 -0.048 -Ò.05 -0.0497 0.1
2.0 0.44 0.495 0.4859 0.58
Our computed results agree well with those of Thomson et al., who used the 
integro-differential skin-effect equation, and Gupta et al., but not with the results from 
Anders et al., who used a technique similar to ours, but they employed filaments instead of 
patches to discretize the current for computing the excess-current distribution. The results 
from Thomson et al. should be more reliable than those from Anders et al. due to their 
more accurate model of the current distribution. Thomson et al. expanded the current in 
terms of bivariate polynomials over a set of rectangular basis functions, maintaining the 
solenoidal nature of the current distribution, whereas Anders et al. modeled the current with 
filaments when computing the excess-current distribution. The rectangular basis functions 
and polynomial expansion functions readily represent the distributed nature of the current 
whereas the filamentary model bunches the current into a finite set of filaments, 
approximating the conductors as a cross hatch of wires. The expansion of the filaments 
into patches by Anders et al. to compute the excess energy does not remove the error 
caused by computing the current distribution based on the filament model. Also, their 
patch model does not provide a smooth transition across the bend diagonal in either the 
semi-infinite or excess-current distributions, whereas the model for Thomson et al. 
carefully preserves the current continuity throughout the bend.
The model for the current distribution in this work should be more accurate than the 
filament/patch model employed by Anders et al. because it uses patches to discretize the 
currents in all of the computations which more accurately represent the distributed nature of 
the current. The semi-infinite current model is completely divergence free throughout the 
bend, and triangular loops improve the continuity of the excess-current distribution model 
across the bend diagonal. Our approach also employs pulse matching instead of point 
matching of the magnetic field, providing an accurate means of handling the derivatives of 
the vector potentials. Table 4.8 shows that our use of patches and pulse matching instead 
of filaments and point matching improves the results of the model based on the work of 
Gopinath et al. to the level of accuracy available in the work of Thomson et al. The simpler 
loop model based on patches in this work yields results in agreement with the more 
complicated but numerically rigorous integro-differential skin effect approach.
Tables 4.9 and 4.10 compare the results from the program for a single-line variable- 
angle bend with data from Anders et al. [43], which are estimated from graphs with an 
approximate graph-read error of ±0.01. From the previous discussion of the filament/patch 
model used by Anders et al. vs. the patch model used in this work, it is expected that the 
values from Anders et al. may be more approximate than those computed with the method 
in this work; therefore, the two methods may not agree well. Table 4.9 shows the 
comparisons for the excess inductance of a 45-degree bend with different w/h ratios. The 
table indicates that both techniques agree best for the thinner dielectrics. Table 4.10 shows 
the excess inductance for several bends with different bend angles and a w/h ratio of 1.0. 
Both methods depict the same trend in the excess inductance with bend angle—it increases 
from 30 degrees to 45 degrees and then decreases to 90 degrees. In each table, the worst 
agreement is for the smallest excess inductance values. The smaller values are more 
susceptible to numerical modeling errors and are therefore more difficult to compute. 
Tables 4.9 and 4.10 show reasonable agreement between the two results, considering the
approximations in the numerical method of Anders et al.and the significant differences that 
exist between their results and those in Table 4.8.
Table 4.9. Excess inductance for a single-line 45-degree bend.
w/h Normalized Excess Inductance
Anders et al. [43] 
(graph-read error)
Computation
0.5 0.09 0.045
1.0 0.22 0.20
2.0 0.50 0.50
Table 4.10. Excess inductance for a single-line variable-angle bend.
(w/h=1.0)
Angle (Deg.) Normalized Excess Inductance
Anders et al. [43] 
(graph-read error)
Computation
30 0.18 0.174
45 0.229 0.199
" T S F 0.225 0.182
90 0.1 -0.05
Table 4.11 compares our computed values with the experimental results of Easter 
[44] and Kirschning et al. [45] for the excess inductance of the single-line 90-degree bend. 
Kirschning et al. estimated an error of 0.3% with respect to their measurements, and Easter 
estimated an error of 0.015. The results for Kirschning were computed from their 
empirical formula, Equation (4.2). From the previous discussions about their experiments, 
it would seem likely that the data of Kirschning et al. are more accurate than those from 
Easter's measurements. However, the authors did note that their values for the excess 
inductance diverged from others’ data in the technical literature to a greater degree than for 
their excess-capacitance values. They trusted their formulas mainly because they 
approximated the measured data well.
Table 4.11. Excess inductance ratio for a single-line 90-degree bend.
w/h Excess Inductance (nH/m)
Kirschning et 
al. [45]
Easter [44] Computation
0.5 -Ô.4Ô2 -0.115 -0.25
1.0 -Ô.Ôé5 0.010 -0.048
2.0 0.113 0.535 0.44
The table shows that the theoretical values of the excess inductance fall between the 
two measurements, being slightly closer to Easter’s values. It turns out that none of the 
theoretical results for the excess inductance of the single-line 90-degree bend in Table 4.8 
agree well with either measurement. Nevertheless, Table 4.11 shows that both the 
measurements and numerical values of excess inductance are close to zero for w/h=l, are 
less than zero for w/h=0.5 and greater than zero for w/h=2. Also, the results agree that the 
inductance is very small—in all cases it is less than the corresponding uniform microstrip 
inductance per unit length. This table gives further evidence that the excess inductance 
programs are giving reasonable values, but the precise accuracy of the results can not be 
determined because of the significant discrepancy between the resonance measurements.
The significant deviation in the experimental results in Table 4.11 demonstrates the 
difficulty of extracting values for the excess inductance from resonance measurements. 
The excess inductance of the bend is small, making it difficult to be extracted from the 
experimental data and measurement noise. In Section 4.4, the measurement problems are 
dealt with by making scattering parameter measurements of the bend with a network 
analyzer and using the accurate TRL calibration technique to reduce the measurement noise.
In Tables 4.12-4.14, our results are compared with those of Hill et al. [42] for the 
excess inductance of a coupled 90-degree bend. Due to the small size of the graphs in the 
work of Hill et al., the values in the tables have a maximum error of ±0.25. The agreement
between the two methods is good, the worst difference occurring for the mutual inductance 
term for a w/h ratio of 3.
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Without detailed information on the numerical method used by Hill et al., it is 
difficult to analyze the differences between the two techniques and relate them to the results 
in the tables. Since Hill et al. used a variable density mesh as opposed to our uniform 
density mesh, they can achieve better convergence with an equivalent mesh. However, 
they used triangular patches throughout the structure whereas we used triangular patches 
only along the diagonal. Therefore, their mesh may require substantially more unknowns 
than ours if two of their triangular patches can be equated to one of our rectangular patches.
Since they did not specify the actual number of unknowns and show the discretization, no 
conclusions can be drawn concerning the relative convergence of our results as compared 
with theirs. In addition, the large error in reading the values from the graphs makes it 
impossible to make close comparisons. Nevertheless, the two techniques are in closer 
agreement than the estimated ±0.25 graph-read error, giving further support to our 
numerical technique.
Table 4.12. Excess inductance for a two-line 90-degree bend.
w/h Normalized LI 1
Hill et al.. 
(±0.25 graph-read 
error)
Computation
0.5 1.7 1.72
1.0 4.0 3.9
3.0 13.0 12.9
Table 4.13. Excess inductance for a two-line 90-degree bend.
w/h Normalized L12 and L21
Hill et al. [42] 
(graph-read error)
Computation
0.5 -0.4 -0.39
1.0 -0.3 -0.36
i .o 0.0 0.17
Table 4.14. Excess inductance for a two-line 90-degree bend.
w/h Normalized L22
Hill et al. [42] 
(graph-read error)
Computation
0.5 -0.3 -0.23
1.0 0.0 -0.005
3.0 1.0 1.05
In conclusion, these comparison studies have shown that the program results are in 
general supported by the experimental and theoretical data found in the technical literature. 
The computed excess capacitance values agree with the theoretical data and the experimental 
data of Kirschning et al. The computed excess inductance values agree reasonably well 
with the theoretical results from the literature. The experimental results for the excess 
inductance show only poor agreement with each other, therefore, they can not be used to 
determine the accuracy of the excess-inductance computations. However, the computed 
results are on the same order of magnitude and exhibit the same trend as the measurements. 
This analysis indicates the excess-capacitance and inductance programs are functioning 
correctly both for the single-line variable-angle bends and coupled-line 90-degree bends. 
Since the variable-angle multiconductor bend is only an extension of the coupled-line 
structure, it is postulated that the programs correctly compute the excess capacitance and 
inductance matrices for the general multiconductor bend case as well, providing the 
computations do not exceed the capacity of the available computing resources.
4.3 Scattering Parameter Analysis of the Single-Line Bend
Even though the excess capacitance and inductance values computed in this work 
are in reasonable agreement with the results from the technical literature, the equivalent 
circuit model itself may still be inaccurate and therefore should be checked with 
measurements. In this section, the validity of using the quasi-static model to characterize 
the bend for high-speed digital circuit analysis is investigated. Since the digital pulse's
consist of a bandwidth of frequencies, the model must function properly over a significant 
portion of this bandwidth. Because the dominant propagating mode over this frequency 
bandwidth is the quasi-TEM mode, theoretically the model should function properly over 
the entire required bandwidth provided the phase difference in the bend region remains 
negligible. As discussed in the introduction to this chapter, the equivalent circuit model 
should be validated with measured data for a multiconductor bend in a digital circuit. 
Equivalently, scattering parameter data of the bend can be used to check the model. 
However, since the measurement data are difficult to obtain for the multiconductor case, 
only the single-line bend was measured in this work.
The frequency behavior of the model was analyzed using measured scattering 
parameter data for a 90-degree and a 45-degree single-line microstrip bend and computed 
scattering parameter data from the bend model in the microwave software package 
Touchstone [26]. The measurements were made using an HP8510 Network Analyzer 
calibrated with the TRL technique over a bandwidth of 1.0 GHz - 9.0 GHz [53], [54]. The 
boards were made of RT/duroid with a dielectric constant of 2.2 and a dielectric thickness 
of 0.7874 mm [55]. The microstrip lines were 2.4 mm wide, and the T1 and T2 reference 
planes of the bend discontinuity were approximately 5.5 cm from the connectors to reduce 
unwanted coupling between the bend and the connectors and between the connectors 
themselves. The launchers were SMA connectors.
The thru, reflect and line standards for calibration were made from the same board, 
and SMA connectors were employed as the launchers to maintain consistency as much as 
possible between the standards and the device under test. The standards were a 5.5 cm 
section of shorted microstrip, a 11 cm length thru and a 12.1 cm length line. The short in 
the microstrip was made by soldering a relatively large flat conductor (shorting plane) to the 
microstrip and ground plane so that the shorted microstrip was normal to the conductor 
surface. The shorting plane extended beyond the edges of the microstrip and above it in 
order to short the majority of fields surrounding the microstrip conductor.
After calibration, the line standard was reversed and measured to obtain an idea of 
the lower limit of measurement accuracy of S 11 and S22. From this measurement, the 
noise floor was found to be approximately -30 dB for frequencies below 6 GHz and 
-25 dB for frequencies above 6 GHz where the connectors and other effects become more 
significant. To increase the measurement sensitivity, expensive high-quality precision 
connectors and other components such as interconnecting cables must be used, and the 
microstrip standards and bend discontinuity must be made with exacting accuracy for 
repeatability of the measurements and to reduce effects caused by inconsistent soldering 
from connector to connector, board warp, stray coupling, etc. The TRL calibration was 
repeated using an open instead of a short as the reflect, since the open is easier to construct 
in a microstrip, but no significant differences were found between the measurements made 
with either set of standards.
The comparisons of the equivalent circuit behavior with the measurements of S11 
and S21 for the 90-degree and 45-degree bends are shown in Figures 4.1-4.8. In these 
figures, TCK refers to the equivalent T circuit model results and TOUCHSTONE refers to 
results computed with the TOUCHSTONE software [26]. The measurements are not as 
smooth as the theoretical results due to the noise in the system caused by problems such as 
inconsistencies in the standards and connections. The noise ripple may also be caused by 
standing wave patterns that can occur from the coupling between the connectors and other 
components [54]. For small signals, the phase measurements are difficult to make and 
become very noisy.
The computed and measured scattering parameters for the 90-degree bend are 
shown in Figures 4.1-4.4. For the S l l  measurements shown in Figures 4.1-4.2, the 
equivalent circuit model results and Touchstone predictions agree with the measurements 
within the measurement uncertainty indicated by the ripple and other noise. The 
comparisons for S12 of the 90-degree bend are shown in Figures 4.3-4.4. The computed
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The magnitude of scattering parameter S 11 for the 90-degree 
microstrip bend.
Figure 4.2. The phase of scattering parameter S l l  for the 90-degree 
microstrip bend.
Figure 4.3. The magnitude of scattering parameter S12 for the 90-degree 
microstrip bend.
Figure 4.4. The phase of scattering parameter S12 for the 90-degree 
microstrip bend.
Figure 4.5. The magnitude of scattering parameter S II for the 45-degree 
microstrip bend.
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Figure 4.6. The phase of scattering parameter S 11 for the 45-degree 
microstrip bend.
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Figure 4.7. The magnitude of scattering parameter S12 for the 45-degree 
microstrip bend.
The phase of scattering parameter S12 for the 45-degree 
microstrip bend.
Figure 4.8.
magnitude is within approximately 0.2 dB of the measurements, and the computed phase is 
within approximately 3 degrees of the measured values.
The computed and measured scattering parameters for the 45-degree bend are 
shown in Figures 4.5 - 4.8. The measurement of S l l  shown in Figures 4.5 and 4.6 is 
inaccurate and difficult to distinguish from the noise because the reflection from the bend is 
below the measurement threshold of -30 dB. The measurement sensitivity has to be 
improved with better connectors and construction techniques before this measurement can 
be made. However, the equivalent circuit results agree well with the Touchstone model 
computations. The comparisons for the behavior of S12 for the 45-degree bend are shown 
in Figures 4.7-4.8. The magnitudes of the computed results agree to within approximately 
0.1 dB of the measurements, and the phase of the equivalent circuit model agrees with the 
measurements to within four degrees up to 6 GHz, with the disagreement becoming worse 
at the higher frequencies.
This study shows that the equivalent T circuit correctly models the behavior of the 
microstrip bend discontinuity up to approximately 6 GHz for the bends studied. For the 
unreliable measurement of the reflection from the 45-degree bend, the model is assumed to 
be good because its results agree with the Touchstone model computations for this case and 
with the measurements for all of the other cases. From these measurements, it is postulated 
that the model provides a reasonable representation of the bend behavior for single-line 
bends provided the dominant mode of propagation through the lines leading to and from the 
bend is quasi-TEM, and the losses are negligible. The simple T circuit model should 
suffice for the single-line variable angle bend in general providing the general case does not 
significantly differ from the bends measured here.
A similar analysis is needed to check the multiconductor equivalent circuit model 
because the geometry is different; namely, coupling between the lines has been introduced. 
Lacking multiconductor bend data due to the difficulty of the measurements, it is proposed 
that the equivalent circuit should be extendable to the multiconductor case since the
geometry is still not very complicated, and the extended circuit incorporates coupling as 
well. For very large multiconductor bends, the equivalent circuit may need modification 
because more complex effects can occur in the bend region as discussed in Chapter 2.
4.4 Excess Capacitance and Inductance Matrices of a Three-line Bend
The normalized excess-capacitance and inductance matrices in Tables 4.15 and 4.16 
were computed for a three-line bend with a permittivity of 4.5 and dimensions of w/h=l 
and w/s=l. The bend angle varied from 22 to 90 degrees. The semi-infinite charge and 
current distributions were discretized with five semi-infinite strips per line. The discretized 
excess charge and current distributions extended two conductor widths past reference 
planes T1 and T2 (L/w=2), resulting in an average of 784 patches for the excess charge 
discretization and 642 loops for the excess current The exact number of patches and loops 
depended on the bend angle.
The tables show the variation of the matrices with the bend angle. In Table 4.15, 
the magnitudes of the excess capacitance terms become larger with increasing bend angle. 
In Table 4.16, L l l ,  L22 and L12 become successively larger with increasing bend angle, 
but L33, L I3 and L23 have a positive maximum at the 45-degree bend angle. From the 
definition given for the excess capacitance and inductance, it makes sense that the 
magnitudes of the diagonal terms for the outer and center lines increase with bend angle 
because the corresponding line lengths increase with increasing bend angle. The other 
terms are more difficult to analyze due to the coupling among the lines and the proximity of 
the reference planes T1 and T2 to the inner comer of the bend. For example, it would seem 
more likely that L33 would be largest for the right-angle bend because more conductor area 
of the inner line contributes to the excess inductance for this angle; however, Table 4.16
Table 4.15. Excess capacitance for a three-line variable-angle bend, 
(w/h = 1, s/h = 1, er = 4.5)
99
Normalized Excess Capacitance 
Diagonal Terms (C^/O ^H )
Angle
(Degrees)
C ll C22 C33
22 1.68 0.94 0.18
45 3.54 1.98 0.37
68 5.75 3.21 0.58
90 8.49 4.72 0.84
Normalized Excess Capacitance 
Off-Diagonal Terms (C^/C ^H )
Angle
(Degrees)
C12 and C21 C13 and C31 C23 and C32
22 1.29 0.57
45 2.57 2.04 1.04
68 4.11 3.02 1.61
90 5.96 3.90 2.22
Table 4.16. Excess inductance for a three-line variable-angle bend.
(w/h = 1, s/h = 1)
Normalized Excess Inductance 
Diagonal Teims (Lex/LUSH)
Angle
(Degrees)
L ll L22 L33
22 1.73 " M 3 0.15
45 3.57 1.88 0.20
68 5.65 2.89 0.16
90 8.14 4.05 0.000367
Normal
Off-Dia
ized Excess Inductance 
gonal Terms (L^/L^H)
Angle
(Degrees)
L12andL21 L I3 and L31 L23 and L32
22 1.14 0.57 0.39
45 2.12 0.69 0.51
68 2.94 Ô.25 0.30
90 3.69 -0.76 -0.22
indicates its largest value is at or near the 45-degree bend angle instead, due to the influence 
of the bend on the current distribution.
4.5 Conclusions
This chapter showed that the equivalent circuit model is valid for the single-line 
bend according to the technical data from the literature and the scattering parameter 
analysis. The excess capacitance and inductance values computed in this work agree with 
those cited in the literature, and the circuit model provides a good approximation to the 
bend characteristics provided the dominant mode of propagation through the lines leading 
to and from the bend is quasi-TEM, and the losses are negligible. These criteria were 
expected since they are two of the original assumptions made in formulating the equivalent 
circuit model. From these results, it is projected that the variable-angle multiline bend 
model is also good, since it is based on the same theory; however, accurate experimental 
measurements for the multiline case are needed to validate this assertion, especially for the 
bends with a large number of lines.
CHAPTER 5
THE TRANSIENT ANALYSIS OF A DIGITAL CIRCUIT WITH A
THREE-LINE BEND
5.1 Introduction
To demonstrate the effect of the bend on pulse propagation in high-speed digital 
systems, a digital circuit with a three-line microstrip transmission line containing the 
multiconductor bend was simulated with a transient analysis program [25], which simulates 
the transient response of a circuit specified by a user. Since the actual structure being 
modeled is a bend, it would not be expected to introduce much distortion into the digital 
pulses propagating through it unless the pulses contain high frequency components or 
equivalently have fast rising and falling edges. Numerical experiments showed that this is 
the case for typical single-line, coupled-line and three-line bends in digital circuits with rise 
and fall times on the order of 100 ps -1  ns. This chapter analyzes the effect of the bend on 
pulses with very fast edges. It will be shown that the coupled-T equivalent circuit model, 
which provides only a lower-order approximation to the true bend behavior, indicates the 
bend will introduce significant distortion into the circuit for pulses with fast edges.
5.2 Transient Analysis
The digital circuit is shown in Figure 5.1. The circuit consists of a three-line 
microstrip transmission line connected to a source and loads with a three-line microstrip 
bend in the center of the multiconductor line. The source and loads are matched to the 
diagonal terms of the impedance matrix of the transmission line. The two outer lines of the 
multiconductor line are driven by a voltage pulse with rise and fall times of 10 ps and a 
pulse width of 1 ns, and the center line is a sense line. The microstrip dimensions are 
w/h = s/h = 1, and the permittivity is 4.5. (See Figure 2.1 for w and s dimensions. The 
parameter h is the dielectric thickness.)
NEAR-END 
SENSE LINE
Figure 5.1. Driving Pulse Characteristics: 0.1 ns delay, 10 ps rise and fall 
times and 1 ns pulse width. Three-line Bend Dimensions:
w/h=l, s/h=l and er=4.5. Transmission Line Characteristics:
w /h=l, s/h=l and e r = 4.5. Loads: 69.8 ohm ( same as the 
diagonal term of the transmission line impedance matrix ). 
Simulation time: 8 ns
The excess-capacitance and inductance matrices of the three-line bend were obtained 
from the tables given in Chapter 4.4. Since these values were computed for structures with 
dimensions in meters in order to simplify the calculations, they must be scaled to the actual 
structure. For example, if the actual bend dimensions are in millimeters, the computed 
values of the excess capacitance and inductance must be scaled by 0.001. The scaling is 
possible because the system is linear. From the Green’s function expressions, it can be 
shown that a change of the dimensions by a factor of a  will result in a change in the charge 
distribution and flux by a , assuming the voltage and current excitations remain constant. 
The result is that the capacitance and inductance are also scaled by cl
Since the pulse rise and fall times are extremely fast, the quasi-static and quasi-TEM 
assumptions have to be checked to make sure they are applicable. As noted in reference 
[9], the cutoff wavelength for quasi-TEM modal analysis is usually approximated as 1/20 
of the effective conductor width, which is obtained from the waveguide model. Thus, the 
smallest significant wavelength in the digital circuit must be twenty times larger than the 
effective microstrip conductor widths. This wavelength is determined from the bandwidth 
of the digital pulses in the system. A pulse with a 10 ps rise time has an approximate 3 dB 
bandwidth of 35 GHz. For digital circuit applications, the significant frequency content of 
the pulse will be five times the 3 dB value or 175 GHz according to [2]. The wavelength 
for 175 GHz is approximately 0.947 mm or 37.28 mils, assuming an effective dielectric 
constant of 3.278, which is based on the permittivity of 4.5 [17]. To avoid higher-order 
modes at 175 GHz, the effective microstrip width should be 1/20 of 37.28 mils or less than 
2 mils. Since the physical widths vary from 10 mils to 30 mils for the circuit in Figure 5.1, 
the quasi-TEM condition is definitely violated for the higher frequencies, and higher-order 
modes may be excited. Since the quasi-TEM modal approximation is inaccurate for the 
higher-frequency components of the digital pulse, the quasistatic analysis of the bend 
model will also be inaccurate because the bend dimensions are equal to or greater than the 
microstrip width.
On the other hand, the actual distortion caused by the bend at the lower frequencies 
should still be reasonably well-modeled with the equivalent circuit. The high frequency 
components, however, can introduce higher-order modes, radiation losses and other effects 
not included in the equivalent circuit. Therefore, this model can be considered as a low- 
order approximation to the true bend behavior. The actual behavior of the bend can be 
considered to be worse than that predicted with this equivalent circuit because the behavior 
of the structure at the higher frequencies will more than likely increase and not reduce the 
distortion caused by the bend.
Therefore, this analysis can only approximate the effect of the bend on pulses with 
fast edges. The true effect is presumed to be worse than that shown here. Two studies 
were done for this circuit. One was concerned with the effect caused by the size of the 
bend, and the other was concerned with the effect caused by the bend angle. The analysis 
was done by comparing the near-and far-end voltages of the lines with the bend to the same 
voltages with a 30 cm length of transmission line without the bend. In the following 
discussion, the inner line refers to the shortest line, and the outer line refers to the longest 
line which is the outermost one of the bend. In Figures 5.2-5.32, the waveforms for the 
30 cm length of transmission line are identified in the legends as “Uniform Line.”
Figures 5.2-5.15 show how the bend distortion varies as the microstrip width 
increases from 10 mils to 30 mils for a 90-degree three-line bend. The dielectric thickness 
increases proportionately to the microstrip width to keep the characteristic impedance matrix 
constant. The near-end voltage of the outer drive line is given in Figures 5.2-5.5. 
Figure 5.2 shows the near-end voltage for the total run time of a bend consisting of 20 mil 
wide lines, and Figures 5.3-5.5 are detailed views of the distortion at 2 ns for conductor 
widths of 10, 20 and 30 mils. As the microstrip size increases from 10 to 30 mils, the 
distortion increases in terms of amplitude and duration. The distortion in the far-end 
voltage of the outer drive line is shown in Figures 5.6-5.8. The leading and trailing edges
Time (ns)
Figure 5.2. The effect of a 90-degree three-line bend on the near-end voltage of 
the outer drive line in the example circuit for a microstrip conductor 
width of 20 mils.
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Figure 5.3. Detailed view at 2 ns of the effect of a 90-degree three-line bend on
the near-end voltage of the outer drive line in the example circuit for 
a microstrip conductor width of 10 mils.
r *  1 1 , 1 n - » ... ............ ........... ■ ■ » ■ ■ I .........................
U n ifo rm  L in e  
.................. 10 m ils
p  ■ ' I
*
»
*V
I*
;  #
'  !\ • %
*
V  \ :  \ i
‘ ■
. i  1 u « ,  .  . ...............
*
106
Figure 5.4. Detailed view at 2 ns of the effect of a 90-degree three-line bend on 
the near-end voltage of the outer drive line in the example circuit for 
a microstrip conductor width of 20 mils.
Figure 5.5. Detailed view at 2 ns of the effect of a 90-degree three-line bend on 
the near-end voltage of the outer drive line in the example circuit for 
a microstrip conductor width of 30 mils.
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Figure 5.6. The effect of a 90-degree three-line bend on the far-end voltage of 
the outer drive line in the example circuit for a microstrip conductor 
width of 10 mils.
Figure 5.7. The effect of a 90-degree three-line bend on the far-end voltage of 
the outer drive line in the example circuit for a microstrip conductor 
width of 20 mils.
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Figure 5.8. The effect of a 90-degree three-line bend on the far-end voltage of 
the outer drive line in the example circuit for a microstrip conductor 
width of 30 mils.
Time (ns)
Figure 5.9. The near-end voltage on the center sense line of the example circuit 
for a three-line 90-degree bend for microstrip conductor widths of 
20 mils.
0.6
Figure 5.10. A detailed view of the spikes at 3 ns in the near-end voltage on the 
center sense line of the example circuit for a three-line 90-degree 
bend for a microstrip conductor width of 10 mils.
Figure 5.11. A detailed view of the spikes at 3 ns in the near-end voltage on the 
center sense line of the example circuit for a three-line 90-degree 
bend for a microstrip conductor width of 20 mils.
Figure 5.12. A detailed view of the spikes at 3 ns in the near-end voltage on the 
center sense line of the example circuit for a three-line 90-degree 
bend for a microstrip conductor width of 30 mils.
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Figure 5.13. The far-end voltage on the center sense line of the example circuit 
for a three-line 90-degree bend for a microstrip conductor width of 
30 mils.
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Figure 5.14. The near-end voltage on the inner drive line of the example circuit 
for a three-line 90-degree bend for a microstrip conductor width of 
20 mils.
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Figure 5.15. The far-end voltage on the inner drive line of the example circuit for 
a three-line 90-degree bend for a microstrip conductor width of 20 
mils.
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of the pulse at the far end become significantly distorted as the microstrip size increases, 
causing the voltage to jump down to zero on the leading edge and up to 2.5 V on the 
trailing edge for the 30 mil case in Figure 5.8. The sharp rising and falling edges become 
more rounded for the bends made of the larger conductors.
The next set of figures shows the near-end voltage of the center sense line. 
Figure 5.9 shows the voltage for the entire time duration of the simulation for the bend 
with 20 mil lines, and Figures 5.10-5.12 give a detailed view of the spikes at 3 ns for the 
bend with 10,20 and 30 mil microstrip widths, respectively. The bend causes two areas of 
distortion over the uniform line case at approximately 2 and 3 ns. The detailed view of the 
spikes at 3 ns indicates that the distortion increases in amplitude and duration as the 
microstrip widths increase from 10 to 30 mils. This distortion is greater in magnitude than 
that for the near-end voltages of the drive lines. The far-end voltage of the sense line is 
given by Figure 5.13 for the 30 mil case. Some rounding of the uniform cross-talk pulses 
is evident, but no significant distortion occurs.
Figures 5.14 and 5.15 show the near- and far-end voltages of the inner drive line 
for the bend with 20 mil lines. Comparing the figures with the outer drive-line results in 
Figures 5.2 and 5.7 indicates that similar distortion is seen in both cases, but with a higher 
amplitude for the far-end voltage of the outer line. This occurs because the outer line is 
longer than the inner line and has more capacitance and inductance, which lead to more 
distortion.
These figures have shown that the amount of distortion caused by the bend is 
significantly affected by the size of the microstrips and that it increases with increasing 
microstrip size. The far end of the sense line was least affected by the presence of the 
bend, and the far-end voltages of the drive lines were the most affected. Most of the 
significant distortion occurred on the leading and trailing edges of the waveforms due to the 
pulse rise and fall times, pulse width and circuit dimensions such as the transmission line 
lengths.
Figures 5.16-5.32 show how the pulse distortion varies as the bend angle changes. 
Bends with angles of 22, 45, 68 and 90 degrees were used, and the multiconductor 
microstrip dimensions were w = s = h = 20 mils and er = 4.5. The near-end voltages on 
the outer drive line of the three-line bends are shown in Figures 5.16-5.20. Figure 5.16 
shows the near-end voltage for the total simulation time of the circuit with a 45-degree 
bend, and Figures 5.17-5.20 give detailed views of the bend distortion at approximately 
1.9 ns for bend angles of 22, 45, 68 and 90 degrees, respectively. As the angle increases, 
both the amplitude and time duration of the distortion increase. The far-end voltages of the 
outer drive line are shown in Figures 5.21-5.24. Figure 5.21 shows the far-end voltage 
for the total simulation time of the circuit with the 45-degree bend. Figures 5.22-5.24 
show the rising edge of the voltage for bend angles of 22, 68 and 90 degrees. In all three 
figures, the voltages for the 45-degree bend and uniform line are shown for comparison 
purposes. The distortion gets successively worse with increasing angle, and the shape of 
the distorted waveform changes from angle to angle.
The near-end voltage of the center sense line is shown in Figures 5.25 and 5.26. 
Figure 5.25 shows the voltage for the entire time duration of the simulation for a 45-degree 
bend, and Figure 5.26 gives a detailed view of the spikes at 1.9 ns for a 22-degree and 
68-degree bend. The results for two angles are shown to illustrate that the distortion 
increases with the bend angle. This distortion is larger in magnitude than that in the near- 
end voltages of the drive lines for the same bend geometries. The far-end voltage of the 
sense line is given in Figure 5.27 for the 45-degree bend. Not much distortion is caused in 
this voltage by the bend for any of the angles.
The near-end voltage of the inner drive line is shown in Figure 5.28 for the 
45-degree bend. The distortion is similar to the near-end voltage of the outer line shown in 
Figure 5.16, and it also increases with bend angle. The far-end voltage of the inner drive 
line is shown in Figures 5.29-5.32. Figure 5.29 shows the far-end voltage for the 
45-degree bend. Figures 5.30-5.32 show the rising edge of the far-end voltage for the
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Figure 5.16. The near-end voltage on the outer drive line for the 45-degree three- 
line bend in the example circuit with microstrip widths of 20 mils.
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Figure 5.17. A detailed view at 1.9 ns of the near-end voltage on the outer drive 
line for the 22-degree three-line bend in the example circuit with 
microstrip widths of 20 mils.
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Figure 5.18. A detailed view at 1.9 ns of the near-end voltage on the outer drive 
line for the 45-degree three-line bend in the example circuit with 
microstrip widths of 20 mils.
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Figure 5.19. A detailed view at 1.9 ns of the near-end voltage on the outer drive 
line for the 68-degree three-line bend in the example circuit with 
microstrip widths of 20 mils.
Figure 5.20. A detailed view at 1.9 ns of the near-end voltage on the outer drive 
line for the 90-degree three-line bend in the example circuit with 
microstrip widths of 20 mils.
Figure 5.21. The far-end voltage on the outer drive line for the 45-degree three- 
line bend in the example circuit with microstrip widths of 20 mils.
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Figure 5.22.
Figure 5.23.
The rising edge of the far-end voltage on the outer drive line for a 
22- and 45-degree three-line bend, respectively.
The rising edge of the far-end voltage on the outer drive line for a 
45- and 68-degree three-line bend, respectively.
Figure 5.24. The rising edge of the far-end voltage on the outer drive line for a 
45- and 90-degree three-line bend, respectively.
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Figure 5.25. The near-end voltage on the center sense line for a 45-degree three- 
line bend.
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Figure 5.27.
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A detailed view of the noise at 1.9 ns in the near-end voltage on the 
center sense line for a 22- and 68-degree three-line bend, 
respectively.
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Figure 5.28. The near-end voltage on the inner drive line for a 45-degree three- 
line bend.
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Figure 5.29. The far-end voltage on the inner drive line for a 45-degree three-line 
bend.
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Figure 5.30. The rising edge of the far-end voltage on the inner drive line for a 
22- and 45-degree three-line bend, respectively.
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Figure 5.31. The rising edge of the far-end voltage on the inner drive line for a 
45- and 68-degree three-line bend, respectively.
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Figure 5.32. The rising edge of the far-end voltage on the inner drive line for a 
45- and 90-degree three-line bend, respectively.
inner drive line for bend angles of 22, 68 and 90 degrees. In all three figures, the voltages 
for the 45-degree bend and uniform line are shown for comparison purposes. The 
distortion gets worse with increasing angle, and the shape of the distorted waveform 
changes slightly from angle to angle. Similarly, the distortion in the falling edge of the 
voltage also increases with increasing bend angle.
This set of figures has shown the distortion introduced by the bend is proportional 
to the bend angle, with the larger angles producing the most distortion. The distortion 
differs from location to location, with the most significant distortion at the far ends of the 
drive lines. Some distortion in the form of spikes occurs in the near-end voltages, with the 
largest spikes occurring at the near end of the sense line. Very little distortion occurs on the 
far end of the sense line.
5.3 C onclusions
This study indicates that the multiconductor bend produces significant distortion 
above the usual multiconductor transmission line behavior for digital circuits that have
pulses with fast rising and falling edges. The magnitude of the distortion is greatly 
influenced by the pulse rise and fall times, line widths, bend angle and circuit 
configuration. For the circuit in this chapter, the distortion was greatest at the far end of the 
drive lines. Distortion in the form of spikes occurred at the near end of the lines, with the 
largest spikes at the near end of the sense line.
Because the bandwidth of the signal is very large, the equivalent circuit is invalid at 
the higher frequencies where higher-order modes occur and where the small conductor and 
dielectric losses in the microstrip structure have a more significant impact. Nevertheless, 
the model is very easy to use and can be employed as a low-order approximation to the true 
bend behavior for large bandwidth signals. If the model shows significant distortion, then 
the actual distortion is probably worse and should be analyzed with a more accurate 
technique.
CHAPTER 6
ANALYZING NONRECTANGULAR STRUCTURES WITH THE 
NONORTHOGONAL FINITE-DIFFERENCE TIME-DOMAIN ALGORITHM
6.1 Introduction
A wide variety of complicated discontinuities and components are employed in both 
microwave and high-speed digital circuits that are often difficult to analyze. With the high 
density ICs available today in both high-speed digital circuits and MMICs, the electronic 
packaging that encompasses these circuits has become very sophisticated and must be 
accurately characterized for reliable circuit design. For example, multilayer packaging 
incorporates vias which connect signal lines from one layer to another. Because these vias 
can introduce complicated capacitive and inductive effects, radiate energy and excite 
unwanted modes in the circuits, reliable methods of analysis are needed for developing 
circuit models of the via for CAD systems.
However, to date, few accurate methods have been applied to analyze the general 
via discontinuity. Measurements of different types of vias have been made in the literature 
as in [3] and [56]-[58]. Various analyses have been done on specific properties of the via 
such as the finite-element analysis of the heating effect caused by current crowding in two 
types of vias [59] and the radiation from the via based on a simple current filament model 
of the vertical via in a dielectric slab on a ground plane [60]. An analysis package for the 
IBM thermal conduction module that includes the particular via structures in the modules is 
presented in [61]. Quasistatic analysis of the vias has also been performed as in [62]-[64]. 
In all cases, significant approximations were made to simplify the problem for the analysis. 
For example, a simple inductance model of the via which neglects the pads is given in [62], 
and a pi equivalent circuit model of the via is given in [63] and [64], which assumes the via 
is made of circular wires and the ground plane hole is small enough to neglect some of the 
coupling effects that exist for large holes. The only full-wave numerical analysis that was
found is presented in [66], where the propagation characteristics of several vias were 
studied with a finite-difference time-domain (FDTD) code and compared with 
measurements.
In the microwave circuits area dielectric-filled cylindrical cavities are an important 
component. They are used in many applications, e.g., filter and oscillator designs as well 
as characterization of dielectric materials [67]-[74]. In the design of microwave devices 
such as filters, it is important to determine the interactions of the various resonators with 
each other and the surrounding enclosures in order to reduce the impact of the spurious 
modes without resorting to expensive prototypes [67]. To obtain the complex permittivity 
of a dielectric of perhaps arbitrary shape and inhomogeneous composition, the material can 
be placed in a cavity and the resonant frequencies and the Q factors measured. For these 
and other applications, it would be very useful to be able to analyze the dynamic properties 
of complicated structures with arbitrary shapes and inhomogeneities. Many techniques and 
modifications thereof have been applied to compute the field distributions, Q factors and 
resonant frequencies of cylindrical dielectric resonators. The techniques include analytical 
formulations [68], perturbational methods [67], mode-matching methods [69], boundary 
element methods [70], finite element methods [71]-[72], the FDTD method [73], the finite 
integration method [74], and others. Each method has its advantages and disadvantages, 
and its suitability depends upon the problem under investigation and the information that is 
desired. In this work, the goal is to provide a technique for computing the resonant 
frequencies of arbitrarily shaped resonators with dielectric fillings. The perturbational 
methods are useful for dielectric resonators with very high permittivities. The mode 
matching techniques require the modal expansions of the fields to be known in the various 
homogeneous regions and are therefore unsuitable for arbitrarily shaped structures with 
dielectric fillings. The boundary element method is suitable for homogeneous dielectrics of 
arbitrary shape but is not suitable for inhomogeneous structures. Finite element methods 
usually have spurious modes which can interfere with the solution. The edge element
method, which is a finite element technique, has no spurious modes and is applicable to 
cavities of arbitrary shape and with inhomogeneities, but it may require a large number of 
unknowns to accurately model the fields [71]. The FDTD in combination with the FFT has 
the advantage of being a time-domain technique; however, it employs a uniform rectangular 
mesh which may lead to an excessive number of unknowns for a complicated resonator. 
The finite integration technique, which is similar to the finite-difference approach in the 
frequency domain, is suitable for inhomogeneous dielectrics, but requires large sparse 
matrices and also needs suitable absorbing boundaries for isolated dielectric resonators. 
These techniques are useful for solving a wide variety of resonators, but difficulties are 
encountered in applying them to find the resonant frequencies of a complicated arbitrary 
resonator or the scattering parameters of a resonator in combination with the coupling 
transmission line. At least three of the approaches-the edge element method, the FDTD 
technique and the finite integration method—are worth considering upon further 
improvement for the general resonator problem. This work will adapt the FDTD technique 
to solve for the lower-order resonant frequencies of dielectric filled cavities.
The FDTD method as given in [66] and [75] is a flexible approach for the dynamic 
analysis of complex structures such as the via and cylindrical cavity. This technique can be 
used to solve a wide variety of problems because the formulation usually relies on a finite- 
difference Yee cell [75], which can be used as a building block for many types of 
structures. Once the time-domain analysis is completed, the results can be transformed into 
the frequency domain with the use of the Fourier transform in order to study the frequency- 
dependent characteristics of the structure. This is a big advantage because the problem has 
to be solved only once for the whole frequency spectrum instead of once for each 
frequency of interest as required by frequency-domain integral equation methods, which 
can take much computer time. Also, once the frequency behavior of a discontinuity is 
known, the scattering parameters can be computed, and an equivalent circuit can be 
extracted from them [23]. However, the difficulty of extracting an equivalent circuit for
multiline structures such as the microstrip bend discontinuity makes this approach less 
useful than the quasistatic analysis for computing the inductance and capacitance of these 
structures.
In spite of its flexibility, though, the conventional FDTD approach based on the Yee 
unit cell requires a very large mesh when employed to model complicated geometries with 
curved surfaces and components which widely vary in size. Because the conventional 
FDTD technique uses a uniform orthogonal mesh, the cell size must be small enough to 
accurately model the smallest significant part of the structure of interest, and staircasing is 
required to represent curved surfaces, resulting in a very dense mesh with many unknowns 
for complicated geometries. To circumvent these limitations imposed on the FDTD 
technique by the uniform grid, the nonorthogonal FDTD method is employed, thus 
maintaining the advantages of the time-domain analysis. The method has been successfully 
applied to the analysis of two-dimensional electromagnetic wave scattering problems and 
three-dimensional waveguide discontinuities [15], [16] and [77]. It is a very general 
method, capable of analyzing arbitrarily shaped structures and materials with 
inhomogeneities, anisotropy, nonlinearities and losses, making it suitable for characterizing 
complex geometries such as dielectric-filled cylindrical cavities and microstrip via 
discontinuities. Its main advantages stem from the use of a nonorthogonal grid as opposed 
to the uniform rectangular grid of the conventional FDTD algorithm [75]. Because the 
mesh can be adjusted to the structure under consideration, it can account for both the small 
and large geometric parts of the discontinuity with cells of variable sizes and with a 
piecewise linear approximation for the curved surfaces, resulting in a mesh with a relatively 
small number of unknowns as compared with the mesh for the conventional FDTD 
technique.
In this chapter, the nonorthogonal FDTD technique is presented as a viable means 
of analyzing complicated structures. Two problems are solved to demonstrate this method, 
one is the computation of the resonant frequencies of dielectric-filled cylindrical cavities
[77] and the other is the characterization of a microstrip via [78]-[79]. Section 6.2 briefly 
reviews the theory behind the method, and Section 6.3 presents a convergence study in 
which the staircase-grid FDTD is compared with the nonorthogonal-grid FDTD for 
computing the resonant frequencies of cylindrical cavities. It will be shown that the results 
from the nonorthogonal grid converge much faster than those from the staircase grid, 
demonstrating the accuracy and flexibility of the method for nonrectangular structures. In 
Section 6.4 dielectric-loaded cylindrical cavities are analyzed, and the results are compared 
both with those published in the literature as well as derived by using an FEM code.
Section 6.5 defines the cylindrical via problem. In Section 6.6, the numerical 
results are discussed, and the accuracy of the technique is demonstrated by a comparison 
with the measurements in reference [66]. Section 6.7 presents an equivalent circuit model 
of the via obtained from the nonorthogonal FDTD results, and the behavior of the circuit 
model is demonstrated in a transient voltage analysis of the discontinuity. A Hanning 
window filter is used throughout the via study to provide more realistic graphs of the time- 
domain waveforms.
6.2 Theory
In this section, the nonorthogonal FDTD algorithm will be briefly discussed. A 
procedure to discretize Maxwell’s equations on the curvilinear grid was proposed by 
Holland [80] and since then has been studied by various researchers [15], [16] and [76]- 
[79]. This presentation will focus on the curvilinear coordinate system [51] and [81] and 
the discretization of Maxwell’s equations based on it. The discretization scheme is taken 
from references [15] and [16].
Since Maxwell's equations are formulated in terms of vectors and vector operators, 
they hold true regardless of the coordinate system in which they are expressed. This 
property allows one to choose the best coordinate system suitable for the particular problem
under study. However, once these equations are discretized in a finite difference form on a 
particular coordinate system, the range of problems that can be solved via the finite 
differencing algorithm is constrained by the choice of the particular coordinate system. The 
conventional FDTD algorithm is based on the Cartesian coordinate system and is well- 
suited mainly for rectangular structures because it requires that the grid must retain its 
rectangular, orthogonal structure and that the cell density be essentially uniform throughout 
the entire computational domain [15], [16], [24] and [76]. When dealing with curved 
boundaries, the grid must either be carefully modified or the staircase approximation must 
be incorporated [24], [76]. In addition, the grid cell size must be compatible with small but 
significant features of the structure under consideration such as the tuning screws of 
resonators. These two difficulties prohibit the application of the conventional FDTD 
technique to many structures of interest because of the resultant dense mesh which requires 
extensive computer memory and the corresponding small time step which can cause the 
algorithm to be very time-consuming.
These problems that occur when trying to apply the conventional FDTD algorithm 
to arbitrary geometries can be circumvented by choosing a more generalized coordinate 
system in which Maxwell’s equations are discretized. Then, one can retain all of the 
advantages of the FDTD technique and yet have the ability to perform the time-domain 
analysis on many types of arbitrarily shaped structures. In this work, we use the 
curvilinear coordinate system to provide more flexibility to the FDTD algorithm so that it 
can be applied to complicated geometries with small components and/or curved surfaces.
Before expressing Maxwell's equations in terms of the curvilinear coordinates, a 
short explanation of the coordinate system itself will be given [51], [81]. Any vector can 
be represented in terms of the curvilinear coordinate system. The basis vectors forming 
this coordinate system, ( ^ ,« 2, 03), are not necessarily of unit magnitude or perpendicular 
to each other. Figure 6.1 shows the three basis vectors at a point in curvilinear coordinate 
space. These basis vectors are called unitary vectors and are tangents to coordinate curves
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formed by the intersection of coordinate surfaces [81]. This general coordinate system can 
be formed to various geometries since the coordinate vectors do not have to be orthogonal 
and can vary in direction and magnitude depending upon their location in space.
Figure 6.1 Unitary basis vectors for a curvilinear coordinate system.
Let a vector be expressed in terms of the unitary vectors, which are not necessarily 
of unit length, as
A = a 1^  + a 2a2 + a 30 3 (6 .1)
The scalar components of A in the directions of the unitary vectors are called the 
contravariant components. They can not be found by taking the dot product of A with each 
unitary vector as in orthogonal systems since the unitary vectors are nonorthogonal and not 
necessarily of unit length. However, the cross product of any two unitary vectors yields 
another vector that is orthogonal to the original two vectors. This property is used to 
develop the curvilinear coordinate system by taking the dot product of A with respect to the 
cross product of two of the unitary vectors. For example, taking the dot product of A with 
the cross product of unitary vectors a. and a} yields
A •  (5, x â j )  =  a ka k • ( a i x  a , ) (6.2)
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âk *(â;Xâj) (6.3a)
or
a  = — — 5j )
r * (6.3b)
where «Jg is the volume of the parallelepiped formed by the three unitary vectors. The 
quantity
z* A s‘ x Sj)
yfg (6 -4 )
is called the reciprocal unitary vector and is orthogonal to the original two unitary vectors
used to compute it. In a similar fashion, the other two reciprocal unitary vectors are 
obtained. In terms of the reciprocal unitary vectors, A can be written as
A =  a 1fl1+ a 252+ a 353 (6.5)
where the projections of A in the directions of the reciprocal unitary vectors are called the 
covariant components. The reciprocal unitary vectors constitute a reciprocal system, and 
are related to the original unitary vectors by the equation
a, •  a ' = 5# (6.6)
where Sÿ is the Kronecker delta function. With Equation (6.6), any vector can be • 
represented in the generalized curvilinear coordinate system. It follows that the covariant
components are obtained by taking the dot product of A with the unitary basis vectors, and
reciprocal basis system. Thus the generalized coordinate system consists of two sets of 
basis or unitary vectors that are related by Equation (6.6). This dual set of basis functions 
reduces to the single set used in orthogonal systems because the reciprocal system becomes 
identical to the original unitary system.
With the curvilinear coordinate system, Maxwell’s equations can be discretized in a 
finite-difference form by taking note of the properties of the covariant and contravariant 
projections of the fields on the unitary and reciprocal unitary vectors [15]-[16]. For 
illustration, consider the unitary vectors at a point in space shown in Figure 6.1. For 
purposes of discretization, the curvilinear system is approximated as piecewise continuous 
and is referred to as a nonorthogonal coordinate system. In terms of the nonorthogonal 
coordinate system, the electric field can be expressed as
the contravariant components are computed by taking the dot product of A with the
3
(6.7a)
or
3
(6.7b)
and the contravariant and covariant components are
e* = £ * 5 ‘ (6.8a)
(6.8b)
Since the magnitude of a.t corresponds to a length, the covariant components turn out to be 
the flow of E or H  along the direction of the unitary vectors and have the dimensions of
volts or amps. Similarly, the contravariant components are the electric or magnetic fluxes 
normalized by J g  and flow in the direction of the reciprocal unitary vectors. They have
units of flux density. With this interpretation, Maxwell's equations can be discretized over 
a nonorthogonal grid made of unit cells such as the one shown in Figure 6.2.
To discretize Maxwell’s equations, consider the integral forms which are given by
i p . * — ; * . * (6.9)
I t fD.ds- jH.di
da (6.10)
For Faraday’s law, the circulation of É is discretized on a unit cell by summing the 
covariant components of Ê around the cell edges, and the magnetic field will become the 
flux normalized by J g  that passes through the cell surface sunrounded by the circulation of
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E . Similarly, in Ampere’s law the magnetic field circulates around the edges of a surface 
through which the electric flux normalized by flows. The discretized forms for the 
typical electric and magnetic field components are given by [15], [16]
+e" (/, J - 2) “ e*(j’ J + 2))
«*(/,/)"' = + + i  / y  hfi(l- ^ /)
(6. 11)
(6 . 1 2 )
where the discretized fields are staggered in both time and space. The superscript n is the 
time increment, and arguments I and J represent the spacial increments as shown in Figure 
6.2. Due to the reciprocal set of basis vectors in the generalized coordinate system, there 
are both contravariant and covariant components for every field vector. Maxwell’s 
equations use covariant field components (the circulation) to compute contravariant field 
components (the flux). After solving Equations (6.11) and (6.12) for the contravariant 
components, the corresponding covariant components must be computed for the next 
iteration of these equations. For example, the covariant component, ek> is obtained from
the contravariant components of E by the equation
el (I,J,K) = g„et (I,J,K) + &-  e ' ( / - ±  . / . j r - i j  + e ' f / - ! ,  J,K + j
+ e ‘\ I  +  - , J , K - ±  +<?' I  + r , J , K  + - £32
y
1 1
(6.13)
where are the metrical coefficients. Similar expressions exist for the i and j covariant 
components of Ê and the i, j and k covariant components of H  [15]. W ith this 
formulation, the contravariant components of E  have to be converted to the covariant 
components of Ê in order to obtain the contravariant components of H , and a similar 
procedure is necessary to obtain the contravariant components of E from the covariant 
components of H  [15].
Finally, for the algorithm to be stable, the time step must satisfy the criterion [16]
(6.14)
where
^ = ^ • 5 -  (6.15)
The number of computations for this formulation is twice that for the Cartesian- 
based FDTD, due to the conversions between the contravariant and covariant components. 
However, it is anticipated that the ability to conform the mesh to the geometry of the 
problem will offset this additional computational time when the technique is applied to 
complicated structures [16].
To accurately model a geometry with this technique, the nonorthogonal mesh must 
be molded to fit the structure and satisfy the boundary conditions at conductors and 
dielectric interfaces. The electric field boundary condition at the surface of conductors is 
implemented by placing the edges of the unit cells, which are the circulation of the electric 
fields, tangental to the surfaces of the conductors. Because of the flexibility of the mesh, 
the cells can be conformed to curved conductor surfaces to model them in a piecewise linear 
fashion as will be shown for the cylindrical cavity and via examples. For a magnetic
surface, such as a plane of symmetry, the cells are placed so that the electric fields are 
perpendicular to the surface and the magnetic field vectors are tangential to the surface.
To model dielectrics and magnetic materials, the discretization of Maxwell’s 
equations over the cells is considered. The model averages the magnetic flux over each 
surface surrounded by an electric circulation, and averages the electric flux over each 
surface surrounded by a magnetic circulation. As a consequence, the material properties 
are also averaged over each region surrounded by the circulation of the electric or magnetic 
field. This requirement is easily met within materials of constant dielectric or magnetic 
properties, but for fields tangent to the interface of two different materials, a weighted 
average is used. To illustrate, at the dielectric boundary shown in Figure 6.3, Ampere’s 
law for the electric flux tangential to the boundary is discretized according to the equation
The variable a l is the area partially enclosed by the circulation within region 1, and a2 is the 
rest of the area enclosed by the circulation, which is in region 2. Variables £i and e2 are 
the respective permittivities of the regions, ë is the weighted average of the permittivity and 
ek is the total electric flux within the region consisting of al and a2 .
To generate this mesh, a flexible mesh generator is required, capable of producing a 
lattice made of arbitrarily shaped unit cells as shown in Figure 6.2. The cells must not be 
overly distorted and adjacent cells must not be too different in size or else the discretized 
Equations (6.11) - (6.13) will become inaccurate. More information on the nonorthogonal
(6.16)
where
-  _  e ^ l  | e2a2 
al + a2 al + a2 (6.17)
grid generation can be found in [86]. In this work, a computer program was written for 
producing the nonorthogonal meshes.
Figure 6.3. A boundary between two different dielectric regions.
6.3 Cylindrical Resonator Analyses
6.3.1 Convergence study
To determine whether the nonorthogonal FDTD is actually an improvement over the 
conventional FDTD algorithm for modeling curved structures, a convergence study was 
performed. From the theory of finite-difference equations, it is well-known that the 
convergence of the solution of the central-differencing scheme, which is employed in the 
present work, is on the order of h2, where h is the dimension of a cell in a uniform 
rectangular mesh [82]. For a rectangular structure, the nonorthogonal grid is equivalent to 
the conventional orthogonal mesh so the rate of convergence will be the same. However, 
for a nonrectangular object, the nonorthogonal grid conforms to the structure, and the 
convergence rate is significantly better than that obtainable with the conventional staircase- 
FDTD technique for the same structure.
To compare the convergence rate of the nonorthogonal FDTD with that of the 
staircase FDTD, the dominant resonant frequency of an empty cylindrical cavity was 
computed. A cavity 1 m in height with a i m  radius was used to avoid the occurrence of 
any degenerate modes at the fundamental resonant frequency, which is 0.1149 GHz. For 
the convergence study, the cylindrical cavity was initially meshed with the coarse 
nonorthogonal grid as shown in Figure 6.4. The cavity was excited with Gaussian pulses 
placed at three adjacent electric field components in each of the nonorthogonal coordinate 
system directions. Three components of the electric field were sampled, and the FFT was 
taken of the time-domain results to determine the dominant resonant frequency. The 
nonorthogonal mesh was refined several times, and the dominant resonant frequency 
computed for each case. The most coarse and most dense grids are shown in Figure 6.4. 
A similar process was used with the conventional FDTD method to compute the dominant 
resonant frequency of the cavity, the only difference being that a staircase approximation of 
the cylindrical cavity was used. The most coarse and most dense staircase grids are shown 
in Figure 6.5.
Figure 6.6 shows the results of the study. The logarithm of the error is plotted as 
the logarithm of the cell size, h, since the error for the staircase approximation is 
proportional to a power of h. The error is the difference between the analytical and 
respective numerical values of the dominant resonant frequency, and is normalized to the 
analytical resonant frequency. We note from the graph in Figure 6.6 that the staircasing 
FDTD algorithm yields a linear curve for the logarithm of the eiTor vs. the logarithm of the 
cell size. As the mesh density increases, the error in the result decreases approximately as 
h1-5. The power of h is less than 2 because the staircased grid is being used to model a 
nonrectangular geometry. On the other hand, the nonorthogonal-FDTD method converges 
in a nonlinear fashion. Not only is the convergence error of the nonorthogonal-FDTD 
mesh lower than that of the conventional FDTD mesh, but its rate of convergence increases 
with increasing mesh density. The nonorthogonal FDTD is significantly more accurate for
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Figure 6.4. Sparse and dense nonorthogonal grids for the cylindrical cavity.
Figure 6.5. Sparse and dense staircase grids for the cylindrical cavity.
ln(h)
Figure 6.6. A comparison of the convergence rates of the conventional FDTD 
method with a staircase grid and the nonorthogonal FDTD technique 
with a grid formed to the cylinder.
equivalent mesh densities than the uniform FDTD in computing the resonant frequencies of 
cylindrical cavities. Even though the algorithm takes more time and memory than the 
conventional FDTD algorithm, its significantly greater rate of convergence over the 
conventional FDTD for complex nonrectangular structures can offset this disadvantage.
6.3.2 Formulation of the cavity problem
In using the FDTD method to compute the resonant frequencies of cavities, the 
excitation, sampling point of the field, mesh density and number of time steps should be 
appropriately chosen. The source bandwidth must be sufficient enough to excite all of the 
modes within the frequency range of interest above the numerical noise level. The source 
excitation should satisfy the divergence-free condition of the electric ( and magnetic ) flux 
or else fictitious charges will be introduced into the cavity, which, in turn, will produce a 
fictitious dc component in the fields. The source should not be located at a field null, and
should be directed so that its energy is coupled to all of the modes. In the present study, a 
Gaussian pulse distribution in time was used to excite individual electric field components 
in space. In the event of excitation of fictitious dc fields, the field components that 
composed the source were arranged in the form of loops to approximate the divergence-free 
criterion.
To observe the modes once they are excited, it is desirable to sample the field 
components in regions where the field changes significantly. For this reason, the electric 
field should not be sampled close to the cavity walls or in the vicinity of field nulls. Since 
not every mode will contain all of the six field components, at least two different field 
components should be sampled in order to pick up all of the modes within the frequency 
range of interest.
For accuracy in computing the resonant frequencies, both the mesh density and 
number of time steps must be determined. The mesh density governs the frequency 
bandwidth, and the number of time steps sets the frequency resolution. The mesh density 
for the FDTD method based on the Cartesian coordinate system should be at least 10 cells 
per wavelength of the highest frequency component of interest [24]. The frequency 
resolution in general should be fine enough to distinguish all of the modes. Once the 
frequency resolution is chosen, the number of required time samples can be determined 
from the relation [83]
— = At-Af  
N (6.18)
where N is the number of time steps, At is the time step and Af  is the frequency 
resolution.
After the mesh is constructed, and the excitation(s), sample location(s) and number 
of time steps are determined, the FDTD algorithm is used to compute the time signature of 
the sampled fields. Then, any discrete Fourier transform or FFT algorithm can be applied
to the time signature to obtain the frequency response of the cavity from which the modes 
can be seen.
6.3.3 Dielectric-filled cavity results
The lower resonant frequencies of a cylindrical cavity filled with a dielectric rod, 
Figure 6.7, and a dielectric disk, Figure 6.8, were computed and compared with results 
obtained from two different finite element methods [84], [85]. The nonorthogonal-FDTD- 
FFT method was used to solve for the resonant frequencies in the following manner. In 
both cases, the mesh was chosen to conform to the shape of the cylinder and the dielectric 
filling, while the mesh density was varied from a high concentration within the dielectric 
regions, since the majority of the fields are located there, to a low density in the air regions. 
A cross section of the mesh for the cylindrical cavity with the dielectric rod is shown in 
Figure 6.9. Notice that although the mesh density is not very high, the discretized model 
still provides a good approximation to the cylindrical shape. It is also evident that the 
staircase mesh would need many more cells to achieve a similar modeling accuracy. The 
source for exciting the modes consisted of two loops of electric field components, viz., one 
in the axial and the other in the azimuthal direction, energized with the same Gaussian pulse 
in time. In this way, many modes could be excited while reducing the possibility of 
introducing fictitious nondivergence-free field components. The Gaussian pulse bandwidth 
was fixed at 4 GHz, providing sufficient energy over the frequency spectrum of interest. 
Axial and transverse electric field components were sampled at several points within the 
cavities to provide a means of checking the resonant frequencies. After computing the time 
signatures of these field components, the FFT was used to compute the frequency response 
from which the modes were extracted.
A time signature and the frequency responses of the electric field sampled within the 
cylinder filled with the dielectric rod are shown in Figures 6.10a through 6.10c. These 
results were computed using a chosen frequency resolution of less than 0.1 GHz and
Figure 6.7. Cylindrical cavity with a dielectric rod filling, (a = 1.00076 cm, 
b = 1.27 cm, L = 1.397 cm, er = 37.6)
L2
H
L1
Figure 6.8. Cylindrical cavity with a dielectric disk filling, (a = 0.8636 cm, 
b = 1.295 cm, H = 0.762 cm, LI = L2 = 0.381 cm, er= 35.74)
i
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Figure 6.9. Nonorthogonal grid for the cylinder with a dielectric rod filling.
Figure 6.10a. The time signature of an Ez component of the electric field at a point 
within the dielectric for the cylinder loaded with the dielectric rod.
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Figure 6.10b. The Fourier transform of an Ez field component within the dielectric 
for the cylinder loaded with the dielectric rod.
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Figure 6.10c. The Fourier transform of an Ex and Ey Field component within the 
dielectric for the cylinder loaded with a dielectric rod.
16,384 time steps. The comparison of our results with those obtained with an FEM 
program, as well as those that have been published in the literature, are shown in 
Table 6.1. The frequency resolution of 0.1 GHz is sufficient to distinguish all but the 
TM011 and HE211 modes which differ by at most 0.6%. To resolve these modes, the 
resolution would have to be reduced to at least 0.01 GHz, requiring approximately 164,000 
time steps according to Equation (6.15), and an extensive amount of cpu time and computer 
memory. Thus, the nonorthogonal-FDTD algorithm in combination with the FFT is not an 
efficient means of distinguishing two closely spaced modes. Nevertheless, the resonant 
frequencies computed with the nonorthogonal FDTD-FFT method agree with both FEM 
results to within a 2.5% difference.
Table 6.2 compares the resonant frequencies obtained with the nonorthogonal 
FDTD-FFT technique to those obtained from two finite-element methods [84], [85] for the 
cavity with the dielectric disk, shown in Figure 6.8. The modes were extracted from the 
frequency spectra given in Figures 6.11a and 6.11b. These results were obtained using a 
mesh density of 10 cells per wavelength at 3.1 GHz, yielding a percentage difference 
between the nonorthogonal FDTD results and the others of 1.5% - 4.6%.
We have demonstrated that the nonorthogonal FDTD-FFT combination can be used 
to compute the lower-order resonant frequencies of dielectric-filled cylinders. It is 
relatively straightforward to extend the procedure to cavities with arbitrary fillings and 
shapes, because one needs only to reform the mesh and specify the material properties. It 
should be pointed out that there are some limitations in using the time-domain technique for 
computing very high-order modes, since one has to employ a very dense mesh in order to 
handle the small wavelengths. This, in turn, requires extensive computer memory and, 
since the associated time step must also be small, a large amount of computer time as well. 
Also, for modes that are in close proximity to each other, many time steps may be required 
to achieve the frequency resolution necessary for distinguishing these modes when the FFT 
algorithm is employed.
Table 6.1
Comparison of the Lower-Order Resonant Frequencies for the Cylindrical Cavity with a 
Dielectric Rod Filling (er = 37.6, a = 1.00076 cm, b = 1.27 cm, L = 1.397 cm)
Mode Ref. [84] FEM [85] Nonorthogonal
FDTD
(<j H z) (GHz) (GHz)
— - 1.50 1.47
— - 2.44 2.38
HE111 2.49 2.50 2.48
TM011 3.38 3.38 3.38
HE211 3.40 3.38 3.38
HE121 3.81 3.83 3.79
Table 6.2
Comparison of the Lower-Order Resonant Frequencies for the Cylindrical Cavity with a
Dielectric Disk Filling (er = 35.74, a = 0.8636 cm, b = 1.295 cm, H = 0.762 cm, LI = L2 
= 0.381 cm)
Mode FEM [84] 
(GHz)
FEM [85] 
(GHz)
Nonorthogonal
FDTD
(GHz)
% Difference 
(FEM [84] & FDTD)
TE01 3.44 3.51 3.53 2 .8%
HE11 4.27 4.27 4.17 2.3%
HE12 4.37 4.36 4.53 3.7%
TM01 4.60 4.54 4.62 0.4%
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Figure 6.1 la. The Fourier transform of an Ez field component within the dielectric 
for the cylindrical cavity loaded with the dielectric disk.
0 1 2 3 4 5
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Figure 6.1 lb. The Fourier transform of an Ex and Ey field component within the 
dielectric for the cylindrical cavity loaded with the dielectric disk.
6.4 Cylindrical Via Discontinuity
6.4.1 The via geometry, nonorthogonal grid and excitation
The via discontinuity to be analyzed is shown in Figure 6.12. This particular 
structure is given in reference [66]. The via diameter is 0.7 mm, its length is 3.2 mm, the 
pad diameter is 3.9 mm and the microstrip lines are 3.3 mm wide. The via passes through 
the dielectric slab which is also 3.2 mm thick, and through the ground plane, which is in 
the center of the slab and has a circular cutout of 3.9 mm in diameter for the via. The 
permittivity of the slab is 3.4. This discontinuity consists of parts with widely varying 
sizes and curved surfaces. Such a structure can be easily handled with the nonorthogonal 
grid without requiring nearly as many unknowns as an equivalent orthogonal mesh would 
need.
To illustrate the savings in number of unknowns of the nonorthogonal grid over the 
grid based on the Yee cell [75], the nonorthogonal mesh of the via will be shown and then 
the number of unknowns required to mesh the same region with the conventional method 
will be computed and compared to that used by the actual nonorthogonal grid. A top view 
of a typical nonorthogonal mesh of the via is shown in Figure 6.13. The microstrip line 
runs from top to bottom in the figure, and the circular via and pad are clearly visible at the 
center of the microstrip line. The figure shows that the grid consists of cells with a wide 
variety of shapes and sizes that provide a piecewise linear model of the small via 
size/shape, the pad size/shape and the microstrips connecting the via. The actual 
nonorthogonal grid was slightly denser than the one shown here, with a total volume of 
8,000 FDTD unit cells. In this particular case, four cells were used to model the cross 
section of the 0.7 mm via, where the cell shape was adjusted to form a piecewise 
continuous representation of the cylindrical structure as was done for the cylindrical cavities 
in [7].
An equivalent uniform rectangular mesh based on the conventional Yee cell would 
consist of cells small enough to provide the same modelling accuracy of the 0.7 mm
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Side View
Figure 6.12. The cylindrical via discontinuity.
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Figure 6.13 Typical nonorthogonal mesh of the cylindrical via. (The entire mesh 
is not shown.)
cylindrical via as is available with the nonorthogonal mesh. More than four cells are 
needed to obtain an approximation to the cylindrical via shape; however, that would 
generate an obviously excessively large mesh. Instead, the via can be approximated by a 
square via with a 0.7 mm diameter. Then, based on a 0.7 mm cell size, a uniform grid of 
the region which extends from the via as far as the nonorthogonal grid does would contain 
approximately 37,260 FDTD unit cells.
The nonorthogonal grid requires approximately 4.66 times less unit cells than the 
uniform grid and models every part of the geometry, including the 0.7 mm via, with a 
piecewise linear approximation of the curved surfaces as opposed to staircasing. Also, if 
the mesh of the via is not sufficient, the number of cells representing the via in the 
nonorthogonal grid can be easily increased with only a modest increase in the total number 
of unknowns. On the other hand, the uniform mesh density must be increased by more 
than eight times to provide an improvement in the discretization of the via. This analysis 
shows that the nonorthogonal mesh provides a substantial savings in the number of 
unknowns over that for the conventional uniform mesh for the cylindrical via discontinuity.
The actual 3-d nonorthogonal mesh of 8000 cells is formed by stacking a slightly 
denser version of the 2-d mesh shown in Figure 6.13. Four layers of unit cells are within 
the dielectric, and three layers are in the free space above and three below the dielectric. 
The highest frequency for which the nonorthogonal grid is accurate, according to the 
10 cells per wavelength criterion, is approximately 13 GHz. The 3-d grid is enclosed in a 
box consisting of four pec side walls and two abc end walls. One abc wall is at the near 
end and the other at the far end of the discontinuity. The enclosure is 42.04 mm in length 
by 19.5 mm in width by 16 mm in height.
The microstrip via was excited using a Gaussian pulse with a total bandwidth of 
20 GHz. The electric field pattern of the quasi-TEM mode was used as the spatial 
distribution of the incident pulse. The reflected and transmitted voltage waveforms were 
computed for a total time of 1 ns.
6.4.2 Numerical results
The voltage waveforms of the time domain analysis are shown in Figures 6.14 and 
6.15 and are compared to the same results after a Hanning window filter was applied to 
remove the inaccurate high-frequency components. Due to the discretization of the 
geometry, frequencies above approximately 13 GHz will be inaccurate. By employing a 
Hanning window with a total bandwidth of 14 GHz to filter the results, the frequency 
components above 14 GHz were totally removed without contaminating the FDTD results 
with overshoot and oscillations caused by ideal filters. The filtered waveforms are much 
smoother and symmetric about the time axis, indicating that the inaccurate high frequency 
components introduce the asymmetrical voltage oscillations about the time axis. Even 
though error is introduced into the voltage levels with the Hanning filter due to its cosine 
characteristic, it provides a more realistic picture of the waveform shape than the original 
FDTD results because the inaccurate high-frequency components have been removed.
To check the accuracy of the technique, the scattering parameters were computed 
from the original nonfiltered nonorthogonal FDTD results using the FFT and compared 
with measurements from reference [66]. Figures 6.16 and 6.17 show the comparisons for 
both scattering parameters S l l  and S21. The values representing the measurements were 
taken from graphs and, therefore, may be off by a few decibels from the original 
measurements. The computed results for S l l  agree well with the measurements below 
approximately 7 GHz, and from 7-16 GHz, the agreement is better than 6 dB. The 
computed results for S12 agree well with the measurements below approximately 11 GHz 
and are within approximately 2 dB of the measured results over the frequency range of 
14-16 GHz. In general, the computed results have the same form as the measurements, 
including the dips in S l l  and S12 around 10-12 GHz. The discrepancies between the 
computed and measured results are attributable to several factors in addition to the errors in 
reading the measured results from reference [66]. One concerns the discretization errors
"t* 0.3
Figure 6.14. Reflected waveform for the cylindrical via computed with the 
nonorthogonal FDTD technique and filtered using a Hamming 
window with a 14 GHz cutoff frequency.
Figure 6.15. Transmitted waveform for the cylindrical via computed with the 
nonorthogonal FDTD technique and filtered using a Hamming 
window with a 14 GHz cutoff frequency.
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Figure 6.16. A comparison of the magnitude of S l l  computed with the 
nonorthogonal FDTD time-domain waveforms to the measurements 
of S l l  [66].
Figure 6.17. A comparison of the magnitude of S21 computed with the 
nonorthogonal FDTD time-domain waveforms to the measurements 
of S21 [66].
for nonorthogonal grids [86]. Another is that the discretization is less accurate for the 
higher frequencies, which therefore, introduces error in the high-frequency behavior of the 
scattering parameters. Since the via is a complicated geometry, the mesh may have to be 
denser than 10 cells per wavelength for obtaining accurate results. The other main source 
of error is the interference caused by the waveguide modes which appear due to the 
presence of the pec walls around the via discontinuity. In spite of these problems, the 
comparisons show that the nonorthogonal results agree well with the measurements below 
7 GHz and exhibit behavior similar to the measurements up to 16 GHz.
6.4.3 An equivalent circuit for the cylindrical via discontinuity
The equivalent circuit of the cylindrical via discontinuity was developed using the 
scattering parameter results obtained from the nonorthogonal FDTD technique [23]. The 
procedure begins with a proposal of an equivalent circuit based on the geometry of the via, 
or based on the number of poles and zeroes required to reproduce the significant portion of 
the scattering parameters of the via. For example, since the pads probably exhibit both 
inductive and capacitive properties whereas the via is probably more inductive in behavior, 
the equivalent circuit should consist of several capacitive and inductive elements to 
characterize these effects. Once a circuit configuration is decided upon, the component 
values in the equivalent circuit are adjusted through an iterative process until the scattering 
parameters of the equivalent circuit match as closely as possible the scattering parameters of 
the via over the desired bandwidth. A microwave package such as Touchstone [26] can be 
used to perform the iterative process.
Through the iterative process, the equivalent circuit shown in Figure 6.18 was 
obtained for this particular via discontinuity. The microstrips that connect to the pads are 
modelled with ideal transmission lines, and the pads and via are modelled by the equivalent 
circuit. The comparison of the scattering parameters of the equivalent circuit with those of
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Figure 6.18. An equivalent circuit for the cylindrical via discontinuity. (T.L. =
transmission line of 55 ohms, £eff = 2.76. Starting from left to right 
with LI and C l, the inductances and capacitances are LI = L6 = 
369.7 pH, L2 = L5 = 5.915 pH, L3 = L4 = 723.17 pH, C l = C5 =* 
0.25283 pF, C2 = C4 = 0.00118 pF and C3 = 0.3393 pF.)
the via are shown in Figures 6.19 - 6.22. This equivalent circuit agrees well with the 
FDTD model up to approximately 6 GHz.
To demonstrate the use of the equivalent circuit, a transient analysis program, 
MTLTDA [25], was used to compute the near- and far-end voltages of the equivalent circuit 
shown in Figure 6.23. A trapezoidal pulse was employed as the voltage source so that the 
results could be compared with the original nonorthogonal FDTD waveforms. The 
trapezoidal pulse was adjusted until it approximately matched the near-end Gaussian 
voltage pulse of the nonorthogonal FDTD results. The near-end and far-end voltages 
computed with the equivalent circuit are compared with the nonorthogonal FDTD time- 
domain waveforms in Figures 6.24 - 6.25. All four waveforms were filtered with a 
Hanning window with a cutoff frequency of 14 GHz because both the equivalent circuit 
and nonorthogonal results are inaccurate for the higher frequencies. The waveforms agree 
reasonably well since most of the energy of the Gaussian pulse is in the lower frequency 
range where the equivalent circuit model provides a good representation of the via 
behavior. The waveforms however will not agree precisely. One source of error stems 
from the trapezoidal approximation to the Gaussian pulse excitation, and other errors stem 
from the approximation of the via discontinuity and microstrip connections with an 
equivalent circuit and transmission lines. The far-end waveforms do not agree as well as
Figure 6.19. The magnitude of S l l  computed from the equivalent circuit 
compared with the magnitude of S l l  obtained from the 
nonorthogonal FDTD analysis.
--------------E q u iv . C c t.
--------------F D T D
Figure 6.20. The phase of S l l  computed from the equivalent circuit compared 
with the phase of S l l  obtained from the nonorthogonal FDTD 
analysis.
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Figure 6.22.
The magnitude of S21 computed from the equivalent circuit 
compared with the magnitude o f S21 obtained from the 
nonorthogonal FDTD analysis.
“ “Equiv. Cct. 
-F D TD
The phase of S21 computed from the equivalent circuit compared 
with the phase of S21 obtained from the nonorthogonal FDTD 
analysis.
Near-end Far-end
Figure 6.23. Employing the equivalent circuit model in a transient analysis of the 
via. (Zo = 55 ohms. See Figure 8 for T.L., LI, C l, etc.)
Figure 6.24. Near-end voltage of the cylindrical via discontinuity Filtered using a 
Hamming window with a 14 GHz cutoff frequency.
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Figure 6.25. Far-end voltage of the cylindrical via discontinuity filtered using a 
Hamming window with a 14 GHz cutoff frequency.
the near end ones mainly because the circuit model neglects microstrip dispersion and 
assumes that all of the energy not reflected from the via is transmitted as a TEM mode, 
whereas in reality not all of this energy propagates to the far end in the form of the quasi- 
TEM mode [66].
6.5 Conclusions
The feasibility of applying the nonorthogonal FDTD algorithm to analyze complex 
nonrectangular structures was demonstrated by computing the resonant frequencies of 
dielectric-loaded cylindrical cavities and characterizing the cylindrical via discontinuity. 
The advantages of this technique stem from the use of the nonorthogonal unit cell which 
can adapt to both the large and small parts making up the structure and model curved 
surfaces with a piecewise linear fit. The cylindrical cavity study showed that this grid is 
more accurate than an equivalent grid based on the unit Yee cell, and the cylindrical via 
study showed that the nonorthogonal grid requires less cells than the rectangular grid for
modeling complicated structures. For both problems, the FDTD results agreed with 
numerical and experimental data from the technical literature over the frequency bandwidth 
of the nonorthogonal grid.
As can be expected, this numerical technique has limitations concerning the 
nonorthogonal grid. A few that were discussed in this chapter are the following:
(i) The method is applicable to complicated structures providing a properly constructed 
mesh can be generated that is sufficiendy accurate over the frequency bandwidth of interest 
without overtaxing the computational resources.
(ii) The grid should not contain any singularities or cells that are overly distorted. If a mesh 
with a singularity must be used, the finite-difference equations will have to be modified in 
the region of the singularity to prevent it from affecting the true field behavior as shown in 
reference [74] for a two-dimensional problem. A detailed discussion about the 
approximation of derivatives at different types of “special points” that may occur in 
nonorthogonal grids is given in [86]. In general, the nonorthogonal unit-cell should 
maintain the orthogonal nature of the fields and fluxes in the transform domain.
(iii) Also, because the method is twice as slow as the conventional FDTD algorithm, the 
conventional technique should be employed when the uniform mesh is not too unwieldy 
due to the complexities of the geometry.
CHAPTER 7
CONCLUSIONS AND FUTURE W ORK
Current and future technology in the area of high-speed digital circuits and 
microwave circuits requires the accurate characterization of the electronic packaging and 
various passive components. The importance of analyzing the interconnect system cannot 
be overemphasized as Tummala explains about computer technology [1], “ ...while 
semiconductors continue to be improved upon relentlessly for performance as measured in 
picoseconds, it is the packaging that will set the limit on system performance in 
nanoseconds.” The MMIC technology also requires accurate characterization of the various 
interconnects and components as Sorrentino explains [12], “The availability of efficient and 
accurate computer-aided design (CAD) tools is essential to the design of such circuits.”
This work is a small contribution towards the development of better CAD systems 
for electronic packaging. A quasistatic model of the variable-angle multiconductor bend 
discontinuity was presented. An analysis of the cylindrical via discontinuity was carried 
out and a means of computing resonant frequencies of arbitrarily shaped cavities with 
dielectric fillings was studied. To the author’s knowledge, no data have been previously 
published in the available technical literature on the multiline variable-angle bend, and very 
little has been published on the analysis of the cylindrical via discontinuity. The dielectric 
resonator has been extensively analyzed; however, many of the techniques have been 
applied only to specific types of resonators such as the axially symmetric dielectric 
resonator and not to the arbitrarily shaped resonator with inhomogeneous fillings. The 
ability to analyze such a resonator is useful in applications such as determining the effective 
permittivity of a dielectric sample by placing it in an appropriate cavity, or in determining 
the scattering parameters of a complete resonant circuit, i.e., including all of the coupled 
resonators, the enclosure and coupling mechanisms such as a nearby microstrip line.
To summarize, a thorough study of the variable-angle multiconductor microstrip 
bend discontinuity was presented. A coupled T-circuit was proposed for this discontinuity, 
and the quasistatic analysis employed to compute the excess capacitance and inductance of 
the bend was discussed. The computer codes for calculating the capacitance and inductance 
matrices of the bend were tested by a convergence analysis. The accuracy of the results 
was checked by a comparison with the available data in the literature for the single-line 
bend and coupled 90-degree bend. Scattering parameter measurements were made of the 
90-degree and 45-degree bends to provide understanding of the dynamic behavior of the 
model. The various analyses indicated that the equivalent circuit models the bend behavior 
well for a single line, and it was extended to the multiline bend as well. However, further 
study is necessary to determine the effectiveness of the model for the multiline case. The 
major obvious difficulty with the model is that the quasistatic approximation may be 
violated for the outer line of the bend for a large number of lines. An alternative equivalent 
circuit was given in Chapter 2 which is designed to overcome this problem. Nevertheless, 
its validity must also be determined.
The equivalent circuit was used in a transient analysis of a three-line bend to 
demonstrate its effect on voltage pulses in high-speed digital circuits. It was shown that the 
pulse distortion increased as the size of the microstrip lines composing the bend increased 
or as the bend angle increased. This analysis was carried out using digital pulses with very 
fast edges in order to study the bend effect. Even though the model is inaccurate at the 
higher frequencies, it was noted that the model is valid for the low-frequency components 
and can therefore be used as an approximation to the true bend behavior. The model can be 
used as an indicator to show which multiline bends require further analysis in a digital 
circuit design. If the model produces significant distortion in the pulse, then the bend 
should be carefully analyzed as the actual bend distortion may be worse.
Next, the cylindrical cavity and cylindrical via discontinuity were analyzed using a 
nonorthogonal FDTD algorithm. This method was chosen because the frequency behavior
of the structure under analysis can be determined with a single computer run and by 
employing a discrete Fourier transform to convert the time-domain results of the FDTD 
algorithm to the frequency domain. In addition, the nonorthogonal unit cell allows the grid 
to conform to the particular geometry of interest, with a piecewise linear approximation 
instead of a staircasing approximation of curved surfaces. The variable mesh density 
allows a wide range of structures to be analyzed because both the small and large parts of a 
typical geometry can be accurately modeled without requiring an excessive number of 
unknowns. As with all numerical techniques, this one also has some disadvantages which 
limit the types of problems for which it is suitable. The technique has some of the 
disadvantages common to FDTD algorithms, namely, the requirement of accurate ABCs to 
simulate open region behavior and the need to use a large number of iterations or to employ 
a signal processing procedure such as Prony's method for obtaining high resolution in the 
frequency-domain [87]. A disadvantage of the nonorthogonal grid is that the number of 
computations is at least double that for the conventional FDTD algorithm, making the 
technique suitable only for those problems in which the added flexibility of the mesh 
outweigh the faster conventional technique.
The analysis of the cylindrical cavity shows that the nonorthogonal FDTD algorithm 
provides a more accurate model of the resonator than the conventional FDTD method for 
equivalent mesh densities. The nonorthogonal technique requires fewer cells to converge 
to the correct resonant frequency, and it can readily analyze partially filled cylindrical 
resonators. This work indicates that the technique is readily applicable to a wide variety of 
resonators with arbitrarily shaped cavities and fillings.
The last structure studied was the cylindrical via discontinuity. It was successfully 
analyzed with the nonorthogonal FDTD, and an equivalent circuit was extracted from the 
results. A comparison of the mesh densities of the nonorthogonal and conventional FDTD 
algorithms for modeling the structure over the same frequency bandwidth showed that the 
nonorthogonal mesh required approximately 79% fewer cells than the conventional FDTD
mesh, demonstrating the savings in computer memory with the nonorthogonal technique. 
A comparison of the results computed by the nonorthogonal FDTD code with 
measurements validated them. The discrepancies between the computed values and the 
measurements were attributed to the waveguide effect of the enclosure used in the 
nonorthogonal FDTD mesh, the inaccuracies inherent in nonorthogonal mesh structures 
and the sparsity of the mesh at the higher frequencies. Thus, it is expected that the results 
can be further improved with the use of suitable ABCs to enclose the via and a denser 
mesh. A transient analysis of the via showed that the equivalent circuit model accurately 
predicted the behavior of the via over its valid frequency bandwidth.
In conclusion, the analyses provide good equivalent circuit models of the bend and 
microstrip via, and it was shown that the nonorthogonal FDTD technique can readily 
compute resonant frequencies of cylindrical cavities with dielectric fillings. Future work 
related to these specific topics include validation of the multiline bend model and further 
optimization of the excess-capacitance and inductance programs for use on very large 
multiline bends. The nonorthogonal FDTD code should also be optimized, and more 
comparisons with the conventional FDTD algorithm have to be performed to determine the 
advantages, disadvantages and accuracies of each method for analyzing various types of 
problems. On the larger scale, continued analysis of electronic packaging is required to 
improve the current technology.
APPENDIX A
MICROSTRIP-LIKE POTENTIAL COMPUTATION
The method for computing the microstrip-like potential will be briefly outlined [36]. 
The microstrip-like potential is computed by solving the uniform microstrip line problem 
twice in order to avoid the integration over the infinite length of the semi-infinite charge 
distribution. The semi-infinite charge distribution is represented as the sum of two uniform 
charge distributions that extend to infinity, with a polarity reversal in one of the 
distributions at an arbitrary location, d \  along the line. The sum of the two uniform 
distributions will be double the distribution on one side of d' and zero on the other side. 
For the multiconductor bend case, d' is the same as T1 or T2 shown in Figure 2.1. The 
potentials from the two uniform microstrip charge distributions are used to calculate the 
microstrip-like potential by the equation
<&“* ( * , y) =  i ( 0 "C r ,y )  +  y)) (A .l)
where O "  corresponds to the uniform line distribution and O '4** corresponds to the 
charge distribution with the polarity reversal. The potential O "  is equal to the voltage 
excitation used to solve for the excess capacitance of the bend, and the potential O ““* is 
given by
= { G-d(x,y\d\y')^(y')dO. (A.2)
where the microstrip lines are assumed to be parallel to the x-axis, and the polarity reversal 
is at x '  = d ' . The integration is over the cross section of the multiline uniform charge 
distribution. The polarity reversal has been moved from the uniform charge distribution to 
the Green’s function. The Green’s function is given by [36]
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and
K =  1— —  
1 + 8. (A.5)
This Green’s function is for a line charge oriented in the x-direction and is positive for x > 
d' and negative for x < d \  thereby corresponding to the charge distribution with the 
polarity reversal at d'. The dielectric thickness is h, and the line charge is located at y'.
The uniform microstrip charge distribution is computed from the voltage excitation 
by the one-dimensional integral equation
<&"(?) = jG “ ty l/)a “ (/)d£2
(A.6)
where the Green’s function is given by [36]
GT(yl/) = I _____y  ^ . - i 4n2h2+ ( y - y ' f
^  ' 4(n -  l)2/i2 + (_y — y’)z2re„(l + er) " (A.7)
for a line charge on a microstrip conductor that is parallel to the x-axis. Equation (A.6) is 
solved by the method of moments with pulse basis and point matching. The original 
integration for the microstrip-like potential has been reduced from the two-dimensional
integral over the semi-infinite charge distribution to two one-dimensional integrations over 
the cross section of the multiline uniform charge distribution—Equations (A.2) and (A.6). 
To compute the microstrip-like potential for a particular excitation of an N-line microstrip, 
Equation (A.6) is solved for the uniform microstrip charge distribution. The charge 
distribution is employed in Equation (A.2) to compute the potential, (&usd, which is used in 
conjunction with the original excitation to compute the microstrip-like potential in Equation 
(A.l). This procedure is repeated for both arms of the bend because the total microstrip­
like potential on the bend is the sum of the microstrip-like potentials due to the semi-infinite 
charge distributions on each arm.
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