ABSTRACT Models of the spatial distribution of dark matter halos must achieve new levels of precision and accuracy in order to satisfy the requirements of upcoming experiments. In this work, we present a halo bias emulator for modeling the clustering of halos on large scales. It incorporates the cosmological dependence of the bias beyond the mapping of halo mass to peak height. The emulator makes substantial improvements in accuracy compared to the widely used Tinker et al. (2010) model. Halos in this work are defined using an overdensity criteria of 200 relative to the mean background density. Halo catalogs are produced for 40 N-body simulations as part of the AEMULUS project at snapshots from z = 3 to z = 0. The emulator is trained over the mass range 6 × 10 12 − 7 × 10 15 h −1 M . Using an additional suite of 35 simulations, we determine that the precision of the emulator is redshift dependent, achieving sub-percent levels for a majority of the redshift range. Two additional simulation suites are used to test the ability of the emulator to extrapolate to higher and lower masses. Our highresolution simulation suite is used to develop an extrapolation scheme in which the emulator asymptotes to the Tinker et al. (2010) model at low mass, achieving ∼3% accuracy down to 10 11 h −1 M . Finally, we present a method to propagate emulator modeling uncertainty into an error budget. Our emulator is made publicly available at https://github.com/AemulusProject/bias_emulator.
INTRODUCTION
Analyzing the largest structures in the Universe, including galaxy groups and clusters, is a promising avenue for answering fundamental questions in cosmology. These objects form in the peaks of the large-scale structure (LSS), and their clustering properties contain a wealth of information about the contents of the Universe. In order to observe these structures in optical wavelengths one can use wide and deep photometric and spectroscopic surveys such as the Dark Energy Survey (DES Collaboration et al. 2017, DES) , the Subaru Hyper Suprime-Cam (Aihara et al. 2018, HSC) , the KiloDegree Survey (Hildebrandt et al. 2018, KiDS) , as well as upcoming surveys including the Large Synoptic Survey Telescope 1 (LSST), Euclid (Laureijs et al. 2011 ) and the Dark Energy Spectroscopic Instrument 2 (DESI). Among the numerous challenges facing these projects in analyzing the LSS is dealing with the fact that the objects they observe are biased tracers of the underlying structure.
Galaxy clusters, galaxy groups, and galaxies of all masses live inside dark matter halos, which are biased tracers of the matter density field (Kaiser 1984) . Halos form in the peaks of this field, which are clustered differently compared to the field as a whole. Hence, the ratio of the clustering of halos to that of the matter density field is referred to as the halo bias. High-mass halos that host galaxy clusters and bright galaxies are much more biased (strongly clustered) compared to low-mass halos, which on average form in regions of lower density. Therefore, using biased tracers to understand the density field of the Universe requires a model for the level of bias of these tracers. Using a bias model and measures of the statistical distribution of halos through clustering, lensing, or velocity dispersion can enable calibration of halo properties and their connection to the LSS (Hu & Cohn 2006; Baxter et al. 2016; Farahi et al. 2016; Jimeno et al. 2017; McClintock et al. 2018a; Murata et al. 2019) .
The halo bias is constant at large scales, meaning halos cluster proportionally to linear theory δ h = bδ (Sheth & Tormen 1999; Cooray & Sheth 2002) . In this regime, the halo bias is referred to as the linear halo bias. Models of the linear halo bias are critical in cluster cosmology. For example, one can use weak gravitational lensing around clusters at large scales (Hayashi & White 2008; Zu et al. 2014; Melchior et al. 2017; McClintock et al. 2018a) , or the clustering of galaxy clusters (Baxter et al. 2016; Jimeno et al. 2017) to measure cluster masses. The halo bias can also be used to model galaxy clustering and probe the galaxy-halo connection . In all of these analyses, the results are sensitive to the chosen model of the halo bias (Sheth & Tormen 1999; Sheth et al. 2001; Tinker et al. 2010) . In cluster cosmology studies, the halo bias model contributes to the final error budget on cosmological parameters and derived scaling relations. For instance, Baxter et al. (2016) inferred the mass-richness relation of clusters using measurements of their clustering in SDSS. The analysis was systematics limited by the 6 percent uncertainty in the halo bias model of Tinker et al. (2010) . Eliminating this source of systematic uncertainty would have brought the total error budget on the mass calibration in Baxter et al. (2016) down from 18 percent to 11 percent, making it a competitive measurement of the mass-richness relation. Therefore, reducing the systematic uncertainty of the halo bias is necessary as statistical precision improves over time.
A promising route for constructing precise models of halo statistics is using numerical simulation. Cosmological Nbody simulations are our best method to make accurate predictions of the structure of the Universe given a set of cosmological parameters. The distribution of particles and halos in simulations are used to calibrate accurate and precise models of the LSS (Press & Schechter 1974; Smith et al. 2003; Wechsler et al. 2001 Wechsler et al. , 2006 Takahashi et al. 2012; Heitmann et al. 2009; Mead et al. 2015; Nishimichi et al. 2018; Smith & Angulo 2018; DeRose et al. 2018) . For halos, these models can take the form of analytic functions (Sheth & Tormen 1999; Jenkins et al. 2001; Tinker et al. 2008 Tinker et al. , 2010 or more advanced predictive tools such as emulators (Heitmann et al. 2016; Nishimichi et al. 2018; McClintock et al. 2018b; Zhai et al. 2018; Euclid Collaboration et al. 2018) . Emulators are probabilistic interpolators that connect measurements from N-body simulations run with a specific set of cosmological parameters, allowing a user to predict that measurement at a new location in parameter space. Emulators are useful when analytic models are difficult or impossible to derive (e.g. Biswas et al. 2019) , and current emulators have achieved a level of precision in several statistical descriptions of the LSS that is sufficient to model much of the next generation of experiments (Lawrence et al. 2017; McClintock et al. 2018b) .
This work presents an emulator model for the linear halo bias that enhances the analytic model presented in Tinker et al. (2010) . The emulator is constructed from the simulations in the AEMULUS project (DeRose et al. 2018) , previously used for emulating the halo mass function (McClintock et al. 2018b ) and galaxy correlation function (Zhai et al. 2018) . In our emulator, precise measurements of the halo bias in the simulations are interpolated across cosmological parameter space, so that the halo bias at any point in parameter space within the simulation cloud can be obtained. Extrapolations beyond the limits of the masses in our simulation asymptote to the Tinker et al. (2010) bias model. In this work we compute the accuracy of our halo bias emulator as a function of mass and redshift between 10 13 − 7 × 10 15 h −1 M and z ∈ [0, 3] . We also provide a tool to produce realizations of correlated noise. This can be used to propagate the modeling uncertainty into error budgets that use the emulator. The emulator is publicly available 3 . The required accuracy of a halo bias model depends on the achievable precision in mass calibration in real data. Figure 1 shows the minimum halo mass for which our emulator can be used to model the halo bias while negligibly contributing to the final error budget in an analysis. The mass at a given redshift is set by the accuracy of our emulator (see Section 4.3) as well as the precision to which one is able to calibrate halo masses. Three curves, corresponding to mass calibrations of 1.5, 2 and 3 percent are shown in Figure 1 as the blue, red and green lines, respectively. The black dashed line shows the minimum halo mass resolved in the simulations used to construct our emulator, as discussed in the following section. State-of-the-art cluster mass calibration analyses reach ≈ 5% uncertainties, and are dominated by systematic errors. Thus, the bias calibration presented here is sufficiently precise for current cluster samples, and will remain so for at least the next few years. Whether our bias emulator will suffice for the LSST era will hinge on what the ultimate systematics floor of the data is.
In Section 2 we detail the simulations and clustering measurements. We outline the training of the Gaussian processes that make up the emulator in Section 3, and validate its performance in Section 4. Section 4.3 provides a model for the accuracy of the emulator that can be used to make random realizations of residuals about the model. Section 5 contains a brief discussion of how to apply the emulator, in order to recover ξ hm or ξ hh . Section 6 tests the emulator against simulations run with larger volumes and higher resolution than those used for training and details the extrapolations beyond the mass limits of the training simulations. Finally, Section 7 summarizes the main results of this work. In Appendix A we derive the curves shown in Figure 1 , while in Appendix B and Appendix C we supply halo bias and halo mass function emulator predictions for a selection of cosmological models.
In all equations, ln refers to the natural log while log is the logarithm with base 10. Masses are defined by
where ∆ = 200 is 200 times the background matter density throughout and R ∆ is the radius of the halo. Unless otherwise stated, distances are h −1 Mpc comoving and masses are h −1 M .
2. SIMULATIONS This work uses four sets of simulations produced for the AEMULUS project. Two sets include the "training simulations" and the "test simulations". The other two sets are ad- 1.5% 2% 3% Figure 1 . The minimum halo mass modeled by our emulator as a function of redshift at fixed precision in halo mass measurements. The applicability of our emulator depends on the level of precision achievable given some data. The black dashed line shows the minimum halo mass resolved in our training simulations used to construct the emulator. Our emulator can successfully be used without contributing to a final error budget if mass calibration is performed at or greater than the 2 percent level. A derivation of the curves appearing in this figure appears in Appendix A.
ditional testing simulations run with more volume and higher resolution than the training and test suites. The training set consists of 40 simulations with different cosmological parameters used to construct and train our emulators. The test set consists of 35 additional simulations run at seven different locations in cosmological parameter space. In the test set, at each point in parameter space there are five realizations of each simulation seeded with different initial conditions. When combined, this reduces the sample variance by a factor of five. For all simulations, we saved snapshots at ten epochs between z = 3 and z = 0 at redshifts z ∈ [3, 2, 1, 0.85, 0.7, 0.55, 0.4, 0.25, 0.1, 0] . The testing and training simulations were run with 1400 3 particles in cubic boxes of volume (1.05 h −1 Gpc) 3 . The simulations exist in a 7-dimensional cosmological parameter space. These parameters are the Hubble constant H 0 , matter density fraction Ω m , baryon density fraction Ω b , dark energy equation of state w, primordial power spectrum index n s , variance on 8 h −1 Mpc scales at z = 0 parameterized by σ 8 , and effective number of relativistic species in the primordial plasma N eff . The amplitude of the primordial power spectrum A s is also recorded.
The training simulations span the 3σ posterior distribution contours of the combination of four data sets. These are Planck+WMAP+BAO+SNIa (Planck Collaboration et al. 2014; Hinshaw et al. 2013; Anderson et al. 2014; Suzuki et al. 2012) . The cosmologies of the testing simulations reside within the cloud of the training simulations, but do not overlap exactly. Details regarding the initial conditions of the simulations, choices concerning force softening and time stepping, and the convergence of various summary statistics measured using the halos and dark matter particles are discussed in DeRose et al. (2018) .
The larger and smaller volume simulations contain 2048 3 particles, and were used to investigate resolution effects and test the ability of the emulator to extrapolate to higher and lower masses. One set of such simulations have volumes of (400 h −1 Mpc) 3 and are part of a separate high-resolution simulation suite. The other set has volumes of (3 h −1 Gpc) 3 , run with the same cosmological parameters as the test simulations. Neither set of simulations were used in the construction of the emulator.
Halos were identified with the ROCKSTAR halo finding algorithm (Behroozi et al. 2013) , modified for our purposes (see DeRose et al. 2018 , for more information). We only consider halos with at least 200 particles to avoid resolution effects. Particle masses M p are given by
where V is the volume, N p is the number of particles and ρ crit is the critical density. The maximum halo mass probed by our training simulations was 7 × 10 15 h −1 M , while the minimum halo mass was 6 × 10 12 h −1 M . In McClintock et al. (2018b) we found that the mass function depended on particle resolution, thus requiring a slight correction at low masses. Here, we made no correction to the halo bias because we found that particle resolution did not have a significant effect on the clustering.
We note that details of producing a halo catalog will affect measurements of the halo bias. For instance, using halos identified with the friends-of-friends (FOF) algorithm will yield halo populations with different mass functions and clustering properties than ROCKSTAR (Jing 1999; Sheth & Tormen 1999; Sheth et al. 2001; Seljak & Warren 2004; Tinker et al. 2008; Pillepich et al. 2010; Reed et al. 2009 ). Additionally, subtle choices such as halo percolation can have effects at the 10% level . We caution users of our emulator to be aware of these potential issues, and take care when using halo catalogs constructed using different definitions and algorithms.
Halo Bias
We define the halo bias as the ratio of the halo-matter correlation function to the matter correlation function
At linear (large) scales, the bias is scale independent, and depends most strongly on halo mass M. In this regime, our definition is equivalent to working with power spectra at small wavenumber k. We do not consider secondary bias dependencies (concentration, accretion rate, etc.; Wechsler 2001; Gao et al. 2005; Wechsler et al. 2006; Li et al. 2008; Mao et al. 2018; Contreras et al. 2019; Mansfield & Kravtsov 2019; Han et al. 2019) . In practice, we measure the linear halo bias for halos selected by mass as the ratio of the halomatter correlation function ξ hm to the matter-matter correlation function ξ mm over a specific radial range given by
The exact scales for which this relation holds is cosmology and epoch-dependent. As discussed in Section 2.1.1, we verified that the above relationship is scale-independent within the redshift range of interest. The lower limit was chosen to avoid the 1-halo regime at all mass scales. We chose an upper limit of 40h −1 Mpc to accommodate our jackknife subregions and because above this scale the clustering becomes noise dominated. However, we checked that the ratio is scaleindependent past 100 h −1 Mpc.
Clustering measurements
We measure the clustering in our snapshots using tool Corrfunc 4 (Sinha 2016 to jackknife without using catalogs of random points. The clustering measurements will be discussed in greater detail in a future work focused on constructing correlation function emulators. The matter clustering and halo-matter clustering are converged to better than 1% on all scales considered here (DeRose et al. 2018) . We confirmed that the scaledependent bias converged as well.
Halos were divided into mass bins using a sliding window function in the log that ensured sufficient statistics of the ξ hm signal for all mass bins. The highest mass bin was fixed to always have at least 500 halos, and mass bins descended from that threshold to the minimum mass of the particular simulation according to
where log M i is the left edge of the ith mass bin, log M 0 is the left edge of the highest mass bin, and log M min is the minimum halo mass of the simulation. The number of mass bins varied between snapshots, ranging from ∼ 4 at z = 3 to ∼ 25 at z = 0. There are 11 radial bins in the radial range we use to measure the halo bias. Therefore, jackknifing yields a numerically stable estimate of the covariance matrix for these scales.
Rather than propagating the uncertainty on both ξ hm and ξ mm forward into the bias, we jackknife the ratio of the two in order to estimate the covariance of the scale-dependent bias.
The linear scale-independent bias is then determined by modeling the bias in Equation 4 as a constant between 10 and 40 h −1 Mpc. For a given mass bin in a snapshot of a simulation, the scale-independent bias b(M) was found by maximizing the likelihood
In this equation, ∆b(M, r) = b(M, r) − b(M) is the difference between the bias at scale r and our scale-independent model, and C r is the covariance matrix of the scale-dependent bias over the radial scales we consider. By maximizing this probability distribution we obtained the best fit bias b(M) for each mass bin. We repeated this process leaving out each spatial jackknife subregion. This allowed us to compute the jackknife covariance matrix of the linear bias between mass bins C b . In the test simulations we computed the weighted mean of the five realizations for b(M), and averaged the realizations of the covariance matrix C b . Since we combined five realizations of each testing simulation, we then divided C b by a factor of five.
The ratio of ξ hm /ξ mm to b(M) for one simulation appears in Figure 2 . Uncertainties on the measurements have been removed for clarity. The χ 2 of these fits are all acceptable, meaning the bias at these scales are well described by a constant model.
Fitting the AEMULUS simulations
The Tinker et al. (2010) halo bias model is commonly used in modern clustering analyses. That model provides a fitting function for the halo bias as a function of peak height ν(M, z). We use the same fitting function in our model given by
where ν(M, z) = δ c /σ(M, z) is the peak height of a halo of mass M at redshift z, and δ c = 1.686 is the critical density for collapse. Halos of mass M are associated with a Lagrangian radius R by M = 4πρ m R 3 /3, meaning we can calculate the RMS mass variance of the linear density field associated with this length scale from
where P(k, z) is the linear matter power spectrum andŴ is a real-space top-hat window function transformed into Fourier space. We use the CLASS 5 Boltzmann code to compute the power spectrum (Lesgourgues 2011; Takahashi et al. 2012; Smith et al. 2003) . Unlike the approach of Tinker et al. (2010) , we incorporate non-universality explicitly by allowing the free parameters of the fitting function to vary with We fit all mass bins in all snapshots in a given simulation simultaneously. Since the mass bins have a finite width, we model the bias in a single mass bin according to
where we have integrated over the mass function dn/dM, using our emulator presented in McClintock et al. (2018b) , as part of the AEMULUS Project. For a given simulation, we found the posterior distribution of the parameters in Equation 7 by exploring the likelihood
where the sum runs over all snapshots and ∆b = b i − b i is a vector containing the difference between the scaleindependent biases in each mass bin and the model in each bin given by Equation 9. Each of the free parameters in Equation 7, p ∈ (A, a, B, b,C, c) could, in principle, vary with redshift. To first order, this variation is well described as a linear function of the scale factor:
where p 0 is the value of the given parameter at z = 1 while p 1 is the slope with scale factor a = 1/(1 + z). The pivot scale factor is a pivot = 0.5, at redshift z = 1. In practice, allowing all twelve free parameters to vary allows for too much flexibility. We allow p ∈ (B 0 , c 0 , A 1 , B 1 ) to vary and keep the rest held fixed to constant values. These constant values were found by maximizing the likelihood for an individual simulation allowing for more than the fiducial 4 parameters to vary. The specific constant values are not unique, since strong degeneracies exist between many of them if they are allowed to vary. For completeness they are presented in Table 1 . As was the case when constructing the halo mass function emulator in McClintock et al. (2018b) , in a given simulation the free parameters of the fitting function are correlated with each other. This is problematic because the Gaussian processes that interpolate these parameters as a function of cosmological parameters cannot account for these correlations. To mitigate this, we calculated the covariance between the fitting function parameters in the central most simulation, AEMULUS index 34, and found the rotation matrix from its eigenvectors that diagonalized this covariance. We applied this rotation matrix to the chains from all simulations to obtain a new set of parameters that were orthogonal to each other, which we label p ∈ (B 0 , c 0 , A 1 , B 1 ). We checked that this rotation matrix exhibited only a weak dependence on cosmology, and that our fiducial choice of which simulation to use to compute the rotation matrix did not affect the final results. Applying the inverse of this rotation matrix recovers parameters of the fitting function.
At this point we obtained a set of four independent parameters with error estimates describing the halo bias for each of the 40 training simulations. With these parameters we were able to construct our emulator.
3. CONSTRUCTING THE EMULATOR In order to interpolate the fitting function parameters as a function of cosmological parameters, we use a set of four Gaussian processes, one for each of p ∈ (B 0 , c 0 , A 1 , B 1 ) . Gaussian processes are tools to perform probabilistic regression given a set of training data. Rasmussen & Williams (2005) provides a complete discussion on the topic. Here we provide a brief description of Gaussian process regression. We use the Gaussian process implementation provided in the PYTHON package george 6 (Ambikasaran et al. 2015) .
Gaussian process basics
Consider the goal of predicting the value of a function y * (x * ) at some input location x * , and we have a set of N samples of that function y i at locations x i where i ∈ (0, 1, ..., N − 1). Note that x is a location in a potentially multi-dimensional domain, such as cosmological parameter space.
If the covariance between y i and y j depends only on the values of x i and x j , then the distribution from which the samples were drawn is referred to as a Gaussian process. Notationally, one writes this as y(x) = GP(µ(x), Σ(x)), where µ is the "mean function" and Σ is the covariance matrix. Constructing a Gaussian process for regression amounts to modeling the covariance matrix using the existing samples y i (x i ), or the training data. We do not model the mean function, since the mean of the training data can always be subtracted from the training data to force µ = 0, and then added back on later when performing regression.
Once a covariance matrix is obtained, the predicted value of y * (x * ) comes from evaluating the conditional multivariate normal distribution given by
In the above equation, x = (x 0 , x 1 , ..., x N−1 ) and y = (y 0 , y 1 , ..., y N−1 ), while Σ(x i , x j ) denotes the covariance between two samples y i and y j at locations x i and x j . Σ(x * , x) is the covariance between the training data and the predicted value, and Σ(x * , x * ) is the covariance between points with the same input.
Fitting function Gaussian processes
In this work, we model the covariance matrix for the Gaussian process of each fitting function parameter as
6 http://george.readthedocs.io/en/latest where K is the kernel matrix and the second term is a diagonal matrix containing the uncertainties of the parameter under consideration p ∈ (B 0 , c 0 , A 1 , B 1 ) from each simulation. The kernel matrix contains the covariance between two training data points computed using a kernel function. Various kernel functions exist for data with different assumed distributions. In our case, the only prior knowledge we have is that simulations that are very near to each other in cosmological parameter space should have similar sets of parameters. For this reason, a natural choice for the kernel function is the squared-exponential kernel given by
In this equation, two points in N c -dimensional cosmological parameter space are specified by x and x , with i indexing one of the N c cosmological parameters. The hyperparameters that govern the kernel are the kernel amplitude k 0 , and each of the N c length scales L i . We found that fixing k 0 = 1 to be an optimal choice in that it reduced the residual difference between the emulator predictions and the testing simulations (see Section 4.2). Each of the L i were allowed to vary, and their values were found by maximizing the likelihood
where ∆p = p − p | Ω is the difference between the rotated fitting function parameter in the simulation and the predicted parameter from the Gaussian process at the cosmology of the simulation Ω given by Equation 12. The procedure to reconstruct the halo bias for a given cosmology is straightforward. We use the Gaussian processes described above to predict each of the parameters p ∈ (B 0 , c 0 , A 1 , B 1 ). Then, we take the rotation matrix described in Section 2.2 to transform back to p ∈ (B 0 , c 0 , A 1 , B 1 ), use CLASS to map halo mass M onto RMS mass variance σ 2 , and then combine the fitting function parameters with Equation 7 and Equation 11 to predict the halo bias at any mass and redshift. At this point, the emulator is built, and we can measure its mass and redshift-dependent accuracy.
Emulator parameters for specific cosmologies appear in Appendix B. Additionally, we provide parameters for the halo mass function emulator from McClintock et al. (2018b) in Appendix C. 4 . EMULATOR ACCURACY An attractive feature of Gaussian processes are their ability to estimate the uncertainty on their prediction when performing regression as given by Equation 13. We find that propagating this uncertainty forward through our fitting function (Equation 7) significantly overestimates the uncertainty on the bias. For this reason, we estimate the accuracy of the emulator a posteriori by performing a series of tests comparing the emulator predictions directly to bias measurements in our simulations.
Leave-one-out tests
In our first set of tests, the emulator was rebuilt leaving out one training simulation at a time. We repeated this for all the training simulations used to build the emulator, and compared the residual difference between the measured bias to the predicted bias according to
where b measured is the bias measured in a single mass bin in a given snapshot for one simulation, and b emu is the binaveraged emulator prediction for that bias. χ R has uncertainty σ χR = σ b / b , where σ b is the uncertainty on the measurement. The covariance between the residuals of mass bins i and j within a given snapshot of a simulation given by
where C b;i, j is the measured covariance between the bins as described in Section 2.1.1. The inverse-variance weighted mean absolute value of the residuals across all mass bins in all snapshots in all simulations was 1.1 percent. Note that this test only gives an upper limit on the emulator accuracy, since the tests are performed with an incomplete training sample.
Test simulations
As discussed in Section 2, we ran a set of test simulations at seven locations of cosmological parameter space, with five realizations each. The prediction of our emulator of the halo bias compared to the combined measurements of one location in cosmological parameter space is shown in Figure 3 . The inverse-variance weighted mean absolute value of the residuals across all mass bins in all snapshots in all testing simulations was 0.66 percent. This is lower than the value obtained in the leave-one-out tests due to the use of a complete emulator and reduced sample variance in the combined realizations of the test simulations.
We also compared the testing simulations to the predictions from the Tinker et al. (2010) model. The distribution of residuals from the emulator and the Tinker et al. (2010) model are shown in Figure 4 . Colors correspond to the redshifts of the snapshots. The emulator provides more accurate predictions than the Tinker et al. (2010) model. That model exibits deviations in excess of 10 percent, larger than its quoted accuracy. This stems from the simulations used in that work, which were run in a smaller cosmological parameter space, had fewer particles, and less volume. For example, the "spur" in the residuals for that model around 15 percent occur for a single simulation located far away in cosmological parameter space from the simulations used to calibrated the model in Tinker et al. (2010) .
Building an accuracy model
Cosmological analyses using galaxy cluster masses derived from the halo bias must propagate modeling uncertainty into the final error budget. This requirement was demonstrated in McClintock et al. (2018b) , where we presented a method to account for the uncertainty in our halo mass function emulator. Even though the emulator achieves high accuracy, its uncertainty is still non-negligible. To account for this, we follow the same approach outlined in McClintock et al. (2018b) and construct a generative model of the emulator accuracy conditioned on the residuals from the test simulations given by Equation 17. The residuals are well described by a Gaussian with zero mean and a variance that depends only on redshift. Residuals are correlated across both redshift and mass (peak height). In other words, we found no trend of accuracy of the emulator with mass or peak height, but did observe a trend with redshift. The emulator does not achieve the same level of accuracy across all redshifts for two reasons: (1) the number of halos varies across snapshots, resulting in larger uncertinties as redshift increases, and (2) the training data is most constraining at the pivot redshift from Equation 11.
The full covariance of the residuals is given as a sum of our model for the emulator accuracy and the measured covariance of the data from Equation 18 according tõ
Covariance between bins in different snapshots has no estimate from the simulations, meaning it is only given by C model . The emulator accuracy and covariance are given by: where a pivot = 0.5 is the pivot scale factor scale factor. Equation 20 is also understood to be the percent accuracy of the emulator. The free parameters in the model are the accuracy at the pivot redshift D, the linear and quadratic coefficients of the uncertainty with scale factors E and F, the correlation length in peak height G, and the correlation length in redshift H. These parameters are found by maximizing the likelihood
In this equation the sum runs over all simulations, R i is a vector containing all residuals in the i-th testing simulation across all snapshots, and the covariance matrix represents the covariance between all residuals in that simulation. The resulting model is shown in Figure 5 , with box plots showing the distribution of the residuals at each scale factor. The emulator accuracy is better than 1 percent for z ∈ [0.1, 1]. This is the relevant redshift range for cluster cosmology in DES (Melchior et al. 2017; McClintock et al. 2018a; Costanzi et al. 2018) , and is sufficient for performing a 2 percent calibration of halo masses as seen in Figure 1 . Whiskers extend over all data except outliers, shown as points, which occur at high masses due to shot noise. The emulator accuracy did not have a mass dependence, and is most accurate at the pivot scale factor in Equation 11. The emulator appears slightly biased at z = 3, however the lack of halos means these residuals all have large uncertainty, which is not conveyed by the box plot.
Using the model for the residuals, we can make random realizations of the residuals of the bias. This allows for the uncertainty in the bias emulator to be properly propagated when using the bias emulator, allowing for accurate estimates of error budgets. We provide the means to create residuals along with the bias emulator. In order to make these realizations, we can draw from a Gaussian with zero mean and covariance given by C model . Note that C χR is only used for optimizing the residual model, and is not involved in making realizations of the uncertainty.
BUILDING MODELS WITH THE HALO BIAS
Our emulator can be combined with an estimate of the matter correlation function ξ mm in order to model the spatial distribution of halos such as the halo-matter or halo-halo correlation functions. One way to estimate the matter correlation function is to predict the matter power spectrum P(k, z) and perform a Fourier transform according to
where j 0 (kr) is 0th spherical Bessel function of the first kind.
In the absence of nonlinear growth of structure, the matter power spectrum is given by the linear matter power spectrum P lin as computed by, e.g., CAMB or CLASS (Lewis & Bridle 2002; Lesgourgues 2011) . As structure forms, the linear matter power spectrum is no longer an accurate representation of the true power spectrum. Instead, the true power spectrum closely resembles P nl , which includes modifications from the gravitational nonlinearities (Smith et al. 2003; Takahashi et al. 2012; Smith & Angulo 2018) . We combined our bias emulator with the Fourier transformed prediction of the nonlinear power spectrum from Halofit, as implemented in CLASS. In doing so, we successfully model ξ hm at scales ∼20 h −1 Mpc and above. Below this scale, we require an emulator for ξ mm , which we will present in a future work.
We also tested that our bias emulator is suitable for modeling halo-halo clustering by measuring
where ξ hh is the halo-halo correlation function. When computing b 2 we use the same radial scales as in Equation 4. Figure 6 shows the bias computed using both ξ hm and ξ hh within the same mass bins at three redshifts within a testing simulation. The lines show the emulator prediction as a function of mass for each snapshot. The filled points show the bias measured from ξ hm , while the unfilled points show the bias measured from ξ hh . We use the same mass bins for both sets of measurements. The predictions and measurements all agree, meaning our halo bias emulator is suitable for use in cluster clustering analyses.
6. TESTING HIGHER AND LOWER MASSES We ran simulations with more volume and higher resolution than our training set in order to assess emulator performance at higher and lower masses. At low mass, we tested the emulator against our high-resolution simulations. These are 400 h −1 Mpc per side with 2048 3 particles, and resolve halos down to ∼10 11 h −1 M . We also ran simulations with 3 h −1 Gpc per side and 2048 3 particles to acquire improved statistics for high mass halos. The cosmological parameters for the high resolution simulations are different than the training and testing simulations, while the large volume simulations have the same parameters as the testing simulations. Neither set of simulations were used to train the emulator.
We measured the linear halo bias in both sets of simulations in the same manner as our training and testing simulations as described in Section 2.1.1. For both sets simulations, we used 1000 spatial subregions for jackknifing. Figure 7 shows measurements of the halo bias in one simulation from each set, as well as the prediction from the emulator.
The high-resolution simulations extend roughly two orders of magnitude lower in mass compared to our training simulations. Our emulator originally was not able to extrapolate accurately down to low masses at low redshifts. To address this, we employ an extrapolation scheme that allows the prediction to asymptote to the Tinker et al. (2010) model at very low peak heights. The simulations used to construct the halo bias model presented in Tinker et al. (2010) resolved halos down to 10 10 h −1 M , making it better suited for this regime, despite the scatter in the model shown in Figure 4 . At high redshifts the emulator extrapolated well. These two features: poor performance at low mass at low redshift and exceptional performance at high mass, indicates that the emulator performs well in the highest peaks of the density field, regardless of the mass of the halo that resides in that peak.
In detail, our low mass extrapolation scheme is as follows:
1. Given Ω m , calculate the minimum halo mass we would have resolved in our training simulations according to Equation 2.
2. Calculate the minimum peak height for this mass given this cosmological model according to ν min = ν(M, z = 0) = δ c /σ(M, z = 0), using Equation 8. At fixed mass, the minimum peak height will be at z = 0.
3. Calculate the peak height at the halo mass and redshift we are interested in from ν(M, z) = δ c /σ(M, z).
4. If ν(M, z) < ν min , then extrapolate the halo bias according to
This behaviour is seen in Figure 7 in the left panels, where the prediction at low mass (∼ 10 10 − 10 12 h −1 M ) is from the emulator at high redshift and from the Tinker et al. (2010) model at low redshifts. Without this extrapolation scheme, we find 20% residuals at low redshift due to the inability of the emulator to extrapolate to very low peak heights. We plan to update our emulator to cover a larger mass range when our high resolution simulation suite is complete. For now, this approach allows our augmented emulator to be used for all mass scales probed by the high resolution simulations.
Our large volume simulations reduce sample variance at high mass by a factor of ∼27. For this reason the residuals in the lower right panel of Figure 7 are ∼5 times smaller than those in the training simulations. While the measured biases appear to be systematically offset from our emulator prediction, the data are fully consistent with our model when we account for the modeling accuracy. We compute χ 2 of these simulations according to
where R is a vector of the residuals andC R is the covariance matrix of the residuals according to Equation 19. When including the accuracy model in the total covariance, the χ 2 per degree of freedom of is acceptable for all snapshots in all simulations. We checked that the χ 2 of each simulation accounting for correlations between snapshots and found these was also acceptable. Therefore, while simulations with larger volume can be used to measure the halo bias more precisely than our training simulations, the bias in our 3 h −1 Gpc is consistent with the emulator predictions up to its accuracy limits.
7. CONCLUSIONS In this work we present an emulator for the linear halo bias, b(M, z). The emulator is trained on a large suite of N-body simulations spanning a volume in cosmological parameter space given by the 3σ contours Planck+WMAP+BAO+SNIa. The training simulations resolve halos down to 10 13 h −1 M , and using an extrapolation scheme whereby the emulator asymptotes to the Tinker et al. (2010) , it is able to accurately predict the halo bias down to 10 11 h −1 M . We present a model for the emulator accuracy, and detail the steps required to propagate the uncertainty in our model forward in a larger analysis. This accuracy is evaluated by a set of test simulations with a factor of five less sample variance than our training simulations, as well as simulations with more particles that probe more volume and higher resolution than our fiducial set. In all cases, the emulator is able to accurately predict the halo bias at all points in cosmological parameter space. We demonstrate the ability to model the spatial distribution of halos as described by the halo-matter and halohalo correlation functions.
This emulator is useful for calibrating the mass of galaxy clusters or large galaxies, for instance in weak lensing or clustering analyses (Baxter et al. 2016; Jimeno et al. 2017; Melchior et al. 2017; McClintock et al. 2018a) . Before this work, theoretical uncertainty in linear halo bias models were a limiting factor for some experiments (e.g. Tinker et al. 2012; Baxter et al. 2016) . Our emulator achieves sub-percent accuracy for all redshifts except at z = 0, where it is only slightly above as seen in Figure 5 . This is far below the level of other systematics that contribute to current cluster mass calibrations. If these systematics can be controlled for, our emulator can be used to perform a 2 percent measurement of cluster masses, as shown in Figure 1 . This paper is part of a series that presents stand-alone emulators from the AEMULUS Project. The clustering measurements made here will be used in the future for constructing emulators for the halo-matter, halo-halo, and matter-matter correlation functions. When complete, this suite of tools will be useful for many applications outside of cluster cosmology, such as detecting halo splashback boundaries (Diemer & Kravtsov 2014; Chang et al. 2018; Shin et al. 2018 ) and covariance matrix estimation (Gruen et al. 2015; Krause et al. 2017) . At that point, we will have enabled accurate and precise modeling of cluster observables, and drastically reduced theoretical modeling uncertainty. This is an essential step toward precision galaxy cluster cosmology in present and future experiments. This research used resources of the National Energy Research Scientific Computing Center, a DOE Office of Science User Facility supported by the Office of Science of the U.S. Department of Energy under Contract No. DE-AC02-05CH11231. Some of the computing for this project was performed on the Sherlock cluster. We would like to thank Stanford University and the Stanford Research Computing Center for providing computational resources and support that contributed to these research results. This research made use of computational resources at SLAC National Accelerator Laboratory, and the authors thank the SLAC computational team for support.
Software: Python, Matplotlib (Hunter 2007) , NumPy (van der Walt et al. 2011) , SciPy (Jones et al. 2001-) , emcee (Foreman-Mackey et al. 2013) , george (Ambikasaran et al. 2015) , CAMB (Lewis & Bridle 2002) , CLASS (Lesgourgues 2011), ROCKSTAR (Behroozi et al. 2013) , GADGET (Springel 2005) , 2LPT (Crocce et al. 2006) simulation. The high resolution simulation resolves halos down to ∼10 11 h −1 M , meaning the emulator extrapolates past its training data by two orders of magnitude. For masses in peaks below the minimum peak height in our training data, the bias emulator asymptotes to the Tinker et al. (2010) model (see Section 6). The large volume resolved many more halos, making measurements of the bias very precise. These simulations are well described by our emulator, despite having significantly better statistics than any individual training or testing simulations. This is demonstrated by all simulations having acceptable χ 2 per degree of freedom when accounting for the emulator accuracy.
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