Abstract. Let Γ be a finitely generated Fuchsian group of the first kind which has at least one parabolic class. Eichler introduced a cohomology theory for Fuchsian groups, called as "Eichler cohomology theory", and established the C-linear isomorphism from the direct sum of two spaces of cusp forms on Γ with the same integral weight to the Eichler cohomology group of Γ. After the results of Eichler, the Eichler cohomology theory was generalized in various ways. For example, these results were generalized by Knopp to the cases with arbitrary real weights. In this paper, we extend the Eichler cohomology theory to the context of Jacobi forms. We define the cohomology groups of Jacobi groups which are analogues of Eichler cohomology groups and prove an Eichler cohomology theorem for Jacobi forms of arbitrary real weights. Furthermore, we prove that every cocycle is parabolic and that for some special cases we have an isomorphism between the cohomology group and the space of Jacobi forms in terms of the critical values of partial L-functions of Jacobi cusp forms.
Introduction
In [5] , Eichler conceived the Eichler cohomology theory while studying generalized abelian integrals, which are now called the Eichler integrals. The Eichler cohomology theory is a cohomology theory for Fuchsian groups. More precisely, if we let Γ be a finitely generated Fuchsian group of the first kind which has at least one parabolic class, Eichler defined the first cohomology group of Γ with a certain module of polynomials as a coefficient and established that this group is isomorphic to the direct sum of two spaces of cusp forms on Γ with the same integral weight. After the results of Eichler, the Eichler cohomology theory was generalized in various ways. For example, Gunning [10] and Kra [18, 19, 20, 21, 22] gave analogues of Eichler's results for higher dimensional cohomology groups and more general groups Γ, respectively, by using the spaces of holomorphic functions on the complex upper half plane H as Γ-modules. Furthermore, Knopp [11] introduced an infinite dimensional space of holomorphic functions satisfying a certain growth condition on which Γ acts in a manner analogous to the action of Γ on vector spaces of polynomials and adjusted the Eichler cohomology theorem to the situation that the weights of cusp forms are arbitrary real.
The extension of the Eichler cohomology theory to more general functions other than modular forms such as generalized modular forms (GMF) and vector-valued modular forms are considered by many researchers (for example, see [8, 13, 16, 25, 31] ). For Jacobi forms, Choie and the second author studied in [3] the Jacobi integral analogous to the Eichler integral. The authors of [3] gave examples of Jacobi integrals including generalized Jacobi Poincaré series and suggested a definition of the cohomology group of a Jacobi group. In spite of this progress, it is still mysterious if there is an isomorphism between the cohomology group of a Jacobi group and the space of Jacobi forms on the group. Moreover, unfortunately it turns out that the first cohomology groups defined in [3] are infinite dimensional (see section 5 for details). So the aim of this paper is to refine the definition of the cohomology group of a Jacobi group given in [3] and to prove the existence of an isomorphism between the cohomology group of a Jacobi group and the space of Jacobi forms on the group.
A Jacobi form is a function of two variables τ ∈ H and z ∈ C, appearing in the Fourier expansion of Siegel modular forms of degree 2, which satisfies modular transformation properties with respect to τ , elliptic transformation properties with respect to z, and a certain growth condition. A theory of Jacobi forms was developed systematically by Eichler and Zagier in [7] . In fact Jacobi forms played an important role in the proof of the Saito-Kurokawa conjecture (see [1, 7, 26, 27, 28, 32] ). After these works the theory of Jacobi forms was extensively developed with beautiful applications in many areas of mathematics and physics. For example, Zwegers in [34] constructed special Jacobi forms that are crucial in studying the theory of mock theta functions. Jacobi forms also appeared in many literature on the theory of Donaldson invariants of CP 2 that are related to gauge theory (see for example Göttsche and Zagier [9] ), and in recent work on the Mathieu moonshine (for example [4] ). We denote the vector space of Jacobi forms (resp. cusp forms) of weight k, index M and multiplier system χ on Γ (1,j) by J k,M,χ (Γ (1,j) ) (resp. S k,M,χ (Γ (1,j) )), where Γ ⊂ SL(2, Z) is a finitely generated Fuchsian group of the first kind which has at least one parabolic class and Γ (1,j) denotes the Jacobi group Γ ⋉ (Z (j,1) ) 2 . Here, for a ring R, R (n,j) is the set of n by j matrices whose entries are in R.
Now we investigate the existence of an isomorphism between the cohomology group of Γ (1,j) and the space of Jacobi forms on Γ (1,j) . For γ = ( a b c d ) ∈ Γ, X = (λ, µ) ∈ (Z (j,1) ) 2 and M ∈ Z (j,j) with M > 0 symmetric, we define ). Then Γ (1,j) acts on the space of functions on H × C (j,1) by (1.1) (Φ| k,M,χ (γ, X))(τ, z) := (Φ| k,M,χ γ| M X)(τ, z).
We consider the following special C[Γ (1,j) ]-module to define a cohomology group of Γ (1,j) . Definition 1.1. Let P e M be the set of holomorphic functions g(τ, z) on H × C (j,1) which satisfy the following conditions:
2πtr(Myy t )/v for some positive constants K, ρ and σ, where τ = u + iv ∈ H and z = x + iy ∈ C (j,1) ,
This set P e M is preserved under the slash operator | k,M,χ (γ, X) for any k, χ and (γ, X) ∈ Γ (1,j) and forms a vector space over
is called a cocycle and a coboundary is a collection {p (γ,X) | (γ, X) ∈ Γ (1,j) } such that
is the quotient of the cocycles by the coboundaries. A cocycle {p (γ,X) | (γ, X) ∈ Γ (1,j) } is called the parabolic cocycle if for every parabolic element B in Γ there exists a function
is defined as the vector space obtained by forming the quotient of the parabolic cocycles by the coboundaries. In the following theorem we prove the existence of an isomorphism between the parabolic cohomology group of Γ (1,j) and the space of Jacobi cusp forms on Γ (1,j) .
, we have an isomorphism
For a cohomology group
without the parabolic condition, we prove the following isomorphism, which comes from the fact that every cocycle is parabolic. Theorem 1.3. Under the same map as in Theorem 1.2, we have an isomorphism
For some special cases we have an explicit isomorphism
in term of the critical values of partial L-functions of Jacobi cusp forms.More precisely, suppose that j = 1 and k ∈ Z >0 and that Φ(τ, z) ∈ S k+2+ 1 2 ,m,χ (Γ (1, 1) ), where m ∈ Z >0 . Let T = ( 1 λ 0 1 ) , λ > 0, be a generator of Γ ∞ and χ(T ) = e 2πiκ . Then
where
, r . Then the partial L-functions of Φ(τ, z) are defined by
is a cocycle class given by a cocycle representative in the following way. Theorem 1.4. Suppose that a function r(Φ, (γ, X); τ, z) is given by
where (γ, X) ∈ Γ (1,1) and γ = ( a b c d ). Then a collection {r(Φ, (γ, X); τ, z)| (γ, X) ∈ Γ (1,1) } is a cocycle representative ofη(Φ). Remark 1.5. It is well known that if f (τ ) is a modular form of weight k + 2 then its period functions are polynomials of degree at most k and their coefficients can be written in terms of the critical values of L-functions associated with a given modular form f (τ ). The periods of modular forms are rich source of arithmetic of modular forms (see [17] ).
To prove our main theorems we extend the argument of Knopp in [11] for modular forms to Jacobi forms. Note that a Jacobi form is defined not on a complex curve but a complex surface. So one of main features of our proofs is overcoming difficulties coming from the complexities of the structure of a complex surface by the theta decomposition theory, developed by Eichler and Zagier [7] , Ziegler [33] , which gives an isomorphism between Jacobi forms and vector-valued modular forms.
The remainder of this paper is organized as follows. In section 2, we review the theory of Jacobi forms. In section 3, we introduce vector-valued modular forms and establish the Eichler cohomology theory for vector-valued modular forms of real weights. More precisely, we describe a map from the space of vector-valued cusp forms of a real weight to the cohomology group of Γ with a certain module of vector-valued functions and prove that this map is an isomorphism. In section 4, we prove the main theorems: Theorem 1.2, 1.3 and 1.4. Finally, in section 5, we give some remarks regarding the cohomology group defined in [3] by the comparision with our cohomology group.
Jacobi forms
Eichler and Zagier laid the foundations for the theory of Jacobi forms in [7] and Ziegler [33] investigated higher dimensional cases in the spirit of Eichler and Zagier. In this section, we review basic notions of Jacobi forms (see [7, 33] for details). First we fix some notations. Let Γ ⊂ SL(2, Z) be a finitely generated Fuchsian group of the first kind, which has at least one parabolic class and
2 be a Jacobi group with associated composition law:
where ( λ, µ) = (λ, µ) · γ 2 . Then Γ (1,j) acts on H × C (j,1) as a group of automorphism. The action is given by:
where γτ = aτ +b cτ +d
Let k be a real number and χ be a multiplier system of weight k on Γ, i.e., χ : Γ → C satisfies (1) |χ(γ)| = 1 for all γ ∈ Γ, (2) χ satisfies the consistency condition
where γ 3 = γ 1 γ 2 and γ i = ( * * c i d i ) , i = 1, 2 and 3, (3) χ satisfies the nontriviality condition χ(−I) = e πik .
With these notations, we introduce the definition of a Jacobi form.
Definition 2.1. A Jacobi form of weight k, index M and multiplier system χ on
) has the Fourier expansion of the form
with a suitable 0 ≤ κ γ < 1, λ γ ∈ Z and a(l, r) = 0 only if
We denote by J k,M,χ (Γ (1,j) ) the vector space of all Jacobi forms of weight k, index M and multiplier system χ on Γ (1,j) . If a Jacobi form satisfies the condition a(l, r) = 0 only if 4(l + κ γ ) − λ γ rM −1 r t > 0, then it is called a Jacobi cusp form. We denote by S k,M,χ (Γ (1,j) ) the vector space of all Jacobi cusp forms of weight k, index M and multiplier system χ on Γ (1,j) .
Now we look into the theta series, which plays an important role in the proofs of our main theorems. Let S ∈ Z (j,j) be symmetric, positive definite and a, b ∈ Q (j,1) . We consider the theta series
with characteristic (a, b) converging normally on H × C (j,1) . Then this theta series satisfies the following transformation properties. 
For a ∈ N we have
We are in a position to explain the theta expansion. To do that, we need to introduce the following space of functions on C (j,1) . For τ 0 ∈ H, let T M (τ 0 ) denote the vector space of all holomorphic functions g :
for every λ, µ ∈ Z (j,1) . Writing this functional equation in terms of Fourier coefficients yields the following lemma.
Using Lemma 2.2 and Lemma 2.3, we prove an isomorphism between J k,M,χ (Γ (1,j) ) and a certain space of vector-valued modular forms from the following result. 
Then we have
with uniquely determined holomorphic functions f a :
and
, then functions in {f a | a ∈ N } necessarily must have the Fourier expansions of the form
The decomposition by theta functions as in (2.3) is called the theta expansion. Now we explain the isomorphism between Jacobi forms and vector-valued modular forms induced by the theta expansion more precisely. First, we look into a special representation to define the space of vectorvalued modular forms, which corresponds to J k,M,χ (Γ (1,j) ). From now, we use the notation τ = u + iv ∈ H and z = x + iy ∈ C (j,1) . Let e a (a ∈ N ) be the standard basis of C |N | . If j is an even integer, then we define a representation from SL(2, Z) to GL(|N |, C) by
where T = ( 1 1 0 1 ) and S = ( 0 −1 1 0 ). But if j is an odd integer, then ρ is not a representation of SL(2, Z) because of the ambiguities arising from the choice of square-root. To get a homomorphism one must replace SL(2, Z) by a double cover. We write Mp(2, R) for the metaplectic group, i.e. the double cover of SL(2, R), realized by the two choices of holomorphic square roots of
where γ = ( a b c d ) ∈ SL(2, R), and φ denotes a holomorphic function on H with
The product of (
The map
defines a locally isomorphic embedding of SL(2, R) into Mp(2, R). Let Mp(2, Z) be the inverse image of SL(2, Z) under the covering map Mp(2, R) → SL(2, R). It is well known that Mp(2, Z) is generated by T and S. We define a representation ρ of Mp(2, Z) by ρ( T ) = ρ(T ) and ρ( S) = ρ(S).
Thenρ is essentially a Weil representation of Mp 2 (Z) and one can check that this representation is unitary. We take a multiplier system χ ′ of weight j/2, for example we can take a power of eta-multiplier system:
Lemma 2.5. The map ρ ′ gives a representation of SL(2, Z) if j is an odd integer.
Proof of Lemma 2.5. We have to show that ρ ′ is a homomorphism. For
Since χ ′ is a multiplier system of weight j/2 and j is an odd integer, χ ′ is also a multiplier system of weight 1/2. So, if we let
, then we have
Note that
Therefore, one can see that I,
∈ Mp 2 (Z). By the law of composition in Mp 2 (Z), we see thatρ
So we can check that
.
Therefore, it suffices to show that χ
One has the relations S 2 = (ST ) 3 = Z, where Z =
is the standard generator of the center of Mp 2 (Z). It is well known that
From this, we see thatρ
Since
Hence, we obtain that
This completes the proof.
In conclusion, we can define a representation ρ ′′ of SL(2, Z) induced from the theta expansion as follows
Using this we can define the space of vector-valued modular forms associated with
Then a vector-valued function a∈N f a (τ )e a is a vector-valued modular form in
,χ ′′ ,ρ ′′ (Γ) see section 3.1), where
One can see that χ ′′ (γ)ρ ′′ (γ), γ ∈ Γ, is determined independently of the choice of χ ′ and hence
,χ ′′ ,ρ ′′ (Γ) is determined uniquely. The important result of the theta expansion is that the map from 
,χ ′′ ,ρ ′′ (Γ).
Vector-valued Modular Forms
In this section, we prove the Eichler cohomology theorem for vector-valued modular forms. To do that, we construct a holomorphic vector-valued Eichler integral for a given parabolic cocycle such that its periods are the same as the given parabolic cocycle using a vector-valued generalized Poincaré series. Our proof is based on [8, 15] .
3.1. Vector-valued modular forms. We begin by introducing the definition of the vector-valued modular forms. Let Γ ⊆ SL(2, Z) be a H-group, i.e., a finitely generated Fuchsian group of the first kind which has at least one parabolic class. Let k ∈ R and χ a (unitary) multiplier system of weight k on Γ. Let p be a positive integer and ρ : Γ → GL(p, C) a p-dimensional unitary complex representation. We denote the standard basis elements of the vector space C p by e j for 1 ≤ j ≤ p. With these setups, the definition of the vector-valued modular forms are given as follows. Definition 3.1. A vector-valued weakly holomorphic modular form of weight k, multiplier system χ and type ρ on Γ is a sum f (τ ) = p j=1 f j (τ )e j of functions holomorphic in H satisfying the following conditions:
has the Fourier expansion of the form
where κ j,γ (resp. λ γ ) is a constant which depends on j and γ (resp. γ).
Here, the slash operator | k,χ,ρ γ is defined by
. The space of all vector-valued weakly holomorphic modular forms f (τ ) of weight k, multiplier system χ and type ρ on Γ is denoted by M ! k,χ,ρ (Γ). There are subspaces M k,χ,ρ (Γ) and S k,χ,ρ (Γ) of vector-valued holomorphic modular forms and vector-valued cusp forms, respectively, for which we require that each a j,γ (n) = 0 when n + κ j,γ is negative, respectively, non-positive.
The Eichler cohomology for vector-valued modular forms.
In this subsection, we define the Eichler cohomology group for a vector-valued modular form of real weight. To define the Eichler cohomology group, first we introduce the coefficient module and the vector-valued Eichler integrals. Let P be the vector space of vector-valued functions G(τ ) = p j=1 G j (τ )e j holomorphic in H which satisfy the growth condition
for some positive constants K, ρ and σ. Since the weight here is not necessarily in Z, polynomials of fixed degree cannot serve as the underlying space of functions in the definition of the cohomology groups in our case. Instead, we employ as the underlying space the collection P. This space was introduced in [11] in the context of the Eichler cohomology theory for scalar-valued (i.e. the usual) modular forms of arbitrary real weights. It is worth mentioning that the space P is preserved under the slash operator. With this underlying space, we define the vector-valued Eichler integrals as follows.
, k an arbitrary real number and χ a multiplier system for Γ of weight −k. A vector-valued Eichler integral of weight −k, multiplier system χ and type ρ on Γ is a vector-valued function F (τ ) on H satisfying
, then the vector-valued functions p γ (τ ) are called period functions of F (τ ). Then it turns out that {p γ | γ ∈ Γ} satisfies the following cocycle condition: For
A collection {p γ | γ ∈ Γ} of elements of P satisfying (3.2) is called a cocycle and a coboudary is a collection {p γ | γ ∈ Γ} such that
for γ ∈ Γ with p(τ ) a fixed element of P. We define the cohomology group H 1 −k,χ,ρ (Γ, P) as the quotient of the cocycles by the coboundaries. A parabolic cocycle {p γ | γ ∈ Γ} is a collection of elements of P satisfying (3.2), in which for every parabolic class B in Γ there exists a fixed element
for all B ∈ B. Note that coboundaries are parabolic cocycles. The parabolic cohomology group H 1 −k,χ,ρ (Γ, P) is defined as the vector space obtained by forming the quotient of the parabolic cocycles by the coboundaries.
3.3. Vector-valued generalized Poincaré series. A vector-valued generalized Poincaré series gives an example of the vector-valued Eichler integrals and it is also used in the proof of the Eichler cohomology theorem for vector-valued modular forms. A vector-valued generalized Poincaré series was first defined by Lehner [25] . We recall the definition of a vector-valued generalized Poincaré series and investigate its convergence. Let {g γ | γ ∈ Γ} be a parabolic cocycle of elements of P of weight −k ∈ R with χ a multiplier system in Γ of weight −k and ρ a representation. Assume also that g Q (τ ) = 0, where
where r is a large positive even integer and L is any set in Γ containing all transformations with different lower rows. Now we note that if V and V * have the same lower row, then we can write V = Q l V * for some l ∈ Z and therefore we have
so that Φ j (τ ; r) does not depend on the choice of coset representatives. Now based on the arguments in [8, 11] we prove the convergence of Φ(τ ; r) by using the following lemmas. 
From now, we estimate |g V (τ )| using the finite generators of Γ. Suppose that 
We assume that the cocycle {g γ | γ ∈ Γ} in P satisfies
for positive constants K, ρ and σ which are independent of particular generators involved. Assume also that 2σ > −k and ρ > k. Here, g i (τ ) is defined, by the definition of parabolic cocycle, as follows
Lemma 3.4. If {g γ | γ ∈ Γ} is a parabolic cocycle, then there exists K * > 0 depending only upon Γ and {g γ | γ ∈ Γ} such that
Here, e = max(ρ/2, σ + k/2) and γ = C 1 · · · C q is a factorization into sections of γ ∈ Γ and λ(τ ) = (|τ
Proof of Lemma 3.4. Consider first the case when C h is a non-parabolic generator.
. By the definition of the slash operator, we have
where ρ(V −1 ) jl is the (j, l)th entry of ρ(V −1 ). Then we see by (3.5) that
By Lemma 3.3, we obtain that
Here, we used the assumption that 2σ > −k and ρ > k. Hence we can check that
Since the non-zero c, ( * * c * ) ∈ Γ, with Γ discrete, have a positive lower bound, it follows that c 2 + d 2 has a positive lower bound. Hence we get the following inequality
By [6, Theorem 2], we have
Letting e = max(ρ/2, σ + k/2), we see that
We used the fact that {v
Now we deal with the case in which C h is a parabolic section, that is
and so, by the consistency condition for the cocycle as in (3.2), we also have
From this it follows that
The previous argument applies to each of the two terms on the right hand side to yield
The proof is complete.
Now we need to look into µ(γ) to complete the estimation of |g V (τ )| in (3.4). It is helpful at this point to introduce a specific fundamental region. We employ the Ford fundamental region R defined as follows (see [23, pp . 139]) (3.6) R := {τ ∈ H| |ℜτ | < λ/2 and |cτ + d| > 1 for all γ = ( * * c d ) ∈ Γ − Γ ∞ }, where λ is a constant defined as in (3.3). Then there exists v 0 > 0 with iv 0 ∈ R. Now determine L by the condition that γ ∈ L if −λ/2 ≤ ℜ(γ(iv 0 )) < λ/2.
for a positive constant K ′ , independent of γ.
In the following theorem we prove by using Lemma 3.3, 3.4 and 3.5 the convergence of Φ(τ ; r) for sufficiently large r. Theorem 3.6. Let e = max(ρ/2, σ + k/2), where ρ and σ are given in (3.5). If r > 2e + 4, then the generalized Poincaré series Φ(τ ; r), defined as in (3.4), converges absolutely and uniformly on compact subsets of H.
Proof of Theorem 3.6. Suppose that γ ∈ L. As before, we write γ = C 1 · · · C q , a product of sections. Applying (3.2) repeatedly, we have that
with q ≤ m 1 log µ(γ) + m 2 terms on the right hand side. We need to estimate the absolute value of general term of each component of the series (3.4) . This is
By (3.7) and Lemma 3.4 we have
ρ−k +v −σ }, and we have used q ≤ m 1 log µ(γ)+m 2 ≤ m 3 µ(γ) for a positive constant m 3 , independent of γ. Lemma 3.5 yields
and by Lemma 3.3 we see that
With r > 2e + 4 it follows that r − 2e − 2 > 2 and hence by [23, pp. 276-277] we see that a generalized Poincaré series Φ(τ ; r) converges absolutely and uniformly on compact subsets of H.
Using a generalized Poincaré series Φ(τ ; r), we can prove the existence of the vector-valued Eichler integral for given period functions. For this proof, we need the following result, which is a generalization of Petersson's result in [29] . For the notation, a vector-valued function f (τ ) = p j=1 f j (τ )e j is a meromorphic modular form of weight −k, multiplier system χ and type ρ on Γ if f j (τ ) is a meromorphic function on H which satisfies two conditions in Definition 3.1.
Lemma 3.7. Assume that k is any real number. Let χ be a multiplier system of weight −k and ρ a unitary representation. Then there exists a vector-valued meromorphic modular form f (τ ) of weight −k, multiplier system χ and type ρ which has poles with given principal parts at finitely many points ofR ∩ H and is holomorphic elsewhere inR with the possible exception of the cusps, where R is a Ford fundamental region as in (3.6).
Remark 3.8. In fact, we consider the principal part at a point x in the Riemann surface Γ\H. Thus in this paper the principal part at τ 0 ∈ H means the principal part at τ 0 that can be expressed as
where e is the order of Γ τ 0 .
Proof of Lemma 3.7. We want to construct a vector-valued function I m,τ 0 ,i (τ ) such that
(1) a function (I m,τ 0 ,i ) m (τ ) has a pole of order i at τ 0 in R and is holomorphic everywhere else on R,
First we construct a vector-valued modular form H(τ ) in M ! −k,χ,ρ (Γ). Knopp and Mason [14] defined a vector-valued Poincaré series P (τ ) = P (τ, ρ, r, ν, m, j) in the following fashion. Fix m an integer and j, 1 ≤ j ≤ p, and let
where χ is a multiplier system of weight r and
Here, Q is a generator of Γ ∞ . This Poincaré series is a vector-valued modular form in M ! r,χ,ρ (Γ) (Knopp and Mason deals with a vector-valued Poincaré series P (τ, ρ, r, ν, m, j) when r is an even integer with r > 2 and Γ is a full modular group. But the same proof for the convergence applies to the case where r is real and Γ is a H-group). Let n be a positive integer such that −k + 12n > 2. Then by the above discussion, there is a vector-valued modular form
is a cusp form of weight 12 with the trivial character on SL(2, Z), which has no zeros or poles on H.
Next we want to modify the function H(τ ) so that we get a desired function I m,τ 0 ,i (τ ). Note that H(τ ) = p j=1 H j (τ )e j is holomorphic on H. Let Z(H, m, τ 0 ) be the order of zero of H m (τ ) at τ 0 . By the Petersson's result in [29] , we see that there is a (scalar-valued) meromorphic modular form g(τ ) of weight 0 with the trivial character on Γ such that g(τ ) has a pole of order i + Z(H, m, τ 0 ) at τ 0 and is holomorphic elsewhere on R. We can consider the function
Then this is a desired function. Now we construct a vector-valued meromorphic modular form f (τ ) satisfying the desired property for the principal parts. Suppose that the principal part at τ 0 is given by (3.8)
where e is the order of Γ τ 0 . It is enough to show that there is a vector-valued meromorphic modular form f (τ ) = p j=1 f j (τ )e j of weight −k, multiplier system χ and type ρ on Γ which has a pole with a given principal part at τ 0 in the mth component and is holomorphic elsewhere in R. Let
then the principal part of f m (τ ) at τ 0 is the same as given in (3.8) and f m (τ ) is holomorphic elsewhere in R.
Following the literature on the Eichler cohomology theory, we introduce a left-finite expansion at each parabolic cusp for the consistency. The expansion at the cusp i∞ has the form
Let q 1 , · · · , q t be the inequivalent parabolic cusps other than infinity. Suppose also that 
(The motivation for the form of these expansions can be found in [12, pp. 17-20] .) With these notations we can prove the existence of the vector-valued Eichler integral for given period functions. Theorem 3.9. Assume that k is any real number. Let χ be a multiplier system of weight −k and ρ a unitary representation. Suppose {g γ | γ ∈ Γ} is a parabolic cocycle of weight −k, multiplier system χ and type ρ on Γ in P. Then there exists a vector-valued function Φ(τ ), holomorphic in H, such that
for all γ ∈ Γ.
Remark 3.10. Since {g γ | γ ∈ Γ} is a parabolic cocycle, there is an element g i (τ ) ∈ P such that
is invarinat under the slash operator | −k,χ,ρ Q i and hence has the expansions at parabolic cusps q i , 0 ≤ i ≤ t, of the forms
Proof Theorem 3.9. We prove this theorem by using a vector-valued generalized Poincaré series Φ(τ ; r). To define Φ(τ ; r), we need the condition that g Q (τ ) = 0. But that is not true in general. So we modify the given cocycle {g γ | γ ∈ Γ} as follows. For γ ∈ Γ, put
is again a parabolic cocycle in P and now g * Q (τ ) = 0. Thus we may form the vector-valued generalized Poincaré series Φ * (τ ; r) as
for sufficiently large r so that Φ * (τ ; r) converges.
First we investigate the transformation properties of the vector-valued generalized Poincaré series Φ * (τ ; r). Note that for every M ∈ Γ there is a ono-to-one correspondence between L and LM. Therefore, using the absolute convergence and the fact that r ∈ 2Z >0 , for M =
Here ψ(τ ; r) is the classical Eisenstein series
which converges absolutely for r > 2. Also we have the transformation law ψ(Mτ ; r) = (γτ + δ) r ψ(τ ; r)
for all M = α β γ δ ∈ Γ. Next we define the vector-valued function F * (τ ) using Φ * (τ ; r) and ψ(τ ; r) in the following way
Then we get
is the vector-valued Eichler integral satisfying the desired transformation properties.
However, F (τ ) may have a pole at R because of ψ(τ ; r). So we modify the function F (τ ) by substracting a vector-valued meromorphic modular form f (τ ) with the same principal part at all poles of F (τ ) on R using Lemma 3.7, so that we get an vector-valued Eichler integral F (τ ) − f (τ ) with poles only at cusps and the same periods as F (τ ). Therefore, F (τ ) − f (τ ) is holomorphic on H and for all M ∈ Γ we have that
3.4. Parabolicity of cocycles in H 1 −k,χ,ρ (Γ, P). In this subsection we show that every cocycle in P is parabolic. To prove this we need the following lemma.
Proof of Lemma 3.11. Since C is unitary, it is diagonalizable. This implies that there are p by p matrices P and D such that
where P is unitary and D is unitary and diagonal. Furthermore, every diagonal entry of D is of absolute value 1. Recall that {e 1 , · · · , e p } is the standard basis of C p . Let e
is also a basis of C p and there are scalar-valued functions g
is a linear combination of g 1 (τ ), · · · , g p (τ ), it satisfies the growth condition (3.1). Then solving the equation (3.11) is equivalent to finding scalar-valued functions f
If d j is a jth diagonal entry of D, then by Proposition 9 in [11] we can find f ′ j (τ ) satisfying the growth condition (3.1) such that
is an element of P, which is a desired solution of (3.12) . Finally, we can find scalar-valued functions f 1 (τ ), · · · f p (τ ) satisfying (3.1) such that
With this lemma, we can prove that every cocycle in P is parabolic.
Theorem 3.12. Let k ∈ R and χ a multiplier system of weight −k. Suppose that ρ is a pdimensional unitary representation. Then
Proof of Theorem 3.12. By definition, it is enough to show that for a parabolic element Q ∈ Γ and a vector-valued function g(τ ) ∈ P, there exists f (τ ) ∈ P such that
First suppose that Q is a translation, that is, Q = ( 1 λ 0 1 ) , λ > 0. Put ϕ(τ ) := g(λτ ). Then ϕ(τ ) ∈ P and we may apply Lemma 3.11 to conclude that there exists ψ(τ ) ∈ P such that
If we put f (τ ) := ψ(τ /λ), then f (τ ) ∈ P and
Thus (3.13) has a solution if Q is a translation. Next, if Q ∈ Γ is parabolic, but not a translation, then Q can be written in the form Q = A −1 ( 1 λ 0 1 ) A, λ > 0, where A ∈ SL(2, R) such that Aq = ∞. Here, q is a parabolic point fixed by Q. Suppose that Q = ( * * c d ) , A = ( * * γ δ ) and put
Since (cτ + d)(γQτ + δ) = γτ + δ, we see that |ǫ| = 1. One can check that ϕ(τ ) ∈ P and hence by the previous case there exists ψ(τ ) ∈ P such that
If we put f (τ ) := (γτ + δ) k ψ(Aτ ), then f (τ ) ∈ P and we see that
Here, we used that AQ = ( 1 λ 0 1 ) A so that AQτ = Aτ + λ. Thus (3.13) has a solution f (τ ) ∈ P for any parabolic Q ∈ Γ. This completes the proof.
3.5. The Eichler cohomology theorem for vector-valued modular forms. In this subsection we state the Eichler cohomology theorem for vector-valued modular forms. The Eichler cohomology theorem states that there is an isomorphism between the cohomology group of Γ and the space of vector-valued cusp forms. To define a map from vector-valued cusp forms to cocycles in P first we prove the following lemma. 
then the collection {g γ | γ ∈ Γ} is a cocycle in P.
Proof of Lemma 3.13. This is essentially Lemma 2.2 of [15] . First we have
Then using the substitution w → γw in the first integral and the fact that g(τ ) ∈ S k+2,χ,ρ (Γ), we obtain that
Hence we conclude that
Since g γ (τ ) = (G| −k,χ,ρ γ)(τ ) − G(τ ), one can check that {g γ | γ ∈ Γ} is a cocycle in P.
Now we define a mapping
where < g γ | γ ∈ Γ > is the class determined by the cocycle {g γ | γ ∈ Γ} constructed in the previous lemma. One can see that η is a linear mapping. In this subsection, we just state the Eichler cohomology theorem for vector-valued modular forms. Theorem 3.14. Let ρ be a p-dimensional unitary representation. Then for any real number k and multiplier system χ of weight −k, we have an isomorphism
Combining Theorem 3.12 and Theorem 3.14, we have the following result.
Theorem 3.15. Let ρ be a p-dimensional unitary representation. Then for any real number k and multiplier system χ of weight −k, we have an isomorphism
In the following subsections, we will prove Theorem 3.14 based on the arguments of Knopp and Mawi as in [15] .
3.6. Injectivity of η. In this subsection, we prove the injectivity of η. To prove that η is injective, assume that g(τ ) ∈ Ker η. It suffices to show that g ≡ 0. Since g(τ ) ∈ Ker η, we see that η(g) =< g γ | γ ∈ Γ > is a coboundary. Thus there exists p(τ ) ∈ P such that
for all γ ∈ Γ. With G(τ ) defined as in (3.14), we obtain that
for all γ ∈ Γ. Since p(τ ) and g(τ ) are holomorphic, we have
where τ = u + iv ∈ H. If we apply the Stoke theorem to the right hand side of (3.15) and take a sum, then we have
Note that p j=1 g j (τ )(G j − p j )(τ ) can be understood as an inner product on p-dimensional vectors. Since ρ is a unitary representation, ρ(γ) is a unitary matrix for any γ ∈ Γ and hence it follows that
is Γ-invariant. Using this transformation property we can show that the right hand side of (3.16) is zero, from which we conclude that g j ≡ 0 for each j ∈ {1, · · · , p}. This implies that η is injective.
3.7.
Petersson's principal parts condition and related results. In this subsection, we state and prove some results which we need to prove that η is surjective. Let k ∈ R. Let {ϕ 1 , · · · , ϕ d } be a basis of S k+2,χ,ρ (Γ) whose expansions at the finite cusps q i are given by
and whose expansion at infinity is given by
where κ j,i , 1 ≤ j ≤ p, 0 ≤ i ≤ t, are non-zero constants given as in (3.9) , (3.10) and κ
The following result is a generalization of Petersson's result in [30, pp. 388-389] .
Theorem 3.16. There exists g(τ ) ∈ M ! −k,χ,ρ (Γ) whose expansion at the finite cusps q i are given by
if and only if
Res((gϕ l ) i , q i ) = 0,
Proof of Theorem 3.16. This follows from the same argument in Theorem 3.1 in [2] .
Since dim S k+2,χ,ρ (Γ) = d, there exist pairs of natural numbers
, where c lj = a l,0 (s j , t j ), is nonsingular. Using this, we can prove the following result, which plays an important role in the proof of the surjectivity of η.
Proposition 3.17. Let k ∈ R. Given poles of prescribed principal parts P i at the cusp q i for i = 0, · · · , t, there exists a vector-valued weakly holomorphic modular form g(τ ) in M ! −k,χ,ρ (Γ) whose principal part at the finite cusp q i , 1 ≤ i ≤ t, is P i and whose principal part at the infinite cusp q 0 differs from P 0 by at most d terms, where d = dim S k+2,χ,ρ (Γ).
Proof of Proposition 3.17. Let (s l , t l ), 1 ≤ l ≤ d, be as in (3.17) and C = [c lj ], where c lj = a l,0 (s j , t j ) and a l,0 (s j , t j ) are Fourier coefficients of ϕ l (τ ). We shall construct g(τ ) ∈ M ! −k,χ,ρ (Γ) whose principal part at q i for 1 ≤ i ≤ t is P i and whose principal part at q 0 is given by g(τ ) = P 0 + d l=1 a(s l , t l )e 2πi(−s l −κ ′ t l ,0 )/λ 0 e t l .
By using Theorem 3.16 we see that the necessary and sufficient condition for g(τ ) to exist is that there is a solution A = (a(s 1 , t 1 ), · · · , a(s d , t d )) of the equation To this end, as we did above, we first obtain Φ(τ ) corresponding to < g γ >.
Once again using Propositon 3.17, we obtain f (τ ) ∈ M Lemma 4.1. Let k ∈ R and χ a multiplier system of weight −k + where g γ (τ ) := a∈N g a,γ (τ )e a ∈ P. Note that p (γ,X) (τ, z) satisfies the elliptic transformation property as in (2.2) so that p (γ,X) (τ, z) is determined independently of the choice of X. Therefore, g a,γ (τ ) is well defined. Then, by the properties of theta expansion as we noted above, we see that the collection {g γ | γ ∈ Γ} is a cocycle in P. Conversely, if a cocycle {g γ = a∈N g a,γ e a | γ ∈ Γ} in P is given, then we can construct p (γ,X) (τ, z) as in (4.1). Then the collection {p (γ,X) | (γ, X) ∈ Γ (1,j) } is a cocycle in P e M . Therefore, there is a bijection between cocycles in P e M and cocycles in P. Similarly, we can show that there is a bijection between parabolic cocycles (resp. coboundaries) in P e M and parabolic cocycles (resp. coboundaries) in P. Therefore, the theta expansion induces a map on cocycles (resp. parabolic cocycles) and it sends coboundaries to coboundaries. Hence we have the desired isomorphisms.
Proof of Theorem 1.2. First we define the mappingη : S k+2+ In the definition ofη the mapη is a composition of three maps: two maps are induced by the theta expansion and the other map is given by η in Theorem 3.14. We know that two maps induced by the theta expansion are isomorphisms by Theorem 2.6 and Lemma 4.1 as follows:
in H 
