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Abstract—This paper presents an autonomous vision-based con-
troller for a quadrotor with a suspended slung load capable of
positioning the platform and the load above a ground target. A
model of the coupled system (quadrotor and load) is first devel-
oped, before augmenting the model with the image kinematics
for a four point coplanar target object. The resulting image-
based control framework considers two different visual servoing
methods: Image-based (IBVS) and Position-based visual servo-
ing (PBVS). The control law of the IBVS is developed using the
direct feedback from image plane measurements, whereas the
PBVS requires additional estimation of the target object pose
(position and orientation). Simulated and experimental results
are presented using 3 different control configurations. Using
the hybrid configuration that combines both IBVS & PBVS
methods or a solely PBVS configuration demonstrated robust-
ness properties, whereas using the IBVS configuration showed
unsatisfactory results and higher sensitivity to disturbances and
control parameters. The IBVS & PBVS control configuration
results in better performance in the path following task, and
lower RMS error between the vehicle and target position com-
pared to the other two configurations.
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1. INTRODUCTION
Unmanned Aerial Vehicles (UAVs) are increasingly used in
various academic and industrial applications due to their
potential economic and social benefits [1] [2]. Rotary wing
platforms, such as quadrotors, enable a broad range of appli-
cations due to unique flight characteristics such as vertically
take-off, hovering, relatively small size and low cost [3] [4].
One emerging application for rotary wing aircraft is to nav-
igate autonomously whilst carrying a suspended load. This
is required when the payload must remain distant from the
main platform, which can be due to safety (not suitable
landing area) or requirements of particular sensors (electronic
noses etc.). One of the problems with autonomous platforms
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Figure 1: Experimental setup with DJI 450 quadrotor
[20] carrying a suspended load. The down-facing camera
attached to the bottom of the platform is used to observe
the load and 4 point coplanar target ( ). The green dots
( ) show that target point has been detected.
carrying a suspended load is ensuring stable flight conditions
throughout operation [5]. An adequate control solution must
account for both quadrotor and load dynamics to ensure the
platform remains in a safe flight configuration. Adding any
externel disturbance further influences the behavior of the
quadrotor and complicates the system dynamics.
Stabilizing the swinging load has been a well-studied re-
search topic in the last few years. Early work focuses on
ensuring swing-free trajectories by incorporating the dynamic
coupling between the quadrotor and the load in the system
model [6] or designing an adaptive control system to account
for variations in the system parameters (load mass etc.) [7].
Other control approaches include using machine learning to
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obtain a flight with minimal residual oscillations (swing-free)
[8]. These approaches highlight importance of including the
coupled system dynamics to accomplish stable flight.
In order to hover over a desired object or point of interest, the
quadrotor requires feedback about the target object position.
The object position may only be roughly known beforehand,
so the exact location of the object must be estimated using
onboard sensors. As such, video cameras may be valuable
for detecting and tracking the target object and the suspended
load in real time, but they require special treatement if vi-
sually acquired measurements are used directly for control
input (vision system delay, false detections etc.). Some
research related to this topic has been presented in the last
few years, most of which is related to the development of
advanced techniques of visual servo techniques [9] [10].
However, such vision-based approaches focus on load [11]
or target [12] position estimation, but not both. As such, this
work considers visual control to simultanously stabilize the
quadrotor position whilst positioning the load over a ground
target (Fig. 1). The main contributions of this paper are:
1. The derivation, implementation and evaluation of vision-
based control for static target tracking, with the assumption
that the target is located on the ground plane with restricted
horizontal movement. Several control approaches are pre-
sented that explicitly consider the load and quad dynamics
coupled to the image feature kinematics. These include:
– Classical Position-based visual servoing (PBVS)
– Classical Image-based visual servoing (IBVS)
– Hybrid approach that combines both visual servoing
methods (IBVS & PBVS)
2. Practical implementation of a new visual servoing method
that manages the image feature correspondence issue by
leveraging control techniques as opposed to image processing
approaches.
This paper is structured as follows. Section 2 provides
some background on visual control techniques. The coupled
system dynamic model, including the image kinematics are
presented in section 3 followed by simulation results. The
system architecture used for the implementation of the visual
controllers and the experimental results are outlined in section
5. Conclusions are given in section 6.
2. BACKGROUND
Visual servoing is a technique for controling robot motion
using visual feedback in order to perform a predefined task
such as object tracking [12] [13] or collision avoidance [14].
In visual servoing applications, one or more cameras can
be mounted directly to the moving robot and observing the
relative position of the target (eye in hand), or they can
positioned such that the motion of the robot and the target
is observed (hand to eye).
Two different visual servo control techniques can be dis-
tinguished: Image-based (IBVS) and Position-based visual
servoing (PBVS). The control in IBVS schemes are computed
based on the image features directly. In PBVS however, the
pose (position and orientation) of the target relative to the
camera must be obtained in order to derive the control input
[15]. Both PBVS and IBVS control laws are derived in order
to minimize the error between the current position and the
observed target location. The IBVS is computationally faster,
since there is no need for image interpretation, and is more
robust to sensor modeling and camera calibration errors.
This paper ivestigates the utility of image-based (IBVS),
position-based visual servoing (PBVS) and hybrid ap-
proaches specifically developed for a quadrotor and sus-
pended load system to complete a positioning task. The
proposed approaches are used to position the quad relative to
a ground object, whilst minimizing oscillation of the coupled
system. The target object can however be occuled due to the
slung load.
3. VISUAL CONTROL
A. System Dynamics
The geometry presented in Figure 2 introduces two coordi-
nate frames. The inertial frame FI = {xI , yI , zI} is com-
monly used in aviation as a global reference frame for the
state of the quadrotor. The origin of I is fixed to a point on the
earth surface. The x-axis xI points toward north, the y-axis
yI points towards east and the z-axis zI points downwards.
The Body Frame FB = {xB , yB , zB} defines a coordinate
system attached to the UAV, whose origin coincides with the
center of gravity of the quadrotor. The body frame is related
to the inertial frame by the rotation matrix R.
Figure 2: Quadrotor and suspended slung load with
associated coordinate frames FI and FB for analysis.
Vectors defining the quadrotor r and load rL position in
the inertial frame are also shown.
The rotation matrix R is defined in terms of the roll φ, pitch
θ and yaw ψ Euler angles such that
R = [R(φ)R(θ)R(ψ)]T (1)
where R(φ), R(θ) and R(ψ) are the rotation matrix about the
x-,y- and z-axis respectively.
We adopt the model used in [16] to determine the dynamic
behavior of the coupled system. A quadrotor of mass m can
be modeled as a point mass such that, the equations of motion
for the vehicle are given by
r˙ = v (2)
v˙ = gzI +
1
m
· (fH + fD − fTRzB) (3)
φ˙ = Tω (4)
where r = (x, y, z) denotes the position of the vehicle and
the vectors v = (u, v, w) and ω = (p, q, r) are the linear
and the angular velocity of platform in the inertial frame.
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The gravitational acceleration is given by g and the matrix T
converts the euler angular rates to the body system. The
aerodynamic drag force of the vehicle is denoted by fD, fH
denotes the force acting on the suspension point due to the
load and fT corresponds to the collective thrust of the rotors.
In order to simplify the definition of the load dynamics,
several assumptions are to be taken into consideration:
• The suspended load is approximated as a three-dimensional
point mass pendulum that moves along an arbitrarily defined
plane. Otherwise a separate controller design for the sagittal
(zx) and the lateral (zy) motion is not allowed [5].
• The quadrotor is operating at low translational speeds, so
the load motion in zx plane and zy plane can be considered
to move with small suspension angles namely polar angle αx
and azimuthal angle αy such that sin(αx) ' αx, sin(αy) '
αy and cos(αx) = cos(αy) = 1.
The position, velocity and acceleration vector of the load with
respect to the inertial frame of reference is given by rL =
(xL, yL, zL), vL = (uL, vL, wL) and aL, respectively. The
equations of motion are given by:
r˙L = vL (5)
v˙L = aL (6)
We consider l as the cable length of the load and enforce
a kinematic constraint in order to ensure the stability of the
coupled system such that
||(r+R · rH)− rL||2 = l (7)
where rH denotes the displacement of the suspension point
relatively to the center of gravity of the quadrotor.
The coupled system dynamics is thus described as a set of
ordinary differential equations such that
x˙ = Ax+Bu (8)
The linearization to determine the matrices A and B was
performed arround hover. Combining the equations of motion
for the quadrotor and load, the state vector of the coupled
system is given by
x = (r,v,φ, xL, yL, uL, vL) (9)
and the control u is given by
u = (ω, fT ) (10)
B. Classical Image Based Visual Servoing
The aim of the image-based visual servoing is to minimize an
image feature error e between the current image coordinates s
and the desired image coordinates s∗ where
e(t) = s(t)− s∗ (11)
The relationship between the camera velocity vc(t) and the
time variation of the image features s˙(t) is defined by the
interaction matrix denoted as Ls [12] such that
s˙(t) = e˙(t) = Lsvc(t) (12)
vc = (uc,wc) encompasses the camera translational ve-
locity uc = (vx, vy, vz) and angular velocity wc =
(wx, wy, wz). For the general visual servoing case, 6 degree
of freedom (DOF) can be controlled using at least three
points. The quadrotor platform, however, is under-actuated,
whereby only the translational and yaw velocity components
(vx, vy, vz, ωz) can be controlled and therefore three or more
point features are required. In this approach the target is
modeled to include the x and y coordinates of four points
forming a square such that s = [u1, v1...u4, v4]T . Similarly,
the vector s∗ = [u∗1v
∗
1 ...u
∗
4, v
∗
4 ]
T contains the desired image
coordinates. The interaction matrix Ls consists of 8 rows and
6 columns.
In order to ensure the exponential decrease of the image
feature error e defined in (11), we require that the error
satisfies the following differential equation
e˙(t) = −λe with λ > 0 (13)
where λ is a positive gain. The relationship between the error
e and the camera velocity vc can then be defined by substi-
tuting the error derivative e˙ into the optic flow equation (12)
and rearrange such that
vc(t) = −λL̂s
+
e (14)
where L̂s
+
is the pseudoinverse of an approximation of the
interaction matrix Ls. The approximation occurs because the
matrix is generally unknown and is approximated by taking a
reference range value.
In its current form the control law defined in (14) does not
take the dynamics of the coupled system into account. To
this end, the image-based visual servo control framework has
been used to incorporate the quadrotor and load dynamics (8)
into the control law (14). This allows control of the trans-
lational displacement of the platform, which significantly
influences the load displacement, and therefore implicitly
controls the load movement (position) as well.
Extracting the equation for the translational velocities
from (8)
uc =
[
vx
vy
vz
]
= A1x+B1u (15)
where A1 and B1 were reshaped by considering the compo-
nents required for the translational motion from the matrices
A and B in order to respect the dimension ordering. The size
of the matrices A1 and B1 are 3x13 and 3x4, respectively.
The optic flow equation (12) is altered such that
e˙ = Ls,u
[
vx
vy
vz
]
= Ls,u(A1x+B1u) (16)
where Ls,u contains only the part of the interaction matrix
related to translational motion. Rearranging equation (16)
and setting the error rate assumption for exponential decay,
the control law becomes
−λe = Ls,uA1x+ Ls,uB1u (17)
Ls,uA1x = −λe− Ls,uB1u (18)
x∗ = (−Ls,uA1)+ · (λe+ Ls,uB1u) (19)
The reference translational velocities in the body frame can
then be extracted from the state vector x∗, which is the input
for the low-level controller.
The yaw velocity ωz can then be controlled independently
using the relevant degrees of freedom from (14), as platform
motion about z-axis does not greatly impact the load displace-
ment. The yaw control input ωz is defined by
wz = −λLs,ωze (20)
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Figure 3: Image-Based Visual Servoing (IBVS) scheme.
where Ls,ωz contains only the part of the pseudoinverse of
the interaction matrix required to define ωz .
Using equations (19) and (20) to set a reference velocity
control input for the low-level attitude controller allows the
quadrotor to move to desired state using roll, pitch,yaw and
thrust input u = (p, q, r, fT ). The low-level control inputs
are derived using a PID controller that accepts the desired
platform velocities as reference inputs and outputs the control
state, which is then mapped to motor speeds. Figure 3 depicts
the IBVS control architecture in detail.
C. Classical Position Based Visual Servoing
In this section, we derive the position-based approach that
relies on estimating the target position using visual feedback.
It consists of estimating the position of the target center in
the inertial frame, then using this as the reference input to a
standard position controller2. As such, the roll of the camera
is simply used to estimate where the target object is relative to
the platform. An outline of the position estimation algorithm
is given by algorithm 1.
Algorithm 1 PBVS- Estimate target position in the inertial
frame
1) Find the middle point of the target (u, v) using the centre
of the ith target position in pixels (ui, vi) for i = {1, .., 4}
by assuming a perspective projection model
u = max(ui)+min(ui)2 , v =
max(vi)+min(vi)
2
2) Normalize middle point coordinates in camera frame is
(x∗t , y
∗
t )
x∗t = (u− u0) · ρu/f , y∗t = (v − v0) · ρv/f
where u, v represent the coordinates in pixel units of the
point in the image plane as a function of the camera intrinsic
parameters a = (u0, v0, f, ρu, ρv), where u0 and v0 describe
the coordinates of the principle point, f is the focal length
and ρu and ρv refer to the pixel dimensions.
3) Transform the position of the target from the camera
frame to the inertial frame
Ir∗t =
[
x∗t
y∗t
z∗t
]
I
= r+ IRB
BRC
[
x∗t
y∗t
z∗t
]
C
where IRB and BRC are the transition matrices from the
body frame to the inertial frame and from the camera frame
to the body frame, respectively.
2This is not position-based visual servoing in the strict sense, but the term
PBVS is used for simplicity.
Figure 4: Position-Based Visual Servoing (PBVS) scheme.
The advantage of this algorithm is that each coordinate can
be estimated independently based on the measurement of
each of the four points. Note that the depth value z∗t can be
approximated as the platform altitude is known, however, an
estimation of the reference yaw angle ψ∗t is required for the
platform motion around z-axis.
In the PBVS scheme (Fig.4), the estimated target position in
the inertial frame r∗t is fed to a position controller, which
outputs u = (p, q, r, fT ) such that the quadrotor moves to
the desired position relative to the target.
D. Simulation Results
Numerical experiments were simulated to verify the per-
formance of the proposed vision-based target tracking con-
trollers. Results of two simulation scenarios are presented
including IBVS and PBVS controlled quadrotor with sus-
pended slung load.
The vehicle mass used for the simulation is 1.5kg. A down-
ward facing perspective camera attached to the quadrotor
has been simulated for image measurements. The target
is characterized by four points forming a square of 20cm
segment length lying on the ground and located at (x, y) =
(0.5, 0.7) in the inertial frame.
The control task consists of performing a grid search using
Model Predictive Control (MPC) and a predefined reference
trajectory. Once the target is visually detected, the control
switches from the MPC to either the IBVS or the PBVS
depending on the simulation task. The visual controller then
attemps to move the coupled system towards the target.
IBVS controller
The simulation environment presented in the following as-
sumes an ideal case, where neither modelling error nor
additive noise are included. This is interesting to deduce
the feasibility of implementing the approach. The classi-
cal image-based visual servoing controlled with only four
degree of freedom is simulated. The reference image fea-
tures are obtained by assuming a reference platform po-
sition of (0, 0, 2, 0, 0, 0) relative to the target, where the
first three components represent the translation expressed
in meters and the three last components denote the ori-
entation of the target in radians. The reference image
features are s∗ = (ut1, vt1, ut4, vt4, ut3, vt3, ut4, vt4) =
(0.1, 0.1, 0.1,−0.1,−0.1, 0.1,−0.1,−0.1).
The results presented in Figure (5) confirm the expected
behavior, in which the image feature error decreases expo-
nentially leading to smooth straight line trajectories toward
the reference position. The feature error reached zero, forcing
the system to a local minimum. The image features diverge
at the start of the trajectory from the target position before
converging to the desired position due to the non-zeros roll
and pitch angle needed to alter the quadrotor position. The
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(a) (b)
(c) (d)
(e) (f)
Figure 5: Simulation result for a quadrotor with suspended load using IBVS. (a) Quadrotor initial position and target
position (*/*/*/*). (b) Control input. (c) Image feature behavior. (d) Image feature error. (e) Image feature with Gaussian
noise and (f) image feature error with Gaussian noise. Inital (+) and final (+) are also shown.
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error in the image features is reduced as the platform moves in
x- and y-direction as a result of the large translational camera
velocities at the start of the trajectory. The control velocities
quickly reduce to zero, where the platform then remains in
a stable flight condition. Furthermore, the trajectories of the
point on the image plane are observed to be almost straight
lines, which is expected as the classical IBVS is designed to
find the shortest path in the image plane.
To test the robustness of the proposed approach, uniformuly
disturbed Gaussian Noise with 5% standard deviation is then
added to the sensor measurements (image features) to simu-
late the image-processing errors. The control objective is still
satisfied (Fig. (5e) and (5f)), even if the image measurement
are affected by the sensor noise.
PBVS controller
The control task consists of reaching a stationary target. The
reference height is set to z∗t = 1.5m and the desired yaw
angle is set to zero ψ∗t = 0. The results are presented in
Figure 6.
The PBVS controller ensured the ability of the platform
to reach the desired position in almost 16 seconds. The
resulting RMS errors are 0.001m and 0.001m in both x and
y position respectively, which confirms that the position con-
troller performance relies on the accurate estimation of the
target position. However, the PBVS controller shows a high
sensitvity to the camera calibration error as a poor estimate
of the camera principle point will result in an offset in the
platform position from the desired reference location. This
issue does not occur in the IBVS approach as no estimation
of world points is required, just regularization of the points
in the image plane. Furthermore, the PBVS requires the
estimation of the reference yaw angle and altitude, whereas
the IBVS control law has no such requirement.
4. EXPERIMENTAL RESULTS
A. Control Framework
A Flight Controller Development Kit FLICK frame has
been developed to enable quick validations and evaluations
of control algorithms. The designed FLICK system ex-
hibits two major parts: an onboard part, which uses low-
level Proportional-integral-derivative controller (PID) and an
off-board part, which runs high-level controller algorithms
through MATLAB/Simulink models [16].
The Flying Lab at ARCAA is equipped with seven Vicon
MX-T40 camera [18], which visually track objects in the
coverage area using reflective spherical markers [16] [17]. In
the FLICK setup the suspended load position can be obtained
using the Vicon or an onboard camera [19].
An onboard downward facing camera was also used to collect
images of the target object consisting of four red points
forming a square. Images were sent to the ground station
and processed to obtain a point feature representation of the
target. The ground station consists of three modules operating
at an average frequency of 175Hz. A state estimator for
the load position has been integrated in order to manage the
difference between the camera and ground station operating
frequencies [19]. The proposed control laws are implemented
in a Simulink model on the ground station. The control
architecture and system setup is depicted in Figure (7).
The parameters used for the vehicle and the load are outlined
in Table 3. The camera intrinsic and target parameters used
for the experimental work are given in Table 4.
B. Image Processing method
A ROS node designed for color detection (blob detection)
is implemented on a Raspberry Pi 2 and used to track and
estimate the position of the red circles associated with the
target. The image processing algorithm used for the detection
leverages the OpenCV library [21] and provides robust detec-
tion and tracking. The images were published in ROS using
”usb cam” node [22]. A combination of color segmentation
using HSV (Hue Saturation and Value) and contour detection
(circle detection) was used to consistently track the four
coplanar red cirlces contained inside a predefined black box.
The black box is used to ensure detected points belong to
the target and not the background. An outline of the image
processing algorithm is given in Algorithm 2.
Algorithm 2 Image Processing Algorithm Red circle detec-
tion
• Split each image to red R, green G and blue B channel.
• Normalize each channel and convert to greyscale images.
• Threshold each greyscale image using user defined thresh-
olds to obtain a set of binary images.
• Merge each channel and find all contours in the image.
• Assuming a black rectangle is detected, start looking for
four dots.
a) Convert each image to hue H, saturation S and value V
b) Threshold the HSV image, keep only the red pixels
c) Use the Hough transform to detect red circles in the
threshold image
d) Assuming four different red dots are detected, find its
center using the minimum and the maximum dimension of
the dots.
e) Find the image feature representation of the target center
using image center and focal length.
The use of four points with the same color for the target
object results in recording a different permutation of the
image feature coordinates at each image frame. To this end,
a recently proposed algorithm [23] was used to match image
features for each target point. This control selects the feature
permutation that results from the lowest predicted feature
error.
An outline of the control algorithm is given by algorithm 3.
Algorithm 3 Feature Correspondence Algorithm
• Derive all possible 24 permutations for 4 target points.
• For each permutation:
1/ Find image feature error, calculate Jacobian matrix.
2/ Virtually apply control and update image features.
3/ Repeat (1) and (2) for M samples, where M is a predic-
tion horizon.
• Find the sum of the feature error for each permutation over
the samples.
• Physically apply the control for the first sample of the
permutation that yields the lowest predicted feature error.
Of note, the selection algorithm is suitable to avoid the
singularity of the interaction matrix Ls, so that the camera
6
(a) (b)
Figure 6: Quadrotor behavior in x- and y-direction for classical position-based visual servoing. Desired (-) and actual
position (-) in the x-direction (a) and in the y-direction (b) are shown.
Figure 7: System Architecture.
retreat issue discussed in [24] [25] does not manifest. The
elapsed time required for the process is approximately 15ms,
which is fast enough for the practical implementation.
C. Practical Results
In this subsection, the results of three configurations are
presented. First the visual controllers are tested without the
load in order to verify the performance and robustness of each
controller. Then the PBVS and the hybrid approaches are
tested with the suspended slung load.
IBVS, PBVS and IBVS & PBVS controlled quadrotor.:
The ability of the quadrotor to autonomously track a target
using several vision-based control approaches is first tested.
All tests were performed without the load. The quadrotor
is positioned at an initial location far from the desired one
so that the MPC controller is required to perform the search
path. The visual servoing starts once all four target points
are detected. The purpose of this experiment was not to tune
the controllers for ideal behavior for the said encounter, but
to verify the use of the different visual controllers to achieve
the tracking task and demonstrate its robustness to external
disturbances e.g. camera frame delay and measurement
uncertainty.
The results depicted in Figure 8 show a higher accuracy when
7
(a) (b)
Figure 8: The quadrotor position using IBVS (-), PBVS (-) and hybrid approach (-) with respect to the target (-) in x-
and y-direction
using a controller that employs both IBVS& PBVS for target
tracking. The use of only PBVS results in hovering above the
target but with a maximum error of 15cm and 20cm in x- and
y-direction, respectively. This relatively lower performance
can be explained by poor estimation of the target position due
to imperfect alignment of the body frame with the camera
frame, which results in small errors in the associated rotation
matrix.
Finally, the IBVS was not able to accomplish the control task.
The position error in both x- and y-directions between vehicle
and target is minimized at the beginning, but the camera
frame delay causes the vehicle to drift allowing the target to
leave the camera field of view (FOV). This is due to the fact
that a zero reference velocity command is used when no new
image featrue update is available, which allows the platform
(in some cases) to move past the target. Similar behavior is
observed when the quadrotor experiences a disturbance e.g. a
gust from the left such that the velocity controller will react to
this and nullify the velocity, but not before a displacement has
occurred. The vehicle is then in a slightly different position
with zero velocity. Therefore, over time, the platform is
susceptible to drift when using such a velocity controller.
PBVS controlled quadrotor with suspended load:
Next, the ability of the coupled system to hover above the
target using only the PBVS is tested. The quadrotor with
the suspended slung load was allowed to fly toward a static
object using the MPC. When the target is detected, the PBVS
controller was activated denoting the initial detection instance
td = 42s. The target position is estimated using Algorithm
1. A standard PID position controller was used in order to
navigate to the desired position. The objective was to verify
the robustness and accuracy of the PBVS. The estimation is
limited to solely the position of target in x- and y-direction.
The controller forces the straightforward image feature mo-
tion depicted in Figure (9e). The image feature error de-
creases smoothly as the vehicle moves toward the target
position. However, the approach shows a higher sensitivity
to the errors in the 3D platform model (camera and body
frame not perfectly aligned) used to compute the reference
position. Specifically, increased overshoot with maximum
error of 12cm is obtained in the x-direction resulting in the
higher RMS value given in Table 1.
Table 1: Root Mean Square RMS error of the vehicle
xRMS and the load position xL,RMS for the PBVS
xRMS yRMS xL,RMS yL,RMS
0.137m 0.054m 0.098m 0.094m
Of note, estimation of the target position in the x-direction
with maximum error of 15cm is poorer than y-direction
(8cm). This shows that the calibration error in the x-direction
is worse than y (via the principle point calculation) and the
assumption on body and camera frames being alligned is not
as valid for close targets, which instead require an accurate
camera to body rotation matrix.
Furthermore, the approach shows stable behavior in holding
the load underneath the vehicle as depicted in Figure (9). The
average overshoot in x- and y-direction is 20mm and 35mm,
respectively.
Figure (9f) confirms the mild robustness properties of the
system. Although control switching is required when the
target is detected, the UAV maintains flight altitude, which
results in RMS position error equal to 1.3mm in the z-
direction.
IBVS & PBVS controlled quadrotor with suspended load:
Finally, the ability of the coupled system to hover above the
target by combining both PBVS and IBVS is tested. The
vehicle was allowed to fly toward a static object using the
MPC. When the target is detected, both IBVS & PBVS were
activated denoting the initial detection instance td = 45s.
The IBVS is operative if a new update of the pixel coordi-
nates is available, which occurs when all 4 target points are
detected. Otherwise, when less than 4 points are detected, the
PBVS is used. The target detection allows the determination
of the reference velocities for IBVS and to estimate the goal
position for PBVS.
The results support the simulation results presented in sec-
tion 3. The image feature error as well as the error norm
decrease exponentially as shown in Figure (10a) and (10c).
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(a) (b)
(c) (d)
(e) (f)
Figure 9: Experimental result for a quadrotor with suspended load autonomously tracking a visual target using only
PBVS. (a) Image features error norm. (c) Image feature error. (e) Image feature trajectory. (b) and (d) depict the
quadrotor (-) and the load (-) x and y position with respect to the target (-) x and y position and (f) the quadrotor
altitude with respect to the desired altitude. Initial (+) and desired (+) image feature position are also shown.
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(a) (b)
(c) (d)
(e) (f)
Figure 10: Experimental result for a quadrotor with suspended slung load autonomously tracking a visual target
integrating both IBVS & PBVS. (a) Image features error norm. (c) Image feature error. (e) Image feature trajectory.
(b) and (d) depict the quadrotor (-) and the load (-) x and y position with respect to the target (-) x and y position and
(f) the quadrotor altitude with respect to the target (-) desired altitude. initial (+), final ( ) and desired (+) image feature
position are also shown.
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Furthermore, the image features first diverge from the refer-
ence position due to the increase of the pitch and roll angles
required to alter the vehicle position. The control objective
is satisfied, although the large noise degraded the proper
performance of both controllers since a small offset of 25pix
in image error norm is observed. This results in smaller RMS
position error compared to the PBVS outlined in Table 4. The
RMS corresponding to the altitude is roughly 30mm.
Table 2: Root Mean Square RMS error of the vehicle
xRMS and the load position xL,RMS for the IBVS & PBVS
xRMS yRMS xL,RMS yL,RMS
0.027m 0.008m 0.022m 0.034m
The lower RMS value shows the robustness of this approach
to the image feature measurements uncertainty and camera
frame delay. Furthermore, the proposed approach shows
satisfactory behavior in keeping the load underneath the
vehicle. The overall average overshoot is 23mm and 34mm
in x- and y-direction, respectively. Nonetheless, a small
oscillation of the load can be observed in the Figure (10b)
and (10b). This can be related to the constant switching
between controllers over relatively short time periods and
the difficulty in finding the best set of controller gains. As
a conseuqence, an oscillation of the vehicle position is also
obtained in Fig. (10d).
One of the benefits of the IBVS compared to the PBVS is
the ability to control the yaw angle and the altitude of the
vehicle with respect to the target. To illustrate the control
of yaw orientation of the quadrotor, the target is manually
rotated about its centre around the z-axis (inertial) by a small
angle. The quadrotor tracks the varying yaw angle as shown
in Fig. (11).
Figure 11: Evolution of the quadrotor yaw angle with non
stationary target orientation in the z-axis.
The result shows a smooth convergence of the yaw angle
to roughly 20◦, which represents the desired angle in the
inertial frame. It is also notable that there is a relative
slowly convergence due to the limited activation time of
IBVS caused by image processing constraints and relatively
slow yaw dynamics compared to roll and pitch.
5. CONCLUSION
The focus of this work was the development of vision
based controllers that could enable small unmanned aircraft
equipped with a suspended slung load to detect and track
a known ground target. Target tracking is accomplished
by successfully implementing various visual controllers that
explicitly take the coupled system dynamics (vehicle and
load) and image kinematics into consideration. To this
end, both IBVS & PBVS and PBVS based visual servoing
methods demonstrated satisfactory performance. However,
the IBVS method was not able to fulfill the tracking task
due to hardware limitations but are likely to be overcome
with system architecture improvements. Another possible
improvement is the implementation of a Visual Predictive
Control (VPC) help to overcome the camera limitations such
as using visibility constraints, by assuring that the target and
the load remains in camera field of view (FOV).
One remaining issue is the inconsistency in tracking all
targets points, as the presence of the load often occludes
one or more target features. Of note, the use of 2 or 3
points allows the estimation of the position of the target
in x- and y-direction, or the direct control of at least 2
degrees of freedom. It is therefore recommended that the
feature correspondence algorithm be modified to account for
a variable number of feature points.
Table 3: System Parameters
Parameter (units) Experimental Simulated
mF (kg) 1.42 1.5
mL (kg) 0.2 0.3
l (m) 1 1
Number of rotor NR (-) 4 4
Rotorradius r (m) 0.13 -
Rotor Disc Area AR (m2) 0.053 -
Table 4: Camera and Target Parameters
Parameter (units) Experimental Simulated
[u, v] (pix) 640x480 640x480
[u0, v0] (pix) (310.2,260.8) (320,260)
f (m) 0.004 0.004
[ρu, ρv] (µm) (2.8,2.8) (3,3)
s∗ (m) (±0.1,±0.1) (±0.1,±0.1)
z∗(m) -1.5 -1.5
λ (-) 0.2 0.3
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