ABSTRACT Frequent route pattern mining from personal trajectory data is the basis of location awareness and location services. However, because personal trajectory data is highly uncertain, most existing approaches are only capable of finding short and incomplete route patterns. In this paper, a novel approach is proposed for the discovery of frequent route patterns based on trajectory abstraction. First, trajectory partition, location extraction, data simplification, and common segment discovery are used to abstract trajectory data, convert these trajectories into common segment temporal sequences (STS) and generate 1-frequent itemsets. Then, a pattern mining algorithm is proposed based on the spatial-temporal adjacency relationship. This algorithm uses the constraint mechanism and bidirectional projected database to mine frequent route patterns from STS. Based on the real GeoLife trajectory data, the experimental results indicate that the proposed method has better performance and can find longer route patterns than other currently available methods.
I. INTRODUCTION
At present, a high volume of personal daily trajectory data is being recorded because of the popularity of smart mobile terminals. Location-aware computing is primarily concerned with extracting useful information from these trajectory data quickly and accurately to provide personalized location services. Through the analysis of a large amount of data, Gonzalez et al. [1] found that human trajectories show a high degree of temporal and spatial regularity. Recently, many scholars have been attracted to the identification of frequent route patterns from trajectory data. These route patterns could be useful for personal navigation [2] , destination prediction [3] and recommendation systems [4] , among other uses.
Frequent pattern mining of trajectory data is a special case of sequence pattern mining of transaction data. In a transaction database, each transaction is composed of a set of items ordered by time. For example, <a, ab, c> is a sequence transaction containing three items. The items are explicit. But for trajectory data, each trajectory is composed of a series of coordinates numbers. Due to the positioning accuracy, the trajectory data are high degree of uncertainty, which means the coordinates collected from the same location do not repeat themselves exactly. Therefore, the items of trajectory data are non-explicit. The priority task of frequent pattern mining in trajectory data is to identify the explicit items.
Trajectory abstraction solves the problem of non-explicit pattern instances, and provides the possibility for pattern mining. In this paper, a frequent route patterns mining algorithm based on trajectory abstraction is proposed. As shown in Fig.  1 , first, the data is preprocessed to remove outliers. Second, considering the activity characteristics of trajectories, trajectory partition and data simplification are used to compress the original data. Then, a proposed approach, named IGS (Index, Group, Segment), is used to generate the common segments. As a result, common segment temporal sequence (STS) and 1-frequent itemsets can be found. Finally, a pattern mining algorithm based on spatial-temporal adjacency relationship (STAR) is proposed. This algorithm learns from the constraint mechanism of GSP and expands the projected database of PrefixSpan to mine frequent route patterns from STS.
II. RELATED WORK
A route pattern is defined as the path sequence that a user frequently walks. It represents the abstract rule of personal trajectory data [5] . Many algorithms have been used to mine frequent patterns for different spatio-temporal trajectories, e.g. traffic trajectory data [6] , [7] and personal trajectory data [8] , [9] . These algorithms are composed of two parts, trajectory abstraction and frequent pattern mining.
A. TRAJECTORY ABSTRACTION
Normally, the technique of trajectory abstraction is applied to avoid the problems of fuzziness of locations and identification of non-explicit pattern instances [10] . Trajectory abstraction converts the original trajectory sequence into a unified description of the common segment temporal sequence [11] and reduces computational pressure.
There are three kinds of abstraction algorithms: based on road networks [12] - [14] , based on region partitions [15] - [17] and based on geometry [18] , [19] . In the first instance, trajectory data is projected onto road network data. Considering road network data is so frequently updated, this method is not suitable for personal trajectory data mining.
The second method uses blocks or cells to abstract trajectories. The trajectory points that fall into the same block or cell are represented by the same region-ID. However, the use of region partition may result in the answer loss problem [20] , [21] . In Fig. 2(a) , two routes pass by the same region A, and different routes fall into different cells, which means the answer loss problem. R 2 = c 5 c 6 , R 3 = c 3 c 2 .
(b) This problem can be alleviated by increasing the size of cells, but this will lead to missing the user movement information.
The third method, which is based on geometry, clusters the adjacent trajectory segments. Examples of this method include the line simplification techniques, density clustering, and a partition-and-group framework. [9] . However, these algorithms are characterized by high time complexity because they need to calculate all of the neighbors between different line segments. Additionally, the obtained common segments do not always correctly represent the features of the trajectory. In Fig. 2 (c) , an improved DBSCAN generates the common segments. g 1 can not represent user movement features.
The improved clustering method can improve the accuracy, such as a partition-andgroup framework.
But the uncertainty of trajectory data easily leads to excessive segmentation and wrong cases. The problem will be discussed in Fig. 9 . These three methods are based on the geometry property of trajectory data, without considering the track itself information. Personal travel has a purpose, and each travel have destinations and routes. Therefore, the characteristics of trajectory data should be considered in the process of trajectory abstraction.
The process of trajectory abstraction identifies the common segments. For each segment g, the number of routes which pass through g can be calculated. If we know the minimum support, we can generate the 1-frequent itemsets. In Fig. 2 (d) , for segment g 4 , routes R 1 and R 2 pass through g 4 . If we set min_sup = 2, then 1-frequent itemsets = {g 2 , g 3 , g 4 }. But existing algorithms just use the common segments mine patterns. None of them used the 1-frequent itemsets. Usually, they generate the 1-frequent itemset in the first step of pattern mining.
B. FREQUENT ROUTE PATTERN MINING
Frequent pattern mining in trajectory data is converted into frequent sequence pattern mining in transaction data by trajectory abstraction. Bayir et al. [22] used association rules mining and Gidófalvi et al. [23] adopted sequence pattern mining to generate patterns. However, sequence pattern mining algorithms for transaction data, e.g. association rules mining (Apriori, FP-Tree) and sequence pattern mining (GSP, PrefixSpan), cannot be directly applied to abstracted trajectory data for the following reasons. These algorithms have high time complexity, and they do not consider the spatial contiguity and temporal continuity between items. Furthermore, strict adjacency relations are required between items in sequence pattern mining. It is not appropriate for trajectory data mining because of the uncertainty.
To avoid these problems, Cao et al. [10] adopted a substring tree to generate route patterns. Giannotti et al. [11] proposed the MiSTA algorithm based on PrefixSpan. Chen et al. [8] used the time threshold and Lv et al. [9] used the distance threshold to detect sequence patterns. These efforts resulted in the ability to find frequent route patterns of a certain length. However, the existing algorithms do not consider the bidirectional nature of the trajectory. They only search the sequence patterns in the original direction. In Fig. 3 ,
If we set min_sup = 2, the patterns are independent items {g 4 , g 2 , g 1 }. Obviously, the sequence g 4 g 2 g 1 is the longest route pattern, even though the route directions are different.
III. TRAJECTORY ABSTRACTION
To resolve the problems in Section II.A, a step-by-step method of trajectory abstraction is proposed in this paper. The method combines the idea of region partitions and space geometry to improve the efficiency and accuracy of trajectory abstraction. It can keep the personal activity characteristics. This process includes trajectory partition, data simplification and common segment discovery. Then, each trajectory data can be described by common segments. Trajectory partition is to identify the stop points and generate routes. Data simplification is to remove the redundant data. Common segment discovery is to obtain the common segments. But first, we should make the following definitions.
Definition 1 (Point): P = {lng,lat,t} represents the longitude, latitude, and time.
Definition 2 (Trajectory): a list of trajectory points based on their time serials, T = P 1 P 2 . . . P n where P 1 .t < P 2 .t < . . . < P n .t. 
A. TRAJECTORY PARTITION
The main purpose of trajectory partitioning is to identify the discontinuous points, divide the trajectory into different routes and detect the stop points, e.g. C in Fig. 4(b) . A stop point represents a personal destination. It can be taken as the node of a route.
In the process of partitioning, time continuity should be considered in addition to the space proximity of trajectory points. Therefore, the trajectory will be processed only when the adjacent points P i−1 and P i have distance 
Common segment discovery; each route is composed of several common segments:
Based on our previous study [24] , there are two different types of stop points: 1) SP={P m , P m+1 , . . . , P n } where Fig. 4(b) ).
B. DATA SIMPLIFICATION
Data simplification compresses a mass of redundant trajectory points and extracts the necessary nodes for each route. An improved Douglas-Peuker [25] algorithm is employed to simplify route R. As a result, R can be described by the line temporal sequence.
Definition 5 (Line Temporal Sequence (LTS)): in a LTS, R is described by a sequence of lines
where L i = {P j , P k , l, θ}, P j and P k are the nodes of R after simplification, l means the length of L i , and θ means the angle between L i and horizontal axis.
To improve the efficiency of the DP algorithm and preserve the features of the personal trajectory, the strategies of DP algorithm are improved to make it more applicable to route R. Specifically, the DP algorithm does not directly calculate all of the points on R, but uses the divide-and-conquer strategy. For example, for route R = P 1 SP 1 P 5 . . . SP k P l P n , R is divided into several parts by stop points SP i :R = {P 1 SP 1 , SP 1 P 5... SP 2 , . . . , SP k P l , P n }. Then, for each part, e.g. SP 1 P 5... SP 2 , the DP is used to simplify points, and
C. COMMON SEGMENT DISCOVERY
Different routes R are composed of different lines L after simplification. It is not possible to identify route patterns from routes that are described by distinct lines. Therefore, the common segments need to be identified, and then the route R is described by common segments (Fig. 4(d) ). An example of the improved DP algorithm. For route R = P 1 P 2 P 3 SP 1 P 4 P 5 P 6 P 7 , disregarding the effect of stop point SP 1 , the simplification of DP is R = l 1 l 2 . Instead, the improved DP is R = l 3 l 4 l 5 .
FIGURE 6.
The multi-level grid index. The coordinate of point p is (x 1 , y 1 ) =(2,6) at level 1, and row 1 =3, row 2 =2. Therefore, y 3 =ceiling (x 1 /(row 1 * row 2 ))=1. Similarly, (x 2 , y 2 ) =(1,2) and (x 3 , y 3 ) =(1,1).
Definition 6 (Common Segment): a segment represents repeated trajectories in different routes: S i = {(x 1i , y 1i ), (x 2i , y 2i )}, where (x, y) is the endpoint coordinate of S i . It is a scalar without direction.
Definition 7 (Common Segment Temporal Sequence (STS))
: in a STS, R is described by a sequence of common segments: R = S 1 S 2 . . . S n where S i = {S i , t from , t to }, t from and t to represent the start and end time when R pass by S i. Although different STS have the same S i , each S i has different time attributes.
To avoid the problem of high time consumption and excessive or wrong segmentation, a new method is proposed to generate STS from LTS. This method is called Index-GroupSegment (IGS).
Index is to speed up the retrieval efficiency of line since there are so many line segments, even after data simplification. Meanwhile, as mentioned above, grid index easily leads to the answer loss problem. To avoid this situation, we draw from the idea of buffer area, and use the neighbor cells to group lines. Then, an improved sweep line approach is adopted to generate the common segments from the Group.
1) INDEX
Each route R is described by LTS. It is time consuming and inefficient to sort through all of the data to identify the neighbor lines of L [9] , [10] , [26] . Therefore, as shown in 6, the idea of hierarchical clustering is used to construct a multi-level grid index for all lines. In fact, for different grid levels, it is easy to convert the coordinate between different levels according to Eq. (1), if the number of columns and rows at level i(col i , row i ) is known. (1) where (x m , y m ) and (x n , y n ) represents the grid coordinate at level m and n.
. . , (x kn , y kn )} represents the grid index ofLat level k.
To calculate the multi-level grid index of L={P j , P k ,l,θ }, the grid index of the endpoints P j and P k at level 1 should be calculated first. Then, the GI 1 of L should be calculated by linear interpolation.
2) GROUP
The purpose of the Group step is to group lines together. These lines are adjacent with each other. For a line L i = {P j , P k ,l,θ}, grouping means searching for the neighbors of L i . In this paper, a line grouping based on multi-level grid index method is proposed. But the grid index can lead to the answer loss problem. Therefore, we adopt the neighbor cells to group lines to resolve the problem.
Definition 9 (Core Cell k): the grid cells that the line L i passes directly at level k. This is equal to GI k , the dark red cells in Fig. 7 .
Definition 10 (Buffer Cell k): the adjacent grid cells of core cells at level k, GIB k , the light red cells in Fig. 7 .
Definition 11 (Neighbor Cell k) : the total cells of core cells and buffer cells at level
Given two lines L i and L j , there are three types of spatial relationships.
( Fig. 7(b) . Core containment is a special case of intersection.
(c) Disjoint, the opposite of intersection, Fig. 7 (c). It should notice that, for L i , not all lines retrieved by the grid index meet the requirements of the group. For example, VOLUME 5, 2017 two lines that are perpendicular to each other can be indexed. However, these perpendicular lines clearly do not have the possibility of a common segment. Therefore, these lines need to be removed. In Fig. 8 , the perpendicular distance d p and angular distance d θ are good filtering conditions [26] . They can be calculated by Eq. (2)
Based on the grid index and lines relationship, a line group method is proposed in Algorithm 1. LG=ungrouped lines in LTS; 5:
for level k do 6:
LG=retrieve in LG where GI k of L j and GIN k are intersecting; 7:
if L and L m are core containment then continue;
remove L m from LG; continue;
12:
mark lines in LG as grouped and add LG to LGs;
For the ungrouped lines in LTS, the algorithm selects the longest line Las the initial seed line (line 2) and calculates 
3) SEGMENT
The purpose of segment is to describe line L by common segment S. The sweep line approach [9] of common segments discovery easily leads to excessive segmentation and wrong cases, Fig. 9(b) . S 1 S 2 should be joined up. In this paper, a segmentation method based on complementary lines is proposed. This new method is similar to the sweep line approach. However, it is more applicable to trajectory data. Fig. 9(d) shows that it is more accurate and refined than the sweep line approach.
The proposed segmentation method has the following steps, as shown in Fig. 10 . 
Then, the least squares straight line fitting is used to calculate the parameters of the representative line, Eq.(6).
where (x i , y i ) is the endpoint of L i in LG. The red line L 1 in Fig. 10(b) is the representative line.
3) Line projection. For each line L i in LG, calculate the projection points of the endpoints on the representative line. ∀p(x 0 , y 0 ), the projection point on Ax+By+C= 0 can be calculated by Eq.(7).
The projection points of initial line L are the boundaries of the whole projection points, e.g. the projection points p 1 p 2 in Fig. 10(b) . If the projection points of L i fall outside the boundaries, L i is a complementary line, e.g. L 3 in Fig. 10(b Fig. 10(c) . Continue processing until all distances between two consecutive points are greater than δ d . When this has been completed, the common segments S i have been generated, Fig. 10 
IV. FREQUENT ROUTE PATTERN MINING
To avoid the problems in Section II.B, a frequent route pattern mining algorithm is proposed based on the spatial-temporal adjacency relationship (STAR). STAR learns from the constraint mechanism of GSP and expands the projected database of PrefixSpan. It takes into consideration the bidirectional nature of the trajectory. Based on the 1-frequent itemsets and STSs, which generated by trajectory abstraction, it extracts frequent route patterns from STSs efficiently and quickly. if there is a pattern P i in RPs, which P i =P and P i contains P or P − then 13:
remove P from RPs; generates the bidirectional projection of the original STS when the segments of 1-frequent itemsets are processed for the first time. In the process of iteration, STAR generates the unidirectional projection. STAR makes up for the shortcomings of traditional oneway projection and effectively avoids the influence of data uncertainty. If there are two consecutive segments S i S j , even though S i and S j are not consecutive in other routes, STAR still can identify the sequence S i S j . This mechanism effectively improves the length of patterns found.
Given two route STSs, D ={R 1 =S 1 S 4 S 2 S 3 , R 2 =S 3 S 5 S 2 S 1 }. If min_sup=2, the 1-frequent itemsets is {S 1 , S 2 , S 3 }. The patterns generated by the traditional algorithms are independent and discontinuous: RPs={S 1 , S 2 , S 3 }. However, when STAR is used, RPs={S 1 S 2 S 3 }. The solution procedure for S 1 is shown in TABLE 1.
S 1 is the prefix item. Because S 1 belongs to 1-frequent itemsets, STAR calculates the bidirectional projection of S 1 on STSs the first time: D ||S1 ={S 4 S 2 S 3 ,S 2 S 5 S 3 }. Then AR S1 = {S 2 , S 4 } and IS S1 = {S 2 }. Since S 2 is repeated twice in D ||S1 , S 1 S 2 is a frequent route. When the procedure is repeated for S 2 , S 2 S 3 is identified as a frequent route. Therefore, S 1 S 2 S 3 is generated by STAR. 
V. PERFORMANCE EVALUATION
Several numerical experiments have been conducted to demonstrate the efficiency and accuracy of the proposed methods.
A. DATA PREPARATION
Personal trajectory data was collected from the GeoLife project in Microsoft Research Area [27] - [29] . 15 participants' data were selected from GeoLife. Data collection was concentrated in Beijing and lasted for the time periods specified in Table 2 .
The data of these 15 participants accounts for 42.3% of the GeoLife data. Compared with other scattered data, the selected data is highly suitable for frequent route pattern mining.
B. PREPROCESSING
Because of the device used and environmental factors, such as poor positioning signals in urban canyons, many outliers in the trajectory data need to be cleaned. Normally, outliers that deviate from continuous trajectory sequences have unreasonable velocity. For each participant's data, a random sample of the trajectory data was used to determine the speed threshold by the Pauta criterion δ v = µ + 3σ . Fig. 11 shows that there were outliers in the data collected from most of the participants. Overall, about 4% of the original points were removed. Analysis has revealed that most outliers were collected inside buildings, where the signal is lost. 
C. TRAJECTORY ABSTRACTION EXPERIMENT 1) TRAJECTORY PARTITION
To identify consecutive routes and stop points from personal trajectory data, based on our previous work [24] , the following values were set: δ d = 60m, δ t = 500s. Fig. 12 is the result of partitioning. Compared to the number of raw trajectories, the number of routes increased at different rates for each participant. The average increase was 29.5%, which indicates that many trajectory points are spatially discrete and temporally discontinuous in raw trajectories. This also confirms the necessity of trajectory partition.
2) DATA SIMPLIFICATION
The improved DP algorithm is compared with three classical algorithms: DP, Partitioning Around Medoid (PAM) [30] and Minimum Description Length (MDL) [26] . In TABLE 3, n is the number of points, t is iterative times and k is the number of medoids. According to the positioning accuracy of GPS, δ d = 25m was used for improved DP and DP. For each route, the parameter K in PAM was set based on the number of simplified points, which resulted from improved DP. TABLE 3 gives the time consumption of four algorithms for participant #3. PAM clearly has the highest computational complexity when n is very large. Therefore, the other three algorithms were chosen for further experimentation.
Compared with the other algorithms, MDL has the advantage of fast time processing (Fig. 13(a) ). However, the number of simplified points is far greater than that of the other two algorithms (Fig. 13(b) ). Further analysis showed that the average simplification ratio of MDL is 39.7% while this figure was around 3% for the other two algorithms. This indicates that the amount of data was greatly reduced. This is because the MDL algorithm obtains the local optimal solution, and the DP algorithm seeks the global optimal solution. Because of the influence of data uncertainty, the capacity of MDL is low.
The divide-and-conquer strategy of improved DP is shown to be superior to the original DP algorithm. This new algorithm results in lower time consumption and faster processing. On average, the calculation speed of improved DP is 10.11% higher than that of DP, while the number of simplified points is 13.89% lower than DP.
3) COMMON SEGMENT DISCOVERY
LTS generated by simplification requires construction of a multi-level grid index. However, different cell sizes and levels of grid index have an impact on retrieval efficiency. To select the appropriate cell size and grid level, the LTS data of participant #3 were chosen as the experimental data, containing 20292 lines. The average line length is 285.23m.
To facilitate the calculation of the index, a rectangular area 54km×45km was selected in which the trajectory data were concentrated. Then, a square grid was used to create the index, as shown in Fig. 14. For the multi-level grid index, 5×5 cells were merged into one superior grid cell.
From the two graphs, the retrieval time for 1 level was significantly higher than that for multi-level. This is because the formation of a multi-level grid index is similar to Pyramid; it can significantly improve the retrieval efficiency.
As the cell sizes decreased, the retrieval time for 2 levels gradually increased. This indicates that the retrieval efficiency decreases. However, as the number of levels reached 3, the retrieval efficiency became continually higher. The reason is that as the number of cells increased, the advantage of multi-level grid indexing became more obvious. When the number of cells was small, the retrieval time of 3 levels took more than 2 levels. However, as the number of cells increased, the retrieval time of 3 levels decreased gradually and tended to be stable, and there is an upward trend. This indicates that as the number of cells increases, the retrieval efficiency increases as well.
Considering the influence of trajectory data and grid size, a 3 levels grid index was established for the LTS data of all participants. The grid size at level 1 is 60m×60m.Then,
The LTS data of participant #3 was selected to evaluate the accuracy and efficiency of the common segment discovery algorithm IGS. It is compared with two algorithms, proposed by Lee et al. [26] and Lv et al. [9] from the following four aspects in Fig. 15 . Fig. 15 (a) shows that as δ d increased, the number of common segments gradually decreased. That means the larger the distance threshold, the less the number of line groups. Compared with the other two algorithms, IGS generated the lowest number of line groups. The reason is that the consecutive lines connecting was used to connect lines. When δ d >120m, the number of common segments approached a plateau in IGS. That is because of the multi-level grid index and buffer cells; for a line L, the lines that are far away from L are not retrieved in the index phase. Additionally, Lee's algorithm adopted DBSCAN to group lines. This approach clusters all adjacent lines, even intersecting or vertical lines, resulting in a lower number of segments than Lv. In Fig. 15 (b) , complementary line and consecutive lines connecting can effectively improve the average segment length in IGS. The average length of IGS was observably the longest. The average lengths that resulted from the other two algorithms were equal to the average length of lines in LTS. Fig. 15 (c) shows the average Hausdorff distance from STS to LTS. The Hausdorff distance reflects the extent of deviation from STS to LTS. As this value decreases, the similarity between STS and LTS increases. With the increase of δ d , the Hausdorff distances of the three algorithms increased. However, the distance of IGS falls in [60,120] because of the grid index.
In Fig. 15 (d) , the elapsed time of Lee's algorithm is significantly higher than others because DBSCAN requires a high computation time to calculate neighbors. As δ d increases, the time consumed by Lv's algorithm is reduced because the higher distance produces fewer groups, accelerating the computation speed. IGS has the lowest elapsed time benefit from the establishment of a multi-level grid index. This reduces the retrieval time. For the same reason, when δ d >60m, the elapsed time of IGS is stable.
For the LTS data of all participants, the values δ d = 100m and δ θ = π/12 were used to discover the common segments by IGS. It was found that the number of common segments and the number of original trajectory points had a positive correlation. Additionally, there was little difference between the average segment lengths of the different participants. Assuming the minimum support min_sup is 5% of the original trajectories, the number of 1-frequent itemsets accounts for approximately 32.1% of the common segments.
D. FREQUENT ROUTE PATTERN MINING EXPERIMENT
STS and 1-frequent itemsets generated by trajectory abstraction comprise the data basis for frequent route pattern mining. To test the performance of STAR, appropriate parameters should be selected. According to the research of Lv et al. [9] , the following values were chosen: δ d = 150m and min_sup=5%. The STS data of participant #3 was selected used to determine the appropriate parameter δ t (Fig. 16) .
Definition 16 (Longest Pattern Proportion (LPP)):
given the routes' STSs and route patterns extracted from them, the LPP of STS is the ratio between the length of the longest pattern contained by STS and the length of STS. The average LPP (ALPP) reflects the relative length of route pattern to STS. ALPP is taken as an evaluation metric in this paper.
With the increase of δ t , the number of patterns ( Fig. 16(a) ), the average pattern length (Fig. 16(c) ) and the ALPP (Fig. 16(d) ) all increase. This is because when the distance is certain, for a common segment S, the number of segments AR S that have a spatial-temporal adjacency relationship with S increased as δ t increased. As a result, the number of frequent routes formed by S and its suffix segments increases. When δ t >150s, AR S did not increase further because of the restriction of δ d . The three curves tend to be stable. As Fig. 16(b) shows, the elapsed time of STAR increases with the increase of δ t . This is because, δ t has priority over δ d in the process of resolving AR S . The minimum distance is calculated only if the condition of time is satisfied. That means that STAR needs to calculate the minimum distance between more segments as δ t increases. However, when δ t >150s, the slope of the curve is reduced, which shows that the computation time of AR S is small. Therefore, for the purposes of this experiment, δ t = 150s.
In Fig. 17 , the two compared algorithms are from Lv et al. [9] and Chen et al. [8] . The parameter settings were consistent with STAR. Fig. 17(a) reflects the relation between the elapsed time and the number of common segments. Overall, there is a positive correlation between them. Compared with the other two algorithms, the elapsed time of STAR had little difference and a slight advantage. The main reason is that 1-frequent itemsets were produced by trajectory abstraction rather than calculated by sifting of all of the STS data. However, the construction of the suffix segments is based on the spatialtemporal adjacency relationship. This mechanism effectively improves the length of the frequent route patterns and results in more projection and iteration times. Therefore, the efficiency of the three algorithms is similar.
In Fig. 17(b) , the ALPP of STAR was the highest. In fact, the ALPP value was 1.83 times than that of Lv and 2.43 times than that of Chen. The direct reason is the unidirectional projection and the choice of suffix segment. By contrast, STAR used bidirectional projection for the segments in 1-frequent itemsets. When AR S was generated, the number of S i in AR S was not directly counted. However, the interaction set IS S between 1-frequent itemsets and AR S was calculated, and the number of S i in IS S was counted from the projected database. Therefore, STAR can find longer frequent routes.
VI. CONCLUSIONS AND FUTURE WORK
Mining frequent route patterns from personal trajectory data is very meaningful for understanding the personal behavior patterns. The priority of route pattern mining is the trajectory abstraction. In this paper, a step-by-step trajectory abstraction algorithm based on the personal activity characteristics is adopted, and extensive experiments were performed to verify the performance of the algorithm. The results demonstrate that the proposed abstraction algorithm has a higher processing efficiency while maintaining the features of personal activities. Meanwhile, the frequent route pattern mining algorithm STAR is proposed. It uses the common segment temporal sequence STSs and 1-frequent itemsets which identified by trajectory abstraction, and the bidirectional nature of the trajectory. Experiments have shown that it can find longer and more complete route patterns with the same efficiency level.
However, the proposed approach requires some prior parameters. Furthermore, analyzing the semantic information and identifying personal habits for these frequent route patterns constitute the foundational work for personalized location services. These topics will be the focus of our future studies.
