1. Introduction Because of many important sequencing projects, biologists now h a ve large sets of DNA sequences from many di erent organisms. They need quantitative tools and automatic methods to help them in analyzing sequences. Statistics, computer science and graphical representations have already provided a lot of useful ways to analyze sequences.
A simple representation of a sequence is a nite series X 1 X 2 X n of letters taken from the alphabet A = fA C G Tg, with the four letters corresponding to the four bases adenine, cytosine, guanine and thymine. Quite a number of sub-sequences, or words, have a k n o wn biological function. Each single occurrence may i n teract with proteins during biological processes as replication, translation, repairing. Moreover, the statistical repetition of a g i v en wo r d o r o f a g r o u p o f w ords, may be related to a biological code (Trifonov, 1989) . Therefore, the question of identifying words W with an unexpected frequency with respect to a given model is of interest. Here we study the asymptotic distribution of N(W), the number of occurrences of a given word W in a sequence. These occurrences can overlap if W has a periodic composition. In this paper, we model the sequence X 1 X 2 X n with an homogeneous Markov c hain of order m on the state space A. This simple model is useful to identify exceptional long words, given (m + 1 ) -w ords frequencies. Prum et al. (1995) and Schbath et al. (1995) study the normal approximation of N(W) corresponding to the asymptotic frame where the expectation of N(W) c o n verges to in nity with n. If the expectation of N(W) i s bounded when n increases, we t h e n s a y that W is rare, and Poisson approximations are more reasonable. We s h o w here that the number of overlapping occurrences of a rare word can be approximated by a compound Poisson variable, which reduces to a Poisson variable if the word W cannot overlap itself. As we d o n o t w ant the model to depend on n, w e consider a series of words W n , with length h n converging slowly to in nity at a rate greater or equal to log n, s o t h a t EN(W n ) is bounded. In the literature, the case of i.i.d. variables X i has been widely considered. The convergence of N(W) for rare words to a Poisson variable is then proved either with generating functions or by using the Chen-Stein method Papastavridis (1988a, 1988b) , Godbole (1991) , Hirano and Aki (1993) , Godbole and Scha ner (1993) , Fu (1993) ). When the sequence (X i ) i=1 n is a rst order Markov c hain on f0 1g and W is a run of ones, some of these authors show the convergence of N(W) t o a P oisson or compound Poisson variable when h n ! +1. Others show the convergence when the transition probabilities (1 1) and (0 1) converge to zero. Geske et al. (1995) considered the case of a rst order Markov c hain with states in a general alphabet. They proved the compound Poisson convergence for rare words with a single principal period. More re nements are required in the general case when a word overlaps in more ways than those associated with one principal period.
In this paper, we consider this general case, using combinatory results to get the whole set of overlapped compound words based on W. W e suppose that the Markov c hain is of order one and stationary. We do not loose generality, because we m a y write an m-order chain on A as a rst-order chain on A m . If W can appear in clumps, the probability of a second occurrence after a rst occurrence is di erent from that of an isolated one, so that the number of occurrences is well approximated by a compound Poisson variable, while the number of clumps is approximated by a P oisson variable. This result is easily shown using the Chen-Stein method (Chen (1975 ), Arratia et al. (1989 ), Barbour et al. (1992b ). The method used here is very similar to the method in Karlin and Ost (1987), Arratia et al. (1990) , Godbole and Scha ner (1993 where (W) = EY i . I f r and h a r e b o t h o ( n) a n d h= log n is greater than some xed number C, then n (W) =O (1) (W) where e N (k) (W) is the number of k-clumps. We s a y t h a t a k-clump occurs at position i if there exists a concatenated word C composed of exactly k overlapping occurrences of W, and if there is an occurrence of C at position i which does not overlap any other occurrence of W in the sequence. We d e n o t e b y e Y (k) i the variable that is one if a k-clump occurs in i, and is zero otherwise. For example, for the word W =AACAA, the sequence TGAACAAACAACAATAGAACAAAA has a 3-clump at i = 3 and an isolated occurrence, or 1-clump, at i = 1 8 . W e use the process version of the We s h o w that they are necessarily written as Y i Y i;p where p is a period of W. W e then use the same ideas to describe the set of concatenated words C composed of exactly k overlapping occurrences of W. C o n versely, e v ery possible overlap corresponds to a period of the word.
We study now the set of periods of a given word. The question of nding the whole set of periods of a word W is usually solved in a recursive w ay (Guibas and Odlyzko, 1981) . Suppose the minimal period p 0 is known and yz = W (p 0 ) then, the following theorem speci es how the other possible periods are obtained from the periods of the shorter word yzy. Theorem 6. If p 0 is the minimal period of a word W, and (yz) r y its canonical decomposition, the set P(W) of the periods of W is P(W) = fjp 0 1 j rg f (r ; 1)p 0 +2 P (yzy)g:
The only di cult point is to prove (Section 3) that any period is either a multiple of the minimal period or corresponds to a second word W starting only in the last part yzy of the word. Remark 7. Moreover, it will be shown in Section 3 that, if yzis the minimal root of W, then the periods of yzyare greater than the length of y, denoted jyj.
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Example (cont.) p 0 = 5 , r = 2, periods 9 and 11 correspond to the periods 4 a n d 6 o f AAACAAA= yzy. When two occurrences of W overlap in the sequence, Figure 1 shows that the second occurrence is preceded by a r o o t o f W. Thus 
A straightforward manipulation of formula (4) leads to the following expression which s h o ws the geometric structure of e k (Schbath, 1995) 
We can also easily prove that
this result has to be interpreted carefully taking care that N(W) de ned by
3. Combinatory p r oofs
All the proofs below are based on the property that the minimal root yz cannot be simultaneously written as xx 0 and x 0 x. This property f o l l o ws from the Theorem of Lothaire (1983) .
Theorem 9 (Lothaire (1983) ). Two nonempty words x and x 0 commute if and only if they are p owers of the same word.
The next proposition is a simple application of this theorem.
Proposition 10. If yz is the minimal root of W, then the periods of yzy are g r eater than jyj. Proof. If yzy has a period less or equal to jyj, the minimal root yz has a non trivial decomposition as yz = xx 0 = x 0 x (in Figure 2 , the word x is in black). Using Theorem 9, we get the result that yz is a power of another word, and therefore yz is not the minimal root of W. with a shift of`positions. Obviously, i f > (r;1)p 0 then q =`;(r;1)p 0 is a period of yzy, and`is in P(W). If< (r ; 1)p 0 , w e s h o w that`i s a m ultiple of p 0 . I f i t i s n o t , w e consider separately the two cases corresponding to a second occurrence of W starting in a word y (Figure 3.a) , or in a word z (Figure 3.b) . In the two cases, the minimal root yz can be decomposed as yz = xx 0 = x 0 x where the words x, i n b l a c k in the gure, and x 0 are not empty. By Theorem 9, this is a contradiction. Such a n o verlap is not possible. Proof. By Theorem 6, we classify the principal periods into three classes: the minimal period p 0 (class I), the periods of the form (r ; 1)p 0 + q such that jyj < q < jyzj (class II), and the periods of the form (r ; 1)p 0 + q such that jyzj < q < jyzyj ( p j q j 2 P 0 (W), j = 1 k ; 1. Since C and C 0 are di erent, there exists at least one pair (p j q j ) s u c h that p j 6 = q j w e d e n o t e j the rst index such that p j is not equal to q j . I f C and C 0 both occur at position i in the sequence, the two di erent principal roots W (p j ) and W (q j ) occur also at the same position. Moreover the two composed words W (p j ) W (p k;1 ) W and W (q j ) W (q k;1 ) W appear at the same position. Some tedious manipulation, using the three classes of principal roots, as in the proof of Proposition 11, yields to a decomposition of the minimal root yz in all the cases, which is impossible by Theorem 9.
class III). To p r o ve the proposition, we h a ve t o consider the ve cases corresponding to (p s) in classes (I-II), (I-III), (II-II), (II-III) and (III-III). We only study the two cases (I-III) and (III-III

Compound Poisson approximation
We noticed in Section 1 that to approximate the count N(W), we n e e d t o study the occurrences of all k-clumps of this word in the sequence. Therefore, let us suppose that the in nite sequence fX i g i=+1 i=;1 is observed we de ne only di er in two cases: a clump of W starts before position n ; h + 2 a n d stops beyond position n in the in nite sequence fX i g i=+1 i=;1 such a clump, if it exists, is unique. Consequently, all the occurrences of W contained in this clump are taken into account i n N(W), but only those we can observe in the nite sequence X 1 X n are counted in N(W). In this case, there is necessarily an occurrence of W at one of the positions n;2h+3 : : : n ;h+1.
The second case is when a clump starts before position 1 and stops beyond position h ; 1 in the in nite sequence. Here, no occurrence of W contained in this clump is counted in N(W), but those observed in X 1 X 2 X n are taken into account i n N(W). Necessarily, W occurs at one of the (h ; 1) rst positions of the nite sequence. Therefore, we h a ve
Moreover, these bias complement e a c h other as shown by (6) i + ( k + 1 ) h + r < j ; h j + ( + 1 ) h + r < i ; h: Therefore, the neighborhood B i k of (i k) is the set of indices (j `) t h a t a r e neighbors on (i k):
;(`+ 2 ) h ; r j ; i (k + 2 ) h + rg \ I :
A bound for the term b 1 . By de nition, the rst term b 1 is written A k;1 for a certain jAj < 1, as in Geske et al. (1995) . In the second case, the upper bound can diverge because card(C k ) = card(P 0 (W)) k;1 w e can only conclude if card(P 0 (W)) = 1 which is exactly the framework of Geske et al. (1995) .
We h a ve t o t a k e i n to account that other products e because the`-clump at position j cannot overlap the k-clump at position i, and to identify some of them in order to prove that b 2 tends to zero.
To describe these products, we need to know more about the compound word C that appears at i therefore, we write
where U is the set of h-words that do not end by a principal root of W U = fu 1 u h j 8 p 2 P 0 (W) u h;p+1 u h 6 = w 1 w p g (10) and V is the set of h-words that do not start by the p last letters of W, p in P 0 (W) V = fv 1 v h j 8 p 2 P 0 (W) v 1 v p 6 = w h;p+1 w h g: Finally, gathering (5), (6) and (9) 
Finally, w e s h o w that
is the probability that the sequence presents, at position i, a clump composed of at least k occurrences of W. Therefore
Consequently, w e get b 21 4 (w 1 ) (n ; h + 1 ) h 2 (W):
A bound for the term b 3 . W e p r o ve in the Appendix, there exists some constant 0 < < 1 depending on the Markov c hain such that b 3 O(n 2 r ) :
Since r > 2 l o g n= log ;1 , b 3 converges to zero. The power r of proceed from the choice of the neighborhood we made before. Using (7), (8), (12), (13) and (14), we t h us proved the following result on the compound Poisson approximation of L(N(W)). 
where C P ( n ) represents the compound Poisson distribution de ned i n T h eorem 13, associated with the word W n .
An alternative method could be Stein's method for compound Poisson approximation (Barbour et al. (1992a) , Roos (1994) ) it would be interesting to see if this direct method could potentially improve our results. For simple words, it gives the same bound on the total variation but a di erent compound Poisson distribution. This compound Poisson distribution has a nite number of components that are not related to the k-clumps. From Doukhan (1994, p3) , we h a ve d TV (P P (G Y ) P H ) = (G Y H) and d TV (P (G Y ) P G P Y ) = (G Y) where the coe cients are themixing coe cients associated with the sequence (X i ), and G Yis the tensor product of the -algebras G and Y. Since G Y (X 1 : : : X i+h;1 ) and the -mixing coe cients are less than the '-mixing coe cients (Doukhan, 1994, p4) , we use the following result (Doukhan, 1994, p88) : there exist constants C and 0 < < 1 only depending on the Markov c hain (X i ), such that '(G Y H) C r and '(G Y) C r :
Finally, w e obtain b 3 O(n r ) and b 3 converges to zero provided r > log n= log ;1 . for some 0 < < 1. Thus, we h a ve e b 3 O(n r ) and e b 3 converges to zero provided r > log n= log ;1 . for some 0 < < 1. Obviously k n, s o w e h a ve b 3 O(n 2 r ) and b 3 converges to zero provided r > 2 l o g n= log ;1 .
