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Quantum phase transition occurs at a quantum critical value of a control parameter such as the
magnetic field in the Ising model in a transverse magnetic field (ITF). Recently, it is shown that
ramping across the quantum critical point generates non-analytic behaviors in the time evolution
of a closed quantum system in the thermodynamic limit at zero temperature. The mentioned
phenomenon is called the dynamical quantum phase transition (DQPT). Here, we consider the one-
dimensional (1D) ITF model with added the Dzyaloshinskii-Moriya interaction (DMI). Using the
fermionization technique, the Hamiltonian is exactly diagonalized. Although the DM interaction
induces chiral phase in the ground state phase diagram of the model, the study of the rate function
of the return probability has proven that the DMI does not affect in the DQPT. We conclude
accordingly that the ramping across the quantum critical point is not a necessary and sufficient
condition for DQPT.
PACS numbers: 03.67.Bg; 03.67.Hk; 75.10.Pq
Introduction- In quantum many body systems,
recognition of dynamical effects created by different inter-
actions between particles is very exciting. In recent years,
people have focused on some low-dimensional quantum
magnets where include a variety of interactions. The
creation of many techniques for building different optical
lattices has helped to know new Hamiltonians which have
caused the expansion of research in the field of quantum
magnets. One-dimensional spin-1/2 systems are a practi-
cal category for studying specially Ising model in a trans-
verse field (ITF) [1,2] and XXZ model [3–5] because, de-
spite their simple and exactly solvable Hamiltonian, low
energy behavior of many systems can be realized through
them. Such interactions that break the rotation symme-
try, reduce the quantum fluctuations and can tend to
induce ground state magnetic phases.
The antisymmetric spin exchange interaction, known
as Dzyaloshinskii-Moriya interaction (DMI) is responsi-
ble for the presence of weak ferromagnetism in a vari-
ety of antiferromagnetic models. The competition be-
tween the Heisenberg exchange interaction and the DMI
leads to the formation of exotic structures such as chiral
domain walls [6,7], helices [8,9], and skyrmions [10–12]
that have attracted the interest of both theorists and
experimentalists in condensed matter physics [13–18].
Dzyaloshinskii [19] has shown that in crystal with the
lack of structural inversion symmetry, the usual isotropic
exchange interaction (J
−→
S i.
−→
S j) is not only magnetic in-
teraction but also antisymmetric exchange interaction
(
−→
D
−→
.S i×
−→
S j) . Later, Moriya has shown that inclusion of
spin orbit coupling on magnetic ions in the 1st and 2nd
order leads to antisymmetric and anisotropic exchange,
respectively [20].
The DMI is important for stabilizing non-collinear
magnetic structures in ferromagnets [22,23]. Histori-
cally, first, they have been considered in the context
of ZnCu3(OH)6Cl3 [24] to explain the enhancement of
the spin susceptibility at low temperatures. Theoreti-
cally, the study of induced effects of the DMI on the
ground state and the finite temperature behavior of the
low-dimensional magnets has attracted much interest in
recent years [13,25–35].
It is more than one decade that we have seen a tremen-
dous interest in the physics for considering and un-
derstanding of the non-equilibrium dynamics in quan-
tum many-body systems. This issue has been devel-
oped remarkably after some experimental progress in
cold atom systems as a fundamental concept known as
quantum quench [36–38]. In sudden quantum quench,
the system is initially prepared typically in an equilib-
rium ground state |Ψi〉 of an initial Hamiltonian Hi. At
time t = 0, suddenly we switch a parameter control of the
system from its initial value to final value so that the final
Hamiltonian will be Hf . After that, the system evolves
with passing time [39–41]. The Loschmidt echo (LE) is
a good candidate for studying the non-equilibrium time
evolution of quantum systems after doing quench [42,43]
and defines as
G(t) = 〈Ψi| e
−iHf t |Ψi〉. (1)
The LE is a measure of the stability of the time-reversal
of a system. Therefore, it can be used to quantify the
decoherence effects in quantum systems [44,45]. Hence,
prior works usually were focused on investigating this
certain scenario. In 2013, Heyl et al [46] have discovered
the formal similarity of the canonical partition function
of an equilibrium system, Z(β) = tr
(
e−βH
)
, and the LE,
called dynamical quantum phase transition(DQPT ),
that denotes non-analytic behaviors of the system in crit-
ical points in the real time evolution. In the thermody-
namic limit, they derived a similarity between the free
energy density of system, f(z) = − lim
N→∞
1
N
log (Z(z)),
with z ∈ C in complex temperature plane and the rate
2function of the return probability which is given by
l(t) = f(it) + f(−it) = − lim
N→∞
1
N
log |G(t)|2 . (2)
The DQPTs can be recognized by analyzing the dynamics
of the rate function of the return probability where this
leads to a non-analytic temporal behavior when quenches
across the quantum critical points. Furthermore, DQPTs
occur in the critical times where the Fisher zeroes exist.
It should be noted that DQPTs have been observed and
verified in different experiments recently [23,47–50].
It has been shown that the mentioned approach works
exactly for Hamiltonians which will be diagonalized by
applying Bogoliobov transformations [46,51,52]. In this
work, we take a first contradictory step towards this di-
rection. In this way, we investigate DQPTs in the spin-
1/2 ITF model in presence of DMI. On the other hand,
we invoke that existence of the DMI does not have any
effects in DQPTs and the system behaves exactly the
same as a ITF model. It means, Heyl’s approach can not
reveal effect of DMI in this model while Hamiltonian is
diagonalized with the use of analytical spinless fermion
approach by applying Bogoliobov transformations.
The model and DQPT- We consider the well known
spin-1/2 Ising chain in a transverse magnetic field with
added transverse DMI, which is equivalent to a DM vec-
tor perpendicular to the Ising interaction axis. The
Hamiltonian of the model is written as
H = HDMI +HITF , (3)
where
HDMI =
∑
n
D · (Sn × Sn+1) ,
HITF = J
∑
n
SxnS
x
n+1 − h
∑
n
Szn. (4)
Sn denotes the spin-1/2 operator on the n-th site, h is
the transverse magnetic field and J > 0 denotes antifer-
romagnetic coupling constant. By considering uniform
DM vector as D = Dzˆ, and implementing the following
Jordan-Wigner transformations [53]
S+n = a
†
ne
ipi
∑n−1
m=1 a
†
mam ,
S−n = e
−ipi∑n−1m=1 a†maman,
Szn = a
†
nan −
1
2
, (5)
Hamiltonian takes the fermionic form as
H =
iD
2
∑
n
(
a†nan+1 − a
†
n+1an
)
+
J
4
∑
n
(
a†na
†
n+1 − anan+1 + a
†
nan+1 + a
†
n+1an
)
− h
∑
n
a†nan. (6)
By performing a Fourier transformation into the momen-
tum space as an =
1√
N
∑
k e
iknak, the Hamiltonian is
transformed into the momentum space as
H =
∑
k
[D sin(k) +
J
2
− h]a†kak
+
iJ
4
∑
k
sin(k)
(
a
†
−ka
†
k + a−kak
)
. (7)
Finally, using the Bogoliubov transformation [54]
ak = cos(θk)βk + i sin(θk)β
†
−k,
(8)
the diagonalized Hamiltonian is obtained as
H =
∑
k>0
[
εkβ
†
kβk + ε−kβ
†
−kβ−k
]
, (9)
where the energy spectrum is
εk = λ(k) +B(k),
A(k) =
J
2
cos(k)− h,
B(k) = −D sin(k),
C(k) =
J
2
sin(k), (10)
and tan(2θk) = −
C(k)
A(k) . λ(k) =
√
A2(k) + C2(k) corre-
sponds to the part of the energy spectrum of system that
belongs to ITF. From Eq. (10), it is clear that in presence
of the DMI, εk 6= ε−k.
In absence of DMI, the model transfers to ITF model
which has a quantum phase transition at hc =
J
2 so that
separates a ferromagnetic (FM) phase for h < J2 from a
paramagnetic (PM) phase for h > J2 . Presence of DMI by
breaking symmetry of Hamiltonian changes the critical
points and under given condition can induce chiral phase
in the system. The system is at its criticality when the
energy gap vanishes. Using the equation, dεk
dk
|k0= 0, the
energy gap wave vector k0 is obtained as
k0(D = 0) = 0,
k0(h = 0) =
pi
2
. (11)
We found that the gap of the spectrum vanishes at the
critical values
hc(D = 0) =
J
2
,
Dc(h = 0) =
J
2
. (12)
The ground state of the system corresponds to the con-
figuration where all the states with εk ≤ 0 are filled and
εk > 0 are empty. In this model it happens when system
3is in chiral phase. Fermi points are given as
±kF (D = 0) = arccos(
J
4h
+
h
J
),
k−F (h = 0) = arcsin(
J
2D
),
k+F (h = 0) = pi − arcsin(
J
2D
). (13)
In fact, the ground state corresponds to the configuration
when all states with |k| ≤ kF are filled. In the absence of
the DMI, it is obvious that one Fermi point exists at zero
momentum for the special value of the transverse field
h = J2 . When the transverse magnetic field is absent,
Fermi points can be found in the region D ≥ J2 . In the
presence of the transverse magnetic field and the DMI,
Fermi points are obtained as
k−F = arccos(
Jh
2D2
+
√
(1 −
J2
4D2
)(1 −
h2
D2
),
k+F = arccos(
Jh
2D2
−
√
(1−
J2
4D2
)(1−
h2
D2
) .
(14)
It should be noted that to emerge of these two Fermi
points both the conditions D ≥ h and D ≥ J2
must be satisfied. In order to probe the role of DMI
in dictating its influence in DQPTs of the system,
first, we prepare the system in the equilibrium ground
state |Ψi(Di, Ji, hi)〉 of an initial Hamiltonian Hi =
H(Di, Ji, hi). At t = 0, we suddenly change the con-
trol parameters as (Di, Ji, hi)→ (Df , Jf , hf) so that the
final Hamiltonian will be Hf = H(Df , Jf , hf ). Now, we
let the system evolves with time as
|Ψ(Df , Jf , hf )(t)〉 = e
−iHf t |Ψi(Di, Ji, hi)〉 (15)
Let |0〉βk and |0〉ηk denote the vacuum ground state of
the system before and after quench, respectively. Then,
the diagonalized Hamiltonians before and after quench
can be expressed as
Hi =
∑
k>0
[
εk(Di, Ji, hi)β
†
kβk + ε−k(Di, Ji, hi)β
†
−kβ−k
]
.
Hf =
∑
k>0
[
εk(Df , Jf , hf )η
†
kηk + ε−k(Df , Jf , hf )η
†
−kη−k
]
.
(16)
The |0〉βk is related to the |0〉ηk through [40,55]
|0〉βk = κ
−1e
−i ∑
k>0
tan(Φk)η
†
k
η
†
−k
|0〉ηk , (17)
that κ2 =
∏
k>0
(
1 + tan2(Φk)
)
and Φk = θk(Df , Jf , hf)−
θk(Di, Ji, hi) is the difference between the Bogoliubov
angles diagonalizing the pre-quench and post-quench the
Hamiltonian. It should be noticed that existence of the
DMI does not affect in the Bogoliubov angles. However,
it changes the energy spectrum of the system. It is then
straightforward to show that the LE is given by
G (t) =
∏
k>0
[cos2(Φk)
+ sin2(Φk)e
−it[εk(Df ,Jf ,hf )+ε−k(Df ,Jf ,hf )]]. (18)
Hence, it takes
G(t) =
∏
k>0
(
cos2(Φk) + sin
2(Φk)e
−2itλk(Jf ,hf )
)
, (19)
and the rate function of the return probability as
l(t) = −
2
N
∑
k>0
log
∣∣∣cos2(Φk) + sin2(Φk)e−2itλk(Jf ,hf )
∣∣∣ .
(20)
All of them are the same as the ITF model where the
periodically critical times are t∗n =
pi
λk∗ (Jf ,hf )
(n + 12 ),
n = 0, 1, 2, ..., which k∗ is determinated by cos(k∗) =
JiJf+4hihf
2(Jihf+Jfhi)
[46,52,56].
Summary- The rate function of the return probabil-
ity as a good candidate for considering DQPT in quan-
tum systems has attracted the attention of the condensed
matter physicists because of its ability to detect quantum
critical points without a priori knowledge of the order pa-
rameter of the system, which is the usual way of probing
a quantum phase transition. On the other hand, in con-
trast, some results have showed that existence or non-
existence of the Fisher zeroes is not good criterion for
recognizaton of DQPTs in a system. For example, using
a numerical density matrix renormalization group algo-
rithm, it is showed [57] that in some models, although
the quench leads across a quantum phase transition but
there are no Fisher zeroes. In another work, it is showed
[58] that without crossing equilibrium critical lines, the
Fisher zeroes exist.
Here, we considered the 1D spin-1/2 ITF model with
added the Dzyaloshinskii-Moriya interaction. Using the
fermionization technique, the Hamiltonian is exactly di-
agonalized. The DM interaction induces chiral phase in
the ground state phase diagram of the model. Our con-
sequences clearly show that the DMI while its presence
changes the energy spectrum of system but it can not
have any effects in DQPT of the system and therefore,
behavior of DQPT of the system remains as a ITF model.
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