Abstract. Conventional steganalysis aims to separate cover objects from stego objects, working on each object individually. In this paper we investigate some methods for pooling steganalysis evidence, so as to obtain more reliable detection of steganography in large sets of objects, and the dual problem of hiding information securely when spreading across a batch of covers. The results are rather surprising: in many situations, a steganographer should not spread the embedding across all covers, and the secure capacity increases only as the square root of the number of objects. We validate the theoretical results, which are rather general, by testing a particular type of image steganography. The experiments involve tens of millions of repeated steganalytic attacks and show that pooled steganalysis can give very reliable detection of even tiny proportionate payloads.
Introduction
The classic definition of steganography involves an actor (Steganographer) aiming to communicate with a passive conspirator over an insecure channel, and an eavesdropper (or Warden) monitoring the channel. The Steganographer hides his communication inside some other medium by taking a seemingly-innocent cover object and making changes, hopefully imperceptible to the Warden, which convey the secret information to the recipient. The Warden's aim is not to decode the hidden information but merely to deduce its presence. This is steganalysis: the creation of hypothesis tests which can distinguish cover objects from so-called stego objects in which a payload has been embedded. Such language assumes that each cover object is treated in isolation by both the embedder and the eavesdropper, and in the literature the focus is almost exclusively on single cover objects (usually individual digital images, but also sometimes audio files, movies, or more unusual digital objects). In this paper we begin to ask about large groups of cover objects, and how the methods for both embedding into, and steganalysis of, individual pieces can be applied to the groups as a whole.
There are two good reasons for doing so. First, we contend that practical applications of steganalysis inevitably will involve multiple objects: the Warden will surely have intercepted more than one communication from the Steganographer, and the Steganographer will surely have access to more than one cover. Second, even given state-of-the-art steganalysis and weak steganography, very high reliability steganalysis (in which false positive rates are as low as, say, 266 A.D. Ker 
10
−5 ) is simply not possible with the small amount of evidence obtained from a single cover (except for deeply flawed steganography which leaves a particular signature, or perhaps enormous objects such as entire digital movies).
In this paper we assume that an imperfect method of statistical steganalysis already exists for individual cover objects, and investigate how the set of detection statistics computed over a group can be combined by the Warden into an overall detector for steganography for the whole group. This gives information on the opposite problem, where the Steganographer has to decide how best to spread secret information amongst a batch of covers. The answers to this latter question, at least for some of the pooled detectors suggested here, are rather surprising. There seems to be little literature on this problem: Trivedi [1] has used sequential hypothesis tests to repeat steganalysis, but only in the context of locating a hidden message embedded sequentially within a single image.
In Sect. 2 we formulate more precisely the competing aims of batch steganography and pooled steganalysis. In this work, which only scratches the surface of what appears to be a complex topic, we allow certain assumptions (which are not implausible) about the steganalysis methods for individual objects which we aim to combine; they are discussed in Sect. 2. In Sect. 3 we suggest three possible pooling strategies for the Warden, analysing them for performance and deriving the Steganographer's best tactic to avoid detection. In Sect. 4 we move away from the abstract nature of the first part of the paper, and focus on Least Significant Bit Replacement in digital images, a well-studied problem; for this embedding method, and a popular detection algorithm, we perform millions of simulations to benchmark the strategies of Sect. 3, confirming the theoretical results. Briefly, we return to our assumptions about steganalysis response -there is a sting in the tail here. Finally, Section 5 suggests avenues for further work.
Problem Formulation
The scenario we have in mind, which motivates this paper, is the following. Suppose that a criminal wishes to hide information on his computer, deniably, using steganography. He already has a large number of innocent cover pictures on his hard disk. To be quite sure of hiding his secret information well, he might split it into many small pieces and hide a little in each of a selection of the pictures, believing that this is more secure than the alternative of filling a smaller number of images to maximum capacity.
When the authorities impound his computer, they are faced with a dilemma: how do they know which pictures to examine? Even possessing state-of-the-art steganalysis, they still observe fairly large false positive rates, and so if they test every picture on his computer they will inevitably turn up a lot of positive diagnoses -even if he is not a steganographer at all. They must run their statistical detector on every picture individually, and then find some way to combine the detection statistics into an overall "pooled" steganalysis for the presence of data, possibly spread across all the images. 
The Shift Hypothesis and Other Assumptions
In this work we will assume that the Warden already possesses a quantitative detector for whatever type of steganography the Steganographer is using, an estimator for the length of hidden message in an individual stego object as a proportion of the maximum. We will call this the component detector. We assume that it suffers from random errors due to properties of the cover objects, or the hidden messages. The Warden aims to detect steganography in a set of objects by combining the component statistics -the values of the component detector on each object in the set.
We write ψ p for the density function of the component estimator, when proportion p of the maximum is embedded in a cover object; we expect that it is unbiased i.e. xψ p (x) dx ≈ p if the detector is any good. In this analysis we go further, assuming what we call the shift hypothesis. This is that
i.e. the distribution of the detector response only depends on p in the form of a shift, so that the (additive) estimation error is independent of the true value. Our primary reason is to reduce the analyses of pooled steganalysis to tractable problems. Since in this case all ψ p are determined by p and ψ 0 we write ψ for ψ 0 , and Ψ for the corresponding cumulative distribution function.
Before we continue, we ask whether the shift hypothesis is plausible. In Fig. 1 we display histograms for two particular quantitative steganalysis methods for the detection of LSB Replacement in digital images (the Sample Pairs (SPA) detector of [2] and the detector now known as WS from [3] ). These histograms are the observed detector response for a set of 3000 images, with the experiments repeated at 10 embedding rates. We see that the shift hypothesis holds approximately for the SPA detector, for embedding rates of less than 0.8, but there is both a shape change and a negative bias for higher rates 1 . For the WS detector, the shift hypothesis seems less apt, but for medium values of p there is still evidence of a constant distributional shape. We view these histograms as evidence that we should be able to develop detectors which are not far away from satisfying the shift hypothesis.
Finally, although we try to keep the first part of this paper abstract, we may need some assumptions about the functional form of ψ itself. We will certainly want that ψ is symmetric about 0. In a detailed analysis of the response of detectors for LSB Replacement in images [4] , we found that the Student t-family provides a good model, up to a scaling constant. The density function is
where λ > 0 is the scale factor and ν > 0 the degrees of freedom parameter. An advantage of this family is that it can model a wide range of unimodal symmetric distributions, including the cases of finite and infinite variance, and it seems to have uses in all types of steganalysis. When ν = 1 it is the Cauchy distribution, when ν ≤ 2 it has infinite variance, but as ν → ∞ it tends to the Gaussian. When we need to make assumptions about the shape of ψ, therefore, we will suppose that it is a t-density. We have found that quantitative LSB detectors are often well-modelled by t-distributions with approximately 2 degrees of freedom (numbers both above and below 2 are observed, depending on the type of detector and also the type of cover, indicating that finite variance is a possibility but cannot be guaranteed) and a scale factor of the order of 0.01. These will be useful figures for the generation of some synthetic data in Subsect. 3.3.
Batch Steganography and Pooled Steganalysis
We now pose precisely the problem of batch steganography. Given a number of cover objects N , the Steganographer hides data in rN of them, using proportionate capacity p of each, and leaves the other covers alone. We assume that a) the number of cover objects is fixed, b) all cover objects have the same capacity, c) the Steganographer has no control over the objects themselves, and chooses which to embed in at random. We also assume that the Steganographer wants to embed a fixed total amount of secret data, BN C, where C is the capacity of each cover object and B < 1 is the proportionate bandwidth. He therefore must ensure that rp = B. The conditions r ≤ 1 (he cannot embed in more objects than are present) and p ≤ 1 (each object has a maximal capacity) give the dual conditions p ≥ B and r ≥ B. (We assume that B < 1/N so that r as low as B is a meaningful option.) Within this range, he can vary r or p and should do so to try to minimize the chance of overall detection. The Warden's task is pooled steganalysis: given the N objects treated by the Steganographer, the Warden's aim is to detect whether any steganography at all has been performed. That is, to perform the hypothesis test
with best reliability. We do not assume that the Warden wants to estimate the values of r and p, or B, or tries to determine which of the objects do contain steganography, although these are certainly secondary aims for future study. We assume that the Warden applies a component steganalysis method satisfying the assumptions of the previous subsection. Then its density function, on a randomly selected object output by the Steganographer, is
This is a mixture model, of a simple kind. Finite mixtures are quite well-studied, although there is much more literature on Gaussian mixtures than mixtures of longer-tailed distributions we expect from steganalysis. For a good survey, see [5] .
Finally, we emphasise that we are assuming that the number of cover objects N is fixed from the start, and known to both the Steganographer and Warden. In practice, it seems likely that the Steganographer will gain access to new covers over time, and that in some cases (such as network monitoring) the Warden will obtain more evidence over time. This suggests the study of sequential embedding and tests. We reserve this topic for future work; the theory of sequential hypothesis tests is rather different from that of standard tests of finite samples, and we believe that the practice of sequential steganography and steganalysis may be rather different from the fixed-size batch problems studied here.
Performance Metric
We choose the following as a measure of performance, for the Warden's task of pooled steganalysis. Fix a detection threshold so that the overall false negative rate (the probability of type-II error for (1)) is 50%; then measure the false positive rate (the probability of type-I error), which we will denote p f . This is a rather unusual measure, but suitable for two reasons. Firstly, it allows for tractable analysis (many other measures of performance do not). Second, we have found it to be a good summary of the performance of detectors in general. Although it might be preferable to plot a full Receiver Operating Characteristics (ROC) curve, this results in too much information to display concisely. And in almost all cases the ROC curve takes the form of a sudden jump from a very low detection rate of almost 0% to a high detection rate well above 50%, as the false positives increase past a certain point. Therefore the most important information is to be found in the location of that jump, which is well-measured by the false positive rate when the false negative rate is 50%.
While the false negative rate is a measure of a Steganographer's chance to evade detection, the false positive rate shows how certain the Warden is that they have caught the right person: fundamental from the latter's point of view.
Possible Strategies for Warden
We examine three strategies which the Warden might use to detect batch steganography, given a component detector satisfying the assumptions of Subsect. 2.1. Of course there are other possible pooling strategies, but we have included a range of methods: simple nonparametric tests for median, the average component statistic, and a more sophisticated method based on a generalized maximum likelihood ratio test.
At the end of the section we summarise by asking the following questions of each detection strategy. Given a bandwidth B, how can the Steganographer best avoid detection, by trading p against r? In the Steganographer's best case, how does the false positive rate for the Warden depend on N and B (assuming a threshold set for 50% false negatives)? And what must be the relationship between N and B, if the error rate is to be held constant?
Count Positive Observations (Sign Test)
The first method for pooled steganalysis is the simplest: the Warden should simply count the number of positive values produced by the component estimator, which we will denote by the random variable #P . If there is steganography in some of the objects, we expect that #P > 1 2 N . This is simply the traditional sign test for whether the median of a distribution, from which we have a sample, is greater than zero. It has the advantage of being nonparametric: its distribution under the null hypothesis does not depend on ψ, being #P ∼ Bi(N, ). Making the Gaussian approximation to the binomial distribution (valid for even moderately large values of N ) the probability of false positive for the Warden when the false negative rate is 50% and the Steganographer's bandwidth is B, is therefore
where Φ is the normal distribution function. Let us consider the Steganographer's best strategy. He wants to maximize the false positive probability, and therefore to minimize
Provided that ψ is a nonincreasing function on [0, ∞), this is achieved by maximizing p. Therefore the Steganographer will choose p = 1 and r = B, hiding maximal amounts of data in as few cover objects as possible. The makes intuitive sense, because the sign test is no more sensitive to large positive detection values than small positive values.
In Sect. 4 we will additionally test the more powerful nonparametric test known as the Wilcoxon signed rank test. Here the component values are ranked by absolute value, and the test statistic used is the sum of the ranks of the positive observations. For reasons of space we do not attempt to analyse the behaviour of this statistic. One might expect superior performance to the sign test, given parallel results in standard hypothesis testing, but we shall see that the improvement is not very substantial in this application.
Average Detection Statistic
The main weakness of the sign test is that it ignores all information except the sign of each observation. An alternative method without this drawback, and seemingly a simple one, is to take the component statistics and compute their mean:X = 1 N X i where X i is the component detector response for object i of the batch. It is immediate that median(X) ≈ E[X] = rp if the expectation exists at all and, given the shift hypothesis, the distributional shape ofX does not depend on r or p. Therefore, the Steganographer has no reason to select any particular value of r and p, as long as they multiply to his bandwidth constraint B.
The complexity here is in computing the distribution ofX under the null hypothesis. If the distribution density ψ has thin enough tails, the variance of the X i is finite and the Central Limit Theorem applies. However, we have already noted that in practice the variance of the detector response may be infinite. Thankfully, there is a generalized from of the Central Limit Theorem, which is presented in detail in [6] , from which we extract the following result: There is a more complex case when ν is exactly 2, but we will not concern ourselves with it because it is unlikely that the tail index will be precisely 2. Note that the t-distribution with ν degrees of freedom has tail index ν.
The median value ofX under the null hypothesis is approximately B. Therefore
where F ν is the distribution function for the Symmetric Stable distribution with stability index ν and k is some constant. As long as ν > 1, evidence does accumulate, but the rate at which this happens, as N increases, depends critically on whether ν is greater, or less, than 2. 
Generalized Likelihood Ratio Test
where L is the likelihood function for the mixture pdf f (x) = (1 − r)ψ(x) + rψ(x − p) andr andp are MLEs for r and p given the observations. The test is powerful, but there are two pitfalls here. The first is that it is not so easy to compute MLEs for r and p. In the case of mixture distributions when ψ is nontrivial the maximization problem admits no closed form solutions, and the likelihood function contains more than one local maximum. Therefore we are forced to use numerical optimization techniques, and it is quite possible to find the wrong local maximum and hence to mis-estimate r and p. This is true whether one uses standard numerical methods to maximize L(X 1 , . . . , X N ; r, p), or whether specialised techniques such as Expectation Maximization are applied. See [7] for some discussion of this problem. Our solution is the computationallyexpensive one of using a coarse grid search to find good starting values for r and p, and then using a standard iterative optimization procedure [8] to hone the answer (while accepting that this leaves the possibility of convergence to the wrong root, but with low probability).
The second pitfall is more subtle. It is commonly stated that the log-likelihood ratio statistic has a particular asymptotic null distribution: up to a scaling factor, the χ 2 distribution with dim(θ 1 ) − dim(θ 0 ) degrees of freedom. This is Wilks' Theorem [9] , but we have omitted a vital hypothesis -we require some regularity conditions of the likelihood function and that the null hypothesis be contained within the interior of the alternative hypothesis. In the case of the hypothesis test (1) this is not so: the null hypothesis is on the boundary of the alternative.
Nonetheless, there is some recent work which generalizes Wilks' Theorem and shows that the conclusions often remain true, perhaps with modified scaling constants or degrees of freedom parameter, even when some of the hypotheses are violated (see e.g. [10] ). Alternatively, there are scoring methods which modify the likelihood ratio statistic into one with a known null distributions [11] . Rather than be diverted into a discussion of this issue, we generated 2500 samples of N = 500 synthetic data points from a t-distribution (using ν = 2 and λ = 0.01 so as to be a good model for steganalysis statistics) and compared the distribution of , from (4), with the χ 2 family. We found that a scale factor of 0.45 and degrees of freedom 3.45 were the best fit (this df parameter is higher than predicted by Wilks' Theorem), which is displayed in Fig. 2 . There is a good match and it appears that a modified form of Wilks' Theorem is still approximately valid.
We now examine the likelihood ratio under the alternative hypothesis.
Lemma 2. Let ψ be any probability density, assumed known, such that a) ψ is symmetric about 0, b) ψ(x+p)−ψ(x) pψ(x)
is bounded for x ∈ R and p ∈ [0, 1], c)
dx is an increasing function of p, for p ∈ [0, 1],
along with the usual regularity conditions sufficient for MLEs of the mixture parameters r and p to be consistent. Then, in the limit as N → ∞, and for sufficiently small B, the Steganographer's best strategy to evade detection by the generalized likelihood ratio test is to take p = B ( r= 1), in which case the expectation of the generalized log-likelihood ratio statistic is asymptotically
The proof may be found in the Appendix. Conditions a) and b) are quite easy to check, but c) is more difficult to establish. However they all seem to hold for common density functions ψ, including the t-distribution pdf with zero location parameter and ν > Finally, in the case of a t-distribution with ν degrees of freedom and scale factor λ, we have
This indicates that the parameter ν is not vitally important to the accuracy of the likelihood ratio detector (as a function of ν, for ν around 2, (6) varies rather slowly and ν = 2 is not a critical value). Now the statement of Lemma 2 is not ideal in that it only informs the Steganographer what to do in the limiting case of small B. On further examination, it seems that the best strategy is exactly the reverse -p = 1 and r = Bfor B above a certain point and then switches to the proven optimal method for B below. Using the pdf of a t-distribution with 2 degrees of freedom and scale factor 0.01 we plot numerically-computed values of (7) (which, in the Appendix, is shown to be the asymptotic expectation of even when B is not small), without the scaling factor N , in Fig. 3 . On the left we see how the magnitude of B influences the choice of r: for small B there is a definite disadvantage to the Steganographer in using small values of r, because detection becomes easier. On the right we examine more closely the values of B around which the best strategy switches from r = 1 to p = 1. We observe that there is no internal minimum on any of the displayed curves, so that the best strategy is switches directly from one extreme (spread the payload as thinly as possible for small B) to the other (concentrate the payload in as few covers as possible for large B).
Finally, we can also apply a generalized likelihood ratio test when the distribution ψ has unknown parameters, forming MLEs for the unknowns in the usual way. This may be a useful application, because the distribution parameters of the steganalysis error distribution may well depend on the source of covers, of which the Warden might be unaware. But the theory of Lemma 2 does not apply directly in this case and we will not consider it further in this paper.
Summary of Warden's Strategies
For the sign test, and the likelihood ratio test for large bandwidths, we see that the Steganographer's best strategy is to take p=1 and r=B, concentrating all the payload in as few covers as possible. We find this result rather counterintuitive, as there is a natural inclination to spread hidden data thinly.
The total amount of data hidden by the Steganographer is proportional to BN . Consider equations (2) We can compare the false positive rates of the tests by looking at the tail probabilities for the Normal, Symmetric Stable, and χ 2 distributions. It can be shown that, as long as ν > 2, the false positive rate is of the form
2 ) for each of the three tests, where a, b and c are constants. The parameter c is most important to the shape here with larger c meaning that evidence is gained more quickly as N increases. For the sign test, c is no larger than 2. For the average and likelihood ratio tests, it is generally much larger, being inversely proportional to the square of the dispersion of ψ.
Although the results for the other tests are not changed when ν < 2, in this case the discrimination of the average statistic increases only as a power law, with p f ∼ aN 1−ν B −ν . Ensuring that steganalysis detectors have finite variance appears to be important. However we emphasise that there is no sudden discontinuity at ν = 2. When ν is slightly above 2, the standard Central Limit Theorem applies but convergence to the asymptotic distribution is extremely slow. The key for the steganalyst is to keep the tails of the component steganalysis estimator as light as possible.
Case Study: LSB Replacement in Images
We now move away from the abstract setting and select a particular type of cover object, steganographic embedding, and component steganalysis. We choose LSB Replacement in bitmap grayscale images, because this problem is extremely well-studied and also because it is a poor enough form of steganography for fairly good component steganalysis methods to be known. There are many to choose from, and we have selected the one known as Sample Pairs Analysis (SPA) [2] . It was not selected because it is the best -there are now newer methods such as [12] which are more sensitive -but because it shares the advantages of computational simplicity (highly desirable given the scale of our experiments) with an approximate validation of the shift hypothesis (see Fig. 1 ).
We aim to benchmark the pooled steganalysis methods of Sect. 3. Because we want to consider large samples (up to N = 4000) we need a particularly large corpus of cover images, a random selection of which is presented to the Steganographer for each trial. Also, to keep as closely as possible to the shift hypothesis and the other assumptions of Sect. 2, we want all the images to be the same size and of similar "character" (each image should have macroscopic characteristics which indicate similar sensitivity to steganography). We used a set of 14000 images, selected for size and image quality out of 20000 on a stock photo CD 4 . The images selected were all 640 × 416 pixels and had been stored as colour JPEG images (at quality factor 58), later converted to grayscale. This is probably representative of the type of images which a Steganographer can gain access to in large quantity: big, never-compressed images are more scarce.
The distribution of the SPA estimator, when no data is hidden in these images, is well modelled by a t-distribution with ν = 1.61 and λ = 0.00956 (and we will use these values to compute approximate likelihoods for benchmarking the pooling method of Subsect. 3.3). These values indicate that, even with maximal embedding, for single images there will be a false positive rate of approximately 2 × 10 −4 when the false negative rate is 50%. For more reliable detection, or for smaller bandwidths, the Warden has no option but to gather multiple images as evidence and apply pooled steganalysis.
Empirical Performance
The majority of our experiments were performed with the following parameters: B ∈ {0.01, 0.003, 0.001} and three out of N ∈ {10, 100, 1000, 4000}, depending on B. This covers the interesting range of possibilities, as detection moves from easy to very difficult.
For each N we took 10000 samples of N detection statistics when p = 0 and then fitted the data according to the theoretical models 5 : Normal distributions for the sign and signed rank statistics, Symmetric Stable distributions for the average statistic, and scaled χ 2 distributions for the likelihood ratio statistic. The fits were good, and the fitted parameters were in the expected range.
For each B, up to 11 different pairs of r and p were chosen, subject to 1 ≥ r ≥ 1/N, B and rp = B. Repeating 1000 times, N covers were picked at random (for technical reasons it is necessary to sample with replacement ) and random data embedded at rate p in N r of these. Values of the SPA estimator were computed for all N objects, and combined using each of the pooling methods described in Sect. 3. The false positive rate, at which detection rates are 50%, was computed for each statistic at each value of r.
In total, therefore, the results shown here come from tens of millions of steganography and steganalysis computations. Figure 4 shows the results. We see that for small N or B none of the methods gives reliable detection. Once detection becomes possible, observe that the sign and signed rank tests very effectively punish the Steganographer if he uses a high value of r, but otherwise they are poor performers. The averaging method is generally superior for the values of N and B tested here, but given sufficiently large values of N it looks possible that the likelihood ratio test will become the better test (some other results, not displayed, emphatically confirm this). Also, the average method cannot punish the Steganographer for using a suboptimal embedding strategy. We observe that concentrating the steganography is the best strategy against the likelihood ratio test, but that for the smallest value of B tested a second peak is forming near r = 1. If we had been able to test lower B we would expect to see the results of Lemma 2, with r = 1 (spreading the payload thinly across all covers) the least detectable embedding method. But we cannot test lower B without substantially increasing N (else there is no detection power), and we cannot do this because of the size of the corpus of images from which we sample.
Finally, focussing only on the averaging pooling method, we tested a larger range of B and N in Fig. 5 . Because performance of the average detector does not depend on r, we can pick only a single value of r and plot the false positive rate as N varies. This indicates that, once N passes a point where detection takes place with reasonable reliability, false positive rates drop extremely fast with a few extra observations.
Assumptions Revisited
We also tested pooled steganalysis performance with alternative types of cover image, and noticed a possible problem. Of the assumptions of Sect. 2, the simplest and apparently mildest is that the steganalysis detector response is symmetric about zero, hence unbiased. Indeed, for the 14000 cover images we tested in Sect. 4, this is fairly accurate: the observed bias was 0.00018. However in certain other types of cover, for example colour never-compressed images, it is common to observe a systematic and significant bias of as much as 0.005 or higher. Whether an artifact of the SPA method or the covers themselves is irrelevant; the effect is to destroy the reliability of the pooled detectors, flooding them with false positives for any large value of N . This must be so, because a systematic bias of b is indistinguishable from a batch Steganographer's behaviour with p = b and r = 1.
If we train the detector first on covers of the right type (effectively removing the bias) then the problem goes away. The difficulty is that the bias varies, depending on the source of covers (and the problem is not limited to the SPA component detector). We see two options for dealing with this difficult issue. On one hand, we could set a maximum bias which we believe is "possible" in natural images, and alter detection thresholds for all the pooled detectors by, for example, subtracting this value before diagnosis. Of course, this reduces their performance and makes it impossible to detect small bandwidths. The alternative is to modify the likelihood ratio test to include a location parameter in both null and alternative hypotheses (possibly constrained). This will detect a Steganographer using small r, as distinct clusters are observed, but not r = 1.
In previous work we, and other authors, have not considered a small detector bias (say as small as 0.001) to be significant. For pooled steganalysis, where small bandwidths are in principle detectable given large enough N , removing the bias becomes the best way to improve pooled performance.
Conclusions and Directions for Further Research
We have motivated and defined the problems of batch steganography and pooled steganalysis, presenting a menu of techniques for the latter and examining the implications for the former. The pooled steganalysis methods have been benchmarked for a particular type of steganography, with results in line with the theoretical predictions.
The conclusion, that in many cases the Steganographer should cluster the embedding in a small number of cover objects, seems rather counterintuitive. We emphasise that it cannot apply to every type of pooling algorithm. For example, the number of observations greater than 1 is quite sensitive to embedding at p = 1, although worthless for other batch parameters. There are many other possible pooling algorithms, and some advanced techniques based on mixture modelling, which should be the first priority for further study. In this work we have deliberately avoided methods which are parametric for the Warden -for example the pooling method of counting observations greater than some threshold T -because this leads to a game theoretical setup which can be intractable.
We have only modelled the simplest type of batch steganography. In future work we should consider allowing the Steganographer to vary the amount of data embedded in each object (this results in a larger mixture), and to deal with objects of varying capacity. We must also consider other pooling strategies; we did test, briefly, a pooled detector which simply stitches together N images and applies one steganalysis method to the entire montage, but omitted it from this paper because the performance is similar but a little inferior to the average method. More information on the individual steganalysis response, as it depends on object size and other object parameters, will be needed here. Finally, we would like to prove a general result on how steganographic capacity increases with N .
Given the assumptions we made in this paper, including all covers being the same size, there is an additional possibility we have not explored. If we may assume that all, or most, of the steganography is performed using the same secret key, this may imply that the same pixels in each cover would be used for steganography (depending on the embedding method). If so, there could be an amplification of the statistical traces, which we might exploit.
More speculatively, consider whether these results give information about adaptivity and steganography in individual images. If it is optimal to cluster data amongst a set of objects, it is not implausible to suggest also clustering stego noise within each single object, although the analogy is not perfect.
