This note is concerned with the accuracy of the solution of nearly uncoupled Markov chains by a direct method based on the LU decomposition. It is shown that plain Gaussian elimination may fail in the presence of rounding errors. A modi cation of Gaussian elimination with diagonal pivoting as well as corrections of small pivots by sums of o -diagonal elements in the pivoting columns is proposed and analyzed. It is shown that the accuracy of the solution is a ected by two condition numbers associate with the aggregate and the coupling respectively. 
Introduction
In this note we will be concerned with the solution of a nearly uncoupled Markov chain (NUMC) whose transition matrix has the form E k1 E k2 D tt 1 C C C C C C A ; (1:1) where all the elements of the o -diagonal blocks E ij are small. We will suppose that P is irreducible, so that P T has a unique positive eigenvector corresponding to the eigenvalue one; i.e., We will normalize so that the sum of its components is one; i.e., Our chief concern is with the e ect of rounding errors on this algorithm. We note that A is a singular M-matrix 2] and diagonally dominant cf. (1. 
Gaussian Elimination with Diagonal Adjustment
In this section we present an algorithm for the solution of a NUMC. Let where is small. The following is an algorithm which combines Gaussian elimination with partial diagonal pivoting and diagonal correction.
Algorithm.
1. For k = 1, 2, , t, 1 . Perform m k ? 1 steps of Gaussian elimination on A with diagonal pivoting con ned in the kth diagonal block; 2. Bring the last pivot of the kth diagonal block to the end of the current matrix and move successive rows and columns one step forward.
2. Transform the t t matrix at the right-bottom corner to the upper triangular form by Gaussian elimination with each pivot being replaced by the sum of the o -diagonal elements of the pivot column.
3. Solve the resulting upper triangular system subject to the normalization condition (1.5).
4. Pre-multiply by the permutations of step 1 to bring the components of the solution to the right order.
In a language of matrix algebra, step 1 of this algorithm can be written as M n?t P n?t M k?1 P 1 AP To analyse the accuracy of the solution computed by the algorithm, we set A = P n?t P 2 P 1 AP In the above algorithm it is this Schur complement whose diagonal elements are corrected by the sums of the o -diagonal elements in the corresponding columns.
In the next section we show that the o -diagonal partẐ can be accurately obtained in the presence of rounding errors.
The Accuracy ofẐ
In this section we consider the accuracy of the o -diagonal partẐ of the Schur complement (2. Since j st j are less than one, the conclusion follows by taking the norm of the second term of the right hand side of the above equality. Since the diagonal pivoting has been performed and the last pivot of each block (which is of order ) has been permuted to the end of the current matrix in the elimination process, it is reasonable to assume that the successive leading principal submatrices are well-conditioned; i.e., i are all of order unity. If ij is of order one, 1j through i?1;j are all of order one. If ij is of order , 1j through i?1;j are all of order . This follows that (i) ij is of the same order as that of ij .
From the above analysis, we know there is a matrix E M such that Except the scaling factors^ 12 and^ 22 , these approximations are determined by the matrices of order unity associate with their corresponding aggregates. When all the matrices K i are well-conditioned; i.e., is small, they are insensitive to the variation of . Therefore, it is legitimate to de ne as the condition number corresponding to aggregates. The scaling factors^ 12 and^ 2 are the solution of the singular system (4.3). As we have seen before, the coe cient matrixN +Ẑ is of order . This indicates that^ 12 and^ 22 will re ect the e ect of coupling between aggregates. We will call these scaling factors the coupling coe cients. When the condition number ?1 t?1 is not too large compared to ?1 , these coupling coe cients are insensitive to the perturbations which are relatively small compared to .
It should be noted that these two condition numbers are related to the regularity conditions in 9], 10]. A small means that there is only one eigenvalue of D ii approaching one as ! 0 while the rest of the eigenvalues remain away from the unity. This is implied in the second regularity condition in 9], 10]. The relation between the rst regularity condition and t?1 can be seen from the following observation. Suppose that t?1 is much smaller than . By using the fact that N +Ẑ is a singular M-matrix, it is easy to verify that at least one components of the solution^ 2 of equation (4.3) is of order t?1 ?1 when^ 2 is normalized to have k^ 2 k = 1. In other words, at least one of the coupling coei cients is very small. In this case the rst regularity condition is violated. Therefore, the rst regularity condition requires that t?1 should not be too small compared to .
The analysis of this paper leaves open the question about whether the simple diagonal adjustment without diagonal pivoting works for NUMCs with large state number.
