ABSTRACT: Air pollution data obtained using automated machines often contain missing values which can cause bias due to systematic differences between observed and unobserved data. We used interpolation and mean imputation techniques to replace simulated missing values from annual hourly monitoring data for PM10. The most effective method for generating the missing data points was to replace each missing value with the mean of the two data points before and after the missing value. This approach was referred to as the mean-before-after method.
INTRODUCTION
Air quality monitoring is carried out to detect any significant pollutant concentrations which may have possible adverse effects to human health. However, such analysis is complicated by the frequently large proportions of observations missing from the data due to machine failure, routine maintenance, changes in the siting of monitors, human error, or other factors. Incomplete datasets may lead to results that are different from those that would have been obtained from a complete dataset 1 . There are three major problems that may arise when dealing with incomplete data. First, there is a loss of information and, as a consequence, a loss of efficiency. Second, there are several complications related to data handling, computation and analysis, due to the irregularities in data structure and the impossibility of using standard software. Third, and most important, the results may be biased due to systematic differences between observed and unobserved data. At present, there are certain statistical software packages such as SPSS 2 that can perform limited replacement of missing values.
One approach to solve incomplete data problems is the adoption of imputation techniques 3 . Therefore, this research focuses on several single imputation techniques to determine the best technique to replace missing values.
Generally, there are two important types of missing data
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. Non-ignorable is where the probability of missing a datum is dependent upon its value and ignorable missing data is where the probability of missing a datum is not dependent upon its value. There are three forms of ignorable missing data. The first is associated with sampling. In most situations it is neither efficient nor possible to obtain data from a whole population. Probability sampling is widely used to obtain a representative population sample 1 . The second form of ignorable missing data is missing at random (MAR)
. It occurs where the pattern of missingness for a particular variable (Y) may vary for subsets. In this research, the MAR form of ignorable missing data is used because the missing data mechanism of air quality data is generally random. A third form of ignorable missing data is missing completely at random (MCAR), where the missingness occurs at random across the whole data set
.
From a complete dataset, incomplete datasets need to be generated in order to test the methods. In a study of methods for imputation of missing values in air quality datasets, Junninen et al 4 generated three randomly simulated missing data patterns for evaluating the methods in different missing data conditions. Blended data patterns in the proportions ¼, ½, and ¼ were constructed for examining the methods in a way that reflected the heterogeneity of the air quality datasets. The patterns were simulated with 10% and 25% missing data. Twisk and Vente
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have carried out similar work (using 10% or 25% missing data of types MCAR, MAR, and MNAR) on generated incomplete data sets from longitudinal studies.
Most studies of single imputation techniques have been done in areas other than engineering. Engels and Diehr 6 compared four methods and found that the 'last and next' method and last observation carried forward are the best methods to replace missing values. Perneger and Burnand 7 considered a population-based survey to compare the performance of several single imputation techniques. They recommended an imputation algorithm based on the number of key missing items.
MATERIALS AND METHODS

Data
Annual hourly monitoring records for PM10 in Seberang Perai, Penang, Malaysia were selected to carry out the simulation of missing data. The test dataset consisted of particulate matter (PM10) concentrations on a time-scale of one per hour (hourly averaged) for one year. A total of 8,757 hourly concentrations are available of which 0.03% (3 observations) are missing ( Table 1 ). The data shows some variability in the PM10 concentration (range: 8-718 μg/m 3 , standard deviation: 58.5 μg/m 3 ). The data is skewed to the right showing that high concentrations of PM10 sometimes occur.
From the complete PM10 dataset, randomly simulated missing data patterns with 5%, 10%, 15%, 25%, and 40% of the data missing were produced for evaluating the accuracy of imputation techniques.
Single imputation techniques
Imputations are means of drawing from a predictive distribution of the missing values, and therefore require a method of creating such a predictive distribution based on the observed data. Complete data matrices can be created using either single imputation or multiple imputation methods 3 . With single imputation, one value is estimated for each missing datum. It has appealing features; for example, the standard complete-data method can be applied directly, and the substantial effort required to create imputations is only needed once. Multiple-imputation is a method of generating multiple simulated values for each missing item in order to properly reflect the uncertainty attached to missing data 3 . In this analysis, six single imputation techniques were applied to estimate the simulated missing values. Four of these were interpolation techniques (linear, quadratic, cubic, and nearest neighbour interpolation). The remaining two were the mean imputation techniques which we will refer to as the mean-before-after and mean-before methods.
Interpolation
In linear interpolation two data points are connected with a straight line and hence the interpolation function is given by If three data points are available, interpolation is carried out using a quadratic polynomial. A particularly convenient form for this estimation is 8 ,
The coefficients b 0 and b 1 are obtained from (2) and (3) with f = f 2 . The coefficient b 2 is obtained using
When four data points are available, a cubic polynomial can be applied. The cubic interpolation formula has the form 9 Table 1 Characteristics of PM10 data. Univariate nearest neighbour imputation is probably the simplest scheme available in that the endpoints of the gaps are used as estimates for all the missing values 4 . The equation for the nearest neighbour method is given by where y is the interpolant, x is the time point of the interpolant, and are the coordinates of the starting point of the gap, and and are the coordinates of the end point of the gap.
Mean imputation techniques
Let y 1 , y 2 ,…,y n be a times series with n observations of which k values denoted by Therefore, the first missing value occurs after observations, the second missing value occur after observations, and so on. Note that there might be more than one consecutive missing observation.
The mean-before-after method replaces all missing values with the mean of one datum before the missing value and one datum after the missing value. Thus for the data in (9), will be replaced by 10 and will be replaced by and so on.
The mean-before method replaces all missing values with the mean of all available data before the missing values. Thus for the data in (9), will be replaced by 10 and will be replaced by 10 and so on.
Performance indicators
Four performance indicators, namely, prediction accuracy, coefficient of determination, mean absolute error, and root mean square error, were used to assess the imputation methods. The theoretical and observed data were compared to select the best method for estimating missing values.
Prediction accuracy (PA) is computed using
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where N is the number of imputations, O i and P i are the observed and imputed data points, respectively, The mean absolute error is the average difference between predicted and actual data values, and is given by 4 MAE ranges from 0 to infinity and a perfect fit is obtained when MAE = 0.
The mean-squared error is one of the most commonly used measures of success for numerical prediction. Its value is computed by The smaller the RMSE value, the better the performance of the model.
RESULTS AND DISCUSSION
Characteristics of simulated missing data Table 2 shows the descriptive statistics for all the simulated missing data patterns. The mean value varies very little with the percentage of missing data points, and is consistently higher than the median. Although there are differences in the amount of data, it is interesting that the analysis produces similar results for all percentages of missing values. From Table 3 , it can be seen that there is very little variation in the percentiles with the percentage of missing values. This is due to the way in which the missing values were generated, and to the occurrence of a large number of observations within the same range.
Replacement of simulated missing values
The mean-before-after method gives the best result (smallest error and highest values of PA and R 2 ) for each percentage of missing values (Table 4) . Among the mean imputation techniques, the mean-before technique gives the worst values for the performance indicators and the mean-before-after method gives the best results for all percentages of missing values. Among the interpolation techniques, the linear interpolation technique gives the best estimates for the 10%, 15%, and 25% missing values and the nearest neighbour method gives the best estimate for the 40% missing values using the R 2 , MAE, and RMSE as the performance indicators. Overall, it seems that the mean-before-after method gives the best performance for predicting missing values. This is followed by the linear interpolation technique. The worst estimators are the mean-before method and the quadratic interpolation method. 
