Abstract. In this paper, we propose a fast spectral-Galerkin method for solving PDEs involving integral fractional Laplacian in R d , which is built upon two essential components: (i) the Dunford-Taylor formulation of the fractional Laplacian; and (ii) Fourier-like bi-orthogonal mapped Chebyshev functions (MCFs) as basis functions. As a result, the fractional Laplacian can be fully diagonalised, and the complexity of solving an elliptic fractional PDE is quasi-optimal, i.e., O((N log 2 N ) d ) with N being the number of modes in each spatial direction. Ample numerical tests for various decaying exact solutions show that the convergence of the fast solver perfectly matches the order of theoretical error estimates. With a suitable time-discretisation, the fast solver can be directly applied to a large class of nonlinear fractional PDEs. As an example, we solve the fractional nonlinear Schrödinger equation by using the fourth-order time-splitting method together with the proposed MCF-spectral-Galerkin method.
Introduction
Diffusion is the movement of a substance from an area of high concentration to an area of low concentration, which is a ubiquitous physical process in nature. The normal diffusion models rooted in Brownian motion have been well-studied in years. However, numerous experimental and scientific evidences have shown that many phenomena and complex systems involve anomalous diffusion, where the underlying stochastic processes are non-Brownian [39, 37, 38] . Notably, the fractional models have emerged as a powerful tool in modelling anomalous diffusion in diverse fields (see, e.g., [46, 27, 36, 18, 9, 13, 48, 15] and the references therein) over the past two decades. The nonlocal operators typically involved therein include the Riemann-Liouville, Caputo and Riesz fractional integrals/derivatives, or the fractional Laplacian. They share some common and interwoven difficulties, e.g., the nonlocal and singular behaviours, so they are much more challenging and difficult to deal with than the usual local operators. The recent works [33, 10] provide an up-to-date review in particular for numerical issues with several versions of fractional Laplacian. The interested readers may also refer to [47, 21] for nonlocal modelling in many other applications.
A large volume of literature is available for numerical solutions of one-dimensional spatial and temporal fractional differential equations, which particularly include the finite difference methods/finite element methods (see, e.g., [19, 22, 26, 30, 31, 52] and many references therein), and spectral methods (see, e.g., [16, 28, 34] ). In this work, we are mainly interested in the integral fractional Laplaican in multiple dimensions, which is deemed as one of the most challenging nonlocal operators for both computation and analysis. It is known that for s ∈ (0, 1), the fractional Laplacian of u ∈ S (R d ) (the functions of the Schwartz class) is defined by the Fourier transform:
Equivalently, it can be defined by the point-wise formula (cf. [40, Prop. 3.3] ):
where "p.v." stands for the principle value and the normalisation constant As a result, to evaluate fractional diffusion of u at a spatial point, information involving all spatial points is needed. If u is defined on a bounded domain Ω, we first extend it to zero outside Ω, and then use the above definition. As many physically motivated fractional diffusion models are naturally set in unbounded domains, the development of effective solution methods has attracted much recent attention. In general, the existing approaches can be classified into the following two categories.
• This first is to approximate the solution by the orthogonal basis functions, and fully use the analytic properties of fractional Laplacian performing on the basis (see, e.g., [17, 35, 51, 50] ). Based on some analytic fractional calculus formulas of generalised Laguerre functions, Chen et al. [17] developed an efficient spectral method for one-dimensional fractional Laplacian on the whole line. Using the property that the Hermite functions are invariant under the Fourier transform, Mao and Shen [35] proposed the Hermite spectral-Galerkin method in the transformed domain based on the Fourier definition (1.1). Tang et al. [51] explicitly evaluated the Hermite fractional differentiation matrices and implemented the spectral-collocation methods based on some elegant analytic tools. The idea was extended to the rational approximation in [50] . It is noteworthy that due to the singular and non-separable factor |ξ| 2s in (1.1), these methods become complicated even for d = 2, and computationally prohibitive for d ≥ 3.
• The second is to use suitable equivalent formulations of the fractional Laplacian to alleviate its notorious numerical difficulties. In Caffarelli and Silvestre [14] , the d-dimensional fractional Laplacian is extended to a d + 1 dimensional elliptic operator with degenerating/singular coefficients in the additional dimension. This groundbreaking extension, together with the follow-up works for the fractional Laplacian in bounded domains, provides a viable alternative for its mathematical and numerical treatment (see, e.g., [41, 42, 5] for finite element methods). On the other hand, the variational form corresponding to the fractional Laplacian can be formulated as the Dunford-Taylor formula (cf. [11, Thm. 4 4) where I is the identity operator and C s = 2 sin(πs)/π. In particular, for fractional Laplacian in a bounded domain Ω ⊆ R d , we have 5) whereũ denotes the zero extension of u. Very recently, the finite element method with sinc quadrature (in t), was implemented and analysed in [11, 12] based on (1.5). For each quadrature node t j , one solves the elliptic problem: 6) where the unbounded domain has to be truncated, and the side of the domain depends on t j . In fact, many sinc quadrature points should be used to resolve the singularity near t = 0, but the problem (1.6) becomes stiff and sharp boundary layers at ∂Ω can occur.
We also remark that direct discretization of the integral fractional Laplacian on bounded domains based on the definition (1.2), was discussed in some recent works (see, e.g., [29, 23] for finite difference methods; and [2, 1, 4, 5, 20] for finite element methods).
In this paper, we develop a fast spectral-Galerkin method for PDEs involving integral fractional Laplacian in R d . Consider, for example, the model equation:
where s ∈ (0, 1) and γ > 0. The efficient spectral algorithm is built upon two essential components: (i) the Dunford-Taylor formulation (1.4) for the fractional Laplacian; and (ii) the approximation of the solution by the tensorial Fourier-like bi-orthogonal mapped Chebyshev functions. As a result, the complexity of
where N is the degree of freedom along each spatial dimension. The integration in t (in (1.4)) can be evaluated exactly by using such a formulation and basis, so the main computational cost is from the MCF expansions with FFT. In fact, the framework is also applicable to Hermite functions, but Hermite approximation is less compelling for at least two reasons (i) the lack of FFT; and (ii) slow decay of the solution or the source term. As opposite to usual Laplacian, the fractional Laplacian of a function with typical exponential or algebraic decay will decay algebraically at much slower rate (see Propositions 4.2-4.3 of this paper). Thus, the MCF approximation is more preferable. Indeed, ample numerical results show that the fast solver for (1.7) has a convergence perfectly in agreement with the theoretical estimate for various decaying exact solutions tested.
The rest of this paper is organized as follows. In section 2, we first introduce the mapped Chebyshev functions and generate the Fourier-like bi-orthogonal MCFs in one dimension. In section 3, we describe the fast MCF-spectral-Galerkin method built upon the Dunford-Taylor formulation of the fractional Laplacian. We conduct the error estimates and provide ample numerical results to show the convergence order of the solver is perfectly in agreement with the theoretical prediction in section 4. In the final section, we apply the solver to spatial discretisation of the fractional nonlinear Schrödinger equation, and also conclude the paper with some final remarks.
Fourier-like mapped Chebyshev functions
In this section, we introduce the mapped Chebyshev functions, from which we construct the Fourierlike bi-orthogonal MCFs as one of the important tools for the efficient spectral algorithms to be designed in the forthcoming section.
2.1. Mapped Chebyshev functions. Let T n (y) = cos(n arccos(y)), y ∈ Λ := (−1, 1) be the Chebyshev polynomial of degree n. The Chebyshev polynomials satisfy the three-term recurrence relation
with T 0 (y) = 1 and T 1 (y) = y. They form a complete orthogonal system in L 2 ω (Λ), namely,
2) where δ nm is the Kronecker symbol, and c 0 = 2 and c n = 1 for n ≥ 1. Recall the recurrence formulas (cf. [49] ):
We now define the mapped Chebyshev functions (MCFs) as in [25, 43, 45] .
Definition 2.1. Introduce the one-to-one algebraic mapping
4)
In fact, it is straightforward to extend the properties and algorithms from the usual MCFs to the scaled MFCs. For clarity of presentation, we shall not carry the scaling parameter in the algorithm descriptions and error analysis, but use it in the numerical experiments.
We have the following important properties of the MCFs, which can be shown readily by using the definition 2. 
(2.6) 2.2. Fourier-like bi-orthogonal MCFs in one dimension. Let P N be the set of all polynomials of degree at most N , and define the finite dimensional space
where x, y are associated with the mapping (2.4) and
Note that we have
Following the spirit of [44] , we next introduce a Fourier-like basis of V N , which is orthogonal in both L 2 -and H 1 -inner products. For this purpose, let S be a square matrix of order N + 1 with entries given by (2.6), and let I the identity matrix of the same size. Note from (2.6) that S is a symmetric positive definite matrix with nine nonzero diagonals. Thus, all the eigenvalues are real and eigenvectors are orthonormal. To this end, let E = (e jk ) j,k=0,··· ,N be the matrix formed by the orthonormal eigenvectors of S, and Σ = diag{λ k } be the diagonal matrix of the corresponding eigenvalues. Thus, we have
We remark that with an even and odd separation, we can work with two symmetric positive definite seven-diagonal sub-matrices to compute the eigenvalues and eigenvectors of S, which should be more stable for large N. Lemma 2.1. Let E = (e 0 , e 1 , · · · , e N ) be the matrix of the eigenvectors of S, i.e., Se p = λ p e p for 0 ≤ p ≤ N. Define
form an equivalent basis of V N , and they are bi-orthogonal in the sense that
Proof. In view of the definition (2.11), we infer from the orthogonality of MCFs and (2.10) that
e kq e kp = e t q e p = δ pq .
Similarly, we can show that
This ends the proof.
MCF-spectral-Galerkin method based on Dunford-Taylor formulation
In this section, we describe the fast MCF spectral-Galerkin algorithm for a model elliptic problem with integral fractional Laplacian. We then apply the solver for spatial discretisation of some nonlinear fractional PDEs in the next section.
3.1. Some notation. Denote by S (R d ) the functions of the Schwartz class, and let S (R d ) be the topological dual of S (R d ). For any u ∈ S (R d ), its Fourier transform is given by
For real s ≥ 0, we define the fractional Sobolev space (cf. [40, P. 530]):
and an analogous definition for the case s < 0 is to set 2) although in this case the space [40, Prop. 3 .4], we know that for s ∈ (0, 1), the space H s (R d ) can also be characterised by the fractional Laplacian defined in (1.2), equipped with the norm
Indeed, by [40, Prop. 3 .6], we have that for s ∈ (0, 1),
We have the following important space interpolation property (cf. [3, Ch. 1]), which will be used for the error analysis later on.
In particular, for s ∈ [0, 1], we have
3.2. Dunford-Taylor formulation of the fractional Laplacian. To fix the idea, we consider
where s ∈ (0, 1), γ > 0 and
where
By the definitions (1.1) and (3.1), we immediately obtain the continuity and coercivity of the bilinear
Then, we derive from the Lax-Milgram lemma (cf. [6] ) that the problem (3.8) admits a unique solution satisfying
In view of the definitions in (1.1)-(1.2), we have the equivalent forms of
It is noteworthy that the direct implementation of a numerical scheme based on (3.10) (i.e., in physical space) is very difficult. Most of the existing works (see, e.g., [35, 51, 50] ) are therefore mainly based on (3.11) (i.e., in the frequency space). The Hermite function approaches can take the advantage that the Fourier transforms of Hermite functions are explicitly known. However, in multiple dimensions, the non-separable/singular factor |ξ| 2s = (ξ
s makes the tensorial approach computationally prohibitive. On the other hand, the fractional Laplacian operator may become rather complicated when a coordinate transform is applied, so the mapped Chebyshev approximation can not be applied in either of the above formulations.
In what follows, we resort to an alternative formulation of the fractional Laplacian that can overcome these numerical difficulties. According to [11, Theorem 4 .1], we have the following Dunford-Taylor formulation of the integral fractional Laplacian.
where I is the identity operator and
Let us denote w = w(u, t) :
As a result, we can rewrite the weak form (3.8) as:
where w = w(u, t) solves
It is evident that the wellposedness of (3.15)-(3.16) follows from its equivalence to (3.8).
3.3. The MCF spectral-Galerkin scheme and its implementation. Define
which is the tensor product of d copies of V N defined in (2.7). Here,
where we find
Define the d-dimensional tensorial Fourier-like basis and denote the vector of the corresponding eigenvalues in (2.10) by
Accordingly, we have
As an extension of (2.12), we have the following attractive property of the tensorial Fourier-like MCFs.
Theorem 3.1. For the tensorial Fourier-like MCFs, we have
where p, q ∈ Υ N and
Proof. One verifies by using the orthogonality (2.12) and the definition (3.20) that
Remarkably, the use of the Fourier-like MCF can diagonalise the integral fractional Laplacian in the Dunford-Taylor formulation.
Theorem 3.2. Using the tensorial Fourier-like MCFs as basis functions, the solution of (3.18)-(3.19) can be uniquely expressed as 25) where T p , λ p are defined in (3.20) , and 27) where w N is the unique solution of (3.19) associated with u N . For clarity, we split the proof into the following steps.
(i). We first show that w N can be uniquely determined by u N via
Substituting (3.27) into (3.19) , and taking ψ = T q in (3.19), we arrive at
By the orthogonality (3.23), we obtain
which implies (3.28), asŵ
(ii). We next prove the integral identity:
Indeed, using a change of variable y = t |λ p | 1 , we find readily that
where we used the known formula (3.30) below with µ = 2 − 2s and ν = 2. According to [24, P. 325, P. 918, P.905], we have for ν ≥ µ ≥ 0 and ν = 0,
where we used the properties of the Beta and Gamma functions:
.
(iii). Finally, we can derive (3.25) with the aid of (3.28)- (3.29) . It is evident that by (3.27)-(3.28),
Thus, substituting (3.31) into (3.18) with v N = T q , we obtain from (3.23) and (3.29) that
Thus, we obtain (3.25)-(3.26) immediately.
Remark 3.1. It is crucial to use the Fourier-like MCFs as the basis functions for both u N and w N , so that we can take the advantage of the bi-orthogonality and explicitly evaluate the integration in t. In other words, under the Fourier-like basis, the stiffness matrix of the linear system of (3.18)-(3.19) becomes a diagonal matrix of the form
where Σ is defined in (2.10) and ⊗ denotes the tensor product operator as before.
Remark 3.2. The main cost of solving the system (3.3) is devoted to the evaluation of the right-hand side, which can be carried out by the fast Fourier transform (FFT) related to Chebyshev polynomials.
Error estimates and numerical examples
In this section, we derive some relevant MCF approximation results, which are useful for the error estimates of the proposed MCF spectral-Galerkin scheme.
Approximation by MCFs
We intend to estimate the projection error in the fractional Sobolev norm, i.e., π
. For this purpose, we introduce some notation and spaces of functions.
For notational convenience, the pairs of functions (u,ȗ) and (U,Ȗ ) associated with the mapping (2.4) have the relations
where as in (2.8), g(x) = (1 + x 2 ) −1/2 = 1 − y 2 = G(y). Define the differential operators
where the differential operator and the weight function are
It is equipped with the norm and semi-norm
where e j = (0, · · · , 1, · · · , 0) be the j-th unit vector in R d .
where c is a positive constant independent of N and u.
Proof. In view of (3.6), it is necessary to estimate the projection errors in the L 2 -and H 1 -norms. According to [45 
and
Using Lemma 3.1 and (4.8)-(4.9), we arrive at
We now turn to the error estimate for the interpolation operator. Let {y j , ρ j } N j=0 be the ChebyshevGauss quadrature nodes and weights on Λ = (−1, 1). Denote the mapped nodes and weights by
Then by the exactness of the Chebyshev-Gauss quadrature, we have
which, together with (2.7), implies the exactness of quadrature
We now introduce the one-dimensional interpolation operator I N : C(R) → V N such that
With a little abuse of notation, we define the d-dimensional grids by
are the mapped Chebyshev-Gauss nodes, and the index set Υ N is given in (3.22) as before. We now consider the d-dimensional MCF interpolation:
In the error analysis, we also need the L 2 -estimate of the d-dimensional MCF interpolation. For better description of the error, we introduce a second semi-norm of B m (R d ) for m ≥ 1 as follows 
Proof. Let I C N : C(Λ) → P N be the Chebyshev-Gauss interpolation operator. According to [43 
where c is a positive constant independent of N and v. Moreover, by [43, Theorem 3.41], we have the one-dimensional Chebyshev-Gauss interpolation error estimates,
In view of (2.4), we have
where G(y) = 
. 
in the upper bound. Then, we derive from (4.2), (4.3) and (4.20) that for m ≥ 2,
It is straightforward to extend the above derivation to d ≥ 3. This completes the proof.
To conduct error analysis for the proposed MCF scheme, we assume that the error for solving the elliptic problem (3.19) is negligible (or equivalently, the quadrature errors in evaluating the fractional Laplacian in the scheme can be ignored), so formally, we have w N = (I − t 2 ∆) −1 u N . It is noteworthy that the analysis of such an error is feasible for the finite element approximation of the fractional Laplacian in bounded domain based on the Dunford-Taylor formulation in a bounded domain, though the proof is lengthy and much involved (see [11] ). However, the analysis is largely open in this situation, mainly because the spectrum estimate of the fractional Laplacian operator in R d appears unavailable, as opposite to the bounded domain case (see [11] ). Proposition 4.1. Assume that the elliptic problem (3.19) in the scheme (3.18) can be solved exactly. Then we have the estimate: for u ∈ B m1 (R d ) with integer m 1 ≥ 1, and f ∈ B m2 (R d ) with integer m 2 ≥ 2,
where c is a positive constant independent of u, f and N.
Proof. Under this assumption, we find from Lemma 3.2 that the scheme (3.18) can be written as: find
N . Then by (3.8) and (3.9), we infer from a standard argument that In what follows, we shall validate the above assumption through several numerical tests. Indeed, we shall observe that the errors of solving (3.19) are insignificant, and the order of the numerical errors perfectly agrees with the estimated order.
4.2.
Useful analytic formulas. We first derive analytical formulas for fractional Laplacian of some functions with typical exponential or algebraic decay, upon which we construct the exact solutions to test the accuracy of the proposed method, and to validate the assumption in Proposition 4.1. Moreover, we reveal that the fractional Laplacian has a very different property from the usual Laplacian. For example, the image of an exponential function decays algebraically (see Proposition 4.2 below), as opposite to the usual one.
We have the following exact formulas for the Gaussian function and rational function, whose derivations are sketched in Appendix A and Appendix B, respectively. 
Moreover for non-integer s > 0 and |x| → ∞, we have the asymptotic behaviour 
Moreover for non-integer s > 0 and |x| → ∞, we have the asymptotic properties: for r = d/2, 25) where 
In view of (4.22) and (4.24), the source terms f e (x) and f a (x) are respectively given by
(4.28)
Now, we intend to use the error estimates in Propositions 4.2 and 4.3 to analytically calculate the expected order of convergence by the MCF scheme, and then verify the convergence order numerically. For this purpose, we consider a generic function of algebraic decay as follows
Using the definitions (4.3) and (4.15), we obtain from direct calculation that 30) and similarly,
By an induction argument, we can show
Thus, for j = k, we have 32) and for 1 ≤ k ≤ d,
Then by (4.6), (4.15) and (4.33), we find that if
For the exact solution u e (x) = e −|x| 2 , we have from (4.23) and (4.28) that f e (x) ∼ (1 + |x| 2 ) s+d/2 . Therefore, in this case, the error is dominated by the MCF interpolation approximation of f e (x). Therefore, using (4.34) with µ = s + d/2, we conclude from Proposition 4.2 that the expected convergence is O(N −(2s+d)+1/2+ε ) for small ε > 0. Remarkably, the numerical results in Figure 4 .1 (a), (c), (e) perfectly agree with the theoretical prediction (see the dashed reference lines). Indeed, it is very different from the usual Laplacian (see Proposition 4.2), we do not expect the exponential convergence, but algebraic decay of the errors. We now turn to the second case with the exact solution u a (x) = (1 + |x| 2 ) −r , where we take r = 2.3 in the numerical tests. As r > d/2, we derive from Proposition 4.3 that f a (x) ∼ (1 + |x| 2 ) s+d/2 . Then by 4.34 and Proposition 4.2, we have the convergence behaviour
This implies the convergence order: O(N − min{2r−s,2s+d}+ We highlight that the above numerical tests validate log 10 (N) (a) Different scaling factors 
Example 4.2. (Effect of the scaling factor).
In this example, we first show the influence of the scaling factor ν to the accuracy. It is known that, with a proper choice of the scaling parameter, the accuracy of spectral method on the unbounded domain can all be improved. Here, we plot in Figure  4 .2 (a) the maximum error in log-log scale of our MCF algorithm with different scaling parameter ν. We observe that for any fixed s, the two error curves are nearly parallel, which implies a proper scaling will improve the accuracy, but will not change the convergence rate. In Figure 4 .2 (b), we compare the maximum errors of our algorithm using MCFs as basis functions with the Hermite spectral method in [35] , for which we take r = 2.3. As we can see from Figure 4 .2 (b) that the convergence rates of our approach are faster than that of the Hermite spectral method in [35] .
Example 4.3. (Accuracy for given source term f (x)). Here, we further compare our MCF method with the Hermite function approximation in [35] , where the tests were provided for given source terms with unknown solutions. We therefore compute the reference "exact" solutions with large N = 600. In Figure 4 .3 (a)-(c), we compare the L 2 -errors of our algorithm with the Hermite spectral method in [35] in one and two dimensions. It is noteworthy that the algorithm in [35] is computationally prohibitive for d = 3. In all cases, our approach outperforms the Hermite method in both accuracy and efficiency. We report in Figure 4 .3 (d)-(f) the maximum point-wise errors against various N with d = 2, 3. The MCF method performs consistently well.
We also tabulate in Table 4 .1 the L 2 -errors and the convergence orders of two methods (see Table 2 and 3 of [35] for the data of the Hermite method). Here, f (x) = (1 + x)e In Figure 4 .4 (a), we plot in log-log scale the maximum errors of (4.35) In Figure 4 .4 (b), we plot in log-log scale the maximum errors of (4.35) against various N , where we take (4.37)
We observe the algebraic decay of the errors, and the method is as accurate and efficient as the previous cases.
log 10 (N) and ν = 2.5.
MCF approximation of nonlinear fractional Schrödinger equations
In this section, we apply the fast algorithm to some nonlinear PDEs involving fractional Laplacian. As an example, we consider nonlinear fractional Schrödinger equation (fNLS) (cf. [32] ):
where i 2 = −1, ψ(x, t) is a complex-valued wave function, the parameters γ and p are real constants, and ψ 0 is given. It is noteworthy that the mass is conserved (cf. [7, 32] ):
5.1. The scheme. We adopt the time-splitting technique, and start with rewriting the fNLS (5.1) as follows
The notion of time-splitting is to solve the following two subproblems:
The essence of the splitting method is to solve the two sub-problems iteratively at each time step.
(i). We first consider the subproblem (5.4). Multiplying (5.4) byψ(x, t), we find from the resulted equation that |ψ(x, t)| invariant in t (see e.g., [7] ). More precisely, for t ≥ t s (t s is any given time), (5.4) becomes
which can be integrated exactly, i.e.,
(ii). We now turn to the subproblem (5.5). Remarkably, the Fourier-like basis can diagonalise the operator B so that e −iB∆t ψ can be efficiently evaluated (which is crucial for the final scheme to be time reversible and time transverse invariant). More precisely, we seek ψ N (x, t) ∈ V d N as an approximate solution to (5.5), such that
Using the Fourier-like MCF basis, we write
Substituting it into (5.8), and taking the inner product with T m (x), we deduce from (3.2) that
Then, we derive from (5.10) that the solution for (5.8), i.e., the numerical solution of (5.5), is given by
With the exact solution (5.7) and the approximate solution (5.11) for two subproblems (5.4) and (5.5), respectively, we now describe the implementation of the fourth-order time splitting method (TS4) for solving (5.1). Let {x p } p∈Υ N be tensorial grids as in (4.14), and t n = n∆t be the time-stepping grids. Let ψ n p be the approximation of ψ(x p , t n ), and denote by ψ n the solution vector with components {ψ n p } p∈Υ N . For notational convenience, we define the solution map related to (5.11):
where {Ψ k } are the MCF expansion coefficients computed from the sampling of Ψ ∈ V d N on the grids {x p }, and ω > 0 is some weight.
Following [7] , we carry out the fourth-order time-splitting method for the fNLS (5.1), from time t = t n to t = t n+1 , as follows To show the stability of fourth-order splitting method, we further define
where ψ n j = ψ n (x j ), and {x j , ω j } j∈Υ N are the corresponding tensorial nodes and weights as in (4.10). Following [7, Lemma 3 .1], we can show the property stated below.
Theorem 5.1. The T S4 has the normalisation conservation, i.e.,
Numerical results. In the computation, we take d = 2, and the initial condition to be
In order to test the fourth-order accuracy in time of the TS4 method, we compute a numerical solution with focusing case γ = −1, s = 0.7, a very fine mesh, e.g., N = 300, and a very small time step ∆t = 0.0001, as the "exact" solution ψ. Let ψ ∆t be the numerical solution with N = 300 and time step side ∆t. Table 5 .1 lists the maximum error and L 2 -error at T = 2 for different time step size ∆t. The results in Table 5 .1 demonstrate the fourth-order accuracy in time of the TS4 method (5.13).
In Figure 5 .1, we plot the maximum errors and L 2 -error versus space discretization N and time discretization ∆t. They indicate that the numerical errors decay algebraically as N increases/or ∆t decreases. In Figure 5 .2 (a)-(d), we depict the modulus squared of the numerical solution with defocusing case (γ = 1) obtained by TS4. Here, we take N = 200, T = 1, 2, and different values of fractional order s = 0.3, 0.7. We observe that the solution diffused as expected. On the other hand, the blow-up of the solution might happen for focusing case γ = −1 (cf. [32] ). In Figure 5 .2 (e)-(f), we plot the profiles of the modulus square of the numerical solution at T = 1 with N = 200 and s = 0.3, 0.7. We can observe the expected blow-up phenomenon. 
Concluding Remarks.
We developed a fast MCF-spectral-Galerkin method for PDEs involving integral fractional Laplacian in R d . The fast solver is integrated with two critical components: (i) the Dunford-Taylor formulation for the fractional Laplacian; and (ii) Fourier-like bi-orthogonal MCFs as basis functions. The fast spectral algorithm could achieve a quasi-optimal computational cost. Different from the existing works on bounded domains (cf. [11, 12] ), the integration in t is evaluated explicitly, and the fractional Laplacian can be fully diagonalised under (i) and (ii). Indeed, the existing approaches for fractional Laplacian in unbounded domains are either too complicated or computational prohibitive even for d = 2. However, the fast solver works for any dimension, and can be easily incorporated with e.g., the hyperbolic cross and sparse grids (cf. [45] ) when the dimension is high.
The proposed method can be extended to invert the operator D s := (−∆ + γI) s with s ∈ (0, 1) and γ > 0. In fact, one can verify readily that the Dunford-Taylor formulation in Lemma 3.2 takes the form The results with d = 1 were derived in [51] , so it suffices to prove them for integer d ≥ 2. Note that 
