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Abstract
Consider the nonlinear matrix equation
X = Q + AH(X̂ − C)−1A,
where Q is an n × n Hermitian positive definite matrix, C is an mn × mn Hermitian positive
semidefinite matrix, A is an mn × n matrix, and X̂ is the m × m block diagonal matrix defined
by X̂ = diag(X,X, . . . , X), in which X is an n × n matrix. This matrix equation is connected
with certain interpolation problem. In this paper, perturbation bounds and condition numbers
for the maximal solution are presented, and residual bounds for an approximate solution to the
maximal solution are obtained. The results are illustrated by numerical examples.
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1. Introduction
Throughout this paper, Cm×n denotes the set of m × n complex matrices, and
Hn×n the set of n × n Hermitian matrices. AT and A¯ denote the transpose and the
conjugate of a matrix A, respectively, and AH = A¯T. A > 0 (A  0) means that
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A is a Hermitian positive definite (positive semidefinite) matrix. In is the identity
matrix of order n, 0 is the null matrix. The symbol ‖ · ‖2 stands for the Euclidean
vector norm and the spectral matrix norm, and ‖ · ‖F the Frobenius norm. For
A = (αjk) = (a1, . . . , an) ∈ Cm×n and a matrix B, A ⊗ B = (αjkB) is a Kronecker
product, and vecA is a vector defined by vecA = (aT1 , . . . , aTn )T.
Consider the nonlinear matrix equation
X = Q + AH(X̂ − C)−1A, (1.1)
where Q ∈Hn×n and Q > 0, C ∈Hmn×mn and C  0, A ∈ Cmn×n, and X̂ is the
m × m block diagonal matrix defined by X̂ = Im ⊗ X. The matrix equation (1.1) is
connected with certain interpolation problem [6;8, Chapter 7, Section 7.1].
Recently, Ran and Reurings [6] prove the following result.
Theorem 1.1 [6, Theorem 3.2]. If
C  0, Q > 0, and Q̂ ≡ Im ⊗ Q > C, (1.2)
then the matrix equation (1.1) has a unique Hermitian solution X satisfying X̂ > C,
and the sequence generated by the iteration
Xk+1 = Q + AH(X̂k − C)−1A (1.3)
converges to the solution X for any X0 > 0.
The unique Hermitian solution X satisfying X̂ > C of Theorem 1.1 will be called
the maximal solution to the matrix equation (1.1).
In this paper, we present some perturbation results for the maximal solution X
to the matrix equation (1.1). Perturbation bounds, condition numbers, and residual
bounds will be presented in Sections 2 and 3, respectively. The theoretical results
will be illustrated by simple numerical examples in Section 4.
The following lemma is useful to the study of perturbation theory for the matrix
equation (1.1).
Lemma 1.2. Let A,C,Q be the matrices of (1.1) and (1.2), and let X be the
unique maximal solution to the matrix equation (1.1). Define the linear operator
L :Hn×n →Hn×n by
LW = W + AH(X̂ − C)−1Ŵ (X̂ − C)−1A, W ∈Hn×n, (1.4)
where Ŵ = Im ⊗ W . If∥∥(X̂ − C)−1A∥∥2 < 1 and/or A has full column rank, (1.5)
then L is invertible.
For proving Lemma 1.2, we first cite a result due to Ran and Reurings [5, Propo-
sition 3.1].
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Lemma 1.3 [5]. Let B1, B2, . . . , Bm ∈ Cn×n. If there exists a positive definite n × n
matrix Y such that Y −∑mj=1 BHj YBj > 0, then the matrix L defined by
L = In2 +
m∑
j=1
BTj ⊗ BHj (1.6)
is nonsingular.
Proof of Lemma 1.2. Let
B = (X̂ − C)−1A =

B1
B2
...
Bm
 , Bj ∈ Cn×n ∀j.
Then the linear operator L defined by (1.4) can be written as
LW = W +
m∑
j=1
BHj WBj , W ∈Hn×n.
Since the matrix L defined by (1.6) is the matrix representation of L, by Lemma 1.3
we only need to prove that there exists a Hermitian positive n × n matrix Y such that
Y −∑mj=1 BHj YBj > 0; i.e.,
Y − AH(X̂ − C)−1Ŷ (X̂ − C)−1A > 0,
where Ŷ = diag(Y, Y, . . . , Y ) ∈Hmn×mn.
We now choose
Y = X − Q + In ≡ Y (),   0.
Then
Y − AH(X̂ − C)−1Ŷ (X̂ − C)−1A
= X − Q + In − AH(X̂ − C)−1(X̂ − Q̂ + Imn)(X̂ − C)−1A
= X − Q + In − AH(X̂ − C)−1/2
[
(X̂ − C)−1/2(X̂ − Q̂)(X̂ − C)−1/2]
× (X̂ − C)−1/2A − AH(X̂ − C)−2A
≡ H(),
and from X  Q and Q̂ > C we see that 0  X̂ − Q̂ < X̂ − C, and
(X̂ − C)−1/2(X̂ − Q̂)(X̂ − C)−1/2 < Imn. (1.7)
In the case of ‖(X̂ − C)−1A‖2 < 1, we take  > 0, and thus Y ()  In > 0.
Moreover, by (1.7) we have
AH(X̂ − C)−1/2[(X̂ − C)−1/2(X̂ − Q̂)(X̂ − C)−1/2](X̂ − C)−1/2A
 AH(X̂ − C)−1A,
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and
H() X − Q − AH(X̂ − C)−1A + [In − AH(X̂ − C)−2A]
 
(
1 − ‖(X̂ − C)−1A‖22
)
In > 0.
If A has full column rank, then we take  = 0. In such a case, Y (0) = X − Q > 0.
Moreover, by (1.7) we have
AH(X̂ − C)−1/2[(X̂ − C)−1/2(X̂ − Q̂)(X̂ − C)−1/2](X̂ − C)−1/2A
< AH(X̂ − C)−1A,
and
H(0) > X − Q − AH(X̂ − C)−1A = 0.
The proof is completed. 
In the following sections, we always assume that the conditions (1.2) and (1.5)
are satisfied.
2. Perturbation bounds
Let X be the unique maximal solution to the matrix equation (1.1), and let A, C,
and Q be slightly perturbed to
A˜ = A + A, C˜ = C + C, Q˜ = Q + Q,
respectively, where A ∈ Cmn×n, Q ∈Hn×n, and C ∈Hmn×mn. Correspond-
ingly, the Eq. (1.1) is perturbed to the equation
X˜ = Q˜ + A˜H(̂˜X − C˜)−1A˜. (2.1)
Assume that
C˜  0 and ̂˜Q > C˜. (2.2)
Then by Theorem 1.1, the perturbed matrix equation (2.1) has a unique maximal
solution. Let X˜ be the unique maximal solution to the matrix equation (2.1), and let
X = X˜ − X. (2.3)
In this section we use the technique described in [9] to derive upper bounds for
‖X‖F by the following three steps.
Step 1. Perturbation equation
We first have
A˜H
(̂˜
X − C˜)−1A˜ = A˜H[Imn + (X̂ − C)−1(̂X − C)]−1(X̂ − C)−1A˜,
(2.4)
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where ̂X = diag(X,X, . . . ,X) ∈Hmn×mn. Substituting the relation[
Imn + (X̂ − C)−1(̂X − C)
]−1
= Imn − (X̂ − C)−1(̂X − C)
[
Imn + (X̂ − C)−1(̂X − C)
]−1
into (2.4) two times, and combining the obtained relation with (1.1) and (2.1), and
using the relation A˜ = A + A, we get the perturbed equation
X + AH(X̂ − C)−1̂X(X̂ − C)−1A = E1 + E2 + h(X), (2.5)
where
E1 = AH(X̂ − C)−1A + AH(X̂ − C)−1A + AH(X̂ − C)−1C
× (X̂ − C)−1A + Q, (2.6)
E2 = AH(X̂ − C)−1A + AH(X̂ − C)−1C(X̂ − C)−1A
+AH(X̂ − C)−1C(X̂ − C)−1A + AH(X̂ − C)−1C
× (X̂ − C)−1A, (2.7)
and
h(X)= −A˜H(X̂ − C)−1X(X̂ − C)−1A − AH(X̂ − C)−1X
× (X̂ − C)−1A + A˜H(X̂ − C)−1(̂X − C)(X̂ − C)−1
× (̂X − C)[Imn + (X̂ − C)−1(̂X − C)]−1
× (X̂ − C)−1A˜. (2.8)
Let
B = (X̂ − C)−1A. (2.9)
Define the linear operator L :Hn×n →Hn×n by
LW = W + BHŴB, W ∈Hn×n, (2.10)
where Ŵ = Im ⊗ W . By Lemma 1.2 and the assumption (1.5), the operator L is
invertible, and the perturbation equation (2.5) can be written as
X = L−1E1 + L−1E2 + L−1h(X). (2.11)
Further, referring to Byers [1] we define the operator P : Cmn×n →Hn×n by
PZ = L−1(BHZ + ZHB), Z ∈ Cmn×n, (2.12)
and define the linear operator S :Hmn×mn →Hn×n by
SU = L−1(BHUB), U ∈Hmn×mn. (2.13)
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Then
L−1E1 = PA + SC + L−1Q. (2.14)
Define the function f (X) by
f (X) = L−1E1 + L−1E2 + L−1h(X). (2.15)
Then f (X) can be regarded as a continuous mappingM :Hn×n →Hn×n, and the
set of the solutions to Eq. (2.11) is just the set of the fixed points of the mappingM.
In the following steps we derive an upper bound for some fixed point X∗ of the
continuous mappingM expressed by (2.15) under some restrictions on A,Q and
C, and prove that X + X∗ is just the unique maximal solution X˜ to the perturbed
matrix equation (2.1).
Step 2. Estimate of some fixed point ofM
For the linear operators L and S (see (2.10) and (2.13)), define the scalars l and s
by
l = ‖L−1‖−1, s = ‖S‖, (2.16)
where ‖ · ‖ denotes the operator norm induced by the Frobenius norm ‖ ‖F. For the
operator P (see (2.12)), define the scalar p by
p = max
Z∈Cmn×n
‖Z‖F=1
‖PZ‖F. (2.17)
Moreover, let
B˜ = (X̂ − C)−1A˜, β = ‖B‖2, β˜ = ‖B˜‖2, γ = ‖(X̂ − C)−1‖2.
(2.18)
Then from (2.14), (2.7) and (2.8) we get
‖L−1E1‖F  p‖A‖F + s‖C‖F + ‖Q‖F
l
≡ 1, (2.19)
‖L−1E2‖F  γ
(‖A‖2
l
+ 2β‖C‖2 + γ 2‖C‖2‖A‖2
)
‖A‖F ≡ 2,
(2.20)
and
‖L−1h(X)‖F 1
l
(
γ (β + β˜)‖A‖F‖X‖F
+
√
mβ˜2γ ‖X‖2F + 2β˜γ ‖C‖F‖X‖F + β˜2γ ‖C‖2‖C‖F
1 − γ ‖C‖2 − γ ‖X‖F
)
.
(2.21)
Here we assume that
1 − γ ‖C‖2 − γ ‖X‖F > 0. (2.22)
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Define , τ , η, δ1, δ2 and δ3 by
 = 1 + 2, τ =
√
mβ˜2γ, η = 1 − γ ‖C‖2,
δ1 = γ (β + β˜)‖A‖F, δ2 = 2β˜γ ‖C‖F, (2.23)
δ3 = β˜2γ ‖C‖2‖C‖F.
Then the relations (2.15) and (2.19)–(2.21) imply
‖f (X)‖F   + δ1‖X‖F
l
+ τ‖X‖
2
F + δ2‖X‖F + δ3
l(η − γ ‖X‖F) . (2.24)
Consider the equation
x =  + δ1x
l
+ τx
2 + δ2x + δ3
l(η − γ x) ,
or equivalently,
(τ + lγ − γ δ1)x2 − (lη + lγ  − ηδ1 − δ2)x + (lη + δ3) = 0. (2.25)
It can be verified that if
(l − δ1)η − δ2 > 2
√[τ + (l − δ1)γ ]δ3, (2.26)
and
  [(l − δ1)η − δ2]
2 − 4[τ + (l − δ1)γ ]δ3
l
[
2τη + (l − δ1)γ η + γ δ2 + 2
√
(τη2 + γ ηδ2 + γ δ3)[τ + (l − δ1)γ ]
] , (2.27)
then the quadratic equation (2.25) has two positive roots, and the smaller one is given
by
x∗ = 2(lη + δ3)[(l − δ1)η − δ2 + lγ ] +
√
[(l − δ1)η − δ2 + lγ ]2 − 4[τ + (l − δ1)γ ](lη + δ3)
.
(2.28)
We now define the setSx∗ by
Sx∗ = {X ∈Hn×n : ‖X‖F  x∗}, (2.29)
which is a bounded closed convex set of Hn×n. Observe that for any X ∈Sx∗ ,
we have
‖f (X)‖F   + δ1x∗
l
+ τx
2∗ + δ2x∗ + δ3
l(η − γ x∗) (by (2.24) and (2.29))
= x∗ (since x∗ is a root of (2.25));
i.e., the continuous mappingM expressed by (2.15) mapsSx∗ intoSx∗ . Hence, by
the Schauder fixed point theorem (see, e.g., [4, Section 6.3]), the mappingM has a
fixed point X∗ ∈Sx∗ .
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Note that for any X ∈Sx∗ , the conditions (2.26) and (2.27) imply the condition
(2.22). In fact, we have
1 − γ ‖C‖2 − γ ‖X‖F
 η − γ · 2(lη + δ3)[(l − δ1)η − δ2] + lγ  (by X ∈Sx∗ and (2.28))
= lη
2 − η2δ1 − ηδ2 − 2γ δ3 − lγ η
[(l − δ1)η − δ2] + lγ 

lη2 − η2δ1 − ηδ2 − 2γ δ3 − lγ η · [(l−δ1)η−δ2]
2−4[τ+(l−δ1)γ ]δ3
l[2τη+(l−δ1)γ η+γ δ2]
[(l − δ1)η − δ2] + lγ 
(by (2.26) and (2.27))
= 2(τη
2 + γ ηδ2 + γ 2δ3)[(l − δ1)η − δ2]
([(l − δ1)η − δ2] + lγ )(2τη + (l − δ1)γ η + γ δ2) > 0 (by (2.26)).
Consequently, under the conditions (2.26) and (2.27) the matrix X∗ satisfies
1 − γ ‖C‖2 − γ ‖X∗‖F > 0. (2.30)
Step 3. On the matrix X + X∗
Let
Y = X + X∗,
where X∗ ∈Sx∗ is a solution to the Eq. (2.11). From Step 1 we see that Y is a
Hermitian solution to the perturbed matrix equation (2.1); i.e., Y satisfies
Y = Q˜ + A˜H(Ŷ − C˜)−1A˜,
where Ŷ = diag(Y, Y, . . . , Y ) ∈Hmn×mn. Observe that
Ŷ − C˜ = (X̂ − C) + (̂X∗ − C)

(‖(X̂ − C)−1‖−12 − ‖̂X∗ − C‖2)Imn
 1
γ
[
1 − γ (‖X∗‖2 + ‖C‖2)
]
Imn (by (2.18))
 1
γ
(1 − γ ‖C‖2 − γ ‖X∗‖F)Imn
> 0 (by (2.30)).
Combining the fact with the condition (2.2) and applying Theorem 1.1 shows that
the matrix Y is the unique maximal solution to the perturbed matrix equation (2.1),
i.e., Y = X˜.
Overall, we have proved the following result.
Theorem 2.1. Let X be the unique maximal solution to the matrix equation (1.1).
Define the operators L, P and S by (2.10), (2.12) and (2.13), and define β, β˜, γ, , τ,
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η, δ1, δ2, δ3 by (2.18) and (2.23), respectively. Moreover, let A˜ = A + A, C˜ =
C + C, and Q˜ = Q + Q be the coefficient matrices of the perturbed matrix
equation (2.1). If̂˜
Q > C˜  0, (2.31)
[(l − δ1)η − δ2] > 2
√[τ + (l − δ1)γ ]δ3, (2.32)
and
  [(l − δ1)η − δ2]
2 − 4[τ + (l − δ1)γ ]δ3
l
[
2τη + (l − δ1)γ η + γ δ2 + 2
√
(τη2 + γ ηδ2 + γ δ3)[τ + (l − δ1)γ ]
] ,
(2.33)
then the perturbed matrix equation (2.1) has a unique maximal solution X˜, and
‖X˜ − X‖F  x∗, (2.34)
where x∗ is defined by (2.28).
Remark 2.2. By using the technique described by Byers and Nash [2] (or see [9,
Appendix]) we can find explicit expressions of l, s and p defined by (2.16) and
(2.17).
Let
B = (X̂ − C)−1A =

B1
B2
...
Bm
 , Bj ∈ Cn×n ∀j,
and let
L = In2 +
m∑
j=1
BTj ⊗ BHj . (2.35)
Then
l = ‖L−1‖−12 , s = ‖L−1(BT ⊗ BH)‖2.
Moreover, let
L−1(In ⊗ BH) = U1 + i1, L−1(BT ⊗ In) = U2 + i2, (2.36)
where U1, 1, U2, 2 are real n2 × mn2 matrices, i =
√−1, and  is the vec-
permutation matrix satisfying
vecZT =  vecZ, Z ∈ Cmn×n.
Then
p =
∥∥∥∥(U1 + U2 2 − 12 + 1 U1 − U2
)∥∥∥∥
2
.
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Note that by [3, pp. 32–34] the vec-permutation matrix  can be expressed by
 =
mn∑
j=1
n∑
k=1
e
(mn)
j e
(n)
k
T ⊗ e(n)k e(mn)j
T
,
where e(n)j denotes the j th column of In.
In the real case, i.e., when all the coefficient matrices A, C and Q are real and the
real maximal solution X is to be found, the scalars l, s, p have the following explicit
expressions:
l = ‖L−1‖−12 , s = ‖L−1(BT ⊗ BT)‖2, (2.37)
p = ∥∥L−1[In ⊗ BT + (BT ⊗ In)	]∥∥2.
Remark 2.3. Let X be the unique maximal solution to the matrix equation (1.1), and
let the coefficient matrices A, C and Q be slightly perturbed to A˜ = A + A, C˜ =
C + C, and Q˜ = Q + Q, where A ∈ Cmn×n, C ∈Hmn×mn, and Q ∈
Hn×n. From (2.11), (2.14) and Theorem 2.1 we see that if ̂˜Q > C˜  0, and if
max{‖A‖F, ‖C‖F, ‖Q‖F} is sufficiently small, then the perturbed matrix equa-
tion (2.1) has a unique maximal solution X˜ = X + X, and
X = PA + SC + L−1Q + O((max{‖A‖F, ‖C‖F, ‖Q‖F})2),
(2.38)
as max{‖A‖F, ‖C‖F, ‖Q‖F} → 0. From (2.38) we get the first order perturba-
tion bound for the maximal solution X:
‖X˜ − X‖F 1, (2.39)
where 1 is defined by (2.19). Moreover, by the theory of condition developed by
Rice [7], we may define the condition number c(X) of X by
c(X) = lim
δ→0 sup{A,C,Q}∈E
d(A,C,Q)δ
‖X‖F
ξδ
, (2.40)
where X is expressed by (2.38), and
E =
{
{A,C,Q} : A ∈ C
mn×n, C ∈Hmn×mn,
Q ∈Hn×n, Q̂ + Q > C + C  0
}
,
d(A,C,Q) =
√(‖A‖F
α
)2
+
(‖C‖F
γ
)2
+
(‖Q‖F
κ
)2
,
in which ξ , α, γ , κ are positive parameters. Taking ξ = α = γ = κ = 1 in (2.40)
gives the absolute condition number cabs(X), and taking
ξ = ‖X‖F, α = ‖A‖F, γ = ‖C‖F, κ = ‖Q‖F
in (2.40) gives the relative condition number crel(X).
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Let L and U1, 1, U2, 2 be the matrices of (2.35) and (2.36), and let
L−1(BT ⊗ BH) = V + i, L−1 = S + i,
where V and  are real n2 × m2n2 matrices, and S and  are real n2 × n2 matrices.
Moreover, let
Uc =
(
U1 + U2 2 − 1
1 + 2 U1 − U2
)
, Vc =
(
V −
 V
)
, Sc =
(
S −
 S
)
.
By using the technique described in [10] we obtain an explicit expression of c(X):
c(X) = 1
ξ
‖(αUc, γ Vc, κSc)‖2.
In the real case, we have
c(X) = 1
ξ
‖(αUr, γ Vr, κSr)‖2, (2.41)
where
Ur = L−1
[
(In ⊗ BT) + (BT ⊗ In)	
]
, Vr = L−1(BT ⊗ BT), Sr = L−1.
3. Residual bounds
Let an approximate maximal solution X˜ ∈Hn×n to the matrix equation (1.1) be
given. For example, the approximate solution may come from a numerical algorithm
for approximating the exact maximal solution X. Then it may be asked: Is the ap-
proximate solution X˜ close to the exact solution X? In this section we derive upper
bounds for ‖X˜ − X‖F. (Since the upper bounds are in residual form, they will be
called residual bounds for X˜.)
We first assumê˜
X > C. (3.1)
Let
R = X˜ − AH
(̂˜
X − C
)−1
A − Q (3.2)
be the residual of the matrix equation (1.1) with respect to X˜, and let X = X˜ − X.
Then from (1.1) and (3.2) we get the perturbation equation
X + AH
(̂˜
X − C
)−1
̂X
(̂˜
X − C
)−1
A
= R − AH
(̂˜
X − C
)−1
̂X
(̂˜
X − C
)−1
̂X
[
Imn −
(̂˜
X − C
)−1
̂X
]−1
×
(̂˜
X − C
)−1
A. (3.3)
Let
K =
(̂˜
X − C
)−1
A. (3.4)
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Define the linear operator T :Hn×n →Hn×n by
TW = W + KHŴK, W ∈Hn×n, (3.5)
where Ŵ = Im ⊗ W . Assume X˜ is so close to X that the operator T is invertible.
Then the perturbation equation (3.3) can be written as
X = T−1R − T−1
(
AH
(̂˜
X − C
)−1
̂X
(̂˜
X − C
)−1
̂X
×
[
Imn −
(̂˜
X − C
)−1
̂X
]−1 (̂˜
X − C
)−1
A
)
. (3.6)
Define the function g(X) by
g(X)= T−1R − T−1
(
AH
(̂˜
X − C
)−1
̂X
(̂˜
X − C
)−1
̂X
×
[
Imn −
(̂˜
X − C
)−1
̂X
]−1 (̂˜
X − C
)−1
A
)
. (3.7)
Then g(X) can be regarded as a continuous mappingN :Hn×n →Hn×n, and the
set of the solutions to the Eq. (3.6) is just the set of the fixed points of the mappingN.
We now are going to derive an upper bound for some fixed point X∗ of the
continuous mapping N expressed by (3.7) under some restrictions on R, and to
prove that X = X˜ − X∗ is just the unique maximal solution to the matrix equation
(1.1).
Let
t = ‖T−1‖−1, ρ = ‖T−1R‖F, (3.8)
σ =
∥∥∥∥(̂˜X − C)−1∥∥∥∥
2
, κ =
∥∥∥∥(̂˜X − C)−1A∥∥∥∥
2
.
From (3.7) we get
‖g(X)‖F  ρ +
√
mκ2σ‖X‖2F
t (1 − σ‖X‖F) . (3.9)
Here we assume that X satisfies
1 − σ‖X‖F > 0. (3.10)
Consider the equation
r = ρ +
√
mκ2σr2
t (1 − σr) ,
or equivalently,
σ
(
t + √mκ2)r2 − t (1 + ρσ)r + ρt = 0. (3.11)
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It can be verified that if
ρ  t + 2
√
mκ2 − 2κ√√mt + mκ2
σ t
,
then the quadratical equation (3.11) has two positive roots, and the smaller one is
given by
r∗ = 2ρt
t (1 + ρσ) +
√
t2(1 + ρσ)2 − 4ρtσ (t + √mκ2) . (3.12)
By using the same technique described in Section 2 we can prove that the mapping
N has a fixed point X∗ ∈Hn×n satisfying ‖X∗‖F  r∗. Note that if
1 − ρσ > 0, (3.13)
then for any X ∈Hn×n satisfying ‖X‖F  r∗, the condition (3.10) holds. In
fact, we have
1 − σ‖X‖F  1 − σr∗
 1 − σ · 2ρt
t (1 + ρσ) (by (3.12))
= 1 − ρσ
1 + ρσ
> 0 (by (3.13)). (3.14)
From the derivation of the perturbation equation (3.3) we see that X = X˜ − X∗
is a Hermitian solution to the matrix equation (1.1). Moreover, we have
X̂ − C =
(̂˜
X − C
)
− ̂X∗

(∥∥ (̂˜X − C)−1 ∥∥−12 − ‖X∗‖2)Imn

(
1
σ
− ‖X∗‖F
)
Imn
 1
σ
(1 − σr∗) > 0 (see (3.14)).
Consequently, X is just the unique maximal solution to the matrix equation (1.1).
Overall, we have proved the following result.
Theorem 3.1. Let X˜ ∈Hn×n be an approximate maximal solution to the matrix
equation (1.1) satisfyinĝ˜
X > C. (3.15)
Define the residual R and the linear operator T by (3.2) and (3.5), respectively, and
assume T is invertible. Moreover, define t, ρ, σ, κ by (3.8). If
1 − ρσ > 0 (3.16)
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and
ρ  t + 2
√
mκ2 − 2κ√√mt + mκ2
σ t
, (3.17)
then for the unique maximal solution X to the matrix equation (1.1), we have
‖X˜ − X‖F  r∗, (3.18)
where the residual bound r∗ is defined by (3.12).
Remark 3.2. From (3.18) we get a relative error bound brel(X˜) for the approximate
solution X˜:
‖X˜ − X‖F
‖X‖F 
‖X˜ − X‖F/‖X˜‖F
1 − ‖X˜ − X‖F/‖X˜‖F
 r∗/‖X˜‖F
1 − r∗/‖X˜‖F
≡ brel(X˜). (3.19)
Remark 3.3. Let r∗ be the residual bound for X˜ (see (3.18) and (3.12)). Observe
that r∗, as a function of ρ, has the Taylor expansion at ρ = 0:
r∗ = ρ +
√
mκ2σ
t
· ρ2 + O(ρ3), ρ → 0.
Hence, for sufficiently small ρ, we have the first order residual bound for X˜:
‖X˜ − X‖F ρ = ‖T−1R‖F. (3.20)
Remark 3.4. By using the technique described by Byers and Nash [2] (or see [9,
Appendix]) we can find an explicit expression of t defined by (3.8). Let
K =
(̂˜
X − C
)−1
A =

K1
K2
...
Km
 , Kj ∈ Cn×n ∀j,
and let
T = In2 +
m∑
j=1
KTj ⊗ KHj .
Then
t = ‖T −1‖−12 .
Note that in the real case,
T = In2 +
m∑
j=1
KTj ⊗ KTj , t = ‖T −1‖−12 .
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4. Numerical results
We now use simple numerical examples to illustrate our results of Sections 2
and 3. All computations were performed using MATLAB, version 6.1. The relative
machine precision is 2.22 × 10−16.
Example 4.1. Consider the matrix equation (1.1) with n = 2, m = 3, and
A =

1 −1
0 1
−4 2
7 1
−1 0
3 2
 , Q =
( 15 −1
−1 11
)
,
C =

10 1 −1 0 3 1
1 8 −1 −1 2 −1
−1 −1 7 1 −1 1
0 −1 1 3 0 −1
3 2 −1 0 4 0
1 −1 1 −1 0 5
 ,
where the matrices Q and C satisfy (1.2), and A has full column rank.
Suppose that the perturbations in the coefficient matrices are
A =

0.5 0.1
−0.2 0.3
0.1 −0.4
0.2 0.6
−0.2 0.7
−0.1 1.0
× 10−j , Q =
( 2.1 0.3
0.3 1.5
)
× 10−j , (4.1)
and
C =

−0.4 −0.2 −0.2 0.1 −0.9 0.3
−0.2 0.5 1.2 −0.3 0.3 0.7
−0.2 1.2 −0.1 0.2 1.1 0.4
0.1 −0.3 0.2 −1.3 −0.4 1.1
−0.9 0.3 1.1 −0.4 −1.4 0.9
0.3 0.7 0.4 1.1 0.9 0.6
× 10−j , (4.2)
respectively. Let A˜ = A + A, Q˜ = Q + Q, and C˜ = C + C be the coefficient
matrices of the perturbed matrix equation (2.1).
Example 4.2. Consider the matrix equation (1.1) with n = 2, m = 3, and
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A =

1 0
300 0
1 0
3 0
−1 0
1 1
 , Q =
( 1000 0
0 10
)
,
C =

250.0 0.1 −0.1 0.1 0.0 0.1
0.1 4.0 0.0 0.0 −0.2 0.0
−0.1 0.0 3.0 −0.1 0.0 −0.1
0.1 0.0 −0.1 1.0 0.0 0.0
0.0 −0.2 0.0 0.0 1.0 0.0
0.1 0.0 −0.1 0.0 0.0 1.0
 ,
where the matrices Q and C satisfy (1.2), and A has full column rank.
Suppose the perturbations in the coefficient matrices A, Q and C are A, Q
and C expressed by (4.1) and (4.2), and let A˜ = A + A, Q˜ = Q + Q, and
C˜ = C + C be the coefficient matrices of the perturbed matrix equation (2.1).
We first consider Example 4.1. Choose τ0 = 10−14 as the termination scalar, and
choose X0 = Q as the initial matrix. By using the iteration (1.3) we get a matrix
sequence X1, X2, . . .. If ‖Xk∗ − X(k−1)∗‖2 < τ0, then take Xk∗ as an approximate
maximal solution to the matrix equation (1.1). The computed maximal solution Xk∗
has a very high precision (see the residual bound r∗ and the relative error bound
brel(Xk∗) of Xk∗ listed in Table 3, where r∗ and brel(·) are defined by (3.12) and
(3.19), respectively). For simplicity, we write the computed maximal solution as
X. Similarly, we get the computed maximal solution X˜ to the perturbed equation
(2.1).
Some numerical results on the perturbations in X and perturbation bounds 1 (see
(2.39)) and x∗ (see (2.34)) are listed in Table 1, where 1 and x∗ are computed by
(2.19) and (2.28), respectively, in which the scalars l, s and p are computed by (2.37).
Similarly, some numerical results on the perturbations in X to the matrix equation
(1.1) of Example 4.2 and perturbation bounds 1 and x∗ are listed in Table 2. The
cases when some one of the conditions (2.31)–(2.33) of Theorem 2.1 is violated are
denoted by asterisks. In such cases, the existence of the maximal solution to the
Table 1
Perturbation bounds for X (Example 4.1)
j ‖X˜ − X‖F 1 x∗
1 2.7 × 10−1 1.0 ∗
2 2.6 × 10−2 9.9 × 10−2 1.5 × 10−1
6 2.6 × 10−6 9.9 × 10−6 9.9 × 10−6
10 2.6 × 10−10 9.9 × 10−10 9.9 × 10−10
12 2.6 × 10−12 9.9 × 10−12 9.9 × 10−12
14 2.7 × 10−14 9.9 × 10−14 9.9 × 10−14
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Table 2
Perturbation bounds for X (Example 4.2)
j ‖X˜ − X‖F 1 x∗
1 2.9 × 102 1.7 × 103 ∗
2 2.9 × 10 1.7 × 102 ∗
6 2.9 × 10−3 1.7 × 10−2 ∗
10 2.9 × 10−7 1.7 × 10−6 ∗
12 2.9 × 10−9 1.7 × 10−8 2.2 × 10−8
14 2.4 × 10−11 1.7 × 10−10 1.7 × 10−10
perturbed matrix equation (2.1) cannot be guarantee, and the estimate 1 would only
formally give an upper perturbation bound for X.
Note that the unique maximal solution X to the matrix equation (1.1) of Example
4.1 is
X =
( 2.196373214097342e+01 −2.459185190552778e−01
−2.459185190552777e−01 1.210362721666636e+01
)
, (4.3)
and the condition numbers cabs(X) and crel(X) (computed by (2.41) with special
selections of ξ , α, γ , and κ) are
cabs(X) ≈ 2.4, crel(X) ≈ 1.3,
which show that the matrix equation (1.1) of Example 4.1 is well-conditioned (in
both the absolute sense and the relative sense). Moreover, the unique maximal solu-
tion X to the matrix equation (1.1) of Example 4.2 is
X =
( 1.573160522763930e+04 1.097802844155327e−01
1.097802844155327e−01 1.010977225302914e+01
)
, (4.4)
and the condition numbers cabs(X) and crel(X) computed by (2.41) are
cabs(X) ≈ 3431, crel(X) ≈ 157,
which show that the matrix equation (1.1) of Example 4.2 is moderately ill-condi-
tioned.
The results listed in Tables 1 and 2 show that the first order perturbation bound
1 and the perturbation bound x∗ for the maximal solution X are fairly sharp. How-
ever, for the matrix equation (1.1) of Example 4.2 (which is a moderately ill-condi-
tioned problem), only in the case that the perturbations in A, Q and C are sufficiently
small (i.e., j is large) we can apply Theorem 2.1 to get the perturbation bound x∗;
otherwise, at least one of the conditions (2.31)–(2.33) of Theorem 2.1 is violated.
As above mentioned that for a given termination scalar τ0 > 0 and the initial
matrix X0 = Q, we can use the iteration (1.3) to obtain a computed maximal solution
Xk∗ after k∗ steps. Some numerical results on the precision of Xk∗ are listed in Tables
3 and 4 for Examples 4.1 and 4.2, respectively, where ρ and r∗ are the residual
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Table 3
Residual bounds for Xk∗ (Example 4.1)
τ0 k∗ ρ r∗ brel(Xk∗ ) ‖Xk∗ − X‖F/‖X‖F
100 4 4.4 × 10−2 4.6 × 10−2 1.8 × 10−3 1.8 × 10−3
10−2 6 1.7 × 10−3 1.7 × 10−3 6.8 × 10−5 6.8 × 10−5
10−4 9 1.4 × 10−5 1.4 × 10−5 5.5 × 10−7 5.5 × 10−7
10−6 12 1.3 × 10−7 1.3 × 10−7 5.1 × 10−9 5.1 × 10−9
10−10 18 1.1 × 10−11 1.1 × 10−11 4.2 × 10−13 4.2 × 10−13
10−14 24 3.6 × 10−15 3.6 × 10−15 1.4 × 10−16 0
Table 4
Residual bounds for Xk∗ (Example 4.2)
τ0 k∗ ρ r∗ brel(Xk∗ ) ‖Xk∗ − X‖F/‖X‖F
100 4 4.7 × 10−4 ∗ ∗ 3.0 × 10−8
10−2 5 5.6 × 10−6 ∗ ∗ 3.6 × 10−10
10−4 6 6.8 × 10−8 7.8 × 10−8 5.0 × 10−12 4.3 × 10−12
10−6 7 8.2 × 10−10 8.2 × 10−10 5.2 × 10−14 5.2 × 10−14
10−10 9 5.5 × 10−12 5.5 × 10−12 3.5 × 10−16 3.5 × 10−16
10−14 11 0 0 0 0
bounds for X˜ = Xk∗ (see (3.20), (3.18) and (3.12) for ρ and r∗), and brel(Xk∗) is the
relative error bound for X˜ = Xk∗ (see (3.19) for brel(X˜)). The cases when some one
of the conditions of Theorem 3.1 is violated are denoted by asterisks. In such cases,
the scalar ρ would only formally give a residual bound for X˜.
Note that the exact maximal solutions X of Examples 4.1 and 4.2 are unknown.
But from the results on the relative error bound brel(Xk∗) listed in Tables 3 and 4
we see that the computed solutions Xk∗ have a very high precision when we take
τ0 = 10−14 (in such a case the relative error bounds brel(Xk∗) are of order 10−16),
and thus we can regard the computed Xk∗ as the maximal solutions X of Examples
4.1 and 4.2, respectively (see (4.3) and (4.4)). In the case that the termination scalar
τ0 > 10−14, we can regard ‖Xk∗ − X‖F/‖X‖F as the relative error of the computed
solution Xk∗ . Some numerical results on ‖Xk∗ − X‖F/‖X‖F are listed in Tables 3
and 4, too.
The results on brel(Xk∗) and ‖Xk∗ − X‖F/‖X‖F listed in Tables 3 and 4 show
that the relative error bounds brel(Xk∗) are fairly sharp. However, for the matrix
equation (1.1) of Example 4.2 (which is a moderately ill-conditioned problem), only
in the case that the termination scalar τ0 is very small we can apply Theorem 3.1
to get residual bound r∗ and relative error bound brel(Xk∗) for the computed solu-
tion Xk∗ ; otherwise, at least one of the conditions (3.15)–(3.17) of Theorem 3.1 is
violated.
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5. Conclusions
Perturbation bounds and condition numbers for the maximal solution to the ma-
trix equation X = Q + AH(Im ⊗ X − C)−1A are obtained by using the techniques
described in [9,10]. Moreover, residual bounds for an approximate solution to the
maximal solution are derived. The results can be used to distinguish the conditioning
of the equation, and to estimate the accuracy of a computed solution. Well-condi-
tioned and moderately ill-conditioned numerical examples give support for the main
results (Theorems 2.1 and 3.1) of the paper.
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