Abstract-Because the Radon transform is a smoothing transform, any noise in the Radon data becomes magnified when the inverse Radon transform is applied. Among the methods used to deal with this problem is the WaveletVaguelette Decomposition (WVD) coupled with Wavelet Shrinkage, as introduced by David L. Donoho. We extend several results of Donoho and others here. First, we introduce a new sufficient condition on wavelets to generate a WVD. For a general homogeneous operator, which class includes the Radon transform, we show that a variant of Donoho's method for solving inverse problems can be derived as the exact minimizer of a variational problem that uses a Besov norm as the smoothing functional. We give a new proof of the rate of convergence of wavelet shrinkage that allows us to estimate rather sharply the best shrinkage parameter needed to recover an image from noise-corrupted data. We conduct tomographic reconstruction computations that support the hypothesis that near-optimal shrinkage parameters can be derived if one can estimate only two Besovspace parameters about an image f . Both theoretical and experimental results indicate that our choice of shrinkage parameters yields uniformly better results than Kolaczyk's variant of Donoho's method and the classical filtered backprojection method.
One can view the Radon transform as the special case with α = 1/2 of the following abstract problem: Assume that a linear operator A maps the Hilbert space L 2 (R d ) to another Hilbert space Y and satisfies (1) A * Af (ξ) = |ξ| −2α f (ξ)
for some α ≥ 0, where A * is the adjoint of A and g denotes the Fourier transform of g. We wish to recover f ∈ L 2 (R d ) from Af . In practice we are only able to observe noisy data of the form
where Z represents a perturbation error in our observation procedure. Here we assume that Z is mean-zero Gaussian noise.
Such linear inverse problems arise in various scientific fields. The noise removal problem in image processing takes the form Y = f + Z. In this case the underlying operator is the identity operator, which obviously satisfies (1) with α = 0. As already mentioned, the Radon transform satisfies (1) with α = 1/2. Additionally, the 2π multiple of the one-dimensional integration operator also satisfies (1) with α = 1.
Despite the simple characterization (1) of A via the Fourier transform, linear filtering methods based on (1) such as filtered backprojection (FBP) often exhibit degradation in recovering f from noisy data. The Fourier transform diagonalizes any convolution-type operator, and this property has been an advantage of Fourier transform methods in deconvolution problems such as (2) . However, poor representation of nonsmooth functions via the Fourier transform often yields an unacceptable decision rule, which considers any low-frequency structure to be information and any high-frequency structure, no matter how strong, to be noise, in recovering f from (2) .
Very recently, there has been great interest in the use of wavelet bases to represent functions, and many important advantages of wavelet bases have been discovered. One of the key features of wavelet bases is the smoothness characterization of various function spaces in terms of wavelet coefficients. This property has been used in several image processing and statistical applications, such as data compression [15] , [16] , [33] , noise removal [5] , [18] , and nonparametric estimation in statistics [4] , [22] , [24] , [25] , etc.
Even though convolution-type operators, in general, are not diagonalizable with respect to wavelet bases, the operator satisfying (1) can be diagonalized with the help of a wavelet-vaguelette system (WVS). In [21] Donoho proved that there exists a WVS {ψ λ , U λ , U λ } such that {ψ λ } is an orthogonal wavelet basis of L 2 (R d ), {U λ } and { U λ } are biorthogonal Riesz bases of Y, and for any f ∈ L 2 (R d ), (2), Donoho suggested the wavelet shrinkage method (see, e.g., [21] , [22] , and [30] ), which shrinks the observed coefficients c λ [Y, U λ ] towards zero by a certain amount, and proved that if the true solution f is known to lie in the Besov smoothness space B β q,p (R d ) (for the definition, see [17] and Section IV of this paper), where β > (2α + d)(1/p − 1/2), then the solution of his method converges to f with the optimal rate if one uses the optimal shrinkage parameters (although Donoho did not give a method for finding these parameters). For details, see [21] .
In this paper we consider a family of variational problems for solving (2) that are related to Donoho's method. These variational problems take the form: Given a positive parameter γ and a function smoothness space B, find a function f that minimizes over all possible functions g in B the functional The function space B differs from usual smoothness subspaces in regularization techniques (see, e.g., [43] ), because B could be a function space which is not embedded in A fast way of solving (4) is required for practical algorithms. We suggest using vaguelettes and wavelets in (4) , to characterize Y − Ag Y and |g| B , respectively. Using the L 2 -stability of vaguelettes and the smoothness characterization properties of wavelets, we derive an expression involving wavelet coefficients that is equivalent to (4) , and that can be minimized quickly (in a time proportional to the number of unknowns). In particular, if we choose B = B β0 1,1 (R d ) in (4) , then the exact minimizer, denoted by f * γ,β0 , of the resulting equivalent sequence minimization problem has the same form as the wavelet shrinkage method proposed by Donoho [21] with possibly different shrinkage parameters.
We give a new proof of the rate of convergence of f * γ,β0
to f that allows us to estimate rather sharply the best wavelet shrinkage parameter for solving (2) in the presence of Gaussian noise. Our analysis reveals that only one parameter β 0 allows finite error for all levels of resolution; this β * 0 = d/2 − α, which depends only on the parameter α (which determines the ill-posedness of A) and the dimension d of the domain, which will be 1 (for signals) or 2 (for images), of f . For any β 0 the wavelet shrinkage amount for terms c λ [Y, U λ ] at a dyadic scale 2 k is given by γ2 k(β0−d/2+2α) ; for the optimal β * 0 , we should shrink terms
kα . It remains only to choose the parameter γ. We give an upper bound on the expected value of the error that depends on γ and two smoothness parameters of f (both of which can be estimated by a wavelet compression technique, and which are roughly invariant for images of fixed types). We suggest that one should choose γ by minimizing the upper bound on the error.
We have implemented this method and present the results of several experiments. In these experiments, we use a WVS that uses less-smooth wavelets than previously thought possible. To substantiate this, we rely on a sufficient condition, which is proved in Chapter 6 of [32] , on regularity and vanishing moments (for the definition, see Section IV) of functions to have a WVS. This sufficient condition is weaker than in [21] (see Section VI), and allows more wavelets such as less smooth examples of Daubechies's compactly supported orthogonal wavelets [10] and symmetric biorthogonal wavelets [6] to be used for solving (2) . These compactly supported wavelets are generated from scaling functions by refinement equations (for the definition, see Section III); thus vaguelette coefficients can be obtained in a recursive manner as wavelet coefficients can be.
We show through tomographic reconstruction experiments that with a translation-rotation averaging technique (see Section X) the wavelet shrinkage method f * γ,β0 , where parameters γ and β 0 are determined from our analysis, leads to a better reconstruction in the presence of Gaussian noise than the traditional filtered backprojection method. As compared with the shrinkage parameter suggested by Kolaczyk [30] , which is motivated by the VisuShrink method by Donoho and Johnstone, our shrinkage parameter leads to a better reconstruction, which removes less noise, but keeps more image features.
Other researchers have introduced wavelet methods for tomographic problems. Methods based on one-dimensional wavelet decomposition of the projection data followed by linear filtered backprojection were introduced in [40] , [38] , [39] , [45] , and [47] ; local reconstruction is a concern of all these authors. Bhatia, Karl, and Willsky [2] first introduce a method based on similar principles, then use a MAP model with a linear filter based on L 2 regularization of each one-dimensional projection data. In a later paper [1] , they again use a one-dimensional wavelet decomposition of the projection data, which is back-projected to find a different basis for the so-called "Natural Pixel" formulation of the image reconstruction problem, which yields a sparse matrix problem to solve rather than a full matrix problem, again with a MAP model of the image. Sahiner and Yagle [41] also use a one-dimensional transform of the projection data, but they threshold the wavelet coefficients before ap-plying filtered back projection of the data. Thresholding is related to wavelet shrinkage as a means of noise removal (see, e.g., [5] ), but the authors do not provide an analysis of the reduction in error due to thresholding and, to our eyes, their method results in significant artifacts. The authors add additional image constraints which do reduce these artifacts somewhat.
Other authors have used two-dimensional wavelet decompositions in the image domain, as we do. Delaney and Bresler [14] use wavelet transforms of the image as a tool to make a standard filtered backprojection algorithm more efficient numerically, and to provide a method of local reconstruction. Dobson [20] [46] claim to apply wavelet shrinkage to a problem in fan-beam tomography, but do not give enough details to compare their method to ours.
II. Preliminaries
In this section we review some notations and definitions for the future use.
The translation operator
, where f is represented in polar coordinates.
The shrinkage operator S µ : R −→ R:
+ . Let H be a separable Hilbert space. For real-valued functions S 1 and S 2 defined on H, we denote S 1 (f ) S 2 (f ) if there are positive constants C 1 and C 2 such that for all f ∈ H,
2 . An L 2 -stable basis of H is also called a Riesz basis.
Let X 1 and X 2 be normed vector spaces. The space X 1 is said to be embedded in the space X 2 , denoted by X 1 → X 2 , if for each f in X 1 , f is in X 2 and there is a constant C such that for all f ∈ X 1 , f X2 ≤ C f X1 .
We denote by S(R d ) the space of rapidly decreasing C ∞ functions on R d and by S (R d ) its topological dual, the space of tempered distributions. The Fourier transform f
while the inverse Fourier transform gives f back from f by
One extends the Fourier transform and its inverse from
III. Wavelets
In this section we briefly review basic wavelet theory. Throughout this paper we consider only compactly supported wavelets such as Daubechies' orthogonal wavelets [10] , symmetric biorthogonal wavelets by Cohen, Daubechies, and Feauveau [6] and Herley and Vetterli [27] , and modified wavelets [7] and [29] , which are designed to deal with functions defined on a bounded domain.
We begin with orthogonal wavelets on R. Let ψ be a bounded and compactly supported function on R. We define ψ k,j (x) = 2 k/2 ψ(2 k x − j) for all integers k and j. The collection of functions {ψ k,j } k∈Z,j∈Z is called an orthonormal wavelet basis for
Associated with ψ is a scaling function φ, from which one generates the functions φ k,j (x) = 2 k/2 φ(2 k x − j). The set {φ k,j } j∈Z is orthonormal for each k. With these functions φ k,j , we have
We assume that for a given scaling function φ, there exist finite sequence (h n ) such that φ = n h n φ 1,n and ψ = n g n φ 1,n , where g n = (−1) n+1 h −n+1 . We call the above equations refinement equations. These equations are closely related to the so-called fast wavelet transfrom (FWT) and inverse FWT. For details, see, e.g., [10] .
For orthogonal wavelets on L 2 (R d ) with d > 1, we use the tensor product of φ and ψ. We make 2
by Φ, and the remaining 2 d − 1 functions by
(It is convenient to fix that ϕ(x j ) is ψ(x j ) if the jth binary digit of i from the left is one, and ϕ(x j ) is φ(x j ) if the jth binary digit of i is zero.) We define
and, moreover,
where the index i in above two equations ranges over 1, 2, . . . , 2 d − 1. When one is concerned with a bounded domain, for example, the unit cube Ω in R d , then one does not consider all shifts j ∈ Z d , but only those shifts for which ψ
k,j intersects Ω nontrivially. Moreover, one must adapt wavelets that overlap the boundary of Ω to preserve L 2 -stability on the domain. For details, see, e.g., [7] and [29] . To ignore all complication of this sort, we shall use indices without precisely specifying the domains of the indices of the sums whenever this abbreviation does not cause any confusion.
Before we close this section, we state the two-dimensional FWT and its inverse FWT associated with {ψ
Fast wavelet transform:
g n1−2j1 h n2−2j2 f, Φ k+1,n , and
Inverse fast wavelet transform:
k,n .
IV. Besov Spaces
One of the major advantages of wavelets is smoothness characterization, which means that we can determine the membership of a function in many different function spaces by examining its wavelet coefficients. For details, see, e.g., [17] , [19] , [26] , [29] , [31] , and [34] .
We are interested in Besov spaces
is the real Hardy space (for the definition, see, e.g., [44] ). To simplify our presentation, throughout this paper we shall use the following convention:
With this convention, we get more familiar spaces for certain values of parameters.
, and when 0 < β < 1 and 1
are no longer normed spaces. However, they are always quasinormed spaces, and with a certain abuse of terminology, we shall continue to call these quasi-norms norms.
We will not give the precise definition of Besov spaces here. What is important to us is that one can determine whether f is in B β q,p (R d ) simply by examining its wavelet coefficients. Let φ and ψ be bounded, compactly supported, and univariate functions as described in Section III. Suppose φ has R continuous derivatives and ψ has vanishing moments of order M , i.e., R x m ψ(x) dx = 0, for
We assume that ψ (i) and Φ are functions described in Section III by tensor products of φ and ψ. Then as long as β < min(R, M ), for any k 0 ,
The proof of (7) and (8) can be found in [31] . In this paper we shall use the right hand side of (7) as the definition of |f | B β q,p and the right hand side of (8) , where we assume that k 0 is a fixed, nonnegative small integer throughout this paper.
There are various embedding relations among the Besov
; and for any q 1 and
as long as β < β. These relations show that the parameter q in B Based on a standard argument from interpolation theory (see, e.g., [5] 
, where β < β and β p = βp. In analogy with the special case of Sobolev spaces
, where β = −β and 1/p + 1/p = 1. (Here we assume that 1 ≤ p ≤ ∞.) For details, see, e.g., [34] and [32] .
V. Linear Homogeneous Equations
We now discuss three examples of linear homogeneous equations-the identity transform, the Radon transform, and 2π times the one-dimensional integral.
The identity operator on L 2 (R d ) satisfies (1) with α = 0. In this case, we have Y = f + Z in (2) . Recovering f can be viewed as a noise removal problem.
The Radon transform R :
where ds(x, y) is Euclidean measure on the line
The Fourier slice theorem states that
where Rf (θ, ·) ∧ (w) is the one-dimensional Fourier transform of Rf (θ, u) as a function of u, and f is the twodimensional Fourier transform of f . The proof of (9) can be found in [37] . Using (9) , one can show R * Rf (ξ) = |ξ| −1 f (ξ); thus, the Radon transform satisfies (1) with α = 1/2. Therefore,
, where
Since A * Af (ξ) = |ξ| −2α f (ξ), one's first attempt to solve (2) might be
For α > 0, however, this method generates an unacceptable solution for (2) because the high frequency components of A * Y , whose size is determined by A * Y (ξ) for ξ large, are multiplied by |ξ| 2α , which is unbounded as ξ → ∞. To avoid this phenomenon, one can consider a filtered solution f w such that
where the weight filter w(ξ) satisfies 0 ≤ w(ξ) ≤ 1 and w(ξ) → 0 as |ξ| → ∞. For example, the famous filtered backprojection (FBP) method for inverting the Radon transform in medical image processing takes the form (10) with α = 1/2. Finding a proper weight filter w(ξ) is very important for the performance of f w (10). We consider a family of weight filters {w M } such that w M (ξ) = 1 if |ξ| ≤ M and w M (ξ) = 0 otherwise.
A calculation (see, e.g., [32] ) shows that with the optimal value of
we have
with rate exponent
It is known (see Theorem 4 of [21] ) that the rate of convergence of any method for recovering f ∈ W β (R d ) is at most the r of (11). Thus no filtered backprojection method can provide an asymptotically better solution than f wM with the optimal M .
The filtered backprojection method f wM considers any low-frequency structure to be signal, and any highfrequency structure to be noise, no matter how large | f (ξ)| might be. This is not acceptable when we wish to recover functions that can be more meaningfully characterized by their discontinuities (e.g., an image with strong edges and small extent), since such information lies in the high-frequency domain. Even with a more general weight filter w, we cannot avoid this kind of degradation in recovering nonsmooth functions, since w(ξ) → 0 as |ξ| → ∞.
VI. Wavelet-Vaguelette Decompositions
The terminology vaguelette was used by Meyer in [35] to describe a collection of functions which are waveletlike. In [21] Donoho constructed a wavelet-vaguelette system (WVS) for solving homogeneous equations described in Section V and gave a sufficient condition on wavelets to generate a WVS of A.
A collection of functions {ψ
and Aψ
Once we have a WVS of A, we can determine wavelet coefficients f, ψ (13) into (5), we have the following reproducing formula via the WVS {ψ
We call (14) a wavelet-vaguelette decomposition (WVD) of f . We now consider how to construct a WVS of A. We first note that for any operator A satisfying
and homogeneous of order 2α, i.e.,
On the other hand, all elements of {ψ
k,j } are generated by dilation and translation of basic 2 d − 1 functions
. Then, using (15) and (16), it is not difficult to show that A * Aπ
This implies that if {2 kα Aπ
we have a WVS {ψ
It is obvious that this construction is the only way of having a WVS of A for given orthogonal wavelets {ψ 
k,j } forms a wavelet-vaguelette system of A as long as (19) α
Condition (2) requires high regularity and large vanishing moments for wavelets to be usable for a WVS. For instance, one needs R ≥ 4 for the Radon transform in R 2 .
Notice that none of the first ten Daubechies's compactly supported orthogonal wavelets have this amount of regularity. Many symmetric biorthogonal wavelets (the WVS can be defined for biorthogonal wavelets with a slight modification; see [21] and [32] ) with relatively small support do not satisfy condition (2), either. See, e.g., [6] , [12] , and [13] . There are several disadvantages in using smoother wavelets to approximate a function that is much less smooth than the given wavelets. First, as long as (7) and (8) hold, there is no gain in approximation order with smoother wavelets. Second, since smoother wavelets have wider support, they are not as good as less smooth wavelets, which can have smaller support, in approximating functions with discontinuities.
As an alternative to (19), we can prove (see Theorem 6.3.1 of [32] ) that if
k,j } forms a WVS for A. The conditions in (20) are weaker than (19) and allow more wavelets to be used to construct a WVS for a given operator A than condition (19) does. More importantly, the sufficient conditions (20) do not depend on the dimension d.
VII. Vaguelette Coefficients and Variational Problems
We begin with a recursive algorithm to compute vaguelette coefficients. Here we shall only consider the case d = 2. Higher-dimensional algorithms follow easily from the 2-dimensional one. Throughout this section we assume that A is onto, i.e., the range of A is Y.
We
Then by following the same argument used to show A * Aπ
With a similar argument, we can show that 2
k,j for i = 1, 2, 3. Therefore, by rewriting (6), we have
Furthermore
where we have used the FWT at the end of Section III. Applying these four equations to {2 kα [Y, V k,j ]}, we can get
Using the L 2 -stability of {U
k,j } and the smoothness characterization of {ψ
and
Combining these sequence sums, we have following equivalent sequence sums to the functional (21):
which can be minimized by minimizing each term separately. Notice that a|b − x| 2 + 2c|x|, where a > 0, c > 0, is minimized when x = sign(b)(|b| − c/a) + , i.e., when x = S c/a (b). We apply this to the case where a = 2
, and c = γ2
then (22) is minimized by choosing the function f * γ,β0 such that
Since µ k = 0 if k < k 0 , one can rewrite (23) as
With equivalence between function norm and wavelet sequence sums, we now suggest f * γ,β0 as a solution method for solving (2) .
VIII. Discretization and Noise Model
We recall problem (2) of this paper: Y = Af + Z. In practice we have only finitely many data points {Y i } i=0,1,··· ,N −1 for Y . With this data, we wish to approximate the true solution f by
In this approach, we have three different types of errors. 
In this paper we are only interested in this type of error.
We assume a white noise model for the observation error Z in (2). Let 
k,j ] are mean zero Gaussian random variables with
Similarly, we have mean zero Gaussian random variables
Notice that
With a similar argument, we have
Thus, the solution method f * γ,β0,m (26) can be rewritten as
Before we close this section, for future use we define
, and
IX. Error Estimates
Here we calculate an upper bound of E f m − f * γ,β0,m 2 L 2 . While doing that, we determine β 0 , which gives the main effect on the wavelet shrinkage procedure, and then we choose γ, which corresponds to a more subtle, but still critical, part of the algorithm.
In [21] Donoho assumed the same white noise model as in this paper, and suggested
as a solution method for solving (2) . This is exactly the same as f * γ,β0 of (25) except for possibly different shrinkage parameters. For the performance of f (a k,j,i ) , he proved that
as σ → 0, with rate exponent (29) r M = β β + d/2 + α for the true solution f , which is known to lie in a ball
with β > (2α + d)(1/p − 1/2). He also showed that this wavelet shrinkage method attains the optimal rate of convergence:
where f ranges over all possible methods. This asymptotical result implies that the wavelet shrinkage method (28) with the optimal shrinkage parameters (a k,j,i ) is the best estimator in minimax sense. (For definitions of these statistical terms, see, e.g., [3] .) However, Donoho in [21] did not give a method for finding those parameters.
In [30] Kolaczyk used the shrinkage parameters
in (28) for tomographic reconstruction. For the definition of c i , see Section VIII. This choice of shrinkage amount is motivated by the VisuShrink method of Donoho and Johnstone [22] . For details, see, e.g., [22] and [30] . However, Kolaczyk [30] did not give a proof that the shrinkage parameter (30) gives the optimal rate of convergence r M (29). We propose to find an explicit shrinkage scheme that provides the optimal rate of convergence r M (29) . To do so, we assume that the true solution f is in the Besov spaces B k,j = 0 and f, Φ k0,l = 0 in (26) . Moreover, the number of such j
where we have used the expectation operator E to deal with the statistical noise model. We note (see Section VIII) that
where we have used the fact that the number of l for which f, Φ k0,l = 0 is less than C2 k0d for a constant C.
We now use the following inequality (see [5] and [23] 
where
2 /2 . We apply above inequality to the case where t = f, ψ
2kα σ 2 , and µ = µ k (see (24)). Then we have
For S 1 (f ), notice that (24) and (32)), one has (33)
Thus we have (24) and (32)), one has
We use the same argument as for S 1 (f ). Then we have
With a similar argument used for S 1 (f ), we have
For S 3 (f ), we can bound them as follows:
We now use the same argument used for S 1 (f ). Then we have
Combining (35), (37), and (38), we can bound
We now determine β 0 , which minimizes S 1 (f ) + S 2 (f ) + S 3 (f ) for a fixed a. To do so, we examine the exponents of 2 in T (β 0 ) and T * (β 0 ). Obviously, to reduce the contributions from S 1 (f ) + S 2 (f ) + S 3 (f ), it is desirable if our choice of β 0 satisfies β 0 (2 − p) + 4α − 2αp − βp ≤ 0 and
so that T (β 0 ) (34) and T * (β 0 ) (36) are bounded independently of m. Simple computations reveal that it is only possible when
With this β * 0 , we have T (β * 0 ) = T * (β * 0 ) = 1. Therefore, from (39), we have
For S 4 (f ), with β * 0 = d/2 − α, t k ≤ a, we note that as a function of x, t>x (t − x) 2 P (t) dt is strictly decreasing for
. Here we ignored the contribution from S 0 (f ), because it is small and independent of m.
Formula (41) is our main bound of E f m − f * γ,β * 0 ,m 2 L 2 . We emphasize that given only two parameters characterizing the smoothness of f (β and |f | B β p,p ), the known parameter α that determines the ill-posedness of the reconstruction procedure, and an estimate of the standard deviation σ of the noise in the observation procedure, one can numerically compute the minimum point a * of the equation (41) as a function of a and use γ * = a * σ to determine f * γ * ,β * 0 ,m that minimizes our upper bound on the error.
To have an asymptotic result for (41), we use following inequality; for any x ≥ 0, (42)
This is rather rough estimation since one can replace the right hand side of (42) by 2x −3 P (x) for x ≥ 1 (see, e.g., [5] 
then by setting
we can get the critical point a such that
β+d/2+α and D 2 = 2 2α+d β+d/2+α . With this a, we have 
X. Computations: Tomographic Reconstruction
We conducted tomographic reconstruction (α = 1/2) experiments using f * γ * ,β * 0 ,m in (26) with β * 0 = 1/2 and γ * = a * σ, where a * is chosen as the (numerical) minimum point of (41) . Our main conclusion is that this shrinkage parameter leads to smaller errors and better reconstruction than using the parameter suggested by Kolaczyk [30] . The wavelet shrinkage method often exhibits certain artifacts, which do not appear in reconstructed images from the filtered backprojection method. Those artifacts in the wavelet shrinkage method are largely due to the fact that the wavelet shrinkage method is neither translationally nor rotationally invariant. However, a "translation-rotation averaging technique" associated with the wavelet shrinkage method reduces those artifacts dramatically, and outperforms not only the standard wavelet shrinkage method but also the traditional filtered backprojection method in the mean square error sense.
Our main computations are applied to the phantom image f 9 of 512 × 512 pixels in Figure 1 . With the assumption that the true intensity field f of the digital image f 9 is bounded, we scaled f 9 to have 255 as the brightest pixel and 0 as the darkest one. We computed Radon projection data, Rf , at 512 uniformly spaced angles, and at 512 uniformly spaced points for each angle. Thus, the number of data values, N = 262,144, and m = 9 in f * γ * ,β * 0 ,m . We added i.i.d. Gaussian noise with standard deviations σ As we mentioned before, we can modify the definition of a WVS to incorporate biorthogonal wavelets. We use biorthogonal wavelets 3 φ, 3,9 ψ, 3,9 φ, and 3,9 ψ illustrated on page 276 of [10] . These wavelets and dual wavelets have the required regularity and zero-moment properties to generate a WVS of the Radon transform in two dimension. For details, see Theorem 6.3.1 of [32] . We modified the biorthogonal wavelets at the boundary in a way equivalent to assuming that the phantom image is periodic, and rescaled them to make c i = 1 for i = 1, 2, 3. We also choose k 0 = 5 in (26) .
We assume that f ∈ B β p,p (R 2 ), where β > 0 and p = 3 β+3/2 . Notice that when | f, ψ
, then we have
On the other hand, if we denote the number of (j, i) for which | f, ψ
Then from (44), we have
Combining (43) and (45), we have
It is remarked in [8] that (46) is invertible, i.e., if we observe
for some β and C, then one can conclude that f ∈ B (This statement is not correct, but is close enough to the truth to be used in practice; see [8] for the precise statement.) We use (46) in estimating the smoothness order β of f .
We computed E(γ) and N (γ) for several γ, and estimated β and |f | B We compute the minimum point of (41) 
where a is chosen as the numerical minimum point of (41) for given σ = 2 −9 σ 0 , and we denote E f 9 − f C 2 L 2 by E C . We also consider a rotational averaging version f (R) C of f C , where superscript R refers to the rotation number. For instance,
where Q π 4 denotes rotation by π 4 and a is, again, chosen as the numerical minimum point of (41) 
C = E C , because the shrinkage method associated with the wavelets constructed using tensor products is invariant with respect to rotation by π/2.
We denote the translation averaging version of f C , but the translation-invariant wavelet shrinkage method introduced by Coifman and Donoho [9] in the shrinkage step. The mean square error
In [30] Kolaczyk used the shrinkage parameter (30) (with c i = 1 for i = 1, 2, 3) in (28) for tomographic reconstruction. This choice of shrinkage parameter is motivated by the VisuShrink method of Donoho and Johnstone [22] . For comparison purposes, we define
Notice that f V only shrinks the two highest levels of wavelet coefficients. (In [30] Meyer's wavelets are used for experiments.) The mean square error
We also consider the filtered backprojection method using the Hamming weight filter
where n is the frequency number. For details, see, e.g., [42] . We define f F by
We use E F to denote the mean square error of f F with N s = 512. Obviously, the algorithm f F depends on the filter size N s . With a similar argument used in Section V, we expect that the filter size N s should be decreased for a fixed image as the amount of noise increases. We denote by E # F the mean square error of f F with an optimal filter size. In our experiments, we computed numerically an optimal filter size of f F for each noise level.
In order to compute vaguelette coefficients in f
T , and f V , we first compute 2
Φ(2 −9 ξ) dξ, and use the recursive algorithm described in Section VII to get
where we have used the Fourier Slice Theorem (9). Thus we can compute R * Y by
In numerical computations involving the Fourier transform, we used the fast Fourier transform (see, e.g., [28] ). To reduce the aliasing effect in the fast Fourier transform, we zero-padded the projection data of 512 × 512 to 512 × 1024 (see, e.g., [42] ). Table 1 contains the results of our tests. We calculated mean square errors E V , E F , E Table 1 shows the mean square errors of the direct backprojection method (with neither filtering nor wavelet shrinkage) for each noise level. We also report that f 9 2 L 2 = 9769.
The results in Table 1 shows that f needs, roughly speaking, R + 1 times the computations as f F does. On the other hand, the traditional wavelet transform can be performed in a time proportional to the number of terms to be processed. Thus, as long as the rotation number R is small, (for 512 ×512 phantom images, R ≤ 8), the number of computations in f (R) C is less than twice of that in f F . Figures 2, 3, 4 , 5, and 6 show 512 × 512 reconstructions based on f C has certain artifacts in the reconstructed image Figure 2 -a, where we can see "square blocks"near edges. Such artifacts are largely due to the fact that the wavelet shrinkage method is not rotationally invariant. Thus by doing rotational averaging, we can reduce those artifacts dramatically. See Figure 2 -b and 2-c.
As compared with the reconstructed images in Figure  3 -a, 3-b, and 3-c, those in Figure 2 -a, 2-b, and 2-c still suffer from certain artifacts. Most of these artifacts disappear in Figure 3 after applying the translation-invariant wavelet shrinkage algorithm introduced by Coifman and Donoho [9] . Notice that f In Table 2 , the first row contains the shrinkage parameters a * used to compute f (R) C and f (R)
T . As we mentioned before, the shrinkage parameter a * is obtained by computing the minimum of (41) numerically as a function of a. For comparison purpose, in Table 2 we also give a near-optimal shrinkage parameter for each noise level and rotation number. For example, a (R) C is the best constant for f (R) C in {a|a = n/10, n = 0, 1, · · · , 40} in the sense that it gives the smallest mean square error for each given noise level. We define a (R) T in a similar manner. The shrinkage parameters suggested by this paper (the first row in Table 2 ) are closer to the real optimal shrinkage parameters as the rotation number increases. fourth row in Table 1 and Figure 4 , the universal filter size, which works for all noise levels, N s = 512 does not remove the noise effectively. By reducing the filter size N s to 192 we have a better reconstructed image in Figure 5 than that in Figure 4 . In this case, however, we can not avoid certain degradation in reconstruction by losing information from the frequency number n with |n| > 192.
Notice that in (47) , by choosing a radially symmetric w H (ξ), which is commonly used in the practice of the filtered backprojection, we have w H (ξ) |ξ| R * Y (ξ) = w H (w)Y (θ, ·) ∧ (w), where ξ = (w cos θ, w sin θ). Therefore, unlike for f (R) C and f
(R)
T , the translation-rotation averaging techniques do not give an improved result in f F , since the Fourier basis itself is translation-invariant and the same weight filter is applied to the projection data Y (θ, u) for all θ. In Table 3 we give an optimal filter size of f F for each noise level. We obtained those numbers experimentally. Figure 5 shows a 512 × 512 reconstruction based on f V for noise level SNR 20. The algorithm f V has fewer artifacts, but it is outperformed overall by most of other algorithms. See Table 1 . Since f V employs the wavelet shrinkage method for the wavelet coefficients only in the two highest levels, it can be viewed a combined method of the filtered backprojection and wavelet shrinkage. By shrinking the wavelet coefficients in more levels and applying translation and rotation averaging techniques, one can improve the result of f V . However, since f V uses a larger shrinkage parameter, even with translation and rotation averaging, one can not avoid certain over-smoothing in reconstruction.
We applied f F with N s = 128 and f
T to a real positron emission tomography (PET) data set, taken from a physical phantom, which contains the Radon projection data at 256 uniformly spaced angles, and at 256 uniformly spaced points for each angle. For these reconstruction, we do not have an original image. We believe that f (2) T removes as much noise as f F does, while preserving more of the fine structure of the image.
Bassed on these experiments, we believe that minimizing our bound on the error (41) leads to near-optimal shrinkage parameters for tomographic reconstruction with wavelet shrinkage. Moreover, our technique for estimating the smoothness of images leads to accurate estimates of the true smoothness of images. We also can predict the performance of the wavelet tomographic reconstruction algorithm using only two smoothness parameters β and |f | B β p,p . We also believe that translation-rotation averaging techniques remove most of the artifacts of wavelet shrinkage methods, while removing a great amount of noise.
