Introduction
In a statistical analysis, I usually want some basic descriptive statistics such as the mean, standard deviation, extremes, and percentiles. See, for example, Pagano and Gauvreau (2000) . Stata conveniently provides these descriptive statistics with the summarize command's detail option. Alternatively, I can obtain percentiles with the centile command. For example, with auto.dta, we have However, if I have missing values, the summarize command is not supported by mi estimate or by the user-written mim command (Royston 2004 (Royston , 2005a (Royston ,b, 2007 Royston, Carlin, and White 2009 The following commands were generated from the multiple-imputation dialog box. I used 20 imputations. Before Stata 11, this could also be done with the user-written commands ice and mim (Royston 2004 (Royston , 2005a (Royston ,b, 2007 Royston, Carlin, and White 2009) .
. mi set mlong . mi register imputed newprice (32 m=0 obs. now marked as incomplete)
. mi register regular mpg trunk weight length . mi impute regress newprice, add (20) From this output, we see that the estimated mean is 5,693 with a standard error of 455 (rounded up) compared with the complete data value of 6,165 with a standard error of 343 (also rounded up). However, we do not have estimates of quantiles. This could also have been done using mi estimate: mean newprice (the mean command is near the bottom of the estimation command list for mi estimate).
Stata tip 89
We can apply the same principle using qreg. For the 10th percentile, type Compare the value of 3,496 with the value of 3,895 from the full data. We can use the simultaneous estimates command for the full set:
. mi estimate: sqreg newprice, quantiles (10 25 50 75 90) 
Comments and cautions
The qreg command does not give the same result as the centile command when you have complete data. This is because the centile command uses one observation, while the qreg command uses a weighted combination of the observations. It will have somewhat shorter confidence intervals, but with large datasets, the difference will be small. A second caution is that comparing two medians can be tricky: the difference of two medians is not the median difference of the distributions. I have found it useful to use percentiles because there is a one-to-one relationship between percentiles if data are transformed. In our case, there is plentiful evidence that price is not normally distributed, so it would be good to look for a transformation and impute those values.
This method of using regression commands without an independent variable can provide estimates of quantities that otherwise would be difficult to obtain. For example, it is much faster than finding 20 imputed percentiles and then combining them with Rubin's rules, and it is much less onerous and prone to error.
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