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sl(3) KHOVANOV MODULE AND THE DETECTION OF
THE PLANAR THETA-GRAPH
YI XIE
Abstract. We introduce two invariants called sl(3) Khovanov module
and pointed sl(3) Khovanov homology for spatial webs (bipartite triva-
lent graphs). Those invariants are related to Kronheimer-Mrowka’s in-
stanton invariants J♯ and I♯ for spatial webs by two spectral sequences.
As an application of the spectral sequences, we prove that sl(3) Kho-
vanov module and pointed sl(3) Khovanov homology both detect the
planar theta graph.
1. Introduction
In [Kho00], Khovanov constructed a link homology which categorifies the
quantum sl(2) link invariant: the Jones polynomial. Later, sl(3) and sl(n)
link homologies were introduced in [Kho04] and [KR08].
To define the sl(3) Khovanov homology of a link L (in R3), we need to pick
a diagram for L and resolve the crossings by resolutions shown in Figure 3
and Figure 4. A resolved diagram could be singular. In general it is a planar
trivalent graph rather than a collection of circles which is the situation of the
sl(2) Khovanov homology. A chain complex is defined by assigning abelian
groups to those planar trivalent graphs and defining a differential on the
direct sum of those abelian groups. The sl(3) Khovanov homology is the
homology of the chain complex, which is a bi-graded abelian group.
The definition of the chain complex depends on the choice of the diagram
of the link L. To obtain a well-defined link invariant, we need to show that
the homology does not depend on the choice of the diagram. Since any
two diagrams of the same link are connected by a sequence of Reidemeister
moves of three types, it suffices to show that the homology of the chain
complex is invariant under three types of moves.
In this paper, we consider more general objects: oriented webs embedded
in R3 (see Definition 2.4). Given an oriented web Γ in R3, we can still pick a
diagram D for it. Resolving the crossings by Figure 3 or Figure 4, we could
obtain planar webs. By assigning abelian groups to those planar webs and
define a differential properly as in the link case, we obtain a chain complex
F (D). We define the sl(3) Khovanov homology for Γ to be the homology
of this chain complex. Again the definition depends on the choice of the
diagram. Any two diagrams of Γ are connected by a sequence of five types
of Reidemeister moves according to [Kau89,Kau05]. In addition to the three
types of Reidemeister moves in the link case, there are two new Reidemeister
moves shown in Figures 7 and 8. To show the homology is a well-defined
invariant, we need to study how it changes under the five types of moves. It
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turns out that the homology is still a well-defined invariant but we lose the
absolute bi-grading.
Theorem 1.1. Given two diagrams D and D′ of an oriented spatial web Γ,
the two chain complexes F (D) and F (D′) are chain homotopy equivalent up
to a shifting of the bi-grading. In particular, the relatively bi-graded abelian
group H(Γ) := H(F (D)) is a well-defined invariant of the oriented spatial
web.
There is a RΓ-module structure on H(Γ) where RΓ is a ring defined in
Section 2.3 which does not depend on the embedding of Γ.
In [KM15], Kronheimer and Mrowka defined two versions of instanton
Floer homologies J ♯ and I♯ for spatial webs. Their definition of webs is
more general than the one used in this paper. The two instanton Floer
homology theories J ♯ and I♯ are defined only with F-coefficients where F
is the field of two elements. Given a (oriented) spatial web Γ, H(Γ;F) and
J ♯(Γ) are both equipped with RΓ-module structures where RΓ := RΓ⊗Z F.
From [KM15] it is known that H(Γ;F) and J ♯(Γ) are isomorphic for any
planar web Γ. More generally, we have the following.
Theorem 1.2. Let Γ be an oriented spatial web. There is a spectral sequence
of RΓ-modules whose E2-page is the sl(3) Khovanov module H(Γ;F) and
which converges to J ♯(Γ).
This spectral sequence is suggested by Kronheimer [Kro]. A similar result
in the sl(2) Khovanov homology case is proved in [HN13]: they showed that
Ozsva´th-Szabo´’s spectral sequence in [OS05] respects the module structures
on Khovanov homology and (hat) Heegaard Floer homology.
Given an oriented spatial web Γ with mark points δ = {δi} in the interior
of edges, we define a relatively bi-graded homological invariant H(Γ, δ) by
imitating the definition of pointed sl(2) Khovanov homology in [BLS17].
When δ = ∅, it is nothing but H(Γ). We construct a spectral sequence
relating H(Γ, δ;F) to I♯(Γ).
Theorem 1.3. Suppose Γ is a connected oriented spatial web and δ = {δi}
is a collection of points in the interior of edges of Γ such that the homology
classes of meridians around δi form a basis of H1(S
3 \Γ;F). Then there is a
spectral sequence whose E2-page is H(Γ, δ;F) and which converges to I
♯(Γ).
Let Θ be the planar theta graph. As an application of the above spectral
sequence, we prove the following detection result.
Theorem 1.4. Suppose Γ is a spatial theta graph and δ = {δ1, δ2} are
two mark points lying on two distinct edge of Γ. Then the following are
equivalent:
(a) Γ is the planar theta graph;
(b) H(Γ;F) and H(Θ;F) are isomorphic as RΘ-modules;
(c) rankFH(Γ, δ;F) = 4;
(d) J ♯(Γ) and H(Θ;F) are isomorphic as RΘ-modules;
(e) rankF I
♯(Γ) = 4.
In this article, all the Khovanov homologies are defined over Z unless
otherwise specified. All the instanton Floer homologies are defined over
F(= Z/2) unless otherwise specified.
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2. sl(3) Khovanov module for spatial webs
In this section, we first review Khovanov’s definition of sl(3) link homology
[Kho04], which is a bi-graded abelian group. Then we will show that the
sl(3) homology can be generalized for spatial bipartite trivalent graphs.
2.1. sl(3) homology for links. All the contents in this subsection are from
[Kho04].
Definition 2.1. A (closed) pre-foam consists of
• A compact 2-dimensional CW-complex Σ such that any point on it
has a neighborhood which is homeomorphic to either a 2-dimensional
disk or the product of letter Y and an interval. The points with
neighborhood “Y”×I form a collection of circles called seams. The
complement of the seams in Σ is a 2-manifold whose connected com-
ponents are facets of the foam. We require the facets are orientable.
• For each seam C, a cyclic order is chosen for the three facets whose
closure includes C.
• Each facet is decorated with a number of “dots” (possibly empty).
A pre-foam embedded in R3 is called a foam.
It is shown in [Kho04] that
Proposition 2.2. There is a unique map F : {closed pre-foams} → Z char-
acterized by the following four axioms
(1) If Σ is a closed orientable surface decorated with dots, then F (Σ) = 0
unless
• Σ is a 2-sphere with two dots, then F (Σ) = −1.
• Σ is a torus without any dots, then F (Σ) = 3.
(2) If Σ1 and Σ2 are pre-foams, then F (Σ1 ⊔ Σ2) = F (Σ1)F (Σ2).
(3) Do a surgery along a circle inside a facet of Σ to obtain three pre-
foams Σ1,Σ2,Σ3 as in Figure 1. Then
−F (Σ) = F (Σ1) + F (Σ2) + F (Σ3)
(4) Let Θ(k1, k2, k3) be the theta foam with ki dots on the i-th facet (see
Figure 2), then
F (Θ(k1, k2, k3)) =


1, if (k1, k2, k3) = (0, 1, 2), up to cylic permutation;
−1, if (k1, k2, k3) = (0, 2, 1), up to cylic permutation;
0, otherwise.
Definition 2.3. An oriented (closed) foam is a foam with all the facets
oriented such that for any seam C, the induced orientations from the three
nearby facets coincide and cyclic ordering of the three nearby facets are
determined by the orientation of C and the left-hand-rule.
We also want to define oriented foams with boundary. Before that we
define the following.
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Σ Σ1 Σ2 Σ3
Figure 1. Do surgery along the red circle in Σ, we obtain
foams Σ1,Σ2.Σ3.
1
2
3
Figure 2. The theta-foam consists of three disk bounded
by the same circle. The three disks are marked by 1, 2 and
3.
Definition 2.4. A web is a bipartite trivalent graph (possibly including
loops without vertices). An oriented web is a directed bipartite trivalent
graph such that at each vertex all the edges are either all incoming or all
outgoing.
Definition 2.5. An oriented foam with boundary is the intersection of
R2×[0, 1] and a closed foam Σ such that R2×{0} and R2×{1} are transversal
to the facets and seams of Σ. In particular, Γ1 = R
2 × {0} ∩ Σ and Γ2 =
R2×{1}∩Σ are two oriented planar webs. The oriented foam with boundary
can be thought as a cobordism from Γ1 to Γ2.
By composing with the forgetful map from oriented closed foams to pre-
foams, we can define F : {oriented closed foams} → Z. Here we still denote
it by F by abuse of notation. Next we want to extend F into a (1+1)-
dimensional TQFT on oriented planar webs and foams. Given two oriented
planar webs Γ1 and Γ2, let HomOF(Γ1,Γ2) be the set of all cobordisms
(oriented foams) from Γ1 to Γ2. Define
F (Γ) := ZHomOF(∅,Γ)/{
∑
i
aiΣi|
∑
i
aiF (Φ◦Σi) = 0 for all Φ ∈ HomOF(Γ, ∅)}
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Positive crossing 0-resolution 1-resolution
Figure 3. Positive crossing and two types of resolutions
Negative crossing 0-resolution 1-resolution
Figure 4. Negative crossing and two types of resolutions
Figure 5. The skein cobordism between two resolutions.
The bold arc is the seam.
for an oriented planar web Γ. F (Γ) can be equipped with a Z-grading by
defining
deg(Σ) := χ(∂Σ)− 2χ(Σ \ Nbh(dots))
for Σ ∈ HomOF(∅,Γ) (see [Kho04, Section 3.3] for more details). It is clear
from the definition that given Φ ∈ HomOF(Γ1,Γ2), there is a well-defined
homomorphism F (Φ) : F (Γ1)→ F (Γ2) of degree deg Φ.
Let L be an oriented link in R3 and D be a diagram of L with n crossings.
A crossing is called a positive or negative crossing according to Figures 3
and 4. 1
For each crossing, there are two ways to resolve the crossing: 0-resolution
and 1-resolution, see Figures 3 and 4. Given any v ∈ {0, 1}n, we can resolve
all the crossings by 0- or 1-resolution determined by v and obtain an oriented
planar web Dv. If v, u ∈ {0, 1}
n only differ at one crossing (v assigns 0 and
u assigns 1 to this crossing), then there is a cobordism Svu from Dv to Du
1The convention used here is non-standard. We use this non-standard convention in
order to be consistent with [Kho04].
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Tot {−2}
0 1
{−3}
Tot {3}
−1 0
{2}
Figure 6. Tot denote the total complexes of the double
complexes on the right. −1, 0, 1 under the webs means the
horizontal (homological) degree of the double complexes.
which is a product cobordism away from the crossing and is the cobordism
in Figure 5 near the crossing.
Let p+ and p− be the numbers of positive and negative crossings in D
respectively. We use F (Γ){l} to denote the graded abelian group obtained by
increasing the (quantum) grading of F (Γ) by l. For each vertex v of the cube
{0, 1}n, we assign a graded abelian group F (Dv){3p− − 2p+ − |v|1} where
|v|1 is the number of 1’s in v. For each edge vu of the cube {0, 1}
n, we assign
the map F (Svu) : F (Dv){3p− − 2p+ − |v|1} → F (Du){3p− − 2p+ − |u|1}.
This map preserves the grading. After adding plus or minus sign to those
maps associated with the edges appropriately, each square in the cube anti-
commutes. The total complex F (D) of the cube becomes a chain complex
of graded abelian groups whose homological degree i term is
(2.1) F (D)i :=
⊕
|v|1=i+p−
F (Dv){3p− − 2p+ − |v|1}
Alternatively, we can define F (D) inductively by Figure 6. The homology of
F (D) is a bi-graded abelian group: one grading is the homological grading
and the other grading (we call it the quantum grading) is obtained from the
grading of F (Dv){3p− − 2p+ − |v|1}.
The diagram D of the link L is not unique. But any two diagrams of L
can be connected by a sequence of three types of Reidemeister moves.
Theorem 2.6 (Khovanov). Given two diagrams D and D′ of the link L,
the two chain complexes F (D) and F (D′) are chain homotopy equivalent. In
particular, the bi-graded abelian group H(L) := H(F (D)) is a well-defined
invariant of L.
2.2. Spatial webs and Reidemeister moves. A spatial web is a web
embedded in R3. In this subsection, we want to generalized Khovanov’s
link homology H(L) to oriented spatial webs. Similar to links, we can also
choose a diagram for a spatial web and require that the crossings are disjoint
from the vertices. The diagram for a spatial web is not unique. Any two
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RIV:
Figure 7. Reidemeister moves of type IV
RV:
Figure 8. Reidemeister moves of type V
D′ D
Figure 9. A Reidemeister move of type V for an oriented
spatial web.
diagrams for the same spatial web are connected by a sequence of five types
of Reidemeister moves (see [Kau89] or [Kau05] for more details). In addition
to the three types of Reidemeister moves in the link case, there are two new
Reidemeister moves shown in Figures 7 and 8.
Suppose Γ is an oriented spatial web and D is a diagram for it with n
crossings. The we can form a chain complex F (D) as in (2.1). The same
argument as in the link case shows that the chain homotopy equivalence
class of F (D) is invariant under the first three types of Reidemeister moves.
In order to obtain a well-defined invariant for Γ, we need to study the change
of F (D) under moves of types IV and V. We deal with RV first. Pick an
orientation for a type V move as in Figure 9, we want to compare the chain
complexes F (D) and F (D′).
Proposition 2.7. Let D and D′ be the two diagrams in Figure 9. Up to
a shifting of the homological and quantum gradings, F (D) and F (D′) are
chain homotopy equivalent.
Before moving to the proof of this proposition, we need to state a result
from [Kho04].
Lemma 2.8. [Kho04, Proposition 8] Suppose Γ1 and Γ2 are two oriented
planar webs such that Γ2 is obtained by removing a digon from Γ1 as shown
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Γ1 : Γ2 :
Figure 10
Σd1 : Σd2 :
Figure 11. The digon cobordisms.
D1 :
Figure 12
in in Figure 10. Then
g = F (Σd1)⊕ F (Σd2) : F (Γ1)→ F (Γ2){1} ⊕ F (Γ2){−1}
is an isomorphism where Σd1 and Σd2 are the cobordisms in Figure 11
(thought as cobordisms from the top to the bottom). Reversing the direction
of the two cobordisms (i.e. regard them as cobordisms from the bottom to the
top), we obtain Σd1 and Σd2. The compositions g ◦ F (Σd1) and g ◦ F (Σd2)
are embeddings onto the F (Γ2){−1} and F (Γ2){1} summands respectively
(be careful about the order change).
Proof of Proposition 2.7. Using the inductive definition in Figure 6, we have
F (D) = Tot[F (D′){−2} → F (D1){−3}]
whereD1 is shown in Figure 12 and the map from F (D
′) to F (D1) is induced
by the cobordism in Figure 13. By Lemma 2.8, we have
F (D1){−3} = F (D
′){−2} ⊕ F (D′){−4}
The composition map
f : F (D′){−2} → F (D1){−3} → F (D
′){−2}
is induced by the composition of the digon cobordism in Figure 11 and the
cobordism in Figure 13. This composition cobordism can be deformed into
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Figure 13. The cobordism from D′ to D1
=
Figure 14. The composition of the two cobordisms in Fig-
ure 11 and Figure 13. The bold arcs represent the seams.
the product cobordism (see Figure 14). Therefore f is the identify map.
This implies
[F (D′){−2} → F (D1){−3}] ∼= [F (D
′){−2} → F (D′){−2} ⊕ F (D′){−4}]
is chain homotopy equivalent to
0→ F (D′){−4}
we have
Tot[0→ F (D′){−4}] = F (D′){−4}[1]
where [1] means increasing the homological grading by 1. This completes
the proof. 
Proposition 2.7 only deals with one choice of oriented type V move. Sim-
ilar proofs work for other possible oriented type V moves, so we skip the
details for other situations.
Next we deal with the type IV moves. Again we only deal with a specific
oriented type IV move in detail and skip the proofs for other situations since
the proofs are similar.
This time we need a “square lemma” besides the “digon lemma” used be-
fore. The square cobordism Σsq from Γ0 to Γsq in Figure 15 can be described
as the composition of two cobordisms. The first one is the “birth cobordism”
from Γ0 to Γ1/2 which is the disjoint union of the product cobordism Γ0× I
and a disk (thought as a cobordism from the empty set to a circle). The
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ΓsqΓ1/2Γ0
Σsq :
ΓsqΓ
′
1/2Γ
′
0
Σ′sq :
Figure 15. The square cobordisms.
D D′
Figure 16. A Reidemeister move of type IV for an oriented
spatial web
second one consists of two skein cobordisms in the regions surrounded by the
dashed red ellipses in Figure 15. The square cobordism Σ′sq can be described
similarly.
Lemma 2.9. [Kho04, Proposition 9] Let Γ0,Γ
′
0,Γsq be the oriented planar
webs given in Figure 15. Then
gsq := F (Σsq) + F (Σ
′
sq) : F (Γ0)⊕ F (Γ
′
0)→ F (Γsq)
is an isomorphism. Reversing the direction of the cobordisms we obtain Σsq
and Σ
′
sq. The maps F (Σsq) ◦ gsq and F (Σ
′
sq) ◦ gsq are projections onto the
F (Γ0) and F (Γ
′
0) summands respectively.
Proposition 2.10. Let D and D′ be the two diagrams in Figure 16. Up
to a shifting of the homological and quantum gradings, F (D) and F (D′) are
chain homotopy equivalent.
Proof. By Figure 6, we have
(2.2) F (D′) = Tot[F (D′0){3} → F (D
′
1){2}][−1]
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D′0 D
′
1
Figure 17. The (1-dimensional) cube of the two resolutions of D′
D00 D10
D01 D11
Figure 18. The cube of 4 resolutions of D.
D′10
Figure 19. Removing the digon from D10.
where D′0 and D
′
1 are the diagrams in Figure 17. Similarly, we have F (D)
is the total complex of the 2-dimensional cube
F (D00){−4}
g1

f1 // F (D10){−5}
g2

F (D′10){−4} ⊕ F (D
′
10){−6}
F (D01){−5}
f2 // F (D11){−6} F (D
′
10){−6} ⊕ F (D
′
1){−6}
where Dij are diagrams in Figure 18.
By Lemma 2.8, we can identify F (D10){−5} with
F (D′10){−4} ⊕ F (D
′
10){−6}
where D′10 is the diagram in Figure 19. Notice that D
′
10 can be deformed
into D00. By the proof of Proposition 2.7, we have the composition of the
projection π : F (D10){−5} → F (D
′
10){−4} and f1 is the identify map.
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By Lemma 2.9 we have the identification
F (D11){−6} = F (D
′
10){−6} ⊕ F (D
′
1){−6}
The second part of Lemma 2.8 tells us that the map induced by the digon
cobordism Σd1 : D
′
10 → D10 is an embedding
F (D′10){−6}
∼= F (D′10){−6} ⊂ F (D10){−5}
It is not hard to see that the composition of the cobordisms D10 → D11
and Σd1 : D
′
10 → D10 is exactly the cobordism Σsq in Figure 15. Therefore
by Lemma 2.9 we have the summand F (D′10){−6} of F (D10){−5} maps
isomorphically onto the summand F (D′10){−6} of F (D11){−6} under g2.
Now we define a subcomplex S of the cube F (D) in Figure 18 as the direct
sum of
• F (D00){−4},
• F (D′10){−6} ⊂ F (D10){−5} and F (D
′
10){−6} ⊂ F (D11){−6},
• Im(f1 ⊕ g1) ⊂ F (D10){−5} ⊕ F (D01){−5}.
Our knowledge on f1 and g2 implies that this subcomplex is null-homotopic
and the quotient complex F (D)/S is isomorphic to
(2.3) Tot[F (D01){−5} → F (D
′
1){−6}][1]
which is a quotient of the bottom edge in Figure 18. Notice that D01 ∼= D
′
0.
Moreover, using Lemma 2.9 and Figure 14, one can show that the map in
(2.3) and the map in (2.2) are induced by the same cobordism. Hence either
two maps are the same or differs by a sign, which implies
F (D′) ≃h F (D){8}[−2]
This completes the proof. 
We can state our main result for this subsection:
Theorem 2.11. Given two diagrams D and D′ of an oriented spatial web Γ,
the two chain complexes F (D) and F (D′) are chain homotopy equivalent up
to a shifting of the bi-grading. In particular, the relatively bi-graded abelian
group H(Γ) := H(F (D)) is a well-defined invariant of the oriented spatial
web.
Remark. We lose the absolute bi-grading in the situation of webs. But from
the proofs of Propositions 2.7 and 2.10, we see that we still have an absolute
Z/4 quantum grading.
2.3. The module structure. In this subsection we first review a module
structure on F (Γ) where Γ is an oriented planar web discussed in [Kho04,
Section 6]. Then we generalize it for oriented spatial webs.
Let U be a circle in R2, then the pair of pants cobordism equips F (U)
with a ring structure. From [Kho04] we have
F (U) = Z[X]/X3
where the (quantum) gradings of 1,X,X2 are −2, 0, 2 respectively. So the
multiplication action X : F (U)→ F (U) is a degree 2 operator. Let Di be a
12
disk with i dots on it. We think D as a cobordism from the empty set to a
circle. The generators of F (U) can be described as
Xi = F (Di)
More generally, let Γ be an oriented planar web. Merging a circle near
an edge ei gives a cobordism from U ⊔ Γ to Γ, which induces an action
Xi : F (Γ) → F (Γ). Alternatively, the map Xi can be defined as the map
induced by the product cobordism Γi× I with a dot in the interior of ei× I.
Those actions make F (Γ) into a RΓ module where RΓ is the commutative
graded ring generated by variables Xi with relations
(2.4) Xi +Xi +Xk = 0,XiXj +XjXk +XkXi = 0,XiXjXk = 0
whenever ei, ej , ek are incident at a common vertex and
(2.5) X3i = 0
when ei is a loop. The degree of Xi is defined to be 2.
Now we want to generalized the above module structure for an oriented
spatial web Γ. The following argument is adapted from [Kho03]. Let D be
a diagram of Γ and p ∈ Γ be a point in the interior of edge ei disjoint from
all the crossings. By merging a circle at p, we can define a map Xi on each
summand of F (D) as before. Put all those map together, we obtain a chain
map
Xp : F (D)→ F (D)
which induces a map of bi-degree (0, 2) on H(Γ). If another diagram D′
differs from D by a Reidemeister move, then there is a chain homotopy
equivalence (possibly shifting the bi-grading) between F (D) and F (D′). We
can also assume the move does not touch p: a move of an arc above or
under p can be made into a move of the arc across the rest of the plane or
S2. Under this assumption, the chain homotopy equivalence commutes with
the Xp action. Therefore
Xi := Xp,∗ : H(Γ)→H(Γ)
is a well-defined operator which only depends on the edge ei. The homology
H(Γ) is a RΓ-module where RΓ is defined in the same way as before. Notice
that RΓ only depends on the underlying abstract web of Γ and does not
depend on the embedding.
We have the following example from [Kho04, Section 6]:
Example 2.12. Suppose Γ is an oriented planar web which can be reduced
into circles by removing digons in Figure 10. Using induction and Lemma
2.8, one can show that H(Γ) is a free RΓ-module of rank 1.
2.4. Pointed webs. Suppose Γ is an oriented spatial web and
δ = {δi|i = 1, · · · ,m}
is a collection of mark points on Γ \ V (Γ) where V (Γ) is the set of vertices
of Γ. The pair (Γ, δ) is called a pointed (oriented spatial) web. In [BLS17],
the (sl(2)) Khovanov homology for a pointed link is defined. We want to
define a homological invariant for (Γ, δ) by imitating [BLS17].
Take a diagram D for Γ as before and assume δ is disjoint from the
crossings. Let Λδ be the exterior algebra generated by formal variables {xi}.
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The bi-degree (homological degree and quantum degree) of xi is (1, 2). We
define a bi-graded chain complex
(2.6) C(D, δ) := Λδ ⊗Z F (D)
with differential
dδ(x⊗ y) := (−1)
degh(x)x⊗ d(y) +
∑
i
xi ∧ x⊗Xδi(y)
where d is the Khovanov differential on F (D), Xδi is the operator defined in
Section 2.3 and degh denotes the homological degree. From (2.6) we know
C(D, δ) carries a Λδ-module structure. It is not hard to check that the
differential on Λδ respects this module structure, hence the homology of Λδ
is a Λδ-module.
Alternatively, this chain complex can be described as the total complex
of a cube as the definition of F (D). Index the vertices of a m-dimensional
cube by subsets S ⊂ {1, · · · ,m}. Assign a copy of F (D) to each vertex and
assign the map Xδi to the edge S → S ∪ {i} where i /∈ S. After adding plus
or minus sign to those edge maps appropriately, the total complex becomes
the chain complex (C(D, δ), dδ). Equivalently, (C(D, δ), dδ) can be defined
as the iterated total complex (mapping cone) of maps Xδi .
Theorem 2.13. Given two diagrams D and D′ of an pointed oriented spa-
tial web (Γ, δ), the two chain complexes C(D, δ) and C(D′, δ) are chain
homotopy equivalent (as Λδ-modules) up to a shifting of the bi-grading. In
particular, the relatively bi-graded Λδ-module H(Γ, δ) := H(C(D, δ)) is a
well-defined invariant of (Γ, δ).
Proof. Suppose D and D′ differ by a Reidemeister move. By the discussion
in Section 2.3, we can assume this move does not touch δ and the diagram
F (D)

Xδi // F (D)

F (D′)
Xδi // F (D′)
commutes. The two vertical maps are the chain homotopy equivalence be-
tween F (D) and F (D′). Therefore the mapping cone of the two horizontal
maps are also chain homotopy equivalent. Since C(D, δ) and C(D′, δ) are
defined as the iterated mapping cone of maps Xδi (δi ∈ δ), iterating the
above argument shows C(D, δ) and C(D′, δ) are chain homotopy equiva-
lent. The Λδ-module structure is just the shifting of vertices of the cube,
which commutes with the chain homotopy equivalence. 
We can filter the cube used to define C(D, δ) by the cardinal |S|. Then
we obtain a spectral sequence whose E1-page is 2
m copies of H(Γ). The
differential on the E1-page consists of maps Xi = Xδi,∗ : H(Γ) → H(Γ).
The maps Xi can be viewed as elements in RΓ. Two elements Xi and Xj
are equal if δi and δj lie on the same edge. Let s = (X1, · · · ,Xm) ∈ R
⊕m
Γ ,
then the E1-page is just the Koszul complexK(s,H(Γ)). To be more precise,
we first define a chain complex
K(s) := 0→ RΓ
∧s // Λ1R⊕mΓ
∧s // Λ2R⊕mΓ
∧s // · · ·
∧s // ΛmR⊕mΓ → 0
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Then the Koszul complex is defined as
K(s,H(Γ)) := K(s)⊗RΓ H(Γ)
In summary, we have
Proposition 2.14. Suppose (Γ, δ = {δi}1≤i≤m) is a pointed oriented spa-
tial web and s = (X1, · · · ,Xm) ∈ R
⊕m
Γ as above. Then there is a spec-
tral sequence converging to H(Γ, δ) whose E1-page is the Koszul complex
K(s,H(Γ)). In particular, we have
rankZH(K(s,H(Γ))) ≥ rankZH(Γ, δ)
When Γ is a planar web, the spectral sequence degenerates on the E2-page
and
H(Γ, δ) ∼= H(K(s,H(Γ)))
Example 2.15. Let Θ be the planar theta graph and δ = {δ1, δ2} where
δ1, δ2 lie on two distinct edges. We have
H(Θ) ∼= RΘ ∼= Z[X1,X2]/(X
2
1X2 +X1X
2
2 ,X
2
1 +X
2
2 +X1X2)
The homology H(Θ, δ) is defined as the homology of the cube
RΘ
X2

X1 // RΘ
−X2

RΘ
X1 // RΘ
It is straightforward to check that H(Θ, δ) is a free abelian group of rank 4.
3. The functor J and the spectral sequence
The instanton Floer homology for spatial trivalent graphs is introduced
by Kronheimer and Mrowka in [KM15]. In this section we first review some
results we need from their work. Then we will show that there is a spectral
sequence whose E2-page is the sl(3) Khovanov module of a spatial web and
which converges to the instanton Floer homology of this spatial web. All
the discussion in Section 2 can be done with F-coefficients verbatim and
we use F (Γ;F) to denote the functor defined in Section 2 adapted with
F-coefficients.
3.1. Instanton Floer homology for webs. Suppose Γ is a trivalent graph
embedded in an oriented compact three-manifold Y . The pair Yˇ = (Y,Γ)
can be equipped with an orbifold structure and an orbifold Riemannian
metric such that the local stabilizer group Hx ⊂ SO(3) is Z/2 (if x is not a
vertex) or the Klein 4-group (if x is a vertex). We call Yˇ a bifold and the
orbifold metric on it a bifold metric. In most of the situations of this paper,
Y will just be S3 (or R3).
A bifold connection over Yˇ is an orbifold SO(3) connection whose asymp-
totic holonomy around each edge of Γ is an order 2 element in SO(3). The
underlying orbifold vector bundle of a bifold connection is called a bifold
bundle. Adding a Hopf link H contained in a ball Uµ ⊂ Y disjoint from Γ,
we obtain a new bifold (Y,Γ ∪H). Let Eµ → Uµ \H be the SO(3) bundle
whose w2 is dual to a small arc joining the two components of H. We use
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A to denote the space of bifold connections over bifold bundles which are
identified with Eµ on Uµ \ Γ. The gauge group G consists of SO(3) gauge
transformations g such that the restriction g|Uµ\Γ : Eµ → Eµ can be lifted
into to a determinant-1 gauge transformation. The instanton Floer homol-
ogy J ♯(Y,Γ) is defined as the Morse homology (with F-coefficients) of the
Chern-Simons functional on the configuration space B♯(Y,K) = A/G. If Γ is
a spatial trivalent graph, then it can also be viewed as a graph in S3 and we
just write J ♯(Γ) for J ♯(S3,Γ). See [KM15] for more details of the definition.
There is a variant of J ♯(Y,Γ) also introduced in [KM15]: take Uµ to be
the whole manifold Y and repeat other parts of the definition, we obtain an
invariant I♯(Y,Γ). We will not need I♯ until the next section. The reason
to introduce the Hopf link H with non-trivial w2 in the definition (for J
♯ or
I♯) is to avoid reducible connections.
Definition 3.1. A generalized closed foam Σ in R4 is a 2-dimensional sub-
complex decorated with dots such that each point x in Σ has a neighborhood
(in Σ) which is modelled on one of the following
• A smoothly embedded disk;
• The product of an interval and the letter “Y”;
• A cone with vertex x and whose base is the complete graph K4 with
four vertices.
The circles or arcs consist of points of the second type is called seams as
before. Points of the third type are called tetrahedral points. The connected
components of the complement of seams and tetrahedral points are called
facets. We also require that the dots lie in the facets.
We can also define generalized foams with boundary:
Definition 3.2. A generalized foam with boundary is the intersection of
R3× [0, 1] and a generalized closed foam Σ such that R3×{0} and R3×{1}
are transversal to the facets and seams of Σ and contain no tetrahedral
points. In particular, Γ1 = R
3 × {0} ∩ Σ and Γ2 = R
3 × {1} ∩ Σ are two
spatial trivalent graph. The generalized foam with boundary can be thought
as a cobordism from Γ1 to Γ2.
The above definitions are more general than the ones used in Section 2.
Given a cobordism Σ from Γ1 to Γ2, we can also define a 4-dimensional
bifold Wˇ := (S3 × R,Σ+ ∪ H × R) as in the 3-dimensional case. Here
Σ+ is obtained by adding cylindrical ends to Σ. The concepts of bifold
connections, bifold bundles and configuration spaces can all be defined for
the 4-dimensional case. If Σ has no dots, there is a map J ♯(Σ) : J ♯(Γ1) →
J ♯(Γ2) defined by counting points in the 0-dimensional moduli spaces of
ASD trajectories of bifold connections over Wˇ . If there are dots on Σ, the
homology class of the meridian of each dot δi determines a cohomology class
in H1(B♯(S3×R,Σ+);F), which can be represented by a (real) codimension
1 divisor V (δi) in the configuration space. The map J
♯(Σ) is defined by
counting points in the 0-dimensional cutting-down moduli spaces (cutting
down by divisors associated with those dots). A closed generalized foam Σ
can be thought a cobordism from an empty graph to another empty graph
and J ♯(Σ) is a number in F.
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We summarize some properties of J ♯:
Proposition 3.3. [KM15] J ♯ satisfies the following properties:
(1) If Σ is a closed orientable surface (embedded standardly in R3 ⊂ R4)
decorated with dots, then F (Σ) = 0 unless
• Σ is a 2-sphere with two dots, then F (Σ) = 1,
• Σ is a torus without any dots, then F (Σ) = 1.
(2) If Σ1 and Σ2 are generalized foams in R
4, then F (Σ1 ⊔ Σ2) =
F (Σ1)F (Σ2).
(3) Do a surgery along a circle inside a facet of Σ to obtain three gen-
eralized foams Σ1,Σ2,Σ3 as in Figure 1. Then
F (Σ) = F (Σ1) + F (Σ2) + F (Σ3)
(4) Let Θ(k1, k2, k3) be the theta foam (embedded standardly in R
3 ⊂ R4)
with ki dots on the i-th facet (see Figure 2), then
F (Θ(k1, k2, k3)) =
{
1, if (k1, k2, k3) = (0, 1, 2), up to permutation;
0, otherwise.
(5) Suppose Γ1 and Γ2 are two spatial trivalent graphs locally as shown
in Figure 10 (no orientation is needed now), then
J ♯(Γ1) = J
♯(Γ2)⊕ J
♯(Γ2)
(6) Suppose Γsq, Γ0 and Γ
′
0 are spatial trivalent graphs locally as shown
in Figure 15 (no orientation is needed), then
J ♯(Γsq) = J
♯(Γ0)⊕ J
♯(Γ′0)
(7) Suppose U is the unknot in R3, then J ♯(U) ∼= F3.
Corollary 3.4. With F-coefficients, J ♯ satisfies the four axioms in Proposi-
tion 2.2 for oriented foams defined in Section 2. Therefore J ♯(Σ) = F (Σ;F)
for any closed oriented foam Σ.
Given an oriented planar web Γ, we define
J ′(Γ) = span{J ♯(Σ)|Σ ∈ HomOF(∅,Γ)} ⊂ J
♯(Γ)
We have a surjective linear map
J ′(Γ)→ F (Γ;F)
defined by
J ♯(Σ) 7→ [Σ]
where Σ is a foam in HomOF(∅,Γ). We need to show this map is well-defined.
Suppose
J ♯(Σ1) = J
♯(Σ2)
Then for any Φ ∈ HomOF(Γ, ∅), we have
J ♯(Φ ◦ Σ1)− J
♯(Φ ◦ Σ2) = 0
By the functoriality of J ♯. Therefore
[Σ1]− [Σ2] = 0
by the definition of F in Section 2. So the map is well-defined and F (Γ;F)
is a subquotient of J ♯(Γ). This map turns out to be an isomorphism.
17
Proposition 3.5. Given any oriented planar web Γ, we have
J ♯(Γ) = J ′(Γ)
is isomorphic to F (Γ;F). The isomorphism is natural in the sense that given
two oriented planar webs Γ1 and Γ2, then the digram
J ♯(Γ1)
J♯(Σ)

≃ // F (Γ1,F)
F (Σ,F)

J ♯(Γ2)
≃ // F (Γ2,F)
commutes for any Σ ∈ HomOF(Γ1,Γ2).
Proof. Any oriented planar web can be reduced into a collection of circles by
removing digons (Figure 10) and squares (Figure 15) (cf. [Kho04, Section
2]). Using Lemma 2.8, Lemma 2.9 and Parts (5) (6) (7) of Proposition 3.3
to do inductions, it is easy to show that
dimF J
♯(Γ) = dimF F (Γ;F)
for any oriented planar web Γ. Therefore we have
J ♯(Γ) = J ′(Γ) ∼= F (Γ;F)
The naturality of the isomorphism follows directly from its definition. 
Given any (abstract) trivalent graph Γ with edges {ei}, we can define a
ring RΓ generated by Xi over F modulo relations (2.4) and (2.5). Alterna-
tively, we can define
RΓ := RΓ ⊗Z F
where RΓ is defined in Section 2.3. Now F (Γ;F) carries a RΓ-module struc-
ture.
Suppose Γ is a spatial trivalent graph, then J ♯(Γ) is also equipped with
a module structure in [KM15]. The module structure can be defined in a
similar way as in Section 2.3: given an edge ei of Γ, we form a generalized
foam Σ = Γ× I with a dot on ei × I and define
Xi = J
♯(Σ) : J ♯(Γ)→ J ♯(Γ)
This makes J ♯(Γ) into a RΓ-module. The isomorphism in Proposition 3.5
respects the module structures on both sides.
3.2. Exact triangles. From now on we assume certain perturbations are
chosen so that all the moduli spaces are regular. Denote the three links in
Figure 3 by L2, L0, L1 and the three links in Figure 4 by L
′
2, L
′
0, L
′
1. The
Floer chain complex used to define J ♯(Li) (or J
♯(L′i)) is denoted by Ci
(i ∈ Z/3). The following result can be read from [KM16]:
Proposition 3.6. There exist maps
fi,i+k : Ci → Ci+k, k = 1, 2 or 3
such that
dfi,i+1 + fi,i+1d = 0
dfi,i+2 + fi,i+2d = fi+1,i+2fi,i+1
dfi,i+3 + fi,i+3d = fi+1,i+3fi,i+1 + fi+2,i+3fi,i+2 + gi
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where d is the Floer differential and
gi : Ci → Ci+3 = Ci
is a quasi-isomorphism.
By [OS05, Lemma 4.2], the above proposition implies
Corollary 3.7. The map
fi,i+2 + fi+1,i+2 : cone(fi,i+1) = Ci ⊕ Ci+1 → Ci+2
is an quasi-isomorphism.
There is a standard foam cobordism Σi,i+1 from Li to Li+1 (or from L
′
i to
L′i+1). In particular, Σ0,1 is the cobordism in Figure 5. We can make Σi,i+1
into a surface Σ+i,i+1 with cylindrical end and Σi,i+1 is a product away from
a four-ball where the skein move happens. The pair (S3×R,Σ+i,i+1∪H×R)
is equipped with a family of bifold metrics parametrized by Gi,i+1 ∼= R. The
R-translation on S3 ×R gives an R-action on Gi,i+1 and the quotient space
G˘i,i+1 consists of a single metric. The map fi,i+1 is defined by counting
points in the zero-dimensional moduli space over G˘i,i+1. Passing to homol-
ogy, fi,i+1 is exactly the map J
♯(Σi,i+1) : J
♯(Li)→ J
♯(Li+1).
In general, let Σi,i+k : Li → Li+k be the composition of cobordisms
Σi+k−1,i+k, · · · ,Σi,i+1 and Σ
+
i,i+k be the surface obtained by adding cylin-
drical ends to Σi,i+k. A (k−1)-dimensional family of bifold metrics on (S
3×
R,Σ+i,i+k) parametrized by G˘i,i+k is defined in [KM15] for k = 1, 2, 3 (see
also [KM11]). Again there is a k-dimensional family of metrics parametrized
by Gi,i+k with an R-action such that G˘i,i+k = Gi,i+k/R. The map fi,i+k is
defined by counting points in the zero-dimensional moduli spaces over G˘i,i+k
and the relations in Proposition 3.6 are derived by analyzing the boundaries
of 1-dimensional moduli spaces over G˘i,i+k.
3.3. The spectral sequence. In this subsection we will prove the follow-
ing.
Theorem 3.8. Let Γ be an oriented spatial web. There is a spectral sequence
of RΓ-modules whose E2-page is the sl(3) Khovanov module H(Γ;F) and
which converges to J ♯(Γ).
The proof is very little different from the proof of a corresponding result
for sl(2) Khovanov homology in [KM11]. The current situation is even sim-
pler in some aspect: since we are working in characteristic 2, there is no
need to deal with the orientations and signs as in [KM11]. All the necessary
ingredients of the proof are already included in [KM11,KM15,KM16].
Suppose Γ is an oriented spatial web and D is a diagram for Γ with n
crossings. Given v ∈ {0, 1}, let Dv be the planar web obtained by resolving
the crossings using v as in Section 2. We define
|v|1 =
∑
i
|vi|
|v|∞ = sup
i
|vi|
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for any v ∈ Rn. Given any v ∈ {0, 1}n, we use Cv to denote the Floer chain
complex for J ♯(Dv) and use dv to denote the differential on Cv. Given v ≤ u
in {0, 1}c (i.e. vi ≤ ui for all i where vi, ui are coordinates of v, u), there
is a cobordism Svu which can be made into a surface S
+
vu ⊂ S
3 × R with
cylindrical end in the standard way. The surface S+vu is a product surface
away from |v − u|1 four-balls where the skein moves happen. By shifting
these four-balls containing the skein moves, we can define a family of metrics
parameterized by Gvu ∼= R
|v−u|1 . There is an R-action on Gvu defined by
the R-translation on R × S1 × S2. The quotient Gvu/R is denoted by G˘vu.
Gvu and G˘vu are not compact in general but can be compactified into spaces
G+vu and G˘
+
vu by adding broken metrics. LetMvu(α, β)d be the d-dimensional
moduli space of ASD trajectories over Gvu with limiting connection α on
the incoming end and β on the outgoing end. Here α and β are generators
for Cv and Cu respectively. There is an obvious map Mvu → Gvu and the
R-action on Gvu can be lifted on Mvu(α, β)d. We denote the quotient by
M˘vu(α, β)d−1 :=Mvu(α, β)d/R
Both Mvu(α, β)d and M˘vu(α, β)d−1 can be partially compactified by adding
broken trajectories lying over broken metrics in ∂G+vu and ∂G˘
+
vu. These are
only partial compactifications because of the possible appearance of bubbles.
We denote these partial compactifications by M+vu(α, β) and M˘
+
vu(α, β) re-
spectively. A group homomorphism
(3.1) fvu : Cv → Cu
can be defined by counting points in the 0-dimensional moduli space:
(3.2) fvu(α) :=
∑
β
#M˘vu(α, β)0 · β
where β runs through all the generators for Cu. In the case v = u, mvv is
just the Floer differential.
Suppose ei is an edge of Γ and δi ∈ ei is a point disjoint with all the three-
balls where the skein moves of Γ happen. The homology class of the meridian
around ei determines an element ζi in H
1(B♯(Y,Γ);F). Let ν(δi) ⊂ S
3 be
a suitable neighborhood of δi that is also disjoint from all the skein moves
and contains H. A (real) codimension 1 divisor
V (δi) ⊂ B
♯(δi) := B
♯(ν(δi)× (−1, 1), (Γ ∩ ν(δi))× (−1, 1))
is defined in [KM15, Section 3.5]. The pullback of V (δi) to B
♯(Y,Γ) is the
dual of ζi. Given v ≤ u as before, we define a map
rvu : Cv → Cu
by
(3.3) rvu(α) :=
∑
β
#(Mvu(α, β)1 ∩ V (δi)) · β
where (Mvu(α, β)1∩V (δi)) should be understood as pulling back the divisor
V (δi) by the restriction r :Mvu → B
♯(δi). We assume the divisors V (δi) are
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generic so that all the intersections are regular. When v = u, rvv : Cv → Cv
induces the map
Xi = J
♯(D˙v × I) : J
♯(Dv)→ J
♯(Dv)
on the homology where D˙v × I is the foam Dv × I with a dot on the facet
ei × I. Now we define
(3.4) C =
⊕
v∈{0,1}n
Cv, F :=
∑
v≤u
fvu : C→ C
and
(3.5) R :=
∑
v≤u
rvu : C→ C
Proposition 3.9. We have
FF = 0, FR+RF = 0
so that
(C,F)
is a chain complex and
R : C→ C
is a chain map.
Proof. The two equalities are derived by counting boundary points of 1-
dimensional moduli spaces M˘+vu(α, β)1 and M
+
vu(α, β)2 ∩ V (δi) respectively.
The boundary of M˘+vu(α, β)1 consists of
M˘vw(α, η)0 × M˘wu(η, β)0
where v ≤ w ≤ u. The moduli space M˘+vu(α, β)1 may have open ends coming
from bubbles. But the number of such ends is always an even number by
the argument in [KM15, Section 3.3]. Since we are working in characteristic
2, we can ignore such ends. Therefore we have∑
w,η
#M˘vw(α, η)0 ·#M˘wu(η, β)0 = 0
This implies the component of FF mapping Cv to Cu is 0. Since v, u are
arbitrary, this completes the proof of the first equality.
The boundary of M+vu(α, β)2 ∩ V (δi) consists of
(Mvw(α, η)1 ∩ V (δi))× M˘wu(η, β)0
and
M˘vw(α, η)0 × (Mwu(η, β)1 ∩ V (δi))
where v ≤ w ≤ u. We still need to exclude the possible appearance of
bubbles. According to [KM15, Section 3.3], a codimension-2 bubble can
only arise in the situation that v = u, α = β and there is a sequence of
connections Al ∈Mvv(α,α)2 such that
Al|S3×R\z // α˜|S3×R\z
where α˜ represents the product trajectory obtained by pulling α back to the
product cobordism and z is the bubble point on the seam of the orbifold
points. Since δi is disjoint from the seam and V (δi) is generic, a sequence of
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connections in M+vu(α, β)2 ∩V (δi) can never converge to an ideal connection
(α˜, z) as above. Therefore we have
(3.6)
∑
w,η
#(Mvw(α, η)1 ∩ V (δi)) ·#M˘wu(η, β)0+
∑
w,η
#M˘vw(α, η)0 ·#(Mwu(η, β)1 ∩ V (δi)) = 0
This implies the component of FR+RF mapping Cv to Cu is 0. Since v, u
are arbitrary, this completes the proof of the second equality.
See [KM11] for more details on the counting argument. Also compare the
proof of Proposition 4.3 where a more general situation is discussed. 
Proposition 3.10. The chain complex
(C,F)
is quasi-isomorphic to the Floer chain complex C(Γ) for J ♯(Γ). Moreover,
the induced isomorphism
H(C) ∼= H(C(Γ)) = J ♯(Γ)
intertwines with the induced action R∗ and Xi.
Sketch of the proof. If there is only one crossing in the diagram D, then
the quasi-isomorphism is given in Corollary 3.7. The general case can be
obtained by “iterating” Corollary 3.7. Let v ∈ {0, 1, 2}n, we can resolve Γ to
obtain a spatial web Dv where a “2-resolution” means keeping the crossing
without any change. If v, u ∈ {0, 1, 2}n and v ≤ u, we still have a cobordism
Svu : Dv → Du obtained by composing the skein cobordisms. For v ≤ u and
|u− v|∞ ≤ 1 in {0, 1, 2}
n, we can define a family of metrics on (S3×R, S+vu)
by shifting the four-balls containing the skein move as before. Let Cv be the
Floer chain complex for J ♯(Dv). Form a chain complex
(C2,F2) = (
⊕
v′∈{0,1}n−1
C2v′ ,F2)
equipped with an action R2 by (3.2) and (3.3) as in the definitions of F and
R.
Suppose v′, u′ ∈ {0, 1}n−1 and v′ ≤ u′, then a family of metrics parametrized
by
G0v′,2u′ ∼= R
|2u′−0v|1 = R2 × R|u
′−v′|1
can be defined on (S3×R,Σ+0v′,2u′). The R
|u′−v′|1 component is obtained by
shifting four-ball containing the skein moves for crossings associated with
v′, u′. Take (x, y) ∈ R2. When y − x ≥ 1, they describe the locations of
the two skein moves of the first crossing. When y − x < 1, the metric is
defined by stretching along the collar of a specific 3-dimensional sub-bifold
of (S3 ×R,Σ+0v′,2u′). See [KM16, Section 6] and [KM11, Section 7.2] for the
precise definition.
Suppose v ∈ {0, 1}n, u′ ∈ {0, 1}n−1 and v ≤ 2u′. Counting points in the
0-dimensional moduli spaces M˘v,2u′ over G˘v,2u′ := Gv,2u′/R gives a map H
from C to C2. To be more precise, we define
H :=
∑
hv,2u′
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where
hv,2u′ : Cv → C2u′
is defined by
hv,2u′(α) =
∑
β
#M˘v,2u′(α, β)0 · β
The arguments in [KM11, Section 7] and [KM16] showH is a quasi-isomorphism.
We define
R′ : C→ C2, R
′ :=
∑
r′v,2u′
where
r′v,2u′ : Cv → C2u′
is defined by
r′v,2u′(α) :=
∑
β
#(Mv,2u′(α, β)1 ∩ V (δi)) · β
Counting boundary points of the 1-dimensional cutting-down moduli space
M+v,2u′ ∩ V (δi), we obtain an equality similar to (3.6) (with u replaced by
2u′), which implies
R2H+HR+ F2R
′ +R′F = 0
This means HR + R2H is chain homotopic to zero. Hence H induces an
isomorphism on the homologies that intertwines with R and R2.
Iterating the above argument, we finally obtain a quasi-isomorphism be-
tween C and C2,2,··· ,2 = C(Γ). Moreover, the induced isomorphism on
homologies intertwines with R∗ and R2,··· ,2,∗ = Xi : J
♯(Γ)→ J ♯(Γ). 
Now we are ready to prove the main result of this section:
Proof of Theorem 3.8. Using Proposition 3.10 and filtering the cube C by
the sum of coordinates, we obtain a spectral sequence which converges to
J ♯(Γ) and whose E1-page is ⊕
v∈{0,1}n
J ♯(Dv)
The differential on the E1-page is∑
v<u
|v−u|1=1
J ♯(Σvu)
When v, u ∈ {0, 1}n only differ at one coordinate, Σvu is just the skein cobor-
dism in Figure 5. By Proposition 3.5 and the definition of the Khovanov
homology in Section 2, it is clear that the E2-page is exactly H(Γ;F).
On the E1-page, the operator R becomes the operator Xi : J
♯(Dv) →
J ♯(Dv). By the discussion at the end of Section 3.1, we know that R on the
E2-page is the operator Xi on H(Γ;F). This completes the proof. 
Remark. Suppose L is a link in R3 with components L1, · · · , Lm. Let Rm
be the ring
Z[X1, · · · ,Xm]/(X
2
1 , · · · ,X
2
m)
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The sl(2) Khovanov homology of L can be equipped with an Rm-module
structure [Kho03]. An Rm-module structure on the instanton Floer homol-
ogy I♯(L;Z) is defined implicitly in [KM11, Section 8.3]. The argument
in this section can be used to show that the spectral sequence in [KM11]
relating the sl(2) Khovanov homology to I♯(L;Z) respects the Rm-module
structures.
4. The functor I and the spectral sequence
In this section we will construct a spectral sequence relating the pointed
sl(3) Khovanov homology to the functor I♯ which we briefly reviewed at the
beginning of Section 3.1.
Let Γ be a connected spatial trivalent graph. The main difference between
the definitions of J ♯(Γ) and I♯(Γ) is the choice of gauge groups: we use the
gauge group G of determinant-1 over a ball containing H for J ♯ and the
gauge group G˜ of determinant-1 over the whole manifold S3 for I♯. Since
the definition of J ♯ uses a larger gauge group, we have a (normal) covering
map
B˜♯(S3,Γ)→ B♯(S3,Γ)
between the configuration spaces for I♯ and J ♯. The deck transformation
group is G/G˜ ∼= H1(S3 \ Γ;F). In particular each element in H1(S
3 \ Γ;F)
determines a cohomology class in H1(B♯(S3,Γ);F) which is already used in
Section 3.3.
Given a spatial trivalent graph Γ, let C(Γ) be the Floer chain complex
for J ♯(L). Pick edges e1, e2, · · · , em such that the meridians around those
edges form a basis for H1(R
3 \ Γ,F). Use ζi to denote the cohomology class
in H1(B♯(S3,Γ);F) determined by ei. Pick a point δi ∈ ei for each edge ei
and use V (δi) to denote the (real) divisor representing ζi used in Section
3.3. Suppose S ⊂ {1, · · · ,m}, we define a map
US : C(Γ)→ C(Γ)
by
(4.1) US(α) :=
∑
β
∑
[γ]∈M˘(α,β)0
(
∏
i∈S
♯([γ] ∩ V (δi))) · β
We need to explain the notation in the above formula. Recall M˘(α, β)0 =
M(α, β)1/R is the 0-dimensional unparameterized moduli space with lim-
iting connections α and β on the ends, which is the quotient of the 1-
dimensional moduli space of trajectories by the translation action. In the
formula, [γ] as an element in M˘(α, β)0 represents a translation equivalent
class in M(α, β)1, which is isomorphic to a real line. In the intersection
[γ] ∩ V (δi), [γ] is viewed as a connected component of M(α, β)1. Notice
that since we are working with F-coefficients, only the parity matters in
the counting. The map U∅ is nothing but the Floer differential. The map
U{i} : C(Γ) → C(Γ) induces Xi : J
♯(Γ) → J ♯(Γ) which is the map used to
define the RΓ-module structure on J
♯(Γ) in Section 3.1.
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Proposition 4.1. [KM15, Section 8.5] Let (C˜(Γ),D) be the chain complex
defined by
C˜(Γ) =
⊕
S⊂{1,··· ,m}
CS(Γ), D =
∑
A⊂B⊂{1,··· ,m}
DA,B
where each CS(Γ) is a copy of C(Γ) and D
A,B : CA → CB is UB\A. Then
H(C˜(Γ),D) ∼= I♯(Γ)
Therefore by filtering C˜(Γ) by the cardinal of S, we obtain a spectral sequence
whose E1-page is 2
m copies of J ♯(Γ) and which converges to I♯(Γ).
From this proposition, we obtain an analogue of Proposition 2.14.
Corollary 4.2. Let Γ and {e1, · · · , em} be given as above. There is a spectral
sequence converging to I♯(Γ) whose E1-page is the Koszul complex
K(s, J ♯(Γ))
where s = (X1, · · · ,Xm) ∈ R
⊕m
Γ . In particular, we have
rankFH(K(s, J
♯(Γ))) ≥ rankF I
♯(Γ))
Next we want to combine Proposition 4.1 and Proposition 3.10 to derive
a new spectral sequence. Now assume Γ is a connected oriented spatial web
and a diagram D with n crossings for Γ is chosen. This is exactly the same
situation as in Section 3.3 except the additional requirement on the connect-
edness of Γ. All the constructions for Γ in Section 3.3 still work and we will
continue using the notation from there. Assume the the neighborhood ν(δi)
of point δi ∈ ei used to define V (δi) is disjoint from all the skein moves as
before. We define
C˜ :=
⊕
S⊂{1,··· ,m}
CS
where CS is a copy of C. Suppose v ≤ u in {0, 1}
n and S ⊂ {1, · · · ,m}, we
define a map
US,vu : Cv → Cu
by
(4.2) US,vu(α) :=
∑
β
∑
[γ]∈M˘vu(α,β)0
(
∏
i∈S
♯([γ] ∩ V (δi))) · β
This definition is similar to (4.1) except that we are working on moduli
spaces over a family of metrics now. When v = u, US,vv is just the map
US : C(Dv)→ C(Dv). When S = ∅, U∅,vu is just the map fvu in (3.1).
Suppose A ⊂ B ⊂ {1, · · · ,m} and v ≤ u in {0, 1}n. Let CA,v and CB,u
be the copies of Cv and Cu in CA and CB respectively. We define a map
DA,Bvu : CA,v → CB,u
by setting
DA,Bvu = UB\A,vu
Now we define
F˜ : C˜→ C˜
25
by
F˜ :=
∑
A⊂B
v≤u
DA,Bvu
Take a component CS of C˜, the part of F˜ which maps CS to itself is the
map F in (3.4).
Proposition 4.3. The pair (C˜, F˜) is a chain complex, i.e.
F˜F˜ = 0
Proof. The proof is very similar to the proof of Proposition 3.9: the equal-
ity in the proposition is obtained by counting the boundary points of 1-
dimensional moduli spaces. The current situation is a little bit more subtle,
so we will do the counting argument more carefully here.
Take A ⊂ B ⊂ {1, · · · ,m} and v ≤ u in {0, 1}n. Without loss of general-
ity, we assume A = ∅ and B = S. We want to show that the component of
F˜F˜ mapping C∅,v to CS,u is 0. When S = ∅, this is exactly the content of
Proposition 3.9. So we assume S 6= 0 from now on.
The 1-dimensional boundary strata of M+vu(α, β)2 consist of
(1) The strata corresponding to trajectories sliding off the incoming end
of the cobordism, having the form
M˘vw(α, η)0 ×M
+
wu(η, β)1
where v ≤ w ≤ u.
(2) The strata corresponding to trajectories sliding off the ongoing end
of the cobordism, having the form
Mvw(α, η)1 × M˘
+
wu(η, β)0
where v ≤ w ≤ u.
Let N ⊂ Mvu(α, β)2 be a connected component and N˘ := N/R is non-
compact. As a non-compact 1-manifold N˘ must be an open interval. There
are two possible sources for the ends of N˘ : the broken trajectories and
codimension-2 bubbles. By [KM15, Section 3.3], a codimension-2 bubble
can only arise in the situation that v = u, α = β and there is a sequence of
connections Al ∈Mvv(α,α) such that
Al|S3×R\z // α˜|S3×R\z
where α˜ represents the product trajectory obtained by pulling α back to the
product cobordism and z is the bubble point on the seam of the orbifold
points. Since δi is disjoint from the seam and V (δi) is generic, the ends from
bubbling have no contribution to N ∩ V (δi). Let N
+ ⊂ M+vu(α, β)2 be the
partial compactification of N obtained by adding broken trajectories. Then
N+ ∩ V (δi) (i ∈ S) is a compact 1-manifold possibly with boundary. If N˘
has only one end from broken trajectory
([γ1], [γ2]) ∈ M˘vw(α, η)0 × M˘
+
wu(η, β)0
then N has two 1-dimensional boundary strata
{[γ1]} × [γ2] ⊂ M˘vw(α, η)0 ×M
+
wu(η, β)1,
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and
[γ1]× {[γ2]} ⊂Mvw(α, η)1 × M˘
+
wu(η, β)0.
Since N+ ∩ V (δi) is a compact 1-manifold with boundaries [γ1] ∩ V (δi) and
[γ2] ∩ V (δi), we have
(4.3) #[γ1] ∩ V (δi) + #[γ2] ∩ V (δi) = 0
Similarly, if both ends of N˘+ are broken trajectories
([γ1], [γ2]) and ([γ
′
1], [γ
′
2])
then
(4.4) #[γ1] ∩ V (δi) + #[γ2] ∩ V (δi) = #[γ
′
1] ∩ V (δi) + #[γ
′
2] ∩ V (δi)
Now (4.3) implies
0 =
∏
i∈S
[#[γ1] ∩ V (δi) + #[γ2] ∩ V (δi)]
0 =
∑
S1⊔S2=S
[
∏
i∈S1
#[γ1] ∩ V (δi)
∏
j∈S2
#[γ2] ∩ V (δj)](4.5)
and (4.4) implies∏
i∈S
[#[γ1] ∩ V (δi) + #[γ2] ∩ V (δi)] =
∏
i∈S
[#[γ′2] ∩ V (δi) + #[γ
′
2] ∩ V (δi)]
which is the same as∑
S1⊔S2=S
[
∏
i∈S1
#[γ1] ∩ V (δi)
∏
j∈S2
#[γ2] ∩ V (δj)] =
∑
S1⊔S2=S
[
∏
i∈S1
#[γ′1] ∩ V (δi)
∏
j∈S2
#[γ′2] ∩ V (δj)](4.6)
Take the sum of (4.5) or (4.6) through all the connected components N , we
obtain
(4.7)
∑
v≤w≤u
∑
S1⊔S2=S
〈US2,wu ◦ US1,vw(α), β〉 = 0
where 〈a, β〉 denotes the coefficient of the generator β in a. By the definition
of F˜, (4.7) says the component of F˜F˜ mapping C∅,v to CS,u is 0. This
completes the proof. 
Proposition 4.4. The chain complex (C˜, F˜) is quasi-isomorphic to (C˜(Γ),D)
defined in Proposition 4.1.
Proof. The proof is similar to the proof of Proposition 3.10 and we will
continue using the notation from that proof. A quasi-isomorphism
H : (C,F)→ (C2,F2)
is constructed in the proof of Proposition 3.10 by counting points in the
0-dimensional moduli spaces M˘v,2u′ where v ∈ {0, 1}
n, u′ ∈ {0, 1}n−1.
Formula (4.2) can be used to define a map
US,vu : Cv → Cu
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for v ≤ u in {0, 1, 2}n. Let
C˜2 :=
⊕
S⊂{1,···m}
C2,S
where each C2,S is a copy of C2. Then a differential F˜2 on C˜2 can be
define using maps US,2v′,2u′ where v
′ ≤ u′ in {0, 1, 2}m−1 and imitating the
definition of F˜. Moreover, we can define a map
H˜ : C˜→ C˜
whose component from CA to C2,B (A ⊂ B) is UB\A,v,2u′ where v ∈
{0, 1}m, u′ ∈ {0, 1}m−1 and v ≤ 2u′. When A = B, this map is just the
quasi-isomorphism H.
Now counting the boundary points in the moduli space M+v,2u′(α, β)2 ∩
V (δi) as in the proof of Proposition 4.3 shows that H˜ is a chain map. Both
C˜ and C˜2 can be filtered by the cardinal |S| and H˜ respects the filtrations.
The E1-pages of the associated spectral sequences are 2
m copies of H(C)
and C2. On the E1-pages, the induced map H˜∗ is 2
m-copies of H∗, which
is an isomorphism. Therefore H˜ is a quasi-isomorphism.
Iterating the above argument, we finally obtain a quasi-isomorphism from
C˜ to C˜2,··· ,2 = C˜(L). 
The main theorem of this section is
Theorem 4.5. Suppose Γ is a connected oriented spatial web and δ = {δi}
is a collection of points in the interior of edges of Γ such that the homology
classes of meridians around δi form a basis of H1(S
3 \Γ;F). Then there is a
spectral sequence whose E2-page is H(Γ, δ;F) and which converges to I
♯(Γ).
Proof. By Propositions 4.1 and 4.4, we have H(C˜) ∼= I♯(Γ). Recall that
C˜ =
⊕
v,S
CS,v
We can filter C˜ by |v|1+ |S|. The E1-page of the associated spectral spectral
sequence is exactly the chain complex
(C(D, δ)⊗Z F, dδ)
used to define H(Γ, δ;F) in Section 2.4. Therefore the E2-page is H(Γ, δ;F).

Remark. A Λδ-module structure is defined on H(Γ, δ;F) in Section 2.4
(adapted with F-coefficients) where Λδ = Λ
∗[x1, · · · , xm] ⊗Z F. We can
equip C˜ with a Λδ-module structure by requiring
xi : CS → CS∪{i}
is the identification map where i /∈ S (recall that both CS and CS∪{i} are
copies of C). A similar module structure can be defined on C˜(Γ) (hence on
I♯(Γ)) and the quasi-isomorphism in Proposition 4.4 respects the module
structures. Therefore the spectral sequence in Theorem 4.5 respects this
module structure and the E2-page is isomorphic toH(Γ, δ;F) asΛδ-modules.
A priori the Λδ-module structure on I
♯(Γ) relies on the specific isomorphism
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in Proposition 4.1. Indeed this module structure is intrinsic. There is a
G/G˜ ∼= H1(S3 \ Γ;F) action on I♯(Γ). Let {yi} ⊂ H
1(S3 \ Γ;F) be the dual
basis of {[mi]} ⊂ H1(S
3 \ Γ;F) where mi is the meridian around δi. Using
this dual basis, we can describe the the group ring
FH1(S3 \ Γ;F) ∼= F[y1, · · · , ym]/(y
2
i − 1|i = 1, · · · ,m)
where we view H1(S3 \ Γ;F) as a multiplicative group. We have an isomor-
phism
Λδ = Λ
∗[x1, · · · , xm]⊗Z F→ F[y1, · · · , ym]/(y
2
i − 1|i = 1, · · · ,m)
xi 7→ 1 + yi
5. The detection of the planar theta graph
In this section, we will prove Theorem 1.4.
For a general trivalent graph Γ in a 3-manifold Y , I♯(Y,Γ) is defined with
F-coefficients. If L is a link, then I♯(Y,L) can be defined with Z-coefficients.
This is exactly the situation in [KM11]. In this case, we use I♯(Y,L;R) to
denote the instanton Floer homology with R-coefficients (R = Z,Q,C). If
we do not specify the coefficients, I(Y,L) always means the Floer homology
with F-coefficients.
From now on, we take Γ to be a spatial theta web.
Proposition 5.1. Suppose δ1, δ2 are two mark points lying on two distinct
edge of Γ. If
H(Γ;F) ∼= H(Θ;F)
as RΘ-modules, then
rankFH(Γ, {δ1, δ2};F) ≤ 4
Proof. This follows from Proposition 2.14 and the example at the end of
Section 2.4 (adapted with F-coefficients). 
We also have a parallel proposition for J ♯ and I♯.
Proposition 5.2. Suppose δ1, δ2 are two mark points lying on two distinct
edge of Γ. If
J ♯(Γ) ∼= J ♯(Θ)(∼= H(Θ;F))
as RΘ-modules, then
rankF I
♯(Γ) ≤ 4
Proof. This follows from Proposition 4.2 and the example at the end of
Section 2.4 (adapted with F-coefficients). 
Recall that
I♯(Γ) := I(Γ ∪H)
where H is a Hopf link together with an arc joining the two components rep-
resenting the w2. Let B1 and B2 be two small ball neighborhood of the two
vertices of Γ so that the boundary sphere S1 (or S2) meets Γ transversally
at three points. Pick a diffeomorphism h : (S1,Γ ∩ S1) → (S2, S2 ∩ Γ) such
that that Γ∩S1 and Γ∩S2 are identified by the three arcs Γ∩(S
3 \B1∪B2).
Move H into B1, cut S
3 along S1 and S2 and re-glue using h, we obtain
(S1 × S2, L) ∪ (S3,Θ ∪H)
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where L is a link with three components in S1×S2. We use S to denote the
sphere in S1×S2 obtained by identifying S1 and S2. Since L∩S consists of
three points ,the non-integral condition ([KM11, Definition 3.1]) is satisfied.
Hence the instanton Floer homology I(S1×S2, L;Z) is well-defined (without
adding H).
Proposition 5.3. Let Γ and L be given as above, then we have
I(S1 × S2, L)⊗ I♯(Θ) ∼= I♯(Γ)⊕ I♯(Γ)
Proof. This is exactly the content of the proof of [KM15, Proposition 7.5],
which follows from an excision theorem. 
Proposition 5.4. We have
I♯(Θ) ∼= F4
Proof. We first use an argument which was used in the proof of [KM17,
Proposition 2.1] to replace Θ by a Hopf link. Recall that
I♯(Θ) := I(S3,Θ ∪H)
The Excision Theorems in [KM15, Section 4] can be used to show that
I(S3,Θ∪H1)⊗I(S
3,Θ∪H2) ∼= I(S
3,Θ∪H1∪H2) ∼= I(S
3,Θ∪H2)⊗I(S
3,H1∪H2)
where H1 and H2 are two disjoint copies of H. Since
I(S3,Θ ∪H2) = I
♯(Θ) 6= 0
by [KM15, Section 7.1], we have
(5.1) rankF I
♯(Θ) = rankF I(S
3,Θ ∪H1) = rankF I(S
3,H1 ∪H2)
The Chern-Simons functional on the pair (S3,H1 ∪ H2) has a Morse-Bott
critical set SO(3). After a suitable generic perturbation, the restriction
F |SO(3) of the perturbed Chern-Simons functional becomes a standard Morse
function on SO(3) with critical points αi (0 ≤ i ≤ 3) and the critical points
of F are exactly {αi}. The degree of αi is just i and the moduli space of
trajectories M(αi, αi−1)1 (1 ≤ i ≤ 3) approximates the Morse trajectories
on SO(3). Therefore the differential on αi (1 ≤ i ≤ 3) is the same as the
differential in the Morse homology of SO(3). Since we only have a relative
Z/4-grading on those critical points, the differential on α0 may be non-zero.
Now we have a cyclic chain complex
Z{α3}
0 // Z{α2}
2

Z{α0}
d
OO
Z{α1}0
oo
If d 6= 0, then we have I(S3,H1 ∪H2;Q) = 0.
Let Y1 and Y2 be two homology 3-spheres. Fukaya’s connected sum the-
orem [Fuk96] relates the instanton Floer homologies I(Y1;Z), I(Y2;Z) to
I(Y1#Y2;Z) by a spectral sequence. An elaboration of Fukaya’s theorem
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with Q-coefficients can be found in [Don02, Section 7.4]. The same prob-
lem is also studied in [Li94]. We want to apply Fukaya’s theorem to the
connected sum
(S3,H1 ∪H2) = (S
3,H1)#(S
3,H2)
Even though this is not a connected sum of homology 3-spheres with empty
links in Fukaya’s setting, the same proof still works. Our situation is even
easier because we are working in an admissible case so that reducible critical
points of the Chern-Simons functional do not enter into the discussion.
From [Don02, Section 7.4], we have a spectral sequence which converges
to I(S1 × S2,H1 ∪H2) and whose last possibly non-degenerate page is
I(S3,H1;Q)⊗ I(S
3,H2;Q)
f // I(S3,H1;Q)⊗ I(S
3,H2;Q)
where the differential f is 2µ(x1) ⊗ 1 − 1 ⊗ 2µ(x2) (x1 ∈ S
3 \H1 and x2 ∈
S3 \H2). We use 1 for the identify map and µ(x) for the point operator of
degree 4. Our convention for µ is from [DK90].
The instanton Floer homology I(S3,H;Q) is 1-dimensional. Therefore
the point operator µ(x) on I(S3,H;Q) is just a scalar product. This implies
the differential f is zero. We obtain I(S3,H1 ∪ H2;Q) = Q
2, which is a
contradiction. Therefore d must be 0. We have
I(S3,H1 ∪H2;Z) = Z
2 ⊕ Z/2, I(S3,H1 ∪H2) = F
4
By (5.1), the proof is complete. 
When we define L, we first remove two balls B1 and B2 from S
3. We
can define a tangle T := Γ ∩ (S3 \ B1 ∪ B2) in (S
3 \ B1 ∪ B2) ∼= I × S
2.
We may assume T is disjoint with I × {∞} ⊂ I × S2 and view T as a
tangle in I ×D2 by removing a tubular neighborhood of I ×{∞} in I ×S2.
Let S ⊂ S1 × S2 be a S2-slice as before. In [Str12], an operator µorb(S)
of degree 2 on I(S1 × S2, L;C) is defined and the eigenvalues of µorb(S)
are shown to be ±1. As a degree 2 operator on a Z/4-graded vector space
I(S1 × S2, L;C), the generalized eigenspaces with eigenvalue 1 or −1 must
have the same dimension. The generalized eigenspace with eigenvalue 1 is
defined to be the odd tangle Floer homology THIodd(T ) in [Str12, Definition
3.3.2]. From the definition we have
(5.2) rankC I(S
1 × S2, L;C) = 2 rankCTHI
odd(T )
The odd tangle Floer homology THIodd(T ) satisfies the following.
Theorem 5.5. [Xie18, Theorem 3.10] The Floer homology THIodd(T ) is
1-dimensional if and only if T is isotopic to a braid.
Proposition 5.6. Let Γ and T be given as above. If
rankF I
♯(Γ) ≤ 4
then we have
THIodd(T ) ∼= C
Therefore T must be a braid.
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Proof. By Proposition 5.3 and Proposition 5.4, we have
rankF I
♯(S1 × S2, L) ≤ 2
Equality (5.2) and the universal coefficients theorem imply
rankCTHI
odd(T ) ≤ 1
Since THIodd(T ) is odd-dimensional [Xie18, Proposition 4.10], its dimension
must be 1. 
The diagram of a spatial trivalent graph can be changed by type V moves
in Figure 8, which changes T by a generator of the braid group. After finitely
many type V moves, T becomes the trivial braid. So we have
Corollary 5.7. Let Γ be given as above. If
rankF I
♯(Γ) ≤ 4
then Γ must be the planar theta graph Θ.
Now we are ready to prove the detection theorem.
Proof of Theorem 1.4. By Theorem 4.5, Proposition 5.1 and Proposition
5.2, any one in (b) (c) (d) (e) implies rankF I
♯(Γ) ≤ 4. Therefore Γ is
the planar theta graph by Corollary 5.7. We obtain any one in (b) (c) (d)
(e) implies (a).
It is clear that (a) implies (b) (c) and (d). The last term (e) is just
Proposition 5.4.

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