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ABSTRACT
The ability to predict molecular geometries has important applications in chemistry.
Specific examples include the areas of protein space structure elucidation, the
investigation of host-guest interactions, the understanding of properties of
superconductors and of zeolites. This prediction of molecular geometries often
depends on finding the global minimum or maximum of a function such as the
potential energy. In this paper, we consider several well-known molecular
conformation problems to which we apply a new method of deterministic global
optimization called the Cutting Angle Method. We demonstrate that this method is
competitive with other global optimization techniques for these molecular
conformation problems.
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INTRODUCTION
Many problems in chemistry depend on the ability to identify the global minimum or
maximum of a function. Examples include important applications in chemometrics,1
flow rates or pH concentrations in the optimization of flow analysis methods,2-4
statistical process control in manufacturing, the maximization of yields in synthesis
and manufacturing, non-linear least-squares analysis and the ability to predict
molecular geometries. In particular, the last-mentioned application includes the areas
of protein space structure elucidation, the investigation of host-guest interactions, the
understanding of properties of superconductors and zeolites,5 and the identification
of transition states.6 In all of these situations, one needs to find the molecular
geometry which corresponds to the global minimum of the potential energy
surface (PES).
In a recent article,7 the authors introduced the Cutting Angle Method (CAM),
a new, efficient, deterministic method of global optimisation, and demonstrated how
it can be applied to the problem of finding the global minimum of the PES in the
molecular modelling setting. In this article, we apply CAM in an in-depth analysis of
the global minima of the PES of four benchmark chemical structures and
demonstrate that it compares favourably with other deterministic techniques
(systematic search, branch-and-bound, generalized descent) in finding the global
minimum.
Global and deep local minima correspond to stable molecular conformations,
and they dictate both physical and chemical properties of chemical substances.
Hence, the search for the global minimum on the PES is one of the most important,
albeit one of the most challenging, optimization problems in chemistry and
mathematics. Typically, a mix of local and global search techniques is necessary.
The presence of large numbers of shallow local minima on the PES makes the
problem unsuitable for traditional local descent techniques in the absence of other
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information, and so new local search strategies have emerged in the last few years.
On the other hand, global search techniques perform poorly when only localized
information is available.8,9 Thus, the success of a local/global search approach relies
heavily on the availability of both local and global knowledge of the PES.
The next section gives a brief description of the cutting angle method, and
outlines its implementation. In subsequent sections, the method is applied to the
molecular conformation problem and compared to existing algorithms through the
application to several molecules of increasing difficulty from simple C3 molecules,
diastereoisomers, through to oligopeptides.
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THE CUTTING ANGLE METHOD
The need for global optimization techniques in molecular modeling has been
emphasized by many authors.8-10 The number of local minima on the potential
energy surface typically grows exponentially with the number of variables, and
enumeration of all local minima using multistart local descent methods is not
feasible. Moreover, any method that relies only on the local information (such as
derivatives), has a very slim chance of locating the global minima, unless it evaluates
the PES in a dense (ie, “almost” infinite) set.11 Stephens and Baritompa conclude
that only methods using global information (such as the value of the global
minimum, Lipschitz constant, bounds on second derivatives, cooling schedule in
simulated annealing) can locate global minima.11
The cutting angle method (CAM) was first proposed in 1999 by
Andramonov, Bagirov, Glover and Rubinov, and subsequently improved by
them.12-15 It can be used for both differentiable and non-differentiable functions. The
one-dimensional Piyavskii-Shubert algorithm,16 illustrated in Figure 1, is a special
case of CAM. The original optimisation problem is replaced by a sequence of
simpler (relaxed) optimization problems, each with a global minimum that is
relatively easy to find and verify. These relaxed problems are constructed so that
they converge to the original optimization problem and the sequence of their
solutions converge to the global minimum of f. The set of surfaces {hK(x)} defining
the relaxed problems is described below.
For smooth functions, the Lipschitz property is usually interpreted as having
a bounded first derivative (slope). In a more general sense, a function f is Lipschitz-
continuous, if there is (at least) one finite number L, satisfying
| f(x) – f(y) | < L || x – y || Equation 1
for all points x and y, for which f is defined. The norm on the right-hand side of the
inequality (Equation 1) can be any norm, not just the usual distance or Euclidean
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norm. The Lipschitz constant is the smallest possible (least lower bound) L value,
which of course depends on the norm chosen. The Lipschitz constant (or any of the
other L values) provides global information about the PES: global information is
required to find and prove (!)11 the global minimum of the PES, or of any surface. In
the mathematics literature, Lipschitz programming has attracted much attention as a
method of (deterministic) global optimization.10,16
Figure 1 shows a function f that has been evaluated at several points
x1, x2, x3, … , xK. From each evaluated point on the function f, it is possible to
construct a hypercone, with slope L, and with its apex touching the function f. The
maximum of these hypercones, hK(x), gives a lower approximation to the function f,
also called the saw-tooth cover because of its shape. As more points f(x) are
evaluated (lower panel of Figure 1), the sequence of lower approximations, hK(x),
K=1,2,…, converges to f, and the sequence of global minima of hK(x) converges to
the global minimum of f under very mild conditions.14,16 The conceptual global
optimization algorithm consists of the following steps:
1) Using K known function values and L build the saw-tooth
cover hK(x);
2) Find the global minimum, x*, of hK(x);
3) Evaluate f at x*;
4) Set xK+1=x*, increment K and return to Step 1).
The algorithm continues until the error (the difference between the smallest
computed value of f and the global minimum hK (x*) is smaller than a given
tolerance (see Figure 1).
The big difficulty in generalising the described one-dimensional algorithm to
multivariate functions has been the complexity of the geometry of the multivariate
saw-tooth cover, and consequently the complexity of the relaxed problem of
minimizing hK(x).16 With recent works,12-15,17 this problem has been solved for some
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special types of lower approximations, and CAM, based on such approximations, has
become practical. We will describe it in the remainder of this section.
Consider the class of increasing positively homogeneous (IPH) functions of
degree one:
IPH = f : " x,y ˛ R+
n x ‡ y implies f (x) ‡ f (y);" x ˛ R+n, ˛ R, >0 :f( x) = f(x){ } .
nR+  denotes the set of n-vectors with non-negative components. Consider also
restrictions of IPH functions to the unit simplex:
S1
n
= x ˛ Rn,xi ‡ 0, xiå =1{ } .
In Reference 14 it was proved that (a) any Lipschitz function g can be modified using
an additive constant, so that g+C is the restriction of some IPH function f to the unit
simplex, and (b) a lower approximation to IPH in the unit simplex is given by
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An implication of these results is that Equation 2can be effectively used to
minimize Lipschitz functions (since all the minima of g and f=g+C coincide). The
constant C depends on the Lipschitz constant L, but if L is unknown, an overestimate
can be used. The function hK(x) in Equation 2is the multivariate saw-tooth cover for
function f.
The point in using Equation 2as the lower approximation, as opposed to
other types of hypercones, is that all local minima of Equation 2 can be explicitly
enumerated, and hence its global minimum is found by sorting the local minima. In
Reference 15 the following result was proved. Let the support vectors kl  be given as
and let the first n points x1,…,xn be the vertices of the unit simplex. Then every local
minimum of hK(x) in the Eq. (2) corresponds to a combination of n distinct support
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Thus, the problem of enumerating local minima of hK(x) translates into a
combinatorial problem of enumerating combinations L  that satisfy I) and II).
Following these lines, in Reference 17 an efficient algorithm for computation of all
such L  has been found. It was shown that these combinations L  form a tree structure,
and that the update of the saw-tooth cover (i.e., when hK(x) has to be transformed
into hK+1(x) after the addition of a new function value) can be performed in
|)}{|( LnO  operations where |}{| L  is the cardinality of the set of all local minima
of hK(x).
An important result is that, for any particular K value, the global minimum of
hK(x) is guaranteed to be a lower bound for the true global minimum of the PES f,
thus measuring the uncertainty in the estimated global minimum of the PES f, when
the algorithm is terminated at some finite K.
We have recently described a fast computational algorithm17 implementing
CAM including a transformation of variables from Rn to S1. This improvement to
earlier results has allowed practical application of CAM to medium size problems
involving 10-30 variables. In this paper, we apply a version of CAM to molecular
modelling problems where a global minimum of PES is needed.
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APPLICATION TO MOLECULAR STRUCTURE PREDICTION
In this section, the application of the cutting angle method (CAM) to the
problem of predicting of molecular conformation is described and applied to four
examples. In each case, the function f to be minimised is the potential energy
function V.
In common with other authors, all the bond lengths and bond angles have
been held fixed (eg, see References 10,18-27). Hence, the conformations of the various
molecules considered here, depend only on the torsional or dihedral angles. In turn,
the potential energy depends only on the torsional potential energy terms and those
corresponding to interactions between non-bonded atoms:
åå +=
>
-
k
k
ji
ij tVrVV )()( torsionbondednon , Equation 3
where tk are the dihedral (torsional) angles and rij =rij(t1,t2,t3,…) are the distances
between atoms i and j, which in turn are functions of the dihedral angles kt . In
Equation 3, the contribution of three-body and higher-order terms to Vnon-bonded has
been neglected.
Example 1. Propanal
Propanal is depicted on Figure 2. The two independent torsion angles
are t1 (dihedral angle O(1)-C(2)-C(3)-H(5)) and 2t  (dihedral angle
H(5)-C(3)-C(7)-H(8)). The first dihedral angle has bounds 20 1 ££ t , but the
second dihedral angle has bounds 3
2
20 ££ t  because of the symmetry of the
methyl group. The bond lengths and angles are given in Table I.
The Vnon-bonded terms (Equation 3) were taken to be pairwise
Buckingham (exp-6) potential functions
( )
6
}exp{
ij
ij
ijijijij
r
C
rBArV --=  . Equation 4
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The parameters are given in Table I. (Note that the tabulation of this paper, based on
Reference 28, corrects a typographical error in Reference 10, at p 449, and in
Reference 23.)
Conversion of the internal coordinates (the independent variables) to
Cartesian coordinates (and thence to interatomic distances rij) was performed using
the ATCOOR algorithm of Nordlander et al .29 (The use of Cartesian coordinates as
independent variables would greatly facilitate the calculation of the potential energy,
but introduces a number of holonomic constraints corresponding to the fixed bond
lengths and bond angles18-22 which increase the difficulty of deterministic global
optimisation.)
The ATCOOR algorithm29 was converted from FORTRAN to C and
combined with the CAM algorithm. The resulting code was run for 1 s
(1000 function evaluations) on a 750 MHz Pentium III PC. This was sufficient for
CAM to identify the two equivalent global minima, with Vmin = 0.769101 kcal mol
-1:
t1 = 41.17° = (120 - 78.83)° t2 = 59.84° = (60 - 0.16)°
t1 = 198.83° = (120 + 78.83)° t2 = 60.16° = (60 + 0.16)°
The combination of the sp2 two-fold and the sp3 three-fold symmetry means that
there is no fully staggered conformation for the first torsion (ie dihedral angle t1).
The two torsions are not separable because of the non-bonded interactions between
the terminal aldehyde and methyl groups: these non-bonded interactions both depend
on, and perturb the conformation dictated by the two torsions, resulting in an
enantiomeric (mirror-image) pair of solutions.
Although propanal is a very simple problem with only two optimisation
variables, finding the optimum geometry can prove to be an exacting test for an
optimisation algorithm. Maranas and Floudas10,23 have reported that repeated
solution of the propanal problem from different initial “guess” geometries using the
MINOS 5.4 local-optimisation algorithm30 found the true (degenerate) global
minima (reported above), but also the additional “solutions”:
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t1 = 300° t2 = 60° Vmin = 0.830866 kcal mol
-1
t1 = 360° t2 = 60° Vmin = 0.844303 kcal mol
-1
Figure 3 presents a plot of this two-dimensional PES. It is clear that there are only
two equivalent minima in the search domain. (In “real” space, 20 1 ££ t , each of
these two minima are triply degenerate.) The third “solution” (t1 = 300°, t2 = 60°)
found by MINOS 5.4 is a saddle point. The fourth “solution” (t1 = 360°, t2 = 60°) is
not even a stationary point, but is the intersection of a minimum-energy path and the
boundary of the search domain. Since the function is periodic in both 1t  and 2t , and
the domains are chosen as arbitrary intervals of a given length (2p  in this case),
local-search methods will be stuck in these “artificial” minima. In contrast, global
methods, such as CAM or a -BB,10 correctly identify the true global minima.
Example 2. 1,2,3-trichloro-1-fluoropropane
The 1,2,3-trichloro-1-fluoro-propane molecule is shown in Figure 4. All
angles were assumed tetrahedral (109.5° ) and the fixed bond lengths are listed in
Table II.23
The Vnon-bonded terms (Equation 3) were taken to be pairwise
Lennard-Jones (LJ-12-6) potential functions:
( )
612
ij
ij
ij
ij
ij
r
A
r
B
rV -=  . Equation 5
The parameters are given in Table II.
The two independent torsion angles are 1t  (dihedral
angle F(1)-C(4)-C(5)-Cl(6)) and 2t (dihedral angle Cl(6)-C(5)-C(7)-Cl(9)), both with
bounds 0 £  t1, t2 £  2 p . As for the propanal calculations, the ATCOOR algorithm
29
was used to convert the internal coordinates to Cartesian coordinates. The program
was run for 2.3 s (5000 function evaluations) on a 750 MHz Pentium III PC. This
was sufficient to locate the global minimum:
t1 = 285.351171° t2 = 281.739130° Vmin = -3.289961 kcal mol
-1
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In 1,2,3-trichloro-1-fluoropropane, since all carbons are sp3 hybridised, the
local potential energy minima will correspond to fully staggered conformations,
which may be perturbed slightly by the non-bonded terms. A systematic exhaustive
search of the PES verified that the two dihedral angles give rise to nine local minima,
some of which are very close in energy to the global minimum. (Although Maranas
and Floudas have studied the 1,2,3-trichloro-1-fluoropropane molecule using a
number of algorithms, it was not possible to directly compare our results with theirs
because of some ambiguity in the reported23 potential parameters.)
It is interesting to note that 1,2,3-trichloro-1-fluoropropane has two chiral
centres, giving rise to two enantiomeric pairs of diastereoisomers. The use of
dihedral angles as the search parameters ensured there was no “inversion” of any
carbon centre: all the minima, which were identified, corresponded to the input
diastereoisomer. Use of Cartesian coordinates as the search parameters can
sometimes scramble the chirality of the molecule, especially if some kind of Monte
Carlo algorithm is used.
Example 3. “Single” amino acids
CAM was used to calculate the conformations of derivitised naturally-
occurring amino acids of the form N-acetyl-(parent amino acid)-N’-methyl amide
(CH3CO-NH-CRH-CO-NH-CH3, where R is the amino acid residue). This is the
simplest representation of a single-amino-acid unit within a polypeptide chain,
including the neighbouring a  carbons at both termini of the parent amino acid. These
units can be combined with other single-amino-acid units to “build up”31 3-D
polypeptide structures. The parent amino acids were proline, alanine, histidine,
tyrosine and glutamic acid, covering the range from 5 to 10 dihedral angles (see
Figure 5).
The CAM algorithm was interfaced with the ECEPP/3 potential energy
surface of Scherga et al.25,27 CAM was used as the “driver” algorithm to optimise the
dihedral angles (global variables), but at each set of dihedral angles, the potential
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energies were evaluated by calls to ECEPP/3, and the three-atom angles (“q  angles”)
in the end groups were optimised within the ECEPP/3 package as local variables
(described in the Appendix).
For N-acetyl-N’-methyl-proline amide (5 dihedral angles), calculations using
200 function evaluations (21 seconds on a DEC Alpha workstation) were sufficient
to locate the global minimum. For N-acetyl-N’-methyl-glutamyl amide (10 dihedral
angles), 10000 function evaluations (71 minutes on a DEC Alpha workstation) were
sufficient to locate the global minimum. The run times for the other derivitised
amino acids are listed in Table III.
Example 4. Unsolvated Met-enkephalin
The neutral (non-zwitterionic) form of met-enkephalin (Figure 6) is a
benchmark molecular conformation problem.10,31 It involves 24 independent dihedral
angles, giving rise to a very complex PES, involving in the order of 1011 local
minima.10 This problem is very challenging because of the existence of several
strong local minima, which terminate (or “trap”) local-descent algorithms.10 Local-
search algorithms using random initial points fail to identify the global minimum:
moreover, failures have been reported even if the initial point is chosen close to the
global minimum.10
The importance of such oligopeptides is that bigger oligopeptides are better
basic units (than the derivitised “single” amino acids of the previous example) in the
build up method31 for determining 3-D polypeptide structures. As before, CAM was
interfaced with the ECEPP/3 package25,27 (described in the Appendix).
The global minimum of the potential energy is presented in Table III. This
minimum has been found by the combination of the CAM and ECEPP/3 internal
local optimiser using the procedure described in the Appendix. Floudas has
previously reported that the a BB technique has outperformed other methods (Monte
Carlo, electrostatically driven Monte Carlo, diffusion equation, simulated annealing
and others) for the met-enkephalin molecule.10 Calculations on this molecule have
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also illustrated the inadequacy of multistart local search techniques.10 The a BB
technique required ~400,000 function evaluations to locate the global minimum.10
Using the same ECEPP/3 potential function,25,27 the CAM of this work was able to
locate the global minimum using 120 000 function evaluations, thus out-performing
the other optimization methods. The met-enkephalin calculations have been
performed in 79 minutes on a cluster of 36 DEC alpha workstations. It is expected
that even better performance may be achieved when CAM is used in combination
with other optimisation methods.
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DISCUSSION
In all the examples, CAM was able to locate the global minimum of the PES.
Although the CAM algorithm can, itself, verify if the global minimum has been
located, in this work, the global minimum was independently confirmed by direct
examination of the PES (for propanal and 1,2,3-trichloro-1-fluoropropane) or by
comparison with literature results for the same potential energy surfaces (the
substituted amino acids and met-enkephalin). In this section, the results are discussed
and the computational performance of CAM compared with established methods.
Many models have been developed describing interactions within a molecule
in terms of atomic bonds and effective interactions. Parameterisations of molecular
potential functions (force fields) include ECEPP, AMBER, CHARMM, GROMOS,
MM3, DISCOVER and others (see the review 32). Interfacing with these and other
public domain and commercial software packages is important for practical
applicability of novel optimisation methods. In this study we chose ECEPP/3 force
field (and software package) to model polypeptides. One of the reasons was
convenient parameterisation of molecules only with dihedral angles and simplicity of
interface with this package. Conformations of several single amino acids were
computed initially to test the performance of the combined CAM-ECEPP/3.
ECEPP/3 was used as a standalone software package to which calls were
made from our CAM driver module. CAM requires only the ability of third party
software to compute the value of the objective function (PES), and thus poses little
restrictions on the choice of such software, especially since derivatives are not
required. On the other hand, this setup demonstrates that CAM can be scaled-up
from a single processor to a multiprocessor computer (see Reference 33 for details of
the implementation on a multiprocessor computer).
Note that our calculations use only a single run since CAM is a deterministic
method that will search the entire domain. This is in contrast to local-search methods
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or stochastic global-search methods that require several runs each starting from
different initial points.
Since CAM constructs a sequence of support functions that are strict lower
bounds for the PES, Equation 3 measures the uncertainty in the estimated global
minimum of the PES when the algorithm is terminated after K iterations.
Conversely, provided that there are sufficient computer resources, the algorithm can
be continued until the estimated global minimum is within some guaranteed
tolerance of the true global minimum.
In the present context of prediction of polypeptide 3-D structure, we have
established that CAM is a reliable and efficient method for the geometry
optimisation of several model molecules, including a benchmark10,31 pentapeptide
sequence. This holds great promise for the faster computation of oligopeptides
structures for polypeptide structure prediction.
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CONCLUSION
The problem of finding the global minimum on a hypersurface with multiple local
minima has many important applications in chemistry. In this paper, we have applied
a new global optimization method to the prediction of molecular conformation
modeling. In these applications, the typical number of local minima grows
exponentially with the number of variables, and is enormous even for relatively
small molecules. Traditional local search techniques fail to detect global minima,
and hence miss the likely molecular conformations, whereas stochastic global
methods fail to confirm or give an estimate of the global minimum.
This paper has demonstrated that the cutting angle method (CAM) is
competitive with (if not better than) other global optimization techniques in finding
the minimum-potential-energy structures, when applied to benchmark molecular
calculations for the met-enkephalin molecule.
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TABLE I. POTENTIAL PARAMETERS FOR PROPANAL
Geometric parameters
Atom-atom Bond length / Å Atom type Bond angle
C=O 1.208 sp2 120°
C-C 1.509 sp3 109.5°
C-H(ald) 1.113
C-H 1.113
Buckingham (exp-6) parameters (Equation 4)
Atom-atom A / kcal mol-1 B / Å-1 C / kcal mol-1 Å-6
H-O 16152.0 3.8580 144.970
O-C 15628.0 3.4341 282.03
H(ald)-C 13340.0 3.7425 143.690
H-C 13188.0 3.6337 169.550
H(ald)-H 13630.0 4.16677 77.0920
H-H 13630.0 4.16677 77.0920
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TABLE II. POTENTIAL PARAMETERS FOR
1,2,3-TRICHLORO-1-FLUOROPROPANE
Geometric parameters
Atom-atom Bond length / Å Atom type Bond angle
C-C 1.54 sp3 109.5°
C-H 1.06
C-Cl 1.77
C-F 1.39
Lennard-Jones (LJ-12-6) parameters (Equation 5)
Atom-atom A / kcal mol-1 Å-6 B / kcal mol-1 Å-12
F-Cl 457.6 29.67
F-H 79.8 0.9361
F-C 223.2 10.07
H-H 76.0 0.722
H-C 127.4 3.743
H-Cl 272.8 8.074
Cl-Cl 1562.0 200.5
Cl-C 759.3 64.64
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TABLE III. PERFORMANCE OF THE CUTTING ANGLE
METHOD ON THE PREDICTION OF CONFORMATION
OF SUBSTITUTED AMINOACIDS OF THE FORM
N-ACETYL-(PARENT AMINO ACID)-N’-METHYL
AMIDE (CH3CO-NH-CRH-CO-NH-CH3, WHERE R IS THE
AMINO ACID RESIDUE) AND MET-ENKEPHALIN
(TYR-GLY-GLY-PHE-MET).
Parent amino
acid
Number of
variables
Energy of
most stable
geometry
Iterations
CPU seconds
(Note a)
Proline (Pro) b 5 -19.81 200 21
Alanine (Ala) 7 -5.18 5000 640
Histidine (His) 8 -8.92 8000 1067
Tyrosine (Tyr) 9 -8.48 4000 607
Glutamic acid
(Glu)
10 -15.87 10000 4252
Met-enkephalin 24 -11.706 120,000 4740
a Energies in kcal mol-1. CPU time is for a single DEC Alpha workstation,
except the last row (Met-enkephalin), where CPU time is for a cluster of 36
DEC Alpha workstations
b Proline is a cyclic amino acid: see Figure 5 for the structures of these
substituted amino acids.
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APPENDIX
This Appendix describes the software configuration for the protein
configuration problem. Figure 7 gives a schematic overview of the software setup.
ECEPP/3 software25,27 was installed on the same computer as our CAM
global optimisation algorithm. The variables in CAM were transformed into the
appropriate domain for the dihedral angles [-p ,p ], and their values were supplied to
the ECEPP/3 software in a suitable configuration file. ECEPP/3 was called as an
external process, which minimised the potential energy with respect to local
variables keeping the global variables constant. The CAM then read the value of the
energy from the file generated by ECEPP/3. This process was repeated at each
iteration of the CAM, and at the end (after a predefined number of iterations) CAM
generated 100 good starting points for the ECEPP/3 local minimiser. Finally, the
local optimisation process with respect to all variables started from the specified 100
points to quickly improve the CAM solutions. The best solution was selected as the
global minimum.
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FIGURE CAPTIONS
Figure 1 Generalised cutting plane method of Lipschitz optimisation (Pijavski-
Shubert method). All local minima of the saw-tooth cover can be
explicitly enumerated. As the number of function evaluations increases,
the “teeth” become smaller and the supporting functions hK(x) converge
pointwise to the required function f(x). The global minimum of hK(x)
converges to the global minimum of f(x).
Figure 2 Propanal molecule. The two independent torsion angles are 1t  (dihedral
angle O(1)=C(2)-C(3)-H(5)) and 2t (dihedral
angle H(5)-C(3)-C(7)-H(8)).
Figure 3 A contour plot of the potential energy surface for propanal, plotted as a
function of the two independent torsion angles 1t  and 2t . The bond
lengths and angles are assumed fixed (see Table I).
Figure 4 1,2,3-trichloro-1-fluoropropane. The two independent torsion angles
are 1t  (dihedral angle F(1)-C(4)-C(5)-Cl(6)) and 2t (dihedral
angle Cl(6)-C(5)-C(7)-Cl(9)).
Figure 5 Structures of derivitised naturally-occurring amino acids of the form
CH3CO-NH-CRH-CO-CH3. Parent amino acids are proline (Pro),
alanine (Ala), histidine (His), tyrosine (Tyr) and glutamic acid (Glu). The
dihedral angles (global variables) optimised by CAM are indicated by t.
The three-atom angles (“q  angles”) in the end groups are optimised by
ECEPP/3 (as local variables).
Figure 6 The non-ionic form of met-enkephalin (Tyr-Gly-Gly-Phe-Met).
Figure 7 Schematic diagram for the interfacing of the CAM algorithm with the
ECEPP/3 package.
Chinese names: The Chinese characters (on page 34) are the author’s name
and Ms Lee’s name. They are provided so that the editorial staff can
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(hopefully) include the author’s full name, which requires both English
letters and Chinese characters.
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