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Abstract
We construct a Poincaré–Birkhoff–Witt type basis for the Weyl modules [V. Chari, A. Pressley, Weyl
modules for classical and quantum affine algebras, Represent. Theory 5 (2001) 191–223, math.QA/0004174]
of the current algebra of slr+1. As a corollary we prove the conjecture made in [V. Chari, A. Press-
ley, Weyl modules for classical and quantum affine algebras, Represent. Theory 5 (2001) 191–223,
math.QA/0004174; V. Chari, A. Pressley, Integrable and Weyl modules for quantum affine sl2, in: Quan-
tum Groups and Lie Theory, Durham, 1999, in: London Math. Soc. Lecture Note Ser., vol. 290, Cambridge
Univ. Press, Cambridge, 2001, pp. 48–62, math.QA/0007123] on the dimension of the Weyl modules in
this case. Further, we relate the Weyl modules to the fusion modules defined in [B. Feigin, S. Loktev, On
generalized Kostka polynomials and the quantum Verlinde rule, in: Differential Topology, Infinite-dimen-
sional Lie Algebras, and Applications, in: Amer. Math. Soc. Transl. Ser. 2, vol. 194, 1999, pp. 61–79,
math.QA/9812093] of the current algebra and the Demazure modules in level one representations of the
corresponding affine algebra. In particular, this allows us to establish substantial cases of the conjectures
in [B. Feigin, S. Loktev, On generalized Kostka polynomials and the quantum Verlinde rule, in: Differen-
tial Topology, Infinite-dimensional Lie Algebras, and Applications, in: Amer. Math. Soc. Transl. Ser. 2,
vol. 194, 1999, pp. 61–79, math.QA/9812093] on the structure and graded character of the fusion modules.
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The study of finite-dimensional representations of quantum affine algebras has been of some
interest in recent years and there are several different approaches to the subject, [3,9,10,15,20]
for instance.
An approach that was developed in [3] was to study these representations by specializing to the
case of classical affine algebras. It was noticed in that paper that an irreducible finite-dimensional
representation of a quantum affine algebra, in general, specialized to an indecomposable but re-
ducible representation of the affine Lie algebra. This behavior is seen in the representation theory
of simple Lie algebras, when passing from the characteristic zero situation to the case of non-zero
characteristic. The modules in non-zero characteristic which are obtained from the irreducible
finite-dimensional modules of the simple Lie algebra are called Weyl modules and are given by
the same generators and relations as the modules in characteristic zero. This analogy motivated
the definition of the Weyl modules in [3], in terms of generators and relations for both the classi-
cal and quantum affine Lie algebras. It was also conjectured there, that the Weyl modules of the
affine algebra are the classical (q → 1) limit of the standard modules of the quantum affine al-
gebra defined in [20]. In particular, a proof of the conjecture would give generators and relations
for these representations, or equivalently, would prove that the standard modules are isomorphic
to the quantum Weyl modules. This latter result was proved recently in [1] using some deep
geometric results of Nakajima.
However, the results of [3] and [4] showed that the conjecture on the isomorphism between the
quantum Weyl modules and the standard modules would also follow, if a further conjecture on the
dimension of the classical Weyl modules could be proved. This latter conjecture was established
in [3] for sl2. Moreover, it was shown that it was enough to study the analogous modules for the
current algebra of a simple Lie algebra, namely the natural parabolic subalgebra of the affine Lie
algebra.
In this paper we show that the conjecture on the dimension of the classical Weyl modules is
true for slr+1, by constructing an explicit basis for the Weyl modules over the current algebra
of slr+1. We use the basis to give a graded fermionic type character formula for the Weyl mod-
ules (see also [13]). We then make connections with several other interesting problems in the
representation theory of affine and current algebras. Thus, we are able to establish a substantial
case of conjectures in [6] on the fusion modules for a current Lie algebras. The definition of
these modules was motivated by studying the space of conformal blocks for affine Lie algebras.
The fusion modules are given by a set of representations of the simple Lie algebra and a set of
complex points, one for each representation. It was conjectured that in the case of a simple Lie
algebra and where the representations were irreducible and finite-dimensional the fusion mod-
ules are independent of these points. This conjecture is established in this paper for the fusion of
fundamental representation of slr+1 by showing that the fusion module is isomorphic to a Weyl
modules.
Another well-studied family of modules are the Demazure modules. These modules for the
current algebra are obtained by taking the current algebra module generated by the extremal vec-
tors in modules of positive level of affine Lie algebras. The dimension (and, actually, character)
of these modules was computed in [18,19]. We use these results to prove that the Weyl modules
are isomorphic to the Demazure modules in the level one representations of the affine Lie alge-
bra of slr+1. Further, we prove that the graded character of the fusion modules can be written
in terms of Kostka polynomials as conjectured in [6]. Moreover, since the Weyl modules for the
current algebra can be regarded as a pull-back of Weyl modules for the affine Lie algebra, it
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Lie algebra modules. This is related to a conjecture in [7].
For an arbitrary simple Lie algebra, the conjecture appears to be harder to establish. This is
not surprising, since the representation theory of the corresponding quantum affine algebra is
much more complicated. In particular the Weyl module associated with a fundamental weight
is no longer irreducible as a module for the simple Lie algebra. But we are convinced that the
conjecture of [3] is true for these modules and can be established in a similar way. Note how-
ever, that since the dimension of fusion modules is known from the definition the isomorphism
between the Weyl modules, and the corresponding fusion modules would follow as in the case
of slr+1 once the conjecture on dimension of the Weyl modules is proved.
The paper is organized as follows. In Section 1 we define the Weyl modules and recall some
results from [3]. We also recall the definition of the fusion modules from [6] and the Demazure
modules and prove that these modules are quotients of Weyl modules. We then state the main
theorem on the dimension of the Weyl modules and show that it gives a sufficient condition for an
isomorphism to exist between the Weyl modules, the fusion modules and the Demazure modules.
In Section 2 we start proving the conjecture by identifying a basis for the Weyl module. The
proof that it is actually a basis involves constructing a filtration (which we call a Gelfand–Tsetlin
filtration) for the Weyl modules, studying the associated graded spaces and using an induction
on r . Section 3 is devoted to proving that the associated graded space is actually isomorphic to a
sum of Weyl modules for slr . This latter result is the motivation for calling it a Gelfand–Tsetlin
filtration. We provide an index of notation at the end of the paper.
1. The main theorem and its applications
1.1. Preliminaries
Throughout the paper we restrict ourselves to the case of the Lie algebra of (r + 1) × (r + 1)
trace zero matrices. However we prefer to use the more general notation of simple Lie algebras
since we expect some of the results to hold in that generality.
1.1.1. Let Z denote the set of integers, N the set of non-negative integers and N+ the set of
positive integers. Let g = slr+1 be the Lie algebra of (r +1)× (r +1)-matrices of trace zero, h be
the Cartan subalgebra of g consisting of diagonal matrices and αi , 1 i  r , a set of simple roots
for g with respect to h. For 1  i  j  r , let αi,j = (αi + · · · + αj ) and let x+i,j (respectively
x−i,j ) be the (r + 1)× (r + 1)-matrix with 1 in the (i, j + 1)th (respectively (j + 1, i)th)-position
and 0 elsewhere. Define subalgebras n± of g by
n± =
⊕
1ijr
Cx±i,j .
For 1  i  r + 1 let Hi be the diagonal matrix with 1 in the ith place and zero elsewhere.
The elements hi = Hi − Hi+1, 1  i  r , are a basis of h. Let {ωi : 1  i  r} be the set of
fundamental weights of g, namely the basis of h∗ which is dual to {αi : 1  i  r}. Let P =∑r
i=1 Zωi (respectively Q =
∑r
i=1 Zαi ) be the weight lattice (respectively root lattice) of g and
set P+ =∑ri=1 Nωi (respectively Q+ =∑ri=1 Nαi ). Given a Lie algebra a, we let U(a) denote
the universal enveloping algebra a.
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dimensional g-module with
V =
⊕
μ∈P
Vμ, Vμ =
{
v ∈ V : hv = μ(h)v, h ∈ h},
let chg(V ) =∑μ∈P dim(Vμ)e(μ) ∈ Z[P ] be the character of V .
Given λ =∑ri=1 miωi ∈ P+, let V (λ) denote the irreducible finite-dimensional g-module
with highest weight λ and highest weight vector vλ. More precisely, V (λ) = U(g)vλ with defin-
ing relations:
x+i,j vλ = 0,
(
h − λ(h))vλ = 0, (x−i,i)mi+1vλ = 0, (1.1)
for all 1 i  j  r and h ∈ h.
1.1.3. Let C[t] denote the polynomial ring in an indeterminate t and for any Lie algebra a, set
a[t] = a⊗C[t]. Clearly, a[t] is a Lie algebra with the Lie bracket being given by [x⊗f,y⊗g] =
[x, y] ⊗ fg for all x, y ∈ a and f,g ∈ C[t]. We regard a as a subalgebra of a[t] by mapping
x → x ⊗ 1 for x ∈ a. We denote the maximal ideal of a[t] generated by elements of the form
a ⊗ tn, a ∈ a, n > 0, by at[t]. The Lie algebra a[t] is a N-graded Lie algebra, the grading being
given by powers of t and hence U(a[t]) is a N-graded algebra.
Given a N-graded g[t]-module M =⊕s∈N Ms . Observe that Ms , s ∈ N, are g-submodules
of M . In the case when
M =
⊕
(μ,s)∈P×N
Mμ,s, Mμ,s =
{
v ∈ Ms : hv = μ(h)v, h ∈ h
}
, (1.2)
recall that the graded character of M to be the element of Z[P ][t] is defined as
cht (M) =
∑
(μ,s)∈P×N
dim(Mμ,s)tse(μ) =
∑
s∈N
chg(Ms)ts .
1.2. Weyl modules
1.2.1. We now recall the definition of the Weyl modules.
Definition. Given λ =∑ri=1 miωi ∈ P+, the Weyl module W(λ) is the g[t]-module generated
by an element wλ with defining relations:
n+[t]wλ = 0, ht[t]wλ = 0, hwλ = λ(h)wλ,
(
x−i,i ⊗ 1
)mi+1wλ = 0, (1.3)
for all h ∈ h, 1 i  r .
Remark. The modules W(λ) were defined and initially studied in [3] for the affine Lie algebras.
All the results of that paper go over with no difficulty to the case of the current algebras, in fact
an inspection of the proofs given there show that the results for the affine algebras were obtained
by considering the action of the current algebras g⊗ C[t]. (See Section 1.5.3 for further details.)
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for the affine Lie algebra were denoted as W(π) where π is an r-tuple of polynomials in an
indeterminate u with constant term one. For λ =∑ri=1 miωi ∈ P+ and a ∈ C×, let
πλ =
(
(1 − au)m1, . . . , (1 − au)mr ).
The module W(λ) is obtained from W(πλ) by pulling back W(πλ) by the Lie algebra homo-
morphism g[t] → g[t] which maps x ⊗ t s → x ⊗ (t − a)s for all x ∈ g, s  0.
1.2.2. The following lemma is an elementary consequence of the fact that the relations which
define the Weyl modules are graded.
Lemma.
(i) The modules W(λ) admit a N-grading induced by the grading on g[t],
W(λ) =
⊕
s∈N
W(λ)s.
(ii) For all s  0, the subspaces W(λ)s are finite-dimensional g-submodules, and we have
W(λ) =
⊕
(μ,s)∈P×N
W(λ)μ,s,
where W(λ)μ,s = {w ∈ W(λ)s : hw = μ(h)w ∀h ∈ h}.
For μ ∈ P we set
W(λ)μ =
⊕
s∈N
W(λ)μ,s =
{
w ∈ W(λ): hw = μ(h)w ∀h ∈ h}.
Theorem. (See [3].) For all λ ∈ P+, the modules W(λ) are finite-dimensional. Moreover, any
finite-dimensional g[t]-module V generated by an element v ∈ V satisfying the relations:
n+[t]v = 0, ht[t]v = 0, hv = λ(h)v, (1.4)
is a quotient of W(λ).
1.3. Fusion modules
1.3.1. The definition of the fusion product of g[t]-modules was given in [6] and we recall
the definition in the case of interest to this paper. Given a ∈ C, let eva :g[t] → g be the homo-
morphism of Lie algebras which maps x ⊗ t s to asx, x ∈ g, s ∈ N. Let Va(λ) be the g[t]-module
obtained by pulling back V (λ) through eva . The following proposition is well known, [2,6] for
instance.
Proposition. Let k ∈ N+, λs ∈ P+, as ∈ C, 1 s  k, and assume that as = as′ if s = s′. Then
Va1(λ1) ⊗ · · · ⊗ Vak (λk) is an irreducible g[t]-module.
V. Chari, S. Loktev / Advances in Mathematics 207 (2006) 928–960 9331.3.2. Assume that the hypotheses of Proposition 1.3.1 are satisfied and set
Va(λ) = Va1(λ1) ⊗ · · · ⊗ Vak (λk), v = vλ1 ⊗ · · · ⊗ vλk .
The module Va(λ) is quite clearly not a N-graded g[t]-module. However, the N-grading on g[t]
induces a g-equivariant filtration on Va(λ) as follows: let V na (λ) be the subspace of Va(λ) spanned
by elements of the form gv, where g ∈ U(g[t]) has grade at most n.
Set V −1a (λ) = 0, and set
Va1(λ1) ∗ · · · ∗ Vak (λk) =
⊕
n∈N
V na (λ)/V
n−1
a (λ).
For v′ ∈ Va(λ) let v′ denote its image in Va1(λ1) ∗ · · · ∗ Vak (λk).
Lemma. The following formula defines a N-graded g[t]-module structure on Va1(λ1) ∗ · · · ∗
Vak (λk): (
x ⊗ t s)v′ = (x ⊗ t s)v′,
for all s ∈ N, x ∈ g, v′ ∈ Va1(λ1) ∗ · · · ∗ Vak (λk).
Proof. It suffices to prove that the action is well defined. But this follows, since (x⊗ t s)V na (λ) ⊂
V n+sa (λ). 
Remark. The resulting g[t]-module is called the fusion product of the modules Vai (λi), 1 
i  k.
1.3.3. The next lemma is an immediate consequence of Proposition 1.3.1.
Lemma. We have
Va1(λ1) ∗ · · · ∗ Vak (λk) = U
(
g[t])v.
In this paper we prove a significant case of the following conjecture.
Conjecture. (See [6].) Let k ∈ N+, λs ∈ P+, 1 s  k. Assume that as, bs ∈ C, 1 s  k, and
that as = as′ , bs = bs′ if 1 s = s′  k. Then
Va1(λ1) ∗ · · · ∗ Vak (λk) ∼= Vb1(λ1) ∗ · · · ∗ Vbk (λk)
as g[t]-modules.
1.3.4. We now prove
Proposition. Suppose that k ∈ N+, λi ∈ P+, 1 i  k, and that a1, . . . , ak ∈ C are distinct. The
fusion product Va1(λ1) ∗ · · · ∗ Vak (λk) is a quotient of W(λ1 + · · · + λk).
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λ =∑ki=1 λi . Since, (x+i,j ⊗ t s)v = 0 for all 1 i  j  r and all s  0, it follows that(
x+i,j ⊗ t s
)
v = 0.
Further, hv = λ(h)v. Finally, we have
(
h ⊗ t s+1)v = ( k∑
j=1
λj (h)a
s+1
j
)
v,
which implies that (hi ⊗ t s+1)v = 0, for all s  0, thus proving the proposition. 
Corollary. For λ =∑ri=1 miωi we have
dimW(λ)
r∏
i=1
(
r + 1
i
)mi
.
Proof. The proof is immediate from Proposition 1.3.4 by taking k =∑ri=1 mi , λs = ωis , 1 
s  k, and we assume that each ωi occurs mi times. 
The corollary was proved originally in [3] by passing to the quantum case and the proof given
there was much more complicated.
1.4. Demazure modules
1.4.1. We now show that the Demazure modules in the highest weight integrable represen-
tations of the affine algebra associated to slr+1 are quotients of Weyl modules. We begin by
recalling the definition of the affine Kac–Moody algebra. Thus, let C[t, t−1] be the ring of Lau-
rent polynomials in an indeterminate t . Let gˆ be the affine Lie algebra defined by
gˆ = g ⊗ C[t, t−1]⊕ Cc ⊕ Cd,
where c is central and[
x ⊗ t s , y ⊗ tk]= [x, y] ⊗ t s+k + sδs+k,0〈x, y〉c, [d, x ⊗ t s]= sx ⊗ t s ,
for all x, y ∈ g, s, k ∈ Z and where 〈 , 〉 is the Killing form of g. Set
hˆ = h ⊕ Cc ⊕ Cd,
and regard h∗ as a subspace of hˆ∗ by setting λ(c) = λ(d) = 0 for λ ∈ h∗.
For 0 i  r , define elements Λi ∈ hˆ∗ by
Λi(hj ) = δi,j , Λi(d) = 0, Λi(c) = 1, 1 j  r,
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by setting
δ|h = 0, δ(d) = 1, δ(c) = 0.
The simple roots for gˆ with respect to hˆ are αi , 0 i  r , where α0 = δ − (α1 + · · · + αr). Let
Q̂+ be the subset of P̂+ spanned by the elements αi , 0 i  r . Let Ŵ be the affine Weyl group
and ( , ) be the W -invariant form on hˆ∗ obtained by requiring (Λi,αj ) = δij for all 0 i, j  r
and (δ,αi) = 0 for all 1 i  r . The following lemma is well known, see [7] for instance.
Lemma. Let μ ∈ P+. There exists 0 iμ  r and w(μ) ∈ Ŵ such that w(μ)Λiμ |h = μ.
1.4.2. Given Λ =∑ri=0 miΛi ∈ P̂+, let L(Λ) be the gˆ-module generated by an element vΛ
with relations:
gt[t]vΛ = 0,
(
n+ ⊗ 1)vΛ = 0, (h ⊗ 1)vΛ = Λ(h)vΛ,(
x−i,i ⊗ 1
)mi+1vΛ = 0, (x+1,r ⊗ t−1)m0+1vΛ = 0,
for 1 i  r . This module is known to be irreducible and integrable (see [14]). The next propo-
sition also can be found in [14].
Proposition. Let Λ ∈ P̂+.
(i) We have
L(Λ) =
⊕
Λ′∈P̂
L(Λ)Λ′ , where L(Λ)Λ′ =
{
v ∈ L(Λ): hv = Λ′(h)v, h ∈ hˆ}.
Moreover, dim(L(Λ)Λ′) < ∞, dim(L(Λ))Λ = 1, and L(Λ)Λ′ = 0 if Λ − Λ′ /∈ Q̂+.
(ii) The set
wt
(
L(Λ)
)= {Λ′ ∈ P̂ : L(Λ)Λ′ = 0}⊂ Λ − Q̂+
is preserved by Ŵ and
dim
(
L(Λ)wΛ′
)= dim(L(Λ)Λ′) ∀w ∈ Ŵ , Λ′ ∈ P̂ .
In particular, dim(L(Λ)wΛ) = 1 for all w ∈ Ŵ .
1.4.3. Given w ∈ Ŵ , let vwΛ be a non-zero element in L(Λ)wΛ and let
D(wΛ) = U(g[t])vwΛ ⊂ L(Λ).
The modules D(wΛ), w ∈ Ŵ , are called the Demazure modules. Note that if w,w′ ∈ Ŵ are such
that w−1w′ ∈ W ⊂ Ŵ then D(wΛ) = D(w′Λ). It is clear from Proposition 1.4.2 that D(wΛ) is
finite-dimensional for all w ∈ Ŵ . We can now prove
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Proof. To prove the proposition it suffices to show that vwΛ satisfies (1.4). Suppose that(
x+i,j ⊗ t s
)
vwΛ = 0,
for some 1  i  j  r and s ∈ N. It follows that wΛ + αij + sδ ∈ wt(L(Λ)). By Proposi-
tion 1.4.2(ii), we get Λ+w−1(αi,j )+ sδ ∈ wt(L(Λ)) and so −w−1αi,j − sδ ∈ Q̂+. This implies
in particular, that −w−1αi,j ∈ Q̂+, and we get
(wΛ,αi,j ) =
(
Λ,w−1αi,j
)

(
Λ,w−1αi,j + sδ
)
 0
which contradicts wΛ|h ∈ P+ unless (Λ,w−1αi,j ) = (Λ,w−1αi,j + sδ) = 0. In this case, it
follows that the reflection sw−1αi,j+sδ ∈ Ŵ fixes Λ, and so we get
Λ − (w−1αi,j + sδ)= sw−1αi,j+sδ(Λ + w−1αi,j + sδ) ∈ wt(L(Λ)),
which implies w−1αi,j + sδ ∈ Q̂+, contradicting −w−1αi,j − sδ ∈ Q̂+. Hence(
x+i,j ⊗ t s
)
vwΛ = 0, ∀ 1 i  j  r, s ∈ N.
If (h⊗ t s)vwΛ = 0, then by a similar argument, one sees that Λ+ sδ ∈ wt(L(Λ)) which is im-
possible if s > 0 since δ ∈ Q̂+. Since D(wΛ) is a finite-dimensional g[t]-module the proposition
is now immediate from (1.4). 
1.4.4. The following is a special case of a result that can be found in [7,18,19].
Theorem. Assume that Λ = Λi0 , 0 i0  r , and that w ∈ Ŵ is such that wΛ|h =
∑r
i=1 miωi ,
where mi ∈ N. Then we have an isomorphism of g-modules
D(wΛi0)
∼= V (ω1)m1 ⊗ · · · ⊗ V (ωk)mk .
1.5. Main theorem
1.5.1. The next result which was conjectured in [3] and made precise in [4] is the main
theorem of this paper.
Theorem. Let λ =∑ri=1 miωi ∈ P+. We have
dim
(
W(λ)
)= r∏
i=1
(
r + 1
i
)mi
. (1.5)
We prove Theorem 1.5.1 in the following sections. We conclude this section by noting some
corollaries of the theorem. Notice that the next corollary establishes the Conjecture 1.3.3 for a
substantial family of modules.
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Then we have an isomorphism of g[t]-modules
Va1(ωi1) ∗ · · · ∗ Vak (ωik ) ∼= W(λ) ∼= D
(
w(λ)Λiλ
)
.
Proof. The corollary is immediate from Theorem 1.5.1 together with Propositions 1.3.4
and 1.4.3, and Theorem 1.4.4. 
Remark. To prove the conjecture of [6] for arbitrary irreducible representations by identifying
it with a g[t]-module which is obviously independent of the points, would involve identifying a
suitable quotient of the Weyl modules. A possible approach is proposed in [5].
1.5.2. For a partition ξ = (ξ1  ξ2  · · ·  ξr+1) of non-negative integers, set λξ =∑r
i=1(ξi − ξi+1)ωi . Given a partition ξ and regarding μ =
∑r
i=1 niωi ∈ P+ as the vec-
tor (n1, . . . , nr ), let Kμ,ξ (t) be the corresponding Kostka polynomial (see [17]). Note that
Kμ,ξ (t) = 0 unless ξr+2 = 0.
Corollary. Retain the notation of Corollary 1.5.1. Then
cht
(
V (ωi1)a1 ∗ · · · ∗ V (ωik )ak
)= chtW(λ) =∑
ξ
Kλ,ξ tr(t) · chgV (λξ ),
where the sum is over all partitions ξ satisfying ξr+2 = 0, and ξ tr is the transposed partition.
Proof. The second equality follows by first using the identification between the Weyl modules
and Demazure modules given in Corollary 1.5.1 and then using Theorem 5.2 in [18] which gives
the formula for cht (D(wΛ)). The first equality follows from the isomorphism between the Weyl
modules and the fusion product. 
Remark. This corollary establishes a particular case of a conjecture stated in [6]. In [16] another
case of the conjecture was proved, namely it was shown that the graded character of module
V (n1ω1) ∗ · · · ∗ V (nkω1), nj ∈ N, 1 j  k,
is given by a similar formula based on Kostka polynomials.
In the next section we shall give a fermionic character formula for these modules.
1.5.3. We conclude this section by showing that Proposition 1.4.3 and Theorem 1.5.1 are
related to [7, Conjecture 1]. Namely, we shall prove that the Demazure module is isomorphic
as a g-module to a cyclic finite-dimensional module for gˆ. For a ∈ C×, λ ∈ P+, define the
module Wa(λ) for gˆ as the module with generator wa,λ and relations:(
n+ ⊗ C[t, t−1])wa,λ = 0, (h ⊗ t s)wa,λ = asλ(h)wa,λ,(
x− ⊗ 1)mi+1wa,λ = 0, (1.6)i,i
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Wa(λ) ∼= U
(
g[t])wa,λ,
and that
dimWa(λ) = dimWb(λ) ∀a, b ∈ C×.
In fact, it was proved there, that the action of x ⊗ t−s with s ∈ N on Wa(λ) was a linear combi-
nation of elements from U(g[t]).
Moreover, if we pull back Wa(λ) by the automorphism τa :g[t] → g[t] mapping x ⊗ t s to
x ⊗ (t + a)s, we find that τ ∗a (Wa(λ)) is a quotient of W(λ). Hence by Theorem 1.5.1 and the
lower bound for the dimension of Wa(λ) obtained in [3] we have
τ ∗a
(
Wa(λ)
)∼= W(λ).
Let N(λ) be the g[t]-submodule of W(λ) such that the quotient is a Demazure module and let
Na(λ) = τ ∗−a(N(λ)) be the corresponding submodule in Wa(λ). It suffices to prove that Na(λ) is
a g⊗C[t, t−1]-submodule, but this is now clear, since the action of x ⊗ t−s with s ∈ N on Wa(λ)
was a linear combination of elements from U(g[t]).
2. A basis of W(λ)
We prove Theorem 1.5.1 by giving an explicit basis for W(λ). In this section we define the
proposed basis of W(λ) by identifying a suitable subset of the Poincaré–Birkhoff–Witt basis
of U(n−[t]) and prove that it has the desired cardinality. We also deduce the fermionic version
of a character formula for W(λ).
2.1. The set Br (λ)
2.1.1. Let F denote the set of all pairs (	, s) which satisfy:
	 ∈ N, s = (s(1) · · · s(	)) ∈ N	,
including the pair (0,∅), where ∅ is the empty partition. Given (	, s) ∈ F and 1 i  j  r , let
x±i,j (	, s) be the element of U(n±[t]) defined by
x±i,j (	, s) =
(
x±i,j ⊗ t s(1)
) · · · (x±i,j ⊗ t s(	)),
if 	 > 0 and x±i,j (0,∅) = 1. From now on, given an element ((	1, s1), . . . , (	j , sj )) of Fj , j > 0,
we let ( 	, s ), be the pair of j -tuples of integers, 	 = (	1, . . . , 	j ) and s = (s1, . . . , sj ). Given
( 	, s ) ∈ Fj , set
x±j ( 	, s ) = x±1,j (	1, s1) · · ·x±j,j (	j , sj ).
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x−1 ( 	1, s1) · · ·x−r ( 	 r , s r ), (2.1)
where ( 	j , sj ) ∈ Fj for 1 j  r .
In other words, writing ( 	j , sj ) as ((	1,j , s1,j ), . . . , (	j,j , sj,j )), the set Br consists of the
elements
x−1,1(	1,1, s1,1)x
−
1,2(	1,2, s1,2)x
−
2,2(	2,2, s2,2)x
−
1,3(	1,3, s1,3) · · ·x−r,r (	r,r , sr,r ), (2.2)
in U(n−[t]) with (	i,j , si,j ) ∈ F, 1 i  j  r .
Proposition. The set Br ⊂ U(n−[t]) is a basis of U(n−[t]).
Proof. Fix an ordered basis of n−[t] as follows: the elements of the basis are x−i,j ⊗ t s for 1
i  j  r , s ∈ N and the order is given by, x−i,j ⊗ t s precedes x−i′,j ′ ⊗ t s
′
when either j < j ′ or
j = j ′, i < i′ or j = j ′, i = i′, s < s′. The proposition follows from the Poincaré–Birkhoff–Witt
theorem. 
2.1.2. For m ∈ N, let
F(m) = {(	, s): 	 > 0, 0 s(i)m − 	, 1 i  	}∪ {(0,∅)}. (2.3)
If m < 0 then we set F(m) = ∅. For λ =∑ri=1 miωi ∈ P+ and 1 j  r , let
Fj (λ) = {( 	, s ) ∈ Fj : (	i, si ) ∈ F(mi), 1 i  j}. (2.4)
Given 	 ∈ Nj , set ηj ( 	) =∑ji=1 	iαi,j ∈ Q+. For any h ∈ h we have[
h,x±j ( 	, s )
]= ±ηj ( 	)(h) · x±j ( 	, s ).
Definition. For λ ∈ P+, let Br (λ) be the subset of Br consisting of those elements in (2.1) which
satisfy
( 	j , sj ) ∈ Fj
(
λ −
r∑
s=j+1
ηs( 	s)
)
, 1 j  r. (2.5)
Write 	j = (	1,j , . . . , 	j,j ) ∈ Nj , 1 j  r . Observe that if λ =
∑r
i=1 miωi ∈ P+, then
r∑
ηs( 	s) −
j∑( r∑
(	i,s − 	i+1,s)
)
ωi ∈
r∑
Zωi.s=j+1 i=1 s=j+1 i=j+1
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(	i,j , si,j ) ∈ F
(
mi +
r∑
s=j+1
(	i+1,s − 	i,s)
)
,
or even more explicitly to: either 	i,j = 0, or 	i,j > 0 and
si,j (	i,j )mi +
r∑
s=j+1
	i+1,s −
r∑
s=j
	i,s , (2.6)
for all 1 i  j  r .
Note that for λ ∈ P+ and 	r ∈ Nr , we have
Br−1(λ − ηr( 	 ))⊂ Br (λ).
Proposition.
(i) We have
Br (λ) =
⋃
( 	,s )∈Fr (λ)
Br−1(λ − ηr( 	 ))x−r ( 	, s ).
(ii) We have
∣∣Br (λ)∣∣= r∏
i=1
(
r + 1
i
)mi
.
Proof. Part (i) is clear. For (ii), recall that for a fixed pair 	, n of integers, the number of ele-
ments s of the form (s = (s(1) · · · s(	) n) is equal to (n+	
	
)
, and so we have
∣∣{s: (	, s) ∈ F(m)}∣∣= (m
	
)
,
∣∣F(m)∣∣= m∑
	=0
(
m
	
)
= 2m. (2.7)
We now proceed by induction on r with (2.7) showing that induction begins at r = 1. Using (i)
and (2.7), we get
∣∣Br (λ)∣∣=∑
	
∣∣Br−1(λ − ηr( 	 ))∣∣ r∏
i=1
(
mi
	i
)
,
where the sum is over all 	 = (	1, . . . , 	r ) such that 0 	i mi for 1 i  r . This gives
∣∣Br (λ)∣∣=∑
	
r−1∏
i=1
(
r
i
)mi−	i+	i+1 r∏
i=1
(
mi
	i
)
=
r∏
i=1
mi∑
	 =0
(
mi
	i
)(
r
i
)mi−	i( r
i − 1
)	i
i
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r∏
i=1
(
r + 1
i
)mi
,
where the last equality is a consequence of the fact that
(
r+1
i
)= (r
i
)+ ( r
i−1
)
which implies
(
r + 1
i
)n
=
n∑
l=0
(
n
l
)(
r
i
)n−l(
r
i − 1
)l
,
and hence the proposition is proved. 
The following corollary is immediate from Corollary 1.3.4.
Corollary. For λ ∈ P+, we have
dim
(
W(λ)
)

∣∣Br (λ)∣∣.
2.1.3. The next theorem now obviously establishes Theorem 1.5.1.
Theorem. Let λ =∑ri=1 miωi ∈ P+. The set {bwλ: b ∈ Br (λ)} is a basis of W(λ).
Remark. The theorem was proved in [3] when r = 1. In the rest of the paper we shall use that
case to prove Theorem 2.1.3 when r  2.
Again, we postpone the proof of the theorem and deduce some corollaries.
Corollary. The elements (x−1,1)	11(x
−
1,2)
	1,2(x−2,2)	2,2(x
−
1,3)
	1,3(x−2,3)	2,3 · · · (x−r,r )	r,r vλ, where
	i,j ∈ N+ satisfy
mi +
r∑
s=j+1
	i+1,s −
r∑
s=j
	i,s  0, (2.8)
are a basis V (λ).
Proof. It suffices to observe that the subspace of W(λ) with N-grading zero is isomorphic
to V (λ). 
2.1.4. Using this basis we get a fermionic formula for the character of W(λ).
Given an integer n ∈ N, set
[n]t = 1 − t
n
1 − t ∈ N[t], [n]t ! = [1]t . . . [n]t ,
[
n
s
]
t
= [n]t ![s]t ![n − s]t ! .
Clearly all these elements are in N[t].
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chtW(λ) =
∑
(	i,j )∈Nr(r+1)/2
1ijr
( ∏
1ijr
[
mi +∑rs=j+1 	i+1,s −∑rs=j+1 	i,s
	i,j
]
t
)
× e
(
λ −
∑
1ijr
	i,j αi,j
)
. (2.9)
Proof. By Theorem 2.1.3, it follows that
cht
(
W(λ)
)= ∑
b∈Br (λ)
e
(
μ(b)
)
t s(b),
where μ(b) ∈ P , s(b) ∈ N are defined as follows. If
b = x−1,1(	1,1, s1,1)x−1,2(	1,2, s1,2)x−2,2(	2,2, s2,2)x−1,3(	1,3, s1,3) · · ·x−r,r (	r,r , sr,r ),
for some (	i.j , si,j ) ∈ F, 1 i  j  r , then
s(b) =
∑
1ijr
	i,j∑
m=1
si,j (m), μ(b) = λ −
∑
1ijr
	i,j αi,j .
Hence we get
chtW(λ) =
∑
(	i,j )∈Nr(r+1)/2
1ijr
e
(
λ −
∑
1ijr
	i,j αi,j
) ∏
1ijr
∑
s: (	i,j ,s)∈F(mi,j )
t s(1)+···+s(	),
where mi,j = mi +∑rs=j+1 	i+1,s −∑rs=j+1 	i,s . But now, the result follows by observing that
for a fixed pair of integers 	,m ∈ N we have
∑
s: (	,s)∈F(m)
t s(1)+···+s(	) =
∑
0s(1)···s(	)m−	
t s(1)+···+s(	) =
[
m
	
]
t
. 
Remark. It follows from [12, Proposition 5.3] that the right-hand side of (2.9) is equal to∑
Kλ,ξ tr(t) · chgV (λξ ). Thus, the preceding proposition gives an alternate proof of [18, The-
orem 5.2].
2.2. A Gelfand–Tsetlin type filtration for W(λ)
In this section we construct a filtration indexed by N2r of W(λ) and show that Theorem 2.1.3
follows from Proposition 2.2.3 which studies the associated graded space of the filtration. As a
consequence, we see that the associated graded module is isomorphic to a direct sum of Weyl
modules for slr [t] ⊂ g[t].
V. Chari, S. Loktev / Advances in Mathematics 207 (2006) 928–960 9432.2.1. Let gr−1 be the subalgebra of g isomorphic to slr which is generated by the elements
x±i,j , 1 i  j  r − 1. Set
n±r−1 =
⊕
1ijr−1
Cx±i,j , u
±
r =
r⊕
i=1
Cx±i,r .
Clearly the elements {x±r ( 	, s ): ( 	, s ) ∈ Fr} are a basis for U(u±r [t]), and we have by using the
PBW-theorem that
W(λ) =
∑
( 	,s )∈Fr
U
(
gr−1[t]
)
x−r ( 	, s ).
2.2.2. Let Ir = Nr × Nr . Introduce an order on Ir = {( 	, d )} in the following way. We say
that
	 	′ if 	1 = 	′1, . . . , 	s−1 = 	′s−1, 	s < 	′s ,
d  d ′ if dr = d ′r , . . . , ds+1 = d ′s+1, ds > d ′s
for some 1 s  r . Finally we say that
( 	, d ) > (	′, d ′) if 	 	′ or 	 = 	′, d  d ′.
For (	, s) ∈ F set |s| = ∑	p=1 s(p), if 	 > 0 and |∅| = 0. Given ( 	, s ) ∈ Fr , let |s| =
(|s1|, . . . , |sr |). Note that ( 	, |s|) ∈ Ir . Given i ∈ Ir , define the gr−1[t]-modules:
W(λ)i =
∑
{( 	,s )∈Fr : ( 	,|s|)i}
U
(
gr−1[t]
)
x−r ( 	, s )wλ,
W(λ)>i =
∑
{( 	,s )∈Fr : ( 	,|s|)>i}
U
(
gr−1[t]
)
x−r ( 	, s )wλ,
gr
(
W(λ)
)=⊕
i∈Ir
W(λ)i/W(λ)>i.
Let
gri :W(λ)i → W(λ)i/W(λ)>i
the canonical projection which is clearly a map of gr−1[t]-modules. The next result indicates the
usefulness of this construction.
Proposition. For all λ ∈ P+, we have an isomorphism of vector spaces
W(λ) ∼= gr(W(λ)).
More precisely, let {v1, . . . , vN } ∈ W(λ) be a set of vectors such that vj ∈ W(λ)ij for some
ij ∈ Ir , 1  j  N . Suppose that {gri1(v1), . . . ,griN (vN)} span gr(W(λ)). Then {v1, . . . , vN }
span W(λ).
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Ir (λ) =
{
i ∈ Ir :
∑
{( 	,s )∈Fr : ( 	,|s|)=i}
U
(
gr−1[t]
)
x−r ( 	, s )wλ = 0
}
.
We first show that Ir (λ) is finite. For this, it suffices to prove that x−r ( 	, s )wλ = 0 for all but
finitely many pairs ( 	, s ) ∈ Fr . Note that
x−r ( 	, s )wλ ∈ W(λ)μ	,ks , μ	 = λ − ηr( 	 ), ks =
r∑
i=1
|si |.
Since W(λ) is a finite-dimensional g[t]-module, we can choose a finite set of pairs (μ1, k1), . . . ,
(μM,kM) such that W(λ)μ,k = 0 unless μ = μj and k = kj for some 1  j M . Then it is
enough to show that the sets
Sj =
{
( 	, s ) ∈ Fr : μ	 = μj , ks = kj
}
, 1 j M,
are finite. Since the elements αi,r ∈ Q+, 1 i  r , are linearly independent, it follows immedi-
ately that for 1  j M , either Sj is empty (in which case there is nothing to prove), or there
exists unique 	(j) ∈ Nr , such that μ	(j) = μj , so
Sj =
{(
	(j), s
) ∈ Fr : |s1| + · · · + |sr | = kj}.
Since each si is a tuple of non-negative integers, it follows now that Sj is finite for all 1 j M .
Let i1 < i2 < · · · < iR be an ordered enumeration of the elements of Ir (λ). Let iR+1 be any
element of Ir greater than iR . Then we have
W(λ)i1 = W(λ), W(λ)iR+1 = 0, W(λ)>ik = W(λ)ik+1 , 1 k R.
Thus, we get
gr
(
W(λ)
)= ⊕
i∈Ir (λ)
W(λ)i/W(λ)>i =
r⊕
k=1
W(λ)ik /W(λ)ik+1 ,
which is the associated graded space of a usual increasing filtration
0 ⊂ W(λ)iR ⊂ · · · ⊂ W(λ)i1 = W(λ),
and for such a filtration the statement of the proposition is standard. 
2.2.3. We shall deduce Theorem 2.1.3 from the next proposition.
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(i) For ( 	, s ) ∈ Fr , there exists a map of gr−1[t]-modules ψ	,s :W(λ − ηr( 	 )) → gr(W(λ))
given by extending
ψ	,s(wλ−ηr ( 	 )) = gr( 	,|s|)
(
x−r ( 	, s )wλ
)
.
Moreover,
gr
(
W(λ)
)= ⊕
( 	,s )∈Fr
Im
(
ψ	,s
)
.
(ii) The images of ψ	,s for ( 	, s ) ∈ Fr (λ) span gr(W(λ)).
2.2.4. Proof of Theorem 2.1.3. The theorem is proved by induction on r . Note that induc-
tion starts at r = 1 by [3, Theorem, Section 6]. Assume the result for r − 1. Using Proposi-
tion 2.2.3 and the induction hypothesis we see that gr(W(λ)) is spanned by the sets
gr( 	,|s|)
(Br−1(λ − ηr( 	 ))x−r ( 	, s )wλ), where ( 	, s ) ∈ F(λ).
Proposition 2.2.2 together with Proposition 2.1.2(i) now shows that Br (λ) spans W(λ) and hence
dimW(λ)  |Br (λ)|. Since Corollary 2.1.2 established the reverse inequality, it follows that
dimW(λ) = |Br (λ)|. Hence Br(λ) is a basis of W(λ) and the theorem is proved. 
2.2.5. We conclude this section with a final corollary of Theorem 2.1.3 and Proposition 2.2.3.
Corollary. For r  2 and λ =∑miωi , we have an isomorphism of gr−1[t]-modules
gr
(
W(λ)
)∼= ⊕
	∈Nr
	imi
m	,λW
(
λ − ηr( 	 )
)
, where m	,λ =
(
m1
	1
)
· · ·
(
mr
	r
)
.
In particular, the module W(λ) admits a filtration of gr−1[t]-modules such that the composition
factors are Weyl modules for gr−1[t].
3. Proof of Proposition 2.2.3
The proof of the proposition is quite complicated and requires a fairly detailed analysis of
the structure of U(g[t]) and of the canonical projection pr− : U(g[t]) → U(n−[t]) defined below.
One has to study in some detail the commutation relations in the algebras and their behavior
with respect to the ordered set Ir . Section 3.1 is a collection of elementary properties of pr−,
Section 3.2 analyses the gr−1[t]-module structure of W(λ) and concludes by proving Proposi-
tion 2.2.3(i). Section 3.3 studies the finite-dimensional irreducible g-module V (λ). The point of
this section is to obtain a suitable spanning set for this module and to use it later in the study
of W(λ) which we recall can be written as W(λ) = U(gt[t])V (λ). Section 3.4 is devoted to the
study of U(sl2[t]), more precisely it describes the subspace of U(n−[t]) annihilating wλ. This is
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have different behavior when applied to wλ. After some further technical results, including the
crucial lemma in Section 3.5, which calculates pr− modulo higher terms in the Gelfand–Tsetlin
filtration, the proof of Proposition 2.2.3(ii) is completed in Section 3.6.
3.1. The projection pr−
3.1.1. Let b+ be the subalgebra h⊕ n+ of g and note that g = b+ ⊕ n−. Let pr− : U(g[t]) →
U(n−[t]) be the projection corresponding to the vector space decomposition
U
(
g[t])= U(n−[t])⊕ U(g[t])(b+[t]),
given by the Poincaré–Birkhoff–Witt theorem. Clearly pr− is a N-graded linear map. The next
result collects some properties of pr− which are immediate from the definition.
Proposition.
(i) For all g− ∈ U(n−[t]) and x ∈ U(g[t]) we have pr−(g−x) = g−pr−(x).
(ii) For all g+ ∈ U(b+[t])(b+[t]), x ∈ U(g[t]) we have pr−(xg+) = 0 and hence pr−(g+x) =
pr−([g+, x]).
(iii) For all g1, g2 ∈ U(g[t]) we have pr−(g1g2) = pr−(g1pr−(g2)).
Note that n−[t] ⊕ b+t[t] is a subalgebra of g[t].
Lemma. Let λ ∈ P+. Then for all x ∈ U(n−[t] ⊕ b+t[t]) we have xwλ = pr−(x)wλ in W(λ).
Proof. The proof is immediate from the observation that (n+[t] ⊕ ht[t])wλ = 0. 
3.1.2. Let
U
(
n−[t])i = ∑
{( 	,s )∈Fr : ( 	,|s|)=i}
U
(
n−r−1[t]
)
x−r ( 	, s ),
U
(
n−[t])i = ∑
{( 	,s )∈Fr : ( 	,|s|)i}
U
(
n−r−1[t]
)
x−r ( 	, s ),
U
(
n−[t])>i = ∑
{( 	,s )∈Fr : ( 	,|s|)>i}
U
(
n−r−1[t]
)
x−r ( 	, s ).
Clearly we have
W(λ)i ⊃ U(n−[t])iwλ, W(λ)>i ⊃ U(n−[t])>iwλ.
We will see in Proposition 3.2.2 that the reverse inclusions hold as well.
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decomposition is compatible with the N-grading on U(g[t]). More precisely, we can write
U
(
g[t])= ⊕
μ∈h∗
U
(
g[t])
μ
=
⊕
μ∈h∗, s∈N
U
(
g[t])
μ,s
.
The subspaces U(n±[t])μ,s are defined analogously. Note that U(g[t])μ,s = 0 if μ /∈ Q and that
U(n±[t])±μ,s = 0 if μ /∈ Q+. Again, the next lemma collects together some elementary proper-
ties of these decompositions.
Lemma.
(i) For λ ∈ P+, μ ∈ P and s ∈ N, we have W(λ)μ,s = U(n−[t])μ−λ,swλ.
(ii) Let η,η′ ∈ Q, s, s′ ∈ N. We have U(g[t])η,sU(g[t])η′,s′ ⊂ U(g[t])η+η′,s+s′ . Moreover, if
g1, g2 ∈ U(n−[t]), then
g1 ∈ U
(
n−[t])
η,s
, g1g2 ∈ U
(
n−[t])
η′,s′ implies g2 ∈ U
(
n−[t])
η′−η,s′−s .
(iii) For all η ∈ Q, s ∈ N we have U(n−[t])η,s ⊂ U(g[t])η,s and pr−(U(g[t])η,s) ⊂ U(n−[t])η,s .
(iv) For all 1 i  j  r and (	, s) ∈ F we have, x±i,j (	, s) ∈ U(g−[t])±	αi,j ,|s|.
3.1.4. Let F+ denotes the subset of F consisting of pairs (	, s) ∈ F such that s(i) > 0 for
1 i  	, together with the pair (0,∅). The next proposition is used repeatedly in this section.
Proposition. Let 1  i  r , (	+, s+) ∈ F+, (	, s) ∈ F. The element pr−(x+i,r (	+, s+)x−i,r (	, s))
is a linear combination of elements of the form x−i,r (	 − 	+, s′), where s′ satisfies the condition
|s′| = |s| + |s+|.
Proof. Note that the subspace si[t] of g[t] spanned by the elements x±i,r ⊗ tk , hi ⊗ tk , k ∈ N, is
a subalgebra of g[t] which is isomorphic to sl2[t]. Further, pr− maps U(si[t]) onto U(n−i,r [t]),
where n−i,r [t] is the subalgebra of n−[t] spanned by elements of the form x−i,r ⊗ tk , k ∈ N. This
proves that pr−(x+i,r (	+, s+)x
−
i,r (	, s)) is a linear combination of elements of the form x
−
i,r (	
′, s′)
for some (	′, s′) ∈ F. But now, we see that since x+i,r (	+, s+)x−i,r (	, s) ∈ U(g[t])(	+−	−)αi,r ,|s|+|s+|
the same holds for pr−(x+i,r (	+, s+)x
−
i,r (	, s)). This means that we can assume that 	
′ = 	+ − 	
and |s′| = |s| + |s+|. 
3.2. Action of gr−1[t] on W(λ)
3.2.1. Let ei ∈ Nr , 1 i  r , denote the standard basis vectors.
Lemma. Let ( 	, s ) ∈ Fr , g ∈ b+r−1[t].
(i) The commutator [g,x−r ( 	, s )] is a linear combination of terms of the form x−r ( 	′, s′) with
( 	′, s′) ( 	, s ). Moreover, if g ∈ n+ [t] ⊕ hr−1t[t] then we have ( 	′, s′) > (	, s ).r−1
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form x−r ( 	′, s′)wλ with ( 	′, s′)  ( 	, s ). Moreover, if g ∈ n+r−1[t] ⊕ hr−1t[t] then we have
( 	′, s′) > (	, s ).
Proof. For (i) it is enough to consider the case g = h ⊗ t s , where h ∈ hr−1 and s ∈ N, and the
case g = x+i,j ⊗ t s , where 1 i  j < r and s ∈ N. Recall the adjoint action of g[t] on U(g[t]) is
a derivation, i.e.
[y, x1 · · ·xs] =
s∑
j=1
x1 · · ·xj−1[y, xj ]xj+1 · · ·xs, (3.1)
for all y, x1, . . . , xs ∈ g. Now, since[
h ⊗ t s , x−k,r ⊗ tm
]= −αk,r (h)x−k,r ⊗ tm+s
for all h ∈ h, m,s ∈ N, 1  k  r , we see that [h ⊗ t s ,x−r ( 	, s )] is a linear combination of
terms x−r ( 	′, s′) with 	′ = 	, |s′| = |s| + sej , 1  j  r , and hence ( 	′, |s′|)  ( 	, |s|) with the
inequality being strict if s > 0.
Next for 1  i  j < r we have [x+i,j ⊗ t s , x−k,r ⊗ tm] = −δk,ix−j+1,r ⊗ tm+s , and it follows
again that [x+i,j ⊗ t s ,x−r ( 	, s )] is a linear combination of terms x−r ( 	′, s′) with
	′ = 	 + ej+1 − ei , |s′| = |s| + (m + s)ej+1 − mei .
Further, ( 	′, s′) > (	, s ).
For (ii) note that
gx−r ( 	, s )wλ = x−r ( 	, s )gwλ +
[
g,x−r ( 	, s )
]
wλ.
The first term is proportional to wλ and is zero if g ∈ n+r−1[t] ⊕ hr−1t[t] and hence is of the
desired form. Using part (i), we see that the second term is also in the correct form and the
lemma is proved. 
3.2.2. Proposition. We have
W(λ)i = U(n−[t])iwλ, W(λ)>i = U(n−[t])>iwλ.
Proof. It is enough to show that U(gr−1[t])x−r ( 	, s )wλ is contained in U(n−[t])( 	,s )wλ. Since
U
(
gr−1[t]
)= U(n−r−1[t])U(b+r−1[t]),
it suffices to prove that
U
(
b+r−1[t]
)
x−r ( 	, s )wλ ⊂ U
(
n−[t])( 	,s )wλ.
But this follows from Lemma 3.2.1(ii). 
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for all h ∈ h, k ∈ N, s ∈ N+ and 1 i  j  r , we have(
x+i,j ⊗ tk
) · gr( 	,|s|)(x−r ( 	, s )wλ)= 0, (h ⊗ t s) · gr( 	,|s|)(x−r ( 	, s )wλ)= 0,
h · gr( 	,|s|)(x−r ( 	, s )wλ)=
(
λ(h) −
r∑
j=1
	jαj,r (h)
)
gr( 	,|s|)
(
x−r ( 	, s )wλ
)
= (λ − ηr( 	 ))(h)gr( 	,|s|)(x−r ( 	, s )wλ).
This means that the element gr( 	,|s|)(x−r ( 	, s )wλ) ∈ gr(W(λ)) satisfies the relations in (1.4) with
the weight λ − ηr( 	 ). Theorem 1.2.2 now implies the existence of the map ψ	,s. Since
Im
(
ψ	,s
)= U(gr−1[t]) · gr( 	,|s|)(x−r ( 	, s )wλ)= gr( 	,|s|)(U(gr−1[t])x−r ( 	, s)wλ),
the second statement follows. 
3.3. The case of V (λ)
It is necessary in this section alone, to work with the Lie algebra glr+1 = g ⊕ Cc.
3.3.1. It is well known that the finite-dimensional irreducible representations of glr+1 are
parameterized by partitions ξ = (ξ1  · · ·  ξr  ξr+1  0) of non-negative integers. Let V (ξ)
denote the corresponding representation, which is generated as a glr+1-module by an element vξ
with the relations:
x+i,j vξ = 0, Hivλ = ξivξ ,
(
x−i,i
)ξi−ξi+1+1vξ = 0, (3.2)
for all 1  i  j  r . Note that V (ξ) = U(n−)vξ . Moreover, we have V (ξ) ∼= V (λξ ) as g-
modules, where
λξ =
r∑
i=1
(ξi − ξi+1)ωi ∈ P+.
Conversely, given λ =∑i miωi ∈ P+, we have V (λ) ∼= V (ξλ) where ξλ = ((ξλ1  · · ·  ξλr 
ξλr+1  0) is defined by ξλi =
∑r
j=i mj and ξλr+1 = 0.
Theorem. (See [11].) As a module for glr ⊂ glr+1 we have
V (ξ) =
⊕
η
V (η),
where the sum is over all partitions η = (η1  · · ·  ηr) of non-negative integers satisfying,
ξi  ηi  ξi+1 for all 1 i  r .
The inductive construction of the Gelfand–Tsetlin basis for the glr+1-module V (ξ) (see [11])
is based on this theorem and it motivated our definition of the Gelfand–Tsetlin filtration of the
g[t]-modules W(λ).
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basic for the results of this paper.
Lemma. Let λ =∑miωi . Then we have
V (λ) =
∑
k1,...,kr∈N
k1m1
U
(
n−r−1
)(
x−1,r
)k1 · · · (x−r,r)kr vλ. (3.3)
Proof. To prove the lemma, it suffices to establish it for the glr+1-module V (ξλ), i.e. to prove
that
V
(
ξλ
)= ∑
k1,...,kr∈N
k1m1
U
(
n−r−1
)(
x−1,r
)k1 · · · (x−r,r)kr vξλ .
Using Theorem 3.3.1 we see that V (ξλ) is spanned by the sets U(n−r−1)vη, where η = (η1 
· · · ηr) are non-negative integers ξλi  ηi  ξλi+1, 1 i  r , and vη ∈ V (ξλ) satisfies
x+i,j vη = 0, Hmvη = ηmvη. (3.4)
Writing vη as a U(n−r−1)-linear combination of elements(
x−1,r
)k1 · · · (x−r,r)kr vξλ, k1, . . . , kr ∈ N,
we find easily that η1 = ξλ1 − k1 − k for some k  0. Hence k1  ξλ1 − η1  ξλ1 − ξλ2 = m1 and
the lemma is proved. 
3.3.3. We can now prove the following stronger statement.
Proposition. Let λ =∑miωi ∈ P+. Then we have
V (λ) =
∑
{ki : 0kimi,1ir}
U
(
n−r−1
)(
x−1,r
)k1 · · · (x−r,r)kr vλ. (3.5)
Proof. Let n±m,n be the subalgebra of g spanned by x±i,j , m i  j  n, let hm,n be the subalge-
bra spanned by hi , m i  n, and finally, set
gm,n = n+m,n ⊕ hm,n ⊕ n−m,n.
Clearly, gm,n is isomorphic to sln−m+2. We proceed by induction on r . For r = 1, the result
follows from the defining relations of V (λ). Note that U(g2,r )vλ ∼= V (λ|h2,r ) as g2,r -modules,
and hence we have by the induction hypothesis
U
(
n−2,r
)
vλ =
∑
U
(
n−2,r−1
)(
x−2,r
)k2 · · · (x−r,r)kr vλ.
{ki : 0kimi,2ir,}
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V (λ) =
∑
{ki : 0kimi,1ir}
U
(
n−r−1
)(
x−1,r
)k1U(n−2,r−1)(x−2,r)k2 · · · (x−r,r)kr vλ.
Since n−2,r−1 ⊂ n−r−1 and [x−1,r ,n−2,r−1] = 0, the proposition follows. 
3.4. Some results on U(sl2[t]) and their consequences
3.4.1. Assume in this section that g = sl2 and set ω = ω1, x± = x±1,1. For n ∈ N, let In ⊂
U(n−[t]) be the ideal generated by the elements pr−((x+ ⊗ t)k(x− ⊗ 1)l), where k  0 and
l > n.
Theorem. (See [3, Section 6].)
(i) The elements {x−(	, s)wnω: (	, s) ∈ F(n)} are a basis of W(nω).
(ii) The map U(n−[t]) → W(nω) sending g to gwnω induces an isomorphism of vector spaces
U
(
n−[t])/In ∼= W(nω).
For n ∈ N, let Jn be the subspace of U(n−[t]) spanned by the set{
pr−
(
x+(	, s)
(
x− ⊗ 1)m): m > n, (	, s) ∈ F+}.
Note that if m > n, we have (x− ⊗ tm)wn = 0 and hence
x+(	, s)
(
x− ⊗ 1)mwn = 0,
which is equivalent by Lemma 3.1.1 to
pr−
(
x+(	, s)
(
x− ⊗ 1)m)wn = 0,
i.e. pr−(x+(	, s)(x− ⊗ 1)m) ∈ In and hence Jn ⊂ In. In what follows, we shall prove the reverse
inclusion.
3.4.2. We begin with
Lemma. Let m,s ∈ N and assume that m > n.
(i) We have (x− ⊗ t s)(x− ⊗ 1)m ∈ Jn.
(ii) We have pr−((h ⊗ t s)(x− ⊗ 1)m) ∈ Jn.
(iii) For g ∈ Jn, (	, s) ∈ F+ we have pr−(x+(	, s)g) ∈ Jn.
Proof. Note that[
x+ ⊗ t s , (x− ⊗ 1)m+2]= −(m + 2)(m + 1)(x− ⊗ t s)(x− ⊗ 1)m.
Proposition 3.1.1(ii) gives
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((
x+ ⊗ t s)(x− ⊗ 1)m+2)= pr−([x+ ⊗ t s , (x− ⊗ 1)m+2])
= −(m + 2)(m + 1)(x− ⊗ t s)(x− ⊗ 1)m,
and hence (i) follows. The proof of (ii) is similar, using
[
h ⊗ t s , (x− ⊗ 1)m]= −2m(x− ⊗ t s)(x− ⊗ 1)m−1 = 2
m + 1pr
−((x+ ⊗ t s)(x− ⊗ 1)m+1).
Next, note that Proposition 3.1.1(iii) gives
pr−
(
x+(	, s)pr−
(
x+(	′, s′)
(
x− ⊗ 1)m))= pr−(x+(	, s)x+(	′, s′)(x− ⊗ 1)m).
So part (iii) follows since x+(	, s)x+(	′, s′) = x+(	′′, s′′) where 	′′ = 	 + 	′ and s′′ is obtained
by concatenating s and s′ into a partition. 
3.4.3. Note that Jn contains the generators of In and so if we show that Jn is an ideal we
establish that Jn = In.
Proposition. For all n ∈ N, the subspace Jn is an ideal in U(n−[t]) and hence Jn = In.
Proof. Let k,m ∈ N and m > n. Then(
x− ⊗ tk) · pr−(x+(	, s)(x− ⊗ 1)m)= pr−((x− ⊗ tk)x+(	, s)(x− ⊗ 1)m)
= pr−(x+(	, s)(x− ⊗ tk)(x− ⊗ 1)m)
+ pr−([x− ⊗ tk,x+(	, s)](x− ⊗ 1)m).
Lemma 3.4.2(i), (iii) implies that pr−(x+(	, s)(x− ⊗ tk)(x− ⊗ 1)m) ∈ Jn. For the second term
on the right-hand side of the preceding equation, note that [x− ⊗ tk,x+(	+, s+)] is a linear
combination of terms of the form x+(	′, s′) and x+(	′, s′)(h ⊗ tp) where (	′, s′) ∈ F+, p > 0.
Now, if m > n, the element pr−(x+(	′, s′)(x− ⊗ 1)m) ∈ Jn by definition. By Lemma 3.4.2(ii),
(iii) we have
pr−
(
x+(	′, s′)
(
h ⊗ tp)(x− ⊗ 1)m)= pr−(x+(	′, s′)pr−((h ⊗ tp)(x− ⊗ 1)m)) ∈ Jn.
This proves that (x− ⊗ tk) · pr−(x+(	, s)(x− ⊗ 1)m) ∈ Jn establishing the proposition. 
3.4.4. The following is now an immediate corollary of Theorem 3.4.1 and Proposition 3.4.3.
Proposition. Assume that g is of type sl2 and that n 0. Then, U(n−[t]) is spanned by elements
of the set {
x−(	, s): (	, s) ∈ F(n)}∪ {pr−(x+(	, s)(x− ⊗ 1)m): m > n, (	, s) ∈ F+}.
We now return to the case of slr+1. Fix 1 i  r . Applying Proposition 3.4.4 to the subalge-
bra of slr+1 generated by the elements x±i,r , and using Proposition 3.1.4, we obtain the following
result.
V. Chari, S. Loktev / Advances in Mathematics 207 (2006) 928–960 953Corollary. Let 1 i  r and n 0. For all (	, s) ∈ F, the element x−i,r (	, s) is in the span of the
union of {
x−i,r (	, s
′): (	, s′) ∈ F(n), |s′| = |s|},
and {
pr−
(
x+i,r (m − 	, s′)
(
x−i,r ⊗ 1
)m)
: m > n, (m − 	, s′) ∈ F+, |s′| = |s|
}
.
In particular, the element x−i,r (	, s), is in the span of{
pr−
(
x+i,r (m − 	, s′)
(
x−i,r ⊗ 1
)m)
: m 0, (m − 	, s′) ∈ F+, |s′| = |s|
}
.
3.5. A crucial lemma
3.5.1. The goal of this section is to prove the following statement.
Lemma. Let ( 	+s+) ∈ Fr+. For all ( 	, s ) ∈ Fr with 	i  	+i , 1 i  r , we have
pr−
(
x+r
(
	+, s+
)
x−r ( 	, s )
)− r∏
i=1
pr−
(
x+i,r
(
	+i , s
+
i
)
x−i,r (	i, si )
) ∈ U(n−[t])>(	−	+,|s|+|s+|). (3.6)
In particular,
pr−
(
x+r
(
	+, s+
)
x−r ( 	, s )
) ∈ U(n−[t])( 	−	+,|s|+|s+|).
We shall prove the first statement by induction on |	+| = 	+1 + · · · + 	+r . Proposition 3.1.4
gives
r∏
i=1
pr−
(
x+i,r
(
	+i , s
+
i
)
x−i,r (	i, si )
) ∈ U(n−[t])( 	−	+,|s|+|s+|),
which proves the second statement of the proposition.
3.5.2. We shall need the following. For a partition s = (s(1) · · · s(	)) let
s(i) = (s(1) · · · s(i − 1) s(i + 1) · · · s(	)).
Lemma. Let (	, s) ∈ F, s ∈ N and 1 i  j  r . Then
[
x+i,r ⊗ t s ,x−j,r (	, s)
]=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∑	
k=1 x
−
j,r (	 − 1, s(k))(x+i,j−1 ⊗ t s+s(k)) i < j,∑	
k=1 x
−
j,r (	 − 1, s(k))(x−j,i−1 ⊗ t s+s(k)) i > j,∑	
k=1 x
−
j,r (	 − 1, s(k))(hi,r ⊗ t s+s(k))
+ pr−((x+i,r ⊗ t s)x−j,r (	, s)) i = j,
where hi,r = hi + · · · + hr ∈ h.
954 V. Chari, S. Loktev / Advances in Mathematics 207 (2006) 928–960Proof. The commutators are calculated as usual by using the fact that g[t] acts on U(g[t]) as
derivations (see (3.1)). The case i < j follows from[
x+i,r ⊗ t s , x−j,r ⊗ t s
′]= x+i,j−1 ⊗ t s+s′ , i < j,
and the observation that x+i,j−1 ⊗ t s+s
′
commutes with the factors of x−j,r (	, s).
The case i > j follows from[
x+i,r ⊗ t s , x−j,r ⊗ t s
′]= x−j,i−1 ⊗ t s+s′ , i > j,
and the observation that x−j,i−1 ⊗ t s+s
′
commutes with the factors of x−j,r (	, s).
Finally consider the case i = j . We have[
x+i,r ⊗ t s , x−i,r ⊗ t s
′]= hi,r ⊗ t s+s′,
which gives
[
x+i,r ⊗ t s ,x−i,r (	, s)
]= 	∑
k=1
(
k−1∏
n=1
x−i,r ⊗ t s(n)
)(
hi,r ⊗ t s+s(k)
)( 	∏
n=k+1
x−i,r ⊗ t s(n)
)
=
	∑
k=1
x−j,r
(
	 − 1, s(k))(hi,r ⊗ t s+s(k))
+
	∑
k=1
(
k−1∏
n=1
x−i,r ⊗ t s(n)
)[
hi,r ⊗ t s+s(k),
(
	∏
n=k+1
x−i,r ⊗ t s(n)
)]
.
The first term on the right-hand side of the preceding equality is in U(n−[t])h[t]. Since
[h[t],n−[t]] ⊂ n−[t] the second term is in U(n−[t]) and hence is equal to
pr−
([
x+i,r ⊗ t s ,x−i,r (	, s)
])
.
Since the latter term is also equal to pr−((x+i,r ⊗ t s)x−i,r (	, s)), the proof of the lemma is com-
plete. 
3.5.3. The case |+| = 1 in the proof of Lemma 3.5.1. In this case, we have x+r ( 	+, s+) =
x+i,r ⊗ t s for some 1 i  r and s > 0. For 1 j  r , set
gj = x−1,r (	1, s1) · · ·x−j−1,r (	j−1, sj−1), g′j = x−j+1,r (	j+1, sj+1) · · ·x−r,r (	r , sr ),
where we understand that g1 = 1 and g′r = 1. Using (3.1) we get
pr−
((
x+i,r ⊗ t s
) · x−r ( 	, s ))= pr−([x+i,r ⊗ t s ,x−r ( 	, s )])
=
r∑
pr−
(
gj
[
x+i,r ⊗ t s ,x−j,r (	j , sj )
]
g′j
)
.j=1
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pr−
(
gj
[
x+i,r ⊗ t s ,x−j,r (	j , sj )
]
g′j
)= gj 	j∑
k=1
pr−
(
x−j,r
(
	j − 1, s(k)j
)(
x+i,j−1 ⊗ t s+sj (k)
)
g′j
)= 0,
where the last equality follows since x+i,j−1 ⊗ t s+sj (k) belongs to b+[t] and commutes with g′j .
If i > j , then by Lemma 3.5.2, we get
pr−
(
gj
[
x+i,r ⊗ t s ,x−j,r (	j , sj )
]
g′j
)= gj 	j∑
k=1
x−j,r
(
	j − 1, s(k)j
)(
x−j,i−1 ⊗ t s+sj (k)
)
g′j
= (x−j,i−1 ⊗ t s+sj (k))gj 	j∑
k=1
x−j,r
(
	j − 1, s(k)j
)
g′j ,
where the second equality follows since x−j,i−1 ⊗ t s+sj (k) commutes with both x−j,r (	j − 1, s(k)j )
and gj . Moreover, the right-hand side of the second equation clearly lies in
∑	i
k=1 U(n−[t])ik
where
ik =
(
	 − ej , |s| − sj (k)ej
)
>
(
	 − ei , |s| + sei
)
.
Finally, if i = j we have
pr−
(
gi
[
x+i,r ⊗ t s ,x−i,r (	i, si )
]
g′i
)= gi 	i∑
k=1
x−i,r
(
	i − 1, s(k)i
)
pr−
((
hi,r ⊗ t s+si (k)
)
g′i
)
+ gipr−
(
pr−
(
(x+i,r ⊗ t s)x−i,r (	, s)
)
g′i
)
.
It is now not hard to see that the first term is in∑
i<mr
U
(
n−[t])>(	−ei ,|s|−si (k)ei+(s+si (k))em) ⊂ U(n−[t])>(	−ei ,|s|+sei ).
And the second term is equal to gipr−((x+i,r ⊗ t s)x−i,r (	, s))g′i since both pr−((x+i,r ⊗ t s)x−i,r (	, s))
and g′i belongs to U(n−[t]). 
3.5.4. The inductive step. For the inductive step, fix 1 i0  r such that 	+i0 = 0. Then we
can write
x+r
(
	+, s+
)= (x+i0,r ⊗ t s)x+r ( 	′, s′)
for 	′ = 	 − ei0 and some s ∈ N, s′ ∈ Fr . Note that by Proposition 3.1.1(iii) we have
pr−
((
x+ ⊗ t s)x+r ( 	′, s′)x−r ( 	, s ))= pr−((x+ ⊗ t s)pr−(x+r ( 	′, s′)x−r ( 	, s ))).i0,r i0,r
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3.6. Proof of Proposition 2.2.3(ii)
3.6.1. To complete the proof of the proposition, we need some more results. We begin with
two lemmas related to the order.
Lemma. Let 	, 	′ ∈ Nr .
(i) We have ηr( 	 ) = ηr( 	′) if and only if 	 = 	′.
(ii) If ηr( 	 ) − ηr( 	′) ∈ Q+, but ηr( 	 ) = ηr( 	′) then 	′  	.
Proof. Part (i) follows since αi,r , 1 i  r , are linearly independent. For part (ii), write ηr( 	 )−
ηr( 	
′) =∑ri=1 miαi , where mi =∑j<i(	j − 	′j ). Since mi  0 for all 1  i  r , we can take
1 s  r minimal such that ms > 0. This means that 	′i = 	i for i < s and 	′s < 	s , so the lemma
is proved. 
3.6.2. Lemma. Assume that g ∈ U(n−r−1[t])−η , η = 0 and let ( 	, s ) ∈ Fr+. Then [x+r ( 	, s ), g]
is a linear combination of elements of the form g′x+r ( 	′, s′) where
g′ ∈ U(n−r−1[t]), (	′, s′) ∈ Fr+ and s′  s.
Proof. It suffices to prove the result when g is a product of terms of the form x−j,k ⊗ t s , where
1 j  k  r−1 and s  0. We prove this by induction on the number m of terms in the product.
If g = x−j,k ⊗ t s , 1 j  k < r , then[
x+i,r ⊗ t s
′
, g
]= −δi,j x+k+1,r ⊗ t s+s′ .
It follows from (3.1) that [x+r ( 	, s ), g] is a linear combination of terms of the form x+r ( 	′, s′)
where ( 	′, s′) ∈ Fr+ and
|s′| = |s| − sj (m)ej +
(
sj (m) + s
)
ek+1, 1m 	j .
Since sj (m) > 0 for 1m 	j , we have s′  s, hence induction begins.
For the inductive step, write g = (x−j,k ⊗ t s)g0, where g0 is a product of (m − 1)-elements of
the form x−j,k ⊗ t s
′
, where 1 j  k  r − 1 and s′  0. We have[
x+r ( 	, s ),
(
x−j,k ⊗ t s
)
g0
]= [x+r ( 	, s ), (x−j,k ⊗ t s)]g0 + (x−j,k ⊗ t s)[x+r ( 	, s ), g0].
The second term has the required form by the induction hypothesis. For the first one we have (by
using the induction hypothesis for g = x−j,k ⊗ t s ) that[
x+r ( 	, s ), x−j,k ⊗ t s
]
g0 =
∑
	′,s′
s′s
a	′,s′x
+
r ( 	
′, s′)g0 =
∑
	′,s′
s′s
a	′,s′ g0x
+
r ( 	
′, s′)
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∑
	′,s′
s′s
a	′,s′
[
x+r ( 	′, s′), g0
]
,
where a	′,s′ ∈ C. The result follows by using the induction hypothesis again. 
3.6.3. Proposition. Let λ =∑ri=1 miωi ∈ P+. Fix 1  k  r and n ∈ N with n > mk . Let
(	i, si ) ∈ F, 1 i = k  r , and (n − 	k, sk) ∈ F+. Then
k−1∏
i=1
x−i,r (	i, si )pr
−(x+k,r (n − 	k, sk)(x−k,r ⊗ 1)n) r∏
i=k+1
x−i,r (	i, si )wλ ∈ W(λ)>(	,|s|).
Proof. Applying Corollary 3.4.4 for all 1  i  r except i = k, we see that it suffices to prove
that elements of the form
r∏
i=1
pr−
(
x+i,r
(
ni − 	i, s+i
)(
x−i,r ⊗ 1
)ni )wλ, (ni − 	i, s+i ) ∈ F+, ni  	i, 1 i  r,
are in W(λ)>(	,|s+|) if nk > mk . By Lemmas 3.5.1 and 3.1.1 this is equivalent to proving that
w1 =
r∏
i=1
x+i,r
(
ni − 	i, s+i
) r∏
i=1
(
x−i,r ⊗ 1
)niwλ ∈ W(λ)>(	,|s+|).
Note that w1 ∈ Wηr(	 ). Now, Proposition 3.3.3 implies that w1 is a linear combination of ele-
ments from Wηr(	 ) of the form
w2 =
r∏
i=1
x+i,r
(
ni − 	i, s+i
)
g
r∏
i=1
(
x−i,r ⊗ 1
)n′iwλ
with n′k mk < nk and g ∈ U(n−r−1 ⊗ 1). This gives g ∈ U(n−)−ν , where
ν =
r∑
j=1
(nj − n′j )αj,r .
Since n′k < nk and αi,r , i = 1, . . . , r , are linearly independent, we see that ν = 0, in particular,
g is not a constant. Now, Lemma 3.6.2 implies that w2 is a linear combination of elements from
Wηr(	 ) of the form
w3 = g′
r∏
i=1
x+i,r (ni − 	′i , s′i ) ·
r∏
i=1
(
x−i,r ⊗ 1
)n′iwλ, g′ ∈ U(n−r−1[t]),
where either g′ = g, 	′ = 	, s′ = s+ or |s′| |s+|.
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r∏
i=1
x+i,r (ni − 	′i , s′i ) ·
r∏
i=1
(
x−i,r ⊗ 1
)n′i ∈ U(n−[t])( 	′′, |s′|), where 	′′i = 	′i − ni + n′i ,
therefore w3 ∈ W(λ)( 	′′,|s′|), and hence the proposition follows if we show that ( 	′′, |s′|) >
(	, |s+|). For this, observe that since w3 ∈ W(λ)ηr ( 	 ), we have g′ ∈ U(n−[t])−ν′ , where ν′ =
ηr( 	) − ηr( 	′′). Since ν′ ∈ Q+, by Lemma 3.6.1 we have either 	′′  	 or ν′ = 0, 	′′ = 	. In the
first case which includes the case g′ = g, we have ( 	′′, |s′|) > (	, |s+|) by the definition of the
order, and in the second case we have 	′′ = 	, but |s′|  |s+|, so ( 	′′, |s′|) > (	, |s+|) and the
proof is complete. 
3.6.4. Proof of Proposition 2.2.3(ii). Let λ =∑ri=1 miωi ∈ P+. Using Corollary 3.4.4 si-
multaneously for 1  i  r and for n = m1, . . . ,mr , we see that U(n−[t])( 	,d ) is spanned by
elements from
gx−r ( 	, s ), g ∈ U(nr−1[t]), |s| = d, ( 	, s ) ∈ Fr (λ) (3.7)
together with the elements from
g
k−1∏
i=1
x−i,r (	i, si ) · pr−
(
x+k,r (m − 	k, s)
(
x−k,r ⊗ 1
)m) r∏
i=k+1
x−i,r (	i, si ), m > mk, |s| = d, (3.8)
where g ∈ U(nr−1[t]), (	i, si ) ∈ F, 1  i = k  r , and (m − 	k, sk) ∈ F+. Proposition 3.6.3
implies that the elements of (3.8) applied to wλ lie in W(λ)>(	,d ) and hence, W(λ)( 	,d )/
W(λ)>(	,d ) is spanned by the elements in (3.7) applied to wλ. In turn, this means that grW(λ) is
spanned by gx−r ( 	, s )wλ with ( 	, s ) ∈ Fr (λ), g ∈ U(nr−1[t]), that is by the images of ψ	,s for
such ( 	, s ) and the proof is complete. 
4. Index of notation
We provide for the readers convenience a brief index of the notation which is used repeatedly
in this paper.
Section 1.1.1: Z, N, N+, g, h, n±, x±i,j , Hi , hi , ωi , αi , αi,j , P , P+, Q, Q+, U(a).
Section 1.1.2: Z[P ], e(μ), chg(V ), V (λ), vλ.
Section 1.1.3: a[t], at[t], cht (M).
Section 1.2.1: W(λ), wλ.
Section 1.2.2: W(λ)s , W(λ)μ, W(λ)μ,s .
Section 2.1.1: F, (	, s), (0,∅), x±i,j (	, s), ( 	, s ), x±j ( 	, s ), Br .
Section 2.1.2: F(m), Fj (λ), ηj ( 	 ), Br (λ).
Section 2.2.1: gr−1, n±r−1, u±r .
Section 2.2.2: Ir , , , >, |s|, |s|, W(λ)i, W(λ)>i, gr(W(λ)), gri.
Section 2.2.3: ψ	,s.
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Section 3.1.2: U(n−[t])i, U(n−[t])i, U(n−[t])>i.
Section 3.1.3: U(g[t])μ, U(g[t])μ,s , U(n±[t])μ, U(n±[t])μ,s .
Section 3.1.4: F+.
Section 3.2.1: ei .
5. Note added in proof
There has been progress on the various conjectures and connections discussed in Section 1 of
this paper. Thus, since our paper was posted on the web as math.QA/0502165, G. Fourier and
P. Littelmann [8] proved that the Demazure modules, the Weyl modules and the fusion modules
are all isomorphic for simply-laced Lie algebras extending our results for slr+1. In particular,
this establishes the conjecture on the dimension of the Weyl modules in [3] for the simply laced
algebras. For the non-simply-laced case, they give an example to show that the Demazure mod-
ules are smaller than the Weyl modules and formulate a natural conjecture for the Demazure
modules. They have also have a conjecture for the Weyl modules which would be an immediate
consequence of the conjecture in [3] on the dimension of the Weyl modules. The methods they
use are quite different from ours and in particular they do not have an analog of the fermionic
character formula that we give in Section 2 of this paper.
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