In this paper, we consider Bayesian inference on a class of multivariate median and the multivariate quantile functionals of a joint distribution using a Dirichlet process prior. Since, unlike univariate quantiles, the exact posterior distribution of multivariate median and multivariate quantiles are not obtainable explicitly, we study these distributions asymptotically. We derive a Bernstein-von Mises theorem for the multivariate 1median with respect to general p-norm, which in particular shows that its posterior concentrates around its true value at n −1/2 -rate and its credible sets have asymptotically correct frequentist coverage. In particular, asymptotic normality results for the empirical multivariate median with general p-norm is also derived in the course of the proof which extends the results from the case p = 2 in the literature to a general p. The technique involves approximating the posterior Dirichlet process by a Bayesian bootstrap process and deriving a conditional Donsker theorem. We also obtain analogous results for an affine equivariant version of the multivariate 1 -median based on an adaptive transformation and re-transformation technique. The results are extended to a joint distribution of multivariate quantiles. The accuracy of the asymptotic result is confirmed by a simulation study. We also use the results to obtain Bayesian credible regions for multivariate medians for Fisher's iris data, which consists of four features measured for each of three plant species.
Introduction
Various definitions of a sample multivariate median for a set of multivariate observations have been proposed and studied in the literature. One of the most popular versions of multivariate median is called the multivariate 1 -median. For a set of sample points X 1 , X 2 , . . . , X n ∈ R k , k ≥ 2, the sample 1 -median is obtained by minimizing n −1 n i=1 X i − θ with respect to θ, where · denotes some norm. The most commonly used norm is the p -norm x p = k j=1 |x j | p 1/p , 1 ≤ p ≤ ∞. The most popular version of the 1 -median that uses the usual Euclidean norm x 2 = k j=1 x 2 j 1/2 is known as the spatial median. This corresponds to p = 2, in which case we drop p from the notation · p . Clearly the case p = 1 gives rise to the vector of coordinatewise medians.
The sample 1 -median with p -norm is given bŷ θ n;p = arg min
The spatial median is a highly robust estimator of the location and its breakdown point is 1/2 which is as high as that of the coordinatewise median (see Lopuhaa and Rousseeuw [13] for more details). Brown [1] proved the asymptotic normality of the sample spatial median when k = 2. Brown [1] also showed that when the sample comes from a multivariate spherical normal distribution, the asymptotic efficiency of the spatial median relative to the sample mean vector tends to 1 as k → ∞. Gower [8] gave the codes for computing the spatial median. Weiszfeld [18] devised an iterative method for computing the spatial median. Kuhn [10] showed that Weiszfeld's [18] algorithm does not converge if the starting point is inside the domain of attraction of the data points. Vardi and Zhang [17] modified Weiszfeld's [18] algorithm and showed that the modified algorithm converges for any starting point. The 1 -median functional of a probability distribution P based on the pnorm is given by
for P f = f dP and 1 ≤ p ≤ ∞. It can be noted that this definition does not require any moment assumption on X, since | X − θ p − X p | ≤ θ p . Henceforth, we fix 1 < p < ∞ and drop p from the notationsθ n;p and θ p (P ) and just writeθ n and θ(P ) respectively. We wish to infer about θ(P ), which is a functional of the underlying and unknown random distribution P , given a set of observed data. The most commonly used prior on a random distribution P is the Dirichlet process prior which we discuss in Section 2. In the univariate case, the exact posterior distribution of the median functional can be derived explicitly (see Chapter 4, Ghosal and van der Vaart [7] for more details). Unfortunately, in the multivariate case, the exact posterior distribution can only be computed by simulations. The posterior distribution can be used to compute point estimates and credible sets. It is of interest to study the frequentist accuracy of the Bayesian estimator and frequentist coverage of posterior credible regions. In the parametric context, the Bernstein-von Mises theorem ensures that the Bayes estimator converges at the parametric rate n −1/2 and a Bayesian (1 − α) credible set has asymptotic frequentist coverage (1 − α). Interestingly, a functional version of the Bernsteinvon Mises theorem holds for the distribution under the Dirichlet process prior as shown by Lo ([11] , [12] ). A functional Bernstein-von Mises theorem can potentially establish Bernstein-von Mises theorem for certain functionals. We study posterior concentration properties of the multivariate 1 -median θ(P ) and show that the posterior distribution of θ(P ) centered at the sample 1 -medianθ n is asymptotically normal. We also note that this asymptotic distribution matches with the asymptotic distribution ofθ n centered at the true value θ 0 ≡ θ(P 0 ), where P 0 is the true value of P , thus proving a Bernstein-von Mises theorem for the multivariate 1 -median.
One possible shortcoming of the multivariate 1 -median is that it lacks equivariance under affine transformation of the data. Chakraborty, Chaudhuri and Oja [4] proposed an affine-equivariant modification of the sample spatial median using a data-driven transformation and re-transformation technique. There is no population analog of this modified median. We define a Bayesian analog of this modified median in the following way. We put a Dirichlet process prior on the distribution of a transformed data depending on the observed data and induce the posterior distribution on θ(P ) to make its distribution translation equivariant. We show that the asymptotic posterior distribution of θ(P ) thus obtained centered at the affine-equivariant multivariate median estimate matches with the asymptotic distribution of the latter centered at θ 0 , while both the limiting distributions are normal.
Chaudhuri [5] introduced the notion of geometric quantile as a generalization of the spatial median. For the univariate case it is easy to see that for X 1 , . . . , X n ∈ R and u = 2α−1, the sample α-quantileQ n (u) is obtained by minimizing [5] definition of multivariate quantile based on the 2 -norm to the p -norm with 1 < p < ∞, we define the multivariate sample quantile process aŝ Q n (u) = arg min
and q is the conjugate index of p, i.e., p −1 + q −1 = 1. It is easy to see thatQ n (0) coincides with the sample multivariate 1 -medianθ n . Similarly, for u ∈ B (k) q , the multivariate quantile process of a probability measure P is given by
with Q 0 (u) ≡ Q P0 (u) being the true multivariate quantile function. We prove that, with P having a Dirichlet process prior and for finitely many u 1 , . . . , u m , the joint distribution of { √ n(Q P (u 1 ) −Q n (u 1 )), . . . , √ n(Q P (u m ) −Q n (u m ))} given the data, converges to a multivariate normal distribution. Moreover, it is also noted that the joint distribution of { √ n(Q n (u 1 )−Q 0 (u 1 )), . . . , √ n(Q n (u m )− Q 0 (u m ))} converges to the same multivariate normal distribution.
The rest of this paper is organized as follows. In Section 2, we give the background needed to introduce the main results. In Section 3, we state the Bernstein-von Mises theorem for the multivariate 1 -median and the theorems we need to prove the same. In Section 4, we give the Bernstein-von Mises theorem for the affine-equivariant 1 -median. In Section 5, we state the Bernstein-von Mises theorem related to the multivariate quantiles. In Section 6, we present a simulation study and an analysis of Fisher's iris data. All the proofs are given in Section 7.
Background and Preliminaries
Before giving the background, we introduce some notations that we follow in this paper. Throughout this paper, N k (µ, Σ) denotes a k-variate multivariate normal distribution with mean vector µ and covariance matrix Σ. Also, DP(α) denotes a Dirichlet process with centering measure α (see Chapter 4, Ghosal and van der Vaart [7] for more details).
Here and P → denote weak convergence i.e. convergence in distribution and convergence in probability respectively. For a sequence X n , the notation X n = O P (a n ) means that X n /a n is stochastically bounded.
Let X i ∈ R k , i = 1, . . . , n, be independently and identically distributed observations from a k-variate distribution P and let P have the DP(α) prior. The parameter space is taken to be R k . The Bayesian model is given by
The posterior distribution of P given X 1 , X 2 , . . . , X n is DP(α + nP n ), where P n = n −1 n i=1 δ Xi is the empirical measure (see Chapter 4, Ghosal and van der Vaart [7] for more details). The posterior distribution DP(α + nP n ) can be expressed as V n Q + (1 − V n )B n , where the variables Q ∼ DP(α), B n ∼ DP(nP n ) and V n ∼ Be(|α|, n) are independent and Be(a, b) denotes a beta distribution with parameters a and b. The process B n is also known as the Bayesian bootstrap distribution and can be defined by the linear operator B n f = n i=1 B ni f (X i ), where (B n1 , B n2 , . . . , B nn ) is a random vector following the Dirichlet distribution Dir(n; 1, 1, . . . , 1).
If P |X 1 , . . . , X n ∼ DP(α + nP n ), then P − B n TV = o Pr (n −1/2 ) a.s. [P ∞ 0 ], where Pr ≡ P ∞ × B n (see Chapter 12, Ghosal and van der Vaart [7] ). Using this fact, we show that conditional on the data, L( √ n(θ(P ) −θ n )|P ∼ DP(α + nP n )) imitates L( √ n(θ(B n )−θ n )) asymptotically, where θ(B n ) = arg min θ B n X −θ p and L(X) denotes the distribution of X. Thus we conclude that the asymptotic posterior distribution of √ n(θ(P ) −θ n ) is the same as the distribution of √ n(θ(B n ) −θ n ) conditional on the data. The estimatorθ n can be viewed as a Z-estimator, i.e. it satisfies the system of equations Ψ n (θ) = P n ψ(·, θ) = 0, where ψ(·, θ) = (ψ 1 (·, θ), . . . , ψ k (·, θ)) T is a k × 1 vector of functions from
Observe that θ 0 ≡ θ(P 0 ) satisfies the system of equations Ψ 0 (θ) = P 0 ψ(·, θ) = 0. Also defineΨ 0 = [∂Ψ 0 /∂θ] θ=θ0 and Σ 0 = P 0 ψ(X, θ 0 )ψ T (X, θ 0 ).
Bernstein-von Mises theorem for 1 -median
Theorem 3.1. Let p ≥ 2 be a fixed integer. Suppose that the following conditions hold for k ≥ 2.
C1. The true probability distribution of X ∈ R k , P 0 has a probability density that is bounded on compact subsets of R k . C2. The 1 -median of P 0 is unique.
The matrixψ x,0 looks likė
2) with y given by
and
Further if k = 2, (i) and (ii) hold for any 1 < p < ∞.
The uniqueness holds unless P 0 is completely supported on a straight line in R k , for k ≥ 2 (Section 3, Chaudhuri [5] ). Finding the asymptotic distribution of √ n(θ n − θ 0 ) can be viewed as an application of the problem of finding the asymptotic distribution of a Z-estimator centered at its true value. The asymptotic theory of the Z-estimators has been studied extensively in the literature. Huber [9] proved the asymptotic normality of Z-estimators when the parameter space is finite-dimensional. Van der Vaart [14] extended Huber's [9] theorem to the infinite-dimensional case.
Here we view θ(B n ) as a bootstrapped version of the estimatorθ n , where the bootstrap weights are drawn from a Dir(n; 1, 1, . . . , 1) distribution. In other words, θ(B n ) satisfies the system of equationsΨ n (θ) = B n ψ(·, θ) = 0. Wellner and Zhan [19] extended van der Vaart's [14] infinite-dimensional Z-estimator theorem by showing that for any exchangeable vector of nonnegative bootstrap weights, the bootstrap analog of a Z-estimator conditional on the observations is also asymptotically normal. We use Wellner and Zhan's [19] theorem to prove the asymptotic normality of θ(B n ). Wellner and Zhan's [19] theorem ensures that both √ n(θ n − θ 0 ), and √ n(θ(P ) −θ n ) given the data, converge in distribution to the same normal limit, thus proving Theorem 3.1. In the next subsection, we formally state Wellner and Zhan's [19] theorem. In Section 7, we provide a detailed verification of the conditions of Wellner and Zhan's [19] theorem in our situation.
Bootstrapping a Z-estimator
Let W n = (W n1 , W n2 , . . . , W nn ) be a set of bootstrap weights. The bootstrap empirical measure is defined asP n = n −1 n i=1 W ni δ Xi . Wellner and Zhan [19] assumed that the bootstrap weights W = {W ni , i = 1, 2, . . . , n, n = 1, 2, . . . } form a triangular array defined on a probability space (Z, E ,P ). ThusP refers to the distribution of the bootstrap weights. According to Wellner and Zhan [19], the following conditions are imposed on the bootstrap weights:
(i) The vectors W n = (W n1 , W n2 , . . . , W nn ) T are exchangeable for every n, i.e., for any permutation π = (π 1 , . . . , π n ) of {1, 2, . . . , n}, the joint distribution of π(W n ) = (W nπ1 , W nπ2 , . . . , W nπn ) T is same as that of W n . (ii) The weights W ni ≥ 0 for every n, i and
Van der Vaart and Wellner [16] noted that if Y 1 , . . . , Y n are exponential random variables with mean 1, then the weights W ni = Y i /Ȳ n , i = 1, . . . , n, satisfy conditions (i)-(v), resulting in the Bayesian bootstrap scheme with c = 1 because the left hand side in (v) is given by
To apply the bootstrap theorem, we also need to assume that the function class
has "enough measurability" for randomization with independently and identically distributed multipliers to be possible and Fubini's theorem can be used freely. We call a function class F ∈ m(P ) if F is countable, or if the empirical process G n = √ n(P n − P ) is stochastically separable, or F is image admissible Suslin (see Chapter 5, Dudly [6] for a definition of the last). Now we formally state Wellner and Zhan's [19] theorem for a sequence of consistent asymptotic bootstrap Z-estimatorsθ n of θ ∈ R k , which satisfies the system of equationŝ Ψ n (θ) =P n ψ(·, θ) = 0. Theorem 3.2 (Wellner and Zhan). Assume that the class of functions F ∈ m(P 0 ) and the following conditions hold.
1. There exists a θ 0 ≡ θ(P 0 ) such that
For any δ n → 0, the envelope functions
4. The estimatorsθ n andθ n are consistent for θ 0 , i.e., θ n − θ 0 P0 → 0 and θ n −θ n P → 0 in P 0 -probability.
The bootstrap weights satisfy conditions (i)-(v).
Then
It has already been mentioned that, for the Bayesian bootstrap weights, the value of the constant c is 1. Thus if ψ(·, θ) defined in (2.2) satisfies the conditions in Theorem 3.2, Theorem 3.1 holds.
Affine-equivariant Multivariate 1 -median
Although the sample multivariate 1 -median is equivariant under location transformation and orthogonal transformation of the data, it is not equivariant under arbitrary affine transformation of the data. Chakraborty and Chaudhuri ([2], [3] ) used a data-driven transformation-and-retransformation technique to convert the non-equivariant coordinatewise median to an affine-equivariant one. Chakraborty, Chaudhuri and Oja [4] applied the same idea to the sample spatial median.
We use the transformation-and-retransformation technique to define an affine equivariant version of the multivariate 1 -median. Suppose that we have n sample points X 1 , X 2 , . . . , X n ∈ R k , with n > k + 1. We consider the points
. . , n, are independently and identically distributed samples from a distribution that is absolutely continuous with respect to the Lebesgue measure on R k . The sample 1 -median based on the transformed observations is then given bŷ
We transform it back in terms of the original coordinate system aŝ
It can be shown thatθ (α) n is affine equivariant. Chakraborty, Chaudhuri and Oja [4] also noted that X(α) should be chosen in such a way that the matrix {X(α)} T Σ −1 X(α) is as close as possible to a matrix of the form λI k where Σ is the covariance matrix of X. The estimatorθ (α) n does not have any population analog. Chakraborty, Chaudhui and Oja [4] proved that conditional on X(α), the asymptotic distribution of the transformed-and-retransformed spatial median is normal.
Bernstein-von Mises theorem for the affine-equivariant multivariate median
Let X 1 , X 2 , . . . , X n ∈ R k be a random sample from a distribution P that is absolutely continuous with respect to the Lebesgue measure on R k . Let X(α) be the transformation matrix and Z
be the transformed observations. The sample median of X 1 , . . . , X n is denoted byθ n .
Let the distribution of Z (α) j , j / ∈ α, be denoted by P Z . We equip P Z with a DP(β) prior. The true value of P Z is denoted by P Z0 , i.e., the distribution of Z when X ∼ P 0 . Hence the Bayesian model can be described as
which implies that
Following the same arguments used in Section 2, it can be noted that since
with Pr = P ∞ Z × B n . As in Theorem 3.1, the posterior distribution of P Z can be approximated by the Bayesian bootstrap process B n . Define
Thus the transformed-and-retransformed medians are given bŷ
In the following, we denoteΨ
Theorem 4.1. Let p ≥ 2 be a fixed integer. For k ≥ 2 and a given subset
. . , n} with size k + 1, suppose that the following conditions hold.
C1. The true distribution of Z (α) , P Z0 has a density which is bounded on compact subsets of R k . C2. The 1 -median of P Z0 is unique.
The matrixψ Z,0 is given bẏ
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The uniqueness holds unless P Z0 is completely supported on a straight line in R k , for k ≥ 2, (Section 3, Chaudhuri [5] ). It can be noted that the DP(β) prior
Then the proof of the preceding theorem directly follows from
. Apart from Theorem 3.1, this theorem uses the affine equivariance of the normal family: if a random vector X ∼ N(µ, Σ),
Though we are not interested in the case of p = 1 (which reduces to coordinatewise median), this may be noted that the conclusions of both Theorem 3.1 and 4.1 hold for that case as well.
Bernstein-von Mises theorem for multivariate quantiles
Let X i , i = 1, . . . , n, be independently and identically distributed observations from a k-variate distribution P on R k and P is given the DP(α) prior. The next theorem gives the joint posterior asymptotic distribution of the centered
Firstly we introduce some notations. For each u, the sample u-quantile is viewed as a Z-estimator that satisfies the system of equations Ψ
.
The matrixψ (u)
x,0 is given bẏ
with y given by
In the above, Q 0j (u), j = 1, . . . , k denotes the jth component of the vector Q 0 (u). We also define Σ 0;
Theorem 5.1. Let p ≥ 2 be a fixed integer. Suppose that the following conditions hold for k ≥ 2.
C1. The true distribution of X, P 0 has a density that is bounded on compact subsets of R k . C2. For every u 1 , . . . , u m ∈ B (k) q , the u 1 , . . . , u m -quantiles of P 0 are unique. Then (i) the joint distribution of √ n(Q n (u 1 )−Q 0 (u 1 )), . . . , √ n(Q n (u m )−Q 0 (u m )) converges to a km-dimensional normal distribution with mean zero, and the (j, l)th block of the covariance matrix is given by {Ψ
(ii) given X 1 , . . . , X n , the posterior joint distribution of { √ n(Q P (u 1 )−Q n (u 1 )), . . . , √ n(Q P (u m ) −Q n (u m ))} converges to km-dimensional normal distribution with mean zero, and the (j, l)th block of the covariance matrix is given by {Ψ
The uniqueness of the quantiles holds unless P 0 is completely supported on a straight line on R k , (Section 3, Chaudhuri [5] ). We give the proof of the previous theorem in Section 7.
6. Simulation study and a real data application
Simulation study
In this subsection, we demonstrate frequentist coverage of Bayesian credible sets for the multivariate 1 -median. We consider sample sizes n = 100, 1000 and 10000. We generate data from multivariate normal and multivariate Laplace distributions with mean vector µ = 0 k and covariance matrix Σ = I k , with cases k = 2 and k = 3.
To choose the transformation matrix for the transformation-and-retransformation technique, we follow the method discussed in Chakraborty, Chaudhuri and Oja [4] . Recall that X(α) should be chosen in such a way that {X(α)} T Σ −1 X(α) is as close as possible to a matrix λI k . We use the usual sample variancecovariance matrix (sayΣ) as an estimate of Σ. We want to make the eigenvalues of X(α) TΣ−1 X(α) as equal as possible. For this we minimize the ratio between the arithmetic mean and the geometric mean of the eigenvalues of the positive definite matrix X(α) TΣ −1 X(α), as suggested by Chakraborty, Chaudhuri and Oja [4] .
We draw N = 2000 many samples from the posterior distributions of θ(P ) and θ (α) (P ). We adopt two procedures for constructing the credible sets. In the first procedure, we construct the credible sets using 2.5th and the 97.5th coordinatewise percentiles of the posterior samples. In the second procedure, we definē
. . , N , are the posterior samples. Then we compute (θ i −θ) S −1 (θ i −θ), i = 1, . . . , N , and let r be the 95th percentile of them. Then the ellipsoid {θ :
In the following tables, we show the sizes and coverages of the credible sets. It can be seen that as n increases, the size decreases and the coverage increases. Also it can be noted that for k = 3, the credible hyperrectangles are smaller than that for k = 2. 
Analysis of Fisher's iris data
Fisher's iris data consists of three plant species, namely, Setosa, Virginica and Versicolor and four features, namely, sepal length, sepal width, petal length and petal width measured for each sample. We compute the 95% credible ellipsoid of the 4-dimensional multivariate 1 -median with p = 2 and report its four principal axes in Table 6 .5. Also in Figures 1, 2 and 3 , we plot 6 pairs of features for each species and the credible ellipsoids for the corresponding two dimensional 1 -medians with p = 2.
Proof

Technical preliminaries
Before we proceed to the proof, we introduce some notations and definitions that we will need in the proof. For the rest of the paper, L r (Q) denotes the norm f Q,r = |f | r dQ 1/r . where the supremum has been taken over all finite discrete probability measures on with F 2 Q,2 = F 2 dQ > 0. We say that an arbitrary subset S = {x 1 , x 2 , . . . , x n } of X is shattered by C if for every subset S ⊆ S, there exists C ∈ C such that S = S ∩ C. The VC-index of the class C is the smallest n for which no set of size n is shattered by C i.e. V (C) = inf{n : max x1,...,xn ∆ n (C, x 1 , . . . , x n ) < 2 n }, (7.2) where ∆ n (C, x 1 , . . . , x n ) = #{C ∩ {x 1 , . . . , x n } : C ∈ C}. A collection of measurable sets is called a VC class of sets if its VC-index is finite.
is called a P -Glivenko-Cantelli class, where the convergence can be in probability or almost surely. By viewing the empirical process {G n f : f ∈ F} as a map into L ∞ (F), if
for a tight Borel measurable element G in L ∞ (F), then we say that F is called a P -Donsker class.
Proof of Theorem 3.1
We give the proof in two steps. In the first step, we verify the conditions of Theorem 3.2 in our situation and show that the asymptotic conditional distribution of
). In the second step (Lemma 7.1), we show that the asymptotic posterior distribution of √ n(θ(P ) −θ n ) is the same as the asymptotic conditional distribution of √ n(θ(B n ) −θ n ).
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We show that ψ(·, θ) defined in (2.2) satisfies the conditions in Theorem 3.2. Firstly, we need to show that the function class F R ∈ m(P 0 ) where F R is defined in (3.5) . To achieve this, we prove that the empirical process G n = √ n(P n − P 0 ) indexed by F R is stochastically separable. It can be noted that ψ j (x, θ), j = 1, . . . , k, are left-continuous at each x for every θ such that θ − θ 0 ≤ R. Hence there exists a null set N and a countable G ⊂ F R such that, for every ω / ∈ N and f ∈ F R , we have a sequence g m ∈ G with g m → f and G n (g m , ω) → G n (f, ω). For more details, see Chapter 2.3, van der Vaart and Wellner [16] .
Verification of Condition 1 in Theorem 3.2. By Condition C2 in Theorem 3.1, the 1 -median of P 0 exists and is unique. Hence there exists a θ 0 ≡ θ(P 0 ) ∈ R k such that (3.6) is satisfied. Also, Ψ 0 (θ) = P 0 ψ(X, θ) is differentiable from Condition C1. This follows from the fact that for a fixed θ ∈ R k and a density f bounded on compact subsets of R k , P 0 ( X − θ −1 ) is finite. This can be verified by using k-dimensional polar transformation for which the determinant of the Jacobian matrix contains (k − 1)th power of the radius vector (Chaudhuri [5] ).
Verification of Condition 2 in Theorem 3.2. From Wellner and Zhan [19], Condition 2 is satisfied if, F R in (3.5) is P 0 -Donsker for some R > 0 and max 1≤j≤k P 0 (ψ j (·, θ) − ψ j (·, θ 0 )) 2 → 0, (7.5) as θ → θ 0 . In order to prove that F R is P 0 -Donsker, we define the following two function classes: From Example 2.10.23 of van der Vaart and Wellner [16] , if F 1R and F 2R satisfy the uniform entropy condition and are suitably measurable, then F R = F 1R F 2R is P 0 -Donsker provided their envelopes F 1R and F 2R satisfy P 0 F 2 1R F 2 2R < ∞. Every f ∈ F 1R is continuous at each x, hence F 1R has a countable subset G such that for every f ∈ F 1R there exists a sequence g m (x) → f (x) for every x. Then by Example 2.3.4. of van der Vaart and Wellner [16] , F 1R is P -measurable for every P . Since every f ∈ F 2R is left-continuous at each x, same conclusion holds for F 2R as well.
A class of functions F is called a VC-major class of functions if the sets {x : f (x) > t} with f ranging over F and t over R form a VC-class of sets. By Corollary 2.6.12 of van der Vaart and Wellner [16] , if F 1R is a bounded VCmajor class of functions, then it satisfies the uniform entropy condition. It is easy to see that F 1R is bounded. We now show that F 1R is a VC-major class of sets, that is, the sets {x : f (x) > t} with f varying over F 1R and t over R form a VC class of sets. Define the collection of sets S = {S θ,t : θ − θ 0 ≤ R, t ∈ R}, where S θ,t is defined as
We need to show S is a VC-class of sets. Note that S θ,t = ∩ k j=1 S j θ,t , where S j θ,t is defined as
In view of Lemma 2.6.17 of van der Vaart and Wellner [16] , it is enough to show
is a VC-class for every j; because if every S j is a VC-class of sets, S = k j=1 S j = {∩ k j=1 S j : S j ∈ S j } is also a VC-class of sets. Hence we only show that
It is enough to show that R 1 is a VC-class, since R 1 contains S 1 . Define For i, j = 2, . . . , k, i = j, we define
Continuing this pattern, finally
Using the preceding notations, R 1 θ,c can be written as and so on. Since all the sets on the right hand side of (7.11) are in the same form, if C = {A 0;θ,c : θ ∈ R k , c ∈ R} forms a VC-class of sets, then R 1 also forms a VCclass of sets. This follows from Lemma 2.6.17 of van der Vaart and Wellner [16] , which says that if F and G are VC-classes, then F G = {F ∪G : F ∈ F, G ∈ G} also forms a VC-class. We can write A 0;θ,c as
{x : x j − θ j ≥ 0}. (7.12) Since p is a positive integer greater than 1, we can write
Note that the class of functions {g a (x) = a T φ(x) + x p 1 : a ∈ R 2p } is a finite dimensional vector space. The collection of sets
is the same as C 1 = {x : g a (x) > 0, a ∈ R 2p } and C 1 is a VC-class of sets by Lemma 2.6.15 of van der Vaart and Wellner [16] . Each of the classes {x : x j − θ j ≥ 0} for j = 1, 2, . . . , k, is a sub-collection of VC classes of sets C 2 = {x : a T x + b ≥ 0, a ∈ R k , b ∈ R}. Hence by Lemma 2.6.15 of van der Vaart and Wellner [16] , C forms a VC-class of sets.
Thus we proved that F 1R is a bounded VC major class of functions. Hence F 1R satisfies the uniform entropy condition.
For F 2R , we see that the class of functions {x → sign(θ j − x j ) : θ − θ 0 ≤ R} belongs to a finite dimensional vector space. Hence from Lemma 2.6.15 of van der Vaart and Wellner [16] , F 2R is a bounded VC major class of functions and satisfies the uniform entropy condition. Therefore F R = F 1R F 2R is P 0 -Donsker.
Next we need to prove (7.5), that is, max 1≤j≤k P 0 (ψ j (·, θ)−ψ j (·, θ 0 )) 2 → 0 as θ → θ 0 . Note that ψ j (x, θ) → ψ j (x, θ 0 ) for every x as θ → θ 0 for j ∈ {1, . . . , k}. Also (ψ j (x, θ)−ψ j (x, θ 0 )) 2 ≤ 4 for every x and every θ. Hence by the dominated convergence theorem, P 0 (ψ j (·, θ) − ψ j (·, θ 0 )) 2 → 0 as θ → θ 0 for j ∈ {1, . . . , k}. Thus (7.5) is established.
Verification of Condition 3 in Theorem 3.2. For every j ∈ {1, 2, . . . , k} and θ ∈ R k , ψ j (x, θ) is bounded by 1 and hence is square-integrable. The (i, j)th element of Σ 0 = P 0 ψ(x, θ 0 )ψ T (x, θ 0 ) is given by
The class of functions {ψ j (x, θ) : j = 1, 2, . . . , k, θ − θ 0 ≤ R} has a constant envelope 1. Hence D n (x) defined in (3.8) is equal to 2 and it satisfies (3.9).
Verification of Condition 4. First we prove θ n − θ 0 P0 → 0. Note thatθ n can be written asθ n = arg max θ P n m θ , (7.15) where m θ (x) = − x − θ p + x p . Naturally the population analog ofθ n is given by θ(P ) = arg max θ Pm θ . By Example 19.7 of van der Vaart [15] , for a class of measurable functions F = {f θ : θ ∈ Θ ⊂ R k }, if there exists a measurable function m such that
for every θ 1 , θ 2 and P 0 |m| r < ∞, then there exists a constant K, depending on Θ and k only, such that the bracketing numbers satisfy [15] , we need to restrict the parameter space to a compact subset of R k . We show that this can be avoided in our case by asserting that the parameter space can be restricted to a sufficiently large compact set with high probability. We claim that if for some 0 < < 1/4 and K > 0, P 0 on (R k , R k ) satisfying P 0 ( X p ≤ K) > 1 − for any probability measure P 0 , then θ(P 0 ) p ≤ 3K; here R k denotes the Borel sigma field on R k . Define M (P 0 , θ) = P 0 m θ = P 0 ( X −θ p − X p ). We show that for 0 < < 1/4, there exists K > 0 such that θ p ≥ 3K implies M (P 0 , θ) > 0. If X p ≤ K and θ p ≥ 3K, then
Hence as X p ≤ K ≤ θ p /3,
Now since always X − θ p − X p ≤ θ p , we can write
We assume that 0 < < 1/4 and K > 0 have been chosen so that P 0 satisfies P 0 ( X p ≤ K) > 1 − . Hence θ(P 0 ) p ≤ 3K with high probability. Also, since P n P 0 , for some 0 < < 1/4 and K > 0, P n satisfies P n ( X p ≤ K) > 1 − with high probability. Hence θ n p ≤ 3K with high probability. Similarly, we know that B n − P n P ∞ 0 ×Bn → 0 in the weak topology. Hence with high joint probability, B n satisfies B n ( X p ≤ K) > 1 − , leading to θ(B n ) p ≤ 3K with high joint probability.
Using Minkowski's inequality, we write
This expression is bounded by θ − θ for p ≥ 2, by the fact that z p+a ≤ z p for any vector z and real numbers a ≥ 0 and p ≥ 1. Hence we choose m(x) = 1 for every x and therefore P 0 |m| = 1. This ensures that N [ ] ( , M, L 1 (P 0 )) < ∞ and hence Condition (a) is satisfied. From Condition (C2) in Theorem 3.1, Condition (b) holds. Thereforeθ n → θ 0 in P 0 -probability. Now to prove the consistency of θ(B n ), which is viewed as a "bootstrap estimator", we use Corollary 3.2.3 in van der Vaart and Wellner [16] . Two conditions are needed for proving this. The first condition is sup θ |B n m θ − P 0 m θ | P0×Bn → 0. We verify this condition using the multiplier Glivenko-Cantelli theorem which is given in Corollary 3.6.16 of van der Vaart and Wellner [16] . By the representation B n = n i=1 B ni δ Xi , where (B n1 , . . . , B nn ) ∼ Dir(n; 1, . . . , 1), it follows imsart-generic ver. 2014/10/16 file: main.tex date: September 24, 2019 that B ni ≥ 0, n i=1 B ni = 1 and B ni ∼ Be(1, n − 1). Therefore, for every > 0, as n → ∞ P max 1≤i≤n |B ni | < = 0 (1 − y) n−2 B(1, n − 1) dy n = (1 − (1 − ) n−1 ) n → 1.
Thus the first condition is proved. The second condition is the same as the "wellseparatedness" condition (b) which we already verified. So, we haveθ n P0 → θ 0 and θ(B n ) P0×Bn → θ 0 . Hence by an application of the triangle inequality, θ(B n ) Bn →θ n in P 0 -probability.
Verification of Condition 5. It has already been mentioned that the Bayesian bootstrap weights satisfy the bootstrap weights (i)-(v).
Proof for arbitrary p > 1 when k = 2. This proof differs from the previous case only in two places. The main difference lies in the fact that S 1 = {S 1 θ,t : θ − θ 0 ≤ R, t ∈ R} is a VC class for any fixed p > 1, where S 1 θ,t is as defined in (7.10). For k = 2, S 1 θ,t can be written as Define C θ,c = {x : (x 1 − θ 1 ) > c(x 2 − θ 2 ), x 1 ≥ θ 1 , x 2 ≥ θ 2 }. By the same argument used in the previous proof, it is enough to show that C = {C θ,c : θ ∈ R 2 , c ∈ R} forms a VC class of sets. This follows since C θ,c can be written as
Each of the sets in the right hand side of the above expression is a sub-collection of C 2 = {x : a T x + b ≥ 0 : a ∈ R 2 , b ∈ R} which is a VC class by Lemma 2.6.15 of van der Vaart and Wellner [16] . Hence by Lemma 2.6.17 of van der Vaart and Wellner [16] , C is also a VC-class. The second difference arises in ensuring (7.17) . Following the same proof as in the previous case, by an application of Minkowski's inequality, we write
This expression is bounded by 2 (1/p)−(1/2) θ − θ for 1 < p < 2 and θ − θ for p ≥ 2.
Lemma 7.1. The asymptotic posterior distribution of √ n(θ(P ) −θ n ) is the same as the asymptotic conditional distribution of √ n(θ(B n ) −θ n ).
Proof. We know θ(B n ) satisfies Ψ (θ(B n )) = B n ψ(·, θ) = 0 and θ(P ) satisfies Ψ(θ(P )) = P ψ(·, θ) = 0. The posterior distribution of P given X 1 , . . . , X n is DP(α + nP n ). From the fact that P − B n T V = o Pr (n −1/2 ) a.s. [P ∞ 0 ], where P r = P ∞ × B n , P ψ(X, θ) − B n ψ(X, θ) ≤ ψ ∞ P − B n TV ≤ P − B n TV .
where ψ ∞ = sup x ψ(x, θ) ≤ 1.
In view of this result, given X 1 , . . . , X n , Ψ (θ(P )) − Ψ(θ(P )) = Ψ (θ(P )) = o Pr (n −1/2 ). (7.20)
Hence, for given X 1 , . . . , X n , θ(P ) makes the bootstrap scores Ψ (θ) approximately zero in probability. Therefore, given the observations X 1 , . . . , X n , θ(P ) qualifies to be a sequence of bootstrap asymptotic Z-estimators. Theorem 3.1 in Wellner and Zhan [19] (Theorem 3.2 in this paper) holds for any sequence of bootstrap asymptotic Z-estimatorsθ n that satisfies Ψ (θ n ) = o Pr (n −1/2 ). (7.21)
Since we verified all the conditions in Theorem 3.2 in our situation, in view of (7.20), the asymptotic posterior distribution of √ n(θ(P ) −θ n ) is same as the asymptotic conditional distribution of √ n(θ(B n ) −θ n ).
Proof of Theorem 5.1
We use the same technique of approximating the posterior distribution of P by a Bayesian bootstrap distribution. We viewQ n (u 1 ), . . . ,Q n (u m ) as a Z-estimator satisfying the system of equations P n ψ(·, Q) = 0, where ψ(·, Q) = {ψ lj (·, Q lj ) : l = 1, . . . , m, j = 1, . . . , k} is given by
We define Q Bn (u 1 ), . . . , Q Bn (u m ) as the corresponding "Bayesian bootstrapped" versions of the Z-estimatorsQ n (u 1 ), . . . ,Q n (u m ). We use Theorem 3.1 of Wellner and Zhan [19] (Theorem 3.2 in this paper) and conclude Theorem 5.1. The proof is exactly same as that of Theorem 3.1. and hence is omitted. 
