Abstract: I use energy cost share to characterize the role of energy in the economy. Specifically, I use an estimate of monetary expenditures for primary energy on an annualized basis for forty-four countries from 1978 to 2010 for natural gas, coal, petroleum, and electricity. I show that global energy cost share is significantly correlated to a one-year lag in the change in gross domestic product as well as measures of total factor productivity. Given the historical reduction in the relative cost of energy (including food and fodder for animate power) since the start of the Industrial Revolution, combined with a global energy cost share estimate, I conclude that the turn of the 21st Century represents the time period with the cheapest energy in the history of human civilization (to date). This potential historical nadir for energy expenditures around 2000 has important ramifications for strategies to solve future social, economic, and environmental problems such as reducing annual emissions of greenhouse gases (GHGs). Rapidly decreasing annual GHG emissions while internalizing their costs into the economy might feedback to increase energy expenditures to such a degree as to prevent economic growth during that transition.
Introduction
This manuscript is Part 3 of three papers comparing net energy and economic metrics. Each manuscript has similar background and motivation sections. Part 1 includes a fuller Background and Motivation before analyzing how net energy and power metrics translate to individual energy commodity (and technology) costs and prices, respectively [1] . Part 2 analyzes how net energy metrics translate to total expenditures on energy [2] . Part 3 places the calculations of expenditures on energy in historical, current, and future contexts.
economy. The historical context shows that 10-15 years ago is likely the time of cheapest energy to date. Section 4.2 discusses the results in the context of internalizing CO 2 emissions from fossil fuels implying that adherence to rapid emissions reductions targets might necessitate a quantity of energy-related expenditures historically associated with global recession. Finally, Section 5 concludes the paper.
Summary of Econometric Perspectives
Much of the research on energy-economic interactions is performed using econometric regression techniques. These techniques provide insight by relating historical energy costs to economic growth. For example, Hamilton indicates that short term increases in oil prices tend to precede US recessions [4, 21] . Kilian stresses the importance of understanding oil prices in the context of broader macroeconomic fundamentals (e.g., aggregate demand for commodities due to global growth) in describing the global oil price rise from 2003 to 2008 primarily as a function of unexpected increasing demand (relative to supply) in emerging Asian economies (e.g., in China) [42] . Kopits [43] indicates there seems to be a carrying capacity, a threshold quantity of expenditures on oil relative to GDP, above which the US economy tends to be in recession. Bashmakov [44] explains that there is a critical threshold value (approximately 11% for OECD consumer expenditures on energy) that creates an increasingly negative impact on growth.
Kalimeris et al. [45] performed a meta-analysis of econometric studies that investigated the direction of causality between energy and GDP (e.g., does causality point from energy to GDP, GDP to energy, neither direction, or both directions). They conclude that their "... meta-analysis results (of 158 studies) neither support the existence of a fundamental 'macro' direction ..." nor the lack of causality between energy consumption and GDP. Much of this lack of unanimity can be attributed to the lack of any biophysical (e.g., laws of physics) framework. However, the subset of the Kalimeris et al. [45] studies that do support causality from energy to GDP account for energy quality in some way. These metrics of energy quality in one way or another account for "energy plus technology" rather than simply gross primary energy consumption. This quality factor is often one based upon relative prices of resources (e.g., the price per MJ is higher for oil than coal) [46] , thermodynamic characterizations such as fuel exergy, technology conversion efficiency, and "useful work" delivered [5, 6, 10, 18] , or embodied energy concepts such as emergy [47, 48] . The work of Ayres is particularly enlightening to show that energy, expressed as useful work (e.g., light, mechanical motion, heat, etc.), is indeed an important time-varying factor of production to include along with labor and capital. For example, Ayres and Voudouris [5] includes useful work to more accurately model the GDP of Japan, United States, and United Kingdom from 1900-2000. Some econometric studies investigating causal links of energy on GDP indicate that using longer time series and/or accounting for energy "quality" (either as an energy return ratio, energy cost share, or weighted by price) implies causality from energy to GDP [7, 20, 46, [49] [50] [51] , particularly during periods with increasing use of fossil fuels.
The econometric literature shows that it is valuable for econometric studies to have time series of prices and energy cost shares, or expenditures on energy as a fraction of income, GDP, or personal consumption expenditures [4, 7, 19, 20, 46] . This is because energy cost share serves to illuminate how low-cost energy relates, usually positively, to economic growth. As I discuss, energy cost shares for preindustrial economies were much higher than for industrial and post-industrial economies. Thus, the calculations of this paper have value in that they add new information on top of these energy-economic analyses by placing energy cost share of the contemporary economy in the context of a preindustrial economy and net energy of energy resources and technology.
Methods and Data

Correlation Analysis
I conduct a very simple but insightful correlation of expenditures on energy as a fraction of GDP, f e,GDP , to the annual change in GDP and total factor productivity (TFP) by country and 44-country aggregate. Data for f e,GDP come from Part 2 of this paper series [2] . For estimates of annual changes in TFP I use data from the Total Economy Database TM (TED) TFP for available countries from The Conference Board Total Economy Database TM [52] , from 1990 to 2010 and OECD Multi-Factor Productivity (MFP) [53] from 1985 to 2010.
I recognize this is not a full econometric analysis, and that is left for future work.
England and United Kingdom Data
I use Roger Fouquet's collection of historical data on England and United Kingdom energy prices and primary energy supply to estimate expenditures on primary energy [54] [55] [56] [57] . The GDP data come from [58] for 1300-1700, and for post-1700 data are from Mitchell [59] and the UK Office of National Statistics. These data, provided via Fouquet, enabled calculation of the historical energy cost share data presented in Section 3.2.
United States Data
I use data from Table 2 .3.5 of the United States Bureau of Economic Analysis (BEA) to show an estimate of personal food and energy expenditures as a fraction of US GDP [60] . The BEA describes the nominal personal consumption expenditures for "energy goods and services" as those that "Consists of gasoline and other energy goods and of electricity and gas." For food and food services expenditures I add the two BEA line items of "Food and beverages purchased for off-premises consumption" and "Food services and accommodations". Nominal GDP data are from the St. Louis Federal Reserve data code (time series) A191RC1.
I also use data from the BEA summary input-output tables to estimate intermediate purchases by food and natural resource extraction sectors (e.g., not personal consumption as a component of GDP). This calculation provides a more consistent comparison to the calculation of country and world f e,GDP with both [2] and the data from Fouquet for England and the UK I define food and energy sectors as the following. Standard Industrial Classification summary sectors = Iron and ferroalloy ores mining; nonferrous metal ores mining; coal mining; crude petroleum and natural gas; stone and clay mining and quarrying; chemical and fertilizer mineral mining; petroleum refining and related industries; private electric, gas, water, and sanitation services; livestock and livestock products; other agricultural products; forestry and fishery products; agricultural, forestry, and fishery services; and food and kindred products; tobacco manufacturers. North American Industry Classification System summary sector codes = oil and gas extraction; mining, except oil and gas; support activities for mining; utilities; petroleum and coal products; farms; forestry, fishing, and related activities, food and beverage and tobacco products; and food and beverage stores; food services and drinking places.
CO 2 Emissions from Energy Consumption
I estimate a monetary penalty for carbon dioxide, CO 2 , emissions due to fossil fuel combustion. The emissions data for each of the 44 countries analyzed in this manuscript come from the IEA website [62] . This provides a consistent set of input data since the calculation of expenditures on energy, f e,GDP , for these 44 countries originates from the IEA data set [2] .
Results
The major results are as follows, with more detail in the rest of this section:
• Global expenditures on energy expressed as a fraction of GDP is significantly correlated with the one-year lag of the annual changes in both GDP and total factor productivity, but not with zero-year lag.
• The one-year lag correlation is statistically significant only when including expenditures for oil and when considering oil expenditures only.
Correlation of f e,GDP to GDP and Total Factor Productivity
Here I present the results for the simple but insightful correlation of f e,GDP to annual change in both GDP (∆GDP) and TFP (∆TFP) by country and 44 country aggregate. I do this for two calculations of expenditures on energy. The "Actual Data" calculation is based upon using data in the IEA data without replacing missing energy price data, and the "Estimated" calculation is when substituting non-zero values for missing price data (see King et al. [2] ).
There are no significant correlations of Estimated f e,GDP to annual change in either ∆GDP or ∆TFP with a 0-year lag. Applying a 1-year lag, however, to ∆GDP (Table 1) and ∆TFP (Table 2) does produce interesting correlations. The correlation is weaker for lags greater than one year, and I do not show these results. The countries with statistically significant (p-value < 0.05) negative linear Pearson correlations between 1-year lagged annual change in either GDP or TFP with Estimated f e,GDP are:
• for 1-year lagged ∆GDP: United Kingdom, Spain, The Netherlands, Sweden, Greece, Nigeria, and Portugal (see Table 1 ).
• for 1-year lagged ∆TFP from TED: United States, Russia, Canada, France, Sweden, and Greece (see Table 2 ).
• for 1-year lagged ∆MFP from OECD: The Netherlands, Canada, France, Sweden, and South Korea (see Table 2 ).
Aucott and Hall [61] performed a similar calculation as in Table 1 for the US from 1950 to 2013. They found a significant negative correlation between f e,GDP and both ∆GDP and 1-year lagged ∆GDP (but slightly higher for a 0-year lag), whereas my US negative correlation is not statistically significant at 0-year lag. Three of the four listed PIIGS countries (Portugal, Greece, and Spain) have significant negative correlation of f e,GDP to lagged ∆GDP, and those three countries have had substantial economic difficulty since the start of the Great Recession in late 2007.
One outlier from the correlations is Qatar. Qatar, a major natural gas exporter, has a statistically significant positive correlation (r = 0.36) of f e,GDP with 1-year lagged GDP growth. A more thorough analysis is needed to determine the causation of the Qatari correlation, but one hypothesis is that recessions related to high oil expenditures translate to higher natural gas consumption and/or natural gas prices linked to rising oil prices that inherently drive up Qatari GDP.
I also examined correlations of f e,GDP to ∆GDP and ∆TFP for the 44 country "worldwide" aggregate defined by only those countries for which GDP and TFP data exist. The "worldwide" correlation of Estimated f e,GDP with 1-year lagged ∆GDP has a correlation coefficient of approximately r = −0.45 and p-value = 0.01 (see Table 1 ) and for no lag, r = −0.26 and p-value = 0.14 (not significant). For the same 1-year lagged correlation to ∆TFP (TED) and ∆MFP (OECD), the correlation coefficients are r = −0.49 and r = −0.51 with p-values 0.029 and 0.009, respectively (Table 2) . Thus, the correlation of world f e,GDP to 1-year lag of annual changes in both GDP and TFP change is statistically significant but not to annual change of GDP or TFP in the same year.
I also investigated correlating oil expenditures only. The Estimated only oil f e,GDP (including net imports of refined oil) is significantly negatively correlated with 1-year lagged ∆GDP change for eight countries as well as for the world aggregate (see Table 3 ). The correlation of 1-year lagged ∆TFP to only oil f e,GDP is statistically significant for 12 countries (either TED or OECD estimates) as opposed to eight when correlating to all energy ( Table 4 ). The negative correlation of "worldwide" 1-year lagged ∆TFP to oil only f e,GDP is also statistically significant with approximately the same correlation coefficient (r = −0.52 OECD; r = −0.48 TED) as for Estimated total world expenditures on energy.
The correlations of 1-year lagged ∆TFP with Estimated f e,GDP considering all expenditures on energy except for oil reveal only five countries with statistically significant negative correlations (USA, Greece, Nigeria, and Poland using the TED TFP as well as South Korea using the OECD MFP) (see Table 5 ). The "worldwide" ∆TFP negative correlations with f e,GDP for non-oil expenditures are not statistically significant when considering either OECD MFP data or TED TFP data. The higher correlation of f e,GDP to economic growth factors when including oil agrees with the widely-held finding that oil is the most economically important energy commodity (see Figure 3 and [2] , indicating that oil expenditures are dominant). Table 3 . The correlation of the ratio of GDP for oil only energy expenditures, both Actual Data expenditures using available data and Estimated expenditures when substituting missing price data, to the 1-year lagged annual change in GDP shows less negative correlation to individual countries and the world overall than to the ratio of all energy expenditures to GDP (see Table 1 ). * = p value < 0.05; ** = p value < 0.01. The countries in this Table 4 . The correlation between 1-year lagged change in total factor productivity (measured as logarithmic differences) and f e,GDP on oil only for both the TED TFP and OECD MFP calculations. The negative correlation is statistically significant for several countries and the world overall. Results using Estimated f e,GDP should be viewed as more representative because some Actual data f e,GDP have missing data. * = p value < 0.05; ** = p value < 0.01. Table 5 . The correlation between 1-year lagged change in total factor productivity (measured as logarithmic differences) and f e,GDP on all energy except oil for both the TED TFP and OECD MFP calculations. The negative correlation is statistically signficant for a few countries but not the world overall. Results using Estimated f e,GDP should be viewed as more representative because some Actual data f e,GDP have missing data.* = p value < 0.05; ** = p value < 0.01. 
England and the United Kingdom
From 1300 to 1800 the pre-industrial English economy typically spent between 30% and 40% equivalent of its GDP for energy, f e,GDP , as input for providing energy services (see Figure 1) [56, 57] . The two time periods (early 1300s and early 1600s) with f e,GDP > 40% correspond to times of high population pressure relative to native food supply [17] . From 1300 to 1800, the economy grew at a slow rate of <1%/year for both real GDP/year and real GDP/person/yr [39, 54, 57] . England (and the UK) f e,GDP did not fall below 25% until the 1830s. The percentage of the England/UK energy supply derived from biomass energy (e.g., food for labor, fodder for animals, and wood) was >70% before 1600 and dropped steadily to 13% by 1830 [55] . During this time the absolute energy consumed via biomass increased, but coal consumption increased at a much more rapid rate, thus taking over the majority of the primary energy mix. After the 1830s f e,GDP dropped quickly for 90 years through World War I, below 10%, as the benefits accumulated from investments associated with the Industrial Revolution and fossil fuel consumption. Figure 1 . The plot represents f e,GDP for purchasing energy for services of industrial power, industrial heating, domestic heating, freight transport, passenger transport, and lighting. England and UK data come from Roger Fouquet [57] . IEA estimated f e,GDP come from King et al. [2] .
Preindustrial England was severely power-limited because of reliance on biomass-fueled animate power to work the land in producing solar-powered stocks of food and fodder (see [55] for historical England and UK energy mix data). The percent of England/UK GDP spent on energy, f e,GDP , shows that the industrial (fossil fuel) era is distinct in having less than 15% of GDP allocated to purchase energy. In Figure 1 
The United States
In the United States, the post World War II era is characterized by a continuous decline in relative food costs until 2006, and a decline in "food + energy" costs from 1945 until 2002. Relative to GDP, US food and energy costs combined were never cheaper than 2002. This trend holds whether considering consumer expenditures on food and energy relative to GDP (lines in Figure 2 ) or intermediate spending by the food, energy, and resource sectors (circles in Figure 2 ), both of which were near 13% in 2012. 
Discussion
My relatively simple correlation analysis of the aggregated world expenditures on energy confirms that the relative cost of energy is an important factor in explaining TFP, and thus GDP growth. Further, these results suggest, but do not prove, a causal effect of monetary energy expenditures on economic growth and TFP (see Tables 1,2 ), but that conclusion needs further investigation via a full econometric analysis and other methods. The country-specific significant correlations of f e,GDP to 1-year lagged ∆GDP and ∆TFP are limited to seven and eight countries, respectively, that are primarily OECD countries. Further, because the 44-country aggregate f e,GDP , ∆GDP, and ∆TFP are weighted by GDP, countries such as the United States affect it more than countries with smaller GDP. Interestingly, despite this weighting, the United States, with the largest GDP, did not have a significant negative correlation of f e,GDP to 1-year lagged ∆GDP, while the 44-country aggregate did have a significant correlation. Thus, in order to have a significant energy-economic relationship at the global scale it is not necessary to have significant relationships within a majority of the countries.
The IEA data are more complete for OECD countries, and thus, for these reasons mentioned in the previous paragraph, the results in this paper are largely reflective of developed countries. Future work can make increased use of the data sets and incorporate more variables to relate f e,GDP to other factors (e.g., labor, capital) considered to model GDP and energy relationships in previous studies, particularly those of those of Ayres, Voudouris, Kümmel, and Stern [5, 6, 8, 10, 18, 49, 51] . For example, Ayres and Voudouris [5] show that for the US, the UK, and Japan, production functions including capital, labor, and "useful energy" are more accurate than those assuming only inputs of capital and labor. Voudouris et al. [6] analyze 15 EU countries (13 of which are in my data IEA data set) using the method of Ayres and Voudouris [5] . Interestingly, the average marginal product (e.g., contribution to economic growth) of "useful energy" is near zero for Ireland, the Netherlands, Portugal, and Spain; and the latter three (Ireland is not in my data set) have significant correlations of f e,GDP to 1-year lagged ∆GDP. While I analyze more countries as well as a world aggregate, albeit in a more limited manner, I come to the same basic conclusion as the studies referenced in this paragraph: energy metrics and concepts describe a significant portion of macroeconomic growth and total factor productivity. Thus, it is crucial to include energy-related metrics to properly define what we mean when using the word technology to describe economic growth (e.g., technology for converting fuels into mechanical power and useful work versus technology for other purposes such as information).
Historical Context of Expenditures on Energy
The time series of the United Kingdom, Sweden, and the United States help to place the calculation of the more recent 44-country aggregate f e,GDP in long-term historical context. The United Kingdom (UK) was the first industrialized nation to make considerable use of fossil fuels (coal) to power industrial machinery (see Figure 1 ) and substitute for animate power. It is reasonable to assume that in the 1800s no country spent less on energy, relative to GDP. Thus, data on England and the UK provide insight into how expenditures on energy correlate with the transition to fossil fuels with high ERRs. For comparison, Kander also shows that Sweden's energy cost share of the economy (including food and fodder for animate power) consistently declined from 90% in the early 1800s to less than 20% after 1925 as Sweden shifted from biomass to coal [7, 20] . Data from the US Bureau of Economic Analysis also show that US "food + energy" expenditures as a fraction of GDP declined from the 1930s until 2002, primarily driven by technology that enabled cheaper food (see Figure 2) .
Considering the calculated f e,GDP in King et al. [2] who use IEA data along with existing time series on energy cost shares and spending for England and the UK, Sweden, and the United States, I conclude that the turn of the 21st Century is, thus far, likely the time of cheapest energy in history. I can make this conclusion because the countries not included in the 44-country aggregate amount to only 5%-7% of world GDP. Thus, even if one assumed the rest of the world were to have rapidly decreased energy expenditures to zero between 1998 and 2002, the newly-estimated f e,GDP would still be at its low point around the year 2000.
My conclusion is based on historical data and does not predetermine that the global f e,GDP will never be lower in the future. Supplemental Figure S4 calculates f e,GDP to 2014 using data from the BP Statistical Review and indicates that f e,GDP was greater than 6% for 2010-2014. At the time of this writing, f e,GDP for the year 2015 will likely be significantly less than from 2006 to 2014. However, it is safe to say that f e,GDP will never be zero, as this necessitates free energy (and food) and/or infinite GDP. Thus, one can pose the questions: What future scenarios can decrease f e,GDP below 1998-2002 levels? What are the implications of no longer decreasing, but perhaps at best only maintaining, the global cost share of energy (and food) that has been so characteristic of transitioning to a modern economy?
Relevance for Internalizing CO 2 Emissions
While the previous discussion is retrospective, here I consider the future possibility of internalizing CO 2 emissions into expenditures on energy (see Figure 3) . In this section I describe the following rationale. The longer the world waits to reduce annual GHG emissions, the faster the required rate of reductions to stay below a total carbon budget. The faster the reduction in emissions, the higher the rate of investment required to convert to the low-carbon energy system. The larger the investment in the energy system, the more resources are allocated to it, and the higher the f e,GDP (assuming the energy sector does not go significantly into debt). Consequently, the higher the f e,GDP , the higher the probability of (at least short term) economic recession during the transition. The data for annual CO 2 emissions from fossil energy (oil, natural gas, and coal) are from the IEA website [62] Bottom: The CO 2 cost that would cause expenditures for both energy and CO 2 combined to equal a constant fraction of GDP each year.
Climate models estimate global temperature rises associated with atmospheric GHG concentrations that are a function of cumulative, not annual emissions. This means that a targeted upper bound for future temperature rise relates to an assumed carbon budget for net emissions accumulated over time [63] . Global carbon budget estimates indicate that humans have emitted (since 1870) approximately two-thirds of a global carbon budget to provide a 66% chance of staying below a 2 • C increase relative to preindustrial temperatures [64] . This leaves approximately 1200 GtCO 2 equivalent remaining, or 30 years of current emissions starting from 2015. Emitting more carbon thus lowers the odds that the global temperature rise will stay below 2 • C.
The Energy Trap
Because the majority of global primary energy still comes from fossil fuels and approximately 57 t CO 2 are emitted per TJ of primary energy [62, 65] , a rapid reduction in emissions rates translates to a rapid reduction in fossil energy consumption rates and/or substantial investment in CO 2 capture and storage systems. Further, it takes energy to manufacture and install renewable energy and low-carbon energy systems. The lower the energy return ratio of low-carbon technologies and the faster the low-carbon/renewable energy transition, the higher the increase in short-term energy consumption, CO 2 emissions, and costs that are associated with that transition [66, 67] .
Equations (1)- (3) demonstrate why lower net energy systems make an energy transition more difficult [67] . In these equations, NEER is net external energy ratio equal to energy return on energy invested (EROI) (see King et al. [1] for terminology details), and α is the expansion growth rate of a technology assuming some of the net energy from the energy technology is used to build and install more of that technology. EPBT is the energy payback time, or the time required for the energy technology to generate a quantity of energy equal to the energy required to install the technology (assuming no decomissioning). The other symbols, taken from Kessides and Wade [67] describing power plants, are as follows: E cap is the energy required for capital manufacturing and installation, P np is nameplate power capacity, φ is capacity factor, h is the fraction of gross energy production needed to operate and maintain the technology, T is the lifetime of the technology,t is the construction time to install the technology, and β is the chosen fraction of produced energy that is used to construct new power plants. β is an economic decision variable, and if β = 1 then all energy from the technology is used to build more of itself.
expansion growth rate = α = −(
Imagine a current energy system that is retiring one unit of capacity per year, and that we are used to replacing it with a technology P np We consider now replacing the annual retirement with an energy technology that has half the capacity factor, half the lifetime, and requires twice as much energy, E cap , to install the same capacity, P np , as the usual incumbent technology. The new system has NEER = EROI = 19, approximately equal to the incumbent, but to have the same expansion rate, α, it must take onlyt = 0.8 years to install. Further, in order to produce the same amount of gross power (=P np φ), we must install twice as many of the new systems each year. Therefore, twice as many new systems at twice the energy to install is four times more energy for installing energy technologies to replace the retiring system. In addition, during installation, there are fewer units of net energy for the energy system to deliver as output to the rest of the economy. Subsequently, energy prices would rise and demand would fall to meet the diminished net supply. This concept has been termed the "energy trap", as noted by Sgouridis [68].
This energy trap scenario is what can happen during a renewable and/or low-carbon transition 1 [68]. The CO 2 emissions associated with a low-carbon transition can act against meeting the annual carbon emissins constraint early in the transition [66] . Some researchers and proponents 1 "For several decades prior to the net energy peak, energy availability is increasing and slowly plateauing creating an institutionalized expectation that it will continue to behave this way. The pace of market-driven ER [renewable energy] investment is accelerating but it proves insufficient to compensate for the reduction following the fossil fuel (actual or climate-constrained) peak. With insufficient renewables built before peaking, the only option for maintaining energy availability post-peak is to raise the investment ratio -an action that further reduces the net available energy at the time of such investment. In practice, raising the investment ratio after the fact is may be too costly as it effectively increases the perceived energy costs for the entire economy to socially unacceptable levels. A more likely result is a reinforcing cycle of demand destruction (due to high energy costs) and a drop in actual energy investment since, in a situation of dwindling resources, satisfying immediate needs becomes a priority thus diminishing the ability and willingness to invest in renewable resource infrastructure construction. This is the energy trap: the non-renewable resources are allowed to deplete without commensurate investment in renewable resources locking in a lower energy availability state . . . " believe we can perform a 30-50 year transition to near 100% use of modern renewable energy without negative impact to economic growth [69, 70] , but this is simply unknown. It is one thing to know renewable energy systems (e.g., wind and PV solar), powered by primary energy flows, are economic at the margin in today's fossil-dominated economy. It is yet another to model their future complete substitution for stocks of fossil fuels that require minimal investment for storage (e.g., a pile or coal or tank of gasoline). Photovoltaics as a global industry have only recently become net producers of energy during the initial production ramp up [31] . Thus, at this point it is too much of an extrapolation to assume that renewables plus storage (electrochemically, thermally, and as gaseous or liquid fuels such as hydrogen and biofuels) can enable current consumption levels of the developed countries [71, 72] .
Internalizing CO 2 Emissions into f e,GDP
Here I contemplate the implications of internalizing CO 2 emissions from fossil energy consumption. Data for CO 2 emissions for each country come from the IEA (see Supplemental Information for more detail). Internalizing CO 2 emissions effectively decreases technology-specific and system-wide power return ratios (PRRs) and energy return ratios (ERRs) due to an emissions penalty (e.g., tax or price) and/or the increased capital and operating investments to reduce CO 2 per a given amount of delivered energy. Investments in energy efficiency, for example, can counteract this increase in cost, and efficiency investments become increasingly attractive as energy expenditures increase. Figure 3 The internalization of a CO 2 tax can be viewed from the standpoint of a threshold f e,GDP above which the economic growth is severely limited or not possible for the incumbent economic structure. We might not know a precise economically critical f e,GDP value, that changes over time as the economy undergoes structural changes, but this value certainly exists for a particular economy in its time [14, 74] . Just by observing the few data for the modern post-World War II economy, a threshold f e,GDP likely resides near 8% (between 6% and 10%) for developed economies. The two post-World War II major worldwide recessions have corresponded with f e,GDP > 8%, and there is no post-World War II experience of f e,GDP > 10% for any extended period of time. Bashmakov [44] explains that this critical threshold value (approximately 11% for OECD consumer expenditures on energy, not primary energy as in this paper) creates an asymmetric impact on growth. The further f e,GDP increases above the threshold value, the more the effect starts to dominate the economy and become a binding constraint [44] .
Assuming a constant critical value of f e,GDP that includes a full internalization of CO 2 from fossil energy consumption, I can calculate the CO 2 cost associated with this fraction, f e+CO 2 ,GDP . The bottom graphic of Figure 3 shows the required CO 2 emissions penalty in order for f e+CO 2 ,GDP to equal 6%, 8%, 10%, and 12% of the 44 country aggregate GDP.
If energy plus CO 2 expenditures were to rise toward a growth-limiting f e,GDP , then a market price of CO 2 would decrease via feedback to prevent "energy + CO 2 " expenditures from breaching a critical f e+CO 2 ,GDP that induces recession (see Figure 3) . This feedback has been witnessed via the European Trading System (ETS) carbon price. In 2008 the European economy went into recession and has since had low growth. During the same time period the ETS carbon price dropped over 50% and remains below 10 e/tCO 2 at time of writing.
In a pre-2008 world, European Union officials assumed that the economy would always grow such that the carbon price would rise to induce new low-carbon investments. An alternative scenario has emerged in which the opposite has happened: a no/low-growth economy has induced a low carbon price. Many have modeled and many hope, but the world has not yet proven, that an industrialized world economy can grow and decrease the rate of greenhouse gas (GHG) emissions (or fossil primary energy consumption) in the long run.
Summary of Relevance for Internalizing CO 2 Emissions
The world is finite, and developed economies already have several near to medium-term structural headwinds to economic growth (e.g., population demographics, inequality, debt accumulation) that are occurring independent from a changing climate. As described by systems approaches, these headwinds are expected to eventually occur on a finite planet [40, 41] . As mentioned by Gordon [39] regarding the US, " . . . the consequences of environmental regulations and taxes that will make growth harder to achieve than a century ago . . . ", and thus reducing GHG emissions adds another headwind. The Stern Report (Part III, p. 204) notes that historical reductions in greenhouse gas emissions rates greater than 1%/year are associated with 'economic recession or upheaval' [63, 73] . Anderson and Bows state that reducing emissions by >3%-4%/year is largely seen as incompatible with economic growth [63] . Further, in one study that relates economic growth to increased use of renewables (one set of mitigation options), Chang et al. [75] analyze OECD countries from 1997-2006. They find that countries with annual GDP growth of >4.13% in one year tend to install more renewable energy in the following year whereas lower growth countries are less willing to spend on renewables. This type of insight could partially explain climate treaty success and failure. The Kyoto Protocol was successfully signed in 1997 at the third Conference of Parties (one year after f e,GDP = 4.0%) whereas there was no comprehensive treaty signed at COP 15 (Copenhagen 2009) one year after f e,GDP = 8.1%. The timing of these meetings relative to energy expenditures is merely coincidence, but perhaps the results are not.
However, sometimes a shift to cheaper fuels happened to coincide with that fuel having lower CO 2 emissions (e.g., UK "Dash for Gas" in 1990s [73] ), but rarely did total country emissions decrease. One exception is the US post-2008 due to increased activity in horizontal drilling and hydraulic fracturing for hydrocarbons. This drilling activity produced a large quantity of natural gas that has displaced some coal purchased for electricity. This coal displacement coincided with a decrease in total US energy-related CO 2 emissions (assuming no fugitive emissions from NG production) from 2007 to 2012 as well as a major economic downturn. However, the increased natural gas production was primarily driven by technological, financial, and other economic factors unrelated to policy goals for reducing GHG emissions. Further, globalization significantly disconnects the location of energy consumption (and GHG emissions) from that of consumption of goods and services [12] . Thus, unless a country halts international trade of all goods and services, it is difficult to claim all absolute GHG reductions from energy from within the country's borders.
Suffice it to say, predicting long-term economic growth, with or without GHG mitigation, is difficult to impossible. Most studies promoting renewable energy and/or the reduction of GHG emissions project economic growth and rapid GHG emissions reductions can happen simultaneously and into the future as far as they simulate [76] . Here I use information from the Intergovernmental Panel on Climate Change (IPCC) Fifth Assessment Report (AR5) as an example. The IPCC AR5 summarizes that GHG emissions reductions ≥3%/year are needed by 2030 and can accompany economic growth [77] . The IPCC is informed by many models running baseline scenarios (those without additional mitigation efforts) from Integrated Assessment Models (IAMs) and other analyses. These baseline scenarios used by the IPCC indicate consumption grows anywhere from 300% to more than 900% between 2010 and 2100. When simulating idealized mitigation conditions, the IPCC estimates ". . . that reaching about 450 ppm CO 2 eq by 2100 would entail global consumption losses of. . . 3% to 11% in 2100" [78] or GDP losses of typically less than 10% in 2100.
Thus, most simulations show mitigation costs as trivial compared to gains in economic growth, and within the noise of the accuracy of the models. No matter what the investment in the energy system or the level of climate damages, the models simulate that economy will always grow. Stern [79] and Pindyck [80] point out how much IAMs are likely to underestimate damages and overestimate economic growth. One major reason is that IAMs often incorporate an exogenous assumption of constant annual rate of increase in total factor productivity (TFP) that is independent of energy-related factors (see Figure A .II.1 of [81] ). Thus, the normal IAM assumption is inadequate because it presents the case to policy makers that even dramatic increases in energy investment for a renewable energy transition and/or climate change mitigation don't affect TFP and hence economic growth [79, 80] .
In addition, as pointed out by Loftus et al. [76] , many low-carbon scenarios assume an annual decrease in energy intensity, = TPES/GDP, that is either faster than historical trends (∼ −0.8%/year from 1970-2010 [77] ) or is sustained at decline rates of −1.5%/year to −2%/year that have only been temporarily achieved since 1970 (e.g., in the early 1980s and late 1990s/early 2000s). The mean (or "default") of the baseline scenarios as used by the IPCC AR5 assume global energy intensity changes of approximately −1.0%/year to −1.7%/year (e.g., Figure 6 .17 Chapter 6-Assessing Transformation Pathways [78] ).
If TFP and declines in energy intensity are overestimated, the subsequent calculations of the social cost of carbon (SCC) will be understated. Stern [79] notes that this effectively leads one to conclude that high concentration levels (e.g., 650 ppm CO 2 eq) are acceptable. However, as previously discussed, results in this paper and other research show that energy resource and technology characteristics (e.g., conversion efficiency) can partially or largely describe TFP via impact on energy cost share [8, 10, 18] . TFP is negatively affected by higher f e,GDP that is itself a factor of the energy technologies and the rate of low-carbon energy transformation that IAMs are meant to simulate. Hence, if we invest in energy systems with worse biophysical and economic qualities (e.g., lower net energy, higher cost) and at a higher rate, we should expect lower TFP and hence lower economic growth. In addition to optimistic assumptions about TFP (even if assumed lower than historical values) and energy intensity, both Stern [79] and Pindyck [80] indicate that climate models grossly underestimate climate damages at high atmospheric concentration levels. Thus, those authors would argue that estimates for the social cost of carbon (SCC) are also too small.
Here I show an example calculation indicating that the future annual emissions cost ranges from the IPCC translate to 1%-2% of GDP-enough to potentially increase f e+CO 2 ,GDP from 6%-7% to above 8%, or from a condition associated with growth to one associated with recession. The IPCC reports that global carbon prices for a target 430-530 ppm CO 2 eq would be near 1500 $2010/tCO 2 (150-6000 $2010/tCO 2 ) in 2100 ( Figure 6 .21 [78] ). The median net present value (NPV) of the price of CO 2 from these simulations is approximately 36 $2010/tCO 2 (20 to 55 $2010/tCO 2 at 25%-75% range, Figure 6 .21 [78] ). Applying this median NPV price of carbon (=33 $2005/tCO 2 ) to the 2010 emissions of the 44-country IEA data set (as in Figure 3 ) translates to 940 $2005 billion (=1.8% of GDP), or f e+CO 2 ,GDP = 6.9% + 1.8% = 8.7%. Thus, the range of CO 2 price translates to 1%-2% of GDP. If f e,GDP is already greater than 6%-7% of GDP (as it was in 1978-1985, 2008, 2010 , and likely also during 2011-2014, see Supplemental Figure S4 ) then f e+CO 2 ,GDP at these CO 2 prices will be 7%-9% of GDP, at a possible threshold above which there has historically been recession.
Climate policy might have no choice but to accept decreasing rates of GHG emissions along with a declining economy. The reasoning of this previous sentence is not based upon the uniqueness of investing in climate change mitigation. Rather, the reasoning derives from the mathematical premise of Pareto optimality [82] . If one has optimized one objective (e.g., economic growth) without harming a second objective (e.g., GHG emissions), and also optimized the second objective without harming the first, it is then mathematically impossible to simultaneously further optimize one objective without hurting the other. Thus, it is possible that the world economy can reach a time where there is a necessary tradeoff between maximizing economic growth and minimizing GHG emissions (or any number of other socio-economic objectives). With respect to a tradeoff of economy and GHG, I do not claim that the world economy is currently at a point of Pareto optimality, that the world will ever will be at such a point, or that we will ever know if we reside at such optimality. I only state that this tradeoff of economic growth versus climate mitigation is real.
Broader Considerations for Policy and Future Research
It is important to note that in this paper I am not advocating any specific policy action. I also advocate neither that the economy should grow at the expense of the environment nor that the economy should shrink to reduce environmental impacts and risks. Most policies do not advocate either of these paradigms, but instead state that we have and always will be able to both grow the economy and reduce environmental impacts. I do, however, suggest that it is very constructive to better understand if/when our energy resources and technologies are incapable of maintaining or expanding the size and complexity of our existing economy and social structure. While the Estimated energy expenditures from Part 2 [2] of this series stops at 2010, global oil prices remained high through mid-2014 before dropping over 50% to below $50/BBL as of October 2015 (the time of writing). Figure  S4 of the Supplemental Information compares my Estimated energy expenditures to a quick estimate of global expenditures for oil, natural gas, and coal using data from BP's Statistical Review of World Energy. Energy expenditures through mid-2014 likely remained at f e,GDP of 7%-8%, and during this time developed economy growth was near stagnant.
While I believe the consideration of expenditures on energy is valuable for understanding the role of energy in the macroeconomy, the results of this paper are limited in many respects, not all of which can be discussed here. I have based the analyses on energy prices, and not costs, such that the net energy of the energy sector itself is actually higher than what the cost share calculation suggests (net power ratio based on intermediate spending and gross capital formation, NPR economic ∼ f −1 e,GDP , see Part 2 [2] ). In other words, market prices (theoretically) represent the marginal cost producer, and they enable low-cost energy producers to accumulate rents as profits. On the other hand, the world has slowly adjusted to these rents such that even governments of energy exporting nations that subsidize their citizens' energy consumption might not be able to easily adjust to lower market prices if they require a high market energy price to balance the national budget [83] .
Also, there are many growth "headwinds" for the US and other developed economies: demography, education, inequality, globalization, energy/environment, and the overhang of consumer and government debt [39] . This paper describes only trends in the "energy/environment" headwind, but from a systems viewpoint we must understand how to include energy along with other drivers such as demographic shifts and population as well as debt accumulation. A major part of the industrial transition (e.g., per Figure 1 ) is due to declining the role of food and biomass as input to industrial output, in turn due to fossil-fueled machinery replacing human and animal labor. Thus, if f e,GDP including food is decreasing fast enough (e.g., NPR economic is increasing fast enough), perhaps an increasing population is possible that, in turn, allows higher total throughput. At too low a value of NPR economic debt might accumulate because the expected returns on productivity were not realized. In effect, one might interpret some debt defaults as the result of too many previous claims on actual future energy production (kudos to Nate Hagens for this viewpoint). Future research should also focus on understanding how to include debt as an additional economic metric to relate to net energy metrics.
Expected economic returns are partly based on historical experience, such that if the energy cost trends underlying that experience no longer continue, then economic history and future scenarios must be interpreted in this context. Future economic scenarios largely focus on internalizing energy-related GHG emissions, and we need to need to complement economic modeling approaches with biophysical approaches. One way is to increase understanding of the feedbacks among economic growth, f e,GDP , and the quantity of resource allocation to the energy sector. Since World War II, the developed world was in recession during both instances of f e,GDP > 8%. The faster and further one transitions from the incumbent energy infrastructure, the higher f e,GDP becomes (at least in the short run) due to increased allocation of labor, capital, and natural resources to energy production. This rationale is akin to the IPCC's statement that "Estimates of the aggregate economic costs of mitigation vary widely, but increase with stringency of mitigation (high confidence)" [77] . This negative feedback of energy cost share on economic growth raises the question as to whether world citizens will choose to charge themselves for CO 2 emissions to the extent the choice might cause a recession due to the costs of rapidly replacing energy infrastructure and/or reduced consumption. Just as central banks adjust interest rates, we could choose to throttle the economy by directly or indirectly increasing CO 2 prices or taxes. If at any time interest rates and CO 2 prices are both near zero (as is largely the case today) it would indicate that economic growth is prioritized. If socioeconomic conditions are acceptable, then we could choose to increase CO 2 prices and/or interest rates. Theoretically, policy could target a CO 2 price feedback to target a GDP growth rate, including zero growth.
Conclusions
The calculation of expenditures on energy, combined with long-term historical assessments of expenditures on energy, indicates that the turn of the 21st Century is, thus far, likely the time of cheapest worldwide energy in the history of mankind. Preindustrial United Kingdom and Sweden spent over four times more on energy than they do today. Thus, the trend during industrialization of decreasing expenditures on energy, measured relative to GDP f e,GDP , is unquestionable. Has the long-term trend of decreasing f e,GDP stopped? To answer this question we need biophysical and economic models that can quantify f e,GDP from the pre-industrial economy to today as well as for future scenarios. Energy expenditures cannot be zero, and f e,GDP cannot go to zero. These conditions necessitate infinite GDP or no investment to deliver energy-two impossibilities. However, it is not necessary to solely minimize f e,GDP to achieve sufficient livelihoods as other goals (e.g., environmental sustainability) are important to consider even if the feedbacks increase f e,GDP in the short and/or long-term.
I did not perform a rigorous econometric analysis of the energy cost share data in relation to GDP and total factor productivity. However, my correlation analysis shows that energy cost share, f e,GDP , plays a significant role in describing global total factor productivity and GDP. The correlation analysis is consistent with findings in the literature that include quality-adjusted energy as a factor of economic production along with capital and labor. The quality adjustments are usually some metric of energy preference (e.g., weighted by relative prices of commodities), cost share-as in this paper, or a technological characteristic such as exergy or conversion efficiency from energy to energy services or useful work.
In addition to putting global expenditures on energy in historical perspective, I explain why internalizing CO 2 is so challenging. If internalizing the cost of CO 2 emissions from fossil energy in the year of cheapest energy (1998), I find that adding 100 $2005/tCO 2 to f e,GDP would have caused "energy + CO 2 " expenditures to rise to 9% of world GDP. Modern developed economies have no experience of continued economic growth coinciding with this level of expenditures on energy. In 2010, it would have taken only 38 $2005/tCO 2 to reach f e+CO 2 ,GDP = 9%, a much lower price than required to induce large scale reductions in emissions.
