THE COMPLEX DOMAIN 2. Statement of the problem. In the next sections (2 to 7) ƒ(*) denotes an analytic function of the complex variable z. Let us assume that f(z) is single-valued and analytic in the whole plane, except maybe in certain isolated singular points.
Let us consider the zeros oif(z) ; they form a more or less irregular distribution of points in the plane. Now let us pass to the derivative ƒ'(z) and consider its zeros; they are in general different from those off(z) and form a new distribution of points. If we pass, by differentiating once more, to f"{z) and its zeros, the picture changes again, the points appear to have moved into a third position. Corresponding to the sequence of the derivatives ƒ (s), ƒ '(2), ƒ "(2), • • • we have a sequence of distributions of points formed by the zeros of the successive derivatives. Can we discover in this sequence of pointdistributions some definite trend?
It is not bad to start from a vague question that is intuitive and suggestive, provided that it leads us finally to some precise question. What precise question is suggested by the intuitive process we are considering, the migration of zeros in the course of successive differentiations?
In fact, not only one question, but several different precise questions can be put. But we need a few definitions.
(I) Let us consider any fixed regular point of f(z); let us assume, to be concrete, that z = 0 is a regular point. Let r n denote the absolute value of the zero of f (n) (z) which is nearest to the origin. (II) Let us consider any fixed closed circle in which f(z) is regular. Let us assume that ƒ (z) is regular in the closed unit circle \z\ ^ 1, and let N n denote the number of zeros of f (n) The answer to all these questions depends on the analytic character of the f unction ƒ (2). For functions of certain sorts we can discover a trend, and this trend is particularly easy to recognize when ƒ(z) is a meromorphic function. In this case the trend may be roughly described by saying that the poles of f(z) act as repulsive centers on the zeros off (n) (z). We can give a precise description after a precise definition. Those points of the plane which are nearer to a pole a of f(z) than to any other pole of ƒ (z) constitute the domain of the pole a. Observe that the final set depends only on the position of the poles of ƒ(z), but is independent of the multiplicity of these poles, or their residues, and so on.
4. Functions with an essential singularity. Let us consider next the case in which f(z) has just one finite singular point, the point 2=0, say. If this point is a pole the whole plane is its domain, the zeros of f (n) (z) are pushed towards <*>, they have no finite limiting point, the final set is empty. But if the point 2 = 0 is an essential singular point, the situation is quite different; the trend of the movement of the zeros of f in) (z) with increasing n is much more difficult to recognize, and it is no longer true that this trend depends only on the position of the singular point. For example, if ƒ(*) = (l/z)e-V\ all zeros of jf (n) 0&) are positive and real and the final set is the positive half of the real axis. If we change z into ze ia y where a is a fixed real number, 0 <ce<27r, the singularity of ƒ (z) remains at the point 0, but the zeros of f {n) (z) tend to condense along another ray issued from the singular point; the final set changes position.
5. Entire functions. Let us now consider a function with no finite singular points, an entire function. Can we recognize the trend of the zeros of f (n) (z) as n-» <*> ? We may say that this trend depends mainly on the rate at which ƒ (z) increases when | z j -» <*>, that is, on the order of ƒ(z). For certain entire functions of order 1, as, for example, for f(z) = sin z the differentiation does not change essentially the density of the distribution of the zeros. If the order oîf(z) is less than 1 the differentiation tends to scatter the zeros; the zeros of f (n) (z) tend to move out to oo as n increases; their distribution becomes thinner. If the order of ƒ(z) is greater than 1 the differentiation tends to concentrate the zeros ; the zeros of ƒ(z) tend to move in from oo as n increases ; their distribution becomes denser. In short, the point at oo exerts on the zeros of f w (z) attraction or repulsion, according as the order of f(z) is less than 1 or greater than 1.
Passing to precise statements, if X denotes the order of the entire function ƒ(z), we have
n->oo
The inequality (1) was found, at least for X < 1, by Alander [l ]. More relations and more precise relations of this kind were discovered by Gontcharoff and several authors following his line of research. 1 The inequality (2) seems to be new. Both inequalities are "exact," that is, the sign of equality may be attained for certain special functions. Furthermore we cannot exchange lim inf and lim sup or change either into lim without falling into false assertions. The set of zeros of a real entire function is symmetrical with respect to the real axis. The real axis seems to exert an influence on the complex zeros of / (n) (z); it seems to at-G. POLYA [March tract these zeros when the order is less than 2, and it seems to repel them when the order is greater than 2. We may pass to exact statements, but these are, for the time being, hypothetical.
A. If the order of the real entire function f {z) is less than 2, and f{z) has only a finite number of complex zeros, then its derivatives, from a certain one onwards, will have no complex zeros at all.
B. If the order of the real entire function f {z) is greater than 2, and f(z) has only a finite number of complex zeros, then the number of the complex zeros off
(n) (z) tends to infinity as n-»<*>. Both theorems are hypothetical, but A is better known than B. A weaker theorem than A, with 2/3 instead of 2, was first proved, then 2/3 was replaced by 1, and at last by 4/3.
3 So we know today that real entire functions of order less than 4/3 lose all their complex zeros after a finite number of differentiations provided they had only a finite number to start with. But the advance from 4/3 to 2, that is, to the full theorem A, is still to be made. B is supported mostly by "experimental" evidence. 4 I quote two interesting examples The final set of the first entire function (3) (k is a positive integer) consists of k straight lines passing through the origin and dividing the plane into 2k equal angles [20 ] . The final set of the second entire function (3) consists of an infinity of parallel lines, dividing the plane into congruent strips of width 27T. 5 The final set of both functions contains the whole real axis, but also points outside the real axis (provided k^2).
7.
Another open question about real entire functions. The consider- 8 The hypothetical theorem A (or rather a slightly more general theorem in which certain entire functions of order 2 are also considered) was found independently by two authors, A. Wiman and G. Polya. The theorem with 2/3 was stated as proved by Polya [21, see p. 27, annotation 21 ]; proved, with reference to this first statement, almost simultaneously by Âlander [4] and Polya [22] . The theorem with 1 was proved by Wiman [39] , that with 4/3 by Polya [23] . See also Wiman [38] . 4 A first remark in the direction of theorem B was made by Polya [18, 19] . (The role of the order 2 is indicated by the following theorem, due to Laguerre. A real entire function that has only real zeros is or is not a limit of polynomials that have only real zeros according as its order is less than 2 or greater than 2.) A more precise hypothetical theorem was formulated by A. Wiman and investigated by Âlander [l, 2] who used a geometrical method. 6 Suggested by the present speaker, proved by G. Szegö (unpublished).
tion of the general trend of the zeros of f in) (z) and some examples, principally (3), may lead us to the following hypothetical theorem.
C. If a real entire function of order greater than 1 remains bounded for real values of the variable, then its final set contains the whole real axis, I state this theorem without any pretension to the gift of prophecy. I state it because I think that the problem to prove or to disprove it, is neither too trivial nor completely inaccessible. The letters a, e, f, t will be used systematically in distinguishing formulas, a reminding us of analytic, e of entire, f of finite order, t of G. POLYA [March exponential type. Observe that the increase of iV n is more and more restricted as we pass along the cases a, e, f, t. The theorem we just stated starts from a given analytic character of the function (as analytic, entire and so on) and reaches conclusions concerning the zeros of the derivatives, especially conclusions concerning the behavior of the sequence Ni, N2, N$, • • • ; the theorem seems to be new, it is easy to prove by "complex variable" methods, and appropriate to introduce our subject. We pass now to results of a different character in which we start from the derivatives, especially from properties of the sequence Nu ^2, iVs, • • • , and reach conclusions about the analytic nature of the function, using mainly "real variable" methods.
9. All derivatives are of constant sign. The first relationships between the analytic character of a real function and the qualitative behavior of its derivatives were discovered by S. Bernstein. One of his simplest results is concerned with the condition
and may be stated as follows.
If no derivative of f(x) changes sign in an open interval J, then f(x) is analytic in I.
This result came as a great surprise at the time of its first publication [5] , and it still occupies a central position. It is the common starting point of many questions and generalizations.
10. An infinity of derivatives is of constant sign. A first generalization of the condition (5) is due to S. Bernstein himself [5] . 
If infinitely many derivatives

and if the sequence n\, n% • • • does not increase more rapidly than a geometric progression, that is, if there is a fixed quantity Q such that
(7) nk+i/tik < Q> k = 1, 2, 3, • • • ,
then it still may be asserted that f(x) is analytic in I.
Recently R. P. Boas gave a new proof of this result and showed by interesting examples that the condition expressed by (6) and (7) Let us return to the central condition (5) . If it holds, each derivative of f(x) has a constant sign in the open interval I, and, therefore, each derivative is monotonie in I, and so is the absolute value of each derivative. In fact, since
the absolute value of f (n) is steadily increasing or steadily decreasing, according as ƒ (n) 
is an entire function. If there is a positive number X, X > 1, such that
is an entire function of finite order not exceeding X. If
is an entire function of exponential type. This theorem is more general than that of Bernstein quoted in the foregoing section, since the condition (9) is less restrictive than (5). We derive Bernstein's theorem from the present one by putting h+h+ ---+h=n k and g& = i, for k = l, 2, 3, • • •. We obtain Widder's result, quoted in this section, by putting n k -2k and #j fc = l.
13.
No derivative changes sign more than a given number of times. The case of periodic functions. Let us return again to the fundamental theorem considered in §9. S. Bernstein derived the analyticity of the function from the condition (5) . Is it possible to derive analyticity from the less restrictive condition
that is, does the condition that no derivative changes sign more than a fixed number of times imply the analyticity of the function? This question was first answered in the special case of periodic functions by Norbert Wiener and the present speaker [25] , and led to the following precise result. Any derivative of a trigonometric polynomial of order m is a trigonometric polynomial of the same order and has no more than 2m real zeros in a period. But if a periodic function is not a trigonometric polynomial the number of changes of sign of the nth derivative must tend to infinity with n; this is contained in the theorem. We can restate the theorem by saying that the number of changes of sign of the nth derivative of a periodic function does or does not tend to infinity, according as its Fourier series has or has not an infinity of coefficients different from zero. Thus the theorem discloses a new characteristic property of trigonometric polynomials, the uniform boundedness of the changes of sign of all derivatives.
14. The number of changes of sign of the nth derivative has a prescribed bound depending on n. The case of periodic functions. (11), and the third part of the theorem is identical with the theorem of the foregoing section; in fact, as is well known, a periodic entire function of exponential type is just a trigonometric polynomial. The conditions (lie), (llf), (lit) are parallel to the foregoing series of conditions (4e), (4f), (4t) ; (7e), (7f), (7t) ; and (10e), (lOf), (lOt). The hypotheses (lie), (llf), (lit) restrict more and more the increase of N n ; the last one does not allow any "increase" at all we may say. The corresponding conclusions (that f(x) is entire, entire of finite order, entire of exponential type) may be expressed by a more and more rapid decrease of the coefficients of the Fourier series; in the last case the decrease is so abrupt that all coefficients are equal to 0 from a certain one onward.
15. Other generalizations. The theorem considered in §13 dealt with periodic functions, and therefore with Fourier series.
It is natural to pass from periodic functions to almost periodic functions and from Fourier series to Fourier integrals (trigonometric integrals) ; in both cases the number of changes of sign has to be replaced by (a suitable notion of) the density of changes of sign. The first extension was hinted by Norbert Wiener and the present speaker [25] the second by J. D. Tamarkin.
A different kind of generalization was effected by Einar Hille who subjected the role of the Fourier series in the proof of the theorem of §13 to a thorough analysis. The most important property of the Fourier series ^T,c n e inx from the point of view of that proof is the following. The operation of differentiation d/dx changes the series in a simple way, it multiplies the coefficient c n by the simple factor in. But the differential operation (1 ~-x 2 )(d 2 /dx 2 ) -2xd/dx acts on the development into Legendre polynomials in a similar way. This observation leads to the following theorem, one of numerous analogous results discovered by Hille [15] .
Let N£ denote the number of changes of sign of This theorem contains that of S. Bernstein, discussed in §9, since its condition (11) is less restrictive than condition (5). Schaeffer's proof is also very remarkable. It uses tools of the same general character as the proofs of the theorems discussed in § §9-12, namely inequalities between derivatives, but it adds to those known before an especially original inequality of this kind, another application of which yields a new proof of the theorem of §13, and seems to open a new vista on the hypothetical theorem C of §7.
Looking back at the new results and new analogies that have been added quite recently to our knowledge of the subject, we may obtain the impression of grasping the outlines of a well balanced theory leading to further results. 
