It is quite easy to propose an empirical potential for conformational analysis such that given crystal structures lie near local minima. What is much more difficult, is to devise a function such that the native structure lies near a relatively deep local minimum, at least in some neighborhood of the native in conformation space. An algorithm is presented for finding such a potential acting on proteins where each amino acid residue is represented by a single point. When the given structure is either an a-helical, p-strand, or hairpin bend segment of pancreatic trypsin inhibitor, the resulting potential function in each case possesses a deep minimum within 0.10 A of the native conformation. The improved energy embedding algorithm locates a marginally better minimum in each case only 0.1-1.3 away from the respective native state. In other words, this potential function guides a conformational search toward structures very close to the native over a wide range of conformation space.
I. INTRODUCTION
In order to predict the conformation of a molecule, one generally carries out a local energy minimization, given some energy function and some reasonable starting conformation. Even if the energy function is very realistic, there are generally very many local minima, so that refining a good initial guess is quite practical, but otherwise one must choose many different starting conformations in order to locate the global minimum of energy (and any other local minima which are only slightly higher and are therefore physically important). As one deals with larger and larger molecules, this "multiple minima" problem worsens exponentially, so that for proteins, energy refinement of a very good structure (<1 A from the native) is possible, but a priori prediction of the conformation is out of the question. Of course there is always the old debate whether the native structure of a protein corresponds to the global minimum of its free energy (even assuming one could calculate such a function realistically enough) or whether the native structure is kinetically determined. In this article, we take the empirical position that however the real protein does it, we would be satisfied with a possibly unrealistic potential function that embodies the correct result to the extent that a conformation near the crystal structure is one of the lowest local minima. Energy embedding' is a method that tends to find very low energy minima, but not necessarily the global minimum, subject to whatever additional geometric constraints one might have such as ring closures, radius of gyration, etc. The algorithm is explained in detail in the Methods section, but, basically, it begins by finding a local minimum of the given potential function in a very high dimensional Euclidean space where there are generally fewer local minima. Then it converts this starting conformation into a threedimensional one, while preserving the geometric constraints and otherwise keeping the energy as low as possible. The trouble is that the energy embedding is almost too good! For example, the method applied to bovine pancreatic trypsin inhibitor (BPTI) using the Oobatake-Crippen potential, produces an unrealistically compact structure having an rms interresidue distance matrix deviation from the native of 7.0 A, and an energy of CCC 0192-8651/87/070972-10$04.00
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tion in three dimensions (E3) starting at the crystal structure moves only 1.2 A, and has an energy of -119. Similar calculations with an isolated hairpin loop (residues 14-38 of BPTI) showed that energy embedding consistently reached conformations much better in energy than the native, by forming extremely compact structures with no recognizable secondary structure. The conclusion was that the potential needed special strong local interactions to properly maintain secondary structure under energy embedding, even though they were not necessary in order to agree with the crystal structure under ordinary local minimization.
We s u b s e q u e n t l y d e v e l o p e d t h e Crippen-Viswanadhan potential, which still approximates each amino acid residue as a point located at the C" atom, and considers only isotropic pairwise interaction^.^ It passed a number of exacting tests, such as having a local minimum near the native structure for several different small proteins, returning to the native by energy minimization after conformational perturbations < 1 A, and preserving secondary structural features under local minimization. However, once again, energy embedding applied to the 26 residue helical protein mellitin produced an extremely compact structure differing from the native by 10.4 A, and having an energy 31.5 kcal lower. Detailed analysis of energy embedding on the C-terminal six residue helix of mellitin alone, showed that virtual bond lengths and angles along the chain were correctly maintained, but the overall conformation was too compact, although energetically (-6.1 kcal) much better than the native -4.3 kcal. An exhaustive search over all conformation space for such a six residue freely jointed chain in 30" increments located a conformer with energy = -6.2 kcal, and strong conformational resemblance to the energy embedding result. In other words, the embedding algorithm was performing very well, but the given potential function did not correspond adequately to reality over large regions of conformation space, even though it did very well quite near the native. Clearly, energy embedding is a powerful method for conformational calculations, but it puts unprecedented demands on the potential function. In order to find a better potential, it is necessary to choose its functional form and then adjust the parameters in it for best performance. Energy embedding must have the conformational energy consist of interactions between isotropic points, but the points could represent atoms or groups of atoms. In this work, the goal is to calculate the general polypeptide tertiary structure, so having one point per residue is probably adequate, and having a smaller number of points reduces computer time. Specifically, we require that the total energy U consist of a sum over all pairwise interactions between the n residues, with each interaction depending on the distance d , between the residues and possibly other factors { p } , such as sequence separation and residue types.
(1)
That excludes in particular any torsional terms. In this work, we have chosen to group the terms of eq. (1) so as to separate the shortrange interactions that are important for secondary structure from the long-range interactions: where t, is the type (Gly, Ala, . . . ,Val) of the i-th amino acid residue. Much of the justification for this functional form has already been given.3 The novel feature is that each interaction term has the same form:
Note t h a t where two residue types are thought to be important in characterizing the interaction, the corresponding a's are simply If there is a perturbed (non-native) conformer, we want it to have a higher energy than the native. Presumably, the further away it is from the native, the worse its energy should be. Let Spert,nat be the rms deviation between the two. Now if the perturbed structure has a slightly higher energy than the native does, we can trivially make the difference as large as we want by multiplying all as and bs by some large positive number: To counterbalance this effect, we seek to keep the parameters small. Precisely formulated, this all amounts to a linear program:
minimize Ca + b These amount to assuming always trans peptide bonds, requiring that the observed distance (-4 A) of closest approach between C % never be violated, and that no interactions be entirely repulsive. This same idea of forcing a rough valley in the energy surface by such linear constraints had been tried earlier3, but not very successfully because often the inequalities corresponding to important perturbed structures are nearly linearly dependent, and the standard simplex algorithm becomes numerically unstable. Instead, we solved eq. (7) by the highly stable revised simplex a l g~r i t h r n .~
The perturbed structures referred to in eq. (7) were generated in two ways. Initially, the native structure was perturbed by incrementing and decrementing in turn by 5%
Taking all these inequalities in eqs. (7) and (8) into account and solving for the parameters Q, bl, ~z , G L~, . . . , b , Val, Val, results in the current potential function, eq. (2). Starting at the native conformation and minimizing the potential with respect to the C a Cartesian coordinates in E, generally results in a new perturbed conformation at some distance 6 from the native with an energy lower than the native, which is undesirable. Introducing this new inequality constraint and resolving the linear program produces a new set of parameters. Some may have increased while others decreased, but in general the new sum over all parameters is slightly greater than before. New constraints were introduced in this fashion one by one until 6 5 0.1 A. At the end of this process, we have found the flattest potential surface such that a Z Z the perturbed structures are higher than the native, and indeed, the further they are in conformation from the native, the higher their potential. Some kind of reason has been found for each perturbed structure so that its intramolecular interactions are worse than those of the native, on the whole. These reasons are not stated explicitly by the algorithm, and might be hard to deduce by inspecting the final parameters, because relatively good interactions in one part of a perturbed structure may be cancelled out by bad ones elsewhere.
Parameters were derived for most of the runs listed in Table I1 by the above procedure. However, a few cases of a nine residue segment employed a slight variation in the way constraints are generated. The reasoning is that when we consider local structures in proteins, such as segments of a-helix, p-strand, and bends, probably the most important factors in determining the conformation of that segment are interactions within it and between it and its immediate surroundings, rather interactions within the remainder of the protein. Denoting the residues of the segment by S and those of the rest of the protein by 9, the total energy where U ( S ) is a sum over all interactions within the segment S, and U(S, s) is the sum of interactions between residues in S and the remainder of the protein, 9 . Then we claim U ( S ) has a negligible influence on the conformation of S compared to U ( S ) and UCS,S).
u,,, = U ( S ) + U ( S , S ) + U ( S )
Therefore we demand
where S, and S, represent the native and perturbed states respectively of the segment S; and S (S,, S,) is the rms deviation between these two states of the local segment. Adding such inequalities to the usual ones after each perturbed structure is found, produces parameters which tend to strengthen the segment's preference for its native structure independent of the rest of the protein. Since the inequalities involving the whole protein (eq. 7) are included as before, the resulting parameters have taken into consideration the conformational demands of residues in all parts of the protein.
The energy minimizations were carried out by Newton's method with analytical first and second derivatives acting on one residue at a time, cycling repeatedly down the chain of residues until the magnitude of the gradient was sufficiently small. In practice, this is an extremely satisfactory method of minimization5, clearly superior to steepest descents, conjugate gradients, and even Newton's method working on all points simultaneously.
The second item of methods is the substantial improvements on the energy embedding algorithm since the technique was last described.' The first step is to find coordinates,c,,k,i = 0 ,..., n -l , k = 0 ,..., n -2,in for the n residues. For the initial guess, we place the residues at the corners of a regular hyper-tetrahedron with edge r = 5.0 A.
The initial guess is refined by Newton minimization, moving one residue at a time. Although Newton's method calculates both a direction to move the residue and a step size along that direction, when far from the minimum, these estimates may not always lead to an energy decrease. The Armijo linesearch has proven to be very reliable for modifying the Newton step when necessary.' it is necessary to project the structure down to Once the n points are embedded in E3. The original method went to some pains to decide what three dimensional subspace should be preserved', but subsequent experience has shown that the choice is generally not very clear-cut. Instead, we simply demand that the fourth and higher coordinates of each point approach zero while otherwise trying to keep the energy minimal. To put it more precisely, let the coordinates matrix C = (c,), for points i = 1 , . . . , n and coordinatesj = 1 , . . . , n -1. Then given the initial minimal energy conformation Cinit in En-l, minimize U ( C )
( 1)
This is simply a nonlinear constrained optimization problem which can be nicely solved by augmented Lagrangian~~. For simplicity of notation, let the vector of all unwanted coordinates be g = ( c~,~, c1.5, . . . , cn, n-l). Then in this case the augmented Lagrangian function is
where A is the vector of Lagrange multipliers and w is a weight on the constraint terms. with respect to C by the usual Newton method, resulting in C@+') and g(k+l). Now update (13)
The cycles of minimization (eq. 12) and updating (eq. 13) are repeated until the undesired coordinates are reduced essentially to zero (Ilgll < 0.01 A). During this process, w generally gradually increases, which converts L from a standard Lagrangian to a penalty function. The method is more robust than the unmodified Lagrangian approach, but by having Lagrange multipliers and by introducing the penalty terms gradually, convergence is faster than simply minimizing U + wg2 for large w. If the initial conformation in was really well minimized, then U increases as llgll-0 because the molecule cannot make as many favorable interactions in a lower dimensional space.
Sometimes, the repeated cycles of minimization of L offer such additional opportunities for reducing U , that the energy actually slightly decreases. Meanwhile, the various components of A increase from zero, reflecting the energetic cost of reducing the corresponding gi to zero, but eventually A + 0 because there is no force component acting in the fourth and higher coordinate directions when all points lie in E,.
In this work, the only constraints are that g = 0, but additional experimental constraints could easily be included in eq. (12) as long as they could be expressed as (nonlinear) equality or inequality constraints on the coordinates. In other words, this augmented Lagrangian approach is a generally useful method for energy embedding.
RESULTS
The objective of this paper is to determine a set of energy parameters such that energy embedding can locate the native structure of at least one molecule, namely the one with which the parameters were derived. (Using the potential to correctly predict the conformations of other molecules is a more ambitious goal for the future). As explained in the Introduction, our earlier empirical potentials guided energy embedding toward protein structures that were too compact. Hence, finding parameters that would mimic local structures, such as a -helix, p-strand, and bends, would be of considerable importance. Also, as the computer time for the repeated energy minimizations is roughly proportional to the cube of the number of residues, we restricted the present study to the following four segments of BPTI: (1) residues 47-51 (short a-helix), (2) residues 14-20 (short extended structure), (3) residues 22-30 (tight hairpin consisting of the bend and two arms), and (4) residues 47-56 (a longer a-helix). In what follows, we first describe the results of the latter three larger segments in detail, and then consider the short a-helix to illustrate how the successive addition of linear inequalities raises the energy of all of conformation space above that of the native until at the end, the native is at the global minimum.
Residues 14-20 (7-mer): The linear program search for parameters for this mo- 3.8 6.0 9.0 10.4 13.3 14.2 0.0 3.8 6.5 9.1 12.0 13.9 3.8 0.0 3.8 6.2 9.6 11.8 6.5 3.8 0.0 3.8 6.4 9.4 9.1 6.2 3.8 0.0 3.8 6.2 12.0 9.6 6.4 3.8 0.0 3.8 13.9 11.8 9.4 6.2 3.8 0.0 Notice how the optimal distance between two residues is not always the native distance, and indeed there is considerable tension in some regions. This implies that there was not an overabundance of parameters compared to conformational degrees of freedom. Indeed, finding parameters would be trivial if there was a unique a-b pair for every native distance. In that case, simply choose the a and b so that d,, = d, for all i andj, and thus, the native structure would be the global minimum. We cannot do this because the same interaction term and same parameter pair may be invoked in two different interactions having different native distances. For exam- and 4 6 both require a l , I l e , b l , I I , , a l , C y s , The next step is to locate a good minimum in E,. As explained in the Methods section, the molecule is first placed as a regular simplex, where each residue is 5 A from all the others. Such an arbitrary conformation is not at all favorable, having energy = +406.3, but subsequent minimization by 17 iterations of Newton's method brings the energy down to -179.99, which happens also to be the energy of the near-native minimum in E,. In fact, it has no distance which differs more than 0.2 A from the corresponding native distance. Although some of the largest coordinates are in the 4th, 5th, and 6th dimensions, this conformer nearly lies in a three dimensional subspace of E,. Now the energy embedding procedure attempts to drive the unwanted coordinates to zero. In this case, convergence would have been faster if the structure had been rotated in E , so that the unwanted coordinates were as small as possible. However, in general, the structure tends to be so nearly spherical that such a procedure is of little help. It took 8 cycles (see Eq. 13) to reduce the sum of the squares of the unwanted coordinates g 2 to 0.03, while the weight w increased from 0.01 to 0.64. All coordinates changed substantially, and the energy remained constant at -179.99. The rms deviation between the final structure and the native was 0.09 A, which essentially amounts to the same minimum (Fig. 1) .
Residues 22-30 (9-mer): The linear programming and the energy embedding results for the 9-mer and all other segments studied are presented in Table 11 . The 9-mer segment involves an open loop structure connecting two extended parts and, hence, serves as a typical case for bend structures in proteins. We used this segment for four different runs of the linear programming procedure. In the first run, as in the 7-mer study, constraints were added one at a time considering the whole segment while computing the constraint (see eq. 7). In run 2, two constraints were added at a time, the first constraint being made of the whole segment, as in run 1, and the second constraint being computed using only the four central residues of the segment, which correspond to the real bend part of the system (see eq. 9). The latter constraint, thus, gives specific weight to the local bend structure while the whole segment energetic considerations are handled as before by the former. In run 3, again two constraints are added at a time, the second one now being computed using only the first three and the last three residues of the segment. This case corresponds to giving additional weight to the end arms of a bend structure. In run 4, we included only the second constraint of run 3. All four runs began with the same 57 initial constraints, which produced energy parameters that had a minimum 2.1 A from the native conformation with energy -105.3 units. From there, however, each run progressed characteristically until termination when local minimization from the native moved <0.1 A. The number of constraints needed and the energies of the final structures also differed accordingly. While the parameters derived from runs 1 , 2 , and 3 were able to embed their structures with an rms of 0.8 -1.2 A, the run 4 potential guided energy embedding to a final conformation with an rms of only 0.5 A. This is extremely close to the native, as shown in Fig. 2 . These results are consistent with the belief that a tight bend forms not because the four bend residues inherently prefer that conformation, but rather because the two strands thus brought together interact favorably. Out of the 42 expected parameters, run 3 produced 36 nonzero values, given in Table 111 .
We are particularly keen to pursue further the improvement run 4 represents over the other runs due to including extra constraints on subsets of residues. Residue 47-56 (10-mer): The results for the long a-helix are also very encouraging. As seen in Table 11 , 167 additional constraints were needed to obtain the final structure, which resembled the native in all aspects. The resulting energy parameters, when used by energy embedding, generated a molecule only 1.09 A away from the native.
The superposition of the two structures in Fig. 3 shows how the majority of the difference occurs at the end of the helix, rather like the way a real helix tends to unwind.
Residues 47-51 (5-mer): So far we have demonstrated that our linear programming procedure produces potential functiks that certainly have local minima, but apparently near the native there is a relatively deep one, and energy embedding converges either on that or a nearby minimum that is nearly as good. Pragmatically speaking, our only concern is that energy embedding should function this well, given the energy parameters. However, with a segment as small as the 5-mer, we can also globally examine conformation space to see whether the native is indeed the global minimum, and what the energy looks like elsewhere. As can be seen in Table I , there is always a strong virtual bond stretching term in these parameter sets (al and b J , so obviously any deviation from 3.8 A is strongly penalized. Therefore, we searched all conformation space viewing the 5-mer as a freely jointed chain, having 3 vicinal bond angles and 2 torsional angles as variables. These five degrees of freedom were searched in 30" intervals, although essentially the same results were found with a 20" step size. The linear programming procedure started with 25 initial constraints and an rms of 0.87 A, and positioned the minimum energy structure close enough to the native after 19 cycles, when no subsets were used (run 1). The final energy parameters led to an energy embedding result 0.36 A away from the native. Alternatively, including an extra constraint about a subset consisting of residues 1, 2, and 3 (run 21, required 27 cycles, but the parameters produced led to an energy embedded conformer only 0.16 A away from the native. As shown in Fig. 4 , the successive parameter sets produced in the 19 cycles of run 1 tend to cup the energy surface more and more strongly until finally the global search is unable to find any conformations having lower energy than the native, and there is a very strong positive correlation between higher energy and greater distance in conformation space from the native. Although the fraction of conformations found with energy greater than that of the native progressed from 0.876 to 1, the progression was not entirely monotonic throughout t h e 19 cycles.
IV. CONCLUSIONS
This work adds to the evidence that energy embedding is a very powerful method for locating very low local minima, often nearly as good as the global minimum. The algorithm is clearly not biased toward overly compact structures, but rather it is guided to whatever the given potential prefers. Success in conformational analysis using this technique depends critically on having a potential function that tends to favor the correct conformations over a rather wide range of alternative structures. Although the form of the potential chosen in eqs. (2) and (3) would allow it to be applied to any sort of polypeptide
chain, one can hardly expect the parameter values in Table I , for example, to be useful for any molecule beyond the particular heptapeptide from which they were derived. Until large numbers of interacting residues are used to derive the parameters, the values shown in Tables I and 111 are just artifacts of linear programming. If the particular oligopeptide for which they were derived does not have an example of a particular interaction, the corresponding parameters will be zero, such as a2,Lys and b2,Lys in Table 111 . Even parameters which are positive will vary greatly each time a new inequality is added because the new inequality has excluded the vertex of the old feasible region, and the simplex algorithm moves off to a substantially different vertex. What does vary gradually -after most of the inequalities have been added, is the slowly increasing sum of all parameters. It is, therefore, not clear at this point what values the parameters will approach when derived from one or more whole proteins.
We think the real import of this paper is the very general method for producing energy parameters. As long as the potential is linear in its parameters, and there are one or more molecules with "desired" conformations as opposed to undesirable ones generated in some fashion, then the linear programming method we have outlined will work. One possible outcome is that the set of inequalities in eq. (7) is inconsistent, which unequivocally demonstrates that the desired potential function cannot be constructed. (Of course, possibly a different functional form would succeed, but this is an arbitrary choice by the investigator outside the scope of the algorithm). The other possible outcome is that further perturbation from the native structure by energy minimization produces very little movement, and the algorithm terminates, as in the test cases shown above. Perhaps very many local minimizations would be required, but by construction, the algorithm must either converge eventually or find inconsistent inequalities. There is no guarantee that satisfying inequalities derived from local perturbations of conformation will eliminate the possibility of some more distant structure being significantly better than the native, although the test cases were fortunate in this respect. When even the experts at devising potential functions confess it is a difficult task, a simple systematic approach such as this may be a great help.
Although this work shows that an empirical function can be constructed to mimic an apparently arbitrary native conformation, clearly the next step is to apply the method to a whole protein, where the number of conformational degrees of freedom exceeds the number of parameters available. There are only 122 parameters altogether, so a real pro-981 tein having more than 43 residues would have more degrees of freedom than energy parameters, and would thus constitute a somewhat more realistic test. This is a nontrivial programming task because simply repeatedly solving the linear program in these ill-conditioned cases is extremely time consuming for large numbers of constraints. If a set of parameters can be found at all, it must be verified that energy embedding with this potential reproduces the native structure for that same protein. If that should work, the next step would be to use the same potential to embed other proteins, comparing the calculated conformations with their known crystal structures. At least there is the encouraging result that this functional form and single point per residue representation were successful in several cases of various conformations. It remains to be shown that a generally useful potential can be constructed along these lines.
