Sufficient conditions are established for the permanence in a delayed Nicholson's blowflies model with feedback control on time scales. Our investigation confirms that the bounded feedback terms do not have any influence on the permanence of this system.
Introduction
In 2008, we considered the following discrete Nicholson's blowflies model with feedback control (see [1] ):
( + 1) = ( ) exp {− ( ) + ( ) exp {− ( ) ( )} − ( ) ( )} , Δ ( ) = − ( ) ( ) + ( ) ( − ) , (1) where , , , , and : Z (integer number set) → R + (nonnegative real number set) are all bounded sequences, : Z → (0, 1) is also a bounded sequence and inf > 0, is a nonnegative integer, and Δ is the first-order former difference operator and obtained the following. The continuous and discrete systems always appear separately, until in 1988, the theory of time scales, which has recently received much attention, was initiated by Hilger [2] in his Ph.D. thesis to unify both difference and differential calculus in a consistent way. Since then many authors have investigated the dynamic equations on time scales (see [3] [4] [5] [6] ). This theory provides a powerful tool for applications to economics, population models, quantum physics, among others. In fact, the progressive field of dynamic equations on time scales contains, links, and extends the classical theory of differential and difference equations.
For the origin of mathematical model for Nicholson's blowflies, one can see [7] . For further study on equations with feedback control, we refer to [8] [9] [10] [11] [12] [13] [14] and references therein. And for investigation on delay differential equations, we refer to [15, 16] and so on.
In this paper, we will discuss the permanence of the following system:
on time scales T, where Δ stands for the delta-derivative and
2 Discrete Dynamics in Nature and Society in which ( ) = ( ) − and ( ) is the forward jump operator on T. To make (3) meaningful, we suppose that, for any ∈ T,
We assume that sup T = ∞, and, without loss of generality, suppose 0 ∈ T. In view of the biological significance, we also assume that the coefficient functions , , , , , , , and : T → R + are all bounded rd-continuous and inf ∈T > 0 (the definition of rd-continuous function will be given in Section 2).
When T = R, let ( ) = exp{ ( )}, ( ) = ( ), and then (3) can be rewritten as
When T = Z, if we let ( ) = exp{ ( )}, then (3) can be rewritten as
Obviously, (7) includes (1) .
In what follows we shall use the notations
where is a bounded rd-continuous function in T. Throughout this paper, we assume that
In this case, for any ∈ T,
Preliminary
Before giving our main result, first we list some basic properties about time scales which could be found in ( [2, 17, 18] ).
Definition 2.
A time scale is an arbitrary nonempty closed subset T of the real number R.
Definition 3. For ∈ T we define the forward jump operator : T → T and the backward jump operator : T → T, by
respectively.
Other types of intervals are defined similarly.
Definition 5 (Definition 1.58 in [18] , P22). A function : T → R is called rd-continuous provided that it is continuous at right-dense points in T and its left-sided limits exist (finite) at left-dense points in T. The set of rd-continuous functions : T → R is denoted by
Definition 6. Assume : T → R and let ∈ T , where
Then we define Δ ( ) to be the number (provided it exists) with property that given any > 0, there is a neighborhood of such that
for all ∈ . We call Δ ( ) the delta (or Hilger) derivative of ( ) and it turns out that Δ is the usual derivative if T = R and is the usual forward difference operator if T = Z.
Definition 8 (Definition 2.25 in [18] , P58). We say that a function : T → R is regressive provided that
holds. The set of all regressive and rd-continuous functions : T → R will be denoted by
Definition 9. If ∈ R, we define the exponential function by
where the cylinder transformation ℎ ( ) = (1/ℎ)log(1 + ℎ), for ℎ > 0.
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For ℎ = 0, we define 0 ( ) = . In this case, T = R, ( ) = 0, and ( , ) = exp(∫ ( )Δ ).
When T = ℎZ = {ℎ : ∈ Z}, we know that (ℎ ) = ℎ( + 1) − ℎ = ℎ > 0, and then for < ,
Definition 10. If ∈ R, the function ⊖( ) is defined by
Lemma 11. Suppose ∈ R; then
Lemma 12 (Theorem 2.44 in [18], P66). Assume that
Lemma 13 (Theorem 2.77 in [18] , P77). Suppose ∈ R and : T → R is rd-continuous. Let 0 ∈ T and 0 ∈ R. The unique solution of the initial value problem
is given by
In order to give our main result, we also need to establish the following definitions and lemmas. The first definition is the generalized version of the semicycle in discrete situation [19] .
Definition 14.
Let be a constant and : T → R; a positive semicycle relative to of is defined as follows, as it consists of a "string" of terms:
all greater than or equal to , and a negative semicycle relative to of is defined as follows, as it is a "string" of terms:
all less than or equal to .
The following two lemmas could be found in [20] .
Lemma 15.
Assume that , > 0 and 1 (0) = 0 > 0; furthermore suppose that (1)
and then
and there exists a constant > 0, such that lim →∞ sup 1 ( ) < ; then 
and ( ) is Δ-differentiable; then there exists a constant 2 > 0 , such that for > 2 , we have
Especially, if ( ) is bounded above ultimately with respect to 1 , then
and there exists a constant 3 > 0 , such that, for > 3 , we have
Especially, if ( ) is bounded below ultimately with respect to
1 , then
Before giving our main result, we list the definition of uniform ultimate boundedness.
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Definition 17. Solutions for system (3) are said to be uniformly ultimate bounded if there exist two constants 1 and 2 such that, for any initial condition
we have
where 1 and 2 are independent of ( ( ), ( )) .
Main Results
First, we give a lemma which will be useful for our further discussion.
Lemma 18. Let ( ( ), ( )) be any solution of system (3) with initial condition (35); then
Proof. The exponential form exp{ ( )} ensures that exp{ ( )} > 0 for all ∈ T. Now we consider the second equation of system (3); by Lemma 13 and (4), we have
The proof is complete.
In the sequel, we assume that
Theorem 19. Assume that (39) holds true; then system (3) is uniformly ultimate bounded.
We now prove the following result before proving Theorem 19. In fact, the two theorems are equivalent to each other. 
for any solutions ( ( ), ( )) of (3) with initial condition (35).
Proof. We divided the proof into four claims.
Claim 1.
There exists a positive constant 1 such that
where 1 can be chosen as
Proof. From the first equation of system (3) and the positivity of ( ), we have
From the first equation of (3), we have
which implies that
and by (44), we have
and for simplicity, we set
obviously, 1 > 0. In the following, we divided the proof into three cases:
(1) There exists some 1 ∈ T such that ( ) ≤ (1/ 1 ) ln( / ) for all > 1 , and then we have
(2) There exists some 2 ∈ T such that ( ) > (1/ 1 ) ln( / ) for all > 2 , and then from (48), we have
which implies that lim →+∞ ( ) exists and if we denote lim →+∞ ( ) = , and then
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and thus (48) shows that
that is,
while from (52) and (54), we get
(3) For simplicity, set = (1/ 1 ) ln( / ). Assume that ( ) oscillates about . By (48), we know that ( ) ≥ implies that Δ ( ) ≤ 0. Thus, by Lemma 7, if we let { ( )} be the first element of a th positive semicycle relative to of { ( )}, then
Now we divided the proof into two cases: is left-dense and is left-scattered. If the former holds, then
If the latter holds, then ( ( )) ≤ , by (45), we have
and therefore
while from (58) and (60), we have
By (50), (56), and (61), we complete the proof of Claim 1.
Claim 2.
There exists a positive constant 2 such that
Proof. From (42), we know that, for any arbitrary positive number , there exists an 3 such that ( ) ≤ 1 + for all > 3 , and then from the second equation of system (3), we have
by Lemma 16 (1),
Let → 0, and then we can obtain
The proof of Claim 2 is complete.
Claim 3.
There exists a constant 1 such that
By Claims 1 and 2 and the first equation of system (3), we have
for sufficiently large, where 2 > 0 is a constant. Then
From the second equation of system (3), we have
and then Lemma 16 (1) implies that, for any > 2 ,
noting that
and hence there exists a positive integer > 2 such that, for any solution ( ( ), ( )) of system (3), ( 2 ) ( ) (− ) ( , 2 ) < /2, as > , where = inf ∈T ( ( ) − ( )). Fixing , we get
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Notice that − ≥ 1 − , for > 0, and then from the first equation of system (3), we have
for > . According to the choosing of , we have 
and choosing
this shows that the conclusion holds true. 
by Lemma 16 (2),
The proof of Claim 4 is complete. Choose 
Thus we complete the proof of Theorem 20. (6) or (7) has at least a positive -periodic solution.
