Clustering is used to find structure in unlabeled data by grouping similar objects together. Cluster analysis depends on the definition of similarity in the feature space. In this paper, we propose an Adaptive Nonparametric Variational Autoencoder (AdapVAE) to perform end-to-end feature learning from raw data jointly with cluster membership learning through a Nonparametric Bayesian modeling framework with deep neural networks. It has the advantage of avoiding pre-definition of similarity or feature engineering. Our model relaxes the constraint of fixing the number of clusters in advance by assigning a Dirichlet Process prior on the latent representation in a low-dimensional feature space. It can adaptively detect novel clusters when new data arrives based on a learned model from historical data in an online unsupervised learning setting. We develop a joint online variational inference algorithm to learn feature representations and cluster assignments via iteratively optimizing the evidence lower bound (ELBO). Our experimental results demonstrate the capacity of our modelling framework to learn the number of clusters automatically using data, the flexibility to detect novel clusters with emerging data adaptively, the ability of high quality reconstruction and generation of samples without supervised information and the improvement over state-of-the-art end-to-end clustering methods in terms of accuracy on both image and text corpora benchmark datasets.
Introduction
Clustering is an important unsupervised learning problem in machine learning. It is the task of grouping similar objects together such that there is high intra-cluster similarity and low inter-cluster similarity among different objects. Cluster analysis depends on the definition of similarity or distance among objects. Similarity or distance, in turn, depends on the feature space, in which the representation of the data is defined. For example, traditional K-means clustering algorithm (MacQueen et al., 1967) takes advantage of the Euclidian distance among points in a feature space. Thus, to apply such algorithms, the user needs to determine the choice of the feature space to represent the raw data. Our paper provides an end-to-end learning from raw data while conducting clustering jointly. We learn the feature space through deep neural networks without having to predefine similarity or feature engineering. Moreover, we would like to have our unsupervised learning algorithm to continually learn and discover novel clusters as it encounters data in an online setting.
has been proposed to combine Variational Autoencoder (VAE) ) and a Gaussian Mixture Model (GMM) to learn representations of the data while capable of performing clustering and generating samples.
However, there still exist several limitations of the latest existing methods: (1) the number of clusters needs to be fixed in advance; (2) they can not detect potential novelty when new data arrives based on a learned model from historical data or they are just able to classify all the emerging novelty as an outlier class instead of further categorizing them into different clusters according to the characteristics of the data (Williams et al., 2002; Kodirov et al., 2015; Amarbayasgalan et al., 2018; Masana et al., 2018 ) (3) the prior on the latent representation is restricted to a GMM with a fixed finite number of mixture components.
To resolve all these limitations, we develop an Adaptive Nonparametric Variational Autoencoder (AdapVAE) modelling framework, which uses VAE to learn deep latent representation of the data while performing clustering via Dirichlet Process Mixture Model (DPMM). The diagram of AdapVAE providing an overview of our work is shown in Figure 1 . It learns the cluster membership of the data through a Dirichlet Process (DP) prior, which allows the model to grow with the data. To detect emerging clusters as the new data arrives, our model jointly trains the proposed AdapVAE on the new data in an online fashion based on estimates from historical data. Moreover, high quality generated samples can be obtained using AdapVAE. This process is shown in Figure 1b .
However, inference for AdapVAE is challenging. We have developed an online variational inference algorithm to maximize an objective function which jointly takes into account the reconstruction error of the VAE and the DPMM fit on the latent representation. It alternatingly refines cluster assignments and improves latent feature representation in an iterative way. Our online variational algorithm combines advances from the Stochastic Gradient Variational Bayes (SGVB) estimator and the reparameterization trick in VAE and the advantages of memoized online variational inference strategies for DPMM (Hughes and Sudderth, 2013) .
Our experimental results demonstrate that our modelling framework is able to detect novel clusters that emerge as new data arrives in an online setting. We use MNIST (LeCun et al., 1998) to show that our model is able to generate high quality samples. Our approach also achieves state-of-the-art clustering accuracy on image and text benchmark datasets including MNIST, STL (Coates et al., 2011) and REUTERS (Lewis et al., 2004) . We also perform a comprehensive comparison with several state-of-the-art methods such as VaDE (Jiang et al., 2017) , DEC (Xie et al., 2016) using multiple clustering quality evaluation metrics. Unlike previous methods, our approach does not need K-means or GMM as clustering initialization. Our model starts with one cluster and adaptively learns the number of clusters and cluster assignments using DPMM on the latent representation space.
To summarize, we introduce a novel adaptive nonparametric variational autoencoder clustering algorithm, AdapVAE, that can (1) learn the structure of feature space while clustering through deep representation; (2) automatically learn the number of clusters and detect novel clusters adaptively when new data arrives. Our experimental results show that AdapVAE achieves state-of-the-art clustering results on both image and text benchmark datasets.
Adaptive Nonparametric Variational Autoencoder Problem Statement
Let x n denote the nth observation, for n = 1, 2, . . . , N , where N denotes the total number of observations. Given unlabeled data x n ∈ X, where X represents the data space, it is our interest to learn a low-dimensional latent representation for x n while simultaneously clustering the set of N observations in the latent space. For example, x n can represent an image of millions of pixels and we target to group similar images together in a low-dimensional latent space. Unlike existing methods (Dilokthanakul et al., 2016; Xie et al., 2016; Jiang et al., 2017) that fix the number of clusters in advance, we learn the number of clusters dynamically according to the complexities of the data. Our model also aims to learn novel clusters adaptively with new emerging data based on a learned model from historical data in an unsupervised online learning setting. Our AdapVAE modelling framework is built based on a combination of DPMM and VAE. 
Dirichlet Process Mixture Models
The Dirichlet process (DP) is a random probability measure that can be used as a non-parametric prior. It can be seen as a countably infinite sum of atomic measures, where each partition is assigned with an independent parameter from a common distribution. A constructive definition of DP via a stick-breaking process was provided by Sethuraman and Tiwari (1982) , which is reviewed below.
A DP is characterized by a base distribution G 0 and a parameter α and is denoted as DP(G 0 , α). A stick-breaking prior is of the form G(·) = ∞ k=1 π k δ θ k , where δ θ k is a discrete measure concentrated at θ k ∼ G 0 , which is a random sample from the base distribution G 0 (Ishwaran and James, 2001) and can be seen as the parameters of the component distribution of a mixture of distributions with mixing proportion π k . The π k s are random weights independent of G 0 but satisfy 0 π k 1 and ∞ k=1 π k = 1. The weights π k can be drawn through an iterative process:
where v k ∼ Beta(1, α) so that we obtain the stick-breaking construction of DP(G 0 , α). Assume that z comes from a mixture of Gaussian distribution and the number of mixture components is unknown. DPMM is often adopted to sidestep the issue of determining the number of mixture components for clustering tasks (Blei et al., 2006; Ahmed and Xing, 2008) .
Variational Autoencoder
In order to learn the low-dimensional representation of the data space X while maintaining high quality reconstruction, VAE ) is a natural choice. In an autoencoder, the encoder transforms the data via a mapping f ψ : X → Z, where Z represents the (low-dimensional) latent feature space and f ψ is often chosen as a deep neural network due to its powerful function approximation capability (Hornik, 1991) and good feature learning capabilities Nalisnick et al., 2016) , where ψ represents the parameters to be learned in the neural network. Similarly, g θ : Z → X represents the decoder neural network, which maps the latent representation to reconstruct the original data.
In a VAE, instead of serving as the output from a deterministic function f ψ , a latent representation z is sampled from q ψ (z|x) and is passed to the decoder p θ (x|z) to reconstruct the original input x asx, where it is assumed that q ψ (z|x) = N (µ, σ 2 ) and f ψ (x) = (µ, log σ 2 I), where f ψ (x) is a neural network and (µ, log σ 2 I) represents the output of the neural network. The parameters θ and ψ are learned by minimizing the reconstruction error, which is equivalent to maximizing E z∼q ψ (z|x) (log p θ (x|z)) . VAE has good feature learning capacities but it is not able to perform clustering tasks.
AdapVAE and Its Generative Process
Our proposed AdapVAE extends traditional VAE by replacing the standard Gaussian distribution on the latent representation z with a DP Gaussian mixture model on z, which allows it to perform clustering tasks. It is able to grow the number of clusters on the latent space adaptively and learn better latent representations simultaneously. It can also learn novel clusters if new data arrives by updating the posterior AdapVAE with new data starting from a learned model based on historical data. We first introduce the generative process of AdapVAE. The graphical model is provided in Figure 1a .
Assume that the latent representation of the observation is a realization from DP Guassian Mixture,
, and NW represents the Normal-Wishart distribution with parameters λ 0 , which we assume as the base distribution G 0 of DP. The data can be described as generated from the following process:
• For the nth data point x n :
(a) Draw a cluster membership Y n ∼ Cat(π(v)), where
is a neural network, which represents the decoder to reconstruct the observation x n from the latent vector z n . The joint probability density for the generative process is
Variational Inference for AdapVAE
Since the posterior distribution under DPMMs is intractable, approximate inference methods are required. Variational inference provides an approximation for the posterior p by casting inference as an optimization problem. It aims to find a surrogate distribution q that is the most similar to the distribution p of interest over a class of tractable distributions. Given the generative process in Section 2.3, the marginal log-likelihood for data x is
Using Jensen's inequality, we can obtain that
where q(y, z, φ, v|x) is the variational posterior distribution used to approximate the true posterior p(y, z, φ, v|x) and L ELBO is the Evidence Lower Bound (ELBO). Minimizing the Kullback-Leibler (KL) divergence between q(y, z, φ, v|x) and p(y, z, φ, v|x) is equivalent to maximizing the ELBO. We assume q(y, z, φ, v|x) can be factorized as q ψ (z|x)q(y)q(v)q(φ). Thus, the ELBO is
In Equation 2, only the first three terms contribute to optimizing the neural network parameters θ, ψ and latent representation z. We denote this part in the ELBO as L ELBO-VAE , which is derived by combining the first three terms involving z in Equation 2. Derivation details can be found in Section 1 in the Supplement.
We adopt alternating optimization strategy to maximize the ELBO. We update the VAE parameters (θ and ψ) and the latent variable (z) given the current estimates of the DPMM parameters. To update neural network parameters θ, ψ and latent representation z, we maximize L ELBO-VAE (x) using SGVB and representation trick. Note that in Equation 10,z k is a function of parameters θ and ψ, which are optimized through stochastic gradient backpropagation,
γ nkẑn and z n = µ(x n ; ψ). In Equation 10, the first term comes from training DPMM on z. The second term and third term stem from the output from the decoder and encoder respectively, where Σ represents the diagonal covariance matrix of the encoder. We provide a summary of notations in Table S1 . When updating the DPMM parameters, the latent representation z is treated as the observations for DPMM. Thus, the updates for the local cluster membership assignment parameter y, global parameters φ and v simplifies to the updates in variational inference for DPMM (Blei et al., 2006) . 
Notations in the ELBO
N : the total number of observations. L: the number of samples we obtain when using SGVB and representation trick for VAE. Σ: the diagonal covariance matrix of the encoder. xn: the nth observation. p(yi = k) = γ ik : the probability of the ith observation in the kth cluster. N k = N n=1 γ nk : the sum of the probability of the total N observations in the kth cluster. zn = µ(xn; ψ): the estimated mean of the latent representation from the encoder given xn.
γ nkẑn : the weighted mean of the kth cluster in the latent representation space.
the updated formula for the mean of the Normal-Wishart distribution for the kth cluster, where the prior m0 is usually chosen as a zero vector. W
T : the updated formula for W −1 k , the parameter of Normal-Wishart distribution. ν k = ν0 + N k : updated degrees of freedom of the Normal-Wishart distribution for the kth cluster. φ: the variational parameters of the Normal Wishart mixing components in the DP.
In order to detect novelty in an online fashion using AdapVAE, instead of using the standard variational inference for DPMM, we follow Hughes and Sudderth (2013)'s memoized online variational inference strategy. AdapVAE visits each batch of the full dataset in turn and updates a cached set of sufficient statistics which capture the characteristics of the entire dataset. It incrementally updates the local and global parameters of DPMM. To relax the constraint of a restrictive fixed truncation in the number of mixture components, it introduces birth and merge moves to improve the ELBO. Birth moves add new mixture components in DPMM and merge moves eliminate redundancy by merging clusters, which allow adaptive creation and pruning of clusters online. Details are summarized in Algorithm 1.
Algorithm 1 Variational Online Inference for AdapVAE 1: Initialization:
Initialize variational distributions and the hyperparameters for DPMM. 2: for epoch = 1, 2, . . . do 3:
for i = 1, 2, . . . , M do 4:
Select the ith batch of the observations randomly. 5:
for t = 1, 2, . . . , T do 6:
Update the parameters of the VAE according to
to maximize the LELBO(x) in Equation 10 given current DPMM parameters, where ω = {θ, ψ} denoting the parameters in both the encoder and decoder and η denotes the learning rate and the partial derivative is computed via stochastic gradient backpropagation. 7:
end for 8:
Compute the deep representation z of the observations in the ith batch using the encoder µ = f ψ (x).
9:
Divide the ith batch of latent representation z into L batches and z is treated as the observation for DPMM. 10:
while The ELBO of DPMM has not converged do 11:
Visit each distinct batch b of z once in a full pass of the latent representation in the ith batch. 12:
Incrementally updating the local and global parameters of DPMM related to batch b according to Equation 10 and Equation 11 in Hughes and Sudderth (2013 
Experiments
Our method is evaluated using both text and image benchmark datasets, which have been used in state-of-the-art methods (Jiang et al., 2017; Xie et al., 2016) . A brief description of the datasets and the implementation details are provided in Section 4.1 and 4.2.
We provide qualitative and quantitative clustering quality comparison among DEC, VaDE and AdapVAE using multiple metrics. A list of the methods in comparison are shown in Table 4 . All the competing methods fix the number of clusters the same as the ground truth. AdapVAE starts with one cluster and learns the number of clusters automatically. The best and average performance across multiple replications are provided in Table 4 and Table 1 in the Supplement. Finally, we use MNIST to demonstrate the clustering pattern of AdapVAE and the quality of generated samples.
Datasets
We conduct experiments on two image and one text data benchmarks. Detailed information for each dataset is described in the Supplement and we provide summary statistics in Table 2 . 
Implementation Details
To make a fair comparison with DEC and VaDE, we adopt their neural network architecture. The pipeline is d − 500 − 500 − 2000 − l and l − 2000 − 500 − 500 − d for the encoder and decoder, respectively, where d and l denote the dimensionality of the input and latent feature. All layers are fully connected and a sampling layer with reparametrization trick bridges the encoder and decoder. We adopt the same pretrained Stacked Autoencoder in VaDE as the initialization for the neural network. Adam optimizer (Kingma and Ba, 2014 ) is used as the optimization engine to update the neural network. The batch size is set to 1500. The learning rate for Reuters-10K and STL-10 is set as 0.002 and 0.0002 for MNIST with a common decay rate of 0.9 for every epoch. For the clustering initialization, DEC and VaDE start with K-means or GMM and fix the number of clusters as the ground truth. AdapVAE starts with one cluster and learns the number of clusters automatically.
Evaluation Metrics
Standard clustering evaluation metric, unsupervised clustering accuracy (ACC) is used to compare different methods, and is defined as ACC =max
where N is the total number of observations, l i is the ground-truth label, c i is the cluster assignment by the algorithm and m ranges over all possible one-to-one mappings between clusters and labels.
We also use other standard metrics including Normalized Mutual Information (NMI), Adjusted Random Index (ARI), Homogeneity Score (HS) and V-measure Score (VM) to compare different clustering with different number of clusters. They are all normalized metrics ranging from zero to one with value one representing perfect clustering as the ground truth. More details are provided in Section 3 in the Supplement.
Online Novelty Detection and Clustering Quality
In this section, we demonstrate AdaptVAE can detect novel clusters when new data arrives in an online fashion using MNIST. MNIST includes 10 classes of hand-written digit samples ranging from zero to nine. Denote χ = {1, 3, 4, 5, 6, 7, 8, 9}. Using MNIST, we construct three datasets denoted as "Historical", "First" and "Second" respectively.
• Historical: 60% samples from MNIST in χ and used to train the "Historical" model.
• First: the rest 20% samples from MNIST with values in χ and 50% samples from digit zero.
• Second: the rest 20% samples from MNIST with values in χ, the rest 50% samples from digit zero and 50% samples from digit two. Starting with the fitted "Historical" model using the "Historical" data, we fit AdapVAE only using the "First" dataset. AdapVAE detects the novel cluster digit zero with high accuracy. Starting with the fitted model using the "First" dataset, we fit AdapVAE using the "Second" dataset. Similarly, AdapVAE detects the novel cluster digit two with high accuracy.
(a) The tSNE (Maaten and Hinton, 2008) visualization by transforming the ten dimensional latent representation to a two dimensional space. Different colors indicate the ground-truth cluster corresponding to the fitted cluster using AdapVAE. The number of true clusters is ten and eleven clusters are obtained. The extra "mixture" cluster is composed of samples from all digits. We provide the generated image using the posterior mean parameters learnt from AdapVAE, where the last digit corresponds to the mixture cluster. This figure is best viewed in color.
(b) Generated samples using the online fitted Adap-VAE parameters. The last row represents the mixture cluster, where digit seven samples are the major elements in the mixture cluster. In Figure 2a , we visualize the clustering results using the "Second" dataset to show AdapVAE can detect novel cluster digit two and zero. A similar figure is provided in Figure 1 in the Supplement to show successful detection of digit zero using the "First" dataset. We summarize the clustering results across five replications in Table S5 . The precision and recall results for each cluster are provided in Table 3 , 4 and 5 in the Supplement. 
Clustering Pattern and Generated Images
We show the generated image using the "Second" dataset in Figure 2b . In the fitted model we use to generate the image, AdapVAE starts with one cluster and ends up with eleven clusters, where ten clusters have high purity of the ten digits and the extra one is a mixture cluster, which has samples from all digits that are not written clearly. In different replications, AdapVAE also clusters upright and oblique one or five into two groups and ends up with 12 or 13 clusters.
Clustering Quality Comparison for Different Benchmarks
We first compare the clustering accuracy of AdapVAE with other methods. Other methods fix the number of clusters as the ground truth while AdapVAE starts with one cluster and learns the number of clusters adaptively. AdapVAE can not guarantee to obtain the same number of clusters as the ground-truth. Thus, we extend the ACC definition by allowing m to range over all possible many-toone mappings between clusters and labels, where multiple small clusters are allowed to be mapped to one ground-truth cluster. In Table 4 , similar to Xie et al. (2016) and Jiang et al. (2017) , we compare the best clustering performance across various methods. We also run five replications of DEC, VaDE and AdapVAE to compare the averaging clustering quality. The results are summarized in Table 2 of the Supplement. We find that AdapVAE often performs the best. 
Conclusion
We presented a novel clustering algorithm AdapVAE combining DPMM prior with VAEs. It provides an end-to-end deep representation of the data in a low-dimensional latent space with rich clustering structure. We also provided a joint variational inference algorithm to update both the neural network and DPMM parameters. Our work can determine the number of clusters adaptively and detect novelty in an online fashion. Both qualitative and quantitative analysis for both text and image benchmarks are provided to demonstrate that AdapVAE can capture the deep latent structure in the data while maintaining high clustering quality.
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Adaptive Nonparametric Variational Autoencoder Supplement 1 Variational Inference for AdapVAE and ELBO Derivation
In this section, we provide the ELBO derivation. Recall that we use the variational distribution q(y, z, φ, v|x) to approximate the posterior distribution p(y, z, φ, v|x). Minimizing the KullbackLeibler (KL) divergence between q(y, z, φ, v|x) and p(y, z, φ, v|x) is equivalent to maximizing the ELBO L ELBO . We first list the assumptions on the variational distribution q(y, z, φ, v|x) and then provide the ELBO derivation and the updating equations.
We assume that
Now, we list the variational distribution assumptions for q ψ (z|x), q(y), q(v) and q(φ) respectively.
where T is the number of mixture components in the DP of the variational distribution and
, where φ t = (µ t , Λ t ).
• q(y n ) = Mult(T, ρ n ), which is a Multinomial distribution.
• q ηt (v t ) = Beta(η t1 , η t2 ).
Under our assumptions, the L ELBO (x) can be rewritten as:
In our updating strategy, we adopt an alternating optimization strategy used by Goyal et al. (2017) . To be specific, we update the VAE parameters (θ and ψ) and the latent variable (z) given the current estimates of the DPMM parameters. When updating the DPMM parameters, the latent representation z is treated as the observations for DPMM. The updates for the local cluster membership assignment parameter y, global parameters φ and v simplifies to the updates in variational inference for DPMM developed by Blei et al. (2006) . Hence, we only list the updating equations and the expectation derivation involving q(y), q(φ) and q(v) at the end of this section. The notation summary is provided in the main paper. We focus on deriving the nonstandard terms involving the VAE parameters θ, ψ and latent representation z first.
We use a neural network g to model the decoder with parameters θ, where (µ x , log σ 2 x ) = g θ (z) and P θ (x|z) = N (x; µ x , σ 2 x I). Hence, we have
where
represents the jth element of µ x for j = 1, 2, . . . , D.
• (σ 2 x ) j : represents the jth element of σ 2 x for j = 1, 2, . . . , D.
• x ij : represents the jth element of the ith observation.
We use neural network f to model the encoder with parameters ψ, where q ψ (z|x) = N (µ(x; ψ), σ 2 (x; ψ)) and (µ(x; ψ), log σ 2 (x; ψ)) = f (x; ψ). In VAE, we use the reparameterization trick to allow backpropagation:
We denoteẑ n as the estimated mean of the latent representation from the encoder given x n :
n .
According to Equation 10.71 of Bishop (2006) , we have the following:
(3) Eq ψ (z|x)q(y)q(v)q(φ)(log q ψ (z|x)):
We assume that q ψ (z|x) = N (µ(x; ψ), σ 2 (x; ψ)). Hence, Eq ψ (z|x)q(y)q(v)q(φ)(log q ψ (z|x)) is equal to the negative entropy of a multivariate Gaussian distribution, which is:
where Σ = σ 2 (x; ψ)I.
When we update the VAE parameters θ and ψ and the latent representation z, the DPMM parameters will be fixed. Thus, the terms that do not involve z, θ, ψ will not contribute to the L ELBO . Hence, by combining Equation 6, 7 and 9, we obtain
Here, we list the standard variational inference updating equations and derivations for DPMM.
• q(y n = i) = γ n,i .
•
• γ n,t ∝ exp(S t ),
• γ n,t = exp(St)
.
• Under the Gaussian-Wishart distribution assumption,
• Similarly, we have
A summary of notations for deriving the ELBO is listed below.
Benchmark Datasets Description
• MNIST: The MNIST dataset consists images of 70000 handwritten digits of 28 × 28 pixel size. In order to compare fairly with previous methods, we did normalization and flattened each image to a 784 × 1 vector.
• STL-10: The STL-10 dataset consists of color images of 96 × 96 pixel size. There are 10 classes with 1300 examples each. Following previous works, we fed original images to ResNet (He et al. (2016) ) pretrained on ImageNet (Deng et al. (2009) ) and used the last feature map after the 3 × 3 average pooling layer. So the extracted feature is of size 2048 × 1. 
Notations in the ELBO
N : the total number of observations. L: the number of samples we obtain when using SGVB and representation trick for VAE. Σ: the diagonal covariance matrix of the encoder. xn: the nth observation. p(yi = k) = γ ik : the probability of the ith observation in the kth cluster.
γ nk : the sum of the probability of the total N observations in the kth cluster. zn = µ(xn; ψ): the estimated mean of the latent representation from the encoder given xn.
T : the updated formula for W • REUTERS: The Reuters dataset contains about 810000 English news stories labeled with a category tree. Following previous works, we just used four root categories corporate/industrial, government/social, markets, and economics as labels and discard articles have multiple labels to get 685071 articles. We then randomly sampled a subset of 10000 articles called call REUTERS-10K. As our method are scalable by its online nature, we mainly experimented on REUTERS-10K.
Evaluation metrics
• Normalized Mutual Information (NMI) is a normalized metric for determining the quality of clustering. It can be used to compare different clusterings with different number of clusters. Its range is between zero and one, which represents no mutual information and perfect correlation. The NMI is defined as follows:
where l is the ground-truth label, c is the cluster assignment by the algorithm, I and H represents mutual information and entropy respectively (the definition for I and H is the same among all the following metrics).
• Adjusted Random Index (ARI) ranges between zero and one. If it is close to zero, it represents random labeling independently of the number of clusters and samples; it equals to one when the clusterings are identical as the true one (up to a permutation).
Given a set S of n samples, where C is the set of true classes, C = {c i |i = 1, . . . , n c } and K is the set of clusters, K = {k i |i = 1, . . . , n k }. Define A to be the contingency table produced by the clustering algorithm such that every element a ij in A represents the number of samples that are members of class c i and elements of cluster k j . Therefore, the ARI is defined as follows according to Hubert and Arabie (1985) :
, where a i = j a ij and b j = i a ij .
• Homogeneity Score (HS) is a homogeneity metric of a cluster labeling given the ground truth. A clustering satisfies homogeneity (with value one) if all of its clusters contain only data points which are members of a single class.
In Rosenberg and Hirschberg (2007) , they assume n is number of observations and share the same definition of C, K and A as in ARI. They define homogeneity as:
else,
Since H(C|K) ≤ H(C), the value of h is between zero and one. In the degenerate case where H(C) = 0, they define h to be 1.
• V-measure score (VM) is a metric to measure the agreenment of two independent clusterings on the same dataset. Its range is between zero and one where one stands for perfect complete clustering as the ground truth. V-measure is the weighted harmonic mean of homogeneity and completeness. Rosenberg and Hirschberg (2007) define the completeness measure as follows, which is symmetrical to homogeneity defined as HS previously (definitions of parameters are the same as in HS):
Similarly, in the degenerate case where H(K) = 0, they define c to be 1. The V-measure is defined as follows:
Where β is the weighting factor. Note that if β is greater than one, completeness is weighted more strongly; if β is less than one, homogeneity is weighted more strongly. Figure S1 : We provide the tSNE (Maaten and Hinton, 2008) plot by transforming the ten dimensional latent representation to a two dimensional space for visualization. Different colors indicate the ground-truth classes corresponding to the fitted classes from our algorithm. The number of true clusters is nine (since the dataset does not include number two) and we obtain ten fitted clusters where the "mixture" cluster is composed of samples from multiple classes. This figure is best viewed in color. Table S3 : Precision and recall for each cluster using the "Historical" data without zero or two on MNIST. Number seven has the major contribution to the mixture cluster. Table S4 : Precision and recall for each cluster using the "First" dataset with number zero as the novel class on MNIST. Number seven has the major contribution to the mixture cluster. Table S5 : Precision and recall for each cluster using the "Second" dataset with number two as the novel class on MNIST. Number seven has the major contribution to the mixture class. 
Figures

Tables
