The calculation of internal doses for the Mayak Worker Dosimetry System (MWDS-2013) involved extensive computational resources due to the complexity and sheer number of calculations required. The required output consisted of a set of 1000 hyper-realizations: each hyper-realization consists of a set (1 for each worker) of probability distributions of organ doses. This report describes the hardware components and computational approaches required to make the calculation tractable. Together with the software, this system is referred to here as the 'PANDORA system'. It is based on a commercial SQL server database in a series of six work stations. A complete run of the entire Mayak worker cohort entailed a huge amount of calculations in PANDORA and due to the relatively slow speed of writing the data into the SQL server, each run took about 47 days. Quality control was monitored by comparing doses calculated in PANDORA with those in a specially modified version of the commercial software 'IMBA Professional Plus'. Suggestions are also made for increasing calculation and storage efficiency for future dosimetry calculations using PANDORA.
INTRODUCTION
The desired output for internal doses in the Mayak Worker Dosimetry System (MWDS-2013) consists for each worker of a set of 1000 hyper-realizations of probability distributions to each of the selected organs and tissues. The sheer number and complexity of these calculations required considerable computational capabilities, as described here. The software used in these computations has been described in a companion manuscript (1) . Collectively, the hardware and software used to calculate internal doses using the hyper-realization approach has been called the 'PANDORA system.' The PANDORA system is housed at the Southern Urals Biophysics Institute (SUBI), Ozersk, Russia.
MATERIALS AND METHODS

Hardware and instrumentation
The hardware components of the PANDORA system, shown in Figure 1 , were assembled during 2012-13 and are based on six work stations with identical specifications, specifically: quadcore Processor Intel Core i7-2600 3.6 GHz, RAM-16 Gb, Hard Disk Drives-2 Тb. All work stations were combined into a local network with access to the SUBI Lab3 server. The block scheme of the local computer network is shown in Figure 2 . The first work station (WS-1) was at the same time the server for the MWDS-2013 database, where the initial and calculation data were stored. Since the increase of computational processes slows down the data read/write speed of the SQL Server hard drive, it has been established experimentally that the optimum number of simultaneous programs calculating internal doses for the Mayak PA workers is 48 (8 per work station).
Software
The MWDS-2013 server (WS-1) had the Microsoft Windows 7 Professional operating system. The other work stations worked under OS Microsoft Windows 7 Home Premium. Microsoft SQL Server 2008 software was used to control the storage located on the server. The storage contained the MWDS-2013 database (named HR13, an acronym for HyperRealization 2013), approximately 1 Tb in size, used to keep all necessary data in one place. The list of the DB HR13 tables with descriptions, number of stored entries, and disk space after the full calculation cycle is shown in Table 1 .
The research team developed the software and algorithms for calculating internal doses from the measurement data. The models and methodologies are described elsewhere (1) . The resulting software underwent strict quality assurance by comparing calculation results with those performed by IMBA Professional Plus software (2, 3) . A list of the separate programs with a description of their functions and computational speed is given in Table 2 .
RESULTS AND DISCUSSION
As may be seen from Table 2 , a full calculation for the entire cohort took approximately 47 days. The calculations were run on three separate occasions because the calculation results in the two first runs did not pass quality control. Thus, in total, the output for MWDS-2013 took about 140 days of computational time.
Following an analysis of where the calculation was taking the longest time, it was discovered that of the 47 days required to calculate the output, about half of the time days was being taken to simply store the results in the SQL database. It is clear that for these types of calculations, where very large amounts of data are required to be stored, then the SQL format is probably not the best option. The time taken equated to about 8000 numbers being stored per second.
One of the potential ways of accelerating record storage is the so-called partitioning/segmentation of the WHRPI13 table (shown in Table 1 ). Thus, the computational programs, launched on each of the six work stations, wrote the data for the WHRPI13 table not on WS1 server, but locally on their own hard drives, and this reduced the load to the server hard disk. At the same time, the creation of an index in each part/section/segment would significantly enhance further searches for information for computation. Another possibility to reduce the computation time would be not to use the SQL Server for the Another area of improvement could be modifying the use of the hard drives. These devices with large capacity (2-3 Тb) are suitable as storage devices for static information (i.e. the final results). However, because the calculations require a lot of interface with the hard drives, the whole calculation process could be speeded up by using solid-state volatile memory drives (RAM SSD). These devices are used to accelerate performance of large data base management systems and are characterized by superfast reading, writing, and information search times.
CONCLUSIONS
Since the PANDORA information-computer system was developed for the first time for use in MWDS-2013, there had to be a compromise between spending time on increasing the efficiency and spending time on actually doing the calculations. The most important thing was to ensure that the calculations were correct (2, 3) , and from this respect, the system could be considered a success. The total size of the database was approximately 1 Тb. The total time taken to calculate all of the doses was 47 days. The limiting factors responsible for the large computation time were due to (a) the complexity of the calculation used; (b) the required number of doses needed to deal with uncertainty in model parameters; and (c) the slow speed of entering data into the SQL server. It is likely that the PANDORA system will be used for future calculations planned under the JCCRER Project, and it is proposed to implement some of the ideas presented here to accelerate the calculations.
