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Abstract
Transmitter channel state information (CSIT) is crucial for the multiplexing gains offered by advanced interference management
techniques such as multiuser MIMO and interference alignment. Such CSIT is usually obtained by feedback from the receivers,
but the feedback is subject to delays. The usual approach is to use the fed back information to predict the current channel state and
then apply a scheme designed assuming perfect CSIT. When the feedback delay is large compared to the channel coherence time,
such a prediction approach completely fails to achieve any multiplexing gain. In this paper, we show that even in this case, the
completely stale CSI is still very useful. More concretely, we show that in a MIMO broadcast channel with K transmit antennas
and K receivers each with 1 receive antenna, K
1+ 1
2
+...+ 1
K
(> 1) degrees of freedom is achievable even when the fed back channel
state is completely independent of the current channel state. Moreover, we establish that if all receivers have independent and
identically distributed channels, then this is the optimal number of degrees of freedom achievable. In the optimal scheme, the
transmitter uses the fed back CSI to learn the side information that the receivers receive from previous transmissions rather than
to predict the current channel state. Our result can be viewed as the first example of feedback providing a degree-of-freedom gain
in memoryless channels.
I. INTRODUCTION
In wireless communication, transmitter knowledge of the channel state information (CSIT) can be very important. While in
point-to-point channels CSIT only provides power gains via waterfilling, in multiuser channels it can also provide multiplexing
gains. For example, in a MIMO broadcast channel, CSIT can be used to send information along multiple beams to different
receivers simultaneously. In interference channels, CSIT can be used to align the interference from multiple receivers to reduce
the aggregate interference footprint [1], [2].
In practice, it is not easy to achieve the theoretical gains of these techniques. In the high SNR regime, where the multiplexing
gain offered by these techniques is particularly significant, the performance of these techniques is very sensitive to inaccuracies
of the CSIT. However, it is hard to obtain accurate CSIT. This is particularly so in FDD (frequency-division duplex) systems,
where the channel state has to be measured at the receiver and fed back to the transmitter. This feedback process leads to two
sources of inaccuracies:
• Quantization Error: The limited rate of the feedback channel restricts the accuracy of the CSI at the transmitter.
• Delay: There is a delay between the time the channel state is measured at the receiver and the time when the information
is used at the transmitter. The delay comes from the fact that the receivers need some time to receive pilots, estimate
CSI, and then feed it back to the transmitter in a relatively long coding block. In time-varying wireless channels, when
the channel information arrives at the transmitter, the channel state has already changed.
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Much work in the literature has focused on the first issue. The general conclusion is that the rate of the feedback channel
needed to achieve the perfect CSIT multiplexing gain scales well with the SNR. For example, for the MIMO broadcast channel,
it was shown in [3] that the rate of feedback should scale linearly with log2 SNR. Since the capacity of the MIMO broadcast
channel also scales linearly with log2 SNR, this result says that the overhead from feedback will not overwhelm the capacity
gains.
We now focus on the second issue, the issue of feedback delay. The standard approach of dealing with feedback delay is
to exploit the time correlation of the channel to predict the current channel state from the delayed measurements [4]. The
predicted channel state is then used in place of the true channel state in a scheme designed assuming perfect CSIT is available.
However, as the coherence time of the channel becomes shorter compared to the feedback delay, due to higher mobility for
example, the delayed feedback information reveals no information about the current state, and a prediction-based scheme can
offer no multiplexing gain.
In this paper, we raise the question: is this a fundamental limitation imposed by feedback delay, or is this just a limitation
of the prediction-based approach? In other words, is there another way to use the delayed feedback information to achieve
non-trivial multiplexing gains? We answer the question in the affirmative.
For concreteness, we focus on a channel which has received significant attention in recent years: the MIMO broadcast
channel. In particular, we focus on a system where the transmitter has M antennas and there are K receivers each with
a single receive antenna. The transmitter wants to send an independent data stream to each receiver. To model completely
outdated CSI, we allow the channel state to be independent from one symbol time to the next, and the channel state information
is available to both the transmitter and the receivers one symbol time later. This means that by the time the feedback reaches
the transmitter, the current channel is already completely different. We also assume that the overall M -by-K channel matrix
is full rank at each time.
Our main result is that, for M ≥ K , one can achieve a total of
K
1 + 12 + . . .+
1
K
degrees of freedom per second per Hz in this channel. In other words, we can achieve a sum rate that scales like:
K
1 + 12 + . . .+
1
K
log2 SNR+ o(log2 SNR) bits/s/Hz
as the SNR grows. Moreover, we show that under the further assumption that all receivers have independent and identically
distributed channels, this is the optimal number of degrees of freedom achievable.
It is instructive to compare this result with the case when there is no CSIT and the case when there is perfect CSIT. While
the capacity or even the number of degrees of freedom is unknown for general channel statistics when there is no CSIT, in
the case when all receivers have identically distributed channels, it is easy to see that the total number of degrees of freedom
is only 1. Since K
1+ 1
2
+...+ 1
K
> 1 for any K ≥ 2, we see that, at least in that case, there is a multiplexing gain achieved by
exploiting completely outdated CSI. However, the multiplexing gain is not as good as K , the number of degrees of freedom
achieved in the perfect CSIT case. On the other hand, when K is large,
K
1 + 12 + . . .+
1
K
≈
K
lnK
,
almost linear in K .
Why is outdated CSIT useful? When there is perfect CSIT, information intended for a receiver can be transmitted to that
receiver without other receivers overhearing it (say by using a zero-forcing precoder), so that there is no cross-interference.
When the transmitter does not know the current channel state, this cannot be done and information intended for a receiver
will be overheard by other receivers. This overheard side information is in the form of a linear combination of data symbols,
the coefficients of which are the channel gains at the time of the transmission. Without CSIT at all, this side information
will be wasted since the transmitter does not know what the coefficients are and hence does not know what side information
was received in previous transmissions. With outdated CSIT, however, the transmitter can exploit the side information already
received at the various receivers to create future transmissions which are simultaneously useful for more than one receiver
and can therefore be efficiently transmitted. Note that there is no such overheard side-information in simpler scenarios such
as point-to-point and multiple access channels, where there is only a single receiver. Indeed, it is shown in [5], [6] that for
such channels, the only role of delayed CSIT is to predict the current state, and when the delayed CSIT is independent of the
current state, the delayed CSIT provides no capacity gains.
The rest of the paper is structured as follows. In Section II, the problem is formulated and the main results are stated
precisely. Sections III, VI, and VII describe the proposed schemes, and Section IV describes the converse. In Section V, the
DoF region for the case of M = K is characterized. The connection between our results and those for the packet erasure
broadcast channel is explained in Section VIII. Some follow-up results to the conference version of this paper are discussed
in IX. We conclude with a discussion of our result in the broader context of the role of feedback in communication in Section
X.
II. PROBLEM FORMULATION AND MAIN RESULTS
We consider a complex baseband broadcast channel with M transmit antennas and K receivers, each equipped with a single
antenna. In a flat fading environment, this channel can be modeled as,
yr[n] = h
†
r[n]x[n] + zr[n], r = 1, . . . ,K, (1)
where † denotes transpose–conjugate operation, x[n] ∈ CM×1, E[x†[n]x[n]] ≤ SNR, zr[n] ∼ CN (0, 1) and the sequences
zr[n]’s are i.i.d. and mutually independent. In addition, h†r[n] = [h
†
r1[n], . . . , h
†
rM [n]] ∈ C
1×M
. We define H[n] as H[n] =
[h1[n], . . . ,hK [n]].
We assume that H[n] is available at the transmitter and all receivers with one unit delay1
Let us define E as E = {1, 2, . . . ,K}. We assume that for any subset S of the receivers, S ⊂ E , the transmitter has a
message WS with rate RS bits/s/Hz. For example, message W{1,2} is a common message for receivers one and two. Similarly,
W{1}, or simply W1, is a message for receiver one. We define dS , as
dS = lim
SNR→∞
RS
log2 SNR
. (2)
If |S| = j, then we call WS an order–j message or a message of order j. We define degrees of freedom order j, DoF∗j (M,K),
as
DoF
∗
j (M,K) = lim
SNR→∞
max
R∈C
∑
S,|S|=j
RS
log2 SNR
. (3)
where C denotes the capacity region of the channel, and R ∈ R(2K−1)×1 denotes the vector of the message rates for each
subset of receivers. We note that DoF∗1(M,K) is the well-known notion of the degrees of freedom of the channel.
In this paper, we establish the following results.
Theorem 1 As long as H[n] is full rank almost surely for each n, and {H[n]} is stationary and ergodic, then for M ≥ K ,
DoF
∗
1(M,K) ≥
K
1 + 12 + . . .+
1
K
. (4)
More generally, as long as M ≥ K − j + 1, then
DoF
∗
j (M,K) ≥
K − j + 1
j
1
1
j
+ 1
j+1 + . . .+
1
K
. (5)
For example, DoF∗1(2, 2) ≥ 43 and DoF
∗
1(3, 3) ≥
18
11 , which are greater than one. Note that this achievability result holds under
very weak assumptions about the channel statistics. Hence, even when {H[n]} is an i.i.d. process over time, delayed CSIT is
still useful in achieving a degree-of-freedom gain.
The following theorem gives a tight converse under specific assumptions on the channel process.
1All our achievable results hold regardless of what the delay is, since they do not depend on the temporal statistics of the channel. Hence, for convenience,
we will just normalize the delay to be 1 symbol time.
Theorem 2 If the channel matrices {H[n]} is an i.i.d. process over time and the channels are also independent and identically
distributed across the receivers, then
DoF
∗
j (M,K) ≤
(
K
j
)
(K−1j−1 )
min{1,M} +
(K−2j−1 )
min{2,M} + . . .+
(j−1j−1)
min{K−j+1,M}
(6)
The equality between the expressions in (5) and (6) in the case of M ≥ K − j + 1 can be verified using the identity (47),
proved in Appendix A, thus yielding the following corollary.
Corollary 1 If the channel matrices {H[n]} is an i.i.d. process over time and is also independent and identically distributed
across the receivers, then the lower bounds in Theorem 1 are tight.
In addition, the region of order–one DoF for the case M = K is characterized as follows:
Theorem 3 If the channel matrices {H[n]} is an i.i.d. process over time and is also independent and identically distributed
across the receivers, then the DoF region for the case M = K is characterized as all positive K–tuples (d1, d2, . . . , dK)
satisfying:
K∑
i=1
dπ(i)
i
≤ 1 (7)
for all permutations π of the set {1, . . . ,K}.
The achievability result for Theorem 1 holds for M ≥ K − j + 1. We have the following achievability result for general
M,K and j.
Theorem 4 Assume that H[n] is full rank almost surely for each n, and {H[n]} is stationary and ergodic. If DoFj+1(M,K)
is achievable for order–(j + 1) symbols, then DoFj(M,K) is achievable for order–j symbols, where
DoFj(M,K) =
qj+1
j
1
j
+
qj
j+1
1
DoFj+1(M,K)
, (8)
and qj = min{M − 1,K − j}.
Starting from DoF∗K(M,K) = 1, which is simply achievable, one can use iterative equation (8) to derive an achievable
DoFj(M,K) with the following closed form
DoFj(M,K) = (9)
M
j∑K−M
i=j
1
i
(
M−1
M
)i−j
+
(
M−1
M
)K−M−j+1
(
∑K
i=K−M+1
1
i
)
,
for the case of M < K − j + 1. Unlike the case of M ≥ K − j + 1, however, the expression in (9) does not match the
upper bound in Theorem 2. In particular, this means that Theorem 4 does not allow us to characterize the degrees of freedom
DoF
∗
1(M,K) when the number of users K is greater than the number of transmit antennas M . On the other hand, it is easy to
verify that the achievable DoF1(M,K) in Theorem 4 is increasing with K , even when K > M . Therefore, unlike the situation
with full CSIT, the degrees of freedom under delayed CSIT is not determined by the minimum of the number of transmit
antennas and the number of receivers.
For the special case of M = 2 and K = 3, we obtain an exact characterization of the degrees of freedom.
Theorem 5 Assume that H[n] is full rank almost surely for each n, and {H[n]} is stationary and ergodic, then DoF∗1(2, 3) = 32 .
III. ACHIEVABLE SCHEME FOR THEOREM 1
In this section, we explain the achievable scheme for Theorem 1. The key is to understand the square case when M = K .
For simplicity, we start with the cases M = K = 2 and M = K = 3.
A. Achievable Scheme for M = K = 2
In this subsection, we show that for the case of M = K = 2, the DoF of 43 is achievable. We explain the achievable scheme
from three different perspectives:
1) Exploiting Side-Information
2) Generating Higher-Order Messages
3) Interference Alignment using Outdated CSIT
For notational clarity, in this subsection we will use A and B to denote the two receivers instead of 1 and 2.
1) Exploiting Side-Information: Let ur and vr be symbols from two independently encoded Gaussian codewords intended
for receiver r. The proposed communication scheme is performed in two phases, which take three time–slots in total:
Phase One – Feeding the Receivers: This phase has two time–slots.
The first time slot is dedicated to receiver A. The transmitter sends the two symbols, uA and vA, intended for receiver A,
i.e.
x[1] =
[
uA
vA
]
. (10)
At the receivers, we have:
yA[1] = h
†
A1[1]uA + h
†
A2[1]vA + zA[1], (11)
yB[1] = h
†
B1[1]uA + h
†
B2[1]vA + zB[1]. (12)
Both receivers A and B receive noisy versions of linear combinations of uA and uB. Receiver B saves the overheard equation
for later usage, although it only carries information intended for receiver A.
The second time-slot of phase one is dedicated to the second receiver. In this time-slot, the transmitter sends symbols
intended for receiver B, i.e.
x[2] =
[
uB
vB
]
. (13)
At receivers, we have:
yA[2] = h
†
A1[2]uB + h
†
A2[2]vB + zA[2], (14)
yB[2] = h
†
B1[2]uB + h
†
B2[2]vB + zB[2]. (15)
Receiver A saves the overheard equation for future usage, although it only carries information intended for receiver B.
Let us define short hand notations
L1(uA, vA) = h
†
A1[1]uA + h
†
A2[1]vA,
L2(uA, vA) = h
†
B1[1]uA + h
†
B2[1]vA,
L3(uB, vB) = h
†
A1[2]uB + h
†
A2[2]vB,
L4(uB, vB) = h
†
B1[2]uB + h
†
B2[2]vB.
The transmission scheme is summarized in Fig. 1. In this figure, for simplicity, we drop the thermal noise from the received
signals. We note that, assuming H[1] is full rank, there is a one-to-one map between (uA, vA) and (L1(uA, vA), L2(uA, vA)). If
receiver A has the equation overheard by receiver B, i.e. L2(uA, vA), then it has enough equations to solve for its own symbols
uA, and vA. Similarly, assuming H[2] is full rank, there is a one-to-one map between (uB, vB) and (L3(uB, vB), L4(uB, vB)).
If receiver B has the equation overheard by receiver A, i.e. L3(uB, vB), then it has enough equations to solve for its own
symbols uB , and vB .
Therefore, the main mission of the second phase is to swap these two overheard equations through the transmitter.
Phase Two – Swapping Overheard Equations: This phase takes only one time–slot at n = 3. At this time, the transmitter
sends a linear combination of the overheard equations, i.e. L2(uA, vA) and L3(uB, vB). We note that at this time the transmitter
is aware of the CSI at n = 1 and n = 2; therefore it can form the overheard equations L2(uA, vA) and L3(uB, vB).
X1
X2
YA
YB
hA(m)
hB(m)
Delay
Delay
uA
vA
L1(uA, vA)
L2(uA, vA)
uB
vB
L3(uB, vB)
L4(uB, vB)
0
L2(uA, vA) + L3(uB, vB)
h†A1[3] (L2(uA, vA) + L3(uB, vB))
h†B1[3] (L2(uA, vA) + L3(uB, vB))
m = 1 m = 2 m = 3
m = 1 m = 2 m = 3
Fig. 1. Achievable Scheme for M = K = 2
For example, x[3] can be formed as,
x[3] =
[
L2(uA, vA) + L3(uB, vB)
0
]
. (16)
At receivers, we have,
yA[3] = h
†
A1[3] (L2(uA, vA) + L3(uB, vB)) + zA[3], (17)
yB[3] = h
†
B1[3] (L2(uA, vA) + L3(uB, vB)) + zB[3]. (18)
Remember that receiver A already has (a noisy version of) L3(uB, vB). Thus, together with yA[3], it can solve for its two
symbols uA, vA. We have a similar situation for receiver B.
Remark: In this scheme, we assume that in the first time–slot, transmit antenna one sends uA and transmit antenna two
sends vA. However, antenna one and two can send any random linear combination of uA and vA. Therefore, for example, we
can have
x[1] = A[1]
[
uA
vA
]
, (19)
where A[1] ∈ C2×2 is a randomly selected matrix. Similar statement is true for the second time–slot. At time–slot n = 3, we
send L3(uB, vB) + L2(uA, vA). However, we can send any combination of L3(uB, vB) and L2(uA, vA). In other words,
x[3] = A[3]
[
L3(uB, vB)
L2(uA, vA)
]
, (20)
where A[3] ∈ C2×2 is a randomly selected matrix. However, we can limit the choice of A[3] to rank one matrices.
Remark: We note that only the number of independent noisy equations that each receiver has is important. As long as the
variance of the noise of each equation is bounded, the DoF is not affected. Therefore, in what follows, we ignore noise and
just focus on the number of independent equations available at each receiver.
Remark: Note that if the transmitter has 2N transmit antennas, and each of the receivers has N antennas, then we can
follow the same scheme and achieve DoF of 4N3 .
2) Generating Higher Order Symbols: We can observe the achievable scheme from another perspective. Remember in
the second phase, we send a linear combination of L2(uA, vA) and L3(uB, vB), e.g. L2(uA, vA) + L3(uB, vB), to both
receivers. We can consider L2(uA, vA) + L3(uB, vB) as an order–two common symbol, required by both receivers. Let us
define uAB = L2(uA, vA)+L3(uB, vB). If we have an algorithm which achieves the degrees of freedom of DoF2 for order–two
common symbols, then we need 1
DoF2(2,2)
time–slots to deliver the common symbol uAB to both receivers. Therefore, in total,
we need 2 + 1
DoF2(2,2)
to deliver four symbols uA, vA, uB , and vB to the designated receivers. Thus, we have,
DoF1(2, 2) =
4
2 + 1
DoF2(2,2)
. (21)
It is easy to see that we can achieve DoF2(2, 2) = 1 by simply sending uAB to both receivers in one time–slot. Therefore,
DoF1(2, 2) of 43 is achievable.

 yA[1]yA[2]
yA[3]

 =

 h
†
A1[1] h
†
A2[1]
0 0
h†A1[3]h
†
B1[1] h
†
A1[3]h
†
B2[1]


︸ ︷︷ ︸
Rank Two
[
uA
vA
]
+

 0 0h†A1[2] h†A2[2]
h†A1[3]h
†
A1[2] h
†
A1[3]h
†
A2[2]


︸ ︷︷ ︸
Rank One
[
uB
vB
]
+

 zA[1]zA[2]
zA[3]

 . (22)
[
yA[1]
yA[3]− h
†
A1[3]yA[2]
]
=
[
h†A1[1] h
†
A2[1]
h†A1[3]h
†
B1[1] h
†
A1[3]h
†
B2[2]
][
uA
vA
]
+
[
zA[1]
zA[3]− h
†
A1[3]zA[2]
]
. (23)
In summary, phase one takes as input two order–one symbols for each receiver. It takes two time–slots to deliver one desired
equation to each of the receivers. Therefore, each receiver needs one more equation to resolve the desired symbols. If the
transmitter ignores the overheard equations, we need two more time–slots to deliver one more equation to each receiver and
yield the DoF of one. However, by exploiting the overheard equations, we can form a common symbol of order two. Delivering
one common symbol of order two to both receivers takes only one time–slot but it simultaneously provides one useful equation
to each of the receivers. Therefore using this scheme, we save one time–slot and achieve DoF1(2, 2) = 43 rather than
4
4 .
3) Interference Alignment using Outdated CSIT: Putting together the symbols received by receiver A over the three time–
slots, we have (22). From (22), it is easy to see that at receiver A, the two interference streams uB and vB arrived from the
same directions [0, hA1[2], hA1[3]hA1[2]]†, and therefore uB and vB are aligned. Note that the alignment is done using outdated
CSIT. By making the interference data symbols aligned at receiver A, the two symbols uB and vB collapse into one symbol
h†A1[2]uB+h
†
A2[2]vB . Eliminating the variable h
†
A1[2]uB+h
†
A2[2]vB from (22), we have (23), which is an equation set of the
two desired symbols uA and vA. It is easy to see that as long as h†A1[3] 6= 0 and h
†
A1[1]h
†
B2[1]− h
†
A2[1]h
†
B1[1] 6= 0, then the
desired data symbols are not aligned at receiver A and they can be solved for. We note that at h†A1[1]h
†
B2[1]− h
†
A2[1]h
†
B1[1]
is the determinant of the channel matrix H[1]. Indeed, in this scheme, receiver A borrows the antenna of the second receiver
at time–slot n = 1 to be able to solve for the two symbols.
B. Achievable Scheme for M = K = 3
In this section, we show how we achieve DoF of 3
1+ 1
2
+ 1
3
= 1811 for the channel with a three-antenna transmitter and three
single-antenna receivers. As explained in the previous subsection, we can observe the achievable scheme from three different
perspectives. However, we find the second perspective simpler to follow. Therefore, in the rest of the paper, we just explain
the algorithm based on the second perspective.
The achievable scheme has three phases. Phase one takes order–one symbols and generates order–two common symbols.
Phase two takes order–two common symbols and generates order–three common symbols. The last phase takes order three-
common symbols and deliver them to all three receivers.
Phase One: This phase is similar to phase one for the 2 by 2 case. It takes three independent symbols for each receiver and
generates three symbols of order two. Assume that ur, vr, and wr represent three symbols, independently Gaussian encoded,
for receiver r, r = A,B,C. Therefore, in total, there are 9 data symbols. This phase has three time-slots, where each time–slot
is dedicated to one of the receivers. In the time-slot dedicated to receiver A, the transmitter sends random linear combinations
of uA, vA, and wA over the three antennas. Similarly, in the time-slot dedicated to receiver B, the transmitter sends random
linear combinations of uB , vB , and wB over the three antennas. In the time-slot dedicated to receiver C, the transmitter sends
random linear combinations of uC , vC , and wC over the three antennas. Refer to Fig. 2 for details.
So far the algorithm has taken three time–slots and delivered three desired equations to the designated receivers. Therefore,
in terms of counting the desired equations, the algorithm delivers one equation per time–slot which is natural progress for a
system without CSIT. If we ignore the overheard equations, then we need six more time–slots to successfully deliver the 9
data streams, which yields the DoF of one. However, as described in the 2 by 2 case, the overheard equations can help us to
improve the degrees of freedom.
Let us focus on the time-slot dedicated to receiver A. Then, we have the following observations:
• The three equations L1(uA, vA, wA), L2(uA, vA, wA), and L3(uA, vA, wA) form three linearly independent equations of
uA, vA, and wA, almost surely.
X1
X2 YB
YA
Delay
X3
YC
uA
vA
wA
L1(uA, vA, wA)
L2(uA, vA, wA)
L3(uA, vA, wA)
uB
vB
wB
L4(uB , vB , wc)
L5(uB , vB , wB)
L6(uB , vB , wB)
uC
vC
wC
L7(uC , vC , wC)
L8(uC , vC , wC)
L9(uC , vC , wC)
m = 1 m = 2 m = 3
m = 1 m = 2 m = 3
Fig. 2. Achievable Scheme for K = 3: Phase One
• If we somehow deliver the overheard equations L2(uA, vA, wA) and L3(uA, vA, wA) to receiver A, then it has enough
equations to solve for uA, vA, and wA.
• The two overheard equations L2(uA, vA, wA) and L3(uA, vA, wA) plus the equation received by receiver A i.e. L1(uA, vA, wA),
fully represent the original data symbols. Therefore, sufficient information to solve for the data symbols is already available
at the receivers, but not exactly at the desired receiver.
We have similar observations about the equations received in the time-slots dedicated to receivers B and C. Remember
that originally the objective was to deliver ur, vr, and wr to receiver r. After these three transmissions, we can redefine the
objective. The new objective is to deliver:
• (i) the overheard equations L2(uA, vA, wA) and L3(uA, vA, wA) to receiver A,
• (ii) the overheard equations L4(uB, vB , wB) and L6(uB, vB, wB) to receiver B, and
• (iii) the overheard equations L7(uC , vC , wC) and L8(uC , vC , wC) to receiver C.
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Fig. 3. Achievable Scheme for K = 3: Phase Two
Let us define uAB as a random linear combination of L2(uA, vA, wA) and L4(uB, vB, wB). To be specific, let uAB =
L2(uA, vA, wA) + L4(uB, vB, wB). Then we have the following observations:
• If receiver A has uAB , then it can use the saved overheard equation L4(uB, vB , wB) to obtain L2(uA, vA, wA). Remember
L2(uA, vA, wA) is a desired equation for receiver A.
• If receiver B has uAB , then it can used the saved overheard equation L2(uA, vA, wA) to obtain L4(uB, vB, wB). Remember
L4(uB, vB, wB) is a desired equation for receiver B.
Therefore, uAB is desired by both receivers A and B. Similarly, we define uAC = L3(uA, vA, wA) +L7(uC , vC , wC), which
is desired by receivers A and C, and define uBC = L6(uB, vB, wB) + L8(uC , vC , wC), which is desired by receivers B and
C. We note that if receiver A has uAB and uAC , then it has enough equations to solve the original data symbols uA, vA, and
wA. Similarly, it is enough that receiver B has uAB and uBC , and receiver C has uAC and uBC . Therefore, again, we can
redefine the objective as delivering uAB to receivers A and B, uAC to receivers A and C, and uBC to receivers B and C.
Suppose now we have an algorithm that can achieve DoF2(3, 3) degrees of freedom for order–two common symbols. Then,
the total time to deliver the original 9 data symbols is the initial three time–slots of sending linear combinations of the 9
symbols plus 3
DoF2(3,3)
time–slots to deliver the three order–two symbols generated. Therefore, the overall DoF to send the
order–1 symbols is given by
DoF1(3, 3) =
9
3 + 3
DoF2(3,3)
. (24)
It is trivially easy to achieve DoF2(3, 3) = 1, which yields DoF1(3, 3) of 32 . However, as we will elaborate in the following,
we can do better.
Phase Two: Phase one of the algorithm takes order–one symbols and generates order–two symbols to be delivered. Phase
two takes order–two symbols, and generates order–three symbols. Phases two and three together can also be viewed as an
algorithm which delivers order-two common symbols.
Assume that uAB and vAB represent two symbols that are desired by both receivers A and B. Similarly, uAC and vAC are
required by both receivers A and C, and uBC and vBC are required by both receivers B and C. Therefore, in total, there are
6 order–two symbols. We notice that phase one generates only three order–two symbols. To provide 6 order–two symbols, we
can simply repeat phase one twice with new input symbols. Phase two takes three time-slots, where each time–slot is dedicated
to one pair of the receivers. In the time-slot dedicated to receivers A and B, the transmitter sends random linear combinations
uAB and vAB from two of the transmit antennas. We have analogous transmissions in the other two time–slots. For details,
see Fig. 3.
In Fig. 3, we focus on the first time–slot dedicated to both users A and B. Then, we have the following important
observations:
• L10(uAB, vAB) and L12(uAB, vAB) form two linearly independent equations of uAB and vAB , almost surely.
• Similarly, L11(uAB, vAB) and L12(uAB, vAB) form two linearly independent equations of uAB and vAB , almost surely.
• If L12(uAB, vAB) is somehow delivered to both receivers A and B, then both receivers have enough equations to solve
for uAB and vAB . Therefore, L12(uAB, vAB), which is overheard and saved by receiver C, is simultaneously useful for
receivers A and B.
We have similar observations about the received equations in the other two time-slots. Therefore, after these three time-slots,
we can redefine the objective of the rest of the algorithm as delivering
• (i) L12(uAB, vAB) to receivers A and B,
• (ii) L14(uAC , vAC) to receivers A and C, and
• (iii) L16(uBC , vBC) to receivers B and C.
Let us define uABC and vABC as any two linearly independent combinations of L12(uAB, vAB) and L14(uAC , vAC), and
L16(uBC , vBC):
uABC = α1L12(uAB, vAB) + α2L14(uAC , vAC)
+ α3L16(uBC , vBC),
vABC = β1L12(uAB, vAB) + β2L14(uAC , vAC)
+ β3L16(uBC , vBC),
where the constants αi and βi, i = 1, 2, 3, have been shared with receivers. If we somehow deliver uABC and vABC to receiver
A, then together with its saved overheard equation L16(uBC , vBC), receiver A has 3 linearly independent equations to solve
for L12(uAB, vAB) and L14(uAC , vAC). Then, it has enough equations to solve for uAB , vAB , uAC , and vAC . We have the
similar situation for receivers B and C. Therefore, it is enough to deliver uABC and vABC to all three receivers. If we have
an algorithm that can provide DoF3(3, 3) degrees of freedom to deliver order-three common symbols, then the total time to
deliver the original 6 order–two common symbols is 3 + 2
DoF3(3,3)
, taking into account the first three transmissions (described
in Fig. 3). Therefore, we have
DoF2(3, 3) =
6
3 + 2
DoF3(3,3)
. (25)
Phase Three: Phase Three transmits order–three common symbols. This phase is very simple. Assume that uABC is required
by all three receivers. Then, the transmitter can use only one transmit antenna and send uABC . All three receivers will receive
a noisy version of uABC . Therefore, we use one time–slot to send one order–three symbol. Therefore, DoF3(3, 3) = 1. Then,
from (24) and (25), we conclude that DoF1(3, 3) = 1811 and DoF2(3, 3) = 65 .
C. General Proof of Achievability for Theorem 1
In this section, we explain the achievable scheme for the general case in Theorem 1.
First we focus on the general M = K square case. The algorithm is based on a concatenation of K phases. Phase j takes
symbols of order j and generates symbols of order j+1. For j = K , the phase is simple and generates no more symbols. For
each j, we can also view phases j, j + 1, . . .K together, as an algorithm whose job is to deliver common symbols of order j
to the receivers.
The j th phase takes (K − j+1)
(
K
j
)
common symbols of order j, and yields j
(
K
j+1
)
symbols of order j+1. This phase has(
K
j
)
time-slots, with each time-slot dedicated to a subset S of receivers, |S| = j. We denote the time-slot dedicated to the subset
S by tS . In this time-slot, the transmitter sends random linear combinations of the K−j+1 symbols uS,1, uS,2, . . . , uS,K−j+1,
desired by all the receivers in S. The transmitter utilizes K − j + 1 of the transmit antennas.
The linear combination of the transmitted symbols received by receiver r is denoted by LS,r. Let us focus on the linear
combinations of the transmitted symbols received by all receivers, in time–slot tS . We have the following observations:
• For every r ∈ S, the K − j + 1 equations consisting of one equation LS,r and the K − j overheard equations: {LS,r′ :
r′ ∈ E\S} are linearly independent equations of the K − j+1 symbols uS,1, uS,2, . . . , uS,K−j+1. This relies on the fact
that the transmitter uses K − j + 1 transmit antennas.
• For any r, r ∈ S, if we somehow deliver the K − j equations {LS,r′ : r′ ∈ E\S} to receiver r, then receiver r has
K − j + 1 linearly independent equations to solve for all K − j + 1 symbols uS,1, uS,2, . . . , uS,K−j+1.
• Having the above two observations, we can say that the overheard equation by receiver r′, r′ ∈ E\S, is simultaneously
useful for all receivers in S.
After repeating the above transmission for all S, where S ⊂ E and |S| = j, then we have another important observation.
Consider any subset T of receivers, where |T | = j + 1. Then each receiver r, r ∈ T , has an overheard equation LT \{r},r,
which is simultaneously useful for all the receivers in T \{r}. We note that the transmitter is aware of these overheard
equations. For every T ⊂ E , |T | = j+1, the transmitter forms j random linear combinations of LT \{r},r, r ∈ T , denoted by
uT ,1, uT ,2, . . . , uT ,j . We note that uT ,ξ, 1 ≤ ξ ≤ j, is simultaneously useful for all receivers in T . Indeed, each receiver r in T
can subtract the contribution of LT \{r},r from uT ,ξ, ξ = 1, . . . , j, and form j linearly independent combinations of LT \{r},r,
r ∈ T \{r}. Using the above procedure, the transmitter generates j
(
K
j+1
)
symbols of order j +1. The important observation is
that if these j
(
K
j+1
)
symbols are delivered to the designated receivers, then each receiver will have enough equations to solve for
all of the original common symbols of order j. Delivering j
(
K
j+1
)
order–(j+1) symbols takes j(
K
j+1)
DoFj+1(K,K)
using an algorithm
that provides DoFj+1(K,K) degrees of freedom for order–(j + 1) symbols. Since the phase starts with (K − j + 1)
(
K
j
)
symbols of order j, and takes
(
K
j
)
time–slots, and generates j
(
K
j+1
)
symbols with order j + 1, we have
DoFj(K,K) =
(K − j + 1)
(
K
j
)
(
K
j
)
+
j( Kj+1)
DoFj+1(K,K)
, (26)
or
K − j + 1
j
1
DoFj(K,K)
=
1
j
+
K − j
j + 1
1
DoFj+1(K,K)
. (27)
It is also easy to see that DoFK(K) = 1 is achievable. Solving the recursive equation, we have
DoFj(K,K) =
K − j + 1
j
1
1
j
+ 1
j+1 + . . .+
1
K
. (28)
In particular,
DoF1(K,K) =
K
1 + 12 + . . .+
1
K
. (29)
Therefore the achievablity of Theorem 1 in the square case has been established.
Now observe that in the above algorithm, phase j only requires the use of K − j + 1 transmit antennas, not all K of the
transmit antennas. Moreover, common symbols of order j are delivered using phases j, j+1, . . . ,K. Hence, we conclude that
the degree of freedom of order–j messages achieved above in the square system can actually be achieved in a system with
less transmit antennas as long as M ≥ K − j + 1. This proves Theorem 1 in the rectangular case as well.
Remark: We note that if the transmitter has KM transmit antennas, and each of the K receivers has N receive antennas,
then the DoF1 of
KN
1 + 12 + . . .+
1
K
is achievable. More generally, in this channel, for order–j symbols, the DoFj of
K − j + 1
j
N
1
j
+ . . .+ 1
K
is achievable.
D. Implementation Issues
For simplicity, the proposed scheme has been presented in a symbol–by–symbol based format. However, this scheme can be
implemented in a block–by–block fashion as well. This would allow us to exploit the coherence of the channel over time and
frequency to reduce channel training and feedback overhead. To be specific, let us again focus on the case of M = K = 2.
Consider a block of time-frequency resources, consecutive in time and frequency. Let us assume that in the first phase of
the scheme, we dedicate half of these resources to receiver A and the other half to receiver B. To start the second phase,
the transmitter needs to know channel coefficients during the first phase. For example, if the lengths of the block in time
and frequency are respectively less than coherent time and bandwidth of the channel, then during the first phase the channel
coefficients are (almost) constant. Therefore, to start the second phase, the transmitter needs only to know the four channel
coefficients. Let us denote the coherent time and bandwidth by Tc and Wc respectively. Then, for each TcWc time-frequency
resources, the transmitter needs to dedicate at least two time-frequency resources to send orthogonal pilot signals and learn
four coefficients through feedback. Then, the transmitter uses the remaining resources to send 2TcWc − 2 order–one symbols.
Remember that the transmitter is also required to report the channel coefficients of each receiver to the other receiver. Since
each receiver knows its own channel state information, the transmitter can exploit that and send to both receivers the two
symbols of hA1[1] + hB1[1] and hA2[1] + hB2[1], as the symbols of order–two in the second phase. Therefore, the second
phase takes 2TcWc−24 + 2 resource units for order–two messages. Following the above argument, the scheme can achieve DoF
of 2TcWc−23
2
TcWc+0.5
. If TcWc ≫ 1, as in most wireless channels, then the degree of freedom is close to 4/3.
IV. OUTER-BOUND
In this section, we aim to prove Theorem 2. In this theorem, we focus on the degrees of freedom of the channel for order–j
messages. Therefore, we assume for every subset S with cardinality j of receivers, the transmitter has a message WS , with
rate RS and degrees of freedom dS .
Remember in Section II, we assume that the channel state information is available to all nodes with one time-unit delay.
As an outer-bound, we consider the capacity of a channel in which the channel state information at time n is available to all
receivers instantaneously at time n. Therefore, at time n, receiver r has (yr[t],H[t]), t = 1, . . . ,m, for any r, 1 ≤ r ≤ K . On
the other hand, the transmitter has not only the channel state information, but also received signals, both with one unit delay.
Therefore, at time n, the transmitter has (y1[t], . . . , yK [t],H[t]), t = 1, . . . ,m − 1. Now, we improve the resultant channel
even further as follows.
Consider a permutation π of the set E = {1, 2, . . . ,K}. We form a K–receiver broadcast channel, by giving the output
of the receiver π(i) to the receivers π(j), j = i + 1, . . . ,K , for all i = 1, . . . ,K − 1. Therefore, we have an upgraded
broadcast channel, referred to as improved channel with K receivers as
(
yπ(1)[n],H[n]
)
,
(
yπ(1)[n], yπ(2)[n],H[n]
)
, . . .,(
yπ(1)[n], yπ(2)[n], . . . , yπ(K)[n],H[n]
)
. We denote the capacity of the resultant channel as CImproved(π). Denoting the capacity
of the original channel with C, we obviously have C ⊂ CImproved(π). Moreover, it is easy to see that the improved channel is
physically degraded.
In the improved channel, consider message WS , which is required by all j receivers listed in S. Let i∗ be the smallest
integer where π(i∗) ∈ S. Then, due to the degradedness of the channel, if WS is decoded by receiver π(i∗), then it can be
decoded by all other receivers in S. Therefore, we can assume that WS is just required by receiver π(i∗). Using this argument,
we can simplify the messages requirements from order–j common messages to pure private messages as follows: receiver π(1)
requires all messages WS , where π(1) ∈ S and S ∈ E . Similarly, receiver π(2) requires all messages WS , where π(2) ∈ S
and S ⊂ E\{π(1)}. We follow the same argument for all receivers.
According to [7], feedback does not improve the capacity of the physically degraded broadcast channels. Consequently, we
focus on the capacity region of the improved channel without feedback, and with the new private message set. On the other
hand, for broadcast channels without feedback, the capacity region is only a function of marginal distributions. Therefore, we
can ignore the coupling between the receivers in the improved channel. Thus, we have a broadcast channel where receiver
π(i) has i antennas, and the distributions of the channels between the transmitter and any of the receive antennas are identical.
Moreover receiver π(i) is interested in all messages WS , where π(i) ∈ S, |S| = j, and S ⊂ E\{π(1), π(2), . . . , π(i − 1)}.
Therefore, according to [8], extended by [9], one can conclude that
K−j+1∑
i=1
1
min{i,M}
∑
|S|=j
S⊂E\{π(1),...π(i−1)}
π(i)∈S
dS ≤ 1. (30)
By applying the same procedure for any permutation of the set {1, 2, . . . ,K} and then adding all of the K! resulting
inequalities, the theorem follows.
V. THE DoF REGION FOR K = M
In this section, we prove Theorem 3 which characterizes the DoF region of the channel for the case M = K .
We note that the region of Theorem 3 is the polyhedron proposed by the outer–bound (30) for order–one messages where
M = K . Here, we show by induction on K that the region is achievable. The hypothesis is clearly true for K = 1. Now assume
that the hypothesis is true for K = 1, . . . , k− 1. Consider the case when K = k. First we argue that any point (d˜1, d˜2, . . . , d˜k)
in the polyhedron such that d˜i > 0 for all i and d˜i 6= d˜j for some i, j cannot be a corner point of the polyhedron. Without loss
of generality, we can assume that the coordinates of such a point is ordered in a non-decreasing order, since the polyhedron
is invariant to permutation of coordinates. Let i1, i2 be such that either 0 < d˜1 = . . . = d˜i1 < d˜i1+1 = . . . = d˜i2 < d˜i2+1, or
0 < d˜1 = . . . = d˜i1 < d˜i1+1 = . . . = d˜i2 and i2 = k. Now a direct calculation shows that π is a permutation of {1, . . . , k}
which maximizes:
k∑
i=1
d˜π(i)
i
among all permutations if and only if d˜π(i) > d˜π(j) whenever i < j. This means that the only constraints, if any, of the
polyhedron that (d˜1, . . . , d˜k) satisfies with equality correspond to permutations satisfying π(j) ∈ {1, . . . i1} for all j ∈
{k − i1 + 1, . . . , k} and π(j) ∈ {i1 + 1, . . . , i2} for all j ∈ {k − i2 + 1, . . . , k − i1}. All other constraints are satisfied
with strict inequality. We define vector (e1, . . . , ek) as

ei =
ǫ∑
k
i=k−i1+1
1
i
for i = 1, . . . , i1
ei =
−ǫ
∑k−i1
i=k−i2+1
1
i
for i = i1 + 1, . . . , i2
ei = 0 otherwise
(31)
An explicit calculation shows that for any ǫ > 0, both the point
(d˜1, . . . , d˜k) + (e1, . . . , ek)
and the point
(d˜1, . . . , d˜k)− (e1, . . . , ek)
continue to satisfy the tight inequalities with equality. Moreover, for ǫ sufficiently small, the constraints that are not tight on
(d˜1, . . . , d˜k) remain not tight on these 2 points. Hence, both these points lie in the polyhedron, and hence (d˜1, . . . , d˜k), which
is the average between these points, cannot be a corner point.
Thus, the only point in the strict positive quadrant that can be a corner point of the polyhedron is the point:
1∑k
i=1
1
i
(1, 1, . . . , 1).
This point is achievable by Theorem 1. Any other point in the polyhedron is a convex combination of this point and points
for which some of the coordinates are zero. Each one of these latter points is in fact in the polyhedron for some smaller value
of K = k′ < k. By the induction hypothesis, each of these points is achievable. Hence, by time-sharing, any point in the
polyhedron for K = k is achievable.
VI. ACHIEVABLE SCHEME FOR THEOREM 4
In Section III, we explained an algorithm to achieve DoF∗1(M,K), when M ≥ K . More generally, we characterized
DoF
∗
j (M,K), when M ≥ K − j + 1. In this section, we extend the optimal achievable scheme of Section III and develop a
sub-optimal algorithm for the case that M < K − j + 1 for order–j messages. We first focus on the case M = 2 and K = 3.
A. Achievable Scheme for M = 2, K = 3
From Theorems 1 and 2, we have DoF∗2(2, 3) = 65 and DoF
∗
3(2, 3) = 1. However, for order–one messages, we only know
from the outer–bound that DoF∗1(2, 3) ≤ 32 . On the other hand, in terms of achievability, it is easy to see that DoF
∗
1(2, 3) ≥
DoF
∗
1(2, 2) =
4
3 which can be achieved by simply ignoring one of the receivers. Now the question is whether DoF
∗
1(2, 3) is
indeed the same as DoF∗1(2, 2) or the extra receiver can be exploited to achieve DoF beyond DoF
∗
1(2, 2). Here we propose an
algorithm to show that DoF∗1(2, 3) > DoF
∗
1(2, 2).
The achievable scheme is as follows. Let ur, vr, wr, and ψr be four symbols for receiver r, r = A,B,C. The first phase
of the scheme has 6 time–slots. The first two time–slots are dedicated to receiver A. In these two time–slots, the transmitter
sends four random linear combinations of uA, vA, wA, and ψA through the two transmit antennas. As a particular example,
in the first time slot, the transmitter sends uA and vA, and in the second time slot, it sends wA and ψA. Refer to Fig. 4 for
details. Similarly, in time–slots 3 and 4, the transmitter sends four random linear combinations of uB , vB , wB , and ψB . In
time–slots 5 and 6, the transmitter sends four random linear combinations of uC , vC , wC , and ψC .
Referring to Fig. 4, we have the following observations:
• Receiver A already has two independent linear equations L1(uA, vA) and L4(wA, ψA) of uA, vA, wA, and ψA. Therefore,
it needs two more equations.
• The four overheard equations in L2(uA, vA), L3(uA, vA), L5(wA, ψA), and L6(wA, ψA) are not linearly independent
from what receiver A has already received, i.e. L1(uA, vA) and L4(wA, ψA).
• We can purify the four overheard equations and form two equations that are linearly independent with L1(uA, vA) and
L4(wA, ψA). For example, receiver B can form Lˆ2(uA, vA, wA, ψA) as a random linear combination of L2(uA, vA) and
L5(wA, ψA). Similarly, receiver C can form Lˆ3(uA, vA, wA, ψA) as a random linear combination of L3(uA, vA) and
L6(wA, ψA). The coefficients of these linear combinations have been preselected and shared among all nodes.
• It is easy to see that almost surely, Lˆ2(uA, vA, wA, ψA) and Lˆ3(uA, vA, wA, ψA) are linearly independent of L1(uA, vA)
and L4(wA, ψA).
• If somehow we deliver Lˆ2(uA, vA, wA, ψA) and Lˆ3(uA, vA, wA, ψA) to receiver A, then it has enough equations to solve
for uA, vA, wA, and ψA.
Similarly, as shown in Fig. 4, we can purify the overheard equations in time–slots dedicated to receivers B and C. Now, the
available side information and the requirements are the same as those we had after phase one for the case of M = K = 3 (see
Subsection III-B). Equations Lˆ2(uA, vA, wA, ψA) and Lˆ3(uA, vA, wA, ψA) are available at receivers B and C, respectively,
and are needed by receiver A, equations Lˆ4(uB, vB, wB, ψB) and Lˆ6(uB, vB, wB , ψB) are available at receivers A and C,
respectively, and are needed by receiver B, and equations Lˆ7(uC , vC , wC , ψC) and Lˆ8(uC , vC , wC , ψC) are available at
receivers A and B, respectively, and are needed by receiver C. We define
uAB = Lˆ2(uA, vA, wA, ψA) + Lˆ4(uB, vB, wB , ψB), (32)
uAC = Lˆ3(uA, vA, wA, ψA) + Lˆ7(uC , vC , wC , ψC), (33)
uBC = Lˆ6(uB, vB, wB, ψB) + Lˆ8(uC , vC , wC , ψC). (34)
Considering the available overheard equations at each receiver, one can easily conclude that uAB is needed by both receivers
A and B, uAC is needed by both receivers A and C, and uBC is needed by both receivers B and C. The transmitter needs
3
DoF∗
2
(2,3) time–slots to deliver these three order–two symbols, where according to Theorem 1, DoF
∗
2(2, 3) =
6
5 . In summary,
phase one starts with 12 order–one messages, takes 6 time–slots, and generates 3 order–two symbols. Therefore, we achieve
DoF1(2, 3) =
12
6 + 3
DoF∗
2
(2,3)
=
24
17
, (35)
which is strictly greater than DoF∗1(2, 2) = 43 . Therefore, the proposed achievable scheme exploits the extra receiver to improve
DoF. However, we notice that the achieved DoF1(2, 3) of 2417 is still less than
3
2 =
24
16 which is suggested by the outer–bound.
X1
X2
uA
m
=
1
m
=
2
m
=
3
m
=
4
m
=
5
m
=
6
vA
wA
ψA
YB
YA
Delay
YC
L1(uA, vA)
m = 1
L2(uA, vA)
L3(uA, vA)
L4(wA, ψA)
m = 2
L5(wA, ψA)
L6(wA, ψA)
Lˆ2(uA, vA, wA, ψA)
Lˆ3(uA, vA, wA, ψA)
uB
vB
wB
ψB
uC
vC
wC
ψC
L7(uB , vB)
m = 3
L8(uB , vB)
L9(uB , vB)
L10(wB, ψB)
m = 4
L11(wB, ψB)
L12(wB, ψB)
Lˆ4(uB, vB , wB, ψB)
Lˆ6(uB, vB , wB, ψB)
L13(uC , vC)
m = 5
L14(uC , vC)
L15(uC , vC)
L16(wC , ψC)
m = 6
L17(wC , ψC)
L18(wC , ψC)
Lˆ7(uC , vC , wC , ψC)
Lˆ8(uC , vC , wC , ψC)
Fig. 4. A Sub-Optimal Scheme for M = 2 and K = 3, The First Phase
B. General Proof for Theorem 4
Here, we explain a general version of the proposed algorithm. Again the algorithm includes K − j + 1 phases. Phase j
takes symbols of order j (meaning that it is needed by j receivers simultaneously), and generates symbols of order j +1. For
j = K , the phase is simple and generates no more symbols.
Let us define qj as
qj = min{M − 1,K − j}. (36)
In addition, we define ηj as the greatest common factor of qj and K − j, i.e.
ηj = gcf{qj ,K − j}. (37)
Phase j takes (K − j) qj+1
ηj
(
K
j
)
symbols of order j and yields j qj
ηj
(
K
j+1
)
symbols with order j + 1. This phase has
(
K
j
)
sub-phases, where each sub-phase is dedicated to a subset S of the receivers, |S| = j. The sub-phase dedicated to subset S
is denoted by S-Ph(S). Each sub-phase takes K−j
ηj
time-slots. In S-Ph(S), the transmitter sends random linear combinations
of βj = (qj+1)(K−j)ηj symbols uS,1, uS,2, . . . , uS,βj , desired by all receivers in S. The transmitter uses at least qj + 1 of the
transmit antennas. The linear equation of the transmitted symbols received by receiver r, in the t-th time slot of S-Ph(S), is
denoted by LS,r(t). Let us focus on the equations of the transmitted symbols received by all receivers in S-Ph(S). We have
the following observations:
• For every r, r ∈ S, and t, t ∈ {1, 2, . . . , K−j
ηj
}, the K − j + 1 equations {LS,r′(t), r′ ∈ {r} ∪ E\S} are not necessarily
linearly independent. The reason is that |{r}∪E\S| = K− j+1, while the number of transmit antennas is M which can
be less than K− j+1. Indeed, among the K− j overheard equations LS,r′(t), r′ ∈ E\S, we can only form qj overheard
equations that are simultaneously useful to receiver r, for any r in S. Therefore, among (K−j)
2
ηj
overheard equations in
S-Ph(S), we can form only qj(K−j)
ηj
overheard equations that are useful for any receiver r, r ∈ S.
• We purify the overheard linear combinations. To this end, receiver r′, r′ ∈ E\S, forms qj
ηj
linear combinations of LS,r′(t),
t = 1, . . . , K−j
ηj
. The resultant equations are denoted by LˆS,r′(i), LˆS,r′(2), . . . , LˆS,r′
(
qj
ηj
)
. The coefficients of the linear
combinations have been preselected and shared among all nodes. It is easy to see that for every r, the following (qj+1)(K−j)
ηj
equations are linearly independent: LS,r(t), t = 1, . . . , K−jηj , and LˆS,r′(tˆ), r
′ ∈ E\S and tˆ ∈ 1, . . . , qj
ηj
. Therefore, if we
somehow deliver LˆS,r′(tˆ), r′ ∈ E\S and tˆ ∈ 1, . . . , qjηj to receiver r, r ∈ S, then it will have βj =
(qj+1)(K−j)
ηj
linearly
independent equations to solve for all desired symbols uS,1, uS,2, . . . , uS,βj .
• Having the above two observations, we note that the purified linear combinations by receiver r′, r′ ∈ E\S, are simulta-
neously useful for all receivers in S.
After repeating the above transmission for all S, where S ⊂ E and |S| = j, then we have another important property.
Consider a subset T of the receivers, where |T | = j + 1. Then each receiver r, r ∈ T , has qj
ηj
purified linear combination
LˆT \{r},r(t), t = 1, . . . ,
qj
ηj
, which are simultaneously useful for all receivers in T \{r}. We note that the transmitter is aware
of these purified equations through delayed CSIT. For every T ⊂ E , |T | = j + 1, the transmitter forms j qj
ηj
random linear
combinations of LˆT \{r},r(t), r ∈ T , t = 1, . . . , qjηj , denoted by uT ,1, uT ,2, . . . , uT ,j qjηj
. We note that uT ,ξ, 1 ≤ ξ ≤ j qjηj ,
is simultaneously useful for all receivers in T . The reason is that each receiver r, r ∈ T , can subtract the contributions of
LˆT \{r},r(t), t = 1, . . . ,
qj
ηj
, from uT ,ξ, ξ = 1, . . . , j qjηj , and form j
qj
ηj
linearly independent combinations of LˆT \{r′},r′(t),
r′ ∈ T \{r}, t = 1, . . . , qj
ηj
. Therefore, using the above procedure, the transmitter forms j qj
ηj
(
K
j+1
)
symbols with order j + 1.
The important observation is that if these j qj
ηj
(
K
j+1
)
symbols are delivered to the designated receivers, then each receiver will
have enough equations to solve for all designated messages with order j.
In summary, this phase takes (K − j) qj+1
ηj
(
K
j
)
symbols of order j, takes K−j
ηj
(
K
j
)
time–slots, and yields j qj
ηj
(
K
j+1
)
symbols
of order j+1. If we have a scheme which achieves DoFj+1(M,K) for order–(j+1) symbols, then we achieve DoFj(M,K),
DoFj(M,K) =
(K − j) qj+1
ηj
(
K
j
)
K−j
ηj
(
K
j
)
+
j
qj
ηj
( Kj+1)
DoFj+1(M,K)
, (38)
or
qj + 1
j
1
DoFj(M,K)
=
1
j
+
qj
j + 1
1
DoFj+1(M,K)
. (39)
VII. IMPROVED SCHEME FOR M = 2
Recall that the scheme of Section VI achieves DoF1(2, 3) of 2417 . The achieved DoF is greater that DoF
∗
1(2, 2) =
4
3 , which
shows that we could exploit the extra receiver with respect to the number of transmit antennas. However, it is still smaller than
3
2 which is suggested by the outer–bound. Now the question is whether the achievable scheme or the outer–bound is loose.
In what follows, we show that for M = 2 and K = 3, the outer–bound is tight and the achievable scheme of Section VI is
loose. Before that, we explain an alternative solution for a system with M = K = 2. The idea of the alternative solution is
the key to achieve the optimal DoF for the systems with M = 2 and K = 3.
A. Alternative Scheme for M = K = 2
Phase one of the algorithm takes order–one messages. Let us assume that the transmitter has uA and vA for receiver A and
uB and vB for receiver B. Here, phase one takes only one time–slot which is dedicated to both receivers. In this time–slot, the
transmitter sends random linear combinations of all four symbols uA and vA, uB , and vB . Refer to Fig. 5 to see the details of
particular examples for the linear combinations. Receiver A receives a linear combination of all four symbols. We denote this
linear combination by L1(uA, vA)+L3(uB, vB), where L1(uA, vA) represents the contribution of uA and vA, and L3(uB, vB)
represents the contribution of uB and vB . Similarly, receiver B receives a linear combination of all four symbols denoted by
L2(uA, vA) + L4(uB, vB).
X1
X2
YA
YB
hA[m]
hB[m]
Delay
Delay
uA + uB
m = 1
vA + vB
m = 3
L2(uA, vA)
0
m = 2
L3(uB, vB)
0
m = 1
L1(uA, vA) + L3(uB, vB)
L2(uA, vA) + L4(uB, vB)
hA1[2]L2(uA, vA)
m = 2
hB1[2]L2(uA, vA)
hA1[3]L3(uB, vB)
m = 3
hB1[3]L3(uB, vB)
Fig. 5. Alternative Achievable Scheme for M = K = 2
Then, we have the following observations:
• If we somehow give L3(uB, vB) to receiver A, then receiver A can compute L1(uA, vA) by subtracting L3(uB, vB) from
what it already has. Then if we also give L2(uA, vA) to receiver A, then it has two equations to solve for uA and vA.
• If we somehow give L2(uA, vA) to receiver B, then receiver B can compute L4(uB, vB) by subtracting L2(uA, vA) from
what it already has. Then if we also give L3(uB, vB) to receiver B, then it has two equations to solve for uB and vB .
In other words, both receivers A and B want L2(uA, vA) and L3(uB, vB). Therefore, we can define two order–two symbols
uAB and vAB as
uAB = L2(uA, vA), (40)
vAB = L3(uB, vB). (41)
In summary, this phase starts with 4 order–one symbols, takes one time-slot, and provides two order–two symbols. Two
order–two symbols take 2
DoF∗
2
(2,2) time–slots to deliver. Therefore, we achieve
DoF1(2, 2) =
4
1 + 2
DoF∗
2
(2,2)
. (42)
Since DoF∗2(2, 2) = 1, this scheme achieves DoF
∗
1(2, 2) =
4
3 .
B. Optimal Scheme for M = 2 and K = 3
Here, we explain an algorithm for the systems with M = 2 and K = 3. The first phase of this algorithm takes 12 order–one
messages, takes 3 time–slots, and gives 6 order–two symbols. This sub-algorithm leads to an optimal scheme for systems with
M = 2 and K = 3.
Let ur, vr, wr , and ψr be four symbols for receiver r, r = A,B,C. In the first time slot, which is dedicated to receivers
A and B, the transmitter sends random linear combinations of four symbols uA and vA, uB , and vB . Refer to Fig. 6 to see
the details of particular realizations for the linear combinations. Receiver A receives a linear combination of all four symbols
denoted by L1(uA, vA) + L4(uB, vB). Receivers B and C also receive linear combinations of all four symbols denoted by
L2(uA, vA)+L5(uB, vB) and L3(uA, vA)+L6(uB, vB), respectively. In the second time slot, which is dedicated to receivers
A and C, the transmitter sends random linear combinations of four symbols wA and ψA, uC , and vC . In the third time slot,
which is dedicated to receivers B and C, the transmitter sends random linear combinations of four symbols wB , ψB , wC , and
ψC .
By referring to Fig. 6, it is easy to see that for each receiver to solve for all four desired symbols, it is enough that
• receiver A has L2(uA, vA), L4(uB, vB), L9(wA, ψA), and L10(uC , vC).
• receiver B has L2(uA, vA), L4(uB, vB), L15(wB , ψB), and L17(wC , ψC).
• receiver C has L9(wA, ψA), L10(uC , vC), L15(wB , ψB), and L17(wC , ψC).
Therefore, the transmitter needs to deliver
• L2(uA, vA) and L4(uB, vB) to both receivers A and B.
• L9(wA, ψA) and L10(uC , vC) to both receivers A and C.
• L15(wB , ψB) and L17(wC , ψC) to both receivers B and C.
Therefore, we have 6 order–2 symbols as
uAB = L2(uA, vA), vAB = L4(uB, vB), (43)
uAC = L9(wA, ψA), vAC = L10(uC , vC), (44)
uBC = L15(wB, ψB), vBC = L17(wC , ψC). (45)
Therefore, the transmitter needs 6
DoF∗
2
(2,3) more time–slots to deliver these 6 order–two symbols. Thus, we have
DoF1(2, 3) =
12
3 + 6
DoF∗
2
(2,3)
=
3
2
, (46)
where we used Theorem 1 to set DoF∗2(2, 3) = 65 . Note the outer–bound in Theorem 2 yields DoF
∗
1(2, 3) ≤
3
2 , and therefore,
this algorithm meets the outer–bound. This result shows that the scheme of Section VI is in general suboptimal.
X1
X2
uA + uB
vA + vB
wA + uC
ψA + vC
wB + wC
ψB + ψC
YB
YA
Delay
YC
L1(uA, vA) + L4(uB , vB)
m = 1
L2(uA, vA) + L5(uB , vB)
L3(uA, vA) + L6(uB , vB)
m = 1 m = 2 m = 3
L7(wA, ψA) + L10(uC , vC)
m = 2
L8(wA, ψA) + L11(uC , vC)
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L13(wB , ψB) + L16(wC , ψC)
m = 3
L14(wB , ψB) + L17(wC , ψC)
L15(wB , ψB) + L18(wC , ψC)
Fig. 6. Optimal Scheme for a System with M = 2 and K = 3, The First Phase
VIII. CONNECTIONS WITH THE PACKET ERASURE BROADCAST CHANNEL
The schemes we proposed in this paper are inspired by schemes designed for the packet erasure broadcast channel, where
each receiver observes the same transmitted packet but with a probability of erasure, and acknowledgement feedback is received
by the transmitter from both receivers. Here, the delayed CSI that is fed back to the transmitter is the erasure states of the
previous transmissions.
The goal of these packet erasure broadcast schemes is to exploit the fact that a packet intended for a receiver may be erased
at that receiver but received at other receivers. These overheard packets become side information that can be exploited later. The
basic scheme, initially proposed by [10] for unicast setting, and then by [11] for multicasting setting, in the two–receiver case,
works as follows. The transmitter sends packets intended for each receiver separately. If a packet is received by the intended
receiver, then no extra effort is needed for that packet. But if a packet is received by the non-intended receiver, and not received
by intended receiver, that receiver keeps that packet for later coding opportunity. Let us say packet xA intended for receiver
A is received by receiver B, and packet xB intended for receiver B is received by receiver A. In this case, the transmitter
sends (xA XOR xB). Then if receiver A receives it, it can recover xA by subtracting xB , and if receiver B receives it, it can
recover xB by subtracting xA. In [12], the outer-bound of [13] is used to show that the scheme of [11] is optimal. In [14],
[15], this two-receiver scheme is extended to more than two receivers, when all receivers have identical erasure probability.
The scheme we proposed in this paper for the MIMO broadcast channel can be viewed as the counterpart to this scheme for
the packet erasure broadcast channel.
IX. FOLLOW-UP RESULTS
After the conference version of this paper has appeared in [16], the problem of exploiting outdated CSIT in networks have
been investigated in several pieces of work. In [17], it is shown that for three-user interference channels and two–user X
channels, outdated CSIT can be used to achieve DoF more than one. In [18], for two–user X channels, the result of [17] has
been improved and for three–user case, an achievable DoF has been proposed. In [19], an achievable DoF for K–user single–
antenna interference channels has been derived. In [20]–[22], the DoF regions of two-user and three–user MIMO broadcasts
channels and two-user MIMO interference channels with delayed CSIT are studied. In [23], the load of feedback to implement
the proposed scheme is evaluated. It is shown that for a wide and practical range of channel parameters, the scheme of this
paper outperforms zero–forcing precoding and also single–user transmission.
X. CONCLUSIONS
From the point of view of the role of feedback in information theory, this work provides yet another example that feedback
can be useful in increasing the capacity of multiuser channels, even when the channels are memoryless. This is in contrast
to Shannon’s pessimistic result that feedback does not increase the capacity of memoryless point-to-point channels [24]. In
the specific context of broadcast channels, Ozarow [13] has in fact already shown that feedback can increase the capacity
of Gaussian scalar non-fading broadcast channels. However, the nature of the gain is unclear, as it was shown numerically.
Moreover, the gain is quite limited. We argue that the MIMO fading broadcast channel considered in this paper provides a much
more interesting example of the role of feedback. The nature of the gain is very clear. In contrast to the Gaussian scalar non-
fading broadcast channel, the main uncertainty from the point of the view of the transmitter is the channel direction rather than
the additive noise, particularly in the high SNR regime. This means that although the MIMO channel has intrinsically multiple
degrees of freedom, the transmitter cannot segregate it into multiple orthogonal channels, one for each receiver. Hence, when
transmitting information for one receiver, significant part of that information is overheard at other receivers. This overheard
information becomes side information that can be exploited in future transmissions. The role of feedback is to provide the
channel directions to the transmitter after the transmission to allow the transmitter to determine the side information that was
received at the receivers. Overall, feedback leads to a much more efficient use of the intrinsic multiple degrees of freedom in
the MIMO channel, yielding a multiplexing gain over the non-feedback case.
APPENDIX A
AN IDENTITY
In this appendix, we prove that for any j, 1 ≤ j ≤ K ,
1(
K
j−1
) K−j+1∑
i=1
(
K−i
j−1
)
i
=
K∑
i=j
1
i
. (47)
We define LHS of (47) as f(j),
f(j) =
1(
K
j−1
) K−j+1∑
i=1
(
K−i
j−1
)
i
. (48)
Then it is easy to see that f(K) = 1
K
. In what follows, we prove that for any j, 1 ≤ j ≤ K − 1,
f(j) =
1
j
+ f(j + 1),
which yields identity (47).
We have
f(j)− f(j + 1)
=
1(
K
j−1
) K−j+1∑
i=1
(
K−i
j−1
)
i
−
1(
K
j
) K−j∑
i=1
(
K−i
j
)
i
=
(j − 1)!(K − j)!
K!
×
{
K−j+1∑
i=1
(K − j + 1)
(
K−i
j−1
)
i
−
K−j∑
i=1
j
(
K−i
j
)
i
}
=
(j − 1)!(K − j)!
K!
×
{
K−j∑
i=1
(
K−i
j−1
)
[(K − j + 1)− (K − i− j + 1)]
i
+ 1
}
=
(j − 1)!(K − j)!
K!
K−j+1∑
i=1
(
K − i
j − 1
)
=
(j − 1)!(K − j)!
K!
K−1∑
l=j−1
(
l
j − 1
)
(a)
=
(j − 1)!(K − j)!
K!
(
K
j
)
=
1
j
,
where (a) follows from the identity that
q∑
l=p
(
l
p
)
=
(
q + 1
p+ 1
)
, 0 ≤ p ≤ q. (49)
Equation (49) can simply be proved by induction.
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