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PREFACE
We study the decay of solutions to the wave equation in two general classes of
static spherically symmetric spacetimes: black hole geometries and particle-like (non-
singular, asymptotically flat) geometries. We prove decay in L∞loc as t → ∞ for a
broad class of black hole spacetimes and obtain analogous decay for a broad class
of particle-like spacetimes. We also obtain a t−1 pointwise decay rate in the case
of spherically symmetric initial data. Our results apply to particle-like and black
hole solutions of the Einstein/Yang-Mills equations with gauge group SU(2), thus
yielding the first analysis of the long-time asymptotics of the wave equation in these
spacetimes.
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CHAPTER I
Introduction
The decay of linear waves on various geometric backgrounds from general relativity
(GR) is an area of much active research. Indeed, one of the great open questions in
GR is the global nonlinear stability of a Kerr black hole.1 Thus far, this problem has
been considered too difficult, and energy has therefore been restricted to studying the
linear stability of the Kerr metric. Investigating the linear stability of the Kerr metric
requires studying the evolution of scalar waves, electromagnetic waves, gravitational
waves, and Dirac particles on a Kerr background. These problems are also difficult
and only partial results are known (more details can be found in the next section).
However, two other simplifications may be made: one can restrict to the scalar wave
case and one can consider the Schwarzschild metric (which is the special case of a
spherically symmetric Kerr metric). The decay of scalar waves on a Schwarzschild
background is the first of the problems mentioned above to have been completely
analyzed.
Our goal in this research was to understand the stability of metrics appearing as
1We recall that, physically, a black hole is a region in spacetime from which even light rays cannot escape.
The event horizon is the boundary of this region. One can state this mathematically by defining a black hole B
within an asymptotically flat spacetime manifold M as B = M \ J−(I+), where I+ is future null infinity and
J−(I+) is the causal past of future null infinity. A Kerr black hole is an axially symmetric black hole, and a
Schwarzschild black hole is a spherically symmetric black hole. Since we will be primarily concerned with spherically
symmetric spacetimes in this document, we informally think of a black hole as a manifold with a metric of the form
ds2 = −T−2(r)dt2+K2(r)dr2+r2dΩ2 with K(r0) =∞ and K(r) > 0 for r > r0. We will define a class of spherically
symmetric black holes precisely in Chapter III by introducing additional assumptions on the coefficients T,K.
1
2solutions of the Einstein/Yang-Mills (EYM) equations. Taking note of the hierarchy
of difficulty above and regarding these metrics as a particular example of a more
general spherically symmetric metric, we endeavored to study the decay of the scalar
wave equation on a spherically symmetric black hole (SSBH) background and on a
spherically symmetric particle-like (SSPL) background (these backgrounds are de-
fined precisely in later sections of this document). We were able to prove the decay
of solutions to the scalar wave equation on a large class of such static spherically
symmetric backgrounds.
We obtained our results by formulating this wave equation as a Hamiltonian
evolution equation and deriving an integral spectral representation for the solution
using the functional calculus. We then analyze this representation formula and use
the Riemann-Lebesgue lemma to obtain decay. Our basic approach is not novel – it is
in fact one of the standard approaches in obtaining decay results for linear evolution
equations. The novelty in our work lies in the judicious use of coordinate changes so
that this approach may be applied, as well as a determination of sufficient conditions
to require of a spherically symmetric background to obtain decay. We acknowledge
that it is desirable to also have a rate of decay with these results, but the generality
of the metric backgrounds we allow precludes, for now, a more refined analysis which
would yield more detailed decay information. We do, however, obtain decay rates
for spherically symmetric initial data.
The rest of this document is organized as follows. In chapter II we give more
detailed background and motivation, in chapter III we study the wave equation on
an SSBH background, and in chapter IV we study the wave equation on an SSPL
background.
CHAPTER II
Motivation & Background
2.1 Motivation
The classical (homogeneous) scalar wave equation in three spatial dimensions
reads
φtt −∆φ = 0
for x ∈ R3, t > 0 and with initial data φ(x, 0) = g(x) and φt(x, 0) = h(x) for x ∈ R3.
For regular enough g, h the solution φ of this equation is given by the so-called
Kirchhoff formula, which reads
φ(x, t) =
1
4pit2
ˆ
∂B(x,t)
(th(y) + g(y) +∇g(y) · (y − x)) dS(y)
for x ∈ R3, t > 0 (c.f. [18]).1 In the case where g, h are smooth with compact
support, one easily deduces the result |φ(x, t)| ≤ c/t for each x ∈ R3, t > 0, where c
is a (uniform) constant depending only on the data g, h. This implies therefore that
for any fixed x ∈ R3, φ(x, t)→ 0 as t→∞ with a rate t−1.
One can also consider the wave equation on any other geometric background,
but we will be primarily concerned with those coming from GR. Our motivation
for this study is three-fold. First, whether the spacetimes coming from GR are
stable or not comprise at least one of the great open questions in GR (c.f. [16]).
1Note: B(x, t) :=
˘
y ∈ R3 : |x− y| < t¯.
3
4Indeed, in the special cases of the Minkowski, Schwarzschild, and Kerr metrics (to
be discussed more later), much effort has been devoted to answering this question.
However, except in the simplest case of the Minkowski spacetime, determining the
global nonlinear stability currently seems to be too difficult. Attention has therefore
been focused on determining the linear stability of these metrics. For simplicity we
consider scalar wave perturbations. Since linear stability of a spacetime under certain
wave perturbations is equivalent to decay of solutions to the scalar wave equation
on that spacetime, we investigate this linear stability by studying solutions of the
wave equation.2 Second, it is our hope that the results and methods contained herein
might aid in studying the nonlinear stability of various spacetimes. Third, we believe
that a more complete understanding of the wave equation in any physical situation
is itself desirable.
2.2 Geometric Preliminaries
The mathematical description of the spacetimes coming from GR relies heavily
on Riemannian geometry, and we therefore give an overview of the relevant topics
from Riemannian geometry. We refer to [17] for a more comprehensive discussion
of these ideas. Consider then a smooth four-dimensional manifold (spacetime) M
endowed with a smooth metric g. In a given coordinate system, g has components
gij, 0 ≤ i, j ≤ 3. There is a unique, symmetric connection that is compatible with
the metric g (i.e. covariantly constant). Written in coordinates, this connection (the
Christoffel symbols) is given by
Γkij =
1
2
gkl
(
∂glj
∂xi
+
∂gil
∂xj
− ∂gij
∂xl
)
.
2We again reference [16] for a insightful discussion outlining the link between linear stability and wave equations.
5(Note that the Einstein summation convention is to be applied above and throughout
this document. This convention stipulates that repeated indices are summed over;
e.g. AiBi :=
∑
j AjBj, where the sum takes places over all valid indices j.) With the
connection Γ, one can then define a coordinate invariant (covariant) notion of differ-
entiation on the manifold M. In particular, given a vector field T with coordinates
T i, we define the ij component of the covariant derivative of T to be
∇jT i = ∂T
i
∂xj
+ ΓikjT
k.
Similarly for a covector S with coordinates Si, we define the ij component of the
covariant derivative of S to be
∇jSi = ∂Si
∂xj
− ΓkijSk.
Given a scalar field φ, we define the ith component of the covariant derivative of φ
to be
∇iφ = ∂φ
∂xi
,
which of course coincides with the usual notion of partial differentiation. One can
then extend this notion of differentiation to the more general tensors of type (p, q),
but we ignore this here since it is irrelevant to our study. The main utility of the
definitions above is that these covariant derivatives transform like tensors. This
is important because Einstein postulates that the equations of physics should be
tensor equations (i.e., physics does not depend on the frame of reference), and a
tensor equation is an equation that holds in all frames (more precisely, if a tensor is
zero in one frame, it is zero in any other frame).
A covariant notion of differentiation allows us to define a covariant definition of
the divergence operator. Given a vector field T with components T i, one defines the
6divergence of T to be
div(T ) = ∇iT i.
It can be shown that
div(T ) =
1√|g| ∂∂xi
(√
|g|T i
)
,
where3 |g| := | det gij|. With a covariant definition of the divergence, we can then
formulate a covariant notion of the Laplacian by computing the divergence of the
covariant derivative of a scalar. Note however, that in a Lorentzian manifold (i.e.
the manifold has signature (1,−1,−1,−1)), this might more appropriately be called
a covariant generalization of the d’Alembert (wave) operator, since the resulting
operator reduces to the wave operator on flat metrics. Since we are concerned with
Lorentzian manifolds, we write  rather than ∆ for this operator. More precisely,
given a scalar field φ, we define gφ by
(2.1) gφ = ∇i
(
gij∇jφ
)
= gij∇i∇jφ = 1√|g| ∂∂xi
(√
|g|gij ∂φ
∂xj
)
,
where gijg
jk = δki (i.e. g
ij are the components of the inverse of the matrix (gij)).
We note that ∇jφ is a covector; since we wish to take the divergence of this object,
we raise the index (transform it to a vector) by contracting with the inverse metric
and obtain gij∇jφ. Of course, this doesn’t fundamentally change anything since the
metric is covariantly constant.
It is easy to see that if the metric g is the Minkowski metric (i.e., in the coordinates
(t, x, y, z), g = diag(1,−1,−1,−1)) then g = , the classical wave operator. So
gφ = 0 is indeed a generalization of the classical wave equation.
Now given a symmetric connection Γ on M, we define the Riemann curvature
3Here we view the gij as components of a 4×4 matrix.
7tensor by
Riqkl = −
(
∂Γiql
∂xk
− ∂Γ
i
qk
∂xl
+ ΓipkΓ
p
ql − ΓiplΓpqk
)
.
With the Riemann curvature tensor one then defines the Ricci tensor by Rql = R
i
qil
and the scalar curvature by R = glqRql. Einstein’s equations (without cosmological
constant) then read
(2.2) Rab − 1
2
Rgab = λTab,
where the left-hand side is typically denoted by Gab and is referred to as the Einstein
tensor, λ = 8piG
c4
is a universal constant, and Tab is the stress-energy tensor (the
stress-energy tensor is where one encapsulates the energy content of the space). It
is a remarkable fact that the Einstein tensor is divergence free (i.e., ∇iGij = 0), and
this in turn guarantees automatically the conservation of energy and momentum,
since ∇iGij = 0 implies ∇iT ij = 0, and these equations imply the conservation of
momentum and energy (c.f. [1]). Note that the Einstein equations are thus equations
for the metric g (albeit complicated and highly nonlinear equations).
Of particular importance are the Einstein equations in vacuo (i.e. Tab ≡ 0). There
are two famous (non-flat) solutions to the Einstein equations in empty space: the
Schwarzschild solution and the Kerr solution. The Schwarzschild solution describes
a spherically symmetric black hole spacetime. In spatially spherical coordinates
(t, r, θ, ϕ) the line element of the Schwarzschild metric is given by
(2.3) ds2 =
(
1− 2M
r
)
dt2 −
(
1− 2M
r
)−1
dr2 − r2 (dθ2 + sin2 θdϕ2) ,
where M is related to the mass m of the black hole by M = Gm
c2
(note that using the
assumed symmetry of the metric (i.e. gij = gji), one can obtain the metric coefficients
from the line element by observing that ds2 := 〈v, v〉g for v = (dt, dr, dθ, dϕ)t). Now
8(2.3) describes a static, spherically symmetric geometry with a singularity at r = 0
and r = 2M , but the singularity at r = 2M , the event horizon, is an artifact of
the coordinates and can be transformed away. This can be done, for example, by
employing the so-called Kruskal coordinates (see [1]). The singularity at r = 0
cannot, however, be transformed away. To see this, we refer to [4], where it is
shown that RabcdR
abcd = 48m
2
r6
(though a simple calculation in a computer algebra
system yields the same result). Since this number must be coordinate invariant, the
Schwarzschild metric is singular at r = 0.
The Kerr solution describes an axially symmetric black hole spacetime. Its rep-
resentation in coordinates is therefore more complex than the Schwarzschild metric.
The line element is given by
(2.4) ds2 =
d
U
(
dt− a sin2 θdϕ)2 − U (dr2
d
+ dθ2
)
− sin
2 θ
U
(
adt− (r2 + a2)dϕ)2 ,
where U = r2 + a2 cos2 θ, d = r2 − 2Mr + a2, M2 > a2, and the larger root of d
(r1 := M +
√
M2 + a2) is the radius of the black hole, with M and a describing
the mass and angular momentum per unit mass of the black hole. Clearly, the
case a = 0 corresponds to the Schwarzschild metric, and therefore the Schwarzschild
metric is a special case of the Kerr metric. In fact, since having precisely zero angular
momentum is a non-generic property in nature, a Schwarzschild black hole is a non-
generic physical phenomenon, and the more plausible object in nature would be a
Kerr black hole with |a|  M . We refer to the survey [19] by Finster, Kamran,
Smoller, and Yau for a detailed discussion of these metrics, and we refer to [1] for
an interesting discussion of precisely what is meant when one says the Kerr metric
describes a rotating black hole.
It is an active area of research to rigorously establish the stability of these metrics,
and the decay of solutions to the equation gφ = 0 can be thought of as a “first
9step” in understanding the full nonlinear stability of the metrics (c.f. [16] and [11]).
2.3 Relevant Results
2.3.1 Minkowski
The problem of decay for linear scalar waves in Minkowski space is classical and is
easily solved using the Kirchhoff formula. However, more can be said: Christodoulou
and Klainerman actually proved the global nonlinear stability of the Minkowski
metric in their book [7].
2.3.2 Schwarzschild
The problem of decay for solutions to gφ = 0, where g is the Schwarzschild
metric (2.3) and the initial data is smooth and compactly supported outside the
event horizon is well understood (in fact some of the results listed below consider
data that does not necessarily vanish at the horizon). First let us write out (2.1) in
the Schwarzschild metric:[
∂2
∂t2
−
(
1− 2M
r
)
1
r2
(
∂
∂r
(
r2 − 2Mr) ∂
∂r
+ ∆S2
)]
φ = 0,
where ∆S2 is the Laplacian on the unit two-sphere; i.e.,
∆S2 =
∂
∂ cos θ
sin2 θ
∂
∂ cos θ
+
1
sin2 θ
∂2
∂ϕ2
.
In [22], Kronthaler showed that the unique global solution to this problem decays
pointwise as t → ∞. Then in [23] he obtains a t−3 decay rate for spherically sym-
metric initial data (and improves this to t−4 for initially static spherically symmetric
initial data). In [15] Donninger, Schlag, and Soffer obtain t−3, t−4 decay rates for
full solutions with no symmetry requirement (the higher rate for momentarily static
data). The same authors also proved t−2−2l, t−3−2l decay rates for each angular mode
10
of the solution in [16].4 Tataru also obtains a t−3 decay rate in [31]; his results apply
as well to a slowly rotating Kerr background. (Indeed all results for a slowly rotating
Kerr background apply to Schwarzschild, but we mention this one in particular.) In
[24] Luk obtains a uniform t−
3
2
+ε decay rate on any compact region, including inside
the horizon. We also reference [5], [10], and [11].
No result has been published yet in regards to the nonlinear stability of the
Schwarzschild metric.
2.3.3 Kerr
The problem of decay for solutions of gφ = 0, where g is the Kerr metric (2.4)
(and we again assume that the initial data is smooth and compactly supported
outside the event horizon) is much more difficult than the corresponding problem for
the Schwarzschild metric. In this case, gφ = 0 reads
1
U
[
− ∂
∂r
d
∂
∂r
+
1
d
((
r2 + a2
) ∂
∂t
+ a
∂
∂ϕ
)2
− ∂
∂ cos θ
sin2 θ
∂
∂ cos θ
− 1
sin2 θ
(
a sin2 θ
∂
∂t
+
∂
∂ϕ
)2]
φ = 0,
The difficulty in this case arises from the presence of the cross-terms dt, dϕ in the
metric. These terms admit the existence of the ergosphere, a region outside of the
event horizon in which ∂
∂t
is spacelike, and therefore, the energy density of the asso-
ciated field will fail to be non-negative in the ergosphere (c.f. [19]). The difficulty is
then that without a positive semi-definite scalar product that can be defined in the
ergosphere, energy methods are not directly applicable. Finster, Kamran, Smoller,
and Yau were able to overcome this and show pointwise decay for solutions with
finite angular momentum (i.e. finite angular momentum of the wave perturbation).
4Price’s law conjectures that the solution of the wave equation on a Schwarzschild background decays pointwise
as t−3−2l, t−4−2l. Donninger, Schlag, and Soffer obtain uniform decay rates and this may explain the loss of one
order of decay.
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The lack of a positive definite scalar product is precisely why this result is restricted
to finite angular momentum (in particular, an argument like that in [22] does not
apply). This seems to be the most general result for the decay problem in the Kerr
geometry in the sense that there is no restriction on the angular momentum of the
black hole.
The case of a slowly rotating Kerr background (i.e. aM) is well studied at this
point. In this case, Dafermos and Rodnianski were able to demonstrate the uniform
boundedness of solutions to the wave equation in [12]. Andersson and Blue obtain
decay rates in [2], and Luk improves upon these in [26] to again obtain uniform t−
3
2
decay rates. Tataru obtains a pointwise t−3 decay rate in [31] .
Finally, Luk demonstrated in [25], using his decay results, that a global in time
solution of the semilinear equation gφ = F (Dφ) exists and decays with a quantita-
tive rate to the trivial solution, given that F satisfies a null condition made precise
in the paper. We mention this since it intimates the connection between the decay
of linear wave equations and nonlinear wave equations.
2.4 Relevant Techniques
Throughout the literature, there are essentially two methods used to study the
decay problem in the Schwarzschild geometry. One is the vector field method; the
other involves obtaining integral spectral representations for solutions and analyzing
these formulae. We note here that the latter is our method of choice, so we give only
a rough sketch of the vector field method.
2.4.1 The Vector Field Method
We shall illustrate the vector field method for the case of Minkowski spacetime and
follow the discussion outlined in [24]. We refer to Dafermos and Rodnianski’s lecture
12
notes [11] for a detailed discussion of the vector field method in the Schwarzschild
geometry and the paper [2] by Andersson and Blue for a discussion of the vector field
method in the Kerr geometry.
In spatially Cartesian coordinates (t, x, y, z), the Minkowski metric η is given by
η = diag(1,−1,−1,−1).
Then consider a scalar solution φ of the linear wave equation ηφ = 0 and define
the energy-momentum tensor
Tµν = ∂µφ∂νφ− 1
2
ηµν∂
αφ∂αφ.
(Note again that we always use the metric to raise and lower indices, i.e. Ai = gijAj.)
Using that ηφ = 0, it is straightforward to show that ∇µTµν = 0, i.e. the energy-
momentum tensor is divergence free. Then, given a vector field V with coordinates
V µ, one defines the associated current
JVµ = V
νTµν , and K
V =
1
2
Tµν (∇µV ν +∇νV µ) .
Using the divergence free condition for the energy-momentum tensor and the sym-
metry of the metric, we see that
∇µJVµ = KV .
Now recall that a vector field X is a Killing field if∇µXν+∇νXµ = 0; equivalently, by
raising indices, this becomes ∇µXν +∇νXµ = 0. Therefore, if V is a Killing vector,
then KV = 0 and this then implies that JVµ is divergence free. In particular, one can
consider the Killing vector ∂t and then apply the divergence theorem to integration
over the region [t0, t1]×R3 to obtain conservation of energy for compactly supported
φ: ˆ
R3
(∂tφ)
2 +
3∑
i=1
(∂xiφ)
2dx
∣∣∣∣∣
t=t1
=
ˆ
R3
(∂tφ)
2 +
3∑
i=1
(∂xiφ)
2dx
∣∣∣∣∣
t=t0
.
13
If instead of global estimates we are interested in local estimates, we can obtain a
similar estimate in a bounded region of space Ω and φ compactly supported in Ω:
ˆ
Ω
(∂tφ)
2 +
3∑
i=1
(∂xiφ)
2dx
∣∣∣∣∣
t=t1
=
ˆ
Ω
(∂tφ)
2 +
3∑
i=1
(∂xiφ)
2dx
∣∣∣∣∣
t=t0
.
Now, each of the vector fields ∂t, ∂xi , i = 1, 2, 3 commutes with η and therefore,
the conservation law above can be applied to the derivatives of φ as well (for if φ
solves ηφ = 0, then η(∂φ) = 0 for ∂ = ∂t, ∂xi , i = 1, 2, 3). Thus we can control
the L2 norms of the derivatives of φ in terms of the data. We can then use Sobolev
inequalities to control φ. For example, using Morrey’s inequality one has
‖φ‖∞ ≤ C‖φ‖W 1,6(R3)
and using the Gagliardo-Nirenberg-Sobolev inequality one has
‖φ‖L6(R3) ≤ C‖Dφ‖L2(R3) and ‖Dφ‖L6(R3) ≤ C‖D2φ‖L2(R3), 5
which holds for compactly supported functions (c.f. [18]).6 Putting these together
we obtain a universal constant C > 0 so that
‖φ(t, ·)‖L∞(R3) ≤ C
(‖Dφ(0, ·)‖L2(R3) + ‖D2φ(0, ·)‖L2(R3)) .
Thus we obtain uniform boundedness of φ.
Notice that different vector fields V can produce different integral identities (for
V Killing, these are conservation laws). For V not Killing, these identities may still
be useful. For example, for an arbitrary vector field V and a region of spacetime
[t0, t1]× Ω, we can again employ the divergence theorem to find
ˆ
[t0,t1]×Ω
KV dxdt =
ˆ
Ω
JV0 dxt1 −
ˆ
Ω
JV0 dxt0 .
5By D we mean the usual gradient and by D2 we mean the Hessian.
6Thus we make use of the compact support of the initial data and the finite speed of propagation inherent in a
hyperbolic equation.
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Although this not a conservation law unless the left-hand integral is zero, it may
contain terms that we are satisfied to use to estimate φ (this will depend on the
choice of V ). The choice of such vector fields and the following estimations is the
essence of the vector field method.
2.4.2 Integral Spectral Representations
We will present here a method for obtaining an integral representation formula
for our solution. We specialize to Schwarzschild for this discussion and cite [22] for
what follows. We first recall the wave equation in the Schwarzschild geometry:[
∂2
∂t2
−
(
1− 2M
r
)
1
r2
(
∂
∂r
(
r2 − 2Mr) ∂
∂r
+ ∆S2
)]
φ = 0,
and we shall suppose we are interested in the Cauchy problem with smooth, com-
pactly supported initial data in (2M,∞)× S2. The first step in the reduction is to
introduce the Regge-Wheeler (or tortoise) coordinate, which is defined by
u(r) = r + 2M log
( r
2M
− 1
)
.
This transforms the radial coordinate constrained to the exterior of the black hole
(r > 2M) to the coordinate u which varies over (−∞,∞). Indeed, u is a smooth, in-
creasing function of r, u→ −∞ as r ↘ 2M , and u→∞ as r →∞. Moreover, upon
making the additional substitution ψ = rφ, the equation for ψ in the coordinates
(t, u, θ, ϕ) reads [
∂2
∂t2
− ∂
2
∂u2
+
(
1− 2M
r
)(
2M
r3
− ∆S2
r2
)]
ψ = 0,
and the initial data for this problem is also smooth and compactly supported.
This equation can be reformulated as the Euler-Lagrange equation corresponding
to the action
S(ψ) :=
ˆ ∞
−∞
ˆ ∞
−∞
ˆ 1
−1
ˆ 2pi
0
L(ψ,∇ψ)dϕd(cos θ)dudt,
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where ∇ = (∂t, ∂u, ∂cos θ, ∂ϕ)T and the Lagrangian L is given by
2L = |ψt|2 − |ψu|2 −
(
1− 2M
r
)(
2M
r3
+
1
r2 sin2 θ
|ψϕ|2 + sin
2 θ
r2
|ψ(cos θ)|2
)
.
As the Lagrangian is invariant under time translations, Noether’s theorem guarantees
the existence of a conserved quantity E = E(ψ) (the energy), where
E(ψ) =
ˆ ∞
−∞
ˆ 1
−1
ˆ 2pi
0
E dϕ
pi
d(cos θ)du,
and
2E = 2
(
∂L
∂ψt
ψt − L
)
= |ψt|2 + |ψu|2 +
(
1− 2M
r
)(
2M
r3
+
1
r2 sin2 θ
|ψϕ|2 + sin
2 θ
r2
|ψ(cos θ)|2
)
.
Note that E is positive in the exterior region (which, as we have remarked, would
not be the case in the ergosphere in a Kerr background). We note also that it is
an easy calculation to verify directly that E is conserved for all smooth, compactly
supported solutions ψ.
The next step is to reformulate the problem as a Hamiltonian equation. Thus we
define Ψ = (ψ, iψt)
T , which allows us to write our problem in the Hamiltonian form
i∂tΨ = HΨ, Ψ|t=0 = Ψ0,
where H is the Hamiltonian given by
H =
 0 1
A 0
 ,
and A is the differential operator A = −∂2u +
(
1− 2M
r
) (
2M
r3
− ∆S2
r2
)
. Next, E in-
duces an inner product 〈·, ·〉 on C∞0 (R × S2)2 via polarization and from the energy
conservation it follows that H is a symmetric operator on C∞0 (R×S2)2 with respect
to the induced inner product.
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The next observation is that the angular dependence of the wave equation is man-
ifest only in the ∆S2 term. Using that the spherical harmonics Ylm, l ∈ N0, |m| ≤ l
are smooth eigenfunctions of ∆S2 (with corresponding eigenvalues −l(l+1)) and that
the Ylm form an orthonormal basis of L
2(S2), we can decompose Ψ as
Ψ(t, u, θ, ϕ) =
∞∑
l=0
∑
|m|≤l
Ψlm(t, u)Ylm(θ, ϕ),
this sum converging, for fixed (t, u), in L2(S2) (c.f. [9]). It’s also easy to see that
Ψlm(u) ∈ C∞0 (R). The action of the Hamiltonian is therefore expressible as
HΨ =
∞∑
l=0
∑
|m|≤l
HlΨ
lm(u)Ylm(θ, ϕ),
where
Hl =
 0 1
−∂2u + Vl 0
 ,
and Vl =
(
1− 2M
r
) (
2M
r3
+ l(l+1)
r2
)
. Therefore, the problem has been reduced to
i∂tΨ
lm = HlΨ
lm, Ψlm
∣∣
t=0
= Ψlm0 ,
where Hl is symmetric with respect to the inner product 〈·, ·〉l, which is the inner
product 〈·, ·〉 decomposed onto the angular mode l. The symmetry of Hl is inherited
from the symmetry of H. Moreover, an application of Stone’s theorem yields that Hl
is essentially self-adjoint on a domain containing C∞0 (R)2(we are not concerned with
the specifics of the domain of definition here). We then use Stone’s formula along
with an explicit construction of the resolvent operator in terms of the Jost solutions
to obtain an explicit integral representation of Ψlm. We then analyze the spectral
representation for our solution (which turns out to be the Fourier transform of some
function) and use the Riemann-Lebesgue lemma to obtain the (modal) decay of our
solution. Finally, using Sobolev inequalities, we can show that the decay of the full
solution follows from the decay of the modal solutions.
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We have described this method as it was demonstrated in [22], but the method also
applies to more general spacetime backgrounds. In particular, the method applies to
general static spherically symmetric black hole and particle-like geometries (which
will be defined precisely later).
2.5 The Motivating Application
2.5.1 The Einstein/Yang-Mills Equations
We refer to the papers [28], [29], and [30] for what follows. The Einstein/Yang-
Mills (EYM) equations with gauge group G can be written as
Rij − 1
2
Rgij = σTij, d
∗Fij = 0,
where Tij is the stress-energy tensor associated to the electromagnetic field Fijdx
i∧dxj
and Fij are the coefficients of the curvature 2-form of the gauge field Bα, which can
be written as
F =
∑
µ<ν
[
∂Bν
∂xµ
− ∂Bµ
∂xν
+ [Bµ, Bν ]
]
dxµ ∧ dxν ,
i.e., Fij =
∂Bν
∂xµ
− ∂Bµ
∂xν
+ [Bµ, Bν ], and Rij − 12Rgij is comprised solely of gij and its
derivatives (see also [17]).
2.5.2 Solutions with Gauge Group SU(2)
If we specialize now to the case G = SU(2) and look for static spherically symmet-
ric solutions (i.e. solutions depending only on r), then Bartnik and McKinnon showed
in [3] that the metric (line element) can be written in the coordinates (t, r, θ, ϕ) as
(2.5) ds2 = −T (r)−2dt2 + A(r)−1dr2 + r2 (dθ2 + sin2 θdϕ2)
and the curvature 2-form as
F = w′τ1dr ∧ dθ + w′τ2dr ∧ (sin θdϕ)− (1− w2)τ3dθ ∧ (sin θdϕ),
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where ′ = d
dr
and τ1, τ2, τ3 form a basis for the Lie algebra su(2). The Einstein/Yang-
Mills equations are then expressible as a system of three coupled ordinary differential
equations:
(2.6) rA′ + (1 + 2w′2)A = 1− (1− w
2)2
r2
,
(2.7) r2Aw′′ +
[
r(1− A)− (1− w
2)2
r
]
w′ + w(1− w2) = 0,
(2.8) 2rA
T ′
T
=
(1− w2)2
r2
+ (1− 2w′2)A− 1.
We note that (2.6), (2.7) decouple from T and the problem reduces to analysis of
(2.6) and (2.7).
Bartnik and McKinnon in [3] first analyzed these equations and found numerical
solutions which are nonsingular and asymptotically flat. These are referred to as
particle-like solutions.7 The existence of such solutions is in stark contrast to the
case of the vacuum Einstein equations or the pure Yang-Mills equations, since neither
of these admits nontrivial, nonsingular, spherically symmetric, asymptotically flat
solutions. Indeed, the only nontrivial, spherically symmetric, asymptotically flat
solution of the vacuum Einstein equations is the Schwarzschild solution (c.f. [1]). The
corresponding result for the pure Yang-Mills equations can be found in [8] and [14].
The discovery of such solutions for the Einstein/Yang-Mills equations is remarkable,
since it implies that the gravitational attractive force can balance the repulsive weak
nuclear force (c.f. [3]). Smoller and Wasserman then proved rigorously in [28] the
7A heuristic explanation for this name is to recall the Reissner-Nordstro¨m metric, which in appropriate units units
(i.e. G = 1) is given by ds2 = −
“
1− 2m
r
+ q
2
r2
”
dt2 +
“
1− 2m
r
+ q
2
r2
”−1
dr2 + r2dΩ2, where q2 = Q2 +M2, Q being
the total the electric charge and M being the total magnetic charge. Let us forget for a moment the singularity in
the metric at the origin r = 0. The zeros of the dt coefficient (equivalently, the singularities in the dr coefficient)
are given by r = m ±
p
m2 − q2, which are real if and only if m ≥ |q|. Thus for a massive object (i.e. a black hole
with small charge) there are singularities in the metric. But when |q| > m (i.e. for a electron or proton) the metric
is nonsingular. Thus one could think of a particle-like metric as a “nonsingular generalization of the metric around
a proton or electron.”
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existence of countably many such solutions. They also show that each solution has
a finite (ADM8) mass and that the corresponding metrics decay to the Minkowski
metric at infinity.
Smoller and Wasserman also showed in [29] that there are black hole solutions to
the EYM equations; i.e., solutions in which A(r0) = 0 for some r0 > 0 and A(r) > 0
for each r > r0.
The particlelike and black hole solutions of the EYM equations will thus serve as
a model for our study. We will study more general classes of metrics, but it will be
useful to keep the physical examples in mind.
8For Arnold, Deser, and Misner.
CHAPTER III
The Wave Equation in Black Hole Geometries
Our goal in this chapter is to generalize decay results in the Schwarzschild metric
to a more general class of spherically symmetric black hole geometries. We consider
a metric given by
(3.1) ds2 = gijdx
idxj = −T−2(r)dt2 +K2(r)dr2 + r2(dθ2 + sin2 θdφ2),
where r > 0, 0 ≤ θ ≤ pi, 0 ≤ φ ≤ 2pi. This clearly generalizes the Schwarzschild
geometry, as can be seen by making the identifications
T (r) =
(
1− 2m
r
)− 1
2
= K(r).
We must impose natural (i.e. physical) conditions on the coefficients T,K. To that
end, we assume there is a singularity in K at r = r0 > 0 and near the singularity we
have the following asymptotics:
(3.2) T (r) = c1(r − r0)− 12 +O(1) and K(r) = c2(r − r0)− 12 +O(1)
for some constants c1, c2 > 0, as well as
(3.3) T ′(r) = c3(r − r0)− 32 +O(r − r0)− 12 and K ′(r) = c4(r − r0)− 32 +O(r − r0)− 12
for some nonzero constants c3, c4. We assume smoothness away from the horizon:
T,K ∈ C∞(r0,∞); and we assume that in the far-field, the metric asymptotically
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approaches Minkowski flat-space:
(3.4) T (r) = 1 +O
(
1
r
)
and K(r) = 1 +O
(
1
r
)
as r →∞. We assume that for each r ∈ (r0,∞), T (r) 6= 0 and K(r) 6= 0; and finally,
we impose restrictions on the far-field decay:
(3.5)
T ′(r)
T (r)
+
K ′(r)
K(r)
= O
(
1
r2
)
as r → ∞. We note that the Schwarzschild metric, the Reissner-Nordstro¨m metric
with m2 > q2, and the metrics given by black hole solutions of the EYM equations
(c.f. [29]) satisfy these conditions. It is easy to see the first two cases, and we will
show in Section 3.8 that black hole solutions to the EYM equations satisfy these
conditions. For the purposes of this paper, a geometry (3.1) satisfying the above
conditions will be referred to as a spherically symmetric black hole (SSBH). We note
also that the work [22] served as a model for solving this problem, and we rely on
results therein in a few places.
3.1 Preliminary Notions
We begin by calculating that, according to (2.1), the wave equation in the geom-
etry (3.1) takes the form
(3.6) ζ =
(
−T 2∂2t +
1
r2
∂r
(
r2∂r
K2
)
+
T
K3
∂r
(
K
T
)
∂r +
1
r2
∆S2
)
ζ = 0,
where T = T (r) and K = K(r). We introduce the coordinate u = u(r) by
(3.7) u(r) = −
ˆ ∞
r
K(α)T (α)
α2
dα,
which maps the interval (r0,∞) to the interval (−∞, 0).1 This is a simple conse-
quence of the asymptotics (3.2) and (3.4). We note also that since T,K are ev-
1We note that this is not a generalization of the Regge-Wheeler coordinate. We do not use the Regge-Wheeler
coordinate here since the wave equation obtained from the standard substitution ψ = rζ does not have an everywhere
positive potential. If the potential is not everywhere non-negative, then we cannot readily apply Hilbert space
methods since the resulting inner product is not necessarily positive semi-definite.
22
erywhere positive, u is indeed a valid coordinate change and the inverse mapping
r = r(u) is well-defined. Then the wave equation (3.6) on R × (r0,∞) × S2 is
equivalent to
(3.8)
(
−r4∂2t + ∂2u +
r2
T 2
∆S2
)
ψ = 0
on R× (−∞, 0)× S2, where T = T (r), r = r(u), and ψ(u) = ζ(r(u)).2 The Cauchy
problem for the wave equation in the coordinates (t, u, θ, φ) then reads3
(3.9)

(
−r4(u)∂2t + ∂2u + r
2(u)
T 2(r(u))
∆S2
)
ψ(t, u, θ, φ) = 0 on R× (−∞, 0)× S2,
(ψ, iψt)(0, u, θ, φ) = Ψ0(u, θ, φ) ∈ C∞0 ((−∞, 0)× S2)2 .
Let us settle first the question of existence and uniqueness for the problem (3.9).
Theorem III.1. The Cauchy problem (3.9) in the geometry of an SSBH has a
unique, smooth solution that exists for all times t. Furthermore, this solution is
compactly supported in (u, θ, φ) for each time t.
Proof. To prove the theorem, we wish to apply the theory of symmetric hyperbolic
systems in section 5.3 of [20] to the auxiliary PDE
(3.10)
(
∂2t − ∂2s −
∆S2
r2T 2
− 1
T 2K2r
(
T ′
T
+
K ′
K
))
ξ(t, s, θ, φ) = 0,
where
(3.11) s(u) =
ˆ u
u(2r0)
r2(α)dα,
r = r(u(s)), and the arguments of T, T ′, K,K ′ are also r(u(s)). Note that we may
2We will frequently suppress the arguments of the functions in our formula for notational convenience. The
argument should always be clear from the context.
3We use the compact form (ψ, iψt) for the data in what follows, since this is most convenient when we reformulate
this as a Hamiltonian problem later.
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consider s as a function of r by considering4
s(u(r)) =
ˆ u(r)
u(2r0)
r2(α)dα
=
ˆ r
2r0
T (α)K(α)dα.(3.12)
The PDE (3.10) is equivalent to (3.8) upon making the change of coordinate s = s(u)
and letting ξ = rψ. We consider (3.10) because in this coordinate we will be able to
prove that the solution of (3.9) is compactly supported for each t. This is not obvious
when working in the u variable. Let us also note that s(u) maps the interval (−∞, 0)
monotonically onto R. We will prove the theorem first for the Cauchy problem
(3.13)

(
∂2t − ∂2s − ∆S2r2T 2 − 1T 2K2r
(
T ′
T
+ K
′
K
))
ξ = 0 on R× R× S2,
(ξ, iξt)(0, s, θ, φ) = Ξ0(s, θ, φ) ∈ C∞0 (R× S2)2,
and then use this to obtain results about the Cauchy problem (3.9).5 To this end, we
must work in local coordinates on S2. So let us consider the chart (U, (θ, φ)) where
U is an open, relatively compact subset of S2 and (θ, φ) are well-defined on U¯ . Then,
letting Γ = (ξt, ξu, ∂(cos θ)ξ, ∂φξ, ξ)
T , we can cast the PDE in (3.13) as a first-order
system:
(3.14) A0∂tΓ + A1∂uΓ + A2∂(cos θ)Γ + A3∂φΓ +BΓ = 0,
where the matrices A0, . . . , A3, B are defined as follows:
A0 := diag
(
1, 1,
sin2 θ
r2T 2
,
1
r2T 2
1
sin2 θ
, 1
)
, (A1)12 = −1 = (A1)21,
(A2)13 = −sin
2 θ
r2T 2
= (A2)31, (A3)14 = − 1
r2T 2
1
sin2 θ
= (A3)41,
B13 =
2 cos θ
r2T 2
, B15 = − 1
T 2K2r
(
T ′
T
+
K ′
K
)
, B51 = −1,
4Note that this is a generalization of the Regge-Wheeler coordinate.
5We note that the following argument is based on a similar argument in [22], but we present it for completeness.
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and all other matrix entries are zero. Upon multiplying this system by T 2, we obtain
a symmetric hyperbolic system on R×R× U (c.f. [20]), since each Ai is symmetric
and A0 is uniformly positive definite on this region. Further, since the initial data
Ξ0 has compact support, we can restrict the system to R× V ×U , where V is open,
relatively compact, and supp Ξ0(u, θ, φ) ⊂ V ⊂ R for each (θ, φ) ∈ S2. Since we can
cover S2 by finitely many such charts, the theory of symmetric hyperbolic systems
guarantees the existence and uniqueness of a smooth solution ξ of (3.13) defined for
all t < ε1 for some ε1 > 0 (note that since our matrices are smooth and the data
is smooth and compactly supported, ε1 is independent of the data). Moreover, this
solution propagates with finite speed and thus there exists an 0 < ε ≤ ε1 so that ξ
has compact support in V × S2 for all times t ≤ ε. Therefore, we can repeat this
argument for the Cauchy problem with data (ξ(ε, u, θ, φ), iξt(ε, u, θ, φ))
T and obtain
a unique, smooth solution ξ defined for t ≤ 2ε which has compact support in a
possibly larger, though still open and relatively compact set for all times t ≤ 2ε.
Repeating the argument yields a global solution ξ of the Cauchy problem (3.13)
which is smooth, unique, and compactly supported for all times t.
Since we have already observed that a solution ψ of (3.9) yields a solution of (3.13)
under the coordinate change s = s(u) and the identification ξ = rψ and vice versa,
the theorem follows.
We now observe that the Cauchy problem admits a conserved energy:
Proposition III.2. A solution of the Cauchy problem (3.9) admits a conserved en-
ergy E(ψ) given by
E(ψ) =
ˆ 2pi
0
ˆ 1
−1
ˆ 0
−∞
r4(u) (ψt)
2 + (ψu)
2
+
r2(u)
T 2(r(u))
(
1
sin2 θ
(∂φψ)
2 + sin2 θ
(
∂(cos θ)ψ
)2)
dud(cos θ)dφ;(3.15)
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i.e. d
dt
E(ψ) = 0.
Proof. We know that (3.9) admits a globally defined, smooth, unique solution which
is compactly supported for all times t. Thus, the energy E(ψ) is well-defined. More-
over, an easy calculation shows that d
dt
E(ψ) = 0, since ψ solves (3.9).
Next, we wish to cast the Cauchy problem (3.9) as a first-order Hamiltonian
system. To this end we define Ψ := (ψ, iψt)
T ; then i∂tΨ = HΨ, where
H =
 0 1
A 0
 ,
and A = − 1
r4
∂2u − ∆S2r2T 2 . Therefore the Cauchy problem (3.9) is equivalent to the
problem
(3.16)

i∂tΨ = HΨ on R× (−∞, 0)× S2,
Ψ(0, u, θ, φ) = Φ0(u, θ, φ) ∈ C∞0 ((−∞, 0)× S2)2 .
Theorem III.1 then implies that the problem (3.16) has a unique, smooth solution Ψ
that is defined for all times t and compactly supported for each t.
Let us next observe that the energy in (3.15) defines an inner product on the
space C∞0 ((−∞, 0)× S2)2: for Ψ,Γ ∈ C∞0 ((−∞, 0)× S2)2 with Ψ = (ψ1, ψ2)T and
Γ = (γ1, γ2)
T , we can define the scalar product 〈Ψ,Γ〉 by
ˆ 2pi
0
ˆ 1
−1
ˆ 0
−∞
r4ψ2γ2 + (∂uψ1)(∂uγ1)
+
r2
T 2
(
1
sin2 θ
(∂φψ1)(∂φγ1) + sin
2 θ(∂(cos θ)ψ1)(∂(cos θ)γ1)
)
dud(cos θ)dφ.(3.17)
We next show that with respect to this inner product, H is symmetric on the domain
C∞0 ((−∞, 0)× S2)2.
Proposition III.3. The operator H is symmetric with respect to the inner product
〈·, ·〉 on the domain C∞0 ((−∞, 0)× S2)2.
26
Proof. Consider a solution Ψ of (3.16). Upon making the identification Ψ = (ψ, iψt)
T ,
we know that ψ solves (3.9). We have that 〈Ψ,Ψ〉 = E(ψ) and therefore that
d
dt
〈Ψ,Ψ〉 = 0 for solutions of (3.16). On the other hand,
d
dt
〈Ψ,Ψ〉 = 〈∂tΨ,Ψ〉+ 〈Ψ, ∂tΨ〉
= −i〈HΨ,Ψ〉+ i〈Ψ, HΨ〉,
which shows that 〈HΨ,Ψ〉 = 〈Ψ, HΨ〉 for any Ψ solving (3.16). Note that this ex-
pression holds for each t, and in particular at t = 0. Thus, 〈HΨ0,Ψ0〉 = 〈Ψ0, HΨ0〉.
But the initial data Ψ0 can be chosen arbitrarily in C
∞
0 ((−∞, 0)× S2)2, which
shows that, after a simple polarization argument, H is symmetric on the space
C∞0 ((−∞, 0)× S2)2 with respect to the inner product 〈·, ·〉.
We next observe that the only manifestation of the angular variables (θ, φ) in the
problem (3.9) is in the spherical Laplacian. Since any smooth function on S2 can be
expanded into an absolutely and uniformly convergent series in terms of spherical
harmonics (c.f. [9]), we may therefore write
(3.18) Ψ(t, u, θ, φ) =
∞∑
l=0
∑
|m|≤l
Ψlm(t, u)Ylm(θ, φ),
where the Ylm(θ, φ) are the spherical harmonics (i.e. ∆S2Ylm = −l(l + 1)Ylm) and
this series converges uniformly and absolutely for each fixed (t, u) ∈ R × (−∞, 0).
Furthermore, we know that Ψlm = (ψlm1 , ψ
lm
2 )
T , where ψlmi = 〈ψi, Ylm〉L2(S2). It is
clear therefore that Ψlm(t, u) is smooth and for each t, Ψlm(t, u) ∈ C∞0 (−∞, 0)2.
Thus, for any Ψ,Γ ∈ C∞0 ((−∞, 0)× S2)2, we can decompose the scalar product
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〈Ψ,Γ〉 according to
〈Ψ,Γ〉 =
∞∑
l=0
∑
|m|≤l
〈Ψlm,Γlm〉l
=
∞∑
l=0
∑
|m|≤l
ˆ 0
−∞
r4ψlm2 γ
lm
2 + (∂uψ
lm
1 )(∂uγ
lm
1 ) +
r2
T 2
l(l + 1)ψlm1 γ
lm
1 du,(3.19)
which follows from integrating by parts.
The action of the Hamiltonian also simplifies under the modal decomposition:
HΨ(t, u, θ, φ) =
∞∑
l=0
∑
|m|≤l
HlΨ
lm(t, u)Ylm(θ, φ),
where
(3.20) Hl =
 0 1
− 1
r4
∂2u +
l(l+1)
r2T 2
0
 .
Therefore, the components Ψlm in the spherical harmonic decomposition of Ψ solve
a reduced equation:
Proposition III.4. Consider the solution Ψ of (3.16). The component functions
Ψlm in the spherical harmonic decomposition of Ψ (3.18) solve the problem
(3.21)

i∂tΨ
lm = HlΨ
lm on R× (−∞, 0),
Ψlm(0, u) = Ψlm0 ∈ C∞0 (−∞, 0)2.
Proof. The proposition follows from the discussion above and the uniqueness of the
spherical harmonic decomposition.
Our strategy therefore is to solve problem (3.21) and then sum up according
to (3.18) to obtain a solution of (3.16). We note as well that Hl is symmet-
ric with respect to the inner product 〈·, ·〉l on the domain C∞0 (−∞, 0)2, since for
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Ψlm,Γlm ∈ C∞0 (−∞, 0)2 we have
〈HlΨlm,Γlm〉l = 〈H(ΨlmYlm),ΓlmYlm〉
= 〈ΨlmYlm, H(ΓlmYlm)〉
= 〈Ψlm, HlΓlm〉l.
This also implies that the energy El(Ψ
lm) := 〈Ψlm,Ψlm〉l is conserved for smooth,
compactly supported solutions of (3.21), since we have
d
dt
〈Ψlm,Ψlm〉l = 〈∂tΨlm,Ψlm〉l + 〈Ψlm, ∂tΨlm〉l
= −i〈HlΨlm,Ψlm〉l + i〈Ψlm, HΨlm〉l
= 0,
by the symmetry of Hl.
3.2 The Hamiltonian
Let us rewrite Hl as
(3.22) Hl =
 0 1
− 1
r4
∂2u + Vl(u) 0
 ,
where Vl(u) =
l(l+1)
r2T 2
. (Recall the arguments are r = r(u) and T = T (r(u)).) We
wish to construct a self-adjoint extension of Hl, and we therefore need to find a
Hilbert space on which Hl is densely defined. To this end, let us define H 1Vl,0 as the
completion of C∞0 (−∞, 0) within the Hilbert space
H 1Vl(−∞, 0) :=
{
ψ : ψu ∈ L2(−∞, 0) and r2V
1
2
l ψ ∈ L2(−∞, 0)
}
.
Let us also define Hr2,0 as the completion of C
∞
0 (−∞, 0) within the Hilbert space
Hr2(−∞, 0) :=
{
ψ : r2ψ ∈ L2(−∞, 0)} .
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Finally, we define Hilbert space
H :=H 1Vl,0 ⊗Hr2,0
endowed with the inner product 〈·, ·〉l to be the underlying Hilbert space on which
Hl is densely defined.
As in [22] we next construct a self-adjoint extension of Hl:
Proposition III.5. The operator Hl with domain D(Hl) = C∞0 (−∞, 0)2 is essen-
tially self-adjoint in the Hilbert space H .
Proof. To prove this, we use the following version of Stone’s theorem (c.f. [27], Sec.
VIII.4):
Theorem III.6 (Stone’s Theorem). Let U(t) be a strongly continuous one-parameter
unitary group on a Hilbert space H . Then there is a self-adjoint operator A on H
so that U(t) = eitA. Furthermore, let D be a dense domain which is invariant un-
der U(t) and on which U(t) is strongly differentiable. Then i−1 times the strong
derivative of U(t) is essentially self-adjoint on D and its closure is A.
Now consider the Cauchy problem (3.21). By the theory of symmetric hyperbolic
systems, the problem (3.21) has a unique, smooth, global solution Ψlm that is com-
pactly supported for all times t (we prove this similarly to Theorem III.1). Thus, for
t ∈ R we define the solution operators
U(t) : C∞0 (−∞, 0)2 7→ C∞0 (−∞, 0)2 by
U(t)Ψlm0 = Ψ
lm(t) =
(
ψlm(t), i∂tψ
lm(t)
)T
.
Note that U(t) leaves the dense subspace C∞0 (−∞, 0)2 invariant for all times t and
also, by the energy conservation, the U(t) are unitary with respect to the energy inner
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product. Therefore the U(t) extend to unitary operators on H . The uniqueness of
Ψlm guarantees that U(0) = I and U(t)U(s) = U(t + s) for all s, t ∈ R. Thus, the
U(t) form a one-parameter unitary group. The fact that the solutions are smooth
in t and u guarantees that this group is strongly continuous on H and strongly
differentiable on C∞0 (−∞, 0)2. Then, for γ1, γ2 ∈ C∞0 (−∞, 0),
i−1 lim
h→0
1
h
(
U(h)(γ1, γ2)
T − (γ1, γ2)T
)
= −Hl(γ1, γ2)T .
Thus, by Stone’s theorem, Hl is essentially self-adjoint onH with self-adjoint closure
H¯l and U(t) = e
−itH¯l .
To obtain a representation of the solution Ψlm of (3.21), we will use Stone’s formula
which relates the spectral projections of a self-adjoint operator to the resolvent.
Recall that the spectral projections PΩ onto a measurable set Ω of such an operator
are defined by PΩ = χΩ(A), where χΩ(x) is the usual indicator function of Ω and
we use the functional calculus to define χΩ(A). We recall Stone’s formula in the
following theorem:
Theorem III.7 (Stone’s Formula). For a self-adjoint operator A, the following
holds
(3.23)
1
2
(
P[a,b] + P(a,b)
)
= lim
ε↘0
1
2pii
ˆ b
a
[
(A− λ− iε)−1 − (A− λ+ iε)−1] dλ,
where the limit is taken in the strong operator topology.
We refer to [27], chapter VII for a proof. According to Stone’s formula, to un-
derstand the spectral projections of H¯l, we must investigate the resolvent operator
(H¯l−ω)−1 :H 7→H . Since H¯l is self-adjoint, it follows immediately that (H¯l−ω)−1
exists and is bounded for each ω ∈ C \R. Now fix ω ∈ C \R and consider the eigen-
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value equation
(3.24) H¯lΦ = ωΦ.
Note that since ω 6∈ σ(H¯l), this equation does not have solutions inH . Nonetheless,
we will be able to construct the resolvent out of special solutions of this equation (the
Jost solutions). To this end, let us observe that (3.24) is equivalent to the differential
equation
(3.25) −ζ ′′(u)− ω2r4ζ + r
2
T 2
l(l + 1)ζ = 0
on the interval (−∞, 0) where ζ = φ1 or φ2. This ODE is difficult to solve explicitly,
so let us use the coordinate s = s(u) defined in (3.11) and define
(3.26) η(s) = r(u(s))ζ(u(s)).
Inserting these into (3.25), we obtain the equivalent ODE
(3.27) −η′′(s)− ω2η(s) +
(
l(l + 1)
r2T 2
− 1
rT 2K2
(
T ′
T
+
K ′
K
))
η(s) = 0.
To investigate this ODE, we need to look at the potential
(3.28) Wl(s) :=
(
l(l + 1)
r2T 2
− 1
rT 2K2
(
T ′
T
+
K ′
K
))
.
Observe that for large r, we have s ∼ r + O(log r), and for r ↘ r0 we have
s ∼ c1c2 log(r − r0) + O(1), which follows from (3.2), (3.3), and (3.12). Then in-
voking the asymptotics (3.4) and (3.5), we see that |Wl(s)| ∼ O
(
l(l+1)
s2
)
for l 6= 0
and |W0(s)| ∼ O
(
1
s3
)
as s → ∞. Noting also that Wl(s) ∼ O(r − r0) near the
horizon, we find that |Wl(s)| ≤ α1eα2s as s→ −∞ for some constants α1, α2 > 0.
We now return to equation (3.27) and prescribe asymptotic boundary conditions
to determine a pair of fundamental solutions. In the case Im (ω) > 0, we require
(3.29) lim
s→−∞
eiωsη1,ω(s) = 1, and lim
s→−∞
(
eiωsη1,ω(s)
)′
= 0
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and
(3.30) lim
s→∞
e−iωsη2,ω(s) = 1, and lim
s→∞
(
e−iωsη2,ω(s)
)′
= 0,
whereas in the case Im (ω) < 0, we require
(3.31) lim
s→−∞
e−iωsη1,ω(s) = 1, and lim
s→−∞
(
e−iωsη1,ω(s)
)′
= 0
and
(3.32) lim
s→∞
eiωsη2,ω(s) = 1, and lim
s→∞
(
eiωsη2,ω(s)
)′
= 0.
Now these two solutions η1,ω, η2,ω must be linearly independent, for if they were not,
the exponential decay at s = ±∞ would yield a nonzero vector in the kernel of
(H¯l−ω)−1. But since H¯l is essentially self-adjoint, the spectrum is contained on the
real line, and thus, for ω ∈ C \ R, the kernel of (H¯l − ω)−1 is trivial. Thus, η1,ω and
η2,ω and linearly independent and form a fundamental set of solutions of (3.27), and
thus the Wronskian w(η1,ω, η2,ω) := η1,ω(s)η
′
2,ω(s) − η′1,ω(s)η2,ω(s) is non-vanishing.6
By Abel’s theorem, w(η1,ω, η2,ω) is independent of s.
3.3 Constructing the Jost Solutions
Let us now construct the solutions η1,ω, η2,ω. In this section we will write
(3.33) η1,ω = η
1(λ, ω, s) and η2,ω = η
2(λ, ω, s),
where λ = l+ 1
2
. The λ dependence in these functions is important in a more general
setting, so we make the λ dependence explicit for generality. We cite [13] for the
idea of this construction. We focus first on the solution with boundary conditions at
6In general linear independence of two functions does not guarantee that their Wronskian does not vanish. How-
ever, when the two functions solve the same homogeneous second-order linear ODE, this is sufficient.
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s =∞ and restrict ourselves for the moment to Im ω ≤ 0, ω 6= 0. We first write the
ODE (3.27) as
η′′(s)+
(
ω2 − λ
2 − 1
4
s2
)
η(s) =
((
λ2 − 1
4
)[
1
r2T 2
− 1
s2
]
− 1
rT 2K2
(
T ′
T
+
K ′
K
))
η(s),
and we find the Green’s function for the operator on the left-hand side with zero
boundary conditions at s =∞ is given by
(3.34) B(λ, ω, s, y) = Θ(y−s) i
2ω
(
η20(λ, ω, y)η
2
0(λ,−ω, s)− η20(λ, ω, s)η20(λ,−ω, y)
)
,
where
(3.35) η20(λ, ω, s) =
(
1
2
piωs
) 1
2
e−
ipi
2 (λ+
1
2)H
(2)
λ (ωs),
Θ is the usual Heaviside function, and H
(2)
λ is the Hankel function of the second kind
(we reference [33] and [34] for information about the Hankel functions). Note that
lims→∞ η20(λ, ω, s)e
iωs = 1. Thus, if we require
(3.36) lim
s→∞
η2(λ, ω, s)eiωs = 1,
then the equivalent integral equation for η2 is
(3.37) η2(λ, ω, s) = η20(λ, ω, s) +
ˆ ∞
s
B(λ, ω, s, y)Wl(y)η
2(λ, ω, y)dy.
This is “almost” a Volterra integral equation of the second kind, excepting the
infinite interval; and the existence/smoothness properties of the solution are easy to
establish (c.f. Appendix B of [16]). Moreover, the smoothness then guarantees that
these solutions actually solve the ODE (3.27). However, these results are insufficient
for our methods since we need to have asymptotics for these solutions. To this end
we shall construct the solution of this equation as a Neumann integral series (at least
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for s > 0, but by uniqueness it extends to a solution on the whole line due to the
smoothness of the potential Wl(s)). So we write
(3.38) η2(λ, ω, s) =
∞∑
n=0
η2n(λ, ω, s),
where
(3.39) η2n+1 =
ˆ ∞
s
B(λ, ω, s, y)Wl(y)η
2
n(λ, ω, y)dy.
To address convergence, we appeal to the following facts proved in appendix A of
[13]: we have
(3.40) |η20(λ, ω, s)| ≤ C
( |ω|s
1 + |ω|s
)−λ+ 1
2
e(Im ω)s
and for 0 < s < y we have
(3.41) |B(λ, ω, s, y)| ≤ Ce|Im ω|y+(Im ω)s
(
y
1 + |ω|y
)λ+ 1
2
(
s
1 + |ω|s
)−λ+ 1
2
where C depends on λ. With these facts it is easy to show by induction that
(3.42) |η2n(λ, ω, s)| ≤ C
(CQ(s))n
n!
( |ω|s
1 + |ω|s
)−λ+ 1
2
e(Im ω)s,
where
(3.43) Q(s) =
ˆ ∞
s
y|Wl(y)|
1 + |ω|y e
(|Im ω|+Im ω)ydy.
Note that for Im ω ≤ 0, Q is finite for all s ∈ [0,∞) and ‖Q‖L1([0,∞)) < ∞, owing
to the integrability of W and our requirement that Im ω ≤ 0. Thus η2 exists (for
Im ω ≤ 0 and ω 6= 0), and the following bounds are obvious
(3.44) |η2(λ, ω, s)| ≤ Ce(Im ω)s
( |ω|s
1 + |ω|s
)−λ+ 1
2
eCQ(s),
and
(3.45) |η2(λ, ω, s)− η20(λ, ω, s)| ≤ Ce(Im ω)s
( |ω|s
1 + |ω|s
)−λ+ 1
2
(eCQ(s) − 1).
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It is also straightforward to show that η2 is analytic in ω for fixed s (for Im ω < 0).
Furthermore, we easily obtain the following estimates:
(3.46)
∣∣∣∣ ddsη20(λ, ω, s)
∣∣∣∣ ≤ C|ω|e(Im ω)s( |ω|s1 + |ω|s
)−λ− 1
2
and ∣∣∣∣ ddsη2(λ, ω, s)− ddsη20(λ, ω, s)
∣∣∣∣
≤ C
( |ω|s
1 + |ω|s
)−λ− 1
2
e(Im ω)s
ˆ ∞
s
( |ω|y
1 + |ω|y
)−λ+ 1
2
eCQ(y)|Wl(y)|dy.(3.47)
From (3.44) we see a possible singularity in η2 at ω = 0, but this singular-
ity is removable. Indeed, repeating the above arguments with the initial function
η2,00 (λ, ω, s) = ω
λ− 1
2
(
1
2
piωs
) 1
2 e−
ipi
2 (λ+
1
2)H
(2)
λ (ωs) yields a solution η
2,0 of the integral
equation
η2,0(λ, ω, s) = η2,00 (λ, ω, s) +
ˆ ∞
s
B(λ, ω, s, y)Wl(y)η
2,0(λ, ω, y)dy
in the region |ω| ≤ 1, Im ω ≤ 0. By uniqueness, one has ωλ− 12η2(λ, ω, s) = η2,0(λ, ω, s),
and η2,0 is defined up to ω = 0 with
(3.48) lim
ω→0,Im ω≤0
ωλ−
1
2η2(λ, ω, s) = η2,0(λ, 0, s)
pointwise in s, and η2,0 has the following asymptotics:
(3.49) lim
s→∞
η2,0(λ, 0, s)sl = (−i)l(2l − 1)!!.
So we have solved the ODE (3.27) with boundary conditions at s = ∞ for
Im ω ≤ 0. For Im ω > 0, we obtain a solution of η2(λ, ω, s) of this BVP by defining
η2(λ, ω, s) = η2(λ, ω¯, s). The uniqueness guarantees that this is indeed a solution
and it obviously has properties similar to those discussed above, and moreover, η2 is
continuous in ω as ω → 0 for fixed s.
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A similar construction produces a solution η1(λ, ω, s) of (3.27) with boundary con-
ditions at s = −∞ with properties analogous to those of η2. In fact, the exponential
decay of the potential as s→ −∞ makes the construction easier and we obtain that
η1 is analytic in ω for Im ω < β for some β > 0. We obtain a solution η1 on all of C
via the conjugation process used above.
3.4 The Resolvent
We now use the Jost solutions to construct the resolvent. In this section we will
consider l (and therefore λ) fixed, and we may therefore write η1,ω(s) = η
1(λ, ω, s)
and η2,ω(s) = η
2(λ, ω, s). We then use the the definition (3.26) to obtain two solutions
ζ1,ω, ζ2,ω of (3.25) from η1,ω, η2,ω, and in the case ω = 0, we again use (3.26) to obtain
a solution ζ2,0 from η2,0. It’s easy to check that w(η1,ω, η2,ω) = w(ζ1,ω, ζ2,ω), and it
therefore follows that for Im ω 6= 0, {ζ1,ω, ζ2,ω} forms a fundamental set of solutions
for the ODE (3.25) with non-vanishing Wronskian. Thus we may define the following
function for Im ω 6= 0
(3.50) hω(u, v) := − 1
w(ζ1,ω, ζ2,ω)

ζ1,ω(u)ζ2,ω(v), u ≤ v
ζ1,ω(v)ζ2,ω(u), u > v.
An easy calculation shows that hω(u, v) satisfies the distributional equations(
−d2u − r4ω2 +
r2
T 2
l(l + 1)
)
hω(u, v) = δ(u− v)(
−d2v − r4ω2 +
r2
T 2
l(l + 1)
)
hω(u, v) = δ(u− v)(3.51)
where the arguments on the left are r = r(v) and r = r(u) on the right. We next
use the function hω(u, v) to construct the resolvent (H¯l−ω)−1. The argument below
follows one presented in [22] but again we give it for completeness.
37
Proposition III.8. For any ω ∈ C \R, the resolvent (H¯l − ω)−1 can be represented
as an integral operator with kernel
(3.52) kω(u, v) = δ(u− v)
 0 0
1 0
+ r4(v)hω(u, v)
 ω 1
ω2 ω
 .
Proof. Consider the integral operator Kω with kernel given by kω(u, v) acting on the
domain D(Kω) :=
{
(H¯l − ω)Ψ : Ψ ∈ C∞0 (−∞, 0)2
}
. We claim first that D(Kω) is a
dense subset ofH . To this end, let ξ ∈H be arbitrary. Because the resolvent exists,
(H¯l − ω) : D(H¯l) 7→ H is onto and there exists γ ∈ D(H¯l) so that (H¯l − ω)γ = ξ.
Since H¯l is the closure of Hl, there is a sequence {γn} ⊂ C∞0 (−∞, 0) so that γn → γ
and H¯lγn → H¯lγ as n → ∞. Thus, {(H¯l − ω)γn} converges to (H¯l − ω)γ = ξ, and
therefore D(Kω) is dense in H .
Now, for an arbitrary Γ = (γ1, γ2)
T ∈ C∞0 (−∞, 0)2, we have
(Kω(H¯l−ω)Γ)(u) :=
ˆ 0
−∞
kω(u, v)(H¯l − ω)Γ(v)dv
= (0,−ωγ1 + γ2)T +
ˆ 0
−∞
hω(u, v)

(
−d2u − r4ω2 + r
2
T 2
l(l + 1)
)
γ1(
−d2u − r4ω2 + r
2
T 2
l(l + 1)
)
γ1ω
 dv
= (γ1, γ2)
T
= Γ,
where we have used (3.51). Thus, Kω(H¯l − ω) = I on C∞0 (−∞, 0)2 and hence
Kω = (H¯l − ω)−1 on D(Kω). Since (H¯l − ω)−1 is bounded and D(Kω) is dense, the
claim follows.
We can now apply Stone’s formula to H¯l to state that for each Ψ ∈H we have
1
2
(
P[a,b] + P(a,b)
)
Ψ(u) = lim
ε↘0
1
2pii
ˆ b
a
[
(H¯l − (ω + iε))−1 − (H¯l − (ω − iε))−1
]
Ψ(u)dω
= lim
ε↘0
1
2pii
ˆ b
a
(ˆ 0
−∞
(kω+iε(u, v)− kω−iε(u, v)) Ψ(v)dv
)
dω,(3.53)
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where the limit is taken in H .
3.5 A Representation Formula
In this section we obtain an integral representation formula for the solution of the
Cauchy problem (3.21) via (3.53). We begin first with a proposition:
Proposition III.9. The Wronskian w(ζ1,ω, ζ2,ω) does not vanish for ω ∈ R (consid-
ering ζ2,0 when ω = 0).
Proof. We first note again that w(η1,ω, η2,ω) = w(ζ1,ω, ζ2,ω) and it therefore suffices
to prove the proposition for the η solutions. For the ω = 0 case, we observe that
ζ1,0, ζ2,0 solve the ODE
(3.54) ζ ′′(u) =
r2
T 2
l(l + 1)ζ(u),
subject to the asymptotic boundary conditions
lim
u↗0
s(u)lζ2,0r(u) = (−i)l(2l − 1)!!
lim
u→−∞
ζ1,0(u)r(u) = 1.
Thus, equation (3.54) with the asymptotic boundary conditions above implies that
the solution ζ1,0 is convex. Similarly, since the solution ζ2,0 must be either real or
purely imaginary depending on whether l is odd or even, (3.54) implies that either
Re (ζ2,0) or Im (ζ2,0) is strictly convex or concave (again depending on l). In any
case, this observation coupled with the asymptotic boundary conditions imply that
ζ1,0 and ζ2,0 are linearly independent and thus that w(ζ1,0, ζ2,0) 6= 0.
In the case ω ∈ R \ {0} we argue as in [22]. It is easy to show, using the
asymptotic boundary conditions (3.29)− (3.32), that w(Re (ηj,ω), Im (ηj,ω)) 6= 0 for
j = 1, 2. Next, for j ∈ {1, 2}, consider yj := η
′
j,ω
ηjω
. An easy calculation shows that
Im (yj) =
w(Re (ηj,ω), Im (ηj,ω))
|ηj,ω|2 .
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Note that yj is well-defined since w(Re (ηj,ω), Im (ηj,ω)) 6= 0. Thus, Im (yj) 6= 0 and
either Im (yj) > 0 or Im (yj) < 0 by continuity for all s ∈ (−∞,∞). Moreover,
using the boundary conditions again, it’s easy to show that Im (y1) and Im (y2) have
different signs. Therefore
w(η1,ω, η2,ω) = η1,ωη2,ω(y2 − y1) 6= 0,
and hence, w(ζ1,ω, ζ2,ω) 6= 0.
As a consequence, we have
Corollary III.10. The function hω(u, v) defined in (3.50) is continuous in (ω, u, v)
for ω ∈ {Im (ω) ≤ 0} and (u, v) ∈ (−∞, 0)2.
Proof. Note that the analytic dependence on ω of the ODE (3.25) guarantees that the
ζ solutions depend at least continuously on ω for Im (ω) ≤ 0, ω 6= 0. Moreover, since
hω(u, v) is invariant under the substitution ω
lζ2,ω for ζ2,ω, the previous proposition
yields the claim.
Next observe that hω(u, v) = hω¯(u, v) due to the definitions of η
1, η2 for Im ω > 0,
and hence, kω(u, v) = kω¯(u, v). We can then simplify (3.53) to read
(3.55)
1
2
(
P[a,b] + P(a,b)
)
Ψ(u) = lim
ε↘0
− 1
pi
ˆ b
a
(ˆ 0
−∞
Im (kω−iε(u, v))Ψ(v)dv
)
dω,
where this converges in H -norm. Since Ψ ∈ C∞0 (−∞, 0)2 and the integrand is
continuous, for any bounded interval [a, b] we are integrating a continuous integrand
over a compact region, and if we consider this limit as a pointwise limit in u, then for
any fixed u we may exchange the limit and the integration (by Lebesgue’s Dominated
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Convergence Theorem).7 This observation coupled with the norm convergence yields
(3.56)
1
2
(
P[a,b] + P(a,b)
)
Ψ(u) = − 1
pi
ˆ b
a
(ˆ
suppΨ
Im (kω(u, v))Ψ(v)dv
)
dω.
Note that this yields that P{a} = 0 for any a ∈ R, and thus that P[a,b] = P(a,b). This
in turn implies that the spectrum σ(H¯l) is absolutely continuous. In particular, this
yields
(3.57) P(a,b)Ψ(u) = − 1
pi
ˆ b
a
(ˆ
suppΨ
Im (kω(u, v))Ψ(v)dv
)
dω
for any Ψ ∈ C∞0 (−∞, 0)2 and any bounded interval (a, b).
We would next like to rewrite the integrand in (3.57) in a more useful form. To
this end, let us observe that for ω ∈ R\{0}, the pair {ζ1,ω, ζ1,ω} forms a fundamental
system for the ODE (3.25).8 Therefore, there exist constants (constant in u, v)
λ(ω), µ(ω)9 so that
(3.58) ζ2,ω(u) = λ(ω)ζ1,ω(u) + µ(ω)ζ1,ω(u)
for ω ∈ R \ {0}. From the boundary conditions (3.29) − (3.32) (and the fact that
w(η1,ω, η2,ω) = w(ζ1,ω, ζ2,ω)), it’s easy to see that w(ζ1,ω, ζ2,ω) = −2iωµ(ω) and thus
µ(ω) 6= 0. Now, let us make the following definitions
(3.59) γ1,ω(u) = Re (ζ1,ω(u)), and γ2,ω(u) = Im (ζ1,ω(u)),
as well as
(3.60) Γaω(u) = (γa,ω(u), ωγa,ω(u))
T .
Then for ω 6= 0, we find that
(3.61) Im (hω(u, v)) = − 1
2ω
2∑
a,b=1
αab(ω)γa,ω(u)γb,ω(v),
7We can do this because our data is compactly supported, and we therefore don’t need to distinguish between
high and low energies here; c.f. [16]. However, this separation of high and low energies is essential in a more refined
analysis.
8This is easy to check.
9These constants are sometimes called transmission or reflection coefficients in the literature.
41
where the coefficients are given by
α11(w) = 1 + Re
(
λ(ω)
µ(ω)
)
,
α22(ω) = 1− Re
(
λ(ω)
µ(ω)
)
,
α12(ω) = −Im
(
λ(ω)
µ(ω)
)
= α21(ω).(3.62)
This expression extends to ω = 0 by continuity of h, and we may therefore write
ˆ
suppΨ
Im (kω(u, v))Ψ(v)dv = − 1
2ω
ˆ
suppΨ
r4
2∑
a,b=1
αab(ω)γa,ω(u)γb,ω(v)
 ω 1
ω2 ω
Ψ(v)dv
= − 1
2ω2
2∑
a,b=1
αab(ω)Γ
a
ω(u)
ˆ
suppΨ
(ω2γ2,ω(v)ψ1(v) + ωγ2,ω(v)ψ2(v))r
4dv
= − 1
2ω2
2∑
a,b=1
αab(ω)Γ
a
ω(u)〈Γbω,Ψ〉l,(3.63)
where we have used the fact that ω2r4γ2,ω(v) = (−d2v + r4Vl(v))γ2,ω(v) and we in-
tegrated by parts. We also note that the inner product in the last line of (3.63) is
well-defined because Ψ ∈ C∞0 (−∞, 0)2.
We next use (3.63) to obtain a representation formula for the solution Ψlm of the
Cauchy problem (3.21):
Proposition III.11. The solution Ψlm of the Cauchy problem (3.21) can be repre-
sented as
Ψlm(t, u) = e−itH¯lΨlm0 (u)
=
1
2pi
ˆ
R
e−iωt
1
ω2
2∑
a,b=1
αab(ω)Γ
a
ω(u)〈Γbω,Ψ0〉ldω,(3.64)
where the integral converges in norm in H .
Proof. Using (3.63) in (3.57) and applying the spectral theorem, for any n ∈ N we
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have
e−itH¯lP(−n,n)Ψ0(u) =
1
2pi
ˆ n
−n
e−iωt
1
ω2
2∑
a,b=1
αab(ω)Γ
a
ω(u)〈Γbω,Ψlm0 〉ldω.
Furthermore, since e−itH¯l is unitary, we have
e−itH¯lP(−n,n)Ψ0 → e−itH¯lΨ0
in H as n→∞ which yields the claim.
3.6 Decay
We now obtain decay results from the representation formula (3.64). To this end,
we state a proposition.
Proposition III.12. For fixed u ∈ (−∞, 0), the integrand in the representation
(3.64) is in L1(R,C2) as a function of ω. In particular, the representation (3.64)
holds pointwise for u ∈ (−∞, 0).
Proof. Since the integrand is continuous in ω, we are only concerned with |ω|  1.
We must therefore investigate the asymptotic behavior of ζ1,ω(u) for |ω|  1, but
according to the definition (3.26), we shall first analyze the asymptotic behavior of
η1,ω. To do this we first construct η1,ω in a form more conducive to analyzing large
|ω| asymptotics. We consider |ω| ≥ 1 and first solve
(3.65) η′′1,ω(s) + ω
2η1,ω(s) = Wl(s)η1,ω(s)
by converting this into the integral equation
(3.66) η1,ω(s) = e
iωs −
ˆ s
−∞
sin(ω(s− s˜))
ω
Wl(s˜)η1,ω(s˜)ds˜.
The uniqueness of the solution to (3.66) (which is easy to show) and the uniqueness
of the solution to (3.37)10 guarantee that η1,ω is the unique solution to both of
10To be more precise, the solution of the analog to (3.37) with boundary conditions at s = −∞.
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these integral equations (since these integral equations are derived from the same
differential equation). We then write
(3.67) η1,ω(s) =
∞∑
k=0
η
(k)
1,ω(s),
where η
(0)
1,ω(s) = e
iωs and
η
(k+1)
1,ω (s) = −
ˆ s
−∞
1
ω
sin(ω(s− s˜))Wl(s˜)η(k)1,ω(s˜)ds˜,
which yields the following estimate
∣∣∣η(k+1)1,ω (s)∣∣∣ ≤ ˆ s
−∞
1
|ω| |Wl(s˜)| · |η
(k)
1,ω(s˜)|ds˜,
and if we assume, by way of induction, that
(3.68)
∣∣∣η(k)1,ω(s)∣∣∣ ≤ 1k!
(ˆ s
−∞
1
|ω| |Wl(s˜)|ds˜
)k
,
we then have
∣∣∣η(k+1)1,ω (s)∣∣∣ ≤ ˆ s
−∞
1
|ω| |Wl(s˜)|
1
k!
(ˆ s˜
−∞
1
|ω| |Wl(sˆ)|dsˆ
)k
=
ˆ s
−∞
d
ds˜
[
1
(k + 1)!
ˆ s˜
−∞
1
|ω| |Wl(sˆ)|dsˆ
]k+1
ds˜
=
1
(k + 1)!
(ˆ s
−∞
1
|ω| |Wl(s˜)|ds˜
)k+1
.
Since the induction hypothesis (3.68) obviously holds for k = 0, (3.68) holds for each
k ∈ N.
Therefore, we have the following estimate on η1,ω from (3.67):
|η1,ω(s)| ≤
∞∑
k=0
1
k!
(ˆ s
−∞
1
|ω| |Wl(s˜)|ds˜
)k
≤ e 1|ω|‖Wl‖L1
≤ 1 +O
(
1
|ω|
)
,
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for |ω|  1, since we know ‖Wl‖L1 <∞. We can then use this to obtain an estimate
on ζ1,ω(u) via (3.26). In particular, for fixed u we find
(3.69) |ζ1,ω(u)| ≤ C
(
1 +
1
|ω|
)
.
Next we analyze 〈Ψlm0 ,Γbω〉l. We have
〈Ψlm0 ,Γbω〉l =
ˆ
suppΨlm0
r4(ψlm0 )2ωγ2,ω(u) + (ψ
lm
0 )
′
1γ
′
2,ω(u) +
r2
T 2
l(l + 1)(ψlm0 )1γ2,ωdu,
but since γ2,ω solves the ODE (3.25), we rearrange terms to find
γ2,ω =
1
ω2r4
(
−γ′′2,ω +
r2
T 2
l(l + 1)γ2,ω
)
.
Substituting this in the expression above and integrating by parts twice yields
〈Ψlm0 ,Γbω〉l =
1
ω2
ˆ
suppΨlm0
−γ2,ω(u)
(
ω(ψlm0 )2 −
1
r4
(ψlm0 )
′′
1 +
l(l + 1)
r2T 2
(ψlm0 )1
)′′
+ γ2,ω(u)
r2
T 2
l(l + 1)
(
ω(ψlm0 )2 −
(ψlm0 )
′′
1
r4
+
l(l + 1)
r2T 2
)
du
Since r, T are smooth and Ψlm0 ∈ C∞0 (−∞, 0)2, we can iterate this argument as many
times as we like to obtain arbitrary polynomial decay in ω.
It remains to analyze the coefficients αab(ω). To this end, consider λ(ω), µ(ω);
these satisfy
w(η2,ω, η1,ω) = 2iωµ(ω) and w(η2,ω, η1,ω) = 2iωλ(ω).
One proceeds exactly as in [22] (and uses the fact w(ζ2,ω, ζ1,ω) = w(η2,ω, η1,ω)) to find
w(η2,ω, η1,ω) = 2iω +O(1) and w(η2,ω, η1,ω) = O(1), which implies
µ(ω) = 1 +O
(
1
ω
)
and λ(ω) = O(1)
for |ω| large. Thus according to (3.62) the coefficients αab are bounded.
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Putting all of this together, we have shown that the integrand in the represen-
tation (3.64) is in L1(R,C2). Furthermore, this implies that the integral converges
pointwise, and thus that the representation (3.64) holds for each u ∈ (−∞, 0).
As a simple corollary we now obtain decay:
Corollary III.13. The solution Ψlm of the reduced Cauchy problem (3.21) tends to
zero as t→∞ for fixed u ∈ (−∞, 0).
Proof. According to the representation formula (3.64) and the above theorem, Ψlm
is the Fourier transform of an absolutely integrable function. Thus by the Riemann-
Lebesgue lemma, Ψlm(t, u)→ 0 for fixed u as t→∞.
Our next goal is to show decay of the solution Ψ of the problem (3.16). By the
uniqueness and convergence of the spherical harmonic decomposition, one obtains a
solution of (3.16) from solutions of (3.21) via (3.18) and vice versa. In particular,
this implies that the solution Ψ of the problem (3.16) has the representation
(3.70) Ψ(t, u, θ, φ) =
∞∑
l=0
∑
|m|≤l
e−itH¯lΨlm0 (t, u)Y
lm(θ, φ).
We then have the following theorem:
Theorem III.14. Consider the Cauchy problem for the wave equation on an SSBH
background where the data is smooth and compactly supported in (r0,∞)× S2. The
solution of this problem decays to zero in L∞loc((r0,∞)× S2) as t→∞.
Proof. Proving that the decay of each angular mode of Ψ implies the decay of Ψ can
be done exactly as in [22]. Since we have demonstrated the modal decay above, the
theorem is proved.
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Remark III.15. An outline of the proof given in [22] is as follows: Define
ΨN =
∞∑
l=N
∑
|m|≤l
ΨlmYlm.
Due to the modal energy conservation, there is an N0 so that ‖ΨN‖ < ε uniformly
in t for N ≥ N0. Then since HΨN solves (3.16) with data HΨN0 we can find N1 so
that ‖HΨN‖ < ε for uniformly in t for N ≥ N1; similarly there is an N2 so that
‖H2ΨN‖ < ε uniformly in t for N ≥ N2. For any compact set K ⊂⊂ (−∞, 0)× S2,
the positivity of the energy density yields a constant C(K) so that
‖Γ‖H1(K)×L2(K) ≤ C(K)‖Γ‖
for any Γ ∈ C∞0 ((−∞) × S2)2. Since HΨN = (ψN2 , AψN1 ) where A is an elliptic
operator, ones uses the estimate
‖f‖H2(Ω1) ≤ C
(‖Af‖H0(Ω2) + ‖f‖H1(Ω2))
for Ω1,Ω2 compact and Ω1 ⊂⊂ Ω2 (c.f. [32]). Putting these facts together, one finds
a constant C(K) and a large number N so that
‖ΨN‖H2(K)×H2(K) ≤ C(K)
(‖ΨN‖+ ‖HΨN‖+ ‖H2ΨN‖)
< ε.
Then by Sobolev embedding we find ‖ΨN‖L∞loc(K) < ε for a possibly larger N . Therefore
|Ψ(t, u, θ, φ)| ≤
N−1∑
l=0
∑
|m|≤l
∣∣Ψlm(t, u)Ylm(θ, φ)∣∣+ ε
uniformly in t. Since Ψlm(t, u, θ, φ)→ 0 for fixed (u, θ, φ) as t→∞, it then follows
that Ψ(t, u, θ, φ)→ 0 as t→∞.
Remark III.16. We note again that on the Kerr background, the lack of a positive
definite inner product means that one cannot necessarily bound ‖ ·‖H1(K)×L2 in terms
of ‖ · ‖. Thus the above argument fails on a Kerr background.
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3.7 Decay Rates for Spherically Symmetric Data
In this section we consider the Cauchy problem with spherically symmetric initial
data. In this case, the solution is given exactly by the l = 0 modal solution derived
above. So we need only to refine our previous results in the case l = 0. We recall
from the previous section that we have
(3.71) Ψ(u, t) = − 1
pi
ˆ
R
e−iωt
(ˆ
suppΨ0
Im kω(u, v)Ψ0(v)dv
)
dω.
From this we obtain
(3.72) Ψ(u(s), t) =
ˆ
R
e−iωtf(s, ω)dω
where
(3.73)
f(s, ω) =
ˆ
U
 ω 1
ω2 ω
 Θ(s˜− s)η1,ω(s)η2,ω(s˜) + Θ(s− s˜)η1,ω(s˜)η2,ω(s)
w(η1,ω, η2,ω)
Ψ0(u(s˜))ds˜,
and U := s(suppΨ0); this follows by changing variables and recalling the definition
of kω. Thus if we show that f(s, ω) is C
1 with respect to ω and that fω(s, ω) decays
sufficiently fast at infinity, then we may integrate by parts in the ω integral and obtain
a t−1 rate of decay for Ψ. To this end, we must estimate η1,ω, η2,ω, ∂sη1,ω, ∂sη2,ω as
well as the ω derivatives of these functions in the l = 0 case. We do this explicitly
for η2,ω terms; the η1,ω terms can be handled similarly.
Recall that η2,ω solves the integral equation (3.37), and note that in (3.37) with
λ = 1/2, the function B(1/2, ω, s, y) simplifies to
(3.74) B(1/2, ω, s, y) =
sin(ω(s− y))
ω
and the initial function simplifies to e−iωs. Thus, η2,ω solves the integral equation
(3.75) η2,ω(s) = e
−iωs +
ˆ ∞
s
sin(ω(s− y))
ω
W0(y)η2,ω(y)dy.
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Observe next that for large s we have W0(s) ∼ O(s−3). This fact guarantees that
the kernel in the above integral equation has an ω derivative that is integrable.11
The smoothness of the initial function as well as the smoothness and integrability of
the kernel then allow us to conclude that η2,ω exists and is smooth in s (of course
we already knew this) and is C1 with respect to ω (c.f. [16]). However, this is not
enough for our purposes; we need estimates on the behavior of η2,ω and its derivatives
for large ω. Thus we consider |ω| ≥ 1 and we construct η2,ω as a series. In particular
we write
(3.76) η2,ω(s) =
∞∑
n=0
ηn2,ω(s),
where η02,ω(s) = e
−iωs and
(3.77) ηn+12,ω (s) =
ˆ ∞
s
sin(ω(s− y))
ω
W0(y)η
n
2,ω(y)dy.
We demonstrate convergence as in the previous section by noting the estimate
(3.78)
∣∣ηn2,ω(s)∣∣ ≤ 1n!
(ˆ ∞
s
|W0(y)|
|ω| dy
)n
which is easily proved by induction. This bounds η2,ω according to
(3.79) |η2,ω(s)| ≤ exp
(ˆ ∞
s
|W0(y)|
|ω| dy
)
.
Next, we invoke the estimates ∣∣∣∣sin(ω(s− y))ω
∣∣∣∣ ≤ 1|ω| ,∣∣∣∣∂ω (sin(ω(s− y))ω
)∣∣∣∣ ≤ 1 + |s|+ |y||ω|
as well as (3.78) to estimate
∣∣∂ωηn2,ω∣∣. In particular, we find immediately that
∣∣∂ωη02,ω(s)∣∣ ≤ |s|.
11However, second derivative of the kernel is not integrable, which restricts us to a t−1 decay rate.
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We then suppose by way of induction that
(3.80)
∣∣∂ωηn2,ω(s)∣∣ ≤ (1 + |s|)n+ 1n!
(ˆ ∞
s
|W0(y)|
|ω| (1 + |y|+ |s|)dy
)n
.
Due to the smoothness of the kernel and the integrability of the ω derivative of
the kernel and the bounds (3.78), (3.80), we may compute ∂ωη
n+1
2,ω by differentiating
under the integral in (3.77). We find
∣∣∂ωηn+12,ω (s)∣∣ ≤ ˆ ∞
s
|W0(y)|
|ω| (1 + |y|+ |s|)
1
n!
(ˆ ∞
y
|W0(α)|
|ω| dα
)n
dy
+
ˆ ∞
s
|W0(y)|
|ω| (1 + |y|)
n+ 1
n!
(ˆ ∞
y
|W0(α)|
|ω| (1 + |α|+ |y|)dα
)n
dy
≤ (1 + |s|) n+ 2
(n+ 1)!
(ˆ ∞
s
|W0(y)|
|ω| (1 + |y|+ |s|)dy
)n+1
.
Therefore by induction, (3.80) holds for all n. Thus, the series
∞∑
n=0
∂ωη
n
2,ω(s)
converges uniformly in s on compact sets and since the series (3.76) also converges
uniformly, we can differentiate the series (3.76) term-by-term with respect to ω. This
yields an estimate on ∂ωη2,ω:
|∂ωη2,ω(s)|
≤ (1 + |s|)
(
1 +
ˆ ∞
s
|W0(y)|
|ω| (1 + |y|+ |s|)dy
)
exp
(ˆ ∞
s
|W0(y)|
|ω| (1 + |y|+ |s|)dy
)
.
(3.81)
In particular this shows that for fixed s, ∂ωη2,ω is bounded by a constant for all
|ω| ≥ 1. This holds similarly for η2,ω. However, this is still not sufficient since the
representation formula in (3.72) also contains s derivatives of η2,ω in the Wronskian
term. Therefore we must estimate ∂sη2,ω and ∂ω∂sη2,ω for large ω. We consider now
(3.82) ∂sη
n+1
2,ω (s) =
ˆ ∞
s
cos(ω(s− y))W0(y)ηn2,ω(y)dy,
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the differentiation under the integral being justified by the smoothness and inte-
grability of the kernel and the estimate (3.78). Moreover, one easily finds that∣∣∂sη02,ω(s)∣∣ ≤ |ω|. An easy induction then yields
(3.83)
∣∣∂sηn2,ω(s)∣∣ ≤ |ω|n!
(ˆ ∞
s
|W0(y)|dy
)n
.
Therefore since the series
(3.84)
∞∑
n=0
∂sη
n
2,ω(s)
and the series (3.76) converge uniformly in s, we can differentiate (3.76) term-by-term
in s and we obtain the estimate
(3.85) |∂sη2,ω(s)| ≤ |ω| exp
(ˆ ∞
s
|W0(y)|dy
)
.
Next note that
∣∣∂ω∂sη02,ω(s)∣∣ ≤ 1 + |sω|, and then assume by way of induction that
(3.86)
∣∣∂ω∂sηn2,ω(s)∣∣ ≤ n+ 1n! (1 + |sω|+ |ω|)
(ˆ ∞
s
(1 + |y|)|W0(y)|dy
)n
.
Then by statements analogous to those above, we may compute ∂ω∂sη
n+1
2,ω by differ-
entiating under the integral in (3.82). This yields
∣∣∂ω∂sηn+12,ω (s)∣∣ ≤ ˆ ∞
s
(|s|+ |y|)|W0(y)| 1
n!
(ˆ ∞
y
|W0(α)|dα
)n
dy
+
ˆ ∞
s
|W0(y)|(1 + |yω|+ |ω|)n+ 1
n!
(ˆ ∞
y
(1 + |α|)|W0(α)dα)
)n
dy
≤ (1 + |sω|+ |ω|) n+ 2
(n+ 1)!
(ˆ ∞
s
(1 + |y|)|W0(y)|dy
)n+1
.
Thus by induction, (3.86) holds for all n. The series
∞∑
n=0
∂ω∂sη
n
2,ω(s)
therefore converges uniformly in s and we may therefore compute ∂ω∂sη2,ω(s) by
differentiating the series (3.84) term-by-term. Thus we obtain the following estimate
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on ∂ω∂sη2,ω:
|∂ω∂sη2,ω(s)|
≤ (1 + |sω|+ |ω|)
(
(1 +
ˆ ∞
s
(1 + |y|)|W0(y)|dy
)
exp
(ˆ ∞
s
(1 + |y|)|W0(y)|dy
)
.
(3.87)
Thus for fixed s and large |ω|, ∂sη2,ω ∂ω∂sη2,ω areO(ω). One can repeat the arguments
above to obtain the same results for η1,ω. We next recall that since the ηj,ω solve
(3.27) we may write
ηj,ω(s) =
1
ω2
(−η′′j,ω +W0(s)ηj,ω)
as well as
∂ωηj,ω(s) = − 2
ω3
(−η′′j,ω(s) +W0(s)ηj,ω(s))+ 1ω2 (−∂ωηj,ω(s) +W0(s)ηj,ω(s)) .
Thus if we were to differentiate with respect to ω under the s˜ integral in (3.72), use
the estimates we derived above, and substitute the formulas above repeatedly (using
integration by parts), we would find that this quantity has arbitrary polynomial decay
in ω. Thus the differentiation under the integral is permitted12 and that ∂ωf(s, ω) has
arbitrary polynomial decay in ω. An integration by parts in ω in (3.72) is justified13
and from the Riemann-Lebesgue lemma we obtain a o (t−1) decay rate. We state
this in the following theorem:
Theorem III.17. Consider the wave equation on an SSBH background and suppose
the data is spherically symmetric and compactly supported in (r0,∞)×S2. Then the
solution ψ obeys
|ψ(t, r, θ, φ)| ≤ c
1 + t
,
where c > 0 depends only on r.
12We can check this carefully using Lebesgue’s Dominated Convergence Theorem.
13The boundary terms vanish due to the ω decay results proved in the previous section.
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3.8 Application to the EYM Equations
It was shown by Smoller, Wasserman, and Yau in [29] that there exists infinitely
many black hole solutions of the SU(2) EYM equations. These solutions correspond
to a metric of the form
ds2 = −T−2(r)dt2 + A−1(r)dr2 + r2dΩ2,
which has a singularity at some horizon radius r = r0 > 0 (i.e. A(r0) = 0) and are
smooth in the region (r0,∞). Moreover, the metric coefficients decay to unity at a
rate O(r−1) (see section 4 of [29]) and are bounded away from zero away from the
singularity. It remains then to analyze the asymptotic behavior near the singularity
and the asymptotic decay of the derivatives. To that end, let us state explicitly the
differential equations satisfied by T,A:
(3.88) rA′ + (1 + 2w′2)A = 1− (1− w
2)2
r2
,
(3.89) 2rA
(
T ′
T
)
=
(1− w2)2
r2
+ (1− 2w′2)A− 1.
There is a third equation allowing one to solve for w, but since we only wish to
deduce asymptotics, we omit the equation and instead recall the relevant facts about
w.
Proposition III.18. The function w satisfies the following
lim
r→∞
w2(r) = 1,(3.90)
lim
r→∞
rw′(r) = 0,(3.91)
lim
r↘r0
w2(r) < 1,(3.92)
lim
r↘r0
|w′(r)| <∞.(3.93)
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Moreover, the following inequality also holds,
(3.94)
(
r0 − (1− w
2(r0))
2
r0
)
6= 0.
For proof, we refer to [29]. Now, since A(r) is smooth on [r0,∞) and A(r0) = 0,
a Taylor expansion yields
(3.95) A(r) = A′(r0) · (r − r0) +O(r − r0)2,
where, from (3.88), we have
A′(r0) =
1
r20
(
r0 − (1− w(r0)
2)
2
r0
)
6= 0,
according to (3.94). Also, (3.89) gives(
T ′(r)
T (r)
)
=
(1− w(r0)2)2
2r30A
′(r0)(r − r0) −
1
2rA′(r0)(r − r0) +O(1)
=
−1
2(r − r0) +O(1).(3.96)
Thus,
d
dr
log(T ) =
d
dr
log
[
(r − r0)− 12
]
+O(1),
which implies that
d
dr
log
[
T · (r − r0) 12
]
= O(1).
Integrating this from r0 to r, we obtain
T (r) · (r − r0) 12 = c1 +O(r − r0)
for some constant c1, and thus that
T (r) = c1(r − r0)− 12 +O(r − r0) 12
as r ↘ r0. Moreover, using this in (3.96) yields
T ′(r) = c2(r − r0)− 32 +O(r − r0)− 12
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for some constant c2. Note also that, in applying the results of this paper to the EYM
equations, we make the identification K2 = A−1, and therefore, K(r) = A−
1
2 (r).
Thus from (3.95) we find
K(r) = c3(r − r0)− 12 +O(1)
for r near r0. Finally, we have
K ′(r) = − A
′(r)
2A
3
2 (r)
,
so we can write
K ′(r) = −1
2
(A′(r0) +O(r − r0))
(A′(r0)(r − r0) +O(r − r0)2)
3
2
= c4(r − r0)− 32 +O(r − r0)− 12
for some constant c4.
Now for the far-field decay condition, observe that from (3.88), we have
A′(r) = −2(w
′)2
r
+O
(
1
r2
)
,
since A = 1 +O(r−1). From the relationship between A and K, this implies that(
K ′
K
)
=
(w′)2
r
+O
(
1
r2
)
.
Similarly, from (3.89), we have(
T ′
T
)
= −(w
′)2
r
+O
(
1
r2
)
.
Putting these two observations together yields
T ′
T
+
K ′
K
= O
(
1
r2
)
for r tending to infinity.14
14The decay of w′ actually yields that T
′
T
and K
′
K
are each bounded by c
r2
for large r.
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Thus, black hole solutions of the EYM equations do indeed satisfy the conditions
of a generalized Schwarzschild black hole and we conclude that solutions of the
Cauchy problem for the wave equation in these geometries must decay according to
Theorem III.14. Furthermore, by Theorem III.17, this solution decays at least as
fast as t−1 when the initial data is spherically symmetric.
CHAPTER IV
The Wave Equation in Particle-like Geometries
4.1 Introduction
Our goal in this chapter is to study the wave equation on a non-singular asymp-
totically flat geometric background. In particular, we wish to show that the solution
decays as t → ∞ and obtain a rate of decay when the initial data is spherically
symmetric.
To this end consider a 4-dimensional Riemannian manifold M endowed with a
metric g where the metric g is given by
(4.1) ds2 = gijdx
idxj = −T−2(r)dt2 +K2(r)dr2 + r2(dθ2 + sin2 θdφ2)
and where r ≥ 0, 0 ≤ θ < pi, and 0 ≤ φ < 2pi. We assume that the metric
coefficients are globally smooth: T,K ∈ C∞[0,∞); we also assume that the metric
is not degenerate: T,K > 0. 1 We further assume
(4.2) K(0) = 1,
(4.3) T ′(0) = K ′(0) = 0,
(4.4) T (r) ∼ 1 +O
(
1
r
)
and K(r) ∼ 1 +O
(
1
r
)
as r →∞,
1Note that since we shall assume T,K → 1 as r →∞, this implies T and K are bounded away from zero.
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and finally
(4.5)
T ′(r)
T (r)
+
K ′(r)
K(r)
∼ O
(
1
r2
)
as r →∞.
In other words, we are assuming that the t = const. hyperplanes are similar to the
Euclidean space R3 up to order r2 near the origin, and in the far-field limit M is
the Minkowski space R1+3 up to order r−1.2 The assumption (4.5) is equivalent to
assuming that d
dr
log(TK) = O
(
1
r2
)
for large r, so we assume control on the rate at
which the log of TK tends to 0, which is related to the rate at which TK → 1. We
call a metric satisfying these conditions a spherically symmetric particle-like geometry
(SSPLG). These assumptions are satisfied for the important examples of particle-like
geometries.3
We propose to study the Cauchy problem for the wave equation in this geometry.
Since there is a boundary at r = 0, we must impose a boundary condition there.
When considering black hole solutions in Chapter III, we required that the data
be compactly supported away from the horizon and showed that the solution never
reaches the boundary. Thus the natural boundary conditions were that the solution
is zero at the horizon and at infinity. In the particle-like case we must take a different
approach since there is no a priori reason why the solution of the wave equation in a
particle-like geometry should be always supported away from the origin. Therefore we
must determine the proper (i.e. physical) boundary condition at the origin. Changing
to coordinates (t, x, y, z) in which the spatial coordinates are standard Euclidean
coordinates, the metric g becomes
(4.6) ds2 = gijdx
idxj,
2The far-field conditions are identical to those imposed on an SSBH.
3For example, Minkowski and particle-like solutions of Einstein/Yang-Mills (EYM) with gauge group SU(2). We
demonstrate that particle-like solutions of the EYM equations define an SSPLG in Section 4.6.
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where the nonzero metric coefficients are given by
g11 = −T−2(r)
g22 =
x2K2(r) + y2 + z2
r2
g24 = g42 =
xz(K2(r)− 1)
r2
g23 = g32 =
xy(K2(r)− 1)
r2
(4.7)
g33 =
x2 + y2K2(r) + z2
r2
g34 = g43 =
yz(K2(r)− 1)
r2
g44 =
x2 + y2 + z2K2(r)
r2
,
and r =
√
x2 + y2 + z2. Note that these coefficients are globally smooth (the condi-
tions K(0) = 1, K ′(0) = 0 guaranteeing smoothness at the origin). This is obvious
for each term except, perhaps, for the diagonal terms gii, since K
2(r) − 1 = O(r2)
near the origin. Consider, for example, g22. We can write
g22 =
1
r2
(
x2
K2
+ y2 + z2
)
= 1 +
x2
r2K2
(
1−K2) ,
from which we see that g22 is globally smooth. Similar arguments demonstrate
smoothness of the other diagonal terms. The wave equation in this geometry is
given by
(4.8) 0 = gij∇i∇jζ = 1√|g| ∂∂xi
(√
|g|gij ∂
∂xj
)
ζ =: ζ.
Since this is a Lorentzian metric, the Laplacian will be a hyperbolic operator and we
therefore have finite speed of propagation. This coupled with compactly supported
initial data suggests the asymptotic boundary condition ζ(t, x, y, z)→ 0 as r →∞.
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We therefore study the Cauchy problem4
(4.9)

ζ(t, x, y, z) = 0, (x, y, z) ∈ R3, t > 0
(ζ, iζt)(0, x, y, z) = Z0(x, y, z) ∈ C∞0 (R3)2, (x, y, z) ∈ R3.
(We omit the asymptotic boundary condition at infinity since we will show that it
is necessarily satisfied by the solution of (4.9).) Next we write out explicitly ζ = 0
in Cartesian coordinates:
(4.10) ζtt =
3∑
i,j=1
aikζxixj +
3∑
i=1
biζxi ,
where the coefficients are given by
a11 =
1
r2T 2
(
x2
K2
+ y2 + z2
)
,
a22 =
1
r2T 2
(
x2 +
y2
K2
+ z2
)
,
a33 =
1
r2T 2
(
x2 + y2 +
z2
K2
)
,
a12 = a21 =
(1−K2)xy
r2T 2K2
,(4.11)
a13 = a31 =
(1−K2)xz
r2T 2K2
,
a23 = a32 =
(1−K2)yz
r2T 2K2
,
bi =
[
2
r2K2
(1−K2)− 1
rK2
(
T ′
T
+
K ′
K
)]
.
We note that we will frequently suppress the arguments of functions to ease notation.
We can show as before that these coefficients are globally smooth. If we now let
v = (ζx, ζy, ζz, ζt)
T , then we can write equation (4.10) as
(4.12) A∂tv − A1∂xv − A2∂yv − A3∂zv −Bv = 0,
4We again use the compact form (ψ, iψt) for the data in what follows, since this is most convenient when we
reformulate this as a Hamiltonian problem later.
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where
A =

a11 a12 a13 0
a21 a22 a23 0
a31 a32 a33 0
0 0 0 1

, Ai =

0 0 0 ai1
0 0 0 ai2
0 0 0 ai3
ai1 ai2 ai3 0

,
and
B =

0 0 0 0
0 0 0 0
0 0 0 0
b1 b2 b3 0

.
Then, since the eigenvalues of A are 1, T−2, T−2, and K−2 and these are all bounded
away from zero, A is uniformly positive definite and the system in (4.12) is therefore
a symmetric hyperbolic system (in the sense of section 5.3 in [20]). Accordingly, there
exists a unique, global, smooth solution that propagates with finite speed. Coupling
this with the initial data yields a solution ζ of (4.9) that is unique, smooth, globally
defined, and compactly supported for each t.
We now wish to use this solution to understand the wave equation in the coordi-
nates (t, r, θ, φ). In particular, it is necessary to obtain a natural boundary condition
to impose at r = 0. Since ζ is smooth in spatially Cartesian coordinates, in spatially
spherical coordinates we must have
(4.13)
∂ζ
∂r
∣∣∣∣
r=0
= 0.
Now the wave equation in the coordinates (t, r, θ, φ) reads (we abuse notation slightly
and consider ζ = ζ(t, r, θ, φ))
(4.14) −T 2ζtt + 1
K2
ζrr +
(
2
K2r
− 1
K2
(
T ′
T
+
K ′
K
))
ζr +
∆S2
r2
ζ = 0.
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We are therefore interested in solving the Cauchy problem
(4.15)
−T 2ζtt + 1K2 ζrr +
(
2
K2r
− 1
K2
(
T ′
T
+ K
′
K
))
ζr +
∆S2
r2
ζ = 0 on R× (0,∞)× S2
∂ζ
∂r
∣∣
r=0
= 0
(ζ, iζt)(0, r, θ, φ) = Z0(r, θ, φ) ∈ A 2,
where
A :=
{
ψ ∈ C∞([0,∞)× S2) : ψr|r=0 = 0 and there exists R > 0
so that ψ(r, θ, φ) ≡ 0 for r > R} .(4.16)
Proposition IV.1. The Cauchy problem (4.15) has a globally smooth, unique solu-
tion ζ. Moreover, ζ ∈ A for each time t.
Proof. This follows at once from the previous discussion when we change to spherical
coordinates and consider ζ = ζ(t, r, θ, φ).
Let us now define the coordinate u = u(r) by
(4.17) u(r) = −
ˆ ∞
r
K(r′)T (r′)
(r′)2
dr′,
which maps the interval (0,∞) to (−∞, 0).5 We record some asymptotics of u which
will be useful later. For large r, we have u↗ 0 according to
(4.18) u(r) = −1
r
+O
(
1
r2
)
and
1
u
= −r +O(1).
For r small we have u→ −∞ according to
(4.19) u(r) = −1
r
+O(1) and
1
u
= −r +O(r2).
5We remark again that we use this coordinate precisely because the wave equation in this variable has a positive
definite energy. We will exploit this as in Chapter III.
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If we let ψ(t, u, θ, φ) = ζ(t, r(u), θ, φ), then ψ satisfies
(4.20)
(
−r4∂2t + ∂2u +
r2
T 2
∆S2
)
ψ = 0 on R× (−∞, 0)× S2.
Furthermore, ψ is the unique, global, smooth solution of the Cauchy problem6
(4.21)

(
−r4∂2t + ∂2u + r
2
T 2
∆S2
)
ψ = 0 on R× (−∞, 0)× S2
ψu = O
(
1
u3
)
as u→ −∞
(ψ, iψt)(0, r, θ, φ) = Ψ0(r, θ, φ) ∈ B2,
where ψ ∈ B if and only if ψ ∈ C∞((−∞, 0)× S2) and
(i) there exists u0 < 0 so that ψ(u, θ, φ) ≡ 0 for all u > u0;
(ii) ψu = O
(
1
u3
)
as u→ −∞; and
(iii) ψ and all its derivatives have finite limits as u→ −∞.
Observe that B and A are related to each other, since for any ζ(r, θ, φ) ∈ A ,
ψ(u, θ, φ) := ζ(r(u), θ, φ) ∈ B. To see this, note that ζr = O(r) for small r, and thus
we have
ψu = ζr
dr
du
= ζr
r2
KT
= O(r3)
for small r. Owing to the asymptotics in (4.19) for small r, it follows that ψu = O
(
1
u3
)
as u→ −∞. Recalling also that ζ is smooth up to the origin, it follows that ψ and
all the derivatives of ψ have finite limits as u → −∞. In fact, one easily finds that
∂mu ψ = O
(
1
um+2
)
for m ≥ 1 as u→ −∞.
We also note that ψ ∈ B for all times t. This follows from the above observations
and the fact that ζ ∈ A for all times t. Thus the energy
(4.22)
E(ψ) :=
ˆ 2pi
0
ˆ 1
−1
ˆ 0
−∞
r4(ψt)
2+(ψu)
2+
r2
T 2
(
1
sin2 θ
(∂φψ)
2 + sin2 θ(∂cos θψ)
2
)
dud(cos θ)dφ
6The condition on ψ as u → −∞ is precisely the condition ζr|r=0 = 0 after changing variables and employing
the asymptotics (4.18) and (4.19).
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is well-defined. Moreover, the summability guarantees that we may compute d
dt
E(ψ)
by differentiating under the integral.7 Integrating by parts, using the asymptotics
(4.19) to account for the boundary terms, and using the equation (4.20) yields that
d
dt
E(ψ) = 0; i.e. the energy is conserved.
We next let Ψ = (ψ, iψt)
T and recast (4.21) as a Hamiltonian system; i.e. Ψ is the
unique global solution in B2 for all times t of the Cauchy problem
(4.23)

i∂tΨ = HΨ on R× (−∞, 0)× S2
Ψ(0, u, θ, φ) = Ψ0(u, θ, φ) ∈ B2,
where the Hamiltonian H is given by
(4.24) H =
 0 1
A 0
 and A = − 1
r4
∂2u −
∆S2
r2T 2
.
We can also see that the energy functional induces an inner product on B2.
Indeed, for Ψ,Γ ∈ B2, the inner product 〈Ψ,Γ〉 is given by
〈Ψ,Γ〉 =
ˆ 2pi
0
ˆ 1
−1
ˆ 0
−∞
r4ψ2γ2 + (∂uψ1)(∂uγ1)
+
r2
T 2
(
1
sin2 θ
(∂φψ1)(∂φγ1) + sin
2 θ(∂cos θψ1)(∂cos θγ1)dud(cos θ)
)
dφ,(4.25)
where Γ = (γ1, γ2)
t and Ψ = (ψ1, ψ2)
t.
As in Chapter III, the Hamiltonian is symmetric with respect to this inner prod-
uct.
Proposition IV.2. H is symmetric with respect to 〈·, ·〉 on B2.
Proof. The proof is identical to that of Proposition III.3.
7We can do this since according to the asymptotics (4.18) and (4.19) the coefficients on the first and third terms
in the integrand decay at least as fast as 1
u2
as u → −∞, and the ψu term decays as 1u3 . Then, using that all
the derivatives of ψ have finite limits as u → −∞, we can apply Lebesgue’s dominated convergence theorem to
differentiate under the integral.
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We can use the spherically symmetry to reduce this from a three-dimensional
problem to a one-dimensional problem by projecting our solution onto the spherical
harmonics:
(4.26) Ψ(t, u, θ, φ) =
∞∑
l=0
∑
|m|≤l
Ψlm(t, u)Ylm(θ, φ),
where, again, the Ylm are the spherical harmonics. The inner product 〈·, ·〉 decom-
poses as
〈Ψ,Γ〉 =
∞∑
l=0
∑
|m|≤l
〈Ψlm,Γlm〉l
=
∞∑
l=0
∑
|m|≤l
ˆ 0
−∞
r4ψlm2 γ
lm
2 + (∂uψ
lm
1 )(∂uγ
lm
1 ) +
r2
T 2
l(l + 1)ψlm1 γ
lm
1 du,(4.27)
and the action of the Hamiltonian decomposes as
(4.28) HΨ =
∞∑
l=0
∑
|m|≤l
HlΨ
lmYlm,
where
(4.29) Hl =
 0 1
Al 0
 and Al = − 1
r4
∂2u +
l(l + 1)
r2T 2
.
We also note that8 Hl is symmetric on C 2l , where ψ ∈ Cl if and only if ψ ∈ C∞(−∞, 0)
and
(i) there exists u0 < 0 so that ψ(u, θ, φ) ≡ 0 for all u > u0;
(ii) ψu = O
(
1
u3
)
as u→ −∞;
(iii) ψ and all its derivatives have finite limits as u→ −∞;
(iv) if l 6= 0, ψ = O ( 1
u2
)
as u→ −∞.
8This is different from the black hole case, since we must now account for the fact that our solution of the original
problem (4.15) need not be supported away from the origin.
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The symmetry statement follows since, for Ψlm,Γlm ∈ C 2l , we have
〈HlΨlm,Γlm〉l = 〈H(ΨlmYlm),ΓlmYlm〉
= 〈ΨlmYlm, H(ΓlmYlm)〉
= 〈Ψlm, HlΓlm〉l.
The component functions Ψlm are global, smooth solutions of the Cauchy problem
(4.30)

i∂tΨ
lm = HlΨ
lm on R× (−∞, 0)
Ψlm(0, u) = Ψlm0 (u) ∈ C 2l
and Ψlm ∈ C 2l for each time t. That the Ψlm satisfy conditions (i) - (iii) has been
demonstrated; we must still verify condition (iv). This follows from the fact that
if ψ(r, θ, φ) =
∑∞
l=0
∑
|m|≤l ψ
lm(r)Ylm(θ, φ) and ψ is well-defined at the origin, then
ψlm(0) = 0 for l 6= 0. Then since the solution ζ of (4.15) was smooth up to the origin
with ∂rζ(t, 0, θ, φ) = 0, it follows that ζ
lm = O(r2) near the origin for l 6= 0 (ζ lm being
the component functions in the spherical harmonic expansion of ζ). Translating
this in terms of the u variable implies that, indeed, for l 6= 0, Ψlm = O ( 1
u2
)
as
u→ −∞. The symmetry of the Hamiltonian then implies as before that the energy
El(Ψ
lm) := 〈Ψlm,Ψlm〉l is conserved for solutions of (4.30), and energy conservation
implies that Ψlm are the unique solutions of (4.30) in C 2l .
4.2 Spectral Analysis & The Hamiltonian
Our goal now is to derive a representiation formula for Ψlm from which we might
deduce decay. To that end, we wish to apply Stone’s formula (Theorem III.7) to Hl,
which expresses the spectral projections of Hl in terms of the resolvent. However,
Stone’s formula applies to self-adjoint operators, so we must first find a self-adjoint
extension of Hl and therefore we must find a Hilbert space on which Hl is densely
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defined. Let us first note that we can write
〈Ψ,Γ〉l = 〈ψ1, γ1〉l1 + 〈ψ2, γ2〉l2 ,
where, of course, 〈·, ·〉l1 , 〈·, ·〉l2 correspond to the terms in the integral in (4.27) acting
on the first and second components of the input functions, respectively. Then we let
Hr2 :=
({
ψ : r2ψ ∈ L2(−∞, 0)} , 〈·, ·〉l1)
and
H 1Vl :=
({
ψ : ψu ∈ L2(−∞, 0) and r2V
1
2
l ψ ∈ L2(−∞, 0)
}
, 〈·, ·〉l2
)
,
where Vl =
l(l+1)
r2T 2
. Then we take Hr2,0,H
1
Vl,0
to be the completion of Cl within
Hr2 ,H
1
Vl
, respectively. Finally, we take H =Hr2,0 ⊕H 1Vl,0.
Proposition IV.3. The operator Hl with domain D(Hl) = C 2l is essentially self-
adjoint in the Hilbert space H .
Proof. To prove this, we again use Stone’s Theorem (Theorem III.6). Now consider
the Cauchy problem (4.30). We have already demonstrated that there is a unique
solution Ψlm to this problem in C 2l for each time t. Therefore we may define the
operators
U(t) : C 2l 7→ C 2l by
U(t)Ψlm0 = Ψ
lm(t).
The energy conservation guarantees that the U(t) are unitary on C 2l with respect
to 〈·, ·〉l and they therefore extend to unitary operators on H . The uniqueness of
the solution to (4.30) guarantees that U(0) = Id. and U(t)U(s) = U(t + s) for all
t, s ∈ R, and thus the U(t) form a one-parameter unitary group on H .
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We next wish to show that the U(t) are strongly continuous on H . Thus let
Ψ ∈H . Then there exists (Ψn) ⊂ C 2l such that Ψn → Ψ and we have
‖U(t)Ψ−Ψ‖ ≤ ‖U(t)Ψ− U(t)Ψn‖+ ‖U(t)Ψn −Ψn‖+ ‖Ψn −Ψ‖.
Thus since the U(t) are unitary and since U(t) is obviously strongly continuous on
C 2l , it follows that the U(t) are strongly continuous onH . Moreover, the smoothness
of the solution guarantees that the U(t) are strongly differentiable on C 2l . A simple
calculation shows that for (ψ1, ψ2)
T ∈ C 2l ,
lim
h↘0
1
h
(
U(h)(ψ1, ψ2)
T − (ψ1, ψ2)t
)
= (−iψ2,−iAlψ1)T = −iHl(ψ1, ψ2)T ,
and thus that i−1 times the strong derivative of U(t) is −Hl.
Therefore, since C 2l is invariant under U(t), Hl is essentially self-adjoint on C
2
l .
From this we conclude that Hl has a unique self-adjoint extension H¯l defined on
a domain dense in H containing C 2l .
4.3 The Jost Solutions
As in Chapter III, to utilize Stone’s formula we must study the resolvent of H¯l.
To this end, we consider the eigenvalue equation
(4.31) H¯lΓ = ωΓ.
Since H¯l is self-adjoint on a domain in H , it follows that σ(H¯l) ⊂ R and that the
resolvent (H¯l − ω)−1 : H 7→ H exists for all ω ∈ C \ R. Thus, the eigenvalue
equation (4.31) has no solutions in H for Im ω 6= 0. However, (4.31) is equivalent
to the ODE
(4.32) −γ′′(u)− ω2r4γ + r
2
T 2
l(l + 1)γ = 0 on (−∞, 0),
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where the arguments are r = r(u) and T = T (r(u)). We will construct the resolvent
out of solutions to this ODE.
To solve this ODE, let us first note that if we consider the coordinate s(u) given
by
(4.33) s(u) =
ˆ u
−∞
r2(u′)du′
and let
(4.34) η(s) = r(u(s))γ(u(s)),
then η solves the ODE
(4.35) −η′′(s)− ω2η(s) +
(
l(l + 1)
r2T 2
− 1
rT 2K2
(
T ′
T
+
K ′
K
))
η = 0 on (0,∞).
Let us note that we may regard s as a function of r by considering s(u(r)), which
yields
(4.36) s(u(r)) =
ˆ r
0
K(r′)T (r′)dr′.
We now look to construct two linearly independent solutions of the ODE (4.35),
one satisfying boundary conditions at s = 0 and the other satisfying asymptotic
boundary conditions at s = ∞. In what follows, we will let λ = l + 1
2
, so that
l(l + 1) = λ2 − 1
4
. Again we cite [13] for the following construction.9
4.3.1 The Solution with Boundary Conditions at s = 0
We first consider the solution of (??) satisfying boundary conditions at s = 0:
call this solution η1(λ, ω, s). We shall require
(4.37) lim
s↘0
η1(λ, ω, s)s−λ−
1
2 = 1.
9One should note carefully that we are deriving solutions with boundary conditions at s =∞ (as in Chapter III)
and s = 0. We did not require a solution with asymptotics at s = 0 in the previous chapter. However, as in the
case of a black hole, the solution with boundary conditions at s = 0 will be analytic in ω and thus the solution with
boundary conditions at s =∞ will determine the properties of the solution. This fact suggests to us that the wave
equation on a particle-like background should have decay properties similar to those on an SSBH background.
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We will construct η1(λ, ω, s) as a series, so let us define
(4.38) η10(λ, ω, s) =
(
2
ω
)λ
Γ(λ+ 1)
√
sJλ(ωs) for ω 6= 0,
where Γ(·) is the gamma function and Jλ(·) is the Bessel function of the first kind
(c.f. [33] on Bessel and Hankel functions and [34] on Bessel functions). Then we
rewrite the ODE (4.35) as
(4.39)
η′′(s)+
(
ω2 − λ
2 − 1
4
s2
)
η(s) =
((
λ2 − 1
4
)[
1
r2T 2
− 1
s2
]
− 1
rT 2K2
(
T ′
T
+
K ′
K
))
η(s).
The Green’s function for the operator on the left-hand side of the above equation
(satisfying zero boundary conditions at s = 0) is
(4.40) G(λ, ω, s, y) = Θ(s−y) 1
2λ
(
η10(λ, ω, s)η
1
0(−λ, ω, y)− η10(−λ, ω, s)η10(λ, ω, y)
)
,
where Θ(·) is the usual Heaviside function.
One then obtains the integral equation
(4.41) η1(λ, ω, s) = η10(λ, ω, s) +
ˆ s
0
G(λ, ω, s, y)W (y)η1(λ, ω, y)dy,
where
(4.42) W (y) =
(
λ2 − 1
4
)(
1
r2T 2
− 1
y2
)
+ V (y), V (y) = − 1
rT 2K2
(
K ′
K
+
T ′
T
)
.
Note that since W is integrable, a smooth solution of this integral equation will
indeed be a solution of the ODE (4.35) with boundary conditions (4.37).
We next show that W (y) is integrable. To this end, note that V (s) = O(1) as
s → 0 (due to K ′(0) = 0 = T ′(0)) and that V (s) = O ( 1
s3
)
as s → ∞, since s ∼ r
for large s and the condition (4.5). To study the other term in W , first note that
s ∼ T (0)r +O(r3) for small s, and this implies that∣∣∣∣ 1r2T 2 − 1s2
∣∣∣∣ = O(1)
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for small s. Finally, for large s, we use the conditions (4.4) which imply that∣∣∣∣ 1r2T 2 − 1s2
∣∣∣∣ = O( log ss3
)
.
These statements together yield that W is O(1) near the origin and decays like log s
s3
as s→∞, and so ‖W‖L1(0,∞) <∞.
It is shown in Appendix A of [13] that for 0 < y < s we have
(4.43) |G(λ, ω, s, y)| ≤ Ce|Im ω|(s−y)
(
s
1 + |ω|s
)λ+ 1
2
(
y
1 + |ω|y
)−λ+ 1
2
,
for some C > 0 depending on λ. We then write
(4.44) η1(λ, ω, s) =
∞∑
n=0
η1n(λ, ω, s)
for
(4.45) η1n(λ, ω, s) =
ˆ s
0
G(λ, ω, s, y)W (y)η1n−1(λ, ω, y)dy.
In the same appendix, it is shown that
(4.46) |η10(λ, ω, s)| ≤ Ce|Im ω|s
(
s
1 + |ω|s
)λ+ 1
2
.
Using (4.43) and (4.46) it is easy to show by induction that
(4.47) |η1n(λ, ω, s)| ≤ Ce|Im ω|s
(C · P (s))n
n!
(
s
1 + |ω|s
)λ+ 1
2
,
where
(4.48) P (s) =
ˆ s
0
yW (y)
1 + |ω|ydy.
Thus the series (4.44) is bounded term-by-term by an exponential series, and
converges uniformly since 0 < P (s) < M for all s and some large M . The following
bounds are then obvious:
(4.49) |η1(λ, ω, s)| ≤ Ce|Im ω|seCP (s)
(
s
1 + |ω|s
)λ+ 1
2
,
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as well as
(4.50) |η1(λ, ω, s)− η10(λ, ω, s)| ≤ Ce|Im ω|s
(
eCP (s) − 1)( s
1 + |ω|s
)λ+ 1
2
.
We now check the smoothness of η10. First we study
∂G
∂s
. To this end, we observe
that a short calculation gives
(4.51)
d
ds
η10(λ, ω, s) =
1
2s
η10(λ, ω, s) + λη
1
0(λ− 1, ω, s)−
1
λ+ 1
(ω
2
)2
η10(λ, ω, s).
Using the bound (4.46) we can bound d
ds
η10(λ, ω, s):
(4.52)
∣∣∣∣ ddsη10(λ, ω, s)
∣∣∣∣ ≤ Ce|Im ω|s( s1 + |ω|s
)λ− 1
2
,
and C is some constant depending on λ. We can then use this to bound ∂G
∂s
:
(4.53)
∣∣∣∣∂G∂s (λ, ω, s, y)
∣∣∣∣ ≤ Ce|Im ω|(s+y)( s1 + |ω|s
)λ+ 1
2
(
y
1 + |ω|y
)−λ− 1
2
.
Thus (4.53) and (4.49) enable us to compute d
ds
η1(λ, ω, s) as
(4.54)
d
ds
η1(λ, ω, s) =
d
ds
η10(λ, ω, s) +
ˆ s
0
∂G
∂s
(λ, ω, s, y)W (y)η1(λ, ω, y)dy.
This yields
(4.55)
∣∣∣∣ ddsη1(λ, ω, s)− ddsη10(λ, ω, s)
∣∣∣∣ ≤ Ce3|Im ω|s( s1 + |ω|s
)λ+ 1
2
,
since P is bounded as s → ∞ and W is integrable. We can carry out a similar
procedure to bound higher derivatives of G and conclude that η1 is smooth in s for
any fixed ω 6= 0. Thus on can show that η1 solves the ODE (4.35) and (obviously)
satisfies the boundary conditions (4.37).
We also claim that η1 is analytic in ω in the region ω 6= 0; we will show this
using Morera’s theorem. First note that η10(λ, ω, s), for fixed s ∈ (0,∞), is analytic
for ω 6= 0. Assume that the same holds for η1n(λ, ω, s), and recall the definition
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(4.45). It’s easy to show the continuity of η1n+1 in ω using the dominated convergence
theorem, the analyticity of G in ω, and the induction hypothesis. Then let C be a
closed contour in C \ {0} and consider
ˆ
C
η1n+1(λ, ω, s)dω =
ˆ
C
ˆ s
0
G(λ, ω, s, y)W (y)η1n(λ, ω, y)dydω.
Using the integrability of W and the bounds (4.43), (4.47), we may interchange the
order of integration, and the analyticity of G and η1n then yields that the integral is
zero. Morera’s theorem then guarantees that η1n+1 is analytic in ω, and by induction,
this holds for each n ∈ N. Furthermore, the uniform convergence of the series (4.44)
then yields that η1(λ, ω, s) is analytic in ω in the region C\{0} for fixed s ∈ (0,∞).10
We note also that the only restriction on ω is that ω 6= 0, but we claim that
η1(λ, ω, s) can be extended analytically to ω = 0. To this end, we note that (4.41)
has a unique solution. Since any solution of (4.35) with the specified asymptotics
at s = 0 must solve the integral equation (4.41), there is only one solution of (4.35)
with these asymptotics at s = 0. Now, to show that η1 may be extended analytically
to ω = 0, we first rewrite the ODE (4.35) as
(4.56)
η′′(s)− λ
2 − 1
4
s2
η(s) =
((
λ2 − 1
4
)[
1
r2T 2
− 1
s2
]
− 1
rT 2K2
(
T ′
T
+
K ′
K
)
− ω2
)
η(s).
The operator on the left-hand side here (with zero boundary conditions at s = 0)
has the Green’s function Θ(s − y)
(
sλ+
1
2y−λ+
1
2 − yλ+ 12 s−λ+ 12
)
. We thus obtain the
integral equation
(4.57) η1,0(λ, ω, s) = sλ+
1
2 +
ˆ s
0
(
W (y)− ω2)√sy [(s
y
)λ
−
(y
s
)λ]
η1,0(λ, ω, y)dy.
We again solve this with a series:
(4.58) η1,0(λ, ω, s) =
∞∑
n=0
η1,0n (λ, ω, s),
10This argument also applies to the analogous fact in the previous chapter.
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where η1,0(λ, ω, s) = sλ+
1
2 and
η1,0n+1(λ, ω, s) =
ˆ s
0
(
W (y)− ω2)√sy [(s
y
)λ
−
(y
s
)λ]
η1,0n (λ, ω, y)dy.
For 0 < y < s we use the obvious bound[(
s
y
)λ
−
(y
s
)λ]
≤ 2
(
s
y
)λ
and we can easily show by induction that
(4.59) |η1,0n (λ, ω, s)| ≤
sλ+
1
2
n!λn
(
P˜ (s)
)n
,
where
P˜ (s) =
ˆ s
0
(|W (y)|+ |ω|2) dy.
We thus obtain the bound
(4.60)
∣∣η1,0(λ, ω, s)∣∣ ≤ sλ+ 12 exp( P˜ (s)
λ
)
.
Thus η1,0 exists and (4.58) converges uniformly on compact sets. Now a simple
induction shows that each term in the series (4.58) is analytic, and thus η1,0 is
analytic in ω, say, for |ω| ≤ 1. We can follow a procedure similar to the one above
to verify that η1,0 is smooth in s for s > 0 and fixed ω. Thus, η1,0 is a solution of the
ODE (4.35) and, due to the boundary conditions, it also solves the integral equation
(4.41). Using the uniqueness above, it follows that η1 = η1,0.11 Thus, η1 may be
extended analytically to ω = 0. We remark that the uniqueness also guarantees
that η1(λ, ω¯, s) = η1(λ, ω, s), and we note that, as can be seen from the construction
above, η1,0 is real-valued for ω ∈ R, and hence, η1 is real valued for ω ∈ R.
11One might justifiably ask why we bother at all with η1. The reason is that the asymptotics for large ω are
imperative to obtain a decay result, but it is difficult to analyze η1,0 for large ω.
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4.3.2 The Solution with Boundary Conditions at s =∞
We wish now to construct a solution of (4.35) satisfying asymptotic boundary
conditions as s → ∞. This construction can be done as in Chapter III, and we are
thus justified in stating the existence of a function η2(λ, ω, s) satisfying
(4.61) lim
s→∞
η2(λ, ω, s)eiωs = 1
and obeying the bounds
(4.62) |η2(λ, ω, s)| ≤ Ce(Im ω)s
( |ω|s
1 + |ω|s
)−λ+ 1
2
eCQ(s),
where
(4.63) Q(s) =
ˆ ∞
s
y|W (y)|
1 + |ω|ye
(|Im ω|+Im ω)ydy.;
(4.64) |η2(λ, ω, s)− η20(λ, ω, s)| ≤ Ce(Im ω)s
( |ω|s
1 + |ω|s
)−λ+ 1
2
(eCQ(s) − 1);
(4.65)
∣∣∣∣ ddsη20(λ, ω, s)
∣∣∣∣ ≤ C|ω|e(Im ω)s( |ω|s1 + |ω|s
)−λ− 1
2
;
and ∣∣∣∣ ddsη2(λ, ω, s)− ddsη20(λ, ω, s)
∣∣∣∣
≤ C
( |ω|s
1 + |ω|s
)−λ− 1
2
e(Im ω)s
ˆ ∞
s
( |ω|y
1 + |ω|y
)−λ+ 1
2
eCQ(y)|W (y)|dy(4.66)
for Im ω ≤ 0, ω 6= 0. Moreover, we can extend η2(λ, ω, s) to ω = 0 and obtain a
solution for Im ω > 0 via η2(λ, ω, s) = η2(λ, ω¯, s) as before.
4.3.3 Constructing the Resolvent
For Im ω < 0, the behavior of η1 at the origin and the exponential decay of
η2 as s → ∞ imply that η1, η2 are linearly independent, since their being linearly
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dependent would force the existence of a nontrivial vector in the kernel of (H¯l−ω)−1.
However, since H¯l is self-adjoint, the spectrum is real and thus the kernel of (H¯l−ω)−1
is trivial. Thus, as in Chapter III, w(η1, η2) = 0.
For ω ∈ R, η1 is real and thus has constant phase. However, for ω 6= 0 the
boundary conditions (3.36) imply that η2 is of variable phase. This implies that
η1, η2 are linearly independent for real ω 6= 0 and thus that the Wronskian is nonzero
for real ω 6= 0.
For ω = 0 we consider the extensions of η1, η2 to ω = 0. We recall that, according
to the definition (4.34), there exist solutions γ1(λ, ω, u), γ2(λ, ω, u) of (4.32) corre-
sponding to η1(λ, ω, s), η2(λ, ω, s), respectively. Using the asymptotics of u in (4.19)
and the definition of s, we find12
s ∼ −T (0)
u
(
1 +O
(
1
u
))
for u → −∞. Now let us investigate the asymptotic behavior of γ1, γ2. For γ2 we
have
1 = lim
s→∞
η2(λ, ω, s)
= lim
u↗0
r(u)γ2(λ, ω, u)
= lim
u↗0
(
−1
u
+O(1)
)
γ2(λ, ω, u).
This implies that γ2 decays as u↗ 0. For γ1 we have
1 = lim
s→0
s−λ−
1
2η1(λ, ω, s)
= lim
u→−∞
( −u
T (0)
)λ+ 1
2
(
1 +O
(
1
u
))
r(u)γ1(λ, ω, u)
= lim
u→−∞
( −u
T (0)
)λ+ 1
2
(
1 +O
(
1
u
))(
−1
u
+O
(
1
u2
))
γ1(λ, ω, u).
12Since the definition of s obviously implies s ∼ T (0)r +O(r3) for small r.
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This implies that γ1 either decays to zero or to a constant as u→ −∞ (depending on
λ). From (4.32) with ω = 0, we see that γ1 and γ2 are either strictly concave or con-
vex.13 Thus, γ1 and γ2 must be linearly independent. In particular, since they solve
the same ODE, the Wronskian w(γ1, γ2) is nonzero. Furthermore, an easy calculation
shows that w(η1, η2) = w(γ1, γ2). We have thus shown that w(γ1(λ, ω, u), γ2(λ, ω, u))
is never zero.
Thus, the function h(ω, u, v) defined by
(4.67) h(ω, u, v) = − 1
w(γ1(λ, ω, u), γ2(λ, ω, u))

γ1(λ, ω, u)γ2(λ, ω, v), u ≤ v
γ1(λ, ω, v)γ2(λ, ω, u), v < u
is well-defined.14 It is clear that h is continuous in u, v for fixed ω ∈ C, but moreover,
h is also continuous in ω over all of C for fixed u, v. The only possible difficulty comes
near ω = 0; however since h is unchanged if we consider ωλ−
1
2γ2 instead of γ2, the
continuity follows. We next claim that
Proposition IV.4. The function h(ω, u, v) defined in (4.67) satisfies
(4.68)
ˆ 0
−∞
h(ω, u, v)
(
−∂2v − r4(v)ω2 +
r2
T 2
l(l + 1)
)
γ(v)dv = γ(u)
for any γ ∈ C∞0 (−∞, 0). A similar result holds if we integrate over u instead of v.
Proof. This follows from a simple calculation where we split the integral into
´ u
−∞
and
´ 0
u
and integrate by parts in these regions (which is justified since h is smooth
in v in these regions). A similar calculation proves the second statement.
Let us now compute the resolvent. To this end, we define an integral operator Sω
13This is obvious for γ1; for γ2 we refer to the corresponding discussion in Chapter III where we invoke the specific
asymptotics of η2,0 as ω → 0.
14Since we are considering a fixed mode, we omit the functional dependence of λ in h.
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acting on the domain D(Sω) =
{
(H¯l − ω)Γ : Γ ∈ C 2l
}
, with SωΦ being given by
(4.69)
(SωΦ)(u) =
ˆ 0
−∞
δ(u− v)
 0 0
1 0
+ r4(v)h(ω, u, v)
 ω 1
ω2 ω

Φ(v)dv.
We next claim that Sω = (H¯l − ω)−1 on H . To see this, first note that D(Sω) is
dense in H . This can be argued easily, and indeed, the argument is identical to the
one presented in [22]. However, we can go further; we claim that, in fact, the set{
(H¯l − ω)Γ : Γ ∈ C∞0 (−∞, 0)2
}
is dense in D(Sω) and thus dense in H . To prove
it, we must show that for each Φ ∈ C 2 there exists a sequence Φn ∈ C∞0 (−∞, 0)2
such that (Hl − ω)(Φn − Φ) → 0 as n → ∞ (in the norm ‖ · ‖ induced by the
inner product 〈·, ·〉l). Recalling the specific form of Hl in (4.29), we compute for
Φ = (φ1, φ2)
T ∈ C 2,
‖ (H¯l − ω)Φ‖2
= ‖(Hl − ω)Φ‖2
=
ˆ 0
−∞
r4|Alφ1 − ωφ2|2 + |∂uφ2 − ω∂uφ1|2 + r
2
T 2
l(l + 1)|φ2 − ωφ1|2du
≤ 2
ˆ 0
−∞
r4|Alφ1|2 + r4|ω|2|φ2|2 + |∂uφ2|2 + |ω|2|∂uφ1|2
+
r2
T 2
l(l + 1)|φ2|2 + r
2
T 2
l(l + 1)|ω|2|φ1|2du.
Now, if we define ψi(r) = φi(u(r)), then we get ∂rψi(r)
r2
KT
= ∂uφi(u(r)), owing to
the definition of u(r) in (4.17). We also find ∂2uφi(u(r)) =
r2
KT
∂r
(
∂rψi(r)
r2
KT
)
. Now
plugging in the specific form of Al and changing from the u variable to the r variable,
we find
‖(H¯l − ω)‖2 ≤ 2
ˆ ∞
0
2
KTr2
∣∣∣∣∂r (∂rψ1 r2KT
)∣∣∣∣2 + 2K(l(l + 1))2T 3r2 |ψ1|2 +KTr2|ω|2|ψ2|2
+
r2
KT
|∂rψ2|2 + |ω|2 r
2
KT
|∂rψ1|2 + Kl(l + 1)
T
|ψ2|2 + K
T
l(l + 1)|ω|2|ψ1|2dr
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The first two terms in the above integrand appear troublesome. First we study the
second term when l 6= 0. We recall that φ1 ∈ Cl implies that ψ1 vanishes outside of
a large ball (say of radius R). Thus, for some r0 > 0, we have
ˆ ∞
0
|ψ1|2
r2
dr =
ˆ R
0
|ψ1|2
r2
dr
=
ˆ r0
0
|ψ1|2
r2
dr +
ˆ R
r0
|ψ1|2
r2
dr
≤ 1
r20
ˆ ∞
0
|ψ1|2dr + C
ˆ r0
0
|ψ1|dr, since ψ1 = O(r2) near r = 0
≤ 1
r20
ˆ ∞
0
|ψ1|2dr + 2Cr20
ˆ r0
0
|ψ1|2dr, using Ho¨lder
≤ C
ˆ ∞
0
|ψ1|2dr.
Thus, this term is actually bounded. To study the first term, we simply observe that,
due to the smoothness and specific behavior of T,K, and the fact ∂rψ1 = O(r) near
the origin, the absolute value will have at least one power of r inside it, and this will
control the r2 in the denominator. Using that T,K are bounded above and bounded
away from zero, as well as the fact that ψ1, ψ2 vanish outside of a large ball, we can
bound the above by the H2 norms of ψ1, ψ2. More precisely,
‖(Hl − ω)Φ‖2 ≤ C(1 + |ω|2)‖Ψ‖2H2(0,∞)2 ,
where C depends on l and the support of Ψ. Now, since C∞0 (0,∞)2 is dense
in H2(0,∞)2, this shows that for (Ψn) ⊂ C∞0 (0,∞)2 with ‖Ψ − Ψn‖ → 0 as
n → ∞, we can find a sequence (Φn) = (Ψ(r(u))n) so that (Φn) ⊂ C∞0 (−∞, 0)2
and ‖(Hl − ω)(Φ − Φn)‖ → 0 as n → ∞. Therefore, given Φ ∈ C 2l , we con-
sider Ψ(r) := Φ(u(r)). Then Ψ is surely in H2(0,∞)2, and we may therefore find
a sequence (Ψn) ⊂ C∞0 (0,∞)2 so that Ψn → Ψ as n → ∞. Then define a se-
quence (Φn) ⊂ C∞0 (−∞, 0) by Φn(u) = Ψn(r(u)). By the above we know that
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(Hl − ω)(Φ− Φn)→ 0 as n→∞. Thus
{
(H¯l − ω)Γ : Γ ∈ C∞0 (−∞, 0)2
}
is dense in
the set
{
(H¯l − ω)Γ : Γ ∈ C 2l
}
, and our claim is proved.
Now using equation (4.68) it is easy to check that for Ψ ∈ C∞0 (−∞, 0), we have
(Sω(H¯l − ω)Ψ)(u) = Ψ(u). In other words, Sω = (H¯l − ω)−1 on
{
(H¯l − ω)Γ : Γ ∈ C∞0 (−∞, 0)2
}
.
Then since the resolvent is a bounded operator and
{
(H¯l − ω)Γ : Γ ∈ C∞0 (−∞, 0)2
}
is dense in D(Sω), which is dense in H , it follows that Sω = (H¯l − ω)−1 on H .
Now, according to Stone’s formula (Theorem III.7), if we let k(ω, u, v) denote the
kernel of the operator Sω, then for any Ψ ∈H we have
1
2
(
P[a,b] + P(a,b)
)
Ψ(u) = lim
ε↘0
1
2pii
ˆ b
a
ˆ 0
−∞
(k(ω + iε, u, v)− k(ω − iε, u, v))Ψ(v)dvdω.
Recalling that ηi(λ, ω¯, s) = ηi(λ, ω, s) and noting that the same must therefore hold
for the γi, this implies that h(ω + iε, u, v) = h(ω − iε, u, v) for ω ∈ R, and thus
k(ω + iε, u, v) = k(ω − iε, u, v). This yields
(4.70)
1
2
(
P[a,b] + P(a,b)
)
Ψ(u) = lim
ε↘
− 1
pi
ˆ b
a
ˆ 0
−∞
Im(k(ω − iε, u, v))Ψ(v)dv
and we note again that this converges in H . In particular, we would like to derive
a spectral representation for the data Ψlm0 . We would like to consider the repre-
sentation in (4.70) and interchange the limit and the integral, so we must analyze
Im(k(ω − iε, u, v)). Indeed, we know that by properties of γ1, h(ω − iε, u, v) tends
to a constant or decays as u = −∞. There is however a factor of r4 in Im(k) to
enforce decay. Indeed, as u → −∞, r4 ∼ O ( 1
u4
)
, and since Ψlm0 tends to a con-
stant as u → −∞, we see that we are justified in switching the order of the limit
and the integration (also using the continuity of Im k), for fixed u. From the norm
convergence implied in Stone’s formula, we thus obtain the spectral representation
80
of Ψlm0 :
(4.71)
1
2
(
P[a,b] + P(a,b)
)
Ψlm0 (u) = −
1
pi
ˆ b
a
ˆ 0
−∞
Im(k(ω, u, v))Ψlm0 (v)dvdω.
This yields that P{a} = 0 for any a ∈ R and that the spectrum of H¯l is absolutely
continuous. Thus we have
(4.72) P(a,b)Ψ
lm
0 (u) = −
1
pi
ˆ b
a
ˆ 0
−∞
Im(k(ω, u, v))Ψlm0 (v)dvdω.
Finally, using the spectral theorem and the fact that e−itH¯l is unitary, we obtain as
before a representation for Ψlm(t, u):
(4.73) Ψlm(t, u) = − 1
pi
ˆ
R
e−iωt
ˆ 0
−∞
Im(k(ω, u, v))Ψlm0 (v)dvdω.
4.4 Decay
To show that the solution Ψlm decays, we would like to use the Riemann-Lebesgue
lemma and the representation formula (4.73). In particular, if we show that the
integrand within the ω-integral is in L1(R,C2), then the Riemann-Lebesgue lemma
guarantees that for fixed u ∈ (−∞, u), Ψlm(t, u) → 0 as t → ∞. To this end, we
first derive a more useful form of the integrand. First we claim that the pair {η2, η2}
forms a fundamental set for the ODE (4.35) for ω ∈ R \ {0}. To verify this, we first
compute the Wronskian w(η20, η
2
0). An easy calculation shows that w(η
2
0, η
2
0) = 2i 6= 0.
Now, (4.64) and (4.66) imply that
(4.74) w(η2, η2) = w(η20, η
2
0) = 2i 6= 0,
since w(η2, η2) is constant in s. Thus, the pair {η2, η2} forms a fundamental set for
ω ∈ R \ {0}. This implies that {γ2, γ2} forms a fundamental set for (4.32) while
ω ∈ R \ {0}. Thus there exist numbers c(ω), d(ω) depending only on ω such that
(4.75) γ1(λ, ω, u) = c(ω)γ2(λ, ω, u) + d(ω)γ2(λ, ω, u)
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where d(ω) 6= 0 for all ω. Note then that (4.74) implies that w(γ1, γ2) = −2id(ω)
and w(γ1, γ2) = 2ic(ω).
Next, we let φ1ω = Re γ
2, φ2ω = Im γ
2, and Φaω = (φ
a
ω, ωφ
a
ω)
T (note that we are
dropping the λ argument, since it is superfluous for these purposes, and we denote
the ω dependence by a subscript). A short calculation then shows
(4.76) Im hω(u, v) =
1
2ω
2∑
a,b=1
αabφ
a
ω(u)φ
b
ω(v)
where
(4.77) α11 = 1 + Re
( c
d
)
, α22 = 1− Re
( c
d
)
, α12 = α21 = −Im
( c
d
)
.
Now if we write Ψlm0 = (ψ
lm
0,1, ψ
lm
0,2)
T , we have
ˆ 0
−∞
Im(kω(u, v))Ψ
lm(v)dv =
1
2ω2
2∑
a,b=1
αabΦ
a
ω(u)
ˆ 0
−∞
r4φbω(v)(ω
2ψlm0,1 + ωψ
lm
2,0)dv.
Now let us use the fact that φb(v) satisfies −∂2vφbω + r
2
T 2
l(l + 1)φbω = ω
2r4φbω. We
substitute this into the above integral to obtain
ˆ 0
−∞
Im(kω(u, v))Ψ
lm
0 (v)dv
=
1
2ω2
2∑
a,b=1
αabΦ
a
ω(u)
ˆ 0
−∞
ψlm0,1
(
−∂2v +
r2
T 2
l(l + 1)
)
φbω + ωr
4ψlm0,2φ
b
ωdv.
We now introduce the additional assumption that Ψlm0 ∈ C∞0 (−∞, 0)2.15 Owing to
this assumption, we may integrate by parts in the above integral and obtain
ˆ 0
−∞
Im(hω(u, v))Ψ
lm
0 (v)dv
=
1
2ω2
2∑
a,b=1
Φaω(u)
ˆ 0
−∞
(∂vψ
lm
0,1)(∂vφ
b
ω) +
r2
T 2
l(l + 1)φbωψ
lm
0,1 + ωr
4ψlm0,2φ
b
ωdv
=
1
2ω2
2∑
a,b=1
αabΦ
a
ω(u)〈Ψlm0 ,Φbω〉l,(4.78)
15This corresponds to assuming that the data in problem (4.15) is supported away from the origin. But note that,
to work in the u coordinate as we have done, which maps the interval (0,∞) to (−∞, 0), with r = 0 corresponding
to u = −∞, this does not seem like an unreasonable requirement.
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and so
(4.79) Ψlm(t, u) =
1
2pi
ˆ
R
e−iωt
1
ω2
2∑
a,b=1
αab(ω)Φ
a
ω(u)〈Ψlm0 ,Φbω〉ldω.
We have already demonstrated that the integrand above is continuous in ω, so to
show the integrand is in L1(R,C2), we need only to analyze it for |ω|  1. First we
recall the formulas for c(ω), d(ω): w(γ1, γ2) = −2id(ω), w(γ1, γ2) = 2ic(ω). Let us
fix s = s0 ∈ (0,∞) and we will compute w(η1, η2)(s). Indeed, recalling the bounds
(4.66), (4.64), (4.55), (4.50) and considering ω ∈ R, we have
(4.80)
∣∣η1(λ, ω, s)− η10(λ, ω, s)∣∣ = O
(
1
|ω|λ+ 32
)
,
(4.81)
∣∣∣∣ ddsη1(λ, ω, s)− ddsη10(λ, ω, s)
∣∣∣∣ = O
(
1
|ω|λ+ 12
)
,
(4.82)
∣∣η2λ, ω, s)− η20(λ, ω, s)∣∣ = O( 1|ω|
)
,
and
(4.83)
∣∣∣∣ ddsη2(λ, ω, s)− ddsη20(λ, ω, s)
∣∣∣∣ = O(1).
Thus we have w(η1, η2) = w(η10, η
2
0) + O
(
1
|ω|λ+12
)
. Then an easy calculation shows
that w(η10, η
2
0) = O
(
1
|ω|λ+12
)
, which implies that w(η1, η2) = O
(
1
|ω|λ+12
)
. We can
show similarly that w(η1, η2) = O
(
1
|ω|λ+12
)
. Thus, we have that c, d = O
(
1
|ω|λ+12
)
.
This implies that
(4.84) |αab| ≤ 1 +O
(
|ω|λ+ 12
)
.
Next we note that |φaω| ≤ |γ2|. From the bound (4.62) with ω ∈ R, we have that
(considering s = s(u)) γ2(λ, ω, u) = O(1) for large ω. Finally we look at the term
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〈Ψlm0 ,Φbω〉l. We have
〈Ψlm0 ,Φbω〉l =
ˆ 0
−∞
(∂vψ
lm
0,1)(∂vφ
b
ω) +
r2
T 2
l(l + 1)γbωψ
lm
0,1 + ωr
4ψlm0,2φ
b
ωdv
=
ˆ 0
−∞
(−∂2vψlm1,0 + ωr4ψ2lm +
r2
T 2
l(l + 1)ψlm1,0)φ
b
ωdv
=
1
ω2
0ˆ
−∞
(−∂2vψlm1,0 + ωr4ψ2lm +
r2
T 2
l(l + 1)ψlm1,0)
(
−∂2vφbω +
r2
T 2
+
r2
T 2
l(l + 1)φbω
)
1
r4
dv,
where we used that−∂2vφbω+ r
2
T 2
l(l+1)φbω = ω
2r4φbω. Integrating by parts and iterating
this argument ad infinitum, we find that this term has arbitrary polynomial decay in
ω. This polynomial decay is enough to then guarantee that the integrand in (4.79)
is in L1(R,C2), and then by the Riemann-Lebesgue lemma, we are assured that
Ψlm(t, u)→ 0 for fixed u as t→∞. That the modal decay implies decay of the full
solution Ψ follows almost exactly as in Chapter III. Translating this back into the
r-coordinate, this implies that for fixed r ∈ [0,∞), the solution ζ of (4.15), under
the additional requirement that Z0 ∈ C∞0 (R3 \ {0}) decays as t→∞. Thus we have
the following theorem:
Theorem IV.5. Consider problem (4.15) in an SSPLG. If the initial data is smooth
and compactly supported in (0,∞)×S2, then the solution decays to zero in L∞loc([0,∞)×S2)
as t→∞.
4.5 Decay Rates for Spherically Symmetric Data
Using arguments almost identical to those presented in Section 3.7, we can prove
the following theorem:
Theorem IV.6. Consider the wave equation on an SSPLG and suppose the initial
data is spherically symmetric and compactly supported in (0,∞) × S2. Then the
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solution ψ obeys
|ψ(t, r, θ, φ)| ≤ c
1 + t
,
where c > 0 depends only on r.
4.6 Application to Particle-like Solutions of EYM
Finally, we note that particle-like solutions of the SU(2) EYM equations satisfy the
conditions (4.2)− (4.5), c.f. [28]. The behavior at the origin follows by simple Taylor
expansions and the far-field behavior follows exactly as in Section 3.8. Therefore,
according to Theorem IV.5, solutions of the wave equation in an SU(2) EYM particle-
like geometry with data that is smooth and compactly supported in (0,∞)×S2 decay
in L∞loc as t → ∞. Moreover, if the initial data is also assumed to be spherically
symmetric, then by Theorem IV.6 the solution decays pointwise at least as fast as
t−1.
CHAPTER V
Concluding Remarks
In this chapter we will recapitulate the contents of this document and reflect on
possible future studies related to this work.
5.1 Summary
In Chapter II we presented a comprehensive overview of the study of linear scalar
waves on static spherically symmetric spacetimes. We introduced the necessary no-
tions from differential geometry to facilitate the study of the wave equation on curved
geometric backgrounds. We also presented Einstein’s equations and considered some
special solutions of those equations. We then summarized previous work in this
area and gave an overview of the two methods generally used in obtaining these
results. The last topic in Chapter II was an introduction to the Einstein-Yang/Mills
equations, with special attention given to static solutions with SU(2) gauge group.
In Chapter III we defined a generalization of a Schwarzschild black hole (an SSBH)
and discussed its relevance. We then considered the wave equation on this spacetime
(the initial data being smooth and compactly supported away from the horizon) and
worked to derive an integral spectral representation of the solution. We did this by
formulating the wave equation (in a proper coordinate system) as a Hamiltonian evo-
lution equation and using the functional calculus to derive an integral representation
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for the action of the propagator e−itHl on each angular mode of the solution. This
representation turned out to be the Fourier transform of an absolutely integrable
function, and we therefore appealed to the Riemann-Lebesgue lemma to conclude
decay of each angular mode of the solution. We then used the energy norm to boot-
strap from the modal decay to decay of the full solution. We then considered the
case of spherically symmetric initial data and derived a t−1 pointwise decay rate for
the solution. Finally, we showed that the results in Chapter III applied to black hole
solutions of the EYM equations.
In Chapter IV we defined a spherically symmetric particle-like geometry (SSPLG)
and discussed its properties and some relevant examples. We then proceeded as in
Chapter III. There are many similarities between Chapter IV and Chapter III, but
the differences are not immaterial. In particular, we had to consider the boundary at
r = 0; this required considerable effort to properly formulate the wave equation, and
we also had to take special care in defining the Hilbert space on which the Hamilto-
nian was defined. The Jost solutions were also markedly different in this case, due
to the fact that we were working over the domain (0,∞) instead of (−∞,∞). In
particular, the construction of the solution with asymptotics at s = 0 was analo-
gous to the construction in Chapter III, but required different special functions; we
also had to take a different approach in verifying that these solutions were linearly
independent. Computing the resolvent also required much more effort in this case,
due to the more complicated Hilbert space on which the Hamiltonian was defined.
Regardless of these differences, we were able to obtain results similar to those in
Chapter III. In particular, we obtained decay of each angular mode of the solution
and decay of the full solution; we obtained a t−1 pointwise decay rate when the initial
data is spherically symmetric; and we were able to apply these results to particle-like
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solutions of the EYM equations.
5.2 Physical Implications
Here we would like to briefly identify some physical implications of these results.
We recall that the Einstein equations constitute a nonlinear, coupled, hyperbolic
system of partial differential equations. Coupling the Einstein equations with the
Einstein/Yang-Mills equations1 results in a system of hyperbolic partial differential
equations coupled with the equations for the Yang-Mills field. Since we therefore
have an evolution equation for the metric, a natural question to ask is whether the
metric component of a solution to the EYM equations is stable. In particular, if
we perturb the metric from a solution to the EYM equations, should we expect
the perturbed metric to remain close to the original metric?2 This is a question
of global, nonlinear stability and it is too difficult for us to answer. However, the
decay of the wave equation on the metrics from EYM solutions does imply the linear
stability of these metrics under a certain class of perturbations (typically called axial
perturbations).3 Of course, linear stability does not imply global, nonlinear stability,
but linear instability would preclude nonlinear stability. Therefore, one is at least
justified in investigating the nonlinear stability of these spacetimes.
5.3 Possible Directions
This study has raised a number of questions that are worth studying. Chapter III
showed decay and obtained a rate of decay for the first angular mode of the solution
of the wave equation on an SSBH background, but it would be desirable to have
a decay rate for each angular mode of the solution and a decay rate for the full
1We consider in particular the EYM equations with gauge group SU(2).
2We are essentially asking if these spacetimes are observable or not.
3We reference [6] for a detailed discussion of this idea in the case of a Schwarzschild black hole.
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solution. We focused much effort on this problem, but the generality of the class of
spherically symmetric black holes made it difficult to make progress on this. However,
for a well-chosen subset of this class, one should be able to employ the methods
in [16] and [15], in combination with our results, to obtain these decay rates. In
particular, this should be done first and foremost for black hole solutions of the
EYM equations. The difficulty in obtaining decay rates for each angular mode of
the solution lies in ruling out the presence of a “zero energy resonance” (see [16]).
If there is no zero energy resonance, one could obtain results analogous to those
obtained by Donninger, Schlag, and Soffer – namely, complete understanding of the
solution’s long-time asymptotics.
Another direction in the black hole case is to consider only axially symmetric black
holes. These are analogous to the Kerr metric, though one would like to generalize
this to include, for example, EYM black holes (c.f. [21]). One would then like to
answer the same questions addressed above, though this will be much more difficult
since the results for even the special case of the Kerr metric are unsatisfactory. It
would also be interesting to study different types of linear perturbations on the
aforementioned backgrounds; in particular, it would be interesting to see analogous
results for electromagnetic waves, gravitational waves, and Dirac particles. Finally,
with these (and stronger) decay results, one hopes to investigate nonlinear wave
equations on these backgrounds.
In the particle-like case as well it would be desirable to have decay rates for
each angular mode of the solution as well as a decay rate for the full solution. The
generality of a spherically symmetric particle-like geometry again makes it difficult
to make progress in this direction. However, one may be able to use our results in
conjunction with an analysis similar to that in [16] to obtain decay rates for each
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angular mode (at least for a subset of particle-like geometries). If this could be done,
it may also be possible to obtain decay rates on the full solution. Finally, as in
the black hole case, it would be interesting to study axially symmetric non-singular
asymptotically flat backgrounds, as well as different types of perturbations.
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