W e investigate the practical value of using graphical models to aid in two fundamental problems of group coordination: (1) belief aggregation and (2) risk sharing. We identify restrictive conditions under which graphical models can be useful in both settings. We show that the output of the logarithmic opinion pool (LogOP) can be represented as a Markov network (MN) or a decomposable Bayesian network (BN), and give an algorithm for doing so. We show that a securities market structured like a decomposable BN can support optimal risk sharing, if all agents have exponential utility and all of their Markov independencies coincide with the market structure. On the other hand, most of our results are negative, taking the form of impossibility theorems. We show that no belief aggregation function can maintain all independencies representable in a BN. Neither can an aggregation computation be decomposed into local computations on graph subsets. We show that computing query outputs of LogOP or the linear opinion pool (LinOP) is NP-hard. Except in fairly restrictive settings, structuring securities markets according to unanimously agreed upon independencies may be of no help in supporting optimal risk sharing because agents' behavioral independencies change as they engage in securities trade.
Introduction
The normative basis of Bayesian decision making, set forth by von Neumann and Morgenstern (1953) and Savage (1954) , forms a satisfying theory of rational decision making by an individual. More recent graphical models like Bayesian networks (BNs), Markov networks (MNs), influence diagrams, and CP-nets help make this normative framework more practical in two ways: semantically and computationally. Semantically, graphical models make the process of belief and preference elicitation more natural and efficient. Computationally, graphical models allow complex probability distributions to be represented more concisely, and allow posterior beliefs and optimal decisions to be computed more efficiently.
The setting of group coordination is also well studied across a number of disciplines, including statistics, decision theory, economics, political science, and artificial intelligence. However, unlike in the individual setting, there is nothing close to a single well-accepted normative basis for group beliefs, group preferences, or group decision making. Common to nearly all formal treatments of group coordination is an unsettling number of paradoxes and impossibility theorems. Within this muddied landscape, we examine the use of graphical models to aid two special-case group coordination problems: belief aggregation and risk sharing. We show that graphical models can be of practical use in both settings under certain restrictive conditions. However, our results are generally negative, surfacing new paradoxes, limitations, and impossibility theorems.
Belief aggregation is the task of forming a group consensus probability distribution by combining the beliefs of the individual members of the group in some fashion. The two most common opinion pool functions are (1) the linear opinion pool (LinOP), or weighted arithmetic average, and (2) the logarith-mic opinion pool (LogOP), or weighted geometric average.
The most common form of risk sharing is insurance, where an individual pays a small fixed amount to an insurance company in return for an agreement to receive a larger payment if and only if (iff) some contingency is met in the future, for example the insured's car is stolen. More generically, individuals exchange securities, or state-contingent payoffs of the form "X dollars iff event A happens," whenever such an exchange is mutually beneficial. In equilibrium, the allocation of risk is Pareto optimal, meaning that there is no further possible exchange that would harm no one and help at least one individual. The standard securities market, called an Arrow-Debreu securities market, is unstructured and "flat," containing one security for every possible state of nature, or equivalently one security for all (exponentially many) possible combinations of event outcomes (Arrow 1964) . We show that securities markets can be structured in analogy to BNs, so that hedging and speculating activity can be conducted more naturally at the event level rather than at the state level.
We investigate the value of using a graphical model to represent the aggregate probability distribution of a group of individuals. Under restrictive circumstances, graphical models do provide practical benefits. In particular, if the aggregate distribution is a LogOP, then any shared Markov independencies among the group are reflected in the aggregate distribution, and so can be represented in a relatively concise and natural manner using a BN or MN.
Similarly for risk sharing, we give strict conditions under which a securities market that is structured like a BN can support a Pareto optimal allocation of risk. A structured securities market may require exponentially fewer securities than the standard unstructured Arrow-Debreu securities market, thus greatly reducing the cognitive/computational burden on individuals and the auctioneer.
Unfortunately, under generic conditions, graphical models are of little help in belief aggregation. Even if every individual's beliefs can be represented concisely with a graphical model, it is unlikely that their aggregate distribution can be represented concisely. In particular, if the aggregate distribution is a LinOP, it will in general require a fully connected graphical model to represent it. More generally, we prove that no reasonable aggregation rule (not even LogOP) is able to maintain all agreed upon independencies represented in a set of BNs. Also, no aggregation rule can operate locally within the variable families of a BN. We show that computing a query (some conditional probability) in both the LinOP and LogOP aggregate distributions is NP-hard, even when the analogous query is easy to compute in all of the component BNs.
Most of our risk sharing results are negative as well. Except in very special circumstances, structured securities markets are required to be fully connected-and thus no more compact than Arrow-Debreu marketsin order to support Pareto-optimal risk allocations.
This paper is organized as follows. Section 2 presents the prerequisite background material and introduces our notation. Section 3 describes the use of graphical models for belief aggregation. Section 4 explores the value of graphical models for risk sharing, paralleling several of the positive and negative results from §3. We conclude in §5.
Background and Notation
We consider a group of N agents, indexed i = 1 2 N , each with a subjective probability distribution Pr i over states of the world. Denote the set of all possible states of the world as = 1 2 . The are mutually exclusive and exhaustive.
State is often more concisely and naturally characterized as the set of outcomes of events. Denote the set of modeled events as Z = A 1 A 2 A M . Underlying M arbitrary events is a state space of size = 2 M , consisting of all possible combinations of event outcomes. Conversely, any set of states can be factored into a set of M = lg events. Without further assumption, the two representations are equivalent in both expressivity and size, although the event factorization may be more natural. In most of what follows, the events A j are the focus of attention, with the implied joint outcome space. We refer to the A j as the primary events, so as to distinguish them from the other 2 2 M − M possible sets of states, each of which is also an event.
Opinion Pools
An opinion pool is a function that maps a set of probability distributions, Pr 1 Pr 2
Pr N , to a single 
A variety of authors have proposed or advocated a corresponding variety of aggregation functions of the form (1). Genest and Zidek (1986) and French (1985) provide comprehensive surveys. We distinguish four different approaches to belief aggregation, categorized according to whether they are justified based on (1) normative grounds, (2) axiomatic grounds, (3) worst-case arguments, or (4) maximum entropy arguments.
The normative approach stays within the standard Bayesian decision-making framework. A single decision maker (real or fictitious, within or outside the group), called the supra Bayesian, is responsible for carrying out the aggregation. The supra Bayesian updates its beliefs (which are defined over the joint space of all individuals' beliefs) via Bayes's rule, given the "evidence" of everyone's beliefs. The resulting posterior is taken to be the consensus belief.
The axiomatic approach first posits desiderata that the aggregation function should satisfy, then derives the aggregation function implied by the chosen axioms (Dalkey 1975; Genest 1984a, b, c; Genest and Zidek 1986; Genest and Wagner 1987; Wagner 1984) . The two most common and wellstudied aggregation functions are LinOP and LogOP. The LinOP is a weighted arithmetic mean of the members' probabilities,
and the LogOP is a normalized, weighted geometric mean,
where the i are called expert weights, usually nonnegative numbers that sum to one. The LinOP and LogOP can actually be characterized as two instances of a parameterized family of weighted aggregation functions (Cooke 1991 UNAM, ND, and the following marginalization property together form a necessary and sufficient set of axioms for LinOP (Genest 1984c) .
Property 3 (Marginalization Property (MP)). Let E be an arbitrary event, that is, any subset of . Then, f Pr 1 Pr 2
Pr n E = f Pr 1 E Pr 2 E Pr n E UNAM, ND, and the following externally Bayesian property form a necessary and sufficient set of axioms for LogOP (Genest 1984a) .
Property 4 (External Bayesianity (EB)). Let E and F = be arbitrary events. Then, f Pr 1 Pr 2
Pr n E F = f Pr 1 F Pr 2 F Pr n F E MP and EB require consistency for probabilistic operations performed before and after pooling. MP states that we obtain the same probability for an event E whether we pool the opinions first, and then compute Pr 0 E = ∈E Pr 0 , or if we first compute Pr i E = ∈E Pr i for each agent i, and then pool their opinions only over E. Similarly, EB holds that we obtain the same Pr 0 E F whether we combine opinions first and condition on F second, or condition on F first and combine opinions second. Genest (1984b) shows that no f can simultaneously satisfy MP, EB, UNAM, and ND.
Property 5 (Proportional Dependence on States (PDS)): A third approach to belief aggregation focuses on the worst-case behavior of the aggregation rule in the spirit of most computational complexity results. The idea is to find an aggregation rule such that, no matter what experts actually say and how outcomes actually unfold, the accuracy of the consensus is guaranteed to be within some factor of the accuracy of the best individual expert. The setting is framed as a sequential prediction task, where each expert gives probabilities for a series of events, and the consensus rule attempts to learn-usually via a dynamic reweighting procedure-which experts to trust and which to ignore. A number of articles in the computer science theory and machine learning literature derive increasingly tighter bounds on the worst-case accuracy loss of the consensus as compared to the best expert; see for example Cesa-Bianchi et al. (1997) .
A fourth approach to pooling opinions is based on maximum entropy inference. The consensus is the unique probability distribution that maximizes Shannon entropy, chosen from among the distributions that are consistent with all available information, including the experts' beliefs, their past performance, and/or dependencies among experts (Levy and Delic 1994, Myung et al. 1996) .
The debate over which belief aggregation method is best continues (Benediktsson and Swain 1992 , Cooke 1991 , Jacobs 1995 , Ng and Abramson 1992 , Winkler 1986 ). Several authors (most emphatically Lindley (1985 Lindley ( , 1988 ) argue that the supra Bayesian approach is superior, as it is grounded in standard normative Bayesian theory (Clemen and Winkler 1993; Morris 1974 Morris , 1977 Rosenblueth and Ordaz 1992; West and Crosse 1992; Winkler 1981) . Among the axiomatic approaches, many of the proposed axioms seem reasonable, but disagreement persists on which are essential. For example, Lindley (1985) regards the marginalization property as an "adhockery," while Cooke (1991) characterizes any consensus function that does not respect it as "downright queer." Another point of contention is how best to determine the expert weights. In most cases they are chosen in a somewhat ad hoc manner to encode some measure of confidence, reliability, or importance (Benediktsson and Swain 1992 , French 1985 , Winkler 1968 . Some more formal methods to derive weights have been proposed by making assumptions concerning the form of, or interdependence among, participants' beliefs (Cooke 1991 , Degroot and Mortera 1991 , Jacobs 1995 , Morris 1977 , or through iterative selfweighting procedures (Degroot 1974 ). In the worstcase framework, authors have proven that certain reweighting policies guarantee that the resulting consensus accuracy is not much worse than the best expert's accuracy.
Graphical Models
A joint probability distribution can often be represented more compactly as a BN. Conciseness is achieved by exploiting conditional independence among the primary events. Let CI A j W X be shorthand for Pr A j WX = Pr A j W , indicating that A j is conditionally independent of the set of events X given another set W . Consider the event A k ∈ Z, with predecessors pred A j ≡ A 1 A 2 A k−1 , where the predecessor relation is with respect to the index ordering of variables. Suppose that given the outcomes of a subset pa A k ⊆ pred A k of its predecessors-called A k 's parents-the event A k is conditionally independent of all other preceding events, or CI A k pa A k pred A k − pa A k . This structure can be depicted graphically as a directed acyclic graph (DAG): Each event is a node in the graph, and there is a directed edge from node A j to node A k if and only if A j is a parent of A k . We also refer to A k as the child of A j . A DAG has no directed cycles and thus defines a partial order over its vertices. By construction, the event indices are consistent with this partial ordering; in other words, if A j is a parent of A k then j < k. We can write the joint probability distribution in a (usually) more compact form:
For each event A k , we record a conditional probability table (CPT), which contains probabilities Pr A k pa A k for all possible combinations of outcomes of events in pa A k . Thus, it is possible to implicitly represent the full joint with O M · 2
A MN is another graphical framework for modeling conditional independence and for implicitly describing joint distributions (Whittaker 1990 , Darroch et al. 1980 . Events are again associated with nodes in a graph, and edges encode probabilistic dependencies. The underlying structure of a MN is an undirected graph. Given the outcomes of its direct neighbors, an event A j is conditionally independent of every other event in the network, not just preceding events. The neighbors of an event form a Markov blanket around it, "shielding" it from direct influence from the rest of the events (Pearl 1988) .
A Markov independence is a special type of conditional independence (Darroch et al. 1980 , Pearl 1988 , Whittaker 1990 ). The node A j and the set of nodes X ⊆ Z −A j are Markov independent, given another set
Recall that Z is the set of all modeled events.
The Markov blanket of a node in a BN consists of its direct parents, its direct children, and its children's direct parents (Pearl 1988) . Therefore a BN can be converted into a MN by moralizing the network, or fully connecting ("marrying") each node's parents, and dropping edge directionality Spiegelhalter 1988, Neapolitan 1990) . A MN can be converted into a BN by filling in or triangulating (Kloks 1994 ) the graph, and adding directionality according to the fill-in ordering (Jensen 1996 , Lauritzen and Spiegelhalter 1988 , Neapolitan 1990 , Pearl 1988 . With each transformation, independence information may be lost.
A DAG is decomposable if there is an edge between every two nodes that share a common child (Chyu 1991 , Darroch et al. 1980 , Pearl 1988 , Shachter et al. 1991 . Trees and complete graphs are two examples of decomposable graphs. Any BN can be made decomposable by reorienting some edges and introducing new edges where needed (Chyu 1991 , Shachter et al. 1991 . A two-step procedure of moralization plus fill-in (triangulation) will render a BN decomposable. Finding the smallest decomposable representation (finding the optimal fill-in ordering) is NP-hard, and even the smallest decomposable representation can be exponentially larger than the original BN. Still, the decomposable representation can be exponentially more compact than the full joint distribution. The independencies encoded in a decomposable BN are all Markov independencies (Pearl 1988 ).
Graphical Models for Belief Aggregation
Given their efficacy for single-agent belief representation, we consider whether graphical models can also enable the concise representation of aggregate beliefs.
Property Definitions
Recall the independence preservation property (IPP), defined in §2.1. For an aggregation function f to satisfy IPP, any independencies that are agreed upon by all agents must be maintained within the consensus distribution. Genest and Wagner (1987) prove that no aggregation function can simultaneously satisfy IPP, proportional dependence on states (PDS), and nondictatorship (ND). However, one might argue that IPP is overly strong. It requires preservation of, for example, a unanimous independence between the events E = A 3Ā7 and F =Ā 2 A 4 ∨ A 7 . This kind of independence seems of little descriptive value to a modeler, and indeed cannot be represented with a BN. One may be willing to forgo preserving all independencies, being content to preserve independencies among the primary events, A 1 A 2 A M . With this in mind, we define a weaker independence property.
Property 7 (Event Independence Preservation Property (EIPP)). If for
In §3.2, we see that substituting EIPP for IPP does admit a possibility that is consistent with both PDS and ND, although not a very satisfactory one. In search of a nontrivial possibility, we define an independence condition based on Markov independence.
Property 8 (Markov Independence Preservation Property (MIPP)). If for
Finally, we define a property that captures what seems to be a natural assumption within the context of graphical models, advocated independently by other authors (Matzkevich and Abramson 1992) . We say that an aggregator satisfies the family aggregation (FA) property if it operates locally, within each conditional probability table (CPT) of the consensus structure.
Property 9 (Family Aggregation (FA)).
where the pa · operator is defined for the consensus BN representing Pr 0 . FA seems especially reasonable when all agents' BNs have identical topologies.
Combining Bayesian Networks:
Examples and Impossibility 3.2.1. Event Independence Preservation. Example 1 (EIPP and the LinOP). Suppose that two agents agree that two primary events, A 1 and A 2 , are independent, as pictured in Figure 1(a) , but disagree on the associated marginal probabilities.
For concreteness, let the first agent hold beliefs Pr 1 A 1 = Pr 1 A 2 = 0 5, and the second Pr 2 A 1 = 0 8 and Pr 2 A 2 = 0 6. Thus,
Pr 1 A 1Ā2 = 0 25 Pr 2 A 1Ā2 = 0 32
Now if we apply the LinOP (2) with, say, equal weights of w 1 = w 2 = 0 5, we get:
Pr 0 A 1Ā2 = 0 41 
Note. If two agents' beliefs Pr 1 and Pr 2 have the dependency structures shown, then the consensus Pr 0 will in general have the dependency structure depicted in column three.
In particular, Pr 0 A 1 Pr 0 A 2 = Pr 0 A 1 A 2 , and so the two events are not independent in the consensus.
1
Even though the precondition of the EIPP is met, the postcondition is not: A BN representation of the derived consensus would have to include an edge between A 1 and A 2 , as depicted in the third column of Figure 1 (a). Example 2 (EIPP and the LogOP). Suppose that two agents' beliefs over two primary events are as described in Example 1. If we apply the LogOP with equal weights, we get:
In this case, Pr 0 A 1 Pr 0 A 2 = Pr 0 A 1 A 2 , and the two events remain independent, as shown in Figure 1(b) . This is not a numerical coincidence; in fact, independence between only two events is always maintained by the LogOP (Genest and Wagner 1987) . Now suppose that among three primary events, both agents agree that A 3 is independent of A 2 given A 1 . That is, both agents agree that dependencies conform to a tree structure, with A 1 the parent of both A 2 and A 3 , as depicted in Figure 1(c) . Then once again, the LogOP will maintain this structure. LogOP does not, however, maintain all BN structures. For example, suppose that, among three primary events, the two agents agree that A 1 and A 2 are mutually independent, and that A 3 depends on both A 1 and A 2 . That is, both agents agree on the polytree structure in Figure 1(d) . In this case, when we compute the consensus with the LogOP, A 1 and A 2 will in general become mutually dependent, the EIPP is not satisfied, and a consensus BN will require an arc between the two nodes.
Having seen that both the LinOP and the LogOP violate the EIPP, we seek a more general characterization of the class of functions that obey it. We begin by adapting a result originally proved with respect to the IPP (Genest and Wagner 1987, Lemma 3.2 in) to the weaker condition EIPP.
Lemma 1 (Adapted from Genest and Wagner 1987) . If f obeys EIPP and PDS, then there exist constants 1 2 N , and c such that
Proof. Consider three events A 1 , A 2 , and A 3 , with agents' beliefs described as follows:
where z i = x i + y i for all i. In this case, all agents agree that A 1 and A 2 are independent and, as long as z i < 1, these equations describe a legal probability distribution. Because f obeys PDS, there must be some function g such that,
and similarly for Pr 0 Ā 1Ā2Ā3 . Now imagine a second situation exactly as in (5) 
From here, they show that because x i and y i can be chosen arbitrarily (as long as their sum is less than one), then f must have the linear form specified in (4). Genest and Wagner go on to show, without further assumption, that f must be a dictatorship. However, that proof does not carry through under the weaker condition EIPP. This can be seen via a simple counterexample. Let f always ignore the agents' opinions, and simply assign a uniform distribution over all ∈ . In this case, the consensus distribution holds that all primary events A j are independent, and thus any agreed upon independencies are trivially maintained. One might wonder whether EIPP admits any other, more appealing, aggregation functions. The following proposition essentially establishes that it does not.
Proposition 2. No aggregation function f can simultaneously satisfy EIPP, PDS, UNAM, and ND.
Proof. With the addition of UNAM, it is clear that c must be zero in (4), and thus f must have the form of a standard LinOP (2). From Example 1, we know that the LinOP does not maintain independence even between just two events. The fact that the LinOP cannot satisfy both IPP and ND is proved formally by several authors (Genest 1984c , Lehrer and Wagner 1983 , Wagner 1984 . Their proofs are applicable to EIPP as well because they hold even when = 4, in which case EIPP and IPP coincide. Thus, averaging only within each family of the BN violates the form of the opinion pool itself (1), which insists that the consensus joint distribution depend only on the underlying joint distributions of the agents involved. We now show that this inconsistency is not confined solely to the averaging aggregator. Proof. Let the first event in the consensus BN be A j 1 the second A j 2 , and the last A j M . The FA property requires both of the following:
By the definition of an opinion pool (1), the consensus belief depends only on the agents' underlying joint distributions, and not on the particular ordering of events in each BN. Thus, we must arrive at the same consensus distribution as long as j 1 j 2 j M is some permutation of 1 2 M . Consider two permutations, one where j 1 = 1 and one where j M = 1. Then (7) and (8) become: Dalkey (1975) proves that no function can simultaneously satisfy (9), (10), UNAM, and ND. Alternatively, the two equations essentially require that f satisfy both MP and EB, defined in §2.1, which Genest (1984b) shows are incompatible with UNAM and ND.
The LogOP and Consensus Markov Networks
The results in §3.2 suggest that insisting on general event independence preservation has rather severe consequences. In this section, we see that preserving Markov independencies is in fact compatible with PDS, UNAM, and ND. Let A j be a primary event, and W ⊆ Z − A j and X = Z − W − A j be sets of events. Then A j is Markov independent of X given W if Pr A j WX = Pr A j W .
Proposition 4. The LogOP satisfies MIPP.
Proof. Because the LogOP is defined in terms of atomic states , we make use of the following two identities:
where X represents a sum over all possible combinations of outcomes of events in the set X. Then we have that, 
Suppose that each agent's belief is given as a MN, and we wish to generate a consensus MN structure that can encode the results of the LogOP. As discussed in §2.2, graph connectivity in a MN represents probabilistic dependence, and the neighborhood relation represents direct influence. For each node A j , the set of its neighbors plays the role of W in Proposition 4, and all other nodes constitute the set X. The proposition ensures that, if all agents agree on a common MN structure, then the consensus distribution derived by the LogOP will respect the same structure. When agents are not in complete agreement on the structure, then the consensus can be represented as a MN defined by the union of all the individual MNs. In other words, there is an edge between A j and A k in the consensus MN if and only if there is an edge between those two nodes in at least one of the agents' MNs.
Given a collection of BNs, generating a consensus BN structure that is consistent with the LogOP is also relatively straightforward. We first convert each BN into a MN by moralizing the graphs, or fully connecting each node's parents and dropping edge directionality Spiegelhalter 1988, Neapolitan 1990 ). Next, we compute the union of the individual MNs, and finally we convert the resulting consensus MN back into a BN by filling in or triangulating the network, reintroducing directionality according to the fill-in order (Jensen 1996 , Lauritzen and Spiegelhalter 1988 , Neapolitan 1990 , Pearl 1988 . 2 We have outlined how to derive consensus MN or BN structures. What about computing the associated probabilities? In §3.4, we give an algorithm for computing the probabilities in a consensus BN that is polynomial in the size of its CPTs. Note that, even when all agents agree on a BN structure, the size of the final representation may grow exponentially during fill in, and computing the union of the intermediate MNs when agents disagree will only exacerbate this problem. Nevertheless, even a decomposable representation can be exponentially smaller than the full joint distribution, and the most popular algorithms for exact Bayesian inference do operate on decomposable (i.e., moralized and triangulated) models in practice.
Computing LogOP and LinOP
Because the LinOP (2) and LogOP (3) are defined over atomic states, computing, for example, the consensus marginal probability of a single event involves, in the worst case, a summation over 2 M−1 terms. Moreover, even computing the LogOP consensus for a single state requires a normalization factor that is itself a sum over all 2 M states. In this section, we see that if each agent's belief is represented as a BN, the LinOP and LogOP consensus for any probabilistic query can be computed more efficiently. In particular, for the LogOP, we can compute all of the CPTs of a consensus BN with time complexity O NM 2 · 2 max q j , where q j is the number of parents of A j in the consensus structure. Any particular LinOP query can be computed with time complexity O NM · 2 q , where q is the maximum treewidth of any of the individual BNs.
3.4.1. LogOP. We focus first on the task of generating a LogOP-consistent consensus BN. We compute its structure as described in §3.3. Consider computing the CPT at A j , that is, Pr 0 A j pa A j for all combinations of outcomes of events in pa A j . From Proposition 3, we know that simply combining each agent's assessment of this conditional probability will not succeed in general. However, we can compute the last CPT, Pr 0 A M pa A M , in terms of only the Pr i A M pa A M , by computing the LogOP over the single event A M : We can compute the remainder of the CPTs in reverse index order. Assume that the CPTs Pr 0 A k pa A k have been calculated for all k > j, and that next we need to calculate Pr 0 A j pa A j . To simplify the discussion, let A j have exactly two children, A k and A l , with j < k < l; the analysis generalizes easily to more children (or one child). Because the BN is decomposable, its topology is a tree of cliques (Chyu 1991 , Pearl 1988 , Shachter et al. 1991 , and A k and A l can either be in the same clique or in separate cliques, as depicted in Figure 2 . Note that decomposability also ensures that A j 's neighbors, A l ∪ A k ∪ pa A j , constitute its Markov blanket. We can query each of the agent's BNs for the probabilities Pr i A j A l ∪ A k ∪ pa A j using a standard BN inference algorithm. From these, we can compute the corresponding consensus probability as a LogOP only over A j , Figure 2 Two Potential Sections of a Decomposable BN
Note. A j 's children can be either in the same clique or in separate cliques.
as before:
We now need only eliminate the conditioning on A l and A k . By Bayes's rule, we have that
Because the BN is decomposable, and regardless of whether A k and A l are in the same or different cliques, 
where pa A k and pa A l containĀ j , and pa A k and pa A l contain A j . Once we compute the likelihood ratio on the LHS of (13), the desired probabilities are uniquely determined because Pr 0 A j pa A j +Pr 0 Ā j pa A j = 1. The pseudocode for the full algorithm is given in Figure 3 . Next we characterize the computational complexity of LogOP. We assume that the input distributions are represented as BNs. We show that computing the LogOP of a query is NP-hard even when computing the same query in each BN is easy. (Cooper 1990) , and so the former must be as well.
Proposition 5. Given input distributions
= triangulate[ N i=1 moralize Pr i ] 2. Pr 0 A M pa A M ∝ N i=1 Pr i A M pa A M i 3. for j = M − 1 downto 1 4. Pr 0 A j A l ∪ A k ∪ pa A j ∝ N i=1 Pr i A j A l ∪ A k ∪ pa A j i 5. Pr 0 A j pa A j Pr 0 Ā j pa A j = Pr 0 A j A l ∪ A k ∪ pa A j Pr 0 Ā j A l ∪ A k ∪ pa A j · Pr 0 A l pa A l Pr 0 A l pa A l · Pr 0 A k pa A k Pr 0 A k pa A k Proof. (Sketch.)
LinOP.
A consensus BN consistent with the LinOP would in general be fully connected. However, if all agents' beliefs are given as BNs, we can retain their separation and still compute LinOP queries more efficiently. We exploit the fact that the LinOP obeys MP, and thus that the LinOP of any compound, marginal event can be computed as a LinOP over only that event. For example,
where the terms on the right-hand side are calculated using a standard algorithm for Bayesian inference. Any conditional probability can be computed as the division of two compound, marginal probabilities.
Finally, we characterize the computational complexity of LinOP when all input models are BNs. Clearly, computing an arbitrary query Pr 0 E F is NP-hard because Bayesian inference itself is NP-hard (Cooper 1990) . Proposition 6 establishes that, even when only computing the LinOP of a CPT entry, the problem remains intractable. (Cooper 1990) , and so the former must be as well. Faria and Smith (1996) examine a group decisionmaking situation where agents agree on a common decomposable BN structure and have identical preferences. They define a weaker form of EB, called conditional external Bayesianity (CEB), which requires EB to hold only for CPT entries, and only when evidence updates are based on cutting likelihood functionsthose that can be factored according to the model structure. They show that a generalized LogOP, called a conditional LogOP, is the only pooling function that satisfies both CEB and UNAM. The conditional modified LogOP preserves the agreed upon structure and allows expert weights to vary across families in the structure. The authors also present an associated procedure for iteratively revising weights that reflects the relative alignment of the experts' predictions with actual observed outcomes. Ng and Abramson (1994) describe an architecture called the probabilistic multiknowledge-base system, which consists of a collection of BNs, each encoding the knowledge of a single expert. The BNs are kept separate and probabilities are combined at run time with a variable-weight variant of the LinOP. The authors address a variety of engineering issues, including the elicitation and propagation of expert confidence information, and build a working prototype to diagnose pathologies of the lymph system. Xiang (1996) describes conditions under which multiply sectioned Bayesian networks, originally developed for single-agent reasoning, can represent the combined beliefs of multiple agents. The main assumption is that, whenever two agents' BNs contain some of the same events, they must agree on the joint distribution over these common events. Bonduelle (1987) prescribes both normative and behavioral techniques for a decision maker (DM) to identify and reconcile differences of opinion among experts. When those opinions are expressed as graphical models, he suggests that the DM first choose a consensus topology, and then calculate aggregate probabilities. Jacobs (1995) compares the LinOP and supra Bayesian approaches as methods for combining the multiple feature analyzers found in real and artificial neural systems. Matzkevich and Abramson (1992) give an algorithm for explicitly combining two BN DAGs into a single DAG, or fusing the two topologies. The algorithm transfers one arc at a time from the second DAG to the first, possibly reversing the arc in order to remain consistent with the current partial ordering. Reversing arcs may add new arcs to the second DAG (Shachter 1988) , which would in turn need to be transferred. In a second paper, Matzkevich and Abramson (1993) show that the task of minimizing the number of arcs in their combined DAG is NP-hard, as are several other related tasks. They argue that, intuitively, the consensus model should capture independencies agreed on by at least c ≤ n of the agents; in particular, when c = n and the orderings are mutually consistent, the consensus DAG should be a union of the individual DAGs. In both of these papers, and in Bonduelle's work, it is essentially assumed that the EIPP, or a stronger version thereof, should hold.
Related Work
Though Abramson (1992, 1993 ) make no commitment on how to combine probabilities, they do give an example (Matzkevich and Abramson 1992) where the LinOP is applied locally, or separately within each CPT, thus satisfying the FA property. Although such a constraint on aggregation may seem natural, we see in §3.2 that it actually has very severe implications.
Graphical Models for Risk Sharing
We now turn to the group coordination problem of risk sharing. We show that several of the impossibility and possibility results obtained for belief aggregation in the previous section have implications for risk sharing.
We assume that risk is shared, or allocated, among agents via a process of exchanging securities, or financial contingent payoffs of the form "$1 iff A," denoted A . We assume that agents' utility functions u are expressed in terms of money or dollars ; utility for securities is then expressed as expected utility for dollars. A complete securities market contains at least − 1 linearly independent 3 securities, to span the entire state space . The canonical complete securities market is the Arrow-Debreu market, which contains one security for every possible state ∈ . Only a complete market can guarantee Pareto-optimal risk sharing. Nonetheless, we describe some special cases when fewer securities-potentially exponentially fewer than securities-can suffice for Pareto optimality. We call such a market operationally complete.
We describe how securities markets can be structured like BN graphical models, allowing agents to trade securities defined in terms of primary events and conditionals, rather than in terms of base states. Paralleling the previous section, we show that in general, the structure of the market must be fully connected to support Pareto optimality. However in one interesting special case-when all agents have constant risk aversion-a market structured according to unanimous Markov independencies can be operationally complete and thus Pareto optimal.
Equilibrium in a Securities Market
Agents trade securities until equilibrium, or until all mutually beneficial exchanges are exhausted. Denote the price of security A as p A . Equilibrium prices in a securities market form a coherent probability distribution over events (Huang and Litzenberger 1988, Varian 1987) 
In a strong sense, the market process yields an aggregate probability distribution (encoded as prices) that is a function of the agents' beliefs and utilities. All the limitative theorems on aggregation functions discussed in § §2 and 3 apply.
In special cases, the market aggregation function corresponds to known belief aggregation rules Wellman 1997, 2001; Wolfers and Zitzewitz 2005) . For example, if all agents have generalized logarithmic utility, the price equilibrium is a LinOP (weighted average) of individual beliefs. If all agents have constant absolute risk aversion (CARA), or negative exponential utility, the price equilibrium is a LogOP (weighted geometric average) of individual beliefs. In these two cases, weights are normalized measures of risk tolerance.
Structured Markets: An Analogy to
Bayesian Networks To structure a market like a BN, we make use of conditional securities. A conditional security A 1 A 2 pays off $1 contingent on A 1 but conditional on A 2 . That is, if A 2 occurs, then the security pays out exactly as A 1 ; on the other hand, ifĀ 2 occurs, then the bet is called off and any price paid for the security is refunded (de Finetti 1974) . Stated another way, buying one unit of A 1 A 2 for price p results in a payoff of 1 − p if A 1 A 2 , −p ifĀ 1 A 2 , and 0 ifĀ 2 . The Arrow-Debreu complete market consists of one security paying out in each state of nature. In general, though, any set of securities (possibly including conditionals) with a payoff-by-state matrix of rank − 1 is complete. Securities markets can be structured according to the directed acyclic graph D of any BN. Simply introduce one conditional security A j pa A j for every conditional probability Pr A j pa A j in the BN. For each event A j with q j = pa A j parents, this adds 2 q j securities, one for each possible combination of outcomes of events in pa A j . Call such a market D-structured. Imagine for the moment that D is fully connected (that is, no independencies are represented). Then a D-structured market contains M j=1 2 j−1 = 2 M − 1 = − 1 linearly independent securities, and is thus complete.
The main advantage of a structured market realized when D is less than fully connected, and thus the market contains less than − 1 securities. What can be said in this case? Under fairly strict circumstances explored below, the smaller market may suffice for operational completeness.
Compact Securities Markets
Intuitively, we would like to structure a securities market according to independence relationships among primary events, and thus perhaps use fewer securities to span the space of possible outcomes. Assuming that all agents agree on a set of independence relationships, one might expect that a market structured according to these independencies would be operationally complete. However, in general, such a market is not operationally complete. The reason stems from the distinction between "true" subjective beliefs and observed (behaviorally inferred) beliefs.
True subjective beliefs are privately held and not directly observable. Beliefs that are elicited based on an agent's behavior-for example, the amount paid for securities-may differ from true beliefs depending on the agent's risk tolerance, risk exposure, and prior stakes. Observable beliefs are sometimes called risk-neutral beliefs because they are the beliefs that a behaviorally identical risk-neutral agent would have (Kadane and Winkler 1988 , Nau and McCardle 1991 , Nau 1995 (Pennock and Wellman 2000) . However, this condition for operational completeness seems of little practical value because risk-neutral independencies change as agents buy or sell securities on the path to equilibrium.
In the remainder of this section, we explore a condition on agents that supports operational completeness under unanimity of true independencies.
Markov Independency Markets
Suppose that all agents have exponential utility: u i = −e −c i , also called constant absolute risk aversion (CARA), where c i is agent i's coefficient of risk aversion, or 1/c i its risk tolerance.
Define an independency market, or an I-market, as a D-structured market such that all agents' true distributions agree with the independencies in D. An I-market is decomposable if D is decomposable-every node's parents are fully connected.
A M be the set of all events, A j ∈ Z a particular event, and W ⊆ Z − A j and X = Z − W − A j subsets of events. We are interested in whether agent i's Markov independencies CI i A j W X are reflected as risk-neutral independencies CI RN i A j W X , and are thus observable. For brevity, we drop the subscript i when only one agent is under consideration.
where the second precondition must hold for all possible joint outcomes of the events in W , and all pairs X X of different joint outcomes of events in X.
Proof. Proof. Let W j be the set of direct parents and direct children of event A j , and X j all other events. From decomposability and I-marketness, we can infer that:
1. CI i A j W j X j for all agents i and events j. 2. None of the securities A j pa A j that are contingent on A j depend on X j .
None of the securities
Items 2 and 3 ensure separability of payoffs from the available securities (we assume that any prior stakes are also separable). Then, invoking Proposition 7, CI RN i A j W j X j for all agents i and events j. As a result, all the independencies in D hold for every Pr RN i , regardless of allocations or prices, including those at equilibrium. Pennock and Wellman (2000) prove that a D-structured market conforming to unanimous risk-neutral independencies is operationally complete.
Conclusion
Positive progress in research in group coordination, though certainly not lacking, is circumscribed by controversy and impossibilities. Contributions in this paper fall on both sides of the impossibility fence.
For the Pessimist
A subset of results in this paper further confine and confound the search for reasonable belief aggregation and risk allocation procedures, by extending the impossibility theorems to new domains and by raising new concerns.
A series of theorems (Lehrer and Wagner 1983, Wagner 1984) culminating in that of Genest and Wagner (1987) show that very weak and reasonable constraints on an aggregation function are enough to rule out independence preservation (i.e., the retention of all agreed upon independencies within the aggregate distribution). However, these theorems apply to functions that preserve all possible independencies between any events-even those not representable in a graphical model. A potential loophole remained that some reasonable function might preserve the independencies among primary events in a graphical model. Indeed, in §3, we see that the same conditions sufficient to rule out general independence preservation are not sufficient to rule out this weaker form. However, we show that, with the additional (uncontroversial) assumption of unanimity, the impossibility returns.
This result resurfaces in the study of structured securities markets in §4. The intuitive inclination to structure the market according to agreed upon independencies proved fatally flawed. Prices in a securities market are essentially the output of an aggregation function-the one defined by market equilibrium-and are thus subject to all the general limitative theorems.
We derive a second impossibility theorem in §3 regarding the combination of BNs. A natural policythat other authors have advocated or assumed-is to confine the aggregation locally, within each conditional probability table of the BN. We prove that any such local aggregation function necessarily fails to satisfy either unanimity or nondictatorship, two seemingly incontrovertible assumptions.
Other results demonstrate that desirable operations, while not impossible, are instead (worst-case) intractable. Someone interested in computing the LinOP of several probability distributions, each represented as a BN, would not want to construct a consensus BN, as it would in general be fully connected. This suggests keeping the individual BNs separate, and computing the LinOP of any desired query at runtime. In Proposition 6, we prove that performing this computation is NP-hard, even if answering the same query is easy within each individual BN. Similarly, computing LogOP is in general NP-hard.
Even the positive results in §3 describing BN representations of LogOP are shaded by potential computational barriers. The consensus network structure must be made decomposable, a process that can increase the size of the representation exponentially. Similar computational concerns arise in §4 when the structure of the securities market is required to be decomposable.
For the Optimist
On the other hand, some results in this paper can be characterized as possibility results. Each identifies a weakening that circumvents an impossibility theorem.
Weakening IPP to EIPP does expose a new, albeit thoroughly unreasonable, "aggregation" solution where Pr 0 is always uniform, regardless of the inputs. A more interesting possibility result arises by weakening IPP to require only the preservation of Markov independencies. Section 3 demonstrates that the LogOP does in fact maintain all agreed upon Markov independencies. This suggests that, if the preservation of independence structure is important-and many authors argue that it is (Laddaga 1977 , Raiffa 1968 )-then the LogOP may be the most viable option. Markov independencies play an important role in the theory of graphical models and are precisely the type representable in MNs and decomposable BNs. We describe procedures for constructing MN and BN structures consistent with the LogOP consensus. We also delineate an algorithm for computing all of the conditional probability tables in a LogOP-consensus BN. This structured representation is potentially exponentially smaller than the standard representation.
The preservation of Markov independencies has a direct corollary in the investigation of structured securities markets in §4. For a certain class of agents, true Markov independencies are always observable as risk-neutral independencies. Thus, if all agents are of this type, all beliefs agree with the independencies encoded in the market structure, and this structure is decomposable, then the market is operationally complete.
