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We consider the stationary Schrodinger equation with a complex potential in two dimen-
sions. In this paper, we give a reconstruction scheme to identify the small complex potential





(1.1) wtt  w + b(x)wt = 0; (x; t) 2 Rn R
は波動方程式
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多次元 (n  3)における散乱問題は，望月（[19], [20], [21], [22]）により jb(x)jが十
分小さい場合について，波動作用素
W = s  lim
t!1 e
 itHeitH0 ;
W 1 = s  lim
t!1 e
 itH0eitH
の存在が示され，散乱作用素 S が S = W 1+ W  と定義でき，[L2]2 上の全単射となるこ
とが証明された．さらに，エネルギー に対する S 行列 S^() が
S^() := F0()SF0 () = I   2iA();

















e i!xf(x) dx; (; !) 2 R+  Sn 1
である．望月（[19], [22]）では，多次元逆問題における Faddeevの理論を応用し，jb(x)j
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時間周期的な解 w(t) = ei
p
















jxj(n 1)=2A(E; ; !) + o(jxj
 (n 1)=2);
jxj ! 1．右辺第一項は !方向から入射された平面波を表し，右辺第二項は  = x=jxj方





































A-2 b 2 C10 (Rn)，すなわちコンパクト台をもつ実数値 C1 関数．
Theorem 1.1. b(x)は仮定A-1かA-2を満たすとする．任意にE 2 (0;1)を固定
する．このとき ! 2 S1に対し (1.4)，(1.5) を満たす解 u(x;E; !) 2 L2; s(Rn)（s > 1=2）
が唯一つ存在する．さらに A(E; ; !)は












Remark. 望月（[19], [22]）及び中澤 ([26], [27])では，(1.1)に対する波動作用素
の存在と完全性を証明するのに jb(x)jの小ささを仮定した．この定理 1.1は，波動方程式
(1.1)に対する散乱振幅を構成することに関しては，jb(x)jの小ささの仮定は必要ないこ




 = BR := fx 2 R2 : jxj  Rg
とし，Wm;p を Lp における通常のソボレフ空間とする．





と仮定する．このとき，ある正の定数 N = N(p;
;M)が存在し，任意に固定した E 2

















(1.8)  u(x) + q(x)u(x) = Eu(x); x 2 Rn
を満たすもので，次のような漸近挙動をする解について考える．







A(E; ; !) + o(r (n 1)=2); r = jxj ! 1:
ここで，! 2 Sn 1， = x=jxjであり，A(E; ; !)を散乱振幅と呼んだ．散乱の逆問題とは
E を一つ固定する．A(E; ; !)から q(x)を再構成せよ．
という問題である．特に以下の問題について考える：
 一意性の問題：散乱振幅 A(E; ; !)は q(x) を一意的に決めるのか？
 再構成の問題：もし一意的に決まるのであれば，q(x)を A(E; ; !) を用い
て計算せよ．
適当な条件の下で，散乱振幅は次のように表現される：




















8<: u+ V u = 0; in 




  Rn は滑らかな境界を持つ有界領域とし，V は複素数値関
数で V 2 Lp(
) (p > 2)とする．もし 0が  + V in 
の Dirichlet固有値でない
ならば，境界値問題 (1.10)は適当に f を与えると解 uが唯一つ定まる．この解に対
し，Dirichlet-Neumann写像（DN写像）を次のように定義する：








境界値逆問題：DN写像 V から V を決定せよ
である．散乱の逆問題と同様に，一意性の問題と再構成の問題が考えられる．
 一意性の問題：DN写像 V は V を一意的に決めるのか？
 再構成の問題：もし一意的に決まるのであれば，V を V を用いて計算せよ．
さて，散乱の逆問題の特徴（１），（２），（３）ついて，簡単に解説する．




の問題である．例えば3次元の場合，既知関数である散乱振幅A(E; ; !)は  2 S2; ! 2
S2 であるから 4変数の関数であり，未知関数 q(x)は 3変数の関数である．一方 2次
元の場合は，散乱振幅 A(E; ; !)と q(x)は共に 2変数の関数である．
(3) E > 0を任意に一つ固定する．V = q Eとおく．fA(E; ; !) j  2 Sn 1; ! 2 Sn 1g
からDN写像V を計算する公式がある．証明は Isakov-Nachman [9]およびNachman
（[23]，[25]）にあるが，ここでは池畠 [7, pp.38-44]で述べられている（n = 3の場合
についての）計算の方法を述べる．
R0 > 0とし，w を jxj > R0 におけるヘルムホルツ方程式の外向き解（outgoing
solution）とする．すなわち wは
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という漸近形を持つ．関数 F0(!) : S2 ! Cを far-eld patternと呼ぶ．さらに，













F0()Y ml () d (n = 0; 1; 2;    ; jmj  n):
ここで，H(1)l は第 1種Hankel関数であり Y ml (!)は球面調和関数である．以上のこ
とは Colton-Kress [5, pp.72-74] にある．
散乱振幅について思い出そう．
 u(x) + q(x)u(x) = Eu(x); x 2 Rn
を満たすもので u = ei
p
E!x + v という形の解を考え，v の r = jxj ! 1での漸近





（ = x=r）となるものに対し，A(E; ; !)を散乱振幅と呼
んだ．今，
 = BR とし，supp q(x)  
 と仮定する．このとき vは8>>><>>>:




E!x + u on @
;





+ o(r (n 1)=2) r !1
を満たす．3番目の条件は簡単な計算により (RC)と同じであることがわかる．（n = 3
とせよ．）従って，散乱振幅 A(E; ; !)は vに対する far-eld patternであり，先ほ
ど述べたように v の jxj > Rでの値が，従って u = u(x;E; !)の jxj > Rでの値が
A(E; ; !)から計算できることがわかる．
GE(x; y)をレゾルベント R(E) = ( + q  E   i0) 1の積分核とする．R0 > 0を
supp q  BR0  BR を満たすようにとり，R0 < jyjを満たす yを固定する．このと
きどんな ! 2 S2 に対しても r !1のとき








が成り立つ．池畠 [7, p.40]では，物体による散乱の場合で公式 (1.12) を導いている
が，ポテンシャル散乱でも同様の考え方で公式 (1.12)が得られる．このことは以下
の点 (i)，(ii)，(iii)に注意すればよい．



















ei(z (2+1)=4) +O(jzj 1); jzj ! 1





















(1.13) Gk(x; y) = gk(x  y) 
Z
Rn
gk(x  z)q(z)Gk(z; y) dz
を満たす．
(iii) gk(x)の漸近展開式と Gk(x; y)の積分方程式，および
Gk(x; y) = Gk(y; x);





から 0 < k =
p
E として，r !1で

















GE(r!; y)は R0 < jyj < R，jxj > Rでヘルムホルツ方程式を満たし，(1.12)によ
り (RC)も満たしていることがわかる．従って，R0 < jyj < R，jxj > Rにおける
GE(x; y)の値が u(y;E; !)から計算でき，u(y;E; !)の jyj > R0 における値が
A(E; ; !)から計算できたので，GE(x; y)の R0 < jyj < R, jxj > Rにおける値が
A(E; ; !) から計算できることになる．その極限として，jxj = jyj = Rにおける
GE(x; y)の値が求められる．
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GE(x; y)から DN写像 q E は次の手順により計算できる．GE(x; y)と gk(x)を用
い，与えられた境界上 @
 = fx 2 R3 j jxj = Rgの関数 f に対し積分方程式Z
@

GE(x; y)h1(y) d(y) = f(x);Z
@





q Ef =  Ef + h1 + h2:
以上のことから，A(E; ; !)から q E を計算できることがわかった．














































  R2は滑らかな境界を持つ有界領域とし，V は複素数値関数で V 2 Lp(
) (p > 2)
とする．境界値問題
(1.14)
8<: u+ V u = 0; in 
,u = f; on @

を考える．もし 0が 
における   + V の Dirichlet固有値でないならば，境界値問題
(1.14)は f 2 C1;(@
)に対し唯一つの解 u 2 C1;(












の外向き単位法線ベクトルであり，Cと Cm;（0 <  < 1,
m 2 N）は通常の Holder空間である．境界値逆問題とは，次のような問題であった．
境界値逆問題：DN写像 V から V を決定せよ．
多次元逆問題については，一意性が Sylvester-Uhlmann [29] によって証明され，再
構成の問題が Nachman [25]によって解かれた．多次元逆問題については池畠-中村 [8]や
磯崎（[11]，[12]）に詳しくある．
2次元逆問題については，非負値 Lp(
) (p > 1)関数 V (x)の一意性と再構成の問題
が Isakov-Nachman [9]によって解かれた．複素数値関数の場合は，Lpノルムが小さい V
に対して一意性が成り立つことを Kang [15]及び Kang-Uhlmann [16] が証明した．その
後任意の大きさの複素数値 Lp関数 V に対する一意性の問題を Bukhgeim [3]が解決した．
一方，導電場の方程式 r  rv = 0 に対する 2次元境界値逆問題については多くの
研究結果があり，Astala-Paivarinta [1]が  2 L1に対する一意性と再構成の問題を解い
た．なお，導電場の方程式は  が十分滑らかである場合 v =  1=2uと変換することで，
 u + Vcu = 0, Vc =  1=21=2 の形に書き換えることができることを注意しておく．
以後 Vc のことを conductivity型ポテンシャルと呼ぶことにする．
2次元逆問題では，V が実数値関数で V (x) > 0かまたは特殊な形である conductivity





Theorem 1.3. p > 2と 
だけに依存して決まる定数M があって，複素数値関
数 V 2W 1;p(
)（Wm;pは Lpにおける通常のソボレフ空間）は kV kW 1;p M を満たし
ているとする．このとき，対応する DN写像 V から V を再構成できる．
定理 1.3から定理 1.2が従うことをみるのはやさしい．実際，V (x) =
p
E(ib(x) pE)
とおと，Eが小さくなれば jV jも小さくなる．前節で述べたようにA(E; ; !)から V が
計算でき，定理 1.3より V (x)が求まる．従って b(x)は次の公式により計算される．
b(x) =





程式 r  rv = 0 に対する 2次元境界値逆問題について， を求める 1つの再構成手続
きを与えた．その方法（@-methodと呼ばれている）について簡単に説明する．
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N-1. 考え方の出発点は，散乱の逆問題において散乱振幅の高エネルギー極限がポテン
シャルのフーリエ変換を決める：A(E; ; !)! q^，E !1 という事実を境界値逆問
題に応用することである．
N-2. 境界値逆問題ではエネルギーのような動かすパラメータがない．そこで，次のよ
うな複素パラメータ k 2 Cを持つ特殊な解（複素幾何光学解 CGO-solution）を利
用する： 8<:   (x; k) + V (x) (x; k) = 0; in R2,e ikz (x; k)  ! 1; jkj ! 1:













e ixV (x) dx; jkj ! 1
となる．すなわち，CGO-solution  (x; k)から ~A(; k)を作り，jkj ! 1とすることで
V^ ()が得られることになる．では，DN写像 V からどのようにして CGO-solution
を構成するか？
N-3. k = k1 + ik2に対し @k = 12 (@k1 + i@k2)とおく． (x; k)を CGO-solutionとする．
V (x)が実数値関数のとき，(x; k) := e ikz (x; k)は以下の方程式（@方程式）を満
たす：
@k(x; k) = T (x; k)(x; k); x 2 R2; k 2 C;(1.15)









kz(V   0) (x; k) d:
ここで，0はV  0の場合すなわち に対するDN写像を表す．この式から，CGO-
solutionの @
での値から関数 T (x; k)を作り，それを係数に持つ @ 方程式 (1.15) を
解くことで， (x; k); x 2 R2; k 2 Cが得られることがわかる．従ってあとは，DN




N-4. CGO-solution  (; k)は @
上で次の積分方程式を満たす：















jj2 + 2k(1 + i2) d:
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程式 (1.16)を解き  (; k)
@





T (x; k)を係数に持つ @方程式 (1.15)を解き(x; k)を求める．最後に (x; k) = eikz(x; k)
から ~A(; k) を作り，jkj ! 1とすることで V が得られる．
以上のことすべてに証明をつける必要があるが，それは非常に難しい．特に CGO-
solution の一意存在をすべての k 2 C に対して示すのは困難であり，Nachman[24] が
conductivity型 V = Vc の場合に証明したのみで，一般のポテンシャル V の場合のCGO-
solutionの一意存在に関してはわからない．ちなみに，多次元逆問題の場合は，jkjが十
分大きなところだけ CGO-solutionを構成するればよかったが，2次元逆問題の場合はす
べての k 2 Cに対して構成しなければならないのである．ここに，先に述べた逆問題の
特徴 (2)の次元による問題の構造の違いからくる難しさがあるように思う．
仮に，一般の複素数値関数 V に対して CGO-solutionが構成できたとしよう．それ
で問題が解決するかというとそうではない．複素数値関数の場合は @ 方程式 (1.15)が問





仮定を緩めるために有効であった方法だが（Brown-Uhlmann [2], Kang-Uhlmann [16]），
係数が複素数値関数の場合にも役に立つようである．このことについて説明する．































は @ system (1.18) をみたすことは容易にわか
る．@ system (1.18) に対して CGO-solution を次のようにして作る． = (z; k) =
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D2PkM2   PkQ2M2 = O:







; X = (xij)1i;j2
とおいた．M2 を構成するにあたり，いくつか記号を導入する．複素数 zに対し，zR, zI
をそれぞれ zの実部，虚部とする．













   z dRdI ; T f = T (
f)
とおく．q(z)を（Qを）十分小さくして，ノイマン級数でM を構成する．M2(z; k) =
(I  D 1k Q2) 1I （I は単位行列）とすれば，D2PkM2 PkQ2M2 = Oを満たす．M2 =
M2(z; k)は（qが複素数値関数の場合でも）次の性質を持つ．





; jkj ! 1.
 M2 は次の方程式を満たす：




















; X = (xij)1i;j2
である．
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この 2番目の性質から，@ system (1.18) に対する CGO-solutionは（係数が複素数値関
数の場合でも）複素パラメータ kに関する @ 型の微分方程式を満たすことがわかる．さ
らに，M2 が満たす方程式とグリーンの公式から係数の S(k)は Q2 を用いないでM2 の
@












= f を満たす (1.17)の解とする．@
の単位法線ベクトル  = (1; 2)に
対し， = 1 + i2 とおく．












である．つまり，DN写像は @uと @uの和で書かれているのである．しかし，uが (1.17)





















ちなみに，導電場の方程式r  (ru) = 0の場合は
2@u @ + 2@u @ + 4@@u = 0

















程式の場合は  と対応する @ systemの CGO-solutionの @
へのトレースとの関係が




序章の 1.4節の最後で述べたように， u+ V u = 0の場合は 2 2の連立 1階微分
方程式を用いたのではDN写像から V を再構成するのは難しそうである．@uがなければ
付け加えればよい．ということで，次の 3 3の @ system を考えた．
(2.1)
8><>:
0B@@ 0 00 @ 0
0 0 @
1CA 
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は @ system (2.1)をみたす．これで @uと @u
が出揃うわけだが…．
まず，3 3の @ system (2.1)に対してCGO-solutionをKang-Uhlmann [16] で与え
られた方法に沿って qを十分小さくしてノイマン級数で構成する．
D =
0B@@ 0 00 @ 0
0 0 @
1CA ; Q =




(D  Q) = O; in 

を考える．
 = (z; k) =M(z; k)E(z; k); k 2 C;
E(z; k) =




(2.2) DPkM   PkQM = O:
ここで，ek = ek(z) = ei(kz+
kz),
PkX =
0B@ x11 e kx12 e kx13ekx21 x22 x23
ekx31 x32 x33
1CA ; X = (xij)1i;j3
である．2 2の @ system (1.18)の場合と同様にM(z; k) = (I  D 1k Q) 1I とする．こ
のM は 2 2の場合と同じ性質を持つことが期待される．すなわち，jkj ! 1としたと
き単位行列に近づき，M を k で微分すると同次 @ 型微分方程式を満たす…などである．
しかし，予想に反し面白いことに，3 3に対するM は jkj ! 1としたとき単位行列に
は近づかず，M の第 3行の，とくに (3; 2)成分の性質は他の成分の性質とは異なること
がわかった．すなわちM は以下の性質を持つ．
 M(z; k)  !
0B@1 0 00 1 0
0 Tq 1
1CA ; jkj ! 1.
@Tf = f であるからM の (3; 2)成分m32 から q(z)が求まることがわかる：
q(z) = @ lim
jkj!1
m32(z; k); z 2 
:
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 上の性質からm32だけわかればよい．M の 3行目は非同次 @型微分方程式を満たす．(
@km31(z; k) =  ie k(z)s31(k) + ie k(z)s21(k)m32(z; k);





































の構成について説明する．以下の方法はKnudsen and Tamasan [18]（または
Knudsen [17, pp.45-48]）によるものを拡張，修正したものである．まずいくつか記号を
導入する．
 @ を @
の接方向微分とする．
 @










   z d; C( ) = C(
 ); C =
0B@C 0 00 C 0
0 0 C
1CAとおく．
2次元であるから， = (1; 2)に対し  = ( 2; 1)とおくと，
@f =   rf = @f +  @f;




 (@f    @f) = @f +  @f
を得る．この式で，@ $ V，@f $ h1，f $ h2，@f $ h3という置き換えをして境界
@
上の関数の集合を次のように定義する．
BR = fh : (h1   h3) 2 C1;0 (@
);
iV @ 1 (h1   h3) = h1 + h3;
@h2 = i(h1   h3)g:
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: (D  Q)v = 0 in 
g
とおく．実は Cq = BRであることがわかる．コーシーデータの特徴づけができたわけで
ある．
(z; k) =M(z; k)E(z; k)をCGO-solutionとする．このときMはDPkM PkQM =
Oを満たす．Generalized Cauchy's integral formula より





















) = I; 



















































x 2.2. 定理 1.3の証明概略
x2.1で述べたことを整理する．V は次の 3段階の手順により DN写像 V から再構
成される．
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@21(z; k) = i(11(z; k)  31(z; k));
iV @ 1 (11   31) = (11 + 31)
から @
上の関数 11(; k), 21(; k), 31(; k)を求める．
同様に @















iV @ 1 (12   32) = (12 + 32):
Step 2. 上で求めた @























kz11(z; k) dz   iks21(k):
これらを係数にもつ k 2 Cに関する微分方程式8><>:
@km31(z; k) =  ie i(kz+kz)s31(k)
+ie i(kz+kz)s21(k)m32(z; k);
@km32(z; k) = iei(
kz+kz)s12(k)m31(z; k)
を解き 
C上の関数m31(z; k)とm32(z; k) を求める．
Step 3. V (x)は次の公式により求まる．
V (x) = 4@z limjkj!1
m32(z; k); z 2 
:
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