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Analiza vpliva tipa cˇakalnih vrst na zakasnitve paketov
V diplomski nalogi smo opredelili probleme zagotavljanja kakovosti storitve interaktivnih
aplikacij, ki zahtevajo prenos podatkov v realnem cˇasu. Predstavili smo osnovne pojme
strezˇbe ter se seznanili s problemom cˇakalne vrste. Z vidika teorije strezˇbe smo predstavili
dva primera realnih izgubnih strezˇnih sistemov s koncˇno cˇakalno vrsto. Problem cˇakalnih
vrst resˇujemo z razvrsˇcˇevalnimi algoritmi. Poznamo vecˇ vrst razvrsˇcˇevalnih algoritmov,
ki jih lahko med seboj primerjamo na podlagi razlicˇnih meril. Izbrane algoritme smo
uporabili na zgledu simulacije sistema M/M/1/s in jih podrobneje analizirali. Eksperi-
mente smo izvedli v programskem okolju OMNeT++. Slednje nam omogocˇa postavitev
simulacijskega modela, izvedbo simulacije in analizo pridobljenih rezultatov. Rezultate
simulacij smo uporabili za analizo in primerjavo ucˇinkovitosti izbranih razvrsˇcˇevalnih
algoritmov.
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computer networks
In this thesis, we have identified the problems of ensuring the service quality of interactive
applications, which require data transfer in real time. We realised basic concepts of
network service and got acquainted with the problem of waiting queue. In view of
network service theory, we introduced two examples of real loss service systems with final
waiting queue. The problem of waiting queue is solved with scheduling algorithms. There
are several kinds of scheduling algorithms, which can be compared by different criteria.
Selected algorithms have been used in simulation of system M/M/1/s and analysed in
more detail. The experiment was done in software environment OMNet++, which makes
it possible to set up a simulation model, carry out the simulation and analyse the results.
The results of the simulation have been used to analyse and compare the efficiency of
the selected scheduling algorithms.
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V zadnjem desetletju smo bili pricˇa hitremu razvoju racˇunalniˇskih omrezˇij in njihovih
storitev. Posledicˇno so se pojavile potrebe po vecˇji zmogljivosti in obvladovanju prometa,
ki se prenasˇa po omrezˇju. Vse vecˇ je prisotnih interaktivnih aplikacij, ki zahtevajo
prenos podatkov v realnem cˇasu. Primer taksˇnih aplikacij sta video konferenca in IP
telefonija. Zaradi nizke cene sta vse bolj priljubljeni med koncˇnimi uporabniki. Taksˇne
aplikacije zahtevajo prenos podatkov v vnaprej dolocˇenem cˇasu, ki nam dopusˇcˇa dovolj
cˇasa za rekonstrukcijo signala. Kot koncˇni uporabniki, si ne zˇelimo motenj pri pogovoru
s prijateljem, kaj sˇele izgube vsebine. Zgornja meja izgube paketov, ki je sˇe sprejemljiva
pri navedenih aplikacijah, znasˇa okoli 2.5% [1]. Drugi problem predstavljajo zakasnitve.
Eden izmed mehanizmov za zmanjˇsanje zakasnitev je uvedba prioritete posamezne vrste
prometa in uporaba ucˇinkovitih razvrsˇcˇevalnih algoritmov, s cˇimer pripomoremo k boljˇsi
kakovosti storitve (angl. Quality of Service).
V pricˇujocˇem delu se bomo najprej seznanili z osnovnimi pojmi strezˇbe v racˇunalniˇskih
omrezˇjih. Za komunikacijo sta potrebna vsaj dva racˇunalnika, kjer eden deluje kot
strezˇnik, drugi pa ima vlogo odjemalca. S povecˇevanjem sˇtevila uporabnikov, se po-
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sledicˇno povecˇuje tudi promet v omrezˇju in zahteve po boljˇsi kakovosti storitve. V nada-
ljevanju bomo spoznali dva tipa storitev [2], in sicer integrirane ter diferencirane storitve.
Spoznali bomo naprave, ki so danes prisotne v racˇunalniˇskem omrezˇju. Pred napravo se
obicˇajno nahaja vhodna cˇakalna vrsta, ki hrani zahteve preden gredo v strezˇbo. Na
koncu drugega poglavja se bomo srecˇali s problemom cˇakalnih vrst in spoznali vzroke za
zakasnitve in izgube paketov. Zakasnitve paketov so odvisne od vecˇ dejavnikov. Med
njih sˇtejemo zasedenost omrezˇja, sˇtevilo napak pri prenosu, zmogljivost in rezervacija
omrezˇnih virov ter zasedenost cˇakalnih vrst. V diplomskem delu se bomo osredotocˇili
na vhodne cˇakalne vrste, katere upravljajo razlicˇni razvrsˇcˇevalni algoritmi. V tretjem
poglavju bomo z vidika teorije strezˇbe spoznali dva primera realnih izgubnih strezˇnih
sistemov, in sicer M/M/1/s ter M/M/m/m. V prakticˇnem delu bomo simulirali strezˇni
sistem M/M/1/s, ki vsebuje koncˇno vhodno cˇakalno vrsto. Za upravljanje cˇakalne vrste
skrbi razvrsˇcˇevalni algoritem, ki dolocˇa, kateri izmed paketov v vhodni cˇakalni vrsti bo
poslan v strezˇbo. Na koncu tretjega poglavja bomo spoznali razlicˇne razvrsˇcˇevalne al-
goritme in merila na podlagi katerih jih lahko med seboj primerjamo. Preden se bomo
lotili prakticˇnega dela diplomske naloge, si bomo ogledali in analizirali tri obstojecˇe si-
mulacije razlicˇnih razvrsˇcˇevalnih algoritmov. V zakljucˇku diplomskega dela se bomo
seznanili s programskim orodjem OMNeT++, v katerem bomo implemetirali tri razlicˇne
razvrsˇcˇevalne algoritme koncˇne vhodne cˇakalne vrste strezˇnega sistema M/M/1/s. Opi-
sali bomo konfiguracijo modela omrezˇja in za vsak razvrsˇcˇevalni algoritem izvedli tri
ponovitve simulacije. Za analizo bomo uporabili povprecˇne rezultate simulacij. Pri-
dobljene podatke bomo graficˇno predstavili in na njihovi podlagi algoritme med seboj
primerjali.
2 Opis problema
V pricˇujocˇem poglavju bomo spoznali osnovne pojme strezˇbe, ki jih srecˇamo v racˇunalniˇskih
omrezˇjih. Osredotocˇili se bomo na problem zagotavljanja kakovosti storitev koncˇnemu
uporabniku, izkoriˇscˇenost omrezˇnih naprav, na koncu pa bomo spoznali problematiko
cˇakalnih vrst.
2.1 Osnovni pojmi strezˇbe paketov v racˇunalniˇskih omrezˇjih
Hiter razvoj racˇunalniˇskih omrezˇij posledicˇno povzrocˇa potrebo po novih nacˇinih upra-
vljanja z veliko kolicˇino prometa. Prenos podatkov preko omrezˇja danes poteka po delih,
ki so enkapsulirani v pakete. Najpogosteje se uporabljata protokola TCP in UDP. TCP
nam zagotavlja pravilen prenos paketov preko omrezˇja s potrjevanjem. UDP nam tega
ne omogocˇa, ker gre za nepovezovalni protokol, kjer odjemalec pakete posˇilja brez pre-
verjanja, ali so se paketi uspesˇno prenesli. UDP paketi so temu primerno manjˇsi in se
uporabljajo, kjer je potrebna velika hitrost in izguba paketov nima vecˇjega vpliva na
zagotavljanje kvalitete storitve. Za komunikacijo sta potrebna vsaj dva racˇunalnika, ki
delujeta po principu odjemalec/strezˇnik [3]. Primer delovanja taksˇnega sistema je pri-
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kazan na sliki 2.1. Odjemalca posˇiljata zahteve strezˇniku, po koncˇani strezˇbi pa jima
lahko ta glede na tip zahteve vrne odgovor. V primeru, da je strezˇnik zaseden, gredo
paketi v cˇakalno vrsto. Cˇakalna vrsta je majhen medpomnilnik, namenjen shranjevanju
paketov preden gredo v strezˇbo. Poznamo dva tipa cˇakalnih vrst, in sicer vhodne in
izhodne [4]. Vhodne so namenjene shranjevanju paketov, preden gredo v strezˇbo. Izho-
dna cˇakalna vrsta vsebuje pakete pripravljene za posˇiljanje v omrezˇje. Vecˇina aplikacij
deluje na nacˇin, da na zacˇetku posˇiljajo pakete z najviˇsjo hitrostjo. Cˇakalne vrste hitro
postanejo polne, zato prihaja do zakasnitev in izgube paketov. Pri TCP se v primeru
izgube paketa le-ta posˇlje ponovno, kar predstavlja dodaten promet v zˇe preobremenje-
nih vrstah in na prenosnih poteh [5]. TCP protokol v primeru, da posˇiljatelj ne prejme
potrditve, cˇas posˇiljanja povecˇuje z zamikom dvojne, sˇtirikratne, osemkratne,... dolzˇine
zacˇetnega intervala, dokler ne dosezˇe primerne hitrosti posˇiljanja paketov. Pri UDP pro-
tokolu, kjer se potrjevanja ne uporablja, se paketi preprosto zavrzˇejo brez ponovnega
posˇiljanja. Velikost izhodnih cˇakalnih vrst se obicˇajno meri v sˇtevilu paketov in jo lahko
ponekod spreminjamo, cˇe imamo na voljo dovolj pomnilnika. V operacijskem sistemu
Linux imamo na voljo v ta namen posebne ukaze. Primer taksˇnega ukaza je ifconfig eth0
txqueuelen 1000. S tem ukazom nastavimo velikost izhodne cˇakalne vrste vmestnika eth0
na 1000 paketov. Paketi so lahko razlicˇnih vrst, prioritet in velikosti. Vse to vpliva
na cˇas strezˇbe, zato je potrebno ucˇinkovito upravljanje cˇakalnih vrst, ki skrbi za dobro
izkoriˇscˇenost omrezˇnih virov in hkrati zagotovi kakovost storitev za koncˇnega uporabnika.
2.2 Kakovost storitev
Hitra rast uporabe interneta in razvoj novih storitev sta povecˇala tudi potrebo po za-
gotavljanju prenosa podatkov v realnem cˇasu. Tukaj se srecˇamo s problemom, kako
zagotoviti kakovost storitve (angl. Quality of Service) za nemoteno delovanje aplikacij.
Pojem kakovosti storitev je zelo sˇirok. Ena izmed splosˇnih definicij, objavljena v [6], je
sledecˇa: ”Kakovost storitve je skupni ucˇinek lastnosti storitve, ki dolocˇajo zadovoljstvo
uporabnika.” Ta problem je prisoten predvsem pri interaktivnih aplikacijah kot so vide-
okonference in IP telefonija, kjer je potreben prenos slike in zvoka v realnem cˇasu. Tu
je potrebno omeniti, da se za obicˇajen prenos videa uporablja predpomnilnik, kamor se
pred predvajanjem nalozˇi del podatkov, ki se nato predvajajo. Prednost takega nacˇina
je, da nam omogocˇa vecˇjo toleranco zakasnitev ali izpada povezave, saj imamo na pred-
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Slika 2.1 Na sliki sta prikazana dva odjemalca in strezˇnik, pusˇcˇice pa prikazujejo smer prenosa paketov.
vajalniku dovolj podatkov za zacˇasno nemoteno predvajanje vsebine. Problem se pojavi
pri interaktivnih aplikacijah, kjer gre za interakcije v realnem cˇasu in si tega ne moremo
privosˇcˇiti, saj bi bile zakasnitve prevelike. Take aplikacije zato zahtevajo dostavo paketov
v vnaprej dolocˇenem cˇasu, ki dopusˇcˇa aplikaciji rekonstrukcijo in predvajanje vsebine.
Glede obcˇutljivosti zakasnitev delimo aplikacije v dve skupini [7]:
Elasticˇne aplikacije: zakasnitve paketov nimajo velikega vpliva na obnasˇanje apli-
kacij; sem spadajo aplikacije za prenos datotek in elektronskih sporocˇil;
Toge aplikacije: zakasnitve imajo velik vpliv na obnasˇanje aplikacij; primer taksˇne
aplikacije je prenos zvoka in videa v realnem cˇasu.
Zaradi nizke cene se vse pogosteje uporablja za prenos zvoka IP omrezˇje. Ta nacˇin
prenosa je zelo obcˇutljiv na zakasnitve, ki mora biti po priporocˇilu mednarodne zveze
za telekomunikacije ITU-T manjˇsa od 150ms. Kot koncˇni uporabniki si zˇelimo tekocˇo
komunikacijo oziroma komunikacijo brez izgubljenih podatkov in zakasnitev. Za dobro
delovanje aplikacij zˇelimo imeti izgube paketov manjˇse od 1%, zgornja sˇe sprejemljiva
meja pa je 2.5%. Izgube viˇsje od 10% so zˇe nedopustne in zelo motecˇe za koncˇnega upo-
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rabnika [1]. Promet skozi omrezˇje se stalno spreminja, z njim pa tudi polnjenje cˇakalnih
vrst. To povzrocˇa spreminjanje zakasnitev, ki ga imenujemo trepetanje signala (angl.
jitter). Zakasnitve so sestavljene iz fiksnega dela, ki je odvisen od hitrosti povezav in
razdalje fizicˇne poti med posˇiljateljem in sprejemnikom. Temu cˇasu se doda spremenljivi
del, ki je odvisen od cˇakalnih cˇasov paketov v cˇakalnih vrstah na poti med posˇiljateljem
in prejemnikom. Na fiksne zakasnitve ne moremo vplivati, medtem ko bi z ustrezno disci-
plino cˇakanja lahko zagotovili boljˇsi pretok paketov z viˇsjo prioriteto. Nekateri paketi, za
katere zakasnitve niso kriticˇne, so lahko postrezˇeni kasneje in s tem omogocˇimo strezˇbo
paketov z viˇsjo prioriteto. Parametri, ki vplivajo na kakovost storitve, so sledecˇi [6]:
pasovna sˇirina,
frekvenca zgostitev prometa,
verjetnost in sˇtevilo napak pri prenosu,
rezervacija omrezˇnih virov,
zakasnitve in nihanje zakasnitev,
zasedenost omrezˇja,
fizicˇna razdalja,
varnost in zasebnost podatkov in
zasedenost cˇakalnih vrst.
S strani IETF organizacije za standardizacijo internetnih protokolov je bila predlagana
delitev storitev [2] na integrirane ter diferencirane.
2.2.1 Integrirane storitve
Integrirane storitve (angl. Integrated Services) temeljijo na rezervaciji poti med izvorom
in ponorom, za kar se uporablja protokol RSVP. Aplikacija, ki potrebuje visoko kvaliteto
storitve, mora rezervirati pot med izvorom in ponorom. Taksˇen nacˇin delovanja bi spre-
menil nepovezavno omrezˇje v povezavno orientirano omrezˇje [2]. Slabost tega pristopa
je, da morajo vsi usmerjevalniki na poti podpirati protokol RSVP, s cˇimer se povecˇa
kompleksnost implemetacije usmerjevalnika. Vsak usmerjavalnik si mora zapomniti sejo
med izvorom in ponorom, poleg tega pa mora imeti strategijo razvrsˇcˇanja sej odvisno od
QoS parametrov. Integrirane storitve delimo na 3 vrste [8]:
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”Best effort” - storitev najboljˇsi mozˇni nacˇin, ki velja za danasˇnji internet;
”Controlled-Load Service” - storitev z nadzorovano obremenitvijo; uporablja se v
primerih ko aplikacija potrebuje vecˇjo pasovno sˇirino, kot storitev ”best effort”;
kakovost storitve je priblizˇno enaka, kot pri neobremenjenem omrezˇju;
”Guaranteed Service” - zagotovljena kakovost storitve; namenjena je aplikacijam s
strogo omejenimi zakasnitvami in prepustnostjo.
Slabost integriranih storitev je, da je pri vsakem spreminjanju usmerjevalne tabele po-
trebno ponovno nastaviti rezervacije. Zahteva vecˇjo kompleksnost umerjevalnika, ki mora
znati klasificirati in razvrsˇcˇati pakete. Potrebna je politika kontrole, kdo lahko izvede re-
zervacijo. Taksˇen nacˇin ima nizko skalabilnost zaradi ogromnega sˇtevila sej. V ta namen
je bila razvita alternativna resˇitev diferenciranih storitev.
2.2.2 Diferencirane storiteve
Diferencirane storitve (angl. Differentiated Services) [9] ne potrebujejo shranjevanja sej v
usmerjevalnikih. Delujejo po principu prometnih razredov, v katere se razvrsˇcˇajo pretoki
paketov glede na vnaprej dolocˇena pravila. Za klasifikacijo se uporablja polje ToS (angl.
Type of Service), ki se nahaja v glavi IP paketa. Polje ToS je sestavljeno iz 8 bitov,
kjer prvi trije predstavljajo prednostne bite. Biti za klasifikacijo v prioritetne razrede so
predstavljeni v tabeli 2.1. Usmerjevalniki znotraj omrezˇja razporejajo pakete v razlicˇne
cˇakalne vrste glede na polje ToS. Promet razvrstijo glede na prioritetni razred. Vsak
usmerjevalnik mora biti konfiguriran v skladu s prioritetami. Na sliki 2.2 je prikazana
logicˇna arhitektura usmerjevalnika. Sestavljajo jo naslednji elementi:
Klasifikator: razvrsti pakete v interne razrede, glede na razred, ki mu ga dolocˇi
usmerjevalnik na robu omrezˇja;
Merilnik: meri lastnosti tokov paketov, ki so izbrani s strani klasifikatorja; Daje
navodila oznacˇevalniku in razvrsˇcˇevalniku za upravljanje vsakega paketa v skladu
z vnaprej dolocˇenimi pravili;
Oznacˇevalnik: oznacˇi paket glede na razred dolocˇen s strani klasifikatorja;
Razvrsˇcˇevalnik: pakete iz cˇakalnih vrst glede na vnaprej dolocˇena pravila posˇilja v
omrezˇje.










Tabela 2.1 Tabela prikazuje prednostne bite, ki se uporabljajo za klasifikacijo razredov.
Slika 2.2 Prikaz logicˇne arhitekture usmerjevalnika [9].
V primerjavi z integriranimi storitvami so diferencirane bolj skalabilne in manj proce-
sno potratne, ker ni potrebno shranjevanje in obdelovanje sej v usmerjavalnikih. Popolne
zagotovitve kakovosti storitve ni, saj omrezˇni viri niso rezervirani, kot pri integriranih sto-
ritvah. V praksi se diferencirane storitve uporabljajo predvsem v hrbtenicˇnih omrezˇjih,
integrirane pa v lokalnih omrezˇjih pri kriticˇnih aplikacijah za zagotavljanje kakovosti
storitve.
2.2.3 RSVP protokol
Protokol RSVP (angl. Resource Reservation Protocol) [10] deluje na transportni plasti in
je podrobneje opisan v RFC 2205 [11]. Uporablja se za rezervacijo virov med posˇiljateljem
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in sprejemnikom za zagotavljanje kakovosti storitve. Deluje v IPv4 in IPv6 omrezˇjih.
Omogocˇa rezervacijo virov za unicast in multicast promet. Tok paketov je dolocˇen s
ciljnim IP naslovom, identifikatorjem protokola in ciljnimi vrati. Vsi usmerjevalniki na
poti morajo podpirati protokol RSVP. Za rezervacijo se uporabljata dve vrsti sporocˇil:
Sporocˇilo PATH: shranjuje pot do sprejemnika; v vsakem vozliˇscˇu se shranjuje IP
naslov prejˇsnjega vozliˇscˇa, ki je vsebovan v PATH STATE; v primeru, da sporocˇilo
pride do usmerjevalnika, ki ne podpira RSVP protokola, sporocˇilo posreduje naprej
brez rezervacije vira;
Sporocˇilo RESV: posˇlje ga sprejemnik posˇiljatelju nazaj po isti poti, s cˇimer rezer-
vira vire v primeru, da so ti na voljo.
2.3 Izkoriˇscˇenost strezˇnikov in ostalih omrezˇnih naprav
V racˇunalniˇskem omrezˇju danes srecˇamo veliko sˇtevilo naprav, ki s cˇasom sˇe vedno





stikala in ostale naprave.
Vsaka izmed njih ima dolocˇeno nalogo, ki jo mora opravljati. Naloga usmerjevalnika
je usmerjanje prometa skozi omrezˇje po najboljˇsi mozˇni poti glede na ciljni IP naslov.
Deluje na omrezˇni plasti OSI modela, medtem ko stikalo deluje na transportni plasti
in usmerja pakete glede na strojni MAC naslov znotraj lokalnega omrezˇja. Strezˇniki
ponujajo razlicˇne storitve, odjemalci generirajo zahteve in tako dalje. Na strezˇnikih lahko
tecˇe vecˇ aplikacij, ki so med seboj obicˇajno neodvisne z namenom, da izpad ene ne vpliva
na delovanje ostalih. Delujejo po principu odjemalec-strezˇnik, kjer odjemalec posˇlje
zahtevo, strezˇnik pa sprocesira odgovor. Strezˇnik lahko tecˇe na domacˇem racˇunalniku,
obicˇajno pa se uporablja namenski racˇunalnik s specificˇno strojno in programsko opremo.
Taksˇen racˇunalnik vsebuje vecˇje sˇtevilo procesorjev, vecˇ delovnega pomnilnika, mrezˇnih
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kartic in ostalih komponent. Vse to nam omogocˇa potrebno zmogljivost za normalno
delovanje spletnih storitev. Poleg storitev, ki jih strezˇnik ponuja, mora zagotoviti tudi
kontrolo dostopa in varnost. Glede na storitve poznamo vecˇ vrst strezˇnikov [12]:
Aplikacijski strezˇnik: na njem tecˇejo dolocˇene aplikacije do katerih lahko dostopamo
preko brskalnika;
Posˇtni strezˇnik: upravlja prenos in dostop do elektronskih sporocˇil;
Podatkovni strezˇnik: obicˇajno vsebuje bazo podatkov in sistem za upravljanje z
bazo podatkov;
Datotecˇni strezˇnik: omogocˇa shranjevanje in dostop do datotek;
Igralni strezˇnik: uporablja se za povezovanje odjemalcev racˇunalniˇskih iger za igra-
nje preko interneta;
DNS strezˇnik: omogocˇa preslikovanje imen v IP naslove;
Proxy strezˇnik: deluje kot posrednik za anonimno brskanje po spletu;
Strezˇnik za tiskanje: upravlja dostop do tiskalnika;
Spletni strezˇnik: namenjen za gostovanje spletnih strani.
Nakup strezˇnika je relativno draga zadeva. Poleg nakupa strojne in programske opreme
je potrebno neprekinjeno napajanje, vzdrzˇevanje ter redundanca, s katero preprecˇimo
izpad delovanja in izgubo podatkov. Koncˇnim uporabnikom zˇelimo zagotoviti hiter in
nemoten dostop. Za dobro izkoriˇscˇenost strezˇnika je potrebno ucˇinkovito upravljanje s
paketi v vhodni cˇakalni vrsti, za kar potrebujemo algoritem za razvrsˇcˇanje paketov.
2.4 Orodje SERT
Merjenje zmogljivosti strezˇnika lahko opravimo z orodjem SERT (angl. Server Efficiency
Rating Tool), razvitim s strani organizacije SPEC (angl. Standard Performance Evalu-
ation Corporation) [13], ki je bila ustanovljena leta 1988. SPEC je postal eden izmed
vodilnih konzorcijev za meritev zmogljivosti. Na sliki 2.3 je prikazan graficˇni vmesnik
orodja SERT.
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Slika 2.3 Graficˇni vmestnik orodja SERT [14], kjer nastavimo IP naslov sistema za testiranje.
Orodje za testiranje uporablja sinteticˇno breme, s katerim skusˇamo posnemati realno
breme pri najmanjˇsi, povprecˇni in najvecˇji obremenitvi sistema. Primeri bremen so
sledecˇi [15]:
CPE: mnozˇenje matrik s plavajocˇo vejico, kompresija, enkripcija podatkov;
Omrezˇni V/I: branje in pisanje paketov, prepustnost, latenca;
Pomnilniˇski V/I: dostop do baze podatkov, branje in pisanje datotek, prepustnost
diska.
Z njim testiramo razlicˇne komponentne kot so procesor, delovni pomnilnik, zunanji po-
mnilnik ter porabo energije pri razlicˇnih obremenitvah. Rezultat testiranj je prikazan v
cˇloveku razumljivi obliki, primerni za nadaljno obdelavo podatkov. Z analizo testiranj
lahko odkrijemo in odpravimo napake sistema, ki bi nas v kasnejˇsih fazah razvoja drago
stale.
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2.5 Problematika cˇakalnih vrst
V omrezˇjih se pretakajo velike kolicˇine podatkov, ki se z razvojem stalno povecˇujejo. S
povecˇanjem prometa se poraja potreba po zmogljivejˇsih omrezˇnih virih. Ker so omrezˇni
viri dragi, pogosto niso dovolj zmogljivi za sprotno obdelavo paketov, zato potrebujemo
medpomnilnik, ki mu pravimo cˇakalna vrsta. Paket, ki pride v cˇakalno vrsto, mora
pocˇakati, dokler se strezˇnik ne sprosti. Pred tem je potrebno obdelati pakete, ki so
bili zˇe v cˇakalni vrsti. V omrezˇjih so zato pogosto prisotne zakasnitve, ki jih je potrebno
odpraviti z ustreznimi mehanizmi. Eden izmed njih je strezˇna disciplina. Njena naloga je
razvrsˇcˇanje paketov v cˇakalnih vrstah. Najpreprostejˇsa disciplina, ki se uporablja v vecˇini
sistemov, je FIFO (angl. First In First Out), ki jo bomo kasneje tudi natancˇneje opisali.
V tem primeru so paketi postrezˇeni v istem vrstnem redu, kot so prispeli. Problem se
pojavi pri velikem toku paketov, ki povzrocˇijo zakasnitve, lahko pa tudi izgube paketov.
Razlogi za izgube paketov so lahko razlicˇni:
premajhna cˇakalna vrsta, zaradi napacˇnih nastavitev ali premajhnega pomnilnika;
premajhna zmogljivost omrezˇnih virov; do te napake najpogosteje pride zaradi
slabega nacˇrtovanja omrezˇja; zmogljivost sistema je potrebno testirati pri razlicˇnih
obremenitvah in z analizo odpraviti napake;
preobremenitev strezˇnika v izjemnih primerih; eden iz med njih se je zgodil pri
prodaji vstopnic za enega izmed najvecˇjih festivalov Ultra Europe 2014, kjer je bil
izjemen naval nakupa vstopnic, ki je po nekaj minutah povzrocˇil zrusˇitev strezˇnika
[16];
internetni napadi DoS (angl. Denial of Service) so podrobneje opisani v [17]; napad
se izvede preko mnozˇice racˇunalnikov, ki posˇljejo veliko sˇtevilo zahtev, s katerimi
preobremenijo in onemogocˇijo storitev strezˇnika; primer napada se je zgodil na
WordPress, kjer je bilo poslanih vecˇ Gbitov/s oziroma 10 miljonov paketov na
sekundo, s cˇimer so onesposobili 18 miljonov blogov [18];
kvaliteta storitve, kjer so kriticˇne aplikacije mocˇno odvisne od zakasnitev in zah-
tevajo, da so njeni paketi postrezˇeni v dolocˇenem cˇasu; s tem izpodrivajo pakete z
nizˇjo prioriteto, ki so v primeru polne cˇakalne vrste lahko tudi zavrzˇeni, odvisno od
algoritma za razvrsˇcˇanje cˇakalnih vrst; primera kriticˇnih aplikacij sta IP telefonija
in IP televizija.
3 Pristopi k resˇevanju problema
V pricˇujocˇem poglavju bomo spoznali osnovne pojme teorije strezˇbe, kjer bomo predsta-
vili dva primera strezˇnih sistemov. Sledi predstavitev algoritmov za razvrsˇcˇanje paketov
v cˇakalnih vrstah in opis meril za oceno razvrsˇcˇevalnih algoritmov.
3.1 Predstavitev pojmov teorije strezˇbe
Teorija strezˇbe povzeta po viru [19] je z vidika racˇunalniˇskih omrezˇij potrebna zaradi
vse hitrejˇsega razvoja racˇunalniˇskih sistemov. Potrebujemo jo za lazˇje razumevanje,
nacˇrtovanje in merjenje zmogljivosti racˇunalniˇskih omrezˇij. Osnovni gradniki teorije
strezˇbe so:
zahteve: v racˇunalniˇskem omrezˇju je to obicˇajno paket, sestavljen iz podatkovnega
in kontrolnega dela;
cˇakalna vrsta: vmesni pomnilnik (angl. buffer), ki hrani zahteve;
strezˇnik : element omrezˇja, katerega naloga je obdelava in posˇiljanje zahtev;
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Slika 3.1 Model strezˇnega sistema.
Na sliki 3.1 je prikazan osnovni model strezˇnega sistema. Na levi strani vstopajo
zahteve, ki predstavljajo vhodno breme sistema. V primeru, da je strezˇnik zaseden,
gredo v cˇakalno vrsto, kjer pocˇakajo, da se strezˇnik sprosti. Po koncˇani strezˇbi zahteve
model sistema zapustijo. Kompleksni strezˇni sistem lahko vsebuje vecˇ cˇakalnih vrst
in strezˇnikov, ki so med seboj poljubno povezani. Cˇakalne vrste imajo dve pomembni
znacˇilnosti, in sicer velikost in disciplino. Velikost je lahko koncˇna ali neskoncˇna. V
praksi obstajajo le koncˇne vrste, saj neskoncˇnih zaradi omejene velikosti pomnilnika ni
mogocˇe realizirati. Neskoncˇna cˇakalna vrsta se zaradi poenostavitve modela uporablja
v matematicˇni analizi. Strezˇna disciplina dolocˇa vrstni red jemanja zahtev iz cˇakalnih
vrst. Poznamo naslednje vrste disciplin:
FIFO (angl. First In First Out),
LIFO (angl. Last In First Out),
prioritetna disciplina,
nakljucˇna disciplina,
SJF (angl. Shortest Job First) in
LJF (angl. Largest Job First).
Predhodno nasˇtete discipline bomo podrobneje spoznali v naslednjem razdelku. Po-
znamo razlicˇne prioritete strezˇbe, ki jih locˇimo na prekinitvene in neprekinitvene. Pri
3.1 Predstavitev pojmov teorije strezˇbe 15
Slika 3.2 Strezˇna enota.
prekinitvenem modelu prioritetnega procesiranja se v primeru, da vstopi zahteva z viˇsjo
prioriteto, kot jo ima tista v strezˇbi, strezˇba prekine in dodeli novo prispeli zahtevi. Pri
neprekinitvenem modelu procesiranje se strezˇba zahteve nadaljuje do konca, nato pa se iz
cˇakalne vrste vzame zahtevo z najviˇsjo prioriteto. Vsaki zahtevi je lahko tudi dodeljena
le cˇasovna rezina strezˇnika (angl. time sharing). V primeru, da zahteva ni dokoncˇno
postrezˇena, se vrne na konec cˇakalne vrste, in kasneje se ji dodeli nova cˇasovna rezina.
Poseben model strezˇnega sistema je strezˇna enota, prikazana na sliki 3.2. Strezˇna enota
ima n ≥1 paraleno vezanih strezˇnikov, ki so ekvivalentni. Zahteva bo postrezˇena na-
tanko v enem izmed njih. Pred strezˇniki imamo eno cˇakalno vrsto. Poljubne vzporedne
ali zaporedne vezave strezˇnih enot imenujemo strezˇne mrezˇe.
Vsako strezˇno enoto lahko opiˇsemo s Kendallovo notacijo tipa A/B/m/k/P. Pomen
parametrov je naslednji:
A: verjetnostna porazdelitev, ki predstavlja medprihodne cˇase vstopajocˇih zahtev,
B : verjetnostna porazdelitev cˇasa strezˇbe zahtev,
m: sˇtevilo strezˇnikov, vezanih paralelno,
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k : kapaciteta strezˇne enote; dobimo jo kot vsoto sˇtevila strezˇnikov in dolzˇine cˇakalne
vrste; pove nam koliko zahtev se lahko nahaja v strezˇni enoti in
P : velikost populacije, ki v strezˇno enoto vstopa iz zunanjega okolja.
3.1.1 Osnovne znacˇilnosti strezˇnih enot
V nadaljevanju dela bomo spoznali osnovne znacˇilnosti strezˇnih enot, ki so potrebne za
razumevanje kasnejˇsnih primerov.
Vhodni proces
Zanj je znacˇilna intenzivnost porajanja zahtev, ki jo oznacˇujemo z λ. Definira nam
medprihodne cˇase porajanja zahtev in se meri s povprecˇnim sˇtevilom zahtev na cˇasovno
enoto.
Strezˇnik
Strezˇnik istocˇasno strezˇe le eno zahtevo. Intenzivnost obdelave zahtev merimo s sˇtevilom
postrezˇenih zahtev na cˇasovno enoto µ.
Kapaciteta strezˇne enote
Kapaciteto strezˇne enote predstavlja sˇtevilo strezˇnikov in dolzˇina cˇakalne vrste. Pove
nam najvecˇje sˇtevilo zahtev v strezˇni enoti.
Izhodni proces
Merimo ga z intenzivnostjo strezˇbe zahtev, ki je odvisna od intenzivnosti porajanja zahtev
in intenzivnosti obdelave zahtev. Intenzivnost strezˇbe narasˇcˇa s sˇtevilom strezˇnikov, ki
so vezani paralelno. V primeru enega strezˇnika je enaka intenzivnosti obdelave zahtev.
3.1.2 Zakon o ohranitvi pretoka
Za stabilne strezˇne enote velja, da je sˇtevilo vstopnih zahtev enako sˇtevilu izhodnih
zahtev gledano na daljˇsi cˇas. V primeru, da je intenzivnost prihajanja zahtev prevelika,
se cˇakalne vrste napolnijo in pride do nasicˇenja sistema, kar lahko vodi do izgubljanja
zahtev.
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3.2 Primera strezˇnih enot
V nadaljevanju bomo spoznali dva primera realnih izgubnih strezˇnih sistemov, kjer bomo
predpostavili neskoncˇno velikost populacije zahtev izven sistema.
3.2.1 Strezˇni sistem M/M/1/s
M/M/1/s predstavlja izgubni sistem s koncˇno cˇakalno vrsto, ki je primeren za realno
izvedbo. Neskoncˇne cˇakalne vrste v praksi ni mogocˇe realizirati, zato se bomo osredotocˇili
na sisteme s koncˇnimi. Strezˇni sistem je sestavljen iz ene cˇakalne vrste in strezˇnika. V
sistemu je lahko najvecˇ s zahtev od tega s-1 v cˇakalni vrsti in ena v strezˇbi. Zaradi
koncˇne kapacitete cˇakalne vrste gre za izgubni sistem. Verjetnost, da je sistem zasicˇen,
je podana z izrazom
Ps =
(1− ρ)ρs
1− ρs+1 , (3.1)





Cˇe je faktor uporabnosti manjˇsi od 1 recˇemo, da je sistem stabilen. V primeru, da je






Do zasicˇenosti pride, ko je v sistemu s zahtev. Pri vsaki novo prispeli zahtevi nastopi
izgubljanje zahtev.
3.2.2 Strezˇni sistem M/M/m/m
M/M/m/m predstavlja strezˇni sistem brez cˇakalne vrste. Kapaciteta sistema je enaka
sˇtevilu strezˇnikov m. V primeru zasedenosti vseh strezˇnikov prihaja do izgub zahtev,
zato gre tudi v tem primeru za izgubni sistem. Do izgub novo prispelih zahtev prihaja,
ko je sistem nasicˇen in vsebuje m zahtev.
Za nas je zanimiv predvsem prvi primer, kjer se soocˇamo s koncˇno cˇakalno vrsto.
Potreben je mehanizem, ki se bo v primeru nasicˇenega sistema odlocˇil, kaj storiti z novo
prispelimi zahtevami. V nadaljevanju dela bomo zato spoznali algoritme, s katerimi
resˇujemo problem polnih cˇakalnih vrst.
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Slika 3.3 Algoritem FIFO.
3.3 Algoritmi za razvrsˇcˇanje paketov v cˇakalnih vrstah
V pricˇujocˇem razdelku bomo spoznali nekatere algoritme opisane v delih [20] in [21].
3.3.1 Algoritem FIFO
Algoritem FIFO (angl. First In First Out) prikazan na sliki 3.3 je najenostavnejˇsi
razvsˇcˇevalnik zahtev. Vrstni red strezˇbe zahtev je enak vrstnemu redu prihoda zah-
tev v cˇakalno vrsto. Pri tem ne uposˇteva parametre kvalitete storitev, ampak zahteve
samo preposˇilja v strezˇbo glede na njihov cˇas prihoda. Taksˇen nacˇin razvrsˇcˇanja slabo
podpira kvaliteto storitev, saj mora novo prispela zahteva pocˇakati vse tiste, ki so prispele
v cˇakalno vrsto pred njo. Prednost taksˇnega algoritma je v zelo enostavni implementaciji
in se sˇe danes veliko uporablja v komunikacijskih omrezˇjih za zagotavljanje najboljˇsih
storitev (angl. best effort).
3.3.2 Algoritem LIFO
Za razliko od prejˇsnjega algoritma je jemanje zahtev iz cˇakalne vrste obratno. Algoritem
LIFO (angl. Last In First Out) v strezˇbo posˇilja zahtevo, ki je nazadnje prispela, kot
je prikazano na sliki 3.4. Problem taksˇnega ravrsˇcˇevalnika je v tem, da lahko pride do
stradanja (angl. starvation) zahtev. To se zgodi v primeru, da zahtevo v cˇakalni vrsti
ves cˇas prehitevajo novo prispele zahteve. Cˇas cˇakanja na strezˇbo je lahko zelo dolg, kar
privede do stradanja zahteve.
3.3.3 Algoritem krozˇnega razvrsˇcˇanja
Nacˇin delovanja algoritma krozˇnega razvrsˇcˇanja (angl. Round Robin) je prikazan na sliki
3.5. Vsak tok zahtev ima svojo cˇakalno vrsto [21]. Razvrsˇcˇevalnik posˇilja zahteve v
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Slika 3.4 Algoritem LIFO.
Slika 3.5 Algoritem krozˇnega razvrˇscˇanja, kjer Q oznacˇuje cˇakalno vrsto.
strezˇbo iz vsake cˇakalne vrste v krozˇnem zapredju. Primer jemanja zahtev iz cˇakalnih
vrst bi bil torej sledecˇ Q1, Q2, Q3, Q4, Q1, Q2, ... Algoritem krozˇnega razvrsˇcˇanja
je enostaven za implementacijo. Zagotavlja pravicˇnost za vse vrste tokov in odlicˇno
izrabo pasovne sˇirine. Problem se pojavi pri tokovih zahtev z viˇsjo prioriteto, saj so
obravnavani enako, kot vsi ostali in s tem ne pripomore pri zagotavljanju kakovosti
storitve. Uporablja se predvsem v ATM omrezˇjih (angl. Asynchronous Transfer Mode),
kjer omogocˇa doseganje visokih hitrosti s posˇiljanjem paketov konstantne velikosti.
3.3.4 Algoritem obtezˇenega krozˇnega razvrsˇcˇanja
Algoritem obtezˇenega krozˇnega razvrsˇcˇanja (angl. Weighted Round Robin) se od predho-
dno opisanega krozˇnega razvrsˇcˇanja razlikuje po tem, da so cˇakalne vrste obtezˇene. Tezˇa
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Slika 3.6 Algoritem obtezˇenega krozˇnega razvrˇscˇanja.
predstavlja, koliko zahtev bo iz vsake cˇakalne vrste poslano v strezˇbo. S tem omogocˇimo
boljˇsi pretok nekaterim vrstam zahtev. Primer delovanja algoritma je prikazan na sliki
3.6. Implementiramo ga lahko na strojni nacˇin, ki je hitrejˇsi in procesno manj zahte-
ven od programskega nacˇina. Posˇiljanje zahtev v strezˇbo iz vsake cˇakalne vrste preprecˇi
stradanje zahtev. Ko je neka cˇakalna vrsta prazna, algoritem razdeli pasovno sˇirino med
ostale cˇakalne vrste glede na njihovo obtezˇitev.
3.3.5 Nakljucˇni algoritem
Razvrsˇcˇevalnik v primeru nakljucˇnega algoritma (angl. random) nakljucˇno izbere zahtevo
iz vrste in jo posˇlje v strezˇbo. Za izbor potrebuje generator nakljucˇnih sˇtevil. Ta nam
pove zaporedno sˇtevilko zahteve, ki bo poslana v strezˇbo. Generator nakljucˇnih sˇtevil
mora biti hiter in racˇunsko nepotraten. Obicˇajno se pseudo nakljucˇno sˇtevilo izracˇuna
po neki iterativni funkciji iz prejˇsnjega sˇtevila, zato moramo na zacˇetku podati seme.
Nad dobljenim sˇtevilom nato izvedemo operacijo modul s sˇtevilom zahtev v cˇakalni vrsti
in dobimo sˇtevilko zahteve, ki bo poslana v strezˇbo.
3.3.6 Algoritem SJF
Pri tem nacˇinu razvrsˇcˇanja algoritem SJF (angl. Shortest Job First) izbere zahtevo, ki
ima najkrasˇi cˇas obdelave in jo posˇlje v strezˇbo.
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3.3.7 Algoritem LJF
Za razliko od prejˇsnjega algoritma se tukaj izbere zahtevo z najdaljˇsim cˇasom obdelave.
Pri obeh algoritmih (SJF in LJF (angl. Largest Job First)) lahko nastopi zˇe predhodno
omenjeno stradanje zahtev.
3.3.8 Algoritem s prioritetami
Vsak tok zahtev ima svoj razred. Razred dolocˇa stopnjo kvalitete storitve in prioriteto.
Zahteve se glede na njihove prioritete razvrstijo v razlicˇne cˇakalne vrste. Algoritem s
prioritetami (angl. Strict priority) v strezˇbo posˇlje zahtevo, ki se nahaja v cˇakalni vrsti z
najviˇsjo prioriteto. Tukaj se srecˇamo s problemom stradanja zahtev. Nevarnost se pojavi
pri zahtevah z nizko prioriteto, ki stradajo v primeru, ko jih ves cˇas prehitevajo zahteve
z viˇsjo prioriteto.
3.3.9 Algoritem obtezˇenega krozˇnega razvrsˇcˇanja s prioriteto
Algoritem obtezˇenega krozˇnega razvrsˇcˇanja s prioriteto (angl. Weighted Round Robin
with Priority Queuing) [20] predstavlja kombinacijo prej opisanih algoritmov obtezˇenega
krozˇnega razvrsˇcˇanja in razvrsˇcˇanja s prioritetami. Razvrsˇcˇevalnik najprej posˇlje v
strezˇbo zahteve, ki se nahajajo v cˇakalni vrsti z najviˇsjo prioriteto. V primeru, da je
cˇakalna vrsta z najviˇsjo prioriteto prazna, oziroma ne zasede izhodne kapacitete, posˇilja
zahteve iz preostalih obtezˇenih cˇakalnih vrst po principu algoritma obtezˇenega krozˇnega
razvrsˇcˇanja. Taksˇen algoritem omogocˇa majhne zakasnitve, nihanje zakasnitev in izgube
za zahteve z visoko prioriteto.
3.3.10 Pravicˇen algoritem z obtezˇenim razvrsˇcˇanjem
Pravicˇen algoritem z obtezˇenim razvrsˇcˇanjem (angl. Weighted fair queueing) za vsako
prispelo zahtevo v cˇakalno vrsto izracˇuna virtualni koncˇni cˇas strezˇbe. Pri izracˇunu
uposˇtevamo velikost zahtev in obtezˇitev. Razvrsˇcˇevalnik posˇlje v strezˇbo zahevo z naj-
krajˇsim cˇasom strezˇbe. Algoritem zagotavlja pravicˇno delitev pasovne sˇirine glede na
obtezˇitev. Slabost algoritma je visoka racˇunska zahtevost, ki je potrebna za izracˇun
koncˇnega cˇasa strezˇbe.
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3.3.11 Algoritem EDF
Pri algoritmu EDF (angl. Earliest Deadline First) [21] ima vsak tok zahtev dolocˇeno
dopustno zakasnitev, ki jo bomo oznacˇili z di. Spremenljivka aij oznacˇuje cˇas prihoda
zahteve j, ki pripada toku i. Koncˇni rok (angl. deadline) zahteve j, dobimo kot vsoto
cˇasa prihoda zahteve in dopustne zakasnitvije toka, ki mu pripada. Matematicˇni zapis bi
izgledal takole: aij + di. Razvrsˇcˇevalnik izbere zahtevo z najkrajˇsim koncˇnim rokom in
jo posˇlje v strezˇbo. V splosˇnem bi lahko rekli, da gre za prioritetni algoritem, kjer priori-
teto predstavlja cˇas. Zelo pogosto se uporablja v omrezˇjih, kjer natopajo multimedijske
aplikacije, ki zahtevajo delovanje v realnem cˇasu.
3.4 Merila za oceno razvrsˇcˇevalnih algoritmov
Z razvrsˇcˇevalnimi algoritmi zˇelimo dosecˇi maksimalno izkoriˇscˇenost kapacitete sistema,
pri tem pa zagotoviti pravicˇnost in kvaliteto storitve koncˇnemu uporabniku. Za primer-
javo algoritmov se uporabljajo naslednji parametri:
Ucˇinkovitost: Naloga algoritma je ucˇinovito razvrsˇcˇanje zahtev s katerimi zaposli
omrezˇne vire in zadovolji koncˇne uporabnike. Algoritem je ucˇinkovit, cˇe zagotavlja
zmogljivost, ki omogocˇa kvaliteto storitev pri obremenjenih omrezˇjih.
Prepustnost: Pove nam ucˇinkovitost izrabe pasovne sˇirine, ki je porazdeljena med
razlicˇne tokove zahtev.
Zasˇcˇita: Od algoritma zˇelimo, da ima tok zahtev na preostale tokove zahtev cˇim
manj vpliva. Med drugim zˇelimo preprecˇiti stradanje zahtev in omogocˇiti vsem
uporabnikom dostop do storitve, ki jo ponuja strezˇnik.
Prilagodljivost: Meri nam podporo prilagajanja algoritma razlicˇnim zahtevam kva-
litete storitve.
Kompleksnost: Odvisna je od implementacije algoritma. Algoritem je lahko realizi-
ran na programski ali strojni nacˇin. Pomembna je predvsem procesna zahtevnost,
ki se z razvojem omrezˇja povecˇuje.
Izgube paketov: Merimo jo v sˇtevilu izgubljenih zahtev. Z razvrsˇcˇevalnim algorit-
mom jih zˇelimo zmanjˇsati.
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Latenca: Definira nam cˇas, ki pretecˇe od izdaje zahteve s strani uporabnika do
odziva sistema. Pri tem je pomembno tudi nihanje latence (angl. jitter).
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strezˇba po prioriteti in
strezˇba po prioriteti z mozˇnostjo izpodrivanja paketov.
Primer 2:
algoritem s prioriteto,
algoritem obtezˇenega krozˇnega razvrsˇcˇanja s prioriteto in
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Slika 4.1 Shema omrezˇnih elementov primera 1.
algoritem obtezˇenega krozˇnega razvrsˇcˇanja s prioriteto in
algoritem LLQ (angl. Low Latency Queuing).
4.1 Primer 1
Prvi primer [7] predstavlja simulacijo delovanja 4 razlicˇnih aplikacij z dvema usmerjeval-
nikoma, kot je prikazano na sliki 4.1. Vsak omrezˇni element je imel sˇtiri cˇakalne vrste,
in sicer vhodno in izhodno cˇakalno vrsto za vsako smer prenosa. Pri simulaciji so se
uporabile naslednje discipline strezˇbe:
FIFO,
strezˇba po prioriteti in
strezˇba po prioriteti z mozˇnostjo izpodrivanja paketov.
4.1.1 Breme
Breme je bilo predstavljeno s sˇtirimi viri, ki imajo razlicˇne prioritete. Viri so bili sledecˇi:
avdio: prenos zvoka,
video: prenos video vsebine,
www: brskanje po spletu,
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Lastnost Avdio Video WWW
Minimalna velikost paketa 30 B 640 B 10 B
Maksimalna velikost paketa 30 B 640 B 1400 B
Porazdelitev velikosti paketov Konstantna Konstantna Enakomerna
Porazdelitev dolzˇine sporocˇil Konstantna Konstantna Eksponentna
Tabela 4.1 Tabela prikazuje parametre aplikacij.
ftp: prenos datotek.
Viri so razvrsˇcˇeni v alinejah po prioriteti, kjer ima avdio najviˇsjo prioriteto, ftp pa
najnizˇjo. Avdio in video predstavljata togi aplikaciji, preostali dve pa elasticˇni aplikaciji.
4.1.2 Povezava
Hitrost povezave med usmerjavalnikoma je znasˇala 2048 kbps.
4.1.3 Simulacija
Aplikacije so imele definirane parametre, prikazane v tabeli 4.1. Pri ftp se je prenasˇala
datoteka velikosti 100 kB. Simulacije so bile izvedene pri treh razlicˇnih obremenitvah,
in sicer 50%, 90% in 100% obremenitvi povezave. Ob istih pogojih so bile testirane tri
razlicˇne strezˇne discipline cˇakalnih vrst.
4.1.4 Rezultati
Rezultati simulacij so pokazali, da so pri FIFO disciplini na vhodni cˇakalni vrsti zaka-
snitve enakomerno razporejene med vse aplikacije. Izjema je bil ftp promet, ki je imel
zaradi vecˇje dolzˇine paketov nekoliko vecˇjo zakasnitev. Strezˇna disciplina s prioriteto je
pripomogla k zmanjˇsanju zakasnitve govornih paketov z 20 ms na 12 ms in video paketov
pri 100% obremenjeni povezavi. Vzrok za zmanjˇsanje zakasnitve je uposˇtevanje prioritet,
ker ima avdio in video promet viˇsjo prioriteto kot ftp. Pri 50% obremenjeni povezavi
so rezultati podobni kot pri FIFO strezˇni disciplini. Strezˇba po prioriteti z mozˇnostjo
izpodrivanja omogocˇa paketom z viˇsjo prioriteto izpodrivati pakete z nizˇjo prioriteto iz
cˇakalnih vrst. Rezultati simulacij so pokazali, da izpodrivanje paketov z nizˇjo prioriteto
ne pripomore veliko k zmanjˇsanju zakasnitev prometa z viˇsjo prioriteto v primerjavi s
strezˇno disciplino po prioriteti. Ima pa vpliv na izgube paketov z nizˇjo prioriteto, ki
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Slika 4.2 Na sliki je prikazana shema omrezˇja primera 2.
se v tem primeru povecˇajo. Pri vseh treh strezˇnih disciplinah lahko pri vecˇji obremeni-
tvi povezave opazimo povecˇanje zakasnitve zaradi daljˇsih cˇakalnih vrst. Iz pridobljenih
rezultatov simulacij lahko sklepamo, da se najbolje obnese algoritem s prioriteto, ki na
racˇun prometa z nizko prioriteto zagotavlja boljˇso kakovost storitev togim aplikacijam v
obremenjenem omrezˇju.
4.2 Primer 2
Primer 2 [20] predstavlja simulacijo treh razlicˇnih algoritmov razvrsˇcˇanja v omrezˇju
prikazanem na sliki 4.2. Vsi omrezˇni elementi v vhodnih in izhodnih cˇakalnih vrstah
uporabljajo razvrsˇcˇevalni algoritem FIFO z izjemo usmerjavalnika 1, na katerem so bili
uporabljeni naslednji trije razvrsˇcˇevalni algoritmi:
algoritem s prioriteto,
algoritem obtezˇenega krozˇnega razvrsˇcˇanja s prioriteto in
algoritem LLQ [20] (angl. Low Latency Queuing), ki predstavlja kombinacijo algo-
ritma s prioriteto in pravicˇnega algoritma z obtezˇenim razvrsˇcˇanjem.
4.2.1 Breme
Breme predstavljajo trije tokovi, ki so jim dodeljeni razlicˇni razredi kakovosti storitve.
Tok predstavlja zaporedje paketov z dolocˇeno pasovno sˇirino.
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Tok 1 Tok 2 Tok 3
Tezˇa ∞ 8 3
Tabela 4.2 Tabela prikazuje parametre cˇakalne vrste.
Cˇas toka 1.5 - 16.5 s
Vrsta toka UDP CBR
Velikost paketa 500 B
Interval paketov 5 ms
Pasovna sˇirina 0.8 Mbit/s
Dolzˇina cˇakalne vrste 50 paketov
Tabela 4.3 Tabela prikazuje parametre tokov.
4.2.2 Povezava
Vse kapacitete povezav v omrezˇju so 100 Mbit/s z izjemo ozkega grla (glej sliko 4.2),
katerega kapaciteta znasˇa od 0.1 Mbit/s do 3 Mbit/s s korakom 0.1 Mbit/s.
4.2.3 Simulacija
Parametri cˇakalne vrste so definirani v tabeli 4.2. Vsak tok ima definirane parametre,
prikazane v tabeli 4.3. Ozko grlo ima zacˇetno pasovno sˇirino 1.2 Mbit/s, ki je nato
narasˇcˇala s korakom 0.1 Mbit/s.
4.2.4 Rezultati
Rezultati simulacije so pokazali, da pri vseh treh razvrsˇcˇevalnih algoritmih tok 1 dobi
dodeljeno celotno pasovno sˇirino, ki jo potrebuje. Ta znasˇa 0.8 Mbit/s. Algoritem
obtezˇenega krozˇnega razvrsˇcˇanja s prioriteto in algoritem LLQ uposˇtevata striktno pri-
oriteto pri toku z najviˇsjo prioriteto. Preostalih 0.4 Mbit/s se porazdeli med tokova 2 in
3 v razmerju 8 proti 3 glede na obtezˇitev. Tako znasˇa povprecˇna prepustnost za tok 2
0.291 Mbit/s in 0.109 Mbit/s za tok 3. Algoritem s prioriteto za razliko od prejˇsnjih dveh
algoritmov dodeli preostalih 0.4 Mbit/s toku 2, ki ima viˇsjo prioriteto od toka 3. V tem
primeru pride do stradanja toka 3. S cˇasom se cˇakalna vrsta napolni in prihaja do izgub
paketov. Do stradanja zahtev prihaja pri vseh treh algoritmih, najbolj pa se to pozna
pri algoritmu s prioriteto, ki toku 3 onemogocˇi strezˇbo. S povecˇanjem kapacitete ozkega
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grla na 1.6 Mbit/s odpravimo izgube paketov toka 2. Z vsakim nadaljnim povecˇanjem
kapacitete za 0.1 Mbit/s se zmanjˇsajo izgube paketov toka 3 za 13%, dokler ne dosezˇemo
kapaciteto 2.4 Mbit/s, ki popolnoma odpravi izgube paketov. Glede na rezultate simu-
lacije lahko sklepamo, da se bolje obneseta algoritem obtezˇenega krozˇnega razvrsˇcˇanja s
prioriteto in algoritem LLQ. S tem ko zadovoljita tok z najviˇsjo prioriteto, omogocˇata
pravicˇen dostop do preostale pasovne sˇirine vsem tokovom glede na njihovo obtezˇitev in
s tem zmanjˇsata izgube ter stradanje tokov z najnizˇjo prioriteto.
4.3 Primer 3
Primer 3 [20] predstavlja simulacijo omrezˇja prikazanega na sliki 4.2 pri razlicˇnih tokovih.
Algoritmi so bili sledecˇi:
algoritem s prioriteto,
algoritem obtezˇenega krozˇnega razvrsˇcˇanja s prioriteto in
algoritem LLQ (angl. Low Latency Queuing).
4.3.1 Breme






Vse kapacitete povezav v omrezˇju so 100 Mbit/s z izjemo ozkega grla, katerega zacˇetna
kapaciteta je znasˇala 0.5 Mbit/s.
4.3.3 Simulacija
Paketi so bili razdeljeni v tri razlicˇne razrede kakovosti storitev. Glede na razred so se
nato razvrstili v eno iz med treh cˇakalnih vrst. Parametri vrst so predstavljeni v tabeli
4.4, parametri prometa pa so prikazani v tabeli 4.5.
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Cˇakalna vrsta 1 Cˇakalna vrsta 2 Cˇakalna vrsta 3
Tezˇa ∞ 8 3
Dolzˇina cˇakalne vrste 20 20 20
Dodeljeni tokovi VoIP Video FTP, Web
Tabela 4.4 Tabela prikazuje parametre cˇakalnih vrst.
VoIP Video FTP Web
Vrsta toka RTP Real - Audio UDP, CBR TCP, FTP UDP
Velikost paketov 210 B 1000 B 1040 B 500 B
Interval paketov 10 ms 30 ms - -
Pasovna sˇirina 0.168 Mbit/s 0.5 Mbit/s - -
Cˇas toka 3 - 13 s 4 - 14 s 1 - 11 s 2 - 12 s
Tabela 4.5 Tabela prikazuje parametre prometa.
4.3.4 Rezultati
Rezultati simulacij so pokazali vecˇjo zakasnitev video prometa pri algoritmu obtezˇenega
krozˇnega razvrsˇcˇanja s prioriteto, kot pri ostalih dveh. Algoritem obtezˇenega krozˇnega
razvrsˇcˇanja s prioriteto dodeli vecˇ pasovne sˇirine FTP in Web prometu v primerjavi z
LLQ in prioritetnim algoritmom, kar povzrocˇi zakasnitve pri video prometu. Za video
promet sta bolj primerna algoritem LLQ in prioritetni algoritem, kjer so bile zakasnitve
video prometa manjˇse. Rezultati so pokazali tudi delovanje TCP mehanizma. Na zacˇetku
simulacije je FTP promet zasedal celotno pasovno sˇirino. Ko se je pojavil preostali promet
z viˇsjo prioriteto so se pojavile izgube FTP paketov. TCP mehanizem je prilagodil hitrost
posˇiljanja FTP paketov in jo v tem primeru zmanjˇsal. S tem so se cˇakalne vrste spraznile
in posledicˇno zmanjˇsale zakasnitve.

5 Simulacije strezˇnega sistema
M/M/1/s
V pricˇujocˇem poglavju bomo implementirali model strezˇnega sistema M/M/1/s s tremi
razlicˇnimi algoritmi razvrsˇcˇanja. Sledi izvedba simulacij, na podlagi katerih bomo algo-
ritme med seboj primerjali. Na koncu bomo predstavili programsko okolje OMNeT++
in uporabljene module.
5.1 Predstavitev modelov za analizo razvrsˇcˇevalnih algoritmov
cˇakalnih vrst
Za simulacijo in analizo smo uporabili model strezˇnega sistema M/M/1/s, prikazan na
sliki 5.1, implementiran v orodju OMNeT++ [22].
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Slika 5.1 Model strezˇnega sistema M/M/1/s.
Model je sestavljen iz treh modulov, ki so izpeljani iz modula cSimpleModule, in sicer:
source: generira zahteve tipa cMessage;
MM1 : vsebuje vhodno cˇakalno vrsto in omogocˇa strezˇbo; postrezˇe prispelo zahtevo
in jo posˇlje naslednjemu modulu;
sink : briˇse postrezˇene zahteve.
Vsak modul je sestavljen iz sledecˇih datotek:
NED datoteka; opis parametrov modula; dolocˇitev modulov omrezˇja in povezav
med njimi;
C++ datoteka; zaglavna datoteka dolocˇa deklaracije spremenljivk in metod; iz-
vorna datoteka implementira metode in funkcionalnost modula;
INI datoteka; konfiguracijska datoteka, ki omogocˇa nastavljanje parametrov za iz-
vajanje simulacije;
Moduli med seboj komunicirajo preko vhodnih in izhodnih vrat. Povezani so preko
DatarateChannel, ki predstavlja prenosni kanal z zakasnitvijo 50 ns in pasovno sˇirino
100 Mbit/s. Breme omrezˇja je bilo generirano z modulom source, ki je generiral zahteve
tipa cMessage z 4 razlicˇnimi prioritetami. Hitrost posˇiljanja zahtev je bila dolocˇena
z eksponentno porazdelitvijo medprihodnih cˇasov zahtev v datoteki NED. Generirane
zahteve so bile poslane na izhodna vrata, ki so bile povezane z vhodnimi vrati modula
MM1. Prispele zahteve so se shranjevala v vhodno cˇakalno vrsto, od koder je razvrsˇcˇevalni
algoritem dolocˇil, katera zahteva bo postrezˇena. Cˇas strezˇbe je bil dolocˇen z eksponentno
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porazdelitev medprihodnih cˇasov zahtev eksponentna
porazdelitev cˇasa strezˇbe eksponentna
kapaciteta vhodne cˇakalne vrste 100 paketov
sˇtevilo generiranih paketov 200 paketov
pasovna sˇirina 100 Mbit/s
zakasnitev povezave 50 ns
Tabela 5.1 Konfiguracija strezˇnega sistema M/M/1/s.
porazdelitvijo. Vhodna cˇakalna vrsta strezˇnega sistema MM1 je imela implementirane
tri razlicˇne algoritme razvrsˇcˇanja, in sicer:
FIFO (angl. First In First Out),
algoritem obtezˇenega krozˇnega razvrsˇcˇanja (angl. Weighted Round Robin, WRR)
in
algoritem s prioriteto (angl. Strict priority, SP).
Postrezˇene zahteve so bile nato poslane modulu sink, ki je izracˇunal njihovo latenco in jih
izbrisal. Latenca predstavlja cˇas potovanja zahteve od izvora do ponora. Sestavljena je
iz cˇasa potovanja zahteve, cˇasa cˇakanja v vhodni cˇakalni vrsti in cˇasa strezˇbe. Rezultate
simulacij smo belezˇili z uporabo signalov, ki omogocˇajo modulom oddajanje vrednosti
med potekom simulacije. Pridobljene podatke smo shranjevali v izhodne datoteke ska-
larjev in vektorjev. Za vse simulacije smo uporabili nastavitve parametrov, prikazane v
tabeli 5.1
5.2 FIFO analiza M/M/1/s sistema
Sledi opis izvedbe simulacij in analiza rezultatov simulacij FIFO razvrsˇcˇevalnega algo-
ritma.
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5.2.1 Simulacija
Slika 5.2 Strezˇni sistem M/M/1/s s FIFO strezˇno disciplino.
Na sliki 5.2 je prikazan model strezˇnega sistema M/M/1/s, kjer modul queue vsebuje
FIFO strezˇno disciplino. Modul source generira zahteve s 4 razlicˇnimi prioritetami, kjer
prioriteta 1 predstavlja najnizˇjo prioriteto, prioriteta 4 pa najviˇsjo. Za vsako prioriteto
je bilo v cˇasu simulacije 107 sekund generiranih 50 zahtev, kar skupaj znese 200 zahtev.
Zahteve so bile nato poslane modulu queue, ki poleg strezˇbe vsebuje tudi vhodno cˇakalno
vrsto velikosti 100 paketov. Vrstni red jemanja zahtev iz vhodne cˇakalne vrste deluje
po principu FIFO in je enak vrstnemu redu prihajanja zahtev. Postrezˇene zahteve so
bile poslane modulu sink, ki jih nato zavrzˇe. Za izvedbo simulacije smo uporabili kon-
figuracijo, prikazano v tabeli 5.1. Vsako simulacijo smo ponovili trikrat in nato vzeli
povprecˇni izid. S tem smo zmanjˇsali verjetnost odstopanja od meritev. Primer meritve
povprecˇnega cˇasa cˇakanja v vhodni cˇakalni vrsti za zahteve z razlicˇnimi prioritetami je
prikazana v tabeli 5.2. V nadaljevanju so predstavljeni grafi, kjer so prikazani povprecˇni
rezultati simulacij.
5.2.2 Rezultati
Grafa 5.3 in 5.4 prikazujeta spreminjanje zasedenosti cˇakalne vrste in cˇakalnih cˇasov
zahtev v vhodni cˇakalni vrsti med izvajanjem simulacije. Rezultati simulacij so pokazali,
da se cˇas cˇakanja zahtev povecˇuje s sˇtevilom zahtev, ki se nahajajo v cˇakalni vrsti. Novo
prispela zahteva mora pocˇakati, da so postrezˇene zahteve, ki se zˇe nahajajo v cˇakalni
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1. ponovitev 2. ponovitev 3. ponovitev
zahteve s prioriteto 1 25.325 s 27.083 s 27.462 s
zahteve s prioriteto 2 26.198 s 28.019 s 28.376 s
zahteve s prioriteto 3 26.092 s 27.829 s 28.212 s
zahteve s prioriteto 4 25.642 s 27.436 s 27.813 s
Tabela 5.2 Ponovitev meritev povprecˇnih cˇakalnih cˇasov v vhodnih cˇakalnih vrstah glede na prioritete zahtev za strezˇni sistem
M/M/1/s s FIFO strezˇno disciplino.
vrsti. Najvecˇjo zasedenost cˇakalne vrste smo dosegli pri cˇasu 107 s, in sicer 75 zahtev,
ko so bile prejete vse generirane zahteve. Sledila je strezˇba zahtev, ki so se nahajale v
cˇakalni vrsti in s tem tudi praznjenje cˇakalne vrste.
Slika 5.3 Spreminjanje sˇtevila zahtev v FIFO vhodni cˇakalni vrsti.
Slika 5.4 Cˇakalni cˇas posamezne zahteve v FIFO vhodni cˇakalni vrsti.
Graf 5.5 prikazuje povprecˇni cˇakalni cˇas zahtev v cˇakalni vrsti glede na prioriteto
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zahtev. Opazimo, da je cˇakalni cˇas za vse prioritete zahtev priblizˇno enak, saj FIFO
strezˇna disciplina ne uposˇteva prioritet in vse zahteve obravnava enako. Graf 5.6 pri-
kazuje povprecˇno latenco zahtev. Iz grafov 5.5 in 5.6 lahko opazimo, da najvecˇ cˇasa
prispeva cˇakalni cˇas v cˇakalni vrsti in sicer 97% cˇasa latence.
Slika 5.5 Povprecˇni cˇakalni cˇas zahtev v vhodni cˇakalni vrsti.
Slika 5.6 Povprecˇna latenca zahtev.
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5.3 SP analiza M/M/1/s sistema
Sledi opis izvedbe simulacij in analiza rezultatov simulacij SP razvrsˇcˇevalnega algoritma.
5.3.1 Simulacija
Slika 5.2 prikazuje model strezˇnega sistema M/M/1/s s prioritetno strezˇno disciplino.
Modul source generira zahteve s 4 razlicˇnimi prioritetami. Modul queue vsebuje algo-
ritem s prioriteto, ki ima poleg vhodne cˇakalne vrste sˇe 4 cˇakalne vrste z razlicˇnimi
prioritetami. Razvrsˇcˇevalni algoritem zahtevo iz vhodne cˇakalne vrste razvrsti v eno iz
med 4 prioritetnih cˇakalnih vrst glede na prioriteto zahtev. Primer: zahtevi z najviˇsjo
prioriteto se dodeli cˇakalna vrsta z najviˇsjo prioriteto. Vrstni red jemanja zahtev je
dolocˇen s prioriteto. Najprej so potrezˇene zahteve iz cˇakalne vrste z najviˇsjo prioriteto,
nazadnje pa tiste iz cˇakalne vrste z najnizˇjo prioriteto. Zahteve znotraj iste cˇakalne vrste
imajo enako prioriteto in so postrezˇene po principu FIFO.
5.3.2 Rezultati
Na grafu 5.7 je prikazan povprecˇni cˇakalni cˇas zahtev v cˇakalnih vrstah. Zahtevem z
visoko prioriteto 3 in 4 se je cˇas cˇakanja zmanjˇsal na racˇun zahtev z najnizˇjo prioriteto.
S tem smo zagotovili boljˇso kakovost storitve zahtevam z viˇsjo prioriteto. Opazimo
stradanje zahtev z najnizˇjo prioriteto, kjer se je cˇas cˇakanja trikrat povecˇal v primerjavi
s FIFO strezˇno disciplino. Na grafu 5.8 je prikazana povprecˇna latenca zahtev. Pri
zahtevah z najviˇsjo prioriteto cˇas cˇakanja predstavlja le sˇe 35% cˇasa latence, med tem
ko pri zahtevah z najnizˇjo prioriteto znasˇa 99%, kar je razvidno iz grafov 5.7 in 5.8.
Slika 5.7 Povprecˇen cˇakalni cˇas zahtev v cˇakalnih vrstah.
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tezˇa
cˇakalna vrsta s prioriteto 4 4
cˇakalna vrsta s prioriteto 3 3
cˇakalna vrsta s prioriteto 2 2
cˇakalna vrsta s prioriteto 1 1
Tabela 5.3 Obtezˇitev cˇakalnih vrst.
Slika 5.8 Povprecˇna latenca zahtev.
5.4 WRR analiza M/M/1/s sistema
Sledi opis izvedbe simulacij in analiza rezultatov simulacij WRR razvrsˇcˇevalnega algo-
ritma.
5.4.1 Simulacija
Slika 5.2 prikazuje model strezˇnega sistema M/M/1/s z obtezˇenim krozˇnim razvsˇcˇanjem.
Modul source generira zahteve s 4 razlicˇnimi prioritetami. Modul WRRQueue vsebuje
poleg vhodne cˇakalne vrste sˇe 4 cˇakalne vrste, ki so razlicˇno obtezˇene. Obtezˇitev cˇakalnih
vrst je prikazana v tabeli 5.3. Razvsˇcˇevalni algoritem zahtevo iz vhodne cˇakalne vrste
razvrsti v eno iz med 4 cˇakalnih vrst glede na prioriteto zahtev. Znotraj iste cˇakalne
vrste se nahajajo zahteve z enako prioriteto. Razvrsˇcˇevalnik nato v vsakem ciklu obiˇscˇe
posamezno cˇakalno vrsto, kjer v strezˇbo posˇlje sˇtevilo zahtev dolocˇeno z utezˇjo cˇakalne
vrste.
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5.4.2 Rezultati
Na grafih 5.9 in 5.10 so prikazani rezultati povprecˇne latence in povprecˇnih cˇakalnih cˇasov
zahtev v cˇakalni vrsti. Opazimo zmanjˇsanje cˇasa cˇakanja in latence pri zahtevah z viˇsjo
prioriteto, kar pripomore k boljˇsemu zagotavljanju kakovosti storitve. Cˇas cˇakanja zahtev
z nizˇjo prioriteto se zato povecˇa, vendar s krozˇnim razvrsˇcˇanjem preprecˇimo stradanje
zahtev z nizko prioriteto za razliko od prioritetnega razvrsˇcˇanja, kot je prikazano na
grafih 5.9 in 5.7.
Slika 5.9 Povprecˇen cˇakalni cˇas zahtev v cˇakalni vrsti.
Slika 5.10 Povprecˇna latenca zahtev.
5.5 Povzetek rezultatov simulacij
Rezultati simulacij so pokazali, da cˇas cˇakanja v cˇakalnih vrstah mocˇno vpliva na zaka-
snitev zahtev. Najbolje se je obnesel algoritem obtezˇenega krozˇnega razvrsˇcˇanja, ki je
zagotovil boljˇso kakovost storitve zahtevam z viˇsjo prioriteto in hkrati preprecˇil strada-
nja zahtev z nizko prioriteto. Algoritem bi bil primeren za toge aplikacije kot so prenos
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zvoka in videa v realnem cˇasu, ki so obcˇutljive na zakasnitve. Pri FIFO strezˇni disciplini
opazimo, da ne pripomore k izboljˇsanju kakovosti storitve, saj ne uposˇteva prioritete
prometa. Taksˇen algoritem je enostavno implementirati in se uporablja v omrezˇjih, kjer
nastopajo elasticˇne aplikacije, ki niso obcˇutljive na zakasnitve. Tezˇave se pojavijo pri pro-
metu, ki potrebuje vecˇji delezˇ omrezˇnih virov za boljˇso kakovost storitve, kar pa FIFO
strezˇna disciplina ne omogocˇa. To nam omogocˇa algoritem s prioritetnim razvrsˇcˇanjem,
ki je zagotovil najboljˇso kakovost storitev zahtev z visoko prioriteto, vendar na racˇun
stradanja zahtev z najnizˇjo prioriteto. Algoritem bi bil primeren za manj obremenjena
omrezˇja, kjer bi bila prepustnost dovolj velika, da bi preprecˇili stradanje zahtev z najnizˇjo
prioriteto.
5.6 Orodje OMNeT++
Za izvedbo simulacij smo uporabili orodje OMNeT++ [19], ki je sestavljeno iz knjizˇnic
implementiranih v programskem jeziku C++. Orodje nam omogocˇa postavitev simula-
cijskega modela, izvedbo simulacije, zbiranje in analizo rezultatov simulacije. Vsebuje
komponente napisane v programskem jeziku C++, ki se povezujejo v viˇsje module in
komponente modela z uporabo jezika NED (angl. NEtwork Description). Konfiguracijo
nastavitev za izvajanje simulacije dolocˇimo v datoteki s koncˇnico ini. Poznamo enostavne
in sestavljene module, ki so lahko sestavljeni iz enega ali vecˇ enostavih ali ostalih sesta-
vljenih modulov. Funkcionalnost modulov dolocˇa programska koda C++. Moduli med
seboj komunicirajo s posˇiljanjem sporocˇil preko vrat in povezav. Pri eksperimentu smo







Modul cSimpleModule predstavlja podrazred, ki je izpeljan iz razreda cModule. Iz ra-
zreda cSimpleModule izhajajo enostavni moduli. Modul ima deklarirane sledecˇe metode:
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initialize(); omogocˇa inicializacijo; klicˇe se po kreiranju modula pred prvim dogod-
kom;
handleMessage(cMessage *msg); klic ob vsakem sprejemu sporocˇila; dolocˇa odziv
na prejeto sporocˇilo;
finish(); klic ob koncu simulacije; metoda primerna za obdelavo podatkov prido-
bljenih iz simulacije;
5.6.2 cMessage
Objekt cMessage predstavlja dogodek oziroma sporocˇilo, ki se prenasˇa med moduli.
Nastavimo mu lahko sledecˇe atribute: tip sporocˇila, prioriteta in cˇasovni zˇig. Vsako
sporocˇilo hrani informacije, kdaj je bilo poslano, cˇas prejema, cˇas ko je bilo sporocˇilo
nazadnje poslano, sˇtevilko prejemnih vrat in modula. Za posˇiljanje in brisanje sporocˇil
so na voljo sledecˇe metode:
send(cMessage *msg, cGate *outputgate); posˇlje sporocˇilo na izhodna vrata;
sendDelayed (cMessage *msg, simtime t delay, int gateid); posˇiljanje sporocˇil z
zakasnitvijo;
scheduleAt(simtime t t, cMessage *msg); po cˇasu t modul posˇlje sporocˇilo samemu
sebi;
cancelEvent (cMessage *msg); preklic dogodka, ki je bil poslan samemu sebi;
cancelAndDelete(cMessage *msg); omogocˇa preklic in brisanje dogodka.
5.6.3 cDatarateChannel
cDatarateChannel predstavlja prenosni kanal med razlicˇnimi moduli. Dolocˇimo lahko
zakasnitve, verjetnost napak in pasovno sˇirino prenosnega kanala.
5.6.4 cGate
cGate predstavlja vrata, ki so obicˇajno med seboj povezana preko povezav. Poznamo tri
vrste vrat, in sicer vhodna, izhodna in dvosmerna vrata.
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5.6.5 cQueue
Razred cQueue predstavlja cˇakalno vrsto, kamor se shranjujejo zahteve. Privzeto deluje
po principu FIFO, kjer z metodo insert() vstavljamo zahteve v cˇakalno vrsto in metodo
pop(), s katero jemljemo zahteve iz cˇakalne vrste. Lahko ji dolocˇimo, da deluje kot prio-
ritetna cˇakalna vrsta. V tem primeru je potrebno implemetirati funkcijo za primerjanje
prioritet, ki jo podamo v konstruktorju ob kreiranju cˇakalne vrste. Cˇakalni vrsti lahko
dolocˇimo kapaciteto. Na voljo imamo sˇe nekatere preostale metode, kot so:
clear(); pobriˇse sporocˇila v cˇakalni vrsti;
isEmpty(); uporablja se za preverjanje praznosti cˇakalne vrste;
length(); pove nam dolzˇino cˇakalne vrste.
Vsa programska koda je prilozˇena originalu diplomskega dela v originalni obliki.
6 Zakljucˇek
V diplomskem delu smo spoznali delovanje algoritmov, ki skrbijo za razvrsˇcˇanje zahtev
v cˇakalnih vrstah. Izbrane algoritme smo nato tudi implementirali in izvedli simulacije
za njihovo primerjavo. Preden smo se tega lotili, smo se spoznali z osnovnimi pojmi
teorije strezˇbe, kjer imajo pomembno vlogo vhodne cˇakalne vrste, ki hranijo pakete pre-
den gredo v strezˇbo. Za obicˇajen promet v omrezˇju, kjer nastopajo elasticˇne aplikacije,
nam zadostuje najpreprostejˇsa FIFO strezˇna disciplina. Toge aplikacije, ki delujejo v
realnem cˇasu, (primer je prenos zvoka in videa), so zelo obcˇutljive na zakasnitve. Zaka-
snitve so sestavljene iz fiksnega in spremenljivega dela. Na fiksni del z razvrsˇcˇevalnimi
algoritmi ne moremo vplivati, saj je odvisen od hitrosti in dolzˇine fizicˇnih povezav med
posˇiljateljem in prejemnikom. Lahko pa vplivamo na spremenljivi del zakasnitve, ki je
odvisen od cˇakalnih cˇasov zahtev v cˇakalnih vrstah na poti med posˇiljateljem in prejemni-
kom. Potrebni so naprednejˇsi algoritmi, ki nam omogocˇajo boljˇsi pretok prometa z viˇsjo
prioriteto in s tem pripomorojo k izboljˇsanju kakovosti storitve. Z vidika toerije strezˇbe
smo predstavili dva primera realnih strezˇnih sistemov M/M/1/s in M/M/m/m. Zaradi
koncˇne cˇakalne vrste gre za izgubna sistema. Spoznali smo se z razlicˇnimi razvrsˇcˇevalnimi
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algoritmi. Za simulacijo smo izbrali M/M/1/s strezˇni izgubni sistem. Preden smo se lo-
tili eksperimenta, smo preucˇili 3 obstojecˇe izvedbe simulacij razvrsˇcˇevalnih algoritmov.
Za primerjavo smo izbrali tri algoritme, in sicer FIFO algoritem, algoritem s prioriteto
in algoritem z obtezˇenim krozˇnim razvrsˇcˇanjem. Nasˇtete algoritme smo implemetirali
v programskem orodju OMNeT++, ki nam poleg implementacije omogocˇa tudi izvedbo
simulacije in analizo rezultatov. Rezultati simulacij so pokazali, da ima cˇas cˇakanja v
cˇakalnih vrstah velik vpliv na zakasnitve. Najbolje se je obnesel algoritem z obtezˇenim
krozˇnim razvrsˇcˇanjem, ki je poleg izboljˇsanja kakovosti storitev zahtev z viˇsjo prioriteto,
omogocˇil tudi prepustnost zahtevam nizˇje prioritete. FIFO algoritem je obravnaval ves
promet enako in je primeren za obicˇajen promet, kjer ni potrebe po visoki stopnji kako-
vosti storitve. Za cˇasovno kriticˇne aplikacije, ki delujejo v realnem cˇasu, bi se najbolje
obnesel algoritem s prioriteto, ki zagotavlja visoko stopnjo kakovosti storitve zahtev z
visoko prioriteto na racˇun zahtev z nizko prioriteto. Slabost taksˇnega algoritma je stra-
danje prometa z nizko prioriteto. Tukaj se srecˇamo z vprasˇanjem ali so pridobitve zahtev
z viˇsjo prioriteto vecˇje, kot pa izgube na racˇun zahtev z nizˇjo prioriteto. Taksˇen pristop je
nujno potreben pri elasticˇnih aplikacijah, ki potrebujejo viˇsjo stopnjo kakovosti storitve,
pri tem pa zˇelimo cˇim manjˇse izgube togih aplikacij, ki bi bile sˇe sprejemljive za koncˇnega
uporabnika. Zavedati se moramo, da s simulacijo popolnih realnih razmer zˇal ne mo-
remo dosecˇi. Nadaljne raziskave bi lahko bile narejene v smeri nadgradnje obstojecˇih
algoritmov ter izvedba meritev v realnem omrezˇju.
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