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me recebeu de forma muito amigável e que introduziu diversas contribuições no meu
trabalho mesmo num curto peŕıodo de conv́ıvio.
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7.2 Análise emṕırica . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
7.2.1 Avaliação do algoritmo CDAS-MOPSO . . . . . . . . . . . . . . . . 120
7.2.2 Comparação dos métodos de ranking e a Combinação de Rankings . 135
7.2.3 Ranking-SMPSO X CDAS-MOPSO . . . . . . . . . . . . . . . . . . 141
7.2.4 Avaliação dos métodos de arquivamento aplicados ao MOPSO . . . 148
7.2.5 Ideal versus CDAS . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
7.2.6 Avaliação do arquivador hiperplano . . . . . . . . . . . . . . . . . . 162
7.2.7 Avaliação do algoritmo I-Multi . . . . . . . . . . . . . . . . . . . . 165
7.2.7.1 Região de busca . . . . . . . . . . . . . . . . . . . . . . . 166
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RESUMO
Problemas de otimização multiobjetivo possuem mais de uma função objetivo que estão
em conflito. Devido a essa caracteŕıstica, não existe somente uma melhor solução, mas
sim um conjunto com as melhores soluções do problema, definidas pelos conceitos da te-
oria da Otimalidade de Pareto. Algoritmos Evolucionários Multiobjetivo são aplicados
com sucesso em diversos Problemas de Otimização Multiobjetivo. Dentre esses algo-
ritmos, os baseados na Otimização por Nuvem de Part́ıculas Multiobjetivo (MOPSO)
apresentam bons resultados para problemas multiobjetivo e se destacam por possuirem
caracteŕısticas espećıficas, como a cooperação entre as part́ıculas da população. Porém,
quando o número de funções objetivo cresce, os algoritmos evolucionários multiobjetivo
baseados em dominância de Pareto encontram algumas dificuldades em definir quais são
as melhores soluções e não efetuam uma busca que converge para as soluções ótimas do
problema. A Otimização com muitos objetivos é uma área nova que visa propor novos
métodos para reduzir a deterioração da busca desses algoritmos em problemas de oti-
mização com muitos objetivos (problemas com mais de três funções objetivo). Assim,
motivado por esse campo de pesquisa ainda em aberto e pelo fato da meta-heuŕıstica
MOPSO ser pouco utilizada na Otimização com Muitos Objetivos, este trabalho de dou-
torado contribúı com a proposta de novas métodos e algoritmos que buscam explorar três
diferentes aspectos da Otimização por Nuvem de Part́ıculas Multiobjetivo: uso de novas
relações de preferências, métodos de arquivamento e algoritmos MOPSO com múltiplos
enxames. Neste estudo, é feita uma análise emṕırica que utiliza um conjunto de indica-
dores de qualidade e problemas de benchmark com o intuito de analisar aspectos como
convergência e diversidade da busca dos algoritmos utilizados. Por fim, esta tese traça os
principais caminhos que serão seguidos nos trabalhos futuros.




Multiobjective Optimization Problems have more than one objective function that are
often in conflict. Therefore, there is no single best solution, but a set of the best solutions
defined by the concepts of Pareto Optimality theory. Multiobjective Evolutionary Algo-
rithms are applied successfully in several Multiobjective Optimization Problems. Among
these algorithms, we highlight those based on Multiobjective Particle Swarm Optimization
(MOPSO), since they have good results for multiobjective problems and exhibit unique
characteristics such as cooperation among individuals of the population. However, Multi-
Objective Evolutionary Algorithms scale poorly when the number of objectives increases.
Many-Objective Optimization Problems are problems that have more than three objec-
tive functions. Many-Objective Optimization is a new area, which aims to propose new
methods to reduce the deterioration of these algorithms. Thus, motivated by this research
field still open and the fact that MOPSO algorithms are still underused in Many-Objective
Optimization, this work aims to propose new methods for MOPSO metaheuristic applied
to this context. The main contribution of this PhD work is the proposal of new methods
and algorithms that seek to explore three different aspects of MOPSO metaheuristic: the
use of new preference relations, exploring methods of archiving and exploring multi-swarm
algorithms. Another important feature presented in this thesis are the empirical analyzes
used to validate all new techniques. In this study, we use a set of quality indicators and
benchmark problems in order to analyze aspects such as convergence and diversity of the
search. Finally, this thesis outlines the main paths that will be followed in future work.





Os Problemas de Otimização Multiobjetivo, (MOP, do inglês Multi-Objective Optimization
Problems) possuem mais de uma função objetivo. Nestes problemas, as funções objetivo
que são otimizadas são conflitantes, logo não há somente uma melhor solução, mas um
conjunto com as melhores soluções. Para obter esse conjunto de soluções é utilizada a
Teoria da Otimalidade de Pareto [20].
Esses problemas têm sido resolvidos através de diversos de Algoritmos Evolucionários
Multiobjetivo (MOEAs, do inglês Multi-Objective Evolutionary Algorithms) [20]. MOEAs
incorporam um mecanismo de seleção, geralmente baseado nos conceitos da Otimalidade
de Pareto, com o objetivo de preservar as melhores soluções encontradas durante a busca e
continuar um progresso em direção às soluções ótimas do problema. Além disso, esses algo-
ritmos adotam mecanismos para a preservação da diversidade, para evitar a convergência
para uma só solução. Nessa área, diferentes meta-heuŕısticas são utilizadas com sucesso,
como as Abordagens Evolucionárias [41], Otimização por Nuvem de Part́ıculas (PSO,
do inglês Particle Swarm Optimization) [54], Sistemas Imunológicos Artificiais (AIS, do
inglês Artificial Immune Systems) [26].
O PSO é uma meta-heuŕıstica populacional utilizada para resolver diversos proble-
mas de otimização. Os algoritmos PSO são projetados para prover soluções robustas
e escaláveis. Essa meta-heuŕıstica é inspirada no comportamento do voo de pássaros
em busca de alimento. Um indiv́ıduo no PSO, chamado de part́ıcula, usa regras sim-
ples para controlar suas ações e através de interações com todo o grupo é gerado um
comportamento emergente. Essas caracteŕısticas permitem o uso do PSO para proble-
mas multiobjetivo [79]. A Otimização por Nuvem de Part́ıculas Multiobjetivo, MOPSO
(do inglês Multi-Objective Particle Swarm Optimization) busca aplicar conceitos da Oti-
mização Multiobjetivo em algoritmos PSO.
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No entanto, a maioria dos MOEAs propostos, inclusive os baseados no PSO, é restrita
a problemas com duas ou três funções objetivo. Recentemente, cresceu o interesse na
pesquisa em trabalhos que lidam com um número grande de objetivos (maior do que
três) devido à limitação dos MOEAs tradicionais quando utilizados neste contexto [46].
Quando o número de objetivos cresce há um aumento no número do conjunto das melhores
soluções. Com um maior número de soluções, ocorre a deterioração da busca dos MOEAs,
pois esses algoritmos enfrentam dificuldades em identificar e gerar as melhores soluções, o
que prejudica o processo de seleção. Logo, se não houver um boa seleção das soluções não
há um progresso cont́ınuo em direção às soluções ótimas e não há convergência na busca.
Além disso, o número de soluções necessárias para se aproximar do melhor resultado
cresce exponencialmente [46] [82]. Assim, novos trabalhos têm sido propostos buscando
atenuar a deterioração dos MOEAs para esses problemas. A área que visa estudar novas
técnicas para problemas com muitos objetivos é chamada de Otimização com Muitos
Objetivos ou Many-Objective Optimization. Problemas com mais de três funções objetivo
são chamados de Problemas de Otimização com Muitos Objetivos, ou Many-Objetive
Optimization Problems (MaOPs).
1.1 Motivações e metodologia
Este trabalho de doutorado tem como objetivo propor novas estratégias para reduzir as
limitações de MOEAs em problemas com muitos objetivos. Além disso, o objetivo é
propor novos métodos aplicados à Otimização por Nuvem de Part́ıculas. Este estudo é
motivado por:
• A Otimização com Muitos Objetivos é uma área de estudo nova e ainda possui
diversos campos de pesquisa em aberto. Nessa área, poucas técnicas foram propos-
tas [1], [27], [47], [81], [82] e ainda não há uma solução definitiva para a deterioração
dos MOEAs.
• A Otimização por Nuvem de Part́ıculas é uma meta-heuŕıstica que vem sendo apli-
cada com sucesso em Problemas de Otimização Multiobjetivo [15], [35]. O PSO
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possui caracteŕısticas importantes que podem ser exploradas para a proposta de
novos métodos, como por exemplo, o mecanismo de troca de informação entre as
part́ıculas ou a possibilidade de se utilizar diversas populações em uma só execução.
• Poucos trabalhos da literatura utilizam o PSO para problemas com muitos objeti-
vos [59], [85].
Assim, através dessa motivação, são definidos os objetivos deste trabalho:
• Estudar trabalhos da área da Otimização Evolucionária Multiobjetivo (EMO, do
inglês Evolutionary Multi-Objective Optimization) especialmente os trabalhos que
lidam com a Otimização com Muitos Objetivos e com a Otimização por Nuvem de
Part́ıculas.
• Aplicar técnicas da Otimização com Muitos Objetivos da literatura em algoritmos
PSO e explorar estes novos algoritmos em Problemas de Otimização com Muitos
Objetivos. Este passo busca identificar se as técnicas da literatura funcionam quando
aplicadas a uma meta-heuŕıstica cooperativa.
• Propor novos métodos para Otimização com Muitos Objetivos, especialmente pro-
jetados para algoritmos MOPSO.
• Executar um conjunto de estudos emṕıricos utilizando problemas com muitos ob-
jetivos e medidas de desempenho, com ênfase na análise de aspectos como a con-
vergência e a diversidade da busca de MOEAs. Esses estudos têm como objetivo
a consolidação do conhecimento adquirido na aplicação do PSO em problemas com
muitos objetivos e do funcionamento dos métodos da literatura. Além disso, eles
são de fundamental importância para avaliar se as técnicas propostas são úteis para
problemas com muitos objetivos.
1.2 Contribuições da tese
Definidos os objetivos, as principais contribuições desta tese são:
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• Apresentar uma revisão bibliográfica e discussão dos principais trabalhos relaciona-
dos da Otimização com Muitos Objetivos e da Otimização por Nuvem de Part́ıculas.
• Propor novos métodos para a Otimização com Muitos Objetivos.
• Propor novos algoritmos MOPSO apropriados para Otimização com Muitos Obje-
tivos.
• Análise emṕırica para a validação dos métodos e algoritmos propostos.
A primeira contribuição refere-se aos dois próximos caṕıtulos desta tese. Esses caṕıtulos
descrevem os principais conceitos da Otimização com Muitos Objetivos e da Otimização
por Nuvem de Part́ıculas. Além disso, os principais trabalhos relacionados são discutidos,
bem como são definidos os desafios e caminhos tomados no desenvolvimento da tese.
A principal contribuição desta tese é a proposta de novos métodos e algoritmos espe-
cialmente direcionados para a Otimização com Muitos Objetivos. O desenvolvimento foi
dividido em três partes: novas relações de preferência [16], métodos de arquivamento [9]
e múltiplos enxames [36].
As novas relações de preferência compreenderam o uso de novas relações de preferência
em algoritmos MOPSO. Essas novas relações têm o objetivo de induzir uma nova or-
denação das soluções e com isso evitar a deterioração de MOEAs em Problemas de Oti-
mização com Muitos Objetivos. Nesta etapa se destacam o uso da técnica Controle da
Área de Dominância das Soluções [81] em um algoritmo MOPSO e proposta de novos
métodos de ranking [23] chamados de Balanced Ranking e Combinação de Rankings.
Através do uso dessas técnicas em algoritmos MOPSO são desenvolvidos os algoritmos
Ranking-SMPSO [25] e CDAS-MOPSO [16].
O estudo dos métodos de arquivamento tem como principal objetivo explorar uma
caracteŕıstica importante de algoritmos MOPSO. O arquivamento de soluções é uma ta-
refa executada por diversos MOEAs [64], porém possui importância na meta-heuŕıstica
MOPSO. O objetivo é desenvolver novos métodos de arquivamento que permitam diminuir
a deterioração da busca de algoritmos MOPSO em MaOPs. Nesse contexto são propostos
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os métodos Arquivador Ideal [7], Arquivador Distribúıdo, Arquivador Distribúıdo pela
Busca [9] e Arquivador Hiperplano.
Por fim, o último conjunto de algoritmos desenvolvidos nesta tese utiliza conceitos
de múltiplos enxames. Múltiplos Enxames [36] são utilizados em algoritmos PSO com
o objetivo de diminuir a complexidade da busca. Com esse objetivo, são desenvolvidos
algoritmos que buscam combinar diferentes métodos de arquivamento em um ambiente
com múltiplos enxames. Os algoritmos são chamados de Multi-Swarm Baseado em Ar-
quivadores, Multi-Swarm com Arquivo Externo Compartilhado e Iterated Multi-Swarm,
I-Multi e compõem as qualidades de diferentes métodos de arquivamento para melhorar
a busca de algoritmos MOPSO.
Para a avaliação de todos os métodos e algoritmos desenvolvidos nesta tese, é apre-
sentado um conjunto de experimentos que efetuam uma análise emṕırica dos resultados
obtidos. Essa análise emṕırica aplica os algoritmos desenvolvidos em diferentes problemas
artificiais com muitas funções objetivo e utiliza diferentes indicadores de qualidade. O
principal objetivo é identificar se os métodos propostos realmente reduzem a deterioração
da busca e se é posśıvel obter bons resultados em termos de convergência e diversidade
em cenários com muitos objetivos.
Este conjunto de algoritmos e as respectivas análises emṕıricas geraram um conjunto de
publicações em revistas e conferências da área em [7], [8], [9], [13], [14], [16], [17], [25], [52]
e [53].
1.3 Organização da tese
O restante desta tese está organizada seguinte maneira:
Caṕıtulo 2 - Otimização Multiobjetivo e Otimização com Muitos Objetivos:
Esse caṕıtulo apresenta os principais conceitos da Otimização Multiobjetivo e Otimização
com Muitos Objetivos. Nele são discutidos os conceitos básicos para o entendimento do
trabalho desenvolvido nesta tese. Além disso, é feita uma revisão dos principais trabalhos
relacionados da área com o objetivo de delinear os principais desafios enfrentados.
Caṕıtulo 3 - Otimização por Nuvem de Part́ıculas Multiobjetivo: Nesse
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caṕıtulo a meta-heuŕıstica utilizada no desenvolvimento da tese, a Otimização por Nuvem
de Part́ıculas Multiobjetivo, é discutida. A terminologia básica é apresentada, bem com
são discutidos os principais conceitos da meta-heuŕıstica, como escolha do ĺıder, equações
de movimento e métodos de arquivamento. Da mesma forma que no caṕıtulo anterior, é
feita uma revisão dos principais trabalhos da literatura que são utilizados como guia no
desenvolvimento dos métodos propostos.
Caṕıtulo 4 - Novas Relações Preferências Aplicadas à meta-heuŕıstica MOPSO
na Otimização com Muitos Objetivos: Nesse caṕıtulo os novos métodos e os no-
vos algoritmos baseados em novas relações de preferência são propostos. O uso de novas
relações de preferências é um dos principais caminhos adotados para resolver Problemas
com Muitos Objetivos na literatura. Esse caṕıtulo apresenta a aplicação de métodos da
literatura em algoritmo MOPSO, bem como a proposta de novos métodos. Nesse caṕıtulo
são apresentados os algoritmos Ranking-SMPSO, CDAS-MOPSO e os métodos Balanced
Ranking e a Combinação de Rankings.
Caṕıtulo 5 - Explorando Métodos de Arquivamento: Métodos de arquiva-
mento são importantes na meta-heuŕıstica MOPSO e diferentes métodos já foram propos-
tos na literatura. Nesse caṕıtulo são propostos quatro novos métodos que buscam reduzir
a deterioração de algoritmos MOPSO quando aplicados a MaOPs. São apresentados os
métodos Arquivador Ideal, Arquivador Distribúıdo, Arquivador Distribúıdo pela Busca e
Arquivador Hiperplano.
Caṕıtulo 6 - Explorando Múltiplos Enxames e Métodos de Arquivamento:
Esse caṕıtulo apresenta os algoritmos Multi-Swarm Baseado em Arquivadores, Multi-
Swarm com Arquivo Externo Compartilhado e Iterated Multi-Swarm que exploram a
meta-heuŕıstica MOPSO com múltiplos enxames. Esses algoritmos têm como principal
caracteŕıstica compor diferentes métodos de arquivamento através de múltiplos enxames.
Caṕıtulo 7 - Avaliação Emṕırica dos Métodos Propostos: Nesse caṕıtulo
são apresentados os conjuntos de experimentos utilizados para validar todos os métodos
propostos na tese. São efetuadas análises emṕıricas com o objetivo de avaliar cada técnica
proposta, bem como confrontá-las entre si e com algoritmos da literatura.
7
Caṕıtulo 8 - Conclusões: Por fim, esse caṕıtulo apresenta as considerações finais
desta tese e planeja posśıveis trabalhos futuros.
1.4 Notas sobre terminologia
Esta tese utiliza diversas palavras e expressões em inglês tais como fitness, benchmark,
swarms, entre outros, bem como alguns acrônimos derivados do inglês como PSO, MOPSO,
EMO, MaOPs. Foi definido deixar esses termos em inglês devido ao seu uso comum na




OTIMIZAÇÃO MULTIOBJETIVO E OTIMIZAÇÃO COM
MUITOS OBJETIVOS
Este caṕıtulo apresenta as definições da Otimização Multiobjetivo e da Otimização com
Muitos Objetivos. Além disso, é feita uma análise dos principais trabalhos da área e
apresentados os desafios que serão enfrentados nesta tese. O caṕıtulo está organizado
da seguinte forma: a Seção 2.1 discute a Otimização Multiobjetivo, bem como apresenta
análise de alguns trabalhos relacionados. O tema principal de estudo nesta tese, a Oti-
mização com Muitos Objetivos, é discutido na Seção 2.2. Por fim, as considerações finais
desse caṕıtulo são apresentadas na Seção 2.3.
2.1 Otimização multiobjetivo
Um Problema de Otimização Multi-Objetivo (MOP, do inglês Multi-Objective Optimiza-
tion Problem) envolve a satisfação simultânea de duas ou mais funções objetivo. Nestes
problemas, as funções objetivo que são otimizadas estão em conflito1, ou seja, se um valor
de uma função objetivo melhora, em geral, o valor de outra função objetivo piora. Isso
representa que não há somente uma melhor solução, mas um conjunto com as melhores
soluções. Para obter esse conjunto de soluções é utilizada a Teoria da Otimalidade de
Pareto [20]. O problema multi-objetivo geral, de minimização e sem restrições, é definido
a seguir.
Um vetor de variáveis de decisão −→x é o conjunto de valores numéricos que serão
escolhidos pelo problema de otimização (uma solução do problema). O vetor −→x ∈ Ω, onde
Ω é o conjunto das soluções posśıveis do problema, é denotado por −→x = (x1, x2, ..., xn),
1O termo otimizar corresponde a determinar um conjunto de soluções as quais apresentem os melhores
valores posśıveis para as funções objetivos ou os valores das funções que sejam aceitáveis para o tomador
de decisão. A etapa da tomada de decisão é um dos estágios da otimização multi-objetivo e o tomador
de decisão é o responsável por escolher, dentre todas as soluções geradas, uma única solução [20]
9
onde n é a dimensão do vetor de variáveis de decisão e xi é o i-ésimo valor pertencente a
este vetor. Num problema de otimização, a qualidade de uma posśıvel solução é definida
através de alguns critérios. Esses critérios são expressos através de funções computáveis
das variáveis de decisão, que são chamadas de funções objetivo, denotadas por fj(
−→x ),
F : Rn → R.
Em problemas multiobjetivo há várias funções objetivo, assim é utilizado um vetor
de funções objetivo
−−→
f(−→x ) ∈ Λ, onde Λ é o espaço do vetor das funções objetivo para o
problema. A otimização multiobjetivo é definida por:
Minimize
−−→
f(−→x ) = (f1(−→x ), f2(−→x )..., fm(−→x )) (2.1)
onde m é o número de funções objetivo do problema (dimensão de Λ ) e fj(
−→x ) é a j-
ésima função objetivo. Para cada solução −→x no espaço das variáveis de decisão, existe
um mapeamento para o vetor
−−→
f(−→x ) no espaço das funções objetivo, F : Rn → Λ.
A Otimizaç~ao Multiobjetivo [20] tem como propósito otimizar as m funções obje-
tivo simultaneamente com o objetivo de encontrar um conjunto de soluções que represen-
tam um melhor compromisso entre os objetivos. Assim, nesse conjunto de soluções, para
cada solução −→x não é posśıvel diminuir o valor de uma função objetivo sem que haja o
aumento de pelo menos outra função. Em problemas multiobjetivo o ótimo é definido
através de termos como Ótimo de Pareto, Dominância de Pareto, Conjunto Ótimo de
Pareto e Fronteira de Pareto [20].
Definição 1, Dominância de Pareto: Dados
−−→
f(−→x ) = (f1(−→x ), f2(−→x )..., fm(−→x )) e
−−→









se e somente se (minimização):
∀i ∈ {1, 2, ...,m} : fi(−→x ) ≤ fi(−→y ), e ∃i ∈ {1, 2, ...,m} : fi(−→x ) < fi(−→y )
−−→
f(−→x ) é dito não dominado se não existe nenhum
−−→
f(−→y ) que domine
−−→
f(−→x ).
Definição 2, Ótimo de Pareto: Dada a solução −→x ∈ Ω, com vetor de funções
objetivo
−−→
f(−→x ) = (f1(−→x ), f2(−→x )..., fm(−→x )), −→x é dito Pareto Ótimo se e somente se não
10
existe −→y ∈ Ω, com vetor de funções objetivo
−−→




f(−→x ). Ou seja, −→x é dito Pareto Ótimo se o seu vetor de funções objetivo é não
dominado. Uma solução que é Ótimo de Pareto possui um vetor de funções objetivos que
não pode ser simultaneamente melhorado.
Definição 3, Conjunto Pareto Ótimo: Para um MOP, o Conjunto Pareto Ótimo,
P ∗, é o conjunto das melhores soluções em Ω, ou seja, é o conjunto das soluções Pareto
Ótimo do problema. P ∗ é definido como:





Definição 4, Fronteira de Pareto: Cada solução em P ∗ possui uma imagem de um
ponto não dominado em Λ. O conjunto de todos os pontos não dominados no espaço das
funções objetivo é chamado de Fronteira de Pareto (PF, do inglês Pareto Front), definido
por:
PF ∗ := {
−−−→
f(−→x ) | −→x ∈ P ∗} (2.3)
Definição 5, Vetor Ideal: é o vetor que contém os melhores valores posśıveis para
cada função objetivo. O vetor ideal é denotado por:
−−−−→
f 0(−→x ) = [f 01 (−→x ), f 02 (−→x ), ..., f 0m(−→x )] (2.4)
onde f 0i (
−→x ) é o valor ótimo da função objetivo fi(−→x ). Em geral
−−−−→
f 0(−→x ) é um vetor utópico,
geralmente utilizado para definir a melhor posição posśıvel no espaço de objetivos. Porém,
em geral, essa posição não pode ser alcançada.
Definição 6, Vetores Extremos: é o conjunto de vetores que contêm o valor ótimo
para m − 1 funções objetivo e o valor máximo para a j-ésima função (fmaxj (−→x )). Num










−→x ), f 02 (−→x ), ..., fmaxj (−→x ), ..., f 0m(−→x )] (2.5)
onde f 0i (
−→x ) é o valor ótimo da função objetivo fi(−→x ) e fmaxj (−→x ) é o valor máximo para
a função fj(
−→x ). O conjunto com os m vetores
−→
Ej normalmente é usado para representar
um ponto em cada eixo de objetivos.
Definição 7, Joelho da fronteira de Pareto: De forma simples, o joelho da
fronteira de Pareto pode ser definido como um ponto de maior convexividade (uma pro-
tuberância) da curva [24]. Uma discussão detalhada, apresentando os conceitos teóricos
na definição do joelho pode ser encontrada em [24]. Nesta tese, o conceito do joelho será
explorado somente em curvas que definem fronteiras de Pareto simples. A Figura 2.1 mos-
tra o exemplo do joelho para uma curva de uma fronteira de Pareto de minimização. O
joelho é o ponto de maior arqueamento da curva. É comum que o joelho esteja localizado
no meio da curva, o que representa o melhor compromisso entre os valores das funções
objetivo. Nos trabalhos [24] e [47] é discutido que tomadores de decisão em geral preferem
pontos próximos ao joelho da fronteira.
Problemas de Otimização Multiobjetivo são solucionados por diferentes áreas de pes-
quisa. Em geral, MOP são problemas da classe NP-Completo [20]. Neste contexto, a
grande complexidade de MOPs impossibilita o uso de algoritmos de busca tradicionais.
Assim, para esse conjunto de problemas, algoritmos bioinspirados tais como os Algorit-
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mos Evolucionários, entre eles os Algoritmos Genéticos [41], Programação Evolucionária,
bem como outras meta-heuŕısticas, como a Otimização por Nuvem de Part́ıculas [79],
Sistemas Imunológicos Artificiais [26], entre outros, têm sido aplicados com sucesso. Em
geral, este conjunto de algoritmos utiliza uma população de soluções na busca e assim per-
mite a geração de diversos elementos da Fronteira de Pareto em uma só execução. A área
da Otimização Evolucionária Multiobjetivo visa a aplicação de Algoritmos Evolucionários
Multiobjetivo (MOEA, do inglês Multi-Objective Evolutionary Optimization Algorithms)2
para a solução de MOPs.
Os Algoritmos Evolucionários Multiobjetivo modificam os algoritmos evolucionários
de duas maneiras: incorporam um mecanismo de seleção, geralmente baseado nos concei-
tos da Otimalidade de Pareto, e adotam mecanismos para a preservação da diversidade,
para evitar a convergência para uma só solução. Como a maioria dos MOPs são proble-
mas complexos, os MOEAs focam em determinar um conjunto de soluções mais próximo
posśıvel do Conjunto Ótimo de Pareto, denominado de conjunto de aproximação. Por cla-
reza, a imagem deste conjunto de aproximação no espaços das funções objetivo é chamada
de PFaprox e a fronteira de Pareto do problema é chamada de PFreal.
Através destes conceitos pode-se definir que o principal objetivos de um MOEA é gerar
um bom conjunto de soluções para o tomador de decisão, para a seleção do resultado no
espaço de variáveis. Com este intuito, um MOEA utiliza os seguintes meios: (1) preservar
os pontos não dominados e a sua associação no espaço de busca (soluções Pareto ótimo);
(2) manter o progresso do algoritmo na direção da fronteira de Pareto; (3) manter a
diversidade dos pontos no espaço de objetivos e de variáveis (obter uma boa cobertura da
fronteira de Pareto).
Em resumo, um MOEA deve convergir para as melhores soluções do problema, porém
deve cobrir de melhor forma as diferentes regiões para possibilitar a geração de melhor
conjunto para o tomador de decisão.
2Na literatura, em geral, há uma diferenciação entre Algoritmos Evolucionários (baseados na teoria
da evolução das espécies) e as demais meta-heuŕıstica bio-inspiradas (qualquer meta-heuŕıstica que é
inspirada num comportamento biológico, tais como o comportamento formigas, pássaros, abelhas e mesmo
o comportamento evolutivo de espécies. Porém, na literatura multiobjetivo, todos os algoritmos bio-
inspirados que são utilizados para otimizar mais de um objetivo são classificados como MOEAs e essa
será a notação utilizada nesta tese).
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(a) Boa convergência (b) Boa diversidade
Figura 2.2: Representações de conjuntos de aproximação com boa convergência e boa
diversidade. Os pontos indicam as fronteiras aproximadas.
2.1.1 Convergência versus diversidade
Em [20], a convergência de PFaprox para PFreal é definida, de forma simples, como um mo-
vimento crescente de aproximação do conjunto de soluções corrente até PFreal, durante as
iterações do MOEAs (considerando o espaço das funções objetivo). Convergência da busca
de um algoritmo em relação à fronteira de Pareto é observada se a fronteira aproximada
gerada está localizada perto da Fronteira de Pareto. Em contrapartida, aproximação de
PFaprox não é a única qualidade desejada na busca de um MOEAs. Além disso, é interes-
sante que o conjunto de soluções gerado esteja espalhado por diferentes regiões do espaço
de busca. A diversidade em relação à fronteira de Pareto é observada se as soluções estão
distribúıdas por toda a região que a fronteira de Pareto ocupa3.
A Figura 2.2(a) mostra um exemplo de um conjunto de aproximação com boa con-
vergência, pois as soluções estão próximas à fronteira de Pareto. Porém, nesse exemplo
não há uma boa diversidade, pois as soluções estão concentradas em alguns pontos e
não estão bem espaçadas. A Figura 2.2(b) mostra um conjunto de aproximação com a
boa diversidade, espalhado pela região da fronteira de Pareto e bem espaçado, mas sem
convergência, longe da fronteira.
Esses conceitos serão explorados em diversos pontos desta tese. O objetivo deste
3A discussão sobre convergência e diversidade em geral envolve a prova de teoremas que discutem de
maneira formal esses aspectos de algoritmos multiobjetivo. Porém, o objetivo desta seção não é discutir
esses teoremas, mas sim apresentar de maneira simples e prática os aspectos de convergência e diversidade
que são desejáveis em Algoritmos Evolucionários Multiobjetivo. A discussão desses teoremas pode ser
encontrada no Caṕıtulo 6 em [20].
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trabalho é propor novos métodos para Otimização Multiobjetivo que apresentem bons
resultados em termos de convergência e diversidade em relação à fronteira de Pareto. Os
métodos propostos têm como objetivo melhorar o resultado de um MOEA (nesta tese
são explorados os algoritmos baseados na Otimização por Nuvem de Part́ıculas) com o
objetivo que a PFaprox se aproxime mais da fronteira de Pareto real e que esse conjunto
também seja bem diversificado.
2.1.2 Relação de preferência para algoritmos evolucionários mul-
tiobjetivo
MOEAs buscam solucionar problemas de otimização multiobjetivo através de diferentes
formas. Nesses algoritmos, uma função de fitness é utilizada para avaliar as funções
objetivo e determinar quais são as melhores soluções da população em cada iteração do
algoritmo. Essa função de fitness define uma relação de preferência entre as soluções,
utilizada para identificar as regiões do espaço com melhor potencial [47]. Uma relação de
preferência é um mecanismo para decidir se uma solução −→x é prefeŕıvel a uma solução
−→y .
Algoritmos Multiobjetivo utilizam diferentes funções de fitness como relações e pre-
ferência. Em geral, três abordagens de função de fitness se destacam: lexicográfica,
agregaç~ao linear de funç~oes e a abordagens baseadas em dominância de Pareto [39].
A abordagem mais simples é a lexicográfica. Nesse método são definidas prioridades
para os objetivos e cada objetivo é avaliado de acordo com esta prioridade. Assim, na
comparação entre duas soluções, primeiro é feita a comparação com o objetivo com maior
prioridade, caso não haja uma diferença significante para este valor é feita a análise com o
próximo objetivo, e assim por diante. Há também a possibilidade de se escolher a função
objetivo de maior prioridade de forma aleatória em cada iteração do algoritmo.
A vantagem desse método é que os objetivos são analisados separadamente, não há
uma mistura destes valores durante a comparação das soluções e é um método de baixa
complexidade computacional. O problema é que ela introduz novos parâmetros complexos
para o problema: a definição da ordem das soluções e a definição de um valor limite que
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defina se uma solução é melhor que a outra.
Uma outra forma de se trabalhar com problemas multiobjetivo é através da agregação
linear de funções [66]. Nessa abordagem o problema multiobjetivo é convertido em um







onde wi ≥ 0 e j = 0, ...,m são os pesos de cada função objetivo j. Em geral, esses pesos
são normalizados e a soma de todos os pesos é igual a 1. Outra abordagem de ponderação
é de Tchebycheff [66]. O método da soma ponderada considera uma combinação dos
diferentes objetivos através da atribuição de pesos para cada objetivo (vetor
−→
λ ) e a soma





−→x )−−→zj |} (2.7)
onde m é o número de objetivos,
−→
λ é o vetor de pesos,
−−−→
fj(
−→x ) é o valor do j-ésimo objetivo
e −→zj é um ponto de referência que em geral é o vetor ideal.
Agregação de funções tem como vantagem ser simples e também de baixa comple-
xidade. Além disso, como mostrado em [20], para qualquer conjunto positivo de pesos
para uma determinada função objetivo, pode ser encontrada uma solução Pareto Ótimo.
Porém, esta técnica possui alguns problemas. O primeiro é a necessidade de se encontrar
os melhores valores posśıveis para o peso de forma emṕırica. A segunda é o fato de o
modelo criado ficar especializado somente para os valores definidos pelos pesos. Por fim,
se a fronteira de Pareto for não convexa, o ótimo nessa porção da fronteira não pode ser
achado através deste método, ou seja, algumas soluções da fronteira de Pareto não podem
ser encontradas através deste método.
Apesar do uso de abordagens que definem a função de fitness através da definição de
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Figura 2.3: Relação da dominância de Pareto para um espaço bi-objetivo
prioridades ou da agregação de funções, o objetivo da otimização multiobjetivo é encontrar
os elementos do conjunto Pareto Ótimo. Assim, a maneira mais utilizada por MOEAs
para se definir uma função de fitness é incorporar diretamente o conceito da dominância
de Pareto como mecanismo de seleção. Assim, uma solução é escolhida como melhor, se
ela domina as demais soluções da população.
A Figura 2.3 mostra um exemplo da seleção das melhores soluções através da do-
minância de Pareto. Nessa figura é apresentado um espaço com duas funções objetivos,
para um problema de minimização. Cada ponto representa um vetor objetivo de uma
solução. Pela definição de dominância de Pareto, as soluções marcadas em verde domi-
nam as soluções marcadas em cinza.
Dentre os diversos Algoritmos Evolucionários Multiobjetivo descritos na literatura, os
algoritmos evolucionários se destacam [41]. Essas abordagens evolucionárias são basea-
das em conceitos da evolução das espécies e utilizam mecanismos como elitismo, seleção
natural, combinação de indiv́ıduos e mutação. A ideia é que em uma população em que
os indiv́ıduos competem entre si, as melhores soluções são selecionadas para a procriação
e com esse processo há a convergência para as melhores soluções do problema.
Um dos principais algoritmos do estado da arte é o Non-Dominated Sorting Genetic
Algorithm II, NSGA-II [28]. Esse algoritmo tem a caracteŕıstica de inserir o elitismo na
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Figura 2.4: Exemplo do cálculo da distância de Crowding
busca através de um procedimento que ordena as soluções não dominadas e mantém a
diversidade através da proposta de um estimador de densidade, a distância de crowding.
A distância de Crowding (CD, do inglês Crowding Distance) é um medida utilizada para
estimar a densidade de soluções em volta de uma solução em particular. Essa densidade é
calculada através da distância média em relação aos pontos mais próximos em cada eixo de
objetivo. Através dessas distâncias médias é definido um cuboide que define o peŕımetro
entre as soluções mais próximas. A Figura 2.4 mostra um exemplo da representação desse
cuboide. Para o cálculo da distância de Crowding, primeiro as soluções são ordenadas,
por cada objetivo. Para cada objetivo, para as soluções nos extremos da ordenação é
atribúıdo um valor infinito. Para as demais soluções é calculada a distância entre elas por
cada objetivo. O valor da medida CD é obtido somando os valores das distâncias obtidas.
Assim, quanto maior o valor do CD de uma solução, menos densa será a área em que esta
solução está localizada.
O método proposto pelo NSGA-II ordena as soluções de acordo com a dominância
de Pareto. Uma descrição do algoritmo NSGA-II é apresentada a seguir. Inicialmente,
são obtidas as soluções não dominadas e elas são assinaladas ao primeiro front. Em
seguida, essas soluções são retiradas da população e o processo é repetido para as soluções
restantes. As novas soluções não dominadas são assinaladas ao front seguinte e o processo
é repetido até que não sobrem mais soluções na população. A distância de crowding
é calculada separadamente para as soluções em cada front. A população de filhos é
obtida através de processos de seleção (torneio binário), recombinação e mutação. Após
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a geração dos filhos, as duas populações são agrupadas e as melhores soluções passam
para a próxima iteração. Para a seleção através de torneio binário, duas soluções são
escolhidas aleatoriamente. Em seguida, é observado qual é a melhor solução através do
seguinte critério: se as soluções estiverem em fronts diferentes, a melhor é a que estiver
no melhor front ; se elas estão no mesmo front, a melhor é a que possuir o melhor valor
de CD. No artigo original, o NSGA-II é comparado ao PAES [57], um algoritmo que
também tem como base o elitismo e que também tem o objetivo expĺıcito de preservar a
diversidade do front de soluções não dominadas. Os algoritmos são avaliados através de
5 problemas de teste, analisam a uniformidade da distribuição das soluções, através da
medida Spread. Neste conjunto de testes, o NSGA-II superou o PAES. O NSGA-II tem
baixa complexidade computacional, quando comparado a outros MOEAs da literatura
e foi utilizado em diversos outros trabalhos obtendo bons resultados. Esse algoritmo é
comumente utilizado como base de comparação para a proposição de novos algoritmos
evolucionários multiobjetivo.
Outras metaheuŕısticas são utilizadas no desenvolvimento de algoritmos multiobjetivo.
A Otimização por Nuvem de Part́ıculas é o tema de estudo nesta tese e será explorada
no Caṕıtulo 3. Outra alternativa são os sistema artificiais imunológicos(AIS, do inglês
Artificial Immune Systems) [26]. Esta metaheuŕıstica é baseada no modelo do sistema
imunológico dos seres humanos. O sistema imunológico tem a capacidade de identificar
os organismos estranhos, chamados de ant́ıgenos, e atacá-los através dos anticorpos, que
possuem o principal papel de defesa do corpo. Quando um ant́ıgeno é identificado os
anticorpos que melhor reconhecem esse ant́ıgeno se proliferam através de um processo de
clonagem. Este prinćıpio é chamado da seleção clonal [26]. Na literatura existem alguns
trabalhos que utilizam a metaheuŕıstica dos sistemas artificiais imunológicos para resolver
problemas de otimização.
Em [19] é apresentado um dos primeiros trabalhos que aplicam essa metaheuŕıstica a
problemas multiobjetivo, Multiobjective Immunologic System Algorithm, MISA. O MISA
é baseado no prinćıpio da seleção clonal, onde somente os anticorpos com maior afini-
dade serão clonados. Os anticorpos representam uma solução para o problema. Não
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são utilizados ant́ıgenos, a afinidade dos anticorpos é definida através de conceitos da do-
minância de Pareto e uma medida da diversidade das soluções, definida através de um grid
adaptável [58]. No algoritmo, as melhores soluções devem ser clonadas, estas soluções são
as soluções não dominadas ou as soluções dominadas por menos soluções. O número de
clones é definido através da diversidade das soluções. As soluções localizadas em regiões
mais densas no grid tem um número menor de clones, enquanto as soluções em regiões
menos densas tem um número maior de clones. Após o processo de clonagem, os clones
gerados sofrem um processo de mutação. Após a mutação, os melhores indiv́ıduos são
selecionados entre todas as soluções e o processo é repetido até uma condição de parada.
O algoritmo MISA é avaliado em diferentes problemas de benchmarking e seus resultados
são comparados aos algoritmos microGA, NSGA-II e PAES. Para a comparação dos algo-
ritmos são utilizados alguns indicadores de qualidade como a Error Ratio e o Spacing [84].
Além dessas medidas, esse artigo propõe a medida Inverted Generational Distance, que é a
inversão da Generational Distance [84]. Com essa medida é posśıvel medir convergência e
diversidade. O artigo concluiu que o MISA apresenta resultados competitivos em relação
a algoritmos do estado da arte da literatura. Além disso, o algoritmo é uma primeira
aplicação de AIS em problemas multiobjetivo e que a técnica da seleção clonal pode ser
efetiva para resolver esses problemas de forma simples.
A maioria dos trabalhos que lidam com multiobjetivo somente utilizam a dominância
de Pareto como relação de preferência entre as soluções. Porém, como discutido anteri-
ormente, existem diferentes abordagens para trabalhar com multiobjetivo. Entre elas, as
que agregam o conjunto das funções ganham destaque. Através deste método, é posśıvel
obter uma solução Pareto ótimo em que o seu objetivo é uma agregação de m funções
objetivo. Assim, a aproximação da fronteira de Pareto para um problema multiobjetivo
é obtida através da decomposição do problema em um número de problemas escalares.
Nesses métodos, cada solução é obtida através da variação dos pesos das funções de
agregação. Dentre estes métodos o algoritmo MOEA/D [86] se destaca, pois apresenta
resultados competitivos com algoritmos multiobjetivo do estado da arte, como o NSGA-
II [28], inclusive superando esses algoritmos para problemas com muitos objetivos.
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O MOEA/D possui a caracteŕıstica de introduzir a decomposição em problemas na
computação evolucionária multiobjetivo. Como é um algoritmo que visa resolver N pro-
blemas escalares apresenta mais facilidade para lidar com problemas como a manutenção
da diversidade e possui um custo computacional menor em relação aos algoritmos mul-







λi = (λi1, ..., λ
i
m), m é o número de objetivos e N o número de soluções. A
otimização de um problema escalar, utilizando a agregação de funções com um conjunto
de pesos
−→
λi irá gerar uma solução do conjunto Pareto ótimo. Assim, uma solução −→xi é
gerada através de um método de decomposição (soma ponderada, abordagem de Tcheby-
cheff) e um vetor
−→
λi . O MOEA/D baseia-se no fato de cada vetor de pesos
−→
λi possuir um
vizinhança com T vetores de pesos. Essa vizinhança é definida por um conjunto de veto-
res semelhantes, que são vetores próximos no espaço de pesos. O artigo argumenta que
vetores de pesos semelhantes irão gerar soluções ótimas semelhantes. Então, o MOEA/D
utiliza um algoritmo evolucionário, ou seja, uso de operadores genéticos (recombinação
de soluções, mutação, etc.), para otimizar o conjunto de pesos vizinhos, com o intuito de
gerar um conjunto de soluções −→xi que cubra toda a fronteira de Pareto. O MOEA/D é
comparado com o MOGLS [51] (um algoritmo de decomposição que apresenta bons resul-
tados quando comparados a outros MOEAs da literatura), e ao NSGA-II. Foi utilizado
o problema da mochila multiobjetivo e utilizadas as métricas de cobertura (métrica C)
e a distância a um representante na fronteira de Pareto (métrica D). A análise mostrou
que o MOEA/D apresenta menor custo computacional e superou os demais algoritmos na
comparação das métricas.
2.2 Otimização com muitos objetivos
Apesar da aplicação com sucesso de diversos MOEAs, a maioria dos estudos em proble-
mas multiobjetivo foca em problemas com um número pequeno de objetivos. No entanto,
problemas práticos envolvem um número grande de critérios, em especial problemas da
engenharia, tais como problemas da engenharia automotiva e aeroespacial [38]. Proble-
mas de Otimização Multiobjetivo com mais de 3 funções objetivos são referidos como
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Problemas com Muitos Objetivos e a área que tem como objetivo estudar novas soluções
para esses problemas é chamada de Otimização com Muitos Objetivos [46].
Diversos trabalhos na literatura mostram como MOEAs tradicionais escalam de ma-
neira pobre quando aplicados a problemas com muitos objetivos [46] [47] [77]. Logo, os
esforços de pesquisa têm sido orientados a investigar a escalabilidade desses algoritmos
com respeito ao número de funções objetivos [46]. Neste contexto as principais dificulda-
des enfrentadas pelos MOEAs em problemas com muitos objetivos são:
• Deterioração da habilidade de busca: quando o número de objetivos cresce
o número de soluções não dominadas também cresce [46]. Como consequência, a
habilidade de busca de algoritmos que usam a dominância de Pareto como função de
seleção é deteriorada. Neste caso, não é posśıvel impor uma preferência na seleção
das soluções e não há pressão em direção à fronteira de Pareto. Além disso, quanto
maior é o número de funções objetivo, maior o número de soluções locais e mais
dif́ıcil torna-se o problema, pois há uma maior chance da busca ficar presa em regiões
de ótimos locais [82]. Em geral, a busca é guiada praticamente de forma aleatória
ou guiada por aspectos de diversidade.
• Dimensão da fronteira de Pareto: outro problema é número de soluções para
aproximar a fronteira de Pareto. Como discutido em [82], dado um problema com
duas funções objetivo, se um conjunto de aproximação com 100 soluções for suficiente
para representar o conjunto Pareto ótimo este número cresce de maneira excessiva
quando o número de funções também cresce. Se o número de objetivos for definido
como 15 o número de soluções necessárias será de 1028. Nessa situação há o desafio
em definir uma estrutura de dados para trabalhar com esse número de soluções e
definir mecanismos de diversidade para permitir uma distribuição equivalente dessas
soluções.
• Visualização da fronteira de Pareto: A visualização dos pontos na fronteira
de Pareto é importante para a tomada de decisão [46]. Porém, com mais de três
dimensões não é posśıvel plotar os pontos da fronteira de Pareto com alguma forma
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convencional.
Em [82], Schutze et al. destacam que os desafios que devem ser dominados pelos
MOEAs em problemas com muitos objetivos são: a habilidade de se manter um bom
conjunto de soluções, com o objetivo de direcionar a população em direção ao conjunto
de interesse; aumentar a probabilidade de se melhorar um individuo da população. Neste
sentido, os MOEAs devem ter um mecanismos de identificar boas soluções, melhorar a
população e convergir para fronteira de Pareto, porém este conjunto de soluções deve ser
bom o suficiente para se obter uma boa cobertura da fronteira de Pareto.
A Figura 2.5 mostra um exemplo da deterioração da busca de um algoritmo evolu-
cionário multiobjetivo. O algoritmo utilizado é o SMPSO [70] para o problema DTLZ2 [31],
com 2, 5, 10 e 20 número de objetivos. Uma descrição do algoritmo é apresentada na
Seção 3.3.1 desta tese. O algoritmo foi executado um total de 1000 gerações e para cada
iteração é calculada a menor distância Euclidiana de um elemento da PFatual (pontos
não dominados encontrados até então) para algum elemento da PFreal. Quanto menor
a distância, mais próximo PFatual está de PFreal. O gráfico apresenta o valor da menor
distância em relação ao crescimento do número de iterações, assim é posśıvel observar se
há convergência na busca com a execução do algoritmo.
Para um número pequeno de funções objetivo, pode ser observado que o algoritmo
possui um poder de convergência em direção à PFreal, já que a distância diminui (tende a
zero) quando o número de iterações aumenta. No entanto, quando o número de objetivos
aumenta, o algoritmo SMPSO não consegue definir uma ordem entre as soluções geradas
e não converge para a PFreal. Para 10 e 20 funções objetivo, o algoritmo varia a sua busca
para pontos que estão próximos e que estão longe da fronteira.
Para a atenuação desses problemas, recentemente várias novas propostas têm sido
apresentadas na literatura [45] e elas podem ser categorizadas em:
• Adaptação das relações de preferência: essa abordagem visa aumentar a
pressão em direção da fronteira de Pareto através de novas relações de preferência
que induzem uma nova ordenação do espaço de objetivos [49]. Neste sentido, vários
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Figura 2.5: Deterioração da habilidade de busca do algoritmo SMPSO para muitos obje-
tivos, problema DTLZ2.
trabalhos se destacam, desde métodos de controle da área de dominância [81] ao
uso de esquemas de ranking [23]. Esses métodos serão discutidos mais adiante neste
caṕıtulo;
• Redução da dimensionalidade: é uma abordagem alternativa para trabalhar
com problemas com muitos objetivos [63], [10], [48], [11]. A ideia geral é identificar
os objetivos menos conflitantes (os quais possam ser removidos sem que haja uma
alteração no conjunto Ótimo de Pareto) e descartá-los. Por exemplo, são identifi-
cadas as funções objetivos altamente correlacionadas e somente uma é deixada no
vetor de objetivos.
• Estratégias de decomposição: essa abordagem usa métodos de decomposição,
os quais têm sido estudados na comunidade da programação matemática [86] apli-
cada no contexto do EMO. Esse conjunto de métodos decompõe o problema mul-
tiobjetivo em vários problemas escalares, e então, um algoritmo evolucionário é
aplicado para otimizar esses subproblemas [86], [2]. Um algoritmo desta abordagem
é o MOEA/D, discutido anteriormente.
• Incorporação de preferências: esse conjunto de métodos usa informação de
preferências, normalmente definidas pelo tomador de decisão, para executar um al-
goritmo para muitos objetivos que se concentra em determinadas regiões da fronteira
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de Pareto [77] [30].
• Diferentes esquemas de avaliação de fitness: Essa abordagem não utiliza
a dominância de Pareto como função de fitness, mas sim um conjunto diferente de
medidas de avaliação. Esses algoritmos utilizam medidas desempenho do conjunto
de soluções, como por exemplo um conjunto de indicadores, tais como o hipervolume,
epsilon e R2 [44], [89].
A seguir são discutidos diversos trabalhos das diferentes categorias descritas acima
que buscam resolver problemas com muitos objetivos. Em [46] é apresentado um sur-
vey que discute os principais problemas que os MOEAs enfrentam quando trabalham
com problemas com muitos objetivos, anteriormente discutidos neste caṕıtulo. Além
disso, são apresentadas algumas das principais abordagens propostas na literatura. Den-
tre estas técnicas destacam-se o Controle da Área de Dominância das Soluções [81], o
uso de métodos de ranking [23], os algoritmos evolucionários baseados em indicadores
(IBEAs) [89] e a redução do número de objetivos [65]. Além da descrição dos principais
métodos, o trabalho indica um conjunto de funções de benchmark que são utilizadas para
avaliação dos novos algoritmos propostos.
Dentre os trabalhos que lidam com muitos objetivos destaca-se o controle da área de
dominância das soluções [81] (CDAS). Esta técnica apresenta bons resultados em alguns
trabalhos da literatura, sendo aplicada em algoritmos genéticos em [81], [47] e no PSO
em [25], [14]. O CDAS foi inicialmente utilizado em algoritmos PSO através de trabalhos
do autor. O uso do CDAS no PSO será explorado nos próximos caṕıtulos dessa tese. Este
método induz um rankeamento apropriado para as soluções em problemas com muitos
objetivos. O método controla o ńıvel de contração e expansão da área de dominância e
soluções que originalmente são não dominadas tornam-se dominadas e vice-versa, através
de um parâmetro S definido pelo usuário. Sato et al. aplicaram o método no NSGA-II [28]
e conseguiram obter bons resultados utilizando problemas com muitos objetivos. Uma
explicação mais detalhada do método é apresentada no Caṕıtulo 4.
Apesar de apresentar bons resultados em trabalhos da literatura, a técnica CDAS
apresenta dois problemas: a influência do parâmetro Si nos resultados da busca e o fato
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que o método privilegia soluções no centro da fronteira de Pareto. Para contornar esses
problemas Sato et al. (2007) propuseram uma extensão do CDAS, chamada de S-CDAS,
Self-Controlling Dominance Area of Solutions. Este método controla automaticamente
a área de dominância, sem a necessidade da definição do parâmetro S. Além disso, O
S-CDAS gera um rankeamento das soluções mais granular, levando em consideração que
as soluções no extremos de cada função objetivo não são dominadas por nenhuma outro,
após o cálculo da nova área de dominância. Deste modo o método possibilita a obtenção
de uma busca que melhor balanceie a convergência e a diversidade em direção da fronteira
de Pareto. Através de um conjunto de experimentos, utilizando o problema da mochila
multiobjetivo, variando entre 4 e 10 funções objetivo, o trabalho mostrou que o S-CDAS
obtém melhores resultados em termos de convergência e diversidade, do que algoritmos
da litetura, como o NSGA-II [28] e o IBEA [89]. Além disso, o S-CDAS obteve melhores
resultados que o CDAS, utilizando valores ótimos de S.
Outra abordagem posśıvel é a geração de rankings para as soluções. Da mesma forma
que o CDAS, essa estratégia é estudada em nosso trabalho no Caṕıtulo 4. Em [23] vários
métodos de ranking são comparados: Average Ranking e Summed Weighted Ratio [4], a
relação favour [34], k-optimality [33] e rankings aleatórios. Todos os rankings foram apli-
cados a um algoritmo evolucionário simples, onde a seleção é obtida através dos métodos
de ranking e é feita somente uma mutação nas soluções. Foi comparada a métrica da
cobertura (métrica C) e os métodos foram avaliados nos problemas do caixeiro viajante
multiobjetivo e o problema do escalonamento multiobjetivo. Neste trabalho é conclúıdo
que o AR, que é um método simples e de baixa complexidade, obtém os melhores resul-
tados e superou métodos recentes, como o k-optimality.
Outro método que visa construir um ranking através do conjunto de objetivos de uma
solução é a relação favour [34]. A relação favour compara duas soluções, si e sj, e é
baseada no número de objetivos em que si é melhor que sj. Ou seja, a solução si é melhor
que sj pela relação favour se, para um problema de maximização:
|fk(si) > fk(sj)| > |fk(sj) > fk(si)|, 1 < k < m
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onde m é o número de objetivos e fk é o valor para a função objetivo k. No artigo
em que a relação é proposta, ela é utilizada em um algoritmo evolucionário, que utiliza
operadores genéticos de recombinação e mutação. A relação favour é comparada com a
relação da dominância de Pareto e com um algoritmo com a agregação de funções (soma
ponderada). Os métodos são comparados através de problemas de benchmarking e a
relação favour apresentou os melhores resultados.
Em [47] é feito um estudo comparando diversas relações de preferência, incluindo o
controle da área de dominância, alguns métodos de ranking incluindo o AR e o MR, a
relação favour [34] e a relação da ordem de preferência [75]. Este trabalho utiliza um
algoritmo genético simplificado na execução dos experimentos. As diferentes relações de
preferências são comparadas através de indicadores de qualidade como o Generational
Distance [84] e a Inverted Generational Distance [19]. Além desses dois indicadores é
proposta uma nova abordagem, que mede a distância de cada solução em relação ao ”joe-
lho”da busca, isto é, o ponto que fica no centro da curva dos pontos da fronteira de Pareto.
É discutido que em muitos casos os tomadores de decisão preferem soluções próximas ao
joelho, logo, se um algoritmo gera suas soluções perto do joelho, melhores são os resul-
tados do algoritmo. São utilizados os problemas de benchmarking DTLZ2 e DTLZ7 [31].
A conclusão apresentada é que o método que controla a área de dominância apresenta os
melhores resultados, porém este método concentra suas soluções em uma pequena região
da fronteira de Pareto, em geral, próxima ao joelho. Os métodos de ranking também
apresentam bons resultados para problemas com muitos objetivos, porém normalmente o
uso destes rankings privilegia a geração de soluções nos extremos da fronteira de Pareto,
ou seja, possui soluções com alguns valores de objetivos muito maiores que os demais.
Os métodos de ranking discutidos anteriormente têm a ideia de construir uma função
de fitness através da associação dos valores dos objetivos. Esse novo fitness é utilizado
para a definição da ordem das soluções. Em [40] são propostas três relações de preferência
que, como nos métodos de ranking, definem um fitness para as soluções com muitos
objetivos. O primeiro método proposto, chamado de Global Detriment, visa medir o quão
significante é a diferença entre os valores de cada objetivo. O segundo método, chamado
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de Profit, mede o ganho de uma solução si em relação ao ganho de uma solução sj. O
ganho é definido através da maior diferença entre os objetivos de cada solução si e sj.
Por fim, o terceiro método, chamado de Distance To The Best Known Solution (GB),
mede a distância Euclidiana entre o vetor objetivo da solução e a solução ideal. As três
abordagens são comparadas com métodos da literatura como, a agregação de funções com
a soma ponderada dos objetivos, os métodos AR e MR [4], a relação favour [34] e a relação
de ordem de preferência [75]. Todos os métodos foram aplicados em um algoritmo genético
simples, igual ao utilizado em [47]. Os algoritmos são avaliados nos problemas DTLZ1,
DTLZ3 e DTLZ6 [31] e é utilizada uma medida de convergência, proposta em [29], que
mede a distância mı́nima entre o conjunto de aproximação e a fronteira de Pareto. Os
algoritmos foram aplicados em problemas com objetivos variando entre 5 e 50. Conclúı-se
que os métodos propostos superam os métodos da literatura e não é posśıvel definir qual
método obteve os melhores resultados, sendo as abordagens propostas equivalentes.
Os trabalhos discutidos anteriormente são baseados em propor novas relações de pre-
ferência baseadas na modificação da dominância de Pareto ou na geração de rankings a
partir do vetor objetivo das soluções. Outra abordagem é a redução da dimensionalidade.
Em [65] são apresentadas algumas novas técnicas para se trabalhar com problemas com
muitos objetivos. São apresentadas duas contribuições, a primeira é um método para a
redução da dimensionalidade que pode ser usado durante a busca de um MOEA. São
propostos dois algoritmos para a redução da dimensionalidade: MOSSA e KOSSA. O
MOSSA visa obter o número mı́nimo de objetivos que gere o menor erro. O KOSSA
possui uma ideia semelhante, porém encontra um subconjunto de tamanho k que gere
o menor erro. Ambos os métodos são baseados na técnica de seleção de atributos não
supervisionada. Os dois algoritmos compartilham um mesmo conjunto de passos: agrupar
os objetivos homogêneos, quanto maior o conflito entre eles menos homogêneos eles são;
selecionar o grupo mais compacto, o qual possui menores distâncias entre os objetivos;
reter o centróide do grupo e descartar os demais objetivos. Os métodos propostos são
comparados com algoritmos da literatura e apresentam algumas vantagens, como menor
complexidade de tempo e valores competitivos nas métricas comparadas. A segunda con-
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tribuição é a análise de diferentes relações de preferências desenvolvidas para trabalhar
com muitos objetivos. A comparação das relações de preferência é discutida em [47].
Outro trabalho que utiliza a abordagem da redução da dimensionalidade é apresentado
em [63]. Nele, é apontado o fato que reduzir o número de objetivos pode induzir um erro
na busca que leve o Pareto ótimo gerado através da redução de objetivos ser diferente
do Pareto ótimo original. O trabalho tem o objetivo de reduzir o número de objetivos,
porém gerar um Pareto ótimo muito próximo ao original. O modelo proposto é testado
em uma aplicação industrial mostrando que é posśıvel reduzir o número de objetivos sem
uma diferença muito grande no Pareto ótimo gerado. Porém, é enfatizado que não há a
definição de um número de objetivos que se deve ser reduzido para que se possa obter uma
boa aproximação do Pareto ótimo, sendo necessário para cada problema reduzir diferentes
números de objetivos e observar a qualidade do conjunto gerado.
Dentre essas as abordagens que utilizam a decomposição das funções objetivo destaca-
se o MOEA/D, discutido anteriormente. Este algoritmo, que é baseado na decomposição
da função objetivo em funções escalares, também apresenta resultados promissores quando
utilizado em problemas com muitos objetivos.
A quarta categoria listada anteriormente é a incorporação de preferências na busca. As
abordagens de incorporação de preferência são úteis pois geram um conjunto de soluções
de interesse do tomador de decisão. Em [77], é utilizada uma abordagem de incorporação
de preferências diferente. É proposta a ideia de uma famı́lia de areas de interesse que são
exploradas progressivamente durante a busca. Neste trabalho, as preferências são defi-
nidas como vetores alvo no espaço de objetivos. Este conjunto de vetores alvo coevolui
simultaneamente com a população de soluções, deste modo as preferências mantêm sua
utilidade com a evolução da busca. O algoritmo proposto tem como base um algoritmo
evolucionário básico, onde uma população evolui durante um determinado número de
gerações. Em cada iteração é feita uma seleção aleatória e a mutação das soluções. A
população de preferência (vetores alvo) é utilizada nos métodos de seleção para a definição
do fitness. Essa população evolui da mesma maneira que a população de soluções. Cada
elemento da população de preferência ganha fitness se alguma solução é satisfeita por ela,
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porém esse fitness é reduzido quanto mais soluções satisfazem essa preferência. O traba-
lho compara o esquema coevolucionário com diferentes esquemas de seleção: esquema de
seleção do NSGA-II, seleção através do Average Ranking e seleção aleatória. Em todos
os casos é utilizado o algoritmo evolucionário básico. Os algoritmos são comparados em
diversos cenários com muitos objetivos, comparando-se o hipervolume e feita a análise
do ranking de dominância. A principal conclusão do trabalho é que a abordagem coe-
volucionária apresenta um bom desempenho e pode ser mais explorada em trabalhos da
otimização com muitos objetivos, bem como ser utilizada como parâmetro de comparação
de novos métodos.
Por fim, a última categoria listada é o uso de diferentes esquemas de fitness. Neste
contexto, os Algoritmos Evolucionários Baseados em Indicadores, IBEAS (do inglês, In-
dicador Bases Evolutionary Algorithms) [89] obtêm destaque. Esses algoritmos definem
medidas binárias de desempenho do conjunto de soluções, chamados de indicadores, e uti-
lizam esses indicadores como objetivo da busca, ao invés do uso da relação dominância de
Pareto. É requerido que o indicador binário utilizado seja compat́ıvel com a dominância
de Pareto, ou seja, se uma solução si domina sj então o valor do indicador é positivo,
caso contrário, é negativo. Para a integração dos indicadores a um MOEA, uma função
de fitness de uma solução é definida. Essa função mede o valor do indicador de cada
solução em relação às demais soluções da população, ou seja, mede a perda de qualidade
da população se a solução for retirada. A partir da definição desta função de fitness é
proposto um algoritmo geral, IBEA, que pode ser utilizado com diferentes indicadores da
literatura. O IBEA tem a ideia de retirar da população os piores indiv́ıduos da população,
deixando somente os indiv́ıduos que maximizem o indicador e em seguida aplicar opera-
dores evolucionários para evoluir a população. O algoritmo proposto é comparado com o
NSGA-II e o SPEA2. Os algoritmos são avaliados em diversos problemas de benchmarking
da literatura, com 2, 3 e 4 objetivos. Eles foram comparados através dos indicadores de
qualidade Epsilon e um indicador baseado no Hipervolume [91]. O IBEA apresentou um
resultado significativamente melhor na maioria dos problemas testados.
Apesar de uma grande parte dos trabalhos da Otimização com Muitos Objetivos po-
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derem ser categorizados através da classificação apresentada anteriormente, há também
um conjunto de trabalhos que propõem diferentes abordagens, bem como trabalhos que
exploram importantes caracteŕısticas dos problemas com muitos objetivos. Em [27] é
apresentada uma extensão do algoritmo NSGA-II [28] desenvolvida para problemas com
muitos objetivos. O algoritmo, chamado de MO-NSGA-II, utiliza um conjunto de pontos
de referência com o intuito de direcionar a busca em direção à fronteira de Pareto sem que
haja perda de diversidade na busca. Como no NSGA-II, a população é definida através
de fronts que são definidos de acordo com a dominância de Pareto. Porém, ao invés
da distância de Crowding é utilizado um novo estimador de densidade visando identifi-
car regiões do espaço de objetivos e identificar as soluções da população que estão mais
próximas dessas regiões. Para isto, é utilizado um conjunto de pontos de referência que
são definidos através de um hiperplano cujo vértices são as soluções extremas de cada
função objetivo. Além do novo estimador de densidade, o algoritmo proposto utiliza um
novo torneio binário. O torneio escolhe duas soluções de forma aleatória e caso haja uma
solução que pertence a um front não dominado melhor, vence a solução com melhor front.
Se ambas as soluções pertencem a um mesmo front, vence a solução que está localizada
perto de um ponto de referência em uma região menos povoada. Por fim, há a possibi-
lidade que os pontos de referência estejam distantes um dos outros e em consequência
os elementos da população também podem estar longe entre si. Assim, o algoritmo uti-
liza um método de recombinação que gere as soluções filhas perto dos pais, para evitar
que haja perda de convergência na busca. O algoritmo MO-NSGA-II é comparado com
o MOEA/D para os problemas DTLZ1, DTLZ2, DTLZ3 e DTLZ4, em termos de con-
vergência e diversidade, utilizando entre 3 e 10 funções objetivo. O algoritmo proposto
produziu um resultado que apresenta boa convergência e boa diversidade, tendo, em geral,
um melhor resultado do que o MOEA/D.
Outra abordagem é discutida em [1]. Nesse trabalho, é discutido que em problemas
com muitos objetivos, duas caracteŕısticas importantes na busca de MOEAs, em geral,
entram em conflito: aproximação à fronteira de Pareto e diversidade das soluções. Além
disso, é ressaltado, que devido à complexidade da busca em problemas com muitos ob-
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jetivos, em geral só uma pequena parte da fronteira de Pareto é coberta, não havendo
diversidade. Assim, o trabalho propõe novas estratégias para promover diversidade na
Otimização com Muitos Objetivos. São propostos dois novos mecanismos de gerencia-
mento da diversidade: DM1, que ativa ou desativa a promoção da diversidade de acordo
com o espalhamento das soluções da população e DM2, que adapta o intervalo da mutação
de acordo com as condições locais da solução em termos de espalhamento e povoamento
da região. Para a validação dos métodos, eles são aplicados ao algoritmo NSGA-II e
comparados separadamente e juntos, aplicados ao problema DTLZ2, com 6 a 20 funções
objetivo. São utilizadas as medidas maximum spread e Generational Distance. Os resul-
tados mostraram que o mecanismo DM2 falhou em gerar uma boa distribuição, porém o
DM1 melhorou os resultados do NSGA-II para muitos objetivos. Porém, o trabalho apre-
senta limitações, pois, diferentes trabalhos na literatura apontam a baixa performance do
NSGA-II em problemas com muitos objetivos [81] [47]. Neste contexto, apesar de o me-
canismo DM1 apresentar uma melhora da diversidade, não é posśıvel identificar se essas
melhorias são competitivas com os demais algoritmos para muitos objetivos presentes na
literatura, tais como CDAS e IBEAs.
Em [82] é apresentado um amplo estudo que analisa como o crescimento do número
de objetivos torna mais complexos os problemas multiobjetivo. Esse trabalho busca en-
contrar quais são as principais razões para a dificuldade de se otimizar um conjunto com
muitas funções objetivos. Com esse objetivo, o trabalho busca analisar o comportamento
da evolução de um algoritmo multiobjetivo com respeito ao número m de objetivos. Para
isto, observam-se somente as propriedades de convergência em relação a fronteira de Pa-
reto (observado através de uma medida de distância). O objetivo é observar como a
população evolui em direção à fronteira de Pareto, quando o número de objetivos cresce.
O trabalho apresenta a ideia que o aumento da multimodalidade do problema influencia
mais do que o aumento do número de objetivos. A justificativa dada pelos autores é que
cada ótimo local de cada função objetivo também é um ótimo local para problema multi-
objetivo. Assim, o aumento no número de objetivos aumenta a chance de novas soluções
em ótimos locais. Assim, o trabalho propõe problemas unimodais com intuito de observar
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o quanto o algoritmo NSGA-II [28] se aproxima da fronteira de Pareto quando o número
de objetivos cresce nestes problemas. Como resultado, é observado que essa deterioração
não é tão significante e conclui que para problema unimodais o aumento da complexidade
dos problemas quando o número de objetivos cresce não é significante. Por fim, o traba-
lho argúi que adição de mais funções objetivos nem sempre torna o problema mais dif́ıcil.
Esse trabalho apresenta um novo ponto de vista para se trabalhar com problemas com
muitos objetivos e introduz um novo caminho para melhorar o desempenho de MOEAs
tradicionais em cenários com muitos objetivos.
Outro trabalho que busca analisar a influência das funções objetivo em MOEAs é
apresentado em [45]. Neste trabalho, é discutido o comportamento de um algoritmo
multiobjetivo quando as funções são correlacionadas. Em geral, esta rotina também é
explorada pelas abordagens que buscam a redução da dimensionalidade. Porém, este
trabalho explora algoritmos conhecidos, tais como o NSGA-II, SPEA2 e o MOEA/D em
um contexto onde os objetivos são altamente correlacionados, sem executar a redução
do vetor objetivo. Como resultado, foi mostrado que a convergência do NSGA-II e do
SPEA2 não é degradada demais quando o número de objetivos cresce com um conjunto
de funções correlacionadas. Além disso, em alguns casos a adição de funções correlacio-
nadas aos problemas utilizados melhorou o desempenho desses algoritmos. O MOEA/D
não apresentou bons resultados quando o número de objetivos aumentou, mesmo quando
eles eram altamente correlacionados. Por fim, o trabalho conclui que as caracteŕısticas
espećıficas dos algoritmos e dos problemas influenciam nos resultados das buscas para pro-
blemas com muitos objetivos. Uma cŕıtica ao trabalho é que não são apresentadas quais
caracteŕısticas do NSGA-II e do SPEA2 possibilitam bons resultados com funções corre-
lacionadas. Da mesma forma não há uma análise buscando-se identificar as dificuldades
do MOEA/D neste contexto.
Outro importante campo de pesquisa na Otimização com Muitos Objetivos é a geração
de problemas de bechmark. O conjunto de problemas que sejam escaláveis em relação ao
número de objetivos é pequeno, o que limita a avaliação de novas técnicas. Em [31], Deb et.
al. apresentam estratégias para a construção de problemas de testes com muitos objetivos.
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As estratégias propostas enfatizam a possibilidade de construção de diferentes problemas,
os quais podem possuir caracteŕısticas como multimodalidade, geram mais soluções em
determinadas regiões da fronteira de Pareto ou produzirem fronteiras desconexas. A
partir das estratégias propostas, os autores desenvolveram uma famı́lia de problemas de
teste, chamada de DTLZ, que é amplamente utilizada em diversos trabalhos da literatura.
Essa famı́lia envolve diferentes tipos de problemas que podem ser utilizados para avaliar
diferentes caracteŕısticas de MOEAs em cenários com muitos objetivos. Alguns problemas
DTLZ são discutidos no Caṕıtulo 7.
2.3 Considerações finais
O estudo de problemas que possuem mais de três funções objetivos é recente e apresenta
um conjunto de dificuldades que ainda não foram superadas. Através da análise de di-
versos trabalhos da literatura é posśıvel concluir que a maior dificuldade enfrentada por
Algoritmos Evolucionários Multiobjetivo é referente ao aumento do número de soluções
não dominadas que dificulta a escolha das melhores soluções. Além disso, o aumento do
número de soluções na fronteira de Pareto também é um obstáculo para a obtenção de
um bom resultado da busca. Outra dificuldade relatada é o aumento de múltiplos ótimos
locais com a adição de novos objetivos.
Para atenuar os efeitos negativos derivados dessas dificuldades na busca, diferentes
técnicas têm sido propostas e aplicadas em diferentes meta-heuŕısticas e em diferentes
problemas. Técnicas como modificar a relação de dominância, utilizar novas funções de
fitness para os algoritmos evolucionários, reduzir o número de objetivos, entre outras,
foram propostas. Essas técnicas conseguem reduzir a deterioração da qualidade da busca
do algoritmos, proporcionando melhoras na convergência ou na diversidade. Porém, em
geral, as técnicas propostas privilegiam uma caracteŕıstica em relação à outra: obtém-
se uma busca que se aproxima da fronteira de Pareto, porém reduzida a uma pequena
região, ou obtém-se um conjunto bem distribúıdo em relação à fronteira, porém com
soluções subótimas. Em geral, a maioria dos métodos propostos privilegia a convergência
e encontrar um boa distribuição das soluções em torno da fronteira de Pareto é um dos
34
principais desafios da Otimização com Muitos Objetivos.
Este trabalho tem como principal objetivo explorar a Otimização por Nuvem de
Part́ıculas Multiobjetivo na Otimização com Muitos Objetivos. As técnicas discutidas
nesse caṕıtulo serão aplicadas a algoritmos MOPSO e utilizadas como base para o de-
senvolvimento de novos algoritmos e novos métodos para Problemas de Otimização com
Muitos Objetivos. O próximo caṕıtulo apresenta a definição da Otimização por Nuvem de




OTIMIZAÇÃO POR NUVEM DE PARTÍCULAS
MULTIOBJETIVO
Este caṕıtulo apresenta a meta-heuŕıstica utilizada no desenvolvimento desta tese, a Oti-
mização por Nuvem de Part́ıculas Multiobjetivo. Essa meta-heuŕıstica apresenta bons
resultados em diversos problemas de otimização, especialmente problemas multiobjetivo.
Além disso, ela é pouco explorada com Problemas com Muitos Objetivos. O caṕıtulo
está organizado da seguinte forma: inicialmente os conceitos básicos da Otimização por
Nuvem de Part́ıculas são discutidos na Seção 3.1. Em seguida, mostra-se como essa
meta-heuŕıstica é aplicada a problemas multiobjetivo, Seção 3.2. Alguns algoritmos que
exploram a meta-heuŕıstica MOPSO são apresentados na Seção 3.3. A Seção 3.4 discute
os principais trabalhos relacionados da área MOPSO, com ênfase nos algoritmos MOPSO
da literatura, MOPSO com múltiplos enxames e alguns estudos que exploram o PSO em
Problemas com Muitos Objetivos. Por fim, a Seção 3.5 apresenta as considerações finais
deste caṕıtulo.
3.1 Otimização por nuvem de part́ıculas
A Otimização por Nuvem de Part́ıcula, PSO (do inglês Particle Swarm Optimization),
desenvolvida por Kennedy e Eberhart [54], é uma meta-heuŕıstica baseada em população
inspirada no comportamento social de pássaros à procura de alimento. Na Otimização
por Nuvem de Part́ıculas, o conjunto das posśıveis soluções é um conjunto de part́ıculas,
chamada de enxame (swarm) ou população, que se move no espaço de busca. Cada
part́ıcula representa uma posśıvel solução e possui uma posição que é uma coordenada no
espaço de variáveis de decisão. A ideia do PSO é executar um conjunto de operadores e
movimentar cada part́ıcula, através de uma busca cooperativa, para regiões promissoras
no espaço de busca. A cada iteração um novo conjunto de soluções é obtido. Esses
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movimentos são executados por um operador que ajusta a velocidade da part́ıcula. O
cálculo da velocidade é baseado na melhor posição encontrada por uma vizinhança da
part́ıcula (componente social) e pela melhor posição encontrada pela part́ıcula até então
(componente local). A seguir são descritos os principais termos utilizados na Otimização
por Nuvem de Part́ıculas:
• Swarm ou Enxame: População do algoritmo.
• Part́ıcula (p): Indiv́ıduo da população. Cada part́ıcula representa uma posśıvel
solução para o problema e possui os componentes posição e velocidade.
• Posição (−→x (t)): Componente da part́ıcula que representa a posição da part́ıcula
no espaço de variáveis de decisão.
• Velocidade (−→v (t)): Operador que movimenta a part́ıcula pelo espaço de estados
em direção às melhores soluções do problema. É guiada pelo componente local,
a melhor posição da part́ıcula encontrada até então, e pelo componente social, a
melhor posição já encontrada por alguma part́ıcula de sua vizinhança.
• Ĺıderes: Part́ıculas da população que possuem os melhores valores da função ob-
jetivo para o problema.
• −−→pbest: Melhor posição já alcançada pela part́ıcula, chamado de ĺıder local, representa
o componente local.
• −−→plider: Melhor posição já alcançada por uma part́ıcula da vizinhança. Representa o
componente social e é chamado de ĺıder global.
• Vizinhança: Determina o conjunto de part́ıculas que será usado como vizinhança
de uma determinada part́ıcula.
• Peso de inércia (w): Usado para controlar a influência dos valores anteriores da
velocidade no cálculo da velocidade atual.
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Figura 3.1: Topologia de vizinhança em forma de anel. Cada ćırculo representa uma
part́ıcula.
• Fator de aprendizado: Representa a atração que uma part́ıcula terá em direção
ao seu próprio sucesso (pbest) ou ao sucesso do enxame (plider). Representado por
C1, peso de atração em direção ao sucesso da part́ıcula (componente cognitivo) e
C2, peso de atração em direção ao sucesso dos vizinhos (componente social).
A próxima seção irá discutir algumas topologias de vizinhança existentes. A Seção 3.1.2
apresenta as equações de movimento das part́ıculas pelo espaço de busca.
3.1.1 Topologias de vizinhança
Na Otimização por Nuvem de Part́ıculas um conjunto de posśıveis soluções, representadas
através de part́ıculas, movimenta-se pelo espaço de busca. Esse movimento é influenciado
pela própria história da part́ıcula e por um componente social, que é definido através
de um conjunto de part́ıculas, chamado vizinhança. A forma como essa vizinhança está
definida pode alterar como a busca é efetuada, pois ela define a forma como os ĺıderes
serão selecionados. A seguir são apresentadas as principais topologias de vizinhança uti-
lizadas [79].
• Grafo vazio: Nesta vizinhança a part́ıcula está conectada somente à ela mesma.
Assim, não há a influência das demais part́ıculas no seu movimento.
• Estrela: Nesta topologia todas as part́ıculas estão conectadas somente a uma
part́ıcula, chamada de part́ıcula focal (Figura 3.2). A part́ıcula focal compara o
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Figura 3.2: Topologia de vizinhança em forma de estrela. Cada ćırculo representa uma
part́ıcula.
Figura 3.3: Topologia de vizinhança em forma de árvore. Cada ćırculo representa uma
part́ıcula.
Figura 3.4: Topologia de vizinhança em forma de grafo completo. Cada ćırculo representa
uma part́ıcula.
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desempenho de todas as part́ıculas da população e efetua o seu movimento de
acordo com a melhor part́ıcula. As demais part́ıculas se movimentam de acordo
com a part́ıcula focal, que propaga a escolha da melhor solução para as demais
part́ıculas. Essa topologia consegue produzir um movimento com a influência da
melhor part́ıcula da população sem executar muitas operações, porém a propagação
da melhor posição depende da posição da part́ıcula focal.
• Árvore: As part́ıculas estão organizadas em árvore (Figura 3.3). Cada part́ıcula
sofre influência de sua part́ıcula pai na árvore, o seu ĺıder é o seu pai na árvore. Se
uma part́ıcula em um nó filho encontrar uma melhor posição no espaço de estados
que seu pai, é feita uma troca de posição entre estas duas part́ıculas. Esta topologia
propicia um acesso rápido às melhores soluções do problema, porém a estrutura
dinâmica da árvore torna a busca complexa.
• Grafo completo: Nesta vizinhança a part́ıcula está conectada a todas as part́ıculas
do enxame (Figura 3.4). plider é definido como sendo a melhor part́ıcula entre todas
as part́ıculas da população. Possibilita que todas as part́ıculas se influenciem pela
melhor part́ıcula da população, mas executa o maior número de operações entre
todas as topologias.
• Melhor local: Nesta vizinhança a part́ıcula está conectada a k part́ıculas. O ĺıder
é definido como sendo a melhor part́ıcula da vizinhança k. Equivalente à topologia
de anel se k = 2 (Figura 3.1) e equivalente ao grafo completo caso k seja igual ao
número total de part́ıculas menos 1. A topologia de anel efetua poucas operações
para o cálculo do movimento, porém este movimento é influenciado por um número
pequeno de part́ıculas.
3.1.2 Equações de movimento das part́ıculas
A Otimização por Nuvem de Part́ıculas é definida por um conjunto de equações que
movimenta as part́ıculas no espaço de estado em direção às melhores soluções do problema.
Cada part́ıcula pi, em um determinado tempo t (o tempo normalmente é representado
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pela iteração da execução), possui uma posição
−−→
x(t) ∈ Rn. A posição da part́ıcula, num
tempo t+ 1, é obtida adicionando-se a velocidade,
−−→
v(t) ∈ Rn, a
−−→
x(t), tal que:
−→x (t+ 1) = −→x (t) +−→v (t) (3.1)
A velocidade da part́ıcula pi , no tempo t+ 1, é definida:
−→v (t+ 1) = $ · −→v (t) + C1 · φ1 · (−→p best(t)−−→x (t)) + C2 ∗ φ2 · (−→p lider(t)−−→x (t)) (3.2)
onde φ1 e φ2, na Equação 3.2, são números reais aleatórios e são sorteados a cada iteração.
C1 e C2 são constantes utilizadas para definir a influência do componente local e do
componente local no cálculo da velocidade da part́ıcula. No algoritmo do PSO, após a
atualização da velocidade e da posição de todas as part́ıculas o processo é repetido na
próxima geração (iteração) até o final da execução do algoritmo.
As melhores part́ıculas da população são encontradas através da função de fitness,
que é a função objetivo do problema. O fitness de uma part́ıcula pi, representado como
α(p), é uma função em relação à posição da part́ıcula, α : S ⊆ Rn → R. Então, para
problemas de minimização, em um tempo t, pi é melhor que pj, se (O inverso é verdade
para problemas de maximização):
α(−→xi (t)) < α(−→xj (t))
O Algoritmo 1 mostra o pseudo-código da Otimização por Nuvem de Part́ıculas. O
primeiro passo é a inicialização da população. Essa inicialização pode ser um procedimento
aleatório, estratégias gulosas ou a hibridização com outras meta-heuŕısticas [55]. Após a
inicialização da população há a escolha do ĺıder, que é a part́ıcula com maior valor de
fitness. Após essa etapa de configuração inicial o laço evolutivo é executado. Neste laço são
executadas as operações de atualização da posição e dos ĺıderes descritas anteriormente.
Ao final do laço, a part́ıcula como melhor fitness é considerada a solução do problema.
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Algoritmo 1 Pseudo-código da otimização por nuvem de part́ıculas
1: Iniciar população
2: Definir ĺıderes
3: Enquanto condição de término não ocorrer
4: Para cada part́ıcula pi da população faça
5: Atualizar a posição e a velocidade de pi
6: Avaliar o fitness
7: Atualizar pbest
8: Atualizar o ĺıder
9: Retornar melhor solução da população
3.1.3 Equação da velocidade com fator de constrição
Em [18] é proposta uma extensão da equação original do PSO para evitar um crescimento
ilimitado da velocidade das part́ıculas. Para isto, foi adicionado um fator de constrição
χ que multiplica toda a equação da velocidade original, Equação 3.2. Este fator de
constrição, χ, é definido através da Equação 3.4, que utiliza o valor ϕ como base, que,
por sua vez, é definido através de C1 e C2 pela Equação 3.5. A Equação 3.3 apresenta a
equação da velocidade modificada, tal que:





ϕ2 − 4 · ϕ|
(3.4)
ϕ = C1 + C2 (3.5)
3.2 Otimização por nuvem de part́ıculas multiobjetivo
Na Otimização por Nuvem de Part́ıcula Multiobjetivo, MOPSO (do inglês Multi-Objective
Particle Swarm Optimization), existem várias funções objetivos e é posśıvel encontrar
soluções que explorem os conceitos da dominância de Pareto. Baseado nesses conceitos,
discutidos no Caṕıtulo 2, não há somente uma melhor solução, mas sim um conjunto das
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melhores soluções. Assim, cada part́ıcula do enxame pode ter diferentes ĺıderes, mas para
aplicação do operador de velocidade somente um deve ser escolhido.
Este conjunto de ĺıderes é guardado num arquivo externo (ou repositório) que contém
as soluções não dominadas encontradas até então na busca. Normalmente, esse arquivo
é limitado e possui um tamanho máximo, pois, sem a definição de um limite o número
de soluções no repositório cresce e a busca se aproxima de uma execução exaustiva, onde
todos os ĺıderes posśıveis são considerados. Duas importantes caracteŕısticas de um algo-
ritmo MOPSO são: o método para arquivar as soluções no repositório (arquivamento dos
ĺıderes) e como as part́ıculas vão escolher os seus ĺıderes (escolha do ĺıder). Os tópicos
de arquivamento dos ĺıderes e escolha dos ĺıderes são discutidos nas Seções 3.2.1 e 3.2.2,
respectivamente.
Os componentes do MOPSO são semelhantes ao algoritmo PSO monobjetivo. A velo-
cidade da part́ıcula pi no PSO multiobjetivo é baseada na melhor posição alcançada pela
part́ıcula até então, −→p best(t), e a posição de uma part́ıcula do repositório, que é escolhida
como ĺıder global de pi,
−→
R h. A função de atualização da velocidade no tempo t+ 1 para
um algoritmo MOPSO é definida através da Equação 3.6. O fator de constrição χ pode
ser adicionado à Equação 3.6 da mesma forma apresentada na Seção 3.1.3, tal que:
−→v (t+ 1) = $ ∗ −→v (t) + (C1 · φ1) · (−→p best(t)−−→x (t))
+(C2 · φ2) · (
−→
Rh(t)−−→x (t)) (3.6)
As próximas seções discutem os métodos para arquivamento e seleção dos ĺıderes.
Esses métodos, podem ser aplicados tanto para a obtenção dos ĺıderes locais e globais.
Porém, a influência do ĺıder global é mais importante para um algoritmo MOPSO, pois
é através destes ĺıderes que há cooperação entre as part́ıculas. Nas seções a seguir a
discussão será restrita à influência de cada método na escolha do ĺıder global, porém as
mesmas estratégias podem ser utilizadas para definição do −→p best(t).
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3.2.1 Arquivamento dos ĺıderes
Os ĺıderes, soluções não dominadas encontradas até então, são guardados em um arquivo
externo através de métodos de arquivamento. Esse processo de arquivamento não é ex-
clusivo para o MOPSO, mas sim utilizado em diversas outras meta-heuŕısticas como em
alguns algoritmos genéticos, algoritmos AIS, entre outros [64]. Porém, no MOPSO, o con-
junto de ĺıderes é utilizado para guiar diretamente as part́ıculas para as melhores posições
do espaço de busca e não funciona somente como um repositório que guarda as melhores
soluções. Assim, os diferentes métodos para se inserir ou retirar as soluções do arquivo
externo influenciam diretamente a busca de um algoritmo MOPSO. O arquivo contém a
posição −→x da part́ıcula pi.
Basicamente, dada uma nova solução −→x gerada por um MOEA (a partir de −→x é
posśıvel calcular
−−−→
f(−→x ) ), o objetivo do arquivador é manter as melhores soluções (so-
mente pontos não dominados) encontradas até então na busca [20]. Esse arquivo é limi-
tado em um tamanho N e o arquivador deve utilizar diferentes estratégias para introduzir
aspectos como convergência e diversidade na busca [64].
Uma formalização de um arquivo básico com tamanho N é apresentada em [22] e é
definida uma classe simples de arquivadores, chamados de Arquivadores Precisos (precise
archivers). Dado uma sequência de pontos (soluções geradas pelo algoritmo) o objetivo
do arquivador é manter um subconjunto destes pontos em um arquivo A, onde |A| ≤ N .
Além disso, At denota o arquivo após a apresentação do t-ésimo vetor objetivo [64].
Dado um arquivo At−1, ele contém somente soluções com vetores objetivo não domi-
nados até então. Seja −→x uma nova solução tentando entrar no arquivo At−1, de tamanho
máximo N , o algoritmo básico de um arquivador preciso é apresentado no Algoritmo 2.
Um arquivador preciso possui algumas caracteŕısticas (representadas pelos números em
negrito no Algoritmo 2): (1) dada o ponto −→x , se −→x domina alguma solução em At−1,
−→x é adicionado em At−1 e os pontos dominados por −→x são removidos, obtendo-se At;
(2) se −→x é dominado por algum ponto de At−1, At−1 permanece sem modificações, então
At−1 = At; (3) se |At−1| < N , −→x não domina nenhuma ponto em At−1 e é não dominado
por nenhum ponto em At−1, −→x é adicionado At; (4) se o arquivo está cheio, |At−1| = N ,
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Algoritmo 2 Pseudo-código do arquivador preciso
1: Entrada: At−1, −→x , N (Arquivo atual, nova solução, Tamanho máximo do arquivo )
2: Sáıda: At
3:















7: 4 At ← At−1 (2)









9: 6 Se (|A| < N) então
10: 7 At ← At−1 ∪ −→x (3)
11: 8 senão At ← filtro(At−1,−→x ) (4)
−→x não domina e não é dominado por nenhum ponto em At−1,a função filtro é aplicada
para definir quais N soluções vão permanecer no conjunto At−1 ∪ −→x .
Na literatura existem diferentes métodos que são utilizados como arquivadores. Em [64],
Ibanez et al. apresentam um importante trabalho que analisa o comportamento de diver-
sos métodos de arquivamento em Problemas Multiobjetivo. Nesse trabalho, oito arqui-
vadores são estudados e importantes caracteŕısticas de cada um são observadas, através
de uma análise teórica e de uma análise experimental. A seguir são descritos 6 métodos
estudados por Ibanez et al. [64] que seguem o padrão do arquivador preciso.
Arquivador Adaptive Grid : o Gride Adaptativo (Adaptive Grid) foi proposto
em [58] e força uma distribuição uniforme de pontos não dominados no espaço de objetivos,
colocando estes pontos em diferentes células de uma gride. Nessa gride, o espaço de
objetivos é dividido com o intuito de medir a densidade de diferentes regiões. O arquivador
Adaptive Grid usa essa gride como um mecanismo para introduzir diversidade nos pontos
selecionados. Nesse arquivador, os pontos guardados no arquivo são organizados na gride.
A função filtro(At−1,−→x ) adiciona o novo ponto −→x ao arquivo, reconstrói a gride e então
remove um ponto da célula mais povoada, de forma aleatória.
Arquivador Average Rank : Esse arquivador utiliza o valor do método de ranking
Average Rank (AR) (discutido no Caṕıtulo 4) para definir quais soluções irão permanecer
no arquivo. Métodos de ranking buscam associar os valores do vetor de funções objetivo
para produzir uma nova ordenação das soluções. Em geral, esses métodos são utilizados
45
como relações de preferência e são aplicados no contexto da Otimização com Muitos
Objetivos para substituir a relação da dominância de Pareto. A função filtro(At−1,−→x )
desse arquivador calcula o valor do AR para todas as soluções do conjunto At−1 ∪ −→x e
remove a solução com maior valor do ranking. Em geral, esse método privilegia soluções
no extremos da fronteira de Pareto [47].
Arquivador Crowding Distance ou Arquivador do NSGA-II: Esse arquivador
usa a distância de Crowding (CD), apresentada no Caṕıtulo 2 para decidir quais pontos
irão continuar no arquivo externo. Esse arquivador busca introduzir mais diversidade na
busca. A função filtro(At−1,−→x ) adiciona −→x ao arquivo, calcula o novo valor de CD entre
os pontos do arquivo e remove o ponto com o pior valor de CD, isto é, o ponto localizado
na região mais povoada do espaço de objetivos.
Arquivador Dominante: Esse é um arquivador simples, somente adiciona ao
arquivo os pontos que tenham dominado algum outro ponto do arquivo (propriedade (1)
do Arquivador Preciso). Basicamente, a função filtro(At−1,−→x ) retorna At−1.
Multi-level Grid Archiving (MGA): Esse arquivador, proposto por [61], combina
o esquema do Grid Adaptativo com o método de arquivamento ε-Pareto (apresentado
mais à frente neste caṕıtulo). Nesse método, se o arquivo se tornar cheio, a função
filtro(At−1,−→x ) adiciona −→x à At−1 e divide o espaço de objetivo em blocos. Esses blocos
são obtidos através de intervalos, definidos por um incremento b, que dividem de forma
uniforme cada eixo de uma função objetivo, até que todos os pontos façam parte de um
bloco. Cada bloco é definido por um ı́ndice que define o encontro de diferentes divisões de
cada eixo. Cada ponto no arquivo é associado à um ı́ndice de um bloco. Após, é verificada
a relação de dominância entre esses ı́ndices dos blocos. Se existir alguma solução −→y que
pertence a um bloco dominado, um dos pontos que pertença à um bloco dominado é
removido de forma aleatória. Se não há nenhuma relação de dominância entre os blocos,
o espaço de objetivos é re-dividido em blocos menores, com novo intervalo b, menor que
o anterior, até que se encontre uma dominância entre os blocos.
A Figura 3.5 mostra um exemplo do funcionamento do método MGA, para um espaço
com dois objetivos. O eixo de coordenadas da esquerda, mostra os vetores objetivos de
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um conjunto de soluções pertencentes a um arquivo posicionados numa gride dividido em
um intervalo b1. Nessa primeira situação, os ı́ndices de cada gride estão definidos através
de marcações em vermelho. Nessa primeira situação não há bloco que contenha alguma
ponto que domine outro bloco. Assim, a gride é reconstrúıda utilizando um novo valor b2,
sendo que b2 < b1. Nessa nova gride, o bloco marcado com o rótulo 1 domina os blocos 2
e 3. A função filtro do arquivador MGA remove de forma aleatória um dos 3 pontos que
pertencem aos blocos 2 e 3.
Figura 3.5: Representação do método MGA para um espaço com dois objetivos.
Arquivador aleatório: A função filtro(At−1,−→x ) remove algum ponto aleatório do
conjunto At−1 ∪ −→x .
Arquivador Não Limitado (Unbound archiver): Nesse método, não há um
limite N para o arquivo externo. A função filtro(At−1,−→x ) retorna At−1 ∪ −→x .
Além dos Arquivadores Precisos também é posśıvel utilizar diferentes estratégias para
preencher o arquivo externo. Em geral, essas estratégias também só permitem que soluções
com vetor objetivo não dominado entrem no arquivo, porém ao invés de verificar se o
arquivo está cheio a cada novo ponto gerado pelo algoritmo, é feito um procedimento
ao final da iteração para se eliminar um conjunto de pontos não desejados pelo arquivo.
Uma estratégia utilizada em alguns MOEAs é utilizar conceitos da dominância ε [20] para
controlar a entrada de soluções no arquivo. Dois arquivadores que utilizam essa estratégia
são:
Arquivamento Adaptive ε-Approx (εapp): Basicamente, ao invés de usar os
conceitos da dominância de Pareto para decidir quais soluções entram no arquivo, esse
arquivador utiliza a dominância ε. O método somente aceita um novo ponto se ele domina
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pela dominância ε algum outro elemento do arquivo [60]. Essa abordagem não limita o
arquivo em um tamanho N , porém há a possibilidade de se estender esse conceito para
limitar o arquivo, como é mostrado em [60]. O valor ε é definido como parâmetro.
Arquivamento Adaptive ε-Pareto Archiving (εaps): Esse arquivador discretiza
o espaço de objetivos em diferentes blocos definidos pelo valor ε [60]. Inicialmente todo
ponto não dominado entra no arquivo. Após o final de uma iteração do algoritmo, dado
um conjunto de pontos do arquivo é efetuado um procedimento que elimina alguns pontos
desses arquivo. Esse procedimento efetua as seguintes tarefas: para cada função objetivo
é feita a discretização desse eixo em intervalos com valor ε. Assim, de forma análoga ao
arquivador MGA, são definidos blocos, que são representados por um ı́ndice. A ideia é
que todo ponto do arquivo deve pertencer a um bloco espećıfico. Se dois ou mais pontos
pertencerem a um mesmo bloco, somente é selecionado o ponto mais próximo do ı́ndice
do bloco. Esse arquivador também não possui um limite máximo de N pontos.
3.2.2 Escolha dos ĺıderes
A escolha do ĺıder global,
−→
Rh, é um importante fator de influência no movimento das
part́ıculas num algoritmo MOPSO. A escolha de
−→
Rh é um dos responsáveis em ditar ca-
racteŕısticas como convergência e diversidade que irão afetar todo o enxame. Encontrar a
melhor estratégia para escolher
−→
Rh é uma tarefa importante para algoritmos que exploram
conceitos multiobjetivo na meta-heuŕıstica PSO. Se a escolha de
−→
Rh é em uma região mais
povoada, então será privilegiada a convergência, porém a busca pode convergir para um
ótimo local. Se a escolha for em regiões menos povoadas, há um aumento da diversidade,
porém pode haver perda do poder de convergência. Visando explorar essas caracteŕısticas,
alguns métodos foram propostos na literatura e são discutidos a seguir:
Método Sigma: Nesse método, dada uma part́ıcula pi e seu vetor de funções
objetivo (
−−−→
f(−→xi )), é calculado um vetor σi que denota a direção de uma reta que passa
entre a origem e o ponto do vetor objetivo. O ĺıder de pi (
−→
Rh), é o ponto do arquivo externo
que possui a menor distância Euclidiana entre o seu vetor sigma e o vetor sigma pi, ou
seja, o ĺıder é um ponto que possui uma direção semelhante à part́ıcula pi. A ideia é que
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Figura 3.6: Representação do método Sigma para um espaço com dois objetivos.
vetores que tenham um vetor sigma semelhante estão localizados em regiões semelhantes
(ver Figura 3.6), haverá uma maior distribuição dos ĺıderes presentes no arquivo externo
entre as part́ıculas da população.
Para um problema com duas funções objetivos, f1(
−→x ) e f2(−→x ), o vetor sigma de uma
part́ıcula é definido com um só valor calculado através da Equação(3.7).
σ =
f1(
−→x )2 − f2(−→x )2
f1(
−→x )2 + f2(−→x )2
(3.7)






mentos, representando a combinação da Equação(3.7) para todos objetivos. A Figura 3.6
mostra um exemplo do método sigma para um espaço com dois objetivos. Os ćırculos
escuros representam as part́ıculas da população e os ćırculos claros as part́ıculas do re-
positório. Os segmentos de retas indicam o vetor sigma dos ĺıderes e cada part́ıcula da
população escolhe a part́ıcula do repositório que possui menor distância Euclidiana, em
relação ao seu vetor sigma.
Torneio Binário com distância de Crowding : a escolha do ĺıder através do
método do torneio binário com distância de Crowding é baseada na seleção executada pelo
algoritmo NSGA-II [28]. Inicialmente, é calculada a distância de Crowding entre todos
os ĺıderes. Em seguida, dois ĺıderes são escolhidos de forma aleatória com distribuição
uniforme. O ĺıder
−→
Rh é o ponto que tiver o maior valor de CD, ou seja, a solução localizada
numa área menos povoada.
NWSum: Esse método foi proposto em [72] e consiste em guiar as part́ıculas através
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de ĺıderes que estejam localizados perto do eixo de coordenadas o qual a part́ıcula está
mais próxima. Assim, seja dimprox a dimensão mais próxima da posição da part́ıcula pi.
O ĺıder será a part́ıcula do repositório mais próxima de dimprox. Isso é feito através do
cálculo de pesos para cada valor objetivo de pi, com este conjunto de pesos é feito uma
soma ponderada do vetor objetivo de cada ĺıder li. O ĺıder escolhido é o que maximizar
essa soma ponderada. O valor do NWSum é calculado através da equação 3.8, em que −→xi
é posição da part́ıcula pi e
−−−→











Escolha aleatória: Essa abordagem é a mais simples e menos complexa computa-
cionalmente e foi inicialmente apresentada em [21]. Nesse método, cada part́ıcula escolhe
um ĺıder do repositório de forma aleatória. Esse método beneficia a diversidade se os
ĺıderes estiverem bem distribúıdos no espaço de objetivos. Porém, se houver um conjunto
de ĺıderes agrupado em uma região, isso resulta numa perda de diversidade na busca.
3.2.3 Múltiplos enxames
A Otimização por Nuvem de Part́ıculas é definida por um conjunto de indiv́ıduos que se
movimentam de forma cooperativa no espaço de busca. Essa ideia é estendida através
dos algoritmos PSO com múltiplos enxames [36]. Múltiplos enxames utilizam várias po-
pulações (multi-swarms)1 executando de forma independente trocando informações entre
si durante a busca. Cada população independente, chamadas subenxame (sub-swarm), é
uma execução individual de um algoritmo PSO, contendo caracteŕısticas espećıficas como
próprio conjunto de ĺıderes, método de arquivamento e de escolha de ĺıder, equações do
movimento, ou seja, para cada sub-swarm pode-se executar um algoritmo PSO diferente.
O principal ganho de se utilizar diferentes populações otimizando um mesmo problema
é reduzir a complexidade do problema, como por exemplo, focando a busca em diferen-
tes regiões do espaço de busca ou reduzindo o número de objetivo otimizados por cada
1Os termos múltiplos enxames e multi-swarm serão utilizados da mesma forma nesta tese para indicar
algoritmos MOPSO com várias populações.
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Algoritmo 3 Pseudo-código de um algoritmo PSO com múltiplos enxames
1: Para cada sub-swarm si faça
2: Execute o movimento das part́ıculas de cada sub-swarm
3: Se condição de troca for satisfeita
4: Execute a troca de informações entre os sub-swarms
5: Retornar melhores soluções encontradas pelos sub-swarms
sub-swarm.
O Algoritmo 3 apresenta o pseudo-código do PSO com múltiplos enxames. Dada uma
condição de troca de informações, os sub-swarms trocam informações entre si através de
diferentes abordagens. Essa condição define quando será feita a troca de informações,
como por exemplo: trocar a cada iteração; somente quando haja alteração no ĺıderes;
quando houver uma movimentação significante das part́ıculas no espaço de variáveis de
decisão, etc. As abordagens de troca definem quais informações serão repassadas entre
cada sub-swarm tais como: cada sub-swarm troca os ĺıderes; no caso multiobjetivo pod-
se trocar todo o conjunto ou somente um subconjunto de ĺıderes entre os sub-swarms ;
pode-se trocar part́ıculas entre as populações. Outro fator importante nessas estratégias
é a topologia em que os sub-swarms efetuam essa troca [12]. Em geral, são utilizadas as
mesmas topologias da vizinhanças das part́ıculas, discutidas na Seção 3.1.1.
3.3 Algoritmos MOPSO
Existem diferentes algoritmos baseados na meta-heuŕıstica da Otimização por Nuvem de
Part́ıculas propostos na literatura. Basicamente, esses algoritmos buscam definir diferen-
tes métodos para escolha de ĺıder e o arquivamento dos ĺıderes. Porém, há também a
exploração de outros aspectos da meta-heuŕıstica, tais como a introdução de mutação nas
soluções [20], mecanismos para controlar de forma expĺıcita a velocidade das part́ıculas,
a aplicação de diferentes relações de preferência ao invés da dominância de Pareto, entre
outros.
As próximas seções apresentam detalhes de dois algoritmos MOPSO, SMPSO [70]
e SigmaMOPSO [67]. Esses algoritmos são escolhidos como base nesta tese, pois de
acordo com os resultado apresentados em [35], [70] e [79] apresentam bons resultados em
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Problemas Multiobjetivo. Além disso, os algoritmos utilizam diferentes abordagens tanto
na escolha e arquivamento dos ĺıderes, equações de velocidade e mutação.
3.3.1 Algoritmo SMPSO
O algoritmo SMPSO foi apresentado em [70] e segue os passos básicos de um algoritmo
MOPSO. Ele tem como principal caracteŕıstica limitar a velocidade das part́ıculas, através
de valores definidos pelo usuário. Esse limite impede que as part́ıculas percorram regiões
do espaço de busca longe do resultado desejado e então o algoritmo converge mais rápido.
Na proposta, a velocidade da part́ıcula é limitada através de valores de limites superi-
ores (upper limit) e de limites inferiores (lower limit). Cada posição do vetor velocidade
é limitada individualmente e caso o valor supere os limites definidos pelo usuário, o valor
da velocidade é definido pela Equação 3.9. As Equações 3.9 e 3.10 representam o limite
da velocidade de pi para cada valor da velocidade j, onde:
vi,j =

deltaj Se vi,j(t) > deltaj,




upper limitj − lower limitj
2
(3.10)
Outra caracteŕıstica é o uso da equação da velocidade com o fator de constrição mo-









C1 + C2 se C1 + C2 > 4,
1 se C1 + C2 ≤ 4.
(3.12)
Na Equação 3.11, quando ϕ = 1, o termo
√
ϕ2 − 4 · ϕ possui uma raiz negativa.
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Na implementação desse algoritmo nesta tese, quando ϕ = 1 o valor de
√
ϕ2 − 4 · ϕ foi
definido como 0.
O método de arquivamento utilizado pelo do SMPSO é efetuado através do Arquivador
Crowding Distance (Seção 3.2.1), visando introduzir maior diversidade na busca. Para a
escolha do ĺıder (definição do componente social,
−→
Rh(t)), é utilizado o Torneio Binário com
distância de Crowding (Seção 3.2.2), também buscando um aumentado da diversidade da
busca. O ĺıder local, −−→pbest, é a melhor posição atingida pelo algoritmo. Se uma nova
posição alcançada pela part́ıcula tiver uma relação de não dominância com o −−→pbest atual,
o novo valor para −−→pbest é definido de forma aleatória com distribuição uniforme entre as
duas posições.
Além disso, o algoritmo utiliza um operador de mutação em 15% das part́ıculas. Um
número pequeno de part́ıculas é escolhido para mutação, para evitar que haja muita per-
turbação na busca e o algoritmo perca convergência, já que tanto o arquivamento, quanto
a escolha do ĺıder privilegiam a diversidade. As part́ıculas são escolhidas aleatoriamente
e é aplicada a mutação polinomial [28], com probabilidade de 1
n
, onde n é o número de
variáveis do problema.
Para a validação do SMPSO, no estudo apresentado em [70], ele é comparado a cinco
algoritmos do estado da arte, o NSGA-II [28], o SPEA2 [90], o AbYSS [69], baseado em
busca por dispersão, o MOCell [71], um algoritmo genético celular e o OMOPSO [83].
Os algoritmos foram avaliados nos problemas DTLZ e ZTD utilizando os indicadores
Hipervolume, o Epsilon [91] e o Spread [84]. Conclui-se que o SMPSO supera os demais
algoritmos, obtém os melhores conjuntos de aproximação e possui uma convergência mais
rápida em direção à fronteira de Pareto.
3.3.2 Algoritmo SigmaMOPSO
O algoritmo SigmaMOPSO foi proposto em [67]. A principal contribuição desse algoritmo
é a proposta do método de escolha do ĺıder, método Sigma, discutido na Seção 3.2.2. Esse
método, de acordo com os resultados apresentados em [79], é um dos mais adequados
para a técnica MOPSO. O método de arquivamento utilizado é baseado numa técnica
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agrupamento dos ĺıderes apresentada em [87]. Nesse método, se o número de soluções for
maior que o tamanho do arquivo é executado um algoritmo para agrupar os ĺıderes em pelo
menos |N | grupos (número máximo de pontos no arquivo). O −−→pbest é escolhido de forma
aleatória caso haja uma relação de não dominância entre −−→pbest e a nova posição alcançada
pela part́ıcula. Além disso, é aplicado um operador de mutação simples em todas as
part́ıculas com probabilidade de 1% para cada posição. Nessa mutação, cada posição da
part́ıcula pode ser alterada por um valor Rt que varia aleatoriamente no intervalo [0, 1].
O método sigma foi comparado com outro método de escolha de ĺıder, chamado de
D-tree [37] e conseguiu encontrar soluções com melhor convergência e diversidade em
funções de teste com 2 e 3 funções objetivo. O algoritmo foi comparado com o SPEA2 [90] e
também obteve um melhor resultado em termos de convergência e diversidade. Além disso,
pesquisas recentes [35], [72], [79], entre outros, mostraram bons resultados do método
Sigma.
3.4 Trabalhos relacionados
Existem na literatura diversos trabalhos relacionados que exploram tópicos da Otimização
com Nuvem de Part́ıculas Multiobjetivo. Alguns desses trabalhos foram apresentados
nesse caṕıtulo na introdução dos conceitos da meta-heuŕıstica. Esta seção discute alguns
trabalhos relacionados que são importantes no desenvolvimento desta tese.
Dentre os trabalhos que exploram conceitos da meta-heuŕıstica MOPSO, destaca-
se [72]. Esse trabalho analisa a influência de métodos de escolha de ĺıderes na busca de um
algoritmo MOPSO. Diferentes métodos da literatura são revisados, em que a convergência,
diversidade e tempo computacional são analisados. Além de utilizar métodos da literatura,
esse estudo propõe um novo método, chamado de NWSum, previamente discutido nesta
tese. Todos os métodos são comparados utilizando-se diferente problemas multiobjetivo
(usando até 3 funções objetivo). Foi apontado que o método NWSum e o método Sigma se
destacam, obtendo os melhores resultados em termos de convergência e diversidade. Além
disso, esse trabalho conclui que a escolha do ĺıder realmente modifica o desempenho de
algoritmo MOPSO e é importante considerar diferentes métodos de escolha ĺıder quando
54
novos algoritmos MOPSO forem projetados.
Em [35] é apresentado um estudo que compara os melhores algoritmos MOPSO da
literatura, escolhidos através do trabalho [79]. Esse trabalho tem com objetivo mostrar
as capacidades de cada algoritmo. Os algoritmos escolhidos são: NSPSO [62], Sigma-
MOPSO [67], OMPSO [83], AMOPSO [76], MOPSOpd [3] e uma abordagem não descrita
em [79], MOCLPSO [42]. Esses algoritmos utilizam diferentes abordagens de preenchi-
mento do arquivo externo, escolha do ĺıder e operador de mutação. Para a avaliação dos
algoritmos, eles são aplicados em diferentes problemas de benchmark amplamente utiliza-
das na literatura multiobjetivo, como a famı́lia DTLZ [31], a famı́lia ZTD [88] e a famı́lia
WFG [43]. Todos os problemas foram utilizados com dois objetivos. Para a medição
da qualidade dos conjuntos gerados por os algoritmos MOPSO, é utilizado um conjunto
de indicadores de qualidade como o Hipervolume, indicador Epsilon [91] e Spread [84].
Nos experimentos, o algoritmo OMPSO se destacou, obtendo os melhores resultados na
maioria dos problemas. O algoritmo SigmaMOPSO também apresentou bons resultados.
Porém, os algoritmos não conseguiram convergir em alguns problemas multimodais. Para
resolver esse problema, foi proposto um novo método que limita a velocidade dos algorit-
mos PSO. Com este novo método foi proposto um novo algoritmo, chamado de SMPSO.
Esse algoritmo é mais bem detalhado em [70]. O novo algoritmo proposto foi comparado
com o OMOPSO e com o NSGA-II e apresentou resultados competitivos. Os resultados
apresentados neste artigo serviram de base para a escolha dos algoritmos PSO utilizados
em nosso trabalho. Os algoritmos SMPSO e SigmaMOPSO são explorados nesta tese e
são detalhados nas Seções 3.3.1 e 3.3.2.
As próxima seções compilam a discussão trabalhos relacionados sobre os tópicos MOPSO
com múltiplos exames, Seção 3.4.1 e trabalhos que utilizam a meta-heuŕıstica MOPSO
no contexto da Otimização com Muitos Objetivos, Seção 3.4.2.
3.4.1 Algoritmos MOPSO com múltiplos enxames da literatura
El-Abd e Kamel [36] apresentam um survey que descreve diversos algoritmos MOPSO
com múltiplos enxames da literatura. Os algoritmos desenvolvidos nesse estudo cobrem
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uma gama de diferentes problemas, dentre eles problemas monoobjetivo, multiobjetivo e
problemas de otimização com restrição. A partir da análise e descrição de diversos traba-
lhos da literatura, o estudo apresentado por El-Abd e Kamel propõe uma taxonomia para
a classificação dos algoritmos PSO com múltiplos enxames. Essa taxonomia é baseada
nos métodos de decomposição do problema adotados por cada algoritmo. De forma geral,
os algoritmos são divididos entre os algoritmos que usam múltiplos enxames para trocar
soluções entre si, chamado de método de decomposição do problema e os algoritmos que
utilizam múltiplos enxames para cobrir diferentes áreas do espaço de busca, chamado
de método de decomposição do espaço. Os trabalhos discutidos a seguir são restritos à
otimização multiobjetivo, principal tema desta tese.
Dentre os trabalhos de PSO com múltiplos enxames, destacam-se os algoritmos que
utilizam multi-swarms na otimização multiobjetivo. Em [73] é discutida a aplicação de
um algoritmo PSO multi-swarm em problemas com muitos objetivos. É proposta a pa-
ralelização do algoritmo VEPSO [74] e a aplicação deste algoritmo em muitos objetivos.
O VEPSO é uma variante cooperativa do PSO baseado no algoritmo Vector Evaluated
Genetic Algorithm (VEGA) [74]. O VEGA é um algoritmo evolucionário que seleciona
subpopulações da geração de acordo com cada objetivo separadamente. Após a seleção,
as subpopulações são misturadas e uma próxima geração é obtida através de etapas de
recombinação e mutação. No VEPSO, cada objetivo é otimizado por um swarm e durante
a busca os swarms trocam informações sobre as melhores soluções encontradas até então.
Nesse trabalho, o VEPSO é aplicado a diferentes problemas com muitos objetivos, vari-
ando entre 2 e 10 objetivos. Porém, o VEPSO é apenas comparado ao VEGA, para cada
objetivo, e não é feita nenhuma análise sobre o desempenho dos VEPSO em relação ao
aumento do número objetivos. Não se sabe como o VEPSO se comporta quando o número
de objetivos cresce, só é conhecido o seu desempenho em relação ao VEGA. É mostrado
que o VEPSO consegue melhores resultados que o VEGA para todos os objetivos.
Em [56] é apresentado um algoritmo multi-swarm que é aplicado ao problema de
aprendizado da resposta de agentes. Nesse estudo, a função de premiação é dividida
em várias funções e o problema é modelado como um problema multiobjetivo. Para a
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solução do problema é proposto um novo algoritmo PSO com múltiplos enxames, chamado
de MS-PSO. Como no VEPSO, este algoritmo também define um sub-swarm para cada
objetivo a ser otimizado, porém possui uma forma diferente de troca de informações
entre os swarms. Nesta abordagem, cada swarm vizinho troca informação através de um
novo componente na equação da velocidade das part́ıculas, que representa a distância
da part́ıcula para a melhor part́ıcula do swarm vizinho. O MS-PSO é comparado com
o algoritmo PSO tradicional e o algoritmo MO-PSO [21]. O MO-PSO não é discutido
em nosso trabalho, pois não é representativo e não apresenta bons resultados quando
comparado aos algoritmos PSO do estado-da-arte. Os algoritmos foram utilizados em
dois ambientes diferentes do agente e o MS-PSO conseguiu obter melhores resultados que
o algoritmo básico do PSO e que o algoritmo MO-PSO.
Outro algoritmo que utiliza multi-swarm para problemas multiobjetivo é apresentado
em [76]. Porém, diferentemente dos trabalhos anteriores, todos os sub-swarms otimizam
todos os objetivos. Nesse trabalho, o multi-swarm é utilizado com o intuito de cobrir
diferentes partes do espaço de busca em uma só execução, evitando o deslocamento des-
necessário de part́ıculas. Nessa abordagem, cada swarm representa um próprio nicho,
com um mesmo número de part́ıculas e com seus próprios ĺıderes. Cada nicho é otimizado
separadamente e ao final da atualização de todos os swarms, todos os ĺıderes, de todos os
nichos, são agrupados. Em seguida, os ĺıderes semelhantes são divididos entre os swarms
existentes. Os resultados do algoritmo proposto, chamado de AMOPSO, são compara-
dos com alguns algoritmos multiobjetivo, como o NSGA-II [28] e o MO-PSO [21]. Os
algoritmos são aplicados em funções de teste com dois objetivos e são consideradas medi-
das como Generational Distance e Spacing [84]. Conclui-se que o algoritmo AMOPSO é
competitivo com os melhores algoritmos multiobjetivo da literatura.
Por fim, outro trabalho relevante é apresentado em [68]. Aqui, é apresentado um al-
goritmo multi-swarm que divide a busca em diferentes regiões de forma expĺıcita. Nesse
algoritmo, cada sub-swarm limita a região de busca de sua população. Essa região é defi-
nida através de uma part́ıcula semente, a qual será o centro da região de busca. Em cada
iteração do algoritmo, as sementes são escolhidas e é gerada a população dentro da região
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definida pela semente. O algoritmo executa um processo iterativo de escolha das sementes
e definição das novas regiões de busca. Ao final de cada iteração as melhores soluções de
cada sub-swarm são reunidas e as novas sementes são definidas. Esse processo é repetido
por um número de iterações definido pelo usuário. O trabalho propõe diferentes métodos
de escolha das sementes. Um dos métodos é baseado em agrupamento: inicialmente as
soluções são agrupadas utilizado o vetor objetivo; o número de grupos é definido como o
número de sub-swarms do algoritmo; a semente é o centróide de cada grupo. Esse método
é utilizado como base para o desenvolvimento de um algoritmo multi-swarm aplicado à
problemas com muitos objetivos proposto nesta tese, discutido no Caṕıtulo 6.
3.4.2 Algoritmos MOPSO aplicados à Otimização com Muitos
Objetivos
Como discutido nas seções anteriores, diversos algoritmos e métodos foram propostos
para utilizar meta-heuŕıstica da Otimização por Nuvem de Part́ıculas em Problemas Mul-
tiobjetivo. Porém, da mesma forma que as demais meta-heuŕısticas multiobjetivo, o PSO
enfrenta os problemas discutidos no Caṕıtulo 2 quando aplicados a Problemas com Muitos
Objetivos.
Visando a atenuação desses problemas, recentemente algumas pesquisas focam na
meta-heuŕıstica MOPSO aplicada à Otimização com Muitos Objetivos. Na literatura, a
maioria dos estudos que focam em problemas com muitos objetivos utiliza abordagens
evolucionárias. Porém, são poucos os trabalhos que visam explorar as qualidades do PSO
em problemas com muitos objetivos.
Em [85] é apresentada uma abordagem que usa uma métrica de distância baseada
nas preferências do usuário para encontrar as melhores soluções. Nesse estudo, o usuário
define boas regiões no espaço de objetivos que devem ser exploradas pelo algoritmo. O
PSO é utilizado como base e as part́ıculas atualizam sua posição e velocidade de acordo
com sua proximidade às regiões preferenciais. Nesse método, o algoritmo PSO não conta
com a relação da dominância de Pareto para encontrar as melhores soluções. O algoritmo
proposto é comparado com um algoritmo PSO também baseado na preferência do usuário
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que utiliza a dominância de Pareto. Os resultados mostraram que o algoritmo proposto
obtém melhores resultados, em especial quando o número de objetivos é grande. Isso mos-
tra que é posśıvel explorar um algoritmo MOPSO definido por um região de preferência.
Esse comportamento é explorado nesta tese através da proposta do Arquivador Hiper-
plano. Outra abordagem é proposta em [59]. Nesse trabalho, é proposto um algoritmo
PSO que trabalha com muitos objetivos usando uma dominância de Pareto gradual para
superar o problema.
Em [52] é utilizada a técnica Self-Controlling Dominance Area (SCDAS) para gerar
uma nova classificação das soluções não dominadas no arquivo externo. Esse método é
uma extensão da técnica Controle da Área de Dominância das Soluções [81], que é estu-
dada nesta tese no Caṕıtulo 4. No algoritmo proposto por Castro Junior et al., chamado
de SCDAS-SMPSO, a técnica SCDAS é utilizada para refinar o arquivo externo após
cada iteração do algoritmo. No algoritmo proposto, o algoritmo SMPSO é utilizado como
algoritmo PSO base, discutido na Seção 3.3.1. A técnica SCDAS é semelhante à CDAS e
busca modificar a relação da dominância de Pareto, com o intuito que algumas soluções
não dominadas passem a ser dominadas. Nesse método, o grau de expansão da relação
de dominância é controlado automaticamente pelo algoritmo e além disso a técnica pos-
sibilita que as soluções nos extremos de cada dimensão não sejam removidas. No método
proposto por Castro Junior et al., ao final da iteração do PSO, a técnica SCDAS é apli-
cada aos pontos do arquivo externo, logo, a relação de dominância entre essas soluções é
alterada. Em seguida, com a nova relação de dominância é feita uma poda, removendo-se
as soluções que passaram a ser dominadas. O algoritmo SCDAS-SMPSO é comparado ao
algoritmo CDAS-MOPSO (desenvolvido nesta tese e apresentado na Seção 4.1.2) e com
o algoritmo SMPSO. A comparação buscou observar aspectos como convergência e diver-
sidade da busca em cenários com muitos objetivos. O SCDAS-SMPSO conseguiu obter
uma convergência equivalente ao CDAS-MOPSO, porém apresentou melhor diversidade.
Além disso, o SCDAS-SMPSO é mais simples que o CDAS-MOPSO, pois não precisa de
configuração do parâmetro que define o grau de extensão da dominância de Pareto.
Outro trabalho que explora o PSO na Otimização com Muitos Objetivos é apresentado
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em [17]. Esse trabalho tem como objetivo estudar como diferentes métodos de escolha de
ĺıder funcionam em Problemas com Muitos Objetivos. Com esse intuito, é utilizado como
base o algoritmo CDAS-MOPSO e observa-se o comportamento do algoritmo, em termos
de convergência e diversidade, quando são utilizados diferentes métodos para escolha
do ĺıder. Nesse trabalho são utilizados os métodos do torneio binário com distância
de crowding [70], WSUM [5], NWSum [72], método sigma [67] e escolha aleatória [21].
Os métodos foram aplicados aos problemas DTLZ2 e DTLZ4, variando entre 2 e 30
funções objetivo. Os melhores resultados foram obtidos pelos métodos NWSum e Sigma,
especialmente pois eles introduziram maior convergência na busca. É importante ressaltar
que o método original do algoritmo CDAS-MOPSO é o torneio binário com distância de
crowding e o trabalho [17] estendeu os resultados iniciais do algoritmo CDAS-MOPSO.
3.5 Considerações finais
A Otimização com Nuvem de Part́ıculas é uma meta-heuŕıstica quem tem sido aplicada
com sucesso na Otimização Multiobjetivo [79]. Diferentemente das abordagens evolu-
cionárias (que são mais utilizas em trabalhos multiobjetivo), o PSO tem como base a coo-
peração entre os indiv́ıduos da população. Através dessa cooperação entre os indiv́ıduos,
é posśıvel controlar aspectos como convergência e diversidade da busca e desenvolver
diferentes estratégias para a solução de problemas de otimização.
Na otimização multiobjetivo, pode-se destacar dois aspectos de um algoritmo MOPSO:
arquivamento dos ĺıderes e escolha dos ĺıderes. Essas caracteŕısticas são os pontos mais
importantes de um algoritmo MOPSO. Outro caracteŕıstica importante que pode ser
explorada em algoritmos MOPSO é a possibilidade de se utilizar múltiplos enxames, com
o objetivo de se reduzir a complexidade do problema.
Porém, apesar dos bons resultados dos algoritmos MOPSO, essa meta-heuŕıstica ainda
é pouco utilizada na Otimização com Muitos Objetivos. O objetivo desta tese de dou-
torado é explorar diferentes aspectos do MOPSO na Otimização com Muitos Objetivos,
tais como a introdução de novas relações de preferência, métodos de arquivamento, uso





NOVAS RELAÇÕES PREFERÊNCIAS APLICADAS AO
MOPSO NA OTIMIZAÇÃO COM MUITOS OBJETIVOS
Este caṕıtulo apresenta a primeira estratégia explorada nesta tese para a extensão da
Otimização por Nuvem de Part́ıculas Multiobjetivo aplicada a Problemas com Muitos
Objetivos: o uso de novas relações de preferência. Como discutido nos caṕıtulos anterio-
res, a relação da dominância de Pareto se mostra ineficiente quando o número de funções
objetivo cresce. Visando atenuar essa deterioração, alguns trabalhos da literatura apresen-
tam novas estratégias baseadas na definição de novas relações de preferência [47] [81] [23].
A ideia utilizada nesses métodos é construir uma função de fitness para um algoritmo que
possibilite a definição das melhores soluções mesmo com um número grande de funções
objetivo.
Dentre esses trabalhos, dois possuem destaque: o Controle da Área de Dominância
das Soluções [81] e Métodos de Ranking de Soluções [23]. Essas técnicas apresentam bons
resultados em problemas com muitos objetivos em trabalhos da literatura, são técnicas
simples, podem ser aplicadas em diferentes metaheuŕısticas e são técnicas que utilizam
prinćıpios diferentes (modificação da dominância e rankeamento das soluções), o que pos-
sibilita o estudo de diferentes abordagens em nossa tese. Outro fator importante é que
elas ainda foram pouco exploradas em algoritmos MOPSO.
A primeira estratégia explorada é a aplicação da técnica do Controle da Área de
Dominância das Soluções em algoritmos PSO, discutida na Seção 4.1. A segunda con-
tribuição, apresentada na Seção 4.2, visa explorar diferentes métodos de ranking em al-
goritmos MOPSO. São propostos novos algoritmos que utilizam métodos de ranking da
literatura, bem como, novos métodos de ranking.
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4.1 Controlando a área de dominância das soluções em algorit-
mos MOPSO
A técnica do Controle da Área de Dominância das Soluções (CDAS, do inglês Controlling
the Dominance Area of Solutions) foi proposta em [81]. Esse método controla a área
de dominância das soluções para induzir uma ordenação das soluções apropriada para o
problema, especialmente com muitos objetivos. Como mostrado em [47] e [81] a técnica
CDAS apresenta bons resultados quando aplicada a problemas com muitos objetivos e
produz resultados melhores que outras estratégias como o Average Ranking [23] e a relação
favour [34]. Em nosso trabalho a influência dessa técnica em um algoritmo MOPSO é
analisada. As próximas seções apresentam a técnica CDAS, Seção 4.1.1, e descreve os
passos da aplicação do CDAS no MOPSO na Seção 4.1.2.
4.1.1 Controle da área de dominância das soluções
Este método propõe o controle do grau de contração ou expansão da área de dominância
das soluções através de um parâmetro definido pelo usuário, Si. Os valores dos objetivos
da solução são modificados através de relações trigonométricas definidas pelo valor de
Si. O vetor de objetivos é transladado no espaço de objetivos e assim a relação de
dominância muda com essa contração ou expansão. Assim, soluções que originalmente
eram não dominadas passam a ser dominadas por outras e vice-versa. A modificação da
área de dominância é definida pela Equação 4.1 e a representação desta modificação é
apresentada na Figura 4.1, tal que:
f ′i(
−→x ) = r · sin(ωi − Siπ)
sin(Siπ)
(4.1)
onde −→x é uma solução no espaço de busca,
−−−→
f(−→x ) é o vetor objetivo, r é a norma de
−−−→
f(−→x )
e ωi é o grau entre fi(
−→x ) e
−−−→
f(−→x ). A Equação 4.1 realiza a operação trigonométrica que
translada cada valor objetivo, fi(x), para os novos valores, f
′
i(
−→x ). Esta operação pode ser
observada através da Figura 4.1. Observe que dado o ângulo ϕ = Siπ, algumas operações
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Figura 4.1: Modificação da relação de dominância com o CDAS [81].




A Figura 4.2 apresenta um exemplo do funcionamento do CDAS para dois objeti-




−→x ) = fi(−→x ) e não ocorre modificação da relação de dominância. Na
Figura 4.2(a) o ponto c é dominado pelo ponto a. Se Si < 0, 5 então f
′
i(
−→x ) > fi(−→x ), há
um aumento em cada valor do vetor de objetivos e será produzido um subconjunto das
soluções não dominadas. A Figura 4.2(b) mostra a alteração da dominância de Pareto
quando se usa Si < 0, 5, percebe-se que os valores dos objetivos são alterados para se
modificar a área de dominância e o ponto b passar a ser dominado por a. Por outro lado,
se Si > 0, 5 então f
′
i(
−→x ) < fi(−→x ), logo a relação de dominância é relaxada e as soluções
que normalmente são dominadas passam a ser não dominadas. Na Figura 4.2(c) percebe-
se que com a diminuição da área de dominância das soluções, o ponto c passa a ser não
dominado. Os resultados apresentados em [81] mostraram que é posśıvel obter melhor de-
sempenho, em termos de convergência e diversidade, para problemas com muitos objetivos
quando se controla a área de dominância. Os experimentos foram conduzidos utilizando
o algoritmo NSGA-II [28] aplicado ao problema da mochila multiobjetivo. Embora seja
posśıvel utilizar o parâmetro Si com valores > 0, 5, na Otimização com Muitos Objetivos
estamos interessados em reduzir o número de soluções não dominadas. Logo, em nossa
tese a escolha de Si será limitada a valores menores do que 0, 5. Além disso, trabalhos
prévios do autor, apresentados em [25] e [14], mostraram que ao executar o CDAS com
valores de Si < 0, 5, obtém-se resultados melhores do que ao se utilizar Si > 0, 5. Outros
trabalhos da literatura, como o trabalho apresentado em [47], também desconsideram a
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(a) Relação da dominância de Pareto, Si = 0, 5 (b) CDAS com Si < 0, 5
(c) CDAS com Si > 0, 5
Figura 4.2: Exemplo do funcionamento do CDAS para duas funções objetivo [81].
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(a) CDAS num problema de minimização (b) CDAS num problema de maximização
Figura 4.3: Exemplo da translação de um conjunto pontos efetuada pelo CDAS.
execução do CDAS com valores de Si > 0, 5. Por fim, a extensão do CDAS, chamada de
S-CDAS [80] é baseada na execução do CDAS com valores de Si < 0, 5.
A Figura 4.3 mostra o exemplo da translação de um conjunto de pontos para problemas
de minimização e maximização, Figuras 4.3(a) e 4.3(b), respectivamente. Cada curva
contém um total de 100 pontos. A curva maior representa uma fronteira de Pareto genérica
para problemas de minimização e maximização. As demais curvas representam os pontos
da fronteira transladados com diferentes valores de Si, variando entre Si = 0, 45, 0, 35 e
0, 25. É posśıvel notar que a localização dos pontos do espaço de objetivos é alterada e
que quanto menor é o valor de Si maior é essa alteração.
Para se ter um melhor entendimento da técnica CDAS a Figura 4.4 mostra um exemplo
do cálculo da técnica com diferentes valores Si. A Figura 4.4(a) mostra um conjunto
de pontos que representa a fronteira de Pareto para um problema de minimização. As
Figuras 4.4(b), 4.4(c) e 4.4(d) mostram as soluções não dominadas após o cálculo do
CDAS de todos os pontos do conjunto original (Figura 4.4(a)) com valores de Si = 0, 45,
0, 35 e 0, 25, respectivamente. Nessas figuras, cada ponto é transladado utilizando a
técnica CDAS e em seguida é checada a relação de dominância entre os novos vetores.
São apresentados somente os pontos que possuem os vetores modificados não dominados.
Percebe-se que quanto menor é o valor de Si, o conjunto de pontos é mais reduzido e são
privilegiados os pontos localizados no centro da curva. Quanto mais próximo o valor de
Si é de 0, 5, maior é o número de pontos e o conjunto é semelhante ao conjunto original,
porém sempre descartando os pontos nos extremos.
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(a) Conjunto de pontos (b) Si = 0.45
(c) Si = 0.35 (d) Si = 0.25
Figura 4.4: Pontos não dominados após a execução do CDAS para um problema de
minimização.
A Figura 4.5 apresenta um cenário diferente. Na Figura 4.5(a) é apresentada a fronteira
de Pareto do problema DTLZ2 [31]. O DTLZ2 é um problema de minimização e para
duas funções objetivo é definido pela função de um quadrante de uma esfera de raio 1
e centro no ponto (0, 0). Na aplicação do CDAS com valores de Si = 0, 45, 0, 35 e 0, 25
(Figuras 4.5(b), 4.5(c) e 4.5(d), respectivamente) é observado que quanto menor o valor
de Si, menor é o número soluções não dominadas. Diferentemente dos outros cenários,
as soluções extremas são privilegiadas. Percebe-se que os pontos dos extremos nunca são
dominados e com a diminuição do valor de Si, os pontos mais próximos aos extremos são
dominados. Logo, nessa situação os pontos não dominados que permanecem são os pontos
nos extremos e os pontos localizados ao centro do conjunto, sendo que quando o valor de
Si for definido com um valor baixo (entre Si = 0, 25 e 0, 35) somente restam as soluções
no extremo.
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(a) Fronteira de Pareto do DTLZ2 (b) Si = 0.45
(c) Si = 0.35 (d) Si = 0.25
Figura 4.5: Pontos não dominados após a execução do CDAS para o problema DTLZ2.
4.1.2 Algoritmo CDAS-MOPSO
A primeira contribuição desta tese refere-se à aplicação da técnica do controle da área de
dominância das soluções em algoritmos PSO multiobjetivo [13] [14] [16]. No MOPSO a
convergência e a diversidade são controladas através da cooperação entre as part́ıculas,
ou seja, é controlada através da seleção e escolha dos ĺıderes. Os ĺıderes guiam o exame
para as melhores áreas no espaço de busca, então dependendo de como é feita essa escolha
a solução pode convergir para uma pequena área da fronteira de Pareto ou executar uma
busca mais diversificada, buscando cobrir uma região maior da fronteira de Pareto.
O CDAS modifica a relação de dominância, selecionando um subconjunto das soluções
não dominadas, de acordo com o comportamento discutido na seção anterior. Essa técnica
é incorporada na busca do MOPSO de uma maneira simples: o passo que atualiza o
repositório com as soluções não dominadas é modificado e agora aplica a nova relação de
dominância definida pela Equação 4.1.
A partir dessa nova relação de preferência, foi desenvolvido um novo algoritmo, cha-
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mado de CDAS-MOPSO. É importante ressaltar que as demais caracteŕısticas do MOPSO
permanecem inalteradas, assim é posśıvel combinar a técnica CDAS com diferentes métodos
de arquivamento, escolha do ĺıder, equações de velocidade, entre outros. O Algoritmo 4
apresenta um descrição do algoritmo proposto. O algoritmo segue os passos do algoritmo
básico MOPSO, apresentado no Caṕıtulo 3. O primeiro passo é a inicialização do algo-
ritmo MOPSO. Após a população ter sido iniciada, devem ser definidas as soluções não
dominadas. Então, é aplicado o método CDAS com o valor Si passado como parâmetro
pelo usuário. Com os novos vetores objetivo modificados, as soluções não dominadas são
definidas e é feito o arquivamento dessas soluções no arquivo externo. Após a definição
dos ĺıderes, as part́ıculas da população escolhem seus ĺıderes globais e é iniciado o laço
evolutivo. Nesse laço, para cada part́ıcula pi da população, a primeira etapa é o movi-
mento da part́ıcula pelo espaço de busca. Em seguida, deve ser feito o cálculo das funções
objetivo da nova posição e efetuada a modificação desse vetor através do método CDAS.
Em seguida, a part́ıcula (com o vetor de funções objetivo já modificado) é submetida ao
arquivador. Na comparação de dominância entre a nova solução e as demais soluções
do arquivo externo é sempre utilizado o vetor de objetivos modificado pelo CDAS. Ao
final do movimento das part́ıculas é utilizado algum método para a definição dos ĺıderes
para todos os elementos da população. Por fim, ao final do laço evolutivo o retorno do
algoritmo são as part́ıculas do arquivo externo.
O CDAS MOPSO é baseado no algoritmo SMPSO. Assim, ele utiliza as mesmas de-
finições apresentadas na Seção 3.3.1, ou seja, uso da equação de velocidade com constrição,
mutação polinomial em 15% das soluções, escolha dos ĺıderes por distância de Crowding
e uso do Arquivador Crowding Distance.
O desenvolvimento do algoritmo CDAS-MOPSO em diferentes algoritmos MOPSO da




1: Procedimento de inicialização.
2: Definir as soluções não dominadas através do método CDAS usando valor Si
3: Arquivamento das soluções não dominadas e escolha dos ĺıderes.
4: Laço evolutivo
5: Para cada part́ıcula pi da população
6: Atualizar a velocidade e população de pi
7: Avaliar os objetivos e modificação da área de dominância de pi através do método
CDAS usando valor Si
8: Arquivamento de pi
9: Escolha dos ĺıderes para as part́ıculas da população
10: Retornar as part́ıculas do arquivo externo.
4.2 Explorando métodos de ranking em algoritmos MOPSO
A segunda etapa da exploração de novas relações de preferências em algoritmos MOPSO
refere-se ao uso de métodos de ranking. Esses métodos buscam construir uma função de
fitness através da associação dos valores do vetor de funções objetivo. Métodos de ranking
foram inicialmente propostos na década de 90 em [4], porém só foram explorados em
Problemas de Otimização com Muitos Objetivos em trabalhos mais recentes [23] [47] [40].
Nesta tese, os rankings são utilizados de três formas: primeiro é proposto um novo
algoritmo MOPSO que utiliza métodos de rankings da literatura como função de fitness;
a segunda contribuição é a proposta de um novo método chamado de Balanced Ranking ;
por fim, é proposta uma nova abordagem que visa combinar diferentes métodos de ranking
através de um algoritmo MOPSO.
Essa seção discute as três abordagens propostas. Com esse intuito, inicialmente o
modelo geral para a obtenção de ranking a partir do vetor de objetivos, bem como os
métodos Average Ranking e Maximum Ranking são discutidos na Seção 4.2.1. O algoritmo
Ranking-SMPSO é proposto na Seção 4.2.2. Por fim, o método Balanced Ranking é
apresentado na Seção 4.2.3 e o algoritmo Combinação de Rankings na Seção 4.2.4.
4.2.1 Average ranking e maximum ranking
Os métodos Average Ranking (AR) e Maximum Ranking (MR) foram propostos em [4].
Essas técnicas são relações de preferência que induzem uma ordem de preferência para
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um conjunto de soluções. Esses métodos são aplicados sobre um conjunto de soluções e
definem um ordenamento entre elas.
O AR e o MR compartilham um modelo geral para geração de um ranking. Eles
possuem o mesmo funcionamento, diferenciando-se somente no final do cálculo do ranking.
Em geral, dado um conjunto de soluções CS ⊂ Ω, um método de ranking computa um
valor, ranking(−→x ,CS) de cada solução −→x ∈ CS. Assim, o primeiro passo é ordenar
todas as soluções de acordo com cada função objetivo independentemente. Através desse
ranking por função objetivo é posśıvel seguir diferentes estratégias. O método AR define
o ranking de uma solução −→x como sendo a soma de todos os rankings individuais da
solução −→x , enquanto o MR é definido pelo melhor ranking encontrado para −→x . O AR e





−→x ), CS) (4.2)
MR(−→x ,CS) = MIN(ranking(fi(−→x ), CS)) (4.3)
onde CS é um conjunto de soluções, −→x é a solução para qual está sendo calculado o
ranking, m é o número de objetivos e ranking(fi(
−→x ), CS) é o ranking de −→x para o i-
ésimo objetivo. A Tabela 4.1 apresenta um exemplo para ilustrar o funcionamento dos dois
métodos. Por convenção, quanto menor é o ranking melhores são os valores dos objetivos.
Inicialmente, cada solução é ordenada por cada objetivo, por exemplo, a solução C possui
o melhor ranking para o primeiro objetivo (ranking 1). Após o cálculo de cada ranking,
os valores de cada método são calculados. O método AR soma todos os rankings de
cada objetivo, enquanto o MR é definido pelo valor do melhor ranking. No exemplo da
Tabela 4.1, percebe-se que soluções que possuem valores extremos, por exemplo A e D,
possuem um melhor valor do que uma solução com valores dos objetivos mais equivalentes,
solução B. O MR age de forma semelhante que o AR, porém dá um peso maior ainda
para as soluções com valores extremos. No exemplo da Tabela 4.1, todas as soluções com
o melhor valor em pelo menos um objetivo recebe o melhor ranking posśıvel. Para esse
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Tabela 4.1: Exemplo do Average Ranking e Maximum Ranking.
# (f1,f2,f3) f1 f2 f3 AR MR
A (6, 1, 3) 4 1 2 7 1
B (3, 2, 5) 3 2 4 9 2
C (1, 11, 7) 1 3 5 9 1
D (2, 20, 1) 2 5 1 8 1
E (5, 14, 4) 5 4 3 12 3
método, a solução B fica atrás de três soluções no ranking.
Os métodos AR e MR apresentam bons resultados na literatura [23] [47]. Porém,
apesar dos bons resultados, os métodos de rankings apresentam algumas limitações. Como
discutido em [47], estes métodos privilegiam soluções que possuem bons rankings em
poucos objetivos, normalmente um objetivo. Assim, essas soluções são localizadas nos
extremos da fronteira de Pareto. Por exemplo, a solução B possui rankings médios para
todos os objetivos, porém é superada por várias outras soluções, se considerarmos os
rankings AR e MR. Esta limitação do AR e o MR é a motivação para a criação do
método Balanced Ranking (BR), apresentado na Seção 4.2.3.
4.2.2 Ranking-SMPSO
O algoritmo Ranking-MOPSO incorpora métodos de ranking como função de fitness de
um algoritmo MOPSO. Ele tem como base o algoritmo SMPSO [70]. Esse algoritmo é
chamado de Ranking-SMPSO. A proposta desse algoritmo foi publicada em [25].
O Ranking-SMPSO utiliza uma relação de preferência diferente da dominância de
Pareto. Para isto, é definida a relação ≺Ranking, onde Ranking é o método de ranking
escolhido para execução do algoritmo. A relação ≺Ranking é definida da seguinte maneira.
Uma solução −→x é melhor que uma solução y com respeito à relação Ranking, denotada
por ≺Ranking, se o somente se Ranking(−→x ) < Ranking(−→y ).
O algoritmo Ranking-SMPSO utiliza a relação de dominância ≺Ranking para melhorar
os resultados do algoritmo SMPSO para problemas com muitos objetivos. O Algoritmo 5
apresenta uma breve descrição do Ranking-SMOPSO. Primeiro, um procedimento de
inicialização é efetuado. Nesse procedimento, todos os componentes das part́ıculas são
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Algoritmo 5 Ranking-SMPSO
1: Procedimento de inicialização.
2: Avaliar as part́ıculas e cálculo do ranking.
3: Inicializar o repositório e escolha dos ĺıderes.
4: Laço evolutivo
5: Atualizar a posição e velocidade das part́ıculas
6: Avaliar os objetivos e cálculo dos rankings.
7: Mutação de 15% da população
8: Atualizar o repositório através da relação ≺Ranking.
9: Calcular a distância de crowding (CD).
10: Arquivamento dos ĺıderes e poda do arquivo externo(Melhor ranking e CD).
11: Seleção dos ĺıderes.
12: Retornar as part́ıculas do repositório.
iniciados (posição, velocidade, ĺıder local, etc.). Após, todos os objetivos são avaliados e
é calculado o ranking de cada part́ıcula. Então, o repositório com as melhores soluções
deve ser iniciado. Aqui, para efetuar uma pressão inicial em direção às melhores soluções,
somente 10% das soluções com os melhores valores de ranking preenchem o repositório.
Após este passo, é efetuada a escolha dos ĺıderes através do método do torneio binário
com distância de crowding.
O próximo passo do Ranking-SMPSO é o laço evolutivo. Nesse laço, primeiro as
part́ıculas são movimentadas pelo espaço de busca através do operador de velocidade.
Em seguida é aplicado aleatoriamente um operador de mutação em 15% da população.
O arquivamento das melhores soluções no arquivo externo é a principal diferença entre o
Ranking-SMPSO e o SMPSO. Neste passo, a relação ≺Ranking é aplicada. Uma solução
entra no repositório se o somente se ela é melhor pela relação ≺Ranking que qualquer outra
part́ıcula no repositório. Em seguida, a distância de Crowding (CD) [28] é calculada
para todas as soluções do repositório. Como apresentando no Caṕıtulo 3, o algoritmo
SMPSO limita o número de soluções do repositório. Então, deve ser feita uma poda
neste repositório. Este procedimento de poda mantém no repositório as soluções com os
melhores valores de ranking. Se o valor de ranking for igual, então é utilizado o valor da
CD para definir qual é a melhor solução. Por fim é feita a seleção dos ĺıderes. Para evitar
que soluções dominadas influenciem a busca para regiões ruins do espaço de objetivos,
antes dessa etapa é feita a retirada de soluções dominadas do repositório.
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4.2.3 Balanced ranking
Outra estratégia proposta neste trabalho é uma nova relação de preferência chamada de
Balanced Ranking (BR). O BR tem como base o mesmo prinćıpio adotado pelos métodos
AR e MR propostos por [4], porém busca evitar a geração de soluções nos extremos da
fronteira de Pareto [47]. A Figura 2.1 mostra um exemplo de uma fronteira de Pareto em
um espaço de objetivos bidimensional com os valores extremos e o joelho da fronteira de
Pareto.
O método proposto privilegia soluções em que os objetivos possuam valores seme-
lhantes, ou seja, privilegiar soluções que não contenham valores extremos em relação aos
demais e sejam mais próximas ao joelho. Os passos iniciais para o cálculo do BR são
os mesmos necessários para o cálculo do AR e do MR. Assim, dado um conjunto CS de
soluções, o BR de uma solução −→x é calculado da seguinte maneira. Primeiro, é calculado
um ranking independente para cada função objetivo. Para o cálculo do ranking é tomada
a convenção de quanto melhor é a solução, mais baixo é o ranking. Após, é feita a soma
de todos estes rankings. Em seguida, é calculada uma ponderação que é obtida através da
diferença entre o maior e o menor ranking de uma solução. Essa diferença, é normalizada
pelo tamanho de CS (o maior ranking posśıvel), assim, quanto maior a diferença entre
os rankings, pior será o BR da solução e quanto menor a diferença, melhor será o BR. O
BR pode ser definido através da Equação (4.4).







−→x ), S) (4.4)
onde m é o número de objetivos, −→x a solução a ser ranqueada, CS o conjunto de soluções
e ranking(fj(
−→x ), CS) é o raking de −→x para o j-ésimo objetivo. A Tabela 4.2 apresenta
um exemplo do funcionamento do BR. É apresentado também o cálculo do AR e do
MR. Primeiro, cada solução é rankeada para cada objetivo, por exemplo, a solução C
possui o melhor ranking (ranking 1) para o primeiro objetivo. Após, é obtido para cada
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Tabela 4.2: Exemplo do balanced ranking.
# (f1,f2,f3) ranking(f1) ranking(f2) ranking(f3) MAX MIN BR AR MR
A (9, 1, 3) 5 1 2 5 1 5,3 8 1
B (3, 2, 5) 3 2 4 4 2 3 9 2
C (1, 7, 7) 1 4 5 5 1 6,66 10 1
D (2, 8, 1) 2 5 1 5 1 5,33 8 1
E (7, 5, 8) 4 3 6 6 3 7 14 3
F (10, 9, 4) 6 6 3 6 3 7,5 15 3
solução os valores máximo e mı́nimo. Por fim, é feita a soma dos rankings e esta soma é
ponderada pela diferença dos rankings normalizada. Através das duas primeiras soluções
pode-se perceber a diferença entre o AR e o BR. Utilizando o AR a melhor solução é a A,
pois possui um AR igual a 8. Porém, percebe-se que ela possui o melhor ranking para um
objetivo (ranking 1 para o segundo objetivo), mas apresenta um ranking ruim para outros
(ranking 5 para o primeiro objetivo). Utilizando o BR essa diferença é penalizada e a
melhor solução passa ser a B, que apesar de não ser melhor em nenhum objetivo possui
rankings semelhantes em todos.
4.2.4 Combinação de rankings
A última estratégia proposta é chamada de Combinação de Rankings e visa juntar aspec-
tos positivos de diferentes esquemas de ranking. Como discutido anteriormente, métodos
como o AR e o MR tendem a gerar soluções com um objetivo com melhores valores que os
demais, assim, o conjunto de aproximação gerado tende a ser localizado nos extremos da
fronteira de Pareto. Em contrapartida, o método proposto na seção anterior, BR, privi-
legia soluções com valores dos objetivos semelhantes e assim evita a geração do conjunto
de aproximação nos extremos. Porém, os dois métodos apresentam deficiências, pois em
algumas situações é prefeŕıvel que o conjunto de aproximação fique próximo ao joelho [47],
mas também é importante obter diversidade sobre toda a fronteira de Pareto.
A Combinação de Rankings utiliza uma ideia de reduzir um número grande de ob-
jetivos para poucos objetivos, normalmente 2 ou 3. No método proposto, os objetivos
de uma solução passam a ser os valores de diferentes rankings escolhidos. Os passos da
Combinação de Rankings são (ver Figura 4.6): dada uma solução −→x e o seu vetor de
objetivos
−−−→
f(−→x ) = f1(−→x ), f2(−→x )..., fm(−→x )), onde m é o número de objetivos; calcular o
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Figura 4.6: Esquema do método combinação de rankings.
valor de cada ranking rj = rankingj(
−→x ,CS), onde CS é o conjunto de soluções, rankingj
é um método de raking e 2 ≤ j ≤ 3 é o número de rankings escolhidos. É importante que
o número de rankings não seja maior do que 3 para que não haja deterioração na busca
do algoritmo; definir os valores dos rankings como objetivos de −→x ,
−−−→
f ′(−→x ) = r1, ..., rj;
executar iteração do algoritmo evolutivo multiobjetivo com os novos valores
−−−→
f ′(−→x ).
Por exemplo, utilizando os rankings AR e BR, pode-se executar um MOEA tradicional
(NSGA-II [28], SMPSO [70]) e otimizar tanto um objetivo que gere soluções nos extre-
mos, quanto um objetivo que gere soluções no centro da fronteira de Pareto. A hipótese
da Combinação de Rankings é que juntando diferentes rankings como vetor objetivo de
uma solução pode-se obter um melhor conjunto de aproximação do que a aplicação de
cada método separado. Nesta tese, a técnica da Combinação de Rankings é aplicada ao
algoritmo SMPSO. A validação desse método é discutida no Caṕıtulo 7.
4.3 Considerações finais
A definição de novas relações de preferência é um dos caminhos utilizados por alguns
trabalhos na literatura para reduzir a deterioração de MOEAs na Otimização com Muitos
objetivos [23] [47] [81]. Em geral, os métodos propostos na literatura apresentam bons
resultados, porém limitam-se a estratégias baseadas em abordagens evolucionárias.
Nesta tese duas novas relações de preferências são aplicadas em algoritmos MOPSO:
a técnica CDAS [81] e a exploração de métodos de ranking [23]. Com esse objetivo,
novos algoritmos MOPSO são propostos buscando obter bons resultados em Problemas
de Otimização com Muitos Objetivos. Os algoritmos CDAS-MOPSO [16] e Ranking-
SMPSO [25] incorporam essas novas relações de preferência e modificam aspectos de um
algoritmo MOPSO, como a escolha e a seleção do conjunto de ĺıderes. Além dos novos
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algoritmos se destaca também a proposta de novas abordagens baseadas em ranking:
método Balanced Ranking e a Combinação de Rankings.
No Caṕıtulo 7 é apresentado um conjunto de experimentos que avalia os métodos pro-
postos utilizando-se problemas com muitos objetivos. Além disso, também e apresentado




EXPLORANDO MÉTODOS DE ARQUIVAMENTO
Em problemas de otimização multiobjetivo não há somente uma melhor solução, mas sim
um conjunto de soluções. Logo, a metaheuŕıstica da Otimização por Nuvem de Part́ıculas
Multiobjetivo deve definir quais part́ıculas irão guiar o enxame. Nesse contexto, a esco-
lha e a seleção dos ĺıderes são importantes caracteŕısticas de um algoritmo MOPSO. Os
métodos para definir quais soluções não dominadas serão ĺıderes candidatos e como cada
part́ıcula irá escolher o seu ĺıder global influenciam caracteŕısticas como a convergência e
a diversidade da busca do algoritmo.
Conforme discutido no Caṕıtulo 3, existem diferentes métodos para a escolha do ĺıder
por cada part́ıcula do enxame. Em geral, esses métodos definem um critério, por exemplo,
escolher um ĺıder numa região menos povoada, e percorrem os ĺıderes candidatos com o
intuito de encontrar o ĺıder mais habilitado para a part́ıcula. Para isso, esses métodos
efetuam outros cálculos com o conjunto de ĺıderes, como o cálculo da distância de Crow-
ding [28], cálculo dos vetores sigma [67], entre outros. Porém, se esse conjunto de ĺıderes
for grande, a busca de um ĺıder por uma part́ıcula pode ficar tão complexa quanto a
própria resolução do problema.
Para evitar que o conjunto de ĺıderes influencie negativamente na eficiência do al-
goritmo MOPSO, esse conjunto de ĺıderes é normalmente limitado com um tamanho
máximo N [64]. Isto é, o arquivo externo possui tamanho máximo N . Devido a esse
limite, posśıveis ĺıderes serão descartados pelo algoritmo quando o arquivo estiver cheio.
Nesse contexto, métodos de arquivamento se tornam importantes por disponibilizar o me-
lhor conjunto de ĺıderes posśıveis. Além disso, as soluções presentes no arquivo serão a
solução do problema.
O Caṕıtulo 3 apresentou um conjunto de métodos de arquivamento que podem ser uti-
lizados em algoritmos MOPSO. Esses métodos buscam definir um conjunto de ĺıderes com
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caracteŕısticas espećıficas, tal como privilegiar soluções mais espalhadas pelo espaço de
objetivos ou selecionar apenas soluções em regiões predeterminadas. Este caṕıtulo apre-
senta os métodos de arquivamento das soluções não dominadas propostos nesta tese. O
objetivo principal da proposta desses métodos é obter bons resultados com um algoritmo
MOPSO em problemas com muitos objetivos. Os métodos propostos exploram diferentes
abordagens: uma abordagem que utiliza o vetor ideal para introduzir maior convergência
na busca, chamada de Arquivador Ideal; duas outras abordagens que buscam espalhar
as soluções do arquivo externo utilizando como base as soluções nos extremos de cada
eixo de coordenadas, chamadas de Arquivador Distribúıdo e Arquivador Distribúıdo pela
Busca; e uma abordagem que utiliza um ponto de referência escolhido pelo usuário, cha-
mada de Arquivador Hiperplano. Todos os arquivadores propostos seguem o esquema do
Arquivador Preciso, descrito no Algoritmo 2 do Caṕıtulo 3.
Esse caṕıtulo está organizado da seguinte maneira: o Arquivador Ideal é descrito na
Seção 5.1. Os dois arquivadores que utilizam como base as soluções nos extremos, Ar-
quivador Distribúıdo e Arquivador Distribúıdo pela Busca são apresentados na Seção 5.2.
Em seguida, o Arquivador Hiperplano é discutido na Seção 5.3 e por fim, a Seção 5.4
apresenta as considerações finais desse caṕıtulo.
5.1 Arquivador ideal
O Arquivador Ideal tem como objetivo introduzir maior convergência na busca de um
algoritmo MOPSO. Para isso, esse método utiliza a hipótese de que concentrar as soluções
em uma região espećıfica do espaço de objetivos introduz maior convergência em direção
à fronteira de Pareto. A região escolhida nesse método é definida através do vetor ideal.
O vetor ideal é um vetor utópico e corresponde a um vetor com os melhores valores de
cada função objetivo [20].
Esse método privilegia as soluções do arquivo que estejam mais próximas do vetor ideal
no espaço de objetivos [20]. De forma simples, o Arquivador Ideal seleciona as soluções
mais próximas ao ponto ideal como consequência o conjunto de aproximação gerado pelo
algoritmo é mais próximo da fronteira de Pareto (maior convergência) e as soluções se
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Algoritmo 6 Função filtro(At−1, x) do arquivador ideal.
1: Adicionar −→x a At−1 (At−1 ∪ −→x )
2: Calcular o vetor ideal das soluções em At−1 ∪ −→x
3: Calcular a distância euclidiana entre o vetor de objetivos das soluções em At−1 ∪ −→x
e o vetor ideal
4: Remover a solução com maior distância Euclidiana
localizam em uma boa área do espaço de objetivos (próximo ao joelho da fronteira).
O Arquivador Ideal segue o esquema no Arquivador Preciso (Algoritmo 2) [22]. Nesse
modelo, cada método de arquivamento define uma função que é aplicada quando o arquivo
está cheio e não há espaço para uma nova solução não dominada −→x . O arquivador deve
decidir quais das N + 1 soluções do conjunto At−1 ∪ −→x devem permanecer no arquivo
externo, através da função filtro(At−1,−→x ). A função filtro(At−1,−→x ) do Arquivador
Ideal é apresentada no Algoritmo 6. Assim o arquivo externo possui somente as soluções
mais próximas ao vetor ideal. Nesse método, inicialmente a nova solução −→x é adicionada
ao arquivo externo. Em seguida, é calculado o vetor ideal a partir dos vetores objetivos
das soluções no arquivo. Após a obtenção do vetor ideal, é calculada a distância entre
todos os vetores objetivos e o vetor ideal. Por fim, a solução com maior distância é
removida do arquivo.
A Figura 5.1 mostra um exemplo do Arquivador Ideal num espaço de objetivos de duas
dimensões. Os pontos verdes indicam as soluções do conjunto (At−1 ∪ −→x ). O vetor ideal
é obtido com o melhor valor para cada função objetivo. Após, a solução mais distante
desse vetor, no espaço de objetivos, é removida. A idea do Arquivador Ideal é remover
as soluções que estejam longe do ponto ideal e aumentar a convergência guiando a busca
para uma área menor do espaço de objetivos. É desejado que essa área seja localizada
próximo ao joelho da fronteira de Pareto.
5.2 Arquivador distribúıdo e arquivador distribúıdo pela busca
O segundo conjunto de arquivadores desenvolvido também tem como objetivo guiar a
busca para alguma região da fronteira de Pareto, porém, diferentemente do Arquivador
Ideal, são escolhidas diferentes regiões definidas por um conjunto de pontos. Com esse
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Figura 5.1: Arquivador ideal.
objetivo, são propostos o Arquivador Distribúıdo e o Arquivador Distribúıdo pela Busca.
Esses métodos focam na convergência através de um conjunto de pontos de referência,
porém para não perder diversidade seleciona esses pontos em diferentes áreas do espaço
de objetivo. Os pontos de referência usados em ambos os métodos são os pontos extremos
de cada dimensão e o vetor ideal (um conjunto de m+ 1 pontos).
A estratégia do Arquivador Distribúıdo é fazer uma distribuição igualitária das soluções
do arquivo entre os pontos de referência. Ele também segue o padrão do Arquivador Pre-
ciso e a função filtro(At−1,−→x ) é apresentada no Algoritmo 7. Nessa função os At−1 ∪−→x
pontos devem ser distribúıdos para cada ponto de referência, e o ponto que estiver mais
longe desses pontos de referência é removido. Para efetuar a distribuição, inicialmente
são obtidos os pontos de referência: os pontos nos extremos de cada eixo de coordenadas
(conjunto de pontos Ej) e o vetor ideal, calculado entre as soluções do arquivo. Após,
é definido o número de soluções que são alocadas para cada ponto de referência. Esse
número é igual a num ref = N/(m+ 1), o tamanho do arquivo dividido pelo número de
pontos de referência. Caso a divisão não seja exata, o ponto de referência ideal recebe um
número maior de soluções que os demais (o resto da divisão).
Após a definição dos pontos de referência é feita a distribuição das soluções do arquivo
nos pontos de referência. Para evitar que a seleção dos pontos tenda em direção de
alguma dimensão, o algoritmo percorre os pontos de referência de forma aleatória. Então,
aleatoriamente é escolhido um ponto de referência. Em seguida é calculada a distância
euclidiana entre os vetores objetivo das soluções do arquivo e esse ponto de referência.
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Algoritmo 7 Função filtro(At−1, x) do Arquivador Distribúıdo
1: Adicionar −→x a At−1 (At−1 ∪ −→x ) e criar um arquivo temporário (Atemp)
2: Calcular o vetor ideal das soluções em At−1∪−→x e os pontos extremos de cada dimensão
3: num ref = N/(m+ 1)
4: Enquanto existir ponto de referência ainda n~ao considerado
5: Escolher ponto de referência aleatoriamente
6: Calcular a distância euclidiana entre o vetor de objetivos das soluções em Atemp ∪x
e o ponto de referência
7: mais proximas referencia = num ref soluções com menor distância Euclidiana
8: Adicionar as mais proximas referencia com menor distância a At
9: Remover mais proximas referencia de Atemp
Em seguida, são adicionadas ao arquivo as num ref soluções mais próximas ao ponto de
referência. Ao final do laço o próximo ponto de referência é escolhido. O algoritmo efetua
esse laço para todos os pontos de referência e ao final o arquivo está definido, sendo a
solução não escolhida é descartada.
Arquivador Distribúıdo pela Busca é semelhante ao Arquivador Distribúıdo, porém
não fixa o número de pontos para cada ponto de referência. Os pontos de referência
utilizados são os mesmos, os pontos nos extremos e o vetor ideal entre as soluções do
arquivo. Nesse método, ao invés de fixar a escolha das soluções do arquivo de forma
distribúıda para cada ponto de referência, essa distribuição varia durante a busca. O
Algoritmo 8 apresenta a função filtro(At−1,−→x ) desse arquivador. Os primeiros passos
são a definição dos pontos candidatos ao arquivamento At−1∪−→x e a obtenção dos pontos
de referência. Em seguida, é calculada a distância entre todos os pontos do conjunto
At−1 ∪−→x e todos os pontos de referência. Para cada ponto em At−1 ∪−→x é associada uma
distância (distref ) que é a menor distância encontrada entre o vetor de objetivos de
−→x e
um ponto de referência. Então, é descartada a solução que possui maior (distref ). Esse
método tem como objetivo identificar quais soluções estão mais próximas dos pontos de
referência e então guiar a seleção do arquivo para essas regiões do espaço de objetivo. Para
esse método são utilizados dois métodos de cálculo de distância: distância Euclidiana e
distância de Tchebycheff.
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Algoritmo 8 Função filtro(At−1, x) do Arquivador Distribúıdo pela Busca
1: Adicionar −→x a At−1 (At−1 ∪ −→x )
2: Calcular o vetor ideal das soluções em At−1∪−→x e os pontos extremos de cada dimensão
3: Calcular a distância entre todos os pontos de referência e cada ponto em At−1 ∪ −→x
4: Para cada ponto em At−1 ∪ −→x definir distref como a menor distância encontrada
5: Remover a solução com maior distref
5.3 Arquivador hiperplano
Esse método de arquivamento utiliza um ponto de referência escolhido pelo usuário com
o objetivo de guiar a busca do algoritmo para uma região próxima a este ponto. O
Arquivador Hiperplano define o ponto de referência através de um conjunto de pontos,
escolhido pelo usuário através de um hiperplano, baseado na estratégia inicialmente pro-
posta em [27]. Diferentemente dos arquivadores discutidos anteriormente, ao invés de
um conjunto de pontos nos extremos e somente o ponto ideal, esse hiperplano define um
conjunto de pontos que cobrem uma área maior do espaço de objetivos. Esse hiperplano
é constrúıdo de forma automática, sendo necessários somente pontos que definem os ex-
tremos e um valor que define o espaçamento entre os pontos de referência. A figura 5.2
apresenta um exemplo de hiperplano com 51 pontos de referência para 3 funções objetivo,
os pontos extremos utilizados foram: (1, 0, 0), (0, 1, 0) e (0, 0, 1).
Figura 5.2: Hiperplano com 51 pontos de referência.
Assim, o Arquivador Hiperplano utiliza um ponto de referência, escolhido através de
um hiperplano, e efetua a seleção das soluções no arquivo. O Algoritmo 9 apresenta a
função filtro(At−1,−→x ) do Arquivador Hiperplano. Esse método é igual ao algoritmo do
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Algoritmo 9 Função filtro(At−1, x) do Arquivador Hiperplano
1: Adicionar −→x a At−1 (At−1 ∪ −→x )
2: Obtém o ponto de referência do hiperplano
3: Calcular a distância euclidiana entre o vetor de objetivos das soluções em At−1 ∪ −→x
e o ponto de referência
4: Remover a solução com maior distância Euclidiana
Arquivador Ideal, a única diferença é na seleção do ponto de referência.
O Arquivador Hiperplano é definido através da construção do hiperplano e da escolha
do ponto de referência. Logo, diferentes abordagens podem ser utilizadas: construir o
hiperplano no começo da busca ou construir o hiperplano a cada execução do arquivador.
A primeira abordagem constrói o hiperplano no começo da busca, utilizando valo-
res nos extremos pré-definidos. Para essa abordagem, deve se ter um conhecimento do
problema, porém já se constrói um bom conjunto de referência desde ińıcio. Com isso,
pode-se aumentar a convergência do algoritmo e pode-se direcionar a busca para regiões
predefinidas. Nessa abordagem, pode-se escolher o ponto de referência utilizado para
guiar o arquivamento de diferentes formas:
• Ponto pré-definido: Nesse método o ponto é escolhido pelo usuário no começo
da execução guiando a busca para uma região desejada. Utilizando o hiperplano é
posśıvel definir um conjunto de pontos de referência no espaço de objetivos e então
escolhem um dos pontos como guia. A construção do hiperplano é importante. pois
limita a escolha do ponto de referência a uma região promissora.
• Ponto definido por regiões: Outra possibilidade é a escolha de regiões do hi-
perplano ao invés de somente um ponto referência. Ao invés da definição de um
ponto no começo da busca, é posśıvel escolher uma região no hiperplano para onde
se deseja que o algoritmo convirja. Assim, é escolhido um subconjunto de pontos
localizados em regiões espećıficas, tal como, o centro do hiperplano ou uma região
próxima a um extremo. Dado esse subconjunto de pontos o arquivador escolhe um
ponto aleatoriamente e utiliza-o como referência na seleção do arquivo.
Na segunda abordagem o hiperplano é constrúıdo a cada iteração, obtendo-se os pontos
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extremos entre os pontos presentes no arquivo. Nesse caso a escolha pode ser feita através
de duas possibilidades:
• Ponto definido por regiões: Da mesma forma que na outra abordagem é posśıvel
escolher uma região do hiperplano. Mesmo que não se tenha conhecimento prévio
sobre hiperplano usado em cada execução do hiperplano, é posśıvel escolher regiões
com o intuito que ao final da busca as soluções estejam localizadas em regiões
semelhantes da fronteira de Pareto.
• Ponto escolhido aleatoriamente: É a abordagem mais simples. O ponto de
referência é escolhido aleatoriamente entre todos os pontos do hiperplano, a cada
execução. Nessa abordagem o arquivador privilegia diversidade ao invés de con-
vergência.
O Arquivador Hiperplano é validado nos experimentos conduzidos no Caṕıtulo 7,
porém, nesta tese somente é explorada a construção do hiperplano no começo da busca
com escolha dos pontos definidos por regiões.
5.4 Considerações finais
Os métodos de arquivamento são importantes na busca de algoritmos multiobjetivo, em
especial em algoritmos MOPSO. Nesse contexto, o arquivo externo define quais são os
ĺıderes candidatos para as part́ıculas e também define quais são as soluções resultantes da
busca. Porém, em geral, esse arquivo externo é limitado para que não haja prejúızo no
desempenho da busca. Devido a esse limite, a maneira que serão selecionados os posśıveis
ĺıderes no arquivo externo influencia caracteŕısticas como convergência ou diversidade da
busca.
Assim, métodos de arquivamento podem ser explorados visando atenuar os problemas
da Otimização com Muitos Objetivos. Uma hipótese que pode ser explorada é limitar
a região do espaço de objetivo em que os ĺıderes podem estar localizados. Esse cami-
nho explora a ideia de que limitar a região do espaço de busca dos ĺıderes aumenta a
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convergência das part́ıculas em direção à fronteira de Pareto. Porém, essa limitação do
espaço deve definir boas regiões da fronteira, como pontos próximos ao joelho ou regiões
pré-definidas pelo usuário.
Visando explorar essas ideias foram propostos os métodos Arquivador Ideal, Arqui-
vador Distribúıdo, Arquivador Distribúıdo pela Busca e Arquivador Hiperplano. Esses
métodos guiam a busca através da seleção de bons ĺıderes. Eles definem métodos que pri-
vilegiam convergência, outros que privilegiam diversidade e métodos que guiam a busca
para regiões da fronteira definidas pelo usuário. Os métodos de arquivamento discutidos
nesse caṕıtulo foram inicialmente propostos nas publicações [9] e [7] do autor.
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CAPÍTULO 6
EXPLORANDO MÚLTIPLOS ENXAMES E MÉTODOS DE
ARQUIVAMENTO
Diferentes técnicas têm sido propostas na Otimização com Muitos Objetivos [46]. A maior
parte dessas técnicas visa reduzir a deterioração na busca dos algoritmos multiobjetivo.
Um dos caminhos seguidos por essas técnicas constitui na definição de uma nova ordenação
das soluções não dominadas, com o intuito de reduzir o tamanho deste conjunto. Em geral,
esses métodos definem regiões de preferência no espaço de objetivo ou ordenam a solução
de acordo com as diferentes funções objetivo.
Porém, como discutido em [1], na maioria das técnicas só uma pequena parte da
fronteira de Pareto é coberta, não havendo diversidade. Esse é o caminho dos métodos
propostos nos caṕıtulos anteriores, bem como diversos outros métodos apresentados na
literatura como em [47], [40], [77], [81], entre outros.
Focando o aumento da diversidade na busca, sem perder a convergência, este caṕıtulo
explora algoritmos MOPSO com múltiplos exames. A ideia é que dividir a busca através de
diferentes sub-swarms rodando em paralelo reduz a complexidade da busca em problemas
menores [36]. Além disso, é posśıvel definir que cada enxame execute a busca em diferentes
regiões do espaço de busca com o objetivo de aumentar a diversidade e a distribuição
do conjunto de aproximação gerado. Os múltiplos enxames são explorados de diferentes
maneiras para problemas multi-objetivo. Pode-se definir que cada sub-swarm irá otimizar
um objetivo ou um subconjunto de objetivos [73] ou otimizar todas as funções objetivo
em cada sub-swarm e utilizar múltiplos enxames para reduzir a complexidade da busca
em outros aspectos [76], por exemplo utilizar menos part́ıculas em cada enxame.
Os algoritmos multi-swarm desenvolvidos neste caṕıtulo seguem o esquema de otimizar
todo o vetor de funções objetivo em cada enxame. Os múltiplos enxames são utilizados
para compor diferentes métodos de arquivamento, com o objetivo de obter bons resultados
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em termos de convergência e diversidade. Esses algoritmos utilizam métodos de arqui-
vamento apresentados nos caṕıtulos anteriores. Como discutido na Seção 3.2.1, existem
diferentes arquivadores propostos na literatura e em geral estes arquivadores apresentam
caracteŕısticas espećıficas, como privilegiar diversidade ou convergência.
A principal ideia é executar a busca em diferentes populações, cada uma utilizando um
método de arquivamento diferente, buscando otimizar a convergência e a diversidade da
busca através da comunicação entre os sub-swarms. A hipótese é que ao combinar métodos
de arquivamento através de algoritmos multi-swarm, obtém-se um melhor conjunto de
aproximação que o uso individual de cada arquivador. É importante ressaltar que os
algoritmos propostos aqui não exploram conceitos de programação paralela ou distribúıda.
No algoritmo, cada sub-swarm é executado separadamente de forma sequencial e não há
preocupação com o sincronismo ou troca de mensagens.
Através desse conceito três algoritmos multi-swarm são propostos: Multi-Swarm Ba-
seado em Arquivadores, Multi-Swarm com Arquivo Externo Compartilhado e Iterated
Multi-Swarm, I-Multi. O Multi-Swarm Baseado em Arquivadores combina diferentes
métodos de arquivamento e troca de informações entre os sub-swarms. O Multi-Swarm
com Arquivo Externo Compartilhado executa a comunicação entre os sub-swarms através
de um arquivo externo compartilhado. O algoritmo I-Multi combina duas estratégias:
compor convergência e diversidade através de arquivadores e utilizar sub-swarms para
explorar diferentes regiões do espaço de busca. Os algoritmos apresentados nesse caṕıtulo
foram desenvolvidos em parceria com a professora Sanaz Mostaghim, durante o peŕıodo
de doutorado sandúıche do autor no Karlsruhe Institute of Technology, Karlsruhe, Ale-
manha.
Neste trabalho, todos os algoritmos utilizam como base o SMPSO [70]. Cada algoritmo
possui população e arquivo externo independentes, bem como os demais parâmetros do
MOPSO (equação de velocidade, escolha dos ĺıderes, etc.). O método de arquivamento
varia em cada método proposto, pois esse é o objetivo dos algoritmos explorados neste
caṕıtulo.
Este caṕıtulo está organizado da seguinte forma: os algoritmos propostos Multi-Swarm
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Baseado em Arquivadores, Multi-Swarm com Arquivo Externo Compartilhado e Iterated
Multi-Swarm são apresentado na Seções 6.1, 6.2 e 6.3, respectivamente. Apesar desta
tese propor três novos algoritmos baseados em múltiplos enxames, somente o I-Multi
será validado através de uma análise emṕırica no próximo caṕıtulo. A avaliação dos
demais algoritmos será abordada em trabalhos futuros. Por fim, as considerações finais
são discutidas em 6.4.
6.1 Multi-Swarm baseado em arquivadores
O primeiro algoritmo proposto é chamado de Multi-Swarm Baseado em Arquivadores e
propõe uma estratégia simples para compor diferentes métodos de arquivamento através
de múltiplos enxames. Os artigos [9] e [64] discutem diversos métodos de arquivamento
e mostram que uns métodos introduzem maior diversidade na busca, enquanto outros
introduzem maior convergência. A discussão sobre métodos de arquivamento também é
explorada nesta tese nos Caṕıtulos 5 e 7.
Assim, o objetivo desse algoritmo multi-swarm é combinar diferentes métodos de ar-
quivamento através de diferentes populações que se comunicam durante a busca. Para
que haja uma melhora nos resultados de cada arquivador, o algoritmo busca combinar
métodos que apresentam bons resultados em termos de convergência com outros métodos
que possuem bons resultados em termos de diversidade.
O algoritmo Multi-Swarm Baseado em Arquivadores é definido por um conjunto de
sub-swarms, cada uma sendo executada em paralelo e utilizando um método de arquiva-
mento. Em um determinado momento da execução há troca de informações entre cada
sub-swarm. A comunicação entre as diferentes populações é um ponto importante do
algoritmo. Nesse ponto deve ser definida a topologia que define a vizinhança entre cada
sub-swarm e deve ser definido que informação deve ser trocada entre as populações. Ao fi-
nal do algoritmo, o conjunto de aproximação gerado pelo algoritmo é a união das soluções
não dominadas
Para o algoritmo proposto foi escolhida a topologia em anel. Como o objetivo é com-
por arquivadores diferentes, a topologia em anel é utilizada para permitir que haja a
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troca de informação entre um sub-swarm que privilegia convergência com um sub-swarm
que otimiza diversidade. Baseado nos resultados apresentados num trabalho prévio do
autor em [9] e na análise dos métodos de arquivamento apresentada no Caṕıtulo 7, três
métodos de arquivamento foram selecionados. O Arquivador Ideal apresenta os melho-
res resultados em termos de convergência, enquanto os métodos Arquivador Dominante
e Arquivador MGA produziram uma fronteira de Pareto aproximada com maior diversi-
dade. A Figura 6.1 mostra exemplos de diferentes composições de arquivadores através
de múltiplos enxames numa topologia em anel. O número de enxames e o arquivador de
cada sub-swarm são parâmetros do algoritmo. É importante ressaltar que esse algoritmo
busca sempre maximizar a troca de informações entre diferentes tipos de arquivamento.
É mais interessante que a informação passe entre diferentes tipos de arquivadores para
que haja um ganho tanto de convergência quanto de diversidade.
Outra caracteŕıstica do algoritmo refere-se a troca de informação entre os sub-swarm.
Nessa situação, duas questões a serem respondidas são: que informações trocar? Quando
efetuar essa troca?
Em relação ao que os enxames devem trocar há duas possibilidades, a troca de
part́ıculas da população ou a troca de soluções do arquivo externo. Como o algoritmo
proposto explora os métodos de arquivamento, é escolhido que deve haver a troca das
soluções do arquivo externo. Nesse cenário, a população de cada sub-swarm permanece
a mesma durante a busca, o que é alterado é o conjunto dos ĺıderes candidatos. Esse
conjunto de operações focam na diversidade e na convergência em diferentes momentos
da busca. Assim, em um determinado momento da busca, dado um conjunto de soluções
que foram selecionadas pelo Arquivador Ideal, a tendência é que essas soluções estejam
concentradas em uma pequena região do espaço de objetivos, porém já próxima à fronteira
de Pareto. Quando há a troca de informações entre sub-swarms esse conjunto passa para
um arquivador que estimula diversidade (MGA ou Dominante). Com o desenvolvimento
da busca algumas soluções do arquivo serão sobrepostas por novas soluções não domina-
das que se localizam em regiões menos povoadas e é efetuada uma maior distribuição das
soluções no arquivo. O inverso, isto é, passar as soluções de um arquivador que privilegia
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(a) Anel com dois sub-swarms (b) Anel com três sub-swarms
(c) Anel com quatro sub-swarms
Figura 6.1: Exemplo da composição de diferentes métodos de arquivamento através de
múltiplos enxames numa topologia em anel.
91
diversidade para um que privilegia convergência, também é verdade, as soluções do ar-
quivo vão perder diversidade mas vão chegar mais próximo da fronteira. Outra questão
refere-se a quais soluções serão repassadas. Nesse caso há a possibilidade de se trocar
todo o conjunto ou somente uma seleção de soluções. No algoritmo proposto é escolhida
a troca de todo conjunto para que haja uma maior interação entre os arquivadores.
No processo de troca de informações entre cada sub-swarm o momento em que essa
troca ocorre possui grande importância. No algoritmo Multi-Swarm Baseado em Ar-
quivadores esse momento é definido através das iterações do algoritmo. Se o número
de iterações for pequeno, pode não haver influência do arquivador no novo conjunto de
soluções e portanto pode não existir nem convergência e nem diversidade. Por outro lado,
se o número de iterações for grande a troca de informações entre os sub-swarms não tem
efeito. Como estamos buscando a composição de diferentes arquivadores, o número de
iterações para a troca de informação entre os sub-swarms deve ser otimizado.
O Multi-Swarm Baseado em Arquivadores é apresentado no Algoritmo 10. Além dos
parâmetros básicos do SMPSO (ver Seção 3.3.1), o algoritmo tem como entrada o número
de swarms, a lista dos métodos de arquivamento utilizado em cada sub-swarm, o número
de iterações necessário para os swarms trocarem informações e o número de elementos na
população e no arquivo externo de cada sub-swarm. O primeiro passo é a inicialização
de cada sub-swarm. Após isso, o laço evolutivo é efetuado, até que uma condição seja
alcançada. Esse algoritmo utiliza como condição um número máximo de iterações definido
pelo usuário. Nesse laço, inicialmente cada sub-swarm efetua uma iteração do algoritmo
PSO, movimentando as part́ıculas e executando o arquivamento. Ao final do movimento
das part́ıculas é checado se a iteração corrente é uma iteração de troca. Caso sim, cada
sub-swarm passa o seu arquivo para o próximo sub-swarm, sendo que o último da lista
passa para o primeiro (topologia em anel). Ao final do laço evolutivo o conjunto de
aproximação gerado é o conjunto da união de todas as soluções não dominadas de cada
sub-swarm.
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Algoritmo 10 Algoritmo Multi-swarm baseado em arquivadores
1: Entrada numswarms: Número de sub-swarms
2: arquivadores : lista dos métodos de arquivamento
3: numtroca: número de iterações para a troca de informações
4: popswarm: Tamanho da população de cada sub-swarm
5: arqswarm: Tamanho do arquivo externo de cada sub-swarm
6:
7: Iniciar cada sub-swarm com o método de arquivamento passado como parâmetro
8: Enquanto condiç~ao de término n~ao alcançada
9: Para cada sub-swarm si faça
10: Executar o movimento das part́ıculas de si
11: Arquivamento dos ĺıderes de si
12: Se for uma iteraç~ao de troca
13: Sub-swarm i passa as soluções do seu arquivo para sub-swarm i+ 1
14: Sub-swarm numswarms passa as soluções do seu arquivo para sub-swarm 1
15: Definir os ĺıderes de todas as part́ıculas de cada sub-swarm
16: Retorno: Melhores soluções encontradas pelos sub-swarms
6.2 Multi-Swarm com arquivo externo compartilhado
O segundo algoritmo desenvolvido, Multi-Swarm com Arquivo Externo Compartilhado,
também é baseado na ideia da composição de diferentes métodos de arquivamento, porém
busca simplificar a iteração entre cada sub-swarm. Nesse método, a comunicação ocorre
através de um arquivo externo compartilhado entre todos os diferentes arquivadores. As-
sim, um sub-swarm insere e escolhe ĺıderes de um mesmo conjunto de soluções.
Esse algoritmo busca construir um bom conjunto de ĺıderes através da execução de
diferentes métodos, uns privilegiando convergência e outros diversidade. A Figura 6.2
mostra a representação de diferentes métodos de arquivamento se comunicando através
de um arquivo externo compartilhado. O método não limita o número de enxames, nem
quais arquivadores serão escolhidos, sendo posśıvel a repetição de um mesmo método,
caso alguma qualidade queira ser ressaltada.
O ponto forte do método é derivado do fato que diferentes arquivadores irão introduzir
diferentes soluções no arquivo, aumentando a diversificação de soluções do arquivo. Além
disso, uma part́ıcula de um sub-swarm pode escolher como ĺıder um solução que original-
mente foi alcançada por uma outra população e com isso evitar que a busca fique presa
em ótimos locais. Porém, alguns problemas podem ocorrer. Como os arquivadores são
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Figura 6.2: Representação do esquema de comunicação do Multi-Swarm com arquivo
externo compartilhado.
baseados no esquema do Arquivador Preciso [22], caso o arquivo esteja cheio, uma solução
só entra se alguma outra for removida. Nesse sentido, a busca pode ficar estagnada pois
pode acontecer de um arquivador sempre remover do arquivo soluções inseridas por outro
método.
Como discutido anteriormente, os métodos propostos não são baseados em programação
paralela ou distribúıda. Todos são executados num mesmo processador de forma sequen-
cial, o que torna simples o uso de uma memória compartilhada. Em trabalhos futuros,
os algoritmo com múltiplos enxames serão explorados em ambientes paralelos, o que irá
introduzir novas desafios ainda não explorados, tais como sincronia e atomicidade das
operações no arquivo.
O Algoritmo 11 apresenta uma descrição do Multi-Swarm com Arquivo Externo Com-
partilhado. Os parâmetros são semelhantes aos do algoritmo Multi-Swarm Baseado em
Arquivadores. Além dos parâmetros base do SMPSO, deve ser definido o número de
sub-swarms, o método de arquivamento escolhido para cada um e o tamanho das subpo-
pulações. Além disso, deve ser definido o tamanho do arquivo externo. Em geral, quanto
maior é o tamanho do arquivo externo, melhor é o resultado do algoritmo PSO [9], porém
um arquivo externo muito grande ou ilimitado prejudica o desempenho da busca, como
discutido no caṕıtulo anterior. Porém, o tamanho do repositório pode influenciar a co-
municação entre os múltiplos enxames e este parâmetro será explorado na avaliação desse
algoritmo. O primeiro passo é o ińıcio de cada sub-swarm e a definição dos ĺıderes iniciais.
Após é executado o laço evolutivo. Esse laço segue os passos básicos de um algoritmo
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Algoritmo 11 Algoritmo com Arquivo Externo Compartilhado
1: Entrada numswarms: Número de sub-swarms
2: arquivadores : lista dos métodos de arquivamento
3: popswarm: Tamanho da população de cada sub-swarm
4: arqswarm: Tamanho do arquivo externo compartilhado
5:
6: Iniciar cada sub-swarm com o método de arquivamento passado como parâmetro
7: Enquanto condiç~ao de término n~ao alcançada
8: Para cada sub-swarm si faça
9: Executar o movimento das part́ıculas de si
10: Arquivamento dos ĺıderes de si no arquivo compartilhado
11: Definir os ĺıderes de todas as part́ıculas de cada sub-swarm
12: Retorno: Soluções presentes no arquivo externo
PSO com múltiplos enxames: movimento das part́ıculas de cada sub-swarm, definição e
escolha dos ĺıderes. O diferencial é que cada sub-swarm insere um elemento no arquivo
utilizando diferentes métodos. Ao final, o conjunto de aproximação gerado são as soluções
presentes no arquivo externo compartilhado.
6.3 I-Multi: Iterated Multi-Swarm
O algoritmo Iterated Multi-Swarm, I-Multi, apresenta duas caracteŕısticas: compor dife-
rentes métodos de arquivamento e reduzir a complexidade da busca através da subdivisão
do espaço das variáveis. Esse algoritmo não busca somente produzir um conjunto de
sub-swarms que se comunicam trocando informações sobre os ĺıderes através de métodos
de arquivamento. Cada sub-swarm é definido através da limitação da busca em uma
subregião do espaço de busca. Assim, não somente o uso de diferentes métodos de ar-
quivamento irá buscar uma melhora na convergência e diversidade, mas também cada
sub-swarm irá focar sua busca em menores regiões, espalhadas pelo espaço.
O I-Multi é baseado no inicialmente apresentado em [68]. Esse trabalho divide o espaço
da busca entre diferentes sub-swarms. O algoritmo apresenta duas fases distintas: uma
execução inicial para a geração de um primeiro conjunto de aproximação e uma execução
de um conjunto de iterações com o objetivo de explorar diferentes regiões do espaço de
busca. A primeira etapa busca construir um conjunto base bem localizado no espaço
de objetivos. Após a definição de um conjunto inicial é feita a divisão da busca entre
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múltiplos enxames. Essa fase tem como objetivo identificar um conjunto de part́ıculas
sementes a partir do conjunto de aproximação inicial. Essas part́ıculas irão definir as
regiões que serão exploradas e a geração da população de cada sub-swarm. É definida
uma área de busca em torno de cada part́ıcula semente que é o limite da busca de cada
sub-swarm. Assim, dois aspectos importantes podem ser ressaltados dessa fase, o método
de escolha das sementes e o processo de definição para as subregiões do espaço de busca.
Após cada sub-swarm terminar a busca, todas as soluções não dominadas são unidas e o
processo de encontrar as sementes e dividir a região de busca é repetido. Esse processo é
repetido um número de iterações definido pelo usuário.
O algoritmo I-Multi utiliza as vantagens do algoritmo proposto em [68] com o objetivo
de explorar os métodos de arquivamento com múltiplos enxames. O algoritmo proposto
utiliza o prinćıpio de inicialmente executar um método de arquivamento que privilegia
diversidade para em seguida executar múltiplos enxames que privilegiem convergência.
Um esquema do comportamento do I-Multi é apresentado na Figura 6.3. Para isso, o
I-Multi é dividido em duas fases: fase de diversidade e busca multi-swarm. O I-Multi é
descrito no Algoritmo 12.
A fase de diversidade corresponde à busca inicial do algoritmo com o objetivo de se
gerar o primeiro conjunto de aproximação. Esse primeiro conjunto de aproximação deve
ser bem diversificado para que seja posśıvel executar os sub-swarms em diferentes regiões
do espaço de busca. Assim, é utilizado um algoritmo MOPSO (baseado no SMPSO [70])
com o método de arquivamento MGA [61]. Ao final dessa fase, é gerado um conjunto de
aproximação inicial que é utilizado como base para a definição da busca com múltiplos
enxames, chamado de conjunto base.
A segunda fase do algoritmo corresponde à busca multi-swarm com objetivo de intro-
duzir convergência em direção à fronteira de Pareto ao algoritmo. Essa fase é definida
por um processo que é iterativo. Essas iterações, são chamadas de iterações de partici-
onamento e repetem o seguinte processo: escolha das sementes, divisão dos sub-swarms,
definição da região de busca, construção dos enxames, execução dos algoritmos e junção
das soluções não dominadas.
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Figura 6.3: Representação do esquema do algoritmo I-Multi.
Nessa etapa um conjunto de sub-swarms é utilizado, cada um explorando uma área
espećıfica do espaço de busca e executando um arquivador que introduza maior con-
vergência. Para definição da região de cada sub-swarm o algoritmo escolhe um conjunto
de part́ıculas sementes (escolha das sementes).
Uma part́ıcula semente representa um sub-swarm e é o centro da área de busca selecio-
nada. A partir dessa posição central, para cada dimensão, é definida uma região limitada
por um valor superior e inferior (definição da região de busca). Esses valores, são definidos
através de um intervalo passado como parâmetro. A Figura 6.4 mostra um exemplo da
divisão de um espaço de busca com duas dimensões. Uma part́ıcula semente é represen-
tada como um ponto, os retângulos menores indicam as subregiões de busca, enquanto
a região do espaço de busca é limitada pelo retângulo maior. Além disso, o intervalo de
busca é atualizado durante as iterações do algoritmo, variando entre um intervalo inicial
e um intervalo final, ambos passados por parâmetro.
Após a definição das sementes e definição dos intervalos, cada sub-swarm deve ser
iniciado (construção dos enxames). Nessa etapa, a população é iniciada e o arquivo
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Figura 6.4: Representação das subregiões definidas pelas part́ıculas sementes.
externo é preenchido. Em seguida, é executado o algoritmo SMPSO com o Arquivador
Ideal em cada subregião (execução dos algoritmos). A hipótese é que cada sub-swarm irá
se aproximar de uma região da fronteira de Pareto, porém como existem vários sub-swarms
espalhados pelo espaço de busca vai haver também diversidade na busca. Por fim, ao final
da execução dos algoritmos as soluções não dominadas encontradas são unidas (junção
das soluções não dominadas). Esse processo é iterativo, e o conjunto base utilizado para
escolha das sementes passa a ser o conjunto das novas soluções não dominadas e o processo
é repetido por um número de iterações escolhido pelo usuário. Em uma nova iteração, são
definidas novas sementes para sub-swarms. Como o espaço explorado é modificado pela
escolha de uma nova semente, a população dos múltiplos enxames é reiniciada dentro dos
novos limites. Porém, o arquivo externo de cada sub-swarm é mantido durante a busca.
Nesse algoritmo a comunicação entre os sub-swarms ocorre de forma indireta. Primeiro,
um sub-swarm pode escolher como semente uma solução do conjunto base que tenha sido
encontrada por outro sub-swarm. Além disso, a cada nova definição de novas sementes
o arquivo externo é atualizado com soluções do conjunto base que sejam semelhantes à
semente (esse processo será discutido nas próximas seções). Assim, na fase de construção
do enxame, um sub-swarm pode adicionar soluções de outros sub-swarm em seu arquivo
externo.
Nessa fase da busca multi-swarm diferentes ações podem ser tomadas em cada fase.
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Algoritmo 12 Iterated Multi-Swarm
1: Entrada numswarms: Número de sub-swarms
2: numsplit: Número de iterações de particionamento
3: popswarm: Tamanho da população de cada sub-swarm
4: repswarm: Tamanho do arquivo de cada sub-swarm
5: intinicial: Intervalo inicial
6: intfinal: Intervalo final
7: escolha semente: Método de escolha das sementes
8:
9: Fase de diversidade - Arquivador MGA
10: conjunto base = Executar o algoritmo base MGA-SMPSO
11: Busca Multi-Swarm - Arquivador Ideal
12: intervalo busca = intinicial
13: Para 0 até numsplit faça
14: sementes = Definir a semente de cada sub-swarm utilizando o conjunto base
através do método escolha semente
15: Definir a região de busca de cada sub-swarm com intervalo intervalo busca
16: swarms = Construir os numswarms sub-swarm
17: Limpar a lista conjunto base
18: Para cada sub-swarm si faça
19: swarm front = Executar o sub-swarm si(Algoritmo: Ideal-SMPSO)
20: adicionar as soluções swarm front ao conjunto base
21: Atualizar intervalo de busca intervalo busca
22: Retornar conjunto base
Os detalhes do desenvolvimento dessas etapas são discutidos a seguir.
6.3.1 Escolha das part́ıculas semente
A escolha das sementes é um dos passos mais importantes no algoritmo I-Multi. O objetivo
desse algoritmo é combinar os métodos de arquivamento MGA e Ideal. O MGA é utilizado
para construir um conjunto de soluções inicial diversificado e o Ideal para aumentar a
convergência da busca. Porém, se as sementes não forem bem escolhidas pode não haver
um bom espalhamento dos múltiplos enxames pelo espaço de busca. Isso acarretará numa
boa convergência, obtida pelo Arquivador Ideal, porém não haverá diversidade e o esforço
inicial do Arquivador MGA será perdido.
Neste trabalho, três diferentes abordagens de escolha das sementes são exploradas:
I-Multi Centroid, I-Multi Dimensões e I-Multi Aleatório.
I-Multi Centroid: Essa abordagem foi apresenta em [68] e encontra as sementes
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Figura 6.5: Escolha das sementes efetuada pelo I-Multi Centroid.
através de um algoritmo de agrupamento [50]. O agrupamento é feito com o conjunto de
vetores objetivo e os centróides definem as sementes.
Cada semente deve representar um enxame, logo são definidos numswarms sementes.
Dado o conjunto base, é executado o algoritmoK-Means para encontrar numswarms grupos
nesse conjunto de vetores. O centroide de cada grupo é definido como a semente de
cada sub-swarm. A Figura 6.5 mostra um exemplo da execução do I-Multi Centroid. O
conjunto de pontos à esquerda representa o conjunto de aproximação gerado pela fase de
diversidade. O algoritmo foi aplicado ao problema DTLZ2, com 2 variáveis de decisão.
A primeira parte da figura representa todas as soluções traçadas no espaço das variáveis
de decisão bidimensional. Em seguida, são plotados somente os centroides encontrados
pelo algoritmo K-Means (5 grupos). Por fim, é apresentado um exemplo da definição da
subregião do espaço de busca, que será discutida na próxima seção.
I-Multi Aleatório: É o método mais simples. Dado o conjunto base para a escolha
sementes, o algoritmo escolhe numswarms part́ıculas sementes de forma aleatória. A Fi-
gura 6.6 mostra um exemplo dessa seleção. A parte esquerda da Figura 6.5 mostra um
conjunto de soluções plotadas num espaço com duas dimensões. Desse conjunto, são es-
colhidas numswarms sementes, nesse exemplo numswarms = 5. Por fim, é definida a região
de busca para cada semente.
I-Multi Extremos: A segunda abordagem tem como objetivo selecionar as semen-
tes mais próximas dos pontos extremos de cada dimensão do espaço de objetivos. Um
vetor com valores extremos para o função objetivo j, Ej, possui valores de várias funções
objetivos baixo (minimização) e valor para uma função objetivo alto. Em geral, esses
pontos definem extremos da fronteira de Pareto e estão espalhados por diferentes regiões
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Figura 6.6: Escolha das sementes efetuada pelo I-Multi Aleatório.
Figura 6.7: Escolha das sementes efetuada pelo I-Multi Extremos.
do espaço de objetivo.
Na abordagem proposta, inicialmente são identificados esses pontos para cada di-
mensão do espaço de objetivos. Após a definição dos pontos, eles são escolhidos como
sementes de m sub-swarms. Se o número de funções objetivo (m) for menor que o número
de sub-swarms (numswarms), as demais sementes são escolhidos de forma aleatória (mesmo
esquema do I-Multi aleatório). Caso numswarms seja maior que m, algumas dimensões
não serão contempladas pelo algoritmo. Para evitar que sempre as primeiras funções do
objetivo sejam sempre escolhidas para a definição dos pontos extremos, as dimensões es-
colhidas são definidas de forma aleatória. Após a definição das sementes são definidas as
subregiões de busca no espaço das variáveis de decisão.
A Figura 6.7 mostra o exemplo do I-Multi Extremos. Dado um conjunto de soluções
num espaço de dimensões com duas dimensões, primeiro são escolhidas as soluções nos
extremos do espaço de objetivos. Essas soluções estão marcadas através de quadros azuis,
na segunda parte da figura. No exemplo são definidos 5 enxames, assim para completar
as demais sementes são escolhidas de forma aleatória. Por fim, são definidas as regiões de
busca para cada semente.
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Figura 6.8: Exemplo da definição da região de busca para uma dimensão do espaço de
busca.
6.3.2 Definição das subregiões de busca
Após a definição das part́ıculas semente, a região de busca de cada sub-swarm deve ser
definida. Para isso, é executado um algoritmo simples. Dado o vetor com as variáveis de
decisão da part́ıcula semente, para cada dimensão desse vetor é adicionado e diminúıdo
um valor do intervalo que define a nova região de busca. A Figura 6.8 mostra o exemplo
da definição dessa região para uma das dimensões. Dada a part́ıcula semente é obtido um
valor superior e um valor inferior.
Uma opção do algoritmo I-Multi é a atualização desse intervalo a cada iteração de
particionamento do I-Multi que define a seguinte estratégia: são definidos dois valores pelo
usuário, intervalo inicial (intinicial) e intervalo final (intfinal). Em seguida, é calculado um
incremento que leva o valor do intervalo inicial até o intervalo final durante as iterações





Definido o valor do incremento, o primeiro passo, antes da execução do laço com as
iterações de partição no Algoritmo 12, é a definição do intervalo busca como sendo o valor
de intinicial. Em seguida, ao final de cada iteração esse intervalo é atualizado através do
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Algoritmo 13 Atualização do intervalo das subregiões de busca
1: Entrada intervalo busca: Intervalo corrente da busca
2: incinicial - Intervalo inicial
3: incfinal - Intervalo final
4: incremento - Incremento
5:
6: Se incinicial > incfinal
7: intervalo busca = intervalo busca - incremento
8: Caso contrário intervalo busca = intervalo busca + incremento
procedimento descrito no Algoritmo 13.
6.3.3 Construção dos enxames
A etapa da construção dos enxames é definida pela inicialização da população e preenchi-
mento do arquivo externo de cada sub-swarm. Após a definição das sementes e da região
da busca, cada sub-swarm deve iniciar uma nova população. No I-Multi, em cada nova
iteração, novas populações são criadas para cada sub-swarm de forma aleatória.
Nesse processo de criar novas part́ıculas, há perda de informação, pois part́ıculas bem
localizadas no espaço de busca são descartadas. Porém, o I-Multi mantém informação
entre as iterações do algoritmo através do processo de arquivamento. Isso ocorre de
duas formas: primeiro, o arquivo é utilizado como base para a definição das sementes
e segundo, a cada iteração o arquivo externo de cada sub-swarm é atualizado com as
soluções do conjunto base. Além disso, os arquivos externos dos sub-swarms não são
apagados entre cada iteração e são mantidos durante toda a busca.
Esse processo de atualizar cada arquivo externo com soluções do conjunto base evita
que cada sub-swarm utilize somente soluções de sua busca, pois é posśıvel que durante o
processo de atualização seja escolhida uma solução encontrada por outro enxame. Nesse
processo há uma comunicação indireta entre os múltiplos enxames que têm como objetivo
aumentar a diversidade da busca. É importante ressaltar, que um sub-swarm pode conter
em seu arquivo externo uma solução que esteja localizada fora de sua região de busca.
Caso uma dessas soluções seja escolhida como ĺıder irá guiar a part́ıcula para uma região
fora do região de busca, porém, as part́ıculas não extrapolam esse limite.
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O processo de atualização dos arquivos externos através das soluções do conjunto
base é definido através do método de escolha das sementes. As soluções escolhidas são
relacionadas à semente escolhida. As soluções são escolhidas da seguinte maneira:
Se o método de escolha das sementes for o I-Multi Centroid, é utilizado o agrupa-
mento de dados. Todas as soluções agrupadas no mesmo centroide utilizado como semente
são submetidas ao arquivo externo. O Arquivador Ideal decide quais soluções irão entrar
ou não no arquivo externo.
Se o método de escolha das sementes for o I-Multi Extremos, as soluções mais
próximas ao ponto extremo escolhido são submetidas ao Arquivador Ideal. São submetidas
as repswarm (tamanho do arquivo externo do sub-swarm) mais próximas ao ponto extremo
escolhido.
Se o método de escolha das sementes for o I-Multi Aleatório, o processo de atua-
lização do arquivo externo é simples. São escolhidas repswarm soluções do conjunto base
de forma aleatória e essas soluções são submetidas ao Arquivador Ideal.
6.4 Considerações finais
O uso de múltiplos enxames é uma importante ferramenta para se reduzir a complexidade
da busca de algoritmos PSO, em especial na Otimização Multiobjetivo. Esse método já
foi explorado por trabalhos da literatura que exploraram diferentes ideias tais como, a
exploração de diferentes dimensões em cada sub-swarm [73], a divisão do espaço de busca
em regiões menores [68], entre outros [76] [36].
O principal objetivo desta tese é explorar Problemas de Otimização com Muitos Ob-
jetivos. Um das estratégias abordadas refere-se ao uso de métodos de arquivamento, que
buscam ressaltar caracteŕısticas como convergência ou diversidade da busca, visando redu-
zir a deterioração de MOEAs nesse contexto. Porém, a maioria dos métodos propostos até
então para a Otimização com Muitos Objetivos somente se preocupam em explorar uma
das caracteŕısticas, quando se aumenta a convergência se perde diversidade e vice-versa.
Assim, essa tese propõe algoritmos com múltiplos exames que compõem diferentes
métodos de arquivamento, para que haja uma combinação da exploração da convergência
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e da diversidade. Para isso, são utilizados diferentes métodos de arquivamento, para juntar
as vantagens de todos os métodos. Com esse objetivo são propostos Multi-Swarm Baseado
em Arquivadores, Multi-Swarm com Arquivo Externo Compartilhado e Iterated Multi-
Swarm. O próximo caṕıtulo irá apresentar a validação do I-Multi, irá testar diferentes
configurações dos parâmetros e irá confrontá-lo com algoritmos da literatura em cenários
com problemas com muitos objetivos. A validação dos outros dois algoritmos é um dos
trabalhos futuros deste doutorado.
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CAPÍTULO 7
AVALIAÇÃO EMPÍRICA DOS MÉTODOS PROPOSTOS
Os caṕıtulos anteriores desta tese discutiram a Otimização por Nuvem de Part́ıculas
Multiobjetivo aplicada na Otimização com Muitos Objetivos. Baseados nesses conceitos
e na análise de trabalhos da literatura, foram propostos novos métodos que têm como
principal objetivo melhorar os resultados de algoritmos MOPSO quando utilizados em
Problemas com Muitos Objetivos.
Neste trabalho foram exploradas três abordagens: novas relações de preferência (Caṕıtulo 4),
métodos de arquivamento (Caṕıtulo 5) e uso de múltiplos enxames (Caṕıtulo 6). Todas
essas novas técnicas buscam melhorar o desempenho dos algoritmos MOPSO em termos
de convergência e diversidade em relação à fronteira de Pareto.
Para medir a qualidade e avaliar o desempenho dessas novas técnicas e algoritmos em
Problemas de Otimização com Muitos Objetivos este caṕıtulo apresenta um conjunto de
estudos emṕıricos. Esses experimentos utilizam diferentes problemas com muitas funções
objetivo e um conjunto de indicadores de qualidade. Para cada técnica estudada, é avali-
ada a influência dos parâmetros, bem como é feita a comparação dos algoritmos propostos
entre si e com alguns métodos da literatura identificando qual técnica apresenta o melhor
desempenho.
Este caṕıtulo está organizado da seguinte forma: A Seção 7.1 discute a metodologia
utilizada na condução dessa análise emṕırica. Em seguida, as Seção 7.2 e 7.3 discutem a
avaliação de cada método proposto. Por fim, a Seção 7.4 apresenta as considerações finais
dos experimentos.
7.1 Metodologia
A análise emṕırica apresentada neste caṕıtulo está dividida em três partes: análise das
novas relações de preferência, análise dos métodos de arquivamento e análise dos métodos
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de múltiplos enxames. Para cada conjunto de experimentos, inicialmente é feita a análise
dos parâmetros de cada método, buscando-se encontrar as melhores configurações. Outro
objetivo é confrontar os diferentes métodos propostos, tanto entre si, quanto com outros
algoritmos da literatura.
O desenvolvimento desta tese seguiu a ordem da apresentação dos caṕıtulos. Primeiro
foram exploradas as relações de preferência, em seguida os métodos de arquivamento e
por fim os algoritmos com múltiplos enxames. Assim, os experimentos também foram
conduzidos nessa sequencia. Então, os melhores resultados das relações de preferência já
eram conhecidos na comparação dos métodos de arquivamento e assim por diante. Logo,
por clareza e para facilitar a comparação, os métodos desenvolvidos nas etapas finais da
tese só são comparados com os melhores resultados das etapas anteriores.
Esse conjunto de experimentos mede a qualidade dos resultados dos métodos desen-
volvidos em diferentes problemas com muitos objetivos. Para isso foi utilizada a famı́lia
de Problemas de Otimização com Muitos Objetivos DTLZ [31] que permite a criação de
problemas artificiais com qualquer número de funções objetivo. Esses problemas são apre-
sentados na Seção 7.1.2. Para medir a qualidade dos resultados foi utilizado um conjunto
de indicadores de qualidade, discutidos na Seção 7.1.3.
Os experimentos conduzidos se baseiam na medição dos indicadores de qualidade
através do aumento do número de funções objetivo. Como discutido anteriormente, as
técnicas da Otimização com Muitos Objetivos reduzem a deterioração dos MOEAs que
ocorre quando o número de objetivos cresce. Assim, nos experimentos apresentados neste
caṕıtulo será medida a qualidade dos algoritmos para diferentes números de funções ob-
jetivo. Os algoritmos e os parâmetros utilizados são discutidos na próxima seção. Será
utilizado um algoritmo previamente validado na literatura como base para avaliação dos
resultados.
7.1.1 Algoritmos e parâmetros
O algoritmo SMPSO [70] foi utilizado como algoritmo base no desenvolvimento deste
trabalho. Isso ocorreu, pois, de acordo com os resultados apresentados em [70] e [35]
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Tabela 7.1: Parâmetros utilizados na execução do SMPSO
Parâmetro Configuração
$ dinâmico [0, 0,8]
C1 e C2 dinâmico [1,5, 2,5]
φ1 e φ2 dinâmico [0, 1]
Mutação pmut = 1/n
Limite da velocidade [−5,+5]
esse algoritmo apresenta os melhores resultados quando comparados a outros algoritmos
MOPSO da literatura. É importante ressaltar que as técnicas desenvolvidas não são
somente aplicadas ao SMPSO, visto que são utilizados conceitos bases comuns em todos os
algoritmos MOPSO, tais como o uso de relações de preferência e métodos de arquivamento.
Os algoritmos de múltiplos enxames propostos também utilizam o SMPSO, porém o
importante é a maneira que os métodos trocam informações e não qual é o algoritmo
utilizado.
Os parâmetros comuns do SMPSO utilizados em todos os experimentos são apresen-
tados na Tabela 7.1. Esses parâmetros foram definidos através de trabalhos da litera-
tura [70], [35], [67], [6] e através de alguns experimentos. Os demais parâmetros, tais
como número de part́ıculas, gerações ou número de avaliações, tamanho do arquivo, bem
como os parâmetros espećıficos de cada método proposto são apresentados na seção dos
resultados.
7.1.2 Problemas de benchmark
Para análise emṕırica desenvolvida neste caṕıtulo, é utilizado um conjunto de problemas
de benchmark que podem ser escalados com muitas funções objetivo. Esses problemas
são utilizados por dois motivos: primeiro, é posśıvel calcular a fronteira de Pareto e assim
medir, através de indicadores de qualidade, aspectos como convergência e diversidade
em relação às melhores soluções; segundo, problemas de benchmark podem ser projetados
para analisar aspectos espećıficos da busca como convergência, diversidade ou a habilidade
dos algoritmos quando trabalham com fronteira de Pareto desconexa.
Com intuito de comparar a escalabilidade de algoritmos multiobjetivo para muitos
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objetivos, em [31] foi proposta a famı́lia de problemas de teste DTLZ. Esses problemas
compartilham algumas caracteŕısticas importantes para a nossa análise: a) esforço pe-
queno de implementação; b) podem ser escalados para qualquer número de objetivos (m)
e número de variáveis de decisão (n); c) a fronteira de Pareto é conhecida analiticamente;
d) aspectos como convergência e diversidade podem ser controlados.
Para cada problema, a complexidade da busca é definida pela variável k, onde k =
n−m+1 (n é o número de variáveis e m é o número de objetivos) define a relação entre o
número de variáveis de decisão e o número de objetivos, assim, quanto maior o valor de k
maior será a dimensão do espaço de busca. Além disso, cada problema utiliza o vetor
∣∣−→xm∣∣
= k, contendo os últimos k valores de
−−−→
f(−→x ). Esse vetor −→xm é utilizado como parâmetro
de uma função g, que na definição dos problemas DTLZ, é utilizada para a geração do
espaço de objetivos. Para a definição de g podem ser utilizadas diferentes funções com o
objetivo de se introduzir algumas dificuldades na busca. Logo, quanto maior o valor k,
mais complexa será a função g e mais dif́ıcil será a busca realizada pelo algoritmo.
Outro ponto importante na construção dos problemas DTLZ refere-se às equações
paramétricas que associam os valores do vetor no espaço das variáveis de decisão e a
construção do espaço das funções objetivo. A famı́lia DTLZ utiliza diferentes associações
com diferentes objetivos, como por exemplo modificar a distribuição das soluções no
espaço de objetivos. As diferentes funções DTLZ propostas buscam combinar fronteiras
de Pareto em diferentes formatos, com diferentes funções de dificuldade g e diferentes
equações paramétricas.
Nesta tese, quatro destas funções foram escolhidas, DTLZ2, DTLZ4, DTLZ6 e DTLZ7.
Essas funções apresentam diferentes dificuldades aos algoritmos de busca e são utilizadas
para se obter uma análise complementar da qualidade dos algoritmos desenvolvidos. Além
disso, estamos interessados em analisar o comportamento das novas estratégias para pro-
blemas com muitas funções objetivos. A Tabela 7.2 mostra o número de objetivos de
variáveis de decisão utilizadas em nossos experimentos, k foi definido com valor 10 para
todos os experimentos. Esse valor foi definido, para que as dificuldades impostas pelos
problemas escolhidos se sobressaiam e seja posśıvel a análise dos métodos propostos em
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Tabela 7.2: Números de objetivos e de variáveis de decisão utilizados nos experimentos
com k = 10







diferentes cenários. A seguir, cada problema é detalhado.
Problema DTLZ2:
Esta função é utilizada para investigar a habilidade dos algoritmos em escalar seu
desempenho para um número grande de objetivos. Com este problema pode-se observar




Ω = {−→x |0 ≤ xi ≤ 1, ∀i = 1, ..., n}

f1(
−→x ) = (1 + g(−→xm)).cos(x1.π/2))...cos(xm−2.π/2)).cos(xm−1.π/2))
f2(









Pareto otimo : xi = 0.5,∀i ∈ −→xm.
onde Ω é o conjunto com todas as soluções posśıveis e −→xm é um vetor, onde |−→xm| = k
e contém os k últimos valores de x. O DTLZ2 é definido através da equação de uma
esfera, assim para 3 funções objetivo a fronteira de Pareto é definida por um octante da
esfera. A Figura 7.1 mostra a equação que define a fronteira de Pareto para o problema
DTLZ2. Essa função é simples, pois não introduz nenhuma dificuldade na função g nem
na transformação paramétrica. Porém, devido a esse fator a sua análise é importante, pois
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Figura 7.1: Fronteira de Pareto para o problema DTLZ2, 3 funções objetivo.
a maior caracteŕıstica é observar o comportamento de um algoritmo quando o número de
objetivos cresce.
Problema DTLZ4:
Este problema é usado para investigar a habilidade dos algoritmos em manter uma
boa distribuição das soluções. Pode-se observar a habilidade dos algoritmos obterem uma
boa diversidade em relação à fronteira de Pareto. É definido por:
minfx∈Ω(
−→x )
Ω = {−→x |0 ≤ xi ≤ 1, ∀i = 1, ..., n}

f1(
−→x ) = (1 + g(−→xm)).cos(xα1 .π/2))...cos(xαm−2.π/2)).cos(xαm−1.π/2))
f2(









Pareto otimo : xi = 0.5, ∀i ∈ −→xm
onde Ω é o conjunto com todas as soluções posśıveis e −→xm é um vetor, onde |−→xm| = k
e contem os k últimos valores de x. O parâmetro α = 100 é utilizado, como sugerido
em [31]. O problema DTLZ4 é uma extensão do problema DTLZ2, porém com uma
diferente equação paramétrica. A equação utilizada privilegia a geração de pontos em uma
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região espećıfica da fronteira de Pareto. Esse problema gera mais soluções no plano fm−
f1. Assim, um algoritmo encontra mais facilmente pontos nessa região e tende a perder
diversidade na busca. Uma busca que gere bons resultados em termos de diversidade
para o DTLZ4, mostra que o algoritmo consegue explorar diferentes regiões do espaço.
Em contrapartida, um bom resultado somente em termos de convergência não é o desejado
no DTLZ4, pois o problema atrai a busca para uma região muito povoada. O formato
da fronteira de Pareto para o DTLZ4 é o mesmo apresentado na Figura 7.1, porém a
distribuição dos pontos não ocorre de forma uniforme.
Problema DTLZ6:
Este problema é utilizado para avaliar a habilidade dos algoritmos em escalar seu de-
sempenho e para avaliar convergência. Possui uma função g que torna a convergência
mais complexa. O DTLZ6 definido por:
minfx∈Ω(
−→x )
Ω = {−→x |0 ≤ xi ≤ 1, ∀i = 1, ..., n}

f1(
−→x ) = (1 + g(−→xm)).cos(θ1.π/2))...cos(θm−2.π/2)).cos(θm−1.π/2))
f2(
−→x ) = (1 + g(−→xm)).cos(θ1.π/2))...cos(θm−2.π/2)).sin(θm−1.π/2))
f3(




−→x ) = (1 + g(−→xm)).cos(θ1.π/2).sin(θ2.π/2)
fm(






0 ≤ xi ≤ 1, fori = 1, 2, ..., n




(1+2g(r)xi), para 1=1,2,3...(m-1), Ω é o conjunto com todas as soluções
posśıveis e −→xm é um vetor, onde |−→xm| = k e contem os k últimos valores de x. Nesse
problema a fronteira de Pareto é definida por somente uma curva e não por toda a
região da esfera. A Figura 7.2 mostra a fronteira de Pareto do DTLZ6, para 3 funções
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Figura 7.2: Fronteira de Pareto para o problema DTLZ6 com 3 funções objetivo.
objetivo. Duas caracteŕısticas se destacam no DTLZ6. Primeiro, a função g é uma função
multimodal. Assim, esse problema apresenta (3k-1) ótimos locais. Segundo, é posśıvel
plotar diferentes visões da fronteira de Pareto em duas dimensões. Devido a forma da
fronteira, toda dimensão que for plotada com a última dimensão forma uma curva. As
demais combinações formam uma reta. Com essa caracteŕıstica é posśıvel verificar aonde
está localizada a fronteira aproximada.
Problema DTLZ7:
Este problema possui 2m−1 regiões da fronteira de Pareto desconexas. Testa a ha-
bilidade dos algoritmos manterem subpopulações em diferentes regiões da fronteira de
Pareto. O DTLZ7 é definido por:
minfx∈Ω(
−→x )









−→x ) = (1 + g(−→xm)).h(f1, f2, ..., fm−1; g)
g(−→xm) = 1 + 9|−→xm| .
∑
xi∈−→xm xi






Pareto otimo : xi = 0,∀i ∈ −→xm.
onde Ω é o conjunto com todas as soluções posśıveis e −→xm é um vetor, onde |−→xm| = k e
contem os k últimos valores de x. A principal caracteŕıstica do DTLZ7 são as fronteiras
desconexas. Com esse problema é posśıvel avaliar o desempenho do algoritmo em encon-
trar diferentes conjuntos de pontos espalhados pela espaço de objetivos. Um problema
dessa algoritmo é que para muitas funções objetivo é que o número de subfronteiras é
muito grande o que dificulta bastante a busca. Figura 7.3 ilustra a fronteira de Pareto do
DTLZ7, para três funções objetivo.
Figura 7.3: Fronteira de Pareto para o problema DTLZ7 com 3 funções objetivo.
As fronteira de Pareto de cada problema foram geradas de forma anaĺıtica de acordo
com as restrições discutidas em [31]. O número de pontos de cada fronteira de Pareto
114
Tabela 7.3: Número de pontos guardados na fronteira de Pareto para cada problema
DTLZ.
2 3 5 10 15 20
DTLZ2 9,999 9,901 7,381 49,203 49,173 1,571,171
DTLZ4 9,999 9,901 7,381 49,203 49,173 1,571,171
DTLZ6 10,000 10,000 10,000 10,000 100,000 100,000
DTLZ7 10,000 10,000 10,000 10,000 100,000 100,000
para os problemas DTLZ utilizados é apresentado na Tabela 7.3. Para os problemas
DTLZ2 e DTLZ4 as fronteiras foram geradas de forma uniforme, espalhando os pontos
por toda região da função que define os problemas. Para o DTLZ6 e DTLZ7 não houve
um procedimento uniforme de geração dos pontos e gerou-se um número de pontos tal
que se tenha uma boa formação da fronteira.
7.1.3 Indicadores de qualidade
A análise emṕırica visa medir aspectos como convergência e diversidade da busca de cada
nova estratégia proposta em relação à fronteira de Pareto. A seleção dos indicadores
de qualidade utilizados para medir o desempenho da busca de MOEAs é um grande
obstáculo na Otimização com Muitos Objetivos. Para a medição desses aspectos são
utilizados indicadores de qualidade. Indicadores de qualidade são funções que mapeiam
i conjuntos de soluções em um número real [89]. Normalmente, é definido i = 1, um
indicador unário ou i = 2, indicador binário. Na literatura, diferentes indicadores de
qualidade são utilizados [1] [82] [46], porém não existe consenso sobre qual conjunto de
medidas possibilita uma melhor interpretação dos resultados. Dentre esses indicadores
se destacam o Hipervolume, o Epsilon [89], o Generational Distance (GD), Spacing [84],
Inverted Generational Distance (IGD) [20], entre outros.
Um dos maiores problemas na medição de desempenho de MOEAs em Problemas com
Muitos Objetivos refere-se à dificuldade de visualização da fronteira aproximada gerada
(PFaprox), já que com mais de três funções objetivos não há uma maneira natural de
se esboçar o conjunto de pontos obtido. Isso dificulta o processo de entendimento dos
resultados dos indicadores de qualidade. Além disso, há dificuldade na interpretação de
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alguns resultados esperados, por exemplo, algumas técnicas induzem a geração dos pontos
para uma região mais próxima ao joelho da fronteira de Pareto.
Em nossos experimentos, já que estamos trabalhando com problemas de benchmark
onde a fronteira de Pareto pode ser obtida de forma anaĺıtica, é utilizada uma combinação
de um conjunto de métricas que buscam medir a distância em relação à fronteira de Pareto.
O uso desse conjunto de métricas tem como objetivo observar se a busca dos algoritmos
propostos se deteriora em termos de convergência e diversidade quando o número de
objetivos cresce. Além disso, são utilizados indicadores de qualidade com o objetivo
espećıfico de identificar onde está localizada a PFaprox em relação a pontos de referência,
como por exemplo, o joelho da fronteira de Pareto. Os indicadores utilizados são descritos
a seguir:
Generational Distance (GD) mede o quão próximo o conjunto de aproximação
gerado (PFaprox) está em relação à fronteira de Pareto real (PFreal). O GD é uma medida
de minimização. Se o GD é igual a 0, todos os pontos do PFaprox pertencem à fronteira de
Pareto. O GD permite observar se o algoritmo converge para alguma região da fronteira
de Pareto. A Equação 7.1 define o GD, onde n é o número de soluções pertencentes à
PFaprox e d
a,r
i é a menor distância Euclidiana entre o ponto i pertencente à PFaprox e
um ponto da PFreal. A Figura 7.4 mostra um exemplo do cálculo do GD. Para cada
ponto do conjunto de aproximação é calculada a menor distância em relação à fronteira
de Pareto, da,ri , e é feita a soma dessas distâncias. O exemplo da figura apresenta um bom









Convergence foi inicialmente apresentada em [40]. Esse indicador de qualidade mede
a menor distância de um ponto da PFaprox a PFreal. Ele é utilizado para auxiliar a análise
do GD para medir convergência. A menor distância de um ponto é a menor contribuição
do cálculo do GD, assim é posśıvel verificar se a busca alcançou a fronteira de Pareto em
pelo menos uma região da fronteira.
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Figura 7.4: Exemplo do cálculo do GD.
Figura 7.5: Exemplo do cálculo do IGD.
Inverted Generational Distance (IGD) mede a distância mı́nima entre cada ponto
da fronteira de Pareto real em relação ao conjunto de aproximação gerado. O IGD é uma
medida de minimização. O IGD permite observar se PFaprox converge para a fronteira
Pareto real e se este conjunto é diversificado. A Equação 7.2 define o IGD, onde n é o
número de soluções pertencentes à PFaprox e d
r,a
i é a menor distância Euclidiana entre o
ponto i pertencente à PFreal e um ponto da PFaprox. A Figura 7.5 mostra um exemplo do
cálculo do IGD. Para cada ponto da fronteira de Pareto é calculada a menor distância em
relação ao conjunto de aproximação, da,ri , e é feita a soma dessas distâncias. O exemplo
da Figura 7.5 apresenta um bom IGD, pois o conjunto de aproximação está próximo à










No entanto nem sempre é posśıvel obter uma visão real da diversidade da busca uti-
lizando somente o IGD. Em alguns casos, onde uma PFaprox está limitada a uma região
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espećıfica da fronteira e muito próximo ao PFreal (o que implica num valor muito baixo
de GD), o IGD tende também a ser pequeno, já que a contribuição dos pontos da PFreal
dessa região é muito pequena para o cálculo do IGD. Nessa situação, um valor baixo de
IGD pode implicar num interpretação errada de boa diversidade. Assim, para ajudar na
análise da diversidade da busca, é proposto um novo indicador de qualidade chamado de
Largest Distance.
Largest Distance (LD) é o oposto do indicador Convergence. Ao invés de se obter a
menor distância de um ponto do PFaprox em relação à PFreal, é obtida a maior distância
de um ponto da PFreal em relação à PFaprox. Essa medida indica a maior contribuição de
um ponto no cálculo do IGD. Com essa medida, uma PFaprox concentrada numa pequena
região da fronteira de Pareto irá gerar um alto valor de LD, já que estará longe de outras
regiões da PFreal. Da mesma forma que, uma PFaprox bem diversificada irá gerar valores
baixos de LD, já que está próxima de diferentes regiões da PFreal.
Spacing mede o intervalo de variância entre soluções vizinhas em um conjunto de
aproximação. É uma medida de minimização. Se o valor do Spacing é igual a 0, todas
as soluções estão igualmente distribúıdas. Se a PFaprox contiver uma ou duas soluções o
valor é igual a zero e quanto menor o número de soluções, mais fácil o algoritmo consegue
controlar o Spacing de seu conjunto de aproximação. A Equação 7.3 define o Spacing,
onde n é o número de soluções pertencentes à PFaprox, di = minj(|f i1(x) − f
j
1 (x)| + ... +







Além dos indicadores de qualidade baseados na distância entre as soluções geradas,
esta tese utiliza dois indicadores com objetivo de auxiliar a visualização da PFaprox. Esses
indicadores medem a distribuição dos pontos da PFaprox em relação a pontos de referência.
Assim, é posśıvel observar como diferentes métodos estão distribúıdos no espaço de obje-
tivos.
A distribuição da distância Tchebycheff é utilizada para medir a distribuição da
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PFaprox em relação ao joelho da fronteira de Pareto [20]. Joelho é o ponto localizado no
maior arqueamento da curva da PFreal. Estudos apresentados em [24] e [47] afirmam que
tomadores de decisão, em geral, preferem os pontos no centro da fronteira. Esse indicador
calcula a distância de Tchebycheff entre todos os pontos da PFaprox e o joelho da PFreal.
A distância de Tchebycheff é uma métrica definida pela distância entre dois vetores.
O cálculo da distância é obtido através da maior diferença entre todas as coordenadas das
dimensões, definida pela Equação 7.4.
d(z, z∗, λ) = max1≤j≤m{λj|z∗j − zj|} (7.4)
onde z∗ é o joelho da fronteira, z é um ponto do PFaprox, m é o número de objetivos e
λj = 1/Ri, onde Rj é o intervalo para j−ésimo objetivo da fronteira de Pareto. Após o
cálculo da distância de todos os pontos da PFaprox é gerado um histograma com a dis-
tribuição desses valores. Curvas que se localizam perto de pequenos valores da distância
indicam uma distribuição dos pontos próximos ao joelho, enquanto curvas mais alongadas
indicam uma distribuição mais diversificada. A Figura 7.6 mostra um exemplo com três
distribuições. O eixo x indica o valor da distância de Tchebycheff, o eixo y a quantidade
de soluções localizadas nessa distância. A primeira curva possui um pico em um valor
com baixa distância, isso indica uma distribuição dos pontos perto do joelho. A segunda
curva também possui os pontos concentrados em poucos valores de distância, porém loca-
lizados longe do joelho. A terceira curva é mais alongada, contendo valores em diferentes
distâncias. Essa distribuição apresenta pontos mais diversificados.
Além da distribuição da distância de Tchebycheff é utilizada outra medida que busca
mostrar a distribuição do PFaprox, porém ao invés de ser utilizado o joelho da busca, é
utilizado um ponto de referência.
Distribuição dos pontos sobre um ponto de referência busca medir como di-
ferentes PFaprox geradas por diferentes algoritmos estão distribúıdas sobre um ponto de
referência. Assim, dadas diferentes PFaprox e um ponto de referência: primeiro é calcu-
lada a distância euclidiana entre todos os pontos, de todos os algoritmos, e o ponto de
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Figura 7.6: Exemplo da distribuição de Tchebycheff.
referência. Após, são obtidos o menor e o maior valores da distância. Em seguida, o inter-
valo variando entre o menor e o maior valor é dividido em 10 intervalos, correspondendo
a regiões de proximidade ao ponto de referência. Por fim, o indicador conta para cada
algoritmo quantos pontos da PFaprox estão localizados em cada região de proximidade.
Algoritmos que gerarem mais pontos em intervalos menores (10% ou 20%) mais próximos
do ponto de referência, estão mais próximos deste ponto. Da mesma forma que no cálculo
da distância de Tchebycheff essas distribuições são traçadas num histograma e é feita a
mesma análise apresentada no exemplo anterior.
Dentre os indicadores apresentados nessa seção, essa tese irá focar nos valores de GD e
IGD. O GD será utilizado para medir a convergência dos algoritmos utilizados, enquanto
o IGD será utilizados para medir a diversidade. Os demais indicadores serão utilizados
para auxiliar a análise do GD e do IGD.
Na validação das técnicas propostas, cada algoritmo é executado várias vezes e os re-
sultados dos indicadores de qualidade são comparados utilizando o teste de Friedman [32].
O teste de Friedman é um teste estat́ıstico não paramétrico utilizado para a comparação
de múltiplos conjuntos de dados. Nesse teste as observações entre os blocos podem ser
rankeadas. Por exemplo, o conjunto de execuções de cada algoritmo gera um bloco de
dados para cada medida que é independente e sem interação, pois a cada algoritmo é
executado separadamente, e só pode ser obtido um rank entre os valores das medidas. No
teste não se utilizam os valores dos dados na comparação, mas sim os rankings obtidos
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para cada amostra no conjunto de dados. A hipótese nula é que não existe diferença entre
os algoritmos analisados. Assim, o teste mostra se há uma diferença entre os conjuntos
de dados analisados. Em nossa análise ele é utilizado com 5% de ńıvel de significância. O
pós-teste é efetuado através de funções da ferramenta R [78]. É utilizado o pacote pgirmess
da ferramenta R. O teste de Friedman é executado através da função friedman.test que
recebe como parâmetro o conjunto de dados. O pós-teste é executado através da função
friedmanmc. O pós-teste indica se há diferença estat́ıstica entre os diferentes blocos do
conjuntos de dados, para identificar quais conjuntos de dados obtiveram os melhores va-
lores são utilizados gráficos boxplots. Um boxplot é um gráfico utilizado para descrever
grupos de dados. Dado um conjunto de dados, este gráfico apresenta a mediana, os quartis
inferiores e superiores (vigésimo quinto e septuagésimo quinto percentis, respectivamente),
os valores limites do conjunto de dados (maiores e menor valores) e os posśıveis outliers
do conjunto.
7.2 Análise emṕırica
Esta seção apresenta os resultados da análise emṕırica executada para a validação das
novas estratégias propostas para trabalhar com problemas com muitos objetivos. As novas
técnicas são aplicadas em algoritmos MOPSO e são medidos aspectos como convergência e
diversidade da busca. As próximas seções apresentam a discussão dos resultados obtidos.
7.2.1 Avaliação do algoritmo CDAS-MOPSO
O primeiro conjunto de experimentos refere-se à aplicação da técnica Controle da Área
de Dominância das Soluções no algoritmo SMPSO, chamado de CDAS-MOPSO (ver Al-
goritmo 4). A técnica CDAS necessita da definição do parâmetro que controla a área
de dominância das soluções, (Si). Neste conjunto de experimentos, ele é definido com 5
valores diferentes, obtendo-se 5 diferentes configurações do CDAS-MOPSO. O parâmetro
Si variou em intervalos de 0, 05, a mesma variação utilizada em [81]. Si variou no intervalo
de [0, 25; 0, 45]. Nessa primeira comparação, o algoritmo CDAS-MOPSO é comparado
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Tabela 7.4: Algoritmos utilizados na avaliação do CDAS-MOPSO.
Algoritmo Descrição
SMPSO Algoritmo SMPSO original
0,25 Algoritmo MOPSO com CDAS, Si = 0, 25
0,3 Algoritmo MOPSO com CDAS, Si = 0, 3
0,35 Algoritmo MOPSO com CDAS, Si = 0, 35
0,4 Algoritmo MOPSO com CDAS, Si = 0, 4
0,45 Algoritmo MOPSO com CDAS, Si = 0, 45
com o SMPSO [70]. A Tabela 7.4 apresenta um resumo dos algoritmos utilizados na
análise do CDAS no MOPSO. Tanto o CDAS-MOPSO e SMPSO foram executados com
200 part́ıculas na população e 200 soluções no arquivo externo. Os algoritmos foram
executados um total de 50000 avaliações de fitness em 20 execuções independentes.
Nessa análise emṕırica do CDAS-SMPSO são efetuados dois estudos. O primeiro
utiliza os indicadores de qualidade GD, IGD e spacing para medir a convergência e a
diversidade da busca dos algoritmos. Além disso, para auxiliar a interpretação dos indi-
cadores, também é considerado o número total de pontos da fronteira aproximada de cada
algoritmo. São utilizados os problemas DTLZ2, DTLZ4, DTLZ6 e DTLZ7. Os números
de funções objetivo utilizados foram: 3, 5, 10, 15 e 20.
O segundo conjunto de experimentos busca identificar se as fronteiras aproximadas
geradas por cada algoritmo estão localizadas próximas ao joelho da fronteira de Pareto.
Neste estudo é utilizado somente o problema DTLZ2 com 3, 5, 10, 15 e 20 funções objetivo.
Os resultados das melhores configurações obtidas pelo teste de Friedman para to-
dos os problemas são apresentados na Tabela 7.5 e o número de pontos das PFaprox na
Tabela 7.6. Para auxiliar a interpretação dos resultados do teste de Friedman, são apre-
sentados gráficos que mostram para cada algoritmo o valor médio de cada indicador para
todos os números de funções objetivo analisados. Através desses gráficos é posśıvel perce-
ber se há uma variação no valor de cada indicador quando o número de objetivos cresce.
Esses gráficos são apresentados nas Figuras de 7.7 a 7.20.
O primeiro problema é o DTLZ2. Para medir a convergência inicialmente é observado
o resultado do GD. Os melhores resultados foram obtidos por diferentes configurações do
CDAS-MOPSO, porém as configurações Si = 0, 3 e 0, 35 se destacaram, pois obtiveram os
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Figura 7.7: Valores médios de GD para o CDAS-SMPSO e SMPSO, DTLZ2.
melhores valores de GD para os maiores números de funções objetivo. O algoritmo SMPSO
não conseguiu o melhor resultado em nenhum cenário. Observando a Figura 7.7, percebe-
se que o valor do GD para SMPSO deteriorou quando o número de objetivos cresceu.
Para o algoritmo CDAS-MOPSO essa deterioração é reduzida, sendo que as melhores
configurações desse algoritmo obtiveram valores médios de GD semelhantes para poucas
e muitas funções objetivo. Assim, para o problema DTLZ2 o algoritmo CDAS-MOPSO
conseguiu melhores resultados em termos de convergência.
Através da medida IGD é posśıvel observar diversidade na busca, porém também
é posśıvel identificar convergência. Para essa medida, novamente o CDAS-MOPSO se
destacou. Todas as configurações conseguiram obter o melhor valor de IGD, de acordo
com o teste de Friedman em pelo menos um cenário, exceto Si = 0, 25. Para essa medida
a configuração Si = 0, 35 se destacou, obtendo bons valores tanto para poucas e muitas
funções. Novamente a busca do SMPSO sofreu uma deterioração quando o número de
objetivos cresceu. Para poucos objetivos, 3 funções, o SMPSO consegue ser competitivo,
porém quando o número de objetivos cresceu o algoritmo perdeu desempenho também
em termos de diversidade. É posśıvel observar esse comportamento na Figura 7.8. Além
disso, observa-se que o CDAS-MOPSO manteve um bom comportamento em termos de
IGD para todos os números de funções. Outra caracteŕıstica que se pode destacar é o
fato de algumas configurações do CDAS-MOPSO obterem um valor ruim de IGD para
poucas funções. Isso é explicado através do comportamento do método CDAS, discutido
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no Caṕıtulo 4. Esse método limita a região de busca em pequenas partes do espaço,
especialmente para valores muito baixos de Si. Assim, a PFaprox gerada está localizada
em uma pequena região, em geral, com um ou poucos pontos (ver Figura 4.5). Quando
o número de objetivos cresce, o número de pontos não dominados gerados pelo CDAS
também cresce e isso permite maior diversificação na busca.
Figura 7.8: Valores médios de IGD para o CDAS-SMPSO e SMPSO, DTLZ2.
Por fim, o spacing é analisado com o objetivo de observar a distribuição entre as
soluções geradas. O CDAS-MOPSO obteve a melhor distribuição, porém nesse caso ele
foi motivado pelo baixo número de pontos gerados na PFaprox. Quanto menor o número
de pontos, o algoritmo controla mais facilmente essa distribuição. A Tabela 7.6 apresenta
o número de pontos gerados na fronteira aproximada de cada algoritmo. As configurações
que apresentaram os melhores valores de spacing, obtiveram o menor conjunto de pontos.
Quando o conjunto de pontos é pequeno (um ou dois pontos) o valor do spacing é 0.
Outra caracteŕıstica que pode ser observada é que os melhores valores de spacing foram
obtidos pelas configurações com melhor GD. Assim, quanto menor é a área que o PFaprox,
melhor é o valor do spacing.
Em resumo, para o problema DTLZ2, que permite observar como um algoritmo escala
o seu desempenho quando o número de objetivos cresce, o algoritmo CDAS-MOPSO
apresentou os melhores resultados. Esse algoritmo obteve os melhores resultados tanto
em termos de convergência quanto de diversidade. Além disso, não houve uma grande
deterioração quando o número de objetivos cresceu. Por outro lado, o SMPSO sofreu uma
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Figura 7.9: Valores médios de spacing para o CDAS-SMPSO e SMPSO, DTLZ2.
grande deterioração para um número de funções objetivo grande. Esse resultado afirma
a suposição que MOEAs tradicionais enfrentam problemas na Otimização com Muitos
Objetivos e que as técnicas propostas atenuam esses problemas.
Tabela 7.5: Melhores configurações do CDAS-SMPSO e SMPSO para todos os problemas
e funções objetivos, de acordo com o pós-teste do teste de Friedman.
Prob Obj Melhores Configurações
GD IGD Spacing
DTLZ2
3 0,4 e 0,45 0,4 e 0,45 0,25, 0,35 e 0,4
5 0,25, 0,3 e 0,35 0,35 e 0,4 0,25 e 0,35
10 0,3 e 0,35 0,3, 0,35 e 0,4 0,25 e 0,3
15 0,3 e 0,35 0,3 e 0,35 0,25 e 0,3
20 0,3 e 0,35 0,3 e 0,35 0,25 e 0,3
DTLZ4
3 0,25 0,45 e SMPSO 0,25, 0,3
5 0,25 e 0,45 0,0,45 e SMPSO 0,25 e 0,3
10 0,25 0,4, 0,45 e SMPSO 0,25 e 0,3
15 0,25 e 0,45 0,4, 0,45 e SMPSO 0,25 e 0,3
20 0,25 e 0,45 0,35, 0,4 e 0,45 0,25 e 0,3
DTLZ6
3 0,3, 0,35, 0,4, 0,45 e SMPSO 0,4, 0,45 e SMPSO 0,25 e 0,3
5 0,3, 0,35 e 0,4 0,4, 0,45 e SMPSO 0,25 e 0,3
10 0,3, 0,35 e 0,4 0,4 e 0,45 0,25 e 0,3
15 0,3, 0,35 e 0,4 0,35, 0,4 e 0,45 0,3 e 0,35
20 0,3 e 0,35 0,35, 0,4 e 0,45 0,3 e 0,35
DTLZ7
3 0,35, 0,4 e 0,45 0,45 e SMPSO 0,25, 0,3 e 0,35
5 0,45 e SMPSO 0,45 e SMPSO 0,25, 0,3 e 0,35
10 0,45 e SMPSO 0,45 e SMPSO 0,25, 0,3 e 0,35
15 0,45 e SMPSO 0,45 e SMPSO 0,25, 0,3 e 0,35
20 0,45 e SMPSO 0,45 e SMPSO 0,25, 0,3 e 0,35
O segundo problema é o DTLZ4. Esse problema apresenta uma região da fronteira de
Pareto mais povoada, que atrai a busca de MOEAs. Assim, quanto melhor é a diversidade
da busca de um algoritmo, melhor é o desempenho desse algoritmo no DLTZ4. Os melho-
res algoritmos de acordo com o teste de Friedman para cada indicador de qualidade são
apresentados na Tabela 7.5. Observando o GD, o CDAS-MOPSO se destaca, obtendo o
melhor valor em todos os cenários, em especial para configuração com Si = 0, 25. Porém,
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Tabela 7.6: Número médio de pontos na PFaprox geradas pelos algoritmos CDAS-MOPSO
e SMPSO.
Prob Obj Configurações
0,25 0,3 0,35 0,4 0,45 SMPSO
DTLZ2
3 4,15 16,5 75,3 198,9 199,7 199,6
5 11,3 142,7 197,25 199,25 199,9 199,2
10 30,05 195,3 199,7 199,7 199,85,0 200,0
15 47,75 196,85 199,7 200,00 199,9 200,0
20 48,05 199,35 198,85,7 197,25 199,9 200,0
DTLZ4
3 1,00 3,95 9,75 22,00 40,20 60,05
5 1,00 6,40 15,75 29,60 52,95 74,00
10 1,00 18,15 32,40 54,05 87,70 159,75
15 1,00 25,99 49,60 83,85 142,50 198,65
20 1,00 33,80 73,40 124,00 197,35 199,60
DTLZ6
3 1,10 199,85 200,00 200,00 200,00 200,00
5 18,20 199,55 200,00 200,00 200,00 199,55
10 8,40 200,00 200,00 200,00 200,00 189,90
15 1,40 200,00 200,00 200,00 200,00 198,45
20 15,80 199,85 199,65 200,00 200,00 197,80
DTLZ7
3 4,90 8,90 22,80 93,40 200,00 200,00
5 3,70 4,30 10,60 30,20 199,10 200,00
10 2,10 3,60 6,40 22,10 175,60 200,00
15 2,20 3,10 6,30 12,10 101,30 200,00
20 2,50 2,80 5,10 11,70 58,00 200,00
isso ocorreu devido ao pequeno número de soluções no conjunto de aproximação, obser-
vado a Tabela 7.6. Essa configuração gerou somente um ponto, em todos os números de
funções objetivo. Assim, esse ponto conseguiu convergir, porém a cobertura da fronteira
é praticamente nula. A configuração com Si = 0, 45 conseguiu bons resultados de GD em
alguns números de objetivos e gerou um conjunto de pontos maior. A Figura 7.10 mostra
o comportamento do GD. Para Si = 0, 25 o valor é sempre o mesmo, praticamente igual
a zero, ou seja, o ponto alcançou a fronteira. Para as demais configurações, nota-se a
deterioração do SMPSO e os melhores resultados obtidos pelas demais configurações do
CDAS-MOPSO.
Figura 7.10: Valores médios de GD para o CDAS-SMPSO e SMPSO, DTLZ4.
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O IGD é a medida mais importante para a análise do DTLZ4. Um algoritmo que
possui ótimo valor de GD, porém apresenta um valor ruim de IGD, mostra que houve
convergência, mas a busca ficou presa em uma pequena região da fronteira e não houve
diversidade. Nesse sentido, a configuração com Si = 0, 25 obteve um resultado abaixo
dos demais, justamente por produzir somente uma solução. Para essa medida, o SMPSO
e a configuração Si = 0, 45 do CDAS-MOPSO obtiveram os melhores resultados para
a maioria dos cenários, de acordo com o teste de Friedman. Esse comportamento pode
ser visto na Figura 7.11. Para todos os números de funções objetivo, a deterioração é
semelhante tanto para o CDAS-MOPSO quanto para SMPSO, exceto para 20 funções que
o SMPSO apresentou um resultado pior. Embora alguns algoritmos tenham se destacados
significativamente no teste de Friedman, os valores de IGD são semelhantes entre todos os
métodos. Logo, em geral todos os algoritmos obtiveram um comportamento semelhante
em termos de diversidade. Além disso, o valor de IGD da configuração com Si = 0, 25
não é muito menor que os demais algoritmos. Logo, isso sugere que mesmo gerando mais
soluções, todos os algoritmos ficaram limitados numa mesma região da fronteira de Pareto.
Figura 7.11: Valores médios de IGD para o CDAS-SMPSO e SMPSO, DTLZ4.
A Figura 7.12 mostra um esboço da PFaprox gerada pelo algoritmo SMPSO para 3
funções objetivo. A região da fronteira real está demarcada e os pontos do PFaprox são
indicados por triângulos. Na figura percebe-se que a maioria dos pontos ficou presa
em uma pequena parte da fronteira, próximos aos limites da esfera. Há alguns pontos
espalhados por outras regiões, porém a maioria dos pontos concentram-se em uma mesma
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região.
Figura 7.12: PFaprox gerada pelo algoritmo SMPSO sobre a fronteira de Pareto do DTLZ4.
Para o DTLZ4, o valor do spacing acabou sendo bastante influenciado pelo número de
pontos gerados pelo algoritmo CDAS-MOPSO. As duas configurações com menor valor
de Si, Si = 0, 25 e 0, 3 obtiveram um conjunto muito pequeno de pontos na PFaprox,
logo isso gerou o melhor valor de spacing para todos os números de funções objetivo.
Esse bom valor de spacing pode ser observado na Figura 7.13. A configuração Si = 0, 25
obteve o mesmo valor de spacing para todos os cenários. Os demais algoritmos sofreram
deterioração na busca, porém o SMPSO apresenta os piores valores.
Figura 7.13: Valores médios de spacing para o CDAS-SMPSO e SMPSO, DTLZ4.
Em resumo, todos os algoritmo enfrentaram dificuldades no problema DTLZ4. Quem
mais se destacou foi a configuração Si = 0, 45 do CDAS-MOPSO, que obteve os melhores
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resultados de GD e IGD. Porém, os algoritmos não conseguiram obter um bom resultado
em termos de diversidade e a busca ficou estacionada na região mais densa do espaço de
objetivos. Os algoritmos SMPSO e Si = 0, 45 do CDAS-MOPSO ainda conseguiram espa-
lhar mais suas soluções pelo espaço de busca, porém, em geral, houve uma concentração
muito grande dessas soluções em uma pequena região.
O problema DTLZ6 apresenta uma fronteira de Pareto mais simples que os problemas
anteriores, somente uma curva e não toda a esfera, porém utiliza uma função de dificuldade
que introduz diversos múltiplos locais. Para esse problema o CDAS-MOPSO se destacou,
obtendo bons resultados para todos os indicadores. Os melhores algoritmos de acordo
com o teste de Friedman são apresentados na Tabela 7.5. Para o GD, as configurações
Si = 0, 30 e 0, 35 se destacaram obtendo o melhor valor em todos os números de funções
objetivo. O SMPSO conseguiu ser equivalente ao CDAS-MOPSO para 3 funções objetivos,
porém não conseguiu manter um bom resultado quando o número de objetivos cresceu.
A Figura 7.14 mostra uma resumo desse comportamento. O SMPSO sofreu uma grande
deterioração na sua busca quando foi submetido a cenários com muitos objetivos. Por
outro lado, o CDAS-MOPSO conseguiu manter valores semelhantes de GD para todos os
números de objetivos. A Figura 7.14 apresenta os resultados do GD em duas diferentes
escala, pois os resultados do SMPSO crescem muito em relação aos do CDAS-MOPSO.
Na Figura 7.14(b), percebe-se os bons valores de GD de algumas configurações do CDAS-
MOPSO para todos os números de funções objetivo.
Para o IGD, novamente o CDAS-MOPSO apresentou bons resultados. As confi-
gurações Si = 0, 4 e 0, 45 obtiveram os melhores resultados para todos os números de
objetivo. O SMPSO conseguiu bons resultados para poucas funções, porém perdeu de-
sempenho para muitos objetivos. A Figura 7.15 mostra o comportamento do IGD. A
partir de 5 funções objetivo, o SMPSO obteve uma piora no IGD e sofreu uma deteri-
oração na diversidade da busca. Por outro lado, O CDAS-MOPSO conseguiu manter um
valor semelhante de IGD em todos os cenários.
Por fim, o CDAS-MOPSO obtém os melhores valores de spacing. A configuração
Si = 0, 3 obteve o melhor resultado em todos os números de funções objetivo. Pode
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(a) Escala mais ampla
(b) Escala mais reduzida
Figura 7.14: Valores médios de GD para o CDAS-SMPSO e SMPSO, DTLZ6, com duas
diferentes escalas.
ser destacado que essa configuração gerou um número de pontos na PFaprox semelhante
ao número dos demais algoritmos, como visto na Tabela 7.6. A Figura 7.16 mostra
que o SMPSO novamente sofreu uma deterioração na sua busca quando o número de
objetivos cresceu. As demais configurações do CDAS-MOPSO conseguiram controlar a
deterioração, obtendo valores semelhantes de spacing para todos os números de funções
objetivo.
Em resumo, o CDAS-MOPSO obteve um resultado muito bom para o problema
DTLZ6. Esse algoritmo não sofreu deterioração tanto em termos de convergência, quanto
em diversidade. Pode-se destacar a configuração com Si = 0, 4 que conseguiu bons resul-
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Figura 7.15: Valores médios de IGD para o CDAS-SMPSO e SMPSO, DTLZ6.
Figura 7.16: Valores médios de spacing para o CDAS-SMPSO e SMPSO, DTLZ6.
tados de GD e IGD, além de não sofrer uma deterioração grande do spacing. Uma carac-
teŕıstica do DTLZ6 é o fato que sua fronteira pode ser visualizada através da combinação
das diferentes funções objetivo. Para a fronteira de Pareto desse problema, qualquer con-
junto de valores gerados por uma função objetivo quando esboçados com os valores da
última função objetivo gera uma curva.
A Figura 7.17 mostra a PFaprox gerada pelo algoritmo CDAS-MOPSO com Si = 0, 4
(obtido da primeira execução do algoritmo) e a fronteira de Pareto (gerada com 200 pon-
tos) para 10 funções objetivo. Por clareza, só são mostradas as curvas das três primeiras
funções objetivo, porém todas as demais funções seguem o mesmo comportamento nesse
exemplo. A fronteira de Pareto é a curva completa, que alcança todo intervalo, enquanto
a PFaprox cobre apenas uma parte dessa curva. Através dessas curvas percebe-se que o
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CDAS-MOPSO alcança uma região da fronteira de Pareto e cobre uma grande parte dessa
fronteira. A parte não coberta é resultado do método CDAS, que privilegia a geração de
pontos em algumas regiões do espaço de objetivos.
(a) 1 x 10 (b) 2 x 10
(c) 3 x 10
Figura 7.17: Gráfico da PFaprox e PFreal para o DTLZ6 com 10 objetivos (somente três
funções).
O último problema é o DTLZ7 que tem como caracteŕıstica possuir uma fronteira de
Pareto desconexa. Para esse problema CDAS-MOPSO não conseguiu obter um bom resul-
tado. Os resultados do teste de Friedman são apresentados na Tabela 7.5. Observando o
GD, a configuração com Si = 0, 45 obteve um resultado equivalente ao SMPSO na maioria
de números de funções objetivo. As demais configurações não obtiveram bons resultados.
A Figura 7.18 mostra a média do GD para todos os algoritmos. O algoritmo CDAS-
MOPSO sofreu uma deterioração maior do que o SMPSO, especialmente para valores de
Si pequenos. Além disso, apesar de os algoritmos serem equivalentes estatisticamente a
diferença entre as médias aumentou quando o número de objetivos cresceu, sendo que o
SMPSO teve os melhores resultados.
Para o IGD o resultado é semelhante ao GD. O SMPSO e a configuração Si = 0, 45
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Figura 7.18: Valores médios de GD para o CDAS-SMPSO e SMPSO, DTLZ7.
do CDAS-MOPSO são equivalentes para todos os números de funções objetivo. Porém
observando as Figura 7.19, os resultados do CDAS-MOPSO pioram em relação ao SMPSO.
Novamente, as configurações com baixo valor de Si obtiveram os piores resultados. Esse
mau comportamento do CDAS-MOPSO em termos de convergência e diversidade pode
ser observado também no número de pontos gerado pelo algoritmo na Tabela 7.6. Quando
o número de objetivos cresce o algoritmo passa a gerar PFaprox menores. Isso mostra, que
a limitação do espaço efetuado pelo CDAS não é sempre eficiente, pois em alguns casos
pode limitar a busca numa região que não seja válida para o problema.
Figura 7.19: Valores médios de IGD para o CDAS-SMPSO e SMPSO, DTLZ7.
O spacing é definido de forma semelhante aos problemas DTLZ2 e DTLZ4. Os melho-
res resultados foram obtidos pelos algoritmos que geraram menos pontos. As configurações
Si = 0, 25, 0, 3 e 0, 35 obtiveram os melhores resultados para todos os números de funções
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objetivo. Como nos demais problemas, quanto menor é o número de pontos, melhor é o
espaçamento do conjunto (ver Figura 7.20).
Figura 7.20: Valores médios de spacing para o CDAS-SMPSO e SMPSO, DTLZ7.
Em resumo, o CDAS-MOPSO não apresentou um bom resultado para o problema
DTLZ7, especialmente em cenários com muitos objetivos. Quando o número de objetivos
aumentou, o CDAS-MOPSO sofreu uma grande deterioração na busca, tanto em termos
de convergência quando em diversidade. O fato de a técnica CDAS limitar a área de
exploração da busca não foi eficiente para um problema em que a fronteira de Pareto
é desconexa. Em geral, o SMPSO apresentou os melhores resultados, porém não se
tem a garantia que ele obtém bons resultados para o DTLZ7. Para todas as medidas o
SMPSO apresentou uma deterioração, além disso, a escala dos resultados dos indicadores
obtidos pelo SMPSO é alta quando comparado aos resultados do CDAS-MOPSO em
outros problemas. Isso indica que o SMPSO foi melhor que o CDAS-MOPSO no DTLZ7,
mas que não se aproximou tanto da fronteira quanto o CDAS-MOPSO faz nos demais
problemas.
Observando todos os problemas analisados, conclui-se que o CDAS-MOPSO apresenta
resultados bons para Problemas com Muitos Objetivos, porém pode enfrentar algumas
dificuldades dependendo da natureza do problema. Em geral, para um problema simples
como o DTLZ2 o CDAS-MOPSO apresenta bons resultados tanto em termos de con-
vergência quanto de diversidade. Além disso, o algoritmo não apresentou dificuldades em
resolver problemas com múltiplos ótimos locais, obtendo inclusive os melhores resultados
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em termos de diversidade nesse contexto. O problema DTLZ4 apresentou dificuldade
na diversificação da busca de todos os algoritmos. Todos os algoritmos testados ficaram
limitados na região mais densa da fronteira. Por fim, o DTLZ7 apresentou os maiores
desafios ao CDAS-MOPSO. A técnica CDAS não se mostrou eficiente nesse problema
e o algoritmo apresentou resultados ruins. Logo, o CDAS-MOPSO não é aplicável em
problemas com fronteiras desconexas, especialmente com muitas funções objetivo.
A segunda etapa da análise do CDAS-MOPSO visa identificar se o conjunto de apro-
ximação gerado está localizado próximo ao joelho da fronteira de Pareto [24]. Nessa
etapa só foi utilizado o problema DTLZ2. A Figura 7.21 apresenta as distribuições da
distância de Tchebycheff para todos os números de funções objetivo, para as configurações
do CDAS-MOPSO para o SMPSO, Si = 0, 5. Para a geração dos gráficos de distribuição
de cada configuração, foi calculada a distância de Tchebycheff de todas as soluções geradas
(soluções de todas as execuções). Essas distâncias foram arredondadas para uma casa de-
cimal e os gráficos com as distribuições mostram o número total de soluções normalizado
entre 0 e 1.
Nesta análise, algoritmos que geram mais soluções em volta do joelho são prefeŕıveis.
Através destas distribuições é posśıvel observar se as soluções se concentram próximo ao
joelho (distribuição concentrada em valores baixo da distância) ou se as soluções são um
conjunto mais diversificado. Para se ter uma base de comparação, em todos os gráficos a
distribuição do SMPSO (Si = 0, 5) é também traçada.
Para o CDAS-MOPSO, quando o valor de Si é muito baixo o algoritmo converge para
uma região pequena da fronteira de Pareto, porém nem sempre próxima ao joelho. As
distribuições das configurações Si = 0, 25 e 0, 3 são representadas por somente um ponto
ou uma pequena curva, ou seja, todas as soluções estão concentradas em uma mesma
distância em relação ao joelho. As demais configurações Si = 0, 35, 0, 4 e 0, 45, concentram
quase todas suas soluções em uma distância próxima ao joelho, mesmo para um número
alto de objetivos. Para o SMPSO (Si = 0, 5), em todos os números de objetivos, é obtido
uma PFaprox mas diversificada sobre o joelho da busca. Em todos os casos, a curva do
SMPSO é mais alongada, alcançando diferentes valores da distância, sem a existência de
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Tabela 7.7: Algoritmos utilizados na comparação entre os métodos de ranking.
Algoritmo Descrição
DP Algoritmo SMPSO.
AR Algoritmo Ranking-SMPSO com ranking AR.
MR Algoritmo Ranking-SMPSO com ranking MR.
BR Algoritmo Ranking-SMPSO com ranking BR.
AR BR Algoritmo SMPSO com a combinação AR e BR.
BR MR Algoritmo SMPSO com a combinação BR e MR.
grandes picos em poucos valores.
7.2.2 Comparação dos métodos de ranking e a Combinação de
Rankings
O segundo conjunto de experimentos visa validar os métodos de ranking propostos no
Caṕıtulo 4, Balanced Ranking e a Combinação de Rankings. Da mesma forma que no
conjunto de experimentos anterior, o objetivo é executar os algoritmos em diferentes
problemas com muitos objetivos e observar aspectos como convergência e diversidade da
busca. Nesse conjunto de experimentos são utilizados os problemas DTLZ2 e DTLZ4, o
primeiro para medir a escalabilidade dos algoritmos e o segundo para medir a habilidade
desses algoritmos em diversificar a busca, com 2, 3, 5, 10, 15 e 20 funções objetivos.
Para observar os aspectos de convergência e diversidade foram utilizados os indicadores
GD, IGD e spacing. Os algoritmos foram executados com 200 part́ıculas na população,
200 soluções no repositório e o critério de para foi o número de gerações, definido com
100 iterações. Cada algoritmo foi executado 30 vezes. Os resultados desse conjuntos de
experimentos foram publicados em [8].
O Balanced Ranking e a Combinação de Rankings são comparados com diferentes
algoritmos da literatura. A Tabela 7.7 apresenta um resumo dos algoritmos utilizados
nessa análise.
A Tabela 7.8 e as Figuras 7.22 e 7.24 apresentam um resumo das comparações efetu-
adas. As Figuras mostram para cada método o valor médio de cada indicador para cada
objetivo analisado. Para facilitar na interpretação do teste de Friedman são apresentados
alguns boxplots com os melhores rankings obtidos, Figuras 7.23 e 7.25.
O primeiro problema analisado é o DTLZ2. Observando os valores de GD, percebe-
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(a) 3 objetivos (b) 5 objetivos
(c) 10 objetivos (d) 15 objetivos
(e) 20 objetivos
Figura 7.21: Distribuição da distância de Tchebycheff para o CDAS-MOPSO e SMPSO.
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Tabela 7.8: Melhores métodos de ranking para cada objetivo e cada problema de acordo
com o pós-teste do teste de Friedman.
Prob. Obj. Melhores métodos
GD IGD Spacing
DTLZ2
2 DP, AR BR, BR MR DP, AR BR, BR MR DP, AR, MR, AR BR, BR MR
3 DP, AR, AR BR DP, AR BR, BR MR AR, BR
5 AR, BR AR BR, BR MR AR, BR
10 AR BR, BR MR AR BR, BR MR MR, AR BR
15 MR, AR BR MR, AR BR, BR MR MR, AR BR
20 MR, AR BR MR, AR BR, BR MR MR, AR BR
DTLZ4
2 BR BR, AR BR BR, MR
3 Todos Todos AR, BR, MR, AR BR, BR MR
5 AR, BR, AR BR DP, AR, BR, AR BR AR, BR, AR BR
10 AR, BR, AR BR AR, BR, AR BR AR, BR, AR BR
15 AR, BR, AR BR AR, BR, AR BR AR, BR, AR BR
20 AR, BR, AR BR AR, BR, AR BR AR, BR, AR BR
se na Tabela 7.8 que a combinação de rankings obteve o melhor resultado para quase
todos os objetivos. Tanto a combinação AR BR quanto a BR MR apresentaram bons
resultados, sendo que a primeira foi melhor para um número maior de objetivos. Outro
método que se pode destacar é o MR, que também obteve bons resultados para muitos
objetivos. O boxplot da Figura 7.23(a) mostra que para 20 objetivos essas técnicas tiveram
resultados equivalentes. O BR não obteve bons resultados para muitos objetivos, somente
foi melhor para 5 objetivos. O algoritmo SMPSO com a dominância de Pareto (DP)
conseguiu obter os melhores resultados para 2 e 3 objetivos, mas não conseguiu obter
bons resultados quando o número de objetivos cresceu. A Figura 7.51(a) mostra um
resumo desse comportamento. As curvas que representam os métodos de combinação de
rankings e do MR têm um crescimento pouco acentuado quando o número de objetivos
aumenta, obtendo bons valores de GD para todos os objetivos. Para os demais métodos
há uma inclinação acentuada quando o número de objetivos cresce, ou seja, os algoritmos
têm a busca deteriorada quando o número de objetivos cresce e não conseguem convergir
para a fronteira de Pareto real.
Para o IGD, o resultado é semelhante. A combinação de rankings (AR BR e BR MR) e
o MR obtiveram os melhores resultados quando o número de objetivos cresceu (ver boxplot
na Figura 7.23(b)). Novamente o BR não conseguiu bons resultados e não atingiu o melhor
IGD em nenhum objetivo. O DP apresentou o mesmo comportamento, bons valores
somente com poucos objetivos. Observando a Figura 7.22(b), nota-se o comportamento
discutido anteriormente. Um crescimento pouco acentuado para os métodos de AR BR,
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(a) GD (b) IGD
(c) Spacing
Figura 7.22: Média das medidas GD e IGD para o problema DTLZ2, para os métodos de
ranking.
(a) GD (b) IGD
Figura 7.23: Boxplot com os melhores rankings para o GD e IGD. Problema DTLZ2 com
20 objetivos.
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BR MR e MR e uma alta deterioração para o SMPSO. Apesar de os métodos AR e BR
não apresentarem os melhores resultados, o IGD destes métodos não deteriorou muito
quando o número de objetivos cresceu. Assim, através do IGD, pode-se concluir que os
métodos da combinação de rankings e o MR, além de terem uma boa convergência para
a fronteira de Pareto real, conseguem produzir um conjunto de aproximação diversificado
em torno desta fronteira, quando o número de objetivos cresce. Para o método BR, não
houve uma grande deterioração da convergência e da diversidade quando o número de
objetivos foi alto, porém em todos os casos o algoritmo teve dificuldade para convergir.
Na análise do spacing, os resultados também são semelhantes. A combinação de
rankings e o MR obtiveram os melhores resultados para muitos objetivos. Quando o
número de objetivos foi baixo, quase todos os métodos foram competitivos, em especial
os métodos AR e BR. A Figura 7.22(c) mostra um resumo deste comportamento. A
partir de 10 objetivos, os métodos que possúıam bons valores de spacing apresentam
uma deterioração, enquanto os métodos MR e AR BR apresentam valores constantes de
spacing para todos os números de objetivos.
O segundo problema, DTLZ4, é utilizado para observar a habilidade dos algoritmos
em manter uma boa distribuição das soluções. Neste problema a medida IGD é mais
importante, pois também mede diversidade. Para o GD os métodos AR, BR e a com-
binação AR BR obtiveram os melhores resultados. O boxplot da Figura 7.25(a) mostra o
resultado equivalente dessas técnicas para 15 objetivos. Diferentemente do DTLZ2, neste
problema os métodos AR e BR não tiveram sua convergência deteriorada quando número
de objetivos cresceu. A Figura 7.24(a) mostra o resumo da evolução do GD quando o
número de objetivos cresce. Novamente nota-se um bom resultado da combinação de
rankings através do método AR BR, que manteve um aumento suave quando o número
de objetivos cresceu. Os métodos AR e BR apresentam um comportamento semelhante.
Para o DP, novamente, há uma deterioração grande na convergência quando o número de
objetivos é alto.
O IGD apresenta um resultado bastante semelhante ao GD para o DTLZ4. Os melho-
res resultados para muitos objetivos foram obtidos pelos métodos AR, BR e a combinação
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(a) GD (b) IGD
(c) Spacing
Figura 7.24: Média das medidas GD e IGD para o problema DTLZ4, para os métodos de
ranking.
(a) GD (b) IGD
Figura 7.25: Boxplot com os melhores rankings para o GD e IGD. Problema DTLZ2, 15
objetivos.
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AR BR (ver boxplot na Figura 7.25(b)). Observando a Figura 7.24(b), estes métodos
apresentam valores semelhantes de IGD para quase todos os números de objetivos, ou
seja, conseguiram controlar a diversificação das soluções mesmo trabalhando com muitos
objetivos. É interessante notar, que o método BR MR obteve os piores resultados, sendo
pior que a execução dos métodos em separado e até pior que a dominância de Pareto para
muitos objetivos.
Para os spacing os resultados são semelhantes aos demais indicadores: AR, BR e
AR BR com os melhores valores para muitos objetivos. Na Figura 7.24, pode-se observar
que as curvas que representam esses algoritmos estão mais próximas de zero e que quando
o número de objetivos cresce, os valores de spacing não pioram muito. Para os demais
métodos é posśıvel perceber que há uma maior deterioração da diversificação quando o
número de objetivos cresce, em especial para a dominância de Pareto.
Em resumo, a combinação de rankings foi a melhor técnica dentre todas as anali-
sadas, obtendo uma boa convergência em direção à fronteira de Pareto real e uma boa
diversificação das soluções geradas, tanto em torno da fronteira real quanto em relação a
distribuição das soluções. O método BR não conseguiu bons resultados para o problema
DTLZ2 e apresentou problemas para convergir para a fronteira real quando o número de
objetivos cresceu, porém obteve bons resultados para o DTLZ4 e mostrou que gera um
conjunto de aproximação com boa diversificação.
7.2.3 Ranking-SMPSO X CDAS-MOPSO
O último conjunto de experimentos relacionado às novas relações de preferência confronta
os resultados do algoritmo que utiliza métodos de ranking, Ranking-SMPSO, com o al-
goritmo baseado na técnica CDAS, CDAS-MOPSO. Nesse experimento, será utilizado
o método de ranking Average Ranking (AR) [4] aplicado ao algoritmo Ranking-SMPSO
(Algoritmo 5), chamado de AR-SMPSO. O outro algoritmo é o CDAS-SMPSO, com as
mesmas configurações apresentadas na Tabela 7.4. Além disso, o SMPSO também é uti-
lizado nessa comparação. Esse conjunto de experimentos foi conduzido independente dos
experimentos anteriores. Alguns parâmetros, como por exemplo o número de avaliações,
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Tabela 7.9: Valores de GD para as melhores configurações do CDAS-MOPSO, SMPSO
(Si = 0, 5) e o AR-SMPSO, para cada objetivo, DTLZ2 e DTLZ4.
Prob Obj 0,25 0,3 0,35 0,4 0,45 SMPSO (Si = 0, 5) AR
DTLZ2
3 * * 3,17E-03 2,45E-03 3,64E-03 1,59E-02 1,52E-02
5 * 1,23E-02 9,85E-03 1,37E-02 * 6,42E-02 4,47E-02
10 1,94E-02 2,48E-02 3,73E-02 * * 1,32E-01 6,22E-02
15 2,24E-02 2,67E-02 5,04E-02 * * 1,60E-01 8,68E-02
20 1,85E-02 2,82E-02 5,32E-02 * * 1,75E-01 1,11E-01
DTLZ4
3 7,74E-06 3,51E-02 4,74E-02 2,87E-02 1,28E-02 2,58E-02 9,04E-02
5 5,12E-06 4,81E-02 5,14E-02 3,67E-02 2,82E-02 3,51E-02 8,89E-02
10 7,06E-06 4,78E-02 5,39E-02 4,40E-02 3,76E-02 3,95E-02 6,17E-02
15 1,11E-05 4,84E-02 5,33E-02 4,51E-02 3,62E-02 5,15E-02 6,25E-02
20 1,02E-05 4,07E-02 4,65E-02 4,13E-02 3,85E-02 6,32E-02 6,38E-02
são diferentes, logo os valores dos indicadores apresentados anteriormente não são os mes-
mos. O objetivo dessa análise é comparar CDAS com métodos de ranking em algoritmos
MOPSO. A influência das técnicas utilizadas em algoritmos MOPSO foi discutida nas
seções anteriores.
Esta análise também será dividida em duas etapas, a primeira compara os resultados
dos indicadores de qualidade GD, IGD, spacing e o tempo de execução. A segunda etapa
busca analisar a distância das soluções em relação ao joelho do problema, através da
distância de Tchebycheff. Nas duas etapas são considerados dois problemas: DTLZ2
para observar a convergência dos algoritmos e o DTLZ4 para observar a diversidade na
busca. Foram utilizados 3, 5, 10, 15 e 20 números de funções objetivo. Os algoritmos
foram executados com 200 part́ıculas na população, 200 soluções no repositório (mesmo
tamanho da população) e o critério de parada foi o número de gerações, definido com 100
iterações. Cada algoritmo foi executado 30 vezes. Os resultados discutidos nesta seção
foram publicados no trabalho apresentado em [25].
As Tabelas 7.9, 7.10, 7.11 e 7.12 apresentam os resultados das comparações entre o
AR-SMPSO e o CDAS-SMPSO. Cada tabela apresenta o valor médio dos indicadores,
para cada execução. Somente algumas configurações do CDAS-MOPSO foram utilizadas.
Essas melhores configurações foram obtidas de um trabalho prévio do autor apresentado
em [14] e [16]. As células marcadas com ∗ representam configurações que não participam
da comparação.
Para o GD (ver Tabela 7.9), o CDAS-MOPSO superou o AR-SMPSO para todos os
objetivos, em ambos os problemas. Observa-se que quando o número de objetivos cresceu
a diferença entre as técnicas diminuiu. Além disso, o AR-SMPSO obteve um resultado
143
Tabela 7.10: Valores de IGD para as melhores configurações do CDAS-MOPSO, SMPSO
(Si = 0, 5) e o AR-SMPSO, para cada objetivo, DTLZ2 e DTLZ4.
Prob Obj 0,25 0,3 0,35 0,4 0,45 SMPSO (Si = 0, 5) AR
DTLZ2
3 * * * * 7,77E-04 9,46E-04 1,84E-03
5 * * 2,85E-03 2,32E-03 2,47E-03 4,93E-03 4,56E-03
10 4,46E-01 * * * * 1,10E-02 5,54E-03
15 * 3,24E-03 3,43E-03 4,12E-03 * 1,45E-02 5,77E-03
20 4,12E-03 3,19E-03 3,37E-03 4,42E-03 * 1,59E-02 6,20E-03
DTLZ4
3 1,08E-01 6,81E-002 4,80E-02 3,80E-02 3,02E-02 3,11E-02 1,62E-01
5 8,09E-02 5,51E-02 4,05E-02 3,71E-02 3,54E-02 3,50E-02 1,20E-01
10 7,70E-02 5,69E-02 5,05E-02 4,78E-02 4,61E-02 4,63E-02 7,31E-02
15 1,15E-01 7,79E-02 7,06E-02 6,76E-02 6,46E-02 6,70E-02 1,06E-01
20 8,92E-02 5,89E-02 5,50E-02 5.35E-02 5,19E-02 6,04E-02 8,44E-02
Tabela 7.11: Valores de spacing para as melhores configurações do CDAS-MOPSO,
SMPSO (Si = 0, 5) e o AR-SMPSO, para cada objetivo, DTLZ2 e DTLZ4.
Prob Obj 0,25 0,3 0,35 0,4 0,45 SMPSO (Si = 0, 5) AR
DTLZ2
3 * * * * * 8,08E-01 8,79E-01
5 4,46E-01 * * * * 1,53E+00 1,27E+00
10 4,96E-01 * * * * 2,39E+00 1,36E+00
15 5,53E-01 7,57E-01 * * * 2,54E+00 1,82E+00
20 5,52E-01 7,47E-01 9,84E-01 * * 2,56E+00 2,28E+00
DTLZ4
3 0,00E+00 4,82E-01 7,19E-01 7,50E-01 7,06E-01 8,06E-01 5,39E-01
5 0,00E+00 6,76E-01 1,04E+00 1,05E+00 1,05E+00 1,15E+00 5,22E-01
10 0,00E+00 9,42E-01 1,30E+00 1,30E+00 1,33E+00 1,46E+00 5,38E-01
15 0,00E+00 1,04E+00 1,41E+00 1,39E+00 1,40E+00 1,50E+00 6,41E-01
20 9,48E-03 1,08E+00 1.45E+00 1,45E+00 1,40E+00 1,50E+00 7,29E-01
Tabela 7.12: Tempo de execução (segundos) para todas as configurações do CDAS-
MOPSO, SMPSO (Si = 0, 5) e o AR-SMPSO, para cada número de objetivo, DTLZ2
e DTLZ4.
Prob Obj 0,25 0,3 0,35 0,4 0,45 SMPSO (Si = 0, 5) AR
DTLZ2
3 0,52 1,44 6,42 34,32 39,05 32,88 4,72
5 1,60 33,65 66,56 475,11 160,80 68,85 8,50
10 7,37 758,33 144,74 1091,48 962,58 157,86 15,72
15 12,61 626,27 446,05 1037,35 344,03 434,92 23,48
20 21,05 1078,43 602,08 979,36 865,95 1020,49 32,77
DTLZ4
3 0,92 2,49 3,01 3,90 4,97 9,58 3,32
5 2,16 5,20 6,25 7,85 10,10 17,70 8,76
10 3,56 5,91 7,36 8,00 11,53 35,22 19,95
15 10,73 16,18 16,89 21,09 25,25 124,62 30,22
20 19,17 25,24 27,18 31,25 36,27 166,01 40,28
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equivalente ao o SMPSO (Si = 0, 5), especialmente para muitas funções objetivo. Em
resumo, a técnica CDAS obteve uma melhor convergência.
A Tabela 7.10 apresenta um resumo com os valores de IGD. Novamente, os melhores
resultados foram obtidos pelo CDAS. Para o problema DTLZ2, o CDAS-SMPSO obteve
os melhores valores de IGD para todos os objetivos, no entanto o AR-SMPSO obteve um
resultado bem próximo. Para o DTLZ4, os algoritmos têm resultados semelhantes, porém
o SMPSO apresentou o melhor resultado. Tanto AR-SMPSO e o CDAS-SMPSO possuem
resultados equivalentes para a maioria dos números funções objetivo. Analisando os dois
problemas, conclui-se que o CDAS-SMPSO gera um conjunto de aproximação mais bem
distribúıdo que o AR-SMPSO, porém ambos enfrentam dificuldades de diversificação da
busca para o DTLZ4.
Para o spacing (ver Tabela 7.11) os resultados são semelhantes aos demais indicadores.
O CDAS-SMPSO obteve o melhor resultado, para ambos os problemas. Isto ocorreu
devido ao menor número de soluções gerado por este algoritmo. Como discutido na seção
anterior, quanto menor o tamanho do conjunto de aproximação, menor é o spacing. O
AR-SMPSO gerou um número constante de soluções, do mesmo tamanho do repositório.
O AR-SMPSO obteve um resultado melhor que a relação da dominância de Pareto (Si =
0, 5).
A Tabela 7.12 apresenta o tempo médio de execução, em segundos, para todas as
configurações do CDAS-SMPSO, o SMPSO (Si = 0, 5) e o AR-SMPSO. Para o DTLZ2, o
CDAS-SMPSO obteve um melhor tempo de execução, mas somente para a configuração
Si = 0, 25. Esta configuração obteve um baixo tempo de execução devido ao pequeno
conjunto de aproximação gerado, Tabela 7.6. O AR-SMPSO executou mais rápido que as
demais configurações, incluindo ao SMPSO. Para o DTLZ4, os resultados são diferentes.
O CDAS-SMPSO executou mais rápido que AR-SMPSO, especialmente para um Si é
pequeno.
Em resumo, a técnica CDAS apresentou melhores resultados que o AR, para problemas
com muitos objetivos. Ele superou os resultados do AR para todos os indicadores anali-
sados. O CDAS-SMPSO obteve melhor convergência e diversidade do que o AR-SMPSO.
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O AR-SMPSO obteve melhores resultados que o SMPSO com a relação da dominância de
Pareto, especialmente quando o número de objetivos cresce. Além disso, o AR-SMPSO
não necessita da configuração de parâmetros extras e executa rápido independentemente
do problema e da configuração dos parâmetros.
A segunda etapa deste conjunto de experimentos visa comparar as distâncias das
soluções geradas por cada técnica em relação ao joelho da fronteira de Pareto [24],
através da distribuição da distância de Tchebycheff. As Figuras 7.26 e 7.27 apresen-
tam a distribuição da distância de Tchebycheff para as melhores configurações do CDAS-
SMPSO (melhor GD e IGD), AR-SMPSO e o SMPSO com a relação da dominância de
Pareto(Si = 0.5), para os problemas DTLZ2 e DTLZ4 com 3, 5, 10, 15 e 20 números
de objetivos. Os gráficos com as distribuições apresentam as concentrações das soluções
normalizadas (variam entre 0 e 1).
Para o problema DTLZ2, o CDAS-MOPSO produziu as melhores distribuições. Para
3 e 5 objetivos, todas as configurações do CDAS-MOPSO geraram suas distribuições
concentradas em valores baixos da distância de Tchebycheff, isto é, próximas ao joelho.
Quando o número de objetivos cresceu, somente as configurações Si = 0, 25 e 0, 3 ainda
concentraram suas distribuições próximas ao joelho. As demais configurações, produziram
uma distribuição mais diversificada. Como discutido na seção anterior, o SMPSO (Si =
0, 5) produziu uma distribuição similar para todos os objetivos. Essas soluções estão
distribúıdas em diferentes distâncias. Além disso, estas distribuições estão longe do joelho.
Os resultados do AR-SMPSO são semelhantes aos obtidos pelo SMPSO com a relação da
dominância de Pareto: soluções distribúıdas em diferentes distâncias e longe do joelho.
Como discutido nos Caṕıtulos 2 e 3, o método AR privilegia a geração de soluções nos
extremos da busca, longe da solução ideal. Para o DTLZ4, novamente a relação da
dominância de Pareto e o AR-SMOPSO geraram distribuições diversificadas. No entanto,
o AR-SMPSO concentrou suas soluções mais longe do joelho. Os melhores resultados
foram obtidos pelo CDAS-MOPSO. Para esse problema, quase todas as soluções geradas
se concentraram numa mesma distância, próximo ao joelho.
Em resumo, o CDAS-SMPSO foi a melhor técnica, agora considerando a distribuição
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(a) 3 objetivos (b) 5 objetivos
(c) 10 objetivos (d) 15 objetivos
(e) 20 objetivos
Figura 7.26: Distribuição da distância de Tchebycheff para o CDAS-SMPSO (melhor GD
ou IGD), SMPSO (Si = 0, 5) e AR-SMPSO para o problema DTLZ2.
147
(a) 3 objetivos (b) 5 objetivos
(c) 10 objetivos (d) 15 objetivos
(e) 20 objetivos
Figura 7.27: Distribuição da distância de Tchebycheff para o CDAS-SMPSO (melhor GD
ou IGD), SMPSO (Si = 0, 5) e AR-SMPSO para o problema DTLZ4.
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da distância em relação ao joelho. Ele gerou quase todas suas soluções próximas ao joelho
para ambos os problemas e todos os números de objetivos. Examinando os indicadores de
qualidade e distribuição da distância de Tchebycheff, o CDAS-MOPSO obteve resultados
muito bons: boa convergência, diversidade e soluções próximas ao joelho. O AR-SMPSO
produziu uma distribuição mais diversificada.
7.2.4 Avaliação dos métodos de arquivamento aplicados ao MOPSO
Esta seção avalia os resultados dos métodos de arquivamento propostos. Esse conjunto
de experimentos tem como objetivo comparar os métodos de arquivamento propostos no
Caṕıtulo 5 com diferentes arquivadores da literatura, todos aplicados em um algoritmo
MOPSO. Além disso, esse estudo busca identificar quais métodos apresentam os melhores
resultados em diferentes problemas com muitos objetivos.
Os arquivadores utilizados são descritos nos Caṕıtulos 3 e 5. Um resumo dos métodos
utilizados é apresentado nas Tabelas 7.13 e 7.14. A primeira tabela apresenta somente
os métodos propostos nesta tese, enquanto a segunda apresenta os métodos da litera-
tura. O Arquivador Hiperplano é utilizado construindo o hiperplano no ińıcio da busca
e selecionando o ponto de referência através da escolha de regiões. Todos os métodos de
arquivamento são aplicados ao algoritmo base SMPSO, com os parâmetros descritos na
Tabela 7.1.




Eucli Arquivador Distribúıdo pela Busca usando distância Euclidiana
Tcheb Arquivador Distribúıdo pela Busca usando distância de Tchebycheff
Hyp Ex Arquivador Hiperplano usando a escolha do ponto de referência numa região nos extremos do hiperplano
Hyp M Arquivador Hiperplano usando a escolha do ponto de referência numa região no centro do hiperplano
Tabela 7.14: Métodos de arquivamento da literatura.
Método Descrição
AG Arquivador Adaptive Grid
AR Arquivador Average Rank
Crowd Arquivador Crowding Distance
Dom Arquivador Dominante
MGA Multi-level Grid Archiving
Rand Arquivador aleatório
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Nesta análise emṕırica foram utilizados os indicadores de qualidade GD, IGD e LD
para medir a convergência e a diversidade da busca dos algoritmos. O LD foi utilizado
para auxiliar a interpretação da diversidade da busca dos métodos. Os resultados dos
arquivadores foram comparados entre si, avaliando como cada algoritmo se comporta
quando é submetido a diferentes problemas com diferentes números de funções objetivo.
São utilizados os problemas DTLZ2, DTLZ4, DTLZ6 e DTLZ7. Os números de funções
objetivo utilizados foram: 3, 5, 10, 15 e 20. Para os problemas DTLZ2, DTLZ6 e DTLZ7
foi definido um total 200 part́ıculas na população, 200 soluções no arquivo externo e um
total de 50000 avaliações de fitness. Para o DTLZ4 é gerado um número menor de soluções,
porém para a avaliação dos métodos de arquivamento o arquivo externo precisa ser cheio
para que seja executada a função filtro de cada método. Assim, os parâmetros para
execução foram aumentados para que fossem geradas soluções suficientes para preencher
o arquivo, além disso o tamanho do arquivo externo foi diminúıdo. O DTLZ4 foi executado
com 200 part́ıculas na população, 100 soluções no arquivo externo e um total de 100000
avaliações de fitness. Os algoritmos foram executados um total de 20 execuções
Os resultados das melhores configurações obtidas pelo pós-teste do teste de Friedman
para todos os problemas são apresentados na Tabela 7.15. Os gráficos contendo a variação
da média dos indicadores de acordo com o número de objetivos são apresentados nas


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































O primeiro problema analisado é o DTLZ2. Para a medida de convergência da busca,
GD, os métodos Hyp Ex, Hyp M e Ideal obtiveram os melhores resultados para todos
os números de objetivo. Esses métodos têm a caracteŕıstica de definir um ponto e guiar
a seleção das soluções do arquivo em direção desse ponto obtendo maior convergência.
Para o DTLZ2 essa estratégia se mostrou eficiente tanto para poucos e muitos objetivos.
Além desses métodos os arquivadores Dom e MGA também apresentaram bons resultados
para alguns números de funções objetivo. Os indicadores IGD e LD apresentaram valores
semelhantes, porém alguns métodos se destacaram num indicador e não em outro. Vale
ressaltar, que o LD não sofre influência do fato da PFaprox estar muito próxima da fronteira
de Pareto. Para essas medidas os métodos MGA e Dom apresentam bons resultados,
porém perdem desempenho quando o número de objetivos cresce. Esses dois métodos
apresentaram bons valores de IGD e LD para 3, 5 e 10 funções objetivo. Para os maiores
conjunto de funções, os arquivadores Dist, Hyp Ex, Hyp M apresentaram os melhores
resultados.
Nos gráficos apresentados na Figura 7.28 é posśıvel observar o comportamento deri-
vado dos resultados do teste de Friedman. O Arquivador Hiperplano apresenta a menor
deterioração, tanto em termos de convergência quanto em diversidade. Para as medidas
de diversidade, esse arquivador não apresenta um valor tão bom quanto os demais para
poucos objetivos, porém consegue manter uma mesma faixa desse valor para todos os
números de objetivos, enquanto os demais apresentam uma deterioração.
Esse baixo valor inicial de IGD e LD do Arquivador Hiperplano para poucos objetivos
pode ser observado na Figura 7.29. Essa figura mostra a PFaprox gerada pelo Hyp M
(pontos em amarelo) e pelo MGA (pontos em verde). Também é traçada a fronteira de
Pareto do problema. Percebe-se que o conjunto de pontos do Hyp M ficou concentrado
no centro da fronteira, quanto o MGA apresenta uma PFaprox distribúıda em diferentes
regiões da fronteira. Isso mostra que o Hyp M consegue manter sua busca perto da
região central. Além disso, os bons valores de GD e IGD desse método mostram que
limitar a busca para um região menor do espaço de objetivos é eficiente para controlar a
deterioração quando o número de objetivos cresce.
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(a) GD (b) IGD
(c) LD
Figura 7.28: Valores médios de GD, IGD e LD dos métodos de arquivamento, DTLZ2.
Para o problema DTLZ4, um fato a se destacar é que para 3 funções objetivos, os al-
goritmos não geraram um número suficiente de soluções para preencher o arquivo. Assim,
não foi executada a função filtro e todos os algoritmos tiveram um resultado equiva-
lente. Logo, para esse problema esse número de objetivos será descartado. Novamente,
os métodos Hyp Ex, Hyp M e Ideal se destacaram. Esses métodos obtiveram os melhores
valores de GD. Porém, somente a análise do GD pode ser enganosa para o DTLZ4, pois
isso pode indicar que o algoritmo ficou preso na região mais densa do espaço de objetivos.
Porém, observando as medidas IGD e LD, esses algoritmos se destacaram para um número
grande de funções objetivo e apresentaram os melhores resultados para o DTLZ4. Para
um menor número de objetivos, vários métodos apresentam um resultado equivalente,
porém o MGA e o Eucli se destacaram. Novamente o MGA apresentou os melhores
valores de IGD, porém não apresentou os melhores valores de LD. Isso indica que esse
método atingiu menos regiões diferentes da fronteira que os métodos que conseguiram
melhor LD, porém sua PFaprox é gerada mais próxima da fronteira. Nos gráficos apresen-
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Figura 7.29: PFaprox do MGA e do Hyp M para o problema DTLZ2 com 3 funções
objetivo.
tados na Figura 7.30 é posśıvel perceber os bons valores de GD para os métodos Hyp Ex,
Hyp M e Ideal, em especial para muitos objetivos. Para as medidas de diversidade, todos
os algoritmos apresentaram resultados semelhantes. Isso mostra que todos enfrentaram
dificuldades com as regiões mais densas do espaço de objetivos e tiveram dificuldade em
diversificar a busca.
O problema DTLZ6 possui vários múltiplos locais, o que dificulta a convergência dos
MOEAs. Para o GD, novamente os métodos Hyp Ex, Hyp M e Ideal obtiveram os me-
lhores resultados, especialmente para muitos objetivos. A estratégia utilizada por esses
métodos se mostrou eficiente para evitar os ótimos locais. Porém, em geral, esses métodos
não obtiveram bons valores para as medidas de diversidade. Para o IGD e LD, se des-
tacaram os métodos MGA, Dom e Dist. O Hyp Ex conseguiu o melhor valor de IGD
e LD para 20 funções objetivo. Esse resultado é semelhante aos resultados dos demais
problemas, onde o Arquivador Hiperplano também sofre a menor deterioração dos indi-
cadores de qualidade. O método Dist consegue os melhores resultados em termos de IGD
e LD. Logo, a abordagem de dividir a seleção das soluções do arquivo através dos pontos
extremos se mostrou eficiente no problema DTLZ6. Os gráficos da Figura 7.31 mostram
o comportamento dos métodos de arquivamento para o DTLZ6. Através da variação do
GD, é posśıvel perceber como os métodos Hyp Ex, Hyp M e Ideal controlaram a deteri-
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(a) GD (b) IGD
(c) LD
Figura 7.30: Valores médios de GD, IGD e LD dos métodos de arquivamento, DTLZ4.
oração da busca em termos de convergência em relação aos demais. Para o IGD e LD, o
Arquivador Distribúıdo consegue bons resultados para todos os números de objetivos.
Por fim, o último problema é o DTLZ7. Nesse problema o arquivador Crowd, que é
originalmente utilizado pelo SMPSO, se destacou. Esse método apresentou os melhores
valores para o GD, IGD e para o LD. Para o GD, além do Crowd os algoritmos Hyp Ex,
Hyp M e Ideal também apresentaram os melhores valores para a maioria dos números de
funções objetivo. Os arquivadores AR, Eucli e Tcheb obtiveram os melhores resultados em
termos de convergência para 3 funções objetivo, porém perderam desempenho quando o
número de objetivos cresceu. Essas três abordagens têm em comum o fato de privilegiarem
os pontos no extremo na busca e essa estratégia se mostrou eficiente para poucos objetivos.
Porém, quando o número de objetivos cresce o número de pontos extremos também cresce,
o que prejudica o desempenho desses algoritmos. Para as medidas de diversidade, IGD
e LD, os arquivadores Rand, Dist e Crowd obtiveram os melhores resultados. Esses
métodos conseguiram cobrir um maior número de fronteiras desconexas que os demais. Na
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(a) GD (b) IGD
(c) LD
Figura 7.31: Valores médios de GD, IGD e LD dos métodos de arquivamento, DTLZ6.
Figura 7.32 é posśıvel observar o comportamento da busca dos métodos de arquivamento
para o DTLZ7. Para o GD, todos os arquivadores perdem desempenho quando o número
de objetivos cresce de forma semelhante. Porém o Hyp Ex, Hyp M, Ideal e o Crowd
mantêm o melhor resultado em termos de convergência em todos os cenários. O resultado
é semelhante para o IGD, porém os métodos Crowd, Dist e Rand apresentam uma menor
deterioração que os demais. O arquivador Hiperplano apresentou um comportamento
semelhante aos demais problemas. Ele não apresentou um bom valor de IGD para poucos
objetivos, mas conseguiu manter um valor semelhante para todos os números de funções.
Por fim, observando o LD, os métodos Crowd, Rand e Dist se destacaram em relação
aos demais. Enquanto os outros métodos apresentaram uma grande deterioração, esses
métodos obtiveram bons valores de LD para todas as funções. Isso mostra, que os demais
métodos se concentram em poucas fronteiras desconexas, enquanto o Crowd, o Rand e o
Dist efetuam uma busca que cobre um maior número dessas fronteiras.
Fazendo uma análise de todos os problemas é posśıvel derivar algumas conclusões.
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(a) GD (b) IGD
(c) LD
Figura 7.32: Valores médios de GD, IGD e LD dos métodos de arquivamento, DTLZ7.
Primeiro, os métodos Hyp Ex, Hyp M e Ideal se destacaram em termos de convergência
da busca, especialmente para muitos objetivos. A estratégia de escolher um ponto como
referência para a seleção das soluções do arquivo se mostrou eficiente e esses algoritmos
se aproximaram da fronteira de Pareto de melhor forma que os demais métodos em todos
os problemas. Além disso, o Arquivador Hiperplano foi o método que melhor controlou
a deterioração da busca. Logo a ideia de se escolher uma região para limitar a busca é
eficiente em termos de convergência e há uma cobertura dessa região mesmo para espaço
de busca com alto número de funções objetivo. Os métodos MGA e Dom apresentaram
os melhores valores para as medidas de diversidade para a maioria dos cenários, porém
perdem desempenho quando o número de funções é grande. Dos métodos propostos,
o Arquivador Distribúıdo se destacou nos problemas DTLZ6 e DTLZ7 em termos de
diversidade. Para um problema com a fronteira de Pareto desconexa, os métodos Crowd,
Rand e Dist são os mais indicados, pois conseguiram controlar melhor a deterioração,
enquanto os demais métodos sofreram com o alto número de fronteiras desconexas.
157
7.2.5 Ideal versus CDAS
Este conjunto de experimentos tem como objetivo comparar os resultados de um algo-
ritmo MOPSO com o Arquivador Ideal e algoritmo CDAS-MOPSO. O Arquivador Ideal
é proposto nesta tese e juntamente com o Arquivador Hiperplano, apresentou bons re-
sultados quando comparado aos demais métodos de arquivamento da literatura. Assim,
esse conjunto de experimentos visa comparar os resultados obtidos por esse método com
o algoritmo CDAS-MOPSO que apresenta os melhores resultados dentre as técnicas que
utilizam novas relações de preferência. Além disso, também são utilizados os resultados
do algoritmo SMPSO.
O algoritmo MOPSO utilizado como base para o uso do Arquivador Ideal segue o
mesmo esquema dos experimentos anteriores. É utilizado o algoritmo SMPSO, configu-
rado com os parâmetros da Tabela 7.1. Entretanto, uma nova extensão é adicionada
ao algoritmo. O trabalho apresentado em [17] mostra que os métodos de escolha de
ĺıder NWSum [72] e Sigma [67] são mais adequados para problemas com muitos objetivos.
Nesse contexto dois algoritmos são utilizados: I-MOPSO que utiliza o SMPSO como base,
porém utiliza o Arquivador Ideal e o método NWSum para escolha dos ĺıderes e I-Sigma
que utiliza o SMPSO como base, porém utiliza o Arquivador Ideal e o método Sigma para
escolha dos ĺıderes.
O CDAS-MOPSO foi utilizado com as configurações apresentadas na Tabela 7.4. To-
dos os algoritmos foram executados um total de 50000 avaliações de fitness e 20 execuções.
A população foi definida com 200 part́ıculas e o arquivo externo foi limitado em 200
soluções. Foram utilizados os problemas DTLZ2, DTLZ4 e DTLZ6 com 3, 5, 10, 15 e 20
números de funções objetivo. Nesse conjunto de experimentos são utilizados os indicadores
GD e IGD.
O primeiro problema é o DTLZ2. A Tabela 7.16 apresenta os resultados do pós-teste
do teste de Friedman e a Figura 7.33 mostra a média dos indicadores para todos os
números de objetivos. Observando a convergência, os algoritmos I-MOPSO e I-Sigma se
destacaram. Esses algoritmos obtiveram o melhor valor de GD para todos os números
de funções objetivo. O CDAS-MOPSO também conseguiu bons valores de GD para a
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configuração com Si = 0, 3. Observando a Figura 7.33(a), percebe-se o bom resultado
das abordagens baseadas no arquivador Ideal. Elas apresentaram as melhores médias e
controlaram a deterioração do GD. O CDAS-MOPSO com Si = 0, 3 também consegue
controlar a deterioração, mas apresenta um resultado em média pior que os outros dois
algoritmos.
Para o IGD, o CDAS-MOPSO consegue melhores resultados, especialmente para as
configurações Si = 0, 35 e 0, 4. Essas configurações obtiveram uma melhor diversidade
para a maioria dos números de funções objetivo. O I-MOPSO consegue bons resultados
apenas para 3 e 5 funções objetivo, porém apresenta uma deterioração em termos de
diversidade maior do que o CDAS-MOPSO. Como nos demais experimentos, o SMPSO
apresenta uma alta deterioração da busca tanto em termos de convergência quanto em
diversidade.
O segundo problema é o DTLZ4. Esse problema possui uma região do espaço de ob-
jetivos mais povoada e atrai a busca para essa região. Os algoritmos I-MOPSO e I-Sigma
obtiveram os melhores valores de GD para a maioria dos números de objetivos, especial-
mente para os espaços com maiores dimensões. O SMPSO consegue bons resultados em
termos de convergência para 3 funções objetivo, mas seu resultado deteriorou quando o
número de objetivos cresceu. Para o CDAS-MOPSO diferentes configurações obtiveram
melhores resultados, porém somente para 3 e 5 funções objetivo. Embora uma boa con-
vergência seja desejável para o DTLZ4, a habilidade de evitar as regiões mais povoadas da
fronteira de Pareto e assim obter uma boa diversidade é mais importante. Nesse contexto,
o CDAS-MOPSO apresentou os melhores resultados, especialmente para problemas com
muitos objetivos. As configurações com Si = 0, 4 e 0, 45 obtiveram os melhores valores
de IGD para todos os números de funções objetivo. O algoritmo I-MOPSO obteve os
melhores valores de IGD para 3, 5 e 10 funções objetivo, no entanto quando o número
de objetivos cresceu o algoritmo privilegiou convergência sobre diversidade. O SMPSO,
novamente, apresentou os piores resultados em termos de diversidade.
Observando as Figuras 7.34(a) e 7.34(b) nota-se os bons valores de GD para o I-




Figura 7.33: I-MOPSO x I-Sigma x CDAS-SMPSO x SMPSO - Valores médios dos indi-
cadores de qualidade para o problema DTLZ2.
Si = 0, 25 obteve um valor de GD próximo ao valor zero. Isso ocorreu, pois nesse caso
o algoritmo gerou somente uma solução em sua PFaprox. Assim, como o algoritmo não
efetuou uma busca multiobjetivo, seus resultados foram descartados da análise do teste
de Friedman. Por fim, embora o CDAS-MOPSO tenha obtido os resultados significati-
vamente melhores pelo teste de Friedman, observa-se pela Figura 7.34(b) que todos os
algoritmos apresentam valores semelhantes de IGD.
O problema DTLZ6 introduz vários ótimos locais com o intuito de dificultar a con-
vergência dos algoritmos. Esses ótimos locais prejudicaram a busca do algoritmo I-
MOPSO. Esse algoritmo não obteve o melhor valor de GD para nenhum número de obje-




Figura 7.34: I-MOPSO x I-Sigma x CDAS-SMPSO x SMPSO - Valores médios dos indi-
cadores de qualidade para o problema DTLZ4.
A Figura 7.35(a) mostra os resultados negativos do I-MOPSO e o resultados destacáveis
do I-Sigma. O último apresenta uma baixa deterioração, obtendo valores similares de
GD para todas as funções objetivo. A diferença entre esses dois algoritmos ressalta a im-
portância da escolha do ĺıder num algoritmo MOPSO. Embora o arquivador Ideal consiga
introduzir uma boa convergência na busca, a escolha dos ĺıderes pode introduzir diferentes
comportamentos ao algoritmo.
O algoritmo CDAS-MOPSO consegue obter bons valores de GD para diferentes números
de objetivos. Observado o IGD (ver Figura 7.35(b)), I-MOPSO apresenta uma diversidade
equivalente ao CDAS-MOPSO, especialmente para muitos objetivos, enquanto o I-Sigma
não obteve o melhor resultado em nenhum cenário. SMPSO apresentou o comporta-
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Figura 7.35: I-MOPSO x I-Sigma x CDAS-SMPSO x SMPSO - Valores médios dos indi-
cadores de qualidade para o problema DTLZ6.
Em resumo, os algoritmos baseados em arquivadores produziram notavelmente os me-
lhores resultados em termos de convergência. Além disso, o I-Sigma obteve um resultado
muito bom em termos de convergência para um problema com múltiplos ótimos locais.
Esse resultado é esperado, já que uma das caracteŕısticas do Arquivador Ideal é introduzir
maior diversidade na busca. Um fato que influenciou a busca dos algoritmos foi o método
de escolha de ĺıder. O algoritmo CDAS-MOPSO também apresentou bons resultados em
termos de convergência e superou o I-MOPSO e I-Sigma em termos de diversidade. Porém,
o CDAS-MOPSO apresenta a limitação referente à escolha do parâmetro Si. Na maioria
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Tabela 7.16: Melhores algoritmos de acordo com o pós-teste do teste de Friedman: I-
MOPSO x I-Sigma x CDAS-SMPSO x SMPSO.
Prob Obj Melhores algoritmos
GD IGD
DTLZ2
3 0,4, 0,45, I-MOPSO e I-Sigma 0,45, I-MOPSO e SMPSO
5 0,25, 0,3, I-MOPSO e I-Sigma 0,35, 0,4 e I-MOPSO
10 0,3, I-MOPSO e I-Sigma 0,35, 0,4 e 0,45
15 0,3, I-MOPSO e I-Sigma 0,35, 0,4 e 0,45
20 0,3, I-MOPSO e I-Sigma 0,35, 0,4 e 0,45
DTLZ4
3 0,3, 0,4, 0,45, I-Sigma e SMPSO 0,4, 0,45, I-MOPSO e SMPSO
5 0,45, I-MOPSO e I-Sigma 0,4, 0,45, I-MOPSO e SMPSO
10 I-MOPSO e I-Sigma 0,35, 0,4, 0,45, I-MOPSO e SMPSO
15 I-MOPSO e I-Sigma 0,4 e 0,45
20 I-MOPSO e I-Sigma 0,35, 0,4 e 0,45
DTLZ6
2 0,3, 0,35, 0,4, 0,45 e SMPSO 0,3, 0,35 and 0,4
5 I-Sigma 0,3, 0,35 e SMPSO
10 0,3, e I-Sigma 0,3, 0,35 e I-MOPSO
15 0,3, 0,45 e I-Sigma 0,25, 0,3, 0,35 e I-MOPSO
20 0,35, 0,45 e I-Sigma 0,25, 0,3, 0,35 e I-MOPSO
dos cenários, as configurações que obtiveram a melhor diversidade não apresentaram os
melhores valores em termos de convergência. Assim, para utilizar o CDAS-MOPSO é ne-
cessário definir o valor de Si de acordo com um objetivo espećıfico, conseguir convergência
ou diversidade.
7.2.6 Avaliação do arquivador hiperplano
O Arquivador Hiperplano proposto nesta tese utiliza um ponto de referência (escolhido
através de um hiperplano) como base para guiar a busca para uma região previamente
escolhida pelo usuário. Nesse conjunto de experimentos, a abordagem utilizada constrói o
hiperplano no começo da busca. Além disso, duas estratégias são utilizadas, escolher um
ponto na região central do hiperplano ou escolher um ponto próximo de um dos extremos
do hiperplano. Em cada execução, o ponto é escolhido de forma aleatória dentro da área
selecionada (meio ou extremos).
O objetivo desta análise emṕırica é mostrar que a busca de um algoritmo MOPSO que
utiliza o Arquivador Hiperplano gera uma PFaprox em torno do ponto de referência esco-
lhido. A ideia é que a busca é guiada pelo ponto de referência escolhido e é posśıvel gerar
um conjunto de pontos próximos a um ponto de referência através do uso de um método de
arquivamento. Além disso, deseja-se verificar se esse comportamento se mantém mesmo
em cenários com muitos objetivos.
Para medir se uma PFaprox está localizada em torno de um ponto de referência é
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utilizada análise distribuição dos pontos sobre um ponto de referência (ver Seção 7.1.3). De
forma semelhante que a análise de Tchebycheff, são utilizados histogramas para observar
como os pontos de cada PFaprox estão localizados em relação ao ponto de referência. Esta
análise compara diferentes PFaprox geradas por diferentes algoritmos e define se existe um
algoritmo que está mais próximo do ponto de referência escolhido.
Nesta análise é utilizado o problema DTLZ2. São utilizados 4 algoritmos. Dois utili-
zam configurações diferentes do Arquivador Hiperplano: Hyp M, algoritmo SMPSO com
arquivador Hiperplano escolhendo pontos no centro do hiperplano, e Hyp Ex algoritmo
SMPSO com arquivador Hiperplano escolhendo pontos nos extremos do hiperplano. Além
desses algoritmos são utilizados os algoritmos I-MOPSO e SMPSO, discutidos na seção
anterior. Todos os algoritmos foram executados um total de 50000 avaliações de fitness e
20 execuções. A população foi definida com 200 part́ıculas e o arquivo externo foi limi-
tado em 200 soluções. Foi utilizado o problema DTLZ2 com 3, 5, 10, 15 e 20 números de
funções objetivo.
A análise é feita em duas etapas. Primeiro comparando o Hyp M com o I-MOPSO e
SMPSO, depois comparando o Hyp Ex com o I-MOPSO e SMPSO. Os pontos selecionados
para o cálculo das distribuições são os pontos de referência escolhidos no ińıcio da execução
do Arquivador Hiperplano. Os resultados são apresentados nas Figuras 7.36 e 7.37, para
o Hyp M e Hyp Ex respectivamente. Essas figuras apresentam os gráficos onde o eixo x
representa a distância para o ponto de referência (por exemplo, 10% da distância, 20% da
distância). O eixo y representa o número de soluções geradas por cada algoritmo (variando
entre 0 e 1 (0% a 100% do total de soluções)). Um ponto representa quantas soluções
geradas por cada algoritmo estão localizadas naquela distância do ponto de referência (no
espaço de objetivos). O intervalo das distâncias é obtido entre a solução mais próxima
e a solução mais distante do ponto de referência, dentre todas as soluções de todos os
algoritmos analisados.
Observando as distribuições do Hyp M (ver Figura 7.36), nota-se que este algoritmo
gera suas soluções mais próximas ao ponto de referência do que os demais. Para poucas
funções objetivo os algoritmos geram distribuições semelhantes. Essas distribuições são
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mais diversificadas, cobrindo diferentes distâncias aos pontos. Isto ocorre, pois em geral,
para poucos objetivos os algoritmos cobrem a maioria das partes da fronteira de Pareto.
Porém, quando o número de objetivos cresce o algoritmo Hyp M concentra mais suas
soluções próximas ao ponto de referência que os demais algoritmos.
(a) 3 (b) 5
(c) 10 (d) 15
(e) 20
Figura 7.36: Distribuição sobre o ponto de referência para o Hyp M, I-MOPSO e SMPSO.
O mesmo comportamento foi obtido pelo Hyp Ex, como mostrado na Figura 7.36. Para
5 e 10 funções objetivo, esse algoritmo gerou todas as soluções distribúıdas ao menos 30%
distante do ponto de referência. Para 15 e 20 funções objetivo, esse algoritmo concentrou
todas as suas soluções a uma distância de 10%. O I-MOPSO também consegue bons
resultados, especialmente quando o ponto está localizado no centro, porém localiza suas
soluções mais distantes do que os algoritmos baseados no Arquivador Hiperplano.
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(a) 3 (b) 5
(c) 10 (d) 15
(e) 20
Figura 7.37: Distribuição sobre o ponto de referência para o Hyp Ex, I-MOPSO e SMPSO.
Concluindo, é posśıvel guiar a busca de um algoritmo MOPSO para uma região es-
pećıfica da fronteira de Pareto utilizando um método de arquivamento. Os resultados
das abordagens que utilizam o Arquivador Hiperplano geraram uma PFaprox próxima ao
ponto de referência selecionado.
7.2.7 Avaliação do algoritmo I-Multi
O último algoritmo desenvolvido, I-Multi, executa diferentes sub-swarms utilizando o Ar-
quivador Ideal e limita a região de busca. O algoritmo possui duas fases distintas: primeiro
a execução de uma busca inicial diversificada e em seguida a busca multi-swarm. Durante
a segunda etapa do algoritmo três parâmetros são importantes e serão explorados nesses
166
experimentos: o tamanho da região de busca, o número de iterações de particionamento
e o número de enxames.
Todos os experimentos discutidos nas próximas seções possuem um conjunto de parâmetros
em comum. Primeiro, o I-Multi tem como base o algoritmo SMPSO. Os parâmetros base
do SMPSO apresentados na Tabela 7.1. Outra questão refere-se à fase de diversidade. Em
todos os experimentos, essa fase é executada com a mesma configuração. Para introduzir
maior diversidade é escolhido o Arquivador MGA [61]. Esse algoritmo MOPSO base é
executado durante 100 gerações, sua população possui 200 part́ıculas e o arquivo externo
é limitado também com 200 soluções. Por fim, em todas as execuções todos os algoritmos
foram executados um total de 20 vezes.
A próxima seção discute a configuração do parâmetro que define o tamanho da região
de busca de cada sub-swarm. Em seguida, a Seção 7.2.7.2 executa o I-Multi com diferentes
números de iterações de particionamento. A Seção 7.2.7.3 apresenta a configuração do
número de enxames do algoritmo. Esse conjunto de experimentos é maior que o executado
para os parâmetros anteriores. É dada mais ênfase à avaliação do número de enxames,
pois a divisão da busca em diversos sub-swarms é o principal ponto do algoritmo. Por fim,
a Seção 7.2.8 apresenta a comparação das melhores configurações do algoritmo I-Multi
com o algoritmos SMPSO utilizando os arquivadores Ideal e MGA. O objetivo dessa
comparação é mostrar que combinando os diferentes métodos de arquivamento é posśıvel
obter melhores resultados que executar cada método de arquivamento separadamente em
um algoritmo MOPSO.
7.2.7.1 Região de busca
No I-Multi, cada sub-swarm é definido por uma part́ıcula semente. Este ponto base define
o centro da região de busca no espaço das variáveis de decisão de cada enxame. Aqui é
apresentada uma breve análise do parâmetro, trabalhos futuros vão estender esta análise
e irão executar uma maior exploração deste parâmetro. A variante I-Multi Centróide foi
escolhida pois o método para escolha das sementes já foi validado em [68]. O algoritmo
é aplicado ao problema com 5 funções objetivo. O espaço de busca para este problema
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está limitado num intervalo entre 0 e 1. O parâmetro da região de busca foi definido
com quatro valores diferentes: 0, 5, 0, 25, 0, 1 e 0, 05. Estes valores variam de 50% a
5% do tamanho do espaço de busca. Os resultados são apresentados na Figura 7.38(a).
Essa figura apresenta os valores de GD versus os valores de IGD. Assim, quanto mais
próximo da origem melhor é o resultado do algoritmo tanto em convergência quanto em
diversidade.
(a) Região de busca
(b) Número de iterações
Figura 7.38: Valores médios de GD X IGD para a variação do tamanho da região de busca
e número de iterações de particionamento para o I-Multi Centroid , problema DTLZ2 com
5 funções objetivo.
Pode ser observado que, com uma maior região de busca, 0, 5, o melhor IGD e o pior
GD foram obtidos, uma vez que com uma grande região de busca o algoritmo privilegiou
diversidade ao invés de convergência. O inverso também é verdadeiro, quanto menor é o
valor da região, 0, 05 ou 0, 1, melhor é o valor do GD e pior é o IGD. Para um tamanho
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de 0, 25 o algoritmo obteve valores semelhantes de GD e IGD. Assim, quanto maior é a
região mais diversificada é a busca realizada pelo algoritmo e quanto menor é o tamanho o
algoritmo limita a sua pesquisa em uma região menor e obtém mais convergência. Assim,
disposto a obter tanto a convergência e a diversidade, uma estratégia dinâmica é utilizada.
Nessa estratégia o algoritmo varia o tamanho da região de exploração durante a execução.
No ińıcio da pesquisa, a diversidade será favorecida e o tamanho da região de busca será
ajustado para 0, 5. Em cada iteração de particionamento, o tamanho da região de busca
será diminúıdo uniformemente favorecendo a convergência até atingir o valor mais baixo
na última iteração. O valor final escolhido para os demais experimentos é 0.1.
7.2.7.2 Número de iterações de particionamento
O número de iterações de particionamento representa o número de vezes em que os en-
xames irão efetuar troca de informação. Além disso, o número de iterações define o
número de novas sementes escolhidas e o número de vezes que cada enxame será reini-
ciado. Para avaliação desse parâmetro é utilizada a mesma configuração da análise do
parâmetro anterior: I-Multi Centroid aplicado ao DTLZ2 com 5 funções objetivo. Foram
selecionados quatro diferentes números de iterações: 1, 5, 10 e 20. É importante salientar
que, quanto maior o número de iterações, maior é o número das avaliações da função de
fitness. Figura 7.38(b) apresenta os resultados do GD contra IGD.
Observando a Figura 7.38(b), quanto maior é o número de iterações o I-Multi perde
diversidade e ganha convergência. No entanto, para 20 iterações o algoritmo obteve piores
valores de GD do que a execução com 10 iterações. Assim, para o resto dos experimentos, é
escolhido um número de 5 iterações de particionamento pois essa configuração apresentou
um bom compromisso entre convergência e diversidade.
7.2.7.3 Número de enxames
Este conjunto de experimentos varia o número de enxames do I-Multi. O objetivo é veri-
ficar se o número de enxames utilizado influencia a busca do algoritmo e se há influência
qual é o número enxames que apresenta os melhores resultados. Diferentemente dos outros
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Tabela 7.17: Número de enxames e part́ıculas em cada enxame paro algoritmo I-Multi.





parâmetros, esse parâmetro é testado com todos os métodos de escolha das part́ıculas se-
mente. O número de enxames influencia a escolha das part́ıculas sementes, especialmente
para o método I-Multi Extremos, como discutido na Seção 6.3.1. Assim, são usados três
diferentes algoritmos: I-Multi Centroid, I-Multi Extremos e I-Multi Aleatório, cada um
executando um método de escolha de sementes diferente.
Além disso a análise é feita em diferentes problemas. São utilizados os problemas
DTLZ2, DTLZ4, DTLZ6 e DTLZ7 com 3, 5, 10 e 20 funções objetivo. O conjunto de
indicadores utilizado também é maior. Nesta análise, para se ter uma visão maior dos
aspectos da diversidade e da convergência da busca são utilizados os indicadores GD,
IGD, Convergence e LD.
Os parâmetros do I-Multi foram definidos com base nos experimentos anteriores. Os
parâmetros selecionados foram: região de exploração é definida inicialmente com 0, 5 (50%
do espaço de busca dos problemas) e reduzida para 0, 1 (10% do espaço de busca) pro-
porcionalmente em cada iteração de partição. O número de iterações de particionamento
foi definido como 5.
Nestes experimentos, cada algoritmo é executado com os seguintes números de enxa-
mes: 3, 5, 10 e 30 enxames. Para evitar que haja um desbalanceamento na execução
das diferentes configurações, todos os algoritmos deve executar um mesmo número de
avaliações da função de fitness. Para que isso seja posśıvel, foi definido que a soma do
número de part́ıculas de todos os sub-swarms deve ser igual. Assim, as configurações com
menores números de enxames possuem um número maior de part́ıculas. O número de
part́ıculas em cada sub-swarms é apresentado na Tabela 7.17. Para essas configurações o
número de avaliações de fitness foi 385850. Cada algoritmo com as diferentes configuração
dos parâmetros foi executado 30 vezes.
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Os resultados desses experimentos seguem o padrão utilizado nesta tese. Os resultados
do teste do pós-teste do teste de Friedman são apresentados em tabelas e as figuras
mostram a média das execuções para os diferentes números de funções objetivos. As
Tabelas 7.18, 7.19 e 7.20 apresentam os resultados do teste de Friedman, para o I-Multi
Centroid, I-Multi Extreme e I-Multi Aleatório, respectivamente. Os valores contidos nas
células mostram o valor da média para cada indicador e as células marcadas indicam
as melhores configurações de acordo com o teste de Friedman. As Figuras 7.39 a 7.50,
mostram a evolução dos indicadores.
O primeiro algoritmo analisado o I-Multi Centroid. Nesse método, as sementes de cada
sub-swarm são definidas através do agrupamento das soluções do font base. Os resultados
são apresentados na Tabela 7.18 e nas Figuras de número 7.39 até 7.42. O primeiro
problema analisado é o DTLZ2. Observando os valores dos indicadores, a configuração
com 30 enxames obteve o melhor resultado tanto em termos de convergência quanto
em diversidade. Essa configuração obteve os melhores valores de GD para a maioria
dos números de objetivos, em especial para muitos objetivos. Ela também conseguiu os
melhores valores para as duas medidas utilizadas para medir diversidade, IGD e LD. Isso
representa que a execução do algoritmo com 30 enxames gerou uma PFaprox que cobre
uma área maior da fronteira de Pareto. Esse resultado é esperado, pois com mais sub-
swarm é posśıvel definir sementes em diferentes áreas do espaço de busca e assim obter
maior diversidade. Para a medida Convergence, a configuração com 3 enxames obteve o
melhor resultado. Esse indicador não considera a distância de toda a PFaprox em relação
à PFreal, mas somente a melhor distância obtida. Assim, também é esperado um bom
resultado dessa medida para o menor número de enxames, pois essa configuração possui o
maior número de part́ıculas por enxame. Esses resultados podem ser vistos na Figura 7.39.
Para GD, IGD e LD a configuração com 30 enxames apresenta a menor deterioração das
medidas e consegue manter o melhor valor dos indicadores para a maioria dos números
de funções objetivo.
Em resumo, quanto maior o número de enxames, melhor é o resultado da busca para
o problema DTLZ2. Um número maior de centróides produziu uma PFaprox que cobriu
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(a) GD (b) IGD
(c) LD (d) Convergence
Figura 7.39: Valores médios de GD, IGD, LD e Convergence para o I-Multi Centroid,
DTLZ2.
uma maior área e chegou mais perto da fronteira de Pareto. Além disso, a variante com
30 enxames teve a menor deterioração da busca, conseguindo bons valores para poucas e
muitas funções objetivo.
O segundo problema é o DTLZ4. A caracteŕıstica principal desse problema é possuir
uma região da fronteira de Pareto mais povoada. Aqui, as medidas de diversidade são
mais importantes, já que um bom valor de convergência pode implicar que a busca ficou
presa nessa região densa. Os resultados são apresentados na Tabela 7.18 e nas Figura 7.39.
Pode ser observado que a variante com 3 enxames teve o melhor valor para os indicadores
GD e Convergence. No entanto, essa configuração obteve um valor ruim de IGD e LD
quando comparada às demais configurações. Conclui-se, que esse conjunto de enxames,
embora tenha obtido um bom valor de GD, não obteve um bom resultado para o DTLZ4.
A melhor configuração foi a com 5 enxames, já que obteve bons valores de IGD e LD e
teve melhores valores de GD e Convergence. As variantes com 10 e 30 enxames obtiveram
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valores similares de IGD e LD, em relação à configuração 5 enxames, mas apresentaram
piores valores das medidas de convergência.
Em resumo, para DTLZ4, a configuração com o menor número de centróides apre-
sentou um resultado ruim, já que o algoritmo não pode escapar da região mais densa.
As outras variantes apresentaram os melhores resultados para as medidas de diversidade,
mesmo para o número elevado de objetivos. Da mesma forma do que o DTLZ2, todos
as variantes apresentaram alguma deterioração quando o número de objetivos aumentou,
como pode ser observado nas Figura 7.40. No entanto, os algoritmos controlaram essa
degradação quando o número de objetivos aumentou.
(a) GD (b) IGD
(c) LD (d) Convergence
Figura 7.40: Valores médios de GD, IGD, LD e Convergence para o I-Multi Centroid,
DTLZ4.
Agora DTLZ6 é analisado. Aqui, uma vez que a fronteira de Pareto é representada
por somente uma curva, a região a ser coberta é menor do que os problemas anteriores.
Porém é mais dif́ıcil a convergência, já que há diversos ótimos locais. Em geral, todas as
variantes obtiveram resultados semelhantes. As variantes com 30 e 10 enxames tiveram
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melhor diversidade do que as outras (melhores valores de IGD e LD). Para o GD, as
configurações com menor número de enxames apresentaram os melhores resultados. As
configurações com 3, 5 e 10 enxames obtiveram um resultado equivalente. Para a medida
Convergence, a variante com 30 enxames obteve o melhor resultado, para quase todos os
números de objetivos. Essa medida mostra que essa configuração chegou perto PFreal em
regiões espećıficas. Porém o baixo valor de GD indica que essa configuração não conseguiu
evitar ótimos locais em algumas regiões do espaço de objetivos.
Em resumo, as configurações com 10 e 30 enxames se destacaram. Essas configurações
obtiveram uma busca com maior diversidade, porém não houve uma perda muito grande
de convergência, uma vez que a variante com 10 enxames obteve um bom valor de GD
e a com 30 enxames obteve o melhor Convergence. A Figura 7.41 mostra a variação dos
indicadores e é posśıvel perceber os bons resultados das medidas de diversidade para as
configurações com maior número de enxames.
(a) GD (b) IGD
(c) LD (d) Convergence
Figura 7.41: Valores médios de GD, IGD, LD e Convergence para o I-Multi Centroid,
DTLZ6.
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Por fim, o último problema é o DTLZ7. Esse problema tem a caracteŕıstica de ter
uma fronteira de Pareto desconexa. Assim, espera-se que a variante Centroid obtenha um
bom resultado, uma vez que usa um algoritmo de agrupamento para definir a semente de
cada enxame. Para esse problema, a variante com 30 enxames se destacou. Ela obteve os
melhores valores para todas as medidas, em quase todos os números objetivos. Como o
DTLZ7 tem várias subfronteiras, quando o número de objetivos cresce, um maior número
de enxames cobre um maior número dessas fronteiras, implicando melhores valores de GD
e IGD. A análise do IGD e LD para DTLZ7 mostra uma caracteŕıstica interessante do
problema. O número de fronteiras cresce de forma exponencial, assim, para um número
muito grande de funções objetivo sempre vai haver um conjunto de subfronteiras não
cobertas pelos algoritmos. Nesse sentido, sempre há uma conjunto de pontos no espaço de
objetivos longe da PFaprox, assim, para muitos objetivos o valor do LD é similar para todos
as configurações. Porém, fazendo uma análise conjunta do IGD e LD é posśıvel perceber
uma diferença a favor da configuração com 30 enxames. Para o indicador Convergence, os
resultados são semelhantes para todas as variantes, para quase todos os números objetivos.
Esses resultados mostram que cada variante aproximou-se de pelo menos uma subfronteira.
Em resumo, as configurações com o maior número de enxames obtiveram os melhores
resultados, uma vez que cobriram um maior número de subfronteiras. No entanto, quando
o número de subfronteiras cresceu, a diferença entre as configurações for menor. Na
Figura 7.42, podemos ver o comportamento de cada medida quando o número de objetivos
cresce. Pode ser observado que a variante com 30 enxames obteve a menor deterioração
para GD. Para as outras medidas, a deterioração foi semelhante. Todas as variantes
deterioraram quando o número de objetivos cresceu.
Fazendo uma análise dos resultados de todos os problemas, conclui-se que quanto maior
o número de centróides melhor é o comportamento para o algoritmo I-Multi Centroid. Em
geral, para os diferentes problemas, a variante com maior número de enxames obteve a
melhor convergência e diversidade, especialmente para espaços de objetivos grandes.
A segunda variante utilizada é a I-Multi Extremos. Essa abordagem seleciona alguns
sub-swarms para otimizar regiões próximas a cada um dos eixos do espaço de busca. A
175
Tabela 7.18: I-Multi Centroid
DTLZ2 DTLZ4
Obj Swarms GD IGD LD Con GD IGD LD Con
3 3 6,51E-04 3,45E-03 6,92E-01 2,66E-03 2,28E-03 6,36E-04 5,18E-01 6,46E-04
5 7,87E-04 2,18E-03 5,14E-01 3,61E-03 3,33E-03 2,29E-04 2,26E-01 7,25E-04
10 1,80E-03 5,71E-04 1,53E-01 9,87E-03 5,89E-03 2,52E-04 1,56E-01 1,16E-03
30 1,05E-03 4,12E-04 1,04E-01 7,72E-03 5,62E-03 2,97E-04 2,47E-01 1,35E-03
5 3 4,81E-03 6,49E-03 1,04E+00 1,73E-02 3,85E-03 7,00E-04 7,08E-01 1,27E-03
5 4,00E-03 4,52E-03 8,40E-01 1,59E-02 6,07E-03 4,08E-04 5,47E-01 1,83E-03
10 3,47E-03 1,63E-03 5,97E-01 3,01E-02 9,01E-03 3,93E-04 5,21E-01 2,00E-03
30 2,03E-03 1,11E-03 3,05E-01 2,28E-02 1,27E-02 5,12E-04 5,60E-01 2,64E-03
10 3 5,80E-03 5,37E-03 1,09E+00 2,67E-02 5,36E-03 7,46E-04 8,61E-01 2,63E-03
5 5,17E-03 3,67E-03 9,85E-01 2,65E-02 9,47E-03 6,04E-04 7,60E-01 2,54E-03
10 4,33E-03 2,61E-03 9,07E-01 3,36E-02 1,41E-02 6,32E-04 7,20E-01 4,99E-03
30 2,88E-03 1,57E-03 6,70E-01 3,06E-02 1,81E-02 7,09E-04 7,31E-01 6,73E-03
20 3 6,72E-03 5,33E-03 1,08E+00 2,17E-02 5,84E-03 1,65E-03 1,10E+00 3,17E-03
5 5,32E-03 3,70E-03 9,84E-01 2,62E-02 7,39E-03 1,14E-03 8,59E-01 5,21E-03
10 4,56E-03 2,59E-03 8,68E-01 3,19E-02 1,18E-02 1,22E-03 8,55E-01 8,14E-03
30 2,97E-03 1,64E-03 6,61E-01 3,34E-02 1,67E-02 1,30E-03 8,26E-01 1,30E-02
DTLZ6 DTLZ7
Obj Swarms GD IGD LD Con GD IGD LD Con
3 3 2,28E-03 2,24E-03 4,36E-01 2,33E-07 3,45E-04 7,60E-03 1,59E+00 2,45E-04
5 5,82E-06 2,00E-03 4,17E-01 2,13E-07 3,04E-04 5,65E-03 1,29E+00 2,29E-04
10 4,03E-06 5,06E-04 1,10E-01 1,12E-07 2,80E-04 2,78E-03 8,04E-01 1,83E-04
30 2,79E-06 1,47E-05 9,34E-03 3,11E-08 3,51E-04 2,39E-04 2,03E-01 1,33E-04
5 3 2,78E-01 3,01E-03 5,42E-01 1,58E-05 4,47E-03 1,40E-02 3,28E+00 1,77E-02
5 6,78E-02 1,76E-03 4,63E-01 2,63E-07 3,84E-03 9,48E-03 2,66E+00 1,74E-02
10 1,01E-01 1,57E-03 4,14E-01 9,17E-07 2,74E-03 5,47E-03 2,04E+00 1,57E-02
30 1,85E-01 1,14E-03 2,92E-01 1,50E-06 2,38E-03 2,31E-03 9,64E-01 1,33E-02
10 3 1,42E-01 6,61E-03 1,09E+00 3,85E-02 2,59E-02 1,89E-02 5,10E+00 2,20E-01
5 1,14E-01 6,37E-03 1,01E+00 6,68E-02 2,05E-02 1,33E-02 4,20E+00 2,22E-01
10 8,20E-02 3,03E-03 7,21E-01 1,34E-06 1,46E-02 9,88E-03 3,69E+00 1,95E-01
30 1,08E-01 3,48E-03 6,92E-01 2,95E-05 9,00E-03 8,10E-03 3,52E+00 1,90E-01
20 3 1,24E-02 8,70E-03 1,41E+00 1,21E-01 6,38E-02 2,06E-02 7,41E+00 7,44E-01
5 1,44E-02 8,47E-03 1,39E+00 1,28E-01 4,64E-02 1,75E-02 5,68E+00 7,20E-01
10 4,29E-02 4,53E-03 8,52E-01 1,61E-01 3,40E-02 1,65E-02 5,54E+00 6,92E-01
30 8,03E-02 3,42E-03 7,40E-01 3,74E-02 2,02E-02 1,75E-02 5,95E+00 6,91E-01
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(a) GD (b) IGD
(c) LD (d) Convergence
Figura 7.42: Valores médios de GD, IGD, LD e Convergence para o I-Multi Centroid,
DTLZ7.
ideia é, em cada iteração, selecionar m soluções do conjunto base nos extremos de cada
um dos eixos de coordenadas para ser a semente de m enxames. Se o número de enxames
é maior do que o número de objetivos, as sementes dos enxames restantes são selecionadas
aleatoriamente. Se esse número for menor que o número de objetivos, algumas dimensões
não são escolhidas.
Observando os resultados para o problema DTLZ2 na Tabela 7.19, os resultados da
configuração com 30 enxames tiveram os melhores resultados. Essa configuração obteve
o melhor valor de GD, IGD, LD e Convergence para quase todas as funções objetivo.
Para um pequeno número de objetivos, 3 ou 5, as configurações com poucos enxames
obtiveram alguns bons valores de GD ou Convergence. No entanto, quando o número de
objetivos cresceu o número enxames tornou-se menor do que o número de dimensões e os
algoritmos com poucos enxames perderam desempenho. Em resumo, para o DTLZ2, o
I-Multi Extremo com um maior número de enxames obteve o melhores resultado. Além
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disso, se o número de enxames é menor do que os números dos objetivos o algoritmo
não funcionam bem. Observando a Figura 7.43, pode-se notar a deterioração da busca
de cada configuração quando o número de objetivos cresce. Se o número de objetivos é
menor que o número de enxames, todas as variantes apresentam um resultado semelhante.
Porém, quando o número de objetivos é maior que o número de enxames da configuração
o algoritmo perde desempenho em todos os indicadores.
(a) GD (b) IGD
(c) LD (d) Convergence
Figura 7.43: Valores médios de GD, IGD, LD e Convergence para o I-Multi Extremos,
DTLZ2.
Os resultados para o problema DTLZ4 são semelhantes aos do DTLZ2. Mais uma
vez, quando o número de enxames é menor que o número de dimensões o algoritmo ob-
teve um resultado ruim. As variantes com 3 e 5 enxames, apresentaram o melhor GD e
Convergence, para quase todos os números de objetivos. No entanto, tiveram piores valo-
res das medidas de diversidade, IGD e LD, em comparação com as outras configurações.
Isso indica que a busca dessas configurações foi direcionada para a região mais densa da
fronteira do Pareto e não houve uma boa diversidade. Ao analisar DTLZ4 observa-se se
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o algoritmo consegue evitar as áreas mais densas do espaço objetivo e gera uma PFaprox
bem diversificada. Assim, a configuração com 30 enxames obteve os melhores valores
de IGD e LD, obtendo melhor diversidade. Porém, essa configuração teve dificuldade
para convergir para a fronteira de Pareto. Essa dificuldade em convergir ocorre princi-
palmente devido ao pequeno número de soluções na população de cada sub-swarm dessa
configuração. Na Figura 7.44, pode-se observar que a variante com 30 enxames tem uma
pequena deterioração para as medidas de diversidade. Porém, mais uma vez quando o
número de objetivos torna-se maior do que o número de enxames e o algoritmo sofreu
uma deterioração grande. Por exemplo, para IGD (Figura 7.44(b)), os resultados da con-
figuração com 10 enxames é similar para 5 e 10 funções objetivo, porém sofre uma grande
deterioração para o problema com 20 funções.
(a) GD (b) IGD
(c) LD (d) Convergence
Figura 7.44: Valores médios de GD, IGD, LD e Convergence para o I-Multi Extremos,
DTLZ4.
Para o DTLZ6, não foi posśıvel identificar qual a configuração se destacou. Observando
os resultados na tabela 7.19, as variantes com 3 , 5 e 10 enxames obtiveram o melhor
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GD, para as maiores das dimensões. À medida que essas variantes têm mais soluções em
suas populações, houve uma maior convergência na busca e foi produzido umaPFaprox
mais perto da PFreal. Observando a Figura 7.45 nota-se o comportamento do I-Multi
Extremos para o DTLZ6. Em especial, os valores de GD melhoram quando o número
de objetivos cresceu. Isso ocorre, pois quando o número de objetivos cresce o algoritmo
somente escolhe sementes próximas aos extremos. Assim, houve um ganho de convergência
quando o algoritmo escolheu somente essas sementes. Porém, como o algoritmo somente
privilegiou convergência, as medidas de diversidade deterioraram, pois a busca focou em
pequenas regiões do espaço de objetivos. A configuração com 30 enxames apresentou um
resultado semelhante ao I-Multi Centroid. Essa configuração obteve a melhor diversidade,
porém obteve o melhor valor de Convergence. Isso mostra que com 30 enxames o I-Multi
Extremos chegou perto da fronteira em alguns pontos, porém como privilegia a diversidade
não consegue chegar perto fronteira em todas as regiões, devido aos ótimos locais.
Em resumo, os algoritmos com menor número de enxames obtiveram melhor con-
vergência e evitaram mais ótimos locais. No entanto, a configuração com 30 enxames
obteve bons resultados para o menor número de objetivos e obteve maior diversidade.
Para obter o melhor desempenho para este problema, é sugerida a utilização de um alto
número de enxames, porém utilizando mais part́ıculas em cada enxame.
Para o DTLZ7, I-Multi Extremos obteve um comportamento semelhante ao obtido
quando aplicado ao DTLZ2. À medida que o número de objetivos aproximou-se do número
de enxames, o algoritmo piorou o desempenho. Observando GD, IGD e LD, para 3
funções objetivos, as configurações com 3 e5 enxames apresentaram bons resultados. No
entanto, quando o número de objetivo cresceu, esses algoritmos sofreram uma deterioração
grande, tanto em termos de convergência quanto em diversidade. Assim, para os demais
números de objetivos a configuração com 30 enxames obteve os melhores resultados. Para
o indicador Convergence, todos os diferentes números de enxames obtiveram um resultado
semelhante. Cada configuração se aproximou de pelo menos uma fronteira desconexa e
todos tiveram resultados equivalentes para esse indicador. Observando a Figura 7.46,
todas as configurações apresentaram deterioração dos indicadores quando o número de
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(a) GD (b) IGD
(c) LD (d) Convergence
Figura 7.45: Valores médios de GD, IGD, LD e Convergence para o I-Multi Extremos,
DTLZ6.
objetivos cresceu, mesmo a configuração com 30 enxames. Isso ocorre devido ao alto
número de subfronteiras desconexas do problema DTLZ7 com muitos objetivos.
Em resumo, o I-Multi Extremos funciona bem quando o número de enxames é me-
nor que o número de funções objetivo. Quando isto acontece, o algoritmo aumenta a
convergência em direção a cada dimensão do espaço de busca, mas também possui boa
diversidade, devido às sementes escolhidas de forma aleatória. Devido a essa questão,
para muitos objetivos, os melhores resultados são obtidos utilizando um conjunto grande
de enxames. Em geral, quanto maior o número de enxames, maior é a diversidade de pes-
quisa. Este comportamento, por vezes, evita uma boa convergência, como no problema
DTLZ6. No entanto o aumento do número de part́ıculas em cada enxame pode introduzir
maior convergência ao algoritmo.
A última variante analisada é o de I-Multi Aleatório. Diferente das variantes anteriores,
esta abordagem não extrai qualquer informação adicional a partir do conjunto inicial de
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Tabela 7.19: I-Multi Extremos
DTLZ2 DTLZ4
Obj Swarms GD IGD LD Con GD IGD LD Con
3 3 5,69E-04 2,99E-03 7,18E-01 2,10E-03 2,22E-03 1,02E-03 6,36E-01 7,85E-04
5 7,04E-04 1,68E-03 4,76E-01 2,86E-03 2,40E-03 4,67E-04 3,94E-01 7,36E-04
10 1,06E-03 4,45E-04 1,67E-01 6,18E-03 3,56E-03 3,08E-04 2,67E-01 8,29E-04
30 5,53E-04 2,75E-04 8,15E-02 4,50E-03 4,39E-03 2,57E-04 2,45E-01 1,01E-03
5 3 2,49E-03 8,25E-03 1,25E+00 9,31E-03 3,94E-03 1,52E-03 1,00E+00 1,34E-03
5 3,03E-03 2,76E-03 9,26E-01 9,55E-03 4,76E-03 8,72E-04 7,72E-01 1,61E-03
10 2,16E-03 1,49E-03 6,35E-01 1,29E-02 5,81E-03 3,76E-04 5,70E-01 1,55E-03
30 1,50E-03 9,08E-04 3,23E-01 1,61E-02 6,93E-03 3,52E-04 5,21E-01 2,34E-03
10 3 1,00E-02 8,65E-03 1,23E+00 5,96E-02 5,95E-03 1,94E-03 1,40E+00 3,57E-03
5 6,83E-03 7,35E-03 1,14E+00 3,85E-02 7,83E-03 1,48E-03 1,23E+00 3,96E-03
10 4,10E-03 2,17E-03 7,95E-01 1,71E-02 8,25E-03 7,55E-04 8,94E-01 3,83E-03
30 2,82E-03 1,42E-03 6,10E-01 1,83E-02 7,14E-03 5,13E-04 7,29E-01 3,75E-03
20 3 1,29E-02 9,84E-03 1,22E+00 1,15E-01 6,37E-03 3,10E-03 1,41E+00 4,42E-03
5 1,09E-02 8,58E-03 1,15E+00 9,08E-02 7,03E-03 2,54E-03 1,40E+00 6,28E-03
10 8,11E-03 6,42E-03 9,60E-01 7,28E-02 7,97E-03 1,95E-03 1,33E+00 7,89E-03
30 3,42E-03 1,56E-03 6,55E-01 2,21E-02 8,53E-03 1,05E-03 8,21E-01 7,14E-03
DTLZ6 DTLZ7
Obj Swarms GD IGD LD Con GD IGD LD Con
3 3 2,28E-03 2,24E-03 4,36E-01 2,33E-07 4,63E-04 2,81E-03 9,15E-01 1,85E-04
5 5,82E-06 2,00E-03 4,17E-01 2,13E-07 3,80E-04 4,58E-03 1,24E+00 2,16E-04
10 4,03E-06 5,06E-04 1,10E-01 1,12E-07 2,88E-04 5,79E-03 1,46E+00 2,25E-04
30 2,79E-06 1,47E-05 9,34E-03 3,11E-08 5,11E-04 5,38E-03 1,39E+00 1,96E-04
5 3 2,78E-01 3,01E-03 5,42E-01 1,58E-05 3,25E-03 8,63E-03 2,66E+00 1,44E-02
5 6,78E-02 1,76E-03 4,63E-01 2,63E-07 2,85E-03 5,83E-03 1,90E+00 1,44E-02
10 1,01E-01 1,57E-03 4,14E-01 9,17E-07 2,90E-03 5,98E-03 2,14E+00 1,50E-02
30 1,85E-01 1,14E-03 2,92E-01 1,50E-06 2,67E-03 4,69E-03 1,89E+00 1,65E-02
10 3 1,42E-01 6,61E-03 1,09E+00 3,85E-02 2,28E-02 2,09E-02 5,53E+00 2,49E-01
5 1,14E-01 6,37E-03 1,01E+00 6,68E-02 1,68E-02 1,35E-02 4,62E+00 1,98E-01
10 8,20E-02 3,03E-03 7,21E-01 1,34E-06 1,31E-02 9,50E-03 3,11E+00 1,96E-01
30 1,08E-01 3,48E-03 6,92E-01 2,95E-05 1,14E-02 8,52E-03 3,23E+00 2,04E-01
20 3 1,24E-02 8,70E-03 1,41E+00 1,21E-01 5,04E-02 2,40E-02 7,93E+00 8,29E-01
5 1,44E-02 8,47E-03 1,39E+00 1,28E-01 3,98E-02 2,14E-02 7,46E+00 7,75E-01
10 4,29E-02 4,53E-03 8,52E-01 1,61E-01 3,02E-02 1,87E-02 6,29E+00 7,08E-01
30 8,03E-02 3,42E-03 7,40E-01 3,74E-02 2,33E-02 1,62E-02 4,40E+00 6,84E-01
182
(a) GD (b) IGD
(c) LD (d) Convergence
Figura 7.46: Valores médios de GD, IGD, LD e Convergence para o I-Multi Extremos,
DTLZ7.
soluções não dominadas para obter as sementes. Para o I-Multi Centroid, a busca pode
ser limitada pelo algoritmo de agrupamento. Um agrupamento ruim pode gerar sementes
iniciais ruins para cada enxame. Para o I-Multi Extremos, o número de enxames influencia
a pesquisa, uma vez que, se o número de enxames é menor do que o número de funções
objetivo, o algoritmo não funciona bem. O I-Multi Aleatório introduz uma abordagem
mais simples, em que as sementes de cada enxame são selecionados aleatoriamente a
partir do conjunto inicial de soluções. Os resultados são apresentados na Tabela 7.20 e
nas Figuras 7.47 a 7.50.
Para DTLZ2, a configuração com 30 enxames obteve os melhores resultados em termos
de convergência e diversidade. Ela obteve os melhores valores para GD, IGD e LD para
quase todas os números de funções objetivo. Os resultados da medida Convergence foram
semelhantes para quase todos os números de enxames. Isto mostra, para DTLZ2, que
um pequeno número de soluções em cada sub-swarm não há necessariamente uma grande
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perda na convergência em direção à Fronteira de Pareto. A Figura 7.47 mostra que a
configuração com o maior número de enxames controlou melhor a degradação das medidas
de qualidade. Em resumo, para DTLZ2, quanto maior o número de enxames, melhor é
a busca. Além disso, o processo aleatório de escolha de sementes foi suficiente para o
algoritmo geração de uma PFaprox diversificada.
(a) GD (b) IGD
(c) LD (d) Convergence
Figura 7.47: Valores médios de GD, IGD, LD e Convergence para o I-Multi Aleatório,
DTLZ2.
Para o DTLZ4 os resultados foram semelhantes às demais variantes do I-Multi. Mais
uma vez, as configurações com menor número de enxames ficaram presas na região mais
densa do espaço de objetivos. A configurações com 3 e 5 enxames obtiveram os melhores
valores de GD e Convergence, mas os piores valores de IGD e LD. As configurações com
10 e 30 enxames apresentaram os melhores IGD e LD. Isso mostra que essas configurações
evitaram as regiões mais densas e cobriram diferentes áreas do espaço de objetivos. No en-
tanto, essas configurações perderam poder de convergência quando o número de objetivos
cresceu, como observado na Figura 7.48. Em resumo, as variantes com maior número de
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enxame foram melhores para DTLZ4, no entanto, recomenda-se uma execução com mais
soluções em cada enxame para introduzir maior convergência na busca. Na Figura 7.48
pode-se ver o comportamento do I-Multi Aleatório para o DTLZ4. Os enxames menores
controlam melhor a deterioração das medidas de convergência, enquanto que os maiores
enxames tiveram uma menor deterioração das medidas de diversidade, quando o número
de objetivos cresceu.
(a) GD (b) IGD
(c) LD (d) Convergence
Figura 7.48: Valores médios de GD, IGD, LD e Convergence para o I-Multi Aleatório,
DTLZ4.
Para DTLZ6 as configurações com 10 e 30 enxames obtiveram os melhores valores
para as medidas de diversidade (melhores valores do IGD e LD). Observando o GD, as
configurações com 5 e 10 enxames obtiveram os melhores resultados, especialmente para
os maiores número de funções objetivo. Mais uma vez, a configuração com 30 enxames
obteve o melhor valor de Convergence para quase todas as funções objetivo. Assim como
nos outros algoritmos I-Multi, essa configuração obteve boa diversidade, porém não evitou
alguns ótimos locais em algumas regiões da fronteira (melhor Convergence, porém perde no
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GD). Além disso, essa configuração obteve resultados muito bons para 3 funções objetivo.
Em resumo, nenhuma das configurações obteve destaque. As configurações com 10 e
30 enxames apresentaram um bom resultado, mas recomenda-se aumentar o número de
soluções em cada enxame para evitar os ótimos locais. Na Figura 7.49 , pode-se observar
que o algoritmo com 30 enxame conseguiu controlar bem a diversidade da pesquisa (menor
deterioração para IGD e LD) e também os bons resultados da configuração 10 enxames.
(a) GD (b) IGD
(c) LD (d) Convergence
Figura 7.49: Valores médios de GD, IGD, LD e Convergence para o I-Multi Aleatório,
DTLZ6.
Para o último problema, DTLZ7, a configuração com 30 enxames apresentou os me-
lhores resultados. Da mesma forma que as outras variantes do I-Multi, essa configuração
obteve os melhores resultados em termos de diversidade e convergência. Porém quando o
número de fronteiras desconexas se torna grande, todas as variantes sofreram uma grande
deterioração (Figura 7.50). O algoritmo com 30 enxames obteve os melhores valores de
GD e IGD para quase todos os números de objetivos. Ele também conseguiu um bom
valor para o LD. Em resumo, quanto maior o número de enxames, melhores são os resul-
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tados para um problema com fronteiras desconexas. O maior número de enxames facilita
a cobertura dos diferentes subfronteiras. Um importante aspecto do I-Multi Aleatório é
que foi posśıvel cobrir diferentes subfronteiras utilizando a seleção das sementes de forma
aleatória. A Figura 7.50 mostra que com 30 enxames pode-se controlar melhor a dete-
rioração dos indicadores quando o número de objetivo cresce. Porém também é posśıvel
observar que esses valores tornam-se semelhantes para um número alto de objetivos.
(a) GD (b) IGD
(c) LD (d) Convergence
Figura 7.50: Valores médios de GD, IGD, LD e Convergence para o I-Multi Aleatório,
DTLZ7.
Fazendo uma análise conjunta de todos os diferentes problemas, pode-se concluir que
para o algoritmo I-Multi Aleatório, quanto maior é o número de enxames, melhor é
o desempenho. Em quase todos os diferentes cenários, as configurações com os maiores
números de enxames obtiveram os melhores resultados. Além disso, a estratégia de seleção
de sementes de forma aleatória foi suficiente para realizar a busca em diferentes áreas do
espaço e obter bons valores para as medidas de diversidade.
Por fim, observando os resultados dos diferentes esquemas de escolha de semente, na
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Tabela 7.20: I-Multi Aleatório
DTLZ2 DTLZ4
Obj Swarms GD IGD LD Con GD IGD LD Con
3 3 6,52E-04 5,40E-03 1,02E+00 2,60E-03 1,78E-03 1,43E-03 7,50E-01 6,83E-04
5 7,68E-04 3,19E-03 7,33E-01 3,52E-03 2,45E-03 4,59E-04 4,45E-01 9,12E-04
10 1,15E-03 6,35E-04 2,77E-01 6,42E-03 2,76E-03 3,24E-04 3,50E-01 8,81E-04
30 5,95E-04 3,49E-04 1,24E-01 4,80E-03 3,90E-03 2,66E-04 2,41E-01 1,08E-03
5 3 4,15E-03 6,14E-03 1,07E+00 1,54E-02 3,55E-03 1,16E-03 8,75E-01 1,05E-03
5 3,35E-03 4,12E-03 9,34E-01 1,53E-02 3,98E-03 5,71E-04 6,81E-01 1,44E-03
10 2,35E-03 1,55E-03 5,84E-01 1,46E-02 5,31E-03 3,67E-04 5,49E-01 1,77E-03
30 1,54E-03 9,76E-04 3,71E-01 1,66E-02 6,30E-03 3,54E-04 5,18E-01 2,12E-03
10 3 7,15E-03 6,02E-03 1,11E+00 1,82E-02 5,18E-03 1,24E-03 1,17E+00 2,18E-03
5 5,95E-03 4,19E-03 9,74E-01 1,99E-02 5,95E-03 7,69E-04 8,95E-01 2,82E-03
10 3,87E-03 2,20E-03 7,99E-01 2,02E-02 6,22E-03 5,26E-04 7,45E-01 3,17E-03
30 2,68E-03 1,44E-03 6,55E-01 2,15E-02 7,46E-03 5,21E-04 7,27E-01 3,66E-03
20 3 6,64E-03 5,95E-03 1,14E+00 1,70E-02 5,24E-03 2,16E-03 1,36E+00 3,01E-03
5 5,40E-03 3,57E-03 9,60E-01 1,65E-02 5,76E-03 1,31E-03 1,12E+00 4,46E-03
10 4,10E-03 2,05E-03 7,63E-01 2,15E-02 6,26E-03 1,03E-03 8,29E-01 5,64E-03
30 2,81E-03 1,46E-03 6,41E-01 1,94E-02 7,19E-03 1,03E-03 8,09E-01 6,75E-03
DTLZ6 DTLZ7
Obj Swarms GD IGD LD Con GD IGD LD Con
3 3 5,79E-06 1,89E-03 3,31E-01 1,32E-07 4,91E-04 1,30E-02 2,45E+00 2,90E-04
5 6,34E-04 1,99E-03 3,79E-01 1,30E-07 4,05E-04 1,09E-02 2,18E+00 2,53E-04
10 3,68E-06 3,16E-04 6,61E-02 5,10E-08 3,42E-04 9,76E-03 2,06E+00 2,42E-04
30 2,77E-06 2,73E-04 5,34E-02 4,49E-08 9,69E-04 9,09E-03 1,98E+00 2,38E-04
5 3 1,11E-01 4,31E-03 7,83E-01 1,04E-05 3,97E-03 1,48E-02 3,65E+00 1,81E-02
5 1,26E-01 2,94E-03 5,84E-01 1,07E-05 3,83E-03 1,34E-02 3,41E+00 1,92E-02
10 9,09E-02 2,35E-03 4,94E-01 4,04E-06 3,67E-03 1,18E-02 3,22E+00 1,57E-02
30 1,28E-01 9,73E-04 2,59E-01 1,25E-06 3,25E-03 8,59E-03 2,80E+00 1,59E-02
10 3 1,16E-01 6,49E-03 1,02E+00 1,24E-01 2,42E-02 1,99E-02 5,79E+00 2,24E-01
5 8,61E-02 6,24E-03 1,02E+00 3,23E-02 2,19E-02 1,78E-02 5,47E+00 2,20E-01
10 6,87E-02 3,89E-03 7,16E-01 2,30E-02 1,86E-02 1,53E-02 4,88E+00 2,13E-01
30 1,15E-01 3,56E-03 6,65E-01 9,80E-05 1,43E-02 1,15E-02 4,49E+00 2,09E-01
20 3 1,43E-01 8,68E-03 1,35E+00 1,65E-01 5,33E-02 2,76E-02 8,80E+00 7,83E-01
5 7,26E-02 6,66E-03 1,05E+00 1,00E+00 4,88E-02 2,29E-02 7,65E+00 7,40E-01
10 6,39E-02 5,57E-03 9,08E-01 1,25E-01 4,26E-02 2,08E-02 7,58E+00 7,39E-01
30 1,01E-01 4,08E-03 7,01E-01 1,00E-01 3,01E-02 1,92E-02 6,95E+00 7,13E-01
maioria dos cenários as configurações com maiores números de enxames se destacaram.
Assim, nos próximas etapas desse conjunto de experimentos será adotado o número de
30 enxames para o algoritmo I-Multi. A próxima seção irá confrontar as três aborda-
gens diferentes do I-Multi com o objetivo de observar qual delas apresentou o melhor
desempenho em cada cenário diferente. Além disso, será analisado o objetivo principal
do I-Multi: compor diferentes algoritmos de arquivamento através de múltiplos exames
é melhor que utilizar os métodos separadamente em um algoritmo MOPSO. Com esse
propósito, as diferentes abordagens do I-Multi são comparadas com o algoritmo SMPSO
com o Arquivador Ideal e com o Arquivador MGA.
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7.2.8 I-Multi versus métodos de arquivamento
Nesse experimento as três variantes de I-Multi são confrontadas entre si e com algoritmos
MOPSO utilizando o Arquivador Ideal e o Arquivador MGA [9]. As seções anteriores
discutiram a influência dos parâmetros do I-Multi em cenários com muitas funções obje-
tivo. A partir desses experimentos os parâmetros selecionados foram: região de busca foi
definida inicialmente em 0, 5 e reduzida proporcionalmente em cada iteração para 0, 1. O
número de iterações de particionamento foi definido como 5. Para o número de enxames,
em geral, quanto maior o número de enxames, melhor é o desempenho do algoritmo, para
todas as variantes. Portanto, neste conjunto de experimentos o número de enxames para
I-Multi foi definido como 30 enxames, para todos os problemas. A única exceção foi para
o I-Multi Centroid , para o problema DTLZ4. Nesta situação são usados 5 enxames.
As três variantes do I-Multi são comparadas com o algoritmo SMPSO com o Arqui-
vador Ideal (chamado aqui Ideal) e o SMPSO com o Arquivador MGA (chamado aqui
MGA). Ambos os algoritmos foram executados com o mesmo conjunto de parâmetros,
diferindo apenas pelo método de arquivamento. Os parâmetros base do SMPSO são apre-
sentados na Tabela 7.1. A população foi limitada a 200 part́ıculas, o tamanho N do
arquivo foi definido com 200 soluções. O método de escolha do ĺıder é o mesmo utili-
zado pelo SMPSO, escolha do ĺıder por distância de Crowding. Esses algoritmos foram
executados com o mesmo número de avaliações de fitness realizado pelo I-Multi (obtida
através das configurações descritas no parágrafo anterior): um total de 385850 avaliações
de fitness. Todos os algoritmos foram executados 30 vezes independentes.
Esse conjunto de experimentos irá observar se o I-Multi supera os algoritmos MOPSO
tradicionais e se a combinação de arquivadores produz uma melhora na busca, tanto em
termos de diversidade, quanto de convergência. Além disso, será feita uma análise de
qual variante do I-Multi tem o melhor desempenho em cada cenário. Os resultados são
apresentados na Tabela 7.21 e nas Figuras 7.51 e 7.54.
O primeiro problema analisado é o DTLZ2. Observando GD, as diferentes variantes
do I-Multi apresentaram um resultado muito semelhante ao Ideal. Ideal obteve o melhor
resultado das medidas de convergência para quase todos os números de objetivos. Como
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esse método favorece a convergência sobre a diversidade espera-se um bom valor de GD e
Convergence. No entanto, pelo menos uma variante I-Multi obteve um valor equivalente
de GD, para cada um dos números de objetivos. Além disso, o algoritmo I-Multi sofreu
uma menor deterioração do indicador GD quando o número de objetivos cresceu (ver
Figura 7.51(a)) e apresentou o melhor valor desse indicador para 20 funções objetivo. Os
resultados do I-Multi Extremos e do I-Multi Aleatório podem ser destacados. O I-Multi
Extremos apresentou resultados muito bons para 3 , 5 e 10 números de objetivos. No
entanto, como discutido antes, ele perde o desempenho quando o número de objetivos se
aproxima do número de enxames. Para a medida de Convergence, a Ideal conseguiu o
melhor resultado para todos os números de objetivo. Algoritmo MGA obteve um valor
pobre de GD e Convergence quando comparado aos demais. Analisando as medidas de
diversidade, IGD e LD, novamente o I-Multi obteve um resultado muito bom. I-Multi
Extremos e I-Multi Aleatório obtiveram os melhores valores para ambas as medidas, mas,
novamente, I-Multi Extremos perdeu desempenho para um número elevado de funções
objetivo. I-Multi Centroid também obteve um bom valor de LD, equivalente às outras
variantes para quase todos os números de objetivos. Em geral, o I-Multi controlou bem a
deterioração da diversidade (Figuras 7.52(b) e 7.51(c)). O MGA também obteve um bom
valor de IGD e controlou bem a deterioração, mas foi superado pelo I-Multi.
Em resumo, para DTLZ2, o I-Multi obteve o melhor resultado, especialmente o I-Multi
Aleatório. Combinando as diferentes abordagens de arquivamento foi posśıvel melhorar os
resultados do algoritmo MOPSO em termos de convergência e de diversidade. As variantes
do I-Multi apresentaram resultados semelhantes aos do Ideal em termos de convergência e
superaram o MGA em termos de diversidade. As três variantes obtiveram caracteŕısticas
de diversidade semelhantes, no entanto o I-Multi Centroid não obteve o mesmo poder
de convergência que as outras variantes. A abordagem aleatória provou ser muito eficaz,
uma vez que foi posśıvel a obtenção de uma boa convergência e boa diversidade usando
essa estratégia.
O segundo problema é o DTLZ4. Mais uma vez, o algoritmo I-Multi superou tanto o
Ideal e o MGA. O Ideal obteve os melhores valores de GD e Convergence para quase todas
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(a) GD (b) IGD
(c) LD (d) Convergence
Figura 7.51: Valores médios de GD, IGD, LD e Convergence para o problema DTLZ2,
I-Multi x MGA x Ideal.
as funções objetivo, porém apresentou um valor baixo para as medidas de diversidade.
Isso mostra que o algoritmo ficou preso na região mais densa da fronteira de Pareto. O
I-Multi também obteve um bom valor de GD e Convergence, mas foi superado pelo Ideal
em quase todos os números de objetivos. Tanto o Ideal quanto as diferentes variantes
do I-Multi controlaram bem a deterioração das medidas de convergência (Figuras 7.52(a)
e 7.52(d)). As três variantes de I-Multi apresentaram os melhores valores de IGD e
LD e controlaram melhor a deterioração da diversidade (Figuras 7.52(b) e 7.52(c)). O I-
Multi Aleatório obteve os melhores resultados de IGD e LD para quase todos os números
de funções objetivo, especialmente para as maiores dimensões. I-Multi Extremos teve
bons resultados, mas perdeu desempenho quando o número de objetivos cresceu. I-Multi
Centroid teve um resultado semelhante ao I-Multi Aleatório, mas foi superado nas maiores
dimensões. MGA teve valores de GD ruins e foi superado por I-Multi em termos de
diversidade.
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Em resumo, para DTLZ4, o I-Multi foi novamente mais eficaz. Ele obteve a melhor
diversidade, o que representa que evitou melhor a região mais densa do DTLZ4. Ele
também obteve bons valores de GD. I-Multi Aleatório foi o melhor algoritmo, seguido de
perto pelo I-Multi Centroid.
(a) GD (b) IGD
(c) LD (d) Convergence
Figura 7.52: Valores médios de GD, IGD, LD e Convergence para o problema DTLZ4,
I-Multi x MGA x Ideal.
DTLZ6 apresentou as principais dificuldades ao I-Multi. O algoritmo foi capaz de obter
boa diversidade, mas sofreu alguns problemas com múltiplos ótimos locais. Todas as três
variantes não tiveram os melhores valores de GD e Convergence. Para o GD, Ideal obteve
os melhores valores para quase todos os números de funções objetivo. Esse algoritmo
também controlou melhor a deterioração no valor dos indicadores (Figura 7.53(a)). As
três variantes de I-Multi obtiveram um valor semelhante de GD, pior do que o Ideal,
mas melhor do que MGA. I-Multi Centroid e I-Multi Extremos também tiveram um bom
valor para o indicador Convergence para 3, 5 e 10 funções, mas MGA obteve o melhor
resultado para 20 objetivos. Observando as medidas de diversidade, IGD e LD, o I-Multi
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apresentou melhores resultados para todos os números de objetivos. Nesse problema, o I-
Multi Centroid obteve bons resultados em comparação com as outras variantes e controlou
melhor a deterioração (Figuras 7.53(b) e 7.53(c)).
Em resumo, o algoritmo I-Multi obteve um resultado equivalente ao Ideal e ao MGA.
Ele foi superado em termos de convergência pelo Ideal, mas obteve uma melhor diversi-
dade. Também apresentou um resultado equivalente ao MGA em termos de diversidade,
porém obteve melhor convergência. Entre as variantes do I-Multi, o I-Multi Centroid
apresentou os melhores resultados e controlou melhor a diversidade e convergência. No
entanto, o I-Multi enfrentou mais problemas no DTLZ6 e não apresentou os mesmos bons
resultados obtidos no DTLZ2 e DTLZ4. Uma solução posśıvel é aumentar o número de
soluções em cada enxame. Fazendo isso, espera-se que o algoritmo evite mais ótimos
locais.
(a) GD (b) IGD
(c) LD (d) Convergence
Figura 7.53: Valores médios de GD, IGD, LD e Convergence para o problema DTLZ6,
I-Multi x MGA x Ideal.
Finalmente, com o DTLZ7 podemos observar como cada algoritmo trabalha com uma
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fronteira de Pareto desconexa. Aqui, o I-Multi superou tanto o Ideal quanto o MGA.
Observando o GD e Convergence, o I-Multi obteve os melhores valores para quase todos
os números de objetivos. Além disso, I-Multi Extremos e I-Multi Centroid superaram o
I-Multi Aleatório. Nas Figuras 7.52(a) e 7.52(d) pode-se notar que o I-Multi sofreu uma
menor deterioração que o Ideal e o MGA. Para as medidas de diversidade, de novo, o
I-Multi apresentou melhores resultados que os outros algoritmos. Tanto o I-Multi Extre-
mos quanto o I-Multi Centroid obtiveram os melhores valores de IGD e LD, para quase
todas as funções objetivo. Isso representa que esses algoritmos abrangeram uma maior
quantidade de subfronteiras desconexas, especialmente o I-Multi Centroid. No entanto,
quando o número de objetivos aumenta, o número de subfronteiras desconexas torna-se
muito alto. Uma vez que há várias subfronteiras a serem cobertas, o número de enxames
é insuficiente para cobrir a fronteira de Pareto inteira e o I-Multi apresentou um resultado
Equivalente ao MGA em termos de diversidade. Nas Figuras 7.53(b) e 7.53(c) pode-se
observar que as três variantes de I-Multi apresentaram uma grande deterioração dos in-
dicadores para as maiores dimensões do espaço de objetivos, especialmente em termos de
LD (o que representa que a PFaprox está mais afastada de algumas regiões da PFreal).
Em resumo, o I-Multi obteve um melhor desempenho do que o MGA e o Ideal para um
problema com fronteira desconexa, tanto em termos de convergência e diversidade. No
entanto esse algoritmo perde desempenho em dimensões muito grandes. I-Multi Centroid
obteve os melhores resultados em termos de diversidade. Uma vez que as soluções estão
desconectadas no espaço de objetivos, a estratégia de encontrar grupos mostrou-se ser
mais eficiente. Uma posśıvel maneira de melhorar os resultados do I-Multi Centroid no
DTLZ7, é a implementação de um mecanismo que permite que o algoritmo explore gru-
pos diferentes em cada iteração do algoritmo de particionamento. Além disso, aumentar
o número de enxames e utilizar um melhor algoritmo de agrupamento pode melhorar os
resultados.
Em resumo, usando uma estratégia cooperativa com múltiplos enxames buscando unir
as qualidades do arquivador MGA do arquivador Ideal, mostrou ser uma boa maneira de
lidar com a Otimização com Muitos Objetivos. Através da análise de diferentes cenários
194
(a) GD (b) IGD
(c) LD (d) Convergence
Figura 7.54: Valores médios de GD, IGD, LD e Convergence para o problema DTLZ7,
I-Multi x MGA x Ideal.
com problemas com muitos objetivos, o algoritmo proposto, I-Multi, superou os algorit-
mos que usam apenas os arquivadores Ideal ou MGA. Combinando as propriedades de
diversidade de MGA (para criar um conjunto de soluções inicial diversificado) com uma
busca multi-swarm com o arquivador Ideal (com o objetivo de obter maior convergência)
melhorou os resultados, tanto em termos de diversidade e convergência.
As três diferentes variantes I-Multi propostas obtiveram bons resultados e cada um
se destacou em diferentes cenários. O I-Multi Aleatório foi mais eficaz no DTLZ2. Esse
algoritmo também se destacou no DTLZ4, onde foi mais eficaz em evitar a região mais
densa. Também para esse problema, o I-Multi Centroid obteve um bom resultado, se-
melhante ao I-Multi Aleatório. A abordagem I-Multi Centroid se destacou no problema
DTLZ7. A estratégia de agrupamento das soluções na geração das sementes foi eficaz
para a uma melhor cobertura da fronteira de Pareto desconexa. O I-Multi Extremos,
em geral, apresentou bons resultados. Ele combina uma estratégia que utiliza algumas
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Tabela 7.21: Resultados dos indicadores para a análise dos algoritmos com múltiplos
enxames
DTLZ2 DTLZ4
Obj Algorithms GD IGD LD Con GD IGD LD Con
3 I-Extremes 5,53E-04 2,75E-04 8,15E-02 4,50E-03 4,39E-03 2,57E-04 2,45E-01 1,01E-03
I-Centroid 1,05E-03 4,12E-04 1,04E-01 7,72E-03 3,33E-03 2,29E-04 2,26E-01 7,25E-04
I-Random 5,95E-04 3,49E-04 1,24E-01 4,80E-03 3,90E-03 2,66E-04 2,41E-01 1,08E-03
Ideal 3,25E-04 6,20E-03 1,22E+00 7,29E-04 1,70E-03 2,13E-03 9,12E-01 5,09E-04
Mga 1,41E-03 5,99E-04 1,69E-01 4,37E-03 4,45E-03 2,92E-04 3,12E-01 5,21E-04
5 I-Extremes 1,50E-03 9,08E-04 3,23E-01 1,61E-02 6,93E-03 3,52E-04 5,21E-01 2,34E-03
I-Centroid 2,03E-03 1,11E-03 3,05E-01 2,28E-02 7,29E-01 4,08E-04 5,47E-01 1,83E-03
I-Random 1,54E-03 9,76E-04 3,71E-01 1,66E-02 6,30E-03 3,54E-04 5,18E-01 2,12E-03
Ideal 1,44E-03 5,82E-03 1,21E+00 1,45E-03 2,93E-03 1,84E-03 1,02E+00 9,04E-04
Mga 1,32E-02 1,90E-03 4,50E-01 2,34E-02 1,04E-02 4,28E-04 5,63E-01 1,25E-03
10 I-Extremes 2,82E-03 1,42E-03 6,10E-01 1,83E-02 7,14E-03 5,13E-04 7,29E-01 3,75E-03
I-Centroid 2,88E-03 1,57E-03 6,70E-01 3,06E-02 9,47E-03 6,04E-04 7,60E-01 2,54E-03
I-Random 2,68E-03 1,44E-03 6,55E-01 2,15E-02 7,46E-03 5,21E-04 7,27E-01 3,66E-03
Ideal 3,28E-03 6,55E-03 1,28E+00 2,56E-03 4,12E-03 1,84E-03 1,17E+00 1,60E-03
Mga 3,34E-02 2,51E-03 8,87E-01 2,79E-02 1,87E-02 7,07E-04 7,53E-01 2,65E-03
20 I-Extremes 3,42E-03 1,56E-03 6,55E-01 2,21E-02 8,53E-03 1,05E-03 8,21E-01 7,14E-03
I-Centroid 2,97E-03 1,64E-03 6,61E-01 3,34E-02 7,39E-03 1,14E-03 8,59E-01 5,21E-03
I-Random 2,81E-03 1,46E-03 6,41E-01 1,94E-02 7,19E-03 1,03E-03 8,09E-01 6,75E-03
Ideal 5,33E-03 5,54E-03 1,19E+00 3,05E-03 3,49E-03 3,42E-03 1,30E+00 1,44E-03
Mga 3,91E-02 2,53E-03 8,88E-01 3,32E-02 2,56E-02 1,48E-03 8,90E-01 3,64E-03
DTLZ6 DTLZ7
Obj Algorithms GD IGD LD Con GD IGD LD Con
3 I-Extremes 2,79E-06 1,47E-05 9,34E-03 3,11E-08 5,11E-04 5,38E-03 1,39E+00 1,96E-04
I-Centroid 1,86E-06 1,72E-05 1,28E-02 2,06E-08 3,51E-04 2,39E-04 2,03E-01 1,33E-04
I-Random 2,77E-06 2,73E-04 5,34E-02 4,49E-08 9,69E-04 9,09E-03 1,98E+00 2,38E-04
Ideal 7,76E-06 2,30E-03 3,94E-01 4,49E-07 2,84E-04 2,24E-02 3,56E+00 2,54E-04
Mga 7,62E-06 5,92E-05 2,52E-02 3,00E-07 6,18E-04 1,01E-03 4,33E-01 4,77E-04
5 I-Extremes 1,85E-01 1,14E-03 2,92E-01 1,50E-06 2,67E-03 4,69E-03 1,89E+00 1,65E-02
I-Centroid 1,70E-01 1,62E-04 6,35E-02 2,63E-07 2,38E-03 2,31E-03 9,64E-01 1,33E-02
I-Random 1,28E-01 9,73E-04 2,59E-01 1,25E-06 3,25E-03 8,59E-03 2,80E+00 1,59E-02
Ideal 3,17E-04 1,89E-03 4,12E-01 5,85E-07 6,11E-03 3,89E-02 6,51E+00 2,32E-02
Mga 3,48E-01 1,52E-04 5,32E-02 7,80E-07 7,73E-03 5,15E-03 1,82E+00 2,39E-02
10 I-Extremes 1,08E-01 3,48E-03 6,92E-01 2,95E-05 1,14E-02 8,52E-03 3,23E+00 2,04E-01
I-Centroid 9,50E-02 1,07E-03 2,86E-01 3,97E-06 9,00E-03 8,10E-03 3,52E+00 1,90E-01
I-Random 1,15E-01 3,56E-03 6,65E-01 9,80E-05 1,43E-02 1,15E-02 4,49E+00 2,09E-01
Ideal 4,90E-04 8,37E-03 1,40E+00 7,50E-05 5,48E-02 6,67E-02 1,10E+01 2,80E-01
Mga 3,99E-01 1,11E-03 2,67E-01 1,45E-05 5,42E-02 1,35E-02 5,55E+00 3,21E-01
20 I-Extremes 8,03E-02 3,42E-03 7,40E-01 3,74E-02 2,33E-02 1,62E-02 4,40E+00 6,84E-01
I-Centroid 8,18E-02 1,19E-03 3,23E-01 8,50E-03 2,02E-02 1,75E-02 5,95E+00 6,91E-01
I-Random 1,01E-01 4,08E-03 7,01E-01 1,00E-01 3,01E-02 1,92E-02 6,95E+00 7,13E-01
Ideal 7,83E-04 8,19E-03 1,36E+00 1,03E-02 1,52E-01 9,45E-02 1,73E+01 1,41E+00
Mga 4,02E-01 1,18E-03 2,75E-01 9,71E-04 1,53E-01 2,85E-02 8,78E+00 1,02E+00
informações sobre as soluções anteriores (guiando alguns enxames para os extremos) com
a abordagem aleatória. Essa fusão apresentou uma abordagem robusta que gerou bons
resultados para problemas diferentes, como DTLZ2 e DTLZ7. Contudo, essa abordagem
sofre uma deterioração grande quando o número de objetivos se aproxima do número
de enxames, uma vez que apenas os extremos são tratados nesta situação. A principal
dificuldade do I-Multi foi enfrentada no DTLZ6. Todas as estratégias foram incapazes
de evitar os ótimos locais e geraram uma PFaprox com baixa convergência em direção à
PFreal.
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7.3 Discussão dos resultados
Esta seção apresenta um resumo das análises emṕıricas apresentadas neste caṕıtulo. Essa
discussão aborda duas diferentes visões dos resultados, a primeira destacando quais foram
os melhores métodos para cada conjunto de experimentos executados e a segunda discu-
tindo quais foram os melhores algoritmos para cada problema separadamente. A seguir
serão apresentadas as conclusões de cada conjunto de experimentos.
O primeiro conjunto de experimentos avaliou as técnicas baseadas em novas relações
de preferência. Nesse contexto, o algoritmo CDAS-MOPSO apresentou os melhores re-
sultados. Esse algoritmo consegue obter bons resultados em termos de convergência e
diversidade mesmo quando utilizado em problemas com grandes dimensões no espaço de
objetivos. Uma limitação do CDAS-MOPSO refere-se à escolha do parâmetro Si. Nem
sempre o mesmo valor do parâmetro consegue obter os melhores resultados em termos
de convergência e diversidade, sendo necessário definir o valor do parâmetro dependendo
do contexto que o algoritmo será utilizado. Além disso, apesar dessa técnica reduzir
a deterioração da busca também em termos de diversidade, o CDAS-MOPSO privile-
gia convergência. As técnicas de ranking propostas conseguiram reduzir a deterioração
quando utilizadas em um algoritmo MOPSO, mas seus resultados foram superados pelo
CDAS-MOPSO.
Os métodos de arquivamento foram propostos com o objetivo de melhorar o resul-
tado de algoritmos MOPSO explorando uma caracteŕıstica importante desses algoritmos.
Dentre os algoritmos propostos, o Arquivador Hiperplano e o Arquivador Ideal se des-
tacaram. Esses métodos mostram um grande poder de convergência, inclusive quando
aplicados em problemas com muitos objetivos. O Arquivador Distribúıdo conseguiu bons
resultados em termos de diversidade, especialmente em um problema com uma fronteira
desconexa. Além disso, foi mostrado que o Arquivador Hiperplano guia a busca do al-
goritmo MOPSO para uma região próxima do ponto de referência escolhido. Por fim,
um algoritmo MOPSO utilizando o Arquivador Ideal e diferentes métodos de escolha de
ĺıder se mostrou competitivo com o CDAS-MOPSO, com a vantagem que não é necessária
a escolha de uma parâmetro extra. Porém, da mesma forma que na análise do CDAS-
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MOPSO, tanto arquivadores proposto nesta tese, quanto os arquivadores da literatura,
privilegiaram a busca em termos de convergência ou em termos de diversidade. Não foi
posśıvel a definição de um método que consiga melhorar os resultados de um algoritmo
MOPSO em ambos os aspectos.
Visando produzir um algoritmo MOPSO que consiga bons resultados tanto em termos
de convergência quanto em diversidade, esta tese explorou uma abordagem com múltiplos
enxames. Assim, foi proposto um algoritmo, chamado de I-Multi, que compõe diferentes
métodos de arquivamento através de um algoritmo multi-swarm. Nesse algoritmo foram
utilizados os métodos de arquivamento Ideal e MGA. A análise emṕırica apresentada
neste caṕıtulo, configurou os principais parâmetros do algoritmo. Nessa configuração,
uma conclusão importante é que em geral, quanto maior é o número de exames, melhor é
o resultado do algoritmo. Além da configuração dos parâmetros, diferentes variantes do
I-Multi foram confrontadas com um algoritmo MOPSO usando o Arquivador Ideal e com
o Arquivador MGA. Os resultados mostraram que o algoritmo com múltiplos enxames
que combina os métodos de arquivamento supera os algoritmos que utilizam os métodos
de arquivamento separadamente. O I-Multi conseguiu melhorar os resultados dos arqui-
vadores tanto em termos de convergência e diversidade para a maioria dos cenários com
muitos objetivo.
A segunda análise refere-se a cada problema separadamente. Como discutido na
Seção 7.1.2 os problemas de benchmark da famı́lia DTLZ utilizados possuem diferente
caracteŕısticas. Nas seções anteriores foi discutido como cada algoritmo se comportou
em cada cenário. Essa discussão irá apresentar um conclusão geral sobre cada problema
DTLZ.
O primeiro problema utilizado foi o DTLZ2. Esse problema é utilizado para medir
a escalabilidade dos algoritmos quando o número de funções objetivo cresce. Para esse
problema, os algoritmos que privilegiam a convergência se destacaram. Os algoritmos
CDAS-fronteira e os métodos de arquivamento Ideal e Hiperplano obtiveram bons resul-
tados em termos de convergência no problema DTLZ2 mesmo com muitas funções obje-
tivo. O algoritmo que apresentou os melhores resultados nesse problema foi o I-Multi que
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superou o arquivador Ideal em termos de convergência e o arquivador MGA em termos de
diversidade. Em resumo, métodos que escolheram uma região do espaço de objetivos para
cobrir conseguiram bons resultados no DTLZ2. Além disso, o uso de múltiplos enxames
possibilitou uma melhora tanto tem termos de convergência, quanto de diversidade.
O problema DTLZ4 introduziu as maiores dificuldades para os algoritmos propostos
nessa tese. Esse problema possui um região do espaço de objetivos mais povoada. Essa
caracteŕıstica do problema induz a busca dos algoritmos a encontrarem somente pontos na
região povoada e não cobrirem toda a fronteira de Pareto. Para esse problema, o CDAS-
fronteira não obteve bom resultado, pois o uso da técnica CDAS guiou os o algoritmo para
a região mais povoada da fronteira de Pareto. Da mesma forma que no CDAS-fronteira,
o arquivador Ideal também ficou preso na região mais povoada, porém, o arquivador
Hiperplano obteve bons resultados em termos diversidade quando escolheu pontos de
referências nas regiões menos povoadas. O algoritmo I-Multi obteve os melhores resultados
em termos de diversidade e o uso de múltiplos enxames se mostrou mais indicado para
evitar as regiões mas densas do espaço de objetivos. Em resumo, é posśıvel obter bons
resultados para o para um problema com uma região densa guiando a busca para regiões
espećıficas do espaço de objetivos. Porém se a região escolhida for a região mais povoada
o algoritmo tende a concentrar em poucos pontos e perde muita diversidade.
O problema DTLZ6 possui múltiplos ótimos locais. Além disso, sua fronteira de
Pareto é definida por somente uma curva e não toda a superf́ıcies da esfera. Nessa caso, os
principais algoritmos propostos nesse trabalho obtiveram bons resultados. Tanto o CDAS-
SMPSO quanto os métodos de arquivamento conseguiram bons resultados em termos de
convergência, ou seja, conseguiram evitar os ótimos locais. Além disso, pela simplicidade
do formato da fronteira de Pareto esses métodos obtiveram bons valores em termos de
diversidade. O algoritmo I-Multi teve maiores dificuldades nesse problema. A estratégia
de utiliza diferentes múltiplos enxames foi útil para cobrir uma maior parte da fronteira de
Pareto, porém, o algoritmo não obteve um resultado tão bom em termos de convergência
e encontrou dificuldades em evitar alguns ótimos locais. Para um problema mais simples
com múltiplos ótimos locais, a estratégia de escolher regiões do espaço de objetivos e guia
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o enxames para essas regiões se mostrou a mais adequada.
Por fim, o problema DTLZ7 possui um fronteira de Pareto desconexa. O algoritmo
CDAS-SMPSO não obteve bons resultados. A estratégia de limitar a região de busca não
funcionou nesse cenário e o algoritmo obteve resultados piores que o algoritmo SMPSO.
Os métodos de arquivamento proposto conseguiram bons resultados em termos de con-
vergência, porém cobriram poucas fronteiras desconexas. O algoritmo I-Multi obteve
os melhores resultados. A estratégia de utilizar múltiplos enxames se mostrou útil em
cobrir várias subfronteiras, além disso o algoritmo consegui bons resultados em termos
de convergência. Assim, para um problema com fronteiras desconexas a melhor aborda-
gem é espalhar a busca por diferentes regiões do espaço de objetivos utilizando múltiplos
enxames.
7.4 Considerações finais
Esta tese buscou propor novos métodos especialmente projetados para a metaheuŕıstica
da Otimização por Nuvem de Part́ıculas Multiobjetivo aplicada a Problemas com Mui-
tos Objetivos. As técnicas propostas exploram diferentes aspectos da busca de algorit-
mos MOPSO e buscaram enfatizar caracteŕısticas importantes desses algoritmos. Este
caṕıtulo teve como objetivo validar todas as técnicas propostas através de diferentes
cenários com problemas com muitos objetivos. Os experimentos utilizaram uma meto-
dologia que combinou diferentes Problemas de Otimização com Muitos Objetivos através
de análises emṕıricas dos resultados de um conjunto de indicadores de qualidade. Nesta
análise, buscou-se identificar o comportamento das técnicas em termos de convergência e
diversidade variando-se o número de objetivos dos problemas.
Fazendo uma análise conjunta de todos os experimentos, conclui-se que as técnicas
especialmente projetadas para a Otimização com Muitos Objetivos melhoram os resulta-
dos da metaheuŕıstica MOPSO neste contexto. Em geral, é mais fácil conseguir um bom
resultado em termos de convergência, porém é posśıvel combinar diferentes técnicas com




Esta tese de doutorado explorou novas estratégias para a Otimização por Nuvem de
Part́ıculas, aplicadas na Otimização com Muitos Objetivos. Existem na literatura diversos
algoritmos que trabalham com problemas multiobjetivo, porém esses algoritmos enfrentam
diversos problemas quando esse número de objetivos cresce. Nosso trabalho estudou os
problemas enfrentados na Otimização com Muitos Objetivos.
Para o desenvolvimento dessas novas propostas, inicialmente este trabalho de douto-
rado executou uma pesquisa bibliográfica através da leitura, discussão e implementação
de diversos algoritmos publicados recentemente nas principais revistas e conferências da
área. Esses trabalhos relacionados abordaram temas como algoritmos evolucionários mul-
tiobjetivo, a otimização por nuvem de part́ıculas e a otimização multi/muitos objetivos.
Através de um amplo estudo da área três objetivos foram traçados: aplicar métodos da
Otimização com Muitos Objetivo em algoritmos MOPSO; desenvolver novos algoritmos e
métodos baseados na metaheuŕıstica MOPSO; efetuar uma análise emṕırica para validar
todos os algoritmos desenvolvidos. A partir desses objetivos, esta tese desenvolveu um
conjunto de métodos e algoritmos que buscaram explorar a criação de novas relações de
preferências, métodos de arquivamento e múltiplos enxames.
Dentre a exploração das novas relações de preferência foram propostos os algoritmos
CDAS-MOPSO [16] [7] e Ranking-SMPSO [13] [25]. Além disso, dois novos métodos
foram propostos, chamados de Balanced Ranking e Combinação de Ranking [8]. Outro
caminho explorou métodos de arquivamento de soluções não dominadas. Nessa etapa
foram desenvolvidos quatro novos métodos de arquivamento Arquivador Ideal, Arquivador
Distribúıdo, Arquivador Distribúıdo pela Busca [9] [7] e Arquivador Hiperplano. Por fim,
a última etapa desta tese explorou algoritmos MOPSO com múltiplos enxames, o que
gerou a proposta do algoritmo Iterated Multi-Swarm.
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Para validar todos os métodos propostos e para um melhor entendimento da difi-
culdade em se lidar com problemas com muitos objetivos foi realizado um conjunto de
estudos emṕıricos, tendo ênfase em se observar aspectos como a convergência em direção
da fronteira de Pareto e diversidade das soluções na busca dos algoritmos. Assim, este
estudo utilizou um conjunto de indicadores de qualidade e problemas de benchmarking
com muitos objetivos, que variaram entre 5 e 20 objetivos.
A conclusão com maior ênfase nesta tese é que é posśıvel reduzir a deterioração de
MOEAs em MaOPs através de técnicas espećıficas para a Otimização com Muitos Objeti-
vos. Além disso, a metaheuŕıstica MOPSO possui importantes caracteŕısticas que podem
ser exploradas com sucesso para reduzir essa deterioração.
Os algoritmos MOPSO que usam métodos da literatura conseguiram melhorar o de-
sempenho do MOPSO para Problemas com Muitos Objetivos, em especial o algoritmo
CDAS-MOPSO. Dentre os algoritmos e métodos desenvolvidos se destacam os Arqui-
vadores Ideal e Hiperplano. Esses métodos obtiveram bons resultados em termos de
convergência e diversidade em diferentes cenários com muitos objetivos. Eles foram com-
parados com diversos métodos de arquivamento da literatura e conseguiram obter me-
lhores resultados em diferente situações. O que se destaca nos métodos é a habilidade
em convergir para a fronteira de Pareto. Além disso, os resultados obtidos por um algo-
ritmo MOPSO que utiliza essas técnicas foram melhores do que os resultados do algoritmo
CDAS-MOPSO.
O algoritmo baseado em múltiplos enxames obteve os melhores resultados. A idea
de compor diferentes métodos de arquivamento através de múltiplos enxames se mostrou
mais eficiente do que usar um algoritmo MOPSO com os métodos separadamente. O
algoritmo I-Multi conseguiu bons resultados tanto em termos de convergência quanto em
diversidade em diferentes cenários com muitos objetivos.
8.1 Limitações
Apesar dos bons resultados obtidos pelos algoritmos desenvolvidos, este estudo encontrou
algumas limitações. A primeira limitação é referente a questão da convergência versus
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diversidade. Em geral, muitos algoritmos multiobjetivo enfrentam dificuldades em prover
tanto convergência quanto diversidade na busca. Essa questão se agrava em Problemas
com Muitos Objetivos, devido as dificuldades desses problemas. Nesse contexto, a mai-
oria dos métodos desenvolvidos e também dos métodos da literatura privilegiou um em
compensação ao outro. Os métodos como os arquivadores Ideal e Hiperplano, obtiveram
resultados muito bons em termos de convergência (inclusive em problemas com múltiplos
ótimos locais), porém encontram dificuldade em diversificar a busca. O algoritmo com
múltiplos enxames foi especialmente desenvolvido com o intuito de compor métodos de
arquivamento para obter bons resultados tanto em convergência como em diversidade e
houve uma melhora significativa nessa questão. Porém, ainda há espaço na pesquisa para
produzir um novo método que consiga introduzir tanto convergência quando diversidade
na Otimização com Muitos Objetivos, em especial em espaços de objetivos com um alto
número de funções.
Outra limitação é relativa aos problemas utilizados para validar os algoritmos. Ne-
nhuma técnica foi utilizada num problema real. Apesar de os problemas DTLZ serem um
importante parâmetro para a medição da qualidade dos algoritmos, é importante o uso
dos algoritmos desenvolvidos em problemas reais para testar a escalabilidade dos métodos
propostos.
Uma limitação importante na validação dos métodos propostos é enfrentada na es-
colha dos indicadores de qualidade. Como discutido no caṕıtulo anterior, existem di-
versas métricas de qualidade na literatura. Porém, como não há um consenso sobre as
melhores medidas que devem ser utilizadas os estudos desenvolvidos ficam limitados às
interpretações das medidas utilizadas. Por exemplo, muitas vezes, medidas tais como o
spacing e o GD privilegiam conjuntos de aproximação pequenos. Da mesma forma que
a medida Hipervolume [84] pode ser mal interpretada dependendo da localização do con-
junto de aproximação e da forma da fronteira de Pareto. Para atenuar essa limitação,




Vários trabalhos futuros podem ser desenvolvidos através de extensões dos métodos de-
senvolvidos neste caṕıtulo. São delineados alguns desafios futuros. Nos experimentos, foi
mostrado que as técnicas propostas conseguem obter bons resultados em Problemas de
Otimização com Muitos Objetivos. Porém, ainda existem algumas limitações, como a
dificuldade em se trabalhar com fronteiras desconexas e a falta de diversidade em alguns
problemas.
Motivado por essas dificuldades, pela busca de resultados melhores e pelo campo de
pesquisa ainda em aberto são propostos alguns trabalhos futuros. Baseado nos experi-
mentos, observa-se que dois fatores são importantes para se obter bons resultados com
muitos objetivos: reduzir o número de soluções não-dominadas que guiam a população
para a fronteira de Pareto e fazer uma boa escolha do ĺıder, que pode introduzir mais
convergência e mais diversidade na busca. A partir desses fatores alguns caminhos são:
Proposta de novos métodos para a escolha do ĺıder: Um caminho a ser se-
guido é propor novas métodos para a escolha dos ĺıderes que produzam comportamentos
no enxame que possibilitem bons resultados em problemas com muitos objetivos. Uma
estrtégia é guiar as part́ıculas para os ĺıderes mais próximos ao joelho da fronteira de
Pareto. Assim, as soluções no extremos são descartadas e menos soluções não-dominadas
são definidas. Para isto, dois métodos podem ser desenvolvidos:
a) Um método em que os ĺıderes são as soluções não-dominadas mais próximas à solução
ideal. Em cada iteração, é obtida a solução ideal, com os melhores valores dos objetivo
encontrados até então. A partir da definição da solução ideal, somente os ĺıderes próximos
a esta solução são considerados;
b)Um método em que cada solução selecione o seu ĺıder com o objetivo de se aproximar
do joelho da fronteira de Pareto. Nesse método, uma part́ıcula escolhe o seu ĺıder com
intuito de se movimentar para próximo do centro do espaço de objetivos. Assim, uma
solução em um extremo escolhe um ĺıder no outro extremo. Uma solução mais próxima
ao joelho, busca um ĺıder também próximo ao joelho.
Esses novos métodos de escolha do ĺıder são propostos não somente para serem aplica-
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dos em problemas com muitos objetivos, mas para melhorar os resultados dos algoritmos
MOPSO em todos os propósitos. Além disso, eles podem ser aplicados juntamente com
as técnicas para muitos objetivos discutidas em nosso trabalho.
Proposta de métodos para a redução do número de soluções não-dominadas:
Como discutido anteriormente, reduzir o número de soluções não-dominadas gera bons
resultados para problemas com muitos objetivos. Com muitas soluções não-dominadas é
mais dif́ıcil ter pressão em direção à fronteira de Pareto e é mais complicado se aproximar
desta fronteira. Podem ser obtidos novos métodos e novas relações de preferência que
guiem a busca para boas regiões da fronteira de Pareto, partindo do prinćıpio de tornar
dominadas soluções que não são interessantes, como por exemplo, soluções nos extremos
da fronteira de Pareto.
Novas abordagens com múltiplos enxames para problemas com muitos ob-
jetivos: As abordagens com múltiplos enxames obtiveram os melhores resultados nesta
tese. Porém, existem diversos tópicos que podem ser explorados. Primeiro, novos algorit-
mos podem ser propostos. Esses algoritmos podem compor os métodos de arquivamento
de diferentes formas, como por exemplo, se comunicar através de diferentes topologias ou
utilizar um arquivo externo compartilhado. Além disso, o algoritmo I-Multi possibilita
diversas extensões, como o reińıcio de sub-swarms que apresentem um desempenho pior
que os demais ou o desenvolvimento de novos métodos para as escolhas das sementes.
Multi-swarms hibridizados com abordagens de decomposição: Dentre os MO-
EAs, o MOEA/D se destaca pois consegue obter melhores resultados que os algoritmos
estado-da-arte para problemas com muitos objetivos. Porém, apesar de obter bons resul-
tados, esse algoritmo ainda sofre problemas quando aplicado a MaOPs. Assim, a ideia
é construir uma PSO multi-swarms baseado em decomposição em que a troca de in-
formações de cada população possibilite a otimização de problemas com muitos objetivos.
Melhoramento dos métodos ranking propostos: Os métodos de ranking pro-
postos apresentaram bons resultados iniciais. Porém eles ainda não foram comparados
com diferentes técnicas para muitos objetivos. Além disso, pode ser feito também um
amplo estudo comparando os métodos propostos com os rankings apresentados em [40].
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Dentre esses métodos, o Global Detriment apresenta uma ideia semelhante ao Balanced
Ranking, porém só leva em consideração a diferença máxima entre os objetivo e não leva
em consideração se a solução tem bons valores de objetivos.
Aplicação dos algoritmos desenvolvidos em problemas da Engenharia de
Software : A Engenharia de Software Baseada em Busca [15] utiliza algoritmos de busca
em problemas da Engenharia de Software. Dentre esses, é comum a existência problemas
que possibilitem a existência de mais de três funções objetivo. Esse trabalho futuro tem
como objetivo testar os métodos propostos num situação real e prover um melhor resultado
para os problemas da Engenharia de Software.
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