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Abstract 
Cloud computing is being widely promoted as the following paradigms and business solutions to the problems that 
most enterprise Information Technology (IT). Today it plays an important role in modern society and allows a 
wide range of applications from the infrastructure of social networks such system must cope with the increasing 
use of various loads and reflects the dependence of the interaction and community automated computer systems 
while the satisfactory quality of service (QoS) guarantees. Cloud computing is beneficial to the owner of the 
company, as it eliminates the need for operators to plan ahead for the provision of resources, enabling organizations 
to start small and increase the resource only if there is an increased demand for services. To understand the current 
and future challenges of a system of this type, there is a need to identify the key technology for future applications. 
This work aims to study the history of computing and identify how the use of Artificial intelligence (AI) and 
Internet of things (IoT) influence cloud computing in order to solve complex problems in the next generation of 
computing. In addition, the influence of new paradigms and technologies on Cloud Computing were identified and 
discussed with future research opportunities and an open challenge stand out. Furthermore, this article also 
provides a conceptual model for cloud futurologist to explore the influence that paradigms and emerging 
technologies to the evolution of cloud computing are proposed. 
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1. Introduction  
Cloud computing (CC) is the paradigm of IT services that enable users to get on-demand network access to a 
shared pool of resources is configured computing such as servers, storage, and applications [1] and also provide 
solutions that are flexible and cost-effective for many services through Internet [2]. Due to the rapid growth of 
cloud computing, has been adopted as an important utility in all aspects of society, from academia, government 
and industry. Characteristics such as dynamic cloud computing, metered access to a shared pool of computing 
resources have enabled the creation of new technologies and paradigms to meet the demands of emerging 
applications including scientific, health, agriculture, smart city and traffic management [3, 4]. The essential 
characteristics of the cloud-computing model include on-demand self-service, rapid elasticity, resource pooling 
and access to an extensive network. Cloud computing has gained a lot of popularity, which is mainly due to the 
following reasons, as discussed in [5]: advance commitments (i) of cloud computing have been eliminated by the 
end-user. (ii) Cloud computing has eliminated the overhead of manual planning, providing resources that are 
available on-demand, self-service, and the ability to scale as needed. Pay-as-you-go model has enabled the 
company to start small and increase its computing resources only when needed. Cloud computing services are set 
as, Software as a Service (SaaS), Platform as a Service (PaaS), Infrastructure as a Service (IaaS), Identity as a 
Service (IDaaS) and Networks as a Service (Naas). Cloud Storage as a service is a growing trend with features 
such as elastic, pay-as-you-go, business continuity with long-term retention and risk mitigation through disaster 
recovery [2]. 
Nowadays, to improve the organization's business strategies using historical data analysis techniques on them 
[6]. Some business sectors eg telecommunications and e-health have compliance requirements that bind them to 
keep historical data for a certain period [7]. Currently, the well-known cloud providers like Facebook, Google and 
Amazon Cloud utilize large-scale Data Center (CDC) for the provision of heterogeneous Quality of Service (QoS) 
requirements [8, 9]. In addition, the cloud computing platform is able to provide a unified interface over 
heterogeneous resources found on the Internet of Things (IoT) based application that improves the reliability of 
cloud services [10]. There is a need to sign a Service Level Agreement (SLA) between cloud users and providers 
to deliver the necessary services within the stipulated time and budget based QoS parameters such as time limits, 
reliability, availability, cost, safety and privacy [11]. To improve the reliability of cloud computing systems, there 
is a need to develop a new fault-tolerant mechanism, which can maintain the quality of cloud services for the 
hardware or software errors [12]. Furthermore, the new programming model such as serverless computing [135] 
allows new patterns of resource consumption, autonomously driven by the utilization of applications [6]. 
Lightweight virtualization technology provided by the container, it can improve utilization in the cloud, and enable 
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lower latency providing application environment [13]. Furthermore, the advent of fog computing reduce latency 
and response time in the processing of IoT devices but is still researching the challenges in this domain are not 
resolved effectively. The new provision of resources and scheduling of the policies needed to fog and cloud 
computing using Artificial Intelligence (AI) based on in-depth learning techniques to predict in advance the 
resource requirements for the different geographical sources [14, 15]. Cloud computing is emerging as a new tool 
for solving complex challenges faced by researchers Earth Sciences both in the context of computing and analysis 
[16]. However, innovations in the field of cloud computing require a revisit of paradigms (Artificial intelligence 
and Internet of Things) on cloud computing. Therefore, there is a requirement for a systematic review to evaluate, 
upgrade, and integrate the existing research presented in this field with respect to the emerging paradigms and 
technologies such as IoT and AI. This systematic review presents an updated study to evaluate and discover the 
research challenges based on the available existing research along with the evolution and history of computing 
systems as per new frontiers as an amalgamation of these technologies having a high impact on cloud computing 
and related domains. 
The objective behind this systematic review is to study the history of computing and identify how the rise of 
AI and IoT influence cloud computing in order to solve complex problems in the next generation of computing. 
Also, a conceptual model to explore the influence of paradigms and emerging Artificial Intelligence and IoT on 
the evolution of cloud computing is proposed. 
This study is structured as follows. Section 2 presents Computing paradigm: Definitions, evolution and 
technologies. Section 3 describes the controller (Artificial Intelligence and IoT) cloud computing. Section 4 
presents the impact of the new paradigm of technology and cloud computing with future research opportunities 
and an open challenge. Section 5 presents a conceptual model for cloud futurology. Finally, section 6 research 
conclusions are drawn. 
 
2. Computing paradigms: definition, Evolution and Related Technologies 
It made possible the technological progress in network speed and bandwidth of the emergence and evolution of 
distributed computing. It began in the 1960s in the message-passing communication between two or more 
computing resources. Then the local area network, ARPANET, and especially the introduction of email service 
marked the 1970s The use of distributed computing has undergone a major expansion that benefits from the 
availability of computing resources powerful and network speed to the public at low cost. Solving large complex 
problems is considered extremely difficult to resolve became possible. In this section, the main distributed 
computing paradigms shown in Figure 1. 
  
Figure 1. Main distributed computing paradigms 
1. Cluster Computing:  
Clusters are groups of independent computers collocated interconnected via a high-speed network [17], working 
closely so that in many ways, they form a single computer [18].  Clusters are naturally suited to systems that 
perform a large number of independent (or nearly independent) small stones [19]. Cluster components are 
generally, but not always, linked by fast through LAN [20]. All connected or loosely computers are considered a 
single system. The success of cluster computing is based on the use of low cost and commercial equipment and 
widely used software. And its main objective in the high-performance computing cluster is to reduce the execution 
time [3, 21]. In practice, each node in a cluster runs a local copy of a single processor operating system. Therefore, 
any management at the system must be done by "middleware" above the operating system [22]. 
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2. Grid Computing  
Grid computing is the sharing of computing resources (computers, clusters, parallel machines, ...) by a number of 
people and institutions in a flexible and secure environment [20]. It creates the illusion of a simple self-
management and powerful virtual machine on a large collection of heterogeneous systems and resources [23].  The 
objective is to enable the sharing of resources and coordinated problem-solving in dynamic, multi-institutional 
virtual organizations [24]. Clabby Analytics defines the grid as a distributed network architecture that detects and 
operates unused computing/storage resources found in a distributed computing environment [25]. Grid computing 
can be used in a variety of ways to approach various types of application requirements. There are a large number 
of projects in the world of work on the development Grids for different purposes at different scales to provide non-
trivial services to users [26].  
3. Peer to Peer 
In the peer-to-peer computing in contrast to client-server systems, each node acts as both a client and a server 
providing a part of system resources [27]. All client machines operate independently to join or leave the system 
freely. This implies that no master-slave relationship between the peers. No central coordination and no central 
database is needed. In other words, no peer machine has a global vision of the entire P2P system. The system is 
self-organization with distributed control without the need for central coordination by the central server [24]. The 
resources and shared services include the exchange of information, processing cycles, the cache storage and disk 
storage for files [28]. They are used in many application areas such as data transfer and storage of data, but the 
concept was popularized by file-sharing systems such as music-sharing application Napster [29]. 
4. The Cloud Computing  
A fundamental characteristic of cloud computing is the capability to deliver, on-demand, a variety of IT services 
that are quite diverse from each other. This variety creates different perceptions of what cloud computing is among 
users. Despite this lack of uniformity, it is possible to classify cloud computing services offerings into three major 
categories: 
 Software as a service (SaaS): The consumers are only provided with the capability to run the applications 
of the provider, but they have no control over the cloud infrastructures like operating system, servers, or 
storage. It also offers software functionality as a service without any maintenance and initial cost with 
high quality and an example of SaaS is Gmail [30]. 
  Platform as a service (PaaS): The consumers have the capability to deploy either own or acquired 
applications to the cloud. The consumer does not have any control over the cloud infrastructure but has 
control over the deployed application and an example of PaaS is Microsoft [31].  
 Infrastructure as a service (IaaS): The consumers can use the applications provided on the cloud without 
the need to download the application to the consumer’s computer. Consumers can manage the underlying 
infrastructure at the cloud such as virtual machines, the operating systems, and other resources an example 
of IaaS is Amazon[32].  
5. Edge Computing 
Edge computer is a natural extension of the architecture Content Delivery Network (CDN) [17] [33]. Davis [33] 
again pushes the application logic and processing the underlying data enterprise data centers to proxy servers to 
the "edge" of the network to achieve scalable web services and highly available [34] and for better efficiency and 
performance [34]. Computer Edge has several applications in different fields [35]. For G. Roussos et al [36] this 
displacement toward the edge of the computer is typical in widespread applications of calculation and is observed 
in a variety of related situations, especially with the wireless sensor networks. 
6. Ubiquitous, Pervasive, and Mobile computing  
Ubiquitous computing, which means "existing everywhere," is the method of enhancing computer use by making 
many computers available in the physical environment, but making them effectively invisible to the user [37, 38]. 
Its beginning was in laboratory and imaging electronics research Centre Xerox Palo Alto in the early 80s and it 
provides a framework for new and exciting research across the spectrum of computer science [37, 39, 40]. 
Ubiquitous began Palo Alto Research Center of Xerox. In 1991, Mark Weiser, director of technology, described 
the ubiquity of personal computers: "The most profound technologies are those that disappear They are woven 
into the fabric of everyday life until they are impossible to distinguish thereof [41]. His extensive use of video and 
audio, including voice communication, transform electronic interfaces in interpersonal relationships [38]. 
7. Jungle computing  
Jungle computing was introduced in 2011 by J. F. Seinstra et al [42] refers to the use of diverse, distributed and 
highly non-uniform high-performance computing systems to achieve peak performance [24]. This resulting 
distributed system, called Computing jungle system is both heterogeneous and hierarchical, potentially including 
grids, clouds, autonomous machines, clusters, office screens, mobile devices and supercomputers, possibly with 
accelerators such as GPU [43].  
8. Volunteer Computing  
Volunteer computing is often called desktop computing because it uses desktop PCs as computing resources 
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underlying [44]. Most volunteer computing platforms have the same structure: a client program runs on the 
volunteer computer. It regularly contacts the project servers on the Internet, demanding jobs and return the results 
of completed jobs. 
9. Service computing  
Service computing (or service-oriented computing) is "a way to develop services application systems as the basic 
elements" [45]. It is an effective approach to IT paradigm distributed and one of the key cloud computing used to 
model, build, operate and manage business services [46]. The service model calculation is based on a service 
registry, service consumer and service provider. It leads to a distributed computing model of interactions based on 
dynamic service. First, the service provider registers itself in the registry. The consumer services then discovered 
the register of the service and use it. 
 
3. The Internet of Things and Artificial Intelligence of cloud computing and their related works 
Cloud computing becomes intelligent computing with the emergence of innovative technologies and paradigms 
such as Artificial Intelligence and Internet of Things. 
 
3.1 Artificial Intelligence 
AI is the process to generate intelligent machines and perform tasks of human intelligence, such as decision making, 
speech recognition, and so on. This process of learning, reasoning and self-correction. Learning is the acquisition 
of information and data usage rules; the reasoning is the rules to reach approximate or final conclusions. The 
integration of AI provides the path to the collection of information up, analyze and appropriate learning that is 
used for many applications such as health, smart home, smart agriculture, and the intelligent vehicle and so on. It 
takes raw data as input and performs decision making, collecting raw data or input and finally gives the maximum 
power or the chances of success of an intention or a particular purpose [47]. There was more work to draw artificial 
intelligence techniques party to improve the performance of fog and cloud systems [48-51]. Various studies focus 
on best planning policies for cloud, virtualization algorithms, and distribution systems, among others. They use 
research methods such as genetic algorithms, machine learning and even supervised a deep reinforcement learning 
to maximize their objective functions [52, 53]. Amnesty International provides a lucrative avenue for optimizing 
large systems with huge amounts of data with the simplicity of engineering and efficiency by enabling automated 
decision making instead of human coded heuristics that provide decisions that are more effective quickly. Cloud 
computing is growing rapidly and become an important part of CDCs prominent industries such as Facebook, 
Microsoft, Google, Amazon [54]. 
Gil et al. [55] studied regarding intelligent machines it eliminates in many areas of work of a human being 
such as medical science, automatic detection devices, automatic driving vehicles and kitchen.  
 
3.2 Internet of Things (IoT) 
Information of things is a paradigm for the connection between the communication devices and human Internet as 
Internet Everything (IoE). Peripherals are capable of communicating with each other; it comprises smart home, 
smart vehicle and automotive [56]. As such, the IoT applications are able to operate across heterogeneous domains 
and enable rich analysis and management of complex interactions [13]. Thus, the IoT devices and the service are 
able to meet the challenges in a wide range of application areas, including eHealth, infrastructure, building 
management systems, manufacturing and transport [57, 58]. The Internet of things has several features of central 
devices for their operation. This includes (i) systems are often very dynamic and network members face volatility, 
where a device may appear and reaper across multiple networks [59]. (ii) They are very heterogeneous in terms of 
computing power and functional capacity, and as such system has to cope with a limited processing, memory and 
persistent storage [60] and (iii) The systems are managed and controlled by multiple stakeholders, which requires 
federal mechanisms for the secure management of data collected IoT [58]. Historically IoT applications have 
offloaded processing, and persistent storage to cloud services, but the number of "things" grows, these services 
fail to support demand in real-time IoT devices [59, 61]. Intelligent e-health applications are able to monitor the 
data of the patient in real-time, collecting data from implantable devices and easy to wear forming personal 
networks [62]. Furthermore, Fog activated IoT systems are adaptable and can change their behaviour according to 
the state determined by the collected sensor data. For example, an intelligent gateway collecting samples from a 
pacemaker can increase its sample prior to a heart attack, detected by means of pre-processing the fog layer [63]. 
The Internet of energy paradigm (IoE) introduced the concept of smart grids and energy management [64]. In 
addition, such a grid can provide safer, more reliable and robust power delivery, to meet the changing demands of 
consumers [65]. Chung et al. [66] described that the Internet is a huge source of generation amounts of data from 
IoT applications quickly accumulated. Atzori et al. [67] identified three categories of IoT that are oriented Internet-
oriented sensors and knowledge. 
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4. The influence of New Paradigms and Technologies on Cloud Computing along with their future research 
opportunities and open challenges. 
Cloud computing is changing very rapidly and a various number of researchers and academicians working actively 
to solve existing research challenges in the field of cloud computing. 
We also identified several areas of research related to cloud computing, which uses its available technologies 
and paradigms effectively to solve current problems. Figure 2 shows the research areas of the emergence of this 
study. 
  
Figure 2: Study Areas of Emergence 
 
We gave the foundation of paradigms and emerging technologies for researchers, academics and practitioners 
in this section and related future research directions and open challenges are presented at the end of each paragraph. 
 
4.1 Deep Learning 
Deep learning is a learning software engineering class machine that is based on learning from large data sets [52]. 
The heart of deep learning is to get interactive features high level from the raw data. Lately, deep learning was 
turned Reinforcement learning to help realize the field of deep learning reinforcement that offers hope in the 
development of the best models in the future [68].  The intersection of deep learning and cloud computing creates 
interesting applications in which the two fields complement each other should first discuss how cloud computing 
supports scientific data and move later to how deep learning was taking advantage of the various solutions to 
traditional problems in cloud computing [69, 70]. Moreover, Teerapittayanon. al [71] have demonstrated the use 
of edge devices and IoT end in the embodiment of a distributed formation of a depth of the neural network. Cloud 
computing also helps reduce power consumption deep neural networks, by reducing the size of the function 
obtained by fractionation of the network architecture between the mobile and cloud [72]. Nguyen et al. al [49] 
have developed a deep learning model to counter cyber-attacks in the context of mobile cloud kingdom. Li et al. 
al [73] have developed a system that uses the cloud and in-depth learning in order to minimize energy consumption 
by clouds clusters. Safety has always been the reason for adopting cloud impeding by users that can be treated 
using deep learning as many authors recently showed a persistent problem with cloud computing is the 
management and monitoring of large groups of clouds.  
Future research directions and challenges for Deep Learning are summarized as follows: 
1. How to enable deep learning on IoT devices to improve the actual performance of the world in artificial 
intelligence-based intelligent systems? 
2. A system overall healthcare chip based on deep learning is necessary for automatic diagnosis of heart 
disease in IoT integrated fog and IT environments. 
 
4.2 software-defined network 
It is necessary to allow the virtualization network concept in the clouds is called software-defined network (SDN) 
and use NRS to cloud computing by extending the idea of virtualization of all cloud resources such as network the 
storage and calculation [74]. In addition, it improves the abstraction of physical resources and the automation and 
optimization of the configuration process. NRS paradigm offers a platform to allow flexibility or agility in the 
network, which can create a profitable communication between modern cloud data centers. In addition, computer 
NRS based cloud reduces energy consumption while optimizing network virtualization. Virtualization Network 
Features (VNF) is another emerging paradigm network that transmits network functions such as load balancing 
and intrusion detection Domain Name Service (DNS) when running software applications [75]. Moreover, VNF 
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improves the elasticity of the network function and increases the flexibility and agility of the service, which further 
reduces the cost [75, 76]. There are various research challenges are still open for academics and researchers. First, 
it is necessary to provide the security mechanism for cloud computing based on NRS to secure the transfer of data 
between different cloud data centers [77]. Adel al. [78] developed a low-cost micro-based Raspberry Pi-data Centre 
for cloud computing software-defined, reducing costs, but service reliability is still questionable. Second, the 
balance between the cost and the power consumption still exists because of the replication of NRS enabled cloud 
infrastructure.  In the future, it is necessary to deploy a cloud-computing environment based on NRS, which can 
reduce energy consumption and increase reliability while providing a cost-effective way to network virtualization 
service.  
Future research directions and challenges for the software-defined network are summarized as follows: 
1. It is necessary to deploy a cloud-based environment using models of NRS learning AI, which can reduce 
energy consumption and increase reliability while providing network virtualization service profitably. 
2. It is necessary to provide the security mechanism for cloud computing based on NRS for secure data 
transfer between devices using CDCs IoT. 
 
4.3 Software Engineering 
Software Engineering (SE) and cloud computing are very similar paradigms. For example- SE Service-Oriented 
combines the best features of the services, cloud computing, and gives several advantages to the software 
development process and applications. The only difference between services-oriented SE and cloud computing is 
that -the If service-oriented focuses on architectural design (service discovery and composition) and cloud 
computing focus on effective service delivery users through virtualization of flexible and scalable resource and 
load balancing [163]. Software Engineering is evolving not only hardware technologies but also involves 
customers and software developers [79]. Cloud computing and virtualization allow users to create virtual machines 
and cloud services for projects and software with automatic management [80]. With cloud services, software 
development teams can combine the development, testing and delivery processes seamlessly. Cloud computing 
can improve the software engineering process as follows: 
 The development process can be accelerated. Cloud computing and virtualization offer sufficient 
computing resources, so developers can use multiple virtual machines rather than stick to a single physical 
machine. 
 Cloud computing enables the development activity in a parallel manner, as a time to install the necessary 
applications can be reduced by getting the cloud services, which can lead to a more efficient development 
process. 
Cloud computing offers new opportunities for software engineering researchers to explore the development 
of multilateral programs. Emerging technologies based on IoT and machine learning and artificial intelligence 
open a new software engineering research field and the major problem in these technologies manage the enormous 
amount and variety of data. This research also gives the opportunity for new research and new ways to manage 
data in the cloud, which translates to the start of improved technologies as fog Computer- first used by Cisco to 
expand infrastructure current cloud computing [81]. These new areas are new but highly dependent on software 
engineering. 
Future research directions and challenges for software engineering are summarized as follows: 
1. How to program the system "automatically" using artificial intelligence instead of writing software code 
manually? 
2. 1. To study the feasibility of software engineering solutions based on IoT on how organizations can 
deliver high-value business through technological commitments and operating strategy at the same time 
can generate a return on investment (ROI) by effectively using the possibilities of IoT in business. 
 
4.4 Quantum Computing 
Quantum computing is the branch of computer science in which we operate and exploit the laws of quantum 
mechanics to process the data. Classical computers cannot solve the problems of a certain size and complexity. 
Quantum computers take advantage of the superposition of phenomena and entanglement to solve difficult 
problems [82]. Layering is a phenomenon in which the quantum computer can be in several states simultaneously. 
Although the entanglement is the phenomenon to be a strong correlation between two or more quantum particles 
which are inseparable, even if they are separated by a large distance. Because of these two principles, a quantum 
computer can make great numerical calculations simultaneously. [38] Think of it this way: while a conventional 
computer works with ones and zeroes, a quantum computer will have the advantage of using zeros and "overlays" 
of ones and zeros [83].  Some difficult tasks that have long been thought impossible (or "intractable") for 
conventional computers will be achieved quickly and efficiently by a quantum computer. 
Future [82] addresses this area of research are: 
1. Learning and AI: Quantum computing can transform camp of machine learning too. Object detection is 
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very easy for human beings to collect different objects of photography. Programmers do not know how 
to write code that can infer many objects on their own. Machine learning is one approach to solving this 
problem algorithm that recognizes the objects to obtain a formation of large datasets. [84].  Quantum 
computers make these types of problems because they can easily make huge calculations simultaneously. 
2. Simulation of Material: Quantum computers are simulating possible, materials, equipment simulation 
field can lead to development in various IoT based applications in the robotics industry, chemical and 
optical [85].  
Future research directions and challenges for Quantum Computing are summarized as follows: 
1. Quantum computing can transform domain field of machine learning too. Object detection in which it is 
very easy for a man to choose different objects of photography. As programmers, do not know how to 
write code that can deduct many items by itself. Learning the machine is one approach to solve the 
problem in which the algorithms recognize objects get training on large data sets. 
2. Quantum computers are simulating possible, materials, equipment simulation field can lead to 
development in various IoT based applications in the robotics industry, chemical and optical. 
 
4.5 5G and beyond 
NGN not only promise very high data rates and low latency, but also universal coverage and massive IoT. Today, 
the dense network deployment is one of the effective strategies to meet the requirements of capacity and the fifth 
generation of connectivity (5G) cellular system [86]. 5G is the fifth-generation cellular mobile communications, 
preceded by 4G systems (LTE / WiMax), 3G (UMTS) and 2G (GSM). 5G is expected to provide high-speed data 
rates, reduced latency, reduced power consumption, cost, the capacity of the system capacity, and the simultaneous 
massive connectivity device [87]. One of the main objectives of 5G networks to support applications that require 
a high-density device. In this respect, mass communications concepts typewriter (MMTC), Enhanced Mobile 
Broadband (EMBB) and ultra-reliable communications with low latency (URLLC) are being developed to support 
these applications [87, 88]. 5G bring major advances in the network and communication systems by providing an 
ultra-high-speed data transmission which can be 100 times faster than existing 4G [89]. Edge computing as an 
evolution of cloud computing moves applications hosting paradigm of centralized data centers to the network edge, 
closer to the consumer and the data generated by applications [90]. Edge computing is considered one of the main 
factors to meet the demanding key performance indicators (KPIs) such as 5G up improved mobile broadband, low 
latency and massive connectivity. The revival of computationally intensive applications in the Internet of Things 
(IoT) era and the growing number of critical tasks in emerging networks is a major bottleneck in the design of 
communication systems in real-time, [88]. The advent of 5G and cloud computing will improve the capacity, 
functionality and flexibility of the network operators to offer a new range of services [86]. Data analysis on massive 
amounts of data collected from the massive number of sensors in the case Industrial use IoT can be managed 
profitably by analyzing data based 5G and AI, because of its high-speed data and low latency promises. 
Future research directions and challenges for 5G and beyond are as follows: 
1. Data analysis on massive amounts of data collected from the massive number of sensors in the IoT cases 
of industrial use can be managed cost-effectively using artificial systems based 5G. 
2. The applications of computing stimulating intensive in the IoT era and the growing number of tasks 
mission-critical in emerging 5G networks is a major bottleneck in the design of communication systems 
in real-time. 
 
4.6 Quality of Service and Service Level Agreement 
Quality of Service (QoS) is an important challenge for cloud computing systems that can predict system 
performance when running [9]. The QoS parameters such as execution time, cost, scalability, elasticity, latency, 
reliability, etc., can measure the performance of the computer system [91]. QoS parameters are defined using the 
Service Level Agreement (SLA), which is an official document signed between the user and the cloud provider 
based on various QoS parameters [157]. At that time, there are many IoT applications with different QoS 
parameters according to their field, purpose and the requirement with more stringent security requirements that 
can use blockchain and related technologies [92]. In addition, ALS can be measured using a measurement called 
SLA violation rate, which can estimate the actual SLA away from the necessary (Estimation / predicted) and 
decides the compensation for SLA violation [93]. QoS is gradually important when including cloud services, as 
the quality of service in damaging one of the services can dangerously affect the system's quality of service in its 
computer together. To provide an efficient cloud service, it is necessary to provide the required amount of cloud 
resources that can meet the quality of service of an application such as the budget, the response time and the time 
[94]. Therefore, cloud providers must ensure with enough supplies resources to avoid or reduce SLA violation rate 
to perform the user workloads into their deadline and budget. The future of the new generation of computer systems 
depends on the QoS resource management mechanisms, which can identify and meet the QoS requirements of the 
computer system [9, 54]. There are various research challenges [62, 95-97] are in effect that prevents the realization 
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of the quality of service effectively. First, there is an unavailability of cloud resources to run an application running, 
increasing the run time and reducing system performance. Second, it is necessary for an effective management 
mechanism SLA-aware resource reduces the SLA violation rate and maintain the performance of the computer 
system. Thirdly, there are different standards for different SLA cloud providers and there is a need for standard 
centralized SLA to achieve the common objective of the multi-cloud environment. Finally, it is necessary to find 
a compromise between the different QoS requirements due to a wide range of IoT applications running on cloud 
computing systems using AI-based techniques or prediction models supervision / unsupervised learning. 
Future research directions and challenges for QoS and SLA are summarized as follows: 
1. AI approaches have completely changed the landscape of the IoT applications, also mobile devices for 
transmission of application media of IoT has become very necessary for end-users. 
2. It is necessary to find a compromise between the different QoS requirements due to a wide range of IoT 
applications running on cloud computing systems. 
 
4.7 Fog Computing 
Fog calculation is in the form of distributed computing paradigm that acts as an intermediate layer between the 
IoT devices and cloud data centers [13]. Fog is a cloud supplement to, not a replacement. Fog can never completely 
replace the cloud that we still need to manage large or complex data problem. The fog only provides more or less 
that cloud services are not provided within the same period or latency requirements [98]. Fog reduces latency for 
applications that require fast response time (as real-time applications, namely the circulation system, emergency 
system, health system, etc.) are going to fog services instead of cloud computing services. However, it fails when 
the data is very cumbersome to handle by its local nodes [91].  Producing huge data by IoT devices is also the 
reason to accept IT paradigm fog that these data cannot be processed by the current cloud system, even with high 
computing capacity [99]. Beyond low latency, various services such as support for mobility, security, good 
performance and low bandwidth requirement are also provided by the fog. Fog usually provides an intermediate 
layer rich in resources between the terminals and the cloud system to achieve the above goals. It acts as a bridge 
between end-users and the cloud system. Fog nodes are also attached to the cloud using the Internet to use its food 
services and computer storage and it generally analyzes the data produced by these end devices and sensors [100]. 
Most existing job scheduling algorithms are based on heuristics [101, 102]. Other works use adaptive techniques 
to optimize investment decisions and migration [48]. In this regard, AI-based techniques can be utilized to provide 
more efficient and robust algorithms to improve investment and tasks directed to user needs. 
Future research directions and challenges for Fog Computing are summarized as follows: 
1. State of the art AI techniques can be used for the appropriate task scheduling on heterogeneous fog 
environments. 
2. Generic interfaces are required for the fog gateways to be able to interact with the plethora of IoT devices. 
 
4.8 Security and Privacy 
Recently, research and industry, there has been a massive transfer of personal computing in IoT, Edge and Cloud 
Computing to provide smarter and more effective services to end-users. For this great paradigm shift, many 
problems and challenges have emerged in the privacy and security for the data on these devices. Due to various 
characteristics of advanced IT as low latency, geographic distribution, mobility of the end device and the high 
treatment, heterogeneity, etc. [54, 99]. The security and confidentiality properties must be more robust and 
versatile. In addition, the diversity of applications and the heterogeneity of devices, it is difficult to develop 
software platforms seamlessly connected. To study these security measures and concerns in cloud and the IT 
paradigm fog, the following factors become important: (1) The trust and confidence of end-users (2) source 
authentication Internode and validation (3) Impenetrable communications between sensors, computing and brokers 
nodes (4) identification and protection systems against malicious attacks [103]. Security mechanisms must also 
take into account the existence of mobile devices using these data centers. 
Future research directions and challenges for Security and privacy are summarized as follows: 
1. AI on the basis of the current security techniques can be explored as the safety analysis grouping based 
on a model that is useful in mitigating DDoS attacks in server systems and detection systems intrusion. 
2. Due to the intrinsically decentralized nature of the fog of computers, many unforeseen security threats in 
the fog layer and IoT devices that are not a concern in cloud computing. 
 
5. A Conceptual Model for Cloud Futurology 
To solve the above problems, there is a conceptual model of the need to explore the influence of three new 
paradigms Internet of Things and artificial intelligence on the evolution of cloud computing. Figure 3 shows the 
conceptual model describing the effects of processing technologies and paradigms on the development of the cloud. 
The model incorporates the Internet of things and artificial to provide an overall view of an abstract design 
encompasses several areas of computer intelligence. Various components of the Internet of Things including 
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sensors and actuators communicate with the gateway, all connected by the 5G technology. The user interacts with 
the model using the application interface in the gateway device. Layer gateway also contains the engine basic data 
preprocessing and various IoT applications for generating jobs and collecting results transparently. Jobs are sent 
and managed nodes agent authenticate payments and other transactions with power modules and sophisticated 
resource management, backed fault tolerance and security systems. These nodes are also connected to the 
controllers and external database through NRS. Software engineering allows the end to end integration with cloud 
resource availability deployments based server without server frameworks. The model is enhanced by the 
technology of quantum computing. In general, the model incorporates and allows calculation using a lot of 
technological advances and provides an enhanced and holistic setting for the new generation of IT environments. 
 
Figure 3: A Conceptual model for Cloud Futurology. 
 
6.  Conclusions 
Cloud computing is an emerging paradigm, enabling on-demand, metered access to computing resources driving 
technological innovation and enabling geographically distributed applications. 
In this review study, a systematic reviewed of computing paradigms and technologies and the influence of 
IoT and Artificial Intelligence to the evolution of cloud computing have been presented. Further, the research areas 
related to the influence of new paradigms and technologies on cloud computing have been identified, discussed 
and their future research opportunities and open challenges are highlighted. Also, a conceptual model to explore 
the influence of emerging paradigms (IoT and Artificial Intelligence) on the evolution of cloud computing was 
proposed. We hope that this systemic review will be beneficial for other authors who want to do study in any area 
concerning cloud computing. 
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