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ABSTRACT
The distribution of the inner orbital periods of solar-type main-sequence (MS) triple star
systems is known to be peaked at a few days, and this has been attributed to tidal evolu-
tion combined with eccentricity excitation due to Lidov-Kozai oscillations. Solar-type MS
quadruple star systems also show peaks in their inner orbital period distributions at a few
days. Here, we investigate the natural question whether tidal evolution combined with secular
evolution can explain the observed inner orbital period distributions in quadruple stars. We
carry out population synthesis simulations of solar-type MS quadruple star systems in both
the 2+2 (two binaries orbiting each other’s barycentre) and 3+1 (triple orbited by a fourth star)
configurations. We take into account secular gravitational and tidal evolution, and the effects
of passing stars. We assume that no short-period systems are formed initially, and truncate
the initial orbital period distributions below 10 d accordingly. We find that, due to secular and
tidal evolution, the inner orbital period distributions develop tails at short periods. Although
qualitatively consistent with the observations, we find that our simulated orbital period dis-
tributions only quantitatively agree with the observations for the 3+1 systems. The observed
2+2 systems, on the other hand, show an enhancement of systems around 10 d, which is not
reproduced in the simulations. This suggests that the inner orbital periods of 2+2 systems are
not predominantly shaped by tidal and secular evolution, but by other processes, most likely
occurring during the stellar formation and early evolution.
Key words: (stars:) binaries (including multiple): close – stars: kinematics and dynamics –
gravitation
1 INTRODUCTION
It has been known for over a decade that the orbital period distribu-
tion of isolated solar-type main-sequence (MS) binaries is different
from their counterparts with tertiary companions. Specifically, the
presence of a tertiary star implies a peak in the period distribution
at ∼ 3 d, which is not present in the distribution of isolated binaries
(Tokovinin & Smekhov 2002; Tokovinin et al. 2006). This has been
attributed to shrinkage of the binary orbit due to tides enhanced by
high eccentricities, which are driven by secular Lidov-Kozai (LK)
oscillations (Lidov 1962; Kozai 1962; see Naoz 2016 for a review).
This process, known as LK cycles with tidal friction, has been stud-
ied in detail by numerous authors (Mazeh&Shaham1979; Eggleton
& Kiseleva-Eggleton 2001; Eggleton & Kisseleva-Eggleton 2006;
Fabrycky & Tremaine 2007; Hamers et al. 2013; Naoz & Fabrycky
2014; Toonen et al. 2016; Anderson et al. 2017; Bataille et al. 2018),
andmay be responsible for producing a large fraction of short-period
binaries that would otherwise not be expected to form due to the
larger sizes of the stars during the pre-MS.
Triple systems constitute about 10% of all stellar systems with
solar-type MS stars in the solar neighbourhood (e.g., Tokovinin
2014a,b). A smaller, but non-negligible fraction of stellar systems,
? E-mail: hamers@ias.edu
about 1%, is composed of quadruple star systems. The latter are
known to occur in the 2+2 (two binaries orbiting each other’s
barycentre) and 3+1 (triple orbited by a fourth star) configurations.
The long-term dynamics of hierarchical quadruple systems are com-
plicated, and have been considered by a number of authors (Pejcha
et al. 2013; Hamers et al. 2015; Vokrouhlický 2016; Hamers &
Lai 2017; Fang et al. 2018; Grishin et al. 2018a; Hamers 2018). In
particular, it has been shown that the efficiency to attain high eccen-
tricities in these quadruple systems is higher compared to equivalent
triples, i.e., if two stars would be replaced by a single star.
Similarly to triple stars, the inner orbital period distributions
of solar-type MS quadruple stars show an enhancement at a few to
several tens of days (Tokovinin 2008). Therefore, a natural question
is whether tidal friction combined with secular evolution can ex-
plain this enhancement, in analogy to triple star systems. Naively,
one might expect this process to be very efficient given the higher
efficiency to attain high eccentricities in quadruple compared to
triple stars. However, one should also take into account that the
secular evolution of these systems, in the parameter space in which
the enhancement is large, is typically chaotic (Hamers et al. 2015;
Hamers & Lai 2017; Grishin et al. 2018a), and the time-scale for
reaching high eccentricities can be long, i.e., longer than the MS
lifetimes.
The aim of this paper is to study the formation of close bi-
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Figure 1. Illustration of the types of systems considered in this paper in a
mobile diagram (Evans 1968). Top: the 2+2 configuration; bottom: the 3+1
configuration.
naries in solar-type MS quadruple systems through tidal and secu-
lar evolution. We assume that no short-period systems are formed
initially, and accordingly truncate the initial orbital period distribu-
tions below 10 d. We carry out population synthesis simulations of
quadruple stars in both the 2+2 and 3+1 configurations, taking into
account secular gravitational and tidal evolution, and the effects of
passing stars in the field.
The plan of the paper is as follows. In Section 2, we describe
the numerical algorithm used for our simulations. We illustrate two
notable consequences of tidal migration in quadruple systems in
Section 3. The initial conditions and assumptions for the population
synthesis simulations are discussed in Section 4. We present our
results in Section 5 and discuss them in Section 6, and we conclude
in Section 7.
2 NUMERICAL ALGORITHM
We model the long-term evolution of stellar hierarchical quadru-
ple systems in both the ‘2+2’ (two binaries orbiting each other’s
barycentre) and ‘3+1’ (a triple orbited by a fourth star) configura-
tions. An illustration of the configurations is given in Fig. 1. We
give an overview of our notation in Table 1, in which we also sum-
marize in the third column the assumptions made in the population
synthesis study (Sections 4 and 5). Throughout, we will refer to the
‘inner’ orbits as orbit 1 or 2 for the 2+2 configuration, and orbit 1
for the 3+1 configuration. The ‘outermost’ or ‘outer’ orbit is orbit 3
in both configurations, and the ‘intermediate’ orbit is orbit 2 in the
3+1 configuration.
Our numerical algorithm is similar to that of Hamers (2018),
with the exception that we do not use a dedicated code to model the
stellar evolution. Since our focus is on solar-typeMS stars, the stellar
parameters (mass and radius) do not change significantly during 10
Gyr, so it is reasonable to assume these parameters to be constant.
Below we give a brief description of the numerical algorithm. For
more details, we refer to Hamers (2018) and references therein.
2.1 Secular dynamical evolution
Tomodel the secular dynamics, we use SecularMultiple (Hamers
& Portegies Zwart 2016), which is a generalization of a code devel-
oped earlier for 3+1 quadruple systems (Hamers et al. 2015). The
SecularMultiple code is based on an expansion of the Hamil-
tonian of the system in terms of ratios of separations of orbits on
different levels (e.g., in Fig. 1, the small expansion parameters are
r1/r3 and r2/r3 for the 2+2 configuration, and r1/r2 and r2/r3 for
the 3+1 configuration, respectively, which ri is the separation of
orbit i). The Hamiltonian is subsequently orbit averaged, and the
orbit-averaged equations of motion are solved numerically. In the
integrations, we include terms up to and including octupole order
(third order in the separation ratios) for interactions involving three
binaries, and up to and including dotriacontupole order (fifth order
in the separation ratios) for pairwise interactions.
Post-Newtonian (PN) corrections are included in each orbit
to the 1 and 2.5PN orders (i.e., including relativistic precession,
and energy and angular-momentum loss due to gravitational wave
radiation). Any ‘cross’ terms, i.e., PN terms involving more than
one orbit simultaneously (Naoz et al. 2013), are neglected. We note
that although they are included for completeness, the 2.5PN terms
are not important for solar-type MS stars. The 1PN terms can be
important by quenching secular evolution due to apsidal precession
in the inner orbits.
2.2 Tidal evolution
Tidal evolution is modelled with the equilibrium tide model (Hut
1981; Eggleton et al. 1998). Specifically, we use equations (81)
and (82) of Eggleton et al. (1998), with the non-dissipative terms
X , Y and Z given explicitly by equation (10)-(12) of Eggleton &
Kiseleva-Eggleton (2001), and the dissipative terms V given ex-
plicitly by equations (A7)-(A11) of Barker & Ogilvie (2009). In
these equations, we include the effects of dissipative tides, orbital
precession due to tidal bulges, and orbital precession due to stellar
rotation (assuming uniform rotation, but allowing the spins to be
non-parallel to the orbit). The spin vectors of all stars are tracked
and the spins are not confined to be parallel with the orbit, although
we initialize the spins to be parallel with the orbit (i.e., the initial
obliquity θs,i = 0◦), with a spin period of Ps,i = 10 d.
We assume a constant viscous time-scale tV,i for the stars,
which we set to tV,i = 5 yr. The apsidal motion constants are set to
kAM,i = 0.014, and the gyration radii are set to rg,i = 0.08 (i.e., the
moment of inertia is Ii = rg,imiR2i ). The values for Ps,i , tV,i , kAM,i ,
and rg,i are adopted from Fabrycky & Tremaine (2007).
We remark that many uncertainties exist regarding the effi-
ciency of tidal dissipation (see, e.g., Ogilvie 2014 for a review).
In particular, we do not take into account dynamical tides, which
could be important at high eccentricities, when the orbits are close
to parabolic (Press & Teukolsky 1977; the transition eccentricity is
around 0.8, Mardling 1995). A more sophisticated tidal model, e.g.,
in which the equilibrium tide is used for low eccentricities and the
formalism of Press & Teukolsky (1977) for high eccentricities such
as in Moe & Kratter (2018), is beyond the scope of this paper.
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Symbol Description Initial value(s) and/or distribution in population synthesis
Quadruple
system
m1 Mass of the primary star in orbit
1.
1M
m2 Mass of the secondary star in
orbit 1.
m1q1, where q1 has a flat distribution and with0.1 < m2/M < 1.
m3 Mass of star 3. q2(m1 +m2), where q2 has a flat distribution, and with 0.1 < m3/M < 1.
m4 Mass of star 4. q2m3, and with 0.1 < m4/M < 1.
Ri Radius of star i. (mi/M)0.8 R (Kippenhahn & Weigert 1994)
Ps, i Spin period of star i. 10 d (Fabrycky & Tremaine 2007)
θs, i Obliquity (spin-orbit angle) of
star i.
0◦
tV, i Viscous time-scale of star i. 5 yr (Fabrycky & Tremaine 2007)
kAM, i Apsidal motion constant of star
i.
0.014 (Fabrycky & Tremaine 2007)
rg, i Gyration radius of star i. 0.08 (Fabrycky & Tremaine 2007)
Porb, i Orbital period of orbit i. (1) Gaussian distribution in log10(Porb, i/yr) with mean 5.03 and standard deviation 2.28 (Raghavan et al.
2010) or (2) an Öpic law (Öpic 1924; flat distribution in log10ai ). In both cases, the orbital periods range
between 10 and 109 d, and the systems are subject to dynamical stability constraints (Mardling & Aarseth
2001), and ai (1 − e2i ) > acrit for orbits 1 and 2 (2+2), or orbit 1 (3+1). Here, acrit is the semimajor axis
corresponding to an orbital period of 10 d.
ai Semimajor axis of orbit i. Computed from Porb, i and the mi using Kepler’s law.
ei Eccentricity of orbit i. (1) Rayleigh distribution between 0.01 and 0.95 with an rms width of 0.33 (Raghavan et al. 2010). (2) Flat
distribution between 0.01 and 0.95.
ii Inclination of orbit i. 0-180◦ (flat distribution in cos ii )
ii j Inclination of orbit i relative to
orbit j.
0-180◦ (flat distribution in cos ii j )
ωi Argument of periapsis of orbit
i.
−180-180◦ (flat distribution in ωi )
Ωi Longitude of the ascending
node of orbit i.
−180-180◦ (flat distribution in Ωi )
Flybys
Mper Mass of the perturbers. 0.1-80M with a Kroupa initial mass function (Kroupa et al. 1993), corrected for gravitational focusing
and a stellar age of 10 Gyr.
Zi Metallicity of perturbers. 0.02
n? Stellar number density. 0.1 pc−3 (Holmberg & Flynn 2000)
Renc Encounter sphere radius. 0, 104 au
σ? One-dimensional stellar veloc-
ity dispersion.
30 km s−1
Table 1. Description of important quantities and their initial value(s) and/or distributions assumed in the population synthesis (Section 5).
2.3 Flybys
We include the gravitational effects of stars passing by the quadru-
ple system using the impulsive approximation, i.e., the stars in the
quadruple system can be considered to be fixed in space whereas the
perturber imparts velocity kicks on each of the components. These
kicks lead to changes of the orbits, in principle affecting all orbital
elements, but most significantly the semimajor axes and eccentric-
ities of wide orbits (ai & 104 au). Our method for computing the
effects of impulsive flybys on the orbits of the system is the same as
in Hamers & Tremaine (2017) and Hamers (2018); for details, we
refer to the latter papers.
We adopt the same parameters as in Hamers (2018), i.e., we as-
sume a locally homogeneous stellar background with a number den-
sity n? = 0.1 pc−3 (Holmberg & Flynn 2000), a one-dimensional
velocity dispersion σ? = 30 km s−1, and a Kroupa mass function
(Kroupa et al. 1993) between 0.1 and 80 M , corrected for grav-
itational focusing and stellar evolution. The correction for stellar
evolution is carried out by replacing the initial mass with the final
mass after 10 Gyr of stellar evolution assuming solar metallicity and
using the SeBa stellar evolution code (Portegies Zwart & Verbunt
1996; Toonen et al. 2012) in AMUSE (Portegies Zwart et al. 2013;
Pelupessy et al. 2013). The radius of the sphere used to compute
the encounter rate and encounter properties, Renc, is set to either
Renc = 0 (no encounters), or Renc = 104 au, such that most en-
counters with the widest orbit (orbit 3) are impulsive, whereas not
too large as to be computationally too inhibitive. We reject sampled
encounters that are secular in nature (i.e., the speed of the perturber
is much slower than the orbital speed in the quadruple system), since
the effects of secular encounters are typically negligible compared
to those of impulsive encounters (Hamers, unpublished). We ne-
glect the effects of encounters in the intermediate regime between
secular and impulsive encounters, although some encounters in this
regime could be important (D’Onghia et al. 2010).
2.4 Stopping conditions
We impose a number of stopping conditions in our simulations.
When high eccentricities are reached in the inner orbits, Roche lobe
overflow (RLOF) can be triggered, leading to mass transfer, and
possibly to the coalescence of two stars. If the mass transfer and
MNRAS 000, 1–15 (2018)
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secular time-scales are comparable, then the resulting evolution can
be complicated, since the two effects are competing (RLOF tends
to circularize the orbits, and secular evolution tends to increase the
eccentricity). This complicated process is beyond the scope of the
paper. Instead, we simply check for the onset of RLOF in eccentric
orbits, and stop the simulation.
Furthermore, we stop the simulation when the system becomes
dynamically unstable. This is most likely to occur in 3+1 systems,
when orbit 2 is driven to high eccentricity due to the torque of orbit
3, driving dynamical instability of the orbit pair 1-2. If a dynamical
instability is triggered, then stars may collide or could become
ejected from the system, destroying the hierarchy of the system.
The implemented stopping conditions are as follows.
(i) One of the stars fills its Roche lobe, either after tidal evolution
in a circular orbit, or in an eccentric orbit.We use the fits of Sepinsky
et al. (2007), in particular, equations (47) through (52) evaluated at
periapsis, to determine the instantaneous Roche lobe radius. The
latter equations give the Roche lobe radius as a function of orbital
phase, spin frequency, eccentricity and mass ratio, as a correction to
the Roche lobe radius fits of Eggleton (1983) evaluated at periapsis
(i.e., a in Eggleton 1983 is replaced by a[1 − e]). We note that, for
MS stars, RLOF always occurs prior to a physical collision.
(ii) One of the orbit pairs becomes dynamically unstable. To
evaluate stability,we use the criterion ofMardling&Aarseth (2001),
which is assumed to be correct for quadruple systems if two of the
bodies are appropriately replaced by a single body. In the case of
2+2 systems, we apply the stability criterion to the 1-3 and 2-3 orbit
pairs; in the case of 3+1 systems, we apply the stability criterion to
the 1-2 and 2-3 orbit pairs (see also Section 4.2). We remark that a
breakdown of the secular equations of motion could already occur
before dynamical stability. This caveat is discussed in Section 6.4.
(iii) The age of the system exceeds 10 Gyr.
(iv) The CPU wall time exceeds 24 hr. Some systems, in par-
ticular for the 3+1 configuration, take excessively long to integrate
due to very short secular time-scales compared to 10 Gyr. Although
we terminate the integration of these systems for practical reasons,
we show below in Section 6.2 that the majority of these systems are
not expected to lead to tidal migration, and the stopping condition
therefore does not strongly affect our results.
We note that conditions (i) and (ii), which depend on the instan-
taneous orbital semimajor axes and eccentricities, are implemented
as root finding conditions within the set of ordinary differential
equations (which are solved using the CVODE routine, Cohen et al.
1996, which supports root finding). Therefore, there is no risk of the
stopping conditions being missed in the simulations due to a finite
number of output snapshots.
3 EXAMPLES OF TIDAL MIGRATION
Here, we discuss two notable examples of tidal migration as found in
the population synthesis simulations (Section 5). The initial condi-
tions of the two examples are listed in Table 2. For other parameters
such as the viscous time-scale, we refer to Table 1.
3.1 Double migration in a 2+2 system
First, we show in Fig. 2 an example for the 2+2 configuration in
which ‘double migration’ occurs, i.e., both orbits 1 and 2 shrink to
Porb,i < 10 d. In the figure, we plot, as a function of time in the top-
left panel, the semimajor axes (dashed lines), periapsis distances
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Figure 2. Example evolution of a 2+2 system in which both inner orbits
migrate to short periods. The initial conditions are given in the first row
of entries in Table 2. Top-left panel: the semimajor axes (dashed lines),
periapsis distances ai (1 − ei ) (solid lines), and stellar radii (solid, dashed,
dotted, and dot-dashed lines for stars 1 through 4) as a function of time. For
the orbits, thin red, thick blue and very thick green lines correspond to orbits
1, 2, and 3, respectively; for the stars, red, blue, green, and yellow lines
correspond to stars 1, 2, 3 and 4, respectively. Top-right panel: eccentricities
of the orbits, using the same colours and thicknesses as in the top-left panel.
Bottom-left panel: the ratio of LK time-scales equation (1). Bottom-right
panel: the relative inclinations of orbits 1 and 2 to their parent (i.e., i13,
thin red line, and i23, thick blue line). Refer to Section 3.1 for a detailed
description of the evolution.
ai(1 − ei) (solid lines), and stellar radii (solid, dashed, dotted, and
dot-dashed lines for stars 1 through 4). The top-right panel shows
the eccentricities, the bottom-left panel shows the ratio of LK time-
scales, i.e., (Hamers & Lai 2017)
R2+2 ≡
tLK,13
tLK,23
'
(
a2
a1
)3/2 (m1 + m2
m3 + m4
)3/2
, (1)
and the bottom-right panel shows the mutual inclinations of orbit
pairs 1-3 and 2-3.We note that, whenR2+2 is close to unity (roughly
speaking,within an order ofmagnitude), secularly chaotic behaviour
and particularly high eccentricities are to be expected (Hamers &
Lai 2017; similar behaviour applies to the 3+1 configuration in
terms of R3+1, see the second example below in Section 3.2).
Initially, orbit 1 is highly inclined with respect to orbit 3, with
i13,i ' 95.2◦. This triggers high-amplitude eccentricity oscillations
in orbit 1, which cause its semimajor axis to gradually decrease.
Consequently, the ratio R2+2 gradually increases. Initially, orbit 2
is inclined with respect to orbit 3 by i23,i ' 133.4◦, and the resulting
maximum eccentricities in orbit 2 are not sufficiently high to trigger
tidal migration. However, at ' 1400Myr, due to the tidal migration
of orbit 1, R2+2 reaches ∼ 0.1, and the two orbits (1 and 2) become
dynamically coupled due to secular resonances. Consequently, the
eccentricity is excited in orbit 2, causing tidal migration in that
MNRAS 000, 1–15 (2018)
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m1 m2 m3 m4 a1 a2 a3 e1 e2 e3 i1 i2 i3 ω1 ω2 ω3 Ω1 Ω2 Ω3
M M M M au au au deg deg deg deg deg deg deg deg deg
1.0 0.7 0.4 0.1 3.6 0.1 21.3 0.08 0.23 0.32 13.8 55.5 102.0 59.2 -77.9 -94.6 169.6 6.5 -128.6
1.0 0.2 0.9 0.7 0.7 82.8 5949.4 0.50 0.42 0.24 129.6 67.7 115.5 82.0 149.5 -106.8 40.5 85.9 153.7
Table 2. Initial conditions for the two example systems discussed in Section 3. The first (second) row of entries corresponds to the example shown in Fig. 2 (3).
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Figure 3. Example of a 3+1 system in tidal migration of the innermost orbit
brings the system into a different dynamical regime, resulting in enhanced
eccentricities of orbit 2. The initial conditions are given in the second row
of entries in Table 2. See the caption of Fig. 2 for an explanation of the
colours and line styles used, and Section 3.2 for a detailed description of the
evolution. Here, the bottom-right panel shows the ratio of LK time-scales
equation (2). In the top-left and top-right panels, the dark blue-dotted lines
show the periapsis distance and eccentricity of orbit 2, respectively, based
on a semianalytic calculation of the maximum eccentricity of orbit 2 using
the method described in section 3.4.2 of Hamers et al. (2015).
orbit, and which initially decreases R2+2. As orbit 1 continues to
shrink, R2+2 increases again. Finally, the orbits circularize due to
tides with a1,f ' 4×10−2 au, and a2,f ' 1×10−2 au. This example
shows that tidal shrinkage of one orbit can trigger the second orbit
to shrink as well. Due to the gradual shrinkage of the first orbit,
secular resonances are almost guaranteed to occur. Note, however,
that the occurrence of this phenomenon does require R2+2 to pass
within roughly an order of magnitude during tidal migration.
3.2 Switching of dynamical regimes due to migration in a
3+1 system
In the second example, we show how tidal migration in the inner
orbit of a 3+1 system can bring the system into a different dynamical
regime. We show the evolution in Fig. 3, which is similar to Fig. 2,
except that the bottom-left panel now shows the ratio of LK time-
scales (Hamers & Lai 2017)
R3+1 ≡
tLK,12
tLK,23
'
(
a32
a1a23
)3/2 (
m1 + m2
m1 + m2 + m3
)1/2 m4
m3
(
1 − e22
1 − e23
)3/2
.
(2)
Orbits 1 and 2 are initially mildly mutually inclined, i.e., i12,i '
75.0◦. Nevertheless, since orbit 1 is relatively tight (a1,i ' 0.7 au),
the maximum eccentricity reached during the secular oscillations
is high enough to gradually shrink it, thereby gradually increas-
ing R3+1, which was initially small (R3+1 ' 2 × 10−3). Af-
ter ' 4500Myr, orbit 1 shrinks significantly, increasing R3+1 to
R3+1 ∼ 10−1. At the same time, the eccentricity oscillations in
orbit 2, which initially had small amplitude, increase significantly,
with e2 reaching e2 ' 0.97. The enhanced eccentricity of orbit 2 has
some effect on orbit 1; around 6000Myr, orbit 1 is slightly excited
in eccentricity, but due to tidal evolution it immediately circularizes.
This process, which causes several ‘bumps’ in a1 around 6000Myr,
continues several times until a1 becomes small enough to become
completely decoupled from orbit 2.
The enhanced eccentricity of orbit 2 after tidal migration of
orbit 1 can be understood by noting that the eccentricity oscillations
in orbit 2 due to the secular torque of orbit 3 are initially (partially)
quenched due to apsidal precession imposed by orbit 1. This phe-
nomenon is the same as described by Hamers et al. (2015). Orbits 2
and 3 are initially inclined by i23,i ' 81.2◦; therefore, eccentricity
oscillations with amplitude ∼
√
1 − 5/3 cos2(i23,i) ' 0.98 are to be
expected. However, due to apsidal precession induced by orbit 1, the
actual maximum eccentricity reached is ' 0.46. This is reproduced
with the dark blue dotted line in Fig. 3, which shows a semiana-
lytic calculation of the maximum eccentricity of orbit 2 using the
method based on the secular Hamiltonian described in section 3.4.2
ofHamers et al. (2015; the approach is similar to the analyticmethod
to compute the maximum eccentricity in the presence of additional
sources of apsidal motion in triple systems, see, e.g., Blaes et al.
2002; Wen 2003; Thompson 2011; Liu et al. 2015; Grishin et al.
2018b). After orbit 1 shrinks, the apsidal precession rate imposed
by orbit 1 on orbit 2 decreases, thereby increasing the maximum
eccentricity in orbit 2 to ' 0.97, close to the expected value in the
equivalent three-body case. Before and after tidal migration, the
semianalytic calculation (dark blue dotted line) is consistent with
the numerical solutions to the equations of motion.
In this example, the enhanced eccentricity of orbit 2 in response
to the shrinking of the innermost orbit does not dramatically affect
the resulting evolution (although, as noted above, the final semi-
major axis of the innermost orbit is somewhat decreased). There
are, however, other cases (not shown explicitly here) in which the
eccentricity of orbit 2 can become large enough after tidal migra-
tion of the innermost orbit to trigger dynamical instability of the
system. This shows that dynamical instability in 3+1 systems can be
triggered not only by mass loss in evolving systems (e.g., Hamers
2018), but also due to tidal evolution during the MS.
MNRAS 000, 1–15 (2018)
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4 POPULATION SYNTHESIS SET-UP
In this section, we describe the methodology used to generate the
systems for the population synthesis simulations. A summary is
given in the third column of Table 1.We sample NMC = 103 systems
for the 2+2 and 3+1 systems, both with and without the effects of
flybys (Section 2.3), and with two different assumptions about the
orbital distributions.
4.1 Masses
Our focus is on systems with solar-type MS stars. We set the mass
of the primary (most massive) star to m1 = 1M . The MS time-
scale for this mass (and assuming solar metallicity) is ' 10Gyr,
which is also the integration time in our simulations. The secondary
mass, m2 (m2 < m1), is sampled from a flat mass ratio distribution,
q1 = m2/m1 (Sana et al. 2012; Duchêne & Kraus 2013; Moe &
Di Stefano 2017). From m1 and m2, we sample m3 according to
m3 = (m1+m2)q2, where q2 has a flat distribution. Lastly, we sample
m4 according tom4 = q2m3. We reject any sampled combination of
masses m2, m3, and m4 if the masses do not satisfy the restrictions
0.1 < mi/M < 1 for i = 2, 3, 4. We note that this approach implies
that the masses of stars 3 and 4 are correlated with those of stars 1
and 2.
4.2 Orbits
We adopt two different assumptions about the orbital distributions,
in order to establish the sensitivity of our results on the underlying
assumed distributions. In case (1), we draw three orbital periods
from a Gaussian distribution in log10(Porb,i/yr), with a mean of
5.03 and a standard deviation of 2.28, and 1 < log10(Porb,i/yr) < 9
(Raghavan et al. 2010). The lower limit is approximately the pe-
riod for which the stars are expected to merge during the pre-MS.
The upper limit of 109 yr is 10 times lower than the usual limit of
1010 yr in order to better match observed quadruple systems (see
Section 4.3 below). The corresponding semimajor axes are com-
puted according to the configuration using Kepler’s law. In addi-
tion, three eccentricities are drawn from a Rayleigh distribution
between 0.01 and 0.95 with an rms width of 0.33 (Raghavan et al.
2010). In case (2), we adopt Öpic’s law (Öpic 1924), i.e., flat dis-
tributions in log10(ai), subject to the same orbital period ranges,
i.e,. 1 < log10(Porb,i/yr) < 9. The eccentricity distributions are
assumed to be flat in this case, again with 0.01 < ei < 0.95.
In both cases, we impose stability criteria to ensure that the
systems are dynamically stable using the criterion of Mardling &
Aarseth (2001; implicitly assuming that this criterion also applies
to quadruple systems). Note that He & Petrovich (2018) recently
reinvestigated the criterion ofMardling&Aarseth (2001), and found
that it predicts stability against ejections reasonably well for a wide
range of parameters. We also impose conditions to ensure that the
inner orbits would not evolve due to tides in the absence of secular
evolution (i.e., as isolated binaries). Specifically, let the criterion
of Mardling & Aarseth (2001), as applied to a triple system with
the inner and outer orbits indicated with ‘in’ and ‘out’, respectively,
be denoted with aout/ain > fMA01(min,mout, eout), where the latter
function is given by
fMA01(min,mout, eout) ≡ 2.81 − eout
[(
1 +
mout
min
)
1 + eout√
1 − eout
]2/5
.
(3)
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Figure 4. Cumulative distribution comparison of the (initial) orbital periods
sampled from the case 1 sampling method described in Section 4 (Gaussian
distributions in the logarithmic periods and Rayleigh eccentricity distribu-
tions; solid lines) to observational data satisfying similar requirements from
the MSC (Tokovinin 1997, 2018b; dashed lines). The top (bottom) panel
corresponds to the 2+2 (3+1) configuration. Orbits are indicated with differ-
ent colours: red, blue, and green for orbits 1 through 3, and with increasing
line widths. The number of systems in the MSC is indicated in the top right
of each panel.
For 2+2 systems, we impose
a2/a1 > fMA01(m1 + m2,m3 + m4, e3); (4a)
a3/a2 > fMA01(m3 + m4,m1 + m2, e3); (4b)
a1
(
1 − e21
)
> acrit; (4c)
a2
(
1 − e22
)
> acrit, (4d)
whereas for 3+1 systems, we require
a2/a1 > fMA01(m1 + m2,m3, e2); (5a)
a3/a2 > fMA01(m1 + m2 + m3,m4, e3); (5b)
a1
(
1 − e21
)
> acrit. (5c)
Here, acrit is the semimajor axis corresponding to the smallest al-
lowed orbital period of 10 d. The restrictions on the semilatus recti,
ai
(
1 − e2i
)
, ensure that the inner orbits do not shrink to an orbital
period less than 10 d due to tides. This implies that any shrinkage of
the inner orbits to less than 10 d observed in the simulations can be
fully ascribed to secular evolution (i.e., tides triggered by enhanced
eccentricity due to secular evolution).
The initial orbital orientations for all configurations are as-
sumed to be random, i.e., for each orbit i, flat distributions are
assumed for cos(ii), ωi and Ωi , where ii , ωi and Ωi are the incli-
nation, argument of periapsis, and longitude of the ascending node,
respectively, of orbit i (the orbital elements are defined with respect
to an arbitrary fixed frame).
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Figure 5. Similar to Fig. 4, now for the case 2 sampling method (flat
distributions in log10 ai and ei ).
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Figure 6. Similar to Fig. 4, here comparing the distributions of the four
masses. Note that the mass distributions are the same for the two adopted
orbital sampling methods.
4.3 Comparison to the Multiple Star Catalogue
The statistics of orbital properties of quadruple star systems are
much less constrained than those of isolated binary (and triple)
stars. Nevertheless, here we briefly compare the distributions of
sampled systems to observations. We take data from the Multiple
Star Catalogue (MSC; Tokovinin 1997, 2018b), selecting systems
with primary masses 0.5 < m1/M < 1.5 and all orbits known,
giving 87 (66) systems for the 2+2 (3+1) configuration.We compare
our samplingmethodology to theMSC in terms of the orbital period
distributions (Figs. 4 and 5), and the mass distributions (Fig. 6). In
these figures, the top (bottom) panel corresponds to the 2+2 (3+1)
configuration.
The first orbital sampling method (lognormal orbital period
and Rayleigh eccentricity distributions; see Fig. 4) agrees reason-
ably with the MSC for periods & 103 d. There is a clear excess
of systems with inner periods between ∼ 1 and ∼ 102 d, as noted
before by Tokovinin (2008). Evidently, our aim in Section 5 is to es-
tablish whether tidal migration coupled with secular evolution can
reproduce such an excess of short-period systems. The second sam-
pling method (flat distributions in log10 ai and the eccentricities;
see Fig. 5) compares less favourably to the MSC at periods& 103 d,
especially for the outermost orbits.
Themedianm1 in the extracted sample of theMSC agrees with
the assumed m1 = 1M (see Fig. 6). The other observed masses,
m2,m3 andm4, tend to be somewhat larger than the sampledmasses.
However, we do not anticipate a very strong dependence of our
results on the masses.
5 POPULATION SYNTHESIS RESULTS
Here, we present the results from the population synthesis simula-
tions. The initial conditions were discussed in Section 4. We first
focus on the occurrences of tidal migration and other outcomes
(Section 5.1). We then consider the inner orbital period distribu-
tions mediated by tidal and secular evolution (Section 5.2). Other
orbital properties are considered in Section 5.3, and in Section 5.4
we discuss the migration times.
5.1 Outcome fractions
In Table 3, we show the fractions of various outcomes in the simu-
lations. We distinguish between the following outcomes, which are
partially based on the stopping conditions (Section 2.4).
• Migration of an inner orbit, i.e., Porb,i < 10 d, where i can be
1 or 2 for the 2+2 configuration, or 1 for the 3+1 configuration.
• RLOF in orbit 1 or 2 (2+2 configuration), or orbit 1 only (3+1
configuration).
• Dynamical instability in orbit 1 or 2 with respect to their parent
according to the criterion of Mardling & Aarseth (2001). Note that,
in the 2+2 configuration, the parent to orbits 1 and 2 is orbit 3,
whereas for the 3+1 configuration the parent of orbit 1 is orbit 2,
and the parent of orbit 2 is orbit 3.
• One or more of the orbits in the quadruple system (typically,
the outer orbit) become unbound due to an impulsive encounter.
This is a rare occurrence, and evidently only applies if Renc > 0.
• The integration time exceeds the set CPU wall time of 24 hr
(Section 2.4). These systems potentially present an uncertainty in the
results. However, we show below in Section 6.2 that this likely does
not affect the final orbital period distributions in the simulations.
• In all other cases, we mark the outcome as ‘no migration’.
For each outcome, we show the corresponding fraction, based on
the NMC = 103 simulations, for the 2+2 and 3+1 configurations,
and various sets of simulations: with the first (‘Orb. Distr. (1)’) and
second (‘Orb. Distr. (2)’) assumptions about the orbital distributions
(see Section 4.2), and with (‘F’) and without (‘NF’) the inclusion
of flybys. Also, we show fractions after 10 Gyr of evolution (if
applicable; otherwise, the end time is the stopping condition time),
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Fraction
2 + 2 3 + 1
tx 10 Gyr tx 10 Gyr
Orb. Distr. (1) Orb. Distr. (2) Orb. Distr. (1) Orb. Distr. (2) Orb. Distr. (1) Orb. Distr. (2) Orb. Distr. (1) Orb. Distr. (2)
NF F NF F NF F NF F NF F NF F NF F NF F
NoMig. 0.790 0.772 0.842 0.805 0.763 0.727 0.822 0.764 0.507 0.576 0.577 0.590 0.420 0.535 0.521 0.528
Mig.O1 0.015 0.019 0.034 0.041 0.019 0.025 0.034 0.041 0.093 0.084 0.131 0.122 0.104 0.086 0.144 0.131
Mig.O2 0.026 0.032 0.025 0.024 0.028 0.038 0.030 0.027 — — — — — — — —
Mig.O1 + O2 0.002 0.001 0.004 0.004 0.002 0.003 0.004 0.006 — — — — — — — —
RLOFO1 0.055 0.063 0.033 0.043 0.059 0.073 0.038 0.056 0.141 0.142 0.117 0.119 0.152 0.151 0.127 0.131
RLOFO2 0.106 0.098 0.053 0.053 0.115 0.109 0.057 0.061 — — — — — — — —
Dyn. Inst.O1 0.001 0.006 0.003 0.018 0.001 0.012 0.004 0.022 0.127 0.138 0.100 0.105 0.138 0.142 0.102 0.118
Dyn. Inst.O2 0.002 0.007 0.002 0.011 0.002 0.010 0.002 0.021 0.027 0.027 0.018 0.039 0.029 0.040 0.019 0.056
Unbound Flyby — 0.001 — 0.001 — 0.001 — 0.001 — 0.000 — 0.000 — 0.000 — 0.000
Time exceeded 0.003 0.001 0.004 0.000 0.011 0.002 0.009 0.001 0.105 0.033 0.057 0.025 0.157 0.046 0.087 0.036
Table 3. Fractions of outcomes from the population synthesis calculations. Columns 2-9: 2+2 systems; columns 10-17: 3+1 systems. Fractions are shown after
a random time (indicated with the columns tx ) or after 10 Gyr of evolution (if applicable; otherwise, the end time is the stopping condition time). Results are
shown for the first (‘Orb. Distr. (1)’) and second (‘Orb. Distr. (2)’) assumptions about the orbital distributions (see Section 4.2), and without the inclusion of
flybys (‘NF’), or with inclusion (‘F’). The fractions in each column are obtained from NMC = 103 simulations, and are rounded to three decimal places. Each
row corresponds to a different outcome; see the text in Section 5.1 for a description. Note that some outcomes do not apply in the simulations (indicated with
‘—’): unbound systems due to flybys in the ‘NF’ cases, and, for the 3+1 configuration, migration in orbit 2, migration in both orbits 1 and 2, and RLOF in orbit
2.
or after a random time between 0 and 10 Gyr (tx), appropriate for
continuous star formation.
The most likely outcome in all cases is ‘no migration’. Note
that the eccentricities may still have been excited (see Section 5.3.2
below). In a few per cent for the 2+2 systems, and in up to ∼ 14%
for the 3+1 systems, tidal migration occurs in orbit 1 or 2. In the 2+2
configuration, double migration, of which we showed an example
in Section 3.1, occurs in a few tenths of per cents, i.e., is relatively
rare. RLOF is triggered in up to ∼ 11% for the 2+2 systems, and ∼
15% for the 3+1 systems. In the 2+2 systems, dynamical instability
rarely occurs, which can be understood by noting that dynamical
instability can only be triggered in our simulations by flybys, or,
more rarely, if the outer orbit eccentricity, e3, is enhanced, which
can only occur due to high-order terms (higher than quadrupole-
order), and therefore only in compact systems. For the 3+1 systems,
dynamical instability is relatively common for the orbit 1-2 pair (up
to ∼ 14%). This can be attributed to enhanced eccentricity of orbit
2 if it is inclined relative to orbit 3. As noted above, the unbinding
of the system due to flybys rarely occurs. The run time is exceeded
mostly for 3+1 systems, and this is further addressed in Section 6.2.
There are typically nomajor differences between the results for
the two assumptions about the orbital distributions (Orb. Distr. (1)’
and ‘Orb. Distr. (2)’). Typically, the second assumed orbital distri-
butions (flat distributions in log10 ai and ei) tend to lead to fewer
stronger interactions (the ‘no migration’ fractions are larger, and all
other fractions are lower). This can be attributed to the generally
wider orbits compared to the first assumed orbital distributions (see
Section 4.2). As can be natively expected, flybys tend to increase
the occurrence of strong interactions (decreasing the no-migration
fractions, and increasing the others).
5.2 Inner orbital period distributions
In Fig. 7, we show histograms of the inner orbital period distri-
butions in the simulations. The data shown correspond to the ‘no
migration’ and ‘migration’ outcomes of Table 3. For the 2+2 config-
uration, wemake a distinction between orbits 1 (thicker black lines),
and 2 (thinner red lines). Initial (final) distributions are shown with
dashed (solid) lines. The four sets of panels (each set containing
two panels for the two configurations) correspond to whether or not
flybys were included, and which orbital distribution was assumed,
indicated above the top panel.
We first note that the inner orbital periods for the 3+1 con-
figuration tend to be shorter compared to the 2+2 configuration,
although the underlying distributions for all orbits were assumed to
be the same. This can be ascribed to the requirement of dynamical
stability and the hierarchy of the system: for 2+2 systems, only two
tiers (or levels) of orbits need to fit within ∼ 10 decades of orbital
period, whereas for the 3+1 configuration, three tiers need to fit
within the same orbital period range. This was illustrated in Figs. 4
and 5, which also show that this property is consistent with observed
quadruple systems.
For both configurations, the initial orbital period distributions
were cut off at 10 d; evidently, due to tidal and secular evolution,
the distributions develop tails at periods below 10 d, similar to
previous Monte Carlo studies of tidal migration in triple systems
(Fabrycky & Tremaine 2007; Perets & Fabrycky 2009; Naoz &
Fabrycky 2014). These tails are more prominent for the 3+1 systems
compared to the 2+2 systems, which is also reflected by the higher
migration fractions for the 3+1 configuration in Table 3. This can
be attributed to two effects: (1) typically tighter initial inner orbits
for the 3+1 systems, due to the reasons given above; (2) typically
stronger secular evolution (i.e., higher eccentricities are reached
and therefore tidal migration is more efficient) for the innermost
orbit in the 3+1 system, due to the possibility of enhanced outer
orbit eccentricity (orbit 2 for the 3+1 configuration). The enhanced
secular evolution in the 3+1 systems is also corroborated by the
significantly higher RLOF fractions for these systems (see Table 3).
We note that there are no major qualitative differences in the
final orbital period distributions when different assumptions are
made about the orbital distributions, and whether or not flybys are
included.
In Fig. 8, we show the same data as shown in Fig. 7, but now
comparing, in terms of the cumulative inner orbital period distri-
butions, the data from the simulations (red lines; with the thin and
thick lines corresponding to the initial and final distributions, re-
spectively) to the observations (the MSC, Tokovinin 1997, 2018b,
with black dashed lines; see also Section 4.3). Here, we combine
the data of orbits 1 and 2 for the 2+2 configuration. We com-
pare the simulated final orbital periods to the observations using
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Figure 7. Histograms of the inner orbital period distributions in the simulations. For the 2+2 configuration, a distinction is made between orbits 1 (thicker
black lines), and 2 (thinner red lines). Initial (final) distributions are shown with dashed (solid) lines. The four sets of panels (each set containing two panels
for the two configurations) correspond to whether or not flybys were included, and which orbital distribution was assumed, indicated above the top panel.
two-sided Kolmogorov-Smirnov (K-S) tests (Kolmogorov 1933;
Smirnov 1948); the D and p statistics are indicated in each panel.
From Fig. 8, we observe that, although the simulated distribu-
tions are enhanced at short periods (< 10 d) due to secular and tidal
evolution, the observed distributions are more peaked at short pe-
riods, in particular for the 2+2 systems. For the latter, the observed
distribution contains a sharp rise in systems around 10 d, which is
not reproduced in the simulations. Such a sharp rise is less promi-
nent in the observed distribution for 3+1 systems, and the match
with the simulations is notably better. Quantitatively, the p values
for the 2+2 configuration are . 0.05, whereas for the 3+1 configu-
ration, the p values are generally larger, up to ' 0.44, although in
the case of orbital distribution assumption (1) and flybys included,
the p value is low, p ' 0.02. The best statistical agreement with
the observations is reached for the 3+1 configuration with no flybys
and the second assumption about the orbital distributions (flat in
log10 ai and ei). We further discuss the implications of this result
in Section 6.1.
5.3 Other orbital properties
Here, we discuss orbital properties other than pertaining to the
innermost orbital periods. We focus on the simulations with the
first assumption about the orbital distributions and with no flybys
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Figure 8. Comparison between the simulated (red lines; thin and thick lines correspond to the initial and final distributions, respectively) and observed (black
dashed lines) cumulative inner orbital period distributions of solar-type MS quadruple stars. The four sets of panels (each set containing two panels for the
two configurations) correspond to whether or not flybys were included, and which orbital distribution was assumed, indicated in the top panel. The observed
distributions are adopted from the MSC (Tokovinin 1997, 2018b; see also Section 4.3). For the 2+2 configuration, data are combined from orbits 1 and 2. In
each panel, the D and p statistics from a K-S test between the final simulated data and the observations are shown.
included. Generally, there are no major differences in these distri-
butions between these assumptions.
5.3.1 Semimajor axes
In Fig. 9, we show the cumulative semimajor axis distributions of
the migrating systems (specifically, orbit 1; top two panels) in the
simulations with the first assumption about the orbital distributions,
and no flybys included. Solid, dashed and dotted lines correspond
to orbits 1, 2 and 3, respectively. The initial and final distributions
are shown with the thin blue and thicker red lines, respectively.
The initial distributions of all systems (i.e., not just the migrating
systems) are shown with thin black lines. The bottom two panels
correspond to the systems in which the maximum CPU wall time
was exceeded (see Section 6.2 for discussion).
Evidently, for the migrating systems, the final distribution of
a1 is peaked around a few×10−2, corresponding to an orbital period
of a few days. The initial a1 of the migrating systems are somewhat
smaller compared to all systems, which can be attributed to the fact
that tighter orbits are more susceptible to tidal migration. For 2+2
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Figure 9. Cumulative semimajor axis distributions of the migrating systems
(orbit 1; top two panels) in the simulationswith the first assumption about the
orbital distributions, and no flybys included. Solid, dashed and dotted lines
correspond to orbits 1, 2 and 3, respectively. The initial and final distributions
are shown with the thin blue and thicker red lines, respectively. The initial
distributions of all systems (i.e., not just the migrating systems) are shown
with thin black lines. The bottom two panels correspond to the systems in
which the CPU wall time was exceeded (see Section 6.2 for discussion).
systems, this translates into typically smaller a3, to compensate for
the smaller initial a1. Note that, for the 2+2 systems, the initial and
final distributions of a2 are slightly distinct, with the final a2 being
slightly more compact. This can be attributed to tidal evolution in
orbit 2.
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Figure 10. Cumulative distributions of the eccentricities in the population
synthesis simulations, similar to Fig. 9, here for the ‘no migration’ (top two
panels) and ‘orbit 1 migration’ outcomes (bottom two panels).
5.3.2 Eccentricities
In Fig. 10, we show cumulative eccentricity distributions of the ‘no
migration’ (top two panels) and ‘orbit 1 migration’ outcomes. The
top two panels (‘no migration’) show that secular evolution can still
significantly enhance the eccentricities of orbits 1 and 2 for both
configurations. In the bottom two panels, the final distribution of e1
is peaked around zero, with some exceptions (especially for the 3+1
configuration, for which the absolute number of migrating systems
is larger). In those exceptions, tidal migration occurs, but the orbit
is not yet completely circularized by 10 Gyr.
MNRAS 000, 1–15 (2018)
12 Hamers
−6 −4 −2 0 2 40.0
0.2
0.4
0.6
0.8
C
D
F
2 + 2
No Flybys; Orb.Distr. (1)
−6 −4 −2 0 2 4
R
0.0
0.2
0.4
0.6
0.8
C
D
F
3 + 1
No Mig.
Mig.O1
RLOF O1
Dyn. Inst.O1
Dyn. Inst.O2
Time exceeded
Figure 11. Cumulative distributions of R2+2 (equation 1) and R3+1 (equa-
tion 2) in the top and bottom panels, respectively, for several outcomes in the
simulations (indicated in the legend). The thin black lines show the initial
distributions for all systems.
5.3.3 Ratios of LK time-scales
As shown in previous studies (Hamers et al. 2015; Hamers & Lai
2017; Grishin et al. 2018a), secularly chaotic behaviour and par-
ticularly high eccentricities are to be expected if the ratio of LK
time-scales corresponding to a particular configuration is close to
unity. In Fig. 11, we show the cumulative distributions of R2+2
(equation 1) and R3+1 (equation 2) in the top and bottom panels,
respectively, for several outcomes in the simulations (indicated in
the legend). In particular, for the 2+2 systems, the migrating sys-
tems tend to have LK time-scale ratios that are more concentrated
towards unity than the overall population. This applies similarly
to the systems in which RLOF occurs, and is consistent with the
expectation that eccentricity excitation peaks if the LK time-scales
are comparable.
5.3.4 Inclinations
In Fig. 12, we show distributions of the inclinations relative to the
parents of orbits 1 and 2 for the non-migrating (top two panels) and
migrating (orbit 1; bottom two panels) systems. Note that for the
2+2 configuration, these inclinations are i13 and i23 for orbits 1 and
2, respectively; for the 3+1 configuration, they are i12 and i23. We
recall that the initial orientations were assumed to be random, i.e.,
the initial distributions of the mutual inclinations were assumed to
be flat in their cosine.
The non-migrating systems show some paucity of final inner
inclinations near 90◦, and an enhancement near ∼ 50◦ and 130◦.
This can be understood by noting that high inclinations trigger
secular interactions, and in which case peaks in the distributions
are expected around 50◦ and 130◦. In the case of migration of
orbit 1, i13,i (i12,i) tends to be concentrated around 90◦ for the
2+2 (3+1) configurations, as expected based on three-body secular
evolution. However, in particular for the 3+1 systems, i12,i does not
0.0
0.2
0.4
0.6
P
D
F
2 + 2
No Mig.; No Flybys; Orb.Distr. (1)
i13,i
i13,f
i23,i
i23,f
−1.00 −0.75 −0.50 −0.25 0.00 0.25 0.50 0.75 1.00
cos(irel)
0.0
0.2
0.4
0.6
0.8
P
D
F
3 + 1
i12,i
i12,f
i23,i
i23,f
0
1
2
3
P
D
F
2 + 2
Mig.O1; No Flybys; Orb.Distr. (1)
i13,i
i13,f
i23,i
i23,f
−1.00 −0.75 −0.50 −0.25 0.00 0.25 0.50 0.75 1.00
cos(irel)
0.00
0.25
0.50
0.75
1.00
P
D
F
3 + 1
i12,i
i12,f
i23,i
i23,f
Figure 12. Probability density distributions of the inclinations relative to
the parent for the non-migrating (top two panels) and migrating (orbit 1;
bottom two panels) systems in the population synthesis simulations. The
initial (final) distributions are shown with solid (dashed) lines, respectively.
The thin solid black lines show the initial distributions for all systems.
have to be close to 90◦ — values as small as a few tens of degrees
are sufficient. This is consistent with Hamers & Lai (2017), who
showed that high eccentricities can be reached even for small initial
mutual inclinations, provided that the ratio of LK time-scales is
close to unity.
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Figure 13.Cumulative distributions of themigration times in the simulations
for the 2+2 (top panel) and 3+1 (bottom panel) configurations. Also shown
are cumulative distributions of the stopping times for various other outcomes.
Refer to the legend for the meaning of the colours and line styles.
5.4 Migration times
Lastly, we show in Fig. 13 the cumulative distributions of the mi-
gration times for the migrating systems (orbit 1 or 2). We also show
cumulative distributions of the stopping times for various other out-
comes. The median migration time in our simulations is ∼ 1Gyr.
Also shown are the times at which RLOF was triggered in orbit
1 or 2. RLOF is typically triggered early in the simulations, with
a median time of ∼ 10Myr and ∼ 0.1Myr for the 2+2 and 3+1
configurations, respectively.
6 DISCUSSION
6.1 Implications of the inner orbital period distributions
We found in Section 5.2 that our simulated inner orbital period
distributions match the observations reasonably for 3+1 systems.
However, the observations show the presence of a large population of
2+2 systemswith inner periods around 10 d,which is not reproduced
in the simulations. In our simulations, we made the simplifying
assumption that no systems are formed at the MS with inner periods
shorter than 10 d. This assumption is based on the argument that
short-period systems would merge during their pre-MS evolution.
However, the pre-MS evolution of short-period binaries in multiple
systems is poorly understood. Evidently, if the initial inner orbital
period distribution were closer to the observed distribution, then
our simulations could be made to better match the observations.
We do remark that for the 3+1 systems, the observed sys-
tems are reasonably described by secular and tidal evolution alone.
This difference between the 2+2 and 3+1 systems could hint at
different formation scenarios between 2+2 and 3+1 systems, i.e.,
sequential formation versus cascade (hierarchical) fragmentation
(e.g., Tokovinin 2018a).
6.2 Time-exceeded systems
As mentioned in Sections 2.4 and 5.1, in a number of systems, in
particular for the 3+1 configuration, the integration proceeded very
slowly. For practical reasons, the CPU wall time was limited to
24 hr. The fraction of terminated systems is less than 1 per cent
for the 2+2 systems, but up to ∼ 16% for the 3+1 systems. In
the bottom two panels of Fig. 9, we show the distributions of the
semimajor axes for the ‘time-exceeded’ systems. For reference, we
note that the top two panels of Fig. 9 show the distributions for
the migrating systems (orbit 1). The time-exceeded systems tend to
have much tighter orbits compared to other systems, in particular
the migrating systems. This can be understood by noting that the
secular time-scales are shorter for more compact systems, implying
that these systems are computationally demanding. Specifically, for
the 2+2 configuration, a3 ∼ 20au for the time-exceeded systems,
which is significantly smaller than the typical a3 for migrating
systems (a3 ∼ 3 × 102 au). For the 3+1 configuration, typically
a2 ∼ 10 au for the time-exceeded systems, whereas a2 ∼ 102 au
for the migrating systems.
Other large differences between the migrating and time-
exceeded systems are illustrated by the distributions of the LK time-
scale ratios (Fig. 11), and themigration/stopping times (Fig. 13).We
conclude that the existence of the time-exceeded systems likely does
not significantly affect our results of the orbital period distributions.
6.3 RLOF
We stopped our simulations at the onset of RLOF (see Section 2.4).
RLOF is expected to lead to mass transfer or common-envelope
evolution, typically resulting in significant shrinkage of the orbit,
or possibly even coalescence of two stars. The evolution can be
complicated if the time-scales of mass transfer and secular evolution
are comparable. Such evolution is beyond the scope of this work,
but certainly merits further investigation.
Nevertheless, we can remark that, if the result of RLOF is
a tight orbit, then this would imply an enhancement of the inner
orbital period distribution at short orbital periods (< 10 d). This
could help to reduce tensions between the observed and simulated
orbital period distributions (see Section 5.2). On the other hand,
coalescence of the stars would transform the system into a triple,
and the observed inner orbital period distribution of quadruple stars
would not apply in that case (however, it would affect the inner
orbital period distribution of triple stars).
Another related caveat is that the stellar radii may have been
larger during the pre-MS phase (however, pre-MS phase evolution
is still not fully understood, and some recent studies have shown that
accretion during the pre-MS could affect the evolution compared to
the standard picture of contraction along the Hayashi line, Hayashi
1961, resulting in only modestly larger radii compared to the zero-
age MS by a few tens of per cent, see, e.g., Kunitomo et al. 2017).
Larger radii during the pre-MS phase would trigger more RLOF in
our simulations, in which zero-age MS radii were assumed.
If RLOFwere triggered during the pre-MS, then the starswould
likelymerge, and it would bemore appropriate to identify the system
as a triple system. Nevertheless, to investigate the potential effect of
larger pre-MS radii, we carried out additional population synthesis
simulations for a short duration of 1 Myr and with the primary star
radius enlarged to R1 = 5R (taken to be constant during the 1Myr
integration). This enlarged radius is based on Fig. 2 of Kunitomo
et al. (2017), and should give an upper limit to the effect of the larger
primary star radius during the pre-MS (we do not consider a larger
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secondary star radius, since its mass and hence radius are smaller).
The RLOF (star 1) fractions in these short pre-MS simulations are
∼ 0.03 (∼ 0.14) for the 2+2 (3+1) systems. In simulations with a
constant R1 = 1R , the RLOF (star 1) fractions during the first 1
Myr are ∼ 0.02 (∼ 0.09) for the 2+2 (3+1) systems. This implies
that the larger primary radius increases the RLOF (star 1) fractions
during the first Myr by a factor of ∼ 1.5, i.e., the pre-MS evolution
does not affect the occurrence of RLOF by more than ∼ 50%.
6.4 Breakdown of the averaging approximation
The algorithm used in our integrations (see Section 2.1) is based on
an averaging of the Hamiltonian (and thus the equations of motion)
over all three orbits. In reality, there exist short-term osculating
eccentricity variations depending on the ratio of the outer orbital
period to the secular time-scale (e.g., Antognini et al. 2014; Luo
et al. 2016; Fang et al. 2018; Grishin et al. 2018b). The averaging
approximation can break down in various cases, for example when
the time-scale for the angular momentum or eccentricity vector
to change is comparable to some of the orbital periods (Antonini
et al. 2014). In addition, the inner orbit precession frequency can be
close to, but still longer than the outer orbital period in some cases
(such as in the Earth-Moon system), in which case evection terms
may become important. In case of comparable inner orbit precession
frequency and outer orbital period, the evection resonance can come
into play (e.g., Frouard et al. 2010; Grishin et al. 2017). Another
example is the occurrence ofmean-motion resonance in 2+2 systems
(Breiter & Vokrouhlický 2018). These effects are beyond the scope
of this work.
6.5 Galactic tides
We did not consider the effects of galactic tides in our simulations.
The typical outermost orbit in our simulation has a semimajor axis
of ∼ 103 au, up to ∼ 104 au (see, e.g., the top two panels of Fig. 9),
which is significantly below 105 au, the separation at which galactic
tides are expected to become important. We conclude that galactic
tides are not important for the MS evolution of solar-type quadruple
stars. However, we note that mass loss can drive orbital expansion
in evolving quadruple star systems (e.g., Hamers 2018). Therefore,
galactic tides are potentially important in such systems.
7 CONCLUSIONS
We studied the formation of short-period orbits through tidal and
secular evolution in hierarchical quadruple systems containing
solar-type MS stars. We considered the 2+2 (two binaries orbit-
ing each other’s barycentre) and 3+1 (triple orbited by a fourth star)
configurations (see Fig. 1). In addition to secular gravitational and
tidal evolution, we took into account the effects of encounters with
passing stars. Our main conclusions are given below.
1. In our simulations, the initial inner orbital periods were longer
than 10 d. Due to secular and tidal evolution, the inner orbital pe-
riods shrank to < 10 d in a few per cent of systems for the 2+2
configuration, and up to 14% of systems for the 3+1 configura-
tion. The higher migration efficiency for the 3+1 configuration can
be attributed to typically tighter initial inner orbits, and typically
stronger secular evolution for these systems. RLOF is triggered due
to high eccentricity in up to ∼ 15% of systems, and occurs most
frequently in the 3+1 systems. Dynamical instability of the system
occurs most commonly for the 3+1 systems. For the latter, in most
cases dynamical stability is triggered by increased eccentricity of
the intermediate orbit (orbit 2) due to the secular torque of the
outermost orbit (orbit 3).
2. Through examples, we have shown that, in the 2+2 configuration,
tidal shrinkage of one orbit can trigger the second orbit to shrink
as well, leading to two short-period orbits (‘double migration’). For
the 3+1 configuration, we have shown that the eccentricity of the
intermediate orbit (orbit 2) can become enhanced in response to the
shrinking of the innermost orbit, due to a reduction in the apsidal
precession in orbit 2 imposed by orbit 1 (Hamers et al. 2015). This
can affect the subsequent evolution of the inner orbit (in particular,
further shrinking the inner orbit), but also triggering dynamical
instability of the system. This shows that dynamical instability in
3+1 systems can be triggered not only by mass loss in evolving
systems (e.g., Hamers 2018), but also due to tidal evolution during
MS evolution.
3. Our simulated inner orbital period distributions compare rea-
sonably to the observations (Tokovinin 1997, 2018b) for the 3+1
systems. However, for 2+2 systems, the observed inner orbital pe-
riod distribution shows a significant enhancement at ∼ 10 d, which
is not reproduced by the simulations. This suggests that the inner
orbital periods of 2+2 systems are not predominantly set by tidal
and secular evolution, but by other processes, most likely occurring
during the stellar formation and early evolution.
4. The migrating systems in our simulations show a preference
for similar LK time-scales in the appropriate orbit pairs, reflecting
the fact that high eccentricities are induced due to coupled secular
evolution in these cases.
5. Our simulated inner orbital period distributions are not strongly
dependent on whether or not flybys are taken into account. We also
considered a set of simulations with different assumptions about
the orbital distributions, which yielded no qualitatively significantly
different results. Quantitatively, flybys can enhance (decrease) the
migration fractions by a few tenths of per cent for the 2+2 (3+1)
configuration.
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