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Abstract—We study the fundamental problem of power alloca-
tion over multiple Gilbert-Elliott communication channels. In a
communication system with time varying channel qualities, it is
important to allocate the limited transmission power to channels
that will be in good state. However, it is very challenging to
do so because channel states are usually unknown when the
power allocation decision is made. In this paper, we derive an
optimal power allocation policy that can maximize the expected
discounted number of bits transmitted over an infinite time span
by allocating the transmission power only to those channels that
are believed to be good in the coming time slot. We use the
concept belief to represent the probability that a channel will be
good and derive an optimal power allocation policy that estab-
lishes a mapping from the channel belief to an allocation decision.
Specifically, we first model this problem as a partially observable
Markov decision processes (POMDP), and analytically investigate
the structure of the optimal policy. Then a simple threshold-based
policy is derived for a three-channel communication system. By
formulating and solving a linear programming formulation of
this power allocation problem, we further verified the derived
structure of the optimal policy.
I. INTRODUCTION
Communication over the wireless medium is subject to
multiple impairments such as fading, path loss, and inter-
ference. These effects degrade the quality of received signal
and lead to transmission failures. The quality of the radio
channel is often random and evolves in time, ranging from
good to bad depending on the propagation conditions. To
cope with the changing channel quality and achieve a better
channel utilization, it is important to adopt link adaptation
schemes whereby data/coding rate and transmit power of the
transmitted signal are adaptively adjusted according to the
channels conditions [1], [2], [3], [4].
Adaptive power control is an important technique to se-
lect the transmission power of a wireless system according
to channel condition to achieve better network performance
in terms of higher data rate or spectrum efficiency [1],[2].
There has been some recent work on power allocation over
stochastic channels [5], [6], [7], but the problem of optimal
power allocation across multiple dynamic stochastic channels
is challenging and remains largely unsolved from a theoretical
perspective.
We consider a wireless communication system operating on
N(N ≥ 3) parallel transmission channels. Each channel is
modeled as a time slotted two-state Markov model known
as the Gilbert-Elliot channel. This model assumes that the
channel can be in either a good state or a bad state. The
channel in a good state can transmit at a certain rate suc-
cessfully but a channel in bad state will lead to transmission
failure and therefore suffer data loss. We assume all channels
in the system are statistically identical and independent of
each other. Our goal is to allocate the total transmission
power only to channels in good state so as to maximize the
expected discounted number of bits transmitted over an infinite
time span. Since the channels sates are unknown at the time
this power allocation decision is made, this problem is more
challenging than it looks like.
There have already been some related works on the
decision-making problem over Gilbert-Elliott channels in the
literature. In [3] and [4], the authors used Markov Deci-
sion Process (MDP) tools to establish an optimal threshold
strategies that minimize the transmission consumption and
maximize the throughput over one Gilbert-Elliott channels. In
[8], the authors defined three transmitting actions and solved
the problem of dynamically choosing one of them to maximize
the expected discounted number of bits transmitted. In [9], the
authors study the problem of choosing a transmitting strategy
from two choices emphasizing the case when the channel
transition probabilities are unknown. The work in [10] and
[11] is most relevant to the work in this paper, the differences
between these three are as follows: [10] addresses power
allocation problem in the context of two identical channels
and three allocation strategies: betting on channel 1, betting on
channel 2 and using both channels, whilst [11] added one more
action of using none of the channels and introduced penalty
caused by transmission on a bad channel. The spirit of this
paper is similar to those in [10] and [11], but addresses a more
challenging setting involving N identical channels(N ≥ 3).
When N is large, the power allocation decisions becomes
much more complicated, and it is more difficult to derive and
express the optimal policy.
In this paper, we formulate our power allocation problem
as a partially observable Markov decision process (POMDP).
We then treat the POMDP as a continuous state MDP and
develop the structure of the optimal policy (decision). Our
main contributions are summarized as follows: (1) we formu-
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late the problem of dynamic power allocation over multiple
parallel Gillber-Elliott channels using the MDP theory, 2)
we theoretically prove some key properties of the optimal
policy for this particular problem, and derive the exact optimal
policy for the three-channel system, (3) through simulation
based on linear programming, we verify the structure of the
optimal policy and demonstrate how to numerically compute
the thresholds and construct of the optimal policy when system
parameters are known.
II. PROBLEM FORMULATION
A. Channel model and assumptions
In this paper, we consider a wireless communication system
operating on N parallel channels. We assume that these
channels are statistically identical and independent of each
other. Each channel is modeled by a time slotted Gilbert-
Elliott channel which is a one dimensional two-state Markov
chain Gi,t(i ∈ {1, 2, ..., N}, t ∈ {1, 2, ...,∞}) (i is the index
of channel and t is time slot). Gi,t = 1 means the channel
is in good state in time slot t, and Gi,t = 0 means the
channel is in bad state in time slot t. The state transition
probability is denoted by: Pr[Gi,t = 1|Gi,t−1 = 1] = λ1 and
Pr[Gi,t = 1|Gi,t−1 = 0] = λ0, i ∈ {1, 2, ..., N}. We assume
the state transitions happen at the beginning of each time slot
and share a positive correlation assumption that λ0 ≤ λ1 which
means the probability of retaining in good state is higher than
that of recovering from a bad state.
The total transmitting power of the communication system
is P . At the beginning of each time slot, system needs to
allocate the limited power to the channels optimally. Let Pi(t)
denote the power allocated to channel i at time t, we have:
P =
N∑
i=1
Pi(t). (1)
We assume that the states of channels are unknown at the
beginning of each time slot. If channel i is used in time slot t
(Pi(t) > 0), the state of channel i in slot t is revealed at the
end of that slot through a feedback mechanism. Otherwise,
if channel i is not used (Pi(t) = 0), its exact state during
time slot t remains unknown. Therefore this power allocation
problem is challenging because decisions have to be made
when current channel states are unknown.
To simplify the problem, we adopt the following power
allocation strategies. At the beginning of each time slot, the
system chooses k (hopefully good channels) out of the N
channels and allocates total power P to the k channels equally.
So each of the selected channel is allocated P/k of the
transmission power. If a channel is allocated P/k power,
there are two different consequences: 1) the channel is in
good state and sends Rk(k ≤ N) bits of data successfully
(reward); 2) the channel is in bad state and suffers Ck(k ≤ N)
bits of data loss due to poor channel quality (penalty). We
assume that Rk2 < Rk1 <
k2
k1
Rk2 , Ck2 < Ck1 <
k2
k1
Ck2
(1 ≤ k1 ≤ k2 ≤ N). For all 1 ≤ k ≤ N , we have Rk > Ck.
If a channel is not allocated any transmission power, it has
zero reward and zero penalty.
We define an n-dimensional vector αi=(ai,1, ai,2, ..., ai,N )
to denote allocation action i, where 1 ≤ i ≤ 2N , ai,j ∈ {0, 1},
where ai,j = 1 means channel j is used in action i and ai,j =
0 means channel j is not used in this action. Because the
total number of channels is N and each channel can be either
used or not, there are 2N possible allocation actions. We use
B = {αi, i ∈ 1, 2, ..., 2N} to denote the set of all 2N different
allocation actions. Define ||αi|| = a2i,1 + a2i,2 + ... + a2i,N =
ai,1 + ai,2 + ... + ai,N = k as the number of used channels
in this action. ((When k is large, the system spreads the risk
of data loss to more channels and is more likely to get a
mediocre reward. When k is small, the system bets on less
channels and might lead to better reward. The focus of this
paper is to find an optimal allocation policy that maximizes
the long term discounted reward.))
B. Formulation of the Partially Observable Markov Decision
problem
As described above, at the beginning of each time slot, the
system needs to choose an appropriate strategy αi in order to
maximize the data transmitted in the long term. Due to the
fact that the exact channel state is not observable when this
decision is made, this problem can be described as a Partially
Observable Markov Decision Process (POMDP). In [12], it
is shown that given the past history, a sufficient statistic for
determining the optimal policy is the conditional probability
that the channel is in the good state at the beginning of the
current time slot which is called the belief. We denote the
belief by a N-dimensional vector xt = (x1,t, x2,t, ..., xN,t),
where xi,t = Pr[Gi,t = 1|~t], i ∈ {1, 2, ..., N}, ~t is all the
history before time slot t. By introducing the belief, we can
convert the POMDP into a Markov Decision Process (MDP)
with an uncountable state space O = ([0, 1], [0, 1], ..., [0, 1]︸ ︷︷ ︸
N
).
Define policy pi as the decision-making rules which is a
mapping from the state space O to the actions space B. Define
V pi(p) as the expected discounted number of data transmitted
with initial belief p = (p1, p2, ..., pN ), where pi = Pr[Gi,0 =
1|~0] = xi,0, i ∈ {1, 2, ..., N}. We have:
V pi(p) = Epi[
∞∑
t=0
βtgat(xt)|x0 = p] (2)
where Epi is the expectation given policy pi, β is the discount
factor, t is time slot, at ∈ B denotes the action taken in time
slot t, and gat(xt) denotes the expected immediate reward
when choosing action at given the belief xt. Let αit denote
the action at, then ||αit || is the number of channels used in
this action, we have:
gat(xt) =
N∑
j=1
ait,jxj,t(R||αit || + C||αit ||)− ||αit ||C||αit ||
(3)
Let set mt = {m1,m2, ...,m||αit ||},mi ∈ {1, 2, ..., N} be
the set of channels chosen by action αit , mi 6= mj (i 6= j),
equation (3) can be rewritten as:
gat(xt) =
∑
j∈mt
xj,t(R||αit || + C||αit ||)− ||αit ||C||αit || (4)
Now we define the value function V (p) as:
V (p) = max
pi
V pi(p) ∀ p ∈ O (5)
A policy is called stationary if it is a function mapping the
state space O to action space B. It is proved that there exists
a stationary policy pi∗ that satisfies V (p) = V pi
∗
(p) and also
the Bellman equation [13]:
V (p) = max
a∈B
{Va(p)} (6)
where Va(p) denotes the value acquired when the belief is p
and the immediate action is a:
Va(p) = ga(p) + βE
y[V (y)|x0 = p, a0 = a] (7)
where y denotes the belief at the beginning of next time slot
when action a is taken, Ey denotes the expectation of total
reward when the belief of next time slot is y.
Next we discuss the expression of Va(p). For each action
a = αi ∈ B, there are two types of channels: used and unused.
For a used channel j, it is allocated P/||αi|| transmission
power, thus it will have immediate reward pjR||αi|| and
immediate loss (1− pj)C||αi||. Since the channel state in the
current time slot is revealed at the end of this time slot through
feedback, the belief of channel j in the next time slot will be
either λ1 (if channel j is in good state in the current time slot)
or λ0 (if channel j is in bad state in the current slot).
For any unused channel j, there will be no immediate
reward or loss, and there is no feedback to reveal the channel
state. Therefore, the belief in the next time slot is calculated
as:
T (pj) = (1− pj)λ0 + pjλ1 = σpj + λ0 (8)
where σ = λ1 − λ0.
For ease of notation, we omit the subscript i of αi and use
α to denote a certain action taken in a certain time slot in the
following discussions. Let m = {m1,m2, ...,m||α||},mk ∈
{1, 2, ..., N} be the set of channels used in action α. Let ϕi =
(ϕi,1, ϕi,2, ..., ϕi,||α||), ϕi,k ∈ {0, 1}, k ∈ {1, 2, ..., ||α||} de-
note the state of the used channels in the elapsed time slot.
Since each of the used channel may be in good or bad state,
the total number of possible states of the ||α|| used channels
is 2||α||, and we use Ψ = {ϕi|i = 1, ..., 2||α||} to denote the
set of all possible states of used channels. For the convenience
of notation, we represent the probability of state ϕi as
f(ϕi) =
||α||∏
k=1
h(ϕi,k) (9)
where
h(ϕi,k) =
{
pmk if ϕi,k = 1
1− pmk if ϕi,k = 0
(10)
For each ϕi, the corresponding system belief in the next time
slot is y∗ϕi = (y
∗
1 , y
∗
2 , ..., y
∗
N ), where
y∗j =

λ0 if j = mk and ϕi,k = 0
λ1 if j = mk and ϕi,k = 1
T (pj) otherwise
(11)
From (9)-(11), we know that the belief of next time slot will
be y∗ϕi with the probability of f(ϕi). So the conditional value
function Vα(P) is calculated as:
Vα(p) =
||α||∑
k=1
pmk(R||α|| + C||α||)− ||α||C||α||
+β
∑
ϕi∈Ψ
f(ϕi)V (y
∗
ϕi) (12)
More specifically, the last term of (12) can be written as∑
ϕi∈Ψ
f(ϕi)V (y
∗
ϕi)
= (1− pm1) · · · (1− pmM )V (y∗(0,0,...,0))
+ pm1(1− pm2) · · · (1− pmM )V (y∗(1,0,...,0))
+ (1− pm1)pm2 · · · (1− pmM )V (y∗(0,1,...,0))
+ · · ·
+ (1− pm1)(1− pm2) · · · pmMV (y∗(0,0,...,1))
+ pm1pm2 · · · (1− pmM )V (y∗(1,1,...,0))
+ · · ·
+ (1− pm1) · · · pmM−1pmMV (y∗(0...,1,1))
+ · · ·
+ pm1pm2 · · · pmMV (y∗(1,1,...1)) (13)
where M = ||α||. The Bellman equation (6) can then be
expressed as:
V (p) = max
α
Vα(p) (14)
III. STRUCTURE OF THE OPTIMAL POLICY
In this section, we will first study the structural features
of the optimal policy, and then derive the optimal policy for
power allocation over three identical channels.
A. Properties of value function
Lemma 1: The value function Va(p), a ∈ B is affine in pj
and the following equality holds:
Va(p1, p2, ..., pj−1, cp+ (1− c)p′, pj+1, ..., pN )
= cVa(p1, p2, ..., pj−1, p, pj+1, ..., pN )
+ (1− c)Va(p1, p2, ..., pj−1, p′, pj+1, ..., pN ) (15)
where 0 ≤ c ≤ 1 is a constant, j ∈ {1, 2, ..., N}. In this paper
we use the following definition of “affine”: h(x) is said to be
affine with respect to x if h(x) = ax+ c with constant a and
c.
Proof: The equality in (15) naturally holds if Va(p), a ∈
B is affine in pj for all j. So we only need to prove the first
half of the lemma.
Suppose the system chooses action a = α in a certain time
slot. Let M = ||α|| be the number of used channels, m =
{m1,m2, ...,mM},mj ∈ {1, 2, ..., N}(j = 1, ...,M) be the
set of channels chosen by action α. First we prove that Lemma
1 is true for used channels in m. It is clear from equation (12)
that the first term on the right side of equation (12) is affine
in pmj (j = 1, ...,M), and from equation (13) it is clear that
the last term on the right side of equation (12) is also affine
in pmj (j = 1, ...,M). Therefore we say that for each used
channel j( j ∈m), the value function Va(p) is affine in pj .
Next we need to prove that Va(p) is also affine in pj for
unused channel j(j /∈ {m1,m2, ...,mM}). From equation
(12), we can see that the first and second terms on the
right side of the equation do not have the term pj (j /∈
{m1,m2, ...,mM}), so we just need to consider the third
term β
∑
ϕi∈Ψ f(ϕi)V (y
∗
ϕi
). From equation (12) and (13),
we know that if V (y∗ϕi) is affine in pj , the lemma holds.
From (14), we know V (y∗ϕi) = Vα′(y
∗
ϕi), where α
′ is
the optimal action to maximize V (y∗ϕi). If channel j is
used in action α′, then according to (12) and the fact that
T (pj) = (1 − pj)λ0 + pjλ1 = σpj + λ0 is affine in pj , we
can say V (y∗ϕi) = Vα′(y
∗
ϕi) is affine in pj . If channel j is
not chosen in action α′, we have y∗j = T (pj), then V (y
∗
ϕi)
can be expressed as:
V (y∗ϕi) = Vα′(y
∗
1 , y
∗
2 , ..., T (pj), ..., y
∗
N )
=
M∑
k=1
y∗m′k(RM + CM )−MCM
+β
∑
ϕi∈Ψ
f(ϕi)V (y
∗∗
ϕi)
=
M∑
k=1
y∗m′k(RM + CM )−MCM
+β[f(0, 0, ..., 0)V (y∗∗1 , ..., T
2(pj), ..., y
∗∗
N )
+ · · ·
+f(1, 1, ..., 1)V (y∗∗1 , ..., T
2(pj), ..., y
∗∗
N )] (16)
where subscript m′k denotes the index of chosen channel in
action α′, and y∗∗ϕi denotes the corresponding system belief in
the next time slot, and Tn(p) is defined as:
Tn(p) = T (n−1)(T (p)) =
λ0
1− σ (1− σ
n) + σnp. (17)
From (16) it is clear that V (y∗ϕi) will be affine in pj as soon
as the system choose channel j and allocate power to it. If the
system keeps not choosing channel j till n goes to infinity,
V (y∗ϕi) will become V (c1, c2, ...,
λ0
1−σ , ..., cN ) (c1, ..., cN are
constants) since Tn(p)→ λ01−σ when n→∞. In this situation,
V (y∗ϕi) is also affine in pj .
From all above, we prove that Va(p), a ∈ B is affine in pj .
Lemma 2: The value function V (p) is convex in pj and the
following inequality holds:
Va(p1, p2, ..., pj−1, cp+ (1− c)p′, pj+1, ..., pN )
≤ cVa(p1, p2, ..., pj−1, p, pj+1, ..., pN )
+ (1− c)Va(p1, p2, ..., pj−1, p′, pj+1, ..., pN ) (18)
Proof: The inequality holds when V (p) is convex in pj .
So we just need to prove the convexity of V (p). Let V n(p)
be the expected reward when the decision horizon spans only
n time slots.
When n = 1, from equation (7) and (12), we have:
V 1(p) = max
α∈B
{V 1α(p)}
= max
α∈B
{gα(p)}
= max
α∈B
{ ||α||∑
i=1
pmi(R||α|| + C||α||)− ||α||C||α||
}
(19)
We can easily notice the fact that every element in set
{∑||α||i=1 pmi(R||α|| + C||α||) − ||α||C||α||} is affine and non-
decreasing. So V 1(p) is convex in pj .
Next, we assume V k(p) is convex in pj , k ≥ 1, and we
now prove V k+1(p) is also convex in pj . We have:
V k+1(p) = max
α∈B
{V k+1α (p)} (20)
where
V k+1α (p) =
||α||∑
i=1
pmi(R||α|| + C||α||)− ||α||C||α||
+β
∑
ϕi∈Ψ
f(ϕi)V
k(y∗ϕi) (21)
The first and second term in equation (21) are both affine in
pj , so they are convex in pj . Next we consider the third term
in (21). From (11) and (13), we know that each element in
the third term β
∑
ϕi∈Ψf(ϕi)V
k(y∗ϕi) is either affine in pj
(when y∗j = λ0 or λ1) or convex in pj (when y
∗
j = T (pj)).
So the third term is also convex in pj . Now we have proved
V k+1α (p) is also convex in pj .
From all above, we can draw the conclusion that for all
n ≥ 1, V n(p) is convex in pj . Since V (p) is the infinite form
of V n(p) when n→∞, so V (p) is convex in pj .
Lemma 3: Suppose a belief vector p′ = (p′1, p′2, ..., p′N ) is
obtained by randomly swapping the positions of the elements
in belief vector p = (p1, p2, ..., pN ) (0 ≤ pj ≤ 1), the
following equality holds: V (p) = V (p′).
Proof: First, we prove that for all α ∈ B, there exists
α′ ∈ B that satisfies Vα(p) = Vα′(p′).
For action α, let M = ||α|| be the number of used channels,
m1,m2, ...,mM be the channel indexes and pm1 , pm2 , ..., pmM
be the believes of the used channels. Since p and p′ have
the same elements (in different order), we can find channels
m′1,m
′
2, ...,m
′
M that satisfy the condition that pmi = p
′
m′i
(i ∈
{1, 2, ...,M}). That is, we can find action α′ that satisfies
Vα(p) = Vα′(p
′), where m′i indicates the index of used
channel in action α′.
From above, we can establish a bijection f : p ↔ p′
that satisfies Vα(p) = Vα′(p′). Consequently, we have
maxα{Vα(p)} = maxα′{Vα′(p′)}. Therefore, V (p) =
V (p′).
B. Properties of the decision regions of policy pi∗
Define Φa as the decision region of action a. That is, action
a is optimal when belief is in Φa.
Φa = {p|V (p) = Va(p), a ∈ B} (22)
Definition 1: If given (p1, ..., pj−1, x1, pj+1, ..., pN ),
(p1, ..., pj−1, x2, pj+1, ..., pN ) ∈ Φa, x1 ≤ x2, 1 ≤ j ≤ N ,
∀x ∈ [x1, x2], we have (p1, ..., pj−1, x, pj+1, ..., pN ) ∈ Φa,
then we say Φa is contiguous along pj dimension.
Theorem 1: Φa is contiguous along p1, p2, ..., pN dimen-
sion (a ∈ B).
Proof: Here we prove that Φa is contiguous along p1
dimension, the rest can be proved in a similar manner.
Let (x1, p2, ..., pN ), (x2, p2, ..., pN ) ∈ Φa and x1 ≤ x2, we
have V (x1, p2, ..., pN ) = Va(x1, p2, ..., pN ), V (x2, p2, ..., pN )
= Va(x2, p2, ..., pN ). ∀x ∈ [x1, x2], x can be expressed as
cx1 + (1− c)x2, where 0 ≤ c ≤ 1.
From lemma 1 and lemma 2, we have:
V (x, p2, ..., pN )
= V (cx1 + (1− c)x2, p2, ..., pN )
≤ cV (x1, p2, ..., pN ) + (1− c)V (x2, p2, ..., pN )
= cVa(x1, p2, ..., pN ) + (1− c)Va(x2, p2, ..., pN )
= Va(cx1 + (1− c)x2, p2, ..., pN )
= Va(x, p2, ..., pN )
≤ V (x, p2, ..., pN ) (23)
From (23) we have Va(x, p2, ..., pN ) = V (x, p2, ..., pN ),
that is, x ∈ Φa. Therefore Φa is contiguous along p1
dimension.
C. Structure of the optimal policy over 3-dimensional state
space
In order to visually demonstrate the structure of the optimal
policy, we consider a system with 3 parallel channels in this
section. In this system, each belief is a three-dimensional
vector p ∈ O = ([0, 1], [0, 1], [0, 1]). Each action is also a
three-dimensional vector α = (a1, a2, a3), aj ∈ {0, 1}, j ∈
{1, 2, 3}. It is clear that there are 8 different actions in
total, each has a corresponding decision region. The following
theorem summarises the features of each decision region.
Theorem 2: Φ(0,0,0) and Φ(1,1,1) are self-symmetric with
respect to plane p1 = p2, p1 = p3 and p2 = p3; Φ(0,0,1) and
Φ(1,1,0) are self-symmetric with respect to plane p1 = p2;
Φ(0,1,0) and Φ(1,0,1) are self-symmetric with respect to plane
p1 = p3; Φ(0,1,1) and Φ(1,0,0) are self-symmetric with respect
to plane p2 = p3. Φ(1,0,1) and Φ(0,1,1), Φ(1,0,0) and Φ(0,1,0)
are mirror-symmetric with respect to plane p1 = p2; Φ(0,0,1)
and Φ(1,0,0), Φ(1,1,0) and Φ(0,1,1) are mirror-symmetric with
respect to plane p1 = p3; Φ(0,0,1) and Φ(0,1,0), Φ(1,0,1) and
Φ(1,1,0) are mirror-symmetric with respect to plane p2 = p3.
Proof: Let (p1, p2, p3) ∈ Φ(0,0,0), then we have
V (p1, p2, p3) = V(0,0,0)(p1, p2, p3). From (12) and lemma 3,
we have:
V(0,0,0)(p1, p2, p3)
= βV (T (p1), T (p2), T (p3))
= βV (T (p1), T (p3), T (p2))
= βV (T (p2), T (p1), T (p3))
= βV (T (p2), T (p3), T (p1))
= βV (T (p3), T (p1), T (p2))
= βV (T (p3), T (p2), T (p1)) (24)
That is,
V(0,0,0)(p1, p2, p3)
= V(0,0,0)(p1, p3, p2)
= V(0,0,0)(p2, p1, p3)
= V(0,0,0)(p2, p3, p1)
= V(0,0,0)(p3, p1, p2)
= V(0,0,0)(p3, p2, p1) (25)
So Φ(0,0,0) is self-symmetric with respect to plane p1 = p2,
p1 = p3 and p2 = p3. Similarly we can prove Φ(1,1,1) is
self-symmetric with respect to plane p1 = p2, p1 = p3 and
p2 = p3.
Next we prove Φ(1,0,0) and Φ(0,1,0) are mirror-symmetric
with respect to plane p1 = p2. Let (p1, p2, p3) ∈ Φ(1,0,0), then
V (p1, p2, p3) = V(1,0,0)(p1, p2, p3). From lemma 3, we have:
V (p2, p1, p3)
= V(0,1,0)(p2, p1, p3)
= p1(R1 + C1)− C1 +
β[p1V (T (p2), λ1, T (p3)) + (1− p1)V (T (p2), λ0, T (p3))]
= p1(R1 + C1)− C1 +
β[p1V (λ1, T (p2), T (p3)) + (1− p1)V (λ0, T (p2), T (p3))]
= V(1,0,0)(p1, p2, p3)
= V (p1, p2, p3) (26)
So (p2, p1, p3) ∈ Φ(0,1,0), that is, Φ(1,0,0) and Φ(0,1,0) are
mirror-symmetric with respect to plane p1 = p2. The rest of
the theorem can be proved in a similar way.
After obtaining the basic features of the decision regions,
we now discuss the distribution of the decision regions in
the 3-dimension belief space. First we consider the 8 vertices
of the cubic belief space:(0, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1),
(1, 1, 0), (1, 0, 1), (0, 1, 1) and (1, 1, 1). From equation (12),
it is straightforward to obtain the following result:
V (0, 0, 0) = V(0,0,0)(0, 0, 0)
V (1, 0, 0) = V(1,0,0)(1, 0, 0)
V (0, 1, 0) = V(0,1,0)(0, 1, 0)
V (0, 0, 1) = V(0,0,1)(0, 0, 1)
V (1, 1, 0) = V(1,1,0)(1, 1, 0)
V (1, 0, 1) = V(1,0,1)(1, 0, 1)
V (0, 1, 1) = V(0,1,1)(0, 1, 1)
V (1, 1, 1) = V(1,1,1)(1, 1, 1)
⇒

(0, 0, 0) ∈ Φ(0,0,0)
(1, 0, 0) ∈ Φ(1,0,0)
(0, 1, 0) ∈ Φ(0,1,0)
(0, 0, 1) ∈ Φ(0,0,1)
(1, 1, 0) ∈ Φ(1,1,0)
(1, 0, 1) ∈ Φ(1,0,1)
(0, 1, 1) ∈ Φ(0,1,1)
(1, 1, 1) ∈ Φ(1,1,1)
(27)
Next, we consider the 12 edges of the belief space cube.
We take the plane p3 = 0 as an example to discuss the four
edges on it. When p3 = 0, we have:
V(0,0,0) =βV (T (p1), T (p2), λ0)
V(0,0,1) =−C1 + βV (T (p1), T (p2), λ0)
V(0,1,0) = p2(R1 + C1)− C1 + β[p2V (T (p1), λ1, λ0)
+(1− p2)V (T (p1), λ0, λ0)]
V(1,0,0) = p1(R1 + C1)− C1 + β[p1V (λ1, T (p2), λ0)
+(1− p1)V (λ0, T (p2), λ0)]
V(0,1,1) = p2(R2 + C2)− 2C2 + β[p2V (T (p1), λ1, λ0)
+(1− p2)V (T (p1), λ0, λ0)]
V(1,0,1) = p1(R2 + C2)− 2C2 + β[p1V (λ1, T (p2), λ0)
+(1− p1)V (λ0, T (p2), λ0)]
V(1,1,0) =(p1 + p2)(R2 + C2)− 2C2 + β[p1p2V (λ1, λ1, λ0)
+(1− p1)p2V (λ0, λ1, λ0) + p1(1− p2)V (λ1, λ0, λ0)
+(1− p1)(1− p2)V (λ0, λ0, λ0)]
V(1,1,1) =(p1 + p2)(R3 + C3)− 3C3 + β[p1p2V (λ1, λ1, λ0)
+(1− p1)p2V (λ0, λ1, λ0) + p1(1− p2)V (λ1, λ0, λ0)
+(1− p1)(1− p2)V (λ0, λ0, λ0)]
(28)
In Section II, we assume that Rb < Ra < bRb/a, Cb <
Ca < bCb/a and Ra > Ca(1 ≤ a ≤ b ≤ M), so we can
learn from (28) that V(0,0,0) > V(0,0,1), V(0,1,0) > V(0,1,1),
V(1,0,0) > V(1,0,1), V(1,1,0) > V(1,1,1). Therefore, the optimal
actions on this plane are restricted to the following four
actions: (0, 0, 0), (0, 1, 0), (1, 0, 0), (1, 1, 0).
On edge {p1 = 0, p3 = 0}, according to lemma 2 and
the assumption in Section II, we have: V(0,1,0) > V(1,1,0) and
V(0,1,0) > V(1,0,0). With this we know the optimal action on
this edge is either (0, 1, 0) or (0, 0, 0). From (28) we have:
V(0,1,0)− V(0,0,0) = p2(R2 + C2)− 2C2 + β[p2V (λ0, λ1, λ0)
+ (1− p2)V (λ0, λ0, λ0)− V (λ0, T (p2), λ0)]
(29)
Due to the convexity of V (p), there exists
th1 =
C1 + β[V (λ0, T (p2), λ0)− V (λ0, λ0, λ0)]
R1 + C1 + V (λ0, λ1, λ0)− V (λ0, λ0, λ0) (30)
so that when p2 ≥ Th1, (0, p2, 0) ∈ Φ(0,1,0); when p2 ≤ Th1,
(0, p2, 0) ∈ Φ(0,0,0) (Fig. 1e).
For the edge p1 = 1, p3 = 0 (Fig. 1e), in the same manner
we have V(1,1,0) > V(0,1,0) and V(1,1,0) > V(0,0,0). Thus, the
optimal action on this edge is either (1, 1, 0) or (1, 0, 0). From
(28) we have:
VB(1,1,0)− VB(1,0,0) =(1 + p2)(R2 + C2)− 2C2 −R1
+β[p2V (λ1, λ1, λ0) + (1− p2)V (λ1, λ0, λ0)
−V (λ1, T (p2), λ0)] (31)
Due to the convexity of V (p), there exists
th2 =
R1 −R2 + C2 + β[V (λ1, T (p2), λ0)− V (λ1, λ0, λ0)]
R2 + C2 + V (λ1, λ1, λ0)− V (λ1, λ0, λ0)
(32)
so that when p2 ≥ Th2, (1, p2, 0) ∈ Φ(1,1,0), when p2 ≤ Th2,
(1, p2, 0) ∈ Φ(0,1,0).
Using the symmetric properties in Theorem 2, we can easily
derive similar results on the other planes and edges. So the
structure of the optimal policy on the 6 planes of the cubic
belief space is shown in Fig. 1, where
th1 =
C1+β[V (T (th1),λ0,λ0)−V (λ0,λ0,λ0)]
R1+C1+V (λ0,λ1,λ0)−V (λ0,λ0,λ0)
th2 =
R1−R2+C2+β[V (T (th2),λ1,λ0)−V (λ1,λ0,λ0)]
R2+C2+V (λ1,λ1,λ0)−V (λ1,λ0,λ0)
th3 =
2R2−2R3+C3+β[V (T (th3),λ1,λ1)−V (λ1,λ1,λ0)]
R3+C3+V (λ1,λ1,λ1)−V (λ1,λ1,λ0)
(33)
After the threshold on each edge is found, we next derive
the structure of the optimal policy in the whole cube.
Theorem 3: Φa is a simple connected region extended from
the vertices va of the cubic belief space ([0, 1], [0, 1], [0, 1]),
where
va =

(0, 0, 0) a = (0, 0, 0)
(1, 0, 0) a = (1, 0, 0)
(0, 1, 0) a = (0, 1, 0)
(0, 0, 1) a = (0, 0, 1)
(1, 1, 0) a = (1, 1, 0)
(1, 0, 1) a = (1, 0, 1)
(0, 1, 1) a = (0, 1, 1)
(1, 1, 1) a = (1, 1, 1)
(34)
Proof: From (27) we already have va ∈ Φa, and from
Theorem 1 we know Φa has at least one connected region
extended from va. Thus here we only need to prove that Φa
has only one connected region.
Take Φ(0,0,0) as an example. Let Φ′a be a connected region
extended from (0, 0, 0). Because of the symmetry of the
region, there is a minimum cube ([0, Th1], [0, Th1], [0, Th1])
that includes Φ′a, as shown in Fig. 2a, and the state space
are split into several cubes. Due to the minimality of cube
([0, Th1], [0, Th1], [0, Th1]), we have Th1 > th1.
Consider the cube ([0, Th1], [0, Th1], [0, 1]), suppose there
exists another region Φ′′a in it, then ∀(x, y, z) ∈ Φ′′a , line
p1 = p2 = Th1 will pass across both Φ′a and Φ
′′
a , which
makes Φ′a and Φ
′′
a connected. Therefore, no such region Φ
′′
a
exists in cube ([0, Th1], [0, Th1], [0, 1]). Similarly, we can
prove there exists no Φ′′a in cube ([0, Th1], [0, 1], [0, Th1]) or
([0, 1], [0, Th1], [0, Th1]).
(a) p1 = 0 (b) p1 = 1
(c) p2 = 0 (d) p2 = 1
(e) p3 = 0 (f) p3 = 1
Fig. 1: Structure of the optimal policy on the boundary
Next we consider the cube ([Th1, 1], [0, 1], [0, 1]). ∀v =
(x, y, z) ∈ ([Th1, 1], [0, 1], [0, 1]), since Th1 > th1, we have
V(1,0,0)(x, 0, 0) > V(0,0,0)(x, 0, 0). From equation (12) and
Lemma 1, we have:
{∂VB0,0,0 (x,0,p3)
∂p3
= β ∂V (T (x),λ0,T (p3))∂p3
∂VB1,0,0 (x,0,p3)
∂p3
= β ∂[xV (λ1,λ0,T (p3))+(1−x)V (λ0,λ0,T (p3))]∂p3
(35)
From (35) we have
∂VB0,0,0 (x,0,p3)
∂p3
<
∂VB1,0,0 (x,0,p3)
∂p3
, so we
can tell from Fig. 2(b) that ∀ 0 ≤ z ≤ 1, V(1,0,0)(x, 0, z) >
V(0,0,0)(x, 0, z). Likewise, we have:{∂VB0,0,0 (x,p2,z)
∂p2
= β ∂V (T (x),T (p2),T (z))∂p2
∂VB1,0,0 (x,p2,z)
∂p2
= β ∂[xV (λ1,T (p2),T (z))+(1−x)V (λ0,T (p2),T (z))]∂p2
(36)
From (36) we have
∂VB1,0,0 (x,p2,z)
∂p2
>
∂VB0,0,0 (x,p2,z)
∂p2
,
and from Fig. 2(c) we can tell that ∀ 0 ≤ y ≤ 1,
V(1,0,0)(x, y, z) > V(0,0,0)(x, y, z). Therefore, ∀ v =
(x, y, z) ∈ ([Th1, 1], [0, 1], [0, 1]), we have v /∈ Φ(0,0,0),
that is, there exists no connected region Φ′′B(0,0,0) in cube
(a) Belief space region segmentation
(b) Va(x, 0, z) (c) Va(x, y, z)
Fig. 2: Belief Space Segmentation
([Th1, 1], [0, 1], [0, 1]). In the same manner, we can also
prove that there exists no connected region Φ′′(0,0,0) in cube
([0, 1], [Th1, 1], [0, 1]) and ([0, 1], [0, 1], [Th1, 1]). Now we
have proved that there exists on other connected region
Φ′′(0,0,0) in the whole belief space cube.
The other 7 regions Φ1,0,0, Φ(0,1,0), Φ(0,0,1), Φ(1,1,0),
Φ(1,0,1), Φ(0,1,1) and Φ(1,1,1) can be proved in the same way.
IV. SIMULATION BASED ON LINEAR PROGRAMMING
Linear programming is one of the approaches to solve the
Bellman equation. Based on [14], we model our problem as
the following linear programming formulation:
∀p ∈ X,∀a ∈ Ap,
min
∑
p∈X
V (p), s.t. ga(p) + β
∑
y∈X
fa(p,y)V (y) ≤ V (p)
(37)
where X denotes the belief space, Ap is the set of available
actions for belief state p. The state transition probability
fa(p,y) is the probability that the next state will be y when
the current state is p and the current action is a ∈ Ap. The
optimal policy is given by
pi(p) = arg max
a∈Ap
(
ga(p) + β
∑
y∈X
fa(p,y)V (y)
)
(38)
For ease of discussion and demonstration, we consider the
case of three-dimensional belief space. We use the LOQO
solver on NEOS Server [15] with AMPL input [16] to obtain
the solution of equation (37). Then we use MATLAB to
construct the policy according to equation (38).
Fig. 3 shows the AMPL solution of the value function and
the corresponding optimal policy. We use the following set of
Fig. 3: Structure of optimal policy.
parameters: λ1 = 0.9, λ0 = 0.1, β = 0.9, R1 = 3, R2 = 2,
R3 = 1.78, C1 = 1.5, C2 = 1, C3 = 0.89. Fig. 4 shows
each of the 8 individual decision regions. We can see clearly
in the figure that the decision regions have the symmetry and
contiguity properties we gave in Section III.
To better understand the optimal policy, we next investigate
how the parameters λ0, λ1, R1, R2, R3, C1, C2, C3 affect the
structure of the decision regions.
First, we consider the effect of λ0 and λ1. Let |Φa| denote
the volume of Φa , define the normalized volume |Φa|/|X|
as the volume of Φa normalized against the volume of the
total belief space X . Due to the symmetry property of the
decision regions, we only study the decision regions for the
following 4 actions (0, 0, 0), (1, 0, 0), (1, 1, 0), (1, 1, 1). For
ease of notation, in the following discussion we use B0, B1,
B2 and B3 to denote these four actions, respectively.
We first fix the value of λ1 and increase λ0 from 0.1 to
0.8. Fig. 5a shows the normalized volume of the four decision
regions with increasing λ0. We can see that initially when
λ0 = 0.1, ΦB3 has the biggest volume, it then decreases
rapidly when λ0 increases. The volume of ΦB1 also changes
significantly with increasing λ0, but in contrast to ΦB3 ,
it increases rapidly when λ0 increases. When λ0 = 0.8,
ΦB1 has the biggest volume. This trends have the following
implications: when λ0 is small, which means the channels tend
to remain in the bad state, it is beneficial to allocate power to
all the channels (choose action B3 = (1, 1, 1)), whilst when
λ0 is large, which means the channel is very likely to change
from bad state to good state, it is better to “gamble” on one
channel (choose action B1 = (1, 0, 0)).
Similar trends can be observed in Fig. 5b which shows
the volumes of the four decision regions versus λ1. When
λ1 is small, ΦB1 has the biggest value, which means it is
optimal to “bet” on one channel when λ1 is small. When λ1
is greater than 0.49, ΦB3 overtakes ΦB1 , which means when
(a) Φ(0,0,0) (b) Φ(1,0,0)
(c) Φ(0,1,0) (d) Φ(0,0,1)
(e) Φ(1,1,0) (f) Φ(1,0,1)
(g) Φ(0,1,1) (h) Φ(1,1,1)
Fig. 4: Individual Decision Regions
λ1 is big enough it is better for the system to take a more
conservative action by allocating power to all the channels
instead of “gambling” on one channel. The interesting thing
is that |ΦB0 | and |ΦB2 | change only slightly with varying λ0
and λ1. This implies that in order to maximize the reward,
the system should either allocate the transmission power to
all the channels or gamble on one channel. Using part of the
channels (B2 = (1, 1, 0)) or doing nothing (B0 = (0, 0, 0)) is
always not a good idea to maximize the long term reward.
Next we study the effect of immediate reward Rk and
immediate loss Ck(1 ≤ k ≤ N) on the structure of the optimal
policy. It is straightforward to think that if the ratio of Rk/Ck
is large, the total system reward will be large. Fig. 6 shows
that when Rk/Ck grows, the normalized volume of ΦB0 and
ΦB3 decreases, whist ΦB1 grows with Rk/Ck. ΦB2 decreases
at first and then increases. For all four actions, the volumes
(a) λ0
(b) λ1
Fig. 5: Normalized |Φa| with varying λ0, λ1 (R1 = 3, R2 =
1.75, R3 = 1.361,
Rk
Ck
= 2)
of the decision regions reach a constant level respectively and
remain unchanged when Rk/Ck grows beyond a certain value.
(a) B0 (b) B1
(c) B2 (d) B3
Fig. 6: Normalized |Φa| vs. Rk/Ck (1 ≤ k ≤ N) (R1 =
3, R2 = 1.55, R3 = 1.06, λ0 = 0.1, λ1 = 0.9)
In fact, we notice in Fig. 6 that the value of Rk/Ck have
limited effect on the decision regions in terms of percentage
of each decision region in the whole belief space. Now we
consider the value of k2Rk2k1Rk1 and
k2Ck2
k1Ck1
, and try to find
out how they affect the structure of optimal policy (here
we fix the value of Rk/Ck, so
k2Ck2
k1Ck1
changes along with
k2Rk2
k1Rk1
in the same manner). As in Section III, we assume
that Rk2 < Rk1 < k2Rk2/k1, Ck2 < Ck1 < k2Ck2/k1
and Rk > Ck(1 ≤ k1 ≤ k2 ≤ M), so that when more
channels are chosen in an action, the system obtains larger
immediate reward kRk, therefore our power allocation scheme
encourages the system to allocate power to more channels. It
is shown in Fig. 7 that when k2Rk2k1Rk1 grows, normalized |ΦB1 |
decreases whilst |ΦB3 | increases. Therefore when k2Rk2k1Rk1 is
large, the total immediate reward is large enough for the
system to act conservatively by allocating the transmission
power to all the channels. Whilst when k2Rk2k1Rk1 is small, the
total immediate reward is so small that system would rather
“gamble” on one channel. Like the observation in Fig.6, the
values of |ΦB0 | and |ΦB2 | only change slightly with varying
k2Rk2
k1Rk1
.
(a) B0 (b) B1
(c) B2 (d) B3
Fig. 7: Normalized |Φa| with changing k2Rk2k1Rk1 (λ0 = 0.1, λ1 =
0.9, R1 = 3, C1 = 1.5)
From the discussion above, we can draw a conclusion that:
when λ1 − λ0 and k2Rk2k1Rk1 are large, the system tends to act
conservatively and share power among all the channels; when
λ1 − λ0 and k2Rk2k1Rk1 are small, the system tends to “gamble”
on one channel. No matter how the parameters change, action
B2 is a mediocre choice and bring medium reward thus this
action is not often taken. Action B0 is seldom chosen by the
system since it brings no immediate reward, it is chosen only
when the belief is so small that the system is almost sure to
suffer loss.
V. CONCLUSION
In this paper, we have studied the power allocation problem
over N(N ≥ 3) Gilbert-Elliott channels. We have theoretically
derived the threshold-based structure of the optimal policy for
N = 3, and graphically illustrated the structure by formulating
and solving a linear programming formulation of the problem.
For N > 3, it is difficult to demonstrate the results graphically,
but it is possible to derive the structure mathematically, and
we will work on this issue in the future. For future work,
we would also like to investigate the case of non-identical
channels and use a multi-armed bandit (MAB) formulation to
find the thresholds for multiple channel system with N > 3.
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