We consider a k-out-of-N reliability system with identical components having exponential lifetimes. There is a single repairman who attends to failed components on a firstcome first-served basis. The repair times are assumed to be of phase type. The system has K spares that can be used according to a probabilistic rule to extend the lifetime of the system. The system is analyzed using Markov chain theory and some interesting results are obtained. A few illustrative numerical examples are discussed.
can have a repair facility containing one or more servers who will fix the failed components. The literature on k-out-of-N systems is quite extensive. Thus, we refer the reader to [5] for a comprehensive review of the k-out-of-N systems including the setting up of several optimization problems and their solution techniques. This book includes several references to published articles on the k-out-of-N systems. Recently, the papers [1, 2] integrate the spares, the repairs, and the maintenance policy so as to prolong the life of a k-out-of-N system. While these papers deal with a maintenance policy along with spares and repairs, our focus here is mainly on the reliability system with spares and repairs.
In this paper we consider a k-out-of-N system with active redundancy. There is a reliable single repairman who attends to failed components on a first-come first-served basis. There is an inventory consisting of K spares. These units are called upon using a probabilistic rule. Suppose that the system has r, k ≤ r ≤ N, functioning components. When a component fails, with probability p r , a spare unit, if one can be made available, will be used to replace the failed one which is immediately sent for repair. The motivation for introducing the probability structure, {p r }, comes from a scenario where in spite of having spares, the immediate dispatch of them requires operators or machines to be available at that instant; or a switch that is used for instantaneous transfer of the unit may malfunction with probability p r . Hence, in these cases the availability of the spares is described only through some probability structure. Note that this system will include cold standby system by taking p r = 1, k ≤ r ≤ N. By taking p r = 0, for k < r ≤ N and p k = 1 we can model situations where the spare units are used only at a time when the system failure can be avoided. Here we analyze the k-out-of-N system with the above-mentioned probability structure and establish some interesting results that we believe are not noticed in the literature.
Before we list the basic assumptions of the model, we set up some notations. By e we will denote a column vector (of appropriate dimension) of 1's; e i will denote a unit column vector (of appropriate dimension) with 1 in the ith position and 0 elsewhere; and I an identity matrix (of appropriate dimension). We will display the dimension should there be a need to emphasize it. The notation " " will stand for the transpose of a matrix and the symbol ⊗ denotes the Kronecker product of matrices. For details and properties on Kronecker products we refer the reader to [4] .
Model description. (i)
The system has N components and requires at least k of these components to function.
(ii) The components work independently of each other and each component is assumed to have a lifetime that is exponentially distributed with parameter λ.
(iii) There are K spares in the system. These spares are used as follows. When the system is functioning with i, k ≤ i ≤ N, components, a spare component will be used upon a failure of component with probability p i . With probability q i = 1 − p i , a spare component will not be used when a failure occurs. We will take p k = 1 so that the system will not fail when at least one spare component is available. Note that this explicitly assumes that the transfer of the spare unit will occur without any problem to prevent the system from failing when a spare is in the inventory. However, the current model can easily be modified to consider the case when p k < 1. The details are outlined in a separate section.
(iv) There is a single repairman who will attend to failed components on a first-come first-served basis. The repair times are assumed to follow a (continuous) phase-type distribution (PH-distribution) with representation (β,S) of order m. The mean service rate, μ, is given by μ = [β(−S)
−1 e] −1 . A continuous PH-distribution is obtained as the time until absorption in a finite-state continuous time Markov chain with one absorbing state. PH-distributions play an important role in stochastic modeling. Erlang, generalized Erlang, exponential, and hyperexponential are all special cases of PH-distributions. For details on PH-distribution we refer the reader to [6, 7] .
(v) Repaired items are considered as new and are sent to the inventory of spares only if the system has N working components. Otherwise the repaired items are sent directly to the system.
(vi) The failure times and the repair times are assumed to be independent.
Markov process description
The reliability system outlined in Section 1 can be studied as a continuous time Markov chain. To see this, we first define J 1 (t) to be the number of components working at time t, J 2 (t) to be the number of failed components (including the one under repair) at time t, and J 3 (t) to be the phase of the repair process at time t, (J 3 (t) is not defined when the repairman is idle and will be denoted by * ). The reliability system can be studied as a finite state nonhomogeneous quasi-birth-and-death (QBD) process with state space given by
Note that the state (i,r, j) corresponds to the case when the system has i working components and r components are under repair with the phase of the current repair in j.
Denote by level N the set of states given by
where the matrices appearing in (2.1) are defined as follows:
2)
3)
. . . 6) and the matrices C k−1 and A k−1 are defined as
4)
However, when p k = 1, B k is given by
(2.8)
Steady-state analysis
In this section we perform a steady-state analysis of the k-out-of-N reliability system with K spares including the derivation of the probability density functions of (a) the time until the failure of the system; (b) the time between failures of the system; (c) the idle time of the repairman; (d) the busy period of the repairman; and (e) the analysis of a series (kout-of-k) system. We also list some selected key system performance measures.
3.1. Steady-state probability vector. Let x, partitioned as x = ((x(N)),...,x(k),y(k−1)), denote the steady-state probability vector of Q. That is, x satisfies
We further partition
, and x(N) = (y 0 (N), y 1 (N),...,y K (N)). Note that y 0 (N) is a scalar and y j (i)'s are vectors of dimension m. The system of equations given in (3.1) can be solved exploiting the special structure of the coefficient matrices. To illustrate this, the steady-state equations satisfying (3.1) can be written as follows:
with the normalizing condition
There is a variety of methods such as (block) Gauss-Seidel, aggregate/disaggregate available for solving the system equations given in (3.2)-(3.16) and one can refer to [9] for full details. An alternate method due to Gaver et al. [3] is highly suitable and efficient especially when the elements of B i , k + 1 ≤ i ≤ N, are neither too small nor too large. Very briefly the algorithm using the technique outlined in [3] is Algorithm 3.1. First for notational convenience we define
recursively as follows:
Step 2.
, and recursively compute
Step 3. Renormalize x(i), k − 1 ≤ i ≤ N, such that the normalizing condition xe = 1 is satisfied.
Note. When K or m is large, one can exploit the special structure of the matrices appearing in Q to find the inverses in the algorithm.
3.2.
The time until the failure of the system. Suppose that X TTF denotes the time until the first failure of the system starting with N working components and K spares. The following theorem shows that X TTF is of phase type.
Proof. The proof follows immediately on noting that (a) starting the system with all N components working and K spares remaining to be used corresponds to the Markov chain with generator Q as given in (2.1), starting in state (N,0); and (b) the failure of the system corresponds to the Markov chain visiting level k − 1 for the first time. Thus, the system failure time is modeled as the time until absorption in a finite-state Markov chain with an absorbing state. However, due to the large dimension of T, an efficient way to calculate the mean is done as follows (see, e.g., [7] ). Let δ (TTF) denote the steady-state probability vector of the irreducible generator T + T 0 e 1 (r),where T 0 is such that Te
The vector δ (TTF) can be solved similar to the vector x appearing in (3.1) and the details are omitted.
3.3.
The downtime of the system. Let X DT denote the duration during which the system is down. Then we have the following.
Proof. Observing that (a) X DT is the duration that the Markov process with generator Q spends in level (k − 1) before hitting level k; and (b) the jth component of the vector ckλy K (k), where c is the normalizing constant, gives the (conditional) probability that the repair process is in phase j at the time of the system failure, the stated result follows immediately.
Remark 3.5. (a) The mean, μ DT , downtime of the system is then given by
In the case of exponential repairs, (3.21) reduces to μ DT = 1/μ. This is intuitively obvious due to the memoryless property of the repair times.
3.4.
The time between failures of the system. Suppose that X TBF denotes the time between two successive failures of the system. First note that any time after a failure of the system always becomes functional with only k working components. The random variable X TBF is of the form X TBF = Z + X DT , where Z is the failure time of the reliability system that started functioning with k working components.
, where η = (0,β) and T is as given in (3.19) .
Proof. The proof is very similar to Theorem 3.2 and the details are omitted.
Remark 3.7. The mean, μ TBF , of the time between two successive failures of the system is given by
The following result gives simple expressions for μ DT , μ Z , and μ TBF in terms of the steadystate probability vector x.
Theorem 3.8. The means μ Z , μ DT , and μ TBF are calculated as
(3.23)
Proof. From the definition of η and T, we can write the generator Q of (2.1) as
Partitioning the steady-state probability vector x as x = (u,y(k − 1)), the equations in (3.1) reduce to
with the normalizing equation
From equations in (3.25) we can immediately deduce that
The stated result follows immediately by using (3.26) in (3.27).
3.5. The busy period of the repairman. The busy period of the repairman is defined as the interval that starts with the repairman getting busy and ends when for the first time the repairman becomes idle. Let X BPR denote the busy period of the repairman. Then we have the following result.
Theorem 3.9. The random variable X BPR follows a PH-distribution with representation Proof. The proof follows immediately on noting that the busy period of the repairman can start when the reliability system gets into either (a) the set of states {(N ,r, j),1 ≤ r ≤ K,1 ≤ j ≤ m} with probability p N or (b) the level N − 1 with probability q N .
Remark 3.10. On noting that
where L 0 is such that Le + L 0 = 0, the mean, μ BPR = θ(−L) −1 e, of the busy period of the repairman can be evaluated as
The above equation is intuitively clear as 1 − y 0 (N) is the probability that the server is busy and 1 − y 0 (N) = μ BPR /(μ BPR + (1/Nλ)).
Series system.
In the special case when N = k we get a closed-form solution and interesting limiting results. Furthermore these results are useful as accuracy checks in our numerical computation. For the current case, noting that (a) p i , k + 1 ≤ i ≤ N, plays no role and that p k = 1, and (b) the steady state probability vector x can be written by suppressing N as
the following theorem gives an explicit expression for x.
Theorem 3.11. For a series system with K spares, for K ≥ 1,
32)
where y 0 is the normalizing constant and R is given by
Proof. The proof follows immediately on noting that kλy j e = y j+1 S 0 , 1 ≤ j ≤ K − 1, and kλy K e = y(k − 1)S 0 .
Remark 3.12. (1) It is easy to verify that the inverse appearing in (3.33) does indeed exist and is nonnegative.
(2) When there are no spares in the system (i.e., when K = 0), it can be verified that y 0 = μ/(μ + kλ) and y(k − 1) = (kλμ/(μ + kλ))β(−S) −1 . The following result shows that the mean downtime of the system approaches a limit as the number of spares increases. In the sequel ρ denotes the spectral radius of R and σ 2 is the variance of the repair times. 
Proof. First note that R is nonnegative and irreducible. From Perron-Frobenius theory of nonnegative matrices (see, e.g., [8] ) we observe that (i) the spectral radius, ρ, of R is simple and positive, (ii) the left eigenvector, u, and the right eigenvector, v, for the spectral radius ρ are positive and can be chosen so that ue = 1 and uv = 1, (iii) the matrix ((1/ρ)R) j → vu as j → ∞. Now uR = ρu and the form of the matrix R as given in (3.33) implies In the case when μ = kλ, (3.35) yields
The stated result, for the case μ = kλ, follows by observing σ 2 = 2β(−S) −2 e − 1/μ 2 . The following theorem establishes limiting results for various probabilities.
Theorem 3.14. For a series system with k components, as K → ∞, 
, for μ < kλ.
(3.41)
Remark 3.15. In the case when μ > kλ, the limiting results in (3.38) and (3.40) can be viewed as, respectively, the idle and the busy probabilities of the server (repairman) in the M/G/1 queue.
3.7.
The case when p k ≤ 1. While p k = 1 is of particular interest in this paper, one can easily incorporate the case when p k < 1. In this section we will sketch only the minimum details.
(i) First note that the matrix B k as given in (2.5) for the current case takes the form
and e K (K + 1) ⊗ S 0 β and S appearing in the generator given in (2.1) are replaced, respectively, with I ⊗ S 0 β and I ⊗ S. Due to these changes in the entries of the generator Q governing the reliability system under study and noting that y(
) is now a vector of dimension (K + 1)m, the steady-state (3.10)-(3.13) are replaced with (iv) The term kλy K (k)e appearing in (3.23) is replaced by kλ[q k
(v) Theorem 3.9 holds good with two modifications in the entries of L matrix and these are similar to the ones carried out for Q.
(vi) Similar explicit expressions appearing in Theorem 3.11 for the series system can be derived for the current case. The expressions are as follows:
(vii) Theorem 3.13 is generalized for the case p k < 1 as follows. First we let ρ k denote the spectral radius of R as given in (3.44) with corresponding left and right eigenvectors denoted by u and v, respectively. From Perron-Frobenius theory, we can take u and v to be positive vectors such that ue = 1 and uv = 1. In the following we let a K = K j=0 βR j e, a = β(I − R)
−1 e (in the case when ρ k < 1), and b = βv. It is easy to verify the following facts by routine calculations.
(1) From the equations in (3.48) and the form of R matrix given in (3.49), we have
2) The mean downtime, μ DT , is rewritten as
(3.52) (viii) The results in Theorem 3.14 take the following form. As K → ∞, we have
(3.55)
Illustrative numerical examples
In this section we discuss some interesting numerical examples that qualitatively describe the model under study. The correctness and the accuracy of the code are verified by a number of accuracy checks. For example, we obtained the numerical solution for the exponential repairs in its simple form. Next, we implemented the general algorithm, but using the following PH-representation. Let S be an irreducible, stable matrix with eigenvalue of maximum real part −τ < 0. Let σ denote the corresponding left eigenvector, normalized by σe = 1. Taking β = σ, the PH-representation reduces to the exponential repairs with intensity rate τ. The general algorithm does not utilize this fact in any manner, but the numerical results agreed very much. We also used the limiting results as another set of accuracy checks.
For the repair times, we consider the following three PH-distributions (1) Erlang (ERL), All these three PH-distributions will be normalized so as to have a specific repair rate. Note that these are qualitatively different distributions having different variances. The ratio of the standard deviations of these three distributions with respect to ERL are, respectively, 1.0, 2.236068, and 8.901896. In addition to various means listed above, we consider the following system performance measures for our numerical examples:
(i) the probability, P idle , that the repairman is idle is calculated as
(ii) the probability, P down , that the system is down is given by P down = y(k − 1)e; (4.5) (iii) the probability mass function, f NR j , of the number of units under repair is obtained as
Note that from (4.6) we can compute the mean, μ NR , number of units under repair. (i) As μ increases, μ TBF appears to increase in all cases. This is to be expected since increasing the repair rate makes more components available for functioning. (ii) While we see a very significant improvement in this measure for ERL and EXP repairs, there seems to be only a marginal improvement for the HEX repairs. (iii) The effect of the parameter p is noticeable only for small values p (between 0 and 0.4). This can be intuitively explained as follows. When p is small, the spares are used sporadically unless the system is about to fail in which case we always use a spare (when available). This on the average will result in an increase in the mean. However, if p is large, the spares will be called upon as and when a unit fails (irrespective of whether the system failure occurs at a failure or not). In this case not only the failure rate of the system increases but also the spares deplete faster. (iv) The impact of K on the mean is seen either when p is small or when μ is large.
Furthermore, after certain value for K (which depends on the type of repair distribution) the impact becomes significant. As is to be expected, the smaller the repair rate the more the impact of K on the mean. smaller values of p, requests for a spare should be made as and when a component fails; as p increases to 1, the requests for a spare can be postponed closer to system failure, so as to maximize the mean time to failure. Furthermore, the larger the variation in the repair times is, the much earlier requests should be made to system failure even when p is reasonably large. Conclusions and recommendations. Based on our numerical experimentation, we make the following conclusions and offer some recommendations for practicing engineers. (c) the probability that the server is idle; and the following measures decrease: (i) the probability that the system is down; (ii) the mean number of units under repair; (iii) the mean number of spares used; and (iv) the mean busy period of the repairman. (ii) However, it is not always the case that a spare unit is made available with certainty when requested. As pointed out earlier if there is a problem (which is described in some probabilistic sense) in replacing a failed component with a spare, how and when should a spare be requested so as to, say, increase the mean time to failure? Of course, the answer to this question depends on a number of factors such as the repair time distribution, the rate of repairs, and the probability structure, {p i }, for making the requests. If there is uncertainty in the delivery of spares (namely, when p i < 1) it is advisable to make a request for spares way ahead of the system failure, for all repair time distributions. In particular, whenever the repair times have a larger variability, it is better to request for spares as early as possible. Given the input parameters of the reliability model, one can use the results of this paper to determine the strategy for requesting spares. (iii) In practice, one has to use historical data to estimate the probabilities, {p i }.
5. An optimization problem a probability structure) for replacing a failed component with a spare one, and analyzed the reliability system in steady state, and obtained some interesting results.
