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FINITE GROUPS ACTING ON HIGHER DIMENSIONAL
NONCOMMUTATIVE TORI
JA A JEONG† AND JAE HYUP LEE †
Abstract. For the canonical action α of SL2(Z) on 2-dimensional simple
rotation algebras Aθ , it is known that if F is a finite subgroup of SL2(Z),
the crossed products Aθ ⋊α F are all AF algebras. In this paper we show
that this is not the case for higher dimensional noncommutative tori. More
precisely, we show that for each n ≥ 3 there exist noncommutative simple
φ(n)-dimensional tori AΘ which admit canonical action of Zn and for each
odd n ≥ 7 with 2φ(n) ≥ n + 5 their crossed products AΘ ⋊α Zn are not AF
(with nonzero K1-groups). It is also shown that the only possible canonical
action by a finite group on a 3-dimensional simple torus is the flip action by
Z2. Besides, we discuss the canonical actions by finite groups Z5,Z8,Z10, and
Z12 on the 4-dimensional torus of the form Aθ ⊗Aθ .
1. Introduction
The rotation algebra Aθ, θ ∈ R, is the universal C
∗-algebra generated by two
unitaries u1, u2 satisfying the commutation relation u2u1 = exp(2πiθ)u1u2. If
u1 and u2 commute (that is, if θ ∈ Z), Aθ is isomorphic to the commutative
C∗-algebra C(T2) of all continuous functions on the 2-dimensional torus T2, and
so the rotation algebras Aθ are often called 2-dimensional noncommutative tori.
If θ ∈ R \ Q, Aθ is called an irrational rotational algebra and this is the case
exactly when Aθ is a simple C
∗-algebra.
More generally, for d ≥ 2, a noncommutative d-dimensional torus (or simply a
d-torus) AΘ associated with a skew symmetric real d× d matrix Θ = (θkj) is the
universal C∗-algebra generated by d unitaries u1, . . . , ud that are subject to the
commutation relations
ujuk = exp(2πiθkj)ukuj. (1.1)
AΘ was introduced in [11] as the twisted group algebra C
∗(Zd, ωΘ) of Z
d twisted
by the 2-cocycle ωΘ given in (2.4).
In [16] Watatani considered an automorphism αA, A = (aij) ∈ SL2(Z), on an
irrational rotational algebra Aθ defined by
αA(u1) = exp(πiθa11a21)u
a11
1 u
a21
2 , αA(u2) = exp(πiθa12a22)u
a12
1 u
a22
2 (1.2)
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and then classified these automorphisms using the notion of K1-entropy. Brenken
[1] used the automorphism to study representations of rotational algebras. In this
paper, the action A 7→ αA : SL2(Z) → Aut(Aθ) and its d-dimensional version
(Definition 2.5) will be called a canonical action.
The group SL2(Z) is known to have only four (up to conjugacy) nontrivial finite
subgroups which are isomorphic to Z2, Z3, Z4, and Z6. The crossed products
Aθ ⋊α Zk of a simple Aθ by the restriction of the canonical action α to Zk,
k = 2, 3, 4, 6, are all known to be AF-algebras and moreover their K0 groups
are computed (see [3, Theorem 0.1]), which implies Aθ1 ⋊α Zk
∼= Aθ2 ⋊α Zl if
and only if k = l and θ1 = ±θ2 modZ. Also it is known in the same paper [3]
that AΘ⋊σ Z2 is an AF algebra if AΘ is a simple d-dimensional noncommutative
torus and σ is the action given by the flip automorphism sending the unitary
generators uj to their adjoints u
∗
j for j = 1, . . . , d. This seminal work [3] was
actually motivated, as reviewed in the first chapter there, by several previous
studies including, for example, the result [15] that for most irrational numbers θ,
the crossed products Aθ ⋊α Z4 are AF algebras, and it finally settled down the
case Aθ ⋊α F for any (2-dimensional) irrational rotational algebras Aθ and any
finite groups F ⊂ SL2(Z).
It would then be a very natural question to ask whether the crossed product
AΘ ⋊α G of a simple higher dimensional noncommutative d-torus AΘ is still
AF even when α is the canonical action of a finite subgroup G of SLd(Z) (or
GLd(Z)). But it was unclear, at least to the knowledge of the authors, even
whether there are any known finite groups acting canonically on some higher
dimensional noncommutative simple tori, except the flip action by Z2, when the
authors got interested in this question. The purpose of this paper is thus to
find finite subgroups G of GLd(Z) which act canonically on higher dimensional
noncommutative simple d-tori AΘ and to figure out if there are simple crossed
products AΘ ⋊α G which are not AF.
In order to show that such a crossed product is not AF, it is enough to see
that the K1-group of AΘ⋊α G is nonzero. From the general theory developed in
[3], we can deduce without difficulty that the K-groups K∗(AΘ ⋊α G) are equal
to the K-groups K∗(C
∗(Zd ⋊G)) of the semidirect product group C∗-algebras.
For the finite subgroups G of GLd(Z), we will use the companion matrix Cn of
the nth cyclotomic polynomial; the matrix Cn is a d × d matrix, d = φ(n), and
is of order n. The finite cyclic group Zn = 〈Cn〉 generated by Cn then acts on
Zd by conjugation and we have the semidirect product group Zd ⋊Zn. We show
the following theorem with the aid of the recent results on topological K-theory
of group C∗-algebras known in [5]:
Theorem 1.1. (Theorem 3.6) Let n ≥ 7 be an odd integer with d := φ(n). If
2d ≥ n+ 5, then
K1(C
∗(Zd ⋊α Zn)) 6= 0,
where α is the conjugation action of Zn = 〈Cn〉 on Z
d.
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For a prime number n ≥ 3, it is known in [2, Theorem 0.3] that K1(C
∗(Zd ⋊α
Zn)) = 0 if and only if n = 3 or 5.
The remaining thing to answer our question is then to show that the cyclic
group Zn = 〈Cn〉 can really act canonically on some noncommutative simple
d-dimensional tori AΘ, and we prove the following:
Theorem 1.2. (Theorem 4.2) Let n ≥ 3 and d := φ(n). Then there exist simple
d-dimensional tori AΘ on which the group Zn = 〈Cn〉 acts canonically.
From this result and Theorem 1.1, we can say that there exist many noncom-
mutative simple higher dimensional tori whose crossed products by finite cyclic
groups via canonical actions are not AF.
If p ≥ 3 is prime (thus d = p − 1), we can say more on the skew symmetric
d × d matrices Θ, and apply [2, Theorem 0.3] to figure out exactly when the
simple crossed product AΘ ⋊ Zp is AF:
Theorem 1.3. (Theorem 4.4 and Corollary 4.5) Let p ≥ 3 be a prime. Then
noncommutative d-tori AΘ associated with Θ of the form in (4.19) admit the
canonical action of Zp = 〈Cp〉. Conversely, if Zp = 〈Cp〉 canonically acts on
a d-torus AΘ, then Θ must have the form in (4.19). For the crossed product
AΘ ⋊α Zp of a simple AΘ, it is an AF algebra if and only if p = 3 or 5.
Since the cases considered above do not include odd-dimensional noncommu-
tative tori while 3-dimensional case, for example, is expected to be easily under-
stood and maybe much similar to 2-dimensional tori than tori with dimension a
lot higher, we examine noncommutative simple 3-tori separately and obtain the
following:
Theorem 1.4. (Theorem 5.2) The only canonical action by a nontrivial finite
cyclic group on a simple 3-dimensional torus is the flip action by Z2.
Going one step further we will also examine the canonical actions by finite
groups on 4-dimensional tori. We know from Theorem 1.3 with p = 5 that there
are simple 4-tori admitting canonical actions by Z5 = 〈C5〉 and their crossed
products are all AF. Among 4-dimensional simple tori, especially we will look at
AΘ isomorphic to the tensor product Aθ⊗Aθ of a simple 2-dimensional torus Aθ
with itself and describe explicitly in Proposition 6.4 the canonical actions by the
groups Zn = 〈Cn〉 for n = 5, 8, 10, 12.
This paper is organized as follows. In Section 2, we first review definitions and
important results which we need in later chapters and then make it clear why the
resulting crossed product under consideration in this paper is AF exactly when
its K1 group is zero. In Section 3 we explain how the machinery obtained in [3]
and the results in [2, 5] can be applied to our situation, and then prove Theo-
rem 1.1. In Section 4, we prove Theorem 1.2 and Theorem 1.3. Then applying
the complete list of elements in GL3(Z) of finite order known in [14], we prove
Theorem 1.4 in Section 5. Finally in Section 6, we examine in Proposition 6.4
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some of the 4-dimensional simple tori and the canonical actions by the finite
groups Z5,Z8,Z10,Z12.
Acknowledgement. The authors have benefited from useful suggestions by N.
C. Phillips.
2. Preliminaries
In this section we recall basic definitions and important facts (from [2, 3, 5, 6, 7,
10, 11, 12]) which shall be used throughout the paper.
2.1. Twisted group algebras of discrete groups. Let G be a second count-
able discrete group. A 2-cocycle on G is a function ω : G × G → T such that
ω(x, y)ω(xy, z) = ω(y, z)ω(x, yz) and ω(x, 1) = ω(1, x) = 1 for x, y, z ∈ G. By
ℓ1(G,ω) we denote the twisted convolution ∗-algebra of all summable functions
on G with
(f ∗ω g)(x) =
∑
y∈G
f(y)g(y−1x)ω(y, y−1x)
f∗(x) = ω(x, x−1)f(x−1).
We call a map v : G → U(H) of G into the unitary group of a Hilbert space H
an ω-representation of G if
v(x)v(y) = ω(x, y)v(xy) (2.3)
for x, y ∈ G. The regular ω-representation of G is the ω-representation lω : G→
U(ℓ2(G)) given by
(lω(x)ξ)(y) = ω(x, x
−1y)ξ(x−1y)
for ξ ∈ ℓ2(G) and x, y ∈ G. Every ω-representation v : G → U(H) induces
a contractive ∗-homomorphism v : ℓ1(G,ω) → B(H) (also denoted v) given by
v(f) =
∑
x f(x)v(x) for f ∈ ℓ
1(G,ω), and every nondegenerate representation
of ℓ1(G,ω) arises in this way. The full twisted group algebra C∗(G,ω) is then
defined to be the enveloping C∗-algebra of ℓ1(G,ω) and the reduced twisted group
algebra C∗r (G,ω) is the image of C
∗(G,ω) under the regular representation lω. If
G is amenable, C∗(G,ω) is equal to C∗r (G,ω) by [7, Theorem 3.11], and hence by
(2.3)
C∗(G,ω) = span{lω(x) : x ∈ G}.
2.2. Noncommutative tori. A real skew symmetric d× d matrix Θ induces a
2-cocycle ωΘ : Z
d × Zd → T given by
ωΘ(x, y) = exp(πi〈Θx, y〉) (2.4)
for x, y ∈ Zd. The twisted group algebra C∗(Zd, ωΘ) is called a noncommu-
tative d-torus ([11]). If {ei}
d
i=1 is the standard basis of Z
d, then ωΘ(ej , ek) =
exp(πiθkj) and C
∗(Zd, ωΘ) = C
∗{lΘ(ei) : i = 1, . . . , d}, where lΘ : Z
d →
U(ℓ2(Zd)) denotes the regular ωΘ-representation. It is also easy to see that for
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x, y ∈ Zd, ωΘ(x, x) = 1 and lΘ(x)lΘ(y) = ωΘ(x, y)lΘ(x+y) = ωΘ(x, y)lΘ(y+x) =
ωΘ(x, y)ωΘ(y, x)lΘ(y)lΘ(x) = ωΘ(x, y)
2lΘ(y)lΘ(x). Thus
lΘ(ej)lΘ(ek) = ωΘ(ej , ek)
2lΘ(ek)lΘ(ej) = exp(2πiθkj)lΘ(ek)lΘ(ej) (2.5)
follows for j, k = 1, . . . , d, and
lΘ(y) = exp
(
πi
d∑
k=2
k−1∑
j=1
ykyjθjk
)
lΘ(e1)
y1 · · · lΘ(ed)
yd (2.6)
holds for y = (y1, . . . , yd) ∈ Z
d. The relation (2.5) shows that the generating
unitaries {lΘ(ej)}
d
j=1 of C
∗(Zd, ωΘ) satisfy the relation (1.1). In fact C
∗(Zd, ωΘ)
is characterized as the universal C∗-algebra generated by d unitaries {uj}
d
j=1
satisfying the relations (1.1) ([11]). Also, C∗(Zd, ωΘ) is usually denoted by AΘ;
AΘ = C
∗(Zd, ωΘ). (2.7)
For θ ∈ R, the rotation algebra Aθ is the noncommutative 2-torus AΘ associated
to the real skew symmetric 2×2 matrix Θ = (θkj) with θ12 = θ. Of course, AΘ is
not necessarily noncommutative as the generators commute each other if θkj ∈ Z
for all k, j = 1, . . . , d.
Notation 2.1. As in [12], we use the following notation:
Td(R) := {Θ ∈Md(R) : Θ
t = −Θ },
where Θt denotes the transpose of Θ. Similarly, Td(Z) denotes the set of all
d×d skew symmetric matrices with entries from Z. For a skew symmetric matrix
Θ ∈ Td(R), we will consider the group
GΘ := {A ∈ GLd(Z) : Θ = A
tΘA }.
Actually it is the isotropy group of Θ ∈ Td(R) under the action of GLd(Z),
(A,Θ) 7→ (A−1)tΘA−1 : GLd(Z)× Td(R)→ Td(R).
We call Θ ∈ Td(R) nondegenerate if whenever x ∈ Z
d satisfies exp(2πi〈x,Θy〉) =
1 for all y ∈ Zd, then x = 0. Otherwise Θ is called degenerate. For the simplicity
of the algebra AΘ, the following is known.
Theorem 2.2. ([8, Theorem 1.9], [13, Theorem 3.7]) Let Θ ∈ Td(R). Then the
noncommutative d-torus AΘ is simple if and only if Θ is nondegenerate.
2.3. Canonical action on noncommutative tori AΘ. For a matrix A ∈
GLd(Z), the unitary UA ∈ U(ℓ
2(Zd)) given by
(UA ξ)(x) = ξ(A
−1x)
for ξ ∈ ℓ2(Zd) and x ∈ Zd, defines an automorphism AdUA of B(ℓ
2(Zd)). Any
restrictions of AdUA to subalgebras of B(ℓ
2(Zd)) will also be written as AdUA.
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Remark 2.3. Consider the d-torus AΘ = span{lΘ(x) : x ∈ Z
d} ⊂ B(ℓ2(Zd))
associated with Θ ∈ Td(R).
(1) If A ∈ GLd(Z) satisfies Θ = (A
−1)
t
ΘA−1, it defines an automorphism
AdUA ∈ Aut(AΘ) because AdUA(lΘ(y)) = l(A−1)tΘA−1(Ay) ∈ AΘ for the
generators {lΘ(y) : y ∈ Z
d} of AΘ. In fact, for ξ ∈ ℓ
2(Zd) and x, y ∈ Zd,
AdUA(lΘ(y))(ξ)(x) = (UA lΘ(y)U
∗
A)(ξ)(x)
= (lΘ(y)U
∗
A)(ξ)(A
−1x)
= ωΘ(y,−y+A
−1x)(U∗A(ξ))(−y+A
−1x)
= ωΘ(y,−y+A
−1x) ξ(−Ay+x)
= ωΘ(y,A
−1x) ξ(−Ay+x)
= ω(A−1)tΘA−1(Ay, x) ξ(−Ay+x)
= (l(A−1)tΘA−1(Ay))(ξ)(x).
Thus we are concerned with the group GΘ.
(2) If Θ = (θij) ∈ T2(R) with θ := θ12 6= 0, then GΘ = SL2(Z), which is
immediate from the fact that (A−1)tΘA−1 = det(A)Θ for A ∈ GL2(Z).
(3) More generally, any matrix A ∈ GLd(Z) satisfying
KA := Θ− (A
−1)tΘA−1 ∈ Td(Z)
defines an automorphism τKA ◦AdUA ∈ Aut(AΘ) such that
(τKA ◦ AdUA)(lΘ(y)) = lΘ(Ay)
for y ∈ Zd, where τKA(l(A−1)tΘA−1(y)) := l(A−1)tΘA−1+KA(y). The set
{A ∈ GLd(Z) : Θ− (A
−1)tΘA−1 ∈ Td(Z) } forms a group.
For each Θ ∈ Td(R), the group GΘ acts on Z
d via matrix multiplication
(A, x) 7→ Ax : GΘ × Z
d → Zd
which then defines the semidirect product group Zd ⋊GΘ with the group multi-
plication
(x,A)(y,B) = (x+Ay,AB)
for x, y ∈ Zd and A,B ∈ GΘ. Note that the cocycle ωΘ, given in (2.4), is invariant
under the above action; ωΘ(Ax,Ay) = ωΘ(x, y) for A ∈ GΘ and x, y ∈ Z
d.
The following lemma is a special case of [7, Theorem 4.1] (see [3, Lemma 2.1]).
Lemma 2.4. Let Θ ∈ Td(R) and G be a subgroup of GΘ. Then:
(1) There is a 2-cocycle ω˜Θ of Z
d ⋊G defined by
ω˜Θ((x,A), (y,B)) = ωΘ(x,Ay). (2.8)
(2) There is an action α : G → Aut(AΘ) given by αA(f)(x) = f(A
−1x) for
f ∈ ℓ1(Zd, ωΘ) and A ∈ G, or equivalently
αA(lΘ(x)) = lΘ(Ax) (lΘ(x) ∈ AΘ).
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(3) There are isomorphisms
C∗(Zd ⋊G, ω˜Θ) ∼= C
∗(Zd, ωΘ)⋊α G,
C∗r (Z
d ⋊G, ω˜Θ) ∼= C
∗(Zd, ωΘ)⋊α,r G
given by f 7→ Φ(f) : ℓ1(Zd ⋊ G, ω˜Θ) → ℓ
1(G, ℓ1(Zd, ωΘ)) on the level of
ℓ1-functions, where Φ(f)(A) = f(· , A) for A ∈ G.
Definition 2.5. The action α in Lemma 2.4(2),
αA(lΘ(x)) = lΘ(Ax), A ∈ G, x ∈ Z
d,
is called the canonical action of G(⊂ GΘ) on AΘ.
Note that by (2.7) and Lemma 2.4(3), we have an isomorphism
AΘ ⋊α G ∼= C
∗(Zd ⋊G, ω˜Θ) (2.9)
for any subgroup G of GΘ and its canonical action α.
Example 2.6. For Θ = (θij) ∈ T2(R) with θ := θ12, the canonical action α of
GΘ(= SL2(Z) by Remark 2.3(2)) coincides with the action in (1.2); if A = (aij) ∈
SL2(Z), we have for i = 1, 2,
αA(lΘ(ei)) = lΘ(Aei) = lΘ(a1ie1 + a2ie2)
= exp(πiθa1ia2i)lΘ(e1)
a1i lΘ(e2)
a2i (by (2.6)).
2.4. Companion matrices of cyclotomic polynomials. To find a finite sub-
group G of GΘ(⊂ GLd(Z)), we have to examine matrices A ∈ GLd(Z) of finite
order. For this, we shall use companion matrices of cyclotomic polynomials in
Section 4 and 5.
Consider a monic polynomial p(x) = a0 + a1x + · · · + ad−1x
d−1 + xd. The
companion matrix Cp(x) of p(x) is defined to be the following d× d matrix
Cp(x) :=


0 0 0 · · · 0 −a0
1 0 0 · · · 0 −a1
0 1 0 · · · 0 −a2...
...
. . .
...
...
0 0 0
. . . 0 −ad−2
0 0 0 · · · 1 −ad−1


(2.10)
which is invertible if a0 6= 0. The minimal polynomial of Cp(x) is equal to its
characteristic polynomial p(x).
Recall that for n ∈ N, the nth cyclotomic polynomial Φn(x) is defined by
Φn(x) =
∏
1≤k≤n
gcd(k,n)=1
(x− exp(2πi
k
n
)).
It is a monic polynomial of degree d := φ(n) (here, φ is the Euler’s totient
function). Φn(x) is also known to have integer coefficients and is irreducible over
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Q. The companion matrix Cn := CΦn(x) of Φn(x) is then a matrix of order
n. If n ≥ 3, then d is even and it is easy to see that Cn ∈ SLd(Z), namely
det(Cn) = 1. Since the minimal polynomial Φn(x) of Cn has distinct roots
{exp(2πi kn) : 1 ≤ k ≤ n, gcd(k, n) = 1} which are the eigenvalues of Cn, we see
that Cn is diagonalizable (in C). Thus there is an invertible matrix U such that
UCnU
−1 = diag(ζ1, . . . , ζφ(n)), (2.11)
where ζ1, . . . , ζφ(n) are the distinct primitive n-th roots of unity.
Remark 2.7. Let n ∈ N and d := φ(n). Then the companion matrix Cn of
the cyclotomic polynomial Φn(x) generates the finite group Zn = 〈Cn〉 := {C
k
n ∈
GLd(Z) : 0 ≤ k ≤ n− 1} which acts on the group Z
d via
(Ckn, x) 7→ C
k
n x : Zn × Z
d → Zd.
This action (also denoted α) is actually the conjugation action of Zn on Z
d in
the semidirect product group Zd ⋊α Zn.
2.5. Classification theorems. Let Θ ∈ Td(R) be nondegenerate. Then AΘ is a
simple C∗-algebra with a unique tracial state by [8, Theorem 1.9] and has tracial
rank zero by [8, Theorem 3.5]. Thus if α : G→ Aut(AΘ) is an action by a finite
group which has the tracial Rokhlin property (see [3, Section 5]), the crossed
product AΘ ⋊α G becomes a simple C
∗-algebra ([9, Corollary 1.6]) with tracial
rank zero ([9, Theorem 2.6]). The fact that AΘ ⋊α G has a unique tracial state
follows from [3, Proposition 5.7].
The canonical action α of a finite group G(⊂ GΘ) on the simple AΘ is actually
known to have the tracial Rokhlin property by [3, Lemma 5.10 and Theorem 5,5],
and moreover the crossed product AΘ ⋊α G satisfies the Universal Coefficient
Theorem (this will be shown in Proposition 3.1). Thus the crossed product
AΘ ⋊α G becomes classifiable by Huaxin Lin’s classification theorem:
Theorem 2.8. ([6, Theorem 5.2]) Let A and B be two unital separable simple
nuclear C∗-algebras with tracial topological rank zero which satisfy the Universal
Coefficient Theorem. Then A ∼= B if and only if they have isomorphic Elliott
invariants, that is,
(K0(A),K0(A)+, [1A],K1(A)) ∼= (K0(B),K0(B)+, [1B ],K1(B)).
Since simple unital AF algebras satisfy all the conditions of the above theorem,
if the Elliott invariant of AΘ⋊αG, G ⊂ GΘ, is isomorphic to that of such an AF
algebra, one can conclude that the crossed product AΘ ⋊α G is an AF algebra,
which was successfully done in [3] for Aθ ⋊α F with all θ ∈ R \ Q and all finite
subgroups F of SL2(Z). The following proposition by N.C. Phillips also says that
to see whether the crossed product AΘ ⋊α G is AF, we only need to know its
K-groups:
Proposition 2.9. ([8, Proposition 3.7]) Let A be a simple infinite dimensional
separable unital nuclear C∗-algebra with tracial rank zero and which satisfies the
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Universal Coefficient Theorem. Then A is a simple AH algebra with real rank
zero and no dimension growth. If K∗(A) is torsion free, A is an AT algebra. If,
in addition, K1(A) = 0, then A is an AF algebra.
Remark 2.10. We can summarize what the classification results above together
with Proposition 3.1 imply in our setting as follows: If Θ is a nondegenerate skew
symmetric real d × d matrix and α : G → Aut(AΘ) is the canonical action of a
finite group G ⊂ GΘ, the simple crossed product AΘ ⋊α G is an AF algebra if
and only if K0(AΘ ⋊α G) is torsion free and K1(AΘ ⋊α G) = 0.
For the computation of K1-groups of the crossed products AΘ ⋊α G, we shall
apply the following theorem.
Theorem 2.11. ([5, Theorem 0.1], [2, Theorem 0.3]) Let n, d ∈ N. Consider the
extension of groups 1→ Zd → Zd ⋊α Zn → Zn → 1 such that conjugation action
α of Zn on Z
d is free outside the origin 0 ∈ Zn. Then K0(C
∗(Zd ⋊α Zn)) ∼= Z
s0
for some s0 ∈ Z and
K1(C
∗(Zd ⋊α Zn)) ∼= Z
s1 ,
where s1 =
∑
l≥0 rkZ((Λ
2l+1Zd)Zn). If n is even, s1 = 0. If n > 2 is prime and
d = n− 1, then s1 =
2n−1−(n−1)2
2n .
3. K-groups of the simple crossed products AΘ ⋊α Zn
In this section we show that the K1-group of the simple crossed product AΘ⋊αG
is not always zero (see Theorem 3.6). We begin with the following proposition
saying that we can apply Lin’s classification theorem (Theorem 2.8) or Proposi-
tion 2.9 to the simple crossed product AΘ⋊αG of the canonical action by a finite
subgroup G of GΘ.
Proposition 3.1. Let Θ be a skew symmetric real d×d matrix and G be a finite
subgroup of GΘ. If α : G → Aut(AΘ) is the canonical action of G on AΘ, the
crossed product AΘ ⋊α G satisfies the Universal Coefficient Theorem.
Proof. The 2-cocycle ωΘ given in (2.4) is invariant under the action of G on Z
d.
By (2.9), the crossed product AΘ⋊αG is isomorphic to the twisted group algebra
C∗(Zd⋊G, ω˜Θ). Note that Z
d⋊G is amenable and is a closed subgroup of Rd⋊G
which is almost connected. Therefore AΘ⋊αG satisfies the Universal Coefficient
Theorem (see [3, Corollary 6.2]). 
Remark 3.2. If there is a finite subgroup G of GΘ which canonically acts on the
noncommutative simple torus AΘ, as summarized in Remark 2.10, we need to
calculate the K-groups of AΘ ⋊α G to see whether it is an AF algebra. But the
K-groups K∗(AΘ ⋊α G) of the crossed product AΘ ⋊α G ∼= C
∗(Zd ⋊G, ω˜Θ) (see
(2.9)) is equal to the K-groups K∗(C
∗(Zd ⋊G)) of the untwisted group algebra
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by [3, Theorem 0.3];
Ki(AΘ ⋊α G) = Ki(C
∗(Zd ⋊G))
for i = 0, 1. This is because the 2-cocycle ω˜Θ is homotopic (in the sense of [3,
Theorem 0.3]) to the trivial one via
Ω : (Zd ⋊G)× (Zd ⋊G)→ C([0, 1],T)
defined by
Ω((x,A), (y,B))(t) := exp(2πit〈Θx,Ay〉)
for x, y ∈ Zd, A,B ∈ G and t ∈ [0, 1].
For the rest of this section, we will consider the cyclic group Zn = 〈Cn〉 gen-
erated by the companion matrix Cn of the nth cyclotomic polynomial and its
conjugation action α on Zd, d = φ(n) (see Remark 2.7 for the conjugation ac-
tion). Note that we use the same α for both the canonical action of G(⊂ GΘ) on
AΘ and the conjugation action of Zn on Z
d.
The formula K∗(C
∗(Zd ⋊α G)) in Theorem 2.11 requires that the action α of
Zn on Z
d be free outside the origin, so we need the following proposition which
follows immediately from (2.11).
Proposition 3.3. The conjugation action α of Zn = 〈Cn〉 on Z
d in the semidirect
product group Zd ⋊α Zn is free outside the origin, that is, C
k
n x 6= x for all k =
1, . . . , n− 1 and nonzero x ∈ Zd.
The above proposition, together with Proposition 2.9, Remark 3.2, and Theo-
rem 2.11, gives the following:
Proposition 3.4. Let d = φ(n) and α be the canonical action of the finite cyclic
group Zn = 〈Cn〉 on a noncommutative simple d-torus AΘ. Then the crossed
product AΘ ⋊α Zn is an AT algebra, and moreover it is an AF algebra if and
only if K1(Z
d ⋊α Zn) = 0; in particular if n is even, AΘ ⋊α Zn is always an AF
algebra.
Now let n ≥ 3 be an odd number and α be the conjugation action of Zn = 〈Cn〉
on Zd. We will show that K1(Z
d⋊αZn) is not necessarily zero. For each l ≥ 0, α
induces an action Λl(α) : Zn → Aut(Λ
lZd) of Zn on the lth exterior power Λ
lZd
of Z-module Zd as follows:
Λl(α)(k)(x1 ∧ · · · ∧ xl) := Λ
l(αk)(x1 ∧ · · · ∧ xl)
= αk(x1) ∧ · · · ∧ αk(xl)
for k ∈ Zn and x1 ∧ · · · ∧ xl ∈ Λ
lZd. For notational convenience, we simply
write Λ(α) for Λl(α). To compute K1(C
∗(Zd ⋊α Zn)), we need to know the rank
rkZ(Λ
lZd)Zn of the following submodule
(ΛlZd)Zn := {v ∈ ΛlZd : Λ(αk)(v) = v, k ∈ Zn}
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of the fixed points.
Lemma 3.5. Let n ≥ 3 be an odd integer and d := φ(n) (automatically even).
Then ΛdZd = (ΛdZd)Zn .
Proof. It is enough to show that Λ(αk)(e1 ∧ · · · ∧ ed) = e1 ∧ · · · ∧ ed for all
k ∈ Zn, which is obvious from Λ(αk)(e1 ∧ · · · ∧ ed) = αk(e1) ∧ · · · ∧ αk(ed) =
Ckne1 ∧ · · · ∧ C
k
ned = det(C
k
n)e1 ∧ · · · ∧ ed and the fact that det(Cn) = 1. 
For two subsets I, J of Z, set
J − I := {j − i ∈ Z : i ∈ I, j ∈ J}
and write I ≡ J (mod n) if for each i ∈ I there exists a j ∈ J with i − j ∈ nZ
and vice versa. As usual, |I| denotes the cardinality of the set I.
Theorem 3.6. Let n ≥ 7 be an odd integer and d := φ(n). Consider the exten-
sion of groups 1 → Zd → Zd ⋊α Zn → Zn → 1 with Zn = 〈Cn〉. If 2d ≥ n + 5,
then
K1(C
∗(Zd ⋊α Zn)) 6= 0.
(If n ≥ 7 is prime, 2d ≥ n+ 5 always holds.)
Proof. Since the conjugation action α of Zn = 〈Cn〉 on Z
d is free outside the origin
by Proposition 3.3, it is enough to show that s1 =
∑
l≥0 rkZ((Λ
2l+1Zd)Zn) 6= 0 by
Theorem 2.11.
Note first that the set {1, 2, . . . , d} can be divided into two disjoint sets I =
{i1, . . . , il} and J = {j1, . . . , jd−l} such that |I| (hence |J |) is odd and
J − I ≡ {1, 2, . . . , d− 2} ∪ {n− d+ 3, n− d+ 4, . . . , n− 1} (mod n)
≡ {1, 2, . . . , n− 1} (mod n),
which follows from the condition 2d ≥ n + 5 (or d − 2 ≥ n − d + 3). (For
example, one can take I = {1, 2, d} and J = {3, 4, . . . , d − 1}.) Then for any
k, t ∈ Zn = {0, 1, . . . , n − 1} with k 6= t, there exist i ∈ I and j ∈ J such that
k + i ≡ t+ j (mod n). So we have∑
0≤k 6=t≤n−1
Λ(αk)(ei1 ∧ . . . ∧ eil) ∧ Λ(αt)(ej1 ∧ . . . ∧ ejd−l)
=
∑
0≤k 6=t≤n−1
Cknei1 ∧ . . . ∧ C
k
neil ∧ C
t
nej1 ∧ . . . ∧ C
t
nejd−l
=
∑
0≤k 6=t≤n−1
Ck+i1−1n e1 ∧ . . . ∧C
k+il−1
n e1 ∧ C
t+j1−1
n e1 ∧ . . . ∧ C
t+jd−l−1
n e1
= 0,
where the second equality comes from the easy fact that Cv−1n e1 = ev for v =
1, . . . , d. By Lemma 3.5, Λ(αk)(ei1 ∧ · · · ∧ eil ∧ ej1 ∧ · · · ∧ ejd−l) = ei1 ∧ · · · ∧ eil ∧
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ej1 ∧ · · · ∧ ejd−l for all k. Thus
0 6= n(ei1 ∧ . . . ∧ eil ∧ ej1 ∧ . . . ∧ ejd−l)
=
n−1∑
k=0
Λ(αk)(ei1 ∧ . . . ∧ eil ∧ ej1 ∧ . . . ∧ ejd−l)
=
( n−1∑
k=0
Λ(αk)(ei1 ∧ . . . ∧ eil)) ∧
( n−1∑
t=0
Λ(αt)(ej1 ∧ . . . ∧ ejd−l)
)
−
∑
0≤k 6=t≤n−1
Λ(αk)(ei1 ∧ . . . ∧ eil) ∧ Λ(αt)(ej1 ∧ . . . ∧ ejd−l)
=
( n−1∑
k=0
Λ(αk)(ei1 ∧ . . . ∧ eil)
)
∧
( n−1∑
t=0
Λ(αt)(ej1 ∧ . . . ∧ ejd−l)
)
,
and hence
n−1∑
k=0
Λ(αk)(ei1 ∧ . . . ∧ eil) 6= 0 and
n−1∑
t=0
Λ(αt)(ej1 ∧ . . . ∧ ejd−l) 6= 0. But
clearly these two elements belong to (ΛlZd)Zn and (Λd−lZd)Zn respectively, so
that s1 > 0 follows. 
We close this section with providing a condition equivalent to 2d ≥ n+5 used
in Theorem 3.6.
Proposition 3.7. Let n ≥ 7 be an odd number and d := φ(n). Then the condition
2d ≥ n + 5 of Theorem 3.6 holds if and only if there is a partition {I, J} of
{1, . . . , d} such that both |I| and |J | are odd and
J − I ≡ {1, 2, . . . , n− 1} (mod n).
Proof. The direction ‘only if’ was proved in the proof of Theorem 3.6. For the
converse, let {I, J} be such a partition of {1, . . . , d} that |I| and |J | are odd and
J − I ≡ {1, 2, . . . , n− 1} (mod n). Assume 1 ∈ I. Then the sets
P := (J − I) ∩N and N := (J − I) \ P.
contain the positive and negative integers of J − I respectively. With N ′ :=
{n+m : m ∈ N} of positive integers, one has N ′ ≡ N(mod n). Also
P ⊂ {1, 2, . . . , d− 1} and N ′ ⊂ {n+ (1− d), n+ (2− d), . . . , n− 1} (3.12)
is clear, hence P ∪N ′ ⊂ {1, 2, . . . , n− 1} and |P |, |N ′| ≤ d− 1. From
J − I = P ∪N ≡ P ∪N ′ (mod n) and J − I ≡ {1, 2, . . . , n− 1} (mod n),
it follows that
P ∪N ′ = {1, 2, . . . , n− 1} (3.13)
since P ∪ N ′ has only positive integers less than n. Thus n − 1 ≤ |P | + |N ′| ≤
2(d − 1), namely 2d ≥ n + 1 must hold. Since n is odd, we have 2d = n + 1,
2d = n+ 3 or 2d ≥ n+ 5.
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To show 2d ≥ n + 5, first suppose 2d = n + 1. Then 2(d − 1) = n − 1 so that
we have N ′ = {n+ 1− d, n+ 2− d, . . . , n− 1} and thus 1− d ∈ N . But 1− d is
not equal to any number j − i for j ∈ J and i ∈ I. Thus 2d 6= n+ 1.
Now suppose that 2d = n+ 3, that is, 2(d − 1) = n+ 1 holds. Set
L := {1, 2, . . . , d− 1} and R := {n + 1− d, n + 2− d, . . . , n− 1},
then 2d = n+ 3 is the case exactly when
L ∩R = {d− 2, d − 1} = {n+ 1− d, n+ 2− d}. (3.14)
Also (3.13) implies that
{1, 2, . . . , d− 3} ⊂ P and {n+ 3− d, n+ 4− d, . . . , n− 1} ⊂ N ′. (3.15)
Note here that if m ∈ L\R = {1, . . . , d−3} then m ∈ J−I and that if m ∈ R\L
then m− n ∈ J − I. Moreover each m ∈ L ∩R satisfies the following:
m /∈ J − I ⇒ m− n ∈ J − I. (3.16)
We claim that
{1, d} ⊂ I and {2, d− 1} ⊂ J.
First observe that for m := n+1− d ∈ L∩R, m−n = 1− d /∈ J − I since 1 ∈ I.
By (3.16), m = n + 1 − d ∈ J − I and hence d − 2 ∈ J − I by (3.14). Thus we
have
(d, 2) ∈ J × I or (d− 1, 1) ∈ J × I. (3.17)
Since 3− d ∈ J − I by (3.15), we should have at least one of the following;
(3, d) ∈ J × I, (2, d − 1) ∈ J × I, or (1, d − 2) ∈ J × I.
But (2, d−1) /∈ J× I and (1, d−2) /∈ J× I because of (3.17) and our assumption
that 1 ∈ I. Thus (3, d) ∈ J × I. Since d /∈ J we also have d − 1 ∈ J by (3.17).
From (3.14) d − 1 = n + 2 − d and thus we have n + 2 − d = d − 1 /∈ J − I
(otherwise, d /∈ J). Then by (3.16), 2 − d ∈ J − I which can occur only when
(2, d) ∈ J × I or (1, d− 1) ∈ J × I. Since 1 ∈ I, we obtain 2 ∈ J . This proves the
claim. Next we show that
{1, d} ⊂ I and {2, 3, d − 2, d− 1} ⊂ J
providing a proof that can be repeated until we reach the step {1, d} = I and
{2, . . . , d− 1} = J , where we meet a contradiction to the assumption that both I
and J have odd number of elements. By (3.15), with k = 2, n+ (k+1)− d ∈ N ′
and d− (k + 1) ∈ P . Thus
(k + 1)− d ∈ J − I and d− (k + 1) ∈ J − I.
Note that (k+1)−d = 3−d ∈ J−I can happen only if (k+1, d) = (3, d) ∈ J×I,
(k, d − 1) = (2, d − 1) ∈ J × I, or (1, d − k) = (1, d − 2) ∈ J × I. But obviously
(k + 1, d) = (3, d) ∈ J × I is the only possible case and we have k + 1 = 3 ∈ J .
Since d − (k + 1) = d − 3 ∈ J − I we obtain {2, 3, d − 2, d − 1} ∈ J . (One can
repeat the same argument on k.)
So far we have shown that the cases 2d = n + 1 and 2d = n + 3 should be
excluded from 2d ≥ n+ 1, which gives 2d ≥ n+ 5 as desired. 
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4. Finite cyclic groups acting on higher dimensional
noncommutative simple tori AΘ
We have seen in the previous section that if α is a canonical action of Zn = 〈Cn〉
on a higher dimensional simple d-torus AΘ, then we are well informed about
the crossed products AΘ ⋊α Zn since we know how to compute the decisive
invariants, namely the K-groups K∗(AΘ⋊αZn) which are equal to K∗(C
∗(Zd⋊α
Zn)) (Remark 3.2) and are not necessarily zero by Theorem 3.6. So it seems
that many of the crossed products AΘ⋊α Zn are far from being AF. But what is
not yet clear is if there does exist any noncommutative simple d-torus AΘ that
actually admits the canonical action by a finite group. In this section we show
that there do really exist such higher dimensional simple tori and then determine
when their crossed products are not AF. To explain more precisely what we do
here, we remark that we do not try to find finite groups G acting on a torus
AΘ with Θ preassigned because this way of finding examples does not seem to
work effectively, rather if we begin with a finite (cyclic) group G generated by a
matrix C ∈ GLd(Z) of finite order, it is more easily addressable to find d-tori AΘ
on which G acts canonically. This is our strategy to investigate examples in this
paper, and so we use the following notation for convenience’ sake.
Notation 4.1. For A ∈ GLd(Z), we set:
Td,A(R) := {Θ ∈ Td(R) : Θ = A
tΘA }.
Td,A(R) is the set of all skew symmetric matrices Θ such that the noncommutative
tori AΘ admit the canonical action of the group 〈A〉 generated by A. For A ∈
GLd(Z) and Θ ∈ Td(R), it is obvious that A ∈ GΘ if and only if Θ ∈ Td,A(R).
Since the companion matrix Cn is of order n, we see that any skew symmetric
matrix Θ :=
n−1∑
k=0
(Ckn)
tΘ′Ckn (for Θ
′ ∈ Td(R)) satisfies the condition C
t
nΘCn = Θ
to be an element of Td,Cn(R). Conversely, if Θ ∈ Td,Cn(R), that is C
t
nΘCn = Θ,
then Θ = 1n
∑n−1
k=0(C
k
n)
tΘCkn is rather clear. Thus we see that
Td,Cn(R) =
{ n−1∑
k=0
(Ckn)
tΘCkn : Θ ∈ Td(R)
}
.
Now we show that for each n ≥ 3, the cyclic group Zn acts canonically on
some noncommutative simple φ(n)-dimensional tori AΘ. Note from the following
theorem that since φ(n) = pr1−11 (p1 − 1) · · · p
rs−1
s (ps − 1) when n = p
r1
1 · · · p
rs
s is
the prime factorization of n, the group Zn always acts on some noncommutative
higher dimensional simple tori whenever n = 5 or n ≥ 7.
Theorem 4.2. Let n ≥ 3 and d := φ(n). Then there exist simple d-dimensional
tori AΘ on which the group Zn = 〈Cn〉 acts canonically.
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Proof. We show that Td,Cn(R) contains nondegenerate matrices. Let θ be an
irrational number. Then Θ := θ
n−1∑
k=0
(Ckn)
t(Ctn − Cn)C
k
n is a skew symmetric
matrix in Td,Cn(R). To show that Θ is nondegenerate, suppose Θx ∈ Z
d for some
x ∈ Zd. Since the entries of Cn are integers and θ is irrational, we must have(∑
k(C
k
n)
t(Ctn − Cn)C
k
n
)
x = 0 in Zd. Then
0 =
( n−1∑
k=0
(Ckn)
t(Ctn − Cn)C
k
n
)
x
=
(
Ctn
n−1∑
k=0
(Ckn)
tCkn − (
n−1∑
k=0
(Ckn)
tCkn )Cn
)
x
=
(
Ctn
n−1∑
k=0
(Ckn)
tCkn − C
t
n(
n−1∑
k=0
(Ckn)
tCkn )C
2
n
)
x
= Ctn
n−1∑
k=0
(Ckn)
tCkn (Id −C
2
n)x,
where Id is the d × d identity matrix. Thus (Id − C
2
n)x must be zero because
the matrix Ctn
∑
k(C
k
n)
tCkn is invertible. But, as we have seen in Proposition 3.3,
x 6= C2nx for nonzero x ∈ Z
d, and we conclude that Θ is nondegenerate. 
In case that n(≥ 3) is prime, we especially can find all the skew symmetric
matrices Θ ∈ Tn−1(R) such that the noncommutaive tori AΘ associated with Θ
admit the canonical action of the group Zn = 〈Cn〉. We begin with finding the
general form of Θ for which the cyclic group generated by a companion matrix
C of finite order can possibly act on AΘ.
Lemma 4.3. Let Θ ∈ Td(R) be a nonzero skew symmetric matrix and let C ∈
GLd(Z) be the companion matrix of a monic polynomial with degree d(≥ 3).
Assume that C is of order n and the noncommutative d-torus AΘ admits the
canonical action by Zn = 〈C〉, then Θ has the following form:
Θ =


0 θ0 θ1 θ2 · · · θd−3 θd−2
0 θ0 θ1 θ2 · · · θd−3
0 θ0 θ1
. . .
...
0 θ0
. . . θ2
0
. . . θ1
. . . θ0
0


(4.18)
for θi ∈ R, i = 0, . . . , d− 2.
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Proof. Recall that Zn = 〈C〉 canonically acts on AΘ if and only if C ∈ GΘ, where
GΘ = {A ∈ GLd(Z) : A
tΘA = Θ}. Let Θi and Θ
j be the i-th row and j-th
column of Θ = (θij), respectively for i, j = 1, . . . , d. Let C be the companion
matrix of a monic polynomial a1 + a2x + · · · adx
d−1 + xd of degree d (a1 6= 0
because C is invertible). Then we can write C (see (2.10) as the sum C = A+B
of two matrices A and B, where
A =


0 0 0 · · · 0
1 0 0 · · · 0
0 1 0 · · · 0
...
. . .
. . .
...
0 0 · · · 1 0


and B =


0 0 · · · 0 a1
0 0 · · · 0 a2
0 0 · · · 0 a3
...
...
. . .
...
...
0 0 · · · 0 ad


.
Then a computation, with a = (a1, . . . , ad)
t, shows that
CtΘC = AtΘA+AtΘB +BtΘA+BtΘB
=


θ22 · · · θ2d 0
...
. . .
... 0
θd2 · · · θd,d 0
0 · · · 0 0

+


0 · · · 0 Θ2 a
...
...
...
0 · · · 0 Θd a
0 · · · 0 0


+


0 · · · 0 0
...
...
...
0 · · · 0 0
(Θ2)t a · · · (Θd)t a 0

+


0 · · · 0 0
...
...
...
0 · · · 0 0
0 · · · 0 atΘ a

 .
The assertion then follows from the fact that CtΘC is equal to Θ. 
For a prime p ≥ 3, consider the skew symmetric (p − 1) × (p − 1) matrices Θ
of the following form:
Θ =


0 θ0 θ1 θ2 · · · −θ2 −θ1
0 θ0 θ1 θ2 · · · −θ2
0 θ0 θ1
. . .
...
0 θ0
. . . θ2
0
. . . θ1
. . . θ0
0


. (4.19)
Theorem 4.4. Let p ≥ 3 be a prime number with d = p − 1. Then we have the
following:
(1) If a d-torus AΘ admits a canonical action of Zp = 〈Cp〉, namely C
t
pΘCp =
Θ, then Θ must be of the form in (4.19).
(2) If Θ is a skew symmetric matrix of form in (4.19), the group Zp = 〈Cp〉
canonically acts on AΘ.
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(3) If Θ is a skew symmetric matrix of form in (4.19) such that the real
numbers 1, θ0, θ1, . . . , θ(p−3)/2 are independent over Z, then the d-torus
AΘ is simple.
Proof. For (1), first note that if Θ is a skew symmetric d × d matrix such that
AΘ admits the canonical action of Zp = 〈Cp〉, then by Lemma 4.3, Θ = (θij)
must be of the form in (4.18). Since the pth cyclotomic polynomial is Φp(x) =
1 + x + · · · + xp−1, with a = (−1, . . . ,−1)t, one can repeat the computation
performed in the proof of Lemma 4.3 to obtain that
CtpΘCp = A
tΘA+AtΘB +BtΘA+BtΘB
=


θ22 · · · θ2d 0
...
. . .
... 0
θd2 · · · θd,d 0
0 · · · 0 0

+


0 · · · 0 −
∑
j θ2j
...
. . .
...
...
0 · · · 0 −
∑
j θdj
0 · · · 0 0


+


0 · · · 0 0
...
. . .
...
...
0 · · · 0 0
−
∑
i θi2 · · · −
∑
i θid 0

+


0 · · · 0 0
...
. . .
...
...
0 · · · 0 0
0 · · · 0
∑d
i,j=1 θij

 .
But then from the fact that CtpΘCp is equal to the matrix
Θ =


0 θ12 θ13 · · · θ1,p−2 θ1,p−1
−θ12 0 θ12 θ13 · · · θ1,p−2
−θ13 −θ12 0 θ12 · · ·
...
...
. . .
. . .
. . .
. . . θ13
−θ1,p−2 0 θ12
−θ1,p−1 −θ1,p−2 · · · −θ13 −θ12 0


,
comparing the last columns of CtpΘCp and Θ, we have
θ1,p−1 = −
∑
j
θ2j , θ1,p−2 = −
∑
j
θ3j, . . . , θ13 = −
∑
j
θd−1,j, θ12 = −
∑
j
θd,j .
Note here that for any Θ of the above form,
∑
j θkj +
∑
j θd−(k−1),j = 0 for each
k = 1, . . . , d/2, which shows
θ1,p−1 = −
∑
j
θ2j =
∑
j
θd−1,j = −θ13.
Similarly we see that θ1k + θ1,d−(k−1) = 0 for all k = 3, . . . , d/2.
It is just a simple observation from the above computation to see that CtpΘCp =
Θ holds for Θ in (4.19), thus (2) follows. Also, it is not hard to see that if
1, θ0, θ1, . . . , θ(p−3)/2 are independent over Z, then the skew symmetric matrix Θ
is nondegenerate, which proves (3). 
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Corollary 4.5. Let p ≥ 3 be prime with d = p − 1 and Θ be a nondegenerate
skew symmetric d × d matrix of the form in (4.19). Let α : Zp → Aut(AΘ) be
the canonical action of Zp = 〈Cp〉 on the simple d-torus AΘ. Then the crossed
product AΘ ⋊α Zp is an AF algebra if and only if p = 3 or 5.
Proof. By Proposition 3.4, we know that AΘ⋊αZp is AF if and only if K1(AΘ⋊α
Zp) = 0, and this is the case when p = 3 or 5 from Theorem 2.11. 
5. Canonical actions on three dimensional simple tori
In the previous sections we considered the canonical action by the finite group
Zn on noncommutative φ(n)-dimensional tori for n ≥ 3. But φ(n) is always an
even number for n ≥ 3, thus the method using companion matrices won’t work
to find finite groups acting on odd-dimensional tori.
In this section we will focus on 3-dimensional tori and show that no simple
noncommutative 3-tori admit the canonical actions of finite groups but the flip
action: Recall that the flip action on a d-torus AΘ is the canonical action of
Z2 = {Id,−Id} generated by the flip automorphism which sends each generator
lΘ(ei) to its adjoint lΘ(ei)
∗ = lΘ(−Id ei), i = 1, . . . , d.
Two group actions α : G → Aut(A) and β : H → Aut(B) on C∗-algebras
A and B are conjugate if there exist a group isomorphism ψ : G → H and a
C∗-isomorphism ρ : A → B such that βψ(g) ◦ ρ = ρ ◦ αg for all g ∈ G. This is an
equivalence relation and two conjugate dynamical systems give rise to isomorphic
crossed products. In the following proposition we provide a sufficient condition
on two matrices Θ,Θ′ ∈ Td(R) that every canonical action on AΘ is conjugate to
a canonical action on AΘ′ .
Proposition 5.1. Let Θ and Θ′ be two matrices in Td(R) such that
Θ = (B−1)tΘ′B−1
for some B ∈ GLd(Z). Then we have the following:
(1) The map ψ : GΘ′ → GΘ, ψ(A) = BAB
−1, is a group isomorphism.
(2) If α : G′ → Aut(AΘ′) is a canonical action of a subgroup G
′ of GΘ′, it is
conjugate to the canonical action β : ψ(G′)→ Aut(AΘ) of ψ(G
′).
Proof. (1) Let A ∈ GΘ′ . Then ψ(A) = BAB
−1 ∈ GΘ follows from
((BAB−1)−1)tΘ(BAB−1)−1 = (B−1)t(A−1)tBtΘBA−1B−1
= (B−1)t(A−1)tΘ′A−1B−1
= (B−1)tΘ′B−1
= Θ.
Clearly ψ is a group homomorphism with the inverse A 7→ B−1AB, A ∈ GΘ.
(2) One can check that ρ := AdUB : AΘ′ → AΘ is an isomorphism such that
ρ(lΘ′(x)) = lΘ(Bx) for x ∈ Z
d (see Remark 2.3(1)), and then for A ∈ G′,
ρ ◦ αA(lΘ′(x)) = ρ(lΘ′(Ax)) = lΘ(BAx).
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On the other hand, since β is a canonical action, one also has
βψ(A) ◦ ρ(lΘ′(x)) = βψ(A)(lΘ(Bx)) = lΘ(ψ(A)Bx) = lΘ(BAx)
for all A ∈ G′ and x ∈ Zd, which completes the proof. 
As in the 2-dimensional case, if we have the complete list of group elements
of finite order in GLd(Z) up to conjugacy, then by Proposition 5.1 we would be
able to find all canonical actions by finite cyclic groups on d-dimensional tori.
Actually this is possible for d = 3 by virtue of the list (see Table 1) established
in [14].
Theorem 5.2. The only canonical action by a nontrivial finite cyclic group on
a simple 3-dimensional torus is the flip action; if A ∈ GL3(Z), A 6= −I3, is a
matrix in Table 1, every Θ ∈ T3,A(R) is degenerate.
Proof. If a 3-torus AΘ′ admits a canonical action of a finite cyclic group G
′ ⊂ GΘ′ ,
then G′ must be conjugate to a cyclic group generated by a matrix A in the
table, so that there exists B ∈ GL3(Z) such that G
′ = 〈B−1AB〉 is generated
by B−1AB. But then by Proposition 5.1, the cyclic group 〈A〉 canonically acts
on the 3-torus AΘ, where Θ := (B
−1)tΘ′B−1. Also, it is rather obvious that Θ
is nondegenerate exactly when Θ′ is nondegenerate. Therefore by Theorem 2.2
it is enough to show that if A is one of the matrices listed in the table and
A 6= −I3(= A
2
5), every Θ ∈ T3,A(R) should be degenerate.
Recall that Θ ∈ Td(R) is degenerate if there exists a nonzero x ∈ Z
d such
that exp(2πi〈Θx, y〉) = 1 for all y ∈ Zd, or equivalently if there is a nonzero
x ∈ Zd with 〈Θx, ej〉 ∈ Z for all j = 1, · · · , d. Thus, to obtain the degeneracy of
Θ ∈ T3,A(R), we find nonzero elements x ∈ Z
3 with Θx ∈ Z3.
It is rather tedious to do the same calculation with all the matrices in the
table, so here we only do with A = A21 and leave the rest to readers. If Θ =
(θkj) ∈ T3,A(R), that is Θ − A
tΘA =

 0 2θ12 2θ13−2θ12 0 0
−2θ13 0 0

 is the zero matrix,
then Θ must be of the form

0 0 00 0 s
0 −s 0

 for an s ∈ R. Any such matrix Θ is
degenerate; in fact, Θx = (0, 0, 0)t ∈ Z3 for any x = (k, 0, 0)t ∈ Z3. 
6. Canonical actions on four dimensional simple tori
For the rest of the paper, we concretely examine examples of canonical actions
on 4-dimensional tori AΘ by Zn = 〈Cn〉 with φ(n) = 4.
Since φ(n) = pr1−11 (p1 − 1) · · · p
rs−1
s (ps − 1) when n = p
r1
1 · · · p
rs
s is the prime
factorization of n, φ(n) = 4 implies that n should be equal to 5, 8, 10 or 12. For
each of these n, since the nth cyclotomic polynomial is Φ5(x) = 1+x+x
2+x3+x4,
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Table 1. Elements of finite order in GL3(Z)
order generators
A21 =

1 0 00 −1 0
0 0 −1

, A22 =

−1 0 00 1 0
0 0 1

,
2 A23 =

−1 0 00 0 1
0 1 0

, A24 =

1 0 00 0 −1
−1 0

,
A25 =

−1 0 00 −1 0
0 0 −1


3 A31 =

1 0 00 0 −1
0 1 −1

, A32 =

0 1 00 0 1
1 0 0


A41 =

1 0 00 0 −1
0 1 0

, A42 =

−1 0 00 0 1
0 −1 0

,
4
A43 =

1 0 10 0 −1
0 1 0

, A44 =

−1 0 −10 0 1
0 −1 0


A61 =

1 0 00 0 −1
0 1 1

, A62 =

−1 0 00 0 1
0 −1 −1

 ,
6
A63 =

−1 0 00 0 1
0 −1 1

, A64 =

 0 −1 00 0 −1
−1 0 0


Φ8(x) = 1+x
4, Φ10(x) = 1−x+x
2−x3+x4, and Φ12(x) = 1−x
2+x4, respectively,
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the companion matrix Cn (of order n) of (2.10) is given by:
C5 =


0 0 0 −1
1 0 0 −1
0 1 0 −1
0 0 1 −1

 , C8 =


0 0 0 −1
1 0 0 0
0 1 0 0
0 0 1 0

 ,
C10 =


0 0 0 −1
1 0 0 1
0 1 0 −1
0 0 1 1

 , C12 =


0 0 0 −1
1 0 0 0
0 1 0 1
0 0 1 0

 .
(6.20)
Recall that the group Zn = 〈Cn〉 canonically acts on a 4-torus AΘ exactly when
CtnΘCn = Θ, or equivalently when Θ ∈ T4,Cn(R). Since every skew symmetric
matrix Θ ∈ T4,Cn(R) has the form in (4.18), by a simple computation we see that
T4,Cn(R) =
{


0 θ µ νn
0 θ µ
0 θ
0

 : θ, µ ∈ R
}
, (6.21)
where ν5 = −µ, ν8 = θ, ν10 = µ, and ν12 = 2θ.
Moreover, Θ ∈ T4,Cn(R) is easily seen to be nondegenerate whenever 1, θ, µ
are independent over Z.
Proposition 6.1. If Θ is a skew symmetric 4 × 4 matrix in T4,Cn(R) for some
n = 5, 8, 10, 12, then the noncommutative 4-torus AΘ admits the canonical action
α by the finite group Zn = 〈Cn〉 generated by Cn in (6.20). If Θ ∈ T4,Cn(R) is
nondegenerate, the crossed product AΘ ⋊α Zn is an AF algebra.
Proof. For n even, K1(Z
4 ⋊α Zn) = 0 by Theorem 2.11 and AΘ ⋊α Zn is AF by
Proposition 3.4. AΘ ⋊α Z5 is AF by Corollary 4.5. 
Remark 6.2. Let m = pk11 p
k2
2 · · · p
k2
t be the prime factorization of an integer
m ∈ N, where p1 < p2 < · · · < pt are primes. Then it is known ([4, Theorem
2.7]) that the group GLn(Z) has an element of order m if and only if
(1)
∑t
i=1(pi − 1)p
ki−1
i − 1 ≤ n for p
k1
1 = 2, or
(2)
∑t
i=1(pi − 1)p
k1−1
i ≤ n otherwise.
Thus, with n = 4, we see that any possible finite order of a matrix in GL4(Z)\{I4}
is one of 2, 3, 4, 5, 6, 8, 10, 12. It should be noted that the action by Z5 is not
conjugate to any product action (on Aθ ⊗Aθ) of two canonical actions by finite
cyclic subgroups F (⊂ SL2(Z)) on Aθ because F is necessarily isomorphic to
Z2,Z3,Z4, or Z6. The actions by these F are the only finite group actions on
noncommutative tori found in the literature at least to the knowledge of the
authors, which led us to work on finite group actions on higher dimensional tori.
Now we consider 4-dimensional noncommutative tori that are isomorphic to
the tensor product Aθ ⊗ Aθ of an irrational rotation algebra Aθ with itself. If
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AΘ is associated with the following skew symmetric matrix
Θ =


0 θ 0 0
−θ 0 0 0
0 0 0 θ
0 0 −θ 0

 , (6.22)
it is easily seen to be isomorphic to the tensor product Aθ ⊗ Aθ. Moreover the
following skew symmetric matrices Θn,θ,
Θ5,θ = Θ10,θ =


0 θ 0 0
−θ 0 θ 0
0 −θ 0 θ
0 0 −θ 0

 ∈ T4,C5(R) ∩ T4,C10(R), (6.23)
Θ8,θ = Θ12,θ =


0 0 θ 0
0 0 0 θ
−θ 0 0 0
0 −θ 0 0

 ∈ T4,C8(R) ∩ T4,C12(R), (6.24)
(see (6.21)) give rise to 4-dimensional tori isomorphisc to Aθ ⊗Aθ:
Lemma 6.3. Let Θ be the matrix in (6.22) with θ ∈ R and Θn,θ be one of the
matrices in (6.23) or (6.24) for n = 5, 8, 10, 12. We then have the following:
(1) There exists Bn ∈ GLn(Z) with B
t
nΘn,θBn = Θ.
(2) GΘ = B
−1
n GΘn,θBn.
(3) AΘn,θ is isomorphic to AΘ.
Proof. (1) The following Bn is the desired matrix for each n:
B5 = B10 :=


1 0 0 0
0 1 0 0
0 0 1 0
0 1 0 1

 , B8 = B12 :=


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 .
(2) and (3) then follow from Proposition 5.1 and its proof. 
Since, in the above situation, Cn ∈ GΘn,θ , for θ ∈ R and n = 5, 8, 10, 12, and
C 7→ (Bn)
−1CBn : GΘn,θ → GΘ
is a group isomorphism, we see that
An := (Bn)
−1CnBn
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are the matrices (acting on AΘ) of order n for n = 5, 8, 10, 12 by Lemma 6.3(ii),
and actually given by
A5 =


0 −1 0 −1
1 −1 0 −1
0 0 0 −1
−1 0 1 0

 , A8 =


0 0 0 −1
0 0 1 0
1 0 0 0
0 1 0 0

 ,
A10 =


0 −1 0 −1
1 1 0 1
0 0 0 −1
−1 0 1 0

 , A12 =


0 0 0 −1
0 0 1 1
1 0 0 0
0 1 0 0

 .
(6.25)
Proposition 6.4. Every 4-dimensional noncommutative torus of the form Aθ ⊗
Aθ admits a canonical action αn of Zn = 〈An〉 in (6.25) for n = 5, 8, 10, 12. More
precisely, if Aθ ⊗ Aθ = C
∗(u1, u2) ⊗ C
∗(u3, u4) is generated by 4 unitaries ui’s
satisfying u2u1 = exp(2πiθ)u1u2, u4u3 = exp(2πiθ)u3u4, and ukul = uluk for
k = 1, 2 and l = 3, 4, we have the following:
(1) α5 : Z5 → Aut(Aθ ⊗Aθ) is induced by the automorphism;
u1 7→ u2u
∗
4, u2 7→ exp(πiθ)u
∗
1u
∗
2, (6.26)
u3 7→ u4, u4 7→ exp(πiθ)u
∗
1u
∗
2u
∗
3.
(2) α8 : Z8 → Aut(Aθ ⊗Aθ) is induced by the automorphism;
u1 7→ u3, u2 7→ u4, (6.27)
u3 7→ u2, u4 7→ u
∗
1.
(3) α10 : Z10 → Aut(Aθ ⊗Aθ) is induced by the automorphism;
u1 7→ u2u
∗
4, u2 7→ exp(−πiθ)u
∗
1u2, (6.28)
u3 7→ u4, u4 7→ exp(−πiθ)u
∗
1u2u
∗
3.
(4) α12 : Z12 → Aut(Aθ ⊗Aθ) is induced by the automorphism;
u1 7→ u3, u2 7→ u4, (6.29)
u3 7→ u2, u4 7→ exp(−πiθ)u
∗
1u2.
Proof. We only show the case (1) here because the rest can be done similarly.
Since AΘ is the twisted group algebra C
∗(Z4, ωΘ) = C
∗{lΘ(ei) : 1 ≤ i ≤ 4}
(2.7)with the identification ui := lΘ(ei) for each i, the action α5 of Z5 = 〈A5〉 is
determined by α5(k)(lΘ(ei)) for k ∈ Z5 and 1 ≤ i ≤ 4. For convenience, we write
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simply α for α5(1) to have:
α(lΘ(e1)) = lΘ(A5e1) = lΘ(e2 − e4)
= ωΘ(e2,−e4) lΘ(e2)lΘ(e4)
∗
= exp(−πi〈Θe2,−e4〉) lΘ(e2)lΘ(e4)
∗
= lΘ(e2)lΘ(e4)
∗,
α(lΘ(e2)) = lΘ(A5e2) = exp(πiθ)lΘ(e1)
∗lΘ(e2)
∗,
α(lΘ(e3)) = lΘ(A5e3) = lΘ(e4),
α(lΘ(e4)) = lΘ(A5e4) = exp(πiθ)lΘ(e1)
∗lΘ(e2)
∗lΘ(e3)
∗.
Thus α5 is the action of Z5 generated by the automorphism α sending u1 to u2u
∗
4
and so on as stated in (6.26). 
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