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ABSTRACT Electrostatic potentials were determined for the soluble tryptic core of rat cytochrome b5 (using a structure derived
from homology modeling) and a simulated anion-exchange surface through application of the linearized finite-difference
Poisson-Boltzmann equation with the simulation code UHBD. Objectives of this work included determination of the contributions
of the various charged groups on the protein surface to electrostatic interactions with a simulated anion-exchange surface as
a function of orientation, separation distance, and ionic strength, as well as examining the potential existence of a preferred
contact orientation. Electrostatic interaction free energies for the complex of the model protein and the simulated surface were
computed using the electrostatics section of UHBD employing a 1103 grid. An initial coarse grid spacing of 2.0 A was required
to obtain correct boundary conditions. The boundary conditions of the coarse grid were used in subsequent focusing steps until
the electrostatic interaction free energies were relatively independent of grid spacing (at approximately 0.5 A). Explicit error
analyses were performed to determine the effects of grid spacing and other model assumptions on the electrostatic interaction
free energies. The computational results reveal the presence of a preferred interaction orientation; the interaction energy
between these two entities, of opposite net charge, is repulsive over a range of orientations. The electrostatic interaction free
energies appear to be the summation of multiple fractional interactions between the protein and the anion-exchange surface.
The simulation results are compared with those of ion-exchange adsorption experiments with site-directed mutants of the
recombinant protein. Comparisons of the results from the computational and experimental studies should lead to a better
understanding of electrostatic interactions of proteins and charged surfaces.
INTRODUCTION
Theoretical understanding of electrostatic interactions
involving proteins dates to the work of Tanford and
Kirkwood (1957), and computational investigation has been
developed further by many others as reviewed by Davis and
McCammon (1990). Linearized finite difference Poisson-
Boltzmann (LFPB) methods have been used extensively to
compute the electrostatic energies and potentials of proteins
(Gilson et al., 1985; Warwicker et al., 1985; Klapper et al.,
1986; Head-Gordon and Brooks, 1987; Sharp et al., 1987;
Gilson and Honig, 1987; Weber et al., 1989). Electrostatic
interactions of biopolymers, including DNA and protein-
DNA interactions, have been explored using the LFPB tech-
nique (Zacharias et al., 1992) and by Monte Carlo simula-
tions (Jayaram et al., 1990, 1991). The results ofMonte Carlo
and Poisson-Boltzmann simulations as a function of ionic
strength for the enzyme-substrate system including super-
oxide dismutase have been compared (Bacquet et al., 1988;
Getzoff et al., 1992). The importance of including the ap-
propriate reference state (Gilson and Honig, 1988a, b) and of
accounting for errors resulting from finite difference calcu-
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lations has been addressed in the literature (Gilson et al.,
1987; Mohan et al., 1992). It is also computationally feasible
to apply the nonlinear Poisson-Boltzmann equation to rela-
tively small systems (Sharp and Honig, 1990). This is es-
pecially important for the simulation of species of high
charge density, such as DNA (Jayaram et al., 1989).
Experimental studies have indicated that electrostatic in-
teractions are involved in the specificity of retinol binding
proteins (Jakoby et al., 1993), which involve several
modes of binding. Previous work in this area involved
modeling the electrostatic potentials of lipid bilayers
(Zheng and Vanderkooi, 1992) and modeling the inter-
actions of glycolipids at membrane surfaces (Ram et al.,
1992). Recently, the redox properties of membrane-
spanning proteins of the cytochrome b family have been
modeled with limited success (Krishtalik et al., 1993),
because the results are model-dependent.
This study examines the influence of relative orientation
and separation distance on the electrostatic free energy of
interaction of rat cytochrome b5 and a simulated anion-
exchange adsorbent surface. The existence of a preferred
binding orientation is investigated and compared with ex-
perimental studies of ion-exchange adsorption of site-
directed charge mutants of this protein.
METHODS
Model
The coordinates of the soluble tryptic fragment of rat cytochrome b5 were
derived from a homology model based on the crystal structure of the ho-
mologous bovine protein (Gill et al., 1993), with the solvation waters re-
moved through editing of the PDB file. Cytochrome b5 is well suited for use
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in studies of anion-exchange adsorption because of its great stability in
solution, moderate molecular weight (Mr = 13,603), and negative net charge
at pH values near neutrality-pI 4.6 by isoelectric focusing (IEF), 23 nega-
tive charges (including the fractional ionization of groups in the protopor-
phyrin prosthetic group), and 15 positive groups (allowing for partial ti-
tration of histidines) resulting in a net charge -9.4 at pH 8.0. The information
on histidine titrations was based on NMR data of Altman et al. (1989).
The ion-exchange surface functional group model is based on informa-
tion provided by Pharmacia for derivatization of Mono Q, the monodisperse
adsorbent used in the experimental studies. The quaternary amine group
affixed to the hydrophilic substrate is -O-CH2-N-(CH3)3. A methyl group
was appended to the oxygen atom to complete the bond coordination. The
structure was created in ChemNote under Quanta (version 3.2; Molecular
Simulations, Inc., Waltham, MA) employing CHARMm parameters
(Brooks et al., 1983; version 20.3) for the atoms. The carbons were all treated
as CT, the nitrogen as NP, and the hydrogens as either HC or HA, depending
on their location. The coordination of the nitrogen was defined as sp3 hy-
bridization in a tetrahedral geometry to be refined later through minimi-
zation and equilibration. The nitrogen was originally assigned a fixed charge
of + 1.0 and the molecule was imported into QUANTA (with the parameter
set of reconverting all atoms without using rule based charges) with ap-
propriate charge redistribution to meet fractional atomic charge distribution
constraints, resulting in a charge of 0.93 on the nitrogen. The atomic charges
and van der Waals radii for the ion-exchange surface atoms used in the
electrostatics calculations were based on the data file param2o3.par from the
CHARMm version 20.3 database. The residue functionality was treated as
IONEI. The fractional charges of the ion-exchange residues used in the
electrostatic calculations are as follows: NP + 1.00, CT (methyl group of
quaternary amine) +0.050, HC (associated with methyl group of quaternary
amine) +0.02, CT (backbone C adjacent to NP and terminal methyl group)
-0.02, HA (associated with terminal methyl group) 0.00, and OE (backbone
0) -0.41. The parameter set for the protein molecule was based on the OPLS
data set, with the exception of the parameters for the heme protoporphyrin
IX, for which the data were obtained from the PORPHYRIN.RTF and the
param2o3.par files from the CHARMm version 20.3 database.
The ion-exchange functional group (quaternary amine with spacer arm)
was solvated in an 8.0 A spherical water shell (including 189 TIP3S water
molecules) for use in the ensuing MD calculations. A modification of the
method of Shen et al. (1989) was employed for minimization and equili-
bration of the functional group and was performed as follows. The functional
group was constrained while the solvation waters underwent 100 steps of
Adopted Basis set Newton-Raphson (ABNR) followed by heating to 300K
over 20 ps. Once the solvation waters had reached 300 K, 20 ps of dynamic
equilibration were performed with the functional group constrained.
SHAKE (with a tolerance of 1 X 10-9) was applied to the functional group
in all cases henceforth. The water was then constrained while performing
100 steps of steepest descent on the functional group; the functional group
reached minimum energy (within the specified default tolerance) after 35
steps. Another 100 steps of steepest descent were performed on the func-
tional group followed by 100 steps of ABNR to ensure minimization of
energy. The water was constrained, and the functional group was heated to
100 K over 10 ps followed by 5 ps of dynamic equilibration at 100 K. The
structure was then heated to 200 K over 10 ps followed by 5 ps of dynamic
equilibration, with the waters constrained. Finally, the structure was heated
to 300 K over 10 ps, with the waters constrained, followed by 30 ps of
dynamic equilibration with the waters unconstrained. The solvation waters
were removed from the structure through editing of the PDB file, before
continuum calculations.
Estimation of a suitable charge density and surface area for interaction
were critical components in the design of the simulated surface. The charge
density on the simulated surface is a parameter that can be changed easily,
and information on the charge density of the experimental ion-exchange
surface is not available. Hence, the surface was constructed so as to mini-
mize the effect of nonuniform charge distribution on the surface by use of
a square grid. Nine functional groups were arranged in a 3 X 3 array with
the y plane of the ion-exchange surface passing perpendicularly through the
N of the functional groups and with a separation distance of 18 A to yield
a reasonable charge density (approximately 10 ,uC/cm2) on the surface. This
arrangement of functional groups yields a total surface area slightly greater
than the cross-sectional area of the protein. The dielectric constant was
chosen as 4.0 for interior of the functional groups in the simulated surface
based on the chemical nature of the spacer arm and the functional groups
involved. A simplification of the surface exists in this planar representation
because the back side of the ion-exchange surface is treated as a continuum
of high dielectric, whereas the nature of the dielectric constant for true
experimental surface is unknown. This simplification should not affect sig-
nificantly the electrostatic interaction energies because the quaternary amine
functional group is located on the front of the surface, with very few charge-
bearing atoms located on the back of the ion-exchange spacer arm.
Calculations of electrostatic energies
The electrostatic free energies of interaction of the protein and the simulated
anion-exchange surface were determined using the electrostatics portion of
the University of Houston Brownian Dynamics code (UHBD; Davis et al.,
1991) to solve the linearized Poisson-Boltzmann equation with a finite-
difference algorithm. The linearized form of the PB is computationally more
efficient than the nonlinearized PB (Zacharias et al., 1992) and is appropriate
for the electrostatic potentials and charge densities studied in this system,
as discussed below. The interiors of the protein and of the ion-exchange
functional groups are treated as low dielectric regions of a fixed polariz-
ability. The solvent is treated as a high dielectric continuum with a repre-
sentation of a Boltzmann weighting of counterions and coions in regions
outside the molecules.
Initial calculations were performed on a 1103 cubic grid with the mol-
ecule(s) mapped onto the grid based on the location of the geometric center,
as calculated by UHBD. The grid was centered on the geometric center of
each individual species when calculated separately and on the geometric
center of complex for interaction energy calculations. The methods used to
conserve charge distribution, monopoles, and dipoles for irregularly shaped
species when placed onto a finite-difference grid are covered elsewhere
(Zacharias et al., 1992; Davis et al., 1991; Edmonds et al., 1984). The
dielectric constants at the grid points corresponding to the solvent (Es) and
to the protein and adsorbent interiors (Ep) were assigned values of 78.0 and
4.0, respectively (Gilson and Honig, 1986). Dielectric boundary smoothing,
yielding intermediate dielectric constants, was applied to grid lines that fell
on the boundary between the high and low dielectric regions (Davis and
McCammon, 1991). Each atom was treated as a Debye-Huckel sphere, and
the potential at the boundary calculated as the analytical sum of the po-
tentials of the individual atoms. Initial grids for both the complex and the
individual species were then focused (Klapper et al., 1986; Gilson et al.,
1985; Zacharias et al., 1992) to lattice sizes at which the energies converged
within the computational errors.
The derivation of the methodology for finite-difference solution of the
linearized Poisson-Boltzmann equation employed by UHBD has been de-
scribed elsewhere (Davis and McCammon, 1989). Electrostatic interaction
free energies for the complex can be calculated using the analytical form of
Coulomb's equation combined with the values of the electrostatic energies
computed by the finite difference calculations as previously described
(Gilson and Honig, 1988a; Gilson and Honig, 1988b; Luty et al., 1992) and
extended by Luty (1993), whose nomenclature is used below.
The total electrostatic free energy of a macromolecular species is equal
to the summation of the Coulombic energy of assembling the solute atoms
(relative to a reference state at infinite separation in a uniform medium of
dielectric constant of 4.0) and the reaction field energy. To compute the
electrostatic free energies of the species and the complex, one must compute
the electrostatic potentials. The electrostatic potential for a finite difference
grid calculation is composed of three parts
i = 4s + 4() + 04 (1)
where Hi is the electrostatic potential at charge i and 44 corresponds to the
self potential at charge i that would be created by charge i (without inter-
actions with other charges) in an infinite medium of dielectric constant EP.
qI4D) is the finite difference Coulomb potential or the potential at charge
i which would be caused by all other charges on the grid in an infinite
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medium of dielectric constant Ep, and ox is the reaction potential generated
by the solvent and the mobile ions at charge i. These contributions must be
determined for each individual species as well as the complex in order to
calculate the interaction energy. The reaction field free energy for the LPB
can be expressed as follows
lN
AGx= - q oX (2)
2 i=l
where AGx is the sum over all the atomic charges qi, multiplied by
the electrostatic potential at charge i caused by the solvent and mobile
ions, Hi.
Computational memory restrictions required that boundary conditions be
determined from a single large grid at coarse grid spacing, followed by
focusing calculations performed on two separate smaller grids. Electrostatic
free energies for each molecule were determined by performing the finite
difference calculation: (1) with the molecule immersed in a medium of high
dielectric (E, = 78) and ionic strength of 100 mM, except as noted; (2) with
the molecule immersed in a uniform low dielectric (E, = Ep = 4.0); followed
by (3) an analytical solution for the molecule in a uniform low dielectric
(es = Ep = 4.0). The total electrostatic energy is computed by subtraction
of (2) from (1) and addition of (3). Each calculation must be performed for
both the individual species and the complex because different grids were
used in the calculations, as discussed below. The electrostatic interaction
free energy of the complex is computed by subtracting the sum of the total
electrostatic energies of the two species from that of the complex. All elec-
trostatic calculations were performed at a temperature of 300 K, with the
associated ionic strength and ion distribution. Preliminary calculations em-
ploying a Silicon Graphics, Inc. 4D/320 VGX computer with 96 Mbytes
memory required approximately 31 CPU hours to complete one binding
energy calculation. Production runs performed using the highly vectorized
version of UHBD on a Cray Y-MP 84 required approximately 1.2 SU for
each binding energy calculation.
To obtain meaningful results from LFPB calculations, it is essential to
establish convergence of calculated electrostatic interaction free energies,
relatively independent of grid spacing, and to determine the effects of grid
size on calculated interaction free energies (Mohan et al., 1992). Total elec-
trostatic energy calculations for the individual species and for the complex
indicate that a grid spacing of 0.5 A is required to reach grid size-
independent convergence of energies. The protein is roughly ellipsoidal with
a major axis of 30 and a minor axis of 20 A, and the simulated surface
is of dimensions 40 A X 40 A X 10 A (including molecular size). To allow
for accurate approximation of the boundary conditions by the Debye-Huckel
equation, a border of 5 to 10 A must be allowed between the edge of the
complex and the edge of the simulation grid (Zacharias et al., 1992). For
a 5 A separation distance, the minimum examined in this study, these re-
strictions imply a minimum total system size of approximately 55 A X 55
A X 55 A. The current vectorized version of UHBD allows for a maximum
grid size of 1103, thereby restricting the size of the complex to be studied
to be of maximum dimensions 45 A X 45 A X 45 A, before the addition
of the 5-A border. Therefore, for most of the separation distances of interest,
the complex exceeds the maximum size that can be examined directly, and
the use of two grids was required for final focusing of the complex.
It is necessary to perform a calculation on the entire system at a coarse
grid spacing (2 A), where the size of the species is a small fraction of the
overall grid dimensions, to obtain the appropriate boundary conditions
(Gilson et al., 1988). The initial boundary conditions obtained from the
coarse grid spacing are then used in a series of focusing steps to a final grid
spacing of 0.5 A. To reach this fine grid spacing, the protein must be divided
into two sections due to the size of the protein/ion-exchange system. The
association energy of one part of the protein with the simulated surface is
then calculated based on the boundary conditions focused from the initial
coarse calculation. The remainder of the protein and its association energy
with the simulated surface are also focused to 0.5 A based on boundary
conditions from the coarse calculation.
To determine an estimate of the error for the interaction energy associated
with dividing the protein molecule into two parts, calculations were per-
formed for the protein molecule as a single unit and as the two separate units
for each protein orientation for grid spacings ranging from 1.5 to 0.5 A.
Comparisons were made between the energies for the entire protein mol-
ecule and the summation of the energies of the two separate species at 0.5 A
grid spacings. Because previous investigators (Gilson et al., 1988b) have
used rotational averaging of electrostatic energies to reduce the error as-
sociated with a particular grid placement, the effect of varying the orien-
tation on the calculated total electrostatic energy of the protein alone was
also determined. The error associated with discretizing the potentials onto
a grid was assessed by performing the interaction energy calculations for the
complex on a square grid of 1093, effectively translating the entire grid
one-half grid space unit from the 11O3 case and also slightly shifting the grid
boundaries. To estimate the largest potential error associated with changing
the grid dimensions, the electrostatic energies for the protein and the ion-
exchange surface calculated individually using the 1093 grid were subtracted
from the electrostatic energies for the complex calculated using 1103 grid
for each orientation and separation distance examined.
Calculations over a range of orientation and
separation distances
The coordinates and initial orientation for the protein were taken from the
homology model cited above. The reference orientation for the protein with
respect to the vertical (y) axis is a zero degree rotation. The ion-exchange
surface is located in an orientation parallel to the y-z plane, with the func-
tional groups extending in the x plane. The simulated ion-exchange surface
was centered with respect to the protein's cross section and separated from
it by approximately 10 A. Separation distance between the protein and the
simulated surface is defined throughout this work as the distance of closest
approach for any functional group of the protein to the furthest extension
of the simulated surface in the x direction.
Geometrical calculations were performed with UHBD to determine the
geometric centers for the individual species and the complex as well as
separation distances between the two species. To determine the effect of
protein orientation on the electrostatic interaction energy of the complex, the
protein was rotated about an axis passing through its geometric center and
parallel to the y axis. The rotation about the y axis was chosen as a rep-
resentative case, because rotations of the protein about the combinations of
the x, y, and z axes were computationally prohibitive. The protein is asym-
metrical and, therefore, the separation distance between the protein and
simulated surface changes as a function of rotation of the protein about the
y axis. The protein was then translated, if necessary, along the x axis to
achieve the specified separation distance. The electrostatic interaction free
energies for the complex of the protein and the ion-exchange surface were
computed over a range of rotations about they axis of0 to 3350 for separation
distances of 5, 10, 15, and 20 A. Interaction energies were also calculated
for several intermediate separation distances for the 900 orientation, as
discussed below.
RESULTS
The Ca trace of the predicted tertiary structure of the soluble
tryptic core of rat cytochrome b5 (with the protoporphyrin
prosthetic group) is presented in Fig. 1 (Gill et al., 1993). A
representation of the distribution of charged residues is de-
picted on the diagram to aid in interpretation of the inter-
action results. The N- and C-termini of the protein are located
on the upper right and bottom-center of the image, respec-
tively. The electrostatic interaction free energies of the model
protein and the simulated surface were computed at sepa-
ration distances in the range of 5 to 20 A employing the LPB.
The smallest grid spacing that would still allow for correct
boundary conditions was employed for the cases where the
size of the complex dictated the overall grid dimensions.
Because the protein is asymmetrical, the size of the system
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FIGURE 1 Ca trace of the proposed tertiary structure of the soluble core
of rat cytochrome b5 (with the heme prosthetic group) indicating some of
the various charged functional groups on the surface of the protein.
varied as a function of orientation, leading to different small-
est achievable grid spacings. The electrostatic interaction
free energies were computed with grid spacings of 0.5 A for
separation distances of 5.0 and 10 A (0.6 A for the 3350
orientation at 10 A) but not for all of the orientations at
greater separation distances. For the 15 A separation dis-
tance, the smallest grid spacing of 0.5 A was still achieved
for most cases with the exception of 0, 45, 60, 270, and 3350
y rotation (0.6 A). For the 20 A separation distance, the 0.5
A grid spacing was used for the calculations, with the ex-
ception of 45 and 90° y rotation (0.6 A) and 0, 60, 270, and
3350 y rotation (0.8 A).
As mentioned in Methods, convergence of the total elec-
trostatic energies for the two species is required to obtain an
accurate estimate of the interaction energy. Fig. 2 shows the
convergence of interaction energy as a function of grid spac-
ing for the 60, 135, and 270° y rotations at a 5 A separation
distance. It is evident from the figure that the interaction
60
FIGURE 2 A plot of the interaction free en-
ergy of rat cytochrome b5 with a simulated
anion-exchange surface as a function of grid
spacing for the y rotations of 60, 135, and 2700
at a 5 A separation distance. The plot illustrates
the importance of grid spacing in convergence
of interaction energies. The error bars represent
the summation of errors resulting from grid dis-
cretization (1093 vs. 1103) and resulting from
representing the protein molecule on one or two
grids.
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energies have not converged for grid spacings larger than
0.8 A. The errors represented by the error bars originate from
the coarse representation of the charges and electrostatic po-
tentials at large grid spacings and arise approximately
equally from grid dimension changes and from representing
the protein molecule as two species.
The electrostatic interaction free energy of the complex as
a function of separation distance and orientation is presented
in Fig. 3. Error bars for the data points were calculated as the
summation of the estimated errors associated with dividing
the molecule into two parts (as described in the Model sec-
tion) and those associated with the grid dimensions (the dif-
ference in the total electrostatic energies, at 0.5 A grid spac-
ing, of the protein mapped onto a i103 and onto a 1093 grid).
The analytical Coulombic energies and reaction field ener-
gies for the protein in the unbound state were calculated at
each y rotation and employed for calculation of the electro-
static interaction free energies of the complex. The error as-
sociated with the rotation of the protein molecule about the
y axis for all separation distances was on average 0.69 kcal/
mole with a standard deviation of variation with rotation of
1.23 kcal/mole and was calculated from the difference in
total electrostatic energy of the protein at a given orientation
and at the 00 orientation. Generally, the error in the total
electrostatic energy associated with the rotation of the protein
is significantly smaller than the errors from dividing the pro-
tein molecule into two parts and from changing the grid di-
mensions from 1103 to 1093.
As illustrated in Figure 3, the interaction free energy is a
strong function of orientation and shows a broad minimum
between 60 and 900 y rotation. The protein residues closest
to the ion-exchange surface at this favored interaction (900
y rotation at 5 A separation distance) are Glu47, Glu48,
Ser68, Asp7O, Arg72, and Glu73 (surrounding the heme
prosthetic group). A comparably low interaction energy ex-
ists for the 60°y rotation with residues Glu6O, Asp64, Gly66,
His67, Ser68, and Thr69 closest to the ion-exchange surface
for the range of separation distances 10 to 20 A. The inter-
action energy then increases and actually leads to a repulsion
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0
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FIGURE 3 A plot of the interaction free
energy of rat cytochrome b5 and a simu-
lated anion-exchange surface as a function
of separation distance and orientation. All
calculations were performed with 100 mM
ionic strength, pH 8.0, and a temperature of
300 K. The interaction free energies were
computed as described in Methods. Error
bars are based on summation of errors as-
sociated with the computational method.
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between 270 and 3600 y rotation. At 2700 y rotation, the
residues closest to the ion-exchange surface include Lys6,
Asp7, Val8, Lys9, TyrlO, His84, Pro85, Asp86, and Ser89
on the protein surface opposite to the heme prosthetic group.
The maximum in the repulsive interaction occurs at 3350 y
rotation, and the closest residues to the ion-exchange surface
are Lys6, Asp7, Pro85, Asp86, Asp87, and Ser89.
The calculations of the interaction energies were per-
formed with the protein centered with respect to the ion-
exchange surface. To determine the effect of translation of
the protein parallel to the ion-exchange surface (or parallel
to the y axis), a test calculation was performed for the case
of 90° y rotation and 5 A separation distance, both with and
without a 5 A y translation. The results were interaction en-
ergies of -34.37 kcal/mole (with 5 A y translation) and
-34.98 kcal/mole (without 5 A y translation). These values
differ by an amount well within the error associated with the
interaction energy under these conditions (3.06 kcal/mole).
The potential effects of x rotation combined with y rotation
on the interaction energies were examined. Interaction en-
ergies were determined at a separation distance of 5 A over
the range ofy rotations 0 to 1800 and for x rotations of 45.0,
0.0, and -45.0°. The general shape of the interaction energy
function over the range of y rotation (0.0 to 180.00) was
unchanged by either of the x rotations (45.0 or -45.0°). The
difference in the interaction energies for the range of x ro-
tations for each y rotation was either within or slightly larger
than the error associated with the interaction energy calcu-
lation. The overall minimum in the interaction energy was
still observed at the 5 A separation distance, 900 y rotation
and 0.00 x rotation.
The electrostatic equipotential surfaces for the protein and
ion-exchange surface were computed separately, and the two
images were merged to visualize more readily the interacting
groups. A representation of electrostatic equipotential sur-
faces for the protein and the simulated ion-exchange surface
for the protein in an orientation of negative interaction free
energy (1800 y rotation and 5 A separation distance) is pre-
sented in Fig. 4. The discrete nature of the ion-exchange
functional groups on the simulated surface is readily apparent
in Fig. 4. A better visualization of the potential anion-
exchange contact region on the protein surface can be ob-
tained by illustrating the protein equipotential surfaces in-
dependently. Fig. 5 illustrates an end-on view of the
electrostatic equipotential surfaces for the protein in the ap-
parent preferred chromatographic contact region surround-
ing the protoporphyrin heme prosthetic group. Three major
clusters of negative potential are visible in Fig. 5: (1) on the
left center is the cluster containing Glu47, Glu48, and Glu52;
(2) on the lower left is the cluster containing Glu41 and
Glu42; and (3) on the lower right is the cluster containing
Asp7O and Glu73. Fig. 6 illustrates the electrostatic equi-
potential surfaces for the protein surface on the opposite end
of the protein, containing the cluster of Glu14 and GlulS
(right center). Contributions from the positively charged resi-
dues in the vicinity including Lys6, Lys9, and Lys2O lead to
the overall repulsive interaction with the simulated surface
in this orientation.
From Fig. 3, it is clear that the interaction energy decreases
substantially (more than the error associated with the cal-
culation) when the separation distance is increased from 5 to
10 A (K-1 is 9.61 A in 100mM ionic strength, 1:1 electrolyte
and 25°C; Hiemenz, 1977). Interaction energies decrease,
and the selectivity for the preferred interaction orientation
decreases as the separation distance is increased to 20 A. At
the 20 A separation distance, no significant interaction en-
ergy exists (where a favorable interaction energy was de-
termined for smaller separation distances) between the pro-
tein and the simulated anion-exchange surface within the
error of the calculation, 4.70 kcal/mole, with an SD of varia-
tion with rotation of 1.78 kcal/mole. A significantly positive
(repulsive) interaction energy exists for the 270 to 3600 ori-
entations. The decrease in interaction energy arises naturally
from the Debye-Huckel model employed (the boundary po-
tential is taken as the summation of the contributions of each
atom treated individually as a Debye-Huckel sphere), which
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FIGURE 4 Rat cytochrome b5 in an orientation of negative interaction
free energy (1800 y rotation and 5 A separation distance) with the simulated
anion-exchange surface. Electrostatic equipotential surfaces are displayed
for the protein and ion-exchange surface according to the following color
scheme. The molecular surfaces of the protein and the ion-exchange func-
tional groups are represented as an off-white color. The equipotential sur-
faces are represented for the protein at electrostatic potential values of -1.2
kT/e (red) and +0.3 kTMe (blue). The equipotential surface is represented
for the ion-exchanger at a value of +0.3 kT/e (blue).
Electrostatic potential grids (for images only) of 653 and 1.0 A grid spacing
were computed from the program UHBD and exclude the interiors of the
protein and ion-exchange functional groups. Note that the electrostatic equi-
potential surfaces were computed individually and brought together for vi-
sualization purposes. The potential grids were converted to DelPhi elec-
trostatic potential grids using the program Convert (M. Gilson, University
of Houston). Images were created using the program GRASP, version 1.03
(Nichols and Honig) as well as the applications Showcase and Snapshot
(both from Silicon Graphics, Inc., Mountain View, CA).
would predict a decrease of the electrostatic potential of a
plane of charge in 100 mM ionic strength to less than 10% of
the surface potential for a separation distance of 20 A, in the
absence of interactions with another double layer (Hiemenz,
1977, pp. 368-391). Hence, the influence of the charged
surface on the protein would be weak at separation distances
of this magnitude.
The interaction energy as a function of separation distance
calculated for the most favorable orientation (900 y rotation)
is presented in Fig. 7. As one can see from Fig. 7, the simu-
lated anion-exchange surface appears to exhibit an electro-
static influence to approximately 17.5 A, but no discernable
influence can be seen at a separation distance of 20 A (within
the error of the calculations). A linear least-squares fit of the
interaction energy versus the separation distance appears to
correlate the data well, for the limited separation distance
range of 5 to 20 A. However, the correlation for these two
variables may be significantly nonlinear outside of this
range.
As discussed above, accurate assessment of the compu-
tational error is critical to understanding the results of the
FIGURE 5 End on view of the electrostatic equipotential surfaces for the
protein in the apparent preferred chromatographic contact region surround-
ing the protoporphyrin heme prosthetic group. This region contains the
following negative clusters: a) residues Glu41, Glu 42; b) residues Glu47,
Glu48, and Glu52; and c) residues Glu6O and Asp64. Other negative resi-
dues presented are Asp7O and Glu73. The equipotential surfaces are rep-
resented at electrostatic potential values of -1.2 kT/e (red) and +0.3 kT/e
(blue).
FIGURE 6 End on view of the electrostatic equipotential surfaces of the
protein surface distal to the heme prosthetic group, including the residues
Glu14, Glu15 and Asp64. A repulsive interaction occurs when this part of
the protein is juxtaposed to the simulated anion-exchange surface. Several
areas of positive charge are visible including the residues Lys6, Lys9, Lys2O,
and Lys23. The equipotential surfaces are represented at electrostatic po-
tential values of -1.2 kTIe (red) and +0.1 kTIe (blue).
modeling. The error (error ± SD of variation with rotation)
associated with dividing the protein molecule into two parts
over the range of orientations studied is 3.76 ± 1.24 kcal/
mole. It is less than 3.92 kcal/mole for all cases, with the
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FIGURE 7 AGj (kcallmole) versus distance of
closest approach for the preferred interaction orien-
tation of 900 y rotation. All calculations were per-
formed at 100 mM ionic strength, pH 8.0, and a tem-
perature of 300 K. The plot illustrates the lack of
interaction energy for separation distances in excess
of 17.5 A. A linear least-squares fit of the data yields
the following equation
y= -45.0+2.37x:R=0.994.
0
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exception of the 270° y rotation case, where the error is 6.82
kcal/mole. The error associated with changing the grid di-
mensions from 1103 to 1093 for the 5 A separation distance
was 1.77 ± 1.76 kcal/mole. This error was less than 1.54
kcal/mole for all cases except the 215 and 3350 y rotation
cases, where the errors were 4.00 and 5.23 kcal/mole, re-
spectively. As is apparent from the data, the error associated
with dividing the protein molecule into two parts leads to the
largest error and is the limiting factor in the accurate deter-
mination of the electrostatic interaction free energies for this
large system. This error, however, is reliably smaller than the
interaction energy differences among orientations and sepa-
ration distances.
The influence of ionic strength on the interaction energy
was investigated for the preferred interaction orientation, 900
y rotation, at a 5 A separation distance for 75 and 125 mM
ionic strength. These values of ionic strength are represen-
tative of the range of ionic strengths used in ion-exchange
experiments and are suitable for modeling by LFPB analyses,
as discussed below. The calculated electrostatic interaction
free energies were -31.8 and -31.0 kcal/mole, respectively.
The difference was less than the error associated with the
calculation of the interaction energy for the 100 mM ionic
strength case (3.1 kcal/mole); therefore, further investiga-
tions were not pursued. Qualitatively, it is encouraging that
the interaction energy increased as the ionic strength de-
creased, in agreement with electrostatic screening argu-
ments. However, for quantitative estimation of the ionic
strength dependence of electrostatic interaction free ener-
gies, a Monte Carlo approach that includes ion-ion interac-
tions may be more appropriate (Zacharias et al., 1992).
DISCUSSION
The goals of this research were to determine the effects of
separation distance and orientation on the electrostatic in-
teraction free energy of a model protein and simulated anion-
exchange surface at a fixed ionic strength of 100 mM. Lower
ionic strengths can be explored using the nonlinearized FPB,
but as mentioned previously, for systems of this size the
computations are prohibitively expensive. Previous investi-
gators had noted an interaction energy dependence on ori-
10
0
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-40
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entation for a simplified system of lysozyme and a charged
surface employing a boundary element method for solution
of the linearized Poisson-Boltzmann equation (Yoon and
Lenhoff, 1990; Roth et al., 1992). In this investigation, we
attempt to determine the contributions of many ionizable
groups over distance scales that require explicit representa-
tion of the molecular details of both the protein and ion-
exchange surfaces. The feasibility of obtaining detailed
atomic information from a continuum calculation has been
established for the determination of pKa values of ionizable
groups in proteins and other electrostatic interactions by pre-
vious investigators (Gilson and Honig, 1988; Bashford and
Karplus, 1990; Zacharias et al., 1992; Gilson, 1993).
The interaction of two macromolecules involves many
types of interactions, including van der Waals and hydro-
phobic in addition to electrostatic (examined in this inves-
tigation). Nonelectrostatic contributions to binding are not
included in this computational study but could play a sig-
nificant role in the actual binding of a protein to an ion-
exchange surface. In contrast to the present work, Roth et al.
(1992) have sought to incorporate van der Waals interactions
in interaction energy calculations based on experimental sur-
face force measurements (Pashley et al., 1985) and the in-
clusion of a Hamaker constant. Results from such calcula-
tions must presently be viewed with caution due to the large
uncertainty in the experimentally derived parameters and the
possibility that multiple types of interactions are occurring
simultaneously. Although experimental data are currently
limited, inclusion of all relevant types of interactions will be
essential for the eventual, complete simulation of protein-
surface interactions.
Another simplification used in this study was the appli-
cation of the linear finite difference solution of the Poisson-
Boltzmann equation. This methodology is useful when the
electrostatic potential is less than kBT and is often employed
due to computational restrictions, as opposed to a full Monte
Carlo treatment, especially for systems of several thousand
atoms. Application of the nonlinear PB to a system of this
size (1228 atoms) is computationally prohibitive. A com-
parison between continuum LFPB calculations and a full
Monte Carlo simulation for the A repressor-operon interac-
tion shows a good agreement between the two methods under
5 I w w I I 9 N I I I ff 0 a a I 5 9 8 5
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many conditions (Zacharias et al., 1992). Because the con-
tinuum approach does not allow for ion-ion interactions, it
provides an incomplete description of solvent-protein inter-
actions, possibly resulting in differences observed between
the two methods. Comparisons of linear and nonlinear meth-
ods, including Monte Carlo simulations with explicit ions,
for the superoxide dismutase case, have been performed
(Bacquet et al., 1988) and indicate a discrepancy between the
calculated potentials at high ionic strengths (0.50 M) where
ion-ion correlations (excluded from LFPB calculations) are
significant, but good agreement between the two methods at
low ionic strengths (0.10 M). For the ionic strength range
examined in this study (75 to 125 mM) application of the
linear PB is acceptable.
Another source of uncertainty in determining interaction
energies and electrostatic potentials is the dielectric model
employed. The dependence of calculated electrostatic inter-
action free energies on the form of the dielectric model has
been examined for the packing of a-helices in globular pro-
teins (Rogers and Sternberg, 1984) and for other biological
systems, including enzyme catalysis and electron transfer
(Warshel and Aqvist, 1989). For the three models examined
by Rogers and Sternberg (uniform dielectric, distance-
dependent dielectric, and cavity dielectric), the cavity di-
electric model yielded the best results. For calculation of the
rates of enzymatic catalysis, the use of microscopic dielectric
constants (protein dipoles Langevin dipoles model) yielded
the best results. As discussed in the Model section, the
present study employed an improved method based on the
cavity dielectric model, which has been established previ-
ously to successfully represent macromolecular electrostatic
interaction free energies (Davis and McCammon, 1990).
A potential source of uncertainty in the interaction energy
calculations is the dynamic nature of the protein structure.
The structure employed for the protein was that of the av-
erage obtained from 40 ps of limited molecular dynamics
simulations and was treated as static during the interaction
energy calculations (see Fig. 1). The r.m.s. deviation for the
Ca backbone in the core region between the 93% sequence
homologous bovine x-ray structure (used as a template for
the homology modeling) and the model protein is 1.28 A,
indicating a robust model. Alteration of the pKa values of the
residues on the protein surface could also affect the results.
For the model system explored in this study, it was assumed
that the titration of the functional groups remained constant
during approach to the anion-exchange surface. Other in-
vestigators have examined the effects of structural mobility
on electrostatic interactions by examining the changing elec-
trostatic potentials using computer graphical visualizations
(Fisher et al., 1990). Computational restrictions limit detailed
electrostatic analyses to static structures.
The contributions of the various charged residues can be
investigated through the examination of site-directed mu-
tants, both computationally and experimentally, although the
potential effects of mutations on the protein tertiary structure
can lead to another source of uncertainty. Previous investi-
gators have examined the effects of mutations on the local
electrostatic environment (Sharp et al., 1987; Sternberg et al.,
1987; Weber et al., 1989; Getzoff et al., 1992). Computa-
tional modeling of the effects of mutations on interaction
energies has been successful for several cases where a large
amount of experimental data (NMR and x-ray crystallo-
graphic) on the effects of mutations is available. As recently
discussed by Shi et al. (1993), the free energy change pre-
dicted to result from a charge mutation in subtilisin is model-
dependent, and limitations to computational modeling of
charge mutations still exist. Limited NMR (1H NOESY and
chemical shift) data have been acquired for several mutant
forms (Glu47Gln, Glu48Gln, Glu52Gln, and Asp64Asn) of
the model protein used in this study (Rodgers et al., 1988).
These results revealed no significant variation in the tertiary
structure as a result of the mutation, within the limitations of
the data. Small conformational rearrangements on the protein
surface resulting from charge mutations, however, could lead
to significant changes in biological activity, as recently ob-
served for an interleukin-l mutant (Camacho et al., 1993),
and potentially in interaction energies. The modest sensi-
tivity of total electrostatic energies to separation distances
under the conditions studied here suggests that the conclu-
sions reached from the computational modeling would not be
altered qualitatively by any but the most pronounced struc-
tural changes induced by mutation.
A further barrier to modeling of charge mutations is the
potentially confounding effect of changes in the local elec-
trostatic environment produced by charge mutations and
charge reversals, including local (<4 A) dipole effects
(Warshel, 1987). Although these limitations lead to caution
in interpreting results of modeling charge mutations, sig-
nificant work on the understanding of these phenomena has
been provided by other investigators (Russell and Fersht,
1987; Sternberg et al., 1987; Van Belle et al., 1987; Gilson
and Honig, 1988a; Gilson, 1993).
The static calculations yield only the energy as a function
of separation and orientation. A more dynamic model of the
diffusional encounter between the protein and the ion-
exchange surface, including approach and reorientation,
could be obtained, although with a simplified electrostatic
model of the protein. A complimentary approach has been
applied by other investigators (Sines et al., 1990; Kozack and
Subramaniam, 1993) which involves mutating charges on the
surface of a protein and determining the relative effect on the
reaction rate constant of encounter as determined through
Brownian dynamics (BD) simulations including the devel-
opment of an enzyme with enhanced reaction rate (Getzoff
et al., 1992). Typically, a simplified version of the electro-
statics is employed in these simulations to facilitate the com-
putational efficiency. Also, at the separation distances stud-
ied in most BD simulations, the representation of the protein
surface at the functional group level is not necessary (Head-
Gordon and Brooks, 1987). Detailed molecular electrostatics
is required, however, for determination of binding orienta-
tions in protein-protein complexes (Karshikov et al., 1992;
Zhou, 1992) and for computer-aided drug design (Lybrand
and McCammon, 1988; Meng et al., 1992; Ripoll et al., 1993;
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Tan et al., 1993). Although simplified electrostatic interac-
tions are common in automated docking routines involving
scoring functions, they have met so far with limited success.
In preliminary computations, the relative effects of errors
associated with rotation and grid dimensions were evaluated.
It was determined that, for this system, the limiting error in
the calculation was associated with treating the protein mol-
ecule as two separate parts. The errors associated with chang-
ing the grid dimensions and with rotational averaging were
relatively small in comparison. It is worthy of note that the
estimated error associated with the division of the protein
could be alleviated with improved computational abilities.
To reach convergence of electrostatic energies (0.5 A grid
spacing) for this model system, a grid of dimensions 1403 is
required for a separation distance of 20 A requiring a large
amount of memory, which is currently available on very few
computers.
The convergence of interaction free energies that are in-
dependent of grid size, as illustrated in Fig. 2, is essential. As
noted by Mohan et al. (1992), the errors arising from large
grid spacings can preclude quantitative evaluation of the
effects of the different variables examined. Therefore,
interpretation of results for systems of this size computed
from grid spacings larger than 0.8 A should be viewed
with caution.
Comparison of the simulation results with experimental
results provides further insight into the electrostatic mecha-
nisms of ion-exchange adsorption. This study investigated
the contributions of various charged functional groups by
examining the dependence of the interaction energy on ori-
entation. This methodology allows for the inclusion of the
long-range propagation of electrostatic potentials, through
the low dielectric environment of the protein, generated by
charged residues on the far side of the protein with respect
to the ion-exchange surface. The continuous nature of the
interaction energy profile as a function of orientation indi-
cates that multiple surface-charged residues on the protein
surface are involved in fractional electrostatic interactions
with a specific functional group on the charged anion-
exchange surface. This result is in agreement with experi-
mental isocratic, isothermal HPLC chromatographic results,
which indicate that neutralization of two negative charges
(Glu48 and Glu52) by site-directed mutagenesis, both inde-
pendently and as a double mutation, produces changes in
retention behavior that are less than linearly additive in ion-
exchange retention behavior. The experimental results sug-
gest, therefore, that multiple charges could be simultaneously
interacting with a single functional group on the ion-
exchange surface in accord with estimates of the charge den-
sity on the experimental anion-exchange surface. The
orientation-selective influence of the anion-exchange surface
also appears to diminish as the separation distance increases,
owing to reduced influence of particular functional groups.
The agreement between the model and the experimental data
increases confidence in the model.
The same preferred contact region is evident in both ex-
clearly illustrate that the interaction energy is a function of
orientation and that an energetic minimum occurs at a 90° y
rotation. These results indicate that a preferred interaction
occurs between the protein residues Glu47, Glu48, Asp7O,
Arg72, and Glu73 (surrounding the heme prosthetic group)
and the anion-exchange surface. In this range of y rotation,
the residues involved in the apparent preferred chromato-
graphic contact region experimentally identified in both
equilibrium batch adsorption (Gill et al., 1994b) and isocratic
HPLC experiments are closest to the simulated anion-
exchange surface. The extended minimum in the interaction
energy includes a 60°y rotation and involves residues Glu6O,
Asp64, and His67. The residues involved in the secondary
minimum correspond to a patch of residues experimentally
determined to be significantly involved in anion-exchange
adsorption, although to a lesser degree than those of the
Glu47 patch.
It is worthy of note that no statistically significant effect
on adsorption or retention behavior, compared to the wild
type protein, was found for the site-directed charge mutant
Glul5Gln on the side of the protein opposite the preferred
contact region from both the equilibrium batch adsorption
(Gill et al., 1994b) and the isocratic HPLC experiments. The
calculated repulsive interaction energy at orientations jux-
taposing this residue suggests that this residue is probably not
involved in the anion-exchange adsorption for this protein.
Therefore, removing this negative charge by site-directed
mutagenesis does not affect the observed adsorption behav-
ior of the protein. The slight decrease in repulsive interaction
energy that occurs at 00 (3600) rotation (as compared with
the 3350 rotation) probably results from the inclusion of
Asp64 in the interaction with the simulated surface.
The distance dependence of the electrostatic interaction
free energy of the protein and the simulated surface was
examined over a range of separation distances (5 to 20 A) to
examine the predicted influence of long range electrostatic
interactions as predicted by the linearized Poisson-
Boltzmann equation. Previous investigators (Kozack and
Subramaniam, 1993; Zacharias et al., 1992) have estimated
the extent of influence of charged functional groups in a
continuum solvent environment (greater than standard de-
viations of the errors associated with the calculations) to be
up to 18 and 25 A, respectively, when finite difference meth-
ods were used to compute the reaction rate constants for the
Brownian dynamics encounter of the antibody HYHEL-5 (at
150 mM ionic strength) and lysozyme, and the interaction of
the A repressor-operon complex (at 22 mM ionic strength).
The effects of electrostatic forces on the protein as it ap-
proaches the ion-exchange surface are interesting to consider
because the protein can experience either a strongly attractive
or repulsive interaction free energy over the range of ori-
entations. From Fig. 3, it is possible that a protein molecule
placed in a 1800 orientation would rotate to reach an ener-
getic minimum at a 90° rotation. The question as to whether
the protein placed in a repulsive orientation, 2700 rotation,
would rotate as a result of the electrostatic forces from the
perimental and simulation results. The results of Fig. 3
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as a result of the repulsive interaction energy can only be
addressed through calculation of the electrostatic forces. It
has been demonstrated that the electrostatic forces can be
calculated from the grid-calculated potentials (Davis and
McCammon, 1990) for small systems, but computational
limitations currently restrict its use only to small molecules.
CONCLUSIONS
This study demonstrates that a modified LFPB method can
be used to calculate electrostatic interaction energies for
large systems (up to 1230 atoms) while still retaining infor-
mation on individual atomic contributions. The computa-
tional methodology can be applied to other electrostatic in-
teractions, including those in enzyme-receptor and protein-
membrane systems. Although the influence of specific
residues can be determined experimentally by site-directed
mutagenesis, it is not possible to model accurately and com-
putationally the effects of charge mutation for a generalized
system. This limitation was partially overcome by geometri-
cally examining the protein structure in the various orien-
tations with respect to the anion-exchange surface. By ex-
amining the contributing residues over a range of
orientations, the contributions of individual residues to the
interaction can be estimated.
Explicit error analyses were performed to determine the
relative effects of rotational averaging, changing grid dimen-
sions, and boundaries as well as dividing a molecule into two
species to the overall error associated with interaction energy
calculations. It was determined that the limiting error in the
calculation was the result of dividing one molecule into two
species, which was required to achieve grid spacing inde-
pendent convergence of electrostatic energies. The errors as-
sociated with changing the grid dimensions (from i103 to
1093) and rotational averaging were relatively small by com-
parison. The errors in interaction energy calculations for this
system were less than the effects of changes in orientation
and separation distance. The results of these error analyses,
in agreement with previous investigators, clearly indicate
that care must be taken when interpreting results from elec-
trostatic calculations performed with coarse grid spacings.
Hence, it is clear that the molecular electrostatics method
for determining interaction free energies described is an ef-
ficient one in terms of computational requirements for large
systems studied at close separation distances. The results of
the simulations, in terms of interaction energy as a function
of orientation, demonstrate the presence of a preferred elec-
trostatic interaction orientation, which is in qualitative agree-
ment with experiment.
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