We describe here the principles underlying the automatic creation of a semantic map to support navigation in a lexicon, our target group being authors (speakers, writers) rather than readers. While machines can generally access information that it has stored, this does not always hold for people. A speaker may very well know a word, yet still be (occasionally) unable to access it.
Introduction
One of the most vexing problems in speaking or writing is the fact that one has memorized, i.e. stored a given word, yet one fails to access it when needed. This kind of search failure known as dysnomia or Tip of the Tongue-problem (TOT), 1 occurs not only in language, but also in other activities of everyday life. It is basically a search-and index problem which we are reminded of when we look for something that exists in real world or our mind (keys, glasses, people's names), but which we are unable to locate, access or retrieve in time.
Word finding problems are generally dealt with via a lexicon. Obviously, readers and writers have different behaviors and expectations concerning input and output (target information). While the decoder (listener/reader) provides the word s/he wants additional information for -(say, what is the meaning of 'rug', or what are its synonymes?),-the encoder (speaker/writer) provides the meaning, or meaning-related elements (for example, 'typical british sport') of the word for which s/he lacks the corresponding form (=> cricket).
Our concern here is more with the language producer, i.e. lexical access in language production, a task often neglected in lexicographical work. Language producers typically start from meanings (concepts) or lexical items related to the target word: associations (strong + black + bitter + beverage + made_from beans => coffee). Eventhough empirically well founded, concept-based search or access via associations (Deese, 1965; Schvaneveldt, 1989) is not well supported in current electronic dictionaries. Actually, there are several problems to be addressed, let us mention only two: (a) the problem of input: how (i.e. in what terms) shall the user specify the meaning of the word whose form he is looking for? -(say, 'name of the beverage the British fancy to take in the afternoon'),-and (b) the problem of navigation. How do you get from some input (source word), -say, 'huge animal, gray, trunk, ivory, Africa',-to the target word (elephant)? Note that studies concerning the TOT-problem have shown over and over that people being in this state know a lot concerning the target word -meaning, origin, gender, number of syllables, etc.,-even if they cannot access its form (Brown,1991; Brown and Mc Neill, 1966 ) .
Creation of an association-based index
To support word finding, i.e. navigation/word access in electronic dictionaries, Zock and colleagues proposed to add to an existing electronic resource a corpus-derived index based on the notion of association (Zock et al., 2010) . Dictionary entries (headwords), say 'rose' or 'book', are indexed in terms of the words they evoke: rose => red or flower; book => bible or library, .... This kind of information can be gleaned via various methods, including corpus analysis, i.e. collocation-extraction (Ferret and Zock, 2006) . Words co-occurring in a given text -the window being generally a sentence or a paragraph at the most-can be considered as associates. They tend to evoke each other. Note that associations can be bi-directional, though their strength and link-type are hardly ever the same. The list of co-occurrences can be represented in various ways, lists, graphs, etc. They can be seen as a special kind of semantic network (Sowa, 1992) . Indeed, the links are hardly ever deep-case roles (agent, beneficiary, etc.), but rather associations, i.e. binary relations.
The fact that the index is a network has various interesting features. It provides agents (people, robots) with a powerful search tool, while offering a lot of freedom, i.e. flexibility. Since all words are connected, any of them can be the source (prime, potential starting point) or the target (probe). Search can start at any point, i.e. all words can be reached from anywhere, regardless of their distance (indirect neighborhood). Even if search has been initiated from a remotely related word, one may still be able to find the target word. One just has to use (recursively) one of the query's associates (direct neighbour) as new starting point. Since all words can act as retrieval cue, all of them trigger at least one related word, and if they trigger more, that is, a list of words (they usually do), it may contain the target word, and if not, a word indirectly related to it.
The idea of association is of course not new. It was known already to the Greek philosophers and it has a quite a long tradition in psychology (Aitchison, 2003; Galton, 1880) More recently it has been used in computational linguistics (vector-based approaches: Landauer and Dumais, 1997 ; Lund and Burgess, 1996) and computational lexicography, lexical graphs like WordNet (Miller, 1990) . It should be noted though that many lexical graphs lack a vital piece of information, the link type (synonyms, hypernym, etc.) . Yet this is vital information, as we will see (section 3.3) at the interface level for human users. Concerning WordNet (WN) 2 , it should be pointed out that links are all hand-coded (see section 5), and the resource is not corpus-based, hence it lacks many of the needed links, mostly syntagmatic associations. WN suffers from the well-known 'tennisproblem': words typically occurring together, hence naturally associated (tennis, umpire, racket, court, backhand), are not always linked in WN. Before discussing this last point, the core of the paper, let us describe briefly the method used for building the index and some of the problems.
3
Building the resource
Creating a dictionary involves typically the following decisions: (a) which words to include (this raises the problem of what a word is); (b) what information to associate with each one of them (definition, grammatical information, ...); (c) how to organize the lexicon, i.e. lexical entries (alphabetically, topically). Of course, all these decisions depend to a large extent on the subsequent usage of the resource (reading, writing).
The resource we have started to build is a kind of semantic map, with words being connected, and the links (or connections) being typed (categorized, labeled) and weighted. Of course, there are various methods to build such a map. One way is to ask people to get lists of associations (Deese, 1965) . This has been the main strategy of psychologists trying to define word association norms (Nelson et.al., 1998) . Another way is to use games (Lafourcade, 2007) . Still another approach is to use corpora and to extract collocations. This is the route we are taking. Yet, in order to teach our goal several problems need to be addressed:
Building a representative corpus:
Since we start from the assumption that peoples' associations are based on specific-and on general knowlege (episodic-and encyclopedic knowledge), we must make sure that this kind of information is also contained in the sources upon which we draw in order to build our lexical map (association lists). Put differently, our sources (in our case corpora) must be representative. To this end we need a well balanced corpus, that is a corpus containing general information (for example, London, capital of England, etc) as well as information concerning a specific person, place or event.
Indexing:
In order to find the words a dictionary contains, we must organize them. Put differently, the resource must be structured, i.e. it must contain an index or a semantic map. Words can be organized according various criteria or viewpoints, formal-syntactic (spelling, part-of-speech, morphemes), pragmatic-semantic, etc. In this latter case one may consider (a) the word's components, i.e. the elements occuring in a word's definition (bag of word: Dutoit et al. 2002; Bilac et al. 2004; El-Khalout et al. 2004 ), (b) its recurring elements (semantic primitives (Schank, 1975; Wierbicka, 1996) or (c) its role in discourse: words are grouped by domain, (see Roget's Thesaurus, Roget, 1852).
Unlike linguists, psychologists are more interested in word relations.Gathering typically related terms (x evoking y) they've built association lists (Deese, 1965; Schvaneveldt, 1989 Japanese, 8 and Russian. 9 The Edinburgh Associative Thesaurus is particularly interesting, in as it shows not only the words evoked ('red', 'flower', etc.) in response to a given stimulus ('rose'), but also the causes (primes) of this input. For example, 'thorn', 'petal', 'flower', etc. in response to the prime 'rose'. Put differently, we get bi-directional, i.e., incoming and outgoing links. While such resources are extremely useful for many tasks (pratical applications, research), they nevertheless do have certain shortcomings. For example, they are fairly static. Hence, they cannot take topic changes into account. Yet, associations are sensitive to such variations. Think of the word 'piano' in the context of moving from one place to another. Also, most of these resources lack the link type, yet this is an important feature to reduce search time by clustering information pertaining to the same link type. This last comment does not apply to WN or JeuxdeMots. They both contain a small set of link types 10 which is very useful for navigation. 
Ranking:
Words occur with a certain frequency. The same holds true for their combination, that is, words and their relations do have a certain weight. While one should not overestimate the notion of weight with respect to word access, it may nevertheless be useful for word order (priorization of words in the list of candidates) and for deciding where to draw the line (cut-off point in case that the list gets long), that is which words to display and which to hide. Ideally, the weight is (re-) computed on the fly, taking into account contextual variations. As mentionned already in our piano example, a word may give prominence to quite different associations depending on the context. Likewise, the word 'Java' may evoke in people's mind quite different concepts ('island' or 'programming language') depending on whether we are talking about holidays, geography or computers.
Identification and 'typing' the links:
Associations must not only be identified, they must also be labeled. Qualifying, i.e. typing the links is the hardest task, yet it is vital for navigation. Note, that weights are a main feature in the programs written by psychologists where they try to mimick the performance of the human brain, or, the mental lexicon. The goal is to mimick precision (correct output, or similar errors to the ones produced by people) and access time (word access in real-time). This work is generally done within the connectionist framework (Dell, 1996; Levelt et al., 1999) . Impressive as these simulations are, this approach cannot be used here for several reasons: (a) the information encoded in these networks is not interpretable by human user. Actually, the information contributing to the 'building' of a word,-words are synthesized rather than stored,-is distributed across various layers 12 ; (b) the weights are tuned by the system builders (psychologists) who know the final output (target word). This does not hold for the user of our future resource, since target word is precisely the item s/he is looking for, and if s/he knew it, the problem were solved.
4
Some justifications for making explicit the link-type
As mentioned already, a lexical graph composed of words only is of little use for navigation, if one does not know the kind of link holding between two adjacent nodes (direct neighbors, i.e. associated words). Indeed, every node, i.e. every word may have a great many associates, some being linked via the same type of association -(imagine all the days subsumed under the label 'weekdays' or 'colors'),-others being connected via a link of a different type (week-month; weekweak, week-geek, etc.).
Obviously, the greater the number of words associated with a term, and the more numerous the type of links, the more complex the graph will be. This reduces considerably the value of graphs as adequate representation at the interface level in order to support navigation. There are at least three potential problems challenging readability:
• High connectivity (i.e. the great number of possible links). These links can be of different types, bi-directional (incoming and outgoing), asymmetric and of different weights.
• Distribution (i.e. non-adjacency, of conceptually related nodes, that is, nodes activated by the same kind of association (e.g. synonyms), but not being displayed next to each other.
• The possible crossing of links in the case of indirect association (see A1 -B2 or A2 -B1
in Figure 1 , next page).
13
12 For a detailed description, see Zock et al., 2010. 13 Note, that the crossing of lines can be avoided in the immediate neighborhood (distance 1, i.e direct associations), but not at the next level. If two sets of words, say A1 + A3 and A2 + A4, have both B1 + B2 as associates at the next level, then the links are bound to cross.suppo Also, bear in mind that the scope is the entire graph and not only the next adjacent level (i.e. direct neighbors). Note also, that this crossing of links is a side-effect of mapping an n-dimensional graph on two dimensions.
All these factors may leed to confusion. Also, the role of frequencies must be relativized or defined more precisely. Indeed, many researchers believe that frequencies or weights are the crucial element for guiding search. Yet, taken alone they are too poor to guide the user, helping him to decide on the direction to go (see section 3.4).
In sum, lexical graphs can become complex, not only because of the number of nodes (words they contain), but also because of the number of possible connection types (associates). Hence, lexical graphs devoid of this kind of information are like maps that omit showing 'how' cities are connected (road, railway, airplane). Hence, they are not sufficiently good representations of the territory (semantic map) to be used as orientational guides or navigational aids.
To overcome these problems, we suggest to display by category (clusters) all the words linked by the same kind of association to the source word. Hence, rather than displaying all the connected words as a flat list, we suggest to present them in chunks to allow for categorical search. Having chosen a category, the user will be presented a list of words or categories from which he must choose. If the target word is in the category chosen by the user -(suppose he looked for a hyperonym, hence he checked the is_a bag),-search stops, otherwise it goes on. The user could choose either another category, or a word in the current list, either of which becoming then the new starting point. In the next section we will present some initial results of how to infer automatically the type of link for a small subset of links: part_of relations.
14 IS-A (subtype); SYN (synonym); TIORA ('Typically Involved Object, Relation or Actor', for example, tools, employees, ...).
Initial results for inferring automatically the type of link
Suppose that you wanted to express the following concept: 'superior dark coffee made of beans from Arabia', and that neither 'espresso' nor 'cappuccino' are the desired target words. In this case there are three kinds of relations likely to help the language producer find the target word 'mocha'. Indeed, the mentioned seed words (superior, dark, coffee, made of, beans, from Arabia) express different kind of relations: an attribute relation (superior, coffee; dark, coffee), a resulting relationship (coffee made of beans) and a source relation (from Arabia). Aggregating them and using them as retrieval cues might help the language producer to narrow down the search space, zooming into a small set of words possibly containing the target word. To allow for this, we need, of course, something like a semantic map. This latter specifies the form of the major words and the way how they are related to their direct neighbors. Such a map can reveal many things: list of available words, distance between two words, type of relations, relative density, i.e. tightly populated parts of the network, hubs, i.e. number of incoming and outcoming links, etc.
Starting from such a set of seed-or source words, Zock and colleagues (Zock et al., 2009 ) have used LSA and the Tf-idf measure values to identify the target word. LSA is quite successful with respect to identifying the relative similarity between concepts. Actually, it achieves similar scores as non-natives do: 64% vs. 64,5% (Landauer and Dumais, 1997) . While this is surely impressive, LSA cannot provide us with the kind of information we care for: the name of the relationship holding between two concepts or words. Actually, our problem is a bit different from the one addressed by LSA. Our goal does not consist in finding synonyms of the source-or target-word, our goal is to help people to find the target word, bottom-line. In other words, we need a different approach. For example, our system should be able to draw on any information available at the onset of search. Hence, search should be possible by entering the graph at any point. Also, our associations must not only be identified as in LSA or lexical graphs in general, they must also be labeled in terms of their type. As mentioned already, this is a prerequisite if we want to help humans to navigate in the semantic space for which we try to build a map.
To achieve this goal we will draw on the idea described in section 2. The problem of developing such a semantic space is enormous as there are many kinds of relations needed, for example: Cause-Effect (laugh-wrinkles), Product-Producer (honey-bee), Content-Container (wine-bottle), Part-Whole (tip-tongue), Instrument-Agency (laser-printer), etc. We will focus here only on one of them, Part-Whole relations (PT-WHRs) and their automatic extraction from corpora to build the semantic map or space. Several scholars have proposed taxonomies of PT-WHRs (Winston et al., 1987; Vieu and Aurnague, 2007) . We will follow Winston's classical proposal:
1. component -integral object handle -cup 2. member -collection tree -forest 3. portion -mass grain -salt 4. stuff -object steel -bike 5. feature -activity paying -shopping 6. place -area oasis -desert
• Integral objects have a structure; their components can be torn apart, and their elements have a functional relation with respect to the whole. For example, 'kitchen-apartment' or 'aria-opera.
• 'Tree-forest' and 'chairman-committee' are typical representatives of Member-Collection relations.
• Portion-Mass captures the relations between portions, masses, objects and physical dimensions. For example: 'meter-kilometer'.
• The Stuff-Object category encodes the relations between an object and the stuff of which it is made of. For example, 'steel-car' or 'snow-snowball'.
• Place-Area captures the relation between an area and a sub-area like 'Ethiopia-Addis Ababa'.
Meronymic relations can also be categorized as typical or accidental. The former are always true (roof-house), while the latter are episodic (cucumber-sandwich), they have happened only at some point in time. We focus here only on the first type.
To capture the meaning of words we relied on the intuition that meanings depend to some extent on a word's neighbourhood, be it direct (black coffee) or indirect (the color of coffee is generally black). Words occurring in similar contexts tend to have similar meanings (Harshman, 1970) . This idea, known as the 'distributional hypothesis,' 15 has been proposed by various scholars (Harris, 1954; Firth, 1957; Wittgenstein, 1922) . It implies that word meanings are context sensitive. A word's meaning cannot be fully grasped unless one takes the context into account. Meaning and context can be captured in terms of (more or less direct) neighbourhood, i.e. words co-occurring within a defined window (phrase, sentence, paragraph).
Description of our approach
Since we try to capture meaning via word similarity, the question arises of how to operationalize this notion. One way of doing so is to create a vector space composed of the target word and its neighbours (Lund and Burgess, 1996) . This approach, known as vector space model (VSM) has been developed by Salton and colleagues (Salton et al., 1975) for information retrieval. Their idea was to represent all documents of a collection as points in a space, i.e. a vector in a vector space. Semantic similarity is expressed via the distance of two points: closely related points express similarity, while distant points signal unrelated ideas, or remotely related words. We are concerned here with word similarity rather than document similarity. The meaning of a word is represented as a vector based on the n-gram value of all co-occurring words. The use of the VSM to extract PT-WHRs has two advantages: it requires little man power (human effort) and few resources (corpora), at least far less than Girju's approach (Girju et al., 2005) which relies heavily on annotated corpora and WN.
The underlying idea is that the type of relation holding between two concepts/words can be inferred from data (for example, corpora containing co-occurrences), by using the similarity values and n-gram information for clustering the relevant terms. The similarity value allows us to extract part_of relations, while clustering is used to group similar words. The similarity value can be obtained in different ways, and it may depend on the type of relation to be identified. Put differently, the vectors used for encoding, say, a part-whole relation are different from those encoding hyponyms. The n-gram information used to extract the vectors is also specific to the type of semantic relation to be encoded.
We devised a weakly supervised method for automatic extraction of meronymic relations (component-integral object; part-whole).
16 Indeed, our method hardly depends on language and it is completely domain-independent. However, we do need a 'Part of Speech Tagger' or a 'part-ofspeech tagged corpus'. In this respect our work differs quite a bit from other people's work as it does not require a resource like WN. Hence, our approach can be used even for under-resourced languages, or languages lacking a resource like WN. In other words, the methods is sufficiently general to be applicable to other languages than the one for which it has been initially designed.
Since word-meaning is represented as a vector based on the n-gram value of all co-occurring words we need a corpus. To build the required vectors we used the 'Corpus of Historial American English' (COHA) which contains 400 million words. COHA is an n-gram corpus tagged for parts of speech (Mark, 2011) . For languages lacking this kind of (tagged) corpus, plain text can be used, as the system is able to identify the concepts' n-gram value in the corpus. This feature is very convenient for under-resourced languages, as it makes their preparation (pre-processing) easier than if one had to annotate the corpus manually.
Related works
Previous works attempting to identify semantic information are somewhere on a scale, ranging from exclusively hand-crafted patterns (Hearst, 1998) and rules to probabilistic methods. For example, Finin (1980) relied exclusively on manually built rules. Girju (2005) and Beamer (2008) used a knowledge intensive approaches by drawing on huge resources like WordNet. Hage's (2006) and Harshman's work (1970) is domain dependent, while the proposals of (Girju, 2005; Matthew & Charniak, 1999 ) rely on syntactic structures, hence they are language specific.
Resource intensive approaches (like the ones relying on WordNet) are not suitable for languages lacking such a resource, for example, under resourced languages. Resource intensive approaches use texts, tagged with WordNet information, for example, senses. However, this kind of approach cannot be applied to applications relying on real world data, real world texts are hardly ever tagged with WordNet information (senses, type of link, etc.). In addition, most of the above mentioned approaches are highly language dependent. The classification features used to build the rules are extracted from a specific language. For example, Hearst (1998) uses syntactic features that occur frequently in sentences and in many kinds of texts. However, such syntactic structures are rare, their coverage is small and their effectiveness greatly depends on the type of semantic relation extracted. Indeed, Hearst (1998) reported better results for hyponyms than for meronyms which may be due to the fact that syntactic structures encoding this latter kind of relation tend to be ambiguous. This being so we may need to take a different approach.
We decided to use a Vector Space Model (VSM) which was highly successful for various applications, including question-answering. For instance, using this kind of approach for representing word meaning Rapp [38] achieved a score of 92.5% on multiple-choice synonym questions from the TOEFL Test (the test foreigners have to take to evaluation their level of English before entering an american university 17 ), whereas the average human score for non- 16 Supervised learning means that the examples on the basis of which the system learns are labeled, i.e. they specify explicitly which forms are correct and which are not. In unsupervised learning examples are not labeled, the system clusters data into classes, giving the latter some arbitrary name.
native speakers was 64.5%. Motivated by this success we decided to try this approach for automatically extracting part_of relations.
Our approach in more detail
As explained in section 3, four problems need to be solved for building the resource. We need to get a representative corpus, index lexical entries in terms of associations (i.e. build an association matrix), rank the terms and label the links.
To address the first task we used the Brown corpus, though, other corpora are probably needed. Next, we developed a system, i.e. a pipeline of 6 stages or components (see figure 2) to address the remaining problems. The process works as follows. Starting with the first word in the corpus, the system extracts all associated words expressing a PT-WHR to continue then with the next word until it has reached the end. Actually, the system performs the following six operations: whole relations connect only nouns, the system requires only a tagger able to identify nouns. As mentioned already, we used the 'Corpus of Historical American English' (COHA) (Mark, 2011) . This is an n-gram corpus whose elements are tagged in terms of part of speech.
• Step 2: The next component extracts Noun-Noun co-occurrences (N-N sequences) from the tagged corpus. For example, 'corolla car', 'door of car', 'car engine', 'engine of car', 'car design', 'network design', 'airplane engine', 'search engine' etc. Noun phrases are not included in our current version. There are two types of co-occurrences: nouns occurring directly together, that is, in adjacent position (NN) and nouns whose co-occurrence is mediated via another type of word occurring in between them (possibly a preposition, adjective, verbs). Both types need to be identified. Nouns can be easily extracted, regardless of their distance to each other and regardless of the type and the number of words in between them, provided that none of them is a noun. The procedure works as follows: starting from the current noun, we increase the window size to the point to include the next noun. Having two nouns (car-engine; engine of car), we signal their respective functions via names, calling the first one the head and the second the tail. 'Car' and 'engine' are respectively the head and the tail in the 'car-engine' co-occurrence, while they are the reverse in the 'engine-car' example. Hence, cases where the part appears both before and after the whole object will be retrieved. Since the conclusion that a noun assumes the role of the part or whole may be incorrect, we have decided to delay this decision until the very end.
•
Step 3: N-N co-occurrences with an identical tail noun take N-N co-occurrences from the preceding step to cluster them on the basis of their tail noun. For example, 'corolla car' and 'door of car' belong to one cluster, both of them having the same tail noun: 'car', while 'car design' and 'network design' belong to another cluster. The same holds true for 'airplane engine,' 'search engine' and 'car engine'. The similarity value is calculated by taking the cosine value of the vectors of the head nouns. The vectors are created by taking every word co-occurring with the noun (n-gram). This component and the next one require n-gram information. We got this from COHA 18 . All words are represented as a vector of their bi-gram value. Hence, each word has an ngram value, represented as a vector. In order to calculate the similarity between the head nouns we used the cosine value of the vectors of the head noun. Head nouns whose cosine values are above a certain threshold are clustered together.
• Step 5: This component computes the similarity between the head and tail noun. In this module two types of similarity values are calculated. We call them S 1 and S 2 . Note that the vector used to create S 1 in this module is different from the one used in the preceding step. The vector for S 1 is built here only on the basis of words co-occurring with the tail noun. If ever a word co-occurs both with the tail and the head noun, its n-gram value is recorded in both vectors, otherwise their respective vector values will be 1 for the tail noun and zero for the head noun. Words co-occurring only with the head noun will not be included in the vector. Hence, the size of the vector is equal to the size of the number of words cooccurring with the tail noun. However, in order to create a vector for S 2 , we will also consider words co-occurring with the head noun also. The similarity value for S 1 and S 2 is again derived from the distance between the vectors i.e. their cosine value. The basic idea is that the tail nouns of the noun pairs presenting the 'Component-Integral object' or a 'Part-Whole relation' have a strong similarity value with their head nouns in their clusters. Hence, words like 'airplane' and 'car' have a strong similarity value with respect to 'engine', while 'search' has only a small one in the cluster: airplane-engine, 'search-engine', 'carengine'.
Step 6: the last module identifies whether two nouns are linked via an integral component Part-Whole relation or not (PT-WHR). To do so, the system draws on information provided by the above-mentioned modules. Given some cluster(s) (built in step 3 and 4) and a set of similarity values (identified in the training corpus, step 5), the system extracts automatically a production rule: if <condition> then <action>. This latter is used to decide whether two words are linked via an integral component PT-WHR or not. In order to achieve this goal, we took a corpus and tagged as "T" nouns pairs exhibiting a part-of relationship and as "F" in the remaining cases. The system counts then the similarity values exhibited by the majority of noun pairs in the training set. The range of these values are learned automatically. The system calculates two similarity values (S 1 , S 2 ) for every noun co-occurrence in the training set and takes then the range of values exhibited by the majority of part-of noun co-occurrences in the corpus. In order to determine this range, we calculated an error rate for all possible similarity ranges obtained for all NN cooccurrences in the corpus and selected the one with the lowest error rate. For example, suppose your corpus contained six NN occurrences (the first three being negative, the remaining being positive examples). Suppose further that the nouns having respectively the following values for S 1 (0. We assume in the example above that the values of S 1 and S 2 of the first three lines are based on negative examples, while the remainder are positive, i.e. they contain a part of relation. In our case, most of the similarity values exceed 0.4 for S 1 and 0.8 for S 2 . Here below is a subset of the algorithm: Given a pair of nouns as described in the steps 3 and 4 here above.
If the similarity value S 2 > 0.4 && if the similarity value S 1 > 0.8 If the noun pairs occurred at least once as compound noun Then the head noun refers to the whole and the tail to the part Else If the average similarity value (C) between the noun and the other nouns in the cluster > 0.4 If one of the nouns in the cluster has S 2 > 0.4 and S 1 > 0.8
If the noun pairs occurred at least once as compound noun Then the head noun refers to the whole and the tail to the part Else
The relationship between the nouns is other than a whole-part relation
The rule stipulating that 'noun pairs occurring at least once as compound noun', does not imply that the noun referring to the 'part' is always the second noun, and the 'whole' the first. Indeed, the two may be separated by words of another type, for example, a preposition. In this case the arguments will swap position, the 'part' preceding the 'whole'. Both cases will be handled as discussed in step 2. Having extracting the nouns for both cases, we can find the pairs as a compound noun at least once in a well-balanced corpus. For example, 'engine of car' can be extracted as explained already in step 2, and the system will then interpret the pair as 'part-whole' if it exists as 'car engine', which is always the case in a well-balanced English corpus.
We managed to extract the specific semantic similarity patterns for NN co-occurrences exhibiting a part of relation. We also showed that different types of similarity measures (S 1 , S 2 ) can be extracted from n-gram information. For example, for part_of relations we have extracted two types of similarity values (S 1 , S 2 ) with their respective range of values. N-N co-occurrences that do not fall within the defined range are filtered out. They do not express part_of relations. Note that, unlike other approaches including LSA, we do not simply measure the similarity values of the two noun pairs, but we build two types of vectors to determine two similarity values (S 1 and S 2 ) and check them then according to a set of rules. Note also, that our similarity measures filter only part of relations, hence different measures will be required if we want to deal with other types of semantic relations.
The vectors used by us for identifying the similarity values are built automatically by the system. However, the way of developing a specific vector for encoding part-of relations is not based on learning from a training set, it is based on a set of observations and assumptions.
Words co-occurring with parts, say 'engine', will very frequently be the very object of which they are part ("car-engine, airplane-engine".), but not vice versa. The two sets are quite different. While a 'car' may contain many parts ('tyre', 'steering-wheel', 'gear box', etc.)', it may nevertheless be linked to many concepts playing another role than being a part : 'driver', 'accident', 'race', etc. Put differently, the link can be other than 'part_of'. Nevertheless, objects expressing a part are nearly always connected to the entity of which they are part of.
The example here below illustrates the functioning of the algorithm: at step 2 the algorithm lists N-N occurrences like car-engine, train-engine, airplane-engine, benzine-engine, gasoline-engine, and search-engine. N-N occurrences are put in the same cluster as they have the same tail noun : engine (step 3). In step 4 the cluster is further classified in to three sub-clusters: cluster 1 , cluster 2 and cluster 3 :
Cluster 1:
We have an integral component Part-Whole relation, as 'engine' is part of a holistic entity: VEHICLES (car, train, and airplane).
Cluster 2:
'Engine' is not part of 'oil' (benzine or gasoline).
Cluster 3:
SEARCH-ENGINE
The two clusters here above are created within a cluster having engine as tail noun. The clusters are identified on the basis of the similarity value of the head nouns. Since 'car', 'train', and 'airplane' have a strong similarity value they are put in the same cluster. Likewise, 'benzine' and 'gasoline' are put into some cluster and so does 'search'. At step 6 the system separates the cluster 1 from the rest, as the vector similarity of 'engine' and 'oil' on one hand and 'search' on the other is below a given threshold value, while the one of 'engine' and 'vehicle' is above it.
A walkthrough
Let us explain our approach in more detail via an example. Suppose the following input :
The Japanese government decided to raise taxes for the export of Toyota cars. This is not the only problem Toyota had to face during the last few months. Indeed, the motors of their new car models having problems, the company decided to revise for free all the recently cars sold......
The POS tagger identifies in step-1 the part of the speech of the words
The Japanese government decided to raise taxes for the export of Toyota/NP 1 cars/NN. This is not the only problem Toyota/NP 1 had to face recently. Indeed, the motors/NN of their new car/NN models/NN 2 having problems, the company/NN decided to revise for free all the recently cars/NN sold......
At the next step we extract NN co-occurences: Toyota-car; motors-car, car-models, etc. At step-3 we cluster these co-occurences according to their tail noun :{[Toyota-car, motors-car], car models]]} At step-4, the head nouns are clustered according to their similarity value. This latter is based on the distance between the vectors of the head nouns (the nouns appearing first). This yields the following results: Toyota, motors and car. We also calculate at step-4 the dot product (similarity of the vectors of the head nouns).To create the vectors we use the N-gram information contained in the COHA corpus, that is, we take all words co-occuring with nouns. Words with similar vectors will be grouped in the same cluster. At step-5, we identify the similarity values (S 1 and S 2 ) for the head and the tail noun as shown in the This is the way how vectors are built:
• The vector value is 1 for words co-occuring with 'Toyota' and 0 for words that, while not co-occuring with 'Toyota', do occur with 'car'. This allows us to create the vector S 1 for 'Toyota'. The S 1 similarity value for 'Toyota' is calculated by taking the distance (dot product) between the S 1 vector of 'Toyota' and a vector built on the basis of words cooccuring with both nouns (the intersection of 'Toyota' and 'car'). Put differently, the vector is built by taking words whose similarity value is 1 in both vectors, for example, 'Toyota' and 'car'.
• Likewise, the vector value is 1 for words co-occuring with 'car' and 0 for words, that while not co-occuring with 'car' do co-occur with 'Toyota'. This allows us to build the S 1 for 'car'. The S 1 similarity values for 'car' are calculated by taking the distance (dot product) between the S 1 vector for 'car' and a vector built on the basis of words co-occuring with both nouns (the intersection of 'Toyota' and 'car'). As here above, the vector is built by taking words whose similarity value is 1 in both vectors (again, 'Toyota' and 'car').
• The S 2 similarity value is calculated by taking the dot product between the S 1 vectors of 'Toyota' and 'car'.
How do we decide wheter a relationship is of the kind 'part_whole' (step-6)?
The rules use the similarity values of the table here above in order to decide whether there is a meronymic relation between the two nouns, and what respective roles of the nouns are (which is the 'whole' and which is the 'part'). This is how the rule works. S 1 is 0.73521462209380772 for 'Toyota' and 0.1348399724926484 for 'car', S 2 being 0.099136319419321925. Likewise, S 1 is 0.82118460785425675 for 'motor' and 0.519575448720232 for 'car', the value of S 2 being 0.40259135545057436.
Assume that N 1 and N 2 are respectively the first and the second noun. Hence, N 1 S 1 and N 2 S 1 are the respective S 1 similarity values of the first and the second noun, S 2 being identical for both nouns. The production rule checks now the similarity values against the treshold learned from the training set, the thresholds being the ranges of the similarity values exhibited by most of the meronyms in the training set.
if ( The condition stated in the rule is satisfied by the similarity value of the noun pairs. Hence, we do have a meronymic relationship with 'motor' being the <part> and 'car' being the <whole>.
if (0.51 > = 0.8 and 0.402 > = 0.4) then print ('car' is the <part> and 'motor' is the <whole>), which is false.
The steps just described are performed for all NN co-occurences in the paragraph.
Identification of the links senses
The concepts and the links holding between them are thus extracted from the corpus as explained above. However, there is one other problem that needs to be addressed. A word may express several meanings. For example, the word-form (lemma) 'mouse' may stand for a 'rodent' (animal) or a 'computer device'. • S1 (n) In order to identify the senses, we start by listing all the parts of the concepts and cluster then the extracted parts on the basis of the cosine value between their vectors constructed from their ngram. Polysemous words, that is concepts/words with several senses, will have several clusters. The links/associations holding between the concepts are marked on the basis of their senses. Hence, the link between two concepts encodes two types of information: the nature of the semantic relationship and the sense. In our current version we have only one type of relation i.e. meronym and the senses are not labelled semantically.
The senses are learned from the number of clusters built on the basis of the parts of the concepts. Example, ' To identify senses we use like (Rapp, 2004; Diab & Resnik, 2002; Kaji, 2003; Pinto et al., 2007) a clustering method. However, our task is narrower in that the clusters are formed only from a small set of words associated with a given word at a time. Also we have considered meronymic word senses only i.e. senses that affect PT-WHRs.
The extracted wholes and their parts are organized into a network. Concepts are organized hierarchically i.e. going from the whole to its parts. For example 'tooth' is part of 'gear' which is part of an 'engine' which is part of a 'car'. In this case, 'car' is the root. Concepts which are parts of several concepts are connected via several links. For example, 'engine' being part both of 'car' and 'train' it has two incoming links (see figure 
Evaluation
We have tested our system for its ability to extract PT-WHRs by using the text collection of SemEval (Girju et al. 2007 ). The test corpus is POS-tagged and annotated in terms of WN senses. The corpus has positive and negative semantic relations. The corpus has positive and negative semantic relations. The part-whole relations extracted by the system were validated by comparing them with the valid relations labeled in the test set answer key. The format of the test set is described in the sample here below:
"Some sophisticated <e2>tables</e2> have three <e1>legs</e1>." WordNet(e1) = "n3", WordNet(e2)="n2"; Part-Whole(e1, e2) = "true"
This format has been defined by Girju et al (Girju et al. 2007) . Since this does not correspond to a real text format, we have changed the corpus accordingly, to obtain the following text: "Some sophisticated tables have three legs". To evaluate the performance of our system we defined precision, recall, and F-measure metrics in the following way:
Recall Number of correctly retrieved relations Number of correct relations Precision Number of correctly retrieved relations Number of relations retrieved
Our system identified almost all (19/20) of the present Component-Integral object part-whole relation pairs of the SemEval test set. Since these relations are both present and non-present in the Semeval training set and test set, we considered the present relations to evaluate the performance of our approach.
As the number of concepts having parts in different senses is very small in the SemEval test set, we have added some concepts from WN. The resulting number of relation pairs accounts now for 20% of our test set. 80 % of this set contains negative examples coming either from the SemEval test set (all of them) or from our own. We defined 'recall' as the percentage of correctly retrieved relations out of the correct relations available in the test set, while 'precision' is defined as the percentage of correctly retrieved relation out of retrieved relations. We obtained 95,2% for precision, 95% for recall and 95,1% for the F-measure. The PT-WHRs extracted by the system were validated by comparing them with the valid relations labeled in the test set answer key. The test set has answer key, so we manually counted correctly retrieved relations. Table 2 : the similarity values of selected noun pairs
All the encountered errors are hyponyms ('car' and 'vehicle') . However, this does not imply that all the hyponyms in the test are incorrectly retrieved as part-whole relation. Actually, only 12% of the hyponyms in the test set are incorrectly retrieved as part-whole relation. It should also be noted that the majority (80%) of our test set relations are not part-whole relations. Therefore, the probability of randomly selecting part-whole relation is 20/80 (0.25), showing the effectiveness of this approach for discriminating such relations.
We have also evaluated the performance of the system in determining the senses of a concept. To do so we used the clustering technique described above. Word forms expressing several senses have several clusters. We evaluated the results against the gold standard of meronymic word senses taken from WN (Miller, 1990 ).
Our clustering is based on the distance between the vectors of the parts of a given concept. We defined precision as the percentage of words assigned to their actual WN meronymic senses out of total words assigned to output clusters. Recall is the ratio of words assigned to their actual WN meronymic senses' correct relations available in the test set. We have achieved 89% for precision, 86% for recall and 87, 47 % for the F-measure.
Conclusion
We have started this paper by arguing that relational information is important for many tasks. We were concerned here mainly with lexical access, a very important task in language production (speaking, writing). Noting that current dictionaries do not support authors as well as needed, -a criticism that holds even for electronic dictionaries despite the recent progress,-we suggested to add to an existing electronic resource an index based on the notion of associations, i.e associated words to a prime (source word) and relations holding between the two associated words.
Since this index is based on the co-occurences of words in a corpus, -the latter representing ideally the user's world-knowledge, and since this knowledge changes frequently, it is desirable to allow for updating the index dynamically by taking into account the changes of the corpus. Hence, the idea to extract the links or associations automatically. As this is a very complex problem, we decided to study its feasibility only for a small subset, meronymic relations.
Despite certain shortcomings (this is work in progress), the results obtained are quite promising. This is all the more encouraging as we used very few resources compared to similar works. We believe that this approach can be generalized, allowing us to extract other types of semantic relations. But of course, much more work is needed to substantiate this latter claim.
