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Reverse Bjlank The estimation of the resonances (natural frequencies) of a system, from observation of a noisy response, is an important problem of frequent occurrence in practical situations. Usually, the number of observations is considerably greater than the number of resonances, and the task of utilizing these "extra" data to reduce the errors of estimation must be accomplished without an excessive amount of computational effort or trial-and-error. Accordingly, the original exact-fit procedure by Prony has to be generalized to a least-squares approach. In this manner, the amount of data processing is minimized, with all the nonlinear processing being concentrated in the solution for the roots of a polynomial.
The purpose of this report is to develop and explain this least-squares solution and to show its close connection to linear prediction. The first section, on Mathematical Details, sets up the problem definition and introduces the terms necessary to interpret recent work by Auton and Van Blaricum [1] described in the next section. Some important points about the waveformfitting technique are explained, and some possible alternative approaches are mentioned. A more general model is considered in appendix A, and a generalization to linear prediction is developed in appendix B, which subsumes forward prediction, backward prediction, and a weighted linear combination in general. That is, sequence {gm 1 is a sum of n complex exponentials. Without loss of generality, we presume that all the {Ck } are nonzero for 1 S k 5 n.
Consider the error (in linear prediction) of attempting to represent gm in terms of its past n values; that is, for n 5 m N-1, consider linear prediction error (where ao m -cn e e n n n n g" I a
.
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where we substituted (1) and interchanged summations. Now we choose the n linear coefficients j}p such that
This requires solution of n linear equations for the n unknowns {j}l, presuming that the n quantities N }n are known. In fact, the general solution is aXj = (-1) j -1 {sum of all possible products of j different u's} for 1 < j < n;
*This can be generalized to include terms like Cum + Dmu"'; see appendix A. 
With this choice of {aj}1, (2) and (3) yield n g-j= aj gm-j =0 for n S m 9 N-1,
or n gm Y I a j gm-j for n S m_ SN-1,
': That is, when sequence {gm}-is generated as a sum of n complex exponentials jaccording to (1), the sequence value gm can be determined exactly as a forward linear combination of the previous n values, provided that n < m :5 N-i. The restriction of m to this range is due to the fact that gm is resimed unknown for m < 0 and for m > N-i; thus only the "valid," or available, data are employed in (2) and (5b).
It is important to observe that the n linear predictive coefficients {a,} n in (4b) depend on {Pk}n but are completely independent of the values of the I exponential strengths, or "residues," {Ck)} in (1) . Also, if the were known instead of the ("kPO, then (3) can be solved for the {uk}n as the n roots of an n-th order polynomial.
A more general approach to linear prediction is developed in appendix B. It subsumes the forward prediction (given above), backward prediction, and a weighted linear combination in general.
ACTUAL MEASURED DATA
Now suppose that some arbitrary data sequence {fm}l "1 has been measured or is available, and we want to choose the 2n parameters in the exponential model (1) such that the error of representing data ffm Y6 by this model is minimized in some sense. Guided by (5b), we first let linearly predicted value Minimization of total squared prediction error E by choice of coefficients {cj}n is accomplished by setting
This results in n linear equations in the n unknowns {ak} n We solve these equations for the { k that minimize prediction error
We must point out an alternative approach to the minimization of E. One could instead minimize the Chebyshev error; that is, we could choose the {aj}n in (7) so as to minimize the quantity 
ac.
thereby obtaining n linear equations in the n unknowns {C}1.n (The quantities {uk 1 are already known at this point; see the discussion preceding (11)). We solve these n equations for the {CjI 1 that minimize E.
An alternative approach to the minimization of E is to minimize the Chebyshev error; that is, choose the {CkIn in (12) so as to minimize the quantity Again, the performance quality of (10) and (15) is not known.
At this point, we have a "fitted" waveform,
k--1
to the original given data sequence {fm} . However, it should be observed that the fit was obtained via a two-staqe sequential procedure. Namely, we first minimized total prediction error E to find the linear coefficients {a k1 , and from them, solved the polynomial of (3) for its roots {uk}1. 11 . However, this latter approach is highly nonlinear in the {Uk}n , and no direct (nonrecursive) solution is known. Of course, a gradient search on (17) could be employed, using as starting values, those obtained above via the two-stage sequential procedure.
SOME RECENT WORK
The source of the following results and comments is the work by Auton and Van Blaricum (1) 
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CONCLUSIONS
The usual problems associated with Prony's method, regarding sensitivity to noise, have been attributed to dense sampling and bias. If both of these problems are treated properly and the weakest eigenvector is employed, Prony's method produces excellent estimates of the resonances, even from data with high noise levels; see [1], vol. I, p. 4-8.
Studies on some of these still-unanswered questions about alternative procedures for order selection and resonance estimation will continue. Certainly, further improvements in the procedures and performance will ensue. Applications to real measured data have yet to be made, however; see [11, vol. I, pp. 5-2 and 5-3.
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Appendix A A MORE GENERAL MODEL Instead of (1) of the main text, suppose that sequence value n P g Y-k P 7 k= m~ for 0O5m ;SN-1, (A.1)
where p can be larger or smaller than n. Then for n+p :S m < N-i, consider linear prediction error 
Now let us set n n YO a ak ok+"
by choice of {a'. 0 since there are only n equations in JB.3), but n+l unknowns, we will not get a unique solution for the {a_}n unless we restrict them somehow. Also, we must disallow the zero solution.
Observe that if we had used only n coefficients {mj}8-in (8.1), we would have obtained, instead of (B.3), n equations in n unknowns. However, the only solution to these equations is the zero solution aj = 0 for all j, which is useless.
Before we consider the restriction on {}O'ji observe that substituting 
(B.4) em =0 jgm-j=
That is, we can find an infinite number of linear combinations of n+l adjacent values of sequence g m}N± I generated via (1) of the main text, mO0 which are identically zero for all possible locations of the (n+1)-long average within the record of length N.
•
• n
Now to get back to the solution of (B.3) for the coefficients {a 1} , we observe that the linear predictive approach considered in (2) ;n. On
What we have done is to find the best linear constraint such that the total quadratic error (8.13) is minimized. The end result is the same as if we had minimized (8.13) directly, subject only to constraint B-6
