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Arrays of qubits encoded in the ground-state manifold of neutral atoms trapped in optical (or mag-
netic) lattices appear to be a promising platform for the realization of a scalable quantum computer.
Two-qubit conditional gates between nearest-neighbor qubits in the array can be implemented by
exploiting the Rydberg blockade mechanism, as was shown by D. Jaksch et al. [Phys. Rev. Lett. 85,
2208 (2000)]. However, the energy shift due to dipole-dipole interactions causing the blockade falls
off rapidly with the interatomic distance and protocols based on direct Rydberg blockade typically
fail to operate between atoms separated by more than one lattice site. In this work, we propose an
extension of the protocol of Jaksch et al. for controlled-Z and controlled-NOT gates which works
in the general case where the qubits are not nearest-neighbor in the array. Our proposal relies on
the Rydberg excitation hopping along a chain of ancilla non-coding atoms connecting the qubits
on which the gate is to be applied. The dependence of the gate fidelity on the number of ancilla
atoms, the blockade strength and the decay rates of the Rydberg states is investigated. A compar-
ison between our implementation of distant controlled-NOT gate and one based on a sequence of
nearest-neighbor two-qubit gates is also provided.
I. INTRODUCTION
It is now recognized that quantum computing holds
the promise of a new technological revolution. For in-
stance, it will enable solving efficiently complex opti-
mization problems or simulating efficiently many-body
quantum systems to understand new phases of matter or
even biological systems. A wealth of applications in the
fields of artificial intelligence and secure communications
is also foreseen. The task to build a quantum computer
is, however, a considerable one. Different paradigms have
been proposed to build a universal quantum computer [1],
such as cluster-state [2, 3] or gate-based quantum com-
puters [4]. The latter are composed of a qubit register
on which logic gates are applied. Any unitary operator
acting on the register can be approximated with arbi-
trary accuracy by a sequence of operations from a set of
universal quantum gates composed of single-qubit opera-
tions and a two-qubit entangling gate [4]. Although there
is always a non-zero probability of error per gate, quan-
tum error correction and fault-tolerant quantum com-
putation open the door to accurate and arbitrarily long
quantum computations, provided the error produced by
single- and two-qubit gates does not exceed a certain
threshold [4]. High-fidelity quantum gates are thus a
major ingredient for scalable quantum computing. Sev-
eral platforms implementing a universal gate-based quan-
tum computer have been proposed (see e.g. [1, 5] for
reviews), which include neutral atoms [6], photons [7],
trapped ions [8, 9] and superconducting circuits [10–12].
Cold neutral atoms in optical or magnetic lattices rep-
resent a very promising platform due to the long coher-
ence time of the qubits encoded in Zeeman or hyper-
fine ground states, the possibility to address atoms indi-
vidually [13–15] and the ability to produce large arrays
of qubits [5, 6, 16, 17]. Moreover, deterministic load-
ing of one atom per lattice site in large arrays can be
achieved byrelying on the superfluid-Mott insulator tran-
sition in a cloud of ultracold atoms [15, 18]. Recently,
high fidelity single-qubit gates using microwave fields
have been reported in a two-dimensional (2D) array of
cesium atoms [19]. Different schemes implementing two-
qubit entangling gates on neutral atoms have been pro-
posed [20], one of which relies on the dipole blockade [21].
By taking advantage of the strong dipole-dipole interac-
tions between atoms in Rydberg states [22–26], it is possi-
ble to prevent any modifications of the target’s atom state
conditionally on the control’s atom state. This concept
has been demonstrated experimentally with the imple-
mentations of two-qubit controlled-NOT (CNOT) [27–
30] and controlled-phase gates [30, 31]. Note that inter-
actions between atom us in Rydberg states also allows to
implement, in principle, quantum gates involving more
than two qubits [32, 33]. Most of the protocols for the
implementation of two-qubit gates proposed so far op-
erate between atoms that are on adjacent lattice sites.
However, in a large array of qubits, it is highly desirable
to be able to perform entangling gates between arbitrar-
ily far apart atoms in the lattice. A few proposals ad-
dressing this problem have been made [34–39]. One idea
put forward is to use a spin chain as a quantum bus to
perform quantum gates between distant qubits [34]. It is
based on the adiabatic following of the ground state of the
spin chain across the paramagnet to crystal phase tran-
sition. Another proposal is to use moving carrier atoms
of a different species while mediating the quantum gate
with molecular states [35–37]. Alternatively, it has been
suggested to transport the state of the control qubit near
the target qubit via optical lattice modulations [38, 39].
In this work, we propose to use a chain of ancilla non-
coding atoms to implement two-qubit entangling gates
between atoms arbitrarily far apart in the lattice. The
ancilla atoms are used as mediators to connect control
and target atoms. Rydberg excitation hopping along the
ar
X
iv
:1
70
3.
01
76
7v
2 
 [q
ua
nt-
ph
]  
6 J
un
 20
17
2chain of ancilla atoms enables us to modify the state of
the target atom conditionally on the state of the control
atom via Rydberg blockade. As such, our protocol can be
seen as a generalization of the one of Jaksch et al. [21] to
the case where the qubits are spatially separated. More
specifically, we present protocols that implement either
a CNOT gate or a modified control-Z (CZ) gate, repre-
sented in the computational basis by the unitary matri-
ces [40]
UCNOT =
1 0 0 00 1 0 00 0 0 1
0 0 1 0
 , U˜CZ =
1 0 0 00 −1 0 00 0 −1 0
0 0 0 −1
 .
(1)
This paper is organized as follows: In Sec. II, the sys-
tem and the master equation describing its time evolu-
tion are presented. The section also contains a review of
the process fidelity used to assess the performance of our
protocols in the presence of errors. Sec. III is devoted to
the description of the protocol implementing two-qubit
entangling gates between atoms arbitrarily far apart in
the lattice. In Sec. IV, we present and discuss our results
on the effects of dissipation and imperfect blockade on
the gate fidelity and compare, in terms of performance,
our protocol with implementations using only nearest-
neighbor two-qubit gates. Section V discusses some ex-
perimental considerations and gives perspectives of our
work. A conclusion (Sec. VI) ends this paper.
II. SYSTEM AND ITS THEORETICAL
DESCRIPTION
A. System and Hamiltonian
The physical system that we consider is a one-
dimensional (1D) chain of coding atoms (qubit atoms,
labeled q) next to a shifted parallel chain of noncoding
atoms [ancilla atoms, labeled A; see Fig. 1(a)]. This
system could be implemented e.g. by loading an opti-
cal lattice with different atomic species [26]. The pro-
tocol that we present in Sec. III also works for 2D or
three-dimensional lattices. Here, we consider a 1D lat-
tice merely for computational convenience. The control
(C) and target (T) qubits are connected via a chain of
nA ancilla atoms, as illustrated in Fig. 1(a). Each atom,
either qubit or ancilla, is assumed to be individually ad-
dressable by laser pulses. Qubit atoms are modeled by
three-level systems in a Λ configuration [see Fig. 1(b)],
where the two lower states |0q〉 and |1q〉 encode the qubit
and the upper Rydberg state |rq〉 allows for dipole-dipole
interaction with either ancilla or qubit atoms. The tran-
sitions |0q〉 ↔ |rq〉 and |1q〉 ↔ |rq〉 can be resonantly
driven by laser pulses with constant Rabi frequencies Ω0
and Ω1 respectively. The Hamiltonian for a single-qubit
FIG. 1. (a) Qubits are encoded in a 1D chain of atoms (blue).
A parallel chain of ancilla noncoding atoms (green) is used to
connect the control and target qubits through the nearest-
neighbor Rydberg blockade (red arrows). (b) Internal struc-
ture of the qubit and ancilla atoms. For clarity, the subscript
denoting the atom to which the different states belong is omit-
ted.
atom in the basis {|0q〉, |1q〉, |rq〉} thus reads
Hˆq(t) =
~
2
 0 0 Ω0(t)0 0 Ω1(t)
Ω∗0(t) Ω
∗
1(t) 0
 . (2)
As only square pulses will be considered, Ωk(t) = Ωk
(k = 0, 1) whenever a pulse drives the transition |kq〉 ↔
|rq〉, and Ωk(t) = 0 otherwise.
The ancilla atoms are modelled as two-level systems
with a lower-energy state |g〉 and excited Rydberg state
|e〉 resonantly driven by laser pulses [see Fig. 1(b)]. In
the basis {|g〉, |e〉}, the Hamiltonian for a single ancilla
atom reads
HˆA(t) =
~
2
(
0 ΩA(t)
Ω∗A(t) 0
)
, (3)
with Rabi frequency ΩA(t) = ΩA whenever a pulse drives
the transition |g〉 ↔ |e〉 and ΩA(t) = 0 otherwise. As only
the control, target and ancilla atoms take part in the gate
protocol, other qubit atoms will not be considered in our
description of the two-qubit gate.
Any two neighboring atoms, either qubit or ancilla,
strongly interact via dipole-dipole interactions as soon
as one of them is in a Rydberg state. In the strong in-
teraction regime, this leads to an effective energy shift of
the doubly excited state, either |eiei+1〉, |rCrT〉, or |eirq〉
(q = C,T) depending on the pair of interacting atoms.
When this energy shift is much larger than the atom-
laser interaction energy, only one atom can be excited at
a time to the Rydberg state and the system is said to
exhibit dipole or Rydberg blockade [17, 22, 23, 25]. Note
3that this phenomenon can also occur between atoms of
different species [26]. In order to model Rydberg block-
ade in our system, we add to the system Hamiltonian
terms accounting for the energy shifts of the doubly ex-
cited states: Urr|rCrT〉〈rCrT| for the interaction between
control and target qubit atoms, Uee|eiej〉〈eiej | with i 6= j
for the interaction between ancilla atoms i and j, and
Ure|rqej〉〈rqej | (q = C,T) for the interaction between
qubit and ancilla atoms. The total Hamiltonian of our
system is thus
Hˆ(t) = Hˆ0(t) + Vˆdd, (4)
with
Hˆ0(t) = Hˆ
C
q (t) + Hˆ
T
q (t) +
nA∑
j=1
HˆjA(t) (5)
and
Vˆdd = Urr|rCrT〉〈rCrT|+
∑
q=C,T
Ure|rqej〉〈rqej |
+
nA∑
i 6=j
Uee|eiej〉〈eiej |.
(6)
The next-nearest-neighbor energy shifts are also taken
into account assuming a resonant dipole-dipole interac-
tion between atoms in Rydberg states [41].
B. Master equation
Spontaneous deexcitation of the Rydberg states to
lower-energy states is one of the major sources of error
in the implementation of quantum gates relying on the
dipole blockade mechanism. In our system, we consider
that the qubit atoms can decay from the Rydberg state
|r〉 to states |0〉 and |1〉 with decay rates γ0 and γ1, re-
spectively, whereas the ancilla atoms can decay from the
Rydberg state |e〉 to the state |g〉 with decay rate γA.
In order to take this source of dissipation into account,
we solve a master equation for the density operator ρˆ
describing the global state of the control, target and nA
ancilla atoms. Its standard form reads
dρˆ(t)
dt
=
1
i~
[
Hˆ(t), ρˆ(t)
]
+
∑
q=C,T
∑
k=0,1
(
Lˆqkρˆ(t)(Lˆ
q
k)
† − 1
2
{
(Lˆqk)
†Lˆqk, ρˆ(t)
})
+
nA∑
j=1
(
LˆjAρˆ(t)(Lˆ
j
A)
† − 1
2
{
(LˆjA)
†LˆjA, ρˆ(t)
})
,
(7)
with the jump operators Lˆ0 =
√
γ0 |0〉〈r|, Lˆ1 =√
γ1 |1〉〈r|, and LˆA = √γA |g〉〈e|. For convenience,
we introduce the total decay rate for the qubit atoms,
γq = γ0 + γ1.
C. Process fidelity
In order to assess the performance of our protocols im-
plementing CNOT and CZ gates against sources of error,
we compute the process fidelity Fpro [42]. The process fi-
delity measures the difference between an ideal and real
quantum processes. For an ideal unitary quantum pro-
cess Uˆ , the process fidelity between Uˆ and the real pro-
cess specified by its complete positive map E(·) takes the
simple form [42, 43]
Fpro(E , Uˆ) = 1
d3
d2∑
j=1
Tr
(
Uˆ Aˆ†jUˆ
†E(Aˆj)
)
, (8)
where {Aˆj : j = 1, . . . , d2} is a basis for operators act-
ing on a d-dimensional Hilbert space that verifies the or-
thonormalization condition Tr(Aˆ†i Aˆj) = d δij . The pro-
cess fidelity thus corresponds to the overlap between an
operator Aˆj evolved with the ideal process and the same
operator evolved with the real process, averaged over all
basis operators Aˆj . It is related to the average fidelity
Fav which quantifies the uniform average over the whole
Hilbert space of the overlap between Uˆ |ψ〉 and E(|ψ〉〈ψ|)
through [42–44]
Fav(E , Uˆ) = dFpro(E , Uˆ) + 1
d+ 1
. (9)
The computation of the process fidelity involves the
propagation of d2 operators under the process E , which
rapidly becomes intractable as d increases. However,
lower and upper bounds of the process fidelity can be
computed much faster using only two complementary
bases of pure states [45]. Consider a basis of d pure
states {|ψn〉 : n = 1, . . . , d} and the complementary basis
{|φk〉 : k = 1, . . . , d} defined as
|φk〉 = 1√
d
d∑
n=1
exp
(
−i2pi
d
kn
)
|ψn〉. (10)
Introducing the classical fidelity of the process in a basis
{|i〉 : i = 1, . . . , d} of the d-dimensional Hilbert space as
Fi(E , Uˆ) = 1
d
d∑
i=1
〈i|Uˆ†E (|i〉〈i|) Uˆ |i〉, (11)
the following inequalities hold [45]
Fψn + Fφk − 1 ≤ Fpro(E , Uˆ) ≤ min(Fψn , Fφk), (12)
where Fψn ≡ Fψn(E , Uˆ) and Fφk ≡ Fφk(E , Uˆ) are the
classical fidelities computed respectively in the bases
{|ψn〉} and {|φk〉}. The expression Fψn + Fφk − 1 is re-
ferred to as the Hofmann bound on process fidelity. For
these bounds to be computed, it suffices to propagate 2d
pure states instead of d2 operators.
4As in many other situations considering implementa-
tions of quantum computing devices, the system of in-
terest not only contains the qubits but also includes an-
cilla subsystems or noncoding sublevels needed in order
to implement quantum gates. As these ancilla systems
or levels are generally in well-defined states before and
after the gate operation, computing the fidelity on the
whole Hilbert space may lead to overly pessimistic error
estimation. In order to avoid this problem, the process
fidelity can be computed using only a basis of the rel-
evant qubits subspace [44]. In the case of our distant-
qubit gate protocol, the relevant subspace is spanned by
the four states encoding the control and target qubits,
whereas all noncoding ancilla atoms are in their ground
state. Therefore, the process fidelity will be computed
only for this subspace of dimension d = 4.
III. PROTOCOL
Our protocol is a generalization of the one proposed
in [21] for the implementation of a two-qubit quantum
gate for the case where the qubits are spatially separated
as encountered in arrays of qubits encoded in the internal
state of neutral atoms trapped in an optical lattice. The
basic idea of our proposal is to use a chain of ancilla
atoms to transfer the Rydberg excitation that the control
atom may carry, depending on its initial state, near the
target atom. This can again be performed by using the
Rydberg blockade. More specifically, we consider the case
in which control and target qubits are separated by nA
ancilla non-coding atoms (see Fig. 1). In the following,
we assume that the ancilla atoms are initially prepared in
their ground state |g〉 and that we operate in the strong
blockade regime (U  Ω).
The generic pulse sequence implementing a given
transformation on the target qubit conditionally on the
state of the control qubit is illustrated in Fig. 2. During
the protocol, the transition of the control atom that is to
be driven depends both on the length nA of the chain of
ancilla atoms and on the particular two-qubit gate that
is to be implemented (in this work either CNOT or mod-
ified CZ). The first part of the pulse sequence goes as
follows: The first pi pulse is applied to the control atom
and drives only the transition from one of the ground
states (either |0C〉 or |1C〉) to the Rydberg state |rC〉. It
is followed by a pi pulse acting on the first ancilla atom
A1. Due to the Rydberg blockade, if the control atom
is in |rC〉, then A1 stays in the ground state |g1〉, while
if the control atom is in the ground-state manifold, then
A1 gets excited to the Rydberg state |e1〉. Then, a sec-
ond pi pulse is applied on the control atom that brings it
back to its initial state. After these three pulses, the first
ancilla atom is in its ground state |g1〉 only if the control
atom was excited to its Rydberg state |rC〉. Next, two
pi pulses are successively applied to the second and the
first ancilla atoms A2 and A1. The first one excites A2
to its Rydberg state |e2〉 only if A1 is in |g1〉. The sec-
ond pulse brings A1 back to its initial state. Note that
if A1 is initially in |g1〉, then the Rydberg blockade due
to atom A2 prevents unwanted excitation of A1. At this
stage of the protocol, the ancilla atom A2 is in the Ry-
dberg state |e2〉 only if the control atom was driven to
|rC〉 by the very first pulse of the sequence. The same
pattern that consists of successive pi-pulses on Ai+1 and
Ai is applied sequentially to each pair of ancilla atoms,
i.e. for i = 1, . . . , nA − 1.
The effect of the pulse sequence above is to produce a
hopping of the Rydberg excitation from one atom to the
next-nearest-neighbor atom all along the chain separat-
ing control and target qubits [see red path in Fig 1(a)].
More precisely, if the first pi pulse of the protocol ex-
cites the control atom to its Rydberg state |rC〉, then the
ancilla atoms Ai with even i go through their Rydberg
state during the protocol, while those with odd i always
stay in the ground state. Conversely, if the control atom
is unaffected by the first pulse, i.e. if it remains in the
ground-state manifold, then the ancilla atoms Ai with
odd i go through their Rydberg state during the proto-
col, while those with even i always stay in the ground
state.
After this first part of the pulse sequence, a suitable
transformation UCond is applied to the target atom that
implements the desired conditional gate. The implemen-
tation, which should obviously rely on the dipole block-
ade mechanism, is shown on the bottom of Fig. 2 for the
cases of CZ and CNOT gates. Note that the transition
of the control atom to be driven should be chosen in ac-
cordance with the parity of the length nA of the chain of
ancilla atoms. Finally, in order to bring back the ancilla
atoms to their initial state, the same pulses as in the first
part of the sequence are applied, but this time in reverse
order.
During the execution of our protocol, at most one atom
at a time is in a Rydberg state, and the Rydberg excita-
tion thus stays localized on a single atom. The number
of pi pulses required in our protocol to implement a long-
distance quantum gate is
npulse = 4nA + 2 + nT (13)
where nT is the number of pi-pulses applied on the tar-
get atom. Each pi pulse leads either to no phase shift
when the transition is prevented by the dipole blockade
mechanism or to a pi/2 phase shift when the transition
is driven resonantly. All atoms, except AnA and target
atoms, are submitted to four pi pulses which altogether
do not produce any phase shift. Thus, the accumulated
phase of the global state comes from only the pulses on
AnA and on the target atom. If AnA is excited to its
Rydberg state during the sequence, then it produces a
phase shift of pi.
This generic pulse sequence can be tailored in order to
implement either a modified CZ-gate or a CNOT gate [as
in Eq. (1)]. Let us first consider the case of the modified
CZ-gate with an even number of ancilla atoms nA = 2n.
In that case, the control atom is submitted to (four)
5FIG. 2. Pulse sequence implementing the CZ and CNOT gates. Note that the pulse sequence on ancilla atoms is the same
regardless of the parity of nA.
pulses driving the transition |1C〉 ↔ |rC〉, and the target
atom is submitted to a 2pi pulse driving the transition
|1T〉 ↔ |rT〉. When the control atom is in |1C〉, the last
ancilla atom A2n is excited to the Rydberg state |r2n〉,
which produces a pi phase-shift while the dipole blockade
prevents the excitation of the target atom. When the
control atom is in |0C〉, the last ancilla atom stays in the
ground state and the pulse on the target atom produces a
pi phase shift only if the target atom is in |1T〉. Therefore,
the only state producing no phase shift is |0C0T〉, and the
pulse sequence implements the modified CZ gate (1) be-
tween two qubits that can be arbitrarily far apart in the
lattice.
For an odd number nA = 2n + 1 of ancilla atoms,
the protocol needs to be slightly amended. In that case,
when the control atom is in |1C〉, it should not be driven
to the Rydberg state by the pulses applied on it, so that
the last ancilla atom A2n+1 gets excited to the Rydberg
state. Therefore, driving the transition |0C〉 ↔ |rC〉 leads
to the desired modified CZ gate (1).
A potential alternative for implementing the modified
CZ gate with an odd number of ancilla atoms consists
of applying a σˆx transformation on the control qubit
right before and after the protocol shown in Fig. 2,
where the pulses on the control atom drive the transi-
tion |1C〉 ↔ |rC〉, as was the case for an even number of
ancilla atoms. This operation amounts to swapping the
role of the states |0C〉 and |1C〉, which eventually leads to
the desired situation where A2n+1 is in the Rydberg state
|e2n+1〉 if the control atom is initially in |1C〉 and A2n+1
is in |g2n+1〉 if the control atom is initially in |0C〉. An ad-
vantage of this alternative protocol is that, independent
of the number of ancilla atoms, only the |1C〉 ↔ |rC〉
transition of the control atoms has to be driven. This
simplifies the experimental implementation, at the cost
of performing two additional single-qubit gates on the
control qubit.
As explained previously, the modified CZ gate can be
turned into a CNOT gate using only single-qubit oper-
ations [40]. Nevertheless, it might be useful to directly
perform a CNOT gate, which consists of swapping the
internal state of the target qubit when the control atom
is in |1C〉. This can be achieved by applying three pi
pulses on the target atom driving successively the tran-
sitions |0T〉 ↔ |rT〉, |1T〉 ↔ |rT〉, and |0T〉 ↔ |rT〉. In
the absence of Rydberg excitation near the target atom
that would induce Rydberg blockade, this sequence of
three pulses swaps the coding state of the target atom.
Note that regardless of the state of the target atom, only
two pulses out of three effectively affect the target atom.
Therefore, this operation on the target atom leads to a
pi phase shift. In order to ensure that the swap opera-
tion is performed only if the control atom is in |1C〉, the
transition |0C〉 ↔ |rC〉 (|1C〉 ↔ |rC〉) must be driven on
the control atom if the number of ancilla atoms is even
(odd). The resulting protocol implements a CNOT gate
up to a global phase factor of −1.
6IV. RESULTS AND DISCUSSION
In this section, we discuss the results of our simula-
tions based on the resolution of the master equation (7)
for the pulse sequences presented above. For small num-
bers of ancilla atoms (nA 6 5) the master equation is
directly solved for ρˆ(t), while for larger numbers of an-
cilla atoms (5 < nA 6 9) it is solved using a Monte
Carlo wave-function approach [46–50]. In the former
case, the exact process fidelity (8) is computed, while
in the latter case only lower and upper bounds given in
Eq. (11) are evaluated. For an odd number of ancilla
atoms, we performed the simulations for the alternative
protocol by relying on a swap of the internal states of
the control qubit. In our simulations, we consider that
all transitions are driven with identical Rabi frequencies,
i.e., Ω0 = Ω1 = ΩA = Ω > 0, which sets a natural
frequency unit. We consider square pulses without any
delay time between two consecutive pulses. We also take
identical energy shifts of the doubly excited states be-
tween nearest-neighbor atoms, i.e., Urr = Ure = Uee = U
with U  Ω. In all recent experiments demonstrat-
ing two-qubit gates based on Rydberg blockade [27–31],
the Rabi frequency is of the order of 1 MHz. Moreover,
Rydberg states with principal quantum number n ≈ 80
have a lifetime of the order of 1 ms at cryogenic tem-
perature [51]. Accordingly, we choose the decay rates
γq = γ0 +γ1 and γA to vary with γi/Ω ranging from 0 to
0.01 (i = A, q).
A. Gate fidelity with respect to the dipole
blockade shift
In this section, we discuss the effects of imperfect
blockade on the performance of our protocols. The pro-
cess fidelity of both gates was numerically computed for
values of the dipole blockade shift U/Ω ranging from 1
to 200 and for up to five ancilla atoms in the absence
of dissipation (γi = 0, i = 0, 1,A). In this situation,
the gate error originates from imperfect blockade. In the
strong-blockade regime (U  Ω), the probability of dou-
ble excitation to the Rydberg states is proportional at
leading order to P2 ∝ Ω2/U2 [16, 22]. In this regime, we
expect the gate error also to be proportional to P2, which
is indeed confirmed by our numerical simulations (data
not presented). We observe that the ratio of the gate
error 1−Fproc to the probability of double excitation P2
is constant for U/Ω & 25 for both gates, regardless of the
number of ancilla atoms. Thus, in the regime of strong
blockade without any dissipation, the process fidelity can
be accurately approximated by
F γi=0pro
(
U
Ω
)
= 1− α
(
U
Ω
)−2
, (14)
with 0.1 . α . 2 being a constant whose value depends
only on nA and UCond. More precisely, α depends only
on the parity of the number nA of ancilla atoms. For the
CZ gate, α ≈ 0.5 for nA = 0 and odd nA, while α ≈ 1.7
for even nA. In the case of the CNOT gate, α ≈ 0.4 for
nA = 0, α ≈ 0.1 for odd nA and α ≈ 2 for even nA.
We attribute the differences in α to the dependence on
the parity of nA of the way errors arising from double
Rydberg excitation propagate along the chain of ancilla
atoms.
B. Gate fidelity with respect to the dissipation rate
We now turn to a discussion of the effects of dissipa-
tion on the process fidelity. For this purpose, the doubly
excited state energy shift is set to Urr/Ω = Ure/Ω =
Uee/Ω = 200. At this value of U/Ω and in the absence of
dissipation, the gate error 1− Fproc is smaller than 10−4
for every number of ancilla atoms we will consider.
a. Modified CZ gate The results of our simulations
for the process fidelity of the modified CZ gate are dis-
played in Fig. 3. Figure 3(a) and 3(b) show the pro-
cess fidelity (dots) in the case of no dissipation on the
ancilla and qubit atoms, respectively. Figure 3(c) shows
the process fidelity for identical decay rates for qubit and
ancilla atoms. The upper and lower bounds for Fpro [see
Eq. (12)] delimit the shaded areas. Our results show
that the actual process fidelity is consistently very close
to the upper bound. For γA = 0 and γ0 = γ1 = γ/2 > 0
[dissipation only on the qubit atoms, Fig 3(a)], the pro-
cess fidelity no longer depends on the number of ancilla
atoms. This is an immediate consequence of our proto-
col in which the accumulated time spent by the qubit
atoms in their Rydberg state does not depend on nA.
There is, however, one exception when there are no an-
cilla atoms (nA = 0) because in this case only two pi
pulses are applied to the control atom instead of four,
which reduces errors caused by the decay of the control
atom from the Rydberg state to the ground-state man-
ifold. For γA = γ and γ0 = γ1 = 0 [dissipation only on
the ancilla atoms, middle panel Fig. 3(b)], the process
fidelity decreases with nA. For identical decay rates on
the qubit and ancilla atoms [Fig. 3(c)], the process fi-
delity displays the combined features of the two previous
cases. For nA = 0, it starts at the value for γA = 0 and
decreases with nA as in the case where dissipation acts
only on the ancilla atoms [Fig. 3(b)]. In all cases, the
process fidelity decreases with the total decay rate γ of
the qubit atoms.
In the protocol depicted in Fig. 2, dissipation occurs ei-
ther in the interval between two pi pulses when an atom,
either a qubit or an ancilla, is in its Rydberg state or
during one of the pulses. In the former case, the proba-
bility for an atom to stay in its Rydberg state decays as
exp(−γt), with γ being the decay rate and t being the
time since the atom is in its Rydberg state. In the latter
case, the probability of unwanted deexcitation from the
Rydberg state during a pulse has to be evaluated from
the exact solution of the master equation for a decaying
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FIG. 3. Process fidelity Fpro of the distant-qubit proto-
col implementing a modified CZ gate as a function of nA
for different values of the decay rates: from top to bottom
γ/Ω = 4 × 10−5 (black, dot), 32 × 10−5 (blue, triangle),
128 × 10−5 (green, square), and 512 × 10−5 (red, diamond).
(a) γ0 = γ1 = γ/2 and γA = 0, (b) γ0 = γ1 = 0 and γA = γ,
and (c) γ0 = γ1 = γ/2, γA = γ. The lower and upper bounds
on the process fidelity (12) delimit the shaded area. The
symbols are the values of Fpro obtained through numerical
simulations and the lines correspond to the fits of the data
using (15) with tq and tA given by (16) and (17) with tpieff as
only a fitting parameter (see text).
two-level atom. The probability to be in the target state
after a pi pulse can be written in the form exp(−γtpieff),
where tpieff is interpreted as the effective time spent by the
atom in the decaying Rydberg state during the pulse. If
the decay rates are low enough (γ/Ω  1), tpieff is con-
stant up to corrections of order γ/Ω, for both exciting
and deexciting pi pulses. By equating exp(−γtpieff) with
the probability for the atom to be in the target state af-
ter the pi pulse as evaluated from the exact solution of
the master equation, we obtain Ωtpieff/pi = 3/8. because
in our protocol, only one atom can be in an excited state
at a time, the effects of dissipation on the different atoms
simply add up, and the process fidelity is determined by
the cumulated time spent by the atoms in the decaying
Rydberg states during the execution of the protocols. If
the dissipation rates are low enough to ensure that there
is at most one decay (quantum jump) during the whole
protocol, the process fidelity can be approximated by
Fpro
(
U
Ω
, γq, γA
)
≈ F γ=0pro
(
U
Ω
)
e−γqtqe−γAtA(nA). (15)
In Eq. (15), F γ=0pro (U/Ω), given by Eq. (14), takes into
account the effects of imperfect blockade, γq is the total
decay rate of the qubit atoms, tq is the effective cumu-
lated time spent by the qubit atoms in the Rydberg states
averaged over all possible qubit initial states and tA is the
effective total time spent by the ancilla atoms in the Ry-
dberg states. Both times tq and tA can be directly evalu-
ated for the pulse sequence depicted in Fig. 2. A total of
six pi pulses are applied to the qubit atoms (control and
target). Depending on the control atom’s initial state, ei-
ther the four pulses on the control atom or the 2pi pulse
on the target atom lead to an excitation to the Rydberg
state, but not both at the same time as a consequence of
the dipole blockade. Depending on its initial state, the
control atom either spends the duration of two pi pulses
in the Rydberg state or stays in the ground state. Thus,
by averaging over all possible initial states, we obtain
Ωtq =
2pi + 6 Ωtpieff
2
. (16)
As for the ancilla atoms, they are each submitted to four
pi pulses except for the last one which is submitted to only
two pi pulses. Only half of these pulses bring the ancilla
atoms to their Rydberg state, in which they spend in
total the duration of four pi pulses. This leads eventually
to
ΩtA(nA) =
4pinA + (4nA − 2)Ωtpieff
2
. (17)
Our data for the process fidelity display excellent agree-
ment with Eq. (15). In fact, by fitting our data by
Eq. (15) with tpieff as the only parameter, we get Ωt
pi
eff/pi ≈
0.40, in good agreement with our previous estimate of
3/8. The fits are shown by solid lines in Fig. 2. The
upper and lower bounds on the fidelity (12) follow simi-
lar behavior with respect to the dissipation rate and the
number of ancilla atoms.
8b. CNOT gate The results of our simulations for the
process fidelity of the CNOT gate are displayed in Fig. 4.
Like in Fig. 3, Fig. 4(a) and Fig. 4(b) show the process
fidelity (dots) in the case of no dissipation on the ancilla
and qubit atoms respectively. Figure 4(c) shows the pro-
cess fidelity for identical decay rates for qubit and ancilla
atoms. Overall, the process fidelity of the CNOT gate
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FIG. 4. Same as in Fig. 3 but for the CNOT gate. The data
for Fpro have been fitted using Eq. (15) with tq and tA given
by (18) and (19) with tpieff as only a fitting parameter (see
text).
behaves, as a function of the decay rate and the num-
ber of ancilla atoms, in a way similar to the modified CZ
gate. In the absence of dissipation acting on the ancilla
atoms [Fig. 4(a)], the process fidelity does not depend on
nA. When the dissipation acts only on the ancilla atoms
[Fig. 4(b)], the fidelity decreases with nA. For identical
decay rates for the qubit and ancilla atoms [Fig. 4(c)], the
process fidelity displays the combined features of the two
previous cases. Like for the modified CZ gate, dissipation
acts only when the atoms are evolving freely in their Ryd-
berg state or during the pulses that drive qubit or ancilla
atoms into their Rydberg states, and thus, the process
fidelity of the CNOT gate is determined by the cumu-
lated time spent by the atoms in the Rydberg states. A
counting argument similar to that for the modified CZ
gate can be made, which leads to an approximation of
the form of Eq. (15) for the process fidelity with
Ωtq =
2pi + 7 Ωtpieff
2
(18)
and
ΩtA(nA) =
4pinA + pi + (4nA − 2)Ωtpieff
2
. (19)
In Eq. (19), the last two terms in the numerator account
for the facts that the last ancilla atom may spend the
duration of five pi pulses in its Rydberg state instead of
four and that only two pi pulses are applied on it, respec-
tively. Again, our data for the process fidelity display
excellent agreement with Eq. (15). In fact, by fitting our
data by Eq. (15) with tpieff as the only parameter, we get
Ωtpieff/pi ≈ 0.39. This value is similar to the one obtained
for the case of the CZ gate. The results of this fit are
illustrated on Fig. 4.
C. Comparison with a sequence of
nearest-neighbor CNOT gates
It is interesting to compare the fidelity of our protocol
for the distant-qubit CNOT gate with an implementa-
tion relying on a sequence of nearest-neighbor two-qubit
gates. In the geometrical configuration illustrated in
Fig. 1 where the two chains of atoms are displaced, per-
forming our distant-qubit protocol for nA ancilla atoms
corresponds to the control and target qubits being sepa-
rated by nA − 1 other qubits. An obvious advantage of
our protocol is that only the two qubits involved in the
gate are manipulated and thus prone to errors (we recall
that ancilla atoms are non coding). In contrast, for a
sequence of nearest-neighbor CNOT gates, all the qubits
in between the control and target qubits are submitted
to quantum gates and thus potentially prone to errors.
The number of pulses needed to perform a distant-
qubit CNOT gate with nA ancilla atoms, given in
Eq. (13), is 4nA + 2 + nT. The same operation can
be performed with 4(nA − 1) nearest-neighbor CNOT
gates [52, 53], which amounts to applying 20(nA − 1)
9pulses to the register of qubits, as illustrated in Fig. 5 in
the case nA − 1 = 3 [54].
FIG. 5. Possible implementation of a CNOT quantum gate
between non adjacent qubits using only nearest-neighbor
CNOT gates [53].
Even for next-nearest-neighbor qubits (nA = 2), our
protocol requires a smaller number of pulses (13 pulses
instead of 20), resulting in a higher process fidelity. This
is exemplified in Fig. 6, where we compare the process
fidelity (8) of our protocol with the one based on a se-
quence of nearest-neighbor CNOT gates [55]. The pro-
cess fidelity is plotted as a function of the decay rate
when control and target qubits are separated by two and
three qubits, respectively. Our protocol always leads to
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gates [49, 50], which amounts to apply 20(nA  1) pulses
to the register of qubits, as illustrated in Fig. 5 in the
case nA   1 = 3 [51].
FIG. 5. Possible implementation of a CNOT quantum gate
between non adjacent qubits using only nearest neighbour
CNOT gates [50].
Even for next nearest neighbours qubits (nA = 2), our
protocol requires a smaller number of pulses (13 pulses
instead of 20), resulting in a higher process fidelity. This
is exemplified in Fig. 6 where we compare the process
fidelity (8) of our protocol with the one based on a se-
quence of nearest neighbours CNOT gates [52]. The pro-
cess fidelity is plotted as a function of the decay rate
when control and target qubits are separated by two and
three qubits, respectively. Our protocol always leads to
a higher fidelity. A simple estimate of the gain in fidelity
can be made in the case of low dissipation rates follow-
ing a similar reasoning as in the previous subsections. For
strong blockade and identical decay rates on qubit and
ancillary atoms ( A =  q =   and  0 =  1), the ratio of
process fidelities is approximately given by
Fpro
F nnpro
⇡ exp
✓
8nA(⇡ + 2t⇡e↵)  5(3⇡ + 5t⇡e↵)
2
 
◆
(20)
where Fpro, resp. F nnpro, is the process fidelity for our pro-
tocol, resp. for the protocol relying on a sequence of near-
est neighbours CNOT gates. Figure 7 shows the results
of numerical simulations for the ratio Fpro/F nnpro (dots) as
a function of the decay rate in the case of two and three
ancillary atoms. The solid lines represent Eq. (20) with
t⇡e↵/⇡ ⇡ 0.379 that was obtained from a fit. The ratio is
always greater than 1 and increases with the decay rate  
and the distance (nA) between control and target qubits.
V. PERSPECTIVE AND EXPERIMENTAL
CONSIDERATIONS
The estimates for the process fidelity of our protocols
presented in this work may not account for all possible
dissipation/decoherence channels or experimental imper-
fections. In this regard, it would be interesting to include
in our model a non-coding state both for qubit and ancil-
lary atoms in order to account for qubit atom losses due
to dissipation. Also, we could consider an intermediary
level between the ground-state manifold and the Ryd-
berg state of the qubit atoms as the laser excitation to
the Rydberg state is usually a two-stage process. A more
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FIG. 6. Comparison of the process fidelity obtained using
only nearest neighbour CNOT gate [50] and the distant qubits
protocol using non-coding ancillary atoms with  A =  q =
  and  0 =  1. The black dots correspond to the case of
two ancillary atoms while the black empty circle represent
the corresponding fidelity for the nearest neighbours qubits
implementation with a single qubit between the control and
target atoms. The red solid triangle represent the process
fidelity in the case of three ancillary atoms and the red empty
triangles correspond to the case where control and target are
separated by two other qubits.
rigorous description of the dipole-dipole interaction be-
tween atoms leading to the Rydberg blockade could also
be considered. However, such simulations are much more
demanding in terms of resources, and we do not expect
to observe major differences with our simulations.
For simplicity, only square pulses have been considered
in this work. From an experimental perspective, it is cer-
tainly relevant to investigate the implementation of our
protocol using gaussian pulses or optimized pulses [53],
allowing to further increase the process fidelity. In or-
der to experimentaly implement our protocol, one could
use the same species for both qubit and ancillary atoms.
In such a configuration, the position of the atoms in the
different traps or in the lattice will determine its role
(coding or non-coding) in the protocol. This solution
could be implemented with Rubidium atoms [26, 29] in
dipole traps or using two-dimensional arrays of Cesium
atoms [28]. Another possibility is to rely on two different
atomic species to implement the qubits and the chain of
ancillary non-coding atoms. In this case, suitable Ry-
dberg states need to be identified that allow for strong
dipole blockade between qubit and ancillary atoms, and
FIG. 6. Comparison of the process fidelity obtained using only
the nearest neighbour CNOT gate [53] and the d stant-qubit
protocol using non coding ancilla atoms with γA = γq = γ and
γ0 = γ1. The black dots correspond to the case of two ancilla
atoms while the black open circles represent the corresponding
fidelity for the nearest-neighbor-qubit implementation with a
single qubit between the control and target atoms. The red
solid triangles represent the process fidelity in the case of three
ancilla atoms and the red open triangles correspond to the
case wher the control and targ t are separated by two other
qubits.
a higher fidelity. A simple estimate of the gain in fidelity
can be made in the case of low dissipation rates following
a reasoning similar to that in the previous sections. For
strong blockade and identical decay rates on qubit and
ancilla atoms (γA = γq = γ and γ0 = γ1), the ratio of
process fidelities is approximately given by
Fpro
F nnpro
≈ exp
(
8nA(pi + 2Ωt
pi
eff)− 5(3pi + 5Ωtpieff)
2
γ
Ω
)
,
(20)
where Fpro and F nnpro are the process fidelities for our
protocol, and for the protocol relying on a sequence of
nearest-neighbor CNOT gates, respectively. Figure 7
shows the results of numerical simulations for the ra-
tio Fpro/F nnpro (dots) as a function of the decay rate in
the case of two and three ancilla atoms. The solid lines
represent Eq. (20) with Ωtpieff/pi ≈ 0.379, which was ob-
tained from a fit. The ratio is always greater than 1
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FIG. 7. Gain in the fidelity (20) resulting from the use of
non coding ancilla atoms in a distant-qubit CNOT gate as
a function of the decay rate (γA = γq = γ and γ0 = γ1) for
(from bottom to top) nA = 2 (black, dot), 3 (blue, triangle), 4
(green, dashed), and 5 (red, dotted). The symbols correspond
to the gain computed from our numerical simulations.
and increases with the decay rate γ and the distance nA
between control and target qubits.
V. PERSPECTIVE AND EXPERIMENTAL
CONSIDERATIONS
The estimates for the process fidelity of the protocols
presented in this work may not account for all possible
dissipation and decoherence channels or experimental im-
perfections. In this regard, it would be interesting to in-
clude in our model a non coding state for both qubit and
ancilla atoms in order to account for qubit atom losses
due to dissipation. Also, we could consider an interme-
diary level between the ground-state manifold and the
Rydberg state of the qubit atoms as the laser excitation
to the Rydberg state is usually a two-stage process. A
more rigorous description of the dipole-dipole interaction
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between atoms leading to the Rydberg blockade could
also be considered. However, such simulations are much
more demanding in terms of resources.
For simplicity, only square pulses have been considered
in this work. From an experimental perspective, it is cer-
tainly relevant to investigate the implementation of our
protocol using Gaussian pulses or optimized pulses [56],
allowing us to further increase the process fidelity. In or-
der to experimentally implement our protocol, one could
use the same species for both qubit and ancilla atoms.
In such a configuration, the position of the atoms in the
different traps or in the lattice will determine its role
(coding or non coding) in the protocol. This solution
could be implemented with rubidium atoms [28, 31] in
dipole traps or using two-dimensional arrays of cesium
atoms [30]. Another possibility is to rely on two different
atomic species to implement the qubits and the chain of
ancilla non coding atoms. In this case, suitable Rydberg
states need to be identified that allow for strong dipole
blockade between qubit and ancilla atoms and in between
ancilla atoms. A good candidate for the implementation
of our protocol is the configuration described in Ref. [26]
in which two optical lattices, one for rubidium and the
other for cesium atoms, are considered to perform non
demolition state measurements.
VI. CONCLUSION
In this paper, we have considered an array of qubits
encoded in the ground state manifold of trapped neutral
atoms, supplemented by an array of ancilla non-coding
atoms. We have proposed a protocol for the implementa-
tion of two-qubit entangling gates (CZ, CNOT) between
any pair of qubits in the array that relies on the Ryd-
berg excitation hopping along a chain of ancilla non cod-
ing atoms in the strong-blockade regime. The hopping of
the Rydberg excitation from one atom to its next nearest
neighbor is produced by an appropriate pulse sequence
that ensures that at most one atom at a time in the entire
system is in a Rydberg state. We have solved a master
equation for up to nine ancilla atoms in order to evaluate
the process fidelity characterizing the performance of our
protocols in the presence of dissipation. We have found
that the process fidelity is determined by the cumulated
time spent by the atoms in the decaying Rydberg states
during the execution of the protocols. The design of our
protocol ensures that this time scales linearly with the
number of ancilla atoms. Moreover, we have shown that
our protocols for entangling gates between distant qubits
lead to better process fidelities than those based on a se-
quence of nearest-neighbor two-qubit gates, even when
the qubits are separated by a few other atoms. Our pro-
tocols could be implemented experimentally for a few an-
cilla atoms using state-of-the-art trapping and selective
laser-addressing techniques.
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