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NOTES ON THE BANACH–NECˇAS–BABUSˇKA THEOREM AND
KATO’S MINIMUM MODULUS OF OPERATORS
NORIKAZU SAITO
Abstract. This note was prepared for a lecture given at Kyoto University
(RIMS Workshop: “The State of the Art in Numerical Analysis: Theory,
Methods, and Applications”, November 8–10, 2017). That lecture described
the variational analysis of the discontinuous Galerkin time-stepping method
for parabolic equations based on an earlier paper by the author [24]. I also
presented the Banach–Necˇas–Babusˇka (BNB) Theorem or the Babusˇka–Lax–
Milgram (BLM) Theorem as the key theorem of our analysis. For proof of the
BNB theorem, it is useful to introduce the minimum modulus of operators by
T. Kato. This note presents a review of the proofs of Closed Range Theorem
and BNB Theorem following the idea of Kato. Moreover, I present an appli-
cation to BNB theorem to parabolic equations. The well-posedness is proved
by BNB theorem. This note is not an original research paper. It includes no
new results. This is a revised manuscript and several incorrect descriptions in
the original version are fixed.
0. Notation
All functions and function spaces in this note are real-valued.
Letting X be a Banach space with the norm denoted as ‖ · ‖X , then the dual
space of X, say, the set of all linear bounded functional defined on X is denoted
by X ′. For ϕ ∈ X ′, we write ϕ(x) = 〈ϕ, x〉X′,X = 〈x, ϕ〉X′,X and call it the duality
pairing between X ′ and X. The norm of X ′ is defined as
‖ϕ‖X′ def.= sup
x∈X
〈ϕ, x〉X′,X
‖x‖X (ϕ ∈ X
′).
It is well known that X ′ forms a Banach space equipped with the norm ‖ · ‖X′ .
Letting Y be a (possibly another) Banach space, the set of all bounded bilinear
forms on X × Y is designated as B(X,Y ). That is, if b ∈ B(X,Y ), then b(·, y) is a
linear functional on X for a fixed y ∈ Y , then b(x, ·) is a linear functional on Y for
a fixed x ∈ X, and
‖b‖ def.= sup
x∈X,y∈Y
b(x, y)
‖x‖X‖y‖Y <∞.
For a subset M of X, we set
M⊥ = {f ∈ X ′ | 〈f, x〉X′,X = 0 (∀x ∈M)},
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2 N. SAITO
which is called the annihilator of M . The space M⊥ is a closed subspace of X ′.
We write
distX(x,M) = inf
z∈M
‖x− z‖X (x ∈ X).
Let T be an operator from X into Y with its domain D(T ) ⊂ X. N (T ) = {x ∈
D(T ) | Tx = 0} is the null space (kernel) of T and R(T ) = {Tx ∈ Y | x ∈ D(T )}
is the range (image) of T . N (T ) is a closed subspace of X and R(T ) is a subspace
of Y . The set of all bounded linear operators of X → Y with their domain X is
denoted by L(X,Y ): if T ∈ L(X,Y ), then T is a linear operator of X → Y with
D(T ) = X and
‖T‖X,Y def.= sup
x∈X
‖Tx‖Y
‖x‖X <∞,
which is called the operator norm of T .
1. Introduction
1.1. Banach–Necˇas–Babusˇka Theorem. The present note presents specific ex-
amination of the following theorem called the Banach–Necˇas–Babusˇka (BNB) The-
orem or the Babusˇka–Lax–Milgram (BLM) Theorem.
Theorem 1. Letting V be a Banach space and letting W be a reflexive Banach
space, then, for any a ∈ B(V,W ), the following (i)–(iii) are equivalent.
(i) For any L ∈W ′, there exists a unique u ∈ V such that
a(u,w) = 〈L,w〉W ′,W (∀w ∈W ). (1)
(ii)
∃β > 0, inf
v∈V
sup
w∈W
a(v, w)
‖v‖V ‖w‖W = β; (2a)
w ∈W, (∀v ∈ V, a(v, w) = 0) =⇒ (w = 0). (2b)
(iii)
∃β1, β2 > 0, inf
v∈V
sup
w∈W
a(v, w)
‖v‖V ‖w‖W = β1, infw∈W supv∈V
a(v, w)
‖v‖V ‖w‖W = β2. (3)
Remark 2. If (3) is satisfied, then we have β1 = β2. Moreover, the value of β in
(2a) agrees with β1 = β2 in (3).
Remark 3. Condition (2a) is expressed equivalently as
∃β > 0, sup
w∈W
a(v, w)
‖w‖W ≥ β‖v‖V (∀v ∈ V ).
Usually, (2a) is called the Babsˇka–Brezzi condition or the inf–sup condition.
Remark 4. Condition (2b) is expressed equivalently as
sup
v∈V
|a(v, w)| > 0 (∀w ∈W,w 6= 0).
Remark 5. The solution u ∈ V of (1) satisfies
‖u‖V ≤ 1
β
‖L‖W ′
in view of (2a) and Remark 3.
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Remark 6. If V and W are finite-dimensional and dimV = dimW , then (2a)
implies (2b). See [10, Proposition 2.21].
Theorem 1 might be understood as a generalization of the following fundamental
result, called the Lax–Milgram Theorem.
Theorem 7. Letting a ∈ B(V, V ), where V is a Hilbert space, then we assume that
a positive constant α exists such that
a(v, v) ≥ α‖v‖2V . (4)
Then, for any L ∈ V ′, there exists a unique u ∈ V such that
a(u,w) = 〈L,w〉V ′,V (∀w ∈ V ).
This theorem was presented in [15, theorem 2.1]; the special case was presented
earlier in [26]. It is interesting that the main aim of [15] is to resolve higher order
parabolic equations by Hille–Yosida’s semigroup theory. It is described in [15] that
The following theorem is a mild generalization of the Fre´chet–Riesz
Theorem on the representation of bounded linear functionals in
Hilbert space. [page 168]
The condition (4) is usually called the coercivity condition. If W = V , then (4)
implies (3); Theorem 7 is a corollary of Theorem 1.
Theorem 1 has a long history.
• In 1962, Necˇas [17, The´ore`me 3.1] proved that part “(iii) ⇒ (i)” for the
Hilbert case (i.e., the case where both V and W are Hilbert spaces) as a
simple generalization of the Lax–Milgram theorem. Necˇas described that1
Conside´rant les espaces complexes et les ope´rateurs diffe´rentiels
elliptiques, le the´ore`me de P. D. Lax and A. Milgram (cf. p. ex.
L. Nirenberg [20]) paraˆıt eˆtre tre`s utile pour la me´thode variation-
nelle d’abord nous en signlons une ge´ne´ralisation facile. [page
318]
He also described that (see [17, The´ore`me 3.2]) (2a) and
R(A) is dense in W ′
implies (i) for the Hilbert case, where A denotes the associating operator
with a(·, ·); see (5) for the definition. Later, in 1967, Necˇas [18, The´ore`me
6-3.1] proved that (2a) and
∃c > 0, sup
v∈V
a(v, w)
‖v‖V ≥ c‖w‖Z (w ∈W )
implies (i) for the Hilbert case, where Z denotes a Banach space such that
W ⊂ Z (algebraically and topologically). See also [19]. I infer that Necˇas
noticed the part “(ii) ⇒ (i)”.
• In 1968, Hayden [12, Theorem 1] proved that
(2a) and N (A) = N (A′) = {0} ⇔ (i)
for the Banach case, where A′ denotes the dual operator of A; see (6) for
the definition.
1In quotations below, we have adapted reference numbers for the list of references of this paper.
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• In 1971, Babusˇka [1, theorem 2.1] stated the part “(iii) ⇒ (i)” for the
Hilbert case. Babusˇka described that 2
The proof is adapted from Necˇas [17] and Nirenberg [20]. We
present this proof because we shall use a portion of it for proof of
the next theorem. [page 323]
Later, Babusˇka–Aziz [2, Theorem 5.2.1] stated in 1972 the part “(ii)⇒ (i)”
for the Hilbert case. It is described that
This theorem is a generalization of the well known Lax–Milgram
theorem. The theorem might be generalized easily to the case
where H1 and H2 are reflexive Banach spaces. The method proof
is an adaptation from [17] and [20] (see also Necas [18], p.294).
[page 116]
• In 1972, Simader [25, Theorem 5.4] presented the part “(iii) ⇒ (i)” for
V = Wm,p0 (Ω) and W = W
m,q
0 (Ω), where Ω ⊂ Rn is a bounded smooth
domain, 1 < p, q < ∞, 1p + 1q = 1 and 1 ≤ m ∈ Z. The proof could be
applied to the general reflexive Banach spaces V and W . It is noteworthy
that [25] is essentially an English translation of his dissertation in 1968.
• In 1974, Brezzi [6, Corollary 0.1] proved the part “(i)⇔(iii)”for the Hilbert
case. It is described that
the results contained in theorem 0.1 and in corollary 0.1 are of
classical type and that they might not be new. For instance part
I)⇒III) of corollary 0.1 was used by Babusˇka [1]. [page 132]
• In 1989, Ros¸ca [23, Theorem 3] proved the part “(i)⇔(ii)” for the Banach
case and called it the Babusˇka–Lax–Milgram theorem3.
• In 2002, Ern and Guermond presented the part “(i)⇔(ii)” as Theorem of
Necˇas in their monograph [9, §3.2]. Later, they named the part “(i)⇔(ii)”
the Banach–Necˇas–Babusˇka Theorem in an expanded version of [9]; see [10,
§2.1]. It is described in [10] that
The BNB Theorem plays a fundamental role in this book. Al-
though it is by no means standard, we have adopted the termi-
nology “BNB Theorem” because the result is presented in the
form below was first stated by Necˇas in 1962 [17] and popular-
ized by Babuska in 1972 in the context of finite element methods
[2, p. 112]. From a functional analysis perspective, this theorem
is a rephrasing of two fundamental results by Banach: the Closed
Range Theorem and the Open Mapping Theorem. [page 84]
• I could find no explicit reference to the part “(ii) ⇔ (iii)”. However, it is
known among specialists.
As for the naming of Theorem 1, I follow conventions in [10].
1.2. Operator version of Theorem 1. To elucidate Theorem 1 more deeply, it
is useful to reformulate it using operators. Below, supposing that V , W , and a are
those described in Theorem 1, unless otherwise stated explicitly, then we introduce
2However, I was unable to find where proof of the theorem was given in [20].
3In the article “Babuska–Lax–Milgram theorem” in Encyclopedia of Mathematics (http://
www.encyclopediaofmath.org/), the part “(i)⇔(ii)” of Theorem 1 is called the Babuska–Lax–
Milgram Theorem. (This article was written by I. Ros¸ca.)
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A ∈ L(V,W ′) as
a(v, w) = 〈Av,w〉W ′,W (v ∈ V, w ∈W ). (5)
Then, (i) of Theorem 1 is interpreted as “the operator A : V → W ′ is bijective”.
The dual (adjoint) operator A′ : W → V ′ of A is defined as
〈Av,w〉W ′,W = 〈v,A′w〉V ′,V (v ∈ V, w ∈W ). (6)
Then we have A′ ∈ L(W,V ′). We introduce
µ(A) = inf
v∈V
‖Av‖W ′
‖v‖V and µ(A
′) = inf
w∈W
‖A′w‖V ′
‖w‖W ,
which we will call the minimum modulus of operators (see Definition 21).
Because
µ(A) = inf
v∈V
‖Av‖W ′
‖v‖V = infv∈V
1
‖v‖V supw∈W
〈Av,w〉W ′,W
‖w‖W = infv∈V supw∈W
a(v, w)
‖v‖V ‖w‖W ,
µ(A′) = inf
w∈W
‖A′w‖V ′
‖w‖W infw∈W
1
‖w‖W supv∈V
〈v,A′w〉W ′,W
‖v‖V = infw∈W supv∈V
a(v, w)
‖v‖V ‖w‖W ,
we have
(2a) ⇔ µ(A) > 0, (3) ⇔ µ(A) = µ(A′) > 0
Moreover,
(2b) ⇔ N (A′) = {0}.
Consequently, Theorem 1 is equivalent to the following theorem in view of (5).
Theorem 8. Letting V be a Banach space and letting W be a reflexive Banach
space, then for any A ∈ L(V,W ′), the following (i)–(iii) are equivalent:
(i) A is a bijective operator of V →W ′;
(ii) µ(A) > 0 and N (A′) = {0}; and
(iii) µ(A) = µ(A′) > 0.
In those expressions, A′ ∈ L(W,V ′) denotes the dual operator of A defined as (6).
As explained clearly in [10, §A.2], the proof of Theorem 8 is an application of
• Open Mapping Theorem (or Closed Graph Theorem),
• Closed Range Theorem.
In fact, in view of Open Mapping Theorem (or Closed Graph Theorem), it can be
shown that
µ(A) > 0 ⇔ N (A) = {0} and R(A) is closed.
Then, combining this with Closed Range Theorem, we can prove Theorem 8. Par-
ticularly if N (A) = {0} and N (A′) = {0}, then A−1 and (A′)−1 exist and
µ(A) = ‖A−1‖W ′,V , µ(A′) = ‖(A′)−1‖V ′,W .
Therefore, µ(A) = µ(A′) is nothing but the standard fact of
‖A−1‖W ′,V = ‖(A′)−1‖V ′,W .
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1.3. Remarks on Closed Range Theorem. In standard textbooks of numerical
analysis, we use Closed Range Theorem without proof. The proof is left as a black
box. However, in my opinion, it is worth knowing how to prove Closed Range
Theorem for researchers of numerical analysis. I would like to offer an approach. I
recommend introducing the following quantities:
γ(A) = inf
v∈V
‖Av‖W ′
distV (v,N (A)) and γ(A
′) = inf
w∈W
‖A′w‖V ′
distW (w,N (A′))
instead of µ(A) and µ(A′). Following Kato [14], we call this quantity γ(A) the
reduced minimum modulus of A (see Definition 21). Indeed, we can prove:
• R(A) is closed ⇔ γ(A) > 0 (Theorem 24 below);
• γ(A) = γ(A′) (Theorem 28 below).
Particularly R(A) is closed if and only if R(A′) is closed. This is a part of Closed
Range Theorem. These are classical results by Kato [13]. The main objective of [13]
is to develop the perturbation theory for eigenvalue problems of linear operators.
To accomplish this main objective, Kato studied γ(A) and gave the proof of Closed
Range Theorem for closed (possibly unbounded) operators. (The original theorem
by S. Banach was formulated and proved for bounded operators; see [3, Theorems
X.8, X.9].)
Kato’s proof of [13] was later generalized in [14]. A simple explanation can be
found in [5].
It is noteworthy that the introduction of γ(A) was not originally Kato’s idea.
Many researchers have introduced the same quantity. However, Kato realized the
importance of this quantity and developed his theory using it as a key tool. R. G.
Bartle stated in Mathematical Review that
The author introduces a constant γ(A), called the lower bound of
A, which is defined to be the supremum of all numbers γ ≥ 0 such
that ‖Ax‖ ≥ γ‖x˜‖, x ∈ D(A), where x˜ is the coset x + N(A)
and ‖x˜‖ denotes the usual factor space norm in X/N(A). Others
have considered this constant before [see the reviewer’s note, Ann.
Acad. Sci. Fenn. Ser A. I. no. 257 (1958); MR0104172], but
this reviewer is not aware of any previous systematic use of γ(A).
[MR0107819]
I believe that Kato’s proof includes an idea full of suggestion for the study
of numerical analysis and that it is worthy of study for researchers of numerical
analysis.
1.4. Application of Theorem 1. Necˇas originally established Theorem 1, the
part “(iii)⇒(i)” to deduce the well-posedness (the unique existence of a solution
with a priori estimate) of higher-order elliptic equations in weighted Sobolev spaces.
However, Theorem 1 plays a crucial role in the theory of the finite element method.
Pioneering work was done for error analysis of elliptic problems (see [1], [2]). More-
over, active applications for the mixed finite element method are well-known: see
[7], [4] and [10] for systematic study. Another important application is the well-
posedness of parabolic equations (see [10, §6] for example). Although this later
application is apparently unfamiliar, it is actually useful for studying the discon-
tinuous Galerkin time-stepping method, as reported recently in [24].
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1.5. Purpose and contents. This note has a dual purpose. The first is to review
Kato’s proof of Closed Range Theorem using γ(A) and to state the proof of Theo-
rems 1 and 8. The second is to present the proof of the well-posedness of parabolic
equations using Theorem 1. To clarify the variational characteristics of the method
of analysis, we consider abstract evolution equations of parabolic type, where the
coefficient might depend on the time.
The contents of this note are the following:
0. Notations
1. Introduction
2. Preliminaries
3. Kato’s minimum modulus of operators
4. Proof of Theorems 1 and 8
5. Application to evolution equations of parabolic type
A. Proof of “(22) ⇒ (24)”
B. Comments on the revised version
This note was prepared for the lecture given at Kyoto University (RIMS Work-
shop: “The State of the Art in Numerical Analysis: Theory, Methods, and Ap-
plications”, November 8–10, 2017). This note is not an original research paper
and includes no new results. This is a revised manuscript and several incorrect
descriptions in the original version are fixed.
2. Preliminaries
We recall two fundamental results, Closed Graph Theorem and Hahn–Banach
Theorem together with their consequences. Throughout this section, X and Y are
assumed to be Banach spaces.
Lemma 9 (Closed Graph Theorem). Let T be a linear operator of X → Y . If
X = D(T ) and
D(T ) is complete under the norm ‖x‖D(T ) = ‖x‖X + ‖Tx‖Y , (7)
then we have T ∈ L(X,Y ).
An operator T satisfying (7) is called a closed operator and ‖x‖D(T ) is called
the graph norm of T . Closed Graph Theorem is also described as “a closed linear
operator from X into Y with D(T ) = X is bounded”. Because X and Y are Banach
spaces, (7) is equivalent to
xn ∈ D(T ),
xn → x ∈ X in X (n→∞) =⇒ x ∈ D(T ). (8)
A bounded operator is a closed operator; (7) and (8) are satisfied for T ∈ L(X,Y ).
In fact, ‖x‖X and ‖x‖D(T ) are equivalent norms of X, because ‖x‖D(T ) = ‖x‖X +
‖Tx‖Y ≤ (1 + ‖T‖X,Y )‖x‖X . Therefore, X is complete under ‖x‖D(T ), which
implies (7).
Let us consider a linear operator T : X → Y such that N (T ) = {0}. Then, the
inverse operator T−1 : R(T )→ X can be defined. If T−1 is bounded, then
yn ∈ D(T−1) = R(T ),
yn → y ∈ Y in Y (n→∞) =⇒ y ∈ R(T ), (9)
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as just mentioned above. In other words, R(T ) is a closed set in Y if T−1 is
bounded. On the other hand, if R(T ) is closed, (9) is satisfied. Therefore, we can
apply Closed Graph Theorem to conclude that T−1 ∈ L(R(T ), X). As a result, we
obtain the following lemma.
Lemma 10. Let T be a linear operator from X into Y such that N (T ) = {0}.
Then, we have T−1 ∈ L(R(T ), X) if and only if R(T ) is closed.
Remark 11. I presented Lemma 10 as a corollary of Closed Graph Theorem.
However, S. Banach proved the following proposition (see [3, Theorem X.10]): if
R(T ) is closed, then there exists a positive constant m > 0 such that, for any
y ∈ R(T ), we can take x ∈ X satisfying y = Tx and ‖x‖X ≤ m‖y‖Y .
Lemma 12 (Hahn–Banach Theorem). Let E be a vector space and let p be a
functional on E such that
p(λx) = λp(x) (x ∈ E, λ > 0);
p(x+ y) ≤ p(x) + p(y) (x, y ∈ E).
Suppose that G is a subspace (linear subset) of E and that g is a functional on G
satisfying
g(x) ≤ p(x) (x ∈ G).
Then, there exists a functional g˜ on E, which is called the extension of g into E,
such that
g˜(x) = g(x) (x ∈ G), g˜(x) ≤ p(x) (x ∈ E).
We present some useful results.
Lemma 13. Let M be a subspace of X. Then, every g ∈M ′ admits an extension
g˜ ∈ X ′ such that ‖g˜‖X′ = ‖g‖M ′ .
Proof. Apply Hahn–Banach Theorem with p(x) = ‖g‖G′‖x‖X . 
Lemma 14. For a subspace M of X, we have
distX′(f,M
⊥) = sup
x∈M
|〈f, x〉X′,X |
‖x‖X (f ∈ X
′). (10)
Proof. Letting f ∈ X ′, and introducing the restriction fM = f |M : M → R of f
into M , we have fM ∈M ′. Then, (10) is expressed as distX′(f,M⊥) = ‖fM‖M ′ .
By Lemma 13, an extension g ∈ X ′ of fM exists such that ‖g‖X′ = ‖fM‖M ′ . Set
h = f − g ∈ X ′. Consequently, we have h ∈ M⊥ because 〈f, x〉X′,X = 〈g, x〉X′,X
for x ∈M , which implies that distX′(f,M⊥) ≤ ‖f − h‖X′ = ‖g‖X′ = ‖fM‖M ′ .
On the other hand, for any h ∈ M⊥, we have |〈f, x〉X′,X | = |〈f − h, x〉X′,X | ≤
‖f − h‖X′‖x‖X for x ∈M . Therefore, ‖fM‖M ′ ≤ distX′(f,M⊥). 
Lemma 15. Let C be an open convex subset with 0 ∈ C of X. Supposing that
x0 ∈ X and x0 6∈ C, then there exists a ϕ ∈ X ′ such that 〈ϕ, x0〉X′,X = 1 and
〈ϕ, x〉X′,X < 1 for x ∈ C.
Proof. Setting G = {tx0 | t ∈ R}, we introduce a functional g on G as
g(tx0) = t.
We recall that the gauge of C is given as
p(x) = inf{α > 0 | α−1x ∈ C}
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and that it satisfies the following:
∃M > 0, 0 ≤ p(x) ≤M‖x‖X (x ∈ X); (11a)
C = {x ∈ E | p(x) < 1}; (11b)
p(λx) = λp(x) (x ∈ X,λ > 0); (11c)
p(x+ y) ≤ p(x) + p(y) (x, y ∈ X). (11d)
Then, it is apparent that
g(x) ≤ p(x) (x ∈ G). (12)
Indeed, it is trivial if x = tx0 with t ≤ 0. If x = tx0 with t > 0, then α−1tx0 ∈ C
implies α > t because t′x0 with t′ ≥ 1 cannot belong to C. Therefore, (12) follows.
According to Hahn–Banach Theorem, there exists a functional ϕ defined on X
such that ϕ(x) = g(x) for x ∈ G and ϕ(x) ≤ p(x) for x ∈ X. Using (11a),
ϕ(x) ≤ p(x) ≤ M‖x‖X and −ϕ(x) = ϕ(−x) ≤ p(−x) ≤ M‖x‖X for x ∈ X.
Consequently, we have ϕ ∈ X ′. Moreover, we have ϕ(x0) = 〈ϕ, x0〉X′,X = 1 and
ϕ(x) = 〈ϕ, x〉X′,X < 1 for x ∈ C. 
We recall the proof of (11) to emphasize that C must be open and convex.
Proof of (11a). Because C is an open set, an r > 0 exists such that BX(0, r) = {x ∈
X | ‖x‖X < r} ⊂ C. Then, p(x) ≤ inf{α > 0 | α−1x ∈ BX(0, r)} = r−1‖x‖X . 
Proof of (11b). First, let x ∈ C. Small ε > 0 exists such that (1 + ε)x ∈ C because
C is open. Therefore, p(x) ≤ 11+ε < 1. Conversely, let p(x) < 1 for x ∈ X. Then,
an α ∈ (0, 1) exists such that α−1x ∈ C. Therefore, x = α(α−1x) + (1− α) · 0 ∈ C
because C is convex. 
Proof of (11c). p(λx) = inf{βλ > 0 | β−1x ∈ C} = λp(x). 
Proof of (11d). We apply (11b) and (11c). Letting ε > 0 be arbitrary, then we have
x/(p(x)+ε) ∈ C and y/(p(y)+ε) ∈ C because p (x/(p(x) + ε)) = p(x)/(p(x)+ε) <
1. Therefore, for any t ∈ [0, 1],
tx
p(x) + ε
+
(1− t)y
p(y) + ε
∈ C.
Choosing t = (p(x)+ε)/(p(x)+p(y)+2ε), we obtain (x+y)/(p(x)+p(y)+2ε) ∈ C.
This result implies that 1 > p((x+y)/(p(x)+p(y)+2ε)) = p(x+y)/(p(x)+p(y)+2ε),
which means that p(x + y) < p(x) + p(y) + ε. Letting ε ↓ 0, we infer p(x + y) ≤
p(x) + p(y). 
Lemma 16. Let M be a closed convex subset with 0 ∈ M of X. Supposing that
x0 ∈ X and x0 6∈M , then there exists a ϕ ∈ X ′ such that 〈ϕ, x0〉X′,X > 〈ϕ, x〉X′,X
for x ∈M .
Proof. Because M is closed, we have d = distX(x0,M) > 0. Apply Lemma 15 to
C = {x ∈ X | distX(x,M) < d/2} which is an open convex subset not containing
x0. 
Lemma 17. Letting M be a subspace of X and supposing that x0 ∈ X and x0 6∈M
with d = distX(x0,M) > 0, then there exists a ϕ ∈ X ′ such that 〈ϕ, x0〉X′,X = 1,
〈ϕ, x〉X′,X = 0 for x ∈M and ‖ϕ‖X′ ≤ 1/d.
Remark 18. We actually have ‖ϕ‖X′ = 1/d.
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Proof of Lemma 17. We introduce M0 = {tx0 + y | t ∈ R, y ∈ M}. This M0 is a
subspace of X. Writing x ∈M0 as x = tx0 + y with t ∈ R and y ∈M , we have
|t| ≤ 1
d
‖x‖X . (13)
In fact, ‖t−1x‖X = ‖x0 + t−1y‖X ≥ d if t 6= 0 whereas (13) is trivial if t = 0. At
this stage, we introduce a functional g on M0 by
g(x) = t (x = tx0 + y ∈M0).
By (13), we have g ∈M ′0 and ‖g‖M ′0 ≤ 1/d. This g can be extended to X preserving
the bound. The extension is denoted by ϕ. Then, it is apparent that ϕ(x0) =
〈ϕ, x0〉X′,X = 〈ϕ, 1 · x0 + 0〉X′,X = 1, ϕ(x) = 〈ϕ, x〉X′,X = 0 for x = 0 ·x0 +x ∈M ,
and ‖ϕ‖X′ ≤ 1/d. 
Remark 19. Lemma 14 is taken from [14, Lemma IV.2.8]. Lemma 15 could be
found in [5, Lemma 1.3]. Lemma 17 is taken from [14, Theorem III.1.22].
3. Kato’s minimum modulus of operators
Letting V and W be Banach spaces as in §1, and noting particularly that W
is reflexive, supposing that we are given A ∈ L(V,W ′), then the dual operator
A′ ∈ L(W,V ′) of A is given as 〈Av,w〉W ′,W = 〈v,A′w〉V ′,V for v ∈ V, w ∈W .
If A is considered as an operator from V to W , the reflexivity of W is not
necessary in the following discussion. See Remark 34.
The following lemma is well known.
Lemma 20. We have
N (A′) = R(A)⊥; (14a)
N (A) = R(A′)⊥; (14b)
R(A′) ⊂ N (A)⊥; (14c)
R(A) ⊂ N (A′)⊥. (14d)
(W needs not to be reflexive.)
Proof of (14a). Let w ∈ N (A′) ⊂ W . For any v ∈ V , we have 〈Av,w〉W ′,W =
〈v,A′w〉V ′,V = 0, which gives that w ∈ R(A)⊥. Consequently N (A′) ⊂ R(A)⊥.
The proof of N (A′) ⊃ R(A)⊥ can be shown similarly. 
Proof of (14b). In fact, it is exactly the same as the previous proof. 
Proof of (14c). Letting f ∈ R(A′) ⊂ V ′, where f is expressed as f = A′w with w ∈
W , then for any v ∈ N (A), we have 〈v, f〉V ′,V = 〈v,A′w〉V ′,V = 〈Av,w〉W ′,W = 0.
Therefore, f ∈ N (A)⊥ and R(A′) ⊂ N (A)⊥. 
Proof of (14d). It is exactly the same as the previous proof. 
Relations R(A′) = N (A)⊥ and R(A) = N (A′)⊥ are not always true because,
for example, N (A)⊥ is always closed but R(A′) need not be closed. To derive the
opposite inclusions to (14c) and (14d), we require some deeper consideration. We
will use the quotient (factor) space
V˜ = V/N (A) = {v˜ = v −N (A) | v ∈ V }
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which is a Banach space equipped with the norm
‖v˜‖V˜ = inf
g∈N (A)
‖v − g‖V = distV (v,N (A)). (15)
By consideration of this notion for v − 0 ∈ v −N (A), we have
‖v˜‖V˜ ≤ ‖v‖V (v ∈ V ).
We introduce a linear operator A˜ : V˜ →W ′ by setting
A˜v˜ = Av (v˜ = v −N (A) ∈ V˜ ).
The operator A˜ is bounded and
R(A˜) = R(A), N (A˜) = {0˜}. (16)
Therefore, the inverse A˜−1 exists, where D(A˜−1) = R(A˜). In view of Closed Graph
Theorem (see Lemma 10 and Remark 11), A˜−1 is bounded if and only if R(A˜) is
closed. That is, we have
R(A˜) is closed ⇔ ‖A˜−1‖R(A˜),V˜ = sup
f∈R(A˜)
‖A˜−1f‖V˜
‖f‖W ′ <∞. (17)
Motivated by the observation above, we can present the following definition.
Definition 21. The minimum modulus of an operator T from a Banach space X
to another Banach space Y is defined as
µ(T ) = inf
x∈X
‖Tx‖Y
‖x‖X .
The reduced minimum modulus of T is defined as
γ(T ) = inf
x∈X
‖Tx‖Y
‖x˜‖X˜
= inf
x∈X
‖Tx‖Y
distX(x,N (T )) ,
where X˜ denotes the quotient space X˜ = X/N (T ).
Remark 22. It is noteworthy that γ(T ) = ∞ if and only if Tx = 0 for all x ∈ X
It is apparent that
N (T ) = {0} ⇒ γ(T ) = µ(T ). (18)
Moreover,
µ(T ) > 0 ⇒ N (T ) = {0}. (19)
Remark 23. The quantity γ(T ) was introduced into [13, §3.2] and called the lower-
bound of T . Actually, γ(T ) was called the reduced minimum modulus of M in [14,
§IV.5]; it is described in [14] that the naming follows [11], where µ(T ) was defined.
It is apparent that
γ(A) = inf
v∈V
‖Av‖W ′
‖v˜‖V˜
= inf
v∈V
‖Av‖W ′
distV (v,N (A)) ;
γ(A˜) = γ(A);
γ(A˜) = ‖A˜−1‖−1R(A˜),V˜ .
Putting (16), (17), and (20) together, we have the following theorem.
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Theorem 24 ([13, Lemma 322]). R(A) is closed if and only if γ(A) > 0. (W
needs not to be reflexive.)
Remark 25. Theorem 24 might be understood as a “quantitative version” of the
result of Banach described in Remark 11.
Remark 26. Theorem 24 could be found in [21, Theorems 5.17.3, 5.18.2].
Example 27. We give an example of A whose range R(A) is not a closed set. Let
V = W = L2(I) with I = (0, 1). We introduce A ∈ L(V,W ′) by
〈Av,w〉W ′,W =
∫ 1
0
tv(t)w(t) dt.
(Verify that A is actually a bounded linear operator of V → W ′.) We consider
f ∈W ′ defined as
〈f, w〉W ′,W =
∫ 1
0
w(t) dt.
Then, we have f 6∈ R(A). Indeed, if there is a u0 ∈ V such that Au0 = f , this u0
must satisfy 1− tu0 = 0 a.e. t ∈ I. The “candidate” is given as u0 = 1/t; however,
u0 = 1/t cannot belong to V . Next, for ε > 0, we consider fε ∈ W ′ and uε ∈ V
defined as
〈fε, w〉W ′,W =
∫ 1
ε
w(t) dt and uε =
{
0 (0 < t < ε)
1/t (ε ≤ t < 1).
Then, we have Auε = fε and, hence, fε ∈ R(A). Moreover, we have f ∈ R(A),
because ‖fε − f‖W ′ → 0 as ε → ∞. Those imply that R(A) 6= R(A). Therefore,
R(A) is not closed. (In the similar way, we can prove that W ′ = R(A).)
On the other hand, because N (A) = {0}, we estimate as
γ(A) ≤ lim
ε→0
‖Auε‖W ′
‖uε‖V = 0,
which implies γ(A) = 0.
The following theorem plays a key role below.
Theorem 28 ([13, Lemma 334]). We have
γ(A) = γ(A′).
Particularly R(A) is closed if and only if R(A′) is closed.
Proof. For abbreviation, we write γ = γ(A) and γ′ = γ(A′).
Step 1. We prove that γ′ ≥ γ. If γ = ∞, then we have Av = 0 for all v ∈ V .
Therefore, 0 = 〈Av,w〉W ′,W = 〈v,A′w〉V ′,V for all v ∈ V and w ∈W , which implies
A′w = 0 for all w ∈ W . Consequently, γ′ = ∞. Therefore, we might assume that
0 < γ < ∞, because γ′ ≥ γ might be readily apparent if γ = 0. Letting w ∈ W ,
then R(A) is closed by theorem 24. Therefore, we can apply Lemmas 20 and 14
(for X = W ′, M = R(A)) to obtain
distW (w,N (A′)) = sup
f∈R(A)
|〈f, w〉W ′,W |
‖f‖W ′ (w ∈W ).
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This, together with (15), implies that
‖w˜‖W˜ = sup
f∈R(A)
|〈f, w〉W ′,W |
‖f‖W ′ . (21)
Therefore, for a sufficiently small ε > 0, f ∈ R(A) exists such that |〈f, w〉W ′,W | ≥
(1 − ε)‖f‖W ′‖w˜‖W˜ . f admits the representation f = Av ∈ R(A) with v ∈ V .
Therefore, we deduce
|〈Av,w〉W ′,W | ≥ (1− ε)‖Av‖W ′‖w˜‖W˜
≥ (1− ε)γ‖v˜‖V˜ ‖w˜‖W˜ .
Using |〈Av,w〉W ′,W | = |〈v,A′w〉V ′,V | ≤ ‖v‖V ‖A′w‖V ′ , we have
‖v‖V ‖A′w‖V ′ ≥ (1− ε)γ‖v˜‖V˜ ‖w˜‖W˜ .
These inequalities remain valid if v is replaced by v − g for any g ∈ N (A). Conse-
quently, we have
‖A′w‖V ′ inf
g∈N (A)
‖v − g‖V ≥ (1− ε)γ‖v˜‖V˜ ‖w˜‖W˜ .
Therefore, we obtain
γ′ ≥ (1− ε)γ.
Letting ε ↓ 0, we deduce γ′ ≥ γ.
Step 2. (a) We prove the opposite inequality γ′ ≤ γ. Because the inequality is trivial
if γ′ = 0, we assume that γ′ > 0. In general, we write BX(r) to express the open ball
in a Banach space X with center 0 and radius r > 0; BX(r) = {x ∈ X | ‖x‖X < r}.
The closure of ABV (1) = {Av ∈W ′ | v ∈ BV (1)} inW ′ is denoted asK = ABV (1),
which is a convex closed subset in W ′ with 0 ∈ K.
(b) We show that
BW ′(γ
′) ⊂ K = ABV (1). (22)
To this purpose, we prove that
f0 ∈ R(A), f0 6∈ K ⇒ ‖f0‖W ′ ≥ γ′. (23)
In view of Lemma 16, there exists an η ∈ (W ′)′ such that
〈η, f〉(W ′)′,W ′ < 〈η, f0〉(W ′)′,W ′ (f ∈ K).
Because W is reflexive, there exists a w ∈W such that
〈f, w〉W ′,W < 〈f0, w〉W ′,W (f ∈ K).
By considering −f instead of f , we have
|〈f, w〉W ′,W | < 〈f0, w〉W ′,W < |〈f0, w〉W ′,W | (f ∈ K).
Letting 0 6= v ∈ V and 0 < ε < 1 and setting vˆ = (1− ε)v/‖v‖V ∈ BV (1), then by
substituting f = Avˆ, we obtain
(1− ε) |〈Av,w〉W ′,W |‖v‖V = (1− ε)
|〈v,A′w〉V ′,V |
‖v‖V ≤ |〈f0, w〉W
′,W |.
Consequently,
(1− ε) sup
v∈V
|〈v,A′w〉V ′,V |
‖v‖V ≤ |〈f0, w〉W
′,W |.
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By letting ε ↓ 0,
‖A′w‖V ′ ≤ |〈f0, w〉W ′,W |.
We can apply (21) to obtain
‖A′w‖V ′ ≤ ‖w˜‖W˜ ‖f0‖W ′ .
We know that ‖A′w‖V ′ ≥ γ′‖w˜‖W˜ for any w ∈ W . Combining these, we have
‖f0‖W ′ ≥ γ′, which completes the proof of (23).
(c) The inclusion (22) implies that
BW ′(γ
′) ⊂ ABV (1). (24)
This is verified by a standard argument; we will mention the detail in Appendix A.
At this stage, letting 0 6= v ∈ V and letting 0 < ε < 1, we set v∗ = (1 −
ε)γ′v/‖Av‖W ′ . Then, because ‖Av∗‖W ′ = (1− ε)γ′ < γ′, we have Av∗ ∈ ABX(1).
This implies that there exists a v# ∈ BV (1) satisfying Av# = Av∗ and v# = v∗− g
for any g ∈ N (A). We have
1 > ‖v#‖V = (1− ε)γ
′
‖Av‖W ′ ‖v − αg‖V ,
where α = ‖Av‖W ′/((1− ε)γ′). This gives that
‖Av‖W ′ > (1− ε)γ′‖v − αg‖V ≥ (1− ε)γ′‖v˜‖V .
Because ε is arbitrary, we infer γ′‖v˜‖V˜ ≤ ‖Av‖W ′ , which implies that γ ≥ γ′. This
completes the proof of Theorem 28. 
Using this theorem, we can prove the following results.
Theorem 29. R(A) ⊃ N (A′)⊥ if R(A′) is closed.
Proof. Letting f ∈ N (A′)⊥, then we prove f ∈ R(A) by presenting a contradic-
tion: assume f 6∈ R(A). Because R(A′) is closed, R(A) is also closed in view of
Theorem 28. Therefore, we have d = distW ′(f,R(A)) > 0 and can apply Lemma
17. Consequently, there exists an η ∈ (W ′)′ such that
〈η, f〉(W ′)′,W ′ = 1, 〈η, g〉(W ′)′,W ′ = 0 (g ∈ R(A)).
Because W is reflexive, there exists a w ∈W such that
〈f, w〉W ′,W = 1, 〈g, w〉W ′,W = 0 (g ∈ R(A)). (25)
By the second identity of (25), we have 0 = 〈Av,w〉W ′,W = 〈v,A′w〉V ′,V for any
v ∈ V , which implies that A′w = 0. Therefore w ∈ N (A′). Because f ∈ N (A′)⊥,
〈f, w〉W ′,W = 0. However, this contradicts to the first equality of (25). 
Theorem 30 ([13, Lemma 335]). R(A′) ⊃ N (A)⊥ if R(A) is closed.
Proof. Letting f ∈ N (A)⊥, then we introduce a linear functional φf on R = R(A)
by setting φf (Av) = 〈f, v〉V ′,V for v ∈ V , which is possible because 〈f, v〉V ′,V = 0
for v ∈ N (A). The functional φf is bounded. In fact, we have
|φf (Av)| = |〈f, v〉V ′,V | ≤ ‖f‖V ′‖v‖V
and v might be replaced by v − g with any g ∈ N (A). Consequently,
|φf (Av)| ≤ ‖f‖V ′‖v˜‖V˜ ≤ ‖f‖V ′
1
γ(A)
‖Av‖W ′
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which implies that ‖φf‖R′ = supψ∈R |φf (ψ)|/‖ψ‖W ′ ≤ γ(A)−1‖f‖V ′ . By Hahn–
Banach theorem, there exists a φ˜f ∈ (W ′)′ such that
〈φ˜f , ψ〉(W ′)′,W ′ = φf (ψ) (ψ ∈ R), ‖φ˜f‖(W ′)′ ≤ γ(A)−1‖f‖V ′ .
Because W is reflexive, there exists a w ∈W such that
〈φ˜f , ψ〉(W ′)′,W ′ = 〈ψ,w〉W ′,W (∀ψ ∈W ′).
Summing up, we deduce
〈Av,w〉W ′,W = φf (Av) = 〈f, v〉V ′,V (v ∈ V ).
This relation implies the expression f = A′w: f ∈ R(A′). 
Now, we can prove the following well-known result called Closed Range Theorem.
Corollary 31. The following (i)–(iv) are equivalent:
(i) R(A) is closed;
(ii) R(A′) is closed;
(iii) R(A) = N (A′)⊥;
(iv) R(A′) = N (A)⊥.
Proof. (i) ⇔(ii): We have already verified this part. See Theorems 24 and 28.
(iv)⇒(ii): If R(A′) = N (A)⊥, then R(A′) is closed because N (A)⊥ is closed.
(ii)⇒(iv): Assuming that R(A′) is closed, then we can apply Lemma 20 and The-
orem 30 to deduce R(A′) = N (A)⊥.
(i)⇔(iii): It is exactly the same as that of the part “(ii)⇔(iv)”. 
Remark 32. In the discussion presented above, the boundedness of A plays no
essential role. All the theorems and their proofs remain valid for a closed linear
operator A if the dual operator A′ is well-defined.
Remark 33. The original version of Closed Range Theorem could be found in [3,
Theorems X.8, X.9].
Remark 34. In this section, we considered A ∈ L(V,W ′) with the intention of
applying results to the proof of Theorems 1 and 8. However, if we consider a linear
densely defined closed operator T from a Banach space X to a Banach space Y , we
can prove the following results in exactly the same way. In particular, Y needs not
to be reflexive.
• R(T ) is closed if and only if γ(T ) > 0.
• γ(T ) = γ(T ′).
• The following (i)–(iv) are equivalent:
(i) R(T ) is closed;
(ii) R(T ′) is closed;
(iii) R(T ) = N (T ′)⊥;
(iv) R(T ′) = N (T )⊥.
4. Proof of Theorems 1 and 8
It suffices to state the proof of Theorem 8 because Theorems 1 and 8 are equiv-
alent through the relation (5).
Proof of Theorem 8, the part “(i) ⇔ (iii)”.
A: bijective
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⇒ N (A) = {0}, R(A) = W ′
⇒ N (A) = {0}, R(A): closed, N (A′)⊥ = R(A) = W ′ (by Corollary 31)
⇒ µ(A) = γ(A), γ(A) > 0, N (A′) = {0} (by (18), Th 24)
⇒ µ(A) = γ(A), γ(A) > 0, µ(A′) = γ(A′) (by (18))
⇒ µ(A) = µ(A′) > 0 (by Theorem 28)
⇒ N (A) = {0}, N (A′) = {0}, γ(A) = γ(A′) > 0 (by (19), (18))
⇒ N (A) = {0}, R(A): closed, R(A) = N (A′)⊥
(by Theorems 24, 28 and Corollary 31)
⇒ A: bijective.

Proof of Theorem 8, the part “(ii) ⇔ (iii)”.
µ(A) = µ(A′) > 0
⇒ µ(A) > 0, N (A′) = {0} (by (19))
⇒ µ(A) > 0, N (A) = {0}, γ(A′) = µ(A′) (by (18), (19))
⇒ µ(A) > 0, γ(A) = µ(A), γ(A′) = µ(A′) (by (18))
⇒ µ(A) = µ(A′) > 0.

5. Application to evolution equations of parabolic type
In this section, we present an application of Theorem 1 to evolution equations
of parabolic type.
5.1. Example. We start with a concrete example. Letting J = (0, T ) with T > 0,
and supposing that Ω is a Lipschitz domain in Rd, d ≥ 1, we consider the initial-
boundary value problem
∂tu = ∇ · ν(x, t)∇u−∇ · (b(x, t)u)
− c(x, t)u+ F (x, t) (x ∈ Ω, t ∈ J), (26a)
u = 0 (x ∈ ∂Ω, t ∈ J), (26b)
u(x, 0) = u0(x) (x ∈ Ω), (26c)
where ν, b, c, F and u0 are given functions.
Several frameworks and methods are used to establish the well-posedness (the
unique existence of a solution with a priori estimate) of (26):
• Semigroup method ([22] for example);
• Variational method: Galerkin method based on compactness theorems ([8]
and [27] for example);
• Variational method: Operator method ([16] for example).
As described, we present another variational method. To this end, we first derive
a weak formulation of (26). For the time being, those ν, b, c, F and u0 are assumed
to be suitably smooth as well as a solution u. Set
D = {v = v˜|J×Ω | v˜ ∈ C∞(R× Rd), supp v˜ ⊂ J × Ω}.
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Multiplying both sides of (26a) by v ∈ D, integrating it in x ∈ Ω and t ∈ J and
using the boundary condition (26b), we obtain∫
J
∫
Ω
(∂tu)v dxdt+
∫
J
∫
Ω
[ν(x, t)∇u · ∇v − b(x, t)u · ∇v + c(x, t)uv] dxdt
=
∫
J
∫
Ω
Fv dxdt. (27)
We introduce
H = L2(Ω), (·, ·) = (·, ·)H = (·, ·)L2(Ω), ‖ · ‖H = ‖ · ‖L2(Ω),
V = H10 (Ω), (·, ·)V = (∇·,∇·)L2(Ω), ‖ · ‖V = ‖∇ · ‖L2(Ω)
and
〈·, ·〉 = 〈·, ·〉V ′,V = the duality pairing between V and V ′.
Moreover, set
a(t;w, v) =
∫
Ω
[ν(x, t)∇w · ∇v − b(x, t)w · ∇v + c(x, t)wv] dx,
〈f, v〉 =
∫
Ω
Fv dx
for w, v ∈ V .
We make the following assumptions:
∃ν0 > 0, ν(x, t) ≥ ν0 > 0 (x ∈ Ω, t ∈ J), ν ∈ L∞(Ω); (28a)
b ∈ L∞(Ω× J)d, c ∈ L∞(Ω× J); (28b)
∃c0 > 0, 1
2
∇ · b(x, t) + c(x, t) ≥ c0 > 0 (x ∈ Ω, t ∈ J). (28c)
Using (28a), (28b), (28c) and Poincare´ inequality
‖v‖V ≤ CP‖v‖H1(Ω) (v ∈ V ),
one can prove that there exist positive constants M and α which depend only on
ν0, c0, ‖ν‖L∞(Ω), ‖b‖L∞(Ω)d , ‖c‖L∞(Ω) and CP such that
|a(t;w, v)| ≤M‖w‖V ‖v‖V (w, v ∈ V, t ∈ J),
a(t; v, v) ≥ α‖v‖2V (v ∈ V, t ∈ J).
Therefore, for a.e. t ∈ J , we can introduce a linear operator A(t) from V into V ′
as
〈A(t)w, v〉 = a(t;w, v) (w, v ∈ V, t ∈ J)
satisfying
〈A(t)w, v〉 ≤M‖w‖V ‖v‖V (w, v ∈ V, t ∈ J), (29a)
〈A(t)v, v〉 ≥ α‖v‖2V (v ∈ V, t ∈ J). (29b)
As a result, (27) is expressed as∫
J
〈∂tu, v〉 dt+
∫
J
〈A(t)u, v〉 dt =
∫
J
〈f, v〉 dt (v ∈ D).
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However, the initial condition (26c) is interpreted as
(u(0), v) = (u0, v) (v ∈ H).
At this stage, we introduce the following function spaces:
X = L2(J ;V ) ∩H1(J ;V ′), ‖u‖2X = ‖u‖2L2(J;V ) + ‖u′‖2L2(J;V ′),
Y1 = L2(J ;V ), ‖v1‖2Y1 = ‖v1‖L2(J;V )
Y = Y1 ×H, ‖v‖2Y = ‖v1‖2L2(J;V ) + ‖v2‖2H ,
where
L2(J ;V ) = {v : J → V | ‖v‖L2(J;V ) <∞}, ‖v‖2L2(J;V ) =
∫
J
‖v‖2V dt,
H1(J ;V ′) = {v : J → V | ‖v‖H1(J;V ′) <∞}, ‖v‖2H1(J;V ′) =
∫
J
(‖v‖2V ′ + ‖v′‖2V ′) dt.
It is noteworthy that D is dense in Y1.
We can state the weak formulation of (26) as follows. Assuming
f ∈ L2(J ;V ′), u0 ∈ H, (30)
we find u ∈ X such that∫
J
[〈u′, v1〉+ 〈A(t)u, v1〉] dt+ (u(0), v2)︸ ︷︷ ︸
=B(u,v)
=
∫
J
〈f, v1〉 dt+ (u0, v2) (∀v = (v1, v2) ∈ Y), (31)
where u′ denotes du(t)/dt. Alternatively, (31) is expressed formally as
u′ +A(t)u = f(t), t ∈ J ; u(0) = u0.
Remark 35. In (30), f ∈ L2(J ;V ′) is guaranteed by assuming F ∈ L2(J ;H).
Moreover, u(0) ∈ H is well-defined; see Lemma 36.
5.2. Problem. We consider more general settings. Letting H and V be (real)
Hilbert spaces such that V ⊂ H is dense with the continuous injection, then the
inner product and norms are denoted as (·, ·) = (·, ·)H , (·, ·)V , ‖ · ‖ = ‖ · ‖H and
‖ · ‖V . The topological dual spaces H and V are denoted, respectively, by H ′
and V ′. As usual, we identify H with H ′ and consider the triple V ⊂ H ⊂ V ′.
Moreover, 〈·, ·〉 = 〈·, ·〉V ′,V denotes duality pairing between V ′ and V . Consider
function spaces X , Y1 and Y as presented above.
Supposing that, for a.e. t ∈ J , we are given a linear operator A(t) of V →
V ′ satisfying (29), where M and α are positive constants independent of t ∈ J .
Without loss of generality, we assume that α ≤ 1 ≤ M . Given (30), we consider
the abstract evolution equation of parabolic type (31).
The following result is called the trace theorem (see [8, theorem XVIII-1], [27,
theorem 25.2], [28, theorem 41.15]).
Lemma 36. There exists a positive constant CTr,T depending only on T such that
max
t∈J
‖v(t)‖H ≤ CTr,T ‖v‖X (v ∈ X ).
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In other words, the space X is embedded continuously in the set of H-valued con-
tinuous functions on J . Particularly, u(0) ∈ H in (31) is well-defined.
The main result of this section is the following result, which is often called the
Lions Theorem.
Theorem 37. Given (30), problem (31) admits a unique solution u ∈ X that
satisfies
‖u‖X ≤ C
(‖f‖L2(J;V ′) + ‖u0‖H) , (32)
where C denotes a positive constant depending only on M and α.
To prove this theorem, it suffices to verify the following:
∃µ > 0, sup
u∈X ,v∈Y
B(u, v)
‖u‖X ‖v‖Y = µ; (33a)
∃β > 0, inf
u∈X
sup
v∈Y
B(u, v)
‖u‖X ‖v‖Y = β; (33b)
v ∈ Y, (∀u ∈ X , B(u, v) = 0) =⇒ (v = 0). (33c)
Subsequently, we can apply Theorem 1 to conclude a unique existence of the solution
u. Moreover, the a priori estimate (32) is a readily obtainable consequence of (33b).
5.3. Proof of Theorem 37. We use the following auxiliary results. By virtue of
(29), A(t) is invertible for a.e. t ∈ J . Moreover, we have the following.
Lemma 38. (i) ‖A(t)−1g‖V ≤ 1
α
‖g‖V ′ for all g ∈ V ′ and a.e. t ∈ J .
(ii) 〈g,A(t)−1g〉 ≥ α
M2
‖g‖V ′ for all g ∈ V ′ and a.e. t ∈ J .
Proof. (i) For g ∈ V , set v = A(t)−1g ∈ V . Then, 〈g,A(t)−1g〉 = 〈A(t)v, v〉 ≥ α‖v‖2V .
However, |〈g,A(t)−1g〉| ≤ ‖g‖V ′‖A(t)−1g‖V = ‖g‖V ′‖v‖V . Combining these, we
have ‖A(t)−1g‖V = ‖v‖ ≤ (1/α)‖g‖V ′ .
(ii) (29a) implies ‖A(t)v‖V ′ ≤M‖v‖V for v ∈ V . Now, set v = A(t)−1g ∈ V for g ∈
V ′. Then, ‖g‖V ′ = supw∈V |〈g, w〉|/‖w‖V = supw∈V |〈A(t)v, w〉|/‖w‖V ≤ M‖v‖.
Combining this with 〈g,A(t)−1g〉 ≥ α‖v‖2V , we obtain the desired inequality. 
We introduce an alternate norm of X as
|||w|||2X =
∫
J
‖w′(t) +A(t)w(t)‖2V ′ dt+ ‖w(0)‖2
for w ∈ X .
Lemma 39. Two norms ‖ · ‖X and ||| · |||X are equivalent in X . In particular,
α‖w‖X ≤ |||w|||X ≤ Cmax‖w‖X
for w ∈ X , where C2max = 1 +M2 + C2Tr,T .
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Proof. For w ∈ X , we calculate as
|||w|||2X =
∫
J
[
sup
v∈V
〈w′ +Aw, v〉
‖v‖V
]2
dt+ ‖w(0)‖2
=
∫
J
[
‖w′‖V ′ + sup
v∈V
〈Aw, v〉
‖v‖V
]2
dt+ ‖w(0)‖2
≤
∫
J
[‖w′‖V ′ +M‖w‖V ]2 dt+ C2Tr,T ‖w‖2X
≤ (1 +M2 + C2Tr,T )‖w‖2X
and
|||w|||2X ≥
∫
J
[
‖w′‖V ′ + 〈Aw,w〉‖w‖V
]2
dt ≥
∫
J
[‖w′‖V ′ + α‖w‖V ]2 dt ≥ α2‖w‖2X .

The following lemma can be found in [8, Theorem 2, §XVIII-1] and [28, Theorem
41.15].
Lemma 40. For w, v ∈ X , we have∫
J
〈w′, v〉 dt = (w(T ), v(T ))− (w(0), v(0))−
∫
J
〈v′, w〉 dt (34a)
and ∫
J
〈w′, w〉 dt = 1
2
(‖w(T )‖2 − ‖w(0)‖2) ≥ −1
2
‖w(0)‖2. (34b)
Now we can state the following proof.
Proof of (33a). We apply the Cauchy–Schwarz inequality and Lemma 39 to obtain
B(u, v) =
∫
J
[〈u′, v1〉+ 〈Au, v1〉] dt+ (u(0), v2)
=
∫
J
〈u′ +Au, v1〉 dt+ (u(0), v2)
≤ |||u|||X ‖v‖Y ≤ Cmax‖u‖X ‖v‖Y
for u ∈ X and v = (v1, v2) ∈ Y. 
Proof of (33b). Let u ∈ X be arbitrary. Set v1 = A(t)−1u′ + u ∈ L2(J ;V ), v2 =
u(0) ∈ H and v = (v1, v2) ∈ Y. Using Lemma 38, we have
‖v‖2Y =
∫
J
‖A−1u′ + u‖2V dt+ ‖u(0)‖2
=
∫
J
‖A−1(u′ +Au)‖2V dt+ ‖u(0)‖2
≤ 1
α2
∫
J
‖u′ +Au‖2V dt+ ‖u(0)‖2 ≤
1
α2
|||u|||2X .
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Moreover,
B(u, v) =
∫
J
〈u′ +Au,A−1u′ + u〉 dt+ (u(0), u(0))
=
∫
J
〈u′ +Au,A−1(u′ +Au)〉 dt+ ‖u(0)‖2
≥ α
M2
∫
J
‖u′ +Au‖2V ′ dt+ ‖u(0)‖2
≥ α
M2
|||u|||2X ≥
α2
M2
|||u|||X ‖v‖Y .
Consequently, using Lemma 39, we obtain
B(u, v) ≥ α
3
M2
‖u‖X ‖v‖Y ,
which implies (33b). 
Proof of (33c). Assume that v = (v1, v2) ∈ Y satisfies B(u, v) = 0 for all u ∈ X .
That is, we assume that∫
J
[〈u′, v1〉+ 〈Au, v1〉] dt+ (u(0), v2) = 0 (∀u ∈ X ). (35)
For any ε > 0, we take u∗ ∈ X such that u(0) = v2 and u(t) = 0 for t ≥ ε.
Substituting u = u∗ for (35), we have∫ ε
0
[〈u∗′, v1〉+ 〈Au∗, v1〉] dt+ ‖v2‖2 = 0.
Because ε is arbitrarily chosen, we infer that v2 = 0. Moreover, we have v1 ∈
H1(J ;V ′). In fact, letting u = u˜φ ∈ X with u˜ ∈ V and φ ∈ C∞0 (J ;R), we have∫
J
〈φ′u˜, v1〉 dt = −
∫
J
〈Aφu˜, v1〉 dt.
This result implies that〈∫ T
0
v1φ
′ dt, u˜
〉
=
〈
−
∫ T
0
A′v1φ dt, u˜
〉
Consequently, we deduce v′1 ∈ L2(J ;V ′) and v′1 = A(t)′v1.
Therefore, we can apply (34a) to obtain∫
J
[−〈v′1, ψ〉+ 〈A′v1, ψ〉] dt = 0 (∀ψ ∈ C∞0 (J ;V )).
Because C∞0 (J ;V ) is dense in L
2(J ;V ), this gives∫
J
[−〈v′1, w〉+ 〈A′v1, w〉] dt = 0 (∀w ∈ L2(J ;V )). (36)
Letting w˜ ∈ V arbitrarily and substituting w = tw˜ for (36), we have∫
J
[−〈v′1, tw˜〉+ 〈A′v1, tw˜〉] dt = 0.
Again we apply (34a) to obtain
−(Tw˜, v1(T )) +
∫
J
〈(tw˜)′, v1〉+
∫
J
〈A(t)(tw˜), v1〉 dt = 0.
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Choosing w˜ = v1(T ) and using (35), we obtain v1(T ) = 0.
At this stage, substituting w = v1 for (36) and using (29b) and (34b), then we
have
−1
2
‖v1(T )‖2 + 1
2
‖v1(0)‖2 + α
∫
J
‖v1‖2V dt ≤ 0.
This result implies that v1 = 0, which completes the proof. 
Remark 41. The case u0 = 0 is described explicitly in [10].
Appendix A. Proof of “(22) ⇒ (24)”
We prove a more general lemma described below.
Lemma 42. Let T be a linear closed operator of a Banach space X to a (possibly
another) Banach space Y . Then,
BY (r) ⊂ T BX(1) with r > 0 (37)
implies that
BY (r) ⊂ T BX(1). (38)
Recall that BY (r) = {y ∈ Y | ‖y‖Y < r} and T BX(1) denotes the closure of
T BX(1) = {Tx ∈ Y | x ∈ BX(1)} in Y . To show the lemma, we apply a standard
argument usually used to prove Open Mapping Theorem or Closed Graph Theorem.
Proof. Assume that (37) is satisfied. Let σ > 0 be arbitrary. For the time being,
we admit that
BY (r) ⊂ T BX(1 + σ). (39)
Then, for any 0 < r′ < r, choosing σ = r/r′ − 1 > 0, we have
BY (r
′) =
r′
r
BY (r) ⊂ r
′
r
T BX(1 + σ) = T BX(1).
The relation (38) is a readily obtainable consequence of this relation.
We now verify that (39) is true; we will show that, for any y ∈ BY (r), there
exists an x ∈ BX(1 + σ) satisfying Tx = y.
As just remarked above, (37) gives
BY (λr) ⊂ T BX(λ) (40)
for any λ > 0.
Set ε = σ/(2 + σ) < 1. According to (37), there is a y0 ∈ T BX(1) satisfying
‖y − y0‖Y < εr. That is, there is a ξ0 ∈ BX(1) satisfying
‖y − Tξ0‖Y < εr.
Then, we apply (40) with λ = ε. Because y − Tξ0 ∈ BY (εr), there is a ξ1 ∈ BX(ε)
satisfying
‖y − Tξ0 − Tξ1‖X < ε2r.
Proceeding in this way, we can construct a sequence {ξn}n≥0 in X with the prop-
erties
‖y − Tξ0 − Tξ1 − · · · − Tξn‖Y < εn+1r, ‖ξn‖X < εn.
BNB THEOREM AND KATO’S MINIMUM MODULUS 23
If we set xn = ξ0 + ξ1 + · · ·+ ξn, we have
‖xn+m − xn‖X ≤
n+m∑
j=n+1
‖ξj‖X ≤
n+m∑
j=n+1
εj ≤ ε
n+1
1− ε → 0 (n→∞).
Therefore, there exists an x ∈ X satisfying xn → x in X as n→∞. Moreover, we
have ‖y − Txn‖Y < εn+1r → 0 as n→∞. This implies that Tx = y because T is
closed. Finally,
‖x‖X ≤
∞∑
n=0
‖ξn‖X ≤
∞∑
n=0
εn =
1
1− ε = 1 +
σ
2
< 1 + σ;
therefore, we have x ∈ BX(1 + σ). This completes the proof of (39).

Appendix B. Comments on the revised version
(1) Open Mapping Theorem recalled in the original version (November 5, 2017)
has been removed.
(2) Lemmas 16 and 42 have been added; they are used in the proof of Theorem
28.
(3) Proof of Theorem 28 has been corrected. Consequently, the theorems and
their proofs in §3 remain valid for a closed linear operator A if the dual
operator A′ is well-defined. See Remark 32.
(4) Remark 34 has been added.
(5) Proof of (33b) has been modified. I believe that it is a new proof.
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