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1. Introduction
The past 10 years have witnessed an intense activity of several research groups
around the concept of exceptional orthogonal polynomials. Although some isolated
examples in the physics literature existed before [13], the systematic study of ex-
ceptional polynomials started in 2009, with the publication of two papers [32,33].
The original approach to the problem was via a complete classification of excep-
tional operators by increasing codimension, which proved to be computationally
untractable (and moreover, much later it was shown that codimension is not a very
well defined concept). The term exceptional was originally intended to evoque very
rare, almost exotic cases, as for low codimension exceptional families are almost
unique [33]. Yet, shortly after the publication of these results, Quesne showed [65]
that the exceptional families in [32] could be obtained by Darboux transformations,
and Odake and Sasaki showed the way to generalize these examples to arbitrary
codimension [58, 59]. New families emerged later associated to multiple Darboux
transformations [30,60], and nowadays it is clear that exceptional polynomials are
certainly not rare, as we are starting to understand the whole theory behind their
construction and classification.
The role of Darboux transformations in the construction of exceptional poly-
nomial families is an essential ingredient. It was conjectured in [34] that every
exceptional polynomial system can be obtained from a classical one via a sequence
of Darboux transformations, which has been recently proved in [23]. Explaining
these results lies beyond the scope of these lectures, and the interested reader is
advised to read [23] for an updated account on the structure theorems underlying
the theory of exceptional polynomials and operators. We will limit ourselves in the
following pages to introduce the main ideas and constructions, as a sort of primer
to the subject.
For those interested in gaining deeper knowledge in the properties of excep-
tional orthogonal polynomials, there are a large number of references in the bibliog-
raphy section that cover the main results published in the past 10 years, by authors
like Dura´n [15–19], Sasaki and Odake [58–62], Marquette and Quesne [43–45],
Kuijlaars and Bonneux [8, 42], etc. that cover aspects like recurrence relations,
symmetries, asymptotics, admissibility and regularity of the weights, properties of
their zeros and electrostatic interpretation, and applications in solvable quantum
mechanical models, among others.
The connection between sequences of Darboux transformations and Painleve´
type equations has been known for more than 20 years, since the works of Adler [2],
and Veselov and Shabat , [71]. However, the russian school of integrable systems
was more concerned with uncovering relations between different structures rather
than providing complete classifications of solutions to Painleve´ equations. The
japanese school pionereed by Sato developed a scheme to understand integrable
equations as reductions from the KP equations. Noumi and Yamada [51], and their
collaborators developed the geometric theory of Painleve´ equations, by studying
the group of Ba¨cklund transformations that map solutions to solutions (albeit for
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different values of the parameters). Using this transformations to dress some very
simple seed solutions they managed to build and classify large classes of rational
solutions to PIV and PV, and to extend this symmetry approach to higher order
equations, that now bear their name. It was later realised that determinantal rep-
resentations of these rational solutions exist [39,40] and that they involve classical
orthogonal polynomial entries. For an updated account of the relation between
orthogonal polynomials and Painleve´ equations, the reader is advised to read the
recent book by van Assche [70].
Our aim is to merge these two approaches: the strength of the Darboux dress-
ing chain formulation with a convenient representation and indexing to describe
the whole set of rational solutions to PIV and its higher order generalizatins belong-
ing to the A2N -Painleve´ hierarchy. This is achieved by indexing iterated Darboux
transformations with Maya diagrams, originally introduced by Sato, and exploring
conditions that ensure cyclicity after an odd number of steps. We tackle this prob-
lem by introducing the concepts of genus and interlacing of Maya diagrams, which
allow us to classify and describe cyclic Maya diagrams. For every such cycle, we
show how to build a rational solution to the A2N -Painleve´ system, by a suitable
choice of Wronskian determinants whose entries are Hermite polynomials. This
approach generalizes the solutions for PIV (A2-Painleve´) known in the literature
as Okamoto and generalized Hermite polynomials. We illustrate the construction
by providing the complete set of rational solutions to A4-Painleve´, the next system
in the hierarchy.
2. Darboux transformations
In this section we describe Darboux transformations on Schro¨dinger operators
and their iterations at a purely formal level (i.e. with no interest on the spectral
properties).
Let L = −Dxx + U(x) be a Schro¨dinger operator, and ϕ = ϕ(x) a formal
eigenfunction of L with eigenvalue λ, so that
L[ϕ] = −ϕ′′ + Uϕ = λϕ
Note that we are not assuming any condition of ϕ at this stage, we do not care at
this formal level whether ϕ is square integrable or not. The function ϕ is usually
called the seed function for the transformation, and λ the factorization energy. For
every choice of ϕ and λ, we can factorize L in the following manner
L− λ = (Dx + w)(−Dx + w) = BA, w = (logϕ)′
where B = Dx + w and A = −Dx + w are first order differential operators. The
Darboux transform of L, that we call L˜, is defined by commuting the two factors:
L˜− λ = AB = (−Dx + w)(Dx + w)
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Expanding the two factors, we can find the relation between U and its transform
U˜ :
U = w2 + w′ − λ, U˜ = w2 − w′ − λ⇒ U˜ = U − 2w′ (2.1)
or in terms of the seed function we have
U˜ = U − 2(logϕ)′′
Note that kerA = 〈ϕ〉, i.e. A[ϕ] = −ϕ′ + wϕ = 0,and also that kerB =
〈
1
ϕ
〉
, i.e.
B
[
1
ϕ
]
= 0. The main reason to introduce this transformation is that we have the
following intertwining relations between L and L˜:
LB = BL˜, AL = L˜A (2.2)
These relations mean that we can connect the eigenfunctions of L and L˜.
Exercise 1. Show that if ψ is an eigenfunction of L with eigenvalue E, then
ψ˜ = A[ψ] is an eigenfunction of L˜ with the same eigenvalue. Likewise, if ϕ˜ is
an eigenfunction of L˜ with eigenvalue µ, then ϕ = B[ϕ˜] is an eigenfunction of L
with the same eigenvalue.
By hypothesis, we have that L[ψ] = Eψ. Let ψ˜ = A[ψ]. We see that
L˜[ψ˜] = L˜A[ψ] = AL[ψ] = A[Eψ] = µA[ψ] = Eψ˜
The converse transformation is proved in a similar way.
Note that if we try to apply the Darboux transformation A on ϕ we do not
get any eigenfunction of L˜, because A[ϕ] = 0. However, the reciprocal of ϕ is a
new eigenfunction of L˜, with eigenvalue λ, as
B
[
1
ϕ
]
= 0⇒ L˜
[
1
ϕ
]
= (AB + λ)
[
1
ϕ
]
= λ
(
1
ϕ
)
2.1. Exact solvability by polynomials
The above transformation is purely formal and its main purpose is to connect
the eigenfunctions and eigenvalues of two different Schro¨dinger operators L and
L˜. Now, this would be of very little purpose if we cannot say anything about the
spectrum and eigenfunctions of at least one of the operators. Typically, we use
Darboux transformations to generate new solvable operators from ones that we
know to be solvable. But what do we mean by solvable ?
In general, solvable means that we can describe the spectrum and eigenfunc-
tions in a more or less explicit form, and in terms of known functions. It is still
not clear what a known function is. . . so we’d rather narrow down the definition
and define exact solvability by polynomials in the following manner
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Definition 2.1. A Schro¨dinger operator
L = −Dxx + U(x) (2.3)
is said to be exactly solvable by polynomials if there exist functions µ(x), z(x) such
that for all but finitely many k ∈ N, L has eigenfunctions (in the L2 sense) of the
form
ψk(x) = µ(x)yk(z(x))
where yk(z) is degree k polynomial in z.
This definition captures many of the Schro¨dinger operators that we know to
be exactly solvable: those in which the eigenfunctions have a common prefactor
µ(x) times a polynomial in a suitable variable z(x). The prefactor µ(x) is respon-
sible for ensuring the right asymptotic behaviour at the endpoints for all bound
states, while the polynomials yk represent a modulation that describes the excited
states.
From the purpose of orthogonal polynomials, this kind of Schro¨dinger opera-
tors are directly related to classical orthogonal polynomials, since polynomials yk
are automatically orthogonal if L is a self-adjoint operator, i.e. with appropriate
regularity and boundary conditions.
More specifically, classical orthogonal polynomials are related to the following
Schro¨dinger operators:
1. Hermite polynomials to the harmonic oscillator
2. Laguerre polynomials to the isotonic oscillator
3. Jacobi polynomials to the Darboux-Po¨schl-Teller potential.
We would like to apply Darboux transformations to these three families of
Schro¨dinger operators that are exactly solvable by polynomials, in order to gen-
erate new operators, but we would like these new operators to also be exactly
solvable by polynomials. This means that we have to impose certain restrictions
on the type of seed functions of L that we are free to choose for the Darboux
transformations. In general, the class of rational Darboux transformation is the
subset of all possible Darboux transformations that preserve exact solvability by
polynomials. Fortunately, there is a simple way to characterize seed functions for
this subclass, which we describe below. But before we do so, let us introduce some
jargon between differential operators.
2.2. Schro¨dinger and algebraic operators
If we are dealing with Schro¨dinger operators that are exactly solvable by polyno-
mials, there are two operators that we will work with: on one hand, we have the
Schro¨dinger operator L = −Dxx + U(x), on the other hand, we have the alge-
braic operator T = p(z)Dzz + q(z)Dz + r(z) which is the one that has polynomial
eigenfunctions
T [yk] = p(z)y
′′
k + q(z)y
′
k + r(z)yk = λkyk.
There is a connection between these two operators, which is not entirely bidirec-
tional in general, but it is bidirectional if L is exactly solvable by polynomials.
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Proposition 2.2. Every second order linear differential operator T = p(z)Dzz +
q(z)Dz + r(z) can be transformed into a Schro¨dinger operator L = −Dxx + U(x)
by the following change of variables and similarity transformation:
x = −
∫ z
(−p)−1/2 (2.4)
L = µ ◦ T ◦
(
1
µ
) ∣∣∣
z=z(x)
, µ = exp
∫ z q − p′2
2p
(2.5)
where z(x) is defined by inverting (2.4)
Exercise 2. Prove that if T = p(z)Dzz + q(z)Dz + r(z), then the operator L
defined by (2.4) and (2.5) is a Schro¨dinger operator L = −Dxx + U(x), and find
an expression for the potential U in terms of p, q and r.
Let us denote
µ(z) = exp
∫ z
σ, σ =
q − p′2
2p
.
This, by applying the product rule for composition of differential operators, we
have
µ ◦Dz ◦
(
1
µ
)
= Dz +
(
log
1
µ
)′
= Dz − σ
µ ◦Dzz ◦
(
1
µ
)
= Dzz + 2
(
log
1
µ
)′
Dz + µ
(
1
µ
)′′
= Dzz − 2σDz − σ′ + σ2
So collecting terms we have
µ ◦ T ◦
(
1
µ
)
= pDzz +
1
2
p′Dz + r − qσ − pσ′ + pσ2
Finally, the chain rule for differentiation leads to
d
dz
=
dx
dz
d
dx
⇒ Dz = −(−p)1/2Dx
d2
dz2
=
(
dx
dz
)2
d2
dx2
+
d2x
dz2
d
dx
⇒ Dzz = −1
p
Dxx +
1
2
(−p)1/2p′Dx
which inserted into the previous equation becomes
µ ◦ T ◦
(
1
µ
)
= −Dxx + r + pσ2 − pσ′ − qσ
which is a Schro¨dinger operator. We identify the potential U(x) to be
U(x) = r + pσ2 − pσ′ − qσ
∣∣∣
z=z(x)
, σ =
q − p′2
2p
(2.6)
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Note that we can always go from T to L, but in general there is no prescribed
way to go from L to T . This means that given a Schro¨dinger operator with some
potential L = −Dxx + U(x) it is a difficult question to know whether we can
perform a change of variables and conjugation by a factor µ as in (2.4)-(2.5)
such that T has polynomial eigenfunctions yk(z) (this is sometimes known as
algebraizing a Schro¨dinger operator). Otherwise speaking, given a potential U it
is hard to know whether it is exactly solvable by polynomials1.
2.3. Rational Darboux transformations
Now we start from a given L which we know to be exactly solvable by polynomials,
and we would like to perform a Darboux transformation in such a way that L˜ is
still exactly solvable by polynomials. What conditions must the seed function ϕ
satisfy for this to hold?
This question is not easy to answer in general. Let us look at one example.
Example 2.3. Consider the harmonic oscillator L = −Dxx+x2. One possible choice
for seed functions for rational Darboux transformations comes from choosing ϕ
among the bound states of L, i.e.
ϕk = e
−x2/2Hk(x), k ≥ 0
where Hn(x) is the n-th Hermite polynomial. We see that L is exactly solvable by
polynomials, with z(x) = x and µ(x) = e−x
2/2. This implies that p(z) = 1 from
(2.4), and from (2.5) we see that q(z) = 2z, so that T = Dzz − 2zDz
We thus have
L = −Dxx + x2, L[ϕk] = (2k + 1)ϕk, k = 0, 1, 2, . . .
T = Dzz − 2zDz, T [Hk] = 2kHk, k = 0, 1, 2, . . .
But this is not the only possible choice. Note that the Schro¨dinger operator L =
−Dxx + x2 is not only invariant under the transformation x → −x but it only
picks a sign when we perform the transformation x → ix, so there is another set
of eigenfunctions
ϕ˜k = e
x2/2H˜k(x), k ≥ 1
where H˜k(x) = i
−kHk(ix) is called the conjugate Hermite polynomial. Note that
these eigenfunctions are obtained by exploiting a discrete symmetry of the equa-
tion, and their eigenvalues are negative:
L[ϕ˜k] = −(2k + 1)ϕ˜k, k = 1, 2, . . .
Because the pre-factor is now a positive gaussian, the functions blow up at ±∞ and
they are not square integrable (in the physics literature they are sometimes called
virtual states). But for the purposes of using them as seed functions for Darboux
transformations, they are perfectly valid. These two sets of eigenfunctions exhaust
all possible seed functions for rational Darboux transformations of the harmonic
1Solving this question is equivalent to classifying exceptional polynomials and operators, a ques-
tion that we shall mention below.
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oscillator. Rather than two families of functions, each of them indexed by natural
numbers, it will be useful to consider them as one single family indexed by integers:
ϕn(x) =
{
e−x
2/2Hn(x), if n ≥ 0
ex
2/2H˜−n−1(x), if n < 0
(2.7)
2.4. Iterated or Darboux-Crum transformations
Now that we know how to apply Darboux transformations to pass from L to L˜
there is no reason why we should stop there. . . we can apply the transformation
once again, and in general as many times as we want. Let’s do it once more.
Suppose that ϕ1 and ϕ2 are two formal eigenfunctions of L:
L[ϕ1] = λ1ϕ1, L[ϕ2] = λ2ϕ2
We first use seed function ϕ1 to transform L into L˜, so that
U˜ = U − 2(logϕ1)′′
and the eigenfunctions are related by
ψ˜ = A[ψ] = −ψ′ + ϕ
′
1
ϕ1
ψ =
Wr[ϕ1, ψ]
ϕ1
.
But now we observe that ϕ˜2 given by
ϕ˜2 = A[ϕ2] =
Wr[ϕ1, ϕ2]
ϕ1
is a formal eigenfunction of L˜, so we can use it to Darboux transform L˜ into
≈
L, so
≈
U = U˜ − 2(log ϕ˜2)′′ = U − 2(log Wr[ϕ1, ϕ2])′′
If ψ are the eigenfunctions of L and ψ˜ = Wr[ϕ1, ψ]/ϕ1 are the eigenfunctions of
L˜, the eigenfunctions of
≈
L are given by
≈
ψ = A[ψ˜] =
Wr[ϕ˜2, ψ˜]
ϕ˜2
=
Wr
[
ϕ−11 Wr[ϕ1, ϕ2], ϕ
−1
1 Wr[ϕ1, ψ]
]
ϕ−11 Wr[ϕ1, ϕ2]
=
Wr[ϕ1, ϕ2, ψ]
Wr[ϕ1, ϕ2]
where we have used two identities satisfied by Wronskian determinants, namely
Wr[gf1, . . . , gfn] = g
n Wr[f1, . . . , fn]
and
Wr[f1, . . . , fn, g, h] =
Wr
[
Wr[f1, . . . , fn, g],Wr[f1, . . . , fn, h]
]
Wr[f1, . . . , fn]
.
It is not hard to iterate this argument and prove by induction the following
result, known as Darboux-Crum formula.
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Proposition 2.4. Let ϕ1, . . . , ϕn be a set of n formal eigenfunctions of a Schro¨dinger
operator L. We can perform an n-step Darboux transformation with these seed
eigenfunctions, to obtain a chain of Schro¨dinger operators
L = L0 → L1 → · · · → Ln.
The Schro¨dinger operator of Ln is given by
Ln = −Dxx + Un = −Dxx + U − 2 (log Wr[ϕ1, . . . , ϕn])′′ .
If ψ is a formal eigenfunction of L with eigenvalue E, then
ψ(n) =
Wr[ϕ1, . . . , ϕn, ψ]
Wr[ϕ1, . . . ϕn]
(2.8)
is a formal eigenfunction of Ln with the same eigenvalue.
Example 2.5. Coming back to the harmonic oscillator of Example 2.3, we saw that
seed functions for rational Darboux transformations are in one-to-one correspon-
dence with the integers. If we want to perform a multi-step Darboux transforma-
tion, we need to fix a multi-index that specifies the set of seed functions to be
used. For instance, corresponding to the multi-index (−3,−2, 1, 4) we would have,
according to (2.7) the Darboux-Crum transformation acting on a function ψ would
be
ψ(4) =
Wr
[
ex
2/2H˜2, e
x2/2H˜1, e
−x2/2H1, e−x
2/2H4, ψ
]
Wr
[
ex2/2H˜2, ex
2/2H˜1, e−x
2/2H1, e−x
2/2H4
]
In the following sections we will see how the polynomial part of these functions
essentially defines exceptional Hermite polynomials, and how these Wronskians
enjoy very particular symmetry properties that admit an elegant combinatorial
description in terms of Maya diagrams.
3. The Bochner problem: classical and exceptional polynomials
After having reviewed the notion of Darboux-Crum transformations, in this section
we will introduce the concept of exceptional orthogonal polynomials, as orthogo-
nal polynomial systems that arise from Sturm-Liouville problems with exceptional
degrees, i.e. gaps in their degree sequence. But before we do so, we need to review
some basic facts about Sturm-Liouville problems, and introduce Bochner’s theo-
rem, that characterizes the classical orthogonal polynomial systems of Hermite,
Laguerre and Jacobi as polynomial eigenfunctions (with no missing degrees) of a
Sturm-Liouville problem .
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3.1. Sturm-Liouville problems
A Sturm-Liouville problem is a second-order boundary value problem of the form
−(P (z)y′)′ +R(z)y = λW (z)y, y = y(z), (3.1)
α0y(a) + α1y
′(a) = 0
β0y(b) + β1y
′(b) = 0
(3.2)
where I = (a, b) is an interval, where λ is a spectral parameter, where P (z),W (z), R(z)
are suitably smooth real-valued functions with P (z),W (z) > 0 for z ∈ I.2
Dividing (3.1) by W (z) re-expresses the underlying differential equation in
an operator form:
−T [y] = λy, (3.3)
where
T [y] = p(z)y′′ + q(z)y′ + r(z)y, (3.4)
and where
p(z) =
P (z)
W (z)
P (z) = exp
∫
q(z)
p(z)
dz
q(z) =
P ′(z)
W (z)
W (z) =
P (z)
p(z)
,
r(z) = − R(z)
W (z)
R(z) = −r(z)W (z)
(3.5)
If y1(z), y2(z) are two sufficiently smooth real-valued functions, then integra-
tion by parts gives Lagrange’s identity:∫
(T [y1]y2 − T [y2]y1)(z)W (z)dz = P (z)(y′1(z)y2(z)− y′2(z)y1(z)). (3.6)
Suppose that the boundary conditions entail (i) the square integrability of eigen-
functions with respect to W (z)dz over the interval I; and (ii) the vanishing of the
right side of (3.6) at the endpoints of the interval. With some suitable regularity
assumptions on P (z),W (z), R(z) one can then show that the eigenvalues of −T
can be ordered so that λ1 < λ2 < · · · < λn < · · · → ∞.
If yi, yj , i 6= j are two eigenfunctions corresponding to eigenvalues λi, λj ,
respectively, then (3.6) reduces to
(λi − λj)
∫
I
yi(z)yj(z)W (z)dz = P (z)(y
′
i(z)yj(z)− y′j(z)yi(z))
∣∣∣b−
a+
= 0. (3.7)
2In the case of an unbounded interval with a = −∞ and/or b = +∞, or if solutions y(z) of (3.1)
have no defined value at the endpoints, one has to consider the asymptotics of the corresponding
solutions and impose boundary conditions of a more general form:
α0(z)y(z) + α1(z)y
′(z)→ 0 as z → a−
β0(z)y(z) + β1(z)y
′(z)→ 0 as z → b+
where α0(z), α1(z), β0(z), β1(z) are continuous functions defined on I.
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Therefore, the eigenfunctions are orthogonal with respect to the inner product
〈f, g〉W =
∫
I
f(z)g(z)W (z)dz.
Example 3.1. Let’s work out the weight and boundary conditions for the Hermite
differential equation
y′′ − 2zy + λy, y = y(z). (3.8)
We apply (3.5) and rewrite the above in Sturm-Liouville form
−(W (z)y′)′ = λW (z)y, y ∈ L2(R,Wdz) (3.9)
where the weight has the form
W (z) = exp
(∫ z
(−2z)
)
= e−z
2
In this case, the boundary conditions are that e−z
2
y(z)2 be integrable near ±∞.
A basis of solutions to (3.8) are
φ0(z;λ) = Φ
(
−λ
4
,
1
2
, z2
)
(3.10)
φ1(z;λ) = zΦ
(
1
2
− λ
4
,
3
2
, z2
)
(3.11)
where
Φ(a, c, x) =
∞∑
n=0
(a)n
(c)nn!
xn,
is the confluent hypergeometric function. This function has the asymptotic be-
haviour
Φ(a, c, x) =
Γ(c)
Γ(a)
exxa−c
(
1 +O(|x|−1)) , x→ +∞,
This implies that
e−z
2
φ0(z;λ)
2 =
piez
2
z−2−λ
Γ(−λ/4)2
(
1 +O(z−2)
)
, z → ±∞,
e−z
2
φ1(z;λ)
2 =
piez
2
z−2−λ
4Γ(1/2− λ/4)2
(
1 +O(z−2)
)
, z → ±∞.
are not integrable for generic values of λ near z = ±∞. We now introduce two
other solutions of (3.8),
ψR(z;λ) = Ψ
(
−λ
4
,
1
2
, z2
)
, z > 0 (3.12)
ψL(z;λ) = Ψ
(
−λ
4
,
1
2
, z2
)
, z < 0 (3.13)
where
Ψ(a, c;x) =
Γ(1− c)
Γ(a− c+ 1)Φ(a, c;x)+
Γ(c− 1)
Γ(a)
Φ(a−c+1, 2−c;x), x > 0. (3.14)
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Note that ψR(z) and ψL(z) are different functions, because Ψ is a branch of a
multi-valued function defined by taking a branch cut over the negative real axis.
However, ψL, ψR may be continued to solutions of (3.8) over all of R by means of
connection formulae (3.15), below.
We have the asymptotics
xaΨ(a, c;x) = 1 +O(x−1), x→ +∞
e−z
2
ψR(z;λ)
2 = e−z
2
zλ
(
1 +O(z−2)
)
, z → +∞
e−z
2
ψL(z;λ)
2 = e−z
2
zλ
(
1 +O(z−2)
)
, z → −∞
Hence, ψR, ψL each satisfy a one-sided boundary conditions at ±∞.
From (3.14) we get the connection formulae
ψR(z;λ) =
√
pi
Γ(1/2− λ/4)φ0(z;λ)−
2
√
pi
Γ(−λ/4)φ1(z;λ),
ψL(z;λ) =
√
pi
Γ(1/2− λ/4)φ0(z;λ) +
2
√
pi
Γ(−λ/4)φ1(z;λ).
(3.15)
Therefore, our boundary conditions amount to imposing the condition that
ψL be proportional to ψR. By inspection of (3.15), this can happen in exactly two
ways: ψL = ψR and ψL = −ψR. The first case occurs when Γ(−λ/4)→∞ that is
when λ/2 = 2n, n = 1, 2, . . .. The second possibility occurs when Γ(1/2− λ/4)→
∞ which occurs when λ/2 = 2n+ 1, n = 1, 2, . . .. In the first case, we recover the
even Hermite polynomials; in the second the odd Hermite polynomials. This last
observation can be restated as the following identity
2−nHn(z) =
√
pi
(
φ0(z; 2n)
Γ(1/2− n/2) −
2φ1(z; 2n)
Γ(−n/2)
)
, n = 0, 1, 2, . . . .
Therefore the Hermite polynomials are precisely the solutions of (3.8) that satisfy
the boundary conditions of (3.9), namely they are the only solutions of (3.8) that
are square-integrable with respect to e−z
2
over all of R.
3.2. Classical Orthogonal Polynomials
The notion of a Sturm-Liouville system with polynomial eigenfunctions is the
cornerstone idea in the theory of classical orthogonal polynomials. The reason is
simple: if the eigenfunctions of a Sturm-Liouville problem (3.1) are polynomials,
then they will be orthogonal with respect to the corresponding weight W (z).
The following three types of polynomials — bearing the names of Hermite,
Laguerre, and Jacobi — are known as the classical orthogonal polynomials.
• Hermite polynomials obey the following 3-term recurrence relation:
2zHn = Hn+1 + 2nHn−1, H−1 = 0, H0 = 1. (3.16)
They are orthogonal with respect to
WH(z) = e
−z2 , z ∈ (−∞,∞),
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and satisfy the following differential equation
y′′ − 2zy′ + 2ny = 0, y = Hn(z), n ∈ N, (3.17)
• Laguerre polynomials Ln = L(α)n (z) have one parameter α, and satisfy the
following 3-term recurrence relation:
2zLn = (n+ 1)Ln+1 − (2n+ α+ 1)Ln + (n+ α)Ln−1, L−1 = 0, L0 = 1. (3.18)
For α > −1, Laguerre polynomials are orthogonal with respect to
WL = e
−zzα, z ∈ (0,∞).
They satisfy the following differential equation
zy′′ + (α+ 1− z)y′ + ny = 0, y = L(α)n (z), n ∈ N, (3.19)
• Jacobi polynomials Pn = P (α,β)n (z) have two parameters, α, β and are defined
by:
zPn =
2(n+ 1)(n+ α+ β + 1)
(2n+ α+ β + 1)(2n+ α+ β + 2)
Pn+1 (3.20)
+
(
β2 − α2)
(2n+ α+ β)(2n+ α+ β + 2)
Pn
+
2(n+ α)(n+ β)
(2n+ α+ β)(2n+ α+ β + 1)
Pn−1, P−1 = 0, P0 = 1
These polynomials obey the differential equation
(1− z2)P ′′n + (β − α− z(α+ β + 2))P ′n + n(α+ β + n+ 1)Pn = 0 (3.21)
For α, β > −1 they are orthogonal with respect to
WH = (1− z)α(1 + z)β , z ∈ (−1, 1).
Exercise 3. Rewrite the above differential equations in Sturm-Liouville form. In
each case, work out the boundary conditions that pick out the polynomial solu-
tions.
The class of Sturm-Liouville problems with polynomial eigenfunctions was
studied and classified by Solomon Bochner in the following fundamental result.
Bochner’s Theorem was subsequently refined by Lesky to show that the three
classical families of Hermite, Laguerre, and Jacobi give a full classification of such
Sturm-Liouville problem.
Theorem 3.2 (Bochner). Suppose that an operator
T [y] = p(z)y′′ + q(z)y′ + r(z)y (3.22)
admits eigenpolynomials of every degree; that is, there exist polynomials yk(z) with
deg yk = k and constants λk such that
−T [yk] = λkyk, k = 0, 1, 2, . . . . (3.23)
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Then, necessarily p, q, r are polynomials with
deg p ≤ 2, deg q ≤ 1, deg r = 0.
Moreover, if these polynomials are the orthogonal eigenfunctions of a Sturm-Liouville
system, then up to an affine transformation of the independent variable z, they are
the classical polynomials of Hermite, Laguerre, and Jacobi.
Proof. Applying (3.23) to k = 0, 1, 2, we obtain
−λ0y0 = r
−λ1y1 = qy′1 + ry1
−λ2y2 = py′′2 + qy′2 + ry2.
By inspection, r is a constant, while q, p are polynomials with deg q ≤ 1 and
deg p ≤ 2.
Up to an affine transformation z 7→ sz + t, the leading coefficient p(z) can
assume one of the following normal forms:
1, z, z2, 1− z2, 1 + z2.
Write q(z) = az + b. Applying (3.5), the corresponding weights have the form
(i) W (z) = e
b2
2a e
a
2 (z+b/a)
2
(ii) W (z) = eazzb−1
(iii) W (z) = e−
b
z za−2,
(iv) W (z) = (1− z)−(a+b)/2−1(1 + z)(b−a)/2−1
(v) W (z) = eb arctan(z)(1 + z2)a/2−1.
• For normal form (i), the case a = 0 is excluded. If not, the resulting oper-
ator would be strictly degree lowering, which would preclude the existence
eigenpolynomials of degrees ≥ 2. Since p(z) = 1 is invariant with respect to
scaling and translation, no generality is lost by setting b = 0, a = ±2. The
case of a = −2 corresponds to the classical Hermite polynomials. The case
a = 2 can be excluded because there is no choice of boundary conditions that
result in the vanishing of the right side of (3.7).
• For the normal form (ii), note that p(z) = z is preserved by scaling trans-
formations. Hence, without loss of generality we can take a = −1. This case
corresponds to the classical Laguerre polynomials.
• Normal form (iii) is a bit tricky. The case b = 0 can be ruled out because
of the absence of suitable boundary conditions. The analysis of b < 0 and
b > 0 is the same, so suppose that b > 0. Here the only possible boundary
conditions are at the endpoints of the interval (0,∞). If a < 0 then a finite
number of polynomials can be made to be square integrable with respect
to the weight in question. These constitute the so-called Bessel orthogonal
polynomials, which however fall outside the range of our definition — we
require that all yk are square-integrable with respect to W (z).
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• Normal form (iv) corresponds to the Jacobi orthogonal polynomials.
• Normal form (v) corresponds to the so-called twisted Jacobi (also called Ro-
manovsky) polynomials. If a < 0 then a finite number of initial degrees
are square-integrable with respect to the indicated weight over the interval
(−∞,∞). As above, this violates our requirement that all the yk be square-
integrable with respect to W (z)dz.

3.3. Exceptional Polynomials and Operators
We now modify the assumption of Bochner’s Theorem 3.2 to arrive at the following.
Definition 3.3. We say that T [y] = p(z)y′′+q(z)y′+r(z)y is an exceptional operator
if it admits polynomial eigenfunctions for a cofinite number of degrees; that is,
there exist polynomials yk(z), k /∈ N \ {d1, . . . , dm} with deg yk = k and with
d1, . . . , dm ∈ N a finite number of exceptional degrees, and constants λk such that
−T [yk] = λkyk, k ∈ N \ {d1, . . . , dm}.
Moreover, if it is possible to impose boundary conditions so that the polynomials
yk become eigenfunctions of the corresponding Sturm-Liouville problem, then we
call the {yk}k/∈{d1,...,dm} exceptional orthogonal polynomials.
The relaxed assumption that permits for a finite number of missing degrees
allows to escape the constraints of Bochner’s theorem and characterizes a large
and interesting new class of operators and polynomials.
Example 3.4. We next show an example of codimension 2 exceptional Hermite
polynomials. Recall the classical Hermite polynomials defined by (3.16). Introduce
a family of exceptional Hermite polynomials defined by
Ĥn =
Wr[H1, H2, Hn]
8(n− 1)(n− 2) = Hn + 4nHn−2 + 4n(n− 3)Hn−4, n 6= 1, 2 (3.24)
where the Hi(z) are classical Hermite polynomials and where Wr denotes the usual
Wronskian determinant:
Wr[H1, H2, Hn] =
∣∣∣∣∣∣
H1 H
′
1 H
′′
1
H2 H
′
2 H
′′
2
Hn H
′
n H
′′
n
∣∣∣∣∣∣ .
Exercise 4. Using the following identity for the classical Hermite polynomials:
H ′n = 2nHn−1
and the 3-term recurrence relation (3.16) reduce the Wronskian expression
Ĥn =
Wr[H1, H2, Hn]
8(n− 1)(n− 2) , n 6= 1, 2
to the right-hand side expression shown in (5.7).
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Observe that deg Ĥn = n. We call the resulting sequence of polynomials
exceptional because the degree sequence deg Ĥn is missing two the degrees – the
exceptional degrees n = 1 and n = 2. We call the Ĥn(z) exceptional Hermite
polynomials because they furnish polynomial solutions of the following modified
version of the Hermite differential equation:
y′′ −
(
2z +
8z
1 + 2z2
)
y′ + 2ny = 0, y = Ĥn(z), n 6= 1, 2. (3.25)
At first glance, the exceptional modification of Hermite’s differential equation
(3.25) has a rather peculiar form; indeed it is slightly paradoxical that a differ-
ential equation with rational coefficients admits polynomial solutions. However,
some of the underlying structure of the equation comes to light once we “clear
denominators” and re-express (3.25) using the following, bilinear formulation:
(ηy′′ − 2η′y′ + η′′y)− 2z (ηy′ − η′y) + 2(n− 2) ηy = 0 (3.26)
where
η = Wr[H1, H2] = 4 + 8z
2
Now the equation is bilinear in η, which is fixed and y = y(z) the dependent
variable, and nearly symmetric with respect to the two variables.
We can also rewrite expression (3.25) using Sturm-Liouville form, as(
Ŵy′
)′
= λŴy, (3.27)
where
Ŵ (z) =
e−z
2
η(z)2
, λ = −2n.
As before, the Sturm-Liouville form implies the orthogonality of the eigenpolyno-
mials: ∫ ∞
−∞
Ĥm(z)Ĥn(z)Ŵ (z)dz = 0, m 6= n, m, n 6= 1, 2
It is also possible to show that the exceptional polynomials satisfy recurrence
relations. However, now there are multiple relations of higher order:
4z(3 + 2z2)Ĥn = Ĥn+3 + 6n Ĥn+1 + 12n(n− 3) Ĥn−1 + 8n(n− 4)(n− 5) Ĥn−3,
(3.28)
16z2(1 + z2)Ĥn = Ĥn+4 + 8nĤn+2 + 4(6n
2 − 14n+ 1)Ĥn+ (3.29)
+ 32n(n− 3)(n− 4)Ĥn−2 + 16n(n− 3)(n− 5)(n− 6)Ĥn−4
Table 1 lists the degrees of the exceptional polynomials involved in the above recur-
rence at the values of n = 0, 3, 4, . . .. By inspection, Ĥ0 determines Ĥ3, Ĥ4, Ĥ6, . . . , Ĥ2k,
k ≥ 2. Relation (3.28) with n = 5 then determines Ĥ5. After that the Ĥ2k+1, k ≥ 3
are established. Observe that Ĥn(z), n ≥ 7 are determined by both relations (3.28)
and (3.29). Remarkably, the relations are coherent, in the sense that both rela-
tions give the same value of Ĥn(z), n ≥ 7. This may be explained by the fact that
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n RHS Degrees in relation (3.28) RHS Degrees in relation (3.29)
0 3 4,0
3 6,4,0 7,5,3
4 7,5,3 8,6,4,0
5 8,6,4 9,7,5,3
6 9,7,5,3 10,8,6,4
7 10,8,6,4 11,9,7,5,3
...
...
...
n ≥ 7 n+ 3, n+ 1, n− 1, n− 3 n+ 4, n+ 2, n, n− 2, n− 4
Table 1. Degrees in the exceptional recurrence relations
the finite-order difference operators that describe the RHS of (3.28) and (3.29)
commute with one another.
Exercise 5. Verify the recurrence relations (3.28) and (3.29) using a computer
algebra system and show that the finite-difference operators that define their right-
hand sides commute.
Finally, many of the properties of exceptional polynomials are explained by
the fact that there is a hidden relation between them and their classical counter-
parts. Let us define second order operators
T [y] = y′′ − 2zy′,
Tˆ [y] = y′′ −
(
2z +
8z
1 + 2z2
)
y′
and re-express the classical and exceptional Hermite differential equations in op-
erator form, respectively, as
−T [Hn] = 2nHn, n ∈ N − Tˆ [Ĥn] = 2nĤn, n 6= 1, 2.
Let us also introduce the second order operator
A[y] = Wr[H1, H2, y] = 4(1 + 2z
2)y′′ − 16zy′ + 16y.
Exercise 6. Verify that the three differential operators T, Tˆ and A satisfy the
following (second-order) intertwining relation:
TˆA = AT. (3.30)
Note that in the intertwining relations (2.2), operator A is first order, corre-
sponding to a single-step Darboux transformation. In this case, A is a second-order
differential operator that comes from a 2-tep Darboux-Crum transformation with
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seed functions H1 and H2. In general, up to a normalization constant, the ex-
ceptional polynomials are given by applying the intertwiner A to the classical
polynomials:
Ĥn ∝ A[Hn].
If we take the intertwining relation as proven, we obtain that
Tˆ [A[Hn]] = (TˆA)[Hn] = (AT )[Hn] = −2nA[Hn].
Thus, the intertwining relation “explains” why the Ĥn are eigenpolynomials of the
exceptional operator Tˆ . This is essentially the same argument as the one used in
Exercise 1, albeit with a higher-order intertwiner A.
4. Symmetric Painleve´ equations and Darboux dressing chains
And now for something completely different [50], or maybe not ? The set of six
nonlinear second order Painleve´ equations PI, . . . ,PVI have attracted considerable
interest in the past 100 years [9, 37]. They have the defining property that their
solutions have no movable branch points. The Painleve´ equations, whose solutions
are called Painleve´ transcendents, are now considered to be the nonlinear ana-
logues of special functions, cf. [9]. These functions, in general, are transcendental
in the sense that they cannot be expressed in terms of previously known func-
tions. However, the Painleve´ equations, except PI, also possess special families of
solutions that can be expressed via rational functions, algebraic functions or the
classical special functions, such as Airy, Bessel, parabolic cylinder, Whittaker or
hypergeometric functions, for special values of the parameters.
However, rather than studying the Painleve´ second order scalar equations,
we will follow Noumi and Yamada since it will prove to be more useful to rewrite
these equations as a system of first order equations, which will allow us not only
to understand the symmetry properties better, but also to generalize these system
to higher order equations with the same desired properties.
Definition 4.1. We define the A2-Painleve´ system as the following system of three
coupled nonlinear ODEs
f ′0 + f0(f1 − f2) = α0,
f ′1 + f1(f2 − f0) = α1, (4.1)
f ′2 + f2(f0 − f1) = α2,
subject to the condition
(f0 + f1 + f2)
′ = α0 + α1 + α2 = 1. (4.2)
where α0, α1, α2 ∈ C are complex parameters and fi = fi(z) are complex functions.
If the parameters take on arbitrary values, the general solution of this equa-
tion is transcendental. We are interested in this lecture to find solutions to (4.1)
where the functions fi = fi(z) are rational functions of z. A solution of (4.1) will
be a tuple of the form (f0, f1, f2|α0, α1, α2).
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The reason why this system is relevant is that by eliminating two of the
functions, we can reduce system (4.1) to a single second order nonlinear ODE,
that we will call PIV because it is the fourth equation in the list of six Painleve´
equations, namely:
y′′ =
1
2y
(y′)2 +
3
2
y3 + 4ty2 + 2(t2 − a)y + b
y
(4.3)
Exercise 7. Show that if the tuple (f0, f1, f2|α0, α1, α2) is a solution to (4.1), then
y = y(t) is a solution to (4.3), where:
f0 = −cy, z = − t
c
, c =
√
−1
2
, a = 2(α1 − α2), b = −2α20 (4.4)
We first take the derivative of the first equation in (4.1):
f ′′0 + f
′
0(f1 − f2) + f0(f ′1 − f ′2) = 0 (4.5)
Next subtract the third from the second equation to obtain
f ′1 − f ′2 = α1 − α2 − 2f1f2 + f0(f1 + f2)
and insert it into the previous equation, to get
f ′′0 + f
′
0(f1 − f2) + (α1 − α2)f0 − 2f1f2f0 + (f1 + f2)f20 = 0. (4.6)
From the first equation in (4.1) and the normalization f0 + f1 + f2 = z, we have
f1 − f2 = α0 − f
′
0
f0
(4.7)
f1 + f2 = z − f0 (4.8)
Now bearing in mind that 4f1f2 = (f1 + f2)
2 − (f1 − f2)2 we have also
4f1f2 = (z − f0)2 −
(
α0 − f ′0
f0
)2
(4.9)
Inserting (4.7) ,(4.8) and (4.9) into (4.6), and after some cancellations and grouping
terms we arrive at
f ′′0 =
f ′20
2f0
+
3
2
f30 − 2zf20 +
(
z2
2
+ α2 − α1
)
f0 − α
2
0
2f0
(4.10)
which after the rescaling of variable, function and parameters shown in (4.4) leads
finally to (4.3).
Now that we know the equivalence between solutions of (4.1), that we will
call sPIV, the symmetric form of PIV, it will be easier to work with the system than
with the equation. In particular, Noumi and Yamada showed [53] that system (4.1)
in invariant under a symmetry group, which acts by Ba¨cklund transformations on
a tuple of functions and parameters. This symmetry group is the affine Weyl
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group A
(1)
2 , generated by the operators {pi, s0, s1, s2} whose action on the tuple
(f0, f1, f2|α0, α1, α2) is given by:
sk(fj) = fj − αkδk+1,j
fk
+
αkδk−1,j
fk
,
sk(αj) = αj − 2αjδk,j + αk(δk+1,j + δk−1,j), (4.11)
pi(fj) = fj+1, pi(αj) = αj+1
where δk,j is the Kronecker delta and j, k = 0, 1, 2 mod (3).
The technique to generate rational solutions is to first identify a number
of very simple rational seed solutions, and then successively apply the Ba¨cklund
transformations (4.11) to generate families of rational solutions.
Exercise 8. Check that the tuple (z, 0, 0|1, 0, 0) satisfies (4.1). This is one possible
seed solution. Now use the Ba¨cklund transformations s0 and s1s0 to generate two
solution tuples, and check explicitly that the obtained solutions solves (4.1)
It is obvious that (z, 0, 0|1, 0, 0) satisfies (4.1). From (4.11), the action of s0
on the generic tuple (f0, f1, f2|α0, α1, α2) is given by
s0(f0) = f0, s0(α0) = −α0 (4.12)
s0(f1) = f1 − α0
f0
, s0(α1) = α1 + α0 (4.13)
s0(f2) = f2 +
α0
f0
, s0(α0) = α2 + α0 (4.14)
So we have then that s0(z, 0, 0|1, 0, 0) =
(
z, −1z ,
1
z | − 1, 1, 1
)
, and we can readily
verify that this tuple satisfies (4.1). In a similar manner, we see that
s1s0(z, 0, 0|1, 0, 0) = s1
(
z,
−1
z
,
1
z
∣∣∣− 1, 1, 1) = (0,−1
z
, z +
1
z
∣∣∣ 0,−1, 2)
which is also seen to satisfy (4.1).
In this way we can iteratively apply Ba¨cklund transformations on a small set
of seed solutions and generate many rational solutions to (4.1). This is a beautiful
approach, pioneered by the japanese school, and the transformations (4.11) have
a nice geometric interpretation in terms of reflection groups acting on the space
of parameters (α0, α1, α2). Note however that the solutions obtained by dressing
a given seed solution are hard to write in closed form, and in general the whole
procedure is more an algorithm to generate solutions than an explicit enumeration
of them. If we ask ourselves how many poles the rational solution s61 s
3
0(z, 0, 0|1, 0, 0)
has, this might be a difficult question to answer with this representation.
For this reason, we will not pursue this approach henceforth in these notes,
and we refer the interested reader to Noumi’s book [51] to learn the geometric
theory of Painleve´ equations, and their connections with other topics in integrable
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systems (τ -functions, Hirota bilinear equations, Jacobi-Trudi formulas, reductions
from KP equation, etc.).
We will concentrate in these lectures on alternative representations of the
rational solutions, most notably the determinantal representations [39,40].
Once we are aware of the symmetry structure of (4.1), the system admits a
natural generalization to any number of equations, known as the A
(1)
N -Painleve´ or
the Noumi-Yamada system. The even case (N = 2n) is considerably simpler (for
reasons that will be explained later), and it is the one we will focus on this notes.
Definition 4.2. We define the A
(1)
2n -Painleve´ system (or Noumi-Yamada system) as
the following system of 2n+ 1 coupled nonlinear ODEs
f ′i + fi
 n∑
j=1
fi+2j−1 −
n∑
j=1
fi+2j
 = αi, i = 0, . . . , 2n mod (2n+ 1) (4.15)
subject to the normalization condition
(f0 + · · ·+ f2n)′ = α0 + · · ·+ α2n = 1. (4.16)
The symmetry group of this higher order system is the affine Weyl group
A
(1)
2n , acting by Ba¨cklund transformations as in (4.11). The system has the Painleve´
property, and thus can be considered a proper higher order generalization of sPIV
(4.1), which corresponds to n = 1.
The goal of this lecture is to develop a systematic procedure to describe ratio-
nal solutions to system (4.11), providing an explicit representation of the solutions
in terms of Wronskian determinants whose entries are Hermite polynomials. This
is an alternative approach to the dressing of seed solutions by Ba¨cklund transfor-
mations described above.
4.1. Darboux dressing chains
The theory of dressing chains, or sequences of Schro¨dinger operators connected by
Darboux transformations was developed by Adler [2], and Veselov and Shabat [71].
The connection between dressing chains and Painleve´ equations was already shown
in [2] and it has been exploited by some authors [7,43–45,48,66–68,73]. This section
follows mostly the early works of Adler, Veselov and Shabat.
Consider the following sequence of Schro¨dinger operators
Li = −D2z + Ui, Dz =
d
dz
, Ui = Ui(z), i ∈ Z (4.17)
where each operator is related to the next by a Darboux transformation, i.e. by
the following factorization
Li = (Dz + wi)(−Dz + wi) + λi, wi = wi(z),
Li+1 = (−Dz + wi)(Dz + wi) + λi. (4.18)
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It follows that the functions wi satisfy the Riccati equations
w′i + w
2
i = Ui − λi, −w′i + w2i = Ui+1 − λi. (4.19)
Equivalently, wi are the log-derivatives of ψi, the seed function of the Darboux
transformation that maps  Li to  Li+1
Liψi = λiψi, where wi =
ψ′i
ψi
. (4.20)
Using (4.17) and (4.18), the potentials of the dressing chain are related by
Ui+1 = Ui − 2w′i, (4.21)
Ui+n = Ui − 2
(
w′i + · · ·+ w′i+n−1
)
, n ≥ 2 (4.22)
If we eliminate the potentials in (4.19) and set
ai = λi − λi+1 (4.23)
the following chain of coupled equations is obtained
(wi + wi+1)
′ + w2i+1 − w2i = ai, i ∈ Z
Before continuing, note that this infinite chain of equations has the evident reversal
symmetry
wi 7→ −w−i, ai 7→ −a−i. (4.24)
This infinite chain of equations closes and becomes a finite dimensional sys-
tem of ODEs if a cyclic condition is imposed on the potentials of the chain
Ui+p = Ui + ∆, i ∈ Z (4.25)
for some p ∈ N and ∆ ∈ C. If this holds, then necessarily wi+p = wi, ai+p = ai,
and
∆ = −(a0 + · · ·+ ap−1). (4.26)
Definition 4.3. A p-cyclic Darboux dressing chain (or factorization chain) with shift
∆ is a sequence of p functions w0, . . . , wp−1 and complex numbers a0, . . . , ap−1 that
satisfy the following coupled system of p Riccati-like ODEs
(wi + wi+1)
′ + w2i+1 − w2i = ai, i = 0, 1, . . . , p− 1 mod (p) (4.27)
subject to the condition (4.26).
Note that transformation
wi 7→ −w−i, ai 7→ −a−i, ∆ 7→ −∆ (4.28)
projects the reversal symmetry to the finite-dimensional system (4.27). Moreover,
for j = 0, 1 . . . , p− 1 we also have the cyclic symmetry
wi 7→ wi+j , ai 7→ ai+j , ∆ 7→ ∆ i = 0, . . . p− 1 mod (p)
In the classification of solutions to (4.27) it will be convenient to regard two solu-
tions related by a reversal symmetry or by a cyclic permutation as being equivalent.
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Adding the p equations (4.27) we immediately obtain a first integral of the
system
p−1∑
j=0
wj =
1
2z
p−1∑
j=0
aj = − 12∆z.
The equivalence between the A2n-Painleve´ system (4.15) and the cyclic dress-
ing chain (4.27) is given by the following proposition.
Proposition 4.4. If the tuple of functions and complex numbers (w0, . . . , w2n|a0, . . . , a2n)
satisfies a (2n+1)-cyclic Darboux dressing chain with shift ∆ as per Definition 4.3,
then the tuple
(
f0, . . . , f2n
∣∣α0, . . . , α2n) with
fi(z) = c (wi + wi+1) (cz) , i = 0, . . . , 2n mod (2n+ 1), (4.29)
αi = c
2ai, (4.30)
c2 = − 1
∆
(4.31)
solves the A2n-Painleve´ system (4.15) with normalization (4.16).
Proof. The linear transformation
fi = wi + wi+1, i = 0, . . . , 2n mod (2n+ 1) (4.32)
is invertible (only in the odd case p = 2n+ 1), the inverse transformation being
wi =
1
2
2n∑
j=0
(−1)jfi+j , i = 0, . . . , 2n mod (2n+ 1) (4.33)
They imply the relations
wi+1 − wi =
2n−1∑
j=0
(−1)jfi+j+1, i = 0, . . . , 2n mod (2n+ 1). (4.34)
Inserting (4.32) and (4.34) into the equations of the cyclic dressing chain (4.27)
leads to the A2n-Painleve´ system (4.15). For any constant c ∈ C, the scaling
transformation
fi 7→ cfi, z 7→ cz, αi 7→ c2αi
preserves the form of the equations (4.15). The choice c2 = − 1∆ ensures that the
normalization (4.16) always holds, for dressing chains with different shifts ∆. 
Remark 4.5. (2n)-cyclic dressing chains and A2n−1-Painleve´ systems are also re-
lated, but the mapping is given by a rational rather than a linear function. A
full treatment of this even cyclic case (which includes PV and its higher order
hierarchy) is considerably harder and shall be treated elsewhere.
The problem now becomes that of finding and classifying cyclic dressing
chains, i.e. Schro¨dinger operators and sequences of Darboux transformations that
reproduce the initial potential up to an additive shift ∆ after a fixed given number
of transformations.
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The theory of exceptional polynomials is intimately related with families of
Schro¨dinger operators connected by Darboux transformations [23,34]. Construct-
ing cyclic dressing chains on this class of potentials becomes a feasible task, and
knowledge of the effect of rational Darboux transformations on the potentials sug-
gests that the only family of potentials to be considered in the case of odd cyclic
dressing chains are the rational extensions of the harmonic oscillator [25], which
are exactly solvable potentials whose eigenfunctions are expressible in terms of
exceptional Hermite polynomials.
Each potential in this class can be indexed by a finite set of integers (speci-
fying the sequence of Darboux transformations applied on the harmonic oscillator
that lead to the potential), or equivalently by a Maya diagram, which becomes
very useful representation to capture a notion of equivalence and relations of the
type (4.25).
As mentioned before, the fact that all rational odd cyclic dressing chains
(and equivalently rational solutions to the A2n-Painleve´ system) must necessarily
belong to this class remains an open question. We conjecture that this is indeed
the case, and no rational solutions other than the ones described in the following
sections exist.
5. Rational extensions of the Harmonic oscillator
5.1. Maya diagrams
In this Section we construct odd cyclic dressing chains on potentials belonging to
the class of rational extensions of the harmonic oscillator. Every such potential
is represented by a Maya diagram, a rational Darboux transformation acting on
this class will be a flip operation on a Maya diagram and cyclic Darboux chains
correspond to cyclic Maya diagrams. With this representation, the main prob-
lem of constructing rational cyclic Darboux chains becomes purely algebraic and
combinatorial.
Following Noumi [51], we define a Maya diagram in the following manner.
Definition 5.1. A Maya diagram is a set of integers M ⊂ Z that contains a finite
number of positive integers, and excludes a finite number of negative integers. We
will use M to denote the set of all Maya diagrams.
Definition 5.2. Let m1 > m2 > · · · be the elements of a Maya diagram M arranged
in decreasing order. By assumption, there exists a unique integer sM ∈ Z such that
mi = −i+ sM for all i sufficiently large. We define sM to be the index of M .
We visualize a Maya diagram as a horizontally extended sequence of • and 
symbols with the filled symbol • in position i indicating membership i ∈M . The
defining assumption now manifests as the condition that a Maya diagram begins
with an infinite filled • segment and terminates with an infinite empty  segment.
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Definition 5.3. Let M be a Maya diagram, and
M− = {−m− 1: m /∈M,m < 0}, M+ = {m : m ∈M ,m ≥ 0}.
Let s1 > s2 > · · · > sp and t1 > t2 > · · · > tq be the elements of M− and M+
arranged in descending order.
We define the Frobenius symbol of M to be the double list (s1, . . . , sp |
tq, . . . , t1).
It is not hard to show that sM = q − p is the index of M . The classical
Frobenius symbol [3, 4, 64] corresponds to the zero index case where q = p. If M
is a Maya diagram, then for any k ∈ Z so is
M + k = {m+ k : m ∈M}.
The behaviour of the index sM under translation of k is given by
M ′ = M + k ⇒ sM ′ = sM + k. (5.1)
We will refer to an equivalence class of Maya diagrams related by such shifts as
an unlabelled Maya diagram. One can visualize the passage from an unlabelled to
a labelled Maya diagram as the choice of placement of the origin.
A Maya diagram M ⊂ Z is said to be in standard form if p = 0 and tq > 0.
Visually, a Maya diagram in standard form has only filled boxes • to the left of
the origin and one empty box  just to the right of the origin. Every unlabelled
Maya diagram permits a unique placement of the origin so as to obtain a Maya
diagram in standard form.
Exercise 9. Draw the box-and-ball representation of the Maya diagram
M = {. . . ,−9,−8,−7,−5,−4,−1, 1, 2}.
Find the Frobenius symbol and the index of M . Find a translation k such that
M ′ = M + k is in standard form, and write the Frobenius symbol, index and
box-and-ball representation of M ′.
The solution to the previous exercise can be found in the figure below.
Observe that the third diagram is in standard form, so k = 6 is the necesary
shift.
5.2. Hermite pseudo-Wronskians
We can interpret a Maya diagram with Frobenius symbol (s1, . . . , sr|tq, . . . , t1) as
the multi-index that specifies a multi-step rational Darboux transformation on the
harmonic oscillator, i.e. L 7→ LM , where
LM = −Dxx + x2 − 2
(
Wr[ϕ−s1 , . . . , ϕ−sr , ϕt1 , . . . , ϕtq ]
)
xx
where ϕk are the seed functions for rational Darboux transformations of the har-
monic oscillator described in (2.7). The first tuple in the Frobenius symbol specifies
seed functions with conjugate Hermite polynomials in (2.7) (virtual states) while
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Figure 1. Three equivalent Maya diagrams corresponding to the
partition λ = (4, 4, 3, 1, 1), together with their Frobenius repre-
sentation.
the second tuple specifies the bound states in (2.7). Getting rid of an overall ex-
ponential factor, we can associate to every Maya diagram a polynomial called a
Hermite pseudo-Wronskian.
Definition 5.4. Let M be a Maya diagram and (s1, . . . , sr|tq, . . . , t1) its correspond-
ing Frobenius symbol. Define the polynomial
HM = e
−rx2 Wr[ex
2
H˜s1 , . . . , e
x2H˜sr , Htq , . . . Ht1 ], (5.2)
where Wr denotes the Wronskian determinant of the indicated functions, and
H˜n(x) = i
−nHn(ix) (5.3)
is the nth degree conjugate Hermite polynomial.
It is not evident that HM in (5.2) is a polynomial, but this becomes clear
once we represent it using a slightly different determinant.
Proposition 5.5. The Wronskian HM admits the following alternative determinan-
tal representation
HM =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
H˜s1 H˜s1+1 . . . H˜s1+r+q−1
...
...
. . .
...
H˜sr H˜sr+1 . . . H˜sr+r+q−1
Htq DxHtq . . . D
r+q−1
x Htq
...
...
. . .
...
Ht1 DxHt1 . . . D
r+q−1
x Ht1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(5.4)
The term Hermite pseudo-Wronskian was coined in [27] because (5.4) is a mix of
a Casoratian and a Wronskian determinant.
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Exercise 10. Prove Proposition 5.5, i.e. prove the relation
HM = e
−rx2 Wr[ex
2
H˜s1 , . . . , e
x2H˜sr , Htq , . . . Ht1 ] =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
H˜s1 H˜s1+1 . . . H˜s1+r+q−1
...
...
. . .
...
H˜sr H˜sr+1 . . . H˜sr+r+q−1
Htq DxHtq . . . D
r+q−1
x Htq
...
...
. . .
...
Ht1 DxHt1 . . . D
r+q−1
x Ht1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
The desired identity follows by the fundamental relations satified by Hermite
polynomials
DxHn(x) = 2nHn−1(x), n ≥ 0,
DxH˜n(x) = 2nH˜n−1(x), n ≥ 0,
2xHn(x) = Hn+1(x) + 2nHn−1(x),
2xH˜n(x) = H˜n+1(x)− 2nH˜n−1(x),
Dx(e
x2H˜n(x)) = e
x2H˜n+1(x),
Dx(e
−x2hn(x)) = −e−x2hn+1(x).
(5.5)
together with the Wronskian identity
Wr[gf1, . . . , gfs] = g
s Wr[f1, . . . , fs], (5.6)
One remarkable property satisfied by all Maya diagrams in the same equiva-
lence class, is that their associated Hermite pseudo-Wronskians enjoy a very simple
relation: with an appropriate scaling, the Hermite pseudo-Wronskian of a given
Maya diagram is invariant under translations.
Proposition 5.6. Let HˆM be the normalized pseudo-Wronskian
HˆM =
(−1)rqHM∏
1≤i<j≤r(2sj − 2si)
∏
1≤i<j≤q(2ti − 2tj)
. (5.7)
Then for any Maya diagram M and k ∈ Z we have
HˆM = HˆM+k. (5.8)
The proof of this Proposition is not too hard and proceeds by induction: it is
enough to prove the equality by a shift of k = 1. We leave it as an exercise for the
interested reader. The proof can be seen in [27]. At least, to gain some practice
and convince ourselves of this result, we propose the following exercise.
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Exercise 11. Let M be the Maya diagram with Frobenius symbol (3, 2|2, 4). Write
down HˆM , HˆM+3 and HˆM−4. Compute the determinants and check that (5.8) is
verified.
The remarkable aspect of equation (5.8) is that the identity involves deter-
minants of different sizes. As mentioned above, every unlabelled Maya diagram
contains a Maya diagram in standard form, and its associated Hermite pseudo-
Wronskian (5.2) is just an ordinary Wronskian determinant whose entries are Her-
mite polynomials.An interesting problem is to determine the smallest determinant
in a given equivalence class, i.e. the minimum number of Darboux transformations
to reach a givne potential. The details on how to solve this problem are given
in [27].
Due to Proposition 5.6, we could restrict the analysis without loss of gener-
ality to Maya diagrams in standard form and Wronskians of Hermite polynomials,
but we will employ the general notation as it brings conceptual clarity to the
description of Maya cycles.
We will now introduce and study a class of potentials for Schro¨dinger op-
erators that will be used as building blocks for cyclic dressing chains: the set of
rational extensions of the harmonic oscillator, which, as we will see, amounts to
the set of potentials that one can obtain from U(x) = x2 by applying rational
Darboux-Crum transformations.
5.3. Rational extensions of the harmonic oscillator
Definition 5.7. A rational extension of the harmonic oscillator is a potential of the
form
U(x) = x2 +
a(x)
b(x)
, a, b polynomials, deg a ≤ deg b,
that is exactly solvable by polynomials, in the sense of Definition 2.1.
If b(x) has no real zeros, then L is a Sturm-Liouville operator on R with
quasi-polynomial eigenfunctions. The next Proposition proved in [25] states that
rational extensions of the harmonic oscillator can be put in one to one correspon-
dence with Maya diagrams. The details of this result are based on the theory of
trivial monodromy potentials and they exceed the scope of these lecture notes.
The interested reader is referred to [25] and [57] for further details.
Proposition 5.8. Let M ⊂ Z be a Maya diagram. Define
UM (x) = x
2 − 2D2x logHM + 2sM , (5.9)
where HM is the corresponding pseudo-Wronskian (5.2)- (5.4), and sM ∈ Z is the
index of M . Up to an additive constant, every rational extension of the harmonic
oscillator takes the form (5.9).
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The class of Schro¨dinger operators with potentials that are rational extensions
of the harmonic oscillator is invariant under a rational Darboux transformations.
Otherwise speaking, if we perform a rational Darboux transformation on a rational
extension of the harmonic oscillator, indexed by a Maya diagram M , we will obtain
another potential in the same class, indexed by M ′. Both M and M ′ differ only
in one element, as we show next.
Definition 5.9. We define the flip at position m ∈ Z to be the involution φm :
M→M defined by
φm : M 7→
{
M ∪ {m} if m /∈M
M \ {m} if m ∈M , M ∈M. (5.10)
In the first case, we say that φm acts on M by a state-deleting transformation
(→ •). In the second case, we say that φm acts by a state-adding transformation
(•→ ).
Using Crum’s formula for iterated Darboux transformations (2.8), and the
seed functions for rational DTs of the harmonic oscillator (2.7), it can be shown
that every quasi-rational eigenfunction of L = −D2x + UM (x) has the form
ψM,m = e
x2/2Hφm(M)
HM
, m ∈ Z, (5.11)
with
 =
{
−1 if m /∈M
+1 if m ∈M .
Explicitly, we have
LψM,m = (2m+ 1)ψM,m, m ∈ Z. (5.12)
Remark 5.10. The seed eigenfunctions (5.11) include the true eigenfunctions of L
plus other set of formal non square-integrable eigenfunctions, sometimes known
in the physics literature as virtual states, [60, 62]. For a correct spectral theoretic
interpretation one needs to ensure that the potential UM is regular, i.e. that HM
has no zeros in R. The set of Maya diagrams for which HM has no real zeros
was characterized (in a more general setting) independently by Krein [41] and
Adler [1], while the number of real zeros for HM was given in [22]. However, for
the purpose of this paper it is convenient stay within a purely formal setting and
keep the whole class of potentials UM , regardless of whether they have real poles
or not.
The relation between dressing chains of Darboux transformations for the class
of operators (5.9) and flip operations on Maya diagrams is made explicit by the
following proposition.
Proposition 5.11. Two Maya diagrams M,M ′ are related by a flip (5.10) if and
only if their associated rational extensions UM , UM ′ are connected by a Darboux
transformation (4.21).
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Proof. Suppose that m /∈ M and that M ′ = M ∪ {m} is a state-deleting flip
transformation of M . The seed function for the factorization is ψM,m defined in
(5.11). Set
wM,m =
ψ′M,m
ψM,m
= −x+ H
′
M ′
HM ′
− H
′
M
HM
. (5.13)
Since
sM ′ = sM + 1,
by (5.9), we have
1
2
(UM ′ − UM ) = 1 +Dx
(
H ′M
HM
− H
′
M ′
HM ′
)
= −w′M,m, (5.14)
so that (4.21) holds. Conversely, suppose that M and M ′ are such that (5.14)
holds for some w = w(x). If we define
w =
ψ′
ψ
, ψ = e−x
2/2HM ′
HM
,
then ψ must be a quasi-rational seed function for UM and it follows by (5.11) of
Proposition 5.8 that that M ′ = M ∪ {m} for some m /∈ M . The corresponding
result for state-adding Darboux transformations is done in a similar way. 
We see thus that the class of rational extensions of the harmonic oscillator is
indexed by Maya diagrams, and that the Darboux transformations that preserve
this class can be described by flip operations on Maya diagrams. It has recently
been noticed that Maya diagrams and rational extensions can be realized as cate-
gories, and their relation as a functor between categories, [24]. Now we are ready
to introduce the concept of cyclic Maya diagrams, and use them later to build
Darboux dressing chains on these potentials, and solutions to A
(1)
N -Painleve´.
5.4. Cyclic Maya diagrams
Cyclic Maya diagrams are just the ones such that we can perform a number of flip
operations on them, and recover the same Maya diagram up to a shift, [28]. We
introduce the necessary notation and precise definitions below.
Definition 5.12. For p ∈ N let Zp denote the set of all subsets of Z having cardi-
nality p. For µ = {µ1, . . . , µp} ∈ Zp we now define φµ to be the multi-flip
φµ = φµ1 ◦ · · · ◦ φµp . (5.15)
Definition 5.13. We say that M is p-cyclic with shift k, or (p, k) cyclic, if there
exists a µ ∈ Zp such that
φµ(M) = M + k. (5.16)
We will say that M is p-cyclic if it is (p, k) cyclic for some k ∈ Z.
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Proposition 5.14. For Maya diagrams M,M ′ ∈M, define the set
Υ(M,M ′) = (M \M ′) ∪ (M ′ \M) (5.17)
Then the multi-flip φµ where µ = Υ(M,M
′) is the unique multi-flip such that
M ′ = φµ(M) and Υ(M,M ′) M = φµ(M ′).
Intuitively, is the set of sites at which M and M ′ differ, so it is evident that
a multi-flip on these sites will turn M into M ′ and viceversa. As an immediate
corollary, we have the following.
Proposition 5.15. Let k be a non-zero integer. Every Maya diagram M ∈ M is
(p, k) cyclic where p is the cardinality of µ = Υ(M,M + k).
Exercise 12. For the following Maya diagrams, find the sequence of flip transfor-
mations µ = {µ0, µ1, µ2} such that M ′ = φµ(M) = M + k
k = 1 M = (∅|3, 4, 5, 6) = (−∞,−1] ∪ {3, 4, 5, 6}
k = 3 M = (3|1, 2, 4, 5, 8) = (−∞,−4] ∪ {−2,−1} ∪ {1, 2, 4, 5, 8}
In the first case, we see that M ′ = M +1 = (∅|0, 4, 5, 6, 7), so µ = Υ(M,M +
1) = (0, 3, 7). The first and third flips correspond to state-deleting transformations
(→ •), while the second is a state-adding transformation (•→ ). In the second
case, we have
M ′ = M + 3 = (∅|1, 2, 4, 5, 7, 8, 11) = (−∞,−1] ∪ {1, 2, 4, 5, 7, 8, 11}
so µ = Υ(M,M + 3) = (−3, 7, 11). In this case, all three transformations are
state-deleting (→ •).
Now we are able to establish the link between Maya cycles and cyclic dressing
chains composed of rational extensions of the harmonic oscillator.
Theorem 5.16. Let M ∈ M be a Maya diagram, k a non-zero integer, and p
the cardinality of µ = Υ(M,M + k). Let µ = {µ0, . . . , µp−1} be an arbitrary
enumeration of µ and set
M0 = M, Mi+1 = φµi(Mi), i = 0, 1, . . . , p− 1 (5.18)
so that Mp = M0 + k by construction. Set
wi = si x+
H ′Mi+1
HMi+1
− H
′
Mi
HMi
, i = 0, . . . , p− 1. (5.19)
αi = 2(µi − µi+1), (5.20)
where
si =
{
−1 if µi /∈M
+1 if µi ∈M
, (5.21)
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and
µp = µ0 + k.
Then, (w0, . . . , wp−1;α0, . . . , αp−1) constitutes a rational solution to the p-cyclic
dressing chain (4.27) with shift ∆ = 2k.
Proof. The result follows from the structure of the seed eigenfunctions (5.11) with
eigenvalues given by (5.12), after applying (4.20) and (4.23). The sign of si indi-
cates whether the (i+1)-th step of the chain that takes Li to Li+1 is a state-adding
(+1) or state-deleting (−1) transformation. 
So now we know that given a Maya n-cycle, we can build an n-cyclic dressing
chain and a rational solution to the Noumi-Yamada system. But we would like to
go further and classify cyclic Maya diagrams for any given (odd) period, which we
tackle next.
Remark 5.17. Under the correspondence described by Proposition 5.16, the rever-
sal symmetry (4.28) manifests as the transformation
(M0, . . . ,Mp) 7→ (Mp, . . . ,M0), (µ1, . . . , µp) 7→ (µp, . . . , µ1), k 7→ −k.
In light of the above remark, there is no loss of generality if we restrict our attention
to cyclic Maya diagrams with a positive shift k > 0.
6. Classification of cyclic Maya diagrams
In this section we introduce two new concepts on Maya diagrams: genus and
interlacing, which become a key ingredient in the characterization of cyclic Maya
diagrams. But before we do so, let us introduce another way to specify a Maya
diagram, which becomes more convenient for the task that we now face.
For β ∈ Z2g+1 define the Maya diagram
Ξ(β) = (−∞, β0) ∪ [β1, β2) ∪ · · · ∪ [β2g−1, β2g) (6.1)
where
[m,n) = {j ∈ Z : m ≤ j < n}
and where β0 < β1 < · · · < β2g is the strictly increasing enumeration of β.
Proposition 6.1. Every Maya diagram M ∈M has a unique representation of the
form M = Ξ(β) where β is a set of integers of odd cardinality 2g + 1.
Definition 6.2. We call the integer g ≥ 0 the genus ofM = Ξ(β) and (β0, β1, . . . , β2g)
the block coordinates of M .
Remark 6.3. To motivate Definition 6.2, it is perhaps more illustrative to under-
stand the visual meaning of the genus of M , see the Maya diagram below. After
removal of the initial infinite • segment and the trailing infinite  segment, a
Maya diagram consists of alternating empty  and filled • segments of variable
length. The genus g counts the number of such pairs. The even block coordinates
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β2i indicate the starting positions of the empty segments, and the odd block co-
ordinates β2i+1 indicated the starting positions of the filled segments. Also, note
that M is in standard form if and only if β0 = 0.
Exercise 13. Draw the box-ball diagram corresponding to the genus-2 Maya dia-
gram with block coordinates (β0, . . . , β4) = (2, 3, 5, 7, 10) and give its Frobenius
symbol.
Since β0 = 2, to the left of 2 all sites are filled and site 2 is empty. Next we have
filled block [β1, β2) = [3, 5) of size 2 and another filled block at [β3, β3) = [7, 10)
of size 3. All sites are empty to the right of β4 = 10.
... ...
−3 −2 −1 0 1 2 3 4 5 6 7 8 9 10 11
β0 β1 β2 β3 β4
M = (−∞, β0) ∪ [β1, β2) ∪ [β3, β4)
Note that the genus is both the number of finite-size empty blocks and the number
of finite-size filled blocks.
Exercise 14. Let M = Ξ(β) be a Maya diagram specified by its block coordinates
. Prove that
β = Υ(M,M + 1).
Proof. Observe that
M + 1 = (−∞, β0] ∪ (β1, β2] ∪ · · · ∪ (β2g−1, β2g],
where
(m,n] = {j ∈ Z : m < j ≤ n}.
It follows that
(M + 1) \M = {β0, . . . , β2g}
M \ (M + 1) = {β1, . . . , β2g−1}.
The desired conclusion follows immediately. 
Let Mg denote the set of Maya diagrams of genus g. The above discus-
sion may be summarized by saying that the mapping (14) defines a bijection
Ξ : Z2g+1 → Mg, and that the block coordinates are precisely the flip sites re-
quired for a translation M 7→M + 1.
The next concept we need to introduce is the interlacing and modular de-
composition.
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Definition 6.4. Fix a k ∈ N and let M (0),M (1), . . .M (k−1) ⊂ Z be sets of integers.
We define the interlacing of these to be the set
Θ
(
M (0),M (1), . . .M (k−1)
)
=
k−1⋃
i=0
(kM (i) + i), (6.2)
where
kM + j = {km+ j : m ∈M}, M ⊂ Z.
Dually, given a set of integers M ⊂ Z and a k ∈ N define the sets
M (i) = {m ∈ Z : km+ i ∈M}, i = 0, 1, . . . , k − 1.
We will call the k-tuple of sets
(
M (0),M (1), . . .M (k−1)
)
the k-modular decompo-
sition of M .
The following result follows directly from the above definitions.
Proposition 6.5. We have M = Θ
(
M (0),M (1), . . .M (k−1)
)
if and only if(
M (0),M (1), . . .M (k−1)
)
is the k-modular decomposition of M .
Even though the above operations of interlacing and modular decomposition
apply to general sets, they have a well defined restriction to Maya diagrams. Indeed,
it is not hard to check that if M = Θ
(
M (0),M (1), . . .M (k−1)
)
and M is a Maya
diagram, then M (0),M (1), . . .M (k−1) are also Maya diagrams. Conversely, if the
latter are all Maya diagrams, then so is M . Another important case concerns the
interlacing of finite sets. The definition (6.2) implies directly that if µ(i) ∈ Zpi , i =
0, 1, . . . , k − 1 then
µ = Θ
(
µ(0), . . . ,µ(k−1)
)
is a finite set of cardinality p = p0 + · · ·+ pk−1.
Visually, each of the k Maya diagrams is dilated by a factor of k, shifted
by one unit with respect to the previous one and superimposed, so the interlaced
Maya diagram incorporates the information from M (0), . . .M (k−1) in k different
modular classes. In other words, the interlaced Maya diagram is built by copying
sequentially a filled or empty box as determined by each of the k Maya diagrams.
Exercise 15. For the following three Maya diagrams, given by their block coordi-
nates:
M0 = Ξ(0, 1, 4), M1 = Ξ(−1, 1, 3, 5, 6), M2 = Ξ(4)
Draw the box-square diagram of the interlaced diagram M = Θ(M0,M1,M2) and
give the block coordinates and the 3-block coordinates of M .
Equipped with these notions of genus and interlacing, we are now ready to
state the main result for the classification of cyclic Maya diagrams.
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... ... M0 = Ξ(0, 1, 4), g0 = 1
−4 −3 −2 −1 0 1 2 3 4 5 6
... ... M1 = Ξ(−1, 1, 3, 5, 6), g1 = 2
... ... M2 = Ξ(4), g2 = 0
−5 −4 −3 −2 −1 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
M = Θ(M0,M1,M2) = Ξ3(0, 1, 4| − 1, 1, 3, 5, 6|4) = Ξ(−2,−1, 0, 2, 10, 11, 12, 16, 17)
Theorem 6.6. Let M = Θ
(
M (0),M (1), . . .M (k−1)
)
be the k-modular decomposition
of a given Maya diagram M . Let gi be the genus of M
(i), i = 0, 1, . . . , k−1. Then,
M is (p, k)-cyclic where
p = p0 + p1 + · · ·+ pk−1, pi = 2gi + 1. (6.3)
Proof. Let β(i) = Υ
(
M (i),M (i+1)
) ∈ Zpi be the block coordinates of M (i), i =
0, 1, . . . , k−1. Consider the interlacing µ = Θ
(
β(0), . . . ,β(k−1)
)
. From Exercise 14
we have that,
φβ(i)
(
M (i)
)
= M (i) + 1.
so it follows that
φµ(M) = φΘ(β(0),...,β(k−1))Θ
(
M (0), . . . ,M (k−1)
)
= Θ
(
φβ(0)(M
(0)), . . . , φβ(k−1)(M
(k−1))
)
= Θ
(
M (0) + 1, . . . ,M (k−1) + 1
)
= Θ
(
M (0), . . . ,M (k−1)
)
+ k
= M + k.
Therefore, M is (p, k) cyclic where the value of p agrees with (6.3). 
Normally we will have a bound on the period p, and the classification problem
is to describe all possible (p, k)-cyclic Maya diagrams for all values of k > 0.
Theorem 6.6 sets the way to do this.
Corollary 6.7. For a fixed period p ∈ N, there exist p-cyclic Maya diagrams with
shifts k = p, p− 2, . . . , bp/2c, and no other positive shifts are possible.
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Remark 6.8. The highest shift k = p corresponds to the interlacing of p trivial
(genus 0) Maya diagrams.
6.1. Indexing Maya p-cycles
We now introduce a combinatorial system for describing rational solutions of p-
cyclic factorization chains. First, we require a generalized notion of block coordi-
nates suitable for describing p-cyclic Maya diagrams.
Definition 6.9. Let M = Θ
(
M (0), . . .M (k−1)
)
be a k-modular decomposition of a
(p, k) cyclic Maya diagram. For i = 0, 1, . . . , k − 1 let β(i) =
(
β
(i)
0 , . . . , β
(i)
pi−1
)
be
the block coordinates of M (i) enumerated in increasing order. In light of the fact
that
M = Θ
(
Ξ(β(0)), . . . ,Ξ(β(k−1))
)
,
we will refer to the concatenated sequence
(β0, β1, . . . , βp−1) = (β(0)|β(1)| . . . |β(k−1))
=
(
β
(0)
0 , . . . , β
(0)
p0−1|β
(1)
0 , . . . , β
(1)
p1−1| . . . |β
(k−1)
0 , . . . , β
(k−1)
pk−1−1
)
as the k-block coordinates of M . Formally, the correspondence between k-block
coordinates and Maya diagram is described by the mapping
Ξk : Z2g0+1 × · · · × Z2gk−1+1 →M
with action
Ξk : (β
(0)|β(1)| . . . |β(k−1)) 7→ Θ
(
Ξ(β(0)), . . . ,Ξ(β(k−1))
)
Definition 6.10. Fix a k ∈ N. For m ∈ Z let [m]k ∈ {0, 1, . . . , k − 1} denote the
residue class of m modulo division by k. For m,n ∈ Z say that m 4k n if and only
if
[m]k < [n]k, or [m]k = [n]k and m ≤ n.
In this way, the transitive, reflexive relation 4k forms a total order on Z.
Proposition 6.11. Let M be a (p, k) cyclic Maya diagram. There exists a unique
p-tuple of integers (µ0, . . . , µp−1) strictly ordered relative to 4k such that
φµ(M) = M + k (6.4)
Proof. Let (β0, . . . , βp−1) = (β(0)|β(1)| . . . |β(k−1)) be the k-block coordinates of
M . Set
µ = Θ
(
β(0), . . . ,β(k−1)
)
so that (6.4) holds by the proof to Theorem 6.6. The desired enumeration of µ is
given by
(kβ0, . . . , kβp−1) + (0p0 , 1p1 , . . . , (k − 1)pk−1)
where the exponents indicate repetition. Explicitly, (µ0, . . . , µp−1) is given by(
kβ
(0)
0 , . . . , kβ
(0)
p0−1, kβ
(1)
0 + 1, . . . , kβ
(1)
p1−1 + 1, . . . , kβ
(k−1)
0 + k − 1, . . . , kβ(k−1)pk−1−1 + k − 1
)
.
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
Definition 6.12. In light of (6.4) we will refer to the just defined tuple (µ0, µ1, . . . , µp−1)
as the k-canonical flip sequence of M and refer to the tuple (p0, p1, . . . , pk−1) as
the k-signature of M .
By Proposition 5.16 a rational solution of the p-cyclic dressing chain requires
a (p, k) cyclic Maya diagram, and an additional item data, namely a fixed ordering
of the canonical flip sequence. We will specify such ordering as
µpi = (µpi0 , . . . , µpip−1)
where pi = (pi0, . . . , pip−1) is a permutation of (0, 1, . . . , p− 1). With this notation,
the chain of Maya diagrams described in Proposition 5.16 is generated as
M0 = M, Mi+1 = φµpii (Mi), i = 0, 1, . . . , p− 1. (6.5)
Remark 6.13. Using a translation it is possible to normalize M so that µ0 = 0.
Using a cyclic permutation and it is possible to normalize pi so that pip = 0. The
net effect of these two normalizations is to ensure that M0,M1, . . . ,Mp−1 have
standard form.
Remark 6.14. In the discussion so far we have imposed the hypothesis that the
sequence of flips that produces a translation M 7→ M + k does not contain any
repetitions. However, in order to obtain a full classification of rational solutions,
it will be necessary to account for degenerate chains which include multiple flips
at the same site.
To that end it is necessary to modify Definition 5.12 to allow µ to be a multi-
set3, and to allow µ0, µ1, . . . , µp−1 in (14) to be merely a non-decreasing sequence.
This has the effect of permitting  and • segments of zero length wherever µi+1 =
µi. The Ξ-image of such a non-decreasing sequence is not necessarily a Maya
diagram of genus g, but rather a Maya diagram whose genus is bounded above by
g.
It is no longer possible to assert that there is a unique µ such that φµ(M) =
M + k, because it is possible to augment the non-degenerate µ = Υ(M,M + k)
with an arbitrary number of pairs of flips at the same site to arrive at a degenerate
µ′ such that φµ′(M) = M + k also. The rest of the theory remains unchanged.
6.2. Rational solutions of A4-Painleve´
In this section we will put together all the results derived above in order to describe
an effective way of labelling and constructing all the rational solutions to the
A2k-Painleve´ system based on cyclic dressing chains of rational extensions of the
harmonic oscillator, [12]. We conjecture that the construction described below
covers all rational solutions to such systems. As an illustrative example, we describe
all rational solutions to the A4-Painleve´ system, and we fournish examples in each
signature class.
3A multi-set is generalization of the concept of a set that allows for multiple instances for each
of its elements.
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For odd p, in order to specify a Maya p-cycle, or equivalently a rational
solution of a p-cyclic dressing chain, we need to specify three items of data:
1. a signature sequence (p0, . . . , pk−1) consisting of odd positive integers that
sum to p. This sequence determines the genus of the k interlaced Maya dia-
grams that give rise to a (p, k)-cyclic Maya diagram M . The possible values
of k are given by Corollary 6.7.
2. Once the signature is fixed, we need to specify the k-block coordinates
(β0, . . . , βp−1) = (β(0)| . . . |β(k−1))
where β(i) = (β
(i)
0 , . . . , β
(i)
pi ) are the block coordinates that define each of the
interlaced Maya diagrams M (i). These two items of data specify uniquely a
(p, k)-cyclic Maya diagramM , and a canonical flip sequence µ = (β0, . . . , βp−1)
. The next item specifies a given p-cycle that contains M .
3. Once the k-block coordinates and canonical flip sequence µ are fixed, we still
have the freedom to choose a permutation pi ∈ Sp of (0, 1, . . . , p − 1) that
specifies the actual flip sequence µpi, i.e. the order in which the flips in the
canonical flip sequence are applied to build the Maya p-cycle.
For any signature of a Maya p-cycle, we need to specify the p integers in the
canonical flip sequence, but following Remark 6.13, we can get rid of translation
invariance by setting µ0 = β
(0)
0 = 0, leaving only p− 1 free integers. Moreover, we
can restrict ourselves to permutations such that pip = 0 in order to remove the
invariance under cyclic permutations. The remaining number of degrees of freedom
is p− 1, which (perhaps not surprisingly) coincides with the number of generators
of the symmetry group A
(1)
p−1. This is a strong indication that the class described
above captures a generic orbit of a seed solution under the action of the symmetry
group.
We now illustrate the general theory by describing the rational solutions of
the A
(1)
4 - Painleve´ system, whose equations are given by
f ′0 + f0(f1 − f2 + f3 − f4) = α0,
f ′1 + f1(f2 − f3 + f4 − f0) = α1,
f ′2 + f2(f3 − f4 + f0 − f1) = α2, (6.6)
f ′3 + f3(f4 − f0 + f1 − f2) = α3,
f ′4 + f4(f0 − f1 + f2 − f3) = α4,
with normalization
f0 + f1 + f2 + f3 + f4 = z.
Theorem 6.15. Rational solutions of the A
(1)
4 -Painleve´ system (6.6) correspond
to chains of 5-cyclic Maya diagrams belonging to one of the following signature
classes:
(5), (3, 1, 1), (1, 3, 1), (1, 1, 3), (1, 1, 1, 1, 1).
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With the normalization pi4 = 0 and µ0 = 0, each rational solution may be uniquely
labeled by one of the above signatures, a 4-tuple of arbitrary non-negative integers
(n1, n2, n3, n4), and a permutation (pi0, pi1, pi2, pi3) of (1, 2, 3, 4). For each of the
above signatures, the corresponding k-block coordinates of the initial 5-cyclic Maya
diagram are then given by
k = 1 (5) (0, n1, n1 + n2, n1 + n2 + n3, n1 + n2 + n3 + n4)
k = 3 (3, 1, 1) (0, n1, n1 + n2|n3|n4)
k = 3 (1, 3, 1) (0|n1, n1 + n2, n1 + n2 + n3|n4)
k = 3 (1, 1, 3) (0|n1|n2, n2 + n3, n2 + n3 + n4)
k = 5 (1, 1, 1, 1, 1) (0|n1|n2|n3|n4)
We show specific examples with shifts k = 1, 3 and 5 and signatures (5),
(1, 1, 3) and (1, 1, 1, 1, 1).
Exercise 16. Construct a (5, 1)-cyclic Maya diagram in the signature class (5) with
(n1, n2, n3, n4) = (2, 3, 1, 1) and permutation (34210). Build the corresponding set
of rational solutions to A4-Painleve´.
The first Maya diagram in the cycle is M0 = Ξ(0, 2, 5, 6, 7), depicted in the
first row of Figure 2. The canonical flip sequence is µ = (0, 2, 5, 6, 7). The permu-
tation (34210) gives the chain of Maya diagrams shown in Figure 2. Note that the
permutation specifies the sequence of block coordinates that get shifted by one
at each step of the cycle. This type of solutions with signature (5) were already
studied in [20], and they are based on a genus 2 generalization of the generalized
Hermite polynomials that appear in the solution of PIV (A2-Painleve´).
M0 = Ξ (0, 2, 5, 6, 7)
M1 = Ξ (0, 2, 5, 7, 7)
M2 = Ξ (0, 2, 5, 7, 8)
M3 = Ξ (0, 2, 6, 7, 8)
M4 = Ξ (0, 3, 6, 7, 8)
M5 = Ξ (1, 3, 6, 7, 8) = M0 + 1
−1 0 1 2 3 4 5 6 7 8
Figure 2. A Maya 5-cycle with shift k = 1 for the choice
(n1, n2, n3, n4) = (2, 3, 1, 1) and permutation pi = (34210).
We shall now provide the explicit construction of the rational solution to
the A4-Painleve´ system (6.6), by using Proposition 5.16 and Proposition 4.4. The
permutation pi = (34210) on the canonical sequence µ = (0, 2, 5, 6, 7) produces
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the flip sequence µpi = (6, 7, 5, 2, 0), so that the values of the αi parameters given
by (5.20) become (α0, α1, α2, α3, α4) = (−2, 4, 6, 4,−14). The pseudo-Wronskians
corresponding to each Maya diagram in the cycle are ordinary Wronskians, which
will always be the case with the normalization imposed in Remark 6.13. They read
(see Figure 2):
HM0(z) = Wr(H2, H3, H4, H6)
HM1(z) = Wr(H2, H3, H4)
HM2(z) = Wr(H2, H3, H4, H7)
HM3(z) = Wr(H2, H3, H4, H5, H7)
HM4(z) = Wr(H3, H4, H5, H7)
where Hn = Hn(z) is the n-th Hermite polynomial. The rational solution to the
dressing chain is given by the tuple (w0, w1, w2, w3, w4|α0, α1, α2, α3, α4), where αi
and wi are given by (5.19)-(5.20) as:
w0(z) = z +
d
dz
[
logHM1(z)− logHM0(z)
]
, a0 = −2,
w1(z) = −z + d
dz
[
logHM2(z)− logHM1(z)
]
, a1 = 4,
w2(z) = −z + d
dz
[
logHM3(z)− logHM2(z)
]
, a2 = 6,
w3(z) = z +
d
dz
[
logHM4(z)− logHM3(z)
]
, a3 = 4,
w4(z) = −z + d
dz
[
logHM0(z)− logHM4(z)
]
, a4 = −14.
Finally, Proposition 5.16 implies that the corresponding rational solution to the
A4-Painleve´ system (4.15) is given by the tuple (f0, f1, f2, f3, f4|α0, α1, α2, α3, α4),
where
f0(z) =
d
dz
[
logHM2(c1z)− logHM0(c1z)
]
, α0 = 1,
f1(z) = z +
d
dz
[
logHM3(c1z)− logHM1(c1z)
]
, α1 = −2,
f2(z) =
d
dz
[
logHM4(c1z)− logHM2(c1z)
]
, α2 = −3,
f3(z) =
d
dz
[
logHM0(c1z)− logHM3(c1z)
]
, α3 = −2,
f4(z) =
d
dz
[
logHM1(c1z)− logHM4(c1z)
]
, α4 = 7.
with c21 = − 12 .
Example 6.16. To illustrate the existence of degenerate Maya cycles, we construct
one such degenerate example belonging to the (5) signature class, by choosing
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(n1, n2, n3, n4) = (1, 1, 2, 0). The presence of n4 = 0 means that the first Maya
diagram has genus 1 instead of the generic genus 2, with block coordinates given
by M0 = Ξ (0, 1, 2, 4, 4). The canonical flip sequence µ = (0, 1, 2, 4, 4) contains
two flips at the same site, so it is not unique. Choosing the permutation (42130)
produces the chain of Maya diagrams shown in Figure 3. The explicit construction
of the rational solutions follows the same steps as in the previous example, and we
shall omit it here. It is worth noting, however, that due to the degenerate character
of the chain, three linear combinations of f0, . . . , f4 will provide a solution to the
lower rankA2-Painleve´. If the two flips at the same site are performed consecutively
in the cycle, the embedding of A
(1)
2 into A
(1)
4 is trivial and corresponds to setting
two consecutive fi to zero. This is not the case in this example, as the flip sequence
is µpi = (4, 2, 1, 4, 0), which produces a non-trivial embedding.
M0 = Ξ (0, 1, 2, 4, 4)
M1 = Ξ (0, 1, 2, 4, 5)
M2 = Ξ (0, 1, 3, 4, 5)
M3 = Ξ (0, 2, 3, 4, 5)
M4 = Ξ (0, 2, 3, 5, 5)
M5 = Ξ (1, 2, 3, 5, 5) = M0 + 1
−1 0 1 2 3 4 5
Figure 3. A degenerate Maya 5-cycle with k = 1 for the choice
(n1, n2, n3, n4) = (1, 1, 2, 0) and permutation pi = (42130).
Exercise 17. Construct a (5, 3)-cyclic Maya diagram in the signature class (1, 1, 3)
with (n1, n2, n3, n4) = (3, 1, 1, 2) and permutation (41230). Show the explicit form
of the rational solutions to the dressing chain and A4-Painleve´.
The first Maya diagram has 3-block coordinates (0|3|1, 2, 4) and the canonical
flip sequence is given by µ = Θ (0|3|1, 2, 4) = (0, 10, 5, 8, 14). The permutation
(41230) gives the chain of Maya diagrams shown in Figure 4. Note that, as in
Example 16, the permutation specifies the order in which the 3-block coordinates
are shifted by +1 in the subsequent steps of the cycle. This type of solutions in
the signature class (1, 1, 3) were not given in [20], and they are new to the best of
our knowledge.
We proceed to build the explicit rational solution to the A4-Painleve´ system
(6.6). In this case, the permutation pi = (41230) on the canonical sequence µ =
(0, 10, 5, 8, 14) produces the flip sequence µpi = (14, 10, 5, 8, 0), so that the values of
the αi parameters given by (5.20) become (α0, α1, α2, α3, α4) = (8, 10,−6, 16,−34).
The pseudo-Wronskians corresponding to each Maya diagram in the cycle are or-
dinary Wronskians, which will always be the case with the normalization imposed
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M0 = Ξ3 (0|3|1, 2, 4)
M1 = Ξ3 (0|3|1, 2, 5)
M2 = Ξ3 (0|4|1, 2, 5)
M3 = Ξ3 (0|4|2, 2, 5)
M4 = Ξ3 (0|4|2, 3, 5)
M5 = Ξ3 (1|4|2, 3, 5) = M0 + 3
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Figure 4. A Maya 5-cycle with shift k = 3 for the choice
(n1, n2, n3, n4) = (3, 1, 1, 2) and permutation pi = (41230).
in Remark 6.13. They read (see Figure 4):
HM0(z) = Wr(H1, H2, H4, H7, H8, H11)
HM1(z) = Wr(H1, H2, H4, H7, H8, H11, H14)
HM2(z) = Wr(H1, H2, H4, H7, H8, H10, H11, H14)
HM3(z) = Wr(H1, H2, H4, H5, H7, H8, H10, H11, H14)
HM4(z) = Wr(H1, H2, H4, H5, H7, H10, H11, H14)
where Hn = Hn(z) is the n-th Hermite polynomial. The rational solution to the
dressing chain is given by the tuple (w0, w1, w2, w3, w4|α0, α1, α2, α3, α4), where αi
and wi are given by (5.19)-(5.20) as:
w0(z) = −z + d
dz
[
logHM1(z)− logHM0(z)
]
, a0 = 8,
w1(z) = −z + d
dz
[
logHM2(z)− logHM1(z)
]
, a1 = 10,
w2(z) = −z + d
dz
[
logHM3(z)− logHM2(z)
]
, a2 = −6,
w3(z) = z +
d
dz
[
logHM4(z)− logHM3(z)
]
, a3 = 16,
w4(z) = −z + d
dz
[
logHM0(z)− logHM4(z)
]
, a4 = −34.
Finally, Proposition 4.4 implies that the corresponding rational solution to the
A4-Painleve´ system (4.15) is given by the tuple (f0, f1, f2, f3, f4|α0, α1, α2, α3, α4),
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where
f0(z) =
1
3z +
d
dz
[
logHM2(c2z)− logHM0(c2z)
]
, α0 = − 43 ,
f1(z) =
1
3z +
d
dz
[
logHM3(c2z)− logHM1(c2z)
]
, α1 = − 53 ,
f2(z) =
d
dz
[
logHM4(c2z)− logHM2(c2z)
]
, α2 = 1,
f3(z) =
d
dz
[
logHM0(c2z)− logHM3(c2z)
]
, α3 = − 83 ,
f4(z) =
1
3z +
d
dz
[
logHM1(c2z)− logHM4(c2z)
]
, α4 =
17
3 .
with c22 = − 16 .
Exercise 18. Construct a (5, 5)-cyclic Maya diagram in the signature class
(1, 1, 1, 1, 1) with (n1, n2, n3, n4) = (2, 3, 0, 1) and permutation (32410). Show the
explicit form of the rational solutions to the dressing chain and A4-Painleve´.
With the above choice, the first Maya diagram o the cycle has 5-block coor-
dinates (0|2|3|0|1), and the canonical flip sequence is given by µ = Θ (0|2|3|0|1) =
(0, 11, 17, 3, 9). The permutation (32410) gives the chain of Maya diagrams shown
in Figure 5. Note that, as it happens in the previous examples, the permutation
specifies the order in which the 5-block coordinates are shifted by +1 in the sub-
sequent steps of the cycle. This type of solutions with signature (1, 1, 1, 1, 1) were
already studied in [20], and they are based on a generalization of the Okamoto
polynomials that appear in the solution of PIV (A2-Painleve´).
Figure 5. A Maya 5-cycle with shift k = 5 for the choice
(n1, n2, n3, n4) = (2, 3, 0, 1) and permutation pi = (32410).
We proceed to build the explicit rational solution to the A4-Painleve´ system
(6.6). In this case, the permutation pi = (32410) on the canonical sequence µ =
(0, 11, 17, 3, 9) produces the flip sequence µpi = (3, 17, 9, 11, 0), so that the values of
the αi parameters given by (5.20) become (α0, α1, α2, α3, α4) = (−28, 16,−4, 22,−16).
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The pseudo-Wronskians corresponding to each Maya diagram in the cycle are or-
dinary Wronskians, which will always be the case with the normalization imposed
in Remark 6.13. They read:
HM0(z) = Wr(H1, H2, H4, H6, H7, H12)
HM1(z) = Wr(H1, H2, H3, H4, H6, H7, H12)
HM2(z) = Wr(H1, H2, H3, H4, H6, H7, H12, H17)
HM3(z) = Wr(H1, H2, H3, H4, H6, H7, H9, H12, H17)
HM4(z) = Wr(H1, H2, H3, H4, H6, H7, H9, H11, H12, H17)
where Hn = Hn(z) is the n-th Hermite polynomial. The rational solution to the
dressing chain is given by the tuple (w0, w1, w2, w3, w4|α0, α1, α2, α3, α4), where αi
and wi are given by (5.19)-(5.20) as:
w0(z) = −z + d
dz
[
logHM1(z)− logHM0(z)
]
, a0 = −28
w1(z) = −z + d
dz
[
logHM2(z)− logHM1(z)
]
, a1 = 16,
w2(z) = −z + d
dz
[
logHM3(z)− logHM2(z)
]
, a2 = −4,
w3(z) = −z + d
dz
[
logHM4(z)− logHM3(z)
]
, a3 = 22
w4(z) = −z + d
dz
[
logHM0(z)− logHM4(z)
]
, a4 = −16.
Finally, Proposition 5.16 implies that the corresponding rational solution to the
A4-Painleve´ system (4.15) is given by the tuple (f0, f1, f2, f3, f4|α0, α1, α2, α3, α4),
where
f0(z) =
1
5z +
d
dz
[
logHM2(c3z)− logHM0(c3z)
]
, α0 =
14
5 ,
f1(z) =
1
5z +
d
dz
[
logHM3(c3z)− logHM1(c3z)
]
, α1 = − 85 ,
f2(z) =
1
5z +
d
dz
[
logHM4(c3z)− logHM2(c3z)
]
, α2 =
2
5 ,
f3(z) =
1
5z +
d
dz
[
logHM0(c3z)− logHM3(c3z)
]
, α3 = − 115 ,
f4(z) =
1
5z +
d
dz
[
logHM1(c3z)− logHM4(c3z)
]
, α4 =
8
5 .
with c23 = − 110 .
Exceptional orthogonal polynomials and Painleve´ equations 45
Acknowledgements
The research of DGU has been supported in part by the Spanish Ministerio de
Ciencia, Innovacio´n y Universidades and ERDF under contracts RTI2018-100754-
B-I00 and PGC2018-096504-B-C33. The research of RM was supported in part by
NSERC grant RGPIN-228057-2009. DGU would like to thank Mama Foupagnigni,
Wolfram Koepf, the Volkswagen Stiftung and the African Institute of Mathemati-
cal Sciences for their hospitality during the Workshop on Introduction to Orthog-
onal Polynomials and Applications, Duala (Cameroon), where these lectures were
first taught.
References
[1] V. E`. Adler, A modification of Crum’s method, Theoret. and Math. Phys. 101 (1994),
no. 3, 1381–1386.
[2] , Nonlinear chains and Painleve´ equations, Phys. D 73 (1994), no. 4, 335–351.
[3] George E. Andrews, The theory of partitions, Cambridge University Press, Cam-
bridge, 1998. MR 1634067
[4] George E. Andrews and Kimmo Eriksson, Integer partitions, Cambridge University
Press, Cambridge, 2004. MR 2122332
[5] B. Bagchi, Y. Grandati, and C. Quesne, Rational extensions of the trigonometric
Darboux-Po¨schl-Teller potential based on para-Jacobi polynomials, J. Math. Phys.
56 (2015), no. 6, 062103.
[6] D Bermu´dez and Ferna´ndez D J, Complex solutions to the Painleve´ IV equation
through supersymmetric quantum mechanics, AIP Conference Proceedings, vol. 1420,
AIP, 2012, pp. 47–51.
[7] David Bermu´dez, Complex SUSY transformations and the Painleve´ IV equation,
SIGMA 8 (2012), 069.
[8] N. Bonneux and A.B.J. Kuijlaars, Exceptional Laguerre polynomials, Studies in Ap-
plied Mathematics (2018) DOI 10.1111/sapm.12204.
[9] Peter A. Clarkson, Painleve´ equations — nonlinear special functions, J. Comput.
Appl. Math. 153 (2003), no. 1-2, 127–140.
[10] , The fourth Painleve´ equation and associated special polynomials, J. Math.
Phys. 44 (2003), no. 11, 5350–5374.
[11] , Special polynomials associated with rational solutions of the defocusing non-
linear Schro¨dinger equation and the fourth Painleve´ equation, European J. Appl.
Math. 17 (2006), no. 3, 293–322.
[12] Peter A. Clarkson, D. Go´mez-Ullate, Y. Grandati and R. Milson, Rational solutions
of higher order Painleve´ systems I, arXiv preprint arXiv:1811.09274
[13] S. Yu. Dubov, V. M. Eleonskii, and N. E. Kulagin, Equidistant spectra of anharmonic
oscillators., Chaos 4 (1994), no. 1, 47–53.
[14] J. J. Duistermaat and F. A. Gru¨nbaum, Differential equations in the spectral param-
eter, Comm. Math. Phys. 103 (1986), no. 2, 177–240. MR 826863
46 David Go´mez-Ullate and Robert Milson
[15] A. J. Dura´n, Exceptional Meixner and Laguerre orthogonal polynomials, Journal of
Approximation Theory 184 (2014), 176–208.
[16] A. J. Dura´n, Exceptional Charlier and Hermite orthogonal polynomials, Journal of
Approximation Theory 182 (2014), 29–58.
[17] A. J. Dura´n, Exceptional Hahn and Jacobi orthogonal polynomials, Journal of Ap-
proximation Theory 214 (2017), 9-48.
[18] A. J. Dura´n, Higher order recurrence relation for exceptional Charlier, Meixner,
Hermite and Laguerre orthogonal polynomials, Integral Transforms and Special Func-
tions 26 (2015), no. 5, 357–376.
[19] A. J. Dura´n and M. Pe´rez, Admissibility condition for exceptional Laguerre polynomi-
als, Journal of Mathematical Analysis and Applications 424 (2015), no. 2, 1042–1053.
[20] Galina Filipuk and Peter A. Clarkson, The symmetric fourth Painleve´ hierarchy and
associated special polynomials, Stud. Appl. Math. 121 (2008), no. 2, 157–188.
[21] P. J. Forrester and N. S. Witte, Application of the τ -function theory of Painleve´
equations to random matrices: PIV, PII and the GUE, Comm. Math. Phys. 219
(2001), no. 2, 357–398. MR 1833807
[22] MaA´ngeles Garc´ıa-Ferrero and David Go´mez-Ullate, Oscillation theorems for the
Wronskian of an arbitrary sequence of eigenfunctions of Schro¨dinger’s equation, Lett.
Math. Phys. 105 (2015), no. 4, 551–573.
[23] MaA´ngeles Garc´ıa-Ferrero, David Go´mez-Ullate, and Robert Milson, A Bochner
type characterization theorem for exceptional orthogonal polynomials, J. Math. Anal.
Appl. (2018).
[24] David Go´mez-Ullate, Yves Grandati, Zoe McIntyre and Robert Milson, Ladder op-
erators and rational extensions, arXiv:1910.12648 [math-ph] (2019).
[25] David Go´mez-Ullate, Yves Grandati, and Robert Milson, Rational extensions of the
quantum harmonic oscillator and exceptional Hermite polynomials, J. Phys. A 47
(2013), no. 1, 015203.
[26] , Shape invariance and equivalence relations for pseudo-Wronskians of La-
guerre and Jacobi polynomials, Journal of Physics A 51 (2018), n.34, 345201.
[27] , Durfee rectangles and pseudo-Wronskian equivalences for Hermite polyno-
mials, Stud. Appl. Math. 141 (2018), no. 4, 596–625.
[28] David Go´mez-Ullate, Yves Grandati, Sara Lombardo and Robert Milson, Ratio-
nal solutions of dressing chains and higher order Painleve equations, arXiv preprint
arXiv:1811.10186
[29] David Go´mez-Ullate, Niky Kamran, and Robert Milson, Supersymmetry and alge-
braic Darboux transformations, J. Phys. A 37 (2004), no. 43, 10065.
[30] , Two-step Darboux transformations and exceptional Laguerre polynomials,
Journal of Mathematical Analysis and Applications 387 (2012), no. 1, 410–418.
[31] , The Darboux transformation and algebraic deformations of shape-invariant
potentials, J. Phys. A 37 (2004), no. 5, 1789.
[32] , An extended class of orthogonal polynomials defined by a Sturm–Liouville
problem, J. Math. Anal. Appl. 359 (2009), no. 1, 352–367.
[33] , An extension of Bochner’s problem: exceptional invariant subspaces, J. Ap-
prox. Theory 162 (2010), no. 5, 987–1006.
Exceptional orthogonal polynomials and Painleve´ equations 47
[34] , A conjecture on exceptional orthogonal polynomials, Found. Comput. Math.
13 (2013), no. 4, 615–666.
[35] Yves Grandati, Solvable rational extensions of the isotonic oscillator, Ann. Physics
326 (2011), no. 8, 2074–2090.
[36] , Multistep DBT and regular rational extensions of the isotonic oscillator,
Ann. Physics 327 (2012), no. 10, 2411–2431.
[37] Valerii I Gromak, Ilpo Laine, and Shun Shimomura, Painleve´ differential equations
in the complex plane, vol. 28, Walter de Gruyter, 2008.
[38] Kenji Kajiwara and Tetsu Masuda, On the Umemura polynomials for the Painleve´
III equation, Phys. Lett. A 260 (1999), no. 6, 462–467.
[39] Kenji Kajiwara and Yasuhiro Ohta, Determinant structure of the rational solutions
for the Painleve´ II equation, J. Math. Phys. 37 (1996), no. 9, 4693–4704.
[40] , Determinant structure of the rational solutions for the Painleve´ IV equation,
J. Phys. A 31 (1998), no. 10, 2431.
[41] M. G. Krein, On a continual analogue of a Christoffel formula from the theory of
orthogonal polynomials, Dokl. Akad. Nauk SSSR (N.S.) 113 (1957), 970–973. MR
0091396
[42] A. B. J. Kuijlaars and R. Milson, Zeros of exceptional Hermite polynomials, J.
Approx. Theory 200 (2015), 28–39.
[43] Ian Marquette and Christiane Quesne, New ladder operators for a rational extension
of the harmonic oscillator and superintegrability of some two-dimensional systems,
J. Math. Phys. 54 (2013), no. 10, 102102, 12. MR 3134580
[44] , Two-step rational extensions of the harmonic oscillator: exceptional orthog-
onal polynomials and ladder operators, J. Phys. A 46 (2013), no. 15, 155201.
[45] , Connection between quantum systems involving the fourth Painleve´ tran-
scendent and k-step rational extensions of the harmonic oscillator related to Hermite
exceptional orthogonal polynomial, J. Math. Phys. 57 (2016), no. 5, 052101, 15. MR
3501792
[46] Davide Masoero and Pieter Roffelsen, Poles of Painleve´ IV rationals and their dis-
tribution, SIGMA 14 (2018), Paper No. 002, 49. MR 3742702
[47] Tetsu Masuda, Yasuhiro Ohta, and Kenji Kajiwara, A determinant formula for a
class of rational solutions of Painleve´ V equation, Nagoya Math. J. 168 (2002), 1–25.
[48] J. Mateo and J. Negro, Third-order differential ladder operators and supersymmetric
quantum mechanics, J. Phys. A 41 (2008), no. 4, 045204, 28. MR 2451071
[49] Kazuhide Matsuda, Rational solutions of the Noumi and Yamada system of type
A
(1)
4 , J. Math. Phys. 53 (2012), no. 2, 023504.
[50] Monty Python, And now for something completely different,
https://www.imdb.com/title/tt0066765/
[51] Masatoshi Noumi, Painleve´ equations through symmetry, vol. 223, Springer Science
& Business, 2004.
[52] Masatoshi Noumi and Yasuhiko Yamada, Umemura polynomials for the Painleve´ V
equation, Phys. Lett. A 247 (1998), no. 1-2, 65–69.
[53] , Symmetries in the fourth Painleve´ equation and Okamoto polynomials,
Nagoya Math. J. 153 (1999), 53–86.
48 David Go´mez-Ullate and Robert Milson
[54] V. Yu. Novokshenov and A. A. Schelkonogov, Distribution of zeroes to generalized
Hermite polynomials, Ufa Math. J. 7 (2015), no. 3, 54–66. MR 3430691
[55] V. Yu. Novokshenov and A. A. Shchelkonogov, Double scaling limit in the Painleve´
IV equation and asymptotics of the Okamoto polynomials, Spectral theory and dif-
ferential equations, Amer. Math. Soc. Transl. Ser. 2, vol. 233, Amer. Math. Soc.,
Providence, RI, 2014, pp. 199–210. MR 3307781
[56] Victor Yu. Novokshenov, Generalized Hermite polynomials and monodromy-free
Schro¨dinger operators, SIGMA 14 (2018), 106, 13 pages. MR 3859422
[57] A. A. Oblomkov, Monodromy-free Schro¨dinger operators with quadratically increas-
ing potentials, Theoret. and Math. Phys. 121 (1999), no. 3, 1574–1584.
[58] S. Odake and R. Sasaki, Infinitely many shape invariant potentials and new orthog-
onal polynomials, Physics Letters B 679 (2009), no. 4, 414–417.
[59] S. Odake and R. Sasaki, Another set of infinitely many exceptional X` Laguerre
polynomials, Physics Letters B 684 (2010), 173–176.
[60] Satoru Odake and Ryu Sasaki, Exactly solvable quantum mechanics and infinite
families of multi-indexed orthogonal polynomials, Phys. Lett. B 702 (2011), no. 2-3,
164–170.
[61] , Extensions of solvable potentials with finitely many discrete eigenstates, J.
Phys. A 46 (2013), no. 23, 235205.
[62] , Krein–Adler transformations for shape-invariant potentials and pseudo vir-
tual states, J. Phys. A 46 (2013), no. 24, 245201.
[63] Kazuo Okamoto, Studies on the Painleve´ equations. III. Second and fourth Painleve´
equations, PII and PIV, Math. Ann. 275 (1986), no. 2, 221–255. MR 854008
[64] Jørn Børling Olsson, Combinatorics and representations of finite groups, Fachbereich
Mathematik [Lecture Notes in Mathematics], vol. 20, Universita¨t Essen, 1994.
[65] C. Quesne, Exceptional orthogonal polynomials, exactly solvable potentials and su-
persymmetry, Journal of Physics A: Mathematical and Theoretical 41 (2008), no. 39,
392001.
[66] Amit Sen, Andrew N. W. Hone, and Peter A. Clarkson, Darboux transformations
and the symmetric fourth Painleve´ equation, J. Phys. A 38 (2005), no. 45, 9751–9764.
[67] Kanehisa Takasaki, Spectral curve, Darboux coordinates and Hamiltonian structure
of periodic dressing chains, Comm. Math. Phys. 241 (2003), no. 1, 111–142.
[68] Teruhisa Tsuda, Universal characters, integrable chains and the Painleve´ equations,
Adv. Math. 197 (2005), no. 2, 587–606.
[69] Hiroshi Umemura, Painleve´ equations in the past 100 years, A.M.S. Translations 204
(2001), 81–110.
[70] Walter Van Assche, Orthogonal polynomials and Painleve´ equations, Australian
Mathematical Society Lecture Series, vol. 27, Cambridge University Press, Cam-
bridge, 2018. MR 3729446
[71] A. P. Veselov and A. B. Shabat, Dressing chains and the spectral theory of the
Schro¨dinger operator, Funct. Anal. Appl. 27 (1993), no. 2, 81–96.
[72] A. P. Vorob’ev, On the rational solutions of the second Painleve´ equation, Diff. Eqns.
1 (1965), no. 1, 58–59.
Exceptional orthogonal polynomials and Painleve´ equations 49
[73] Ralph Willox and Jarmo Hietarinta, Painleve´ equations from Darboux chains. I.
PIII–PV, J. Phys. A 36 (2003), no. 42, 10615–10635. MR 2024916
[74] A. I. Yablonskii, On rational solutions of the second Painleve´ equation, Vesti Akad.
Navuk. BSSR Ser. Fiz. Tkh. Nauk. 3 (1959), 30–35.
David Go´mez-Ullate
Escuela Superior de Ingenier´ıa, Universidad de Ca´diz, 11519 Puerto Real, Spain.
Departamento de F´ısica Teo´rica, Universidad Complutense de Madrid, 28040 Madrid,
Spain.
e-mail: david.gomezullate@uca.es
Robert Milson
Department of Mathematics and Statistics, Dalhousie University, Halifax, NS, B3H 3J5,
Canada.
e-mail: rmilson@dal.ca
