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1. INTRODUCTION 
Mathematical models of the kidney involve the use of ordinary differen- 
tial equations to simulate the transport of solutes and water through the 
tubules of the nephrons and capillaries. The tubule walls are known to be 
to some degree permeable and to selectively allow solutes or water to leak 
in or out. An important technique in the study of these models is the sim- 
plification of the differential equations through the assumption of equal 
solute concentrations in certain tubules. The equilibrium of solute concen- 
trations is presumed to be caused by large permeabilities in the tubule 
walls. This reasoning is used by J. L. Stephenson [6, 71 to derive the 
central core model of the renal medulla and is used in [2] to obtain a 
simplified system of equations whose solution can be obtained in closed 
form. 
In this paper we give a justification of the assumption that large per- 
meabilities result in an equilibrium of concentrations. We write the system 
of differential equations and boundary conditions that represent fluid and 
water transport in a system of flow tubes, and we interpret certain per- 
meabilities as the reciprocal of a singular perturbation parameter. The 
resulting singular perturbation problem is a problem of “singular” type; 
such problems have been recently analyzed by Schmeiser and Weiss [S, 91. 
We use the results in [8, 91 to provide an asymptotic analysis of the 
solution, to identify the missing boundary conditions in the reduced 
problem and to identify the boundary layers in the solution. 
The analysis is carried out in three cases, corresponding to three different 
arrangements of the flow tubes. In Section 2, we treat a simple case of two 
tubes in a counterflow arrangement. It is of interest in this case to deter- 
mine which boundary conditions are lost in the singular perturbation limit. 
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Speaking loosely we find that the tube with the smaller entering flow loses 
the boundary condition. (The precise conditions are expressed in (2.18) and 
(2.21).) In Section 3 we consider the case of two tubes wrapped around an 
“interstitium.” The limiting process here represents the process that was 
used by Stephenson to derive the central core model of the kidney [6]. In 
Section 4 we consider the arrangement of four tubes that was used in [2] 
to model a water extraction model of the renal concentrating mechanism. 
The results of Schmeiser and Weiss are used to justify the limiting process 
used in [Z]. Finally, the Appendix contains a statement, in a special case, 
of the principal result of Schmeiser and Weiss. 
In all the cases discussed here, we treat a solution consisting of water 
and a single solute. The analogous problems with several solutes present 
are more important for kidney models, but are mathematically more 
complicated. These problems have not yet been analyzed. 
We thank Dr. C. Schmeiser for some helpful conversations on this 
material. 
2. COUNTER FLOW IN A PAIR OF TUBES 
We consider an arrangement of two parallel tubes lying adjacent o each 
other and sharing a portion of their tube walls. A water solute mixture 
enters each tube at opposite ends with specified concentration and flow 
rate. The water solute mixture then traverses the two tubes in opposite 
directions. The common tube wall is permeable, allowing both water and 
solute to pass from one tube to the other in a manner determined by the 
concentrations in the two tubes. In addition, the tube wall contains a pump 
that pumps solute from one tube to the other. (See Fig. 1. In all the figures, 
the open arrows depict water transport and the solid arrows depict solute 
transport.) Our goal in studying this model is to determine the concen- 
trations and flows in the limiting case as the water permeability of the 
common wall becomes large. We find that for large water permeability the 
concentrations in the two tubes become equal except near one of the ends, 
where there is a boundary layer. The common limiting value of the two 
concentrations is the entering concentration at the other end. The boun- 
dary layer provides an exponential adjustment to the entering concen- 
tration that is lost in the limit of large water permeability. The end at 
FIG. 1. The open arrows depict water transport; the solid arrows depict solute transport. 
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which the boundary layer occurs is determined by an inequality, (2.18b) or 
(2.21b). The inequality says, intuitively, that the entering flow at that end is 
dominated by the entering flow at the other end. 
The Model Equations 
Using the simplified flow equations common in renal modeling [ 1,4] 
and neglecting hydrostatic pressure, we model the flows using the system of 
ordinary differential equations 
(Fj Ci)’ = -J,i( Ciy Cj ~ j), i= 1, 2, (2.la) 
Fi = -J”i(Ci, CJ-i), i= 1,2, (2.lb) 
with the boundary conditions 
F,(O) > 0, C,(O) > 0, F,(l) < 0, G(l)>0 (2.lc) 
specified. Here, C,(x) and F;(x) represent, respectively, the solute concen- 
tration and volume flow in the ith tube, i= 1,2, and x represents the axial 
distance along the tube. Positive flow means that the flow is in the direc- 
tion of increasing x. Thus, the signs in (2.1~) mean that fluid is entering 
tube 1 at x = 0, and fluid is entering tube 2 at x = 1. The quantities J,; and 
Jui represent, respectively, the flux of solute and fluid out of the wall of ith 
tube. Since we have neglected hydrostatic pressure, the fluxes are deter- 
mined by the concentrations in the two tubes. Since the solute and fluid 
leaving one tube must enter the other tube, we have 
Jsl(C,, G)+Js,(G, CI)=O 
J,,(C,, Cd + JAG, C,) = 0. 
(2.2) 
We assume that there is no preferred direction of fluid transport, so that 
J,,(C, 9 CA + JdC,, C,) =O. (2.3a) 
We shall also assume that 
2 (C,, C,) 1 co. 
1 c2 = c, 
(2.3b) 
This inequality is satisfied by the formula used most commonly in practice, 
J,,(C,, C,) = -alc(C1 - C,), with 0 < c < 1, K > 0. Regarding the solute 
flux, we shall assume that Jsi is a sum of a “passive” term and an “active” 
term, the latter representing a metabolic solute pump driving solute from 
tube 2 to tube 1. Thus we write 
Js~(c,, C,)=f(C,, Cd-h(G), (2.3~) 
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where f and h represent, respectively, the passive and the active terms. 
Regarding f, we assume that 
fb, t)+f(t, s)=O, (2.4) 
and regarding h, we assume that 
h(0) = 0, h’(t) > 0 for t > 0. (2.5) 
We shall study the system (2.1) in the limiting case when the tube wall is 
very permeable to water but not especially permeable to solute. To express 
this and to simplify the notation, we set 
gb, t) = -&J,1(S, t). 
From (2.2), J&, t) = EC’g(s, t) and from (23a), 
g(s, t) + s(t, s) = 0, 
g,(s, s) I=- 0, 
(2.6a) 
(2.6b) 
where we use the notation g,(s, t) = ag(s, t)/as, g,(s, t) = ag(s, t)/at. The 
positive parameter E represents an inverse water permeability; by making E 
small, we allow a small concentration difference to generate a large water 
movement accross the wall. 
The Singular Perturbation Analysis 
We now define new dependent variables ui, 1 < id 4, by u, = F, C,, 
u2 = F,, u3 = F2C2, and uq = F,. Setting 
F(u> &I= C-G-(u,Iu,, uh.J + ~h(d4, du,lu,, Wd, 
d(u,Iuz, uJu~)-~~(UAJ~ -g(u,/u,, Wdl=, 
the system (2.1) may be written 
EU’ = F(u, E). (2.7a) 
In terms of the new variables, the boundary conditions (2.1~) become 
u,(O) = UlO > 0, u,(O) = u20 > 0, u3(1) = u3107 u,(l)=u4, >o, 
(2.7b) 
where the numbers uro, u20, ujl, and udl are given by the boundary 
conditions (2.1~). 
To apply Theorem A.1 to the system (2.7), we must first consider 
solutions of the reduced problem F(u, 0) = 0. From (2.6) F(u, 0) = 0 if 
u1/u2 = U&Q. Set no = 3 and define 4: R3 -+ R4 by 
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Then 44(a), 0) = 0, aE R3, so u = &a) is a three-parameter family of 
solutions to the equation F(u, 0) = 0. 
It is important to understand the physical meaning of the transformation 
4. From Theorem A.1, the solution to (A.3), (A.4), and (A.5) provides an 
approximation, q5(a(x))+fiL(t)+iiR(q), to the solution of (2.7) that is 
accurate for small E. Let U(x) = &a(x)); then U(x) gives the “reduced 
solution” of (2.7) that is accurate for small E and away from the boundary 
layers of the problem. Using this reduced solution, we define reduced 
concentrations c,(x) and flows F;(x) by 
R-4 = U,i(X), C,(x) = U,(X)hj(X), i= 1, 2. 
We find that c,(x) = C,(x) = a,(x), F,(x) = al(x), and F,(x) = a*(x). Thus, 
a3(x) is the equilibrated concentration and ai( i= 1,2, is the limiting 
value of the flow in tube i. The functions c,(x) and Pj(x) provide an 
approximation to the solution of (2.1) that is accurate for small E and away 
from the boundary layers of the problem. 
We must also calculate A(a)=D,F($(a), 0). We write A(a) in terms of 
its rows as 
A(a) = [0, ---a, 0, aIT, (2.8) 
where a E R4 is given by 
u3 
T 
a= -- F ’ u2 g1> 3 g,, -; g*, 7g2 . 2 u4 1 
We thus see that 0 is an eigenvalue of A(a) with multiplicity three; the 
remaining eigenvalue of A (a) is 
I(a)=? g1+4fi g2. 
4 
From (2.6), g,(s, t) +gz(t, S) = 0, so g,(s, S) = -g,(s, s). Hence 
A(a)= - a3(a1 + 4 gl(a3, a3) 
ala2 
(2.9) 
To verify the hypothesis (H,) we distinguish two cases. We define two 
domains D,,, and D,- in R3 by 
D,+={a~R~:a,>O,a,<O,a~>O,a,+a~>0), 
D ,_={a~R~:a~>O,a~<O,a~>O,a,+a~<O}. 
The signs of a1 and a2 are consistent with the flow directions depicted in 
Fig. 1 and with the formula ai = pi(x), i= 1,2. If ae D,, then 
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I(4(a)) > 0, so H, is satisfied with D, = D,, , n, = 1, and n- = 0. If 
CCED,- then A(a) < 0, so H, is satisfied with D,= Do-, n_ = 1, and 
n+ = 0. 
We next consider the system (A.3a). From (2.8) we find that the 3 null 
vectors of A(M)= are z1 = el, z* = e3, and z3 = I? + e4, where the $ are the 
basis vectors in R4. Hence the 3 equations of (A.3a) are 
(%a3)’ = 4(~3(X))Y (2.10a) 
(~,cf,)’ = Na,(x)h (2.10b) 
a; +a;=o. (2.1Oc) 
In obtaining (2.10a) and (2.10b) we have used the fact that j-(x3, 1x,)=0 
(see (2.4)). The system (2.10) is easily solved. Adding the first two 
equations and using the third, we find that (~1~ + CC*) cc; =O. Suppose 
or,(x)=const. Then (2.10a) and (2.10b) may be integrated to give 
al(x) = -vd~,)l~,) x + al(o), 
a*(x) = -V(~3)/~3)( 1 - xl + a*( 11, 
We have thus constructed a solution of (2.10) with 3 constants, a,(O), 
a*(l), and a3. 
Suppose that the constants ~~(0) a*(l), and a3 are chosen so that 
u,>o, a,(O)>% a2( 1) < 0, a3a,(0) > h(a3h 
a,(0)+a2(l)-h(a3)la3f0. 
(2.11) 
Then it follows that a,(x) #O and a*(x) #O on [0, l] and, since 
al(x) + u*(x) = al(O) + az( 1) - h(a3)/a3 # 0, A# 0 on [0, l] and, in fact, 
sgn A = sgn[a,(O) + az( 1) - h(a3)/a3]. (2.12) 
Hence if (2.11) holds, either a(x)E or a(x)EDop on [0, 11. 
The Boundary Layers 
We now consider the problem (A.3)-(AS). Suppose 
al(O) + a,(1 I- h(a3Ya3 <0. (2.13) 
Then a(x) E II,,+ on [0, 11, n, =O, and CR(q) =O. The first and third 
components of (A.3b) are 
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Since ii, must vanish at r = co, we conclude that iiLl = tiL3({) = 0. The 
other two equations are then 
(2.14a) 
(2.14b) 
From these equations, il,,( 5) + ii,,( 5) = const, and since these functions 
vanish at infinity, CL2 = -ii,,. Define ~(5, /I) by 
dv a,(O) a3 
z= -g 
do) a3 
q(O) + u’ a*(O) - u 
(2.15a) 
40, S) = B, lim u( 5, /I) = 0. (2.15b) 
5-m 
Then setting ii,, = u, ~7, = -u, ii,,, and iiL4, satisfy (2.14) with the initial 
conditions ii&O) = /3 and iiL4(0) = -8. Since g(s, s) = 0, (2.15a) has a fixed 
point at u =O. If the fixed point is stable, then u(r) + 0 as 5 + co and 
(ASa) is satisfied. To determine the asymptotic stability, we denote the 
right side of (2.15a) by k(u). A computation then gives 
k’(O) = ~3C%(O) + %@)I g,(a3 tl3) 
aItO)a2(0) ’ ’ 
Hence k(0) < 0 and the fixed point is asymptotically stable. Using the 
linearized stability theorem for ordinary differential equations [3, Section 
9.13, we conclude that there is a fi* > 0 such that if I/II </I*, ~(5, fi) tends 
to 0 as 5 + co. The inequalities (2.11) and I/II <b* therefore define a 
4-parameter family of solutions U(x), CL(<), and CR(q) - 0 of (A.3), (A.5). 
We next use the 4 parameters to satisfy the 4 boundary conditions (A.4). 
Using (2.7b), these conditions are seen to be 
a,(0)a3=ulo>0, al(0)+B=u20>0, 
a,(l)a3=u3,<0, a*( 1) = uql < 0. 
We may therefore solve for the 4 parameters, obtaining 
(2.16) 
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For the analysis to be valid, (2.11) and (2.13) must hold and we must have 
I/?1 < p*. Thus, we suppose that 
~10>~(~31/~41)~ 
u1ou41+ u31 u41 < h(U31IU41 )Y (2.17) 
lu20- ~,0~41/~311 < fl*. 
We conclude that if the boundary conditions in (2.7b) satisfy (2.17), the 
problem (A.3)-(AS) has an isolated solution CL(X), iiL([), CR(v), with 
a(x) E Do+ for 0 <x < 1 and with ii,J~]) E 0. Thus, the hypotheses (H,) and 
(H,) are satisfied. We obtain from Theorem A.1 the 
THEOREM. Suppose the boundary conditions in (2.7b) satisfy (2.17). Then 
there are constants C > 0 and co > 0 such that if E < eo, there is a solution u 
of (2.7) such that 
4-5 E) = &a(x)) + fiL(x/&) + R(x, E), 
with IR(x, &)I d CE. 
Conclusions 
We now return to the original concentrations and flows. The equations 
(2.16) become 
a2(l)=~2(l) C2(U a3 = C2(l), 
a,(O)=F,(O) Cl(0)IC2(l) 
P=F,(O)[l-Z]. 
The reduced solution U(x) = &a(x)) may then be determined from these 
equations. For the reduced flows and concentrations, Fi(x) = z&(x) and 
C,(x) = ii,(x)/i&(x), we obtain the formulas 
ci(x) = c*( l), i= 1, 2, 
F (x) = F,(O) C,(O) h(G(l)) 
1 
C*(l) - C*(l) xy 
F*(x) = C,( 1) - h(CC;I:)) (1 - x). 
2 
The reduced solution gives limiting formulas for the concentrations and 
flows as E -+ 0, i.e., as the water permeability becomes large. We see that the 
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limiting concentrations become equal to each other and equal to the inlet 
concentration in tube 2. The flow in tube 2 retains its inlet value in the 
limit, while the flow in tube 1 loses the boundary condition specified by 
(2.1~) in the limit. To understand why this is so, we return to the 
inequalities (2.17). Putting these inequalities in terms of concentrations and 
flows, we obtain 
F,(O) Cl(O) > h(C*(l)), (2.18a) 
F,(O) C,(O)+F*(l) C,(l)<NG(l)), (2.18b) 
F,(O) IC,(O)-G(1)I <P*G(l). (2.18~) 
The inequality (2.18~) expresses the technical requirement hat the boun- 
dary conditions should not be too far from osmotic equilibrium. This is 
needed for the linearized stability theorem in [3] to hold. The condition 
could be avoided with further hypotheses on the function g. Condition 
(2.18a) forces the flows Fj(x) to not vanish along the tube and is very likely 
necessary for the analysis presented here. It says that the strength of the 
solute pump should not be too large in comparison with the solute flow 
entering tube 1; the entering flow must be large enough to sweep out the 
solute pumped from tube 2 into tube 1. Inequality (2.18b) comes from 
(2.13), and has the effect of forcing ;1< 0. It is this inequality that 
introduces the boundary layer function CL(<) at x = 0 and allows the boun- 
dary conditions at x = 1 to be retained in the singular perturbation limit. 
The inequality says that the inlet solute flow in tube 2 plus the total solute 
pumped from tube 2 to tube 1 dominates the inlet solute flow in tube 1. 
Finally, the quantity /I and the function iiL(<) may be used to define boun- 
dary layer concentrations 2’,(l) and flows pi([). These quantities are given 
by the formulas 
2; 
1 
(5) = ;1uo C,(l) 
mo)+mt) 
-C,(l), 
- 
G(t;) = - 
F2(0) C*(l) _ c,(1). 
F*(O) + mr, 
We note that, although there is a boundary layer in the concentrations Ci 
and in the flows Fi, there is no boundary layer in the total solute flow FiCi, 
i= 1, 2. 
We may, in a similar manner, construct solutions with the boundary 
layer at x = 1. Let us select a solution U(X) to (2.10) which satisfies (2.11), 
and which satisfies 
~l(o)+~*(l)-~(~,)l~,‘O (2.19) 
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in place of (2.13). In this case, 1> 0, II _ = 0, and fiL( r) = 0. We find from 
(A.3c) that fiRI = iiR3(q) = 0 and ii&q) = -ii,&~I) = w(q, /I), where w is 
given by 
dw a,(l)u3 @Al) a3 
-&=R cc,(l)+w’ a*(l)-w > 
40, P) = B, lim w(q, 8) = 0. fl-” 
(2.20a) 
(2.20b) 
Using (2.19), it may be shown that w = 0 is an asymptotically stable fixed 
point of (2.20a). The boundary conditions (A.4) are now 
al(o) a3 = UlO > 0, a,(O) = u20 > 0, 
cc2(1)a3=u3,<o, a*( 1) + B= z441 <0. 
Solving for the 4 parameters, we obtain 
a,(O) = u20, a3 = ~,0/~20? a2(l) = ~31~201~10 
P = u41- u31 U2O/UIO. 
Using these parameters values, we obtain in place of (2.18) the inequalities 
F,(O) C,(O) > NC,(O)) (2.21a) 
F,(O) C,(O) + F,(l) c2, ‘~(C,(O)h (2.21b) 
F,(l) IC,(O)-C2(1)I <P*c,(o). (2.21c) 
The two sets of inequalities (2.18) and (2.21) are not symmetric, in the 
sense that one set of inequalities cannot be obtained from the other by 
interchanging the numbering of the tubes and replacing x by 1 -x. This is 
because of a lack of symmetry in the physical problem; since the solute 
pump goes from tube 2 to tube 1, the end x = 1 plays a different role than 
the end x = 0. The inequality (2.21b) comes from (2.13) and has the effect 
of forcing i >O. It is this inequality that introduces the boundary layer 
function &(q) at x = 1 and allows the boundary conditions at x = 0 to be 
retained in the singular perturbation limit. The inequality says that the 
inlet solute flow in tube 1 plus the total solute pumped from tube 2 to tube 
1 dominates the inlet solute flow in tube 2. 
Schmeiser has pointed out to us that the problem (2.7) may be transfor- 
med into a regular singular perturbation problem (as defined in [8, p. 94]), 
and hence the theory of Vasil’ eva and Butuzov [lo] may be applied to the 
transformed problem. In particular, it follows that for sufficiently small E, 
there is a suitable uniqueness theorem for (2.7). A similar remark applies to 
the problems considered in Sections 3 and 4. The transformation consists of 
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defining new variables v,, v2, v3, and w by v, =u,, v2=u2+u4, v3=u3, 
and w=+. The differential equations then become vi = -f+ h, v; = 0, 
vi =f-h, and EW’ =g. The equation g=O defines w= $(v,, v2, v3) as a 
function of the vi, namely 
VlV2 
w=-. 
VI+ v3 
When ag/aw is evaluated at w= +(v,, v2, v3), one obtains ag/aw = A(a), 
where A(E) is given by (2.9). Since A(a) # 0 in the domains D,, , ag/aw # 0, 
and the requirements for a regular singular perturbation problem are 
satisfied. 
3. MODEL OF THE CENTRAL CORE 
We consider the flow of a water-solute mixture in an assemblage of three 
tubes consisting of two outer tubes wrapped around a central tube (Fig. 2). 
The outer tubes, labeled 1 and 2, each share a common permeable wall 
with the central tube, labeled tube 3. The mixture enters tube 1 at x=0 
and exists from tube 2 at x = 1. Tube 3 is closed at x = 1 and is open to an 
external bath at x =O. In addition to exchanging fluid and solutes from 
tubes 1 and 2, tube 3 receives fluid and solute from an external source. 
This fluid network is designed to model flow in the renal vas recta and 
interstitial space associated with a single medullary nephron. Tubes 1 and 2 
represent he descending and ascending vas recta, and tube 3 represents the 
medullary interstitial space, closed at the papillary end (x = 1) and open to 
the cortical interstitium (x = 0). The external source of fluid and solute into 
tube 3 represents the transport of water and solute from the descending 
and ascending limbs of the adjacent medullary nephron into the interstitial 
space. 
In [6, 71 and in subsequent papers, J. L. Stephenson has developed a 
simplified model for solute transport in the renal medulla. The basic 
assumption of this model, known as the “central core model,” is that con- 
centrations at a given medullary depth in the medullary vas recta and the 
medullary interstitium are approximately equal, and therefore these struc- 
tures can be combined into a single tube, the “central core.” In [6, p. 881, 
x=0 X’I 
FIG. 2. Tube 1 = descending vas recta; tube 2 = ascending vas recta; tube 3 = interstitium. 
RENAL MODELS 225 
it is conjectured that these equal concentrations are the result of large 
solute permeabilities in the medullary vasa recta. In this section we analyze 
the effect of large solute permeabilities in the vas recta. 
We model the fluid network by a system of ordinary differential 
equations and boundary conditions. We introduce a parameter E to 
represent the reciprocal of the solute permeability and we analyze the 
singular perturbation limit E + 0. We find that in the limit the concen- 
trations in the three tubes becomes equal. Furthermore, if the solute 
concentration of the fluid entering tube 1 equals the solute concentration in 
tube 3 at x =0 there are no boundary layers in the solution. Hence the 
concentration gradients in the three tubes become equal. This may be 
taken as conforming with the derivation of the central core model of the 
renal medulla proposed by Stephenson. 
The Model Equations 
We shall model the fluid network by the equations 
(F;C;)’ = -Js;(C,, Cd, i= 1, 2, 
F; = -J,,(Ci, C,), i= 1, 2, 
-DC;+ (F3C3)‘=Js,(CI, C,)+Js,(C,, C,)+q,, 
F; = J,,(C,, C,) + J,,(C,, C,) + Y&v? 
and the boundary conditions 
C,(O) > 0, F, (0) > 0 specified, 
C*(l)=C,(l), F,(l)= -F,(l), 
C,(O) > 0 specified, C;( 1) = 0, F3( 1) = 0. 
Here, the notation is as in Section 2, D > 0 is the diffusion coefficient of the 
solute and qs(x) and q”(x) are, respectively, the external solute flux and 
water flux into tube 3. It has been assumed that the flow in tubes 1 and 2 
are large enough so that solute diffusion can be neglected in these tubes. 
(The analysis of this assumption constitutes another singular perturbation 
problem.) The boundary conditions reflect the arrangement of the flow 
path. In a medullary renal model, the entering concentration, C,(O), and 
flow, F,(O), are determined by the flow in the cortical capillaries. The value 
of C,(O) may be taken to be the concentration in the cortical interstitium. 
For the solute and water fluxes, we will suppose that the walls of tubes 1 
and 2 have the same properties, and we will use the formulas 
Jsi(s, t, = E-‘f(S, t), i=l,2 
JJst t, = -gfs, t), i= 1, 2. 
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The parameter E represents the reciprocal of the solute permeability. 
Regarding the functions f and g, we suppose that 
fb, t)+f(t,s)=O, 
g(s, t) +g(t, $1 =o, 
fib, s) > 0, f2h $1 co, 
where f,(s, t) = af(s, t)/as, and similarly for f2(s, t). 
The Singular Perturbation Analysis 
To apply the theory of Schmeiser and Weiss, we introduce new depen- 
dent variables ui, 1 <i< 7, and write the equations in the form (A.1). We 
define 
UI =FlC,, ~2 = F,, u,=FzCz, u,=F,, 
u5= -DC;+F,C,, ug=F3, u,=c3. 
Setting 
F(u,&)= Ff(u,/u,> UT), a(u1Iuz, ~~12 -f(@,, UT), 
Mu3Iu4, U,)?f(UII%? ~,)+f(dLl? 4)+&q,(X), 
--Eg(u,Iu,, u,)--g(@4, +)+q,.(x), ~D~l(we-NT, (3.1) 
the system may be written 
EU’ = F(u, x, E). (3.2a) 
In terms of the new variables, the boundary conditions become 
u,(O) = UIO > 0, U,(O) = uzo > 0, 
u,(l)+u3(1)=0, u,(l)+u,(l)=O, (3.2b) 
us(l)=O, U6( 1) = 0, U?(O) = u70 > 0, 
where the numbers ulo, uzo, and u70 are given by the data of the problem. 
To apply Theorem A.1 to the system (3.2) we must first consider 
solutions to the reduced problem F(u, 0) = 0. 
From the properties of f and g, f(s, s) = g(s, s) = 0. Hence F(u, 0) = 0 if 
u,/uz = u& = u,. Set no = 5 and define 4: R5 + R7 by 
Then F(&cc), 0) = 0, c( E R’, so a=#(~) is a five parameter family of 
solutions to the equation F(u, 0) = 0. To understand the physical meaning 
RENAL MODELS 227 
of the transformation 4, let a(x), CL(t), and CR(q) be the solution to (A.3), 
(A.4), and (AS) and let U(x) = (a(x)). Define reduced concentrations C,(x) 
and flows pi(x) in terms of the ii(x). We find that 
Fi(X) = a,(x), ci(x) = c15(x), i= 1, 2, 3. (3.3) 
Thus, a,(x) is the equilibrated concentration in the fluid network and or,(x), 
i= 1,2, 3, is the limiting value of the flow in the ith tube. The functions 
ci(x) and Fi(x) provide an approximation to the solution of the flow 
equations that is accurate for small E and away from the boundary layers of 
the problem. 
We must also calculate (A(a) = D,(F(fj(a), 0). Set 
a= 
i 
~f~,-~f,,o,o,o.o.(;j1. 
h= o,o.;i;t;,-~f,,o,o,f~]'. 
L 4 
A computation shows that A(a) may be written in terms of its rows as 
A(a)=[-a,O,-b,O,a+h,O,O]T. 
From this formula we may compute the eigenvalues and eigenvectors of 
A(a). We find that 0 is an eigenvalue of multiplicity 5, and that the 
corresponding eigenvectors of A ( CI)~ are 
z=e2,e4,e6,e7,e’+e3+e5. (3.4) 
We find that there are two nonzero eigenvalues L,(a) with 
A(a) d = Ai d, where 
A,(a)= -$ w’ = e’ -e5, 
I,(a) =$, w2 = e3 - e5. 
Define Do c R5 by 
D,={a~R5:a,>0,a2~0,a5~O}. 
The definition of D, is consistent with the flow directions depicted in Fig. 2 
and with the formulas ai(x)=Fi(x), i= 1, 2. If aE D,, then A,(a) ~0 and 
&(a)>O, so (H,) is satisfied with n,= 5, n, = 1, and np = 1. 
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Solution of the Reduced DifSerential Equation 
We next consider the system (A.3a). Using (3.4) we obtain for the 5 
equations of (A.3a) 
a; =o, a;=o, 4 = 4&), 
a; = D-‘(a+, - CQ), (a,a5)‘+(a*a5)‘+ab=q,(x). 
(3.5) 
In obtaining these equations we have used the fact that f(a,, CI~) = 0. 
We expect that a general solution of (3.5) may be obtained in terms of 
live constants of integration. To get this general solution, define 
Q,(x) = j”’ ss(t) & I QJx) = 1’ qw(t) dt. .r 
In terms of the model, Q,(x) and Q,(X) represent he total external source 
of solute and water entering tube 3 between x and 1. We obtain from (3.5) 
a,(x)=Y,T (3.6a) 
a2(x) = 72, (3.6b) 
a&) = -Q,(x) + ~37 (3.6~) 
a,(x) a,(x) + ~2b) dx) + Q(X) = -QAx) + ~4, (3.6d) 
where the yi are constants of integration. Hence a4(x) = 
-(Y, + ~2) as(x) - Q.0) + ~4, so 
-Da;+ [-Q,.(~)+Y,+Yz+Y~~ ~5= -Q,(x)+Y~. (3.6e) 
A general solution of (3.6e) may be written in terms of a final constant of 
integration, ys = ~~(0). 
It is important to determine for what constants y,, . . . . yS the solution 
a(x) ED,. Evidently, we must have y, > 0 and y2 < 0. From (3.6e) we 
obtain 
This is diffusion-convection equation with the flow given by - Qw + y, + 
y2 + y3. If qs(x) > 0, if y1 = y5 = as(O) > 0, and if the function CI~ satisfies a 
suitable boundary condition at x = 1, the maximum principle implies that 
crJx) > 0 in [0, 11, and we will have a(x) ED, in [0, 11. We will consider 
this point further after developing the remaining equations of (A.3). 
The Boundary Layers 
We now consider the function iir . Since Fi(u, 0) = 0 for i = 2,4,6,7, from 
(A.3b) we conclude that iiLi(s) = const for i = 2,4,6,7. Hence, from (A.5a), 
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ii&r) = 0 for i = 2,4,6,7. The remaining components of ii, are then given 
by the equations 
(3.7a) 
(3.7b) 
This system of equations is reducible; that is, (3.7a) contains only the 
unknown zi,, , and (3.7b) contains only the unknown ii,,. The point 
iiLl = 0, iiL3 = 0 is a fixed point of these equations. We seek a solution 
which decays to 0 as ?j + cc (see (A.5a)). Denoting the right side of (3.7a) 
by k(fiL,), a computation shows that 
= i,(a(O)). 
Hence, if ~$0) ED,, k’(0) < 0, then the fixed point is asymptotically stable. 
A similar computation shows that 0 is an unstable fixed point of (3.7b), so 
we must have iiL3(t) - 0. Hence ii,, = -ii,, . We conclude that iiL is given 
by 
where the function $5, /IL) is defined by 
Similar considerations how that ii, is given by 
&h BR) = co, O,wb, BR), 0, -4% BR), 0, OIT, (3.9) 
where the function w(q, BR) is defined by 
$=I( %(l)%(l)+w %(I) ’ %(l) 3 > 
W,Bl7)=&. 
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Using the linearized stability theorem for ordinary differential equations 
[3, Section 9.13, we conclude that there is a /?* > 0 such that if lpL/ <b*, 
l/IRI <B*, then v(& pL) -+ 0 and w(u, fiR) + 0, as 5 + cc and q + co. 
The formulas (3.8) and (3.9) give the boundary layer functions ii, and ii, 
with two constants of integration, /?r and bR. If these are combined with 
the formula for LX, we have seven free constants. These constants are now 
used to satisfy the seven boundary conditions (A.4a) and (A.4b). Using 
(3.2) (3.8) (3.9), the seven equations, we have 
Xl(O) %(O) + PL = UlO> (3.10a) 
e,(O) = u20, (3.10b) 
a,(l)a,(l)+a,(l)C15(1)+BR=O (3.1Oc) 
cr1(1)+ar(l)=O, (3.10d) 
~4(1)-&=0, (3.10e) 
q(l)=& (3.10f) 
40) = u70. (3.1&d 
We now solve these equations for the seven constants of integration 
yI, . . ..y5. /3r,/IR, and thereby verify (HZ). From (3.10b) and (3.6a) we 
obtain y1 = uZo, and from (3.10d) and (3.6b) we then get y2 = --Use. Setting 
x = 1 in (3.6e) and using (3.10f), we obtain y3 = 0. Using (3.10~) and 
(3.10d), we obtain Pa = 0. Setting x = 1 in (3.6d) and using (3.10e), we then 
obtain y4 =O. Recalling that ys = E,(O), from (3.1Og) we obtain ys = ~4~~. 
Finally, from (3.10a) we get /?r = uIo- u20u70. Collecting these results, we 
have found that 
Yl = u20, Y2 = -u20> y3=0, Y4 = 0, y5=u70, (3.11) 
h. = uIO - u20”70. pR=O. 
Using these values in (3.6e), we get 
- Dcr; - Qwci5 = -Q,. (3.12) 
Setting x = 1 in (3.12), we obtain c.&(l) =O. Hence c(~(x) solves the two- 
point boundary value problem 
-Da; - (Qwa,)’ = qs, 
%(O) = u70 > 0, c&(1)=0. 
From the maximum principle applied to this system [S], c(Jx) ~0, in 
[0, 11. A formula for LX,(X) may be written down from (3.12). Using this 
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formula in (3.6d) we obtain formulas for a,(x)-Q(X). Since yi >O and 
y2 < 0, we have a,(x) > 0 and Q(X) < 0. Hence a(x) E Do for XE [0, 11. We 
have therefore verified hypothesis (HZ). 
Conclusions 
Since bR = 0, there is no boundary layer in the solution to (3.2) at x = 1. 
If 1 fiLl is small enough, application of Theorem A.1 shows that (3.2) has a 
solution, and the approximate solution ii(x) + &(X/E) is close to the exact 
solution of (3.2). Expressing (3.10a) in terms of the original variables, we 
find that 
BL = ~l(O)~Cl(O) - C,(O)l. 
Thus, we see that the role of the boundary layer is to correct the dis- 
crepancy between the two inlet concentrations C,(O) and C,(O). If 
C,(O) = C,(O), then /IL = 0 and there is no boundary layer in the solution 
at x = 0. (A boundary layer might occur in the derivatives of the solution, 
however.) If /IL # 0, the boundary layer only appears in the first and fifth 
components of the solution, since these are the only nonzero components 
of ii,. Expressing this in terms of the original variables, we find that if 
C,(O) # C,(O), there is a boundary layer in C, = u,/uZ and in C; near x = 0. 
4. A WATER EXTRACTION MODEL 
In [2] a simplified central core model for the renal concentrating 
mechanism is analyzed. The model involves four tubes representing the two 
tubes of a medullary nephron plus the associated collecting duct and cen- 
tral core (see Fig. 3). In the model, a solute pump in the ascending limb 
increases the solute concentration in the core, which in turn extracts water 
from the descending limb and produces a more concentrated solution in 
the descending and ascending limb and collecting duct. In the analysis of 
[2], a system of differential equations which models this mechanism is 
given. In this system of equations, it is assumed that the water per- 
meabilities in the descending limb and collecting duct are large. This leads 
to a reduced system of differential equations that can be solved exactly. The 
solution of the reduced system has the same concentration profiles in three 
of the tubes of the system: the descending limb, the collecting duct, and the 
central core. From a study of the exact solution it is found that if the solute 
pump is strong enough, the reduced system of equations has multiple 
solutions. The folded solution space is explored numerically, and the 
possible physiological meaning of the multiplicity of solutions is pondered. 
409/128/l-16 
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In this section we study the singular perturbation problem that is 
associated with the large water permeabilities in the above analysis. We 
find that the use of a reduced system of differential equations is indeed 
justified, and we identify the boundary layers in the problem. We find that 
the only possible boundary layers in the solution are at x =O, and that 
there are no boundary layers in the solution if the concentrations at x = 0 
in tubes 1, 3, and 4 are equal. In terms of the kidney model, the role of the 
boundary layers is to adjust the differing concentrations that enter the 
medullary region from the proximal tubule, the cortical interstitium, and 
the distal nephron. 
The Model Equations 
As in [2], we model the fluid network with the following differential 
equations for the concentrations C,(x) and flows Fi(x): 
(F, c, 1’ = 0, (F2CJ’+f(G)=O, (F3CJ’=O, 
-DC:+(F,C,)‘=f(C,), 
F’, = -Jo,, F; = 0, F;= J”2, F4 = J,, + J,,. 
The quantity J,; = hvi( C, - C,), i = 1, 3, represents the osmotically driven 
water flux from tube i to the core. The function f(C,) represents the flux of 
solute that is metabolically pumped from tube 2 into the core. We assume 
that 
f(O) = 0, f(C)>02 f'(C)>0 for C > 0. 
These equations are considered with the following boundary conditions, 
reflecting the arrangement of the flow network in Fig. 3: 
C,(O) = cm > 0, F,(O) = F,, > 0, 
CA 1) = c, ( 111 FAl)= -F,(l), 
C,(O) = c,, > 0, C,(O) FAO) = -G(O) Fz(Oh 
C,(O) = c,, > 0, C>( 1) = 0, F4(l)=0. 
FIG. 3. Tube 1 = descending Henle lim; tube 2 = ascending Henle limb; tube 3 = collecting 
duct; tube 4 = core. 
RENAL MODELS 233 
The constant k, 0 < k < 1, represents the fraction of solute flow exiting from 
the ascending limb that enters the collecting duct. 
We wish to study solutions of the boundary value problem for large 
water permeabilities hUi and h,,. For this, we set hOi = 8-l~~ and let E -+ 0 
with xi, i = 1,3, held constant. We also introduce a new dependent variable 
u E R9 whose components ui are defined by 
Uzj- 1 = FiCjy i = 1, 2, 3, 
uzi = F;, i= 1,2, 3,4, 
u, = -DC:, -I- F4C4, u9=c4. 
Defining F(u, E ) by 
..,,,=[O,+-,,), -5f($Vb3(59), 
4(z), -K, (~-~9)-~3(~-u,),~D~‘(~,u,,,,~, 
our system of differential equations may be written 
EM’ = F(u, E). 
In terms of the new variables, the boundary conditions become 
u,(O)=f’,,C,,>O, do) = F,, > 0, 
ul(l)+u3(1)=0, u2(l)+u4(1)=0, 
%(O) = C3clU6(0)? z+(O) + ku,(O) = 0, 
u,(l)=O, %( 1) = 0, u,(O) = c‘jo > 0. 
The Singular Perturbation Analysis 
From the definition of F(u, E) we see that F(u, 0) =0 if 
u,/uz = u5/u6 = u9. Set n, = 7 and define 4: R7 + F by 
Thus, U= $(a) is a seven parameter family of solutions to the reduced 
equation. In terms of reduced concentrations Ci and flows Fi, we have 
F;=Ucli, i= 1, 2, 3,4, 
Ci=U7, i= 1, 3,4, 
G = %I%, 
- - 
-Dc4+F4C4=cc6. 
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The reduced solution has equal concentrations in the descending limb, 
collecting duct, and central core. Set 
A computation shows that A(a) = D,F(cJ(cc), 0) may be written as 
A(a) = [0, a, 0, 0, 0, b, 0, --a-b, 01’. 
From this formula we may compute the eigenvalues and eigenvectors of 
A(a). We find that 0 is an eigenvalue of multiplicity 7, and that the 
corresponding eigenvectors of A(a)T are ei with i= 1, 3,4, 5, 7,9 and 
e2 + e6 + es. Also, 
A(a) e6 = -y (e” - e8), 
A(a)e’=O. 
Hence A(a) has two nonzero eigenvalues, 
Al(a) =y, A.,(a) = y, 
with corresponding eigenvectors e2 - es and e6 - es. 
Define D, E R’ by 
The definition of Do is consistent with the flow directions depicted in Fig. 3. 
If aE D,, then l,(a) ~0 and I,(a) ~0, so (H,) is satisfied with n,= 7, 
n, =O, and n = 2. 
Using the null vectors given above we obtain for the seven differential 
equations of (A.3a), 
(a,a7)‘=0, 4 = -f(aJ, a;=O, (a,a,)’ = 0, ab =f(aA 
a; = Dp ‘(ada - a,), a; + a; + ai = 0. (4.1) 
If these equations are rewritten in terms of the reduced flows Fi and con- 
centrations Ci, one obtains the system of equations given in [2, (4.1)]. 
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A general solution of (4.1) in terms of the seven constants of integration, 
yl-y7 may be obtained from the equations 
a,(x) a,(x) = Yl (4.2a) 
%(X1 = Y2 (4.2b) 
a3(x) a,(x) = Y3 (4.2~) 
@l(X) + ~3(X) + a4b) = Y4 (4.2d) 
a5(x) = G-‘(y, -x) (4.2e) 
K&) = 76 - G-‘(Y, -X) (4.2f) 
-Da;+y4a,=y,+~3+~6-G-‘(y,-x), a7(0)=y7. (4.22) 
The function G(s) is defined by 
G(s) = j.1, -& dt, s < 0. 
G is defined on ( - co, 0) and is an increasing function with G( - 1) = 0, 
G( - cc) = -03, and G(0) = +co; G-’ is the inverse function. The function 
a,(x) is given as the solution to the linear initial value problem (4.2g). A 
formula for a,(x) could be written down explicitly, but it seems more 
perspicuous not to do so. If a, is first obtained from (4.2g), the remaining 
equations may be solved to give the remaining cIJ(x). 
The Boundary Layers 
The determination of the boundary layer function ii, is similar to the 
corresponding determination in Section 3. We find that there is a two- 
parameter family of functions iiL([, p,, p2) defined by 
where v is given by the problem 
dv W) MU 
-@=4 
al(O) 40) + v 
-40) f 1 
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and where w is given by the problem 
dw a3(0) a,(O) 
d5=Jc3 
a3(0) a7(0) + w 
-MV , 1 
4% 82) = B2. 
The nine parameters y,-y7, PI, and /I2 are determined by imposing the 
nine boundary conditions, as in (A.4). When written out, these boundary 
conditions become 
al(O) a7(0) = FloClo 
al(O) + PI = Flo 
al(l)a7(l)+a5(l)=0 
a,(1)+a2(1)=0 
a3(0) 40) = C30Ca3(0) +Al 
a3(0) a,(O) + ka,(O) = 0 
a6(1)=0 
ad(l)=0 
a7(0) = Cd,. 
Using (4.2), the yi and /3i are determined as follows. From the last three 
boundary conditions we obtain 
Y7 = C40? 
a4(1)=y4-(yI+y3)la7(1)=0, so 
y4a7(l)-Yl -y3=0, 
y6-G-‘(y&)=0. 
Differentiating both sides of (4.2g) we obtain 
--Da; + y4a; = l/f(G- ‘(ys -x)). 
From (4.3a), we have 
a7(0) = c,, > 0. 
Setting x = 1 in (4.2g) and using (4.3b) and (4.3c), we find that 
a;(l)=O. 
(4.3a) 
(4.3b) 
(4.3c) 
(4.4a) 
(4.4b) 
(4.4c) 
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Recall that f(s) > 0. Applying the maximum principle [4] to the two-point 
boundary value problem (4.4), we find that a?(x) >O in [0, 11. We shall 
regard a,(x) as being determined by (4.4), instead of by (4.2g) as described 
above. The boundary condition aa is then imposed using (4.3b). The 
function a?(x) also depends on the parameters y4 and ys. 
We now impose the remaining boundary conditions. We easily obtain, 
using (4.2) and assuming that a?(x) is known in terms of the y,, 
(4.5a) 
(4.5b) 
y, +G-‘(y,- l)=O, (4.5c) 
(4.5d) 
Y3 = c3ll [ 1 e+fl* ? (4.5e) 40 
y,+kG-‘(y,)=O. (4.5f) 
To find the yi, one may obtain yI from (4.5a), ys from (4.5c), y3 from 
(4.5f), y7 from (4.3a), and y6 from (4.3~). Equation (4.3b) is a single non- 
singular equation in the single unknown y4. As shown in [Z], this equation 
may have several solutions, depending on the values of the boundary con- 
ditions. Most of the time (unless one is at a turning point of (4.3b), the 
solutions are isolated. Upon selecting an isolated solution of (4.3b), y,(x) is 
completely determined and (4.5d) may be solved for yz. The unknowns 8, 
and /I* may then be obtained from (4.5b and e). In this way, an isolated 
solution of A.3-A.5) is obtained and (H2) is verified. 
Conclusions 
Since n _ = 0, there are no boundary layers in the solution at x = 1. If 
I/I,-1 and l&l are small enough, application of Theorem A.1 shows that the 
approximate solution U + ii, is close to the exact solution of the problem. 
For p, and j2 the solution procedure yields the values 
~,O(ClO - C40) 
B,= c 9 
4 
p 
2 
= Y3(C40 - C30) 
c3oc40 . 
Thus, if the flow entering the collecting duct, the flow entering the 
descending limb, and the fluid in the cortical bath have the same concen- 
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trations, p, = /I2 = 0 and there is no boundary layer in the solution. The use 
of G, permits one to include, in a central core analysis, models for which 
these three concentrations are not the same. If C,, # CdO, then pi # 0 and 
the boundary layer function v( <, fli) is present in the solution. The boun- 
dary layer resulting from this discrepancy in boundary conditions occurs 
only in the second and eighth components of ii, since these are the only 
components which contain u. Expressing this in terms of the original 
variables, we find that if C,(O) # C,(O), there is a boundary layer in the 
flows F, and F4 near x = 0. Similarly, if C3 # C,(O), there is a boundary 
layer in the flows Fx and F4 near x = 0. 
APPENDIX 
We present the result of Schmeiser and Weiss [S, 91 that is used in this 
paper. For this, we consider a system of n ordinary differential equations 
ai=F(u, E), O<x<l, (A.la) 
with boundary conditions 
&P(O) = hl, B,u(l)=b,. (A.lb) 
The unknown vector function U(X) = [u,(x), . . . . u,(x)]~ has n components, 
and the parameter E > 0. The matrix Bi is of size mi x n, where m, + m, = n. 
The goal is to analyze the behavior of u(x, E) as E -+ 0. Note that we are 
describing here a special case of the result in [S, 91; in the general result, F 
is allowed to depend on x and the boundary conditions are of a more 
general type. 
Formally taking E = 0, (A.la) becomes the “reduced equation” 
F(u,O)=O, (A.21 
which is no longer a differential equation. Solutions of (A.2) cannot be 
expected to satisfy the boundary conditions (A. 1 b). The result of a singular 
perturbation analysis is to express the solution u(x, E) of (A.l) as the sum 
of a function which satisfies (A.2), some “boundary layer function” which 
permits a rapid transition to the boundary conditions (A.lb) and a remain- 
der term which is small when E is small. 
Following [8,9], we shall specify two hypotheses concerning the system 
(A.l). The first hypothesis concerns the existence of a suitable family of 
solutions of the reduced equation (A.2). 
(Hi ) There are integers n + , n _ , and n,, with n + + n ~ + n, = n, a 
domain D,, c R"O, and a map 4: D, + R", such that @(cr) has rank n, for 
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aED, and F(qb(a), 0) ~0. Also, for each ae D,, the matrix 
A(a) = D,F(q5(a), 0) has n, (n-) eigenvalues with positive (negative) real 
part. 
If n, = 0, then (Hi) is interpreted as assuming the existence of an isolated 
solution 4 of F( 4,O) = 0. In this case, (A. 1) is called a regular singular per- 
turbation problem; for n, > 0, (A.l) is called a singular perturbation 
problem. The problems studied in this paper have n, > 0. 
If n, > 0, then A(a) w = 0 for each column vector w of D,d(a). Thus A(a) 
has a null space of dimension n,, and hence A(a)T has a null space of 
dimension n,. Let zj(a), 1 <j<n,,, be n, linearly independent null vectors 
of A(a)T. 
To define boundary layer corrections, we introduce the stretched 
variables 5 =X/E and r~ = (1 -X)/E. We consider the nonlinear two-point 
boundary value problem, with unknowns a(x), CL(s), and z&(q) defined by 
the system of equations 
z’(a(x))’ $ d(a(x)) =zj(a(z))’ D2’(4(a(x)), 01, 1 <j<n,, (A.3a) 
d&(S) 
- = fld(a(O)) + &(t;), 01, 
& 
obr<lm, (A.3b) 
d&(t) 
-= -Jld(a(l))+ G(v), 01, 
4 
O<v]<‘rn, (A.3c) 
&(d(a(O)) + k(O)) = boT (A.4a) 
B,(~(a(1))+9,(0))=b,, (A.4b) 
&(oo)=O, (ASa) 
ilR(co)=O. (ASb) 
For an intuitive understanding of this problem, think of (A.3b) as 
defining the function iir with n constants of integration. Using (H,) and 
imposing (A.5a), there are n _ remaining constants of integration. Similarly 
(A.3c) and (ASb) specify 6, with n, constants of integration. The n, 
components of a(x) are determined by the n, differential equations (A.3a) 
with n, constants of integration. These n- + n, + n, = n constants of 
integration are then determined by imposing the n boundary conditions 
(A.4). 
We now state our second hypothesis concerning the system (A.l). 
(H,) The problem (A.3), (A.4), and (A.5) has an isolated solution. 
We set U(X) = &a(x)). Then ii(x) + i&(r) + z&(q) comprise the lowest 
order terms in an asymptotic expansion of a solution u(x, E) of (A.1 ). A 
precise result, which is taken from [S or 93, may be stated as follows. 
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THEOREM A.l. Let (H, ) and (HZ) hold. Then there are constants E,, > 0 
and c > 0 such that if E < q,, (A.1 ) has a solution u(x, E) and 
u(x, E) = U(x) + &(X/E) + iiR(( 1 - X)/E) + R(x, E), 
where IR(x, &)I 6C& for 06x6 1. 
Higher order terms in the asymptotic expansion may be obtained, as 
described in [S, 91. These papers also analyze the important issue of local 
uniqueness of the solution provided in Theorem A.l. We do not consider 
the uniqueness issue in this paper. 
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