Molecular dynamics simulations of liquid systems under planar elongational flow have mainly been performed in the NVT ensemble. However, in most material processing techniques and common experimental settings, at least one surface of the fluid is kept in contact with the atmosphere, thus maintaining the sample in the NpT ensemble. For this reason, an implementation of the Nosé-Hoover integral-feedback mechanism for constant pressure is presented, implemented via the SLLOD algorithm for elongational flow. The authors test their procedure for an atomic liquid and compare the viscosity obtained with that in the NVT ensemble. The scheme is easy to implement, self-starting and reliable, and can be a useful tool for the simulation of more complex liquid systems, such as polymer melts and solutions.
I. INTRODUCTION
Nonequilibrium molecular dynamics 1,2 ͑NEMD͒ is a well-known simulation tool for extracting the rheological properties of liquid systems arbitrarily far from equilibrium. One of the most widely used techniques of NEMD is the well-established SLLOD algorithm for planar shear flow ͑PSF͒, which has been employed with success over the last 20 years to compute relevant physical properties, such as transport coefficients, of systems coupled to a shearing field. This algorithm is often implemented with a Gaussian or Nosé-Hoover thermostat 1 that removes heat from the system to allow relaxation towards a steady state. This implementation of the SLLOD algorithm for PSF preserves the kinetic temperature and the volume of the system, thus generating an isothermal-isochoric ͑NVT͒ ensemble.
Alongside the development of NEMD, experimental techniques have significantly progressed in the last 30 years: rheological properties of liquids with diverse molecular structures and subject to various flow geometries have been accurately measured. In most such experiments, the pressure of a liquid is kept in equilibrium with the atmospheric pressure ͑rather than keeping the volume of the liquid fixed as for the NVT ensemble͒, allowing at least one surface of the sample to be in contact with the atmosphere.
In NEMD, there are mainly two different types of algorithms to model the constant pressure experimental setting, both designed to maintain the liquid pressure at a constant target value throughout the simulation. The way the pressure is held constant differentiates the algorithms: with a so-called differential feedback mechanism or Gaussian barostat, 1 the liquid pressure is maintained at the target pressure at each simulation time step, preventing any fluctuation in its instantaneous value. Alternatively, using an integral feedback Nosé-Hoover mechanism, [3] [4] [5] [6] only the average value over time of the liquid pressure is held fixed, allowing for the appearance of instantaneous fluctuations. The former method is affected by instabilities for potentials which involve truncations, such as the Weeks-ChandlerAndersen ͑WCA͒ potential ͑see Sec. III͒ and requires some care when used in conjunction with a Gear predictorcorrector integrator ͑see chapter 6 in Refs. 1 and 7 for further details͒. The Nosé-Hoover procedure is instead easier to code into a NEMD computer program and does not show such instabilities, so has proven to be the more popular method. In combination with the SLLOD algorithm for PSF, it has been used to extract transport properties of liquids of high complexity, such as polymers 3, 4 or dendrimers. 8 The application of the Nosé-Hoover mechanism for constant pressure in combination with an isokinetic Gaussian thermostat generates the so-called isothermal-isobaric ͑NpT͒ ensemble. It is important to appreciate that the validity of the method we propose is unaffected by the type of thermostat we use, and will work either with the Nosé-Hoover or the Gaussian formulation. Ultimately, our choice for the latter stems from the fact that the Gaussian thermostat is more efficient when computing viscosity coefficients for liquids out of equilibrium.
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Although there is a considerable amount of experimental data for the rheological properties of polymers and complex liquids under planar elongational flow ͑PEF͒ at constant pressure ͑see Refs. 10-14, for example͒, the implementation of an integral feedback mechanism in conjunction with the SLLOD algorithm for PEF has not yet, to our knowledge, been attempted. This is probably because the introduction of the SLLOD algorithm for PEF is relatively recent, [15] [16] [17] [18] although the reliability of the method has been established and the theoretical justification for its use for elongational flow has a͒ Author to whom correspondence should be addressed. Electronic mail: btodd@swin.edu.au been recently presented. 19 One of the key points of this procedure is the adoption of the so-called Kraynik-Reinelt ͑KR͒ boundary conditions 20 that allow for simulations for arbitrarily long times. [15] [16] [17] These boundary conditions have recently been shown to have a deep connection with the well known chaotic Arnold cat map, [21] [22] [23] [24] from which the derivation of the required orientational angles and simulation cell vectors can be very simply determined.
Constant pressure NEMD simulations for a polymer melt undergoing PEF have previously been performed by Daivis et al. 25 However, they did not use the algorithm devised in this paper. Instead, they rescaled the volume of the simulation cell at the beginning of each nonequilibrium run, so that the initial pressure of the liquid had a desired value before the accumulation of the physical quantities started. In this way, the density is fixed at a value that corresponds to the required target pressure, while the actual simulation is run in the NVT ensemble. Clearly, in the course of the simulation the pressure did not always remain constant and the difference between the ͑initial͒ target pressure and the average liquid pressure was sometimes out of the error range of the target pressure. 26 For all the reasons above, we present an implementation of the Nosé-Hoover integral feedback mechanism for systems under PEF and apply it to a simple atomic liquid. While our validation is performed on an atomic fluid, the algorithm can be used for complex molecular fluids such as alkanes or polymers, in the same way as the implementation of the NpT algorithm for constant shear flow was first performed for a soft-sphere liquid 27 and then later straightforwardly applied for more complex molecular systems. 3 In Sec. II the method is explained, showing how to employ it in accordance with the evolution of the unit simulation cell under elongation, according to the KR boundary conditions. In Sec. III, numerical calculations of the viscosity of a simple atomic liquid under various elongational rates in the NpT ensemble are reported and a comparison with results for the NVT ensemble at equivalent elongation rates is given. In Sec. IV we conclude the paper with some brief remarks.
II. ALGORITHM FOR NpT SIMULATIONS OF PLANAR ELONGATIONAL FLOW
The SLLOD algorithm for the simulation of a NVT system subject to PEF has been used by various researchers, [15] [16] [17] 28 alongside the use of a Gaussian thermostat multiplier to preserve the kinetic temperature. We note that recently the use of the SLLOD algorithm for elongational flow has been questioned by Edwards and co-workers. 29 A justification of the validity of SLLOD for elongational flow has been presented by Daivis and Todd 19 and we refer readers to this paper and a recent review 30 for further elaboration. The integral feedback mechanism for constant pressure requires the introduction of the volume of the simulation cell V and an external variable that mimics a piston, as additional degrees of freedom in the system. The time evolution of V is regulated by the variable via the following equation:
where V is the first derivative of the cell volume with respect to time.
If we use reduced units and imagine that the planar elongational field causes the system to expand in the x direction and to contract in the y direction, the equations of motion for pointlike atoms are
where m denotes the mass of the particle ͑assuming that all particles have the same mass͒, r i is the laboratory position, and p i is the peculiar momentum of particle i. The peculiar momentum is taken with respect to the streaming momentum mu induced by the external field. F i is the total interatomic force acting on particle i, which is derived from a WCA potential as we discuss in Sec. III, i and j are the unit vectors in the x and y directions, and = ‫ץ‬u x / ‫ץ‬x =−‫ץ‬u y / ‫ץ‬y is the planar elongation rate. The isokinetic thermostat multiplier ␣ has the form
and is the solution of the following differential equation:
where p is the instantaneous pressure of the system, p 0 is the target pressure, N is the number of atoms, k B is Boltzmann's constant, T is the temperature, and Q is the so-called damping factor, which is chosen by trial and error 8 so that pressure fluctuations are appropriately damped. In practice, one also uses a proportional feedback term for the thermostat to stop long-time drifts of the temperature. 31 The pressure p is given by ͑1/3͒Tr͑P͒, where P is the instantaneous pressure tensor defined as
where F ij ‫ץ−=‬ ij / ‫ץ‬r i is the force on particle i due to particle j and r ij = r i − r j , where ij is the interatomic potential energy between atoms i and j. Any choice of the value of Q has to meet two physical requirements. First, the simulation allows for fluctuations in the pressure, so that the calculated physical properties are correctly averaged over an appropriate number of barostatinduced oscillations. Since the period of pressure-induced oscillations is inversely proportional to Q, either a small value for Q or long simulation runs can be chosen. On the other hand, the period of these fluctuations should be decoupled from the intrinsic dynamical times of the system, i.e., the oscillations have to be much longer than typical correlation times of the state functions. The system under analysis is atomic, so this aspect is of no concern in this case: the velocity autocorrelation function, for example, decays to zero in a negligible time compared to the period of pressureinduced oscillations. Moreover, the average of the physical quantities under interest ͑in this study, just the viscosity͒ is performed over very long simulation times ͑see Sec. III͒.
On the other hand, the value of Q has to be carefully adjusted to fulfill the above conditions when molecular systems are simulated. We note that the velocity autocorrelation function decay time for polymeric systems is of the order of reduced time units 32 and that, as an example, this function also shows a long-time tail effect for decane. 3 There are three conserved degrees of freedom for a three dimensional system under the integral feedback mechanism for constant pressure, so the kinetic temperature is defined by
To maintain the target pressure, the box lengths have to be rescaled such that the volume of the unit cell is equal to the solution of Eq. ͑1͒. This process can be done at each time step, as it is done in this study, or after a constant number of chosen time steps. In any case, a consideration of the lattice cell evolution for PEF is necessary each time the rescaling process takes place. NEMD simulations of PEF cannot be performed for arbitrarily long times if they start from a cubic lattice with the flow fields and box sides parallel to the x and y axes. This is because the cell vectors subject to contraction in the y direction eventually become too short, forcing the simulation to cease. This difficulty is removed by use of KR boundary conditions.
As explained in Ref. 15 , the initial x and y lattice vectors L 1 ͑t =0͒ and L 2 ͑t =0͒ are rotated by an angle 0 with respect to the x axis, as depicted in Fig. 1 . Once the field is switched on, they undergo a deformation for times t Ͼ 0 and the evolution of their components is regulated by
where i =1,2 indicates the vector. A snapshot of the lattice in the xy plane at a time t Ͼ 0 is given in Fig. 2 . Because of this evolution, the angle ͑t͒ between L 1 ͑t͒ and the x axis follows the equation
͑8͒
It is clear that the rescaling of the box lengths according to the solution of Eq. ͑1͒ must be implemented without jeopardizing the dynamics of particles in the unit simulation lattice and with no alteration of the angle ͑t͒ for all t.
One possible straightforward method to do this is to obtain the desired volume by only rescaling the z dimension of the simulation box, which has no influence on the evolution of L 1 and L 2 that takes place in the xy plane. In this case, if the elongational rate, the pressure and/or the density are very high, rescaling only the z dimension could be risky, as the distance between particles in that direction might become too short and cause the simulation to fail. 1 An alternative solution consists in the application of the appropriate contraction/dilation rescaling to all three lattice dimensions. We indicate with V T Ј the solution of Eq. ͑1͒ at time step tЈ. V T Ј is the target volume that maintains the average pressure at its target value p 0 given in Eq. ͑4͒. If V͑tЈ͒ is the unrescaled cell volume ͓V͑tЈ͒ V T Ј͔, then the rescaling factor at tЈ is given by
.
͑9͒
There are two equivalent ways of using this factor to produce the appropriate unit cell. The first one naturally involves the direct rescaling of the tilted elongated cell, such that the lattice vector moduli ʈL i ͑tЈ͒ʈ are replaced as follows: ʈL i ͑tЈ͒ʈ → ʈL i ͑tЈ͒ʈ, where i = 1, 2, and 3 indicates the x, y, and z directions, respectively. The volume of the tilted box is, for instance, given by ʈL 1 ͑tЈ͒ʈ · ʈL 2 ͑tЈ͒ʈ · ʈL 3 ͑tЈ͒ʈsin͑͑tЈ͒ + ͑tЈ͒͒ ͑see Fig. 3͒ and this rescaling clearly leads to the correct volume V T Ј solution of Eq. ͑1͒ without altering the angles ͑tЈ͒ and ͑tЈ͒, the latter angle given by Eq. ͑8͒ with the index 1 replaced by 2. The second way, which is employed in this study, does not deal directly with the tilted cell, but uses an initial "new" 
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cubic cell with volume V T Ј and the evolution equations ͓Eqs.
͑7͔͒ to obtain the appropriate simulation cell. Clearly, this is the same cell that is given by the previous method, as the two methods are both adequate and equivalent. We now describe this second procedure in detail. A three step procedure to produce the proper tilted cell with volume V T Ј is possible. First, a new cubic unrotated cell with volume V T Ј is generated ͑see Fig. 4͒ . This cell has three equal x, y, and z sides of length ͑V T Ј͒ 1/3 . Second, a rotation of the same initial angle 0 is performed on this cell ͑Fig. 5͒. Finally, to recover the correct tilted dimensions at time tЈ, the new cell is evolved via The tilted cell given by new L i ͑tЈ͒ is the same cell given by the first method. It has the correct volume V T Ј, as the evolution Eqs. ͑10͒ conserve the cell volume, and preserve the angle ͑tЈ͒ as it was before the whole rescaling process. In fact, combining Eqs. ͑7͒ and ͑8͒, it is easy to see that the value of this angle at tЈ, before the scaling procedure, is given by
so that it depends only on the initial ͑rotated͒ lattice components L 1x ͑t =0͒ and L 1y ͑t =0͒. The procedure rescales the ͑un-rotated͒ lattice vector L 1 ͑t =0͒ by the factor , preserving the ratio of its y and x components in Eq. ͑11͒ ͑see Fig. 6͒ . When the next rescaling is necessary at a time tЉ Ͼ tЈ, the procedure is repeated creating a new initial lattice with a volume V T Љ given by Eq. ͑1͒ evaluated at time tЉ, using a new with V T Љ and the current unrescaled volume V͑tЉ͒. Since the two methods are equivalent, and entail a comparable amount of computation, the choice of implementation is left to the reader, depending on how the KR conditions are simulated. In fact, some readers may use programs that compute the lattice vector moduli as t evolves and prefer the first method, whereas others may choose to evolve the vector components only ͓Eqs. ͑7͔͒ and would therefore be interested in the second method which does not require one to calculate vector moduli.
In both methods, during every rescaling process the particles are obviously unmoved, but periodic boundary conditions ͑pbcs͒ are imposed on the rescaled cell at the end of   FIG. 4. Step 1 of the x-y-z rescaling procedure: a "new" cubic cell is created, with the appropriate volume V T Ј given by Eq. ͑1͒. The xy plane section is shown. 3 . The volume of the tilted lattice at a time tЈ is given by the area of the xy parallelogram, i.e., ʈL 1 ͑tЈ͒ʈ · ʈL 2 ͑tЈ͒ʈsin͑͑tЈ͒ + ͑tЈ͒͒, multiplied by the length of the z dimension. Multiplying the modulus of each dimension L i ͑tЈ͒ by the factor given by Eq. ͑9͒ gives the target value for the volume according to Eq. ͑1͒ and preserves the angles ͑tЈ͒ and ͑tЈ͒. each contraction/dilation procedure, after the integration of the equations of motion ͓Eqs. ͑1͒, ͑2͒, and ͑4͔͒. If a particle is out of the boundaries, it is properly mapped back into the rescaled unit lattice. The use of pbcs is necessary for the SLLOD algorithm, 1 which is here employed in association with the "deformingbrick" implementation of pbcs. 15 They are essential to simulate the steady state of any system undergoing PEF in a consistent way. Also, a rezeroing of the y component of the total momentum at each time step is required, as described in Ref. 33 . This prevents an exponential growth of round-off errors that would lead to numerical problems. We stress that these round-off errors do not possess any physical meaning and are only a consequence of the finite precision numerics: the momentum rezeroing has no effect on any physical property that is calculated.
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III. SIMULATION DETAILS AND VISCOSITY FOR NpT and NVT SYSTEMS OF SIMPLE ATOMS
We simulate a three dimensional system of 2048 atoms undergoing PEF. The atoms interact via a pairwise additive WCA potential, 34 which is a truncated and shifted version of the Lennard-Jones potential,
where r ij = ͉r i − r j ͉, r i is the laboratory position vector of particle i, is the well depth, and is the value at which the Lennard-Jones potential is zero. c is the value of the unshifted potential at the cutoff distance r c =2 1/6 , so that the WCA potential is continuous. All units used are in reduced dimensionless quantities and we set m = = =1.
The WCA potential has the practical advantage of not containing long-range corrections, as well as being fast to execute in numerical calculations. This accounts for its popularity. It has been routinely employed to study the transport properties of nonequilibrium liquids such as viscosity. 35 It has also been shown that the differences between results for viscosity with the WCA and the truncated Lennard-Jones potentials are essentially insignificant. For example, in liquids under shear flow 36 they are less than 0.5%. We also point out here that our algorithm is independent of the details of the potential used, and will work for more sophisticated potentials.
The system is kept at a constant temperature T = 1.00 and has an initial density = 0.840. The pressure for the nonequilibrium NpT simulations is set at the value obtained from an equilibrium simulation at constant volume and temperature ͑NVT͒ that for our system is p 0 = 7.8365± 0.0001. A fourth order Gear predictor-corrector scheme is used to integrate Eqs. ͑1͒, ͑2͒, and ͑4͒. The time step is ⌬t = 0.001 for all the elongational rates, except the two highest ones ͑ = 3.5 and = 5.0͒, where the time step is reduced to ⌬t = 0.0002 to maintain good accuracy. The pressure is conserved within 0.01% of its nominal value is almost all the cases and has a maximum inaccuracy of about 0.1% in the case of the highest rates ͑see Table I for details͒. Data are collected from three independent runs starting from a fcc lattice for all rates.
Our choice of the damping factor is Q = 300. Because the total length of the simulation for every elongational rate is 15ϫ 10 6 time steps, the average of the viscosity ͑see below͒ is clearly taken over a sufficient number of pressure oscillations, in accordance with the observations in the previous section.
Before computing the viscosity, a number of checks were performed on the algorithm to rule out any possible inadequacy caused by the pressure conservation mechanism. No violation on conservation properties or any discontinuity in the physical variables was observed. For example, simulations show expected results at equilibrium and out of equilibrium when the thermostat is turned off, no "jump" in any thermodynamic or transport quantities occurs when the reshaping of the unit cell is carried out, and no rate-dependent artificial effect of any kind is seen in the KR conditions.
In Fig. 7 , the values of the elongational viscosity for the NpT and the NVT ensembles are plotted. For the NpT case, the algorithm for x-y-z compression/dilation with the use of the evolution equations ͓Eqs. ͑7͔͒ is employed; for the NVT case, equivalent simulations at constant V are run. As the initial density and the pressure of the system are not very high, the strategy involving the compression/dilation only in the z direction can also be used. We found that results for the two methods agreed within statistical uncertainty. The elongational viscosity is defined as = −
where the brackets denote a time average and P xx and P yy are the diagonal components of the instantaneous pressure tensor given by Eq. ͑5͒. The viscosities for both ensembles are within statistical errors of each other until ജ 0.3, after which they diverge. These results for the elongational viscosity of an atomic liquid show a behavior similar to polymers and complex liquids, [10] [11] [12] [13] [14] in that both shear thinning and thickening are observed, depending on the ensemble. They are also in line with recent experimental evidence for liquid xenon under shear flow, 37, 38 which shows that viscoelasticity occurs in atomic liquids at constant temperature and constant pressure. We notice that the higher rates in Fig. 7 , where the elongation-dependent behavior is more marked, have not yet been experimentally reproduced and are currently difficult to access, as they correspond to an elongation rate of order of 10 12 Hz. Nevertheless, the purpose of this paper is to present an algorithm for NpT simulations of elongational flow, which is primarily intended for use in simulations of molecular fluids, where the onset of viscoelastic effects occurs at weaker ͑and experimentally reproducible͒ rates of strain as the size of the molecular chains increase. 3, 23, 25, 26 Finally, agreement with well-established previous numerical findings for shear flow systems 3, 4, 35, 36 and PEF systems 26 shows that the algorithm is consistent. In the case of NVT systems, shear thickening ͑i.e., increasing viscosity for increasing strain rate͒ for PSF at very high strain rates is mirrored by an equivalent strain hardening effect for high elongational rates. This effect is peculiar to the nature of NVT simulations 3 and is not present in constant pressure simulations that instead show the expected elongationalthinning effect ͑decreasing viscosity with strain rate͒. 25 As stated above, this will become important for simulations of high molecular weight fluids such as polymer melts, where non-Newtonian behavior is observed at experimental rates of strain. An NVT simulation eventually fails to match the experimental results and this is why we have to resort to NpT methods.
IV. CONCLUSION
In this paper we have proposed and tested a simple algorithm for simulations of systems under planar elongational flow at constant pressure and constant temperature, the socalled NpT ensemble. This is the most appropriate ensemble in which to compare simulation results with experiments, where a sample liquid is kept in equilibrium with the atmospheric pressure.
Our procedure is reliable, accurate, easy to implement, and self-starting. A calculation of the elongational viscosities for an atomic fluid in the NVT and NpT ensembles shows that the algorithm is consistent with previously published results. With the forthcoming application of this method to more complex systems such as polymer melts, a deeper understanding of the molecular processes that underpin macroscopic material behavior for elongational flow is now possible.
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