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GIAMBELLI AND DEGENERACY LOCUS FORMULAS FOR
CLASSICAL G/P SPACES
HARRY TAMVAKIS
Abstract. Let G be a classical complex Lie group, P any parabolic subgroup
of G, andX = G/P the corresponding homogeneous space, which parametrizes
(isotropic) partial flags of subspaces of a fixed vector space. In the mid 1990s,
Fulton, Pragacz, and Ratajski [F3, PR2, FP] asked for global formulas which
express the cohomology classes of the universal Schubert varieties in flag bun-
dles – when the space X varies in an algebraic family – in terms of the Chern
classes of the vector bundles involved in their definition. This has applications
to the theory of degeneracy loci of vector bundles and is closely related to the
Giambelli problem for the torus-equivariant cohomology ring of X. In this
article, we explain the answer to these questions which was obtained in [T7],
in terms of combinatorial data coming from the Weyl group.
0. Introduction
The theory of degeneracy loci of vector bundles has its roots in the 19th century,
motivated by questions in elimination theory and enumerative algebraic geome-
try. The modern subject began with the work of Thom and Porteous in topology,
which was generalized and extended to the algebraic setting by Kempf, Laksov,
and Lascoux [KL, L1, F5]. The simplest example involves two complex vector
bundles E,F on a smooth algebraic variety M . Given a generic map of vector
bundles f : E → F and r any integer, the locus Mr of points m ∈ M where
rank(fm) ≤ r is called a degeneracy locus. Thom [Th] showed that the homol-
ogy class of Mr must be Poincare´ dual to a universal polynomial in the Chern
classes of the vector bundles E and F , and Porteous [Po] later found this repre-
senting polynomial. Such degeneracy loci arise frequently in problems of algebraic
geometry and singularity theory, therefore explicit Chern class formulas for these
loci can be quite useful. We refer to [Tu, P3, FP, FR2, Ka2] for surveys, and to
[Be, DP, EvG, FR1, F3, FL, HT, JLP, Ka1, KT2, PP, P1, PR2, Sa, SdS, T1, T3]
for an incomplete list of applications.
In a series of papers in the 1990s, Fulton [F1, F2, F3] generalized the work of
Kempf-Laksov further, to a map of flagged vector bundles, and studied an analogue
of the same problem for the other classical Lie groups. This involved degeneracy
loci given by incidence relations between a pair of isotropic flags of subbundles of
a fixed vector bundle, which is equipped with a symplectic or orthogonal form. In
all cases, the Schubert polynomials representing the cohomology classes of the loci
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were defined by an algorithm using divided difference operators (stemming from
[BGG, D1, D2, LS1]) applied to a ‘top polynomial’ which represented the class of
the diagonal (the locus of points on the base variety where the two flags coincide).
Related computations were performed at much the same time by Pragacz and
Ratajski [PR2], and other competing theories of Schubert polynomials in the Lie
types B, C, and D were discovered [BH, FK3, LP1]. In [F3] and [FP, §9.5], Fulton
and Pragacz asked for combinatorially explicit, global formulas for the cohomology
classes of degeneracy loci, which have a similar shape for all the classical groups,
and are determinantal whenever possible. The aim of this article is to describe the
answer to this question which was obtained in [T7], building on a series of earlier
works, in terms of data coming from the Weyl group.
Graham [Gr] recast the above degeneracy locus problem using the language of
Lie theory, and studied the universal case when the structure group G of the fibre
bundles involved is any complex reductive group (see also [Br1, §6.6]). He observed
that the degeneracy locus question of [F3] is essentially equivalent to the problem
of obtaining a formula for the equivariant Schubert classes in the torus-equivariant
cohomology ring of the flag variety G/B (when G is a classical group, there is also
the twisted case, when the bilinear form takes values in a line bundle). Indeed,
from the point of view of a Lie theorist, there seems to be no reason to exclude the
exceptional groups from the degeneracy locus story. We will suggest two reasons
below why the classical groups appear to be special for this question.
In type A, the double Schubert polynomials of Lascoux and Schu¨tzenberger
[L2, LS1] were characterized as the unique polynomials that satisfy the general de-
generacy locus formula of [F1]. Fomin and Kirillov [FK3] observed that this strong
uniqueness property breaks down in type B, where in fact there is a plethora of
theories of (single) Schubert polynomials. However, the Schubert polynomials of
Billey and Haiman [BH] impressed us as the most combinatorially explicit theory
among those available in the other classical Lie types. These polynomials enjoyed
most of the properties of the type A single Schubert polynomials, but their transla-
tion (as given in [BH]) into Chern class formulas in H∗(G/B) involved a change of
variables and an ensuing loss of combinatorial control. This problem was first ad-
dressed by the author [T3, T4], using a more natural and geometric substitution of
the variables, with applications to arithmetic intersection theory. Ikeda, Mihalcea,
and Naruse [IMN] later introduced double versions of the Billey-Haiman Schubert
polynomials and extended the substitution of [T3, T4] to this setting – expressing it
in a better way, as a ring homomorphism (the geometrization maps of §7.3). With
this work, the search for a satisfactory analogue of the Lascoux-Schu¨tzenberger
theory in the other classical Lie types was finally over.
Although the decision of which theory of Schubert polynomials to use is clearly
important, by construction they only provide formulas in terms of the Chern
roots of the vector bundles involved. When the initial degeneracy locus prob-
lem carries the symmetries of a parabolic subgroup P of G, we seek an answer
which manifestly exhibits the same symmetries. This should generalize the Jacobi-
Trudi determinants and Schur Pfaffians that appear when the Schubert polynomi-
als are evaluated on (maximal) Grassmannian elements of the Weyl group, as in
[KL, F3, PR2, FP, KT1]. In other words, we desire formulas that are native to
G/P , i.e., expressed in terms of Schubert classes that live in the cohomology ring
of the homogeneous space G/P . It turned out that a precise understanding of the
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Giambelli problem for H∗(G/P ), which is closely related to the degeneracy locus
formulas above, was necessary for further progress.
The cohomology of X = G/P is a free abelian group on the basis of Schubert
classes, the cohomology classes of the Schubert varieties. When G is a classical Lie
group, there are certain special Schubert classes among these, which generate the
ring H∗(X). This is one place where the fact that G is classical is important: at
present, we do not know how to define special classes for the exceptional groups.
For classical G, one has a good definition of special Schubert varieties, which is uni-
form across the four types. In this case, the variety X parametrizes partial flags of
subspaces of a vector space, which in types B, C, and D are required to be isotropic
with respect to an orthogonal or symplectic form. If X is an (isotropic) Grassman-
nian, then the special Schubert varieties are defined as the locus of (isotropic) linear
subspaces which meet a given (isotropic or coisotropic) linear subspace nontrivially,
following [Pi, BKT1]. The special Schubert varieties on any partial flag variety X
are the inverse images of the special Schubert varieties on the Grassmannians to
which X projects. The special Schubert classes are the cohomology classes of the
special Schubert varieties; in most examples, they are equal to the Chern classes of
the universal quotient bundles over X , up to a factor of two.
The Giambelli problem for H∗(X) challenges us to write a general Schubert
class as an explicit polynomial in the above special classes. The papers [G1, BKT2,
BKT4] addressed this question for all (isotropic) Grassmannians, and [BKTY1, T7]
extended the answer to any classical G/P space. To do this, we had to go beyond
the known hermitian symmetric, fully commutative examples, and invent a consid-
erable body of new combinatorics. The Schubert classes are indexed by (typed)
k-strict partitions, the Giambelli formulas are expressed using Young’s raising op-
erators [Y, Li] and studied using a new calculus of these operators [BKT2, T5], the
Schur polynomials are extended to theta and eta polynomials, and instead of Young
tableaux, we count paths in k-transition trees. Ultimately, all of these objects can
be understood purely in terms of the combinatorics of the Weyl group of (signed)
permutations.
The degeneracy locus problem is equivalent to the Giambelli problem when the
space X varies in an algebraic family, and thus would appear to be more difficult.
Indeed, in most cases where determinantal formulas for the double Schubert poly-
nomials representing the loci were known, these formulas were significantly more
complicated than their single versions – which address the Giambelli problem in
that case. The type A paper [BKTY1] changed that paradigm: it established the
surprising fact that if one uses the language of quiver polynomials, then the answer
to the degeneracy locus problem has the same shape as that for the Giambelli prob-
lem, and indeed, a near identical proof! This picture was generalized to all classical
types in [T7], in a synthesis which used all of the above ingredients, and added
some new ones. The results were combinatorial splitting formulas for the Schubert
polynomials of [BH, IMN], and direct translations of these into degeneracy locus
formulas, with the symmetries native to the appropriate G/P space.
The goal of this paper is to explain the above story. The narrative combines
elements from algebraic geometry, Lie theory, and combinatorics, and we have
strived to keep the exposition as self-contained as possible. We include one original
contribution: a new proof of the main result of [IMN], which states that the dou-
ble Schubert polynomials in types B, C, and D represent the Schubert classes. The
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setup in [IMN] uses localization in equivariant cohomology, which we do not require
here. The key idea – exploited in [T5, T7, T8] – is to use the elegant approach
to Schubert polynomials via the nilCoxeter algebra and the Yang-Baxter equation,
pioneered in [FS, FK2, FK3]. One of the advantages of this approach is that the
Schubert polynomials are defined simply and directly in terms of reduced decom-
positions in the Weyl group, without requiring the use of a ‘top polynomial’. From
this point of view, one can also understand why the stability property of Schubert
polynomials is needed: it is only in the stable equivariant cohomology ring that
compatibility with divided differences alone (both left and right! – an important
insight of [IMN]) is enough to characterize the universal Schubert classes, up to a
scalar factor. Anderson and Fulton [AF] have recently also given a different proof
of the main theorem of [IMN], within the framework of degeneracy loci, using a
geometric argument which employs Kazarian’s multi-Schur Pfaffians [Ka1].
We have made no attempt to write a survey, and in particular the extensive lit-
erature on the Schubert calculus and the equivariant cohomology of homogeneous
spaces is barely touched upon. In special cases, there are alternatives to the com-
binatorial formulas shown here; the reader may consult [AF, Ar, Bi2, BJS, BKT2,
BKT4, FP, I, IN1, Ka1, KT1, LRS, L4, Mi, T5, T8, TW] for examples of what is
known, and the papers [Br1, BKT1, BKTY1, IMN, T5, T7] for further references
to related research. Throughout this article, we work with cohomology groups, at
times with rational coefficients. However, from these, one can deduce results for co-
homology with integer coefficients, and also in the algebraic category, for the Chow
groups of algebraic cycles modulo rational equivalence. The necessary modifications
to achieve this are explained in detail in [Br1, EGr, F3, Gr].
This article is organized as follows. We begin in §1 and §2 with a discussion of
Giambelli formulas for Grassmannians, expressing them using the language of rais-
ing operators. Section 3 contains general facts about the cohomology of G/P spaces
and the Giambelli problem in this context. The combinatorial data coming from
the Weyl group and the algebraic objects necessary to state the general degeneracy
locus formulas are given in §4 and §5, respectively. In particular, §5.3 contains
splitting formulas for Schubert polynomials, which admit direct translations in §6
to Chern class formulas for degeneracy loci. Section 7 outlines the proofs of the
main theorems, and §8 contains some questions for the future.
This project would not have been possible without the contributions of many
authors, a list too long to mention here. I am particularly grateful for the hard
work and support of my collaborators Anders Buch, Andrew Kresch, and Alexander
Yong over a period of many years. I also thank the anonymous referee for comments
on an earlier version of the paper.
1. The Giambelli formula of classical Schubert calculus
The main object of study in classical Schubert calculus is the Grassmannian
X = G(m,n), which is the set of all m-dimensional complex linear subspaces of
V = Cn. Given any subset H of V , we let 〈H〉 denote the C-linear span of H . Let
e1, . . . , en denote the canonical basis of C
n, and d = n−m be the codimension of
the subspaces in X . The general linear group GLn(C) acts transitively on X , and
the stabilizer of the point 〈e1, . . . , em〉 under this action can be identified with the
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subgroup P of matrices in GLn(C) of the block form(
∗ ∗
0 ∗
)
,
where the 0 in the lower left corner denotes a d ×m zero matrix. In this way we
get a description of X as a coset space
X = GLn(C)/P
from which one can deduce that X is a complex manifold of dimension md. The
subgroup P is a maximal parabolic subgroup of GLn(C). A similar analysis shows
that the manifold X is isomorphic to U(n)/(U(m)×U(d)), and hence is a compact
manifold. In fact, X is a projective algebraic variety, and may be described by
a system of quadratic polynomial equations, known as the Plu¨cker relations. For
further details on this and other aspects of this section, we refer to [F4, Ma].
In the latter half of the 19th century, Hermann Schubert gave a first systematic
treatment of enumerative projective geometry [Sc1], in which the Grassmannian
X played a prominent part. The course of his study led him to introduce certain
natural closed algebraic subsets of X , later known as the Schubert varieties [Sc2].
To define them, set Fi = 〈e1, . . . , ei〉 for each integer i ∈ [1, n], and consider the
complete flag of subspaces
F
•
: 0 = F0 ⊂ F1 ⊂ · · · ⊂ Fn = V.
The stabilizer B ⊂ GLn(C) of F• is the Borel subgroup of upper triangular matrices
in GLn(C). In modern language, the Schubert varieties are the closures of the B-
orbits in X . Each B-orbit in X is called a Schubert cell; there are finitely many
such cells, and they induce a cell decomposition of the manifold X .
We call a subset P ⊂ [1, n] of cardinality m an index set . Any point Σ ∈ X
defines an index set P(Σ) by
P(Σ) := {p ∈ [1, n] | Σ ∩ Fp ) Σ ∩ Fp−1} .
Observe that P(Σ′) = P(Σ) for any point Σ′ in the orbit B.Σ ⊂ X . On the other
hand, given any subspace Σ ⊂ V , one can easily construct a basis {g1, . . . , gn} of
V such that Fi = 〈g1, . . . , gi〉 for each i and Σ = 〈{g1, . . . , gn} ∩Σ〉. It follows from
this that any point Σ′ ∈ X such that P(Σ′) = P(Σ) must be in the orbit B.Σ. In
other words, the B-orbits (or Schubert cells) in X correspond 1-1 to the index sets
P . We let X◦P(F•) denote the Schubert cell given by P , that is,
(1) X◦P(F•) := {Σ ∈ X | P(Σ) = P} .
The definition implies that we have a cell decomposition
G(m,n) =
∐
P
X◦P(F•).
Suppose that P = {p1 < · · · < pm} is an index set. Any subspace Σ ∈ X◦P(F•) is
spanned by the rows of a unique m× n matrix A = {aij} in a special reduced row
echelon form: there is a pivot entry 1 in position (i, pi), all other entries in the ith
row after the pivot are zero, and all entries below the pivot entries are zero. If j < pi
and j 6= pr for all r < i, then aij is a free variable, and gives an affine coordinate
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for the Schubert cell X◦P . For example, if m = 4, n = 10, and P = {3, 5, 6, 9}, then
A =

∗ ∗ 1 0 0 0 0 0 0 0
∗ ∗ 0 ∗ 1 0 0 0 0 0
∗ ∗ 0 ∗ 0 1 0 0 0 0
∗ ∗ 0 ∗ 0 0 ∗ ∗ 1 0
 .
From this description we see that the B-orbit X◦P is isomorphic to affine space C
|P|,
where |P| is the number of ∗’s in the reduced row echelon form of matrices in the
cell, namely
|P| =
m∑
j=1
(pj − j).
At this point it is convenient to introduce a different parametrization for the
Schubert cells which makes their codimension apparent: let
λj := d+ j − pj, 1 ≤ j ≤ m.
It is clear that there is a 1-1 correspondence between the vectors λ = (λ1, . . . , λm)
and index sets P (for fixed m and n); for example P = {3, 5, 6, 9} corresponds to
λ = (4, 3, 3, 1). The conditions on the index set P imply that
d ≥ λ1 ≥ λ2 ≥ · · · ≥ λm ≥ 0,
equivalently, that λ = (λ1, . . . , λm) is a partition whose first part λ1 is at most d
and number of nonzero parts λj is at most m. Recall that any partition λ can be
represented by a Young diagram of boxes, arranged in left-justified rows, with λj
boxes in the jth row. The above conditions state that the diagram of λ is contained
in anm×d rectangle, which is the Young diagram of the partition (dm) = (d, . . . , d).
The example shown below corresponds to a Schubert cell in G(4, 10) indexed by
the partition λ = (5, 4, 2).
We identify a partition with its Young diagram; an inclusion λ ⊂ µ of partitions
corresponds to the containment of their respective diagrams. The weight of λ,
denoted |λ|, is the total number of boxes in λ, hence |λ| =
∑m
j=1 λj , and λ is a
partition of the integer |λ|. For each λ as above, we have a Schubert cell X◦λ, which
is equal to X◦P for the index set P corresponding to λ. X
◦
λ has (complex) dimension
m∑
j=1
(d− λj) = md− |λ| = dimX − |λ|,
and therefore codimension |λ| in X .
The Schubert variety Xλ(F•) is the closure of the Schubert cell X
◦
λ(F•); it is an
algebraic variety also of codimension |λ| in X . We have
Xλ(F•) =
∐
µ⊃λ
X◦µ(F•) = {Σ ∈ X | dim(Σ ∩ Fd+j−λj ) ≥ j, 1 ≤ j ≤ m}.
For each partition λ contained in (dm), let [Xλ] ∈ H
2|λ|(X,Z) denote the cohomol-
ogy class Poincare´ dual to the cycle defined by Xλ(F•). If F
′
•
is another complete
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flag, then there is an element g in GLn(C) such that g · F• = F ′•. It follows that
[Xλ(F•)] = [Xλ(F
′
•
)], and therefore that the Schubert class [Xλ] only depends on
the partition λ, and not on the flag F
•
. The cell decomposition of X implies that
the classes of the Schubert varieties give a Z-basis for H∗(X,Z). In other words,
there is a direct sum decomposition
H∗(X,Z) =
⊕
λ⊂(dm)
Z [Xλ].
Of course, the cohomology H∗(X,Z) is also a commutative ring under the cup
product, and dually under the intersection product of homology cycles. It follows
that the structure of this ring is determined by intersecting Schubert varieties in
general position. The simplest such varieties are the special Schubert varieties
Xr(F•) = {Σ ∈ X | Σ ∩ Fd+1−r 6= 0}
for 1 ≤ r ≤ d (here the index r is identified with the partition (r, 0, . . . , 0)). Histor-
ically, it was natural to focus on the Xr since these spaces are the easiest to work
with geometrically. The corresponding classes [Xr] are the special Schubert classes.
These cohomology classes can be realized as characteristic classes of certain uni-
versal vector bundles over G(m,n). Let E′ denote the tautological rank m vector
bundle over X , E the trivial rank n vector bundle, and E′′ = E/E′ the rank d
quotient bundle, so that we have a short exact sequence
(2) 0→ E′ → E → E′′ → 0
of vector bundles over X . Then [Xr] is by definition the r-th Segre class of E
′, or
equivalently, the r-th Chern class of E′′, denoted cr(E
′′).
The work of Pieri [Pi] and Giambelli [G1] established that the special classes
cr = cr(E
′′) generate the cohomology ring H∗(X,Z). Giambelli proved the following
explicit formula which writes a general Schubert class [Xλ] as a polynomial in special
classes:
(3) [Xλ] = det(cλi+j−i(E
′′))1≤i,j≤m.
In equation (3) and in the remainder of this paper, our convention is that c0 = 1
and cr = 0 whenever r < 0. Observe that there are relations among the cr in
H∗(X,Z), so that the right hand side of formula (3) is not unique. However, the
natural inclusion G(m,n) →֒ G(m+ 1, n+ 1) induces a surjection
H∗(G(m+ 1, n+ 1),Z)→ H∗(G(m,n),Z).
For a fixed partition λ and codimension d, the Giambelli polynomial in (3) is the
unique one that is preserved under the above map, for all m greater than or equal
to the number of (nonzero) parts of λ.
For our purposes here it will be important to rewrite formula (3) using A. Young’s
raising operators [Y]. An integer sequence is a sequence of integers α = (α1, α2, . . .)
only finitely many of which are nonzero. Given any integer sequence α and natural
numbers i < j, we define
Rij(α) := (α1, . . . , αi + 1, . . . , αj − 1, . . .).
A raising operator R is any monomial in these Rij ’s. If (c1, c2, . . .) is any ordered set
of commuting independent variables, we let cα :=
∏
i≥1 cαi , with the understanding
that c0 = 1 and cr = 0 if r < 0. For any raising operator R, set R cα := cRα (note
that we slightly abuse the notation here and consider that the raising operator R
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acts on the index α, and not on the monomial cα itself). Consider the raising
operator expression
R0 :=
∏
i<j
(1 −Rij).
If we expand the infinite product R0 as a formal power series in the Rij and apply
the result to cα, only finitely many of the summands are nonzero. Therefore R
0 cα
is a well defined polynomial in the variables cr, and in fact we have
(4) R0 cα = det(cαi+j−i)i,j .
Equation (4) is a formal consequence of the Vandermonde identity∏
1≤i<j≤m
(xi − xj) = det(x
m−j
i )1≤i,j≤m ;
for a proof of this see for example [T6]. It follows that we may rewrite (3) as
(5) [Xλ] = R
0 cλ(E
′′),
where cλ(E
′′) =
∏
i cλi(E
′′) denotes a monomial in the Chern classes of E′′, and
R0 is applied to cλ as above.
Example 1. We have
[X(5,4,2)] = (1−R12)(1 −R13)(1 −R23) c(5,4,2)
= (1−R12 −R13 −R23 +R12R13 +R12R23 +R13R23 −R12R13R23) c(5,4,2)
= c(5,4,2) − c(6,3,2) − c(6,4,1) − c(5,5,1) + c(7,3,1) + c(6,4,1) + c(6,5,0) − c(7,4,0)
= c5c4c2 − c6c3c2 − c
2
5c1 + c7c3c1 + c6c5 − c7c4 =
∣∣∣∣∣∣
c5 c6 c7
c3 c4 c5
1 c1 c2
∣∣∣∣∣∣ .
Soon after he proved (3), Giambelli published a second paper [G2] where he
studied a parallel formalism in the theory of symmetric polynomials. For any integer
r, let er(Y(d)) denote the r-th elementary symmetric polynomial in the commuting
variables Y(d) = (y1, . . . , yd). Given a partition µ with at most d nonzero parts,
consider
(6) sµ(Y(d)) = det(y
µi+d−j
i )1≤i,j≤d
/
det(yd−ji )1≤i,j≤d.
The sµ(Y(d)) for varying µ may be identified with the polynomial characters of
the general linear group GLd(C); this had been established a few years earlier by
Schur in his 1901 thesis [S1] (in fact, equation (6) is a special case of the Weyl
character formula). For any partition λ, let λ˜ be the conjugate partition, whose
Young diagram is the transpose of the diagram of λ. Then Jacobi [J] and Trudi
proved that the Schur polynomial sλ˜(Y(d)) satisfies
(7) sλ˜(Y(d)) = R
0 eλ(Y(d)) = det(eλi+j−i(Y(d)))i,j
for any λ ⊂ (dm), where eλ :=
∏
i eλi . We may thus consider sλ˜ as a polynomial
in the algebraically independent variables er, for 1 ≤ r ≤ d. In the theory of char-
acteristic classes, the variables y1, . . . , yd represent the Chern roots of the quotient
vector bundle E′′, and er(Y(d)) is identified with the r-th Chern class cr(E
′′). Using
c(E′′) to denote the total Chern class 1 + c1(E
′′) + · · · + cd(E′′) of E′′, we obtain
the following restatement of equations (3) and (5).
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Theorem 1 (Classical Giambelli, [G1]). For any partition λ whose diagram fits
inside an m× (n−m) rectangle, we have
(8) [Xλ] = sλ˜(c(E
′′))
in the cohomology ring of G(m,n).
For more on the connection between the representation theory of the general
linear group and the classical Schubert calculus, see [Bel, BK, T2].
2. Giambelli formulas for isotropic Grassmannians
The study of homogeneous spaces of Lie groups was extended further during
the first half of the twentieth century by the work of E´lie Cartan [C1, C2] and
Ehresmann [E]. They considered the irreducible compact hermitian symmetric
spaces, which generalize the Grassmannian G(m,n), and began exploring their
cohomology rings. Rather than proceeding along the lines of the classical Schubert
calculus, this work used Cartan’s theory of invariant differential forms. It was only
in the 1980s that analogues of Pieri’s rule and Giambelli’s formula were obtained
for all hermitian symmetric Grassmannians, in the work of Hiller and Boe [HB] and
Pragacz [P2]. More recently, Pragacz and Ratajski [PR1, PR3] proved Pieri type
rules and Buch, Kresch, and the author [BKT1, BKT2, BKT4] generalized both the
Pieri and Giambelli formulas of [HB, P2] to arbitrary symplectic and orthogonal
Grassmannians, using different notions of special Schubert classes. We will follow
the references [BKT2, BKT4] in this section.
Let V = CN and equip V with a nondegenerate skew-symmetric or symmetric
bilinear form ( , ). A subspace Σ of V is called isotropic if the restriction of ( , )
to Σ vanishes identically. Since the form is nondegenerate, the dimension of any
isotropic subspace is at most N/2. Given a nonnegative integer m ≤ N/2, we let
X denote the complex manifold which parametrizes all the isotropic subspaces of
dimension m in V . This space has a transitive action of the group G = Sp(V ) or
G = SO(V ) of linear automorphisms preserving the form on V , unless m = N/2
and the form is symmetric. In the latter case the space of isotropic subspaces has
two isomorphic connected components, each a single SO(V ) orbit.
An isotropic flag F
•
is a complete flag
0 = F0 ( F1 ( · · · ( FN = V
of subspaces of V such that Fi = F
⊥
j whenever i + j = N ; in particular, Fi is an
isotropic subspace for all i ≤ N/2. Let B ⊂ G denote the Borel subgroup which
is the stabilizer of the flag F
•
. The Schubert cells in X relative to the flag F
•
are
the orbit closures for the natural action of B on X . We call a subset P of [1, N ] of
cardinality m an index set if for all i, j ∈ P we have i + j 6= N + 1. A point Σ in
X defines an index set P(Σ) by the prescription
P(Σ) := {p ∈ [1, N ] | Σ ∩ Fp ) Σ ∩ Fp−1} ,
since no vector in FjrFj−1 is orthogonal to a vector in FN+1−jrFN−j , for each j.
In the same manner as in §1, equation (1) establishes a one to one correspondence
between Schubert cells X◦P(F•) relative to F• and index sets P .
The closures of the Schubert cells are the Schubert varieties XP(F•), and their
classes [XP ] in H
∗(X,Z) are the Schubert classes, which form an additive basis of
H∗(X,Z). Moreover, there are special Schubert varieties, consisting of the locus of
subspaces Σ in X which meet a given subspace Fj non-trivially, and corresponding
10 HARRY TAMVAKIS
special Schubert classes, which generate the cohomology ring of X . In the following
sections, we will see that the Schubert varieties and classes may equivalently be
indexed by k-strict partitions and typed k-strict partitions. As in §1, this is a
convention which makes their codimension (or cohomological degree) apparent, and
we will require in order to state the Giambelli formulas of this section.
2.1. Symplectic Grassmannians. Suppose that N = 2n is even and the form
( , ) is skew-symmetric, so that X = IG(m, 2n) is a symplectic Grassmannian.
Write m = n−k for some k with 0 ≤ k ≤ n− 1. If k = 0, then X is the Lagrangian
Grassmannian LG(n, 2n), and if k = n−1, then X is projective 2n−1 space P2n−1,
since every line through the origin in V is isotropic. These are the only hermitian
symmetric examples. The space IG(n − k, 2n) may be identified with a quotient
Sp2n(C)/Pk of the symplectic group Sp2n(C) by a maximal parabolic subgroup Pk.
For instance, the subgroup P0 is known as the Siegel parabolic and consists of those
matrices of the symplectic group whose lower left quadrant is an n×n zero matrix
(when we choose the standard symplectic basis for C2n, as in §7.3).
Consider the infinite set of pairs
∆◦ = {(i, j) ∈ N× N | 1 ≤ i < j}
and define a partial order on ∆◦ by agreeing that (i′, j′) ≤ (i, j) if i′ ≤ i and
j′ ≤ j. A subset D of ∆◦ is an order ideal if (i, j) ∈ D implies (i′, j′) ∈ D for
all (i′, j′) ∈ ∆◦ with (i′, j′) ≤ (i, j). In the next figure, the pairs (i, j) in a typical
finite order ideal are displayed as positions in a matrix above the main diagonal.
A partition λ is k-strict if no part λj greater than k is repeated; if k = 0 this
means that λ is a strict partition, i.e., has distinct nonzero parts. To any k-strict
partition λ we associate the order ideal
C(λ) := {(i, j) ∈ ∆◦ | λi + λj > 2k + j − i}.
The set C(λ) is an important invariant of the partition λ which appears in the defi-
nitions of both the index set P(λ) and the raising operator expression Rλ associated
to λ (equations (9) and (12) below; compare also with (33)).
The Schubert varieties on IG(n− k, 2n) are indexed by k-strict partitions whose
diagrams fit in an (n− k)× (n+ k) rectangle. Any such λ corresponds to an index
set
P(λ) = {p1(λ) < · · · < pm(λ)}
given by the prescription
(9) pj(λ) := n+ k + j − λj −#{i < j | (i, j) ∈ C(λ)}.
The reader is invited to show that equation (9) gives a bijection between index sets
and k-strict partitions as claimed (a proof is provided in [BKT1, §4.1]). If F
•
is a
fixed isotropic flag of subspaces in V , we obtain the Schubert cell
(10) X◦λ(F•) := {Σ ∈ X | P(Σ) = P(λ)}
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and the Schubert variety Xλ(F•) is the closure of this cell. One can show that
(11) Xλ(F•) = {Σ ∈ X | dim(Σ ∩ Fpj(λ)) ≥ j ∀ 1 ≤ j ≤ ℓ(λ)} ,
where the length ℓ(λ) is the number of (nonzero) parts of λ; see for example [BKT1,
§4.2] and [BKT4, App. A]. This variety has codimension |λ| and defines, using
Poincare´ duality, a Schubert class [Xλ] in H
2|λ|(IG,Z).
The special Schubert varieties are given by
Xr(F•) = {Σ ∈ X | Σ ∩ Fn+k+1−r 6= 0}
for 1 ≤ r ≤ n + k, and their classes [Xr] are the special Schubert classes. Let E′
denote the tautological rank (n− k) vector bundle over IG(n− k, 2n), E the trivial
rank 2n vector bundle, and E′′ = E/E′ the quotient bundle. As in the example of
the type A Grassmannian in §1, we have [Xr] = cr(E′′) for 1 ≤ r ≤ n+ k.
For any k-strict partition λ, we define the operator
(12) Rλ :=
∏
i<j
(1−Rij)
∏
(i,j)∈C(λ)
(1 +Rij)
−1,
where the first product is over all pairs i < j and second product is over pairs i < j
such that λi+λj > 2k+ j− i. Note that equation (12) is a multiplicative analogue
of equation (9). If c = 1+ c1t+ c2t
2 + · · · is any formal power series in commuting
variables cr, we define the theta polynomial Θλ by
(13) Θλ(c) := R
λ cλ.
Theorem 2 (Giambelli for IG, [BKT2]). For any k-strict partition λ whose dia-
gram fits inside an (n− k)× (n+ k) rectangle, we have
(14) [Xλ] = Θλ(c(E
′′))
in the cohomology ring of IG(n− k, 2n).
Example 2. Let k = 1 and λ be the 1-strict partition (3, 1, 1), with C(λ) = {(1, 2)}.
Then the following computation holds in the ring H∗(IG(4, 10),Z):
[X(3,1,1)] =
1−R12
1 +R12
(1−R13)(1−R23) c(3,1,1) = (1−2R12+2R
2
12)(1−R13−R23) c(3,1,1)
= c(3,1,1) − 2c(4,0,1) − c(4,1) + 2c5 − c(3,2) + 2c(4,1) − 2c5 = c3c
2
1 − c4c1 − c3c2.
Comparing (14) with (5) and (8), we see that the polynomials Θλ play the role
of the Schur polynomials for the Giambelli problem on IG(n−k, 2n). An important
difference with the story for the type A Grassmannian is that there are relations
among the cr which persist even as n→∞, namely:
(15)
1−R12
1 +R12
c(r,r) = c
2
r + 2
r∑
i=1
(−1)icr+icr−i = 0, for all r > k.
Another difference is that the raising operator expressions Rλ which enter in (13)
depend on the partition λ (see also Example 3 below).
We next specialize the above to the Lagrangian Grassmannian LG(n, 2n), which
is the case where k = 0. The Schubert classes in H∗(LG(n, 2n),Z) are indexed
by strict partitions λ whose diagrams fit inside a square of side n. The theta
polynomial (13) specializes to a Q-polynomial
(16) Qλ(c) :=
∏
i<j
1−Rij
1 +Rij
cλ.
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The Giambelli formula of Theorem 2 for LG becomes
(17) [Xλ] = Qλ(c(E
′′)).
Following Pragacz [P2], formula (17) may be expressed using a Schur Pfaffian, as
follows. For partitions λ = (a, b) with only two parts, we have
(18) [X(a,b)] =
1−R12
1 +R12
c(a,b) = cacb − 2ca+1cb−1 + 2ca+2cb−2 − · · ·
while for λ with 3 or more parts,
(19) [Xλ] = Pfaffian([X(λi,λj)])1≤i<j≤2ℓ′
where ℓ′ is the least positive integer such that 2ℓ′ ≥ ℓ(λ).
As we alluded to above, the identities (18) and (19) go back to the work of Schur
on the projective representations of symmetric groups [HH, Jo, S2, St1], where he
introduced a family of symmetric functions {Qλ(X)} known as Schur Q-functions.
We let X = (x1, x2, . . .) be a list of variables, define qr(X) by the equation
∞∏
i=1
1 + xit
1− xit
=
∞∑
r=0
qr(X)t
r
and then use the same relations (18) and (19) with qr(X) in place of cr to define
Q(a,b)(X) and then Qλ(X), for each strict partition λ. Once more we emphasize
that there are relations among the qr, the simplest being q
2
1 = 2q2; hence, the
above polynomials which define Qλ(X) are not uniquely determined. However,
the equivalence of the raising operator and Pfaffian definitions of Qλ is a formal
consequence of the following Pfaffian identity from [S2]:∏
1≤i<j≤2ℓ′
xi − xj
xi + xj
= Pfaffian
(
xi − xj
xi + xj
)
1≤i,j≤2ℓ′
,
which holds in the quotient field of Z[x1, . . . , x2ℓ′ ].
Remark 1. Although the definition (16) is not standard, it is in direct analogy
with the usage of the term ‘Schur polynomial’ in type A. We reserve the name
‘Q-polynomial’ for the polynomial in the variables cr given in (16), and also for
its principal specialization, when cr is replaced by qr(X) for each integer r. This
nomenclature extends to the theta polynomials; compare (13) with (37) in §5.2.
Example 3. Let λ = (λ1, λ2, . . .) be a k-strict partition. If λi ≤ k for each i, then
(20) Θλ(c) =
∏
i<j
(1−Rij) cλ = det(cλi+j−i)i,j ,
while if λi > k for all nonzero parts λi, then
(21) Θλ(c) =
∏
i<j
1−Rij
1 +Rij
cλ = Pfaffian
(
1−R12
1 +R12
cλi,λj
)
i<j
.
We deduce that as λ varies, the polynomial Θλ(c) interpolates between the Jacobi-
Trudi determinant (20) and the Schur Pfaffian (21). In general, the inclusion of a
pair (i, j) in the set C(λ) which specifies the denominators in (12) depends not only
on the size of λi and λj , but also on their relative position in the sequence λ.
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2.2. Orthogonal Grassmannians. Consider the case where m < N/2 and the
form ( , ) is symmetric, so that X = OG(m,N) is an orthogonal Grassmannian. If
N = 2n + 1 is odd, then the Schubert varieties in OG(m, 2n + 1) are indexed by
the same set of k-strict partitions that index the Schubert varieties in IG(m, 2n).
For any k-strict partition λ, let ℓk(λ) denote the number of parts λi of λ which are
strictly greater than k. Let E′′IG and E
′′
OG be the universal quotient vector bundles
over IG(n − k, 2n) and OG(n − k, 2n + 1), respectively. One then knows (see for
example [BS, §3.1]) that the map which sends cr(E′′IG) to cr(E
′′
OG) for all r extends
to an isomorphism of graded rings
H∗(IG(n− k, 2n),Q)
∼
−→ H∗(OG(n− k, 2n+ 1),Q),
which sends a Schubert class [Xλ] on IG to 2
ℓk(λ) times the corresponding Schubert
class on OG. This isomorphism shows that the Schubert calculus on symplectic and
odd orthogonal Grassmannians coincides, up to well determined powers of two. In
particular, one can easily transfer the Giambelli formula of §2.1 to OG(m, 2n+ 1).
We next assume that N = 2n is even, so that m = n− k with k > 0. A typed k-
strict partition is a pair consisting of a k-strict partition λ together with an integer
in {0, 1, 2} called the type of λ, and denoted type(λ), such that type(λ) > 0 if and
only if λi = k for some i ≥ 1. We usually omit the type from the notation for the
pair (λ, type(λ)). To any typed k-strict partition λ we associate the order ideal
C′(λ) := {(i, j) ∈ ∆◦ | λi + λj ≥ 2k + j − i}
in ∆◦. The Schubert cells in the cohomology of the even orthogonal Grassmannian
X = OG(n− k, 2n) are indexed by the typed k-strict partitions λ whose diagrams
are contained in an (n−k)× (n+k− 1) rectangle. For any such λ, define the index
function pj = pj(λ) by
pj(λ) := n+ k + j − λj −#{ i < j | (i, j) ∈ C
′(λ) }
−
{
1 if λj > k, or λj = k < λj−1 and n+ j + type(λ) is odd,
0 otherwise.
We obtain an index set P(λ) associated to any typed k-strict partition λ as above,
and a Schubert cell X◦P(F•) defined by (10).
The Schubert variety XP(F•) is best defined as the closure of X
◦
P(F•), since a
geometric description of XP(F•) analogous to (11) involves subtle parity conditions
(see [BKT4, App. A]). We say that two maximal isotropic subspaces E and F of V
are in the same family if
dim(E ∩ F ) ≡ n (mod2).
Fix a maximal isotropic subspace L of V , so that dim(L) = n. The cohomology
classes [XP ] of the Schubert varieties XP(F•) in OG are are independent of the
choice of isotropic flag F
•
as long as Fn is in the same family as L. If P corresponds
to λ, then the associated Schubert class [Xλ] = [XP ] in H
2|λ|(X,Z) is said to have
a type which agrees with the type of λ.
The special Schubert varieties in OG(m, 2n) can be defined as before by a single
Schubert condition, as the locus of Σ ∈ X which intersect a given isotropic subspace
or its orthogonal complement non-trivially (see [BKT1, §3.2]). The corresponding
special Schubert classes
(22) τ1, . . . , τk−1, τk, τ
′
k, τk+1, . . . , τn+k−1
14 HARRY TAMVAKIS
are indexed by the typed k-strict partitions with a single nonzero part, and generate
the cohomology ring H∗(X,Z). Here type(τk) = 1, type(τ
′
k) = 2, and if
0→ E′ → E → E′′ → 0
denotes the universal sequence of vector bundles over X , then we have
(23) cr(E
′′) =

τr if r < k,
τk + τ
′
k if r = k,
2τr if r > k.
We set cα =
∏
i cαi . Given any typed k-strict partition λ, we define the operator
(24) Rλ :=
∏
(1 −Rij)
∏
(i,j)∈C′(λ)
(1 +Rij)
−1
where the first product is over all pairs i < j and the second product is over
pairs i < j such that λi + λj ≥ 2k + j − i. Let R be any finite monomial in the
operators Rij which appears in the expansion of the formal power series R
λ in (24).
If type(λ) = 0, then set R⋆ cλ := cRλ. Suppose that type(λ) > 0, let d be the least
index such that λd = k, and set
α̂ := (α1, . . . , αd−1, αd+1, . . . , αℓ)
for any integer sequence α of length ℓ. If R involves any factors Rij with i = d or
j = d, then let R ⋆ cλ :=
1
2 cRλ. If R has no such factors, then let
R ⋆ cλ :=
{
τk cR̂ λ if type(λ) = 1,
τ ′k cR̂ λ if type(λ) = 2.
We define the eta polynomial Hλ by
(25) Hλ(c) := 2
−ℓk(λ)Rλ ⋆ cλ.
Note that Hλ(c) is really a polynomial in the variables τr for r ≥ 1 and τ ′k, which
are related to the variables cr by the formal equations (23).
Theorem 3 (Giambelli for OG, [BKT4]). For every typed k-strict partition λ whose
diagram fits inside an (n− k)× (n+ k − 1) rectangle, we have
(26) [Xλ] = Hλ(c(E
′′))
in the cohomology ring of OG(n− k, 2n).
Example 4. Consider the typed 1-strict partition λ = (3, 1, 1) with type(λ) = 2.
The corresponding Schubert class in H∗(OG(4, 10),Z) satisfies
[X(3,1,1)] =
1
2
1−R12
1 +R12
1−R13
1 +R13
(1−R23) ⋆ c(3,1,1)
=
1
2
(1 − 2R12 + 2R
2
12)(1− 2R13 −R23) ⋆ c(3,1,1)
= τ3τ
′
1(τ1 + τ
′
1)− 2τ4τ
′
1 − τ3τ2 + τ5.
In general, the Giambelli formula (26) expresses the Schubert class [Xλ] as a poly-
nomial in the special Schubert classes (22) with integer coefficients.
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To conclude this section, we consider the space of all maximal isotropic subspaces
of an even dimensional orthogonal vector space V . This set is a disjoint union of two
connected components, each giving one family (or SO(V )-orbit) of such subspaces.
The (irreducible) algebraic variety OG = OG(n, 2n) is defined by choosing one of
these two components. If H is a hyperplane in V on which the restriction of the
symmetric form is nondegenerate, then the map Σ 7→ Σ ∩H gives an isomorphism
between OG(n, 2n) and OG(n − 1, 2n − 1). The analysis for the (type B) odd
orthogonal Grassmannian in the maximal isotropic case therefore applies to OG.
In particular, the Schubert classes Xλ may be indexed by strict partitions λ with
λ1 ≤ n− 1, and the Giambelli formula for OG reads
[Xλ] = Pλ(c(E
′′)),
where E′′ → OG is the universal quotient bundle and the P -polynomial Pλ is
related to Qλ by the equation Pλ = 2
−ℓ(λ)Qλ.
3. Cohomology of G/P spaces
In this section G will denote a connected complex reductive Lie group. The main
examples we will consider are the classical groups: the general linear group GLn(C),
the symplectic group Sp2n(C), and the (odd and even) orthogonal groups SON (C).
A closed algebraic subgroup P of G is called a parabolic subgroup if the quotient
X = G/P is compact, or equivalently, a projective algebraic variety. We proceed
to study the topology of the complex manifold X by generalizing the constructions
found in the previous sections.
The Borel subgroups B of G are the maximal connected solvable subgroups; a
subgroup P of G is parabolic if and only if it contains a Borel subgroup. Fix a
Borel subgroup B, let T ∼= (C∗)r be a maximal torus in B, and W = NG(T )/T be
the Weyl group of G. The simple reflections sα, which generate W , are indexed
by the set ∆ of positive simple roots α, and are also in one-to-one correspondence
with the vertices of the Dynkin diagram D associated to the root system. The
parabolic subgroups P containing B are in bijection with the subsets ∆P of ∆, or
the subsets of the vertices of D, as shown in the figures of §6. In particular each
root α ∈ ∆ corresponds to a maximal parabolic subgroup, which is associated to
the subset ∆ r {α}. We let WP denote the subgroup of W generated by all the
simple reflections in ∆P .
The length ℓ(w) of an element w in W is equal to the least number of simple
reflections whose product is w. We denote by w0 the element of longest length in
W . It is known that every coset inW/WP has a unique representative w of minimal
length; we denote the set of all minimal length WP -coset representatives by W
P .
The manifoldX has complex dimension equal to the length of the longest element in
WP . The set WP (or the coset space W/WP ) indexes the Schubert cells, varieties,
and classes on X as follows. First, the Bruhat decomposition G =
∐
w∈W BwB of
the group G induces a cell decomposition
G/P =
∐
w∈WP
BwP/P
of the homogeneous space X = G/P . The cell BwP/P is isomorphic to the affine
space Cℓ(w). Since we prefer the length of the indexing element to equal the codi-
mension of the cell in X , we define the Schubert cell X◦w to be Bw0wP/P . The
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Schubert variety Xw is defined as the closure of the Schubert cell X
◦
w, and its coho-
mology class [Xw] lies in H
2ℓ(w)(X,Z). This completes the additive description of
the cohomology of X , as a free abelian group on the basis of Schubert classes [Xw]:
H∗(X,Z) =
⊕
w∈WP
Z [Xw].
3.1. The Giambelli problem. We seek to generalize the classical Schubert cal-
culus of §1 to the G/P spaces in their natural cell decompositions described above.
By this we mean to understand as explicitly as possible the multiplicative struc-
ture of the cohomology ring H∗(G/P,Z), expressed in the basis of Schubert classes.
However, it is clear that the extension of the classical Pieri and Giambelli formulas
to G/P depends on a choice of special Schubert classes which generate the cohomol-
ogy ring. For arbitrary G, it is fortunate that there is one example of a parabolic
P where the choice of generating set is clear: the case when P = B is a Borel
subgroup of G, and X = G/B is the (complete) flag variety of G. In this case,
the cohomology ring H∗(X,Q) is generated by the classes of the Schubert divisors
Xsα , one for each simple root α. Equivalently, we can form a generating set by
taking any Z-basis of H2(X,Z), which is related to the Schubert divisor basis by a
linear change of variables. In a seminal paper, Borel [Bo], using the theory of group
characters and associated characteristic classes of line bundles over G/B, gave an
invariant, group theoretic approach to this question, which we recall below.
A character of the group B is a homomorphism of algebraic groups B → C∗. We
denote the abelian group of characters of B by B̂. Observe that any character χ of
B is uniquely determined by its restriction to T , since B = T ⋉U is the semidirect
product of T and the unipotent subgroup U of B, and regular invertible functions
on U are constant. It follows that the character group T̂ of T is isomorphic to B̂.
If χ is a character of B, then we get an induced free action of B on the product
G × C by b · (g, z) = (gb−1, χ(b)z). The quotient space Lχ = (G × C)/B, also
denoted by G ×B C, projects to the flag manifold G/B by sending the orbit of
(g, z) to gB. This makes Lχ into the total space of a holomorphic line bundle
over G/B, which is the homogeneous line bundle associated to the weight χ. Let
Pic(G/B) be the Picard group of isomorphism classes of line bundles on G/B, with
the group operation given by the tensor product. Then the map χ 7→ Lχ is a group
homomorphism B̂ → Pic(G/B). Composing this with the first Chern class map
c1 : Pic(G/B)→ H
2(G/B,Z) gives a group homomorphism
B̂ → H2(G/B,Z),
χ 7→ c1(Lχ).
If S(B̂) denotes the symmetric algebra of the Z-module B̂, then the above map
extends to a homomorphism of graded rings
c : S(B̂)→ H∗(G/B,Z)
called the characteristic homomorphism.
Let S := S(B̂) ⊗Z Q. Borel [Bo] proved that the morphism c is surjective,
after tensoring with Q, and that the kernel of c is the ideal generated by the W -
invariants of positive degree in S, denoted 〈SW+ 〉. We thus obtain the classical Borel
presentation of the cohomology ring of G/B,
(27) H∗(G/B,Q) ∼= S/〈SW+ 〉.
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Furthermore, for any parabolic subgroup P ⊃ B, the projection map G/B → G/P
induces an injection H∗(G/P ) →֒ H∗(G/B), and this inclusion is realized in the
presentation (27) by taking WP invariants on the right hand side:
(28) H∗(G/P,Q) ∼= SWP /〈SW+ 〉.
One knows that if the algebraic group G is special in the sense of [SeC], then the
isomorphisms (27) and (28) hold with Z-coefficients. For the classical groups, this
is the case if G is the general linear group GLn or the symplectic group Sp2n.
Example 5. Suppose that G = GLn(C), and choose the Borel subgroup B of upper
triangular matrices, as in §1. The flag manifold G/B then parametrizes complete
flags of subspaces
0 ( E1 ( E2 ( · · · ( En = C
n
in Cn. The maximal torus T ⊂ B is the group of invertible diagonal matrices, and
the characters of T are the maps
diag(t1, . . . , tn) 7→ t
α1
1 · · · t
αn
n ,
where α1, . . . , αn are integers. In this way, the multiplicative group of characters T̂
(and B̂) is identified with the additive group Zn, and we have
S(T̂ ) = S(B̂) = Z[x1, . . . , xn].
The Weyl group W is the symmetric group Sn, and (27) implies that H
∗(G/B,Z)
is isomorphic to Z[x1, . . . , xn]/I, where I is the ideal generated by the non-constant
elementary symmetric polynomials in x1, . . . , xn.
In the case of the Grassmannian G(m,n) = GLn(C)/P , the associated parabolic
subgroup of W = Sn is WP = Sm × Sn−m, embedded in Sn in the obvious way.
The WP -coset representatives of minimal length are the permutations ̟ ∈ Sn such
that ̟1 < · · · < ̟m and ̟m+1 < · · · < ̟n. If λ = (λ1, . . . , λm) is a partition
which indexes a Schubert variety Xλ in G(m,n), then the minimal length coset
representative ̟ corresponding to λ is determined by the equations
̟j = λm+1−j + j, for 1 ≤ j ≤ m.
The ring presentation (28) assumes the form
H∗(G(m,n),Z) ∼=
(
Z[x1, . . . , xm]
Sm ⊗ Z[xm+1, . . . , xn]
Sn−m
)
/I
and the two groups of variables x1, . . . , xm and xm+1, . . . , xn are the Chern roots
of the vector bundles E′ and E′′ in the universal exact sequence (2), respectively.
The relations generating the ideal I translate into the Whitney sum formula
c(E′)c(E′′) = c(E) = 1.
Although the presentation (28) is very natural from a Lie-theoretic point of view,
in general there will be more than one way to identify special Schubert classes which
generate the cohomology ring of G/P among the WP -invariants in S. However,
when G is a classical group, there is a good uniform choice of special Schubert
class generators of H∗(G/P ), as explained in the introduction. Initially, the special
Schubert classes on any Grassmannian are defined exactly as in §1 and §2. If P
is arbitrary, then the partial flag variety G/P admits projection maps to various
Grassmannians G/Pr, defined by omitting all but one of the subspaces in the flags
parametrized by G/P . The special Schubert classes on G/P are defined to be
the pullbacks of the special Schubert classes from the Grassmannians G/Pr. The
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Giambelli problem then asks for an explicit combinatorial formula which writes a
general Schubert class in H∗(G/P ) as a polynomial in these special classes.
3.2. Equivariant cohomology and degeneracy loci. The definition of equivari-
ant cohomology begins with the construction of a contractible space EG on which
G acts freely. If BG = EG/G denotes the quotient space, which is a classifying
space for the group G, then the map EG→ BG is a universal principal G-bundle.
In the topological category, this means that if U → M is any principal G-bundle,
then there is a morphism f :M → BG, which is unique up to homotopy, such that
U ∼= f∗EG. If X is any topological space endowed with a G-action, then G acts
diagonally on EG×X (that is, g(e, x) := (ge, gx)) and the quotient
EG×G X := (EG×X)/G
exists. The G-equivariant cohomology ring H∗G(X) of X is then defined by
H∗G(X) := H
∗(EG×G X),
where we usually take cohomology with Q-coefficients. Note that any subgroup of G
also acts freely on EG, therefore we can similarly define classifying spaces BB :=
EG/B, BT := EG/T , etc., and equivariant cohomology rings H∗B(X), H
∗
T (X),
respectively. The natural map EG×T X → EG×B X induces an isomorphism
(29) H∗T (X)
∼= H∗B(X).
For more on equivariant cohomology, see for example [Hs, Br2].
A flag bundle is a fibration with fibers isomorphic to the flag variety X = G/B.
Motivated by the theory of degeneracy loci of vector bundles, Fulton, Pragacz, and
Ratajski [F2, F3, PR2] studied the question of obtaining explicit Chern class for-
mulas for the classes of universal Schubert varieties in flag bundles for the classical
Lie groups. In effect, this is the Giambelli problem of §3.1 when the homogeneous
space X varies in a family. We give a description of the problem here assuming
that we are in Lie type A, B, or C for simplicity. Suppose that E →M is a vector
bundle over a variety M , which in type B or C comes equipped with a nondegener-
ate symmetric or skew-symmetric bilinear form E ⊗ E → C, respectively. Assume
that E
•
and F
•
are two complete flags of subbundles of E, taken to be isotropic in
types B and C. For any w in the Weyl group, we have the degeneracy locus
(30) Xw := {b ∈M | dim(Er(b) ∩ Fs(b)) ≥ dw(r, s) ∀ r, s},
where dw(r, s) is a function taking values in the nonnegative integers. The inequal-
ities in (30) are exactly those which define the Schubert variety Xw(F•) in the flag
variety X (they are given explicitly in §6). Assuming that M is smooth and that
the locus Xw has pure codimension ℓ(w) in M (hypotheses which can both be re-
laxed), one seeks a formula for the cohomology class [Xw] ∈ H
∗(M) in terms of the
Chern classes of the vector bundles which appear in (30).
Graham [Gr] studied the above problem by placing it in a more general Lie-
theoretic framework, as follows. The morphism BB → BG is a flag bundle, and
he showed that the fiber product space BB ×BG BB is a classifying space for the
question posed by Fulton et. al., because any other example will pull back from it.
Therefore, all the desired formulas for [Xw] occur in H
∗(BB×BGBB). Furthermore,
it is known (see for example [Br2, §1]) that H∗(BB) = S, H∗(BG) = SW , and the
Leray-Hirsch theorem implies that there is a natural isomorphism
(31) H∗(BB ×BG BB) ∼= S ⊗SW S.
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This point of view on degeneracy loci and the polynomials which represent their
cohomology classes will be used in §7.3, and we refer there for more details.
Another key observation in [Gr] is that the degeneracy locus problem is equiv-
alent to the question of obtaining an equivariant Giambelli formula in H∗T (G/B).
Indeed, there is a (B ×B)-equivariant isomorphism
EG×G→ EG×BG EG
sending (e, g) to (e, ge), and passing to the quotient spaces gives a natural isomor-
phism
(32) EG×B (G/B) ∼= BB ×BG BB
which maps EG ×B Xw to Xw. In view of the isomorphism (32), we will call
BB×BGBB the Borel mixing space associated to G/B. Taking the cohomology of
both sides of (32) and using (29), we obtain an isomorphism
H∗T (G/B) = H
∗(EG×B (G/B)) ∼= H∗(BB ×BG BB)
which sends the equivariant Schubert class [Xw]
T := [EG×B Xw] to [Xw]. Finally,
we remark that an equivariant Giambelli formula for [Xw]
T in H∗T (G/B) specializes
to a Giambelli formula for [Xw] in H
∗(G/B) when we set all the variables coming
from the linear T -action equal to zero.
Remark 2. The interpretation of the Giambelli problem for the cohomology of
G/P given here is our own; compare with the discussion in [Hi, Chp. III §3]. We note
that there are other kinds of ‘Giambelli formulas’ which appear in the literature.
The subject of degeneracy loci also has a long history (see for example [FP]) and
includes varieties such as those discussed in the introduction, defined by imposing
rank conditions on generic morphisms between vector bundles. The degeneracy
loci considered here, which are defined by intersecting subbundles of a fixed vector
bundle as in (30), were introduced and studied in [F3, PR2].
4. Weyl groups, Grassmannian elements, and transition trees
In this section we explain the combinatorial objects which enter into the algebraic
and geometric formulas of later sections. We begin with a discussion of the Weyl
groups for the classical root systems of type A, B, C, and D.
4.1. Weyl groups. Let Wn denote the hyperoctahedral group of signed permuta-
tions on the set {1, . . . , n}, which is the semidirect product Sn⋉Zn2 of the symmetric
group Sn with Z
n
2 . We adopt the notation where a bar is written over an entry
with a negative sign; thus w = (3, 1, 2) maps (1, 2, 3) to (3,−1, 2). The group Wn
is the Weyl group for the root system Bn or Cn, and is generated by the simple
transpositions si = (i, i+ 1) for 1 ≤ i ≤ n− 1 and the sign change s0(1) = 1. The
symmetric group Sn is the subgroup of Wn generated by the si for 1 ≤ i ≤ n − 1,
and is the Weyl group for the root system An−1. The Weyl group W˜n for the root
system Dn is the subgroup of Wn consisting of all signed permutations with an
even number of sign changes. The group W˜n is an extension of Sn by the element
s✷ = s0s1s0, which acts on the right by
(w1, w2, . . . , wn)s✷ = (w2, w1, w3, . . . , wn).
There are natural embeddings Wn →֒Wn+1 and W˜n →֒ W˜n+1 defined by adjoining
the fixed point n+ 1. We let S∞ := ∪nSn, W∞ := ∪nWn, and W˜∞ := ∪nW˜n.
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Consider the two sets N0 := {0, 1, . . .} and N✷ := {✷, 1, . . .} whose members
index the simple reflections. A reduced word of an element w in W∞ (respectively
W˜∞) is a sequence a1 · · ·aℓ of elements of N0 (respectively N✷) such that w =
sa1 · · · saℓ and ℓ is minimal, so (by definition) equal to the length ℓ(w) of w. We say
that w has descent at position r if ℓ(wsr) < ℓ(w), where sr is the simple reflection
indexed by r. For r ∈ N0, this is equivalent to the condition wr > wr+1, where we
set w0 = 0 (so w has a descent at position 0 if and only if w1 < 0).
4.2. Grassmannian elements. A permutation ̟ ∈ S∞ is Grassmannian if there
exists an m ≥ 1 such that ̟i < ̟i+1 for all i 6= m. The shape of such a Grass-
mannian permutation ̟ is the partition λ = (λ1, . . . , λm) with λm+1−j = ̟j − j
for 1 ≤ j ≤ m. Notice that there are infinitely many permutations of a given shape
λ. However, for each fixed m and n > m, we obtain a bijection between the set of
permutations in Sn with at most one descent at position m and the set of partitions
λ whose diagram fits inside an m× (n−m) rectangle.
Fix a nonnegative integer k. An element w = (w1, w2, . . .) in W∞ is called
k-Grassmannian if and only if we have ℓ(wsi) = ℓ(w) + 1 for all i 6= k. When
k = 0, this says that w is increasing: w1 < w2 < · · · , while when k > 0, then w is
k-Grassmannian if and only if
0 < w1 < · · · < wk and wk+1 < wk+2 < · · · .
There is an explicit bijection between k-Grassmannian elements w of W∞ and
k-strict partitions λ, under which the elements inWn correspond to those partitions
whose diagram fits inside an (n− k)× (n+ k) rectangle. This bijection is obtained
as follows. The absolute value of the negative entries in w form a (possibly empty)
strict partition µ whose diagram gives the part of the diagram of λ which lies in
columns k + 1 and higher. The boxes in these columns which lie outside of the
diagram of µ are partitioned into south-west to north-east diagonals. For each i
between 1 and k, let di be the diagonal among these which contains wi boxes. Then
the bottom box Bi of λ in column k + 1 − i is k-related to di, for 1 ≤ i ≤ k. Here
‘k-related’ means that the directed line segment joining Bi with the lowest box of
the diagonal di is north-west to south-east (this notion was used in [BKT1, BKT2]).
We will denote the Weyl group element associated to λ by wλ.
Example 6. (a) The 3-Grassmannian element w = (3, 5, 8, 4, 1, 2, 6, 7) corresponds
to the 3-strict partition λ = (7, 4, 3, 1, 1).
λ =
(b) A permutation ̟ ∈ S∞ with a unique descent at position m may be viewed as
an m-Grassmannian element of W∞, via the natural inclusion of S∞ in W∞. In
this case, the m-strict partition associated to ̟ is the conjugate of the shape of ̟
as a Grassmannian permutation.
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Fix a k ∈ N✷ with k 6= 1. An element w ∈ W˜∞ is called k-Grassmannian if
ℓ(wsi) = ℓ(w)+1 for all i 6= k. We say that w is 1-Grassmannian if ℓ(wsi) = ℓ(w)+1
for all i ≥ 2. The ✷-Grassmannian elements are therefore the ones whose values
strictly increase, while if k > 0, then w is k-Grassmannian if and only if
|w1| < w2 < · · · < wk and wk+1 < wk+2 < · · · .
There is a bijection between the k-Grassmannian elements w of W˜∞ and typed
k-strict partitions λ, under which the elements in W˜n correspond to typed partitions
whose diagram fits inside an (n − k) × (n + k − 1) rectangle, obtained as follows.
Subtract one from the absolute value of each negative entry wk+j , for j ≥ 1, to
obtain the parts of a strict partition µ. As above, the partition µ gives the part of
λ which lies in columns k + 1 and higher, and the boxes in these columns outside
of µ are partitioned into south-west to north-east diagonals. Choose d1, . . . , dk
among these diagonals such that the number of boxes in di is given by |wi| − 1,
for 1 ≤ i ≤ k. The bottom boxes of λ in the first k columns are then k′-related to
these k diagonals, with bottom box Bi in column k + 1 − i related to diagonal di.
Here ‘k′-related’ differs from ‘k-related’ by a shift up by one unit, as shown in the
next figure. Finally, we have type(λ) > 0 if and only if |w1| > 1, and in this case
type(λ) is equal to 1 or 2 depending on whether w1 > 0 or w1 < 0, respectively.
We will denote the Weyl group element associated to λ by wλ, as above.
Example 7. The 3-Grassmannian element w = (2, 6, 7, 5, 3, 1, 4, 8) corresponds to
the 3-strict partition λ = (7, 5, 3, 2) of type 2.
λ =
To each k-Grassmannian element w in W∞ or W˜∞, we attach a finite order ideal
C(w) in ∆◦ by the prescription
(33) C(w) := {(i, j) ∈ ∆◦ | wk+i + wk+j < 0}.
If λ is the k-strict partition or typed k-strict partition corresponding to w, then
w = wλ and we say that λ is the shape of w. In either case, it is easy to check that
C(w) is equal to the ideal C(λ) or C′(λ) defined in §2, respectively.
4.3. Transition trees and Stanley coefficients. The notion of a transition was
introduced by Lascoux and Schu¨tzenberger in [LS1, LS3], where it was applied to
achieve efficient, recursive computations of type A Schubert polynomials and a new
form of the Littlewood-Richardson rule. Analogues of their transition equations
for the other classical Lie types were obtained by Billey [Bi1], using the Schubert
polynomials found in [BH]. We will require the extension of this theory given
in [T7], which includes the k-Grassmannian elements for all k > 0. For positive
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integers i < j we define reflections tij ∈ S∞ and tij , tii ∈W∞ by their right actions
(. . . , wi, . . . , wj , . . .) tij = (. . . , wj , . . . , wi, . . .),
(. . . , wi, . . . , wj , . . .) tij = (. . . , wj , . . . , wi, . . .), and
(. . . , wi, . . .) tii = (. . . , wi, . . .),
and let tji := tij .
Following Lascoux and Schu¨tzenberger [LS3], for any permutation ̟ ∈ S∞, we
construct a rooted tree T (̟) with nodes given by permutations of the same length
ℓ(̟), and root̟, as follows. If̟ = 1 or̟ is Grassmannian, then set T (̟) := {̟}.
Otherwise, let r be the largest descent of ̟, and set s := max(i > r | ̟i < ̟r).
The definitions of r and s imply that we have ℓ(̟trs) = ℓ(̟)− 1. Let
I(̟) := {i | 1 ≤ i < r and ℓ(̟trstir) = ℓ(̟)}.
If I(̟) 6= ∅, then let Ψ(̟) := {̟trstir | i ∈ I(̟)}; otherwise, let Ψ(̟) := Ψ(1×̟).
To recursively define T (̟), we join ̟ by an edge to each v ∈ Ψ(̟), and attach to
each v ∈ Ψ(̟) its tree T (v). One can show that T (̟) is a finite tree whose leaves
are all Grassmannian permutations. The tree T (̟) is the Lascoux-Schu¨tzenberger
transition tree of ̟.1 We define the Stanley coefficient c̟λ to be the number of
leaves of shape λ in the transition tree T (̟) associated to ̟.
Example 8. The transition tree of ̟ = 143265 is displayed below. At all nodes
where the branching rule is applied, the positions r and s are shown in boldface.
664
1 4 3 2
1 4 5 2 3 6
1 4 31 5
2 5 1 3 4 6
2 4 5 6
6 5
3 2 5 2
3 1
1 3 5 6 7
1 4 6 72 3 5
4 2
There exist alternative combinatorial formulas for the coefficients c̟λ in terms
of Young tableaux [EG, FG, RS]; see also [Lit]. We note here the result of Fomin
and Greene [FG] that c̟λ is equal to the number of semistandard tableaux T of
shape λ˜ such that the column word of T , obtained by reading the entries of T from
bottom to top and left to right, is a reduced word for w. We display below the three
tableaux associated to the leaves of the tree for 143265 = s3s2s3s5 in Example 8.
1The trees in [LS3] differ slightly from the ones here; their leaves are vexillary permutations.
GIAMBELLI AND DEGENERACY LOCUS FORMULAS FOR CLASSICAL G/P SPACES 23
2 2
2
3
3
3
3
3
3
5
5
5
A signed permutation w ∈ W∞ is said to be increasing up to k if it has no
descents less than k. This condition is automatically satisfied if k = 0, and for
positive k it means that 0 < w1 < w2 < · · · < wk. If k ≥ 2, we say that an
element w ∈ W˜∞ is increasing up to k if it has no descents less than k; this means
that |w1| < w2 < · · · < wk. By convention we agree that every element of W˜∞ is
increasing up to ✷ and also increasing up to 1.
For any w ∈ W∞ which is increasing up to k, we construct a rooted tree T k(w)
with nodes given by elements of W∞ and root w as follows. Let r be the largest
descent of w. If w = 1 or r = k, then set T k(w) := {w}. Otherwise, let s :=
max(i > r | wi < wr) and Φ(w) := Φ1(w) ∪ Φ2(w), where
Φ1(w) := {wtrstir | 1 ≤ i < r and ℓ(wtrstir) = ℓ(w)},
Φ2(w) := {wtrstir | i ≥ 1 and ℓ(wtrstir) = ℓ(w)}.
To recursively define T k(w), we join w by an edge to each v ∈ Φ(w), and attach to
each v ∈ Φ(w) its tree T k(v). We call T k(w) the k-transition tree of w.
Example 9. The 1-transition tree of w = 312645 is displayed below, with positions
r and s shown in boldface.
2 413
3 1 2 6643215
4 1 5 6 3 1 5 6
4 2 1 3 5 6 3 4 5 6 3 2 1 4 5 6
2 3 1 4 5 6
6534
653241
6 5
5 4
4 23 2
1 22 1
4 2 1 3 5 6
For any w ∈ W˜∞ which is increasing up to k, we construct the k-transition tree
T˜ k(w) with nodes given by elements of W˜∞ and root w in a manner parallel to the
above. Let r be the largest descent of w. If w = 1, or k 6= 1 and r = k, or k = 1
and r ∈ {✷, 1}, then set T˜ k(w) := {w}. Otherwise, let s := max(i > r | wi < wr)
24 HARRY TAMVAKIS
and Φ˜(w) := Φ˜1(w) ∪ Φ˜2(w), where
Φ˜1(w) := {wtrstir | 1 ≤ i < r and ℓ(wtrstir) = ℓ(w)},
Φ˜2(w) := {wtrstir | i 6= r and ℓ(wtrstir) = ℓ(w)}.
To define T˜ k(w), we join w by an edge to each v ∈ Φ˜(w), and attach to each
v ∈ Φ˜(w) its tree T˜ k(v).
According to [T7, Lemma 3 and §6], the k-transition trees T k(w) and T˜ k(w) are
finite trees, all of whose nodes are increasing up to k. Moreover, the leaves of these
trees are k-Grassmannian elements. For any k-strict (respectively, typed k-strict)
partition λ, the mixed Stanley coefficient ewλ (respectively, d
w
λ ) is defined to be the
number of leaves of T k(w) (respectively, T˜ k(w)) of shape λ. For instance, from
Example 9 we deduce that
e312645(4,1) = e
312645
(3,2) = 1 and e
312645
(3,1,1) = 2.
Example 10. When k = 0, there exist alternative combinatorial formulas for
the integers ewλ and d
w
λ involving certain tableaux [H, Kr, La1, La2]. For instance,
choose any w inW∞ and let λ be a Young diagram with r rows such that |λ| = ℓ(w).
We call a sequence b = (b1, . . . , bm) unimodal if for some index j we have
b1 > b2 > · · · > bj−1 > bj < bj+1 < · · · < bm.
A subsequence of b is any sequence (bi1 , . . . , bip) with 1 ≤ i1 < · · · < ip ≤ m. A
Kras´kiewicz tableau (also known as a standard decomposition tableau) for w of shape
λ is a filling T of the boxes of λ with nonnegative integers in such a way that (i)
if ti is the sequence of entries in the i-th row of T , reading from left to right, then
the row word tr . . . t1 is a reduced word for w, and (ii) for each i, ti is a unimodal
subsequence of maximum length in tr . . . ti+1ti. Lam [La2] proved that e
w
λ is equal
to the number of Kras´kiewicz tableaux for w of shape λ.
5. Schubert polynomials and symmetric functions
5.1. The nilCoxeter algebra and Schubert polynomials. Bernstein-Gelfand-
Gelfand [BGG] and Demazure [D1, D2] used divided difference operators to con-
struct an algorithm that produces Giambelli polynomials which represent the Schu-
bert classes on the flag varietyG/B in the Borel presentation (27) of the cohomology
ring, starting from the choice of a representative for the class of a point. For the
general linear group, Lascoux and Schu¨tzenberger [LS1, LS3] applied this algorithm
with a very natural choice of top degree polynomial to define Schubert polynomials,
a theory which included both single and double versions.
In a series of papers [FS, FK2, FK3, La1], Fomin, Stanley, Kirillov, and Lam
developed an alternative approach to the theory of Schubert polynomials, which
extended to all the classical types. The main idea was to use the nilCoxeter algebra
of the Weyl group, an abstract algebra which is isomorphic to the algebra of divided
difference operators. The work was complicated by the fact that in Lie types B,
C, and D, there are many candidate theories of Schubert polynomials (see [BH,
F2, LP1, LP2, T3, T4] for examples), and it was not clear why any one of them
should be preferred from the others. However, the theory that was best understood
from a combinatorial point of view was that of Billey and Haiman [BH], which
incorporated both the Lascoux-Schu¨tzenberger type A Schubert polynomials and
the classical Schur Q-functions. Double versions of the Billey-Haiman polynomials
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were recently introduced and studied by Ikeda, Mihalcea, and Naruse [IMN]. Their
type B, C, and D double Schubert polynomials will be key ingredients in our story,
and we discuss their construction using the nilCoxeter algebra below.
The nilCoxeter algebra Wn of the hyperoctahedral group Wn is the free asso-
ciative algebra with unity generated by the elements u0, u1, . . . , un−1 modulo the
relations
u2i = 0, i ≥ 0 ;
uiuj = ujui, |i− j| ≥ 2 ;
uiui+1ui = ui+1uiui+1, i > 0 ;
u0u1u0u1 = u1u0u1u0.
For any w ∈Wn, choose a reduced word a1 · · · aℓ for w and define uw := ua1 . . . uaℓ .
Since the last three relations listed are the Coxeter relations for the Weyl group
Wn, it follows that uw is well defined. Moreover, the uw for w ∈Wn form a free Z-
basis of Wn. We denote the coefficient of uw ∈ Wn in the expansion of the element
h ∈ Wn by 〈h,w〉; thus h =
∑
w∈Wn
〈h,w〉uw for all h ∈ Wn.
Let t be an indeterminate and define
Ai(t) := (1 + tun−1)(1 + tun−2) · · · (1 + tui) ;
A˜i(t) := (1− tui)(1− tui+1) · · · (1− tun−1) ;
C(t) := (1 + tun−1) · · · (1 + tu1)(1 + tu0)(1 + tu0)(1 + tu1) · · · (1 + tun−1).
Suppose that X = (x1, x2, . . .), Y = (y1, y2, . . .), and Z = (z1, z2, . . .) are three
infinite sequences of commuting independent variables. Let
C(X) := C(x1)C(x2) · · ·
and for w ∈Wn, define
(34) Cw(X ;Y, Z) :=
〈
A˜n−1(zn−1) · · · A˜1(z1)C(X)A1(y1) · · ·An−1(yn−1), w
〉
.
Set Cw(X ;Y ) := Cw(X ;Y, 0). The polynomials Cw(X ;Y ) are the type C Schubert
polynomials of Billey and Haiman and the Cw(X ;Y, Z) are their double versions
due to Ikeda, Mihalcea, and Naruse. Note that Cw is really a polynomial in the Y
and Z variables, with coefficients which are formal power series in X . In fact, these
formal power series are symmetric in the X variables; this follows immediately from
Fomin and Kirillov’s result [FK3, Prop. 4.2] that C(s)C(t) = C(t)C(s), for any two
commuting variables s and t. We set
Fw(X) := Cw(X ; 0, 0) = 〈C(X), w〉
and call Fw the type C Stanley symmetric function indexed by w ∈ Wn. For any
̟ ∈ Sn, the double Schubert polynomial S̟(Y, Z) of Lascoux and Schu¨tzenberger
is given by
S̟(Y, Z) := C̟(0 ;Y, Z) =
〈
A˜n−1(zn−1) · · · A˜1(z1)A1(y1) · · ·An−1(yn−1), ̟
〉
.
The polynomial S̟(Y ) := S̟(Y, 0) is the single Schubert polynomial.
It is transparent from the definition that Cw is stable under the natural inclusion
of Wn in Wn+1; it follows that S̟ and Cw are well defined for ̟ ∈ S∞ and
w ∈ W∞, respectively. This stability property of Schubert polynomials is special to
the classical groups, and will be used in §7.3 in order to characterize them via their
compatibility with divided difference operators (Theorem 11).
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Given any Weyl group elements u1, . . . , up, w, we will write u1 · · ·up = w if
ℓ(u1) + · · ·+ ℓ(up) = ℓ(w) and the product of u1, . . . , up is equal to w. In this case
we say that u1 · · ·up is a reduced factorization of w. Equation (34) is equivalent to
the relations
(35) Cw(X ;Y, Z) =
∑
uv=w
Su−1(−Z)Cv(X ;Y ) =
∑
uvu′=w
Su−1(−Z)Fv(X)Su′(Y )
summed over all reduced factorizations uv = w and uvu′ = w (respectively) with
u, u′ ∈ S∞ (compare with [IMN, Cor. 8.10]). In particular, we have
(36) S̟(Y, Z) =
∑
uu′=̟
Su−1(−Z)Su′(Y )
summed over all reduced factorizations uu′ = ̟ in S∞.
For the orthogonal types B and D we will work with coefficients in the ring Z[ 12 ].
For w ∈W∞, let s(w) denote the number of i such that wi < 0. The type B double
Schubert polynomials Bw are related to the type C polynomials by the equation
Bw = 2
−s(w)Cw. We will use the nilCoxeter algebra W˜n of W˜n to define type D
Schubert polynomials. W˜n is the free associative algebra with unity generated by
the elements u✷, u1, . . . , un−1 modulo the relations
u2i = 0, i ∈ N✷ ;
u✷u1 = u1u✷,
u✷u2u✷ = u2u✷u2,
uiui+1ui = ui+1uiui+1, i > 0 ;
uiuj = ujui, j > i+ 1, and (i, j) 6= (✷, 2).
For any w ∈ W˜n, choose a reduced word a1 · · · aℓ for w and define uw := ua1 . . . uaℓ .
We denote the coefficient of uw ∈ W˜n in the expansion of the element h ∈ W˜n by
〈h,w〉. Let t be an indeterminate and, following Lam [La1], define
D(t) := (1 + tun−1) · · · (1 + tu2)(1 + tu1)(1 + tu✷)(1 + tu2) · · · (1 + tun−1).
Let D(X) = D(x1)D(x2) · · · , and define
Dw(X ;Y, Z) :=
〈
A˜n−1(zn−1) · · · A˜1(z1)D(X)A1(y1) · · ·An−1(yn−1), w
〉
.
The polynomialsDw(X ;Y ) := Dw(X ;Y, 0) are the type D Billey-Haiman Schubert
polynomials, and the Dw(X ;Y, Z) are their double versions studied in [IMN].
Example 11. For ̟ = 321 ∈ S3 we have that
S321(Y, Z) = 〈(1− z2u2)(1 − z1u1)(1− z1u2)(1 + y1u2)(1 + y1u1)(1 + y2u2), 321〉
= −z2z
2
1 + z2z1y1 + z2z1y2 − z2y1y2 + z
2
1y1 − z1y
2
1 − z1y1y2 + y
2
1y2
= (y1 − z1)(y1 − z2)(y2 − z1).
Let ̟0 = (n, n − 1, . . . , 1) be the longest element of Sn. Then one can show (see
[FS, Cor. 4.4]) that
S̟0(Y, Z) =
∏
i+j≤n
(yi − zj).
There are more complicated formulas (see [IMN, Thm. 1.2]) for the double Schubert
polynomials Cw0 and Dw0 , where w0 denotes the longest element in the respective
Weyl group. We do not require these formulas in this article.
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5.2. Schur, theta, and eta polynomials. In this section, we use raising opera-
tors to construct the polynomials from [BKT2, BKT4] which will appear later in
splitting formulas for the double Schubert polynomials.
For m,n ≥ 1, set Y(m) = (y1, . . . , ym) and Z(n) = (z1, . . . , zn). Define the com-
plete supersymmetric polynomials hr = hr(Y(m)/Z(n)) by their generating function
m∏
i=1
(1− yit)
−1
n∏
j=1
(1− zjt) =
∞∑
r=0
hrt
r.
The supersymmetric Schur polynomial sλ(Y(m)/Z(n)) is obtained by setting
sλ(Y(m)/Z(n)) := R
0 hλ = det
(
hλi+j−i(Y(m)/Z(n))
)
i,j
for any partition λ, where hλ :=
∏
i hλi . The usual Schur polynomials satisfy the
identities
sλ(Y(m)) = sλ(Y(m)/Z(n))|Z(n)=0
and
sλ(0/Z(n)) = sλ(Y(m)/Z(n))|Y(m)=0 = (−1)
|λ|sλ˜(Z(n)).
Fix an integer k ≥ 0, and define formal power series ϑr = ϑr(X ;Y(k)) for r ∈ Z
by the equation
∞∏
i=1
1 + xit
1− xit
k∏
j=1
(1 + yjt) =
∞∑
r=0
ϑrt
r.
Set ϑλ :=
∏
i ϑλi and
(37) Θλ(X ;Y(k)) := R
λ ϑλ
for any k-strict partition λ, where Rλ is the raising operator in (12). Following
[BKT2], we call Θλ(X ;Y(k)) a theta polynomial, although this is a slight abuse of
language (compare with Remark 1). Define
(38) ηk :=
1
2
ϑk +
1
2
ek(Y(k)) and η
′
k :=
1
2
ϑk −
1
2
ek(Y(k)) =
1
2
k−1∑
i=0
qk−i(X)ei(Y(k)).
For any typed k-strict partition λ, consider the eta polynomial
(39) Hλ(X ;Y(k)) := 2
−ℓk(λ) Rλ ⋆ ϑλ.
The raising operator expression in (39) is defined in the same way as the analogous
one in equation (25), but using ϑr and ηk, η
′
k in place of cr and τk, τ
′
k, respectively.
When k = 0, the indexing partitions λ are strict, we have that ϑr(X) = qr(X)
and Θλ(X ;Y(0)) = Qλ(X) are the classical Schur Q-functions discussed in §2.1, and
Hλ(X ;Y(0)) = Pλ(X) is a Schur P -function. The ring Γ := Z[q1, q2, . . .] is the ring
of Schur Q-functions and Γ′ := Z[P1, P2, . . .] is the ring of Schur P -functions (see
[HH] and [M, III.8]). For our purposes here we need to know that Cw(X ;Y, Z) lies
in Γ[Y, Z] and Dw(X ;Y, Z) lies in Γ
′[Y, Z]. These assertions follow from Example
13 below; see also equation (65) for a quick proof of the first one.
Theorem 4 ([LS1, BKT2, BKT4]). (a) If ̟ ∈ S∞ is a Grassmannian permutation
with a unique descent at m and λ is the corresponding partition of length at most
m, then we have
(40) S̟(Y ) = sλ(Y(m)).
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(b) If wλ ∈ W∞ is the k-Grassmannian element corresponding to the k-strict par-
tition λ, then we have
(41) Cwλ(X ;Y ) = Θλ(X ;Y(k)).
(c) If wλ ∈ W˜∞ is the k-Grassmannian element corresponding to the typed k-strict
partition λ, then we have
(42) Dwλ(X ;Y ) = Hλ(X ;Y(k)).
Although the equality of polynomials (40) in Z[Y ] is directly analogous to (41)
and (42), the latter two equations are much harder to prove. One reason for this is
that e.g. (41) is an equality in the ring
Γ[Y ] = Z[q1(X), q2(X), . . . ; y1, y2, . . .],
where there are relations among the qr, and these relations play a crucial role in
the proof. In fact, the proofs of (41) and (42) in [BKT2, BKT4] rely on Theorems
2 and 3 (see §7.2). We will generalize Theorem 4 below to a result (Theorem 5)
which gives analogous formulas for arbitrary double Schubert polynomials.
Remark 3. Each of the Schur, theta, and eta polynomials in Theorem 4 may be
expressed as a sum of monomials indexed by certain tableaux on λ. The latter
are fillings of the boxes of the Young diagram of λ with (marked) positive integers
satisfying natural conditions. These tableau formulas have the form
sλ(Y(m)) =
∑
T
yT , Θλ(X ;Y(k)) =
∑
U
2n(U)(xy)U , Hλ(X ;Y(k)) =
∑
V
2n(V )(xy)V
summed over all semistandard tableaux T with entries at most m, all k-bitableaux
U , and all typed k′-bitableaux V , respectively, on the diagram of λ. The precise
definitions of these objects are given in [F4, T5, T8].
Example 12. (a) Let ̟ be a Grassmannian permutation with unique descent atm
and λ = (̟m−m, . . . , ̟1−1) be the corresponding partition. The double Schubert
polynomial S̟(Y, Z) is a double Schur polynomial sλ(Y(m), Z), also known as a
factorial Schur function. In this case, formula (36) can be made more explicit, by
working as follows. In any reduced factorization ̟ = uu′, the right factor u′ is also
Grassmannian, and corresponds to a partition µ whose diagram is contained in the
diagram of λ; moreover, we have Su′(Y ) = sµ(Y(m)). The left factor u is a fully
commutative element of S∞ (in the sense of [St2]), and it follows from [BJS, §2]
that the Schubert polynomial Su−1(Z) in (36) is a flagged skew Schur polynomial.
Setting Z(r) = (z1, . . . , zr) for each r, we conclude (see also [Kre, Prop. 4.1]) that
sλ(Y(m), Z) =
∑
µ⊂λ
sµ(Y(m)) det
(
eλi−µj−i+j(−Z(λi+m−i))
)
1≤i,j≤m
.
(b) Let λ be a k-strict partition. In any reduced factorization wλ = uv of the
k-Grassmannian element wλ in W∞, the right factor v is also k-Grassmannian, and
hence v = wµ for some k-strict partition µ. Assuming that u ∈ S∞, we note that u
may not be fully commutative (for example, let k = 1 and consider the factorization
231 = uv with u = 321 and v = 213), although it is a skew element of W∞, in the
sense of [T5, Def. 4]. Equations (35) and (41) give
(43) Cwλ(X ;Y, Z) =
∑
uwµ=wλ
Θµ(X ;Y(k))Su−1(−Z)
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summed over all reduced factorizations uwµ = wλ with u ∈ S∞. It follows from
[T5, Prop. 4] that the k-strict partitions µ in (43) satisfy µ ⊂ λ and ℓk(µ) = ℓk(λ).
Suppose next that k = 0 and λ is a strict partition of length ℓ. Then wλ is a
fully commutative element and Cwλ(X ;Y, Z) = Qλ(X ;Z) is a double analogue of
Schur’s Q-function introduced by Ivanov [Iv]. Equation (43) becomes
Qλ(X ;Z) =
∑
µ⊂λ
Qµ(X) det
(
eλi−µj (−Z(λi−1))
)
1≤i,j≤ℓ
summed over all strict partitions µ ⊂ λ with ℓ(µ) = ℓ(λ) = ℓ.
5.3. Splitting formulas for Schubert polynomials. Following [BKTY1, T7],
we say that an element w ∈ W∞ is compatible with the sequence a : a1 < · · · < ap
of elements of N0 if all descent positions of w are contained in a. We say that an
element w ∈ W˜∞ is compatible with the sequence a : a1 < · · · < ap of elements of
N✷ if all descent positions of w are listed among ✷, a1, . . . , ap, if a1 = 1, or contained
in a, otherwise. Such sequences a parametrize parabolic subgroups of the respective
Weyl groups, and w is compatible with a if and only if it indexes a Schubert variety
in the associated homogeneous space, or a corresponding degeneracy locus (see §3
and §6).
Let w be an element of W∞ (respectively W˜∞) compatible with a as above and
let b : b1 < · · · < bq be a second sequence of elements of N0 (respectively N✷) such
that w−1 is compatible with b. Suppose that w = ̟ ∈ S∞ and a1 > 0. Given any
sequence of partitions λ = (λ1, . . . , λp+q−1), we define
(44) c̟λ :=
∑
u1···up+q−1=̟
cu1λ1 · · · c
up+q−1
λp+q−1 .
Next suppose that w ∈ W∞ and b1 = 0. Given any sequence of partitions λ =
(λ1, . . . , λp+q−1) with λq a1-strict, we define
(45) fwλ :=
∑
u1···up+q−1=w
cu1λ1 · · · c
uq−1
λq−1e
uq
λqc
uq+1
λq+1 · · · c
up+q−1
λp+q−1 .
Finally, suppose that w ∈ W˜∞ and b1 = ✷. Given any sequence of partitions
λ = (λ1, . . . , λp+q−1) with λq a1-strict and typed, define
(46) gwλ :=
∑
u1···up+q−1=w
cu1λ1 · · · c
uq−1
λq−1d
uq
λqc
uq+1
λq+1 · · · c
up+q−1
λp+q−1 .
The sums in equations (44), (45), and (46) are over all reduced factorizations
u1 · · ·up+q−1 = w such that ui ∈ S∞ for all i 6= q, uj(i) = i whenever j < q
and i ≤ bq−j or whenever j > q and i ≤ aj−q (and where we set uj(0) = 0). More-
over, the nonnegative integers cuλ, e
u
λ, and d
u
λ in these formulas are the (mixed)
Stanley coefficients which were defined in §4.3.
It is shown in [BKTY1, §4] that the c̟λ in (44) may be interpreted as special cases
of type A quiver coefficients. These are certain integers which appear in a formula
of Buch and Fulton [BF] for the cohomology class of a quiver variety (a degeneracy
locus associated to a sequence of vector bundles and vector bundle morphisms over
a fixed base, in the form of an oriented quiver of type A). Equations (45) and (46)
therefore provide analogues fwλ and g
w
λ of these coefficients in the other classical
Lie types, for the degeneracy loci considered in §6.
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Set Yi := {yai−1+1, . . . , yai} for each i ≥ 1 and Zj := {zbj−1+1, . . . , zbj} for each
j ≥ 1. Notice in particular that Y1 = ∅ if a1 = 0 or a1 = ✷.
Theorem 5 (Splitting Schubert polynomials, [BKTY1, T7]). (a) Suppose that
a1 > 0 and that ̟ and ̟
−1 in S∞ are compatible with the sequences a and b,
respectively. Then the Schubert polynomial S̟(Y, Z) satisfies
(47) S̟ =
∑
λ
c̟λ sλ1(0/Zq) · · · sλq−1 (0/Z2)sλq (Y1/Z1)sλq+1 (Y2) · · · sλp+q−1(Yp)
summed over all sequences of partitions λ = (λ1, . . . , λp+q−1).
(b) Suppose that b1 = 0 and that w and w
−1 in W∞ are compatible with the se-
quences a and b, respectively. Then the Schubert polynomial Cw(X ;Y, Z) satisfies
(48) Cw =
∑
λ
fwλ sλ1(0/Zq) · · · sλq−1 (0/Z2)Θλq (X ;Y1)sλq+1(Y2) · · · sλp+q−1(Yp)
summed over all sequences of partitions λ = (λ1, . . . , λp+q−1) with λq a1-strict.
(c) Suppose that b1 = ✷ and that w and w
−1 in W˜∞ are compatible with the
sequences a and b, respectively. Then the Schubert polynomial Dw(X ;Y, Z) satisfies
(49) Dw =
∑
λ
gwλ sλ1(0/Zq) · · · sλq−1(0/Z2)Hλq (X ;Y1)sλq+1(Y2) · · · sλp+q−1(Yp)
summed over all sequences of partitions λ = (λ1, . . . , λp+q−1) with λq a1-strict and
typed.
Theorem 5 includes multiple formulas for the double Schubert polynomials in
each Lie type, depending on the choice of the two sequences a and b. For each fixed
Weyl group element w, there is a basic formula which involves the descents of w
and w−1, defined by choosing a and b to be minimal, and all the other formulas
are obtained from it by splitting the groups of variables further.
On the other hand, suppose that the sequences a and b are fixed; then the
expressions for the Schubert polynomials displayed in equations (47), (48), and
(49) are uniquely determined. This follows from the fact that the Schur, theta, and
eta polynomials in the respective groups of variables appearing in Theorem 5 are
linearly independent over the ring of integers (see also Remark 4). It would be
desirable to eliminate the hypothesis on b1 from parts (b) and (c) of the theorem;
for some obstacles in the way of achieving this, see [T7, Example 3].
Example 13. Suppose that a1 = 0 and a1 = ✷ in parts (b) and (c) of Theorem 5.
Then we obtain the splitting formulas
(50) Cw =
∑
λ
fwλ sλ1(0/Zq) · · · sλq−1 (0/Z2)Qλq (X)sλq+1(Y2) · · · sλp+q−1(Yp)
and
(51) Dw =
∑
λ
gwλ sλ1(0/Zq) · · · sλq−1 (0/Z2)Pλq (X)sλq+1(Y2) · · · sλp+q−1(Yp),
respectively, where the sums are over all sequences of partitions λ = (λ1, . . . , λp+q−1)
with λq strict. Thus we see that in all cases, the Schubert polynomials can be ex-
pressed as a positive linear combination of products of Jacobi-Trudi determinants
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times (at most) a single Schur Pfaffian. Recall also that in this situation, there ex-
ist tableau-based combinatorial expressions for the coefficients fwλ and g
w
λ . Single
Schubert polynomial versions of equations (50) and (51) were given in [Yo].
Example 14. To simplify the notation, write Cw for Cw(X ;Y, Z), Qλ for Qλ(X),
and Θ
(k)
λ for Θλ(X ;Y(k)).
(a) Let w = 312 = s0s1s0s1s2s1 ∈W3 and set b = (0 < 1). The following equalities
correspond to a = (1 < 2) and a = (0 < 1 < 2), respectively, in Theorem 5(b).
C312 = Θ
(1)
(4,2) +Θ
(1)
(3,2) y2 − z1Θ
(1)
(3,2)
= Q(4,2) +Q(4,1) y1 +Q(3,2) y1 +Q(3,1) y
2
1 +
(
Q(3,2) +Q(3,1) y1 +Q(2,1) y
2
1
)
y2
− z1
(
Q(3,2) +Q(3,1) y1 +Q(2,1) y
2
1
)
.
(b) Let w = 123 = s2s1s0s1s2 ∈ W3, set b = (0 < 2), e
y
i = ei(y1, y2) and e
z
i =
ei(z1, z2) for i = 1, 2. The following equalities correspond to taking a to be (2),
(1 < 2), and (0 < 2), respectively, in Theorem 5(b).
C123 = Θ
(2)
5 − e
z
1Θ
(2)
4 + e
z
2Θ
(2)
3
= Θ
(1)
5 +Θ
(1)
4 y2 − e
z
1
(
Θ
(1)
4 +Θ
(1)
3 y2
)
+ ez2
(
Θ
(1)
3 +Θ
(1)
2 y2
)
= Q5 +Q4 e
y
1 +Q3 e
y
2 − e
z
1 (Q4 +Q3 e
y
1 +Q2 e
y
2) + e
z
2 (Q3 +Q2 e
y
1 +Q1 e
y
2) .
6. Degeneracy loci
In this section, we show how the splitting formulas of Theorem 5 translate di-
rectly into Chern class formulas for degeneracy loci in the sense of [F3] and §3.2,
with the symmetries native to the corresponding G/P space.
Let c = (c0, c1, c2, . . .) and d = (d0, d1, d2, . . .) be two families of commuting
variables, with c0 = d0 = 1 as usual. We first extend the definitions of the polyno-
mials sλ(c), Θλ(c), and Hλ(c) from §1 and §2 to obtain polynomials in the formal
difference c − d (this notation stems from the theory of λ-rings). Define elements
gr and hr for r ∈ Z by the identities of formal power series
+∞∑
r=−∞
grt
r :=
(
∞∑
i=0
cit
i
)(
∞∑
i=0
dit
i
)−1
;
+∞∑
r=−∞
hrt
r :=
(
∞∑
i=0
(−1)icit
i
)−1( ∞∑
i=0
(−1)idit
i
)
.
For any partition λ, define the Schur polynomial sλ(c− d) by
sλ(c− d) := R
0 hλ = det(hλi+j−i)i,j .
For any k-strict partition λ, define the theta polynomial Θλ(c− d) by
Θλ(c− d) := R
λ gλ,
where Rλ denotes the raising operator in (12). Finally, for any typed k-strict
partition λ, define the eta polynomial Hλ(c− d) by
Hλ(c− d) := 2
−ℓk(λ)Rλ ⋆ gλ,
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where Rλ denotes the raising operator in (24), and the action ⋆ is defined as in §2.2,
replacing cλ by gλ throughout. If V and V
′ are two vector bundles on an algebraic
varietyM with total Chern classes c(V ) and c(V ′), respectively, we denote the class
sλ(c(V ) − c(V ′)) by sλ(V − V ′), the class Θλ(c(V ) − c(V ′)) by Θλ(V − V ′), and
the class Hλ(c(V )− c(V
′)) by Hλ(V − V
′).
6.1. Type A degeneracy loci. Fix a sequence a : a1 < · · · < ap of positive
integers with ap < n, which gives a subset of the nodes of the Dynkin diagram for
the root system of type An−1:
n 1
a a a a1 2 3 p
1 2 3 4 5 6
Let Sa be the set of permutations ̟ ∈ Sn whose descent positions are listed among
the integers a1, . . . , ap, i.e., that are compatible with a. These elements are the
minimal length coset representatives in Sn/Sa, where Sa denotes the parabolic
subgroup of Sn generated by the simple transpositions si for i /∈ {a1, . . . , ap}.
Let E → M be a vector bundle of rank n on an algebraic variety M , assumed
to be smooth for simplicity. Consider a partial flag of subbundles of E
0 ⊂ E1 ⊂ · · · ⊂ Ep ⊂ E
with rankEr = ar for each r, and a complete flag
0 ⊂ F1 ⊂ · · · ⊂ Fn = E
of subbundles of E (with rankFs = s for each s). For every ̟ ∈ Sa, we define the
degeneracy locus X̟ ⊂M as the locus of b ∈M such that
dim(Er(b) ∩ Fs(b)) ≥ # { i ≤ ar | ̟i > n− s } ∀ r, s.
A precise definition of X̟ as a subscheme of X can be obtained by pulling back from
the universal case, which occurs on the partial flag bundle Fa(E) (see [F3] and [FP,
§6.2 and App. A] for more details). Assume further that X̟ has pure codimension
ℓ(̟) in M , which is the case when the vector bundles are in general position. The
next result will be a formula for the cohomology class [X̟] in H
2ℓ(̟)(M) in terms
of the Chern classes of the bundles Er and Fs.
Consider a second sequence b : 0 ≤ b1 < · · · < bq with bq < n.
Theorem 6 ([BKTY1]). Suppose that ̟ ∈ Sa and that ̟−1 is compatible with b.
Then we have
[X̟] =
∑
λ
c̟λ sλ˜1(Fn−bq−1 − Fn−bq ) · · · sλ˜q (E − E1 − Fn−b1) · · · sλ˜p+q−1(Ep−1 − Ep)
in H∗(M), where the sum is over all sequences of partitions λ = (λ1, . . . , λp+q−1)
and the coefficients cwλ are given by (44).
6.2. Symplectic degeneracy loci. Fix a sequence a : a1 < · · · < ap of nonnega-
tive integers with ap < n, which is a subset of the nodes of the Dynkin diagram for
the root system of type Cn:
n 1
apa a1 2
0 1 2 3 4 5
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Denote by W a the set of signed permutations w ∈Wn whose descent positions are
listed among the integers a1, . . . , ap.
Let E → M be a vector bundle of rank 2n on a smooth algebraic variety M .
Assume that E is a symplectic bundle, so that E is equipped with an everywhere
nondegenerate skew-symmetric form E ⊗ E → C. Consider a partial flag of sub-
bundles of E
0 ⊂ Ep ⊂ · · · ⊂ E1 ⊂ E
with rankEr = n− ar and E1 isotropic, and a (complete) isotropic flag
0 ⊂ F1 ⊂ · · · ⊂ F2n = E
of subbundles of E with rankFs = s for each s (and Fn+s = F
⊥
n−s for 0 ≤ s < n).
Fix a second sequence b : 0 = b1 < · · · < bq with bq < n, and define quotient
bundles
Q1 := E/E1, Q2 := E1/E2, . . . , Qp := Ep−1/Ep
Q̂2 := Fn/Fn−b2 , . . . , Q̂q := Fn−bq−1/Fn−bq .
(52)
There is a group monomorphism φ : Wn →֒ S2n with image
φ(Wn) = {̟ ∈ S2n | ̟i +̟2n+1−i = 2n+ 1, for all i }.
The map φ is determined by setting, for each w = (w1, . . . , wn) ∈Wn and 1 ≤ i ≤ n,
φ(w)i :=
{
n+ 1− wn+1−i if wn+1−i is unbarred,
n+ wn+1−i otherwise.
For every w ∈ W a we have the degeneracy locus Xw ⊂ M , which is the locus of
b ∈M such that
dim(Er(b) ∩ Fs(b)) ≥ # { i ≤ n− ar | φ(w)i > 2n− s } ∀ r, s.
As in the type A case, assuming that Xw has pure codimension ℓ(w) in M , we give
a formula for the class [Xw] in H
2ℓ(w)(M).
Theorem 7 ([T7]). Suppose that w ∈ W a and that w−1 is compatible with b. Then
we have
[Xw] =
∑
λ
fwλ sλ˜1(Q̂q) · · · sλ˜q−1 (Q̂2)Θλq (Q1 − Fn)sλq+1 (Q2) · · · sλp+q−1 (Qp)
=
∑
λ
fwλ sλ1(Fn+bq−1 − Fn+bq ) · · ·Θλq (E − E1 − Fn) · · · sλp+q−1(Ep−1 − Ep)
in H∗(M), where the sum is over all sequences of partitions λ = (λ1, . . . , λp+q−1)
with λq a1-strict, and the coefficients f
w
λ are given by (45).
6.3. Orthogonal degeneracy loci.
6.3.1. The odd orthogonal case. Let E →M be a vector bundle of rank 2n+ 1 on
a smooth algebraic variety M . Assume that E is an orthogonal bundle, i.e. E is
equipped with an everywhere nondegenerate symmetric form E ⊗ E → C. Fix a
sequence a : a1 < · · · < ap of nonnegative integers with ap < n, as in the symplectic
case. Consider a partial flag of subbundles of E
0 ⊂ Ep ⊂ · · · ⊂ E1 ⊂ E
with rankEr = n− ar and E1 isotropic, and a complete isotropic flag
0 ⊂ F1 ⊂ · · · ⊂ F2n+1 = E
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of subbundles of E. Let b : 0 = b1 < · · · < bq be a sequence of integers with bq < n
and define the quotient bundles Qr and Q̂s using the same equations (52) as in
type C.
There is a group monomorphism φ′ :Wn →֒ S2n+1 with image
φ′(Wn) = {̟ ∈ S2n+1 | ̟i +̟2n+2−i = 2n+ 2, for all i }.
The map φ is determined by setting, for each w = (w1, . . . , wn) ∈Wn and 1 ≤ i ≤ n,
φ′(w)i :=
{
n+ 1− wn+1−i if wn+1−i is unbarred,
n+ 1 + wn+1−i otherwise.
Fix an element w in W a. The degeneracy locus Xw ⊂ M is the locus of b ∈ M
such that
dim(Er(b) ∩ Fs(b)) ≥ # { i ≤ n− ar | φ
′(w)i > 2n+ 1− s } ∀ r, s,
and we assume as before that Xw has pure codimension ℓ(w) in M . For any a1-
strict partition λ, let Θ′λ = 2
−s(w)Θλ, where s(w) = #{i | wi < 0}. We then have
the following analogue of Theorem 7.
Theorem 8 ([T7]). Suppose that w ∈ W a and that w−1 is compatible with b. Then
we have
[Xw] =
∑
λ
fwλ sλ˜1(Q̂q) · · · sλ˜q−1 (Q̂2)Θ
′
λq (Q1 − Fn+1)sλq+1 (Q2) · · · sλp+q−1(Qp)
=
∑
λ
fwλ sλ1(Fn+1+bq−1 − Fn+1+bq ) · · ·Θ
′
λq (E − E1 − Fn+1) · · · sλp+q−1(Ep−1 − Ep)
in H∗(M), where the sum is over all sequences of partitions λ = (λ1, . . . , λp+q−1)
with λq a1-strict, and the coefficients f
w
λ are given by (45).
6.3.2. The even orthogonal case. Let E → M be an orthogonal vector bundle of
rank 2n on a smooth algebraic variety M . Fix a complete isotropic flag
0 ⊂ F1 ⊂ · · · ⊂ F2n = E
of subbundles of E, and a sequence a : a1 < · · · < ap of elements of N✷ with
ap < n, which gives a subset of the vertices of the Dynkin diagram for the root
system of type Dn:
n 1
a apa1 2
2 3 4 5 61
Consider a partial flag of subbundles of E
0 ⊂ Ep ⊂ · · · ⊂ E1 ⊂ E
with rankEr = n − ar and E1 isotropic and in the same family as Fn if a1 = ✷.
Fix a sequence b : ✷ = b1 < · · · < bq with bq < n, and define the quotient bundles
Qr and Q̂s as in type C, using the equations (52).
Recall that W˜n is a subgroup of Wn, and hence we have a group monomorphism
φ : W˜n →֒ S2n, defined by restricting the map φ of §6.2 to W˜n. Let W˜ a be the set
of signed permutations w ∈ W˜n which are compatible with a. For every w ∈ W˜
a,
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we define the degeneracy locus Xw ⊂ M as the closure of the locus of b ∈ M such
that
dim(Er(b) ∩ Fs(b)) = # { i ≤ n− ar | φ(w0ww0)i > 2n− s } ∀ r, s,
with the reduced scheme structure. Assume further that Xw has pure codimension
ℓ(w) in M , and consider its cohomology class [Xw] in H
2ℓ(w)(M).
Theorem 9 ([T7]). Suppose that w ∈ W˜ a and that w−1 is compatible with b. Then
we have
[Xw] =
∑
λ
gwλ sλ˜1(Q̂q) · · · sλ˜q−1 (Q̂2)Hλq (Q1 − Fn)sλq+1 (Q2) · · · sλp+q−1(Qp)
=
∑
λ
gwλ sλ1(Fn+bq−1 − Fn+bq ) · · ·Hλq (E − E1 − Fn) · · · sλp+q−1(Ep−1 − Ep),
in H∗(M), where the sum is over all sequences of partitions λ = (λ1, . . . , λp+q−1)
with λq a1-strict and typed, and the coefficients g
w
λ are given by (46).
Example 15. Suppose that E = CN is a complex vector space, which in types
B, C, and D is equipped with a nondegenerate symmetric or skew-symmetric bi-
linear form. The homogeneous space M = F a(E) which parametrizes all partial
(isotropic) flags E
•
in E is a G/P space for the appropriate classical group G and
parabolic subgroup P corresponding to the sequence a. In this case E
•
is also used
to denote the tautological filtration of the trivial rank N vector bundle E over M ,
the vector bundles Fs are all trivial, and the formulas of this section solve the Gi-
ambelli problem for H∗(G/P ) (see [T7, §5]). If we furthermore assume that p = 1,
so that a = {a1} and M is an (isotropic) Grassmannian, then Theorems 6, 7, and
9 specialize to Theorems 1, 2, and 3, respectively.
Using the identification of degeneracy locus formulas with Giambelli polynomials
in equivariant cohomology (see [Gr] and 3.2 and §7.3 of this paper), the theorems
in this section translate easily into corresponding results for the T -equivariant co-
homology ring of G/P . The Chern roots of the vector bundle Fn (up to a sign) are
identified with the weights of the linear T -action on the standard representation V
of G; specifically, the class −c1(Fn+1−i/Fn−i) is mapped onto the variable ti in the
notation of [IMN, §10] (and the variable yi in §7.3 below). The results may also
be used to deduce formulas for the restriction of an equivariant Schubert class in
H∗T (G/P ) to a torus fixed point; see op. cit. for more details.
7. Proofs of the main theorems
We discuss here what is involved in proving the aforementioned theorems. We
pay particular attention to the proofs of Theorems 6–9, and establish the connection
between the Schubert polynomials of [IMN] and the geometry of degeneracy loci.
7.1. Proofs of IG and OG Giambelli. Although briefly mentioned in §1 and §2,
so far there has been little discussion of Pieri rules for isotropic Grassmannians.
The first such rules were proved by Hiller and Boe [HB] for the maximal isotropic
Grassmannians, and applied by Pragacz [P2] to prove his Giambelli formulas for
these spaces. Pragacz and Ratajski [PR1, PR3] later obtained Pieri type rules for
general isotropic Grassmannians, but used a different notion of ‘special Schubert
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classes’ than ours (their special classes were the Chern classes of the universal
subbundles E′ in §2).
The proofs of Theorems 2 and 3 from [BKT2, BKT4] require the classical Pieri
rules from [BKT1], which hold for the special Schubert classes cr and τr defined in
§2. For the symplectic Grassmannian IG(n− k, 2n), the Pieri rule has the form
(53) cp · [Xλ] =
∑
λ
p
−→µ
2N(λ,µ) [Xµ] .
When k > 0, the Pieri relation λ
p
−→ µ and the definition of the exponents N(λ, µ)
is more complicated than in the k = 0 case of the Lagrangian Grassmannian.
However, the Pieri rule (53) can still be used recursively to show that a general
Schubert class [Xλ] may be written as a polynomial in the special classes. Therefore,
in order to prove Theorem 2, it suffices to show that the expression Rλ cλ satisfies
the same Pieri rule (53), and this is the approach taken in [BKT2]. The complex
argument that proves that Rλ cλ obeys (53) uses subtle alternating properties of
Rλ cλ which depend on the order ideal C(λ), and a substitution algorithm which is
a mathematical model of controlled evolution. The reader will find an exposition
of the main ideas in [T5, §3]. The proof of Theorem 3 is similar to that of Theorem
2. It exploits the weight space decomposition of H∗(OG(m, 2n),Q) induced by the
natural involution of the Dynkin diagram of type Dn, and a surprising relation
between the Schubert calculus on even and odd orthogonal Grassmannians.
Currently, there is a second, simpler proof of Theorem 2, using the double theta
polynomials Θλ(c | t) defined by Wilson [TW, W]. These polynomials are analogues
of the usual double (or factorial) Schur polynomials, and give equivariant Giambelli
expressions for the Schubert classes in H∗T (IG(m, 2n)). This was proved by Ikeda
and Matsumura [IM] and by the author and Wilson [TW] in two different ways.
Both proofs rely on a key technical result from [IM], which is a certain compatibility
of the Θλ(c | t) with the action of t-divided difference operators.
7.2. Proofs of Theorems 4 and 5. Following [LS1, BH, FK3] or by specializing
the arguments of §7.3, one shows that the single Schubert polynomials represent
the Schubert classes in H∗(G/B), and that the algebra that they span is isomorphic
to the stable cohomology ring H(G/B) of the complete flag manifold as n → ∞.
Therefore, to prove Theorem 4 it suffices to show that (a) the Schur, theta, and
eta polynomials indexed by single row partitions agree with the corresponding sin-
gle Schubert polynomials, and (b) the Giambelli formulas of §1 and §2 hold in
H(G/B). Assertion (a) is easy to check directly from the definition of the Schubert
polynomials, and (b) is an immediate consequence of Theorems 1, 2, and 3.
The proof of Theorem 5 is based on the transition equations for Schubert poly-
nomials mentioned in §4.3, and some important actors that have remained largely
in the background until now, the Stanley symmetric functions of [Sta, BH, FK3]
and the mixed Stanley functions of [T7]. We will state the key result here for the
type C Billey-Haiman Schubert polynomials Cw(X ;Y ). Let Cw(X ;Y(k)) denote
the power series obtained from Cw(X ;Y ) by setting yj = 0 for all j > k.
Theorem 10 ([T7]). Suppose that w ∈ W∞ is increasing up to k. Then we have
(54) Cw(X ;Y(k)) =
∑
λ
ewλ Θλ(X ;Y(k)),
where the sum is over all k-strict partitions λ with |λ| = ℓ(w).
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For instance, the k = 1 transition tree in Example 9 corresponds to the equation
C312645(X ;Y(1)) = Θ(2,1,1,1) +Θ5 + 2Θ(3,1,1) +Θ(4,1) +Θ(3,2).
Taking k = 0 in Theorem 10 gives the expansion of the type C Stanley symmetric
function Fw as a sum of Schur Q-functions, which was first proved by Billey [Bi1]:
(55) Fw(X) =
∑
λ : |λ|=ℓ(w)
ewλ Qλ(X)
with the sum over strict partitions λ of ℓ(w).
When w is increasing up to k, we can identify Cw(X ;Y(k)) in (54) with the
restriction Jw(X ;Y(k)) of a ‘mixed Stanley function’ Jw(X ;Y ) (see [T7, §2] for
the precise definitions). Furthermore, one shows directly from their definition in
§5.1 that the Schubert polynomials satisfy splitting formulas which express them
as sums of products of (mixed) Stanley functions in mutually disjoint groups of
variables. Theorem 5 follows immediately by combining these two ingredients.
7.3. Divided differences and geometrization maps. We define an action of
W∞ on Γ[Y, Z] by ring automorphisms as follows. The simple reflections si for
i > 0 act by interchanging yi and yi+1 and leaving all the remaining variables fixed.
The reflection s0 maps y1 to −y1, fixes the yj for j ≥ 2 and all the zj , and satisfies
(56) s0(qr(X)) = qr(y1, x1, x2, . . .) = qr(X) + 2
r∑
j=1
yj1qr−j(X).
For each i ≥ 0, define the divided difference operator ∂yi on Γ[Y, Z] by
∂y0f :=
f − s0f
−2y1
, ∂yi f :=
f − sif
yi − yi+1
for i > 0.
Consider the ring involution ω : Γ[Y, Z]→ Γ[Y, Z] determined by
ω(yj) = −zj, ω(zj) = −yj, ω(qr(X)) = qr(X)
and set ∂zi := ω∂
y
i ω for each i ≥ 0.
Theorem 11 ([IMN]). The polynomials Cw(X ;Y, Z) for w ∈ W∞ are the unique
family of elements of Γ[Y, Z] satisfying the equations
(57) ∂yi Cw =
{
Cwsi if ℓ(wsi) < ℓ(w),
0 otherwise,
∂zi Cw =
{
Csiw if ℓ(siw) < ℓ(w),
0 otherwise,
for all i ≥ 0, together with the condition that the constant term of Cw is 1 if w = 1,
and 0 otherwise.
Proof. Define C(n) := C(X)A1(y1) · · ·An−1(yn−1), so that we have Cw(X ;Y ) =〈
C(n), w
〉
, for any w ∈ Wn. In [FS, Lemma 3.5] and [FK3, Theorem 7.1] Fomin,
Stanley, and Kirillov provide simple proofs (using the nilCoxeter relations) that the
single Schubert polynomials Cw(X ;Y ) satisfy the equations in (57) which involve
the ∂yi operators. We give the proof for ∂
y
0 below for the reader’s convenience,
since our setup differs from that in [FK3]. It follows from (55) and (56) that
s0C(X) = C(X)C(y1), and we clearly have
C(y1)A1(−y1) = A1(y1)(1 + y1u0)(1 + y1u0) = A1(y1)(1 + 2y1u0).
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We deduce that
∂y0 C
(n) =
1
−2y1
(C(X)(A1(y1)− C(y1)A1(−y1))A2(y2) · · ·An−1(yn−1))
=
1
−2y1
C(X)A1(y1)(−2y1u0)A2(y2) · · ·An−1(yn−1) = C
(n)u0,
which is equivalent the desired conditions ∂y0 Cw(X ;Y ) = Cws0(X ;Y ), if ℓ(ws0) <
ℓ(w), and ∂y0 Cw(X ;Y ) = 0, otherwise. Moreover, in view of equation (35), the
arguments here and in loc. cit. extend easily to show that the double Schubert
polynomials Cw(X ;Y, Z) fulfill the entire list of conditions in the theorem.
Following [IMN, §7.4], the uniqueness is shown as follows. If {C′w} for w ∈ W∞
is a second family of elements of Γ[Y, Z] satisfying the displayed conditions, then
by inducting on the length of w one sees that ∂yi (C
′
w − Cw) = ∂
z
i (C
′
w − Cw) = 0 for
all i ≥ 0. We deduce that the difference C′w−Cw is invariant under the action of si
and ωsiω for every i, and hence must be a constant. Finally, the condition on the
constant term implies that C′w = Cw, for all w ∈ W∞. 
The connection between Theorem 5 and Theorems 6, 7, 8, and 9 depends on an
important ring homomorphism derived from [T3, T4], [IMN, §10], and [Gr], which
we call the geometrization map. We will discuss this homomorphism in detail in
the Lie types A, C, and D (leaving type B as an exercise for the reader), and use it
to give a complete proof of Theorem 9.
Let G denote the group GLn(C), Sp2n(C), or SO2n(C) with its standard repre-
sentation V = Cn for GLn or V = C
2n in the latter two cases. In type A, equip V
with the zero form, and in types C and D equip V with an antidiagonal symplec-
tic or orthogonal form ( , ), so that the standard basis {e1, . . . , e2n} of V satisfies
(ei, ej) = 0 for i + j 6= 2n + 1 and (ei, e2n+1−i) = 1, for 1 ≤ i ≤ n. We obtain
an induced vector bundle E = EG ×G V over BG and bilinear form E ⊗ E → C.
Let V
•
be the isotropic flag in V with Vi = 〈e1, . . . , ei〉 for each i ∈ [1, n], and B
denote the stabilizer of V
•
. The pullback of the bundle E to BB has an isotropic
flag V ′
•
= {EG ×B Vi}i of subbundles of E. If pr1 and pr2 are the two projection
maps BB ×BG BB → BB, then we obtain the two isotropic flags of subbundles
V
•
:= pr∗1 V
′
•
and F
•
:= pr∗2 V
′
•
of the pullback of E to BB ×BG BB. This is the
universal case of the degeneracy locus problems considered in §6.1, §6.2, and §6.3.2,
for the parabolic subgroup P = B.
Type A. Introduce two new sets of commuting variables X = (x1, x2, . . .), Y =
(y1, y2, . . .) and let Xn = (x1, . . . , xn) and Yn = (y1, . . . , yn). In this case G = GLn
and it follows from the above discussion and (31) that there is a natural presentation
(58) H∗(BB ×BG BB,Z) ∼= Z[Xn,Yn]/In,
where In is the ideal generated by the differences ei(x1, . . . , xn)− ei(y1, . . . , yn) for
1 ≤ i ≤ n. The inverse of the isomorphism (58) sends the class of xi to −c1(Vi/Vi−1)
and of yi to −c1(Fn+1−i/Fn−i) for each i with 1 ≤ i ≤ n.
The geometrization map is the ring homomorphism
ρn : Z[Y, Z]→ Z[Xn,Yn]/In
defined by setting ρn(yi) := xi and ρn(zi) := yi for 1 ≤ i ≤ n and ρn(yi) = ρn(zi) =
0 for i > n. Fulton [F1, F3] showed that for ̟ ∈ Sn, the homomorphism ρn sends
S̟(Y, Z) to a polynomial which represents the universal Schubert class [X̟] in the
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presentation (58). A different way to establish this is obtained by arguing as in the
proof of Theorem 12 below.
Type C. Here G = Sp2n and we have a natural presentation
(59) H∗(BB ×BG BB,Z) ∼= Z[Xn,Yn]/Jn,
where Jn is the ideal generated by the differences ei(x
2
1, . . . , x
2
n) − ei(y
2
1, . . . , y
2
n)
for 1 ≤ i ≤ n. The inverse of the isomorphism (59) sends the class of xi to
−c1(Vn+1−i/Vn−i) and of yi to −c1(Fn+1−i/Fn−i) for each i with 1 ≤ i ≤ n.
Recall that hj(Yn) = sj(Yn) denotes the j-th complete symmetric polynomial,
which is the sum of all monomials of total degree j in the variables Yn. The
geometrization map is the ring homomorphism
πn : Γ[Y, Z]→ Z[Xn,Yn]/Jn
determined by setting
πn(qr(X)) :=
r∑
i=0
ei(Xn)hr−i(Yn) for all r,
πn(yi) :=
{
−xi if 1 ≤ i ≤ n,
0 if i > n,
and πn(zj) :=
{
yj if 1 ≤ j ≤ n,
0 if j > n.
To show that πn is well defined, set ξr :=
∑r
i=0 ei(Xn)hr−i(Yn) and observe that
the generating function Ξ(t) for the ξr satisfies
Ξ(t) :=
∞∑
r=0
ξrt
r =
(
∞∑
i=0
ei(Xn)t
i
) ∞∑
j=0
hj(Yn)t
j
 = n∏
i=1
1 + xit
1− yit
.
Since the difference
∏
i(1− x
2
i t
2)−
∏
i(1 − y
2
i t
2) lies in the ideal Jn[t
2], we have
(60) Ξ(t)Ξ(−t) =
n∏
i=1
1− x2i t
2
1− y2i t
2
∈ 1 + Jn[[t
2]].
Extracting the coefficient of t2r from both sides of equation (60) gives
(61) ξ2r + 2
r∑
i=1
(−1)iξr+iξr−i ∈ Jn, for all r > 0.
The relations (61), which agree with the k = 0 case of (15), generate the ideal of
relations among the qr(X). Therefore, πn is a well defined ring homomorphism.
Theorem 12 (Geometrization, [IMN]). For any w ∈Wn, the geometrization map
πn sends Cw(X ;Y, Z) to a polynomial which represents the universal Schubert class
[Xw] ∈ H
∗(BB ×BG BB,Z) in the presentation (59).
Proof. The simple reflections si in W∞ act on Z[X,Y] as follows. The reflection si
interchanges xi and xi+1 for i > 0, while s0 replaces x1 by −x1; all other variables
remain fixed. We have corresponding divided difference operators ∂xi : Z[X,Y] →
Z[X,Y]. For each i ≥ 0 and f ∈ Z[X,Y], they are defined by
∂x0f :=
f − s0f
2x1
, ∂xi f :=
f − sif
xi+1 − xi
for i > 0.
Let ω˜ denote the involution of Z[X,Y] obtained by interchanging the variable xj
with yj for all j ≥ 1. Geometrically, this corresponds to the automorphism of
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BB ×BG BB given by switching the two factors. Define the y-divided difference
operators ∂yi on Z[X,Y] by ∂
y
i = ω˜∂
x
i ω˜ for each i ≥ 0.
Restricting the above to Wn and 0 ≤ i ≤ n−1, we obtain divided differences ∂xi ,
∂yi acting on Z[Xn,Yn]/Jn and hence on H
∗(BB ×BG BB,Z). In the mid 1990s,
building on the work of Bernstein-Gelfand-Gelfand [BGG] and Demazure [D1, D2],
Fulton [F2, F3] studied the action of the operators ∂xi on the universal Schubert
classes [Xw], constructing them geometrically using correspondences by P
1-bundles.
It follows from this work that we have
(62)
∂xi [Xw] =
{
[Xwsi ] if ℓ(wsi) < ℓ(w),
0 otherwise,
∂yi [Xw] =
{
[Xsiw] if ℓ(siw) < ℓ(w),
0 otherwise,
for all i.
Write BBn and BGn for BB and BG, respectively, to emphasize the dependence
on the rank n, and denote by BMn the Borel mixing space BBn ×BGn BBn. The
natural embedding ofWn intoWn+1 induces a morphism φn : BMn → BMn+1 and
hence a map of cohomology rings
(63) φ∗n : H
∗(BMn+1,Z)→ H
∗(BMn,Z)
which in terms of the presentation (59) is given by sending xn+1 and yn+1 to zero.
Let
H(BM∞) := lim
←−
H∗(BMn,Z)
be the stable cohomology ring of BMn, which is the inverse limit in the category
of graded rings of the system of maps {φ∗n}n≥1 in (63). For each w ∈ W∞, we have
a stable Schubert class Cw in H(BM∞), defined as the element lim
←−
[Xw]. It follows
from the equations (62) that
(64) ∂xi Cw =
{
Cwsi if ℓ(wsi) < ℓ(w),
0 otherwise,
∂yi Cw =
{
Csiw if ℓ(siw) < ℓ(w),
0 otherwise,
for all i ≥ 0, while the degree zero component of Cw is 1 if w = 1, and 0 otherwise.
Moreover, using the presentation (59) and arguing as Theorem 11, it is easy to check
that the family {Cw} for w ∈W∞ is uniquely determined by these conditions.
The composite homomorphism
Γ[Y, Z]
πn−→ Z[Xn,Yn]/Jn
≃
−→ H∗(BMn,Z)
is compatible with the maps φ∗n, therefore there is an induced ring homomorphism
π∞ : Γ[Y, Z]→ H(BM∞).
One verifies that π∞ respects the actions of the divided differences on its domain
and codomain (compare with [BH]). We deduce the theorem, since both Cw and Cw
are characterized by the equations (57) and (64), respectively, and the same degree
zero condition. One can show that, in fact, the map π∞ is a canonical isomorphism
of graded rings. 
For any w ∈ Wn, the image of Cw under the geometrization map πn may be
computed as follows. Use (35) and (55) to write
(65) Cw(X ;Y, Z) =
∑
u,v,u′,λ
evλSu−1(−Z)Qλ(X)Su′(Y ),
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where the sum is over all reduced factorizations uvu′ = w and strict partitions λ
with u, u′ ∈ Sn and |λ| = ℓ(v). We then have
(66) πn(Cw(X ;Y, Z)) =
∑
u,v,u′,λ
evλSu−1(−Yn)Q˜λ(Xn/Yn)Su′(−Xn).
We call the polynomial Q˜λ(Xn/Yn) a supersymmetric Q˜-polynomial; it is obtained
from the Q-polynomial Qλ(c) in (16) by specializing cr to
∑
i ei(Xn)hr−i(Yn) for
each r. The supersymmetric Q˜-polynomials have properties directly analogous to
those of the Q˜-polynomials Q˜λ(Xn) of Pragacz and Ratajski [PR2], which satisfy
the identity
Q˜λ(Xn) = Q˜λ(Xn/Yn)|Yn=0.
Moreover, setting Z = 0 and Yn = 0 in (66), one recovers the symplectic Schubert
polynomials Cw(Xn) of [T3].
Remark 4. Let a be a sequence of integers as in §6.2 and let P ⊂ G be the
parabolic subgroup corresponding to a. Suppose further that we are concerned only
with degeneracy loci having the symmetries of P , or equivalently, with Giambelli
formulas in H∗T (G/P ). Let k = a1 and Γ
(k) := Z[ϑ1, ϑ2, . . .] denote the associated
ring of theta polynomials. Then it suffices to work with polynomials in the ring
Γ(k)[yk+1, yk+2, . . . , z1, z2, . . .],
as these elements map under πn to the cohomology classes that lie in H
∗
T (G/P ).
This follows from equation (35) and [T7, Prop. 5].
Type D. Here G = SO2n and according to (31) the ring H
∗(BB ×BG BB,Q) is
presented as a quotient
(67) H∗(BB ×BG BB,Q) ∼= Q[Xn,Yn]/J
′
n,
where J′n is the ideal generated by the differences ei(x
2
1, . . . , x
2
n)− ei(y
2
1, . . . , y
2
n) for
1 ≤ i ≤ n− 1 and x1 · · ·xn − y1 · · ·yn. The inverse of the isomorphism (67) sends
the class of xi to −c1(Vn+1−i/Vn−i) and of yi to −c1(Fn+1−i/Fn−i) for each i with
1 ≤ i ≤ n. The geometrization map is the ring homomorphism
π′n : Γ
′[Y, Z]→ Q[Xn,Yn]/J
′
n
defined by setting
π′n(Pr(X)) :=
1
2
r∑
i=0
ei(Xn)hr−i(Yn) for all r,
π′n(yi) :=
{
−xi if 1 ≤ i ≤ n,
0 if i > n,
and π′n(zj) :=
{
yj if 1 ≤ j ≤ n,
0 if j > n.
One can now prove a type D version of Theorem 12: for any w ∈ W˜n, the map
π′n sends Dw(X ;Y, Z) to a polynomial which represents the universal Schubert
class [Xw] in the presentation (67). Moreover, the system of maps π
′
n induces a
graded ring isomorphism π′∞ between Γ
′[Y, Z] and the stable cohomology ring of
the Borel mixing space associated to SO2n(C). In the single (non-equivariant) case
when Z = 0 and Yn = 0, we observe that π
′
n(Dw(X ;Y )) is equal to the orthogonal
Schubert polynomial Dw(Xn) of [T4].
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7.4. Proof of Theorems 6–9. We will give our proof of Theorem 9 below; the
arguments in types A–C are simpler, and the reader may also consult the references
[BKTY1, §4.1] (for Theorem 6) and [T7, Thm. 3] (for Theorems 7 and 8). All of
the proofs rely on the splitting principle, which allows one to express the Chern
classes of the relevant vector bundles as elementary symmetric polynomials in their
Chern roots; for more details on this, see for example [F5, §3.2] and [Ma, §3.5].
The variables xi and yi for 1 ≤ i ≤ n give the Chern roots of the various vector
bundles over BB ×BG BB, which pull back to give the roots of the corresponding
vector bundles over M . In particular the Chern roots of Q1 are (the pullbacks
of) x1, . . . , xn,−x1, . . . ,−xa1 , while those of Qr for r ≥ 2 are −xar−1+1, . . . ,−xar .
Similarly the Chern roots of Fn+1−r are represented by −yr, . . . ,−yn for each r.
With k = a1, we have
ϑr(X ;Y1) =
r∑
i=0
qr−i(X)ei(y1, . . . , ya1)
for each r ≥ 0. It follows that
π′n(ϑr(X ;Y1)) =
∑
i,j≥0
er−i−j(Xn)hj(Yn)ei(−x1, . . . ,−xa1)
=
∑
j≥0
er−j(x1, . . . , xn,−x1, . . . ,−xa1)hj(Yn)
= cr(Q1 − Fn) = cr(E − E1 − Fn).
Moreover, we have
π′n(ea1(Y1)) = (−1)
a1x1 · · · xa1 = ca1(E0 − E1),
where E0 denotes the maximal isotropic subbundle of E. We deduce from the
equations (38) that
π′n(ηa1(X ;Y1)) =
1
2
(ca1(E − E1 − Fn) + ca1(E0 − E1)) and
π′n(η
′
a1(X ;Y1)) =
1
2
(ca1(E − E1 − Fn)− ca1(E0 − E1)).
Furthermore, for any partition µ and r ≥ 2, we have
π′n(sµ(Yr)) = sµ(−xar−1+1, . . . ,−xar) = sµ(Qr) = sµ(Er−1 − Er),
while
π′n(sµ(0/Zr)) = sµ˜(−ybr−1+1, . . . ,−ybr) = sµ˜(Q̂r) = sµ(Fn+br−1 − Fn+br ).
The equality in Theorem 9 is therefore obtained by applying π′n to formula (49).
8. Suggestions for future research.
In this section we propose some natural directions to follow in future work.
8.1. Quantum cohomology of G/P . The last two decades have seen much ex-
ploration of the Gromov-Witten theory and quantum cohomology rings of homo-
geneous spaces. In particular, one seeks to extend the classical understanding
of Schubert calculus to the quantum setting, with analogues of the theorems of
Pieri, Giambelli, and computations of Schubert structure constants for QH∗(G/P ).
One of the motivations for [T7] was the fact that the known classical Giambelli
formulas expressed in terms of the special Schubert classes in this article have
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straightforward extensions to the small quantum cohomology ring of G/P ; see
[Be, FGP, CF, KT2, KT3, BKT3, BKT4]. We expect that there should be quan-
tum (double) Schubert polynomials and (equivariant) Giambelli formulas in the Lie
types B, C, and D which restrict to the results found in the present paper when
the quantum parameters are set equal to zero.
8.2. K-theory of G/P . The classes of the structure sheaves OXw of the Schu-
bert varieties Xw, w ∈ WP provide a natural Z-basis for the Grothendieck group
K(G/P ) of vector bundles on G/P . When G is the general linear group GLn, one
has the Lascoux-Schu¨tzenberger theory of Grothendieck polynomials [LS2, FLa],
and many of the type A results for cohomology can be generalized to K-theory
[L3, Bu, BKTY2]. Even for the Grassmannian G(m,n), however, one does not yet
have a Giambelli formula for [OXλ ] in terms of special Schubert classes that clearly
extends the raising operator expression (5) in §1 (see [Bu, Thm. 1] for a Jacobi-
Trudi recursion). There should be versions of the double Grothendieck polynomials
for the other classical Lie types, defined using the degenerate Hecke algebra in place
of the nilCoxeter algebra; the type A theory is worked out in [FK1]. One could
then seek analogues of Lascoux’s transition equations [L3] and the splitting formula
of [BKTY2, Thm. 4] for these objects. Some recent related work on equivariant
K-theory in the other types may be found in [IN2, GK]; see also [KK, GR].
8.3. Combinatorial questions. There is a large body of research on the combi-
natorial aspects of the Schubert calculus, most all of it in the situation where the
underlying Weyl group elements are fully commutative in the sense of [St2]. By
contrast, the combinatorial theory developed in [BKT1, BKT2, BKT4, T5, T7, T8]
is in its infancy, with many questions worth exploring further. In particular, we
would like a deeper understanding of the connections between the formulas that
appear in special cases, such as in the works cited in the introduction, which differ
from those given here (see [TW] for recent progress on this).
We mentioned in §4.3 that the type A Stanley coefficients c̟λ enumerate Young
tableaux as well as leaves in transition trees. However the mixed Stanley coefficients
ewλ and d
w
λ are only known to be positive through transition when k > 0. Are there
alternative combinatorial formulas for them, and is there a geometric proof of their
positivity? In type A, Little [Lit] has studied the combinatorics of the Lascoux-
Schu¨tzenberger tree; is there an analogue of his bijection for the c̟λ which involves
the 0-transition trees of [Bi1] and Kras´kiewicz-Lam tableaux [Kr, La1]? 2 Do the
mixed Stanley coefficients include a rule which computes the Schubert structure
constants on isotropic Grassmannians? Some partial results on this last question
are obtained in [T7, §2.4].
8.4. A theory for the exceptional types. It natural to ask whether the uniform
choice of special Schubert classes on the Grassmannians for the classical groups from
[BKT1] and §1-§2 extends to the exceptional Lie types, and to look for canonical
Giambelli expressions native to G/P for arbitrary reductive groups G and P . An-
derson [A] has obtained degeneracy locus formulas for vector bundles with structure
group G2, and there are parallels between the combinatorics of Schubert calculus
2Such a bijection in Lie type B has recently been defined in [BHRY].
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on the Grassmannians G(m,n) and the hermitian symmetric (or cominuscule) quo-
tients of E6 and E7 [TY]. More remains to be understood however to obtain a
generalization of the results discussed in this article to any G/P space.
8.5. Connections with representation theory. Do the raising operator formu-
las of this paper appear in other areas, and in particular in representation theory?
The Schur S- and Q-polynomials were studied by Schur (and his advisor Frobenius)
in order to compute the characters and projective characters of the symmetric group
and the polynomial characters of the general linear group. The discovery of formu-
las such as (7) and (18), (19) in the algebra of symmetric functions and associated
group representations long preceded their realizations in the Schubert calculus. A
representation-theoretic understanding of the raising operator expressions (37) and
(39), parallel to the extensive theory of Schur polynomials, would certainly be desir-
able. Young’s raising operators are well known in algebraic combinatorics, but we
suspect that their full potential has not yet been exploited. For a non-exhaustive
list of references which apply them in various settings, see [BKT2, BKT3, BKT4,
DLT, Ga, HH, LaSc, Le, Li, M, Mo, Ro, T5, T6, T8, TW, To, Y].
References
[A] D. Anderson : Chern class formulas for G2 Schubert loci, Trans. Amer. Math. Soc. 363
(2011), 6615–6646.
[AF] D. Anderson and W. Fulton : Degeneracy loci, Pfaffians, and vexillary signed permuta-
tions in types B, C, and D, arXiv:1210.2066.
[Ar] A. Arabia : Cycles de Schubert et cohomologie e´quivariante de K/T , Invent. Math. 85
(1986), 39–52.
[Bel] P. Belkale : Invariant theory of GL(n) and intersection theory of Grassmannians, Int.
Math. Res. Not. 2004, no. 69, 3709–3721.
[BK] P. Belkale and S. Kumar : Eigenvalue problem and a new product in cohomology of flag
varieties, Invent. Math. 166 (2006), 185–228.
[BS] N. Bergeron and F. Sottile : A Pieri-type formula for isotropic flag manifolds, Trans.
Amer. Math. Soc. 354 (2002), 4815–4829.
[BGG] I. N. Bernstein, I. M. Gelfand and S. I. Gelfand : Schubert cells and cohomology of the
spaces G/P , Russian Math. Surveys 28 (1973), 1–26.
[Be] A. Bertram : Quantum Schubert calculus, Adv. Math. 128 (1997), 289–305.
[Bi1] S. Billey : Transition equations for isotropic flag manifolds, Discrete Math. 193 (1998),
69–84.
[Bi2] S. Billey : Kostant polynomials and the cohomology ring for G/B, Duke Math. J. 96
(1999), 205–224.
[BH] S. Billey and M. Haiman : Schubert polynomials for the classical groups, J. Amer. Math.
Soc. 8 (1995), 443–482.
[BJS] S. Billey, W. Jockusch and R. P. Stanley : Some combinatorial properties of Schubert
polynomials, J. Algebraic Combin. 2 (1993), 345–374.
[BHRY] S. Billey, Z. Hamaker, A. Roberts and B. Young : Coxeter-Knuth graphs and a signed
Little map for type B reduced words, Electron. J. Combin. 21 (2014), Paper 4.6, 39 pp.
[Bo] A. Borel : Sur la cohomologie des espaces fibre´s principaux et des espaces homoge`nes de
groupes de Lie compacts, Ann. of Math. 57 (1953), 115–207.
[Br1] M. Brion : Equivariant Chow groups for torus actions, Transformation Groups 2 (1997),
225–267.
[Br2] M. Brion : Equivariant cohomology and equivariant intersection theory, Notes by Alvaro
Rittatore, NATO Adv. Sci. Inst. Ser. C Math. Phys. Sci., 514, Representation theories
and algebraic geometry (Montreal, PQ, 1997), 1–37, Kluwer Acad. Publ., Dordrecht,
1998.
[Bu] A. S. Buch : Grothendieck classes of quiver varieties, Duke Math. J. 115 (2002), 75–103.
[BF] A. S. Buch and W. Fulton : Chern class formulas for quiver varieties, Invent. Math. 135
(1999), 665–687.
GIAMBELLI AND DEGENERACY LOCUS FORMULAS FOR CLASSICAL G/P SPACES 45
[BKT1] A. S. Buch, A. Kresch and H. Tamvakis : Quantum Pieri rules for isotropic Grassman-
nians, Invent. Math. 178 (2009), 345–405.
[BKT2] A. S. Buch, A. Kresch and H. Tamvakis : A Giambelli formula for isotropic Grassman-
nians, Selecta Math. (N.S.), to appear.
[BKT3] A. S. Buch, A. Kresch and H. Tamvakis : Quantum Giambelli formulas for isotropic
Grassmannians, Math. Annalen 354 (2012), 801–812.
[BKT4] A. S. Buch, A. Kresch and H. Tamvakis : A Giambelli formula for even orthogonal
Grassmannians, J. reine angew. Math. 708 (2015), 17–48.
[BKTY1] A. S. Buch, A. Kresch, H. Tamvakis, and A. Yong : Schubert polynomials and quiver
formulas, Duke Math. J. 122 (2004), 125–143.
[BKTY2] A. S. Buch, A. Kresch, H. Tamvakis, and A. Yong : Grothendieck polynomials and
quiver formulas, Amer. J. Math. 127 (2005), 551–567.
[C1] E´. Cartan : Sur un classe remarquable d’espaces de Riemann, Bull. Soc. Math. France 54
(1926), 214–264; 55 (1927), 114–134; also, Oeuvres Comple`tes, Partie I, vol. 2, 587–659,
Gauthier-Villars, Paris, 1952.
[C2] E´. Cartan : Sur les invariants inte´graux de certains espaces homoge`nes clos et les pro-
prie´te´s topologiques de ces espaces, Annales de la Socie´te´ Polonaise de Mathe´matique 8
(1929), 181–225; also, Oeuvres Comple`tes, Partie I, vol. 2, 1081–1125, Gauthier-Villars,
Paris, 1952.
[CF] I. Ciocan-Fontanine : On quantum cohomology rings of partial flag varieties, Duke Math.
J. 98 (1999), 485–524.
[DP] C. De Concini and P. Pragacz : On the class of Brill-Noether for Prym varieties, Math.
Ann. 302 (1995), 687–697.
[D1] M. Demazure : Invariants syme´triques des groupes de Weyl et torsion, Invent. Math. 21
(1973), 287–301.
[D2] M. Demazure : De´singularisation des varie´te´s de Schubert ge´ne´ralise´es, Ann. Sci. E´cole
Norm. Sup. (4) 7 (1974), 53–88.
[DLT] J. De´sarme´nien, B. Leclerc and J.-Y. Thibon : Hall-Littlewood functions and Kostka-
Foulkes polynomials in representation theory, Se´m. Lothar. Combin. 32 (1994), Art.
B32c, 38 pp.
[EG] M. Edelman and C. Greene : Balanced tableaux, Adv. Math. 63 (1987), 42–99.
[EGr] D. Edidin and W. Graham : Characteristic classes in the Chow ring, J. Algebraic Geom.
6 (1997), 431–443.
[E] C. Ehresmann : Sur la topologie de certains espaces homoge`nes, Ann. of Math. (2) 35
(1934), 396–443.
[EvG] T. Ekedahl and G. van der Geer : Cycle classes of the E-O stratification of the moduli of
abelian varieties, in ‘Algebra, arithmetic, and geometry: in honor of Yu. I. Manin. Vol.
I’, 567–636, Progr. Math., 269, Birkha¨user Boston, Inc., Boston, MA, 2009.
[FR1] L. Fehe´r and R. Rima´nyi : Schur and Schubert polynomials as Thom polynomials –
cohomology of moduli spaces, Cent. Eur. J. Math. 1 (2003), 418–434.
[FR2] L. Fehe´r and R. Rima´nyi : Calculation of Thom polynomials and other cohomological
obstructions for group actions, Real and complex singularities, 69–93, Contemp. Math.
354, Amer. Math. Soc., Providence, RI, 2004.
[FGP] S. Fomin, S. Gelfand and A. Postnikov : Quantum Schubert polynomials, J. Amer. Math.
Soc. 10 (1997), 565–596.
[FG] S. Fomin and C. Greene : Noncommutative Schur functions and their applications, Dis-
crete Math. 193 (1998), 179–200.
[FK1] S. Fomin and A. N. Kirillov : Grothendieck polynomials and the Yang-Baxter equation,
Proceedings of the 6th Intern. Conference on Formal Power Series and Alg. Comb., DI-
MACS (1994), 183–190.
[FK2] S. Fomin and A. N. Kirillov : The Yang-Baxter equation, symmetric functions, and
Schubert polynomials, Discrete Math. 153 (1996), 123–143.
[FK3] S. Fomin and A. N. Kirillov : Combinatorial Bn-analogs of Schubert polynomials, Trans.
Amer. Math. Soc. 348 (1996), 3591–3620.
[FS] S. Fomin and R. P. Stanley : Schubert polynomials and the nil-Coxeter algebra, Adv.
Math. 103 (1994), 196–207.
[F1] W. Fulton : Flags, Schubert polynomials, degeneracy loci, and determinantal formulas,
Duke Math. J. 65 (1992), 381–420.
46 HARRY TAMVAKIS
[F2] W. Fulton : Schubert varieties in flag bundles for the classical groups, Proceedings of the
Hirzebruch 65 Conference on Algebraic Geometry (Ramat Gan, 1993), 241–262, Israel
Math. Conf. Proc. 9, Ramat Gan, 1996.
[F3] W. Fulton : Determinantal formulas for orthogonal and symplectic degeneracy loci, J.
Differential Geom. 43 (1996), 276–290.
[F4] W. Fulton : Young tableaux, London Mathematical Society Student Texts 35, Cambridge
University Press, Cambridge, 1997.
[F5] W. Fulton : Intersection theory, Second edition, Ergebnisse der Math. 2, Springer-Verlag,
Berlin, 1998.
[FLa] W. Fulton and A. Lascoux : A Pieri formula in the Grothendieck ring of a flag bundle,
Duke Math. J. 76 (1994), 711–729.
[FL] W. Fulton and R. Lazarsfeld : On the connectedness of degeneracy loci and special
divisors, Acta Math. 146 (1981), 271–283.
[FP] W. Fulton and P. Pragacz : Schubert varieties and degeneracy loci, Lecture Notes in
Math. 1689, Springer-Verlag, Berlin, 1998.
[Ga] A. Garsia : Orthogonality of Milne’s polynomials and raising operators, Discrete Math.
99 (1992), 247–264.
[G1] G. Z. Giambelli : Risoluzione del problema degli spazi secanti, Mem. R. Accad. Sci. Torino
(2) 52 (1902), 171–211.
[G2] G. Z. Giambelli : Alcune proprieta` delle funzioni simmetriche caratteristiche, Atti Torino
38 (1903), 823–844.
[Gr] W. Graham : The class of the diagonal in flag bundles, J. Differential Geom. 45 (1997),
471–487.
[GK] W. Graham and V. Kreiman : Excited Young diagrams, equivariant K-theory, and Schu-
bert varieties, Trans. Amer. Math. Soc. 367 (2015), 6597–6645.
[GR] S. Griffeth and A. Ram : Affine Hecke algebras and the Schubert calculus, European J.
Combin. 25 (2004), 1263–1283.
[H] M. D. Haiman : Dual equivalence with applications, including a conjecture of Proctor,
Discrete Math. 99 (1992), 79–113.
[HT] J. Harris and L. W. Tu : On symmetric and skew-symmetric determinantal varieties,
Topology 23 (1984), 71–84.
[Hi] H. Hiller : Geometry of Coxeter groups, Research Notes in Mathematics, 54. Pitman
(Advanced Publishing Program), Boston, Mass.-London, 1982.
[HB] H. Hiller and B. Boe : Pieri formula for SO2n+1/Un and Spn/Un, Adv. Math. 62 (1986),
49–67.
[HH] P. N. Hoffman and J. F. Humphreys : Projective representations of the symmetric groups,
Oxford Math. Monographs, The Claredon Press, Oxford University Press, New York,
1992.
[Hs] W.-Y. Hsiang : Cohomology theory of topological transformation groups, Ergebnisse der
Mathematik und ihrer Grenzgebiete, Band 85. Springer-Verlag, New York-Heidelberg,
1975.
[I] T. Ikeda : Schubert classes in the equivariant cohomology of the Lagrangian Grassman-
nian, Adv. Math. 215 (2007), 1–23.
[IM] T. Ikeda and T. Matsumura : Pfaffian sum formula for the symplectic Grassmannians,
Math. Z. 280 (2015), 269–306.
[IMN] T. Ikeda, L. C. Mihalcea, and H. Naruse : Double Schubert polynomials for the classical
groups, Adv. Math. 226 (2011), 840–886.
[IN1] T. Ikeda and H. Naruse : Excited Young diagrams and equivariant Schubert calculus,
Trans. Amer. Math. Soc. 361 (2009), 5193–5221.
[IN2] T. Ikeda and H. Naruse : K-theoretic analogues of factorial Schur P - and Q-functions,
Adv. Math. 243 (2013), 22–66.
[Iv] V. N. Ivanov : Interpolation analogues of Schur Q-functions, Zap. Nauchn. Sem. S.-
Peterburg. Otdel. Mat. Inst. Steklov. (POMI) 307 (2004), Teor. Predst. Din. Sist. Komb.
i Algoritm. Metody. 10, 99–119, 281–282; translation in J. Math. Sci. (N. Y.) 131 (2005),
5495–5507 .
[J] C. G. J. Jacobi : De functionibus alternantibus earumque divisione per productum e
differentiis elementorum conflatum, J. reine angew. Math. 22 (1841), 360–371. Reprinted
in Gesammelte Werke 3, 439–452, Chelsea, New York, 1969.
GIAMBELLI AND DEGENERACY LOCUS FORMULAS FOR CLASSICAL G/P SPACES 47
[Jo] T. Jo´zefiak : Characters of projective representations of symmetric groups, Exposition.
Math. 7 (1989), 193–247.
[JLP] T. Jo´zefiak, A. Lascoux and P. Pragacz : Classes of determinantal varieties associated
with symmetric and skew-symmetric matrices, Math USSR Izvestija 18 (1982), 575–586.
[Ka1] M. Kazarian : On Lagrange and symmetric degeneracy loci, preprint, Arnold Seminar
(2000); available at http://www.newton.ac.uk/preprints/NI00028.pdf.
[Ka2] M. Kazarian : Thom polynomials, Singularity theory and its applications, 85–135, Adv.
Stud. Pure Math., 43, Math. Soc. Japan, Tokyo, 2006.
[KL] G. Kempf and D. Laksov : The determinantal formula of Schubert calculus, Acta Math.
132 (1974), 153–162.
[KK] B. Kostant and S. Kumar : T -equivariant K-theory of generalized flag varieties, J. Dif-
ferential Geom. 32 (1990), 549–603.
[Kr] W. Kras´kiewicz : Reduced decompositions in hyperoctahedral groups, C. R. Acad. Sci.
Paris Se´r. I Math. 309 (1989), 903–907.
[Kre] V. Kreiman : Products of factorial Schur functions, Electron. J. Combin. 15 (2008),
Research Paper 84, 12 pp.
[KT1] A. Kresch and H. Tamvakis : Double Schubert polynomials and degeneracy loci for the
classical groups, Ann. Inst. Fourier 52 (2002), 1681–1727.
[KT2] A. Kresch and H. Tamvakis : Quantum cohomology of the Lagrangian Grassmannian, J.
Algebraic Geom. 12 (2003), 777–810.
[KT3] A. Kresch and H. Tamvakis : Quantum cohomology of orthogonal Grassmannians, Com-
pos. Math. 140 (2004), 482–500.
[LRS] V. Lakshmibai, K. N. Raghavan, and P. Sankaran, P. : Equivariant Giambelli and de-
terminantal restriction formulas for the Grassmannian, Pure Appl. Math. Q. 2 (2006),
Special Issue: In honor of Robert D. MacPherson. Part 1, 699–717.
[La1] T. K. Lam : B and D analogues of stable Schubert polynomials and related insertion
algorithms, Ph.D. thesis, M.I.T., 1994; available at http://hdl.handle.net/1721.1/36537.
[La2] T. K. Lam : Bn Stanley symmetric functions, Discrete Math. 157 (1996), 241–270.
[L1] A. Lascoux : Puissances exte´rieures, de´terminants et cycles de Schubert, Bull. Soc. Math.
France 102 (1974), 161–179.
[L2] A. Lascoux : Classes de Chern des varie´te´s de drapeaux, C. R. Acad. Sci. Paris Se´r. I
Math. 295 (1982), 393–398.
[L3] A. Lascoux : Transition on Grothendieck polynomials, Physics and Combinatorics, 2000
(Nagoya), 164–179, World Sci. Publ., River Edge, NJ, 2001.
[L4] A. Lascoux : Symmetric functions and combinatorial operators on polynomials, CBMS
Regional Conference Series in Mathematics 99, American Mathematical Society, Provi-
dence, RI, 2003.
[LP1] A. Lascoux and P. Pragacz : Operator calculus for Q˜-polynomials and Schubert polyno-
mials, Adv. Math. 140 (1998), 1–43.
[LP2] A. Lascoux and P. Pragacz : Orthogonal divided differences and Schubert polynomials,
P˜ -functions, and vertex operators, Michigan Math. J. 48 (2000), 417–441.
[LS1] A. Lascoux and M.-P. Schu¨tzenberger : Polynoˆmes de Schubert, C. R. Acad. Sci. Paris
Se´r. I Math. 294 (1982), 447–450.
[LS2] A. Lascoux and M.-P. Schu¨tzenberger : Structure de Hopf de l’anneau de cohomologie
et de l’anneau de Grothendieck d’une varie´te´ de drapeaux, C. R. Acad. Sci. Paris Se´r. I
Math. 295 (1982), 629–633.
[LS3] A. Lascoux and M.-P. Schu¨tzenberger : Schubert polynomials and the Littlewood-
Richardson rule, Lett. Math. Phys. 10 (1985), 111–124.
[LaSc] M. Lassalle and M. Schlosser : Inversion of the Pieri formula for Macdonald polynomials,
Adv. Math. 202 (2006), 289–325.
[Le] C. Lecouvey : A duality between q-multiplicities in tensor products and q-multiplicities of
weights for the root systems B, C or D, J. Combin. Theory Ser. A 113 (2006), 739–761.
[Lit] D. P. Little : Combinatorial aspects of the Lascoux-Schu¨tzenberger tree, Adv. Math. 174
(2003), 236–253.
[Li] D. E. Littlewood : On certain symmetric functions, Proc. London Math. Soc. (3) 11
(1961), 485–498.
[M] I. G. Macdonald : Symmetric functions and Hall polynomials, Second edition, The
Clarendon Press, Oxford University Press, New York, 1995.
48 HARRY TAMVAKIS
[Ma] L. Manivel : Fonctions syme´triques, polynoˆmes de Schubert et lieux de de´ge´ne´rescence,
Cours Spe´cialise´s 3, Socie´te´ Mathe´matique de France, Paris, 1998.
[Mi] L. C. Mihalcea : Giambelli formulae for the equivariant quantum cohomology of the
Grassmannian, Trans. Amer. Math. Soc. 360 (2008), 2285–2301.
[Mo] A. O. Morris : The characters of the group GL(n, q), Math. Z. 81 (1963), 112–123.
[PP] A. Parusin´ski and P. Pragacz : Chern-Schwartz-MacPherson classes and the Euler char-
acteristic of degeneracy loci and special divisors, J. Amer. Math. Soc. 8 (1995), 793–817.
[Pi] M. Pieri : Sul problema degli spazi secanti. Nota 1a, Rend. Ist. Lombardo (2) 26 (1893),
534–546.
[Po] I. R. Porteous : Simple singularities of maps, Proceedings of Liverpool Singularities
Symposium, I (1969/70), pp. 286–307. Lecture Notes in Math. 192, Springer, Berlin,
1971.
[P1] P. Pragacz : Enumerative geometry of degeneracy loci, Ann. Sci. E´cole Norm. Sup. (4)
21 (1988), 413–454.
[P2] P. Pragacz : Algebro-geometric applications of Schur S- and Q-polynomials, Se´minare
d’Alge`bre Dubreil-Malliavin 1989-1990, Lecture Notes in Math. 1478 (1991), 130–191,
Springer-Verlag, Berlin, 1991.
[P3] P. Pragacz : Symmetric polynomials and divided differences in formulas of intersection
theory, Parameter spaces (Warsaw, 1994), 125–177, Banach Center Publ. 36, Polish Acad.
Sci., Warsaw, 1996.
[PR1] P. Pragacz and J. Ratajski : A Pieri-type theorem for Lagrangian and odd orthogonal
Grassmannians, J. Reine Angew. Math. 476 (1996), 143–189.
[PR2] P. Pragacz and J. Ratajski : Formulas for Lagrangian and orthogonal degeneracy loci;
Q˜-polynomial approach, Compos. Math. 107 (1997), 11–87.
[PR3] P. Pragacz and J. Ratajski : A Pieri-type formula for even orthogonal Grassmannians,
Fund. Math. 178 (2003), 49–96.
[RS] V. Reiner and M. Shimozono : Plactification, J. Alg. Combin. 4 (1995), 331–351.
[Ro] G. de B. Robinson : Representation theory of the symmetric group, Mathematical Expo-
sitions 12, University of Toronto Press, Toronto, 1961.
[Sa] S. Sam : Schubert complexes and degeneracy loci, J. Algebra 337 (2011), 103–125.
[SdS] F. Sancho de Salas : Milnor number of a vector field along a subscheme: applications in
desingularization, Adv. Math. 153 (2000), 299–324.
[Sc1] H. Schubert : Kalku¨l der abza¨hlenden Geometrie, Teubner, Leipzig, 1879.
[Sc2] H. Schubert : Die n-dimensionalen Verallgemeinerungen der fundamentalen Anzhalen
unseres Raums, Math. Annalen 26 (1886), 26–51.
[S1] I. Schur : U¨ber ein Klasse von Matrizen die sich einer gegebenen Matrix zuordnen lassen,
Dissertation, Berlin, 1901. Reprinted in Gesammelte Abhandlungen 1, 1-72, Springer-
Verlag, Berlin-New York, 1973.
[S2] I. Schur : U¨ber die Darstellung der symmetrischen und der alternierenden Gruppe durch
gebrochene lineare Substitutionen, J. reine angew. Math. 139 (1911), 155–250.
[SeC] Se´minaire C. Chevalley; 2e anne´e: 1958. Anneaux de Chow et applications, Secre´tariat
mathe´matique, 11 rue Pierre Curie, Paris, 1958.
[Sta] R. P. Stanley : On the number of reduced decompositions of elements of Coxeter groups,
European J. Combin. 5 (1984), 359–372.
[St1] J. R. Stembridge : Shifted tableaux and the projective representations of symmetric
groups, Adv. Math. 74 (1989), 87–134.
[St2] J. R. Stembridge : Some combinatorial aspects of reduced words in finite Coxeter groups,
Trans. Amer. Math. Soc. 349 (1997), 1285–1332.
[T1] H. Tamvakis : Arakelov theory of the Lagrangian Grassmannian, J. reine angew. Math.
516 (1999), 207–223.
[T2] H. Tamvakis : The connection between representation theory and Schubert calculus, En-
seign. Math. 50 (2004), 267–286.
[T3] H. Tamvakis : Schubert polynomials and Arakelov theory of symplectic flag varieties, J.
London Math. Soc. 82 (2010), 89–109.
[T4] H. Tamvakis : Schubert polynomials and Arakelov theory of orthogonal flag varieties,
Math. Z. 268 (2011), 355–370.
[T5] H. Tamvakis : Giambelli, Pieri, and tableau formulas via raising operators, J. reine
angew. Math. 652 (2011), 207–244.
GIAMBELLI AND DEGENERACY LOCUS FORMULAS FOR CLASSICAL G/P SPACES 49
[T6] H. Tamvakis : The theory of Schur polynomials revisited, Enseign. Math. 58 (2012),
147–163.
[T7] H. Tamvakis : A Giambelli formula for classical G/P spaces, J. Algebraic Geom. 23
(2014), 245–278.
[T8] H. Tamvakis : A tableau formula for eta polynomials, Math. Annalen 358 (2014), 1005–
1029.
[TW] H. Tamvakis and E. Wilson : Double theta polynomials and equivariant Giambelli for-
mulas, Math. Proc. Cambridge Philos. Soc., to appear.
[Th] R. Thom : Les singularite´s des applications diffe´rentiables, Ann. Inst. Fourier 6 (1955–
1956), 43–87.
[To] G. P. Thomas : A note on Young’s raising operator, Canad. J. Math. 33 (1981), 48–54.
[TY] H. Thomas and A. Yong : A combinatorial rule for (co)minuscule Schubert calculus,
Adv. Math. 222 (2009), 596–620.
[Tu] L. W. Tu : Degeneracy loci, Proc. conf. algebraic geom. (Berlin, 1985), 296–305, Teubner-
Texte Math. 92, Teubner, Leipzig, 1986.
[W] E. Wilson : Equivariant Giambelli formulae for Grassmannians, Ph.D. thesis, University
of Maryland, 2010.
[Yo] A. Yong : On combinatorics of quiver component formulas, J. Algebraic Combin. 21
(2005), 351–371.
[Y] A. Young : On quantitative substitutional analysis VI, Proc. Lond. Math. Soc. (2) 34
(1932), 196–230.
University of Maryland, Department of Mathematics, 1301 Mathematics Building,
College Park, MD 20742, USA
E-mail address: harryt@math.umd.edu
