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Squeezing currently represents the leading strategy for
quantum enhanced precision measurements of a single pa-
rameter in a variety of continuous- and discrete-variable
settings and technological applications. However, many
important physical problems including imaging and field
sensing require the simultaneous measurement of multi-
ple unknown parameters. The development of multipa-
rameter quantum metrology is yet hindered by the in-
trinsic difficulty in finding saturable sensitivity bounds
and feasible estimation strategies. Here, we derive the
general operational concept of multiparameter squeezing,
identifying metrologically useful states and optimal esti-
mation strategies. When applied to spin- or continuous-
variable systems, our results generalize widely-used spin-
or quadrature-squeezing parameters. Multiparameter
squeezing provides a practical and versatile concept that
paves the way to the development of quantum-enhanced
estimation of multiple phases, gradients, and fields, and
for the efficient characterization of multimode quantum
states in atomic and optical sensor networks.
INTRODUCTION
Squeezing of quantum observables is a central strategy to
improve measurement sensitivities beyond classical limits and
has thus become a key concept in quantum metrology, lead-
ing to major theoretical and experimental advancements in
the field [1–6]. Furthermore, squeezing is a convenient ap-
proach to witness genuine quantum properties such as entan-
glement [7, 8] or nonclassicality [9], only requiring knowl-
edge of first and second moments of suitable linear observ-
ables that can be obtained experimentally with high efficiency.
The concept of squeezing is most useful for the important
class of Gaussian states that is routinely generated in atomic
and photonic experiments [1, 10–13].
While well understood in the framework of single-
parameter estimation [1–5], the existing notion of squeezing
is insufficient to characterize the sensitivity of multiparame-
ter estimation. Indeed, the simultaneous estimation of sev-
eral parameters can be more efficient than the optimal estima-
tion of each parameter separately [14–17]. This interesting
prediction is under intensive investigation [18–23] and can
revolutionize many technological applications such as quan-
tum imaging [24], microscopy and astronomy [25–28], sensor
networks [15, 16, 23] and atomic clocks [29], by enhancing
the estimation sensitivity of inhomogeneous intensity distri-
butions, vector fields, and gradients [30–34]. However, the
current framework of multiparameter quantum metrology has
developed based on the notion of the quantum Fisher informa-
tion matrix [35]: a figure of merit that is not straightforward to
extract experimentally and is also generally hard to determine
theoretically. Furthermore, the sensitivity limit defined by the
inverse of the quantum Fisher information matrix, namely, the
multiparameter quantum Crame´r-Rao bound [35], is, in gen-
eral, not saturable [36, 37]. Alternative approaches based on
the Holevo bound are in principle asymptotically saturable but
require, in general, complex measurements on multiple copies
of the state [38–42].
In this work, we introduce the general notion of metrologi-
cal multiparameter squeezing for continuous and discrete vari-
ables. This concept follows directly from a specific opera-
tional approach to multiparameter estimation based on mean
values and variances of the measured observables. Metro-
logical multiparameter squeezing thus provides an accessi-
ble and saturable lower bound to the quantum Fisher matrix
that is tight for the broad and experimentally-relevant class
of Gaussian states. We further use matrix order inequali-
ties to analytically optimize the measurement observables as
a function of accessible observables. Our framework is nei-
ther limited to specific systems nor to a particular class of
observables and provides an efficient characterization of use-
ful quantum resources for multiparameter estimation for any
given set of commuting observables that are simultaneously
measured. For linear spin observables our method gives rise
to the spin-squeezing matrix as a natural generalization of the
spin-squeezing coefficient introduced by Wineland et al. [5]
to multiparameter settings. The spin-squeezing matrix reveals
the role of nonlocal squeezing, i.e., squeezing in a nonlocal
superposition of modes for simultaneous estimations of mul-
tiple parameters which can enhance the sensitivity of specific
linear combinations of parameters. We further identify op-
timal strategies for displacement sensing in continuous vari-
ables, where nonlocal squeezing over M modes can reduce
the estimation error up to a factor
√
M. To address the proper-
ties of non-Gaussian states, we demonstrate that our approach
can yield a multiparameter sensitivity as large as the classical
Fisher matrix (and even the quantum Fisher matrix, whenever
the multiparameter quantum Crame´r-Rao bound is saturable).
RESULTS
Multiparameter method of moments. In multiparame-
ter quantum metrology [35] the goal is to estimate a fam-
ily of unknown parameters θ = (θ1, . . . , θM)T . The param-
eters are imprinted onto ρˆ by a unitary evolution Uˆ(θ) =
exp(−iHˆ · θ) = exp(−i ∑Mk=1 Hˆkθk), where Hˆ = (Hˆ1, . . . , HˆM)T
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2is a vector of Hamiltonians that do not necessarily commute
with each other. After the phase imprinting, a measurement
is performed and the experiment is repeated µ times with the
same output state ρˆ(θ) = Uˆ(θ)ρˆUˆ(θ)†. The parameters θk
are inferred from a set of estimators θest,k with k = 1, . . . ,M,
which are functions of the measurement results. The multi-
parameter uncertainty is quantified by the M × M covariance
matrix Σ with elements Σkl = Cov(θest,k, θest,l). The opera-
tional meaning of Σ is that, for an arbitrary M-dimensional
real vector of coefficients n = (n1, . . . , nM)T , the quantity
nTΣn = ∆2(n1θest,1 + · · · + nMθest,M) yields the variance of
the corresponding linear combination of estimators.
We introduce here an estimation protocol based on a mul-
tiparameter method of moments. The parameters θ are es-
timated from the average values of a set of K measurement
observables Xˆ = (Xˆ1, . . . , XˆK)T . We consider a commuting set
Xˆ to ensure simultaneous measurability in a single shot, but
our framework does not formally require this assumption. In
the central limit we obtain the covariance matrix (see Methods
for details)
Σ = (µM[ρˆ(θ), Hˆ, Xˆ])−1. (1)
The moment matrix
M[ρˆ(θ), Hˆ, Xˆ] = C[ρˆ(θ), Hˆ, Xˆ]T Γ[ρˆ(θ), Xˆ]−1 C[ρˆ(θ), Hˆ, Xˆ],
(2)
depends on the covariance matrix (Γ[ρˆ(θ), Xˆ])kl =
〈XˆkXˆl〉ρˆ(θ) − 〈Xˆk〉ρˆ(θ)〈Xˆl〉ρˆ(θ) and the commutator matrix
(C[ρˆ(θ), Hˆ, Xˆ])kl = −i〈[Xˆk, Hˆl]〉ρˆ(θ). Equation (2) provides a
lower bound to the classical and quantum Fisher information
matrix, i.e.,
M[ρˆ(θ), Hˆ, Xˆ] ≤ F[ρˆ(θ), Xˆ] ≤ FQ[ρˆ(θ), Hˆ], (3)
expressing, e.g., that F − M is a positive semidefinite ma-
trix [43]. The classical Fisher matrix F[ρˆ(θ), Xˆ] determines
the multiparameter sensitivity limit [35, 44] attainable by a
measurement of the observables Xˆ and consists of elements
(F[ρˆ(θ), Xˆ])kl =
∑
x p(x|θ)
(
∂
∂θk
log p(x|θ)
) (
∂
∂θl
log p(x|θ)
)
,
where p(x|θ) = Tr{Πˆxρˆ(θ)} is the probability to obtain the
result x = (x1, . . . , xK)T and the Πˆ = {Πˆx}x denote the pro-
jectors onto the common eigenstates of the Xˆk. For any fixed
basis, defined by the projectors Πˆ, the bound (3) can be satu-
rated by an optimal choice of the measurement observables Xˆ
(e.g., by measuring directly the projectors Xˆ = Πˆ), leading to
max
Xˆ∈span(Πˆ)
M[ρˆ(θ), Hˆ, Xˆ] = F[ρˆ(θ), Xˆ]. (4)
The short-hand notation Xˆ ∈ span(Πˆ) expresses that each of
the Xˆk is a linear combination of the elements of Πˆ. Moreover,
the bound F[ρˆ(θ), Xˆ] ≤ FQ[ρˆ(θ), Hˆ] holds for all Xˆ, where
(FQ[ρˆ, Hˆ])kl = Tr{ρˆ(Lˆk Lˆl + LˆlLˆk)/2} is the quantum Fisher in-
formation [35, 45] and −i[Hˆk, ρˆ] = (Lˆkρˆ + ρˆLˆk)/2 defines the
symmetric logarithmic derivative operators. The Fisher infor-
mation matrix equals the quantum Fisher matrix only under
certain conditions [36, 37]. Equations (3) and (4) and their sat-
uration conditions are derived in Supplementary Note 2. The
bounds (3) show that the moment matrix (2) approximates the
state’s multiparameter sensitivity by means of first and second
moments of the chosen measurement observables Xˆ. For lin-
ear observables Xˆ (e.g., collective spins or quadratures), this
can be interpreted as a Gaussian approximation of the (quan-
tum) Fisher matrix, but through the measurement of nonlinear
observables the method is also able to efficiently characterize
non-Gaussian states.
In the following, we present an analytical method for iden-
tifying the optimal choice of Xˆ. We consider here the case of
a predefined family of accessible operators Aˆ = (Aˆ1, . . . , AˆL)T
with L ≥ M,K, that may be chosen as the experimentally
available observables. The optimization will be realized un-
der the constraint that only linear combinations of the opera-
tors Aˆ can be measured. We thus assume that Xˆ, as well as
the Hamiltonians Hˆ, can be expressed as linear combinations
Hˆk =
∑L
i=1 rk,iAˆi and Xˆk =
∑L
i=1 sk,iAˆi. The real-valued coeffi-
cients rk,i and sk,i define the M × L and K × L transformation
matrices R and S, respectively. We may write
Hˆ = RAˆ, and Xˆ = SAˆ, (5)
and henceforth we assume RRT = 1M and SST = 1K . We first
optimize the choice of the matrix S, i.e., the measurement ob-
servables, for any fixed phase encoding transformation spec-
ified by the matrix R. The optimization of the moment ma-
trix (2) is given by
Mopt[ρˆ, Hˆ, Aˆ] := max
Xˆ∈span(Aˆ)
M[ρˆ, Hˆ, Xˆ] = RM˜[ρˆ, Aˆ] RT , (6)
where
M˜[ρˆ, Aˆ] = C˜[ρˆ, Aˆ]TΓ[ρˆ, Aˆ]−1C˜[ρˆ, Aˆ] (7)
is the L × L moment matrix of operators Aˆ, which is defined
on the basis of the covariance matrix (Γ[ρˆ, Aˆ])kl = 12 〈AˆkAˆl +
AˆlAˆk〉ρˆ − 〈Aˆk〉ρˆ〈Aˆl〉ρˆ and the commutator matrix (C˜[ρˆ, Aˆ])kl =
−i〈[Aˆk, Aˆl]〉ρˆ. The result (6) is proven in Supplementary Note
2 and follows from the matrix inequality
M[ρˆ, Hˆ, Xˆ] ≤ RM˜[ρˆ, Aˆ]RT , (8)
which holds for arbitrary Xˆ. Saturation in (8) is achieved by
the observables defined in Eq. (5) if and only if there exists a
real-valued K × M matrix G such that
GS = RC˜[ρˆ, Aˆ]TΓ[ρˆ, Aˆ]−1. (9)
This result generalizes the analytical optimization discussed
in Ref. [46] to the multiparameter case. Moreover, the choice
of parameter-encoding Hamiltonians, i.e., R can be optimized
by considering the spectrum of M˜[ρˆ, Aˆ] (see Methods). In
practice, the optimal moment matrix (6) can only be achieved
by a direct measurement if the elements of an optimal Xˆ, de-
fined by (9), can be measured simultaneously.
Squeezing matrix. We define the squeezing matrix by
comparing the moment-based sensitivity Σ of Eq. (1) to the
multiparameter shot-noise limit ΣSN, i.e., the sensitivity limit
of classical measurement strategies. While this approach can
3be applied to arbitrary multiparameter estimation scenarios, in
the following we focus mostly on the experimentally relevant
cases of distributed sensor networks or multimode interfer-
ometers [15–17]: The parameters are encoded in M different
modes by local Hamiltonians satisfying [Hˆk, Hˆl] = 0 for all
k, l and we measure one observable in each mode (K = M). In
these cases, the shot-noise limit ΣSN = (µFSN[Hˆ])−1 can be ex-
plicitly determined from the quantum Crame´r-Rao bound (see
Methods). For evolutions generated by Hˆ and measurement
observables Xˆ we define the squeezing matrix as
Ξ2[ρˆ, Hˆ, Xˆ] := FSN[Hˆ]
1
2M[ρˆ, Hˆ, Xˆ]−1FSN[Hˆ] 12 . (10)
By expressing Eq. (1) as Σ = Σ
1
2
SNΞ
2[ρˆ, Hˆ, Xˆ]Σ
1
2
SN, we observe
that the squeezing matrix Ξ2[ρˆ, Hˆ, Xˆ] directly quantifies the
quantum gain in a saturable, moment-based multiparameter
estimation protocol. Any quantum state with the property
Ξ2[ρˆ, Hˆ, Xˆ] ≥ 1M , (11)
can only yield multiparameter shot-noise sensitivity or worse,
i.e., Σ ≥ ΣSN. Inserting Eq. (6) into (10), we obtain the opti-
mized squeezing matrix:
Ξ2opt[ρˆ, Hˆ, Aˆ] := min
Xˆ∈span(Aˆ)
Ξ2[ρˆ, Hˆ, Xˆ]
= FSN[Hˆ]
1
2 RM˜[ρˆ, Aˆ]−1RT FSN[Hˆ] 12 . (12)
A violation of the matrix inequality (11) signals multi-
parameter squeezing (with respect to the phase-imprinting
Hamiltonians Hˆ and the measurement observables Xˆ): it im-
plies that there exists at least one vector n ∈ RM for which
nTΣn < nTΣSNn holds. In this case, sub-shot-noise sensitiv-
ity is achieved for the estimation of nTθ, which describes a
particular linear combination of the parameters. The number
0 ≤ rSN ≤ M of negative eigenvalues of the matrix Σ − ΣSN
defines the shot-noise rank [17] that is achieved by the multi-
parameter method of moments. Equivalently, rSN corresponds
to the number of eigenvalues of Ξ2 that are smaller than one.
When rSN = M, the stronger condition Ξ2[ρˆ, Hˆ, Xˆ] < 1M
for full multiparameter squeezing is satisfied. In this case
Σ < ΣSN holds, and sub-shot noise sensitivity is achieved for
the estimation of arbitrary nTθ.
The observation of multiparameter squeezing implies that
the state is nonclassical (see Methods). To increase the quan-
tum enhancements, it is thus beneficial to reduce the squeez-
ing matrix as much as possible by using strongly nonclassical
states.
Multiparameter discrete-variable (spin) squeezing.
Discrete-variable multiparameter estimation provides the
theoretical framework to model a series of M local Ramsey
or Mach-Zehnder interferometers that operate in parallel,
each with a fixed number of particles Nk, with k = 1, ...,M;
see Fig. 1. Here, each mode is modeled by a collective spin
of length Nk/2, for k = 1, . . . ,M, summing up to a total
number of N =
∑M
k=1 Nk spin-1/2 particles. The multimode
interferometer is described by a family of local parameter-
encoding Hamiltonians Hˆ = Jˆr = (Jˆr1,1, . . . , JˆrM ,M)T , where
r = (r1, . . . , rM), Jˆrk ,k = rTk Jˆ⊥,k, Jˆ⊥,k = (Jˆx,k, Jˆy,k)
T , and
FIG. 1. Quantum-enhanced parallel interferometers. In each mode
k = 1, . . . ,M of a set of Mach-Zehnder (a) or Ramsey interferometers
(b), a single parameter θk is imprinted by a local Hamiltonian Hˆk, and
a local observable Xˆk is measured. The multiparameter sensitivity is
quantified by the moment matrix (2). The multiparameter quantum
gain is captured by the squeezing matrix (10), which contains both
local (single-parameter) enhancements and nonlocal (multiparame-
ter) squeezing. The sensitivity can be optimized analytically using
Eq. (6) and the maximum is achieved when Eq. (9) is fulfilled for a
set of commuting observables Xˆ1, . . . , XˆM .
Jˆα,k =
∑Nk
i=1 σˆ
(i)
α,k/2 is a collective spin operator on mode k
with Pauli matrices σˆ(i)
α,k for α = x, y, z and k = 1, ...,M.
Without loss of generality, we label the axes such that the
mean spin direction n0,k = 〈Jˆk〉ρˆ/|〈Jˆk〉ρˆ| defines the z axis.
By considering a family of local measurement observables
Xˆ = Jˆs, we obtain the spin-squeezing matrix with elements
(Ξ2[ρˆ, Jˆr, Jˆs])kl =
√
NkNlCov(Jˆsk ,k, Jˆsl,l)ρˆ
〈Jˆz,k〉ρˆ〈Jˆz,l〉ρˆ
, (13)
where we used Eq. (10) with FSN[Jˆr]
1
2 C[ρˆ, Jˆr, Jˆs]−1 =
diag(
√
N1/〈Jˆz,1〉ρˆ, . . . ,
√
NM/〈Jˆz,M〉ρˆ) and we assumed that the
rk and sk are orthonormal vectors in the xy-plane, such that
〈Jˆz,k〉ρˆ = −i〈[Jˆsk ,k, Jˆrk ,k]〉ρˆ is the length of spin k with mean-
spin direction along the z axis. On its diagonal, this matrix
contains the local spin-squeezing coefficients [5], for each of
the modes k = 1, . . . ,M. It is well known that these coeffi-
cients reveal the number of entangled spins within the local
modes [1, 7, 8]. In addition to these single-parameter con-
tributions, the multiparameter spin-squeezing matrix (13) in-
cludes off-diagonal terms that are due to mode correlations,
i.e., entanglement between the individual interferometers.
Atomic multiparameter spin squeezing. A locally
squeezed state can be created by subjecting spatially sepa-
rated ensembles of atoms to local, nonlinear evolutions, e.g.,
by means of the one-axis twisting Hamiltonian [6]. It is easy
to see from the squeezing matrix that local squeezing is suf-
ficient to attain full multiparameter sub-shot-noise; see Sup-
plementary Note 3 for details. However, atomic experiments
are not limited to the generation of local squeezing: Recently,
spatially distributed entanglement was observed by splitting
squeezed atomic spin ensembles into two or more external
modes [47–49].
4In order to identify the metrological potential of nonlocal
squeezing, we compare two different spin squeezing strate-
gies. We consider an even number of N spin-1/2 particles
initialized in the polarized state |Ψ0〉 = | ↑〉⊗N , where | ↑〉 is
an eigenstate of the Pauli z matrix. Local squeezing (namely,
local in each atomic ensemble) corresponds to
|Ψloc(t)〉 = e−i(Jˆ2y,1+Jˆ2y,2)χt |Ψ0〉, (14)
where Jˆy,1 and Jˆy,2 are collective spin operators for particles
1, 2, . . . ,N/2 and N/2 + 1, . . . ,N, respectively, i.e., we have
separated the particles into two ensembles of equal size. The
nonlinear evolution generates entanglement between the N/2
particles in each ensemble, e.g., by describing interactions
among the particles in the same ensemble for the dimension-
less time χt, but does not entangle the two ensembles. Nonlo-
cal squeezing is instead described by the collective one-axis-
twisting evolution
|Ψnl(t)〉 = e−i(Jˆy,1+Jˆy,2)2χt |Ψ0〉 (15)
which creates particle entanglement between the N spins and
mode entanglement between the two ensembles.
Our goal is to estimate linear combinations nTθ = n1θ1 +
n2θ2 of locally encoded parameters, generated by the rotations
Jˆr1,1 and Jˆr2,2 via the transformation Uˆ(θ) = exp(−iJˆr1,1θ1 −
iJˆr2,2θ2). A particular case of interest is the estimation of
a magnetic field gradient [30–33] based on the differential
measurement of the field at two spatially separated locations,
which corresponds to the difference n− = (1,−1)T /
√
2. A re-
lated task is the estimation of the average field, i.e., the sum of
parameters n+ = (1, 1)T /
√
2. We assume that the local rota-
tion axes r1 and r2 (and their corresponding optimal measure-
ment directions) can be adjusted to optimize the local squeez-
ing parameters, i.e., to minimize the diagonal entries of the
squeezing matrix (13). Such a change of the rotation axis can
effectively be realized through local rotations of the respective
spin states before the interferometric measurement [1].
The resulting sensitivities for nT±θ are compared in Fig. 2
for an ensemble of N = 100 atoms as a function of the non-
linear evolution time t. We observe that an estimation of, e.g.,
nT+θ can be enhanced by nonlocal squeezing (blue continuous
line). As a consequence, the sensitivity for nT−θ is reduced
below the classical limit (blue dashed line). However, a local
pi-rotation of the state can effectively change the sign of r2 and
transform the sum into the difference and vice-versa. Hence,
nonlocal squeezing can be used to reduce the uncertainty of
a specific linear combination of parameters. The state can-
not be optimal for arbitrary linear combinations at the same
time, but local operations can be used to adjust the state prior
to the measurement in order to optimally harness the nonlocal
squeezing and beat the sensitivity of local squeezing. Non-
local squeezing further improves the estimation of nonlocally
encoded parameters, as we discuss in Supplementary Note 3.
Multiparameter continuous-variable squeezing.
Continuous-variable multiparameter estimation studies
the sensitivity to a multimode displacement described by
phase space operators qˆ = (xˆ1, pˆ1, . . . , xˆM , pˆM)T , where
FIG. 2. Local vs nonlocal atomic spin squeezing. For a lo-
cal parameter encoding with N = 100 particles, nonlocal squeez-
ing, described by Eq. (14), leads to a larger quantum sensitiv-
ity gain for either the sum 10 log10(nT+ΣSNn+/nT+Σn+) (continuous
blue line) or the difference of two spatially distributed parameters
10 log10(nT−ΣSNn−/nT−Σn−) (dashed blue line) than local squeezing,
Eq. (15). Since the spin-squeezing matrix is diagonal when squeez-
ing is local, both combinations of parameters, as well as their uncor-
related average yield the same sensitivity (red dashed line). Nonlocal
squeezing yields a lower quantum gain for the uncorrelated average
10 log10(TrΣSN/TrΣ) (dash-dotted line). The plot shows data for lo-
cal directions r1 and r2 chosen to maximize the gain for the sum. A
local rotation transforms the sum of parameters into the difference
and vice-versa.
xˆk = 12 (aˆk + aˆ
†
k) and pˆk =
1
2i (aˆk − aˆ†k) and [aˆk, aˆ†k′ ] = δkk′ .
These observables are accessible by homodyne measurement
techniques, i.e., by mixing the signal with a strongly popu-
lated local oscillator—a well established technique in optical
[10–13, 50, 51] and atomic systems [52, 53].
The 2M × 2M moment matrix, Eq. (7), for Aˆ = qˆ reads
M˜[ρˆ, qˆ] = 1
4
ΩTΓ[ρˆ, qˆ]−1Ω, (16)
and provides the maximally achievable sensitivity for multi-
mode displacements via Eq. (6). The 2M×2M covariance ma-
trix Γ[ρˆ, qˆ] contains complete information on non-displaced
Gaussian states. The commutator matrix C˜[ρˆ, qˆ] = 12Ω is in-
dependent of the quantum state, where Ω =
⊕M
k=1 ω is the
symplectic form with ω =
(
0 1−1 0
)
[11–13]. Furthermore, the
explicit evaluation of the quantum Fisher matrix of Gaussian
states ρˆG [54–56] (i.e. states whose Wigner function is Gaus-
sian [11–13]) reveals that it coincides with Eq. (16). We thus
obtain the exact equality M˜[ρˆG, qˆ] = FQ[ρˆG, qˆ] for arbitrary
Gaussian states ρˆG, whereas for arbitrary quantum states ρˆ,
Eq. (16) represents a Gaussian lower bound to the quantum
Fisher matrix, see Eq. (3). Making use of upper bounds on
the quantum Fisher matrix for specific classes of separable
states [17, 57, 58], the moment matrix can reveal detailed in-
formation about the multimode entanglement structure [59].
The continuous-variable squeezing matrix, optimized over
the measurement observables Xˆ, is given by Eq. (12) and
5FIG. 3. Optimal multimode displacement sensing with squeezed vac-
uum states. The passive transformation UˆO decouples the initial mul-
timode squeezed vacuum state into local squeezed states. A displace-
ment generated by the anti-squeezed variance (here depicted as pˆ)
and a measurement of the squeezed variance (xˆ) is implemented in
each mode with the aid of a local oscillator.
reads:
Ξ2opt[ρˆ, Hˆ, qˆ] = 4RΩ
TΓ[ρˆ, qˆ]ΩRT . (17)
Let us first revisit the general squeezing condition for the par-
ticular case of the multimode continuous-variable system at
hand. A violation of (11) implies that (see Supplementary
Note 4)
λmin(Γ[ρˆ, qˆ]) <
1
4
, (18)
where λmin denotes the smallest eigenvalue. The condi-
tion (18) was originally proposed in Ref. [60] as a definition
of squeezing in multimode continuous-variable systems that
is invariant under passive transformations, i.e., beam splitter
operations and phase shifters that leave the number of pho-
tons constant. Conversely, if (18) holds, one can find Hˆ and Xˆ
such that the condition (11) is violated.
Hence, our general metrological definition of squeezing in
multimode systems is equivalent to a well-established defi-
nition [60] in the continuous-variable case when considering
quadrature operators. The shot-noise rank rSN, i.e., the num-
ber of eigenvalues of Ξ2opt[ρˆ, Hˆ, qˆ] that are smaller than one,
provides a step-wise characterization of the multiparameter
quantum gain up to full multiparameter squeezing (namely
rSN = M). This establishes a natural multiparameter extension
of the single-parameter condition (18), which merely implies
that rSN > 0.
Multimode squeezed vacuum states. The class of pure
Gaussian continuous-variable states is given by multimode
squeezed vacuum states |Ψ0〉 [10–13]. As a consequence
of the Williamson theorem and the Bloch-Messiah decom-
position [61], any such state can be generated by a combi-
nation of local squeezing and a series of passive operations
[11, 13]. Consequently, there always exists a 2M × 2M
orthogonal symplectic matrix O, and a corresponding pas-
sive operation described by UˆO, that yields Γ[UˆO|Ψ0〉, qˆ] =
OΓ[|Ψ0〉, qˆ]OT = 14
⊕M
k=1 diag(e
2rk , e−2rk ), where r1, . . . , rM
quantify the squeezing in each of the modes.
The choice of phase-encoding Hamiltonians and measure-
ment observables Hˆ = UPMOΩqˆ and Xˆ = PMOqˆ, where U is
an arbitrary M × M orthogonal matrix and PM is a M × 2M
projector that picks one quadrature per mode, is optimal (see
Methods and Supplementary Note 4 for details) and leads to
Ξ2opt[|Ψ0〉, Hˆ, qˆ] = U

e−2r1 . . . 0
...
. . .
...
0 · · · e−2rM
 UT . (19)
These operators can be interpreted (see Fig. 3) as a phase-
imprinting evolution that first disentangles the state and then
implements local phase shifts along the respective squeezed
quadrature in each mode. The measurement is realized in the
corresponding conjugate quadrature. If all rk > 0, we have full
multiparameter squeezing, enabling sub-shot-noise estimation
of arbitrary linear combinations of the parameters θ encoded
via the evolution U(θ) = e−i(Hˆ1θ1+···+HˆMθM ).
For O = 12M and U = 1M , the parameter encoding realized
by the Hamiltonians Hˆ is local in the modes qˆ. The result (19)
shows that the multiparameter sensitivity of local transforma-
tions is maximized by a mode-local product state. Similarly,
for any other choice of O, we can define new modes Oqˆ as
nonlocal linear combinations of the original qˆ, and for trans-
formations that are local in Oqˆ, the sensitivity is maximized
by states that are uncorrelated in the modes Oqˆ. These states
will generally be mode entangled in the original set of modes
qˆ. We conclude that mode entanglement with respect to the
modes qˆ is not necessary to optimize the overall multiparam-
eter sensitivity if the parameter encoding is done locally in qˆ.
Conversely, given a transformation that is nonlocal in qˆ, the
optimal sensitivity is achieved by a mode entangled state.
Maximum enhancement due to mode entanglement. Re-
call that the multiparameter covariance matrix contains infor-
mation equivalent to the sensitivity of arbitrary linear combi-
nations of parameters. For any specific linear combination, lo-
cal squeezing is still suboptimal (an analogue observation was
discussed above for the case of spins). In this case, we are in-
terested in minimizing a single matrix element rather than all
eigenvalues of the squeezing matrix. Let us now identify the
maximum gain that can be achieved by making use of mode
entanglement.
We consider a fixed family of phase-imprinting Hamilto-
nians (hence U = 1M) and an estimation of nTθ with an
arbitrary, fixed unit vector n that has non-zero overlap with
all the participating modes k = 1, . . . ,M. Our goal is to
distribute a finite total amount of squeezing (determined by
the total average particle number) over all modes in order
to minimize µnTΣn = nTΞ2opt[|Ψ0〉, Hˆ,q]n. We compare the
optimized mode-separable and mode-entangled strategy (see
Methods for details), giving rise to the respective sensitivi-
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FIG. 4. Quantum gain from nonlocal mode entanglement. We plot
the ratio between the sensitivity to an uniform average of parame-
ters (∆θ)2 = nTΣn for optimal mode-entangled and mode-separable
states (thick black line), as a function of the squeezing parameter r.
The solid red lines are the small-r approximation e−2(
√
M−1)r and the
dashed red lines are the large-r approximation 1/M. Different sets of
lines refer to different values of M.
ties (∆θm−sep)2 and (∆θm−ent)2: For a uniform average over all
parameters, nk = 1/
√
M, the optimal mode-separable strat-
egy consists in equal squeezing in all modes, rk = r, for
k = 1, . . . ,M, while the optimal mode-entangled strategy con-
centrates all squeezing into a single mode. As soon as r > 0,
we have (∆θm−ent)2/(∆θm−sep)2 < 1, see Fig. 4: the mode-
entangled strategy outperforms the mode-separable one. In
the limit r  1/√M we obtain (∆θm−ent)2/(∆θm−sep)2 ≈
e−2(
√
M−1)r. In the opposite limit, r  1, we have e−2r′ ≈
Me−2r and we obtain
(∆θm−ent)2
(∆θm−sep)2
=
1
M
(r  1). (20)
We thus recover the gain factor 1/M that has been identi-
fied as the maximal gain due to mode entanglement [14–
17, 23]. Here, the factor 1/M is obtained by comparing op-
timal Gaussian states based on the analysis of the multimode
squeezing matrix. We further show in Supplementary Note
4 that among all possible states with fixed average particle
number, squeezed vacuum states optimize the sensitivity of
multiparameter displacement sensing, generalizing the single-
parameter results of Refs. [62, 63].
Non-commuting generators and non-Gaussian states.
To illustrate how our methods can lead to efficient and sat-
urable strategies in more general scenarios, we now discuss
an example dedicated to the estimation of parameters that are
generated by non-commuting operators using a non-Gaussian
state.
We consider the estimation of the two angles θ1,2 of a
SU(2) rotation Uˆ(θ) = e−i(θ1 Jˆx+θ2 Jˆy) with non-commuting gen-
erators Hˆ = (Jˆx, Jˆy)T in a single mode. As probe, we use
the twin-Fock state |TF〉, i.e., eigenstates of Jˆz with eigen-
value zero and a total spin length of N/2, and we denote
|TFθ〉 = Uˆ(θ)|TF〉. Having zero mean spin length, |TF〉
cannot be characterized by spin squeezing [64] and Gaussian
measurements are unable to fully harness its metrological po-
tential. We consider the two commuting nonlinear observ-
ables Xˆ1 = Jˆx|TF〉〈TF|Jˆx and Xˆ2 = Jˆy|TF〉〈TF|Jˆy: as a con-
sequence of 〈TF|Jˆx Jˆy|TF〉 = 0, we have [Xˆ1, Xˆ2] = 0. Let us
indicate with Q = 〈TF|Jˆ2x |TF〉 = 〈TF|Jˆ2y |TF〉 = N(N+2)8 . To the
leading order in θ1,2, we obtain the inverse covariance matrix
Γ[|TFθ〉, Xˆ]−1 = Q−3diag(θ−21 , θ−22 ) and the commutator ma-
trix C[|TFθ〉, Hˆ, Xˆ] = 2Q2diag(θ1, θ2). In the limit θ → 0,
this leads to the moment matrix (2)
M[|TF〉, Hˆ, Xˆ] = N(N + 2)
2
12, (21)
which coincides with the quantum Fisher matrix FQ[|TF〉, Hˆ].
This shows that through the measurement of nonlinear ob-
servables, our method can extract the full sensitivity of non-
Gaussian states, and that it can achieve the ultimate multi-
parameter sensitivity limit even when the generators do not
commute.
DISCUSSION
We introduced metrological multiparameter squeezing as a
practical framework to characterize the sensitivity and quan-
tum gain of multiparameter estimation. Our optimization
technique can be adapted to any set of accessible observables
and thereby allows to adjust the level of complexity to the
problem at hand. For example, the multiparameter sensitiv-
ity of Gaussian states can be fully captured by a squeezing
matrix only containing first and second moments of linear ob-
servables. The analysis of the squeezing matrix reveals opti-
mal strategies for the design and analysis of atomic and pho-
tonic experiments where Gaussian states still represent the
best-controlled and most efficiently generated class of states
for metrology. Metrological multiparameter squeezing thus
lays the foundation for the development of atomic clocks and
electromagnetic field sensors, enhanced by non-local quantum
correlations in atomic ensembles with spatially distributed and
accessible entanglement [47–49, 65–69]. Furthermore, opti-
cal systems provide an established platform with access to en-
tangled multimode photonic quantum states [50, 51, 70] that
can be combined with squeezing [71, 72]. Our theory of mul-
tiparameter squeezing provides a common framework to char-
acterize these experiments and to interpret and optimize them
for multiparameter quantum sensing applications.
By extending the set of accessible observables, the squeez-
ing matrix can be generalized to yield more powerful quanti-
fiers of multiparameter sensitivity that are able to cope with
highly sensitive features of non-Gaussian multimode states.
This method can also be applied in non-commuting scenar-
ios, where, however, further studies are needed to explore the
full potential of our approach. Such developments are impor-
tant, e.g., in optical systems where one aims to estimate the
coordinates of an ensemble of emitters to reconstruct an im-
age [24–28, 71]. The identification of fundamental resolution
7limits for quantum imaging requires experimentally and theo-
retically accessible measures of multiparameter sensitivity for
arbitrary emitters.
METHODS
Multiparameter method of moments. We base our mul-
tiparameter method of moments on the knowledge of the
mean values of a family of commuting observables, 〈Xˆ〉ρˆ(θ) =
(〈Xˆ1〉ρˆ(θ), . . . , 〈XˆK〉ρˆ(θ))T , obtained from the calibration of the
experimental apparatus as a function of the M parameters θ =
(θ1, . . . , θM)T . If Xˆ is measured µ  1 times, each of its com-
ponents Xˆk yields a sequence of results x
(1)
k , . . . , x
(µ)
k where the
x(i)k are picked from the eigenvalues of Xˆk. Each measurement
of Xˆ thus yields a vector of results x(i) = (x(i)1 , . . . , x
(i)
K )
T that is
randomly distributed with mean value 〈Xˆ〉ρˆ(θ) and covariance
matrix (Γ[ρˆ(θ), Xˆ])kl = 〈XˆkXˆl〉ρˆ(θ) − 〈Xˆk〉ρˆ(θ)〈Xˆl〉ρˆ(θ). From
these measurements we obtain the sample average X¯(µ) =
(X¯(µ)1 , . . . , X¯
(µ)
K )
T with X¯(µ)k =
1
µ
∑µ
i=1 x
(i)
k for k = 1, . . . ,K. We
estimate the parameters θ as the values for which 〈Xˆk〉ρˆ(θ) =
X¯(µ)k holds for all k = 1, . . . ,K. As a consequence of the mul-
tivariate central limit theorem (see Supplementary Note 1 for
details), for µ  1, this strategy yields Σ = (µM[ρˆ(θ), Xˆ])−1,
where
M[ρˆ(θ), Xˆ] = D[ρˆ(θ), Xˆ]TΓ[ρˆ(θ), Xˆ]−1D[ρˆ(θ), Xˆ], (22)
and
(D[ρˆ(θ), Xˆ])kl =
∂〈Xˆk〉ρˆ(θ)
∂θl
. (23)
In the case of a single parameter estimated by a single
observable (M = K = 1) we obtain a sensitivity de-
scribed by the familiar error propagation formula (∆θest)2 =
1
µ
(∆Hˆ)2ρˆ(θ)
∣∣∣∣ ∂〈Xˆ〉ρˆ(θ)∂θ ∣∣∣∣−2, where ∂〈Xˆ〉ρˆ(θ)∂θ = −i〈[Xˆ, Hˆ]〉ρˆ(θ) [5]. The
result (22) provides a direct generalization to the multiparam-
eter case.
For a unitary phase imprinting processes U(θ) =
exp(−iHˆθ), generated by the vector of Hamiltonians Hˆ =
(Hˆ1, . . . , HˆM)T , as considered in the main text, we obtain
(D[ρˆ(θ), Xˆ])kl = −i〈[Xˆk, Hˆl]〉ρˆ(θ) = (C[ρˆ(θ), Hˆ, Xˆ])kl, (24)
and we recover the moment matrix given in Eq. (1). We have
assumed that Γ[ρˆ(θ), Xˆ] is invertible and that D[ρˆ(θ), Xˆ] has
rank M. This is usually the case for a suitable choice of the
operators Xˆ as is illustrated by our application to relevant
examples of spin and continuous-variable systems. Rank-
deficiency of these matrices may indicate a redundancy in the
information provided by the vector of measurement results
that can be remedied by reducing the number of observables.
Multiparameter shot-noise limit. The classical precision
limit of multiparameter distributed sensor networks, i.e., the
multiparameter shot-noise limit, is defined as the maximal
sensitivity that can be achieved by some optimally chosen
classical probe state [17],
FSN[Hˆ] := max
ρˆcl
FQ[ρˆcl, Hˆ]. (25)
The family of classical probe states ρˆcl depends on the system
at hand. For a fixed number of particles, the system can ef-
fectively be described by discrete variables and a natural def-
inition of classical states is given by particle-separable states
[1, 73]. Similarly, for continuous-variable systems we con-
sider mixtures of coherent states as classical [9, 74]. In the
single-parameter theory, these families of classical states yield
familiar expressions for the shot-noise limit, i.e., the 1/N-
scaling of the variance when N is the number of particles, or
the uncertainty of the vacuum state for homodyne measure-
ments. These limits can be generalized to the multiparameter
case, where the shot-noise matrix (25) is diagonal for locally
encoded parameters [17]. The shot-noise limit for evolutions
generated by Hˆ is obtained from the quantum Crame´r-Rao
bound Σ ≥ (µFQ[ρˆ, Hˆ])−1 by considering the sensitivity of
the optimal classical state:
ΣSN = (µFSN[Hˆ])−1. (26)
As a consequence of Eq. (3), we obtain that Eq. (11) holds for
all classical states ρcl.
The shot-noise limit in discrete-variable multimode inter-
ferometers is attained by the most sensitive particle-separable
state ρˆp−sep =
∑
γ pγρˆ
(γ)
1 ⊗ · · · ⊗ ρˆ(γ)N , where pγ is a prob-
ability distribution and the ρˆ(γ)k are quantum states of parti-
cle k. Optimization over separable states leads to the shot-
noise limit (26) defined in terms of a diagonal quantum
Fisher matrix with diagonal elements given by the respec-
tive numbers of particles in each mode [17]. Specifically,
the classical sensitivity limit as a function of the accessi-
ble operators Jˆ⊥ reads FSN[Jˆ⊥] := maxρˆp−sep FQ[ρˆp−sep, Jˆ⊥] =
diag(N1,N1, . . . ,NM ,NM). For Hamiltonians Hˆ = RJˆ⊥ [recall
Eq. (5)] that consist of linear combinations of the elements of
Jˆ⊥ this implies FSN[Hˆ] = RFSN[Jˆ⊥]RT . Further details are
provided in Supplementary Note 3. Sensitivities beyond this
limit can be achieved only by employing particle entangle-
ment.
Optimization of the phase-imprinting Hamiltonians. To
optimize the choice of R, i.e., the phase-imprinting Hamilto-
nians Hˆ, recall that the optimal moment matrixMopt[ρˆ, Hˆ, Aˆ]
describes an M × M orthogonal projection of the larger
L × L matrix M˜[ρˆ, Aˆ]. The eigenvectors and eigenvalues of
Mopt[ρˆ, Hˆ, Aˆ] both depend on the M × L matrix R. First, we
notice that the basis of Mopt[ρˆ, Hˆ, Aˆ] can be chosen at will
by orthogonal transformations of the generating Hamiltoni-
ans: For any orthogonal M × M matrix O we obtain
Mopt[ρˆ,OHˆ, Aˆ] = ORM˜[ρˆ, Aˆ]RT OT . (27)
Replacing Hˆ by OHˆ does not affect the optimal measure-
ment observables Xˆopt since O can be compensated by the
matrix G in Eq. (9) for K = M. Second, the eigenvalues
of Mopt[ρˆ, Hˆ, Aˆ] are determined by the M-dimensional sup-
port of R, which is spanned by M out of the L eigenvectors
8of M˜[ρˆ, Aˆ]. Since the basis ofMopt[ρˆ, Hˆ, Aˆ] can be arbitrar-
ily chosen via O, optimality of the R is determined by the
spectrum ofMopt[ρˆ, Hˆ, Aˆ]. We consider the parameter encod-
ing optimal if R projects onto the subspace corresponding to
the M largest eigenvalues of M˜[ρˆ, Aˆ]. For the common case
of a shot-noise matrix FSN[Hˆ] that is proportional to the M-
dimensional identity matrix, the same R that is optimal for
Mopt[ρˆ, Hˆ, Aˆ] is also optimal for Ξ2opt[ρˆ, Hˆ, Aˆ]. Similarly to
the optimization over Xˆ, the phase-imprinting Hamiltonians Hˆ
must be constrained to physically implementable evolutions.
Continuous-variable squeezing matrix. Families of
phase-space operators can be constructed from qˆ by means of
a canonical transformation O as Oqˆ. Canonical mode trans-
formations are described by 2M × 2M orthogonal symplectic
matrices O satisfying both O−1 = OT and OΩOT = Ω [11–
13]. Notice that the elements of Oqˆ are in general nonlocal
linear combinations of those of qˆ, but they follow the same
commutation relations.
To discuss the problem of estimating M parameters en-
coded by the local generators Hˆ = Rqˆ, we choose R = PMO.
Here, the M × 2M projector PM onto canonical basis vectors
with even labels picks a single operator (some linear combina-
tion of xˆ and pˆ) from each of the local modes in Oqˆ, and O is
an orthogonal symplectic matrix. This condition ensures that
all generators commute: Using the condition R = PMO, we
find C˜[ρˆ, Hˆ] = 12 RΩR
T = 12 PMOΩO
T PTM =
1
2 PMΩP
T
M = 0M ,
and analogously, C˜[ρˆ, Xˆ] = 0M . Since RRT = 1M , this further
implies that the shot-noise limit does not depend on the choice
of generators, i.e., FSN[Hˆ] := maxρˆcl FQ[ρˆcl, Hˆ] = 1M for all
Hˆ = Rqˆ.
Maximal gain due to mode entanglement. We first notice
that if the squeezing level is identical in all modes, the squeez-
ing matrix becomes proportional to the identity matrix which
leaves no room for further optimizations, i.e., all strategies
perform equally well. In general, the mode-local state with
the diagonal squeezing matrix [U = 1M in Eq. (19)] yields an
estimation uncertainty of
µnTΣn = nTΞ2opt[|Ψ0〉, Hˆ, qˆ]n =
M∑
k=1
n2ke
−2rk . (28)
To identify the corresponding sensitivity limit in the pres-
ence of mode entanglement, we change the eigenvectors of the
squeezing matrix by applying a passive transformation UˆV to
the state |Ψ0〉. We limit ourselves to passive transformations,
since we consider the amount of initial squeezing a fixed re-
source [61]. We show in Supplementary Note 4 that passive
transformations are sufficient to produce arbitrary basis trans-
formations of the squeezing matrix. Let us denote n1 = n
and complete it to a basis {nk}Mk=1. Choosing a transformation
UˆV that achieves Ξ2opt[UˆV |Ψ0〉, Hˆ, qˆ] =
∑M
k=1 e
−2rk nknTk , where
r1 ≥ · · · ≥ rM , we obtain
µnTΣn = nTΞ2opt[UˆV |Ψ0〉, Hˆ, qˆ]n = e−2r1 , (29)
which clearly leads to a better precision than (28) as
long as the squeezing level is not identical in all modes.
While Eq. (28) makes use of all quadratures and yields the
avereage squeezing, weighted by the normalized coefficients
n2k , Eq. (29) maps the maximally squeezed quadrature onto the
relevant linear combination of parameters. In other words, we
have rotated the state UˆV |Ψ0〉 such that the smallest eigenvec-
tor of Ξ2opt[UˆV |Ψ0〉, Hˆ, qˆ] is given by n. Notice that in order
to achieve this mapping for a nonlocal n, the state UˆV |Ψ0〉 be-
comes mode entangled.
In order to identify the limits of both strategies for a given
n, we consider the optimal distribution of a finite total amount
of squeezing that minimizes Eq. (28) or Eq. (29) for a fixed
total average number of particles N =
∑M
k=1〈aˆ†k aˆk〉|Ψ0〉 =∑M
k=1 sinh
2 rk. The constrained minimization of Eq. (28) is
done with the method of Lagrange multipliers: we write the
Lagrange function L(x, λ) =
∑M
k=1
n2k
xk
−λ[∑mk=1( xk4 + 14xk )− M2 −
N
]
, where xk = e2rk . The solution of the set of M + 1 equa-
tions dL(x,λ)dλ = 0 for k = 1, ...,M and
dL(x,λ)
dxk
= 0 gives n2k =
(λ/4)(x2k − 1). Summing over k and imposing
∑M
k=1 n
2
k = 1, we
find
e4rk − 1∑M
k=1(e4rk − 1)
= n2k , (30)
whose solution gives the optimal squeezing parameters rk.
Clearly, the mode-entangled sensitivity (29) is optimized
by concentrating all available squeezing into the initial mode
that will be mapped by UˆV onto the optimal nonlocal mode,
characterized by n, leading to
(∆θm−ent)2 = e−2r
′
, (31)
where sinh2 r′ =
∑M
k=1 sinh
2 rk for the conservation of the total
average particle number.
In the following, let us consider, for simplicity, the estima-
tion of an equally weighted linear combination of all parame-
ters, i.e., n2k = 1/M for k = 1, . . . ,M. This implies that all the
rk ≡ r are identically chosen and (∆θm−sep)2 = e−2r, where
r = arcsinh
√
N/M. The entanglement-enabled noise sup-
pression factor is given by (∆θm−ent)2/(∆θm−sep)2 = e−2r
′
/e−2r.
In the case r = 0 (that also implies r′ = 0), we have
(∆θm−ent)2/(∆θm−sep)2 = 1: the mode-entangled and mode-
separable strategies perform equally well. When r  1/√M
we can approximate r′ ≈ √Mr (recall that sinh2 r ≈ r2 +
O(r3)) and obtain (∆θm−ent)2/(∆θm−sep)2 ≈ e−2(
√
M−1)r. When
r  1 (that also implies r′  1) we have e−2r′ ≈ Me−2r.
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SUPPLEMENTARY NOTE 1: THE MULTIPARAMETER METHOD OF MOMENTS IN THE CENTRAL LIMIT
Here, we derive the multiparameter sensitivity matrix for the method of moments in the central limit. Assuming a large
number µ of repeated measurements, the multivariate central limit theorem [75] ensures that the distribution of sample mean
values X¯(µ) approaches a Gaussian multivariate distribution
P(X¯(µ)|θ) =
√
µ
(2pi)M detΓ[ρˆ(θ), Xˆ]
exp
(
−µ
2
(X¯(µ) − 〈Xˆ〉ρˆ(θ))TΓ[ρˆ(θ), Xˆ]−1(X¯(µ) − 〈Xˆ〉ρˆ(θ))
)
(S1)
with mean 〈Xˆ〉ρˆ(θ) and covariance matrix Γ[ρˆ(θ), Xˆ]/µ. The conditions 〈Xˆk〉ρˆ(θ) = X¯(µ)k identify the multidimensional maximum
of Eq. (S1). Hence, the multiparameter method of moments maps to a maximum likelihood estimation of all parameters, which
saturates the Crame´r-Rao bound [44] and asymptotically in the number of measurements µ leads to the estimator covariance
matrix Σ = Σmm with
Σmm = (µFmm[ρˆ(θ), Xˆ])−1. (S2)
Here, Fmm[ρˆ(θ), Xˆ] is the Fisher information matrix for the distribution in Eq. (S1) (that should not be confused with the Fisher
information matrix F[ρˆ(θ), Xˆ]),
(Fmm[ρˆ(θ), Xˆ])kl =
∑
X¯(µ)
p(X¯(µ)|θ)
(
∂
∂θk
log p(X¯(µ)|θ)
)(
∂
∂θl
log p(X¯(µ)|θ)
)
, (S3)
the sum running over all possible values of X¯(µ) and p(X¯(µ)|θ) is the probability to observe the sample mean value X¯(µ) given that
the parameters take on the values θ. The explicit calculation, see Ref. [44], gives
(Fmm[ρˆ(θ), Xˆ])kl = µ
∂〈Xˆ〉ρˆ(θ)
∂θk
T Γ[ρˆ(θ), Xˆ]−1 ∂〈Xˆ〉ρˆ(θ)
∂θl
 + 12Tr
{
Γ[ρˆ(θ), Xˆ]−1
(
∂
∂θk
Γ[ρˆ(θ), Xˆ]
)
Γ[ρˆ(θ), Xˆ]−1
(
∂
∂θl
Γ[ρˆ(θ), Xˆ]
)}
,
(S4)
where the derivatives of the vectors and matrices are defined element-wise. Since we assume µ  1, the contribution of the first
term dominates over the second which thus can be neglected. This yields the result
Σ = (µM[ρˆ(θ), Xˆ])−1, (S5)
whereM[ρˆ(θ), Xˆ] is the moment matrix.
SUPPLEMENTARY NOTE 2: PROPERTIES OF THE
MOMENT MATRIX
The central quantity of interest to characterize (generalized)
multiparameter squeezing is the moment matrix, defined by
M[ρˆ(θ), Xˆ] = D[ρˆ(θ), Xˆ]TΓ[ρˆ(θ), Xˆ]−1D[ρˆ(θ), Xˆ], (S6)
where
(D[ρˆ(θ), Xˆ])kl =
∂〈Xˆk〉ρˆ(θ)
∂θl
(S7)
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and (Γ[ρˆ(θ), Xˆ])kl = 〈XˆkXˆl〉ρˆ(θ) − 〈Xˆk〉ρˆ(θ)〈Xˆl〉ρˆ(θ) is the co-
variance matrix with 〈Xˆ〉ρˆ = Tr{Xˆρˆ}. An important special
case is given by a unitary phase imprinting evolution, when
the moment matrix is given by
M[ρˆ, Hˆ, Xˆ] = C[ρˆ, Hˆ, Xˆ]T Γ[ρˆ, Xˆ]−1 C[ρˆ, Hˆ, Xˆ], (S8)
and (C[ρˆ, Hˆ, Xˆ])kl = −i〈[Xˆk, Hˆl]〉ρˆ is the commutator matrix.
In this section, we prove the main properties of the moment
matrix.
A. A matrix-valued Cauchy-Schwarz inequality
We first demonstrate a generalization of the Cauchy-
Schwarz inequality to matrices, cf. Refs. [76, 77]. We denote
by Mat(n,m) the space of real-valued n × m matrices.
Lemma. Let A ∈ Mat(p, n), B ∈ Mat(p,m) and let BT B be
invertible. Then the following matrix inequality holds:
AT A ≥ AT B(BT B)−1BT A, (S9)
and equality is reached if and only if there is some E ∈
Mat(m, n) such that
A = BE. (S10)
Proof. For any K ∈ Mat(m, n), we have that A + BK ∈
Mat(p, n) and (A + BK)T (A + BK) ≥ 0. Inserting K =
−(BT B)−1BT A yields
AT A − AT B(BT B)−1BT A − AT B(BT B)−1BT A
+ AT B (BT B)−1BT B(BT B)−1︸                    ︷︷                    ︸
(BT B)−1
BT A ≥ 0,
which proves the bound. The saturation condition A + BK = 0
is satisfied if and only if A = ΠBA, whereΠB = B(BT B)−1BT is
the projector onto the range of B. This is equivalent to A = BE
for some E ∈ Mat(m, n) and completes the proof.
For n = m = 1 this inequality reduces to the Cauchy-
Schwarz inequality for vectors. The saturation condi-
tion (S10) then yields the well-known requirement that the
p-dimensional vectors A and B must be parallel.
B. General properties
Convexity.—Introducing vectors A and B with
matrix-valued entries Aγ =
√pγΓ[ρˆγ, Xˆ]− 12 C[ρˆγ, Hˆ, Xˆ]
and Bγ =
√pγΓ[ρˆγ, Xˆ] 12 , we obtain AT A =∑
γ pγC[ρˆγ, Hˆ, Xˆ]TΓ[ρˆγ, Xˆ]−1C[ρˆγ, Hˆ, Xˆ], BT B =∑
γ pγΓ[ρˆγ, Xˆ], and BT A =
∑
γ pγC[ρˆγ, Hˆ, Xˆ]. From
Eq. (S9) follows that∑
γ
pγM[ρˆγ, Hˆ, Xˆ]
≥ C[ρˆ, Hˆ, Xˆ]T
∑
γ
pγΓ[ρˆγ, Xˆ]
−1 C[ρˆ, Hˆ, Xˆ], (S11)
where C[ρˆ, Hˆ, Xˆ] =
∑
γ pγC[ρˆγ, Hˆ, Xˆ] for ρˆ =
∑
γ pγρˆγ. Fur-
thermore, the concavity of the covariance matrix implies that(∑
γ pγΓ[ρˆγ, Xˆ]
)−1 ≥ Γ[ρˆ, Xˆ]−1 and we finally obtain the con-
vexity property:
M[ρˆ, Hˆ, Xˆ] ≤
∑
γ
pγM[ρˆγ, Hˆ, Xˆ]. (S12)
Orthogonal transformations.—Let us first note some gen-
eral transformation properties of the covariance and commu-
tator matrices, respectively. We first introduce a larger family
of Hermitian operators Aˆ = (Aˆ1, . . . , AˆL)T , such that we can
express the elements of Hˆ and Xˆ as linear combinations of the
elements of Aˆ (expressed as a column vector):
Hˆ = RAˆ, Xˆ = SAˆ. (S13)
The following property holds:
Γ[ρˆ, Xˆ] = SΓ[ρˆ, Aˆ]ST , (S14)
where we used that Cov(Xˆk, Xˆl)ρˆ =
∑L
i j=1 sk,isl, jCov(Aˆi, Aˆ j)ρˆ,
due to the bilinearity of the covariance. Analogously,
C[ρˆ, Hˆ, Xˆ] = SC˜[ρˆ, Aˆ]RT (S15)
follows from the bilinearity of the commutator, i.e.,
−i〈[Xˆk, Hˆl]〉ρˆ = −i ∑Li j=1 sk,irl, j〈[Aˆi, Aˆ j]〉ρˆ, and (C˜[ρˆ, Aˆ])i j =
−i〈[Aˆi, Aˆ j]〉ρˆ. From the definition
M˜[ρˆ, Aˆ] = C˜[ρˆ, Aˆ]TΓ[ρˆ, Aˆ]−1C˜[ρˆ, Aˆ], (S16)
and the transformation properties (S14) and (S15) follows for
S = R = O, where O is an orthogonal matrix, that
M˜[ρˆ,OAˆ] = OM˜[ρˆ, Aˆ]OT . (S17)
The matrix O can be chosen to diagonalize the moment ma-
trix.
C. Maximizing the moment matrix
Here we maximize the moment matrix (S8) over the mea-
surement observables Xˆ as a function of a family of measur-
able operators Aˆ = (Aˆ1, . . . , AˆL)T . Let Xˆ = (Xˆ1, . . . , XˆK)T and
Hˆ = (Hˆ1, . . . , HˆM)T , i.e., R ∈ Mat(M, L) and S ∈ Mat(K, L).
Inserting Eqs. (S14) and (S15) into Eq. (S8) yields the fol-
lowing expression for the moment matrix:
M[ρˆ, Hˆ, Xˆ] = RC˜[ρˆ, Aˆ]T ST
(
SΓ[ρˆ, Aˆ]ST
)−1
SC˜[ρˆ, Aˆ]RT .
We now apply the inequality (S9) with A =
Γ[ρˆ, Aˆ]− 12 C˜[ρˆ, Aˆ]RT and B = Γ[ρˆ, Aˆ] 12 ST , leading to
M[ρˆ, Hˆ, Xˆ] ≤ RM˜[ρˆ, Aˆ]RT , (S18)
with M˜[ρˆ, Aˆ] defined in Eq. (S16).
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Inequality (S18) provides an upper bound on the moment-
based multiparameter sensitivity for any choice of the observ-
ables Xˆ. The maximal sensitivity is reached when the inequal-
ity is saturated. The saturation condition (S10) is fulfilled
when
GS = RC˜[ρˆ, Aˆ]TΓ[ρˆ, Aˆ]−1, (S19)
for some G ∈ Mat(M,K), which corresponds to G = ET in
Eq. (S10). Recall that the matrix S determines the measure-
ment operators Xˆ via Eq. (S13). The freedom provided by
the matrix G can be used to rearrange and normalize the mea-
surement observables. When we have as many measurement
observables as there are parameters K = M, we can choose
G = T−1, leading to the expression
Xˆopt = TRC˜[ρˆ, Aˆ]TΓ[ρˆ, Aˆ]−1Aˆ, (S20)
where T is an arbitrary invertible M × M matrix. By demon-
strating the saturability of the lower bound (S18), we have
solved the maximization problem of the moment matrix over
all measurement operators Xˆ from the accessible set Aˆ for
fixed Hˆ. In practice, saturation can be achieved when all ele-
ments of Xˆopt can be measured simultaneously.
D. Lower bound on the classical Fisher matrix
Here, we demonstrate a general result that implies
max
Xˆ∈span(Πˆ)
M[ρˆ(θ), Hˆ, Xˆ] = F[ρˆ(θ), Xˆ] (S21)
for the special case of unitary evolution. We denote the spec-
tral decomposition of the observables as Xˆl =
∑
k xl(k)Πˆk,
where the Πˆk are the projectors onto a common eigenbasis of
all Xˆl. The quantum mechanical expectation values are given
by 〈Xˆl〉ρˆ(θ) = ∑k xl(k)p(k|θ) with p(k|θ) = Tr{ρˆ(θ)Πˆk}.
Let us now consider the matrix bound (S9) with
matrices Akl =
√
p(k|θ)
(
∂
∂θl
log p(k|θ)
)
and Bkl =√
p(k|θ)
(
xl(k) − 〈Xˆl〉ρˆ(θ)
)
. We obtain
AT A = F[ρˆ(θ), Xˆ],
BT B = Γ[ρˆ(θ), Xˆ],
BT A = D[ρˆ(θ), Xˆ], (S22)
and (S9) implies that
M[ρˆ(θ), Hˆ, Xˆ] ≤ F[ρˆ(θ), Xˆ], (S23)
for any ρˆ(θ) and any Xˆ.
Saturation condition.—Let us now discuss the conditions
for the saturation of (S23). A straightforward solution to the
saturation condition (S10) is obtained by requiring that A = B,
which is achieved by the choice
xl(k) =
∂
∂θl
log p(k|θ) + 〈Xˆl〉ρˆ(θ), (S24)
for all k and l. This means that a measurement of the observ-
ables
Xˆl =
∑
k
(
∂
∂θl
log p(k|θ) + 〈Xˆl〉ρˆ(θ)
)
Πˆk. (S25)
leads to saturation of the bound (S23), i.e., the moment matrix
associated with these observables coincides with the Fisher
matrix generated by the projectors in their common eigenba-
sis. Notice that transformations of the type Xˆl → αXˆl + βIˆl
with arbitrary α, β ∈ R do not alter the moment matrix.
Saturating the bound by measuring projectors.—
Alternatively, we may consider the special case where
the projectors Πˆk themselves are the measurement observ-
ables and we estimate the parameters θ from the average
values of Xˆ = Πˆ. Recall that the moment matrix (S6) depends
on the inverse of the covariance matrix of the measured
observables. Singularities of the covariance matrix may
arise either due to redundant information from the measure-
ment of too many projectors that span a complete basis, or
from projectors that are orthogonal to the state and lead to
p(k|θ) = 〈Πˆk〉ρ(θ) = 0. This can be avoided by effectively lim-
iting the set of measured observables Xˆ = {Πˆk}d−1k=1 to a subset
of d − 1 projectors such that ∑d−1k=1 p(k|θ) = 1 − p(d|θ) < 1.
We obtain from Eq. (S7) that D[ρˆ(θ), Xˆ]kl = ∂p(k|θ)∂θl and [78]
Γ[ρˆ(θ), Xˆ] = P(θ) − p(θ)p(θ)T , (S26)
where P(θ) = diag(p(1|θ), . . . , p(d − 1|θ)) and p(θ) =
(p(1|θ), . . . , p(d − 1|θ))T . Using Γ[ρˆ(θ), Xˆ]−1 = P(θ)−1 +
1
p(d|θ) ee
T with e = (1, . . . , 1)T we obtain [for unitary evolu-
tions, this coincides withM[ρˆ(θ), Hˆ, Xˆ] defined in Eq. (S8)]
M[ρˆ(θ), Xˆ] = D[ρˆ(θ), Xˆ]T P(θ)−1D[ρˆ(θ), Xˆ]
+
1
p(d|θ)
(
D[ρˆ(θ), Xˆ]T e
) (
D[ρˆ(θ), Xˆ]T e
)T
.
(S27)
Using (
D[ρˆ(θ), Xˆ]T P(θ)−1D[ρˆ(θ), Xˆ
)
kl
=
d−1∑
m=1
1
p(m|θ)
(
∂p(m|θ)
∂θk
) (
∂p(m|θ)
∂θl
)
(S28)
and
(
D[ρˆ(θ), Xˆ]T e
)
k
=
d−1∑
l=1
∂p(l|θ)
∂θk
= −∂p(d|θ)
∂θk
, (S29)
we obtain
M[ρˆ(θ), Xˆ]kl =
d∑
m=1
p(m|θ)
(
∂
∂θk
log p(m|θ)
) (
∂
∂θl
log p(m|θ)
)
,
(S30)
which is the Fisher matrix F[ρˆ(θ), Xˆ].
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We end this section with two remarks: First, we note that
we obtain a sensitivity of the form (S30) even if the projectors
are not of rank one, i.e., when we coarse-grain over measure-
ment outcomes. Second, the result holds for arbitrary choices
of the projectors even in the case of non-commuting genera-
tors. For pure probe states, necessary and sufficient conditions
given in Ref. [37] reveal whether a chosen set of projectors
also saturates the quantum Fisher matrix.
E. Lower bound on the quantum Fisher matrix
Here, we generalize and demonstrate
M[ρˆ, Hˆ, Xˆ] ≤ FQ[ρˆ, Hˆ]. (S31)
Let us first demonstrate that the lower bound
M˜[ρˆ, Aˆ] ≤ FQ[ρˆ, Aˆ], (S32)
holds for arbitrary families of operators Aˆ. Here,
(FQ[ρˆ, Aˆ])i j = Tr{ρˆ(LˆiLˆ j + Lˆ jLˆi)/2} are the elements of the
quantum Fisher matrix with symmetric logarithmic deriva-
tives defined as the solution to −i[Aˆ j, ρˆ] = (Lˆ jρˆ + ρˆLˆ j)/2
[35].
To prove inequality (S32), note that for an arbitrary
n = (n1, . . . , nL)T ∈ RL, the equality nTM˜[ρˆ, Aˆ]n =
|〈[Hˆmopt , Hˆn]〉ρˆ|2/(∆Hˆmopt )2ρˆ is achieved for an optimally cho-
sen Hˆm = mT Aˆ, where mopt = αΓ[ρˆ, Aˆ]−1C˜[ρˆ, Aˆ]n with some
normalization constant α [46]. Furthermore, the inequality
|〈[Hˆm, Hˆn]〉ρˆ|2/(∆Hˆm)2ρˆ ≤ nT FQ[ρˆ, Aˆ]n holds for all n,m ∈ RL
and saturation is achieved for Hˆm = Lˆn [46], where Lˆn is de-
fined as the solution to the equation
−i[Hˆn, ρˆ] = (Lˆnρˆ + ρˆLˆn)/2. (S33)
We thus obtain nTM˜[ρˆ, Aˆ]n ≤ nT FQ[ρˆ, Aˆ]n for all n, demon-
strating the statement (S32).
Let us now turn our attention to the saturation condition.
The above derivation shows that the equality M˜[ρˆ, Aˆ] =
FQ[ρˆ, Aˆ] can be achieved if for all n, the Lˆn can be expressed
as linear combinations of the elements of Aˆ. Using the lin-
earity of the condition (S33), we find that Ln = nT Lˆ, where
Lˆ = (Lˆ1, . . . , LˆL)T . A sufficient saturation condition is there-
fore that for each Aˆ j, also the corresponding Lˆ j is an element
of Aˆ.
Equation (S31) now follows from (S32) by using
FQ[ρˆ, Hˆ] = RFQ[ρˆ, Aˆ]RT [17] and Eq. (S18). The maximum
can be attained if the optimal set of observables (S19) can be
measured simultaneously.
SUPPLEMENTARY NOTE 3: SPIN SQUEEZING MATRIX
This section discusses properties of the squeezing matrix
in the case of discrete variables. Linear parameter-encoding
Hamiltonians Hˆ and measurement observables Xˆ of a col-
lective spin system can be expressed in terms of the 3M
angular momentum operators Jˆ = (JˆT1 , ..., Jˆ
T
M)
T with Jˆk =
(Jˆx,k, Jˆy,k, Jˆz,k)T .
A. Accessible operators for collective spin systems
Let us first consider the full vector Jˆ as family of accessible
operators. In this case we obtain the commutator matrix
C˜[ρˆ, Jˆ] =
M⊕
k=1
 0 〈Jˆz,k〉ρˆ −〈Jˆy,k〉ρˆ−〈Jˆz,k〉ρˆ 0 〈Jˆx,k〉ρˆ〈Jˆy,k〉ρˆ −〈Jˆx,k〉ρˆ 0
 . (S34)
As a skew-symmetric matrix with odd dimension 3M, the
matrix (S34) is singular due to Jacobi’s theorem. The sin-
gularity can be avoided by restricting the operator basis to
the relevant subset. We define a local mean spin direction
n0,k = 〈Jˆk〉ρˆ/|〈Jˆk〉ρˆ|, which can be extended by two orthogonal
vectors n⊥1,k and n⊥2,k to a complete basis. We can choose any
three orthogonal spin operators as a basis to represent linear
operators Hˆk and Xˆk. Locally rearranging the basis to align
the mean field direction n0,k onto the z-direction leads to the
commutator matrix
C˜[ρˆ, Jˆ] =
M⊕
k=1
 0 〈Jˆz,k〉ρˆ 0−〈Jˆz,k〉ρˆ 0 00 0 0
 . (S35)
As a consequence, the rows and columns of M˜[ρˆ, Jˆ] [see
Eq. (S16)] belonging to Jˆz,k remain zero and it suffices to re-
strict to the two-dimensional subspace spanned by n⊥1,k and
n⊥2,k. In this subspace, the matrix C˜[ρˆ, Jˆ⊥] =
⊕M
k=1 |〈Jˆk〉ρˆ|ω
with ω =
(
0 1−1 0
)
is always invertible and reflects the
symplectic form of canonical transformations, that promi-
nently appears in the description of continuous-variable sys-
tems [11–13], locally rescaled by the spin length 〈Jˆz,k〉ρˆ =
|〈Jˆk〉ρˆ|. For simplicity, we henceforth choose a basis de-
scribed by {ex, ey, ez} = {n⊥1,k,n⊥2,k,n0,k}, such that Jˆ⊥ =
(Jˆx,1, Jˆy,1, . . . , Jˆx,M , Jˆy,M)T . The operator basis Jˆ⊥ is sufficient
for our purposes since measurements and evolutions that in-
volve the mean spin direction n0,k are suboptimal for metrol-
ogy.
B. Multiparameter shot-noise limit
Here we identify the shot-noise limit for the quantum
Fisher matrix generated by the set of accessible opera-
tors Jˆ⊥. First, we consider the larger set Jˆ and we ob-
tain supρˆp−sep FQ[ρˆp−sep, Jˆ] = sup|Ψ(1)〉⊗···⊗|Ψ(N)〉 4Γ[|Ψ(1)〉 ⊗ · · · ⊗
|Ψ(N)〉, Jˆ] due to the convexity of the quantum Fisher ma-
trix [17]. Let us now express the vector Jˆ as a sum
of single-particle vectors Jˆ =
∑N
i=1 Jˆ(i), where Jˆ(i) =
( jˆ(i)x,1, jˆ
(i)
y,1, jˆ
(i)
z,1, jˆ
(i)
x,2, jˆ
(i)
y,2, jˆ
(i)
z,2, . . . , jˆ
(i)
x,M , jˆ
(i)
y,M , jˆ
(i)
z,M)
T . The opera-
tors jˆ(i)
α,k =
1
2 Πˆ
(i)
k σˆ
(i)
α,kΠˆ
(i)
k contain the projectors Πˆ
(i)
k of par-
ticle i onto the subspace of mode k, such that Πˆ(i)k Πˆ
( j)
l =
δklδi jΠˆ
(i)
k . We may expand the single-particle states as |Ψ(i)〉 =∑M
k=1
√
p(i)k |Ψ(i)k 〉, with orthonormal local states Πˆ(i)l |Ψ(i)k 〉 =
δkl|Ψ(i)k 〉 and p(i)k denotes the probability for particle i to be in
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mode k with
∑M
k=1 p
(i)
k = 1. Using Γ[|Ψ(1)〉 ⊗ · · · ⊗ |Ψ(N)〉, Jˆ] =∑N
i=1 Γ[|Ψ(i)〉, Jˆ(i)] and discarding the first moments [17], we
obtain
Γ[|Ψ(1)〉 ⊗ · · · ⊗ |Ψ(N)〉, Jˆ]
≤
N∑
i=1

p(i)1 Γ˜[|Ψ(i)1 〉, jˆ(i)1 ] 0 · · · 0
...
. . .
...
0 · · · 0 p(i)M Γ˜[|Ψ(i)M〉, jˆ(i)M]
 , (S36)
where jˆ(i)k = ( jˆ
(i)
x,k, jˆ
(i)
y,k, jˆ
(i)
z,k)
T , the Γ˜[|Ψ(i)k 〉, jˆ(i)k ] are 3×3 matrices
with elements (Γ˜[|Ψ(i)k 〉, jˆ(i)k ])αβ = 12 〈 jˆ(i)α,k jˆ(i)β,k + jˆ(i)β,k jˆ(i)α,k〉|Ψ(i)k 〉 =
1
8 〈σˆ(i)α,kσˆ(i)β,k + σˆ(i)β,kσˆ(i)α,k〉|Ψ(i)k 〉, and 0 is the 3 × 3 zero matrix.
Using the anticommutativity property of the Pauli matrices
we obtain that Γ˜[|Ψ(i)k 〉, jˆ(i)k ] = 14 1 for all k, i and arbitrary
|Ψ(i)k 〉, where 1 is the 3 × 3 identity matrix. The upper bound
FQ[ρˆp−sep, Jˆ] ≤ diag(N11, . . . ,NM1) is obtained by inserting
this back into Eq. (S36), and using that
∑N
i=1 p
(i)
k = Nk is the
average number of particles in mode k. This upper bound
cannot be saturated since not all first moments can be zero
simultaneously for a pure single-qubit state. However, by
restricting the set of accessible operators to the two direc-
tions orthogonal to the mean-spin direction n0,k, we obtain
an analogous result with 2 × 2 instead of 3 × 3 blocks, i.e.,
FQ[ρˆp−sep, Jˆ⊥] ≤ diag(N1,N1, . . . ,NM ,NM). This bound is sat-
urated by single-qubit states |Ψ(i)k 〉 that are polarized along n0,k.
C. Local squeezing
In the case of an uncorrelated product of single-mode
squeezed states ρˆloc = ρˆ1⊗· · ·⊗ ρˆM , the moment matrix attains
a block-diagonal form, M˜[ρˆloc, Jˆ⊥] =
⊕M
k=1 M˜[ρˆk, Jˆ⊥,k]. Fur-
thermore, FSN[Hˆ] = RFSN[Jˆ⊥]RT = diag(N1, . . . ,NM) implies
that the squeezing matrix, optimized over all measurement ob-
servables, reads
Ξ2opt[ρˆloc, Hˆ, Jˆ⊥] = min
Xˆ∈span(Aˆ)
Ξ2[ρˆloc, Hˆ, Xˆ]
= FSN[Hˆ]
1
2 RM˜[ρˆloc, Jˆ⊥]−1RT FSN[Hˆ] 12
= R
M⊕
k=1
NkM˜[ρˆk, Jˆ⊥,k]−1RT . (S37)
1. Optimizing the phase-imprinting Hamiltonians
An optimal choice for R is provided when the eigenvalues
of the M ×M matrix Ξ2opt correspond to the M smallest eigen-
values of the 2M×2M matrix ⊕Mk=1 NkM˜[ρˆk, Jˆ⊥,k]−1 (see also
the discussion in the Methods section). Let us therefore con-
sider the eigenvalues of this matrix. Each of the 2 × 2 blocks
can be written as
NkM˜[ρˆk, Jˆ⊥,k]−1 = Nk〈Jˆz,k〉2ρˆk
ωΓ[ρˆk, Jˆ⊥,k]ωT , (S38)
where we used that C[ρˆk, Jˆ⊥,k] = 〈Jˆz,k〉ρˆkω with ω =
(
0 1−1 0
)
[see Eq. (S35)]. The eigenvalues
λ−,k = Nk minrk
|rk |2=1
rTk M˜[ρˆk, Jˆ⊥,k]−1rk = Nkλmax(M˜[ρˆk, Jˆ⊥,k])−1,
λ+,k = Nk maxrk
|rk |2=1
rTk M˜[ρˆk, Jˆ⊥,k]−1rk = Nkλmin(M˜[ρˆk, Jˆ⊥,k])−1
correspond to a squeezed and an anti-squeezed variance
(renormalized by the mean spin length), respectively. In-
deed, λ−,k can be identified as the single-mode spin-
squeezing coefficient of mode k [1, 2, 5, 79], optimized
over all local measurements and evolutions [46], λ−,k =
ξ2min[ρˆk, Jˆ⊥,k] = Nk minrk ,sk |〈[Jˆsk ,k, Jˆrk ,k]〉ρˆk |−2(∆Jˆsk )2ρˆk . The
uncertainty relation (∆Jˆx,k)ρˆk (∆Jˆy,k)ρˆk ≥ |〈Jˆz,k〉ρˆk |/2 ex-
cludes that both directions of the same mode can be si-
multaneously squeezed, i.e., ξ2min[ρˆk, Jˆ⊥,k] < 1 implies
that λ+,k > 1: We have Tr{Γ[ρˆk, Jˆ⊥,k]} = (∆Jˆx,k)2ρˆk +
(∆Jˆy,k)2ρˆk ≥ 2(∆Jˆx,k)ρˆk (∆Jˆy,k)ρˆk ≥ |〈Jˆz,k〉ρˆk |, which leads to λ+,k+
λ−,k = NkTr{M˜[ρˆk, Jˆ⊥,k]−1} = Nk〈Jˆz,k〉−2Tr{Γ[ρˆk, Jˆ⊥,k]} ≥
Nk/|〈Jˆz,k〉ρˆk |. Hence, ξ2min[ρˆk, Jˆ⊥,k] = λ−,k < 1 implies that
1 > λ−,k ≥ Nk/|〈Jˆz,k〉ρˆk | −λ+,k ≥ 2−λ+,k, whence λ+,k > 1, and
we used that |〈Jˆz,k〉ρˆk | ≤ Nk/2.
Assuming that local squeezing is present in each mode, we
conclude that it is optimal to encode all M parameters into
the respective squeezed local variables that correspond to the
eigenvalues λ−,k for k = 1, . . . ,M. Formally this is achieved
by a transformation matrix of the form
R =

rx,1 ry,1 0 0 · · · 0
0 0 rx,2 ry,2 . . . 0
...
. . .
...
0 0 · · · rx,M ry,M
 , (S39)
where rk = (rx,k, ry,k)T is normalized. Minimizing over the
local directions rk yields with Hˆ = RJˆ⊥ = Jˆr:
ξ2min[ρˆloc, Jˆ⊥] := minr1,...,rM
Ξ2opt[ρˆloc, Jˆr, Jˆ⊥] (S40)
= min
r1,...,rM
M⊕
k=1
NkrTk M˜[ρˆk, Jˆ⊥,k]−1rk
=
M⊕
k=1
ξ2min[ρˆk, Jˆ⊥,k].
Using Eq. (S38), we further find
ξ2min[ρˆk, Jˆ⊥,k] =
Nk
〈Jˆz,k〉2ρˆk
(
∆+ −
√
Cov(Jˆx,k, Jˆy,k)2ρˆk + ∆
2−
)
(S41)
with 2∆± = (∆Jˆx,k)2ρˆk ± (∆Jˆy,k)2ρˆk .
Inserting Eq. (S39) into (S20), it follows immediately that
the block-diagonal structures of the matrices Γ[ρˆloc, Jˆ⊥] and
C˜[ρˆloc, Jˆ⊥] (which is block-diagonal for all states) allow for a
local set of optimal measurement observables. It follows that
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local parameter encodings and local measurements are indeed
optimal for products of locally squeezed states.
We also remark that we may use the form (S34) to show
explicitly that for local evolutions Hˆrk ,k and measurements
Xˆsk ,k, it is favorable to choose the vectors rk and sk orthog-
onal to each other and to the mean spin direction n0,k. To
see this, note that mode-local M × 3M transformation matri-
ces R = diag(rT1 , . . . , r
T
M) and S = diag(s
T
1 , . . . , s
T
M) lead to
SC˜[ρˆ, Jˆ]RT = diag(sT1 (r1 × 〈Jˆ1〉ρˆ), . . . , sTM(rM × 〈JˆM〉ρˆ)). The
diagonal elements are therefore proportional to the volume
spanned by the unit vectors rk, sk and n0,k, which is maxi-
mized by an orthogonal configuration.
2. Local spin squeezing matrix
In summary, in absence of mode correlations, a set of local
measurement observables Jˆs = (Jˆs1,1, . . . , JˆsM ,M)T and phase-
imprinting Hamiltonians Jˆr = (Jˆr1,1, . . . , JˆrM ,M)T is optimal.
For any choice of Jˆr and Jˆs, we obtain a diagonal squeezing
matrix
Ξ2[ρˆloc, Jˆr, Jˆs] =

ξ2[ρˆ1, Jˆr1,1, Jˆs1,1] · · · 0
...
. . .
...
0 · · · ξ2[ρˆM , JˆrM ,M , JˆsM ,M]
 ,
(S42)
and an additional optimization of each of the
ξ2[ρˆk, Jˆrk ,k, Jˆsk ,k] = Nk(∆Jˆsk ,k)
2
ρˆk
/〈Jˆz,k〉2ρˆk through the choice
of the rk and sk [2] yields the smallest possible squeezing
matrix for this class of states, which is given analytically in
Eq. (S40).
The condition Ξ2[ρˆloc, Jˆr, Jˆs] ≥ 1M is violated already if a
single mode is squeezed. If all the local states ρˆk are squeezed
and therefore satisfy ξ2[ρˆk, Jˆrk ,k, Jˆsk ,k] < 1, the full multimode
squeezing condition Ξ2[ρˆloc, Jˆr, Jˆs] < 1 is met. Such states
thus lead to multiparameter sub-shot-noise sensitivities for pa-
rameters encoded locally by Jˆr.
D. Nonlocal spin squeezing
1. Local parameter encodings
We now consider an arbitrary state ρˆ that may contain mode
entanglement and analyze the spin squeezing matrix for local
parameter encoding schemes that we found to be optimal for
local squeezing. As was shown in the main manuscript, in
general, the spin squeezing matrix is no longer diagonal and
its elements are described by
(Ξ2[ρˆ, Jˆr, Jˆs])kl =
√
NkNlCov(Jˆsk ,k, Jˆsl,l)ρˆ
〈Jˆz,k〉ρˆ〈Jˆz,l〉ρˆ
. (S43)
We can now understand under which conditions mode cor-
relations further enhance the sensitivity beyond Eq. (S42).
We consider a linear combination of parameters, defined by
the coefficients n = (n1, . . . , nM)T . According to Eqs. (S5)
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FIG. 5. Comparison between local and nonlocal squeez-
ing with nonlocal parameter encoding. The plot shows
on dB scale 10 log10[(∆θ+)
2
SN/(∆θ+)
2] (continuous lines) and
10 log10[(∆θ−)
2
SN/(∆θ−)
2] (dashed lines) for the nonlocally squeezed
state |Ψnl(t)〉 (blue lines) with N = 100 particles. The orientation
r1 and r2 of the encoding generators have been locally optimized to
provide the largest quantum gain. While the quantum gain for θ+ is
maximal, we observe a small gain also for θ− at small times (see in-
set). The locally squeezed state |Ψloc(t)〉 provides a weaker quantum
gain at relevant short time scales for θ+, and is above shot noise for
θ−, given the same choice of nonlocal Hamiltonians (red lines).
and (S8), the variance of the estimation of nTθ =
∑M
i=1 niθi is
given for an arbitrary quantum state ρˆ by
µnTΣn =
M∑
k,l=1
nknl
Cov(Jˆsk ,k, Jˆsl,l)ρˆ
〈Jˆz,k〉ρˆ〈Jˆz,l〉ρˆ
=
M∑
k,l=1
nknl
(Ξ2[ρˆ, Jˆr, Jˆs])kl√
NkNl
,
(S44)
and in the second step, we used the definition of the spin
squeezing matrix. This sum contains the weighted average
of local spin-squeezing coefficients (k = l), in addition to the
nonlocal squeezing described by covariances (k , l). It is
clear that if the signs of the nonlocal squeezing terms are cho-
sen properly and in accordance with the nk [17], they can fur-
ther enhance the sensitivity, as is illustrated by the example in
the main text.
2. Nonlocal parameter encodings
In the main text we limited the analysis to local parameter-
encoding Hamiltonians in the two spatial modes. For the lo-
cally squeezed states of the type (S42), such local phase shifts
and measurements are in fact optimal (recall section C): The
block diagonal structure of the matrix M˜[|Ψloc(t)〉, Jˆ⊥] ensures
that the highest multiparameter sensitivity is achieved by en-
coding each parameter into the respective squeezed local vari-
able via Hˆ = Jˆr and a collection of local observables Xˆopt = Jˆs
saturates the upper bound in Eq. (S18). However, as we will
see below, such local schemes are generally not optimal in the
presence of mode entanglement.
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We now extend our analysis of the nonlocal squeezed state
|Ψnl(t)〉 to nonlocal measurements and parameter-imprinting
evolutions. Specifically, consider Hˆ = (Hˆ1, Hˆ2)T with Hˆ1 =
1√
2
(Jˆr1,1 + Jˆr1,2) and Hˆ2 =
1√
2
(Jˆr2,1− Jˆr2,2), where r1, r2 are two
orthonormal vectors in the xy plane, as well as the measure-
ment observables Xˆ = (Xˆ1, Xˆ2)T with Xˆ1 = 1√2 (Jˆr2,1 + Jˆr2,2)
and Xˆ2 = 1√2 (Jˆr1,2 − Jˆr1,1). This scheme describes a nonlo-
cal encoding of two parameters θ = (θ+, θ−)T by the evolution
Uˆ(θ) = exp(−iHˆ1θ+− iHˆ2θ−). We obtain the squeezing matrix
Ξ2[|Ψnl(t)〉, Hˆ, Xˆ] =
(
ξ2+ 0
0 ξ2−
)
. (S45)
After an optimization over r1 and r2, the eigenvalue
ξ2+ coincides with the single-parameter spin-squeezing co-
efficient for the full ensemble of N atoms: ξ2+ =
minr1,r2 N(∆Jˆr2 )
2
|Ψnl(t)〉/|〈[Jˆr1 , Jˆr2 ]〉|Ψnl(t)〉|2 with Jˆr = Jˆr,1 + Jˆr,2,
and indicates significant quantum enhancements (blue line in
Fig. 5). The quantum gain expressed by it can be achieved
through the collective evolution and measurement operators
Hˆ1 and Xˆ1. In contrast, the gain ξ2− is accessible only by lo-
cal measurements on the two spin ensembles. We notice that
sub-shot-noise measurements of one parameter do not neces-
sarily imply a reduced sensitivity below the classical limit for
the other: At short times, the sensitivity of θ− remains close
to the shot-noise limit and even slightly undercuts it for very
small χt. For comparison, the weaker sensitivity of the locally
squeezed state |Ψloc(t)〉 is shown (red lines).
For the nonlocally squeezed state, the choice of phase-
imprinting generators Hˆ defined above is optimal: The eigen-
values of Mopt[|Ψnl(t)〉,H, Jˆ⊥] are maximized by this choice
of Hˆ. Since the shot-noise matrix FSN[Hˆ] is diagonal, the
same Hˆ minimize also the eigenvalues of the squeezing ma-
trix Ξ2opt[|Ψnl(t)〉, Hˆ, Jˆ⊥]. Furthermore, the Xˆ satisfy the op-
timality condition Eq. (S20), leading to Ξ2[|Ψnl(t)〉, Hˆ, Xˆ] =
Ξ2opt[|Ψnl(t)〉, Hˆ, Jˆ⊥], where the optimal squeezing matrix was
defined in Eq. (S37). Moreover, additional M × M orthog-
onal transformations Hˆ′ = VHˆ can be used to modify the
parameter-encoding evolution with the effect of changing
the eigenvectors of Ξ2opt[|Ψnl(t)〉, Hˆ, Jˆ⊥] without changing the
eigenvalues. We recall that such transformations have no im-
pact on the optimality of the measurement observables, due to
the freedom provided by the matrix T in Eq. (S20).
SUPPLEMENTARY NOTE 4: CONTINUOUS-VARIABLE
SQUEEZING MATRIX
A. Equivalence to the squeezing condition by Simon et al.
We show that in the context of continuous-variable systems
and considering quadrature observables qˆ, the squeezing con-
dition, i.e., any violation of
Ξ2[ρˆ, Hˆ, Xˆ] ≥ 1M , (S46)
becomes equivalent to
λmin(Γ[ρˆ, qˆ]) <
1
4
, (S47)
which was proposed by Simon et al. in Ref. [60].
Assume that (S46) is violated by the matrix Ξ2[ρˆ, Hˆ, Xˆ] for
some Hˆ = Rqˆ and Xˆ = Sqˆ. Since Ξ2opt[ρˆ, Hˆ, qˆ] ≤ Ξ2[ρˆ, Hˆ, Xˆ]
for all Xˆ, this implies that also Ξ2opt[ρˆ, Hˆ, qˆ] violates condi-
tion (S46). This is equivalent to λmin(Ξ2opt[ρˆ, Hˆ, qˆ]) < 1. Be-
cause R is an orthogonal projection onto an M-dimensional
subspace, the matrix Ξ2opt[ρˆ, Hˆ, qˆ] is a compression of the
2M×2M matrix 4ΩTΓ[ρˆ, qˆ]Ω. By the inclusion principle [80],
we obtain 1 > λmin(Ξ2opt[ρˆ, Hˆ, qˆ]) ≥ λmin(4ΩTΓ[ρˆ, qˆ]Ω) =
4λmin(Γ[ρˆ, qˆ]), and we used that Ω is an orthogonal matrix.
Hence, λmin(Γ[ρˆ, qˆ]) < 1/4.
Conversely, assume that λmin(Γ[ρˆ, qˆ]) < 1/4 holds,
then there exists an R, such that λmin(Ξ2opt[ρˆ, Hˆ, qˆ]) =
λmin(4ΩTΓ[ρˆ, qˆ]Ω) = 4λmin(Γ[ρˆ, qˆ]). This yields
λmin(Ξ2opt[ρˆ, Hˆ, qˆ]) < 1 and hence the squeezing condi-
tion (S46) can be violated for some Xˆ.
B. Minimizing the squeezing matrix
Let λ′1 ≤ · · · ≤ λ′M and λ1 ≤ · · · ≤ λ2M denote the eigen-
values of Ξ2opt[ρˆ, Hˆ] and 4ΩTΓ[ρˆ, qˆ]Ω, respectively. The in-
clusion principle yields λ′k ≤ λk for all k = 1, . . . ,M. The
minimum spectrum is reached when λ′k = λk holds for all
k = 1, . . . ,M. To achieve this, we choose Hˆopt = Roptqˆ, by
picking the rows of Ropt as rk = λk for k = 1, . . . ,M, where
the λk are the eigenvectors of 4ΩTΓ[ρˆ, qˆ]Ω with eigenvalue
λk.
For the squeezed vacuum state, the eigenvectors λk form
the symplectic orthogonal matrix OΩ, where the columns
are ordered in pairs acting on the same mode. The
projector PM then selects only the squeezed quadratures
from each mode, thereby realizing Ropt = PMOΩ as de-
scribed above. From Eq. (S20) we find the optimal mea-
surement operators as Xˆopt = TPMOΩΩTΓ[|Ψ0〉, qˆ]−1qˆ =
TPMOΓ[|Ψ0〉, qˆ]−1OT Oqˆ = 4TPM
⊕M
k=1 diag(e
2rk , e−2rk )Oqˆ,
and we obtain Xˆopt = PMOqˆ by choosing T =
1
4 diag(e
2r1 , . . . , e2rM ). This choice leads to C[|Ψ0〉, Hˆ, Xˆ] =
1
2 SΩR
T = 12 PMOΩΩ
T OT PTM =
1
2 1M .
C. Changing the basis of the squeezing matrix by passive
transformations
Let us consider a fixed family of encoding Hamiltonians
with Hˆ = PMOΩqˆ. Any squeezed vacuum state can be ex-
pressed as UˆV |Ψ0〉. We obtain Γ[UˆV |Ψ0〉, qˆ] = VTΓ[|Ψ0〉, qˆ]V ,
where V is the symplectic orthogonal matrix that describes
the passive transformation UˆV . For an optimal choice of mea-
surement operators Xˆ, the state UˆV |Ψ0〉 leads to the squeezing
matrix Ξ2opt[UˆV |Ψ0〉, Hˆ] = 4PMOVTΓ[|Ψ0〉, qˆ]VOT PTM . Let Y
be the orthogonal symplectic matrix that yields 4Γ[|Ψ0〉, qˆ] =
YT
⊕M
k=1 diag(e
2rk , e−2rk )Y . Choosing V = YT WO, we obtain
Ξ2opt[UˆV |Ψ0〉, Hˆ] = PMWT
⊕M
k=1 diag(e
2rk , e−2rk )WPTM . The
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symplectic orthogonal matrix W can now be chosen such that
Ξ2opt[UˆV |Ψ0〉, Hˆ] =
M∑
k=1
e−2rk nknTk , (S48)
where {nk}Mk=1 is an arbitrary basis of RM .
For clarity, let us explicitly construct the matrix W that
achieves this. We represent the projector as PM =
∑M
i=1 eifT2i,
where {ei}Mi=1 and {fi}2Mi=1 represent canonical bases of RM and
R2M , respectively. We define m2i = (0, ni1, . . . , 0, niM)T
and m2i−1 = (ni1, 0, . . . , niM , 0)T for i = 1, . . . ,M. The
{mi}2Mi=1 form a basis of R2M . By choosing W =
∑2M
i=1 mifTi ,
we obtain the squeezing matrix provided in Eq. (S48). By
construction the matrix W is orthogonal. By writing Ω =∑M
i=1(f2i−1fT2i − f2ifT2i−1) and making use of
∑M
i=1 nkinli = nTk nl =
δkl, it is possible to demonstrate explicitly that WΩWT = Ω
and thus W is symplectic. Finally, let us consider the opti-
mal measurement observables Xˆ = TPMOΓ[UˆV |Ψ0〉, qˆ]−1qˆ =
4TPMWT
⊕M
k=1 diag(e
−2rk , e2rk )WOqˆ. Choosing T =
1
4 diag(e
2r1 , . . . , e2rM ) yields Xˆ = PMOqˆ. It is interesting to no-
tice that the optimal measurement observables are thus inde-
pendent of the basis that is chosen by W. Instead they depend
only on O, i.e., the phase-imprinting generators Hˆ.
D. Optimality of squeezed vacuum states
In Ref. [62] the intuition about the optimality of
squeezed vacuum states for single-parameter estimation with
continuous-variable systems [81] was confirmed by a rigor-
ous demonstration. We now show that analogous results hold
for multiparameter estimation problems, where for the opti-
mization we distinguish between the two cases discussed in
the previous section.
Let us first discuss the optimization of the spectrum of
the quantum Fisher matrix FQ[ρˆ, Hˆ]. For mode-separable
probe states the upper sensitivity limit is given by the
block-diagonal covariance matrix maxρˆm−sep FQ[ρˆm−sep, Hˆ] =
4
⊕M
k=1 max|ψk〉(∆Hˆk)
2
|ψk〉 and the convexity of FQ allows us
to limit the optimization to pure states [17]. Since each
Hˆk is a local quadrature operator, the local variances satisfy
4(∆Hˆk)2|Ψk〉 ≤ 2Nk + 1 + 2|〈aˆkaˆk〉|ψk〉| with Nk = 〈aˆ†aˆ〉|ψk〉. This
bound can be derived by taking the larger of the two eigenval-
ues of the covariance matrix Γ[|ψk〉, (xˆk, pˆk)T ], and by setting
all mean values to zero (which can only increase the covari-
ance matrix). From the Cauchy-Schwarz inequality we obtain
|〈aˆkaˆk〉|ψk〉|2 ≤ 〈aˆ†k aˆk〉|ψk〉〈aˆkaˆ†k〉|ψk〉 = Nk(Nk + 1). This finally
yields max|ψk〉 4(∆Hˆk)2|ψk〉 = 2Nk + 1 + 2
√
Nk(Nk + 1). This
upper limit is saturated by a non-displaced squeezed vacuum
state, as can be easily verified using 2Nk + 1 = cosh 2rk and
sinh 2rk = ±2√Nk(Nk + 1).
Next, we consider the estimation of a specific linear combi-
nation of parameters, defined by the coefficient vector n ∈ RM .
The variance µnTΣn = (nT FQ[ρˆ, Hˆ]n)−1 is minimized by a
pure state with FQ[|Ψ〉, Hˆ] = 4Γ[|Ψ〉, Hˆ]. Assuming n to be
normalized to one, the sensitivity limit is given by the largest
eigenvalue of the M×M covariance matrix max|Ψ〉 4Γ[|Ψ〉, Hˆ],
where Hˆ = PMOqˆ. It is achieved when n represents the cor-
responding eigenvector. Since O is a canonical transforma-
tion, each eigenvalue of Γ[|Ψ〉, Hˆ] corresponds to the variance
of some quadrature observable that is constructed as a linear
combination of the original qˆ and follows the same commuta-
tion relations. Following the arguments from above, we obtain
the bound λmax(4Γ[|Ψ〉, Hˆ]) ≤ 2N +1+2√N(N + 1), which is
again saturated by squeezed vacuum states. Here N =
∑M
k=1 Nk
is the total number of particles.
This extends the results of Ref. [62] and demonstrates the
optimality of squeezed vacuum also in the multiparameter
case. Similar strategies are optimal also for more general mul-
timode passive Gaussian channels that encode a single [63]
or multiple phases [82]. If transformations beyond displace-
ments are considered, however, the preparation of the optimal
state is no longer independent of the values of the unknown
phases and thus requires adaptive methods.
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