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ABSTRACT
User model creation is a fundamental component for the development of
intelligent personalised systems. This thesis proposes an adaptive user mod-
elling framework that uses a combination of unobtrusive task-related and
physiological data with the aim of identifying strengths and weaknesses in
user performance in the defined task. The research is focused on utilising the
framework to provide personalised content adaptation in car racing games.
Our system adopts concepts from the Trace Theory (TT) framework, and
uses machine learning techniques to extract specific features from the user
and the game. These metrics are then transformed and evaluated into higher
level abstractions such as experience, exploration and physiological attention by
utilising the educational theoretical frameworks of Flow and Zone Theory.
The end result is to provide new game paths utilising the user’s model. We
demonstrate that this procedural generation of user-tailored content drives
the self-motivating behaviour of players to immerse and engage themselves
in the game’s virtual world.
Collection of data and feedback from multiple users (52) allowed us to
associate the model’s outcomes to the user responses, as well as device
multiple trial scenarios to verify their training and engagement. We have also
evaluated the algorithms for the generation of new tracks for their suitability
on the skill’s profile of 41 of our subjects and race track diversity among the
evolved paths.
We have also designed a method for predicting the states of the user-
controlled system by combining information from both sources – vehicle
and user – via Gaussian Processes (GPs). In the context of high speed car
racing we showed that the forthcoming position and speed of the car can
be predicted with high accuracy by our trained user models. This opens up
future possibilities of generating better personalised tracks for individuals
or even real-time share-control of the car to optimally assist the users in
dangerous situations.
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STAT IST ICAL TESTS
In this section we give a brief description of the non-parametric tests we
employed throughout this thesis:
spearman correlation: is used to measure the correlation between
two continuous variables. When the data are not normally distributed,
standard Pearson’s correlation formula (Bolboaca and Jäntschi, 2006)
cannot be applied to measure the proportion of a linear relationship
between the paired data. Therefore, the non-parametric alternative (i.e.
Spearman’s correlation (Spearman, 1987)) is used instead. This method
calculates the Pearson’s correlation on the ranked values of the data.
For example, data are ordered from low to high whereas ordered ranks
are assigned from the lowest to the highest value. For instance, this test
was used to verify the correlation between the track’s difficulty and
user’s experience.
kruskal-wallis : this test establishes whether two or more sets originate
from the same distribution. For instance we used this test to show the
significant difference of the experience value obtained from the model
to the user’s reported skill group.
wilcoxon signed-rank matched pairs: this test establishes whether
two different sets of measures, obtained from the same subject (paired
comparisons), share the same underlying distribution. For instance we
used this test to check if there were any statistically significant changes
in the subject’s responses over different trials, on the same questions.
chi-squared χ2 : is used to determine whether there is a significant dif-
ference between the expected values and the observed values in one or
more categories. For example, this test was used to check if the model’s
difficulty output had any effect on assigned user’s skill group.
mann-whitney u: this test establishes whether two different sets of con-
tinuous/ordinal measures share the same underlying distribution. For
example, it was used to test whether the user responses differ among
the genders.
The statistical significance threshold for rejecting the null hypothesis of the
statistical tests is set at p < 0.05.
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1
I NTRODUCT ION
Over the course of our lives, we are continually acquiring knowledge and
mastering skills. They are key components of the behaviour and the interac-
tion extended towards a particular situation or other people. Research in the
field of human development has introduced interesting theories that have
been adopted in various fields.
For instance, learning how to drive is a common but complicated task, that
involves hours of tutoring in order to reach a standard level. However, the
path of the development process differs between individuals. A tutor might
lead with the same technique but depending on the individual, (s)he will
alter the training strategy adapting it to the student. Adjusting the training
depends on the expertise of the tutor. Vygotsky (1978) conceptualised the
optimal amount of adaptation as the Zone of Proximal Development (ZPD),
whereas the tutor’s expertise could be evaluated through Valsiner (1997)’s
theory of zones (these frameworks are further discussed in Chapter 2).
Furthermore, a good driving tutor knows when to intervene and take over
in dangerous situation. The tutor learns the capabilities of the student, and
when (s)he feels that the student cannot handle a critical condition (s)he
either gives a warning or takes control, if it is too late. It is intriguing to know
how tutors are able to do that.
We, as humans, are programmed to combine information from our envir-
onment and act accordingly. The more experience and knowledge we have
of a certain skill, the better we are on our selected actions. By revisiting our
example, the tutor knows the capabilities of the student’s skills, from the
knowledge the tutor has taught and the experiences they shared during the
lessons. If the tutor fails to provide correct or proper assistance, this might
cause frustration and discourage learning as shown by research in the area
of assistive wheelchairs (Carlson and Demiris, 2012; Marchal-Crespo et al.,
2010).
As roboticists, we like to automate processes. In a task like driving we
identify two different angles to the problem. Either completely remove the
user out of the system (as frequently done in the domain of autonomous
cars) or design a system that adjusts to the user’s capabilities and assists
the user-training. In this thesis we are focusing on the latter. This means
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implementing and testing user models that could adapt the training of the
user during driving.
However, the main issue with user modelling is data collection; since
human novice users are involved in the experiments, the system has to be
robust and safe. Furthermore, the experiments should follow certain standard
protocols to ensure that each participant receives the same treatment and the
results are returned unbiased and comparable. It is therefore important to
have a stable and controlled environment in which to experiment. As this is
not possible in real-life driving we decided to conduct our research in driving
simulations. In order to increase the challenge and make the study more
attractive to participants, our models are designed for high performance
driving (we will occasionally refer to this as racing).
In this thesis we have developed a framework that we used to carry out
three user centred experiments:
1. The first experiment was carried out to collect data that were used
for building a user model that will assist the user through adaptive
training.
2. The second experiment was carried out to validate, in real-time, the
adaptive user model by creating unique training sessions for each user.
3. The final experiment aimed to collect data and implement a model that
predicts the user’s actions in driving.
Algorithms for training and prediction in driving can influence areas
like (1) entertainment by developing more competitive games, (2) assisting
wheelchair users or cars drivers, (3) implementing a system/robot that needs
to understand the user’s intentions through the environment and sensors.
Despite the fact that this research is focusing on racing games, it has an
impact on Human Computer Interaction (HCI) in general. Being able to model
the user behaviour while operating an intelligent system gives the system the
potential to personalise the interaction to the user and increase its smoothness.
This could also optimise the user-engagement with the task and enhance the
user’s feeling of safety.
1.1 motivations, aims and objectives
To summarise, the aims of the thesis are to:
• Design algorithms that construct user models in real-time and can
perceive the state and user’s intentions during driving.
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• Use the trained models to provide personalised training and assistance
in driving scenarios.
Upon the aforementioned aims we are bound to the following technical
objectives:
• Implement a framework where the collection of safe driving data is
feasible.
• Be able to control the configurations of the framework’s environment
in order to create scenarios that adapt to the experiments and user’s
needs.
• Design and evaluate various models by utilising the framework via
data collection and user responses.
• Validate the performance of the successful models through the users’
performance of training and prediction in multiple scenarios.
• Refine and generalise the user modelling process by adapting or pro-
posing future possible domains and applications.
In the next section we outline our contributions towards meeting our object-
ives.
1.2 contributions
The contributions of our research can be grouped into four categories: system
design and implementation; user modelling frameworks; algorithms and user
studies.
system design and implementation We have set-up a realistic
car simulator system that collects real-time data from the user – behavioural
and physiological data – and the state of the car and environment:
• We implemented a system that is able to record, analyse and visualise
the data while the user is operating the simulator.
• We embedded and modified the Application Programming Interfaces
(APIs) of external sensors and devices so that they can communicate
with our algorithms.
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user modelling framework We have devised several architectures
for extracting features that will facilitate user-modelling:
• We have developed a framework that models the users through behavi-
oural and physiological data. This establishes the state of the user for
the duration of the modelling task.
• We have implemented a real-time training framework that alters the
difficulty of the game according to the user’s personalised model.
• We further contributed towards a probabilistic framework that through
the modelling of the user’s intentions and car dynamics can predict the
forthcoming positions and speed of the car during driving.
algorithms We have implemented algorithms that facilitate the extrac-
tion of informative user data, the formation of the user models and the
generation of adaptive content. In more details:
• We designed algorithms that evaluate the user’s performance in a
racing game using machine learning techniques. We utilise Linear
Regressions (LRs) for finding the significance of metrics to the user
performance, optimise the control points of Bezier curves using Least
Squares (LS), experiment with Gaussian Processes (GPs) for modelling
system dynamics and extract features using Affinity Propagation (AP)
clustering technique.
• We implemented algorithms that can design racing tracks in situ, utilise
specialised graphics software to generate appropriate file formats and
load them to the framework; the configurations, the car simulator and
the real-time viewers.
user studies Our experiments were accompanied with user studies for
either aiding or validating the implementation of our user models:
• A user study involving 52 users operating the simulator for 30-60
minutes in a single scenario. Through the user’s data and feedback we
implemented and refined our user modelling framework.
• A user study involving 26 users operating the simulator in multiple
driving scenarios through the user modelling framework. Data col-
lected were used to evaluate the framework and that our modelling
process enhances the experience of the user and supports training while
maintaining high engagement.
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• A user study involving 3 users operating the simulator over the same
configurations in order to collect data, implement and test our predic-
tion model.
The publications derived from this Thesis can be found in Section Author’s
Publications.
1.3 thesis roadmap
The thesis is organised over seven chapters with a final part of supplementary
details as appendices (see Fig. 1.1):
• Over the next Chapter we review the literature that is relevant to this
thesis. This includes theoretical concepts of learning and engagement,
user modelling, adaptive contents in games and prediction of driver’s
behaviour.
• Chapter 3 outlines the implementation of our Framework. It describes
the main components of the system we implemented to carry out our
experiments, user studies and analysis of the data.
• Chapter 4 features the steps followed to implement our user model for
adaptive training. It describes the data collection process, the evaluation
stages for designing the user model and the implementation of the
user model. We also report our results and correlations from the user
feedback that validated our system.
• Chapter 5 describes the track generation algorithm and the user study
performed for validating the complete implementation of the user
adaptive training framework, in a multiple trial scenario. We report our
results and the performance of our algorithm.
• Chapter 6 describes and evaluates a probabilistic model that can predict
the forthcoming states of a dynamic system (i.e. car positions, speed)
using driving data from a particular user.
• Chapter 7 summarises the thesis by outlining our main contributions,
findings, discussion of issues and future work.
1.3.1 Outline of appendices
In the thesis we included six appendices.
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Figure 1.1: Thesis Roadmap
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• Appendix I describes the experimental protocol followed in the multiple
trial scenario carried out in Chapter 5. It also outlines the questionnaires
involved in the experiment.
• Appendix J describes the components and sensors we used to imple-
ment our system.
• Appendix K describes the machine learning algorithms adopted to
extract features from the sensors.
• Appendix L specifies the basics of car’s stability and related literature.
• Appendix M lists the data obtained from the game simulator’s and eye
tracker’s APIs.
• Appendix N provides the XML configuration files for the simulator’s
and eye tracker’s APIs. Also, we include the Python configuration script
for the Framework’s Core system.
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BACKGROUND
The research in this thesis is focused on modelling driving behaviour to
enhance user’s training and engagement, as well as provide user-prediction
via car simulators. Throughout our work we developed frameworks to capture
the user’s data, implemented user-models and evaluated the results in various
user oriented scenarios. However, to achieve our objectives we have drawn
inspiration from various fields in research.
In this chapter we review the relevant articles that helped us to converge
our ideas and implement practical frameworks for our user models. We
also comment on the related literature of the existing research in the areas
exploited in our theses. Our review is broad since our work combines human
learning and development from a physiological perspective, as well as engin-
eering and computer science elements such as machine learning algorithms.
Specifically in this section we are focusing on theoretical frameworks of psy-
chological concepts of learning and development, user modelling, adaptive
contents in games and prediction of user behaviour and system dynamics.
2.1 theoretical concepts
The first research chapter of this thesis (Chapter 4) is focused on the adaptive
training of the driver in a high performance setting (i.e. race car driving).
Finding the right amount of adaptation that conforms to the user while
maintaining high levels of engagement is a delicate matter that has been
extensively covered in psychology (i.e. children development, teacher-student
studies). In this section we are covering theories and concepts that have been
previously discussed in the area of Human Computer Interaction ( HCI) and
influenced the design of our user models. The topics consists of learning and
development (Vygotsky, 1978) and their various zones (Valsiner, 1997) and
the concept of flow (Csikszentmihalyi, 1990).
2.1.1 Learning and Development Overview
Learning is defined as the process of increasing our knowledge and the ability
to retain information on a variety of topics. On the other hand, development is
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more about mastering a specific skill and incorporating it into an individual’s
habits so that it can be reused in a different context. According to theorists,
from research done amongst children, Vygotsky (1978) determined that there
are mainly three theoretical views on the relationship between learning and
development:
1. Development is independent of learning. However, development is
always a prerequisite for learning and the improvement of the latter
leaves development unaltered (Piaget et al., 1952).
2. According to “Reflex Theories", learning is development and there is a
simultaneous process of learning and development (Tolman, 1934).
3. The third notion combines the first two positions and states that learning
and development are two inherently different but related processes that
influence each other (eg. Koffka’s Theory (Koffka, 2013)).
Vygotsky (1978) rejects all three theoretical positions and addresses firstly
the general relation between learning and development and then the specific
features of this relationship through the approach of Zone of Proximal Devel-
opment (ZPD). He states that the previous theories have inconclusive results
since they ignored the fact that each child, involved in their experiments, had
a different pre-experiment learning or development. Therefore, to develop
user’s skills, the model has to identify the user’s status and coordinate each
user differently.
2.1.2 Zone of Proximal Development
According to Vygotsky (1978), in Zone of Proximal Development (ZPD) there
are at least two developmental levels. The first is the Actual Developmental
Level (ADL), which defines the mental functions that have been established
by the individual (completed the developmental cycles). The second is the
Potential Development (PD), which is the development level that an individual
can reach under guidance or collaboration. ZPD is the distance between ADL
and PD and defines functions that are not yet matured but are in the process
of maturation.
Therefore, the developmental processes do not coincide with learning
processes but development lags behind learning resulting in the ZPD. Learning
is directly related to development but the two are never equal or in parallel.
Studies involving children with cognitive difficulties demonstrated that good
learning happens in advance of development.
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Demiris (2009) used the ZPD approach through the user model in order
to infer the amount of assistance that should be given to a user driving a
wheelchair using the HAMMER1 architecture (Demiris and Khadhouri, 2006).
In our driving experiment, we know for a fact that each individual has a
different level of learning or expertise of a certain skill (e.g. race driving),
therefore a variety of training methods should be adapted to each of the users
– knowing that ZPD is the difference between what a person can achieve with
and without help.
In a task where the goal is similar (e.g. in a racing game: tackling a sharp
turn with high speed), people with lower experience would have higherZPD
and will need more assistance to reach the desired level. As will be shown in
Section 4.4, through our data collection process we observed how the notion
of ZPD operates on users with variant set of skills in driving. This was taken
into account so that the model would create personalised decisions for each
user.
2.1.3 Zone Theory
Valsiner (1997) conceptualised an interesting theory, theory of zones, describing
the environments that establish the development of a skill in an individual
(microgenesis), as well as investigate human development, particularly in
an educational setting. Summarised by Galligan (2008), Valsiner (1997)’s
theoretical framework focuses on three aspects of human development:
• Interpersonal – How is the organisation of person or environment rela-
tions in terms of everyday actions?
• Intrapersonal – What are the relation of actions and their reflection
through a task?
• How experiences are transferred to skill development?
Valsiner (1997) bases his theory of the development concept as a “change
in an organisational system in time which is maintained (rather than lost)
once the condition of its emergence disappear” (Valsiner, 1997, p. 3). As
interpreted by Galligan (2008), mastering a skill means that you are no longer
lacking the particular skill. However, the skill is not yet confirmed in its
fully-grown form.
Valsiner (1997)’s theoretical framework includes three zones:
1 Hammer is a set of forward and inverse models that compete to predict an accurate next state
of a controlled system.
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• The Zone of Free Movement (ZFM) from Lewin2
• The Zone of Promoted Action (ZPA)
• The Zone of Proximal Development (ZPD) from Vygotsky (1978)
These zones constitute an interdependent system between the constrains
enforced on the environment of the learner and the actions being promoted
for the learner where both constraints and actions are imposed by external
stimulus.
2.1.3.1 The Zones
ZFM – represents a cognitive structure of the relationship between a person
and the environment in terms of constraints that limit the freedom of these
actions and thoughts. For example, in an educational system it suggests
which teaching or student actions are possible (e.g. areas and objects such as
technology, class rules, teacher’s or student’s expertise, beliefs and values). It
is both a structure of the person’s actions and the direction of “canalisation”
of the future development.
ZPA – represents the efforts of a teacher, or others to promote particular
skills or approaches. For example a teacher promoting a particular subject.
The students are not bound to the selection. Also, they have the choice to
either participate or not according to the extent of their skills on the subject.
In other words, it defines the set of activities, objects or areas within the
environment from which the teacher is promoting to the student. With the
student having no obligation to accept it.
Therefore, combining ZPA and ZFM in the framework we have actions and
their reflections (that are known or unknown – haven’t been detected yet)
which each may or may not get promoted. Both ZPA and ZFM are dynamic
interdependent constructs that are continuously reorganised in the learning
process (Valsiner, 1997).
ZPD – represents what a person can achieve with (PD) and without help
(ADL). As seen in the example above in which the teacher promotes a subject
to the student, if a skill does not belong in the students capabilities (ZPD) then
it is unlikely to be assimilated. Therefore, the optimal development cannot
occur. It shows a “set of possible next states of the developing system rela-
tionship within the environment” (Valsiner, 1997, p. 200). The development
is optimised when the relationship between ZPA and ZPD is such that what
is promoted (ZPA) lies within the individual’s ability to achieve (ZPD). The
2 Kurt Zadek Lewin was a German-American psychologist (1890-1947). Known as one of the
modern pioneers of social, organisational, and applied psychology in the United States.
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ZPD cannot be fully incorporated in the ZFM. Since ZFM is determined by the
teacher and a student can only develop aspects of the ZPD that have been
advertised (ZPA) and not restricted (ZFM). When all zones merge it emerges
“a family of possible novel forms of change” where ZPD is dependent on the
state of the ZFM/ZPA complex.
2.1.3.2 Self-Scaffolding
In a later research, Valsiner (2005) introduces the concept of scaffolding. This is
the construction of meaningfulness of one’s self in relation to others. It acts as
a secondary field of actions of “personal sense” to the primary of ZFM/ZPA
complex. This dialogic self focuses on adult development whereas zone theory
links the environments (feelings, context, self-efficacy) and promotions within
that environment. In self-scaffolding, “the developing person constantly acts
above his or her actual-already mastered-developmental competencies and
through such constant probing into the domain of incompetencies-expands
the competence”(Valsiner, 2005, p. 203).
2.1.3.3 Using the Zones
Blanton et al. (2005) used the Zone Theory to make inferences about teachers’
ZPD and potential development. This was executed by considering the ZPD as
an aspect within the learner (ontogenetic) and ZPD/ZPA complex as aspects
between learner and environment (microgenetic). Thus the latter can be
observed through the teachers’ way of organising their lessons and extends
to the capacity of the teachers’ own ZPD.
Blanton et al. (2005)’s subjects were three novice teachers teaching math-
ematics and science. By observing the teachers’ way of organising their class,
they found some interesting results. One of which is what they called the
“illusionary" zone of promoted action (IZ). This defines elements that the
teachers think they are promoting but they are actually not.
This was established when two different approaches were attempted on
students trying to solve a particular maths problem3. In the first attempt,
the teacher tried to explain the solution using a step by step approach and
therefore promoting his/her own way of thinking; whereas in the other case,
the problem was presented and the students were left to find the solution.
The former didn’t establish any development since the students weren’t able
to solve a similar problem. This is because the teacher was laying out the
series of steps that need to be carried out thus not allowing the students to see
3 The mathematical problem set was to find the initial number when that number was altered
by a sequence of mathematical operations to reach a specific result.
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the connections between them. However, in the second case some students
were able to find, by themselves, the step by step strategy the teacher wanted
to promote. It also allowed the rest of the class to understand the process of
solving the problem. Thus letting the students find a solution seemed more
successful at enhancing the learning process both for themselves and for their
peers.
Their results suggest that IZ relates to the ZFM as a “place for a potential
transition for the teacher” (Blanton et al., 2005, p. 27). It’s existence does
not ensure that the teacher will develop towards that potential. However,
results showed that the teacher that incorporated students’ way of thinking
into the class (listened actively to students) allowed them to make that
transition. Having the willingness to co-participate and allow the learning to
go both ways (i.e. teachers to students and vice versa) was significant to the
development of the teacher beyond their IZ.
In our case, the theory of zones serves as an interesting approach to explain
the relationship between our users and our adaptive training framework. The
ZFM describes the practical space that the user (learner) can operate. This is the
car simulator, the hardware utilised and the various tracks that are available.
The ZPA represents the constraints that are promoted by the framework. The
model tries to reach the engagement and learning goals set on development,
and through the feedback that it receives form the user’s actions, it generates
new tailored tracks that advertise new spaces (tracks) where learning and
development are most likely to be realised for a particular user. An optimised
relationship between ZPA and user’s ZPD is realised through the new track,
however, the user has to willingly co-operate, with their engagement and
attention, for the learning and development to take place, as suggested by
Blanton et al. (2005) and the concept of self-scaffolding.
2.1.4 Concept of Flow
“More than anything else men and women seek happiness" Aristotle.
For a student to learn and develop unique skills there has to be a feeling of
high engagement and self-motivation. This is characterised as the concept of
Flow (Csikszentmihalyi, 1990). Being in Flow has been identified as having
the following perceptions (Nakamura and Csikszentmihalyi, 2014):
• being concentrated and focused on what you are doing
• losing the sense of time
• having clear goals
2.2 user modelling 35
• having a sense of serenity
• having a feeling of being in an alternative reality (ecstasy)
• being self-motivated
• having a sense of control by possessing adequate skills for the particular
task.
Flow represents the feeling of being completely immersed and engaged
in an activity and also experiencing high levels of enjoyment and fulfil-
ment (Csikszentmihalyi, 1990).
These kinds of activities were identified as self-motivating or “autotelic"
and for an activity to be autotelic there has to be a balance between the
challenge and the personal skill (Csikszentmihalyi, 2000). In the case of
challenge being higher than the skill then anxiety builds up, whereas if the
skill is higher than the challenge then boredom sets in. However, among
different individuals the balance between these two entities are not of the
same quantity.
Steels (2004) summarises the work completed on the concept, and discusses
the components of an autotelic artificial intelligence agent. One of the main
components is that user should feel in-control and be able to decrease the
challenge (or given more time) when (s)he feels it’s too difficult. Therefore
the agent should be able to detect that challenge exceeds the user’s skills. The
other is that the agent should be capable of generating new experiences and
challenges within the environment.
Flow in games has been mentioned in the literature before (Chen, 2007) as
a mechanism of keeping the game challenges and players skills in balance.
This is achieved by adapting the game challenges in response to the actions
of the player in the game’s states. As we will introduce later in Chapter 4, the
skills, the challenges as well as physiological attention of the user are con-
ceptualised in our user model as basic high level variables that are evaluated
through the user’s behaviour. These are then used to describe the current
state of the user according to Steels (2004)’s interpretation of the concept of
flow (Csikszentmihalyi, 1990).
2.2 user modelling
The capturing of the environment’s characteristics, user behaviour and player
states in an organised and reusable manner should be executed through a
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well-structured user model. In this section we describe the user modelling
techniques, algorithms and the related background to our thesis.
Researchers in the area of Artificial Intelligence (AI) have been extens-
ively puzzled about how humans behave in computational terms. According
to Levesque (2014) there is a dispute about whether we have to understand its
more basic forms among all animals to focus just to humans. However, what
is important for us is the statement that background knowledge is critical. We
need to understand and model how our users use their knowledge base and
the procedures operating on it to carry out a task so as to provide adequate
assistance and training.
Modelling the user’s behaviour in the driving task is an integral part of
our research. In this section we begin with a theoretical framework for user
modelling, then move on to user modelling in games and those incorporating
physiological signals. Lastly, we review existing literature on driver behaviour.
2.2.1 Trace Theory
The process of user modelling usually involves a number of sequential steps:
1. Collect data from sensors.
2. Extract informative features from the data.
3. Analyse of the features.
4. Interpret the scenario.
A specific variation of this procedure, we employed in one of our models,
has been formalised and called Trace Theory (TT). TT is a popular and effi-
cient framework for collecting, analysing and transforming users’ low level
interactions, with a particular system, into more contextual and meaningful
high-level traces.
Events from 
several Primitives
Transformation 
Rules
High Level 
Traces
Primary
Traces
Human Designed
Rule-Based System
Task specific
entities
Figure 2.1: Trace Theory is a popular framework for transforming low level user inter-
actions with a system (e.g. keyboard inputs) into meaningful information
through a rule-based system determined by a system expert.
As shown in Figure 4.1, TT is responsible for bridging the low levels of
a model to higher ones through the use of transformation rules. These low
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level interactions can be the inputs of the user to the system as mentioned
by Clauzel et al. (2011). In this thesis we define them as low level primitives.
A formalisation of the trace framework found in Settouti et al. (2009) suggests
that a particular combination of several low level primitives set by the system
designer creates a primary trace.
As in Bouvier et al. (2014), primitives were set to be mouse and keyboard
entries whereas a collection of them on specific timestamps and specific places
in their user interface were generating the primary traces. However, a primary
trace is still low level and not meaningful enough. The introduction of a rule
based system that is determined by a system expert aims to transform the
primary traces into higher level abstract entities that can remark on user’s
profile and model. As a result of the rules being set by an expert, they
are human explainable and therefore more specific about their underlying
assumptions.
Our approach described in Chapter 4, encapsulates the ideology of TT
and makes use of the low level primitives, primary traces and transformed
traces in order to create the model of the driver, while (s)he is operating the
simulator.
2.2.2 Game Player Modelling and Profiling
Player modelling in games has received a lot of interest in recent years.
The primary goal of player modelling is to understand the interaction of
the player experience at an individual level. This can be either cognitive,
affective or/and behavioural. There have been many different approaches to
the understanding of a player in games (Yannakakis et al., 2013).
Research is split between two areas: player modelling and player profiling.
The former tries to model complex phenomena during gameplay whereas
the latter tries to categorise the players based on static information, like
personality or cultural background, that does not change during gameplay.
Profiling is usually performed through the use of questionnaires (e.g. Five
factor model of personality (Costa Jr. and McCrae, 1995), demographics) and
information collected through that method can lead to a construction of better
user models.
The player modelling is further split into three approaches:
1. The model-based approach: involves the mapping of user responses to
game stimuli through a particular model.
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2. The model-free approach: assumes that there is relation between the
user input and game states, but the underlining structure function is
unknown.
3. The hybrid approach: which is the one we embraced, contains methods
from both model approaches mentioned.
Game metrics, defined as statistical spatiotemporal features, are a significant
component of user modelling of game interaction. When metrics are the only
data available, they don’t provide sufficient information about individual
users since they measure the proximity of the user to certain player actions,
which can infer erroneous states when coming only from the game context.
However, this can be avoided by getting feedback from user, either directly us-
ing user annotations or indirectly through sensors (e.g. cameras, eye trackers,
etc.).
User annotations can be completed through questionnaires or third-person
reports. These are of three types:
1. Rating-based format using scalar/vector values (e.g. The Game Experi-
ence Questionnaire (IJsselsteijn et al., 2008)).
2. Class-based format using Yes/No questions (Boolean).
3. Preference-based format by contrasting the user experience between
consecutive gaming sessions.
In addition to the user annotation methods reviewed by Yannakakis et al.
(2013) there are other methods such as think-aloud protocols for continuous
annotation(Wolfe, 2008) that have been used in other studies. However, those
might interfere with the user engagement and become obtrusive to the game
experience.
2.2.3 Physiological User Modelling
Analysis of physiological patterns during game play has been a vital tech-
nique to assess the engagement and enjoyment of the player. Kivikangas
et al. (2011)’s review presents a comprehensive list of references in the area
of psychophysiological methods for game research. They emphasise the fact
that a commonly accepted theory for game experience does not currently
exist and game researchers are using theoretical frameworks from other fields
of study.
Similar to our concept, Tognetti et al. (2010) presented a methodology for
estimating the user preference of the opponent skill from physiological states
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of the user while playing a car racing game. They recorded different physiolo-
gical data (heart rate (HR), galvanic skin response (GSR), respiration (RESP),
temperature (T), blood volume pulse (BVP)) during each game scenario and
then classified them, using Linear Discriminant Analysis (LDA), according
to the user’s “Boolean" responses; their questionnaire consisted of pairwise
preference scheme (2-alternative forced choice answers) (Yannakakis and
Hallam, 2011). They concluded that HR and T gave poor performance on
classifying the users’ emotional state; whereas the rest (mostly GSR) achieved
high correlations against user feedback. An interesting side result was that
most of the users preferred an opponent of similar skills, whereas the rest
were not consistent with their responses. This shows that preference is per-
sonal and levels of difficulty in the game are hard to preset for each user and
a more adaptive approach should be explored.
Similarly, Yannakakis and Hallam (2008) investigated the relationship of
physiological signals such as HR, BVP and GSR with children’s entertainment
preferences in various physical activity games, by utilising artificial neural
networks (ANN). Through the accuracy of their ANNs on specific features (e.g.
maximum, minimum, average) of the recorded signals, they demonstrated
that there was a correlation between the children’s responses and the signals.
They concluded that when children were having “fun”, they were more
engaged displaying increased physical activity and mental effort.
In addition, Yannakakis et al. (2010) investigated the effect of camera
viewpoints (distance, height, frame coherence) in a PacMan-like game using
physiological signals (HR, BVP, GSR) and questionnaires about the affective
states of the user (fun, challenge, boredom, frustration, excitement, anxiety,
relaxation). Statistical analysis of the data obtained showed that camera
viewpoint parameters directly affected player performance. Emotions were
correlated with HR activity (e.g high significant effects between average and
minimum HR versus fun; time of minimum HR versus frustration).
The affective state of a user is very significant, especially in driving, since
it influences the user’s intuition of critical situations and the performance of
the user’s actions. A real-world attempt was made by Kolli et al. (2011) to
recognise car driver’s emotions through a thermal camera. By first abstracting
the face of the driver through the thermogram, they extracted the Histogram
of Oriented Gradients (HOG) from the images and used as features. The
features were then compared against classified datasets representing various
emotions (Fear, Surprise, Angry, Disgust, Sad, Happy) by using Hausdorff
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distance4. The accuracy of classification of each emotion varied between 43%
(Fear) - 82% (Happy).
2.2.4 Game Immersion Studies
Defining the level of immersion and affective state of the user in a game
has been approached through different techniques. An interesting qualitative
research by Brown and Cairns (2004) for understanding the concept of im-
mersion in games by interviewing their subjects. They identified three levels
of immersion:
1. “Engagement”: After the selection of the game preference, the gamer
spends time and effort learning about gameplay and controls.
2. “Engrossment”: Gamer feels less aware of his/her surroundings and
interaction in the game is carried out unconsciously.
3. “Total immersion”: This is the highest and rarest level of attention where
the user isolate herself from reality and only cares about the game.
Respectively, Jennett et al. (2008) performed three experiments on quantify-
ing the immersion of the users in games subjectively and objectively. In the
first experiment, the subject switched from a “real-world” physical task to an
immersive computer game or simple mouse click activity (control group) and
then back to the task. They concluded that the group playing the immersive
game improved less on the time taken to carry out the “real-world” task
when compared with the control group. The explanation given by the authors
was that the game decreases one’s ability to re-engage in reality.
The second experiment involved the investigation of eye fixation with
immersion from users completing either the non-immersive task and the
immersive one from the previous experiment. Self-reports revealed that there
was a significant difference between the immersion level results of the two
tasks, therefore, the questionnaires were a good indicator of immersion. In
addition, eye gaze fixations per second increased over time for the non-
immersive task group; whereas it decreased over time on the immersive one.
This shows that the control (non-immersive task) group was getting distracted
more easily in irrelevant areas whereas the experiment group increased their
attention in areas more relevant to the game.
The third experiment explored the user’s interaction and emotional state
through different modes of the simple mouse clicking task (non-immersive).
4 Hausdorff Distance: Measures how far two subsets are from each other by finding the
maximum distance of a set to the nearest point in the other set.
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Through these modes the pace of the appearing box to be clicked was chan-
ging. They created four different modes: self-paced, slow, fast and increasing
pace mode. The results showed that emotional involvement is correlated with
immersion where sometimes emotion can be negative as well (e.g. anxiety in
the increasing pace mode).
According to Malone (1980), the characteristics of an enjoyable game are:
challenge, fantasy and curiosity. In an extension of the work, there was the
addition of the control factor, empowered either by the actions available to
the user, actions already taken or the potential of a great effect of user’s
decisions (Malone and Lepper, 1987).
2.2.5 Modelling Game Immersion
In his research, Calleja (2007) proposed an analytical model of player involve-
ment (immersion), in digital games, in order to enable researchers to describe
and analyse the attention (absorption) of the players during gameplay.
Calleja (2007)’s Digital Game Involvement (DGI) model consists of six
types of player involvement, called frames, acting over two temporal phases:
the macro-involvement – that explores the attributes that sustain the long
term engagement of the user to a game – and the micro-involvement – that
concentrates on the real-time game-playing experience. These six frames of
involvement are:
• Tactical – user engagement through forms of decision making within
the context of the game.
• Performative – interaction of the user with the controls of the game.
• Affective – positive cognitive excitation of the player due to the game
type and context.
• Shared – aspects of communication with and in relation to other agents
in the game world.
• Narrative – backstory of a particular game (Designed Narrative) and user
interpretations of events during game-play (Personal Narrative).
• Spatial – player’s ability to locate himself within wider game area that
is not directly visible on the screen.
These frames of user experience are always related to each other and do
not usually exist in isolation. However, the extent and significance of each
frame depends on the type and properties of each game. The intensification
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of the experience through these frames is described by the author’s proposed
term, called incorporation. This is “the subjective experience of inhabiting a virtual
environment facilitated by the potential to act meaningfully within it while being
present to others.” (Calleja, 2007). A more detailed description of the DGI model,
their properties and interactions are shown in Table 2.1.
Table 2.1: A tabular representation summarising the DGI model
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meaningfully within it while being present to others."  It is the state of deep involvement that players 
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Similarly, Suh et al. (2015) proposed a theoretical framework that predicts
user engagement through general gamified (use of game elements) systems.
Their framework combines the basic psychological needs theory (BPNT) (Ryan
and Deci, 2000a,b) – that describes the engagement of people in activities that
are enjoyable to them – and mechanics-dynamics-aesthetics (MDA) theory
(Hunicke et al., 2004) – that describes how certain game elements impact on
enjoyment.
The BPNT argues that humans tend to enjoy doing something when they
are self-motivated to do so. This enjoyment is stimulated by three factors and
as a result increase user engagement:
1. Autonomy: sense of desire to do a task.
2. Competence: feelings of achievement (“effectance motivation").
3. Relatedness: feelings of connection to others.
The MDA theory concentrates on the game elements that generate certain
reactions from players. It consists of three levels:
1. Game Mechanics: components and rules of the game.
2. Game Dynamics: behaviour of mechanics on interaction with player
3. Game Aesthetics: user experience while interacting with the game
Suh et al. (2015) proposes an integrative theoretical model between BPNT
and MDA theory by linking game dynamics with the enjoyment’s stimulating
factors and game aesthetics with user engagement. In order to support these
linkages in their theory, they inferred several hypotheses on the specific
variables involved and conducted a survey method from users of gamified
systems. Using the Structural Equation Modelling (SEM) approach they valid-
ate their model and verify most of their hypotheses. They showed that game
dynamics positively influence user engagement.
It is important to mention that in their research, user engagement was
assessed through its three sub-dimensions (Schaufeli et al., 2002):
• vigor: willingness of the user to do a certain gamified activity.
• dedication: sense of significance and pride of performing the activity.
• absorption: full concentration and immersion in the activity.
Our measure of immersion in our model (described in Chapter 4), is called
Physiological Attention. Its execution is entirely domain-specific but it can be
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generalised to any task or game. In the DGI model, the engagement is split and
described through the six different frames. Whereas deep involvement and
maximum involvement of the related frames is considered as incorporation. In
BPNT they show that engagement relates to the person’s personal desires and
enjoyment factors that are stimulated by the game’s elements.
Since in our case we need to evaluate the attention of the user, we simplify
the measure of engagement into two aspects: game performance and physiolo-
gical state of the user. We assume that as long as the user’s performance to
the game is above a certain threshold then the user is engaged. However,
when they are below, we look for engagement through their physiological
factors (i.e. eye gaze, head pose); as associated research revealed that these
are also related to immersion.
2.2.6 Driver Behaviour Analysis
A recent survey published by Kaplan et al. (2015) focused on gathering the
research conducted on driver’s behaviour specifically on the detection of
driver’s drowsiness (sleepiness and lack of energy) and distraction (diversion
from primary task). The approaches available are divided into two categories;
visual features (e.g. facial features) and non-visual features (e.g. physiological
and vehicle parameter analysis). Whereas image processing and machine
learning algorithms and techniques are utilised to describe the state of the
driver. As seen from Table 2.2 these categories are subdivided into various
approaches.
Table 2.2: Driver Behaviour Research Approaches
Visual Features Non-Visual Features
Eye State EEG
Eye Blinking Frequency Steering Wheel Movements
Mouth State Pedals Pressure
Yawning Frequency Heart Rate Monitoring
Facial Expressions Vehicle Speed
Head Movements Angle of Wheels
Gaze Movements Arm and Leg motions
A reliable metric for determining the alertness of the driver is claimed to
be the Percentage of Eye Closure (PERCLOS). This is determining the amount
of time the eyes are closed per minute. This is based on the fact that the
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more the driver is tired then blinking gets slower and frequency changes thus
increases the eye closure duration.
A compelling concluding statement given by Kaplan et al. (2015), as they
review the different driving behaviour methods and their limitations, is that
better accuracy and results can be obtained using a combination of several
techniques. In our proposed models, described in this thesis, we followed
this particular approach.
2.3 user generated adaptive content and training
Computer games have become an integral part of modern leisure-time. Statist-
ical surveys and game researchers state that people spend a large proportion
of their free time playing games: an average of 14 hours per week by gamers
in the UK5, an average of 6.3 hours per day by US gamers6 and “3 billion
hours spent per week as a planet”7.
As technology grows in availability, the competition between game com-
panies intensifies and researchers are being faced with challenges retaining
user engagement in an already saturated market. Steels (2004), based on the
work done by Csikszentmihalyi (2000), suggests that for an activity to be
self-motivating or “autotelic”, there must be a balance between challenge and
skill. Therefore, a game developer should estimate the skills of the player and
adapt the game challenge accordingly.
2.3.1 Generation of Content in Games
According to Yannakakis et al. (2013) “Future games are expected to have less
manual and more user-generated or procedurally-generated content”. This
concept can unveil novel and enjoyable game content that is personalised to
the player. Procedural Content Generation (PCG) is the automatic creation of
content through algorithms. Whereas game content is the aspects of the game
that affects gameplay such as terrain, characters, levels, dynamics rulesets,
camera profiles. Charles et al. (2005) reviews the current approaches towards
player-oriented game design, examines the research conducted for better
understanding and effective modelling of players and proposes a general
5 IAB UK. (n.d.). Average time spend gaming weekly in Great Britain as of June 2014, by age (in
hours). In Statista - The Statistics Portal. [Online]. Available: http://goo.gl/4x7Vdp (visited
on 16/08/2016)
6 Nielsen Holdings N.V. (2014, May 27). Multi-Platform Gaming: For The Win!. [Online].
Available: http://goo.gl/YFNbNR (visited on 16/08/2016)
7 McGonigal, J. (2010, February). Jane McGonigal: Gaming can make a better world. [Online].
Available: https://goo.gl/MhM0mb (visited on 16/08/2016)
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framework that can adaptively and continuously alter the game to fit the
model of the player.
In order to personalise you must first understand the player through a
particular game. This involves knowing the game Mechanics (the components
and rules of the game), that give rise to game Dynamics (how mechanics
behave towards user inputs) and fuse to game Aesthetics (user experiences
invoked by the game). Hunicke et al. (2004) refer to this as the MDA framework
and show how the seamless attributes of each property relate to each other
in a variety of games.
2.3.2 A Framework for Game Content Generation
By setting the basis of user generated content in games, Yannakakis and
Togelius (2015) proposed an approach called Experience-Driven Procedural
Content Generation (EDPCG). It consists of specific components, forming a
closed loop framework, that satisfy the efficient generation of game content
through models of player experience:
• Player Experience Modelling (PEM) – behaviour, skills and challenges of
user through the game.
• Content Quality – assessment of the generated content in relation to the
user’s experience.
• Content Representation – structures associated with the efficient repres-
entation of limitless content.
• Content Generator – the algorithm that is responsible for generating
user optimised content according to the player model.
Each of these primary modalities are further split into several general
methods and procedures in order for the researchers to be able to specify and
compare different frameworks. These are summarised in Tables 2.3 and 2.4.
Pedersen et al. (2010, 2009) modified the classic game Super Mario Bros
to allow the personalised level creation. Following the components of the
EDPCG framework, they represented each level using a parameter vector used
to represent features of the game (e.g. gaps) [indirect Content Representation] .
The model of player experience was based on collecting information from the
level content and player’s playing style (i.e. frequency of running, shooting)
and associating them – using neural networks – to affective states of the user
(fun, challenge, frustration, predictability, anxiety, boredom) [combination of
gameplay-based (model-free) and subjective (pairwise preference) PEM]. Through
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Table 2.3: PEM of the EDPCG framework
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Table 2.4: EDPCG framework components
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automatic feature selection certain subset of player data attributes where
linked to the affective states.
In an extension of their work (Shaker et al., 2010), the models created were
then used to generate and optimise the level for particular known player
styles (maximise the predicted fun) [exhaustive search Content Generation].
However, the limitation of their approach was that emotions were inferred
through the association of user self-reports combined with game context
variables [direct data-driven evaluation function of Content Quality].
2.3.2.1 Procedural Content Generation in Car Racing Games
In racing games the generation of content mainly targets the track’s path.
Pushing the car to the limits and handling tight turns at high speeds engages
the users in this “racing” game category. Loiacono et al. (2011) derived
an algorithm for generating new tracks in a car simulator (TORCS 8) using
single and multi-objective genetic algorithms. By maximising the entropy of
certain criteria (e.g. path curvature distributions along the track, achievable
speeds distributions) and under the condition that the track has to be closed,
their algorithm fills the path through particular “control” points that the
road needs to pass through. Their initial aim was to provide tracks with an
adequate amount of challenge and a large degree of diversity across their
path.
A further improvement, for embedding a human oriented decision to the
algorithm, was proposed by Cardamone et al. (2011) where the framework
for advancing the algorithm to a next generation of tracks was also influ-
enced by human assistance. Subjects voted for each generated track using
scoring interfaces (5 Likert-scale or boolean type) that were influencing the
algorithm over the next generations of tracks. They showed that there was
an improvement of user satisfaction in early generations. However, when the
evolved tracks were tested by human subjects, they concluded that the tracks
were only appealing to the players with some experience in racing games.
The user-oriented track generation concept, that this thesis is focused on,
has been approached before by Togelius et al. (2006, 2007); Togelius and Lucas
(2006). Their evolutionary algorithm (Cascading Elitism) generated a number
of different tracks either by changing the control points of a basic track
segment or by constraining their angular position. Then a neural-network
based controller (Togelius and Lucas, 2006), that was trained by human
driver behaviour, was testing if a generated track is challenging enough
8 The Open Racing Car Simulator Website, [Online]. Available: http://goo.gl/2ExsfF (visited
on 16/08/2016)
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for a particular driver. Fitness metrics (e.g. varying challenge, fast driving
regions) were used to evaluate the suitability of a new track for the controller.
However, the research was focused on the methodology and creativity of the
generated tracks instead of their evaluation with human drivers.
2.3.2.2 Adaptive Artificial Intelligence Opponents
Adaptability in games can also be achieved by changing the behaviour of
the AI computer-controlled opponents (game AI), according to the skills
of the user. An attempt is described by Spronck et al. (2006) where they
implemented and evaluated a technique for an adaptive game AI in a third-
person game (Neverwinter Nights) using adaptive dynamic scripting9. Their
technique was trying to find the best rules so it can become stronger towards
the opponent but also provide “difficulty scaling”10 so it can adapt to the
skills of the human user.
An important finding from their research is that game developers are
reluctant do adopt adaptive techniques if they don’t meet the computational
and functional requirements listed in Table 2.5. Also, the inclusion of domain-
specific knowledge in the adaptation mechanism (i.e. initial weights) increases
significantly the algorithm’s performance.
Table 2.5: Computational and functional requirements of an adaptive game AI
Computational Functional
1. Speed 1. Clarity
(computationally fast) (interpretable results)
2. Effectiveness 2. Variety
(continuous successful behaviour) (non-predictable behaviours)
3. Robustness 3. Consistency
(to game’s randomness) (in successful learning)
4. Efficiency 4. Scalability
(to the learning technique) (adapt to different skill levels)
9 Dynamic scripting is an online machine-learning technique for game AI. The rules in the script
that define the agent’s behaviour are selected from a rule-base with a probability according to
an associated weight.
10 Difficulty Scaling is the automatic adaptation of a game to alter the challenge that it poses to
the player.
2.4 prediction of user behaviour and system dynamics 51
2.3.3 Serious Games
Apart for just being entertaining and stimulating, games can be used for
training and educating as well. Zyda (2005) refers to this as “Serious Games”;
a medium to enhance education in a more entertaining way.
Serious games, and in particular simulators, offer a medium for training
and evaluating individuals in high risk jobs, especially those that virtual-
ise real world scenarios like flying, driving and performing surgery. Since
individuals have different levels of expertise of a certain skill, a variety of
training methods should be adapted. This is where the concept of ZPD can
be introduced. In a task where the goal is similar between individuals (e.g.
in a racing game: tackling a sharp turn with high speed), people with lower
experience would have larger ZPD and will need more assistance to reach
the desired level. Training two user extremes at the same level breaks the
balance, as argued by Steels (2004). In the case of a novice where challenge is
higher than the skill then this might end up in anxiety. On the contrary, if
skill is higher than challenge – when user is an expert – then boredom starts
to build up.
Based on the notion of teaching through games, Backlund et al. (2006) con-
ducted research on driver behaviour between people that play racing, action,
sport games (RAS-gamers) and non-gamers. People were categorised into
two groups through a questionnaire, whereas their driving skills (attention,
decision making, risk assessment, etc.) and attitude (respect speed limits,
speed margins and fellow drivers) were rated by driving school instructors,
using 7-point Likert-scale. Their findings show a positive correlation between
gaming and skill oriented aspects of driving, although there was not any
statistically significant effect of attitude from the two groups. An important
concluding statement suggested that games and more specifically driving
simulators are able to provide positive effects on driving behaviour and user
skill enhancement thus motivating further research.
2.4 prediction of user behaviour and system dynamics
With rapid developments in technology, advanced driving assistance systems
have become increasingly widespread (Desjardins et al., 2011; Piao and Mc-
Donald, 2008). These systems enhance cars for safety and comfort through
the use of sensors smartly located to observe the driver, vehicle and environ-
ment. However, embraced approaches do not take the driver experience and
behaviour into account.
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An intelligent vehicular system would have to infer the intentions of the
driver and help or intervene only when needed. Having a system that is
tuned to the capabilities of the driver would predict the user’s behaviour
and therefore assist or warn before any user action is taken. Developing a
system tailored to the user generates a number of future opportunities: give
assistance only when needed, create training programs tailored for particular
user weaknesses, perform collision avoidance or even user identification and
theft detection.
In Chapter 6 we experiment with capturing both the driver’s actions and car
dynamics into the user’s model, using machine learning techniques, that can
predict their forthcoming states of the system (i.e. future car position). This
could assist with the better understanding of drivers’ behaviour, especially
when they deviate from their particular model. In addition to, it will enhance
race driving support systems like the system designed by Kruit et al. (2005)11.
2.4.1 Driver Behaviour for Prediction and Identification
Researchers are attempting different techniques to teach, learn and predict
the user intentions so as to improve driving assistance systems. Some try to
analyse and construct a driving behaviour model (Mitrovic, 2005; Oliver and
Pentland, 2000) in order to recognise and predict individual users’ actions:
turning left, changing lane, etc. Others try to train the driver in unexpected
events (Liu et al., 2009) or construct a suitable training program to minimise
the reaction time of the driver and thus avoid prominent collisions (Malik
and Rakotonirainy, 2008; Panou et al., 2010).
Studies in driver behaviour and technology advancement in vehicles have
been an important topic for many years (Al-Shihabi and Mourant, 2001; Ran-
ney, 1994). Related studies revealed that researchers focusing on driver beha-
viour are divided into two main categories: driver identification and driver
action prediction. The first category concentrates on identifying individual
drivers or grouping a set of drivers through a suitable set of inputs (Miyajima
et al., 2007; Wakita et al., 2005). Erzin et al. (2006) presented a system that can
detect whether the driver is drunk, distracted or fatigued through the user
behaviour, in order for assistive action to be taken.
In the second category, studies relating to driver action prediction are
trying to abstract and model a set of driving action patterns (turn left/right,
roundabout turns, changing line, following a vehicle, etc.) through inputs
11 The system was displaying to the driver ideal, boundary and current car trajectories so that
they can adjust their path accordingly.
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from different sensors (gas/brakes pedals, gaze, steering, speed, etc.), using
machine learning algorithms, so as to recognise the action from incomplete
sets of inputs, thus recognising an action before it actually happens. The
reason for predicting the action is to detect and avoid potentially dangerous
situations (Dagli et al., 2003; Kishimoto and Oguri, 2008; Mitrovic, 2005;
Oliver and Pentland, 2000; Pentland and Liu, 1999; Salvucci et al., 2001). In
our research, we aim to take the driver’s action prediction one step further so
as to estimate multiple forthcoming low level system states as we will show
in Chapter 6.
2.4.2 Time Series Forecasting using Gaussian Process
In order to predict future states, we are using Gaussian Processes (GPs) to
predict temporal data. Forecasting time series using GP has been very popular
in the last decade due to its good performance in modelling dynamic systems.
Groot et al. (2011) implemented an iterative sparse GP method that it was
able to train large amount of data using approximations and pseudo-inputs.
They also managed to propagate the uncertainty of each step onto the next. A
similar iterative way was used by Girard et al. (2002, 2003) where uncertainties
were calculated through the first order of Taylor’s expansion. They then
compared their results to the Monte-Carlo numerical approximation of their
trained model. Uncertainty calculation for future predictions is important for
inferring whether the current prediction is not well supported by the model.
For a time series of length t, the prediction of a forthcoming state at
time t+ k can be either done iteratively or directly. Iterative approach is
when the prediction of each step is used to predict the immediate next step
until we reach the desired state. The direct approach steps ahead to the
prediction of that state but requires retraining the model if k changes. It has
been shown that the direct method is better than the iterative one since it
doesn’t accumulate the prediction error but is computationally demanding
in training (Hachino and Kadirkamanathan, 2007; Yan et al., 2009).
In Chapter 6, we suggest that a suitable combination of direct and iterative
approaches would result with lower prediction errors when forecasting
system states.
2.4.3 Handling Dynamic Systems Using Gaussian Processes
Numerous studies have shown that GPs can infer accurately the unknown
dynamic models of a system. Ko et al. (2007) used Gaussian Process Regres-
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sion (GPR) with Reinforcement Learning (RL) in order to model the dynamics
of an autonomous blimp. By comparing non-linear dynamic models of a
blimp and enhanced dynamic models with GP models, they showed that
the predictions with GPs were more accurate since the GP models capture
information that cannot be deduced by their non-linear models. The results
showed that the RMS errors of their GP prediction outputs were on average 5
times lower than those of the non-linear models.
In their research, Deisenroth and Rasmussen (2011), generalised an ap-
proach where they used a combination of GPR and RL to perform long term
planning of dynamic control systems. Their method, named Probabilistic
Inference for Learning Control (PILCO), is propagating the variance of each
step prediction onto the next using the work done by (Candela et al., 2003).
The main steps of PILCO’s learning process are:
1. Randomly applying control signals to the control system.
2. Using the observed data to build a probabilistic model of the transition
dynamics using GPs.
3. Update the policy parameters, of RL algorithm, by optimising over
long-term roll-outs of the learned model.
4. When the algorithm converged, the new policy parameters are executed
on the system.
5. The process repeats until satisfactory performance is obtained.
Through their work, they showed how PILCO managed to learn the dynamics
of a cart-pole pendulum, in just 17.5 seconds of interaction with the system,
and reach the objective which was to swing and balance the cart-pole upright.
Their method was also successfully tested to swing up a simulated double-
pendulum as well as ride a unicycle.
Similarly, Cutler and How (2016) used the PILCO approach to teach a robotic
car to autonomously drift (drive sideways) using as few real system data
as possible. For the particular system, applying random signals to the real
system directly, in order to learn the car’s dynamics, is not practical since
it might result in dangerous situations. Therefore, their framework is first
finding an initial sequence of policies through a simple model. Then by
initialising PILCO with these policies they try to improve them and also learn
the system dynamics through data from complex simulations (that still do
not match perfectly the real system.). Converged policies are then tested
to the real system, where the algorithm collects and merges data from real
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world to the simulated data to improve the model-based dynamics and also
improve the policies.
2.5 conclusion
In this Chapter we reviewed physiological concepts of learning and develop-
ment as well as engagement and how these are connected to specific tasks.
We have also described several user modelling approaches and frameworks
in games and driving in particular.
Since our training and engagement of the user is based on personalising the
content of the environment, we described the relevant frameworks in gener-
ated adaptive contents and their utilisation in games. Finally, we presented a
review of behavioural models concentrating on driver’s prediction and stated
the capabilities of the algorithm we used for our own prediction model.
In the rest of the thesis we will show how our broad area of relevant
background was employed to build the user models we are using to train,
engage and predict the user.
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3
SYSTEM DES IGN AND FRAMEWORK FOR USER
MODELL ING
Our aim was to provide a system with a realistic and immersive virtual car-
racing environment that outputs real-time data from our user’s actions. This
would make us able to analyse and develop models for human behaviour
under high performance driving. The composition of our system is of high
importance since our goal was to contribute towards a general framework for
user modelling, training and prediction.
As shown in Figure 3.1 the framework consists of three basic systems:
• The Simulator which consists of the car simulator’s related hardware
and software as well as the eye tracking unit.
• The Track Design system which conducts the manipulation and alteration
of the simulator’s tracks.
• The Core which handles the storage, analysis, and implementation of
the user model, as well as the real-time display of important events. It
is also used as a clock synchronisation server through Network Time
Protocol (NTP) for the other systems.
Over the following Chapter we will go through each system and clarify
the hardware utilised, the software and algorithms employed as well as the
major data flow of our system architecture.
3.1 the simulator
User experience and collection of truthful data is always of primary import-
ance in research. Thus the Simulator is equipped with demanding hardware
specifications to provide the best graphic performance and avoid the genera-
tion of any game lag. As shown in Fig. 3.2a, a custom set-up of the Vision
Racer VR3 seat is used, with a Logitech G27 Force Feedback Steering Wheel,
three pedals, a gear shifter and a combination of three monitors to enhance
the user’s experience and thorough immersion in the game. A Tobii EyeX eye
tracker is installed as well as 2 RGB-D cameras (Kinect). The two cameras
are positioned in such a way that one of them captures the player’s face
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Figure 3.1: The Framework’s systems hardware and software properties. The systems
are interconnected with each other using a high speed 1GbE router to
facilitate real-time data transfer.
and the other captures both the player’s actions and the output from the
monitors. Real-time performance metrics, 3D-car position and user actions
are displayed on the wide screen monitor. More details on the component’s
specifications can be found in Appendix J.
The racing car simulator software employed to carry out our experiments
is called rFactor1, recommended for its excellent graphics and realistic vehicle
dynamics by many users and racing teams. It is accompanied with an
Application Programming Interface (API) as a plugin that provides useful data
about the interesting events, user inputs and car outputs at a high frequency
(100Hz). It also allows off-line customisation of the game contents such as
the cars and the tracks.
3.1.1 Data Flow
Figure 3.3 shows the data flow of the Simulator system while the user is
driving. Both the simulator and the eye tracker’s APIs have been modified
to save their sequential data asynchronously in a JavaScript Object Notation
(json) format and also broadcast them in real-time through a User Datagram
Protocol (UDP) port to the Framework. A list of the data available is shown in
Tables M.1 and M.2 in Appendix M. For configuring certain properties (e.g.
1 rFactor2 Simulator [Online]: http://rfactor.net/web/rf2/ (visited on 18/08/2016)
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(a) The Simulator
(b) Screen View
Figure 3.2: (a) Our custom car simulator setup consisting of Vision Racer seat with
a force feedback steering wheel, pedals and three monitors to enhance
the user’s immersion to the game. Two RGB-D cameras as well as an
eye tracker were installed to capture user’s physiological signals and the
environment. (b) Screenshot of the game from the simulator’s screens.
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output file locations/formats, Internet Protocols (IPs), ports) of the APIs, we
are using a local XML file that is read by each API when invoked (its default
values are shown in Appendix N.1).
Figure 3.3: The Simulator’s Data Flow: Timestamped data from the interaction of the
user with the simulator and eye tracker are recorded on different files
for offline analysis. Also, two UDP clients broadcast the data from the
two sources through different ports to the network. A third broadcaster
sends messages about the state of the simulator (e.g. current state of the
simulation, error/info messages, etc.) to the network.
3.2 the track design
One of the Framework’s required properties is to generate new tracks for the
particular car simulator we are using. The limitation of using a commercial
simulator is that the created track model has to be supported by the game.
Therefore the system is loaded with a specialised graphics software called
Autodesk 3ds Max2, for which the particular game has a graphics model
export plugin.
2 Autodesk 3ds Max [Online]: http://goo.gl/vKnLdc (visited on 18/08/2016)
3.3 the core 61
As we will describe in more detail in Chapter 5, the Track Design system is
responsible for receiving data and commands from the algorithms running
at the Core through a Transmission Control Protocol ( TCP) server. As shown
in in Fig. 3.4, the program operating the TCP server is responsible for (1)
receiving and decoding the information from the Core, (2) communicating
with the graphics software, (3) calling the software’s scripts for creating the
track, (4) creating the appropriate graphics model and (5) sending the new
track model files to the Simulator.
Figure 3.4: The Track Design System Data Flow: Our custom application at the Track
Design system receives commands and data from the Core system, designs
the path through the specialised software, creates the graphic files and
sends them to the Simulator system.
3.3 the core
The Core, as the name indicates, is the base system of our Framework. It
is where all the data are gathered, analysed in real-time, processed and
displayed. The Core is running the Robot Operating System (ROS), which
we introduce in Appendix J.1. All of the main software components we
implemented are written atop the ROS. An important addition is that the
Core acts as a Clock Synchronisation server for the other systems through
NTP. This aids on the synchronisation of the transmitted data from the
different Operating Systems (OSs) of the systems to the Framework. Since
various components of the Core are utilised depending on the experiments
carried out, in this section we will describe the functionality of the common
components. The rest will be introduced in their related chapters.
The ROS core handles multiple processes and exchanges messages between
them through the use of nodes. Nodes are considered as processes that per-
form a particular computation. However, all nodes’ parameters are initialised
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through a central configuration python class that we implemented (a default
sample is shown in Appendix N.2). Figure 3.5 shows the basic ROS nodes and
the exchange of messages between them.
Figure 3.5: The Core’s (ROS) Basic Data Flow: Data are gathered from sensors and
ports and standardised into ROS messages. Part of the nodes perform
further analysis on the nodes to extract useful information, where others
are utilised to display the information on the screen. The Figure shows
how the ROS nodes are connected with each other.
In this rest of this section we provide a description about the functionality
of the Core’s nodes as well as the algorithms utilised for specific tasks (i.e.
blinking, track segmentation):
3.3.1 UDP Servers
As mentioned in Section 3.1.1, the Simulator is broadcasting the data from the
race simulator and the eye tracker through different ports using UDP clients.
The purpose of the UDP server nodes at the Core is to collect the broadcasted
data from the network, transform them into ROS messages and publish them
into the ROS network in order to be used by the required subscriber nodes.
3.3.2 RGB-D Library
RGB-D library is one of the standard ROS packages that transforms raw
data from RGB-D devices, such as the Microsoft Kinect, into standard ROS
messages such as (registered) point clouds, disparity images, depth images,
RGB images, etc.
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3.3.3 Segment Detector
The Segment Detector node is responsible for informing the concerned nodes
about the current track segment of the user and therefore utilising it to detect
when there is a segment change. At initialisation, the node is responsible
for reading the appropriate files representing the segments and finding their
start and finish locations.
As shown by Fig. 3.6, at each of the segment’s edges, there is a perpendicu-
lar line which acts as a “gate”. When the position of the car enters within a
boundary distance from the gate (shown by the shaded area), the algorithm
tracks the consecutive locations of the car and checks for a sign change (i.e. car
crossed the perpendicular line). When a sign change is detected it publishes
an update for the current segment.
The particular algorithm was found to be the most efficient and practical.
Due to the various paths of the segments and orientations of their entries and
exits, a simple rectangle could not be used to concatenate and detect their
regions.
Figure 3.6: Segment Detector algorithm creates “gates” on each ends of the segments
and searches for a sign change between consecutive car locations. When
a change is detected it publishes an update to the Framework about the
current segment of the user.
3.3.4 Blink Detector
The eye tracker that is installed on the simulator does not provide any eye
blinking information through its API. Therefore, we implemented our own
node in ROS that detects eye blinking from the available sequential data.
As shown in Table M.2, there is variable for each eye (HasRightEyePosition,
HasLeftEyePosition) that is set by the eye tracker when it has data available.
Our node continuously checks those variables along with their corresponding
system time (Timestamp). When both of them are unset for the first time, their
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timestamp is recorded and then the algorithm checks when both of them are
re-set again.
The difference between the two timestamps specifies the amount of time the
eye tracker couldn’t retrieve any data from the eyes. According to Table 3.1 the
absence of data through time is interpreted either as noise, blink, microsleep
(i.e. prolonged eye closure) or user is not present. The numbers were selected
according to the fact that blinking time is known to be around 100− 400ms3.
Table 3.1: Interpretation of absence of eye tracking data in respect to time duration.
Activity Time Difference
Noise ∆t < 0.05s
Blink 0.05s 6 ∆t < 1s
Microsleep 1s < ∆t < 3s
Not present ∆t > 3s
3.3.5 Head Pose Unit
The head pose unit uses the algorithm created by Fanelli et al. (2011) ported
to ROS node. They are exploiting Random Forests (RFs) (Breiman, 2001) to
estimate, in real time, the 3D coordinates of the nose tip and the angles of
rotation of the head through data obtained from a depth camera. During
training, data were split into patches of the depth images whereas each non-
leaf node of each tree is set to be a binary test from a large set of generated
possible tests. Due to the fact that the prediction accuracy of the RFs depends
on the size of the training dataset, for training data they generated a large
database of synthetic depth images of faces by rendering a 3D morphable
model in different poses. Their method was proven to be fast and reliable
even when there was a percentage of occlusion on the nose. It also doesn’t
need any manual initialisation for finding the head pose and it is not utilising
any GPU power like similar methods.
3.3.6 Recorders Unit
The unit is responsible for capturing and recording all the messages sent
through the ROS network. This unit runs various nodes that either record
3 Blinking time source: Schiffman, H.R., Sensation and Perception. An Integrated Approach,
New York: John Wiley and Sons, Inc., 2001
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the data into specific ROS’s containers (called rosbags) or custom text/binary
files. It is important to mention that, in order to avoid “rosbag” overheads,
the video stream from the cameras is saved as a sequence of images and
converted into a video afterwards. Also, the recording of camera and depth
streams through ROS was using a lot of disk space.
3.3.7 Real Time Display
As seen in Fig. 3.2a the Core is connected to a 42 ′′ monitor that is utilised
to visualise important data in real time from ROS’s viewer nodes. Also,
depending on the experiment carried out, specific viewers were implemented
that will be introduced in their respective chapters. The main viewers are:
• Info Viewer (Fig. 3.7a): Displays data about current and last lap times,
personal records and current time.
• Path Viewer (Fig. 3.7b): Displays the track’s path along with the current
position and a part of the past history of the car’s path.
• Segments Viewer (Fig. 3.7d): Displays each segment separately, their
optimal path and the user’s path attempts along with the best time,
current and best performance of the user on the segment.
• Inputs Viewer (Fig. 3.7g): Displays the user’s inputs. Throttle and Brake
which are coordinated by the legs, are displayed as bar columns of
changing height. Steering wheel data alters the angle of a virtual wheel
on the screen.
• Forces Viewer (Fig. 3.7c): Displays the longitudinal and lateral forces
acting on the tires along with the car’s acceleration by using the so
called friction circle. More details on the car’s road traction and design
of our friction circles can be found in Section L.1 in Appendix L.
• Eye Tracker Viewer (Fig. 3.7f): Displays the position of the eyes in the
3d space along with the eye gaze of the user projected on a rectangle
which represents the screen.
• Blink Viewer (Fig. 3.7e): Displays the duration of the detected eye
closures (y-axis) along time (x-axis).
• Camera Viewers: As we mentioned there are two RGB-D cameras; one
placed in-front of the user and another above and behind. The front
facing camera viewer is shown in Fig. 3.7h. The augmented yellow
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arrow shows the direction of the head detected by the head pose unit.
The back facing camera viewer, as shown in Fig. 3.7i, has a small red dot
that displays the eye gaze of the user as determined by the eye tracker.
In order to merge the eye tracking data to the images we trained Linear
Regression (LR) models across x and y direction from known points on
the image and eye gaze coordinates.
3.4 conclusion
In this chapter we reviewed the design and implementation of our Framework.
We discussed about the functionality that is performed at its three basic
systems and how they communicate with each other:
• Simulator – communicates with the eye tracker and runs the car simu-
lator.
• Track Design – handles the automated graphic modelling of the simu-
lator’s tracks.
• Core – communicates the RGB-D cameras, acts as synchronisation clock
and runs ROS which handles, analyses and displays all the data in the
Framework.
We briefly examined the application of our common viewers that display
in real-time, essential data while the user is operating the simulator. We also
clarified how the important parts of the Framework were carried out such as
head pose, blinking and segment detection.
A significant amount of time was spent experimenting and testing dif-
ferent framework designs in order to adopt the current one. As mentioned,
the current design is mainly controlled by two configuration files, local to
the systems, that initialise important variables in our algorithms (see Ap-
pendix N). The Framework described in this section was utilised to carry out
our experiments and research over the next chapters.
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(a) Info Viewer
(b) Path Viewer (c) Forces Viewer
(d) Segments Viewer
(e) Blink Viewer (f) Eye Tracker Viewer
(g) Inputs Viewer (h) RGB-D Front and Head
Pose
(i) RGB-D Back and Eye Gaze
Figure 3.7: The Real Time Display Viewers of the Core. Depending on the experiment,
a combination of them are loaded on the wall-mounted screen, connected
at the Core, for real-time display of the Framework’s data.
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4
USER MODELL ING FOR TRA IN ING AND ENGAGEMENT IN
CAR RAC ING GAMES
In this chapter, we describe the design and implementation of our user model
using a combination of behavioural and physiological data. The model aims
to infer the current user’s experience, attention and performance while play-
ing a car racing game. This approach elicits metrics that are correlated with
the user’s performance. Performance in games is a function of the skills, chal-
lenges and attention of the player. These metrics (that will occasionally refer
to), as mentioned by the player experience modelling community (Yannakakis
et al., 2013), are formally defined as statistical spatiotemporal features.
Our aim is to monitor these properties, update the user model and provide
decision adjustments for the alteration of the racing track according to the
user. We propose a technique that modifies the game experience in real-time
with the purpose of keeping the player’s satisfaction high and enhancing the
learning process. Utilising such a model in racing games, the user’s state and
performance is continuously audited. Side systems, like track construction
algorithms or even automated intelligent tutors, could make use of the data
from the model to either create paths that are tailored to the individual or
advise the user on their weaknesses.
As shown in Fig. 4.1, the proposed user model is defined in sequential
abstract layers following the Trace Theory (TT) framework (Settouti et al.,
2009). Several machine learning techniques, such as Affinity Propagation
(AP) (Frey and Dueck, 2007) and Random Forests (RFs) (Breiman, 2001) are
utilised to process the incoming data and transform them into available
metrics, whereas, a weighting model (such as Linear Regression (LR)) specifies
their significance to the particular user. Finally, the higher layers are built
up using ideas from educational theoretical frameworks such as the concept
of flow (Csikszentmihalyi, 1990) and the Zone of Proximal Development
(ZPD) (Vygotsky, 1978) and provide path altering decisions for the particular
user.
Our experiments are focused on the engineering and user modelling chal-
lenges underlying the detection of the optimal level of adaptation for each
individual and validating the model’s outputs against the performance and
feedback data from 52 users. We conducted a user profiling analysis in order
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Figure 4.1: An overview of our personalised user modelling approach for evalu-
ating a driver in car racing. Low level inputs are being converted to
performance metrics using either expert or user’s “best” data. They are
then transformed using TT through game related rules and significance
weights into values representing variables from the concept of flow. Fi-
nally, the performance and state of the user, that is represented by these
variables, are exploited to instruct how each segment path is going to be
altered.
to verify and find the patterns emerging from our user responses and determ-
ine our user types. We also validated our framework’s outcomes using the
data collected from the users through their responses.
This chapter is organised as follows. In Section 4.1 we analyse our vision
and motivation towards our proposed implementation and we outline the
synopsis of the assumptions employed. In Section 4.2 we give a thorough
description about the set-up, the experimental procedure as well as the
questions that were asked during the experiment. In Section 4.3 we explain
how each level of the model analyses the collected data and the algorithms
involved using a bottom-up approach. We also, include our experimentation
for selecting the appropriate algorithms for the model. In Section 4.4 we
present our results for verifying and validating our model through the user’s
collected data and feedback. In Section 4.5 we discuss the impact of our model
and results. We also outline the limitations of our validation process. Finally
we conclude with Section 4.6 with a summary of the key points about the
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implementation of model, its outcomes and the issues that will be addressed
over the next Chapter (5).
4.1 vision of the proposed implementation
A well-designed computer game can promote engagement and have the
potential to be an effective learning environment (Whitton, 2011). In a car
racing game the motive is to engage and train the users by improving their
driving habits particularly at high speeds. A study that was carried out to
reveal the factors of engagement in games, revealed that (1) the perception
of being good in the activity and (2) being able to see fast improvement
contribute positively to the engagement (Whitton, 2011).
Through his research, Coyne (2003) analysed the design and characteristics
of various existing games. Repetition is found to be one of the main aspects
of engaging games, like shooting targets, driving, searching for clues, etc.
This is usually concealed through variation either in the form of difficulty
levels (new opponents, track, etc.) and/or through a narrative. Games are
based on “variation across repetitive operations” where repetition lulls the
user into a mode of expectations which is radically broken to enhance the
user’s engagement. Progressing to a next level is interpreted as a reward. In a
racing game, and particularly in our case, repetition is the driving task itself
and variation comes in the form of new tracks. Therefore, our options would
be to:
1. Let the user learn by repeating the same track until a desirable level of
skill is achieved and then move on to a more challenging track.
2. Provide a dedicated instructor/teacher that will monitor and teach the
driver exactly what to do, in order to advance their driving skills.
3. Allow the user to drive through a range of different tracks, such as to
increase their handling confidence and learning through exposure to
various situations.
In order for the user to gain experience, the user has to overcome chal-
lenging tasks and be self-motivated so (s)he can remain engaged to his/her
training. Approach 1 would only be successful if the driver is already well
experienced with racing, or the driver’s motivation and patience to achieve a
desirable level of expertise is very high. Approach 2 is a proven and effective
approach for someone who wants to learn, however the costs of personal
tutoring are quite high. Maintaining patience and motivation rests on the
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teacher thus the trainee might not feel a sense of self-accomplishment. Ap-
proach 3 would retain high user engagement, since the user is not repeating
the same path repeatedly and meanwhile providing the training that Ap-
proach 1 would offer. Nonetheless, a question arises: How can you make sure
that the progression of chosen tracks is suitable for a particular user?
According to Steels (2004), there has to be a balance between task challenge
and skill. Therefore tracks that are too easy for the user will soon cause
boredom while tracks that are very hard will cause anxiety or frustration. This
leads to the same result which is low engagement and hence no advancements
in training. Providing the correct balance and a compelling environment for
the user to be in a cognitive optimal (flow) state, can be considered similar
to being highly engaged (Whitton, 2011). Similarly, Koster (2013) agrees that
balancing new information (challenge) and avoiding sensory overload is the
key to providing an engaging game.
Our conception of the user model targets the main disadvantage of Ap-
proach 3 and acts as a feedback receiver-teacher of Approach 2, such as to
perceive the current state and skill of the user through physiological and
game specific data. This way we can reinforce the engagement by providing
decisions to alter the track according to the user’s current model. The user
model aims to adapt the game challenge – path of the track – according to
three notions adopted from the concept of flow (Csikszentmihalyi, 1990):
experience : describes the skills of the user through user’s performance
in the game. The value is determined from the average proximity of the
user’s model to the expert’s.
exploration : describes the challenges the user faces in the racing game.
It is determined through several actions made by the user such as
variation in the user’s approaches and techniques to complete a path.
These can be either different racing lines, unusual eye fixations, new
inputs, etc. The reasoning behind this is that the user tries to overcome
the presented challenge by experiencing something new and therefore
improving their skills either through positive or negative result. De-
pending on how the value of experience changes, high/low exploration
is interpreted in different ways as we will explain further on in our
hypotheses.
physiological attention : describes the continuous engagement of
the user. This notion is based on the assumption that the expert’s model,
from which the user features are compared, represents a fully engaged
user according to physiological and non-physiological features. To de-
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termine the attention metric, we first evaluate the average proximity
(experience) of the user to the expert model using only non-physiological
data. Getting high values from user input and game output metrics
shows that user is performing well with respect to segment times and
racing lines; therefore, attention should be high. This is based on the as-
sumption that in order for the user to accomplish high non-physiological
(game related) values, the user should be highly engaged with the game.
Otherwise attention is evaluated from the current variations (exploration)
of the user’s physiological data. Since the data are relative to those of the
expert’s, positive physiological exploration shows that the current features
of the user are closer to the expert’s.
The main assumption underlying the implementation of these three percep-
tions is that we are considering the expert model, that the user is compared
with, optimal in respect to engagement and performance levels. It is what
the user should imitate and achieve, whereas any deviations from that are
conveyed as lack of skill, challenge or attention.
It is also important to mention that the model uses both physiological
features from external sensors and behavioural data from the game and
calculates the significance of each feature obtained according to the time
performance of the user in a path. Merging the data from both domains
gives the model more data to explain the events that are unfolding in the
game. Multimodal player models have been reported to be more accurate
and match the user’s responses better than their corresponding models built
on unimodal data (Yannakakis, 2009; Yannakakis et al., 2013).
For example, an incorrect sequence of input actions can explain why the
user crashed over a sharp turn and as a result the segment’s time was
poor. However, this might also have been a consequence of user’s lack of
experience in identifying the correct speed and position to brake and steer or
lack of attention. The latter can only be interpreted through the concurrent
monitoring of head pose and eye gaze.
These high level perceptions monitor the user experience while playing
the game and can describe the state and engagement of the user with the
game according to the combination of their values. Based on the theory of
flow (Csikszentmihalyi, 1990) there has to be balance between challenge level
and user skills, whereas attention determines how much these values are
sensitive to each other. As a result, there are four main hypotheses that are
possible for the particular task:
1. Both Experience and Exploration are High: This is the optimal state. Since
experience is high, the user is engaged with the task and begins to learn
74 user modelling for training and engagement in car racing games
the particular path. However, exploration is also high, therefore the user
has space for more self-improvement. This means that the user’s skills
are above a threshold value but not as close to the expert’s since high
exploration indicates that user hasn’t reached the optimal steady values
of the expert’s yet. According to the interpretation of skill development
by Valsiner (1997), the user found a better way to tackle a path. However,
this is not yet embraced as part of his/her experience.
2. High Experience, Low Exploration: The user is attaining more skills with
challenges dropping below a threshold. The user is performing well
and since exploration is low this means that user found an optimal way
to handle a path and it is adopted into the user’s skills. In order to keep
the user engaged, then the level of difficulty should be raised so as to
challenge the user.
3. Both Experience and Exploration are Low: The user is lacking the skills
for the challenge faced. Therefore, attention value will play a critical role
to reveal if the user is getting bored and giving up (low value) or if the
user is engaged with the task through self-motivation to succeed (high
value).
4. Low Experience, High Exploration: Challenges are much greater than the
skills of the user. The user is performing poorly even when different
techniques are being tried. If this state continues to persist then user’s
anxiety level will increase; therefore, in order to push the user back in
the engagement-training region we should drop the difficulty level of
the game.
Based on the calculated values of the notions and the hypotheses, the model
outputs decisions on whether a path should become easier, challenging or
kept the same.
4.2 implementation
This section discusses the experimental protocol as well as the Framework’s
configuration chosen for the data collection process, that aid in the design of
our user model.
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4.2.1 The Simulator
Data were collected through the Framework described in Chapter 3. For this
experiment we only employed the Core and the Simulator systems. The users
were asked to complete 20 laps on a particular track that we developed and
to fill a questionnaire with demographic and user profiling questions before
and after the experiment.
4.2.2 Car and Track Selection
The car selected, from the ones available in the game, was a sport version of
the Renault Megane. The requirements were to have a car that was easy to
drive by an amateur driver, quite stable on the road, with a decent acceleration
and top speed.
The experiments are loaded with a custom designed track called Brand-
Hatch Indy, which is a short (≈1.93Km) but still challenging track with
various types of segments (e.g. chicanes, straights, sharp turns). As seen in
Fig. 4.2, the track was split into 6 segments which we use to group the data in
the user model. Segments were defined in such a way that they will consist
only of a single path type (e.g. straight, turn, chicane, etc.). In the track’s
implementation, each side of the road was fenced (after 20m of grass), so the
user cannot skip a segment by taking shortcuts.
Figure 4.2: The BrandHatch Indy track used for the experiments is split manually
into specific segments. These segments are defined in a way that they
will consist only from a single path type (e.g. straight, turn, chicane, etc.)
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4.2.3 Data Collection
We collected data from 52 users, where each user was asked to drive our
customised track once for 20 laps. The user answered a set questions before
and after the experiment. Prior to starting the experiment, each user was
informed about the controls and visual information of the simulator and the
fastest lap of the particular track as a form of motivation.
It was important not to restrain the users with any unnecessary game-
specific constraints or tasks. Thus users were advised to play and enjoy the
game in their own way. This is because in a similar set up, Backlund et al.
(2006) reported that users who were not assigned any task during a driving
experiment enjoyed the game more than the ones who were given a task.
Each subject was given the opportunity to get to know the simulator
through a single practice lap at the beginning of the experiment which was
discarded from further analysis. It is important to note that none of the users
had previous experience on the particular game or track. At the end of the
trial and after the completion of the questionnaire, the users were informed
about the aims of the experiment and a short informal interview was carried
out.
4.2.4 Questionnaire
Through questionnaires, we collected demographic as well as subjective
metrics from our users. Subjective metrics were designed to aid the evaluation
of the user model. As will be shown in Section 4.4, we based the validation of
our user model’s outcomes and high level variables on the reports obtained
by the users.
Before starting the experiment, the users were asked about their age, gender
and if they had a driving license or not as well as how long they have been
driving. Furthermore, they were asked questions (Likert-scale) shown in
Table 4.1.
Our custom questionnaire has drawn inspiration from several established
questionnaires on assessing the self-report of the user either towards ro-
bots (Nomura et al., 2006) or user’s psychological state (Bieling et al., 1998).
However, in order to obtain specific user responses and relate them to the
variables of the Framework we decided to create a more explicit questionnaire
to the experiment.
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Table 4.1: Game-related questions asked before and after the experiment
ID Questions Options
Before the experiment:
Frequency How often do you play car ra-
cing games?
[Never, Occasionally, Fre-
quently, Every Day]
pre
Self-Rate
How would you rate yourself in
car racing games?
[Beginner, Intermediate,
Advanced, Expert]
After the completion of the experiment:
post
Self-Rate
How would you rate yourself in
the racing game you tried?
[Beginner, Intermediate,
Advanced, Expert]
Difficulty How would you rate the path of
the given track?
[Very Easy, Easy, Medium,
Hard, Very Hard]
Improved As you loop through the track
did you feel that you improved?
[Nothing at all, Little Bit,
Quite a lot, Very Much]
Fatigue Did you feel tired during the ex-
periment because of the lap re-
petition?
[Nothing at all, Little Bit,
Quite a lot, Very Much]
4.3 user modelling
Our approach to the user model implementation utilises a sequential hybrid
modelling approach and integrates several algorithms, techniques and the-
ories from literature. A top down view of the user model shown in Fig. 4.1
encapsulates the model processes and identifies the backbones of each layer.
Real time raw data from user input, game, eye tracker and head pose (Low
Level Primitives) are being converted into Performance Metrics by comparing
them against user’s previous “best” data or expert’s data. Each metric has
been given a certain weight through a linear model (Weighting Model), fore-
casting against the time taken for a certain path to be completed. Through
the utilisation of Trace Theory (TT), the performance primitives – along with
their weights – are transformed via game specific rules, into variables of the
concept of flow (Csikszentmihalyi, 1990) (Theoretical Frameworks). This concept
can evaluate the challenges that the user is facing (Exploration), the skills that
the user attained (Experience) and the attention (Physiological Attention) that
the user is paying to the task. From then on, the algorithm tries to balance
those abstract concepts according to the individual by giving certain instruc-
tions to alter the track. In this section we break down each of the layers of
the user model – shown in Fig. 4.1 – and explain the processes carried out to
reach to a decision for each segment.
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4.3.1 Low Level Primitives
Our focus was to use data from unobtrusive sensors, so that we can avoid
the attachment of sensors to body parts, as this “might affect the experience
of our user" (Yannakakis et al., 2013). Data from the game (e.g. position,
speed, number of collisions), user’s actions, eye gaze and RGB-D data are
collected during the task and timestamped through a common clock. One
of the novelties of our method is that the data is grouped and analysed
according to predefined split segments of the track, as shown in Fig. 4.3 (The
figure shows the trials of one of our subjects along the track). Segments can
either be a turn, a straight line or a chicane. The advantage of this method is
that the user is being monitored more frequently than once every lap and our
metrics reflect on the performance of more primitive paths where it is easier
to identify the weaknesses of a particular driver. As seen in the bottom part
of Fig. 4.1, the low level primitives of the user model consist of data from two
main categories (physiological and non-physiological data), extensively listed in
Table 4.2.
It can be argued that a subset of our physiological data can also be considered
as behavioural. For example, the eye movement/position or blinks are meant
to be physiological since the action is perform by the body. However, the
eye gaze, as captured on the screen, within a specified context (game) is
behavioural. The same argument can also be done for the head pose. In order
to avoid further confusion we will refer to them only as physiological data.
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Figure 4.3: The colour-coded segment paths of one of our users around the track.
Segments are determined by the number enclosed between the two
perpendicular lines. Each segments is predefined for the particular track
so as to perform the grouping of the data obtained.
4.3 user modelling 79
Table 4.2: The Raw variables collected for the user model, directly from the sensors.
Non-Physiological Physiological
User Inputs Game Outputs Eye Tracker RGB-D
1. Braking 4. Time of Collisions 10. Eye Gaze (XY) 13. Camera in-
formation
2. Throttle 5. Car XYZ Position 11. Eye Position
(XYZ)
14. Depth (m)
3. Steering 6. Speed (Km/H) 12. User Presence 15. RGB video
(Time) 7. Virtual Orienta-
tion
(Time) (Time)
8. Lap No.
9. Time
Table 4.3: The Primitives of the lowest level of the user model extracted from the raw
variables.
Non-Physiological Physiological
User Inputs Game Outputs Eye Tracker Head Pose
1. Average
Braking
6. No. of collisions 10. No. of Blinks/s 17. CN of HP
2. Average
Throttle
7. Car XYZ Position 11. Screen Concen-
tration
18. CC of HP
3. Average
Steering
8. Position and Speed 12. CN of EG 19. CN of HP
and VO
4. CN of
User Inputs
9. (Segment Time) 13. CC of EG 20. CC of HP
and VO
5. CC of
User Inputs
14. CN of EG and
VO
15. CC of EG and
VO
16. Eye Fixations
CN: Cluster Number, CC: Cluster Centres, VO: Virtual Orientation, EG: Eye
Gaze, HP: Head Pose
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4.3.2 Analysis of Low Primitives
The raw data of Table 4.2 cannot be directly used as a comparison measure
for creating a performance metric. It has to be transformed into a value
or sequence of values that can exert a significant performance result when
contrasted with data of the same kind. Over the next paragraphs we are
going to describe the process of converting the variables of Table 4.2 into the
primitives of Table 4.3.
The first phase of the data collection process consists of storing streams of
sequential data and clustering them into Low Level Primitives (see Fig. 4.1).
Ideally the clustering method should conform to the following requirements:
• Automatic determination of optimal number of clusters. The number of
clusters is one of the extracted features of the user model.
• Flexibility on the choice of similarity measure to make the clusters more
relative to the feature they describe.
• Simplicity and fast performance while maintaining low error levels,
since our user modelling is performed in real-time.
user inputs: These are the principal links between the game and the
user and, as it will be shown later in Section 4.3.3, there is certainly a
correlation between them and our goals (user training and engagement). The
user has three main inputs to the car simulator: the steering wheel, the
throttle and the brake pedals. For each of the three series of data we compute
the mean value for a particular path to create the corresponding primitives.
We also perform the Affinity Propagation (AP) clustering method, described
in Section K.1, over all three inputs to find the number and position of
their dominant values along the path. Clustering results points to several
combinations of inputs that act as the centres of all data. The number and
values of those centres are both used as a primitive in the user model.
The clustering of inputs of one of the subjects in segment 3 is shown in
Fig. 4.4a. Figure 4.4b shows the path of the user for that particular attempt.
AP clustering facilitates the use of a user specified similarity measure to group
the data into clusters. The similarity measure used to cluster the three inputs
is their Euclidean distance.
game outputs: One of the main reasons for choosing that particular
simulator is that it provides real time output data of the car and the environ-
ment’s states with a high sampling rate (100Hz). By using the lap number,
4.3 user modelling 81
time and path position we are able to create indices at the points at which
each segment starts and ends for each user, so we can split and group the
data together. As game output primitives, we extract the number of collisions
per second as we have their incident time for a segment and the time taken
for the user to compete the segment. We also store primitives of the user’s
path as well as the user’s path accompanied with the car speed.
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Figure 4.4: (a) Algorithm created 6 clusters of inputs when subject-1 drove through
segment 3 on lap 14. (b) Segment 3 of the track and the path followed by
subject-1 on her 14th instance
eye tracker: From they eye tracker we obtain four kinds of inform-
ation; a parameterised real world position of the eyes, the eye gaze on the
screen, the eye gaze fixations and the presence of a user. Through a combin-
ation of this information, we calculate and define as the user’s primitives
(see Table 4.3): the number of blinks (see Fig. 4.5c), the number of fixations
per second for a particular segment, as well as the screen concentration time
normalised to the segment’s time.
We also perform AP on the eye gaze to determine the position and the
number of important targets on which the user was fixating (see Fig. 4.5a).
Furthermore, instead of clustering only on the eye gaze, we determine the
number and important centres of the user’s gaze according to the orientation
of the car in the virtual space for a particular segment (see Fig. 4.5b). This
addition encapsulates the relationship between the user’s gaze and the ori-
entation (in radians) of the virtual world in the game. The similarity measure
used for both clustering approaches is the Euclidean distance of the 2 and 3
dimensions respectively.
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Figure 4.5: As subject-1 drove through segment 3 on lap 14: (a) algorithm created 4
clusters for Eye Gaze (XY), (b) algorithm created 4 clusters for Eye Gaze
with Virtual Orientation (XYθ), (c) blinked twice.
rgb-d and head pose: Apart from eye gaze, the other main physiolo-
gical feature of our model is the real-time estimation of the head pose of
the user. There are several reasons for combining eye gaze and head pose
together. Our main considerations were to keep the costs low when providing
sensors for our model and provide an unobtrusive experience. Our particular
eye-tracker has a limited angle visibility. This means that it can no longer
track the eyes of the user when head angles are large. Head position assist to
fill in this gap of information when there are not any gaze data available.
Incorporating the algorithm (described in Section 3.3.5) of defining head
pose using RFs, we determine the head position and orientation of the user
at any given time. As with the eye gaze, we use the orientation data as well
as the virtual orientation of the game to create two sets of clusters with the
AP algorithm. This results in four different primitives regarding the head
pose: number of spots and the location of the centres for each approach
(see Figs. 4.6a and 4.6b). The orientation of the head pose is given as a
quaternion. Therefore, for a similarity measure in the AP algorithm we use a
dot product to relate the angles between different quaternions. In addition,
in the approach with the added virtual orientation, the extra dimension is
related with the Euclidean distance.
After the primitives are computed, they are stored into the lowest level of
the user model. The next step is to convert them into performance metrics so
that we can assess the efforts of the user towards the task.
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Figure 4.6: As subject-1 drove through segment 3 on lap 14: (a) algorithm created
2 clusters for Head Pose, (b) algorithm created 2 clusters for Head Pose
with Virtual Orientation (VO). VO angle has been used to rotate the head
pose in the Z direction so that to make the clusters visible in the figure.
4.3.3 Performance Metrics
An interesting study by Hong and Liu (2003) analysed the thinking strategies
between different users in a game of “Klotski”1. They concluded that expert
users, determined by the fewer number of steps and operation time, were
using more analogical thinking towards a solution (e.g. devising a series
of next moves) whereas novice players’ movements were mostly random.
Having in mind that the solving ability for a problem is content oriented,
they suggested that by understanding the ways the experts operate, we can
determine the type of training required for a novice learner to acquire the
experts’ skills faster. The concept of our performance metrics employ this
idea by assessing the user’s actions with the expert’s.
Through this approach we utilise the theory of Zone of Proximal Develop-
ment (ZPD) mentioned in Section 2.1.2 which is the difference between what a
person can achieve with and without help. By comparing the user’s metric to
a better set of data, we quantify this difference to be the amount of training a
person needs to reach an optimal skill level.
In the user model structure (see Fig. 4.1), the layer above the low level prim-
itives involves their conversion to performance metrics. From each category
in Table 4.3 several performance metrics are obtained comparing either the
current user’s values to an “expert driver” (if they exist) or to a previous
1 Klotski is a sliding block puzzle where users slide blocks through the confined space in order
to move the main block through the exit door.
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user’s “best”. Therefore, there are metrics appraising the performance of the
user at a global level and at a personal level.
A collection of data for a segment is defined to be more optimal than others
according to the amount of time the segment took to complete. As a result we
would expect that the “expert driver” would have the fastest possible time
on that segment. In our experiments, the expert driver for each segment was
defined at the end of the data collection process by getting the user with the
fastest segment times.
For each of the primitives in Table 4.3 we use different methods as compar-
ison against the “optimal” values. Most of the primitives (No. 1-4, 6, 10-12,
14, 16, 17, 19) create the metric by finding the absolute difference from the
optimal values, however, time performance (No. 9) is being divided by the
optimal one for each segment. Cluster centres (No. 5, 13, 15, 18, 20) are being
matched with their closest optimal centre and the average value of their
Euclidean distance is obtained.
For No. 7 and 8 we use a different approach, since they consist of a sequence
of data. In general, to find the dissimilarity of the path covered between two
different sequences of car positions, it would be wrong to compare the points
one-to-one since there is a high probability that the sequences are not of
the same size (since the path has a very low probability of being identical
but the sampling rate is constant). A solution is to use a form of dynamic
time warping between the two sequences so that the temporal domain is
abstracted out and we are only comparing the spatial domain which is the
path. In our case, we simply find the two closest points of the optimal path
to each of the user’s points in the path. We then calculate the point that is
perpendicular to the vector joining the two optimal points and the user’s
point.
For example, Fig. 4.7a shows, in blue, the trajectory of the expert driver
and in red is the recorded user’s trajectory. If we zoom in on the points, as
shown in Fig. 4.7b, we have A and B, which are two consecutive points of
the optimal path and C. C is a point created by the path of the user in the
track. Our algorithm tries to find the closest points from the optimal path, A
and B, for every user point, C. It then finds a point D on the vector
#   »
AB that
forms a perpendicular vector
#    »
DC. This calculates the difference of point C to
its closest point on the optimal path. However, the path consists of discrete
points and therefore, a perpendicular point on the path might not exist.D is
found by optimising the solution for the 3 dot product equations shown in
(4.1). The summation of all the absolute distances of the points in the user’s
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path, denoted by the vector
#    »
DC creates the path performance metric (No. 7 in
Table 4.3) of the user.
#   »
AB · #    »DC = 0
#    »
AD · #    »DC = 0
#   »
DB · #    »DC = 0
(4.1)
For calculating the path with speed metric (No. 8 in Table 4.3) we use a similar
(a) (b)
Figure 4.7: (a) Comparison of Optimal (Blue - Circles) and User’s (Red - Squares)
path. (b) Optimal Points (Blue - Circles) and User Point (Red - Square)
forming the vectors.
method as with the path metric. This time we have to find the speed of the
new Point D as well. Therefore, speed is found by interpolating the speeds
of points A and B using their distances as a weight as shown by ( 4.2). Then
the sum of their squared differences (SSD) of all matched speeds is noted as
a metric, as shown by (4.3).
SpeedD = SpeedA + (SpeedB − SpeedA) ∗ ‖AD‖‖AB‖ (4.2)
Metric8 =
∑
(UserSpeed− SpeedD)
2 (4.3)
The presumption made to create these two metrics is that the former analyses
the user performance only on the closeness to the optimal path, whereas the
latter comments on the speed as well. As we notice later in Section4.3.4, the
latter is more correlated to the segment time since time is indirectly involved
in the speed-path point.
The performance metrics in the model are converted to represent percent-
ages, through exponential functions, so that (1) they are comparable against
each other, without the need of rescaling, and also (2) outliers are brought
closer together. Regarding the latter, when two users perform poorly in a
metric, their values are expected to be well beyond and below the mean of an
average user. However, the two values could still be far from each other. This
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doesn’t provide any more information rather than a poor performance from
both on the particular metric.
The use of exponential functions helps to decrease that gap and keep the
linearity of the rest, up to the point where the original value is significant. For
example, if two users’ paths have a huge difference from the expert’s then we
know that both users’ time and path performance would be low. However,
the time versus path performance proportionality is not as linear as the ones
coming from average/high metric performances
The exponential function used to convert the metrics to percentages is
shown in (4.4). Each performance metric is using a modified exponential
function according to the metric value, X, of the expert to expert comparison
(X is usually 1 or 0). The Constant, C, for each different metric is determined
by solving (4.4). This is by assigning the Metric variable to the median value
of all the values collected (from all users for the particular metric), and the
%Metric variable to 50%.
%Metric = 100 ∗ exp
(
−
(Metric−X)
C
)
,
∀R and X = Expert-To-Expert value
(4.4)
4.3.4 Performance Metrics Weights
In racing, “time” is the most general and important metric that can reflect on
the performance, skills and engagement of the user to the task. However, we
have to further explore the data in order to understand whether the driver
actually achieved a good time. In our user model we try to justify and break
down the time taken by the user, through a particular segment, using several
descriptive metrics. Therefore for finding the best “weight” of each metric
towards the user’s segment time performance, we used various modelling
approaches; whereas the best weights describing the correlation (4.5) from
our collected data were adopted.
The metrics are split into three groups: All, Non-Physio, Physio. All in-
cludes all metrics in Table 4.3, Non-Physio consists of all metrics obtained
from user inputs and game outputs and Physio includes metrics associated
with user’s physiological data, such as those obtained from eye tracker and
head pose. Time performance is not included in any groups since it is used
as reference variable in (4.5).
ρmax = ρ(TimeMetric
l
s,
m∑
k=1
WskM
sl
k ) (4.5)
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where:
• TimeMetricls is the time performance metric of a segment s and user lap
l (No. 9 in Table 4.3)
• Wsk is the weight for a particular segment s of a particular metric k.
• m is the number of metrics defined in each of their group: All, Non-
Physio, Physio.
• Mslk is the performance Metric k of segment s and lap l
Since this is the first time we approach the correlation between racing time
and summation of metric-weight pairs, we decided to start by setting the
baseline with a Linear Based model. In this research we are interested in the
feasibility of the approach rather than implementing a perfect end product.
By using Linear Models, the weight - metric pairs can be directly compared
to each other whereas their meaning (as we will see later with the structure of
our transformation rules in Section 4.3.5) can be better inferred. However, in
our future work we are planning to compare our results with more complex
models and algorithms.
We evaluated the weights through various models, using different versions
of Spearman Correlation and Linear Regression:
• Spearman Correlation: The first approach to determine the relation and
significance of each metric to time is to perform non-parametric Spearman’s
correlation (Spearman, 1987) between each performance metric and their
respective performance segment time. In order to evaluate whether our results
– in our case the correlation values – are significant we apply null hypothesis
(H0) testing. H0 indicates there is no correlation between the paired data and
the statistical significance is defined by the p-value (p < 0.05).
The correlation results are shown in Table 4.4. As previously mentioned,
metrics are either created from comparisons with expert or user’s “best” data.
All metrics’ p-values are well below 0.1% margin indicating that the results
are statistically significant. It is also noticeable that most of the correlations
coming from the comparisons of user’s “best” metrics are larger than those
of the expert. This is expected since each user will behave according to their
own knowledge and skills, therefore a small change towards improvement
will be more noticeable. Evaluating (4.5) , the weights Wsk are set to be the
normalised value of the correlations found from each metric k. Also, since
the Spearman correlation is performed from all data collected including all
segments, the weights of each segment s are the same.
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Table 4.4: Spearman Correlation values of the performance metrics against segment
time between user and expert data. All p-values are < 0.001. The closer
the value is to 1 the closer the particular variable is more correlated to the
segment time. As anticipated physiological signals have on average lower
significance to the time than the non-physiological. (Values > 0.40 are in
bold)
Metrics Rho-Value Rho-Value
(User) (Expert)
1. Cluster Number of Eye Gaze and Virtual Ori-
entation
0.37 0.35
2. Cluster Centres of Eye Gaze and Virtual Ori-
entation
0.41 0.28
3. Cluster Number of Eye Gaze 0.27 0.19
4. Cluster Centres of Eye Gaze 0.31 0.14
5. No. of Blinks/s 0.27 0.17
6. Screen Time 0.28 0.17
7. No. of collisions/s 0.56 0.49
8. Path with Speed Performance 0.82 0.91
9. Path Performance 0.57 0.48
10. Cluster Number of Head Pose and Virtual
Orientation
0.44 0.49
11. Cluster Centres of Head Pose and Virtual
Orientation
0.50 0.38
12. Cluster Number of Head Pose 0.23 0.14
13. Cluster Centres of Head Pose 0.40 0.11
14. Cluster Centres of User Inputs 0.59 0.44
15. Cluster Number of User Inputs 0.49 0.54
16. Average Braking 0.21 0.25
17. Average Throttle 0.50 0.60
18. Average Steering 0.48 0.33
19. Eye Fixations 0.20 0.17
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• Spearman Segment Correlation: By grouping the data according to their
segments, we performed Spearman correlation within each segment. This
approach revealed that the significance of each performance metric also
depends on the segment’s path as well (see Table 4.5). Therefore, for this
second method we set the weights Wsk to be the normalised correlations
found for each individual segment s. Thus, the difference of this method to
the previous is that the weight of each metric k is varying across the segments.
Segment 1, which is the straight line in the path, was not included in the
model since it has to remain unaltered due to track design issues (as it will
be shown in Chapter 5).
Table 4.5: Spearman Correlation values of the performance metrics against each segment time between user and expert data. Images show the path of each
segment along with the expert’s trial. All p-values are < 0.001 and therefore correlations are statistically significant. Correlations which are closer to
0 show that the values obtained from the particular metric didn’t reveal any relationship to the improvement of segment time. (Values > 0.40 are in
bold)
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Metrics Rho Rho Rho Rho Rho Rho Rho Rho Rho Rho
(User) (Expert) (User) (Expert) (User) (Expert) (User) (Expert) (User) (Expert)
1. CN of EG and VO 0.32 0.36 0.37 0.28 0.42 0.34 0.25 0.27 0.40 0.43
2. CC of EG and VO 0.39 0.33 0.45 0.23 0.43 0.40 0.30 0.24 0.51 0.37
3. CN of EG 0.22 0.24 0.25 0.20 0.27 0.29 0.19 0.13 0.38 0.08
4. CC of EG 0.33 0.18 0.32 0.20 0.31 0.16 0.21 0.19 0.39 0.21
5. No. of Blinks/s 0.23 0.18 0.24 0.04 0.28 0.22 0.30 0.23 0.29 0.23
6. Screen Time 0.27 0.23 0.28 0.01 0.27 0.25 0.30 0.26 0.31 0.15
7. No. of collisions/s 0.50 0.49 0.60 0.60 0.55 0.50 0.25 0.23 0.69 0.58
8. Path with Speed Perf. 0.82 0.98 0.86 0.92 0.91 0.98 0.89 0.99 0.84 0.93
9. Path Performance 0.45 0.34 0.66 0.56 0.48 0.35 0.35 0.33 0.75 0.68
10. CN of HP and VO 0.48 0.54 0.36 0.33 0.49 0.53 0.30 0.42 0.51 0.61
11. CC of HP and VO 0.55 0.43 0.44 0.42 0.54 0.44 0.38 0.35 0.63 0.45
12. CN of HP 0.26 0.31 0.27 0.29 0.19 0.23 0.06 0.04 0.31 0.36
13. CC of HP 0.37 0.09 0.36 0.09 0.37 0.07 0.27 0.11 0.56 0.19
14. CC of User Inputs 0.53 0.40 0.64 0.60 0.58 0.43 0.31 0.04 0.76 0.64
15. CN of User Inputs 0.44 0.41 0.49 0.45 0.51 0.67 0.27 0.43 0.62 0.61
16. Average Braking 0.18 0.45 0.35 0.45 0.19 0.20 0.15 0.46 0.26 0.34
17. Average Throttle 0.40 0.60 0.43 0.51 0.58 0.73 0.36 0.54 0.69 0.72
18. Average Steering 0.40 0.25 0.46 0.47 0.43 0.33 0.32 0.16 0.64 0.44
19. Eye Fixations 0.20 0.22 0.18 0.23 0.20 0.02 0.15 0.11 0.25 0.23
CN: Cluster Number, CC: Cluster Centres, VO: Virtual Orientation, EG: Eye Gaze, HP: Head Pose
4.3 user modelling 91
• Linear Regression (LR): The main issue with both of the previous ap-
proaches is that the Spearman correlation calculates the significance of each
metric without considering the correlations between them as well. If two
metrics are highly correlated to each other then one of them can be removed
since this makes the whole model simpler and more robust to small changes.
In order to reduce those redundancies and find the best weights that de-
scribe (4.5), we perform a LR for each group of segment data, according
to (4.6).
TimeMetricls = C+
m∑
k=1
XskM
sl
k (4.6)
The LR model calculates the coefficients Xsk of each metric k for a particular
segment s accompanied with an interception coefficient C. Coefficients are
found using the least squares problem method by minimising the sum of the
squared error (min ‖Ax− b‖22) where in our case A represents a matrix of our
metrics observations and b is their corresponding time metrics (Lawson and
Hanson, 1974; Mead and Renaut, 2010). We experimented with six different
approaches using this model (the name in the brackets specifies the id given
to the approaches):
1. (LM Perc) The linear model was forced to provide either positive or
zero valued coefficients Xsk (C was unconstrained) for solving (4.6),
where the data were all expressed as percentages. Then the coefficients
for each segment Xsk were normalised and set as the weights W
s
k. The
reasoning for the positive bounds is because metrics were designed to
have positive correlations to time and also the conversion of the metrics
to percentages was one sided with 100% being the expert.
2. (LM Pos Raw) The linear model was bound to calculate positive coeffi-
cients but metrics were not converted into percentages. The coefficients
found for each segment Xsk were then set directly as the weights W
s
k.
3. (LM Raw) In order to check that our reasoning for positive bounds was
valid, we used the same approach as 2 but with no positive bounds.
Therefore coefficients could be negative as well.
4. (LM * Opt) All of the above linear models are set with the maximum
number of metrics available. However, this might impact on fitness of
the model since they could provide coefficients that are overfitting the
data due to the high complexity of the model and the degrees of free-
dom introduced. Therefore, using all of the three methods mentioned
(LM Perc, LM Pos Raw, LM Raw), we found the optimal combination
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and number of metrics of each method that gave the best linear model
by finding the lowest calculated root mean square error (RMSE) – all
combinations were tested using exhaustive search.
4.3.4.1 Weight Model Selection
For choosing the right weights that fit the data into (4.5), we evaluated the
users’ data from the weights obtained from each model and then performed
a Spearman correlation test between the Time Metric (right side) and the
summation of the left side of (5.1), for each group. The Spearman correlation
of all models and groups are shown in Table 4.6 whereas Figures 4.8, 4.9, 4.10
show only the best of each model type for clarity.
The most correlated model, among all groups of metrics, was the LM
Perc where the weights were bound to be positive and data were converted
to percentages. All versions of the optimal LM models (LM * Opt) didn’t
substantially improve their correlation result but through the plots we can
spot that the optimal models corrected some peaks in the values. Each dot in
the figures represents a segment trial from a particular user. Therefore, each
dot is a set of metrics collected from a respective segment (multiplied by their
respective weights), plotted against the time metric that is normalised so we
can compare all the data from all segments together.
The model selected for our Framework is the LM Percentage (LM Perc) since
it gives the highest Spearman correlation and also the steeper linear curve
in all the results. The weights used for each metric generated from expert
comparisons are shown in Tables 4.7, 4.8, 4.9. The metrics that haven’t been
found to be significant in the user model or they are already described by
other metrics have a very low weight value.
4.3.5 Transformation Rules
Through the previous sections, we explained how user features (low level
primitives) were compared against expert/user’s “best” models to obtain the
performance metrics. Metrics are accompanied with weights that specify the
significance of each metric to the good time performance of a particular path.
These metric-weight pairs are the fundamental information that transforma-
tion rules are using to define higher level concepts.
Following the theoretical frameworks of behavioural analysis like the
concept of flow, the ZPD Csikszentmihalyi (1990); Steels (2004); Vygotsky
(1978) and the Trace-Based System theory (TT) described in Settouti et al.
(2009) and used by Bouvier et al. (2014), we further analysed the metrics
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All: Sum of Weighted Metrics Score vs Time Performance
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Figure 4.8: Outcomes of different models for group All. Between the models tested
LM Perc provides the best weights for a linear correlation between com-
bined metrics and time performance. LM Perc and LM Perc Opt have
identical correlations (ρ = 0.95) since the latter only corrected some peaks
in the values.
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Figure 4.9: Outcomes of different models for group Physio. Between the models
tested LM Perc provides the best weights for a linear correlation between
combined physio metrics and time performance. LM Perc and LM Perc
Opt have identical correlations (ρ = 0.58) since the latter only corrected
some peaks in the values.
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Figure 4.10: Outcomes of different models for group Non-Physio. Between the models
tested LM Perc provides the best weights for a linear correlation between
combined non-physio metrics and time performance. LM Perc and LM
Perc Opt have identical correlations (ρ = 0.94) since the latter only
corrected some peaks in the values.
Table 4.6: Spearman Correlation of the model’s outcomes for 3 different group of
variables; All, Physio, Non-Physio. All correlations are statistically significant
with p-values < 0.01
Figure ID Metrics All Physio Non-Physio
LM Perc 1. LM Percentage 0.95 0.58 0.94
LM Perc Opt 2. LM Percentage Optimal 0.95 0.58 0.94
3. Spearman 0.86 0.54 0.88
SegmentsSpearman 4. Spearman Segments 0.87 0.56 0.89
5. LM Raw 0.50 0.58 0.31
LM Raw Opt 6. LM Raw Optimal 0.73 0.58 0.89
7. LM Raw Positive 0.86 0.56 0.93
LM Pos Raw Opt 8. LM Raw Positive Optimal 0.87 0.56 0.93
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Table 4.7: Weights of each performance metric in All group, generated from expert
comparisons using the LR model constrained for positive value coefficients
(LM Perc). Table shows the amount of significance of a metric according to
the segment’s path. Each column adds up to one. These values were used
to derive our results in the expert model.
Metrics Segment Segment Segment Segment Segment
2 3 4 5 6
1. CN of EG and
VO
0.020 0.004 0.007 0.008 0.010
2. CC of EG and
VO
0.027 0.051 2.2e-06 0.024 0.080
3. CN of EG 1.8e-11 0.014 5.8e-08 0.004 0.002
4. CC of EG 7.3e-10 0.016 0.025 3.4e-10 3.3e-11
5. No. of Blink-
s/s
0.011 4.1e-10 3.4e-10 4.1e-10 0.014
6. Screen Time 2.2e-11 4.8e-10 0.017 0.005 4.9e-12
7. No. of colli-
sions/s
1.6e-10 2.0e-11 6.3e-09 0.042 0.018
8. Path with
Speed Perf.
0.674 0.467 0.848 0.768 0.423
9. Path Perform-
ance
6.0e-12 3.5e-11 2.0e-10 0.011 1.6e-12
10. CN of HP
and VO
0.016 0.004 0.014 0.015 0.015
11. CC of HP and
VO
0.039 0.097 0.002 1.4e-10 0.058
12. CN of HP 0.013 4.3e-10 6.2e-08 0.008 0.018
13. CC of HP 0.008 2.5e-12 0.005 0.033 2.4e-11
14. CC of User
Inputs
0.027 0.044 3.5e-08 7.2e-07 0.048
15. CN of User
Inputs
0.021 0.047 0.008 0.012 0.015
16. Average Brak-
ing
2.6e-11 0.038 1.1e-07 0.009 0.050
17. Average
Throttle
0.124 0.151 0.075 0.047 0.244
18. Average
Steering
0.014 0.026 2.4e-08 0.014 3.2e-12
19. Eye Fixations 0.004 0.042 8.8e-07 1.2e-10 0.006
CN: Cluster Number, CC: Cluster Centres, VO: Virtual Orientation, EG: Eye
Gaze, HP: Head Pose
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Table 4.8: Weights of each performance metric in Physio group, generated from expert
comparisons using the LR model constrained for positive value coefficients
(LM Perc). Table shows the amount of significance of a metric according to
the segment’s path. Each column adds up to one. These values were used
to derive our results in the expert model.
Metrics Segment Segment Segment Segment Segment
2 3 4 5 6
1. CN of EG and
VO
0.084 0.057 0.036 0.102 0.125
2. CC of EG and
VO
0.216 0.088 0.335 0.218 0.214
3. CN of EG 0.049 0.063 0.056 2.7e-07 0.020
4. CC of EG 1.5e-08 0.048 1.5e-06 1.2e-07 9.6e-09
5. No. of Blink-
s/s
0.074 8.0e-09 0.017 0.106 0.067
6. Screen Time 2.3e-06 6.6e-10 0.038 2.0e-06 2.6e-09
7. CN of HP and
VO
0.154 0.125 0.159 0.189 0.191
8. CC of HP and
VO
0.303 0.367 0.319 0.385 0.148
9. CN of HP 0.062 0.170 0.041 5.0e-08 0.105
10. CC of HP 2.1e-08 6.0e-10 3.2e-08 3.8e-08 0.084
11. Eye Fixations 0.057 0.081 2.6e-08 1.4e-08 0.045
CN: Cluster Number, CC: Cluster Centres, VO: Virtual Orientation, EG: Eye
Gaze, HP: Head Pose
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Table 4.9: Weights of each performance metric in Non-Physio group, generated from
expert comparisons using the LR model constrained for positive value
coefficients (LM Perc). Table shows the amount of significance of a metric
according to the segment’s path. Each column adds up to one. These
values were used to derive our results in the expert model.
Metrics Segment Segment Segment Segment Segment
2 3 4 5 6
1. Path with
Speed Perf.
0.776 0.611 0.914 0.842 0.545
2. Path Perform-
ance
1.3e-06 3.1e-07 7.0e-11 0.011 4.0e-07
3. CC of User In-
puts
0.040 0.042 1.3e-09 6.5e-09 0.053
4. CN of User In-
puts
0.031 0.070 0.014 0.025 0.029
5. Average Brak-
ing
1.1e-06 0.065 1.6e-11 0.013 0.063
6. Average
Throttle
0.133 0.178 0.073 0.039 0.288
7. Average Steer-
ing
0.020 0.036 1.1e-10 0.020 1.9e-07
8. No. of colli-
sions/s
6.5e-09 8.6e-07 6.4e-12 0.050 0.021
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using game specific assumptions into 3 variables that form the higher level
in the driver’s model (called Transformed Modelled Traces in TT): Experience,
Exploration and Physiological Attention. The value of each class is determined
by a combination of the performance metrics analysed according to certain
game-specific rules.
experience, the skills of the user, is determined by the proximity of
the user’s primitives to the expert’s. Since the metrics are now expressed as
percentages, the higher the value the better the user is performing on that
particular metric. Although, the significance of this metric to the user’s skill
is determined by the weight calculated using the chosen LR method (LM Perc).
In addition, skill cannot be determined by a single group of values. It has to
be an overall value of several trials. Therefore, it is calculated by the weighted
sum of the mean of each performance metric over a certain number of laps, as
shown by (4.7). It can be argued that Experience could also be determined by
the average lap time of the user, as (4.7) is similar to (4.6). However, with (4.7)
we are able to comment on the specific aspects (through the weight-metric
pairs) that derive a high/low value. This broadens the use of our Framework.
Experiencel,sn =
m∑
k=1
allWsk ∗
∑l
i=l+(1−n)M
i,s
k
n
,
l > n,n > 0, s ∈ S
(4.7)
where:
• s is the id of a particular segment of segment’s set S
• l is the lap number we are interested in
• n defines the number of laps the value is defined from
• Wsk is the normalised weight of a metric k and segment s in the All
group
• m is the number of all metrics defined in the All group
• Mi,sk is the performance Metric k of lap i and segment s
• Experiencel,sn is the experience value of lap number l and segment s
over n laps.
exploration, as previously defined, is a notion to determine the chal-
lenges of the user in the game. Through the metrics we define this as the
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weighted sum, of a metric’s absolute shift to a proportion of its mean (defined
as “jump”). If the difference between two consecutive metrics passes a fixed
percentage value of the current experience then the value is positive, other-
wise it is negative. This is expressed by (4.8).
Explorationl,sn =
m∑
k=1
allWsk ∗
((
|Ml,sk −M
l−1,s
k |
)
−
(
Jsk ∗
∑l
i=l+(1−n)M
i,s
k
n
))
,
1 > Jk > 0, l > n,n > 0, l > 1, s ∈ S
(4.8)
where:
• Jsk defines the proportion of “jump” of the experience value of that metric
• Explorationl,sn is the exploration value of lap number l and segment s
from which current experience value for a each metric k was calculated
over n laps.
physiological attention keeps a record of the continuous atten-
tion of the user along consecutive segments. This is calculated by first eval-
uating the experience of the user only from non-physiological data through
consecutive segments. If the value is above a threshold then user’s attention
is high and positive and the value is kept as the Attention. Otherwise, we
calculate the exploration value only from the physiological data and use that
for Physiological Attention. This is expressed by (4.9).
Our approach for attention (immersion) to the task is entirely domain-
specific (game-related) but it can be generalised to any task. As we have
seen in the related literature on modelling immersion (see Section 2.2.5): (1)
In the Digital Game Involvement (DGI) model, the engagement is split and
described through six different frames that are functioning in parallel to
reach deep involvement (called incorporation). (2) In basic psychological needs
theory (BPNT) they show that engagement relates to the person’s personal
desires and enjoyment factors that are stimulated by the game’s elements.
Since we need to evaluate attention we simplify the measure of engagement
into two aspects: game performance and physiological state of the user. We
assume that as long as the user’s performance to the game is above a certain
threshold then the user is engaged. However, when they are below, we look
for engagement through their physiological factors (i.e. eye gaze, head pose);
as associated research revealed that these are also related to immersion.
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I = f(l, s),
npExperiencel,sn =
npm∑
k=1
npWsk ∗
∑I
i=I+(1−n)M
i
k
n
,
pExplorationl,sn =
pm∑
k=1
pWsk ∗
((
|MIk −M
I−1
k |
)
−
(p
Jsk ∗
∑I
i=I+(1−n)M
i
k
n
))
,
Attentionl,sn =

npExperiencel,sn −
npT if npExperiencel,sn >= npT
pExplorationl,sn if npExperience
l,s
n <
npT
1 > pJsk > 0, l > n,n > 0, l > 1, s ∈ S
(4.9)
where:
• np and p prescripts define Non-Physio and Physio group metrics respect-
ively
• I is the index number representing segment s in lap l. Function f
transforms s and l to I so that I− 1 defines the previous consecutive
segment of index I.
• n defines the number of consecutive segments the value is defined from
• Wk is the normalised weight of a metric k defined in the respective
group
• m is the number of metrics defined in each group
• Mik is the performance Metric k of segment-lap index i
• Jk defines the proportion of Jump of the Experience value of that metric
• npT defines the threshold set for separating low and high values in the
Non-Physio group np.
To sum up, we described the way the performance metrics are created, how
their weights are evaluated and defined the values of our high level variables
through game specific rules. The next step is to use those values to determine
the current state and performance of the user and give instructions to change
the segments of the track.
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4.3.6 Exploiting the Flow
The high level variables mentioned in Section 4.3.5 monitor the user ex-
perience while playing the game and control the segment altering decision
algorithm according to the combination of their values. The balance between
the level of challenge and user’s skill is considered as the optimal operating
region (Flow Region) whereas attention defines the range they are operat-
ing in, as shown by Fig. 4.11. When attention is low then the flow region is
much narrower, therefore, experience and exploration values should be treated
with more care than when attention is high. Our approach is that thresholds
define low/high experience/exploration values in high attention, whereas in
low attention they are compared with each other.
Figure 4.11: The two Figures show how the area of the region of flow reduces between
high and low Physiological Attention. The flow region defines the optimal
region for user engagement. In the low attention case, the region of flow
becomes narrower and user model’s variables are compared between
themselves than from the threshold parameters.
Giving instructions to change the track at this point is straightforward
and is shown in Fig. 4.12a. In more detail, when there is a high Physiological
Attention, defined through a threshold, and:
1. Both Experience and Exploration are High: User is in the optimal region
so the segment should be kept the same.
2. Both Experience and Exploration are Low: User is engaged since Attention
is high, therefore we should allow more time for the user to adapt and
build up skill so the segment should still stay the same.
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3. High Experience, Low Exploration: A more challenging track should be
provided (e.g. one with more or sharper curves) since the user’s skills
are high and challenges drop below the threshold.
4. Low Experience, High Exploration: An easier segment should be created
(e.g. one that imitates a previous user path, or with less curvature) since
the user skill’s cannot cope with the current challenge of the path.
When the algorithm detects low Physiological Attention, Experience and Explor-
ation values are compared to themselves and not to a threshold, therefore:
5. Experience larger than Exploration: Skills are greater than the challenges
so the path should become more challenging.
6. Experience lower than Exploration: Skills are lower than the challenges of
that path so an easier path should be provided.
7. Experience same as Exploration (both low): Both values are low and
Attention of the user is also low therefore an easier segment should be
provided.
Algorithm 1 Segment Altering Decision algorithm that summarises the 7
cases described
1: . Variables: E - Experience, C - Exploration, A - Attention
2: . Thresholds: ET - ExperienceT , CT - ExplorationT , AT - AttentionT
3: function SegmentDecision(E,C,A,ET ,CT ,AT )
4: if A > AT then
5: if E > ET AND C < CT then . Case: 3
6: return Challenging
7: else if E < ET AND C > CT then . Case: 4
8: return Easier
9: else. Case: 1 and 2
10: return Same
11: else
12: if E > C then . Case: 5
13: return Challenging
14: else. Case: 6 and 7
15: return Easier
Using the information above and Fig. 4.12a we implemented a function,
shown in Algorithm 1 that performs the 7 cases mentioned. We have also,
constructed a 3D lattice, shown in Fig. 4.12b, that covers the implicit space of
those 3 variables. Each region in the lattice (indicated by the different colours)
instructs the algorithm to either leave the segment untouched (blue) or change
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the segment to either an easier (green) or harder (red) path according to the
user model.
In order to plot the lattice we used a 50% threshold for each class in
order to define high and low values. Our user model consists of various
parameters and thresholds (e.g. proportion jump – J) that can be altered as
user spends more time with the game. In this thesis we are not focusing on
how these parameters are changing the outcome of the algorithm, however,
the reported values (see Table 4.10) are the ones used to derive the results
of our experiment. Their values were chosen to mid-percentage or common
values regarding the variability of the subjects collected, although there might
be more optimal ones.
Specifically, the two variables representing the “jump” (Jsk,
pJsk) – amount
of improvement of the user in respect to their average experience – were set
at 20% as this was found empirically to be a good proportion of improvement.
The thresholds relating to the experience (npT , ExperienceT ), were set at the
median of the reported experience of our participants, so that the algorithm
would create a good distribution of all the outcomes. The thresholds deciding
for high/low exploration (ExplorationT ) and attention (AttentionT ) were
set at 50% (middle range) as both of their definitions (transformation rules)
were designed to give values equally in the negative and positive region.
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Figure 4.12: (a) The outcome of the Segment Altering Decision algorithm depends on
the values of Exploration, Experience and Attention and their assigned
thresholds. (b) 3D Lattice of User Model showing the implicit space of
the high level variables instructing the algorithm to change a particular
segment. Colour coding of the decisions is respected between the two
figures.
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Table 4.10: Values of the various Thresholds and parameters of the model. For each
segment s and each metric k is possible to use a different value, however
in order to retrieve our results we used the same for all segments and
metrics.
Variable Percentage(%)
1. Jsk 20
2. pJsk 20
3. npT 40
4. ExperienceT 40
5. ExplorationT 50
6. AttentionT 50
4.4 results
The simulator has been driven by 52 users and all of the data were recorded
and analysed offline. In the following section we conducted a user profiling
analysis in order to verify and find the patterns emerging from our user re-
sponses and also determine our user types. We also validated our Framework’s
outcomes using the data collected from the users through their responses.
4.4.1 User Profiling
An outstanding user model needs to be compatible with user’s game play
experience. The latter depends on the type of the player as well. Type can be
subcategorised into multiple groups, like regular gamers versus non-gamers
or/and racing enthusiasts or not, etc. As we noticed from our experiments,
users who were involved in racing communities were more willing to do
the experiment, they were better engaged and they have more constructive
feedback than a novice. A successful user model is to detect those kinds of
patterns and act according to the individual’s conceptions.
For better understanding of the different categories of our subjects, we
performed user profiling on the questionnaire of our experiment. As shown
in Table 4.11, we collected data from subjects of various groups (e.g. age,
gender, racing gamers and real driving experience) so that we can implement
a user model that can adapt to various player types.
From analytics No. 9 & 10 of Table 4.11, which reports the score that the
users gave to themselves before and after the experiment, we noticed (as
expected) a higher population in the lower scores since most of our subjects
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Table 4.11: User demographic profiling: static (No. 1–5) and game specific (No. 6–10)
information analytics regarding the users in our experiment. We collected
data from subjects of broad range of ages, both genders and various skills
in real driving and car game racing.
Analytics from subjects Results
1. Age 19–35 (M = 25, SD = 4)
2. Driving Years 0–18 (M = 5, SD = 5)
3. Gender 87% men, 13% women
4. Driving License 83% yes, 17% no
5. Game Play Frequency 31% Never, 52% Occasionally, 15% Frequently,
2% Every day
6. Track Difficulty 4% Easy, 54% Medium, 38% Hard, 4% Very
Hard
7. Improvement 1 Nothing, 27 Little, 14 A Lot, 10 Very Much
8. Fatigue 24 Nothing, 21 Little, 6 A Lot, 1 Very Much
9. Pre Self-Rate 21 Beginners, 18 Intermediates, 12 Advanced,
1 Expert
10. Post Self-Rate 25 Beginners, 18 Intermediates, 9 Advanced
were not frequent racing game players (No. 5). From data obtained from
analytic No. 8, we can also infer that most of the users enjoyed the game
and haven’t felt tired through the process. We acknowledged from user’s
feedback that the low score on tiredness was either because 20 laps were
not enough for them to become fatigued or the subjects were very excited to
try a racing simulator. Likewise the improvement (No.7), was mostly minor
since large sample of users were either beginners or intermediates, therefore
they couldn’t improve much in such a short time, considering that any pre
training was not provided.
Analytic No. 6 is the score of the track on the factor of difficulty. Our
aim was to provide a starting track that was in general not very challenging
but also not particularly easy. Most of the scores lie in the middle range
therefore, our objective was accomplished. However, as we are going to see
later, most of the subjects’ responses to this question was not dependent on
their performance – as initially envisaged.
Some users commented on the fact that there should have been more
categories to rate themselves, especially towards the higher range. Also, we
notice that only 37% of the users changed their skills rating by a level, as
shown by Fig. 4.13a. Specifically, subjects that lowered their scores commented
that they didn’t perform as well as they expected. Since the change was only
106 user modelling for training and engagement in car racing games
by a level and most of the users haven’t altered their score, we decided to
combine the two (pre and post) responses. By adding the ordinal values
of the two Self-Rate (Pre and Post) responses we created a much elaborated
description of our users (see Fig. 4.13b). However, since eight groups are far
too many for the number of our subjects we decided to re-evaluate them into
three (see Fig. 4.13c). People who changed their mind were re-evaluated to
their lower choice. The next step is to find particular patterns in the users’
responses.
Figure 4.13: 37% of users changed their decision by only one level during self-
rate before and after the experiment. Therefore, to be able to retrieve
combined results from both of their responses, we re-evaluate each user
into 3 groups.
do males and females answer differently?
Our first test was to determine if males and females in our experiment tend
to respond differently in each of our game specific questions. We tested
the responses of each question using Mann-Whitney U test with the null
hypothesis set to: “Males and Females have the same response likelihood". As
shown by the p-values in the titles of graphs in Fig. 4.14 we cannot reject the
null hypothesis. Therefore, we have evidence to believe that the two groups
respond in the same way. However, females make up only 13% of subject
population thus we don’t have enough data to make a certain conclusion
since not all of the responses in each of the questions have been selected by
the female population.
how are user’s responses correlated?
Using Kruskal-Wallis test we explored the patterns that arise among our
user responses in the questionnaire. This method tests whether different
responses from one question are independent from the responses of another,
or otherwise come from the same distribution (null hypothesis). A low p-value
gives enough evidence to reject the null-hypothesis and believes that the two
questions are dependent on each other. The game specific questions labelled
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Figure 4.14: Male/Female game specific responses with each of their p-values testing
the null hypothesis that they belong to the same distribution. None of
the responses give evidence for rejecting the null hypothesis since p-
values are all above the 5% level. Therefore, there are not any statistically
significant differences between the replies of the genders.
as: Frequency, Fatigue, Difficulty and the three User Self-Rate were tested with
each other using Kruskal-Wallis test.
As expected the Self-Rate responses are dependent on each other since
each of the tests give a very low p-value (p < 0.01). As we saw in Fig. 4.13
people either tend to remain the same or change only by single group level.
Therefore, we have enough evidence to reject the null hypothesis. More
specifically, under a pairwise test, the tests showed that responses between
Beginner and Intermediate as well as Beginner and Advanced are statistically
significant towards the paired response of the other question, therefore
responses are not coming from the same distribution. However, we cannot
reject the null hypothesis between Intermediate and Advanced as they share
an overlap of paired responses. This result was expected since user feedback
explicitly mentioned that people couldn’t decide between those two groups.
Low p-values (p < 0.01) were observed between all Self-Rate responses
with game play frequency response. As anticipated, people who tend to
play racing games frequently are expected to be Intermediate or Advanced
whereas those that don’t, will rate themselves as Beginners. As before, under
a pairwise test, there is no distinct separation in the middle-upper classes
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(e.g. Frequently versus Occasionally, Intermediate versus Advanced). Responses
from each self-rate group towards game play frequency response are shown
in Fig. 4.15a.
An interesting correlation was also detected between Post/ReEvaluated
Self-Rating and Improved responses with p-values of p < 0.01 and p <
0.05 respectively. Beginners tend to respond that their improvement was
either little to nothing. Whereas most of the Intermediate and Advanced
users responded with high improvement as show in Fig. 4.15b. This can
be explained using the ZPD. Players with the required skills and experience
could learn on every lap repetition and improve themselves up to their Actual
Developmental Level (ADL), which is in turn much higher than the player’s
marked as Beginners. Therefore, assuming all users start at scoring their
improvement from the same point then more experienced users will improve
more than the rest.
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Figure 4.15: (a) Game play Frequency responses versus Self-Rate groups give stat-
istically significant results using Kruskal-Wallis test: p-value:< 0.01. (b)
Improved responses versus Self-Rate groups give statistically significant
results using Kruskal-Wallis test: p-value:< 0.05.
Apart from those mentioned, there were not any other statistically sig-
nificant results between the responses. Therefore, we can assume from the
responses that are not mentioned (track difficulty (χ2(3) = 2.565, p = 0.46)
and fatigue (χ2(3) = 6.772, p = 0.0795)) that they cannot be directly associ-
ated with the user’s Self-Rate responses and user profile in general, however,
they can be retrieved during game play. In fact as we will show later, re-
sponses concerning fatigue are correlated to the user attention calculated by
our Framework.
Furthermore, regarding the track difficulty response, user feedback disclosed
that the particular question might not have been answered in the way it was
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supposed to. Subjects were supposed to respond with a level of difficulty
regarding their performance. Instead, some responded by taking account
only the appearance of the track’s path and length.
4.4.2 Algorithm Validation
The proposed algorithm was tested offline using data from 52 users. Since the
questionnaire was taken at the end of each experiment – after the completion
of 20 laps – the algorithm was set to provide outputs after incorporating all
of the user’s data so that we can directly associate the users’ responses to the
outcomes. As a result, the algorithm provided only one change instruction for
each segment by incorporating the whole trial. Therefore, for each user we
have a set of responses and an output from the algorithm for each segment.
It is important to mention that the algorithm for finding the metrics’ sig-
nificance (weights) for the expert’s model used data from only after the fifth
lap, since feedback from the users suggested that familiarity of the track and
simulator in general happened after 5− 8 laps.
What follows in the rest of this section is the validation of the algorithm’s
high level variables and outcomes through the user responses:
algorithm’s outcome variability and user’s self-rate re-
sponse
Chi-squared test was applied to assess the goodness of fit for the variability
of the algorithm’s output on the users’ level of expertise. Users were split into
three groups according to their combined self-rating response mentioned in
Section 4.4.1. For each segment of the track the algorithm evaluated the user
through the model, and gave an output for the alteration that has to be made
on that segment; this can be either easier, same or challenging. These were set
as the category names of the Chi-square table.
By counting the number of category outputs generated from all segments
for each of the three groups, we create the Chi-square matrix shown in
Table 4.12. The null hypothesis states that the decisions for each group are
being drawn from the same distribution and that categories are independent
from the groups. The test rejects the null hypothesis with a chi-square statistic
at χ2 = 72.19 and p < 0.01. This shows that the algorithm provides different
proportions of segment alterations to particular groups.
Furthermore, by assigning a score value for each category (easy : 1, same
: 2, challenging : 3) we calculated the average score for each user from the
generated outputs. Utilising Kruskal-Wallis test with the null hypothesis that
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Table 4.12: Chi-square Table of Algorithm Variability (expert model) vs Users reported
skill shows statistically significant results (χ2 = 72.19,p < 0.01). Number
in the squared parentheses indicate the expected value of each group in
the particular category.
Group : Categories Easy Same Challenging Total
Beginner 67 [42.54] 68 [77.54] 5 [19.92] 140
Intermediate 12 [25.83] 57 [47.08] 16 [12.10] 85
Advanced 0 [10.63] 19 [19.38] 16 [4.98] 35
Total 79 144 37 260
the scores of each group arise from the same distribution gaveχ2(2) = 22.64
and p-value < 0.01. Therefore, there is enough evidence to reject the null
hypothesis. Box plots of the average score against the groups are shown in
Fig. 4.16a. In addition, as expected, the Spearman correlation between the
average score and the user’s skill report is positively correlated (ρ = 0.66,
p < 0.01).
As a result the tests support the fact that the algorithm generates outputs
according to the different levels of expertise of each user. Over the subsequent
paragraphs, we will present in more depth the correlation of users’ responses
to the specific metrics of our framework:
user fatigue and physiological attention (pa) metric
Users were asked if they “felt tired during the experiment because of the lap repeti-
tion?" (Question: Fatigue). These responses were paired with the algorithm’s
average PA value of each user. Using Kruskal-Wallis test (χ2(3) = 10.75,
p = 0.01) we found that the PA value is significantly different for different
levels of self-reported fatigue (see Fig. 4.16b). The Spearman correlation test
(ρ = −0.39, p < 0.01) showed that there is a significant negative correlation
between PA value and user’s fatigue response (lowest rank is set to “Nothing
at all" whereas “Very Much" is the highest). From this we can infer that the
algorithm’s PA output is also statistically correlated with the self-reported
fatigue.
user experience report and experience metric
Similar to the previous test, the average value of the model’s experience
variable of each user was paired to the user’s combined self-rate response.
The Kruskal-Wallis test (χ2(2) = 28.81, p < 0.01) indicates that the average ex-
perience score is significantly different for each distinct self-rate skill response
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(see Fig. 4.16c). The Spearman correlation test showed a positive correlation
between experience value and user reported skill (ρ = 0.75, p < 0.01).
user improvement report and exploration metric
The average value of the model’s exploration variable of each user was paired
with the user’s self-rated improvement. The Kruskal-Wallis test (χ2(3) =
12.54, p < 0.01) indicates that exploration score is statistically different for
the various levels of self-rate improvement (see Fig. 4.16d). In addition, the
Spearman correlation test found a negative correlation between exploration
value and self-rated improvement (ρ = −0.48, p < 0.01).
Furthermore, in Section 4.4.1 we noticed that users with higher skill tend
to respond on the improvement question positively. However, results from
this test show that subjects with higher improvement response have a lower
exploration (challenge) value. This fact reinforces the method of evaluating
the user exploration in the algorithm since users with higher skill have less
challenges, as the game environment stays constant, and therefore generate
lower exploration values.
4.4.3 Expert - User’s “Best” models Comparison
The results of the previous Section 4.4.2 and the implementation of the user
model in Section 4.3 mainly focus on comparison of user data with the
expert’s. However, having expert data for a particular track contradicts the
concept of creating new tracks that are tailored to the user. The Framework
will not be able to model the user when moving from a newly generated
segment path to a subsequent segment since expert data will not be available
to create the metrics.
In order to confront this issue, on the second level (Performance Metrics)
of our user model (see Fig. 4.1), we allow the comparison of the data either
with an expert or user’s “best” data. Both comparisons should generate similar
results to the higher level of the model. In this section we test this hypothesis
by using the model through user’s “best” data to create segment decision changes
as in Section 4.4.2 and compare against them.
Therefore, the algorithm was set to provide segment outputs after the
completion of 20 laps from each user and the performance metrics were
created using comparisons from the user’s “best” data. The model’s linear
weights are trained only on the user’s available data. It is expected that the
model will refine itself to the particular user after a number of laps.
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(a) (b)
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Figure 4.16: (a) BoxPlots of the average score of track altering decision of each user
against their skill response. Kruskal-Wallis test shows statistically signi-
ficant results: χ2(2) = 22.64, p < 0.01. Whereas Spearman Correlation:
ρ = 0.66, p-value < 0.01 shows a strong positive correlation. (b) BoxPlots
of the average score Physiological Attention of each user against their
response on fatigue. Kruskal-Wallis test shows statistically significant
results: χ2(3) = 11.35, p = 0.01. Spearman Correlation detects a negat-
ive correlation: ρ = −0.41, p < 0.01. (c) BoxPlots of the average score
on Experience of each user against their response on self-reported skill.
Kruskal-Wallis test shows statistically significant results: χ2(2) = 28.81,
p < 0.01. Spearman Correlation gives a strong positive correlation:
ρ = 0.75, p < 0.01. (d) BoxPlots of the average score on Exploration of
each user against their response on improvement. Kruskal-Wallis test
shows statistically significant results: χ2(3) = 12.54, p < 0.01. Whereas
Spearman Correlation shows a negative corellation: ρ = −0.48, p < 0.01.)
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The segment decisions of the algorithm were compared with the ones
obtained from the expert model. Results show that most of the decisions
were the same (70.5%) and 29.5% differ mostly towards higher levels: same
and challenging (see Fig. 4.17). Using the Wilcoxon signed rank (two-tailed)
test between paired decisions of the two models, showed that there was a
statistically significant change of outcomes between expert and user’s “best”
models (Z = −4.417, p < 0.01). The result gives enough evidence to assume
that there was a shift towards higher outcomes.
This increment is expected mainly for two reasons. Individual user models
might:
1. not have enough and valid data to create a good model for the user.
2. be overconfident since the user might perform well when compared to
the user’s best performance but badly when compared to an expert.
Figure. 4.18 shows the values of the three abstract variables, of the Theoretical
Framework level, that are used to generate the output decisions via thresholds.
The vertical bounds indicate results from different users. In general the
sequences between expert and user’s best are similar but we can identify
particular users for whom the two models do not agree.
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Figure 4.17: Comparison of the ordinal outputs between models using expert and
user data comparisons. Wilcoxon signed rank (two-tailed) test gives
Z = −4.417 and p-value < 0.01, as some of the outcomes shifted towards
higher levels.
As executed in Section 4.4.2, we also performed a Chi-squared test to assess
the goodness of fit, for the variability of the algorithm’s output on the user’s
combined self-reported skill. By counting the number of category outputs
generated from all segments for each of the three groups, we created the
Chi-square matrix shown in Table 4.13. The Chi-Square test indicated that
depending on the user’s skill group, the model outputs different proportion of
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Figure 4.18: Outputs of high level variables of the two models using expert and user’s
“best” data comparisons. Vertical lines bounds indicates the results from
different users. For all the variables and for each user, the trends are
similar (some differ with a fixed bias per user). Therefore, the difference
in results is because the model is overconfident for the abilities of each
user and the particular thresholds chosen.
a particular segment decision, with statistically significant results (χ2 = 37.34,
p < 0.01).
Table 4.13: Chi-square Table of Algorithm Variability (User “best” model) vs Users
reported skill give statistically significant results (χ2 = 37.34, p < 0.01).
Number in the squared parentheses indicate the expected value of each
group in the particular category.
Group : Categories Easy Same Challenging Total
Beginner 30 [18.84] 71 [71.27] 11 [21.89] 112
Intermediate 7 [13.79] 57 [52.18] 18 [16.03] 82
Advanced 0 [4.37] 12 [16.55] 14 [5.08] 26
Total 37 140 43 220
In addition, the Kruskal-Wallis test between the average score obtained
for each user from the generated ordinal output decisions and the user’s
combined self-reported skill gave χ(2)2 = 17.67 and p < 0.01. This shows
that the generated scores are a statistically different for different levels of
self-reported skill. This can be inferred from Fig. 4.19 that advanced users
are well separated from intermediates and beginners. However, intermediates
and beginners share some overlap. The Spearman’s correlation supports a
positive correlation of ρ = 0.61 and p < 0.01. This correlation is similar to
the expert’s model segment decision score versus skill comparison (ρ = 0.66)
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result, despite the fact that there is a shift towards higher outcomes for some
of the users.
Figure 4.19: BoxPlots of the average score of track altering of each user against their
skill response. Kruskal-Wallis test shows statistically significant results:
χ(2)2 = 17.67, p < 0.01. Spearman Correlation is strongly positive:
ρ = 0.61, p < 0.01
4.5 discussion
Our objective is to enhance the gaming experience by modelling the user
using behavioural and unobtrusive physiological data through an innov-
ative approach to alter the track in a racing game. By utilising theoretical
frameworks of learning and development such as the concepts of flow and
ZPD, we aim to “keep the player satisfaction at a high level” (Tognetti et al.,
2010). Our user model consists of six processing levels where sequential data
from various sensors, user inputs and game outputs are being transformed
into theoretical concepts utilised to explain the development of human skills,
challenges and attention in that particular task (car racing).
In this Chapter we attempted to verify and clarify the purpose of each
level of our proposed framework. Low level primitives were designed in a way
so as to constitute specific as well as general user characteristics which are
then compared to an expert value or user’s best performance. Each metric is
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validated for significance using correlation tests whereas the output of the
Framework’s performance is confirmed using two different techniques:
1. User satisfaction and feedback through questionnaire.
2. By generating a user specific outcome associated with user responses.
By applying several statistical tools we associate the user responses to specific
algorithm variables and outcomes to confirm that the algorithm is both in-
line with users perspective and with the assumptions we made to design the
model. By rejecting the null hypothesis in each of our tests in Section 4.4.2 we
showed that the model is able to:
• distinguish between the skill level of each user by evaluating the Experi-
ence
• keep track of the improvement of the user through Exploration
• specify the user’s Attention through the data
• create personalised outcomes for each particular user which are still
conform to their skill group
• function and elicit similar results without using expert data
• be further configured through model’s parameters to fit user progress
Compared with similar model approaches described in Section 2.2 (Chapter 2)
our methodology was not to define the particular features that are correlated
to specific user responses and actions in the game, despite the fact that the
model implicitly defines feature significance through their weights. We in-
corporated all of our available sensory and game data, obtained from each
user, into our model and let the algorithm specify their applicability in every
situation (i.e. segments). Our hypotheses of different feature significance ac-
cording to various situations and even between different users are confirmed.
The former is specified through the different weights in the Tables 4.7, 4.8, 4.9
along each particular segment.
Backlund et al. (2006) found positive correlations between skill and im-
provement when students were rated by their instructors in a real driving
experiment. In our results we show that we are in agreement with their state-
ment; users that rated themselves and were also defined by the algorithm as
advanced drivers seem to be able to improve faster and more than users in
the beginner group.
In addition, in Togelius et al. (2007) they created new tracks that fit to the
driving style of an agent that was trained by a particular user. They stated
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that depending on the racing skills of each user (beginner vs advanced) their
generated tracks were developing either easier paths (more straight lines,
less sharp turns) or harder ones. As with our algorithm, we showed that
the sum of the generation of our ordinal output instructions is correlated
to the ordinal level of skills of the user. Therefore, in general our adaptive
user model framework, behaves as expected according to their findings.
However, our model also integrates attention and exploration concepts in order
to describe the current state of the user and adapt better to the individual.
4.5.1 Modification and Transferability
The proposed method of the adaptive user model is based on having in-
dependent hierarchical levels. Thus each level can be modified to fit the
requirements of the user activity that needs to be modelled:
• The non-physiological data of the Low Level Primitives level, such as the
game outputs and the user inputs are specific to the task. These can be
assigned as anything from mouse clicks to explicit complex actions that
are significant to the progress of the competing task.
• For the Weighting Model level, the designer should specify the target or
a combination of them that provide a measure of global performance
to the task (i.e. total score, completion time, number of wins/kills).
Moreover, the regression model can be switched with any other sim-
ilar machine learning technique that provides weights for every input
towards a specific output.
• The last three higher levels are interrelated to theTheoretical Framework
chosen for the task. In our case we are interested in the development
of the user’s driving skills and the engagement of the user to the
game. From our chosen psychological frameworks, these are evaluated
through Experience, Exploration and Physiological Attention. Thus there
is a need for three transformation rules in the Trace Theory (TT) level,
which are specified by the task designer/expert.
• The Goal level utilises the thresholds set on the evaluated high level
variables and the outcome of the model depends on the task (i.e. per-
sonalisation of the track’s paths).
example: training children with cognitive difficulties to
use a wheelchair
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Our model could be used to identify particular weaknesses a child possesses
when handling a wheelchair – via the model’s weighted metrics – when the
Task is to drive through a narrow door or performing a turn in a corridor. The
Goal could be to either alter the scenario to fit the particular user (i.e increase
the door’s opening, make the turn less sharp) or personalise the assistance
that gives to the user.
The Low Level Primitives as in our case, could consist of user’s driving
inputs, eye gaze/fixations, blinks, heap pose, wheelchair’s path, velocities
and angle, task completion time, collisions etc. Whereas the Weighting Model
target could be a combination of the path-angle metric, since this is the most
important aspect in this task. As this task also involves learning, development
as well as engagement of the user and the task involves driving, the Theoretical
Framework and transformation rules (TT level) could be the ones we already
proposed.
4.5.2 Limitations
The main limitation of our user model design method is that the evaluations
are based on self-reported user data. It is difficult to assess whether responses
are reliable or if they are affected by other factors that haven’t been considered.
An argument emerges that it is not sufficient to assume that users are capable
of understanding their own performance and potential. Therefore, responses
tend to be subjective to the particular person and the situation (s)he provides
them.
However, we addressed this issue by (a) collecting data from many users (52)
so that the results are statistically significant and (b) carrying out user profil-
ing tests to first check that our user models are varied and to identify any
patterns or irregularities between their responses (Fan et al., 2006).
Although, there is still the controversy that the Likert-scale self-reports that
we employed might be fundamentally an invalid method for assessing the
users. Thus increasing the amount of subjects will not compensate for any
biases. A solution would be to generate the new paths through the decisions
and monitor the users when driving their new personalised tracks. This
will provide us with the data to validate the implied characteristics of our
Framework through the direct comparison between the user’s performance
and engagement in different trials.
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4.6 conclusion
In this chapter we described the implementation and validation an adaptive
user modelling Framework for transforming user’s low level primitives com-
posed of game-related user actions, game outputs and unobtrusive physiolo-
gical data such as head pose and eye tracking into theoretical frameworks
of learning and development (e.g. concept of flow and ZPD). Our intention
is to provide a flexible algorithm that identifies the on-line weaknesses and
performance of a race driver so that we can alter the track’s path to fit the
individual’s level of skill. The functionality of the framework so far is to
provide segment alteration instructions (i.e. same, easier, challenging) and also
point out the human factors, that lead to the particular decisions.
Real user experiments using a simulator setup allowed us to calculate
the correlations of our extracted features (Low Level Primitives) and estimate
the engagement of the users to the task, through their comparisons to an
expert – a trained and self-engaged – user. In addition, simple and logical
rules regarding the racing task were embraced in order to perform the TT’s
transformation process of low level traces to the theoretical frameworks. The
fitness of the rules and in general the modelling process was verified by
associating user responses to the experiment with the offline instructions
generated. User profiling helped us understand the variation in the user
types whereas feedback helped us to improve our future experiments. An
interesting result is that our user responses were not found to be statistically
different between genders as indicated in Backlund et al. (2006) as well.
Over the next Chapter we will show the results for verifying our model
through experiments where the track is being altered through the decisions
of the model in real-time and the user is going to be able drive the new
track straight away. User’s attention, skill and challenges will be monitored
with the aim to be kept above a threshold through the whole process. This
approach will also validate the Framework without the need of user responses.
As far as we are aware, this kind of experiment hasn’t be conducted before.
However, the forthcoming main challenge is to elicit a new path that fits
the user model. The path construction algorithm has to include both the
instruction generated and the specific human factors that lead to the decision
in order to create new segments that will aid in both engagement and training
of the user.
An important future aim will be the adaptation of that model structure to
another game or task through minimal changes. This will prove the transfer-
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ability of the model with as few modifications possible and show its generic
capabilities to capture the engagement and enhance the training of the user.
5
PERSONAL I SED TRACK DES IGN IN CAR RAC ING GAMES
In the previous Chapter, we designed, implemented and validated through
user feedback a user adaptive model for car racing games. We proposed
a Framework where a combination of raw data from the game and sensors
provided (e.g. eye tracking and head pose) are used to extract relevant features
through machine learning techniques to implement a user model that is able
to explain the current user’s performance during gameplay. In this Chapter,
5, we further enhance our Framework with the aim to:
1. monitor the user’s state and properties in real-time
2. update the user model
3. provide decision adjustments for the alteration of the racing track
according to the user
4. generate new tracks that suit the user profile.
This section is divided into two parts: The first describes the overall data-flow
of the track design algorithm. There is a an overview of the user model de-
scribed in Chapter 4 along with a detailed explanation of how the new tracks
are expressed and designed in the game. The first part ends with preliminary
results using the data collected in Chapter 4 to show the applicability and
diversity of the generated tracks according to the time performance of the
user. The second part concentrates on the evaluation of the framework by
extensively testing the evolved tracks with human subjects. The results presen-
ted in the first part of this chapter are based on our previously published
work (Georgiou and Demiris, 2016).
5.1 system and data flow for track design
5.1.1 User Model Overview
As mentioned in Chapter 4, the aim of our user model is to capture the user’s
current state through the available data and provide decisions for the future
path of the track that suits the particular profile of the player. The user model
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Figure 5.1: Personalised user modelling approach for evaluating a driver in car
racing game. Low level inputs are being converted to performance metrics
where each metric defines the level of expertise of the user at a particular
domain. For each domain a significance weight is assigned according to
the individual and the task performed. Then game-related rules transform
metric-weight pairs to notions from the concept of flow (Csikszentmihalyi,
1990) which are in turn exploited to evaluate the performance of the user
and provide instructions on how the track’s path should be altered.
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structure, as shown in Fig. 4.1, performs a series of analysis on the incoming
user data to reach the decision state.
5.1.1.1 Feature Extraction
Features from user inputs, game outputs, eye tracker and head pose are
extracted from the raw data provided through the game Application Pro-
gramming Interface (API) and sensors and are grouped according to the
location of the user in predefined paths of the selected track (segments – of
single path type e.g straight, turn, chicane, etc.).
The features collected are shown in Table 4.3, categorised by their sources.
As previously explained, head pose is established by passing the depth
data from the RGB-D sensor facing the user, through pre-trained Random
Forests (RFs), that estimate the 3D coordinates of the nose tip and the angles
of the head’s rotation (Fanelli et al., 2011). Also, the clustering process to
obtain the center locations and cluster number of eye gaze and head poses
features, is performed using the Affinity Propagation (AP) algorithm (Frey
and Dueck, 2007) (see also Appendix K.1). Features with Virtual Orientation
(VO) are those whose raw data are paired with the respective sequences of
virtual world angles of the car in the game.
5.1.1.2 Performance Metrics
Every time a user completes a segment, the features (from Table 4.3) are
calculated and compared for proximity to user’s previous player_best features
to form the Performance Metrics. The player_best are determined as these with
the fastest segment time feature. The player_best set is re-initialised every
time the user does a better segment time and all of the previous metrics of
that segment are re-computed. In order to reduce the outliers, each of the
metrics, in the feature vector is converted to a percentage value, as described
in Section 4.3.3 by using the exponential function (4.4).
5.1.1.3 Weighting Model
Metrics are classified according to two groups: the Physio group, which
includes metrics associated with user’s physiological data, such as those
obtained from eye tracker and head pose and the Non-Physio group, which
consists of metrics obtained from user inputs and game outputs. The user
model is based on how much each of the metric created is correlated with
the performance of the user on a particular segment. Good performance
means low segment time. The user model is providing decisions according to
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three notions: the Experience, the Challenge and the Attention of the user to the
game. For each of these notions there is a principle that uses a subset of the
available metrics. The subsets are: All – which contains all metrics – Physio (p)
and Non-Physio (np). For each metric in each subset we determine a weight
according to the equation (5.1).
tls = C+
m∑
k=1
zWskM
sl
k (5.1)
where:
• tls is the time performance metric of a segment s and user lap l (No. 9
in Table 4.3)
• zWsk is the weight for a particular segment s of a metric k in the subset
z.
• m is the number of metrics defined in each of their group: All, Non-
Physio, Physio.
• Mslk is the performance Metric k of segment s and lap l
• C is the interception coefficient of the linear model.
In order to find the weights zWsk we are treating (5.1) as a Linear Re-
gression (LR) model. This is solved using the least squares (LS) problem
method (Lawson and Hanson, 1974; Mead and Renaut, 2010) by minimising
the sum of the squared error (min ‖Ax− b‖22) where in our case A represents
a matrix of our metrics observations and b is their corresponding time metrics.
The algorithm is forced to provide either positive or zero valued coefficients
which are then normalised to find the weights zWsk. The reasoning for the
positive bounds is because metrics were designed to have positive correlations
to time and also the conversion of the metrics to percentages was one sided
with 100% being the user’s player_best. Weights are re-evaluated every-time a
new set of features are created for a particular segment.
5.1.1.4 Transformation Rules
Following the theoretical frameworks of behavioural analysis like the concept
of flow (Csikszentmihalyi, 1990; Nakamura and Csikszentmihalyi, 2014; Steels,
2004), the Zone of Proximal Development (ZPD) (Vygotsky, 1978) and the
Trace-Based System theory (Bouvier et al., 2014; Settouti et al., 2009) we
further analyse the subsets of metrics using game-specific assumptions into
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certain rules and principles in order to form three classes that make up the
high level in the user model: Experience, Exploration and Physiological Attention.
experience (or the skills of the user) is determined by the proximity of
the user’s metrics to the player_best ones through equation (4.7).
exploration In the racing game, exploration can be explained when
the user tries different approaches and techniques to complete a segment. We
define it using (4.8).
physiological attention is designed to keep record of the continu-
ous attention of the user along consecutive segments by using (4.9).
5.1.1.5 Concept of Flow and ZPD
By defining these three notions we are able to follow the theory of flow (Csikszent-
mihalyi, 1990) which is defined to be the feeling of being completely im-
mersed and engaged in an activity and also experiencing high levels of
enjoyment and fulfilment. Steels (2004) states that for a person to remain
engaged with a task and in the flow there has to be balance between the
level of challenge (Exploration) and user’s skills (Experience). However, when
the Attention of the user is low these values are more sensitive to each other.
By using thresholds, the user model provides instructions for each segment
(keep same, easier, more challenging) to the track design algorithm (described
in Section 5.1.2) so as to provide new relevant segments customised to the
user.
The main idea of the model is also to utilise the theoretical framework of
ZPD (Vygotsky, 1978) which defines the difference between what a person can
achieve with (Potential Development (PD)) or without help (Actual Develop-
mental Level (ADL)). Therefore, if the user is becoming skilled enough (high
Experience) on particular segments, then the segment should become more
challenging in order to increase the user’s PD and encourage more training.
On the other hand, if (s)he cannot cope with the current path then it should
become easier since the user’s ADL is not enough for the particular segment.
The bottom part of Fig. 4.1 (Segment Altering Decision) summarises the output
of the user model according to predefined thresholds for each notion.
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5.1.2 Track Design Algorithm
The proposed idea is to alter the segments of a track according to the model
of the user. Therefore, we start from a track that already exists from which we
evolve and generate new ones by changing its segments. For each segment of
the track, as shown, via a single segment, in Fig. 5.2, we keep three kinds of
data:
1. Detailed (XYZ) point representation of the center path of the segment.
2. The orthogonal distance of each center point to the edges of the road
so that we know where the right and left sides are located.
3. The point representation of the optimal path on that segment paired
with the car speed (if the data are available from an expert).
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Figure 5.2: Segment Information kept by the algorithm. Red lines define the bound-
ary of the road. Dotted line is the center path and the green line defines
the optimal path created by an expert.
In order to be able to compare the paths created by the user to the optimal
or center paths of the segment, we parameterise each path by fitting its points
into an nth order Bezier Curve. Through experimentation we found that an
9th order Bezier is accurate and efficient enough to describe a segment path.
A sequence of Bezier curves (b-splines) were also used by Togelius et al. (2006,
2007); Togelius and Lucas (2006) to represent the path of the track. For our
approach we utilised the use of Bezier curves as well because:
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• It enables the representation of complex paths through few points
(depends on their order), therefore reduces the amount of data that
should be transmitted around the Framework.
• Paths of specific number of points can be generated and that enables us
to compare them directly to other paths.
• Starting/Ending points and gradients could be constrained so there are
smooth transitions between adjacent segments.
A Bezier curve equation is described by (5.2). The number of control points
Pi describing the curve depend on the order of the degree chosen and in
our algorithm their locations are determined by finding the best fit through
the data points using the least squares (LS) method. The objective of the LS
method is to minimise the sum of the squared errors (5.3). Each error (5.4) is
defined as the difference between a path’s data point (dk) on one of the axes
and the value obtained by the best fit equation of the curve (5.2). Calculating
the partial derivatives of (5.3) and setting the result to zero as shown by (5.5)
we end up with n parameters (Pi) and n gradient equations that can be
arranged in a matrix form (5.6) and solve by using matrix inversion (5.7). By
having the Bezier equation of a path enables us to extract a fixed number of
XYZ points (by adjusting tk divisions) and to compare it with other paths. In
order to increase efficiency and also make sure that each equation starts and
ends on the location we need them to, P0 and Pn are fixed to the starting point
and the ending point of the relative segment. An example path converted to
an 9th order Bezier curve is shown in Fig. 5.3a.
B(tk) =
n∑
i=0
n
i
 (1− tk)n−itikPi, tk ∈ [0 1] (5.2)
M =
n∑
k=0
e2k (5.3)
ek = dk −B(tk) (5.4)
∂M
∂Pi
= −2
n∑
k=0
ek
∂ek
∂Pi
= 0 (5.5)
AX = C (5.6)
X = A−1C, XT =
(
P0 . . . Pn
)
(5.7)
The track design algorithm keeps track of the user’s paths along each
segment in the form of a Bezier equation and stays on hold until a “segment
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Figure 5.3: (a) Path in blue is converted into an 9th order Bezier curve shown in
purple whereas the red dots consist of the control points (Pi). By using a
9th order Bezier curve we can accurately describe the path of the curve
using only 10 parameters (Some of the control points are not visible). (b)
Path is split from 9th order Bezier curve into several cubic Bezier spline
that the specialised graphics software support. Green dots denote the
knots where blue ones are the control points.
change decision” is received from the model. On the instruction to keep the
Same segment, then no action is performed. When an Easier segment is needed
then a mean path from previous user paths is calculated. This mean path
serves as the optimal path to the center of the new segment that is created
(see Algorithm 2). There is one assumption here that the user will find a
path easier if the optimal route (s)he has to perform is already experienced
in previous trials. An example of a user adapted easy segment is shown in
Fig. 5.4a.
If there is a need of a more Challenging segment then a different procedure
is performed. Here we assume that a path can be converted to a more difficult
one by either:
• increasing the angle of its curve
• increasing the number of turns
• both increasing the angle of its curve and the number of turns
We are using a back-tracking algorithm to perform path planning between
two points by setting a number of constraints. The algorithm proceeds from
a starting point towards an end point by randomly checking for valid points
along the circumference of a fixed radius. The constraints are set such as:
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Algorithm 2 Algorithm for constructing an easier segment
1: . userSegmentPaths: array of user previous paths (XYZ) of a particular segment.
2: . segmentInfo: structure containing information about the segment (e.g center path, road
boundaries, optimal path).
3: . Note: All paths are represented as a 9th order Bezier. When an actual path of points is needed
then 1000 points are generated from the equation.
4: . Function returns the new center bezier of the created segment.
5: function EasierConstruction(userSegmentPaths, segmentInfo)
6: meanPath← averagePathFromArray(userSegmentPaths)
7: newCenterPath ← createNewCenter(segmentInfo,meanPath)
. the orthogonal distances between the current’s segment points of the center and optimal
path is found and are used to shift the new center so that the meanPath is optimal to the generated
one.
8: newCenterBezier← ConvertToBezier(newCenterPath)
9: return newCenterBezier
• There are no loops in the path, so that the path can be constructed in
the game.
• The lines created by 3 points should not have an angle less than 145◦,
so that to keep the path smooth.
• A new point should be at a fixed distance (d) from any orthogonal
point on the current path, so that to avoid any intersections between
other segments (the value d depends on the basic track selected).
• The new path should be at least 80% different from any of the previous
paths of the user.
• The new path should start and end where the previous path was, in
order to be able to plug and play the new created segment.
The challenging procedure is summarised by Algorithm3 and a challenging
example is shown in Fig. 5.4b.
When a new path is created then the points are fit into a Bezier curve with
the additional constraint that the end points gradient should stay the same as
the path they are replacing. This refines the points and preserves the seamless
link between the segments.
5.1.3 Graphics Generation
In order to be able to generate a track model that can be imported into the
game, we need to create a track in a more specialised environment that is also
supported by the game. We are using a computer graphics program called
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Algorithm 3 Algorithm for constructing a challenging segment
1: . userSegmentPaths: array of user previous paths (XYZ) of a particular segment.
2: . segmentInfo: structure containing information about the segment (e.g center path, road
boundaries, optimal path).
3: . constraints: (global) structure containing constraint parameters for checking if a point in
path is valid).
4: . Note: All paths are represented as a 9th order Bezier. When an actual path of points is needed
then 1000 points are generated from the equation.
5: . Function returns the new center bezier of the created segment.
6: function challengingConstruct(userSegmentPaths, segmentInfo)
7: meanPath← averagePathFromArray(userSegmentPaths)
8: variancePath← variancePathFromArray(userSegmentPaths)
9: constraints.meanPath ← constraints.meanPath . update the con-
straints with current user data paths.
10: constraints.variancePath← constraints.variancePath
11: newCenterPath← initialisePath(segmentInfo) . a new path is initial-
ised with the start point of the current segment.
12: while newCenterPath(end) 6= segmentInfo.center(end) do
13: nextPoint← createValidNextPoint(newCenterPath, constraints)
. finds a valid next point according to the constraints or return null if there are not any available.
Function also remembers what has already tried for certain point position and it also tries a finite
number of random points according to the constraints.
14: if nextPoint == null then
15: removeLastPointFromPath(newCenterPath) . The last point
added to the path is removed so that the algorithm backtracks to a previous ending point and start
searching again for a new one.
16: else
17: addPointToPath(newCenterPath,nextPoint)
18: newCenterBezier← ConvertToBezier(newCenterPath)
19: return newCenterBezier
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Figure 5.4: (a) The new center has been shifted in such a way that the average of
the paths of the user is the optimal path of the new segment. (b) Red
boundaries show the path constructed by the back-tracking algorithm.
The previous segment path is displayed in dotted blue lines and the
yellow shaded area defines the variance of the paths covered by the
particular user in her previous attempts.
Autodesk 3ds Max 2012 1 for which the particular game has a graphics model
export plugin. The basic track was manually designed in the 3D software in
a way that every object in the scene is virtually attached to the center path
line of the track. The advantage of this method is that by altering the points
of the center line to a new location then all the graphics objects are modified
as well to adapt to the new change. Therefore, when creating a new segment
we only need to alter the points specified in the software for the particular
segment. The basic track’s graphic model and its rendering by the game used
in our experiments are shown in Fig. 5.5a and Fig .5.5b.
One of the possible ways to describe a line between two points in the
software is by using sequences of cubic Bezier splines. This is using two
points for defining the starting and ending location of the curve and two
control points that determine the path curvature between the two points.
Consecutive lines share location points (named as knots). Therefore, the track
design algorithm has to convert the nth Bezier spline segment of a new path
into multiple cubic Bezier splines under two conditions:
• It should have the same starting and ending point to the basic track
segment, so that there is a smooth continuation between the segments.
• The total number of knots of each segment should be the same as the
basic track’s so that their indexing in the software is always the same.
1 Autodesk 3ds Max [Online]: http://goo.gl/vKnLdc (visited on 18/08/2016)
132 personalised track design in car racing games
This restriction is not compulsory but if the number of knots change
then the index configurations of all segments should update as well.
Also, the knots are quite dense so there is no problem expanding the
length of the path.
Figure 5.3b shows the conversions of 9th order Bezier curve of Fig. 5.3a to
multiple cubic splines. Evaluation of user model, decision making and track
design are all happening online. The track design algorithm is communicating
with the graphics software through a custom TCP client-server program.
The client is controlled by the track design algorithm and is responsible for
sending:
1. the appropriate segment identification
2. the software ready locations of knots and control points
The server is responsible for:
1. communicating with the graphics software
2. calling the software’s scripts for altering the knots and their control
points
3. creating the graphics model
4. sending the new track model files to the game
(a) Wireframe from Graphics software (b) Game Rendered Track
Figure 5.5: The basic track’s path is similar to a real racing track called Brand-
Hatch Indy which is located in London (UK). It is considered to be a
short(≈1.93Km) but still challenging track with various types of seg-
ments.
5.2 preliminary experiment
In order to test the functionality of our user model and the performance of the
track design algorithm, actual game-play data were collected from 41 users
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through the system described in Chapter 3. The data recorded from experi-
ments in Chapter 4 were employed to carry out this experiment.
The user model outputs three instructions on how each segment should
change in the evolved track (easier, same, challenging). Our basic track consists
of six segments (see Fig. 4.2) from which five are supposed to change through
the framework (start line – segment 1 – is omitted due to game related
constraints). Therefore, this gives 35 − 1 = 242 new permutations, whereas
each one is unique to the user as well as the randomness of the back-tracking
algorithm.
In order to validate for the diversity and personalisation of ourFramework,
we used the data collected from 41 users to run offline track generation at
the point where the users performed 10 out of 20 laps. We considered 10
laps since they were enough to show the skills and avoid the overtraining of
the particular track. The generated tracks of 12 randomly selected users are
shown in Fig. 5.8.
The users’ profile was broad with ages between 19-35 and various expertise
in racing games (31% non-gamers, 69% gamers) and driving (0−18 years).
Because the purpose of the framework is set to provide training to the user, it
is not supposed to deviate greatly from the basic track, since every segment
starts and ends at the same location. From the shape of each track we can
infer that even with similar change instructions (defined by the change id: C -
Challenging, S - Same, E - Easier) the segments are not the same, except if no
change is performed.
In order to test for user profile customisation, we correlated the overall
difficulty of the track generated to the average time taken for the user to
complete the 10 laps. Difficulty was determined by assigning a score to the
instructions (e.g. C = 2, S = 1, E = 0) and summing them over all segments.
In Fig. 5.8, difficulty is shown by the number in the brackets. Therefore, the
basic track has a difficulty score of 5 since ChangeID = SSSSS, whereas the
range varies between 0− 10.
The Spearman correlation test between average time and track difficulty from
all user data gave a statistically significant value of ρ = −0.82, p < 0.01.
This shows that there is a strong negative correlation between theaverage lap
time and the track difficulty value generated by the model. It is important to
mention that the user model is not directly using the time taken for the user
to complete each segment in order calculate the performance of the user.
By assigning each user to a group using their average time over the 10
laps, according to Table 5.1, we were able to utilise Kruskal-Wallis statistical
test to investigate if the track difficulty assignment to the different groups is
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coming from the same distribution (random assignment). The test returned
χ2(3) = 29.12, p < 0.01 which gives us enough evidence to reject the null
hypothesis. The time thresholds (specified in Table 5.1) for grouping the users
were set according to the largest gaps that were formed between subjects’
average time (see Fig. 5.6).
Table 5.1: Average Time versus Experience Assignment from data taken from the
Basic Track.
Experience Average Time(%) Players
1. Advanced t <= 60 5
2. Intermediate 60 < t <= 70 14
3. Average 70 < t <= 83 15
4. Beginner t > 83 7
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Figure 5.6: Average Lap time of Subjects categorised into particular expertise groups
according to the largest gaps that were formed between subjects’ average
time
5.2.1 Discussion
In more detail, we observe a clear distinction between Advanced-Intermediates
groups and Average-Beginners groups (Fig. 5.7). The former typically gets
difficulty values above 6 whereas the latter generates values around and
below 6. Therefore, the general idea that more experienced users tend to get
more challenging tracks than inexperienced ones is inferred by the Framework.
The user model is designed to take account of the real-time attention of
the user, in addition to the user’s skills and challenges. Consequently, if the
user is self-motivated to learn, boost their skills and achieve better lap times
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during longer training sessions (>10 laps), the user model instructs most of
the segments to stay the same and as a result track difficulty is closer to 5
(baseline).
On the contrary, if the user lacks attention then, depending on their skill
level, the model tries to accommodate either more challenging or easier
segments. This increases the engagement of the user in the game and avoids
the build-up of boredom (when high experienced) or frustration (when low
experienced). Every person is unique in their way of learning and training,
this reason explains the variability between each group in Fig. 5.7.
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Figure 5.7: Box plots of the track difficulty against user’s skill groups. Kruskal-Wallis
test shows statistically significant results: χ2(3) = 29.12, p < 0.01 and
Spearman test shows a strong negative correlation: ρ = −0.82, p < 0.01
The proposed framework relates to the general Experience-Driven Proced-
ural Content Generation (EDPCG) framework proposed by Yannakakis and
Togelius (2015) (see Section 2.3.2 in Chapter 2). The low level of the model fol-
lows a hybrid Player Experience Modelling (PEM). It extracts information from
unobtrusive objective PEM combined with gameplay-based inputs and outputs
of the racing game. The extraction of data and weights follows a model-free
approach whereas the higher levels follow a model-based using theoretical
frameworks.
Through this experiment, the evaluation of the game content is performed
using a data-driven direct functions, as the expertise of the user is correlated
with the difficulty of the implemented track. Over the next sections we
perform evaluation via interactive implicit and explicit functions by assessing
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Figure 5.8: Tracks generated through different users after the model collected data
over 10 laps. Title of each graph indicates how each segment has been
altered. In the caption, the number in the brackets indicates the difficulty
level of the new track according to the changes performed on the basic
one, whereas the Average Time is an indication of the skill of the particular
user (Difficulty range varies between 0− 10)
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the overall training of the user and by analysing the user feedback. The
content representation, generation and optimisation according to the EDPCG
framework it is a form of a search based approach.
5.3 human experiments
In our previous experiments we aimed to implement a user model that
interprets the state of the user and design a track construction algorithm that
can modify the track’s path in a way that fits the skills and challenges of the
user.
In this section we complete the evaluation process of our technique, by
performing an experiment where the user is assessing the model’s decisions
through the use questionnaires as well as through the user’s short-term train-
ing performance. In the rest of this Chapter we proceed with the description
of the experimental process, the profile of our subjects and the analysis of the
results according to the experiment’s hypotheses.
5.3.1 The Experiment
This section describes the design of the experimental process and the modi-
fications of the Framework’s configurations so as to improve its adaptation to
each user.
5.3.1.1 The Set-Up
As shown in Fig. 5.9, the experiment involved three trials and was split into
two groups. The subjects drove a certain track, at each Trial, for 11 laps. They
were also asked to fill in a questionnaire before and after each Trial. The
assignment of the users in each group was randomly decided, after Trial 1,
whereas the users were not aware of their group throughout the experiment.
In the Experiment group the users were set to start (Trial 1) with the
basic track (difficulty: 5). Then, in Trial 2, they were given a customised
track that was designed according to their model and the decisions of our
Framework (difficulty: user-fit). Lastly, in Trial 3, they were given a challenging
modification of the basic track (difficulty: 9).
In the Control group the users were also set to start with the basic track.
However, in Trial 2, they were given a slightly more challenging track (dif-
ficulty: 7), ignoring their user model’s decisions. Finally, in Trial 3, as with
the Experiment group they were given a challenging modification of the basic
track.
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Figure 5.9: Personalised Training Experiment
Before the beginning of the experiment (before Trial 1), users were asked
to read the experiment instructions and to fill in a questionnaire regarding
user profiling questions. After every Trial they were asked to assess their
performance and fitness on the tested track as well as suggest their own
track modifications for the next Trial. Appendix I shows in more detail, the
experimental protocol followed as well as the questions asked.
5.3.1.2 The Flow of the Framework
In Section 4.3.3 we mentioned that in our Framework the performance metrics
are created from comparing either the current user’s values to an expert’s (if
they exist) or to a previous player_best. Therefore, there are metrics appraising
the performance of the user at a global level and at a personal level.
Also, in Section 4.4.3 we compared the output results between these two
models. We noticed that the output change decisions of the player_best ap-
proach shifted towards higher outcomes than the expert. The most likely
reason was because the individual user models were overconfident, since
the user might perform well when compared to the user’s best performance
but badly when compared to an expert. However, this matter could easily
be resolved by altering the threshold values (see values 3-6 of Table 4.10)
according to the individual user.
In order to ensure that the player_best model will behave and output similar
results as the expert model, we shift these threshold values (up or down),
depending on the difference of the high level variable values (Experience,
Exploration and Physiological Attention) between the two models. Therefore,
while the user is driving the basic track (Trial 1), where we already have
an expert model as shown in Chapter 4, we run both models in parallel in
order to find the optimal values of these thresholds for the player_best model.
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Through the outcomes of all segments, the thresholds are refined for the
particular user so that they can be used over the next Trials where an expert
model is not available.
The model’s high level variable values are displayed in real-time through a
viewer, as shown in Fig. 5.10. The viewer also displays the segment decisions
for each of the two models. It is noticeable that Challenge and Attention graphs
have similar plots for expert and player_best models. However, the Experience
values according to the player_best model is higher than the expert model. This
will definitely lead to different output decisions. Therefore, our thresholding
technique tries to overcome this issue so that the outcomes between the two
models are similar.
5.3.1.3 The Hypotheses
The experiment’s intentions was to validate the Framework’s engagement
and training properties from the user’s perspective as well through the
difference in results obtained between the two groups. We have established
four hypotheses that the framework is expected to verify:
1. (Expectations in Experience) The change of each segment, according to
the segment altering algorithm, generates appropriate expectations in
the experience value (user skill) thus there is a development in the user’s
training. When the next segment is:
• easier: Improves user’s experience.
• same: Improves user’s experience.
• challenging: Decreases user’s experience.
2. (Track Evolution) The evolution of the new tracks, via the user modelling
Framework, follows the decisions of the users.
3. (Engagement) There is a higher engagement inTrial 2 in the Experiment
group rather than the Control group.
4. (Fitness) Users from the Experiment group were given more appropriate
track in Trial 2 than the Control group.
5.3.2 User Profile
As seen in Chapter 4, a broad user profile played a significant role in the
design and choice of specific threshold values in our Framework. Therefore,
an extensive collection of subjects with dissimilar attributes, that are relevant
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Figure 5.10: Models’ variables and decision results are displayed in real-time while
the user is carrying out the experiment. The two models (expert and
player_best) show similar trends for their high level variables. However,
there is a noticeable bias especially in the values of Experience. By altering
the thresholds so that to match the expert model’s average values for
all segments, the output decisions of the two models become almost
identical.
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to driving, will help us explain the data obtained and prove our hypotheses.
The information analytics of our subjects are summarised in Table 5.2.
Table 5.2: User Profiling (Demographics). Static (No. 1–3) and game specific (No. 4–5)
information analytics regarding the users in the experiment. We collected
data from 26 subjects of broad range of ages, both genders and various
skills in car game racing.
Analytics
from 26 subjects
Results
All Experiment Control
1. Users 26 16 10
2. Age 17–33 (M = 27,
SD = 4)
17–33 (M = 27,
SD = 4)
22–33 (M = 28,
SD = 4)
3. Gender 77% men, 23%
women
63% men, 37%
women
100% men, 0%
women
4. Game Play Fre-
quency
Never – 38%,
42%, 15%, 4%,
0% – Every day
Never – 50%,
31%, 13%, 6%,
0% – Every day
Never – 20%,
60%, 20%, 0%,
0% – Every day
5. Pre Self-Rating Beginners – 27%,
42%, 10%, 12%,
0% – Experts
Beginners – 31%,
37%, 13%, 19%,
0% – Experts
Beginners – 20%,
50%, 30%, 0%,
0% – Experts
Grouping the users into specific skill groups was not straight forward as
can be inferred from Fig. 5.11. The Self-Rate responses of the users between the
three trials as well as their pre Self-Rating, were not linearly consistent with the
model’s calculations. This happened especially with users belonging in the
lower skill groups (Beginner - Average). Some people were rating themselves
much lower/higher than they performed when compared against the model’s
calculated experience on the specific trial.
As shown by the first 5 graphs of box-plots in Fig. 5.12, the Spearman
correlation between user’s ordinal Self-Rate and calculated model experience
varies between 0.48− 0.7. Moreover, subjects seem to be more accurate about
their self-rate skill before the experiment (see plot d with ρ = 0.7). Finding
the best skill group that represents each subject is important since direct
inferences can be made between control and experiment groups according to
their assigned skill group.
In order to find the best mapping of the model’s calculated experience
to a specific skill group (among five: Expert, Advance, Intermediate, Average,
Beginner), we performed an exhaustive search of allocating users to skill
groups according to the model’s calculated average Experience over the 3 trials
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and calculating the Spearman correlation between their average reported skill
value and the ordinal skill groups.
As shown by the last box-plot of Fig. 5.12 (plot f), we manage to achieve
a correlation of 0.76. The final groups of the users with their associated
experience between the trials is shown in Fig. 5.13.
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Figure 5.11: User Reported Experience between trials. Figure shows our 26 users,
ordered by the average calculated experience. The experimental group
that the particular user is assigned is shown at the top. Between the
vertical lines the reported experience values of all trials, the pre-trial
report as well as their average are displayed. As can be inferred, the
average reported skill (green cross) is not consistent with the increasing
experience. This motivated the reallocation of users into skill groups as
shown in Fig. 5.13
5.3.3 Results
This section provides the results that support our Framework’s hypotheses
outlined in Section 5.3.1.3.
5.3.3.1 Expectations in Experience
Regarding the Expectations in Experience hypothesis, we examined whether a
specific change in the segments’ paths, is generating the expected outcome
on the experience of the user, between consecutive trials. We used data from
Trials 1 and 2, where subjects in either group (control/experiment) had their
segments modified to either easier, same or challenging.
Figure 5.14 shows how the experience of each user shifted between the first
two trials on a particular segment change. As expected higher percentage of
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Figure 5.12: User versus Model Experience Ratings. The first 4 plots show the relation
of model’s calculated experience and user’s self-rate for the particular
trial. In plot d the average calculated experience is matched with the pre
Self-Rating report. In plot e we match the average values from model’s
calculated experiences and all user’s self-rate skill responses. As inferred,
responses are not consistent and Spearman correlation varies between
0.48− 0.7. In plot f the average self-rate value of all responses is paired
with the reallocated user groups. Spearman correlation between Frame-
work’s and user response’s values increased to ρ = 0.76.
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Figure 5.13: Framework’s Experience values for all users and Trials. Figure shows our
26 users, ordered by the average calculated experience. The experimental
group that the particular user is assigned is shown at the top. Between
the vertical lines the calculated experience values of all trials as well as
their average are displayed. Horizontal lines show how the resulting
re-allocated skill groups were assigned.
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user’s performance (experience) increased in easier and same (76% and 70.8%)
alterations. However, only 42.1% of the instances where improved from a
challenging alteration. By applying the Spearman correlation (see Fig. 5.15)
we found a negative correlation (ρ = −0.38, p < 0.001) between improvement
and the ordinal choices of segment alterations. Moreover, the Kruskal-Wallis
test (χ2(2) = 20.99,p < 0.001) shows that there is a significant difference
between improvement and type of alteration. More specifically, there is a
statistical significance between easier and challenging as well as same and
challenging alterations.
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Figure 5.14: Experience shift in segment modifications. As expected, higher propor-
tion of easier and same segment alterations, boosted users’ experience. On
the other hand, a higher proportion of challenging alterations decreased
users’ experience.
5.3.3.2 Track Evolution
During the experiment the Framework was choosing new segments for each
user according to their models. Also, after each trial, the users were asked to
propose a segment difficulty for their next trial (see Question-Id: Change1/2/3
in Tables I.1, I.2, I.3). Therefore, for testing the Track Evolution hypothesis, we
used a confusion matrix to check that the model’s decisions were agreeing
with the user’s among all trials and segments.
As shown in Fig. 5.16 the model is performing well when a more challenging
track is needed (60%) but very poor between the other two categories. There
are several implications for this:
1. Users were giving a decision about the wrong segment. In the car
simulator there was only a single sign at the beginning of each segment
informing the user about its number.
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Spearman: ρ = -0.383, p = 6.84e-06, Kruskal-Wallis: χ2(2) = 20.99, p = 2.76e-05
Figure 5.15: Change of experience in segment alterations. As expected, there is a
decreasing correlation between a challenging segment and experience
increase. Kruskall-Wallis test showed that there is a significant difference
between easier/same alterations with challenging.
2. There is the possibility the subjects were selecting the next segment only
according to their own intuition over their overall performance. There-
fore, they didn’t take into the fact that the framework was balancing
the decision between engagement and training on each segment.
3. The starting thresholds used by the Framework were set according to the
results obtain by the users in Chapter 4. Therefore, a more personalised
decision by allowing the user to set their experience would certainly
shift the decision of the algorithm between the classes.
In order to check the accuracy of the users’ perception on the changing
segments, we compared the actual modifications that happened on the seg-
ments between the Trials 1 and 2 with what the users said they thought that
happened (see Question-Id: Alter2 in Table I.2). The confusion matrix shown
in Fig. 5.18a shows that only 48% of the users identified the correct change.
However, it can be argued that some of the challenging segments might
have been indeed appeared to be easier – since in some sharp turns or
chicanes, drivers could shortcut through the grass. Also, easier tracks are
slight modifications (according to the previous user’s paths) of the basic
segments. Therefore, user’s might consider that no change has happened.
Even by classifying these two assumptions as correct, the users’ accuracy
increases only to 65.4%. Therefore, the low accuracy obtained by the model in
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Figure 5.16: Confusion Matrix of Model’s decisions against Users’. The Framework is
performing well when there is a challenging type but poor between the
other two decisions.
Fig 5.16 can be partly explained that users were not deciding for the correct
segment.
The second implication speculates that it is difficult for the users to rate
accurately themselves per segment. Therefore, the users end up deciding
for each segment based on their overall performance. This can be indirectly
observed by matching the experience value of each segment to the reported
skill for each trial (see Question-Id: Difficulty1/2 in Tables I.1, I.2) as done in
Fig. 5.17. The correlation between the experience value and what the user’s
thought they did, was very low (ρ = 0.345,p < 0.01); although there is a
clear statistically significant distinction between lower and upper ratings
(Kruskal-Wallis Test: χ2(4) = 40.6,p < 0.01). Thus, the users rated themselves
using their own judgment that is not compatible with the other users.
In addition, we also considered our third implication that the starting
thresholds should be more personalised to the user. As shown previously, in
Fig 4.12a, a same decision can certainly shift to either an easier or challenging
depending on the values of any of the three thresholds. Furthermore, a
challenging decision can even shift to an easier and vice versa under certain
circumstances. By re-evaluating these assumptions, we reconstructed the
confusion matrix that shows the correlation between Framework’s and the
users’ decisions (see Fig. 5.19). As a result, by allowing the users to modify
the thresholds in Trial 1, then the model’s performance, can be theoretically
improved to an accuracy of 87.2%.
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Figure 5.17: The Segment Experience against user Difficulty Rating show that users
are unable to rate themselves accurately. There is a distinct difference
between the end rate groups but the total correlation is very low.
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Figure 5.18: (a) Confusion Matrix of user’s perceptions against the actual changes.
Only 48% of the changes that happened have been noticed correctly by
the users. (b) Confusion Matrix of user’s perceptions against the actual
changes but eliminating any discrepancies. User’s perception of changes
only increases to 65.4%.
148 personalised track design in car racing games
Figure 5.19: Confusion Matrix of Model’s Decisions against Users’ with the elimina-
tion of discrepancies (i.e personalised starting threshold for each user)
increases the Framework’s accuracy to 87.2%
5.3.3.3 Engagement
The building blocks of the Framework are based on the properties of the
concept of flow (Csikszentmihalyi, 1990). Thus, it is anticipated that the
personalised alterations of the experiment group will radiate higher amounts
of engagement than the control group (Engagement Hypothesis).
user responses analysis
According to the users’ responses to the question regarding fatigue (see
Question-Id: Fatigue1/2 in Tables I.1, I.2), there wasn’t any statistical signific-
ance to support a change in the paired reports between Trials 1 and 2 between
the experimental groups. As shown in Fig. 5.20, Wilcoxon signed-rank test
gave a p-value > 0.05 therefore the null hypothesis of zero median between
the two reports cannot be rejected. However, 43.8% of the people decreased
in fatigue on the second trial from the experiment group, whereas 50% of
the people increased in fatigue in the control group. Also, both groups have
similar percentage (∼40%) of fatigue level staying the same between the trials.
Furthermore, users were also asked to rate their preference between the
two tracks in Trials 1 and 2 (see Question: Enjoyeable2 in Table I.2). As shown
by the similar box-plots in Fig. 5.21 and by using Kruskal-Wallis test, there
isn’t any statistical significance in the results. Therefore, we cannot reject the
null hypothesis that the two groups are replying differently on that question.
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Figure 5.20: Fatigue Report Change between Trials 1 – 2 in Experiment and Control
Groups. Using Wilcoxon signed-rank (paired) test we cannot reject the
null hypothesis, therefore they were not any statistically significant
changes in fatigue between the two trials and the two groups.
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Figure 5.21: Enjoyment Report between Experiment and Control Groups. Using
Kruskal-Wallis test the null hypothesis cannot be rejected therefore the
subjects from the two groups did not have any statistically significant
variations on how they responded.
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Users were also asked to rate their improvement rate in Trial 1 and Trial 2
(see Question-Id: Improved1/2 in Tables I.1, I.2) As shown by the histograms
in Fig. 5.22, Wilcoxon signed-rank (paired) test between their two replies did
not show any statistically significant results in either group.
In summary, the particular experiment was either not appropriate or the
Framework does not elicit additional reported engagement to the users in the
Experiment group.
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Figure 5.22: Improvement Report Change between Trials 1 – 2 in Experiment and
Control Groups. Using Wilcoxon signed-rank (paired) test we cannot
reject the null hypothesis, therefore they were not any statistically sig-
nificant changes in improvement between the two trials and the two
groups.
framework analysis
The engagement from the Framework could be inferred from the value and
gradient of the physiological attention variable. Having a positive value means
that the user is engaged with the game; whereas an increasing slope means
that (s)he is becoming even more immersed in the game. Figure 5.23 shows
the physiological attention of six different users over the three trials. The left
plots are users from the experiment group and the right from the control
group. We selected three users for each side that belong to a different skill
group but have similar average experience value within their groups. Values
have been normalised and shifted so as to increase their visibility.
As expected, intermediate users are fully engaged with constant or increas-
ing slopes. However, a similar statement cannot be claimed for average and
beginners. As mentioned, attention is a continuous value that is calculated from
either physiological or non-physiological metrics depending on an experience
threshold after every segment. Therefore, for users belonging at the lower
skill group we expect to observe various peaks in segments where distress or
lack of experience is detected.
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An important thing to notice is that both average users in the two groups
managed to flatten their attention in Trial 2. However, only the beginner from
the experiment group managed to achieve this towards the end of the Trial.
The same thing does not happen in Trial 3, for the same user, as it seems
that the attention graph is undulating. This shows evidence that our user-
modelling Framework favours the engagement of users in the lower skill
groups. According to the three sub-dimensions of engagement (Schaufeli
et al., 2002) we could argue that a custom change in the track elicited a higher
level of engagement to the beginner such as dedication or absorption.
By looking at the final attention values and the gradients of the fitted
lines over all users we established the statistics shown in Table 5.3. A high
percentage of the subjects (92.3%) finished the experiment with a positive
attention. This shows that 10 laps were not adequate to show the actual
physiological attention of the users; each trial was short taking 15–20 mins.
Over the trials it seems that positive attention is decreasing in the experiment
group but this is not directly related to the model since (1) there are more
beginners in the group and (2) the experiment group had to wait for at least
10 extra minutes for the Framework to prepare the track for the game.
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Figure 5.23: The physiological attention of six different users over the three trials. The
left plots are users from the experiment group and the right from the
control group. We selected three users for each side that belong to a
different skill group but have similar average experience value within
their groups. Values have been normalised and shifted so that to increase
their visibility. An important thing to notice is that the Intermediate
users have constant attention over all trials. Also, the beginner from
the experiment group in Trial 2 managed to flatten the attention when
compared to the one from the control group.
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Table 5.3
Engagement Variables
Groups
All Experiment Control
(26) (16) (10)
Trial 1
+ve Attention 92.3% 93.75% 90%
+ve Attention (+ve Gradient) 54.17% 60% 44.44%
−ve Attention (−ve Gradient) 50% 0% 100%
+ve Gradient 53.85% 62.5% 40%
Trial 2
+ve Attention 92.3% 87.5% 100%
+ve Attention (+ve Gradient) 62.5% 71.43% 50%
−ve Attention (−ve Gradient) 100% 100% N/A
+ve Gradient 57.7% 62.5% 50%
Trial 3
+ve Attention 88.46% 81.25% 100%
+ve Attention (+ve Gradient) 56.52% 53.85% 60%
−ve Attention (−ve Gradient) 66.67% 66.67% N/A
+ve Gradient 53.46% 50% 60%
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5.3.3.4 Fitness
The purpose of the personalised track, in Trial 2, is to alter each segment
of the track according to their model. This is to satisfy both engagement
and training. Therefore, we are not expecting all users to increase both their
experience and attention between the trials. The Framework’s prospects are to
keep positive attention and average experience. In particular we are expecting:
• Experts/Advanced – to be challenged and decrease or stay constant on
their experience.
• Intermediates – depending on their given track difficulty to either im-
prove or stay close to previous experience.
• Average – to be mostly either improved or stay the same on their experi-
ence.
• Beginner – to be mostly improved in experience.
Figure 5.24 shows all the users according to their average experience in Trial
2, their improvement in experience between the Trials 1 and 2, and their
associated skill group according to their average experience between all Trials.
The number displayed above the points shows the overall difficulty of the
track given to them (Trial 1’s difficulty is 5). The number below the control
group’s subjects shows the difficulty of the track that should have be given to
them. The collective results of Fig. 5.24 are given in Table 5.4.
For the Experiment Group, our expected assumptions have been verified:
• The Advanced players were both challenged and their overall experience
was reduced.
• One Intermediate was partly challenged therefore the individual had a
small overall improvement where the other was presented an easier
track thus increasing the experience.
• Most of the Average players were improved; although one was extremely
challenged since his challenge variable was very low in Trial 1.
• The Beginners were mostly improved. From the three subjects that did
not improve: two of them, that were presented easier tracks, didn’t
improve on their their experience probably because the experiment was
taking too long. Moreover, an even easier track was needed than the
ones generated (as proposed by the model at the end of that Trial).
The third subject was deliberately challenged since according to the
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Framework her overall performance was very good and consistent in
Trial 1. An interesting thing to notice is that these three beginners were
all females and not frequent gamers of driving games.
.
For the control group, subjects that were given a track with similar dif-
ficulty to the one the model generated improved. However for most, the
improvement was very low. There is an exception with a beginner that
slightly improved when given a far more difficult track for his abilities. The
reason is because he scored a very low experience over Trial 1 while he was
trying to learn and get used of the simulator.
In conclusion, according to the Fitness hypothesis a more appropriate track
was given to the experiment group than the control group during Trial 2.
-10 -5 0 5 10 15
Change in Experience
10
20
30
40
50
60
70
80
Av
er
ag
e 
Ex
pe
rie
nc
e
Improvement in Trial-2 in respect to Trial-1
2
7
1
0
2
2
7
6
3
6
4
7
3
777
7
4
9
7
6
7
7
10
4
7
107
7
7
10
7
9
9
10
10
Experiment
Control
Expert
Advanced
Intermediate
Average
Beginner
Track Diffuclty
Given
Track Diffuclty
Supposed to
Give
Figure 5.24: Improvement of experience between the Trials 1 and 2. Subjects are plot
against their Trial 2 experience but assigned a skill group according to
their average experience among all trials. Patterns emerge between the
skill groups (i.e. Advanced users decrease in overall experience, Intermedi-
ates and Average users increase in overall experience).
5.3.4 Discussion
Over the last experiment we were able to analyse the full potential of our
Framework and assess our expected hypotheses and assumptions. Firstly, the
segment alteration mechanism and the choice of segment difficulty is verified
to elicit the expected results. However, significant improvements could be
made:
• A further refinement of a challenging path is adequate, since it sometimes
results to an easier path (because of imminent shortcuts).
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Table 5.4: Percentages of Improvement for Trial 2 according to Trial 1. The Table
summarises the results of Fig. 5.24. The brackets display the amount of
subjects in each group. In the skill groups one bracket is for the Experiment
and the other for the Control group.
Skill Groups
Experiment Groups
Experiment Control
(16) (10)
Improvement (%)
Trial 2 vs 1
Advanced (2) (0) 0% N/A
Intermediate (2) (1) 100% 100%
Average (4) (6) 75% 83.33%
Beginner (8) (3) 62.5% 66.67%
• Challenging and easier paths could be further split into levels: (1) When
a challenging path is needed for a beginner, to boost his/her engagement,
then the path should not be as hard as a challenging path given to
an expert. (2) Likewise, an easier path could range from an almost
straight line to a slight modification of the current path (what the model
currently does) depending on the of skills and challenges of the user.
We have also shown that the Framework can follow and predict the user’s
decisions over the next segments. Although, to improve the accuracy between
model and user decisions an additional feedback is needed from each user
at the beginning of their interaction with the system. On the other hand,
that precision may not be mandatory. We have seen that it is difficult for the
users to remember what happened in each segment and being able to decide
valid changes for themselves. Similarly, the users were not able to perceive
accurately the changes made in the segments over the trials.
The personalised changes in Trial 2 didn’t seem to elicit statistically sig-
nificant additional amounts of engagement to the Experiment group when
compared to the Control group. However, there several arguments involved,
like:
• There were more beginners in the Experiment group. Thus this lowers
the total level of attention in the group by their increasing boredom/-
frustration.
• Most of the users had positive attention throughout the experiments,
therefore there wasn’t enough time to cause decrease in the engagement.
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• Engagement also depends on many other factors that change differently
for each human through time (Schaufeli et al., 2002). Subject’s willing-
ness to perform the activity and/or dedication to train themselves and
concentrate to the task are important aspects.
• Theory of zones (Valsiner, 1997) also mentions that the tutor, or in
our case the intelligent system, is responsible to provide the necessary
environment (Zone of Free Movement (ZFM)) and promote the optimal
paths for training and engagement for the particular user (Zone of
Promoted Action (ZPA)). However, the Framework’s goals (training and
engagement) would only take place if the user is eager to learn and
develop (self-scaffolding (Valsiner, 2005)). Most of our subjects might
have been enforced into the experiment and this could have interfered
with the final results.
Finally, we have observed how the Framework’s decisions coordinate the
user’s experience between the trials among our two experimental groups
and along their skill level. As anticipated, the right choice of segment’s
difficulty is more influential in the lower skill level groups (i.e. beginner,
average) than the higher levels (i.e. intermediate, advanced). When compared
between the experimental groups, the Framework generates personalised
tracks that improves experience to the direction that is needed.
One of the main limitations of our experiment is that there was not a
smooth transition between the tracks. This might have caused inconsistencies
in users’ engagement, performance and feedback. Therefore, it is adequate in
future work to eliminate this delay between trials.
5.4 conclusion
We have implemented a Framework for altering the path of the track online
according to the skills, challenges and attention of the user, using physiological
and non-physiological features through machine learning techniques, game-
related rules and theoretical frameworks. To evolve the track we are employing
the past history of the user, the decisions of the Framework and the func-
tionality of the Bezier curves with the aim to train and also keep the user
engaged.
In our results we showed that the Framework follows the general trend
regarding the skills of the user and provides diversity between and among
the subjects. To the extent of our knowledge, this is the first attempt to
evolve the track of a 3D-racing game in situ, using real-time input from the
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user while playing the game. User adaptive generation of tracks is a very
interesting domain which can alter the way racing games are being designed
and increase the market of consumers due to their flexible and unlimited
content.
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6
LEARN ING AND PRED ICT ION OF USER BEHAV IOUR
In the previous chapters we experimented with an adaptive user model
that monitors the skills, current performance as well as the physiological
behaviour of the user. The aim was to provide enhanced engagement and
personalised training by creating new tracks that fit the user’s model. In
this Chapter we introduce a model that attempts to predict the future states
of the system (user’s and car’s) according to the user’s past behaviour.
The motivation is that a predictive user model could be utilised to either
generate better personalised tracks or assist the user in dangerous situations
in simulated and even real-world environments.
We assess a probabilistic approach, using Gaussian Process Regression
(GPR), for implementing a driver’s behaviour model from which we can infer
forthcoming system states. Specifically we are showing the prediction results
and refinements from 3 variables of the state: the 2D position (X-Y) and speed
of the vehicle by using the help of the driving history of the user and current
system state, embedded in a Gaussian Process (GP) machine learning model.
These variables are important to algorithms deciding whether the user will
need help or not. They also provide valuable information to the driver.
We chose GPR since it provides good prediction performance in mod-
elling dynamic systems, as supported by related literature mentioned in
Section 2.4.3. The predictions outcomes are probabilistic estimates (e.g mean
and variance) instead of point estimates as with similar regression algorithms.
This enables us to argue on the uncertainty of the prediction and how certain
the model is on predicting the next state of a specific current state.
As seen in Fig. 6.1, the user model is trained by collecting data from the
user, vehicle and environment through a racing car simulator. During training,
the algorithm builds up a model that describes the user’s behaviour combined
with the vehicle’s dynamics which is then used to foresee upcoming system
states.
Our hypothesis is that when a particular driver comes across similar
conditions, (s)he will create system states similar to his/her training data.
The results presented in this Chapter were based on our previously published
work (Georgiou and Demiris, 2015).
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Figure 6.1: The GPR Prediction Process. GPR algorithm uses the already trained user
model to predict the next system state from the current state created by
the user. Predicted state is pushed back into the algorithm to increase the
time of forecasting.
6.1 gaussian process regression overview
Our model is based on predicting the outputs using a Gaussian Process Re-
gression (GPR) in an iterative manner. A GP is a collection of random variables,
any finite number of which have a joint Gaussian distribution (Rasmussen
and Williams, 2006). In a GPR we assume that output is:
y = f(x) +  (6.1)
where y follows a latent function f which is indexed by the observations X
and corrupted by a Gaussian distributed noise:
 ∼ N(0,σ2) (6.2)
Latent function f is imposed by the prior:
p(f|X) = N(f|0,K) (6.3)
where
K = k(xi, xj), ∀i, j ∈ {1, . . . ,N} (6.4)
is the Covariance Kernel of the process defined from the training data and
N is the length of training data. The Marginal likelihood of the process is
defined as:
p(f|X,Θ) = N(y|0,K+ σ2I) (6.5)
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where Θ denotes the hyper-parameters that define the model and are es-
timated through the training procedure by maximising the log marginal
likelihood:
logp(y|X) = −
1
2
yT (K+ σ2I)−1y−
1
2
log |K+ σ2I|−
N
2
log(2pi) (6.6)
The predictive distribution of mean µ(x∗) and variance σ2(x∗) of the new
input x∗ is then calculated using:
µ(x∗) = k(x∗, x)(K+ σ2nI)
−1y
σ2(x∗) = k(x∗, x∗) − k(x∗, x)(K+ σ2nI)
−1k(x, x∗)
k(x∗, x) = [C(x∗, x1), ...,C(x∗, xN)]
(6.7)
where C are the covariance kernels relating the training and testing data.
6.1.1 Covariance Kernels
In the model, we are using the result over the summation of two different
kernels:
1. Squared Exponential (SE) covariance function with Automatic Relevance
Determination (ARD). This kernel helps in the modelling of the noise
that arises through the data capturing process, as well as the vehicle
dynamics since it assumes that “nearby inputs have high correlated
outputs" (Brahim-Belhouari and Bermak, 2004).
kSE(xn, xn ′) = σ2 exp
(
−
(xn − x
′
n)
2
2l2n
)
(6.8)
2. Rational Quadratic (RQ) covariance function, also with ARD, helps to
model sudden changes or step functions (eg. the user inputs).
kRQ(xn, xn ′) = σ2
(
1+
(xn − x
′
n)
2
2al2n
)−a
(6.9)
where :
• σ2 is said to be the scale factor of each kernel; how far the data deviate
from the mean.
• ln is the so called lengthscale of the kernel and determines how fast the
data are changing. For each variable of the input n there is a different
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lengthscale parameter; hence the term ARD. This shows how important
that input is to the prediction of the particular output. The implication
is that, non-important variables can be removed from the inputs so as to
reduce the dimensionality of the model and decrease the computation
time.
• a is a weighting parameter for the RQ kernel.
For the implementation of the GPR algorithm we are using the Gaussian
Process for Machine Learning (GPML) Matlab Code (Rasmussen and Nickisch,
2010).
6.2 experimental set-up
In order to perform our data collection process, we used the Framework
described in Chapter 3. We collected data from 3 users, where each user was
asked to drive a particular track twice for 15 laps with a 10 minute break in
between. This approach gives us multiple varied data sets to train and test
our individual user models.
Prior to starting the experiment, each user was instructed to pay special
attention to:
• maintaining a comfortable driving speed
• avoiding accidents or crashes
• trying to achieve the best individual lap time without putting them-
selves into dangerous situations or getting out of the road boundaries
Each subject was given the opportunity to get to know the simulator through
a single practice lap at the beginning of the experiment which is discarded
from further analysis. Only one lap was allowed so as to avoid excessive
familiarisation of the track’s path.
6.2.1 Car and Track Selection
The car selected, from the ones available, was a sport version of Renault
Megane. The requirements were to have a car that was easy to drive by an
amateur driver, quite stable on the road, with a descent acceleration and top
speed.
The experiments are loaded with The Limerock Park track, which is a
short (2.41Km) but still challenging track with various types of segments (e.g.
chicanes, straights, sharp turns), as seen in Fig. 6.2.
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The training of a GPR model requires the continuous inversion of the kernel
matrix (K) of magnitude n× n to optimise the hyper-parameters. This is
very computationally intensive (of order O(n3)). User data is recorded at a
frequency of 100Hz so the amount of data gathered for even few laps makes
it impossible to be used directly into a GP model. A solution is to segment the
data and implement several user models, that are specific to the segmented
path of the track. In this way the data sequences are shorter and also the
model can be made simpler by omitting information regarding the curvature
of the path.
6.3.1 Track Segments
Figure 6.2 shows the individual laps of 3 of our users in different colours.
The rectangles indicate the 2 segments chosen, of different curvature and
driving difficulty, for constructing the user models described in this paper.
The red rectangle has data from a short right turn followed by the previous
long left turn: Region A. The car’s speed was already reduced due to the
difficulty of previous path, therefore results showed that the drivers were
better prepared to carry out the manoeuvre. As seen in Fig. 6.2, most of
the user’s paths created on that segment are dense and narrow. The blue
rectangle encloses data from a long left turn which follows a long straight
path: Region B. Results showed that non-professional drivers cannot keep
track of their speed and most of the time they lose control of the car.
6.3.2 Model Selection
The algorithm makes inferences on how the car state and user behaviour
(user inputs) change along the selected track segments. Therefore, sufficient
information should be provided by the system for possible accurate predic-
tions. Table 6.1 shows the 33 variables we use to implement the user model.
These include forces acting on vehicle’s centre of gravity, forces acting on
each wheel independently - since this will result in a better real car state
prediction - and the user input.
In a real world system, the environment state should also be embedded
into the model as well. However, by using the same car, same paths and
constant conditions (road type, weather, car damage, etc.) we can simplify
and omit this information from the model. This is an attempt to model
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Region A 
Region B 
Figure 6.2: Different Laps driven around the track by 3 users denoted by different
colours. The driving skills of each user is dissimilar since they handle the
path segments differently.
certain specific circumstances to test their applicability before moving on to a
complete system.
Table 6.1: Variables of the User Model in the GPR algorithm.
Variables
1. Brake 9. X/Y/Z Local Acceleration
2. Steering 10. X/Y Local Velocity
3. Throttle 11. X/Y Global Velocity
4. Gear 12. Wheel’s Rotation (x4)
5. Pitch 13. Wheel’s Lateral Force (x4)
6. Roll 14. Wheel’s Suspension Deflection (x4)
7. Yaw 15. Wheel’s Suspension Force (x4)
8. Speed 16. Engine RPM
17. Time
6.3.3 Model Training and Testing
We are trying to construct the user behaviour model of different segments
with the assumption that the same trained model can be used for any path
with similar settings (e.g. similar path, similar post and pre paths, type of
road, same car, environment conditions, etc.). We collected 15 laps from each
user in 2 different sessions, thus one of the sessions is used for training
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the model and the other for testing it. The user model consists of 33 GPs
predicting each of the variables in Table 6.1. Another 2 GPs are used for
the prediction of location change X-Y of the car. Our model is a form of an
AutoRegressive (AR) model since output values depend on their previous
inputs. It tries to map the inputs of normalised real values (X˜) from the
variables in Table 6.1 of time t, to the change (dx) of the same variables, at
time t+ 1. As a result input is mapped to the output as follows:
X˜t → dx = Xt+1 −Xt
Using this approach the model becomes more generic since a different com-
bination of inputs can be mapped to the same outputs. Different models are
implemented, trained and compared using their RMSE scores along 1 and
2-second predictions. As shown by Fig. 6.1, the user model is implemented
by training the appropriate combination of inputs and next state outputs
using the GP algorithm. During the testing process, the GPR uses the trained
model with current state inputs at time, t, to provide the forthcoming state,
t+ 1. Then k forthcoming states are predicted by continuously fitting the
result back to the prediction algorithm. Each forecast has an associate error
therefore, forthcoming states propagate the errors from one prediction to the
next.
We developed models that differ by two properties. One of the properties is
the steps ahead prediction they are performing, so as to reduce the iterations
of inputs fitted back to the GPR and therefore decrease the propagation of
errors. This helps the prediction of slow varying variables since their value
does not vary much between skipped time steps. The other property creates
models with increased input dimensions of model state with past system
states. Therefore, the state is comprised of the current values of the state
as well as the past, instead of only the current system state, making a total
of 66 input dimensions. However, this increases the computation time for
training the algorithm but improves the prediction of variables that need
more information than just the current state.
When naming the models the former property is defined by a number
indicating the steps ahead to the default frequency (100Hz) and the latter
is defined by the words “Current" or “CAPI" (Current And Previous In-
puts). Therefore if the model is called “GPR20Current" then is predicting 20
steps ahead (20/100 = 0.2seconds) on each iteration and the system state is
composed of the current 33 variables.
In GPs the computation time depends on the size of the training data.
Running Matlab on an Intel Core i7-2700K (3.5GHz) with 16GB of RAM, the
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training time of the data from the 15 segment instances was varying between
60− 120 mins for every output variable, according to the properties of the
model.
6.4 results
6.4.1 The Testing Process
For the purposes of this research the testing is performed offline as we
are interested in the applicability of the method and not its efficiency. As
mentioned, every subject has 2 independent sets of data; one for training the
model and one for testing it. Test data is made up of several instances (laps)
of the selected trained path. From each path we can extract several current
states to test with the model, using Equation (6.10). For example, if it took 10
seconds for the user to drive the selected segment and the model is trained
with 20 steps ahead and we need a prediction time of 2 seconds, then we
have 40 current states to test with the model. This number is also multiplied
by the number of times the user performed the path, to find the total number
of current states that the model can be tested with.
CS =
100
SA
× (LPath− LPred) (6.10)
where:
• CS = Available Number of Current States
• SA = Steps Ahead
• LPath = Path Length (s)
• LPred = Prediction Length (s)
For every prediction step of each model, the error is calculated as the
absolute difference of the predicted value and the real value. Also, the error
differences are accumulated from one step to the next where each step is
averaged by the number of error accumulations. Lastly, all tested instances
with their created current state error results are combined together using
Root Mean Square Error (RMSE).
Apart from comparing each model, we also created a simple model, from
each model type to use as a baseline. This model assumes a constant value
along the prediction time. Following the same testing process, as expected,
the simple models followed a similar narrow trend over the time of prediction.
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This is shown by the circle-dotted lines in Figures 6.3 and 6.4. This means
that the different models can be compared to each other since varying the
steps ahead does not seem to affect the error accumulation, which is less on
lower frequencies, since there are fewer data points to compare.
6.4.2 Trials
Two different path segments have been modelled and tested offline using data
obtained from 3 users of various driving skills. Figures 6.3 and 6.4 analyse
data from a single subject since each model belongs to the particular driver
from which the data was collected. Each user created in total 30 instances of
each of the 2 segments shown in Section 6.3.1.
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Figure 6.3: Graphs show the 2-second RMSE of prediction to the real values of 3 state
variables through different models, for Region A: Position in X-Y and
Speed. Grouped dotted lines with circles are showing the RMSE from
the Baseline (Constant) Models. All other plots show the RMSE of the
GP-Models. Most of the GP models outperform the constant models on
the prediction.
Figure 6.3 shows the RMSE scores of prediction across time, for 3 different
variables of the state (position X-Y and speed), through the different models.
All baseline models can be easily identified as they are grouped together and
their RMSE lines linearly increase over time as expected. The steepness of
the curves shows how fast that variable is changing across the region for
the particular model. It can be noted that both dimensions of position have
GP models underneath the baseline and their error is kept low along the 2
second prediction. Predictions of speed are all fairly close to the baseline,
whereas 6 of the GP models are better than the constant (“Simple”). We also
noticed that larger steps ahead are more favourable and give lower errors.
If lines are above their equivalent baselines it means their predictions are
worse than the constant. This might be either because the training data are
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not informative enough, the model is not suitable or more information is
needed in order to predict the output accurately.
6.4.2.2 Region B
The graphs on the first row of Fig. 6.4 accumulate all errors from all test
instances to show the general RMSE prediction, as on the previous section.
As before, prediction of position for both axes is predicted better than the
baseline by all the GP models. However, for speed, the GP predictions vary
and are spread around the baseline. This either means that the section is best
modelled by a constant model (region B is a long curve driven with constant
speed), GP cannot model the speed or the forecasted variables of the state
introduce a lot of noise to the prediction.
In order to confirm the suitability of the models and find the most suitable
one for each of the predicted variables, a more thorough analysis is needed.
Instead of predicting all variables of the state and then feeding them back
to the loop to find the next step, this time we will predict only one step of a
particular variable and create the rest of the state from the offline data. As
a result, only one variable will be predicted and carried along - the one in
which we are interested - so there will be no aliasing from the inaccurate
predictions from the other variables of the state.
This will give us the best possible prediction with a particular model for a
certain variable. By repeating the testing for Region A and B with identical
methods we found the results summarised in Table 6.2. The table lists the
best GP-Models for each variable and segment, with the RMSE scores over 1
and 2 second predictions. The best possible models are also shown with their
scores, denoted by Region A’ and B’.
As expected, the RMSE of the predicted variables are reduced substantially
for the best possible predictions A’ and B’. Also, the speed variable has shown
improvement since more of the GP-models perform better than the baseline,
as shown by the second row of plots on Fig. 6.4 - especially models with
lower than 10 steps ahead. Position seems to be modelled better by “Current"
models and Speed by “CAPI". It is important to notice that, where there is a
large difference in RMSE between the best possible prediction and current
one, then this reveals that there is the potential of improvement. The next
step of the research would be to remove the unsuitable inputs for each output
and embed information that will reach the improvement scores.
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Figure 6.4: First 3 graphs on the first row show the 2-second error accumulation for
the prediction of 3 state variables through different models for Region
B: Position in X-Y and Speed. Testing process keeps all Constant models
together but it separates the GP-Models according to their RMSE scores.
The 3 graphs on the second row show the 2-second error accumulation as
before with the difference that only 1 variable is being predicted; the one
we are interested. For each variable this should be the best result possible
that can be obtained from each of these models. This is because the input
values that form the system state are taken from the real data (except the
one we are predicting), for the whole prediction period. As expected the
RMSE values are lower than the ones above.
Table 6.2: Model Suitability and RMSE values for 1 and 2 seconds predictions for
Regions A and B and their improvement.
Variables Best GP-Models 1s RMSE 2s RMSE
Region A
Position-X 10 Current/CAPI 0.55 1.75
Position-Y 15 Current/CAPI 0.61 1.92
Speed 20 Current / 25 CAPI 3.04 6.12
Region A’
Position-X’ 10 Current 0.52 1.01
Position-Y’ 25 Current 0.64 1.23
Speed’ 25 CAPI 2.11 3.47
Region B
Position-X 10 CAPI 0.63 2.12
Position-Y 10 CAPI 0.63 2.21
Speed 7 Current 4.66 8.87
Region B’
Position-X’ 5 Current 0.33 0.59
Position-Y’ 10 Current 0.37 0.70
Speed’ 4 CAPI 3.37 4.96
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6.5 conclusion
In order to predict forthcoming car states using user models, we adopted
a machine learning approach based on Gaussian Process Regression (GPR).
Results after 1 and 2-second projections over different users revealed that
the algorithm can retrieve the 2D position and speed of the vehicle with low
projection error and chances of improvement.
An advantage of using a GP is that predictions are accompanied by a vari-
ance which argues how certain the model is about the predictions, therefore
a threshold of when the inference should be taken into account or not can
be set. When new system states are observed then the model can update
itself to include those states as well. Restrictions can also be enforced on
the predicted outputs when they are fitted back into the system, in order
to improve their quality in case the algorithm deviates from the physical
limits (e.g. set minimum/maximum speed or acceleration of car). Another
approach can be to blend multiple predictions from different models in order
to determine a final value. We are also planning on testing a combination of
different kernels to compare our results, as well as embedding vehicle motion
models to the system.
By choosing a racing environment we are challenging the model to learn
from the experience of a non-professional driver to cope with handling of a
vehicle in a high speed driving environment. It can be argued that variables
like position and speed are highly dependant on external parameters, other
than the driver behaviour, and that they can be calculated using vehicle
dynamic models. However, these kinds of models can only assume constant
values for the variables needed to estimate the next states and this introduces
unspecified errors. The predictions shown in this paper are entirely from a
probabilistic approach trained through created states of a particular user with
no prior knowledge of any kinematic formulae by the model, thus a variance
is also predicted and errors are known.
In follow up work we aim to extend the system to include variables
addressing additional environmental details such as pedestrians and other
cars, increasing the applicability of our learning architecture to real world
driving situations. We have also plans to incorporate car kinematic models
and blend them with the GP predictions so that we can improve the prediction
time and accuracy.
7
D ISCUSS ION AND CONCLUS IONS
In this thesis we focused on modelling the driver’s behaviour in high per-
formance driving through car simulators. Our objectives were to design and
evaluate user models that understand the underlying actions of the user
while (s)he is driving. These were used to provide personalised training –
by changing the simulator’s environment – and assistance, according to the
skills of the individual.
We have implemented an adaptive user modelling framework that com-
bines both behavioural and physiological data. The model is responsible for
abstracting and explaining the user’s current state, through a higher level
psychological framework of learning and development, that includes vari-
ables such as experience, exploration and attention. TheFramework monitors
the performance and weaknesses of the race driver in real-time and provides
alterations of the track’s path to fit the individuals level of skill.
Moreover, we have experimented with a machine learning approach based
on Gaussian Process Regression (GPR), in order design a model that can
predict the forthcoming car states induced by a specific user. The algorithm
showed that accurate position projections of the vehicle can be retrieved.
7.1 summary of contributions
The main contribution of this thesis is the design of a flexible user modelling
framework in a driving environment, with the ability to be extended into
other games and domains. The framework transforms features from low
level primitives composed of physiological, user inputs and task-related data
into physiological theoretical framework variables that are designed to alter
the task so as to train and engage the user. The transformation takes place
via a rule-based system set by the task’s expert/designer. The Framework’s
outcomes have been validated through data and reports obtained by 52 users.
We have also extended the Framework with a path construction algorithm
that utilises the model’s decisions and the data collected by the model, to
generate evolved tracks that fit to the skills and physiological state of the user.
Through the use of Bezier curves and constrained path planning approach, the
Framework exchanges data between the algorithm, the specialised graphics
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software and the game in order to alter the track in real-time. The path
construction algorithm was evaluated for diversity and fitness of user’s skill
by 41 users and the whole functionality of the framework was assessed by
26 users split into two groups; experimental and control.
Finally, we carried out further experiments to implement an accurate
approach using a machine learning algorithm based on GPR that can predict
forthcoming states of the system such as car positions, speed and user inputs.
Data collected from 3 users playing the same track twice were used to train
and test the accuracy of the model. We have shown that a pure probabilistic
approach can infer accurately the next states of the user-controlled system
for a short period of time whereas we also proposed methods for improving
our technique.
7.2 discussion of limitations
The user modelling approaches for both training and prediction as well as
the algorithm for generating the new paths have some limitations that have
been already discussed in their respective chapters. A summary can be found
below.
framework’s hardware The selection of our sensors could interfere
with our model’s principles. We chose sensors that are unobtrusive to the user
and the task. However, this can sometimes cause data loss or inaccuracy since
they have a finite area of tracking. The user model can be designed to adapt
to these problems by continuously re-calculating the weights. Although, an
extended loss or stream of erroneous data can lead to an inadequate user
model. The future plan is to repeat the experiments with more dedicated
sensors (i.e mobile eye tracking) and improve the immersion of the user (i.e
Virtual Reality (VR) headset, motion system).
In addition, our set up for collecting the appropriate user data uses: (a)
a force feedback steering wheel, which is required for the proper way of
playing a racing game and collecting steer angles, (b) an RGB-D camera, for
finding the players head pose, and (c) an accurate and efficient eye tracker.
In addition, a high-end computer is needed to handle the game graphics,
the real-time data capturing and implementation of the user model. Such
hardware is readily available to the public but its cost might be high to the
most common types of gamers. This makes the approach hard for the game
designers to adopt.
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driving simulator Our experiments with the multiple trial scenarios
(see Section 5.3) required the user to wait between the trials. This is because
the Framework needed time to transfer data between the three systems (see
Chapter 3) in order to: analyse the model, output decisions, generate new
paths and transfer the files to the game.
As a result, this might have interfered with the user’s engagement, per-
formance and feedback. At present, there is not any computer racing game
or platform that can cover the whole spectrum of our approach: (a) car
racing game with satisfactory graphics, (b) embedding Robot Operating
System (ROS) and the user model software, (c) ability to change the track
without using third party graphics software and (d) loading the track in
real time. Improving our algorithms will certainly reduce some of the issues
(i.e waiting time), however, there are multiple game developer engines (e.g
Unity1, CryEngine2) that will potentially allow the development of such a
game.
user model’s attention The attention of the user – evaluated through
the metrics – is based on a game-related approach. It assumes that the user is
engaged if s(he) is doing well in the game or tries to see if the physiological
data are coherent to the user’s game model.
This approach does not take account the emotional state of the user which
can reveal the user’s willingness and immersion. A modification could be
to employ additional sensors (i.e. heart rate, skin conductance) that would
create a separate and additional method for capturing attention.
prediction model The user model we used for prediction requires
assumptions such as similar environment (e.g. weather, road type), car charac-
teristics and segment types. The particular algorithm is highly demanding in
computational power. Therefore, the training time will increase exponentially
if we have also included these variables. Transferring the algorithm to a
Graphics Processing Unit (GPU) will increase its performance.
Moreover, there is a need to make the technique more accurate. By incor-
porating vehicle kinematic models, constraints and the use of the prediction
variance we aim to improve the predictions.
1 Unity [Online]: https://unity3d.com/ (visited on 24/08/2016)
2 CryEngine [Online]: https://www.cryengine.com/ (visited on 24/08/2016)
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7.3 towards the future
In addition to addressing the limitations specified, there are several directions
that we can approach with the research presented in this thesis, such as
real-world applications. At the moment the Framework’s design is targeting
simulator users. In order to generalise the system, experiments should be
extended where there is an unmet need, such as for wheelchair users and
real car driving.
This will validate and prove that the framework evolves as a multi-domain
system, as was initially envisioned. Translating the machine learning frame-
work and algorithms over similar approaches is of significant importance
since this will demonstrate their general applicability in user modelling and
user interaction with machines.
transferability Transferring my framework and algorithms over
more domains will open the horizons to new pioneering research projects
that have the potential to change the way machines interact with humans.
To accomplish this, there is a need to customise the algorithms and design a
more versatile prototype that can be easily redeployed to different platforms
(i.e. use of mobile sensors). This can set the basis of user modelling and
user understanding in intelligent systems (e.g. vehicles, wheelchairs, virtual
systems, games).
wheelchairs An approach is to design an intelligent tutor via smart
wheelchairs for training disabled children (i.e with learning difficulties, brain
injuries) to drive. Children with learning difficulties may lack problem-solving
skills and they may not be automatically eligible for obtaining a wheelchair.
Furthermore, in cases of severe learning impairment, an inability to explore
may obstruct their cognitive, emotional and psychosocial development (Soh
and Demiris, 2012, 2015).
Our framework would be able to specify the particular weaknesses of the
disabled child according to an average “normal” model and help design
explicit tasks that could be used to train and improve them.
real car As with wheelchair users, the Framework can be used to per-
sonalise the assistance of users in semi-autonomous cars. The framework
could monitor the current attention and performance of the user during
driving and automatically propose aspects in the style of driving that could
be improved.
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Whereas the predicting model would monitor the forthcoming status of
the user, thus be able to provide customised warnings or even take over only
when it is needed.
7.4 epilogue
The interaction between machines and humans has been inevitably a major
part of our lives. However, at the moment, people have to adapt and learn
new interactions with technology so it becomes part of human behaviour.
Learning and developing the skills for new tasks takes considerable time
and great deposits of self-motivation. This thesis is a step to reverse this
interaction so that technology conforms to humans, as we believe that system
personalisation is the future of cutting edge technology.
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I
EXPER IMENTAL PROTOCOL FOR THE HUMAN
EXPER IMENT EVALUAT ION
This Appendix describes the procedure followed for the experiment described
in Section 5.3. At the beginning of the experiment, users were prompt to a
web form, where it was guiding them through the experiment. Instructions
pre-informed the subjects about the following:
• The simulator and equipment that they will be using.
• The type of data that will be recorded.
• That the experiment will involve 3 trials of 11 laps each.
• That the experiment will take about an hour.
• To avoid driving outside the road (in grass) since it was deliberately
designed to be slippery.
• That they could stop anytime if they felt uncomfortable.
• To enjoy the game.
Then a set of demographic questions were asked before the start of Trial 1
(see Table I.1). Also, before each of trials, subjects were requested to:
• To use the first lap to familiarise themselves with the controls and path
of track.
• They were shown the shape of the tracks (only in Trial 1 and Trial 3)
• Told about the time of the fastest driver in Trial 1’s basic track (50s) –
as a basic motivation.
• To remember the path and personal likeness of each segment that was
numbered in the car simulator.
The next step was prompting them to move to the simulator. After each trial
a series of questions followed regarding the track they just drove (shown in
Tables I.1, I.2, I.3).
At the very end the form described what happened and what the model
was doing during the experiment. We tried to limit the interaction and
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Table I.1: Game-related questions asked before and after Trial 1
ID Questions Options
Before the experiment:
profile Age / Gender / Nationality N/A
Frequency How often do you play car ra-
cing games?
5-Likert Scale [Never (1) ...
Every Day (5)]
pre
Self-Rate
How would you rate yourself in
car racing games?
5-Likert Scale [Beginner (1)
... Expert (5)]
After the completion of Trial 1:
post
Self-Rate1
How would you rate yourself in
the racing game and the track
you just tried?
5-Likert Scale [Beginner (1)
... Expert (5)]
Fatigue1 Did you feel tired during the ex-
periment because of the lap re-
petition?
5-Likert Scale [Nothing at
all (1) ... Very Much (5)]
Improved1 As you loop through the track
did you feel that you improved?
5-Likert Scale [Nothing at
all (1) ... Very Much (5)]
Difficulty1 How would you rate yourself
in each segment? (for each Seg-
ment (x5))
5-Likert Scale [Very Bad (1)
... Very Good (5)]
Change1 If you were given another 10
laps, how would you alter the
segments paths so that to make
the track more interesting to
you? (for each Segment (x5))
[Easier, Keep Same, Chal-
lenging]
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Table I.2: Game-related questions asked after Trial 2
ID Questions Options
After the completion of Trial 2:
Compare2 Do you think the track was
Easier or Harder than before?
3-Likert Scale [Easier (1) ...
Harder (3)]
Enjoyable2 Did you find the new track more
enjoyable than the previous one?
3-Likert Scale [Worse Than
Before (1) ... Better Than Be-
fore (3)]
post
Self-Rate2
How would you rate yourself
in the racing game through the
Second track you just tried?
5-Likert Scale [Beginner (1)
... Expert (5)]
Fatigue2 We have asked you after the first
track how tired you got because
of lap repetition. How would
you rate the tiredness this time
in respect to the new track?
5-Likert Scale [Nothing at
all (1) ... Very Much (5)]
Improved2 As you loop through the track
did you feel that you improved
more than the previous trial?
[Nothing at all (1) ... Very
Much (5)]
Alter2 Which segments do you think
got altered and how? (for each
Segment (x5))
[Got Easier, Stayed the
Same, Got Harder]
Difficulty2 How would you rate yourself in
each segment according to the
Second track? (for each Segment
(x5))
5-Likert Scale [Very Bad (1)
... Very Good (5)]
Change2 If you were given another 10
laps, how would you alter the
segments paths so that to make
the track more interesting to
you? (for each Segment (x5))
[Easier, Keep Same, Chal-
lenging]
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Table I.3: Game-related questions asked after Trial 3
ID Questions Options
After the completion of Trial 3:
Compare3 Do you think the track was
Easier or Harder than before?
3-Likert Scale [Easier (1) ...
Harder (3)]
post
Self-Rate3
How would you rate yourself
in the racing game through the
Third track you just tried?
5-Likert Scale [Beginner (1)
... Expert (5)]
Difficulty3 How would you rate yourself in
each segment according to the
Third track? (for each Segment
(x5))
5-Likert Scale [Very Bad (1)
... Very Good (5)]
Change3 If you were given another 10
laps, how would you alter the
segments paths so that to make
the track more interesting to
you? (for each Segment (x5))
[Easier, Keep Same, Chal-
lenging]
discussion with the subjects during the experiment, so that each subject
would have the same information presented.
J
COMPONENTS AND SENSORS
j.1 ros
For providing seamless and structured communication between our al-
gorithms at the Core system, as well as controlling the RGB-D sensors we
extensively used Robot Operating System (ROS) in our theses – as described
by Quigley et al. (2009). Specifically, we made use of the two most recent
versions: hydro (released in September 2013) and indigo (released in July
2014).
ROS is not an operating system, opposed to what its name may indicate.
It actually requires an underlying operating system, such as Ubuntu Linux,
from which it provides a collection of libraries for robotics.
ROS is a communication library that allows many-to-many messages passing
between different processes (nodes) through the network. Tools for the stand-
ardisation of customised messages are also available as well as the ability to
execute remote code in another machine equipped with ROS. ROS works with
most robots and sensors used in robotics research and has binding for many
languages. In this thesis we mainly used its C++ native library and its Python
bindings.
j.2 vision racer vr3
Vision Racer1 (Fig. J.1a) is a driving simulator designed and sold by SimRoom.
It consists of a racing chair on a specialised platform where it allows the
installation of a racing wheel, pedals and gear shifter in similar configuration
as in a racing car. The purpose of using such a component is to maximise the
immersion of the user to the game and increase the truthfulness of our data.
j.3 g27 logitech wheel
G27 Logitech wheel (Fig. J.1b) is a racing wheel developed by Logitech. It is
accompanied by a set of three pedals and a gear shifter. Its main advantage
1 Vision Racer VR3 [Online]: http://www.visionracer.co.uk (visited on 18/08/2016)
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(a) Vision Racer VR3 (b) Logitech G27 Racing Wheel
(c) Tobii EyeX (d) Kinect: RGB-D camera
Figure J.1: Components used for this thesis.
is that it allows 900o steering angle rotation and provides force feedback
functionality that enhances the experience of the user.
j.4 tobii eyex
The Tobii EyeX Controller (Fig. J.1c) is a remote eye tracking sensor developed
by Tobii and it is targeted for consumer applications. It is advertised as a
sensor that does not need regular re-calibrations and allows for a great variety
of physiological factors such as eye colour, ethnicity, sight correction and age.
Its operating range is between 45− 80cm and can be used for screen size of
up to 27 ′′. The data sampling rate is around 60Hz.
j.5 kinect
Kinect is an infrared-based depth sensor with an RGB camera (Fig J.1d). It
was mainly used by our Framework through ROS to record our subjects during
the experiments and also detect the head pose of the user using the depth
data as described by Fanelli et al. (2011).
K
ALGOR ITHMS AND STRUCTURES
k.1 affinity propagation algorithm
Affinity Propagation (AP) (Frey and Dueck, 2007) is an unsupervised cluster-
ing based approach. The method groups the data by finding data’s center
points, called exemplars, through data specific similarity. The difference in
approach with respect to other methods (e.g. k-centers (MacQueen and Oth-
ers, 1967)) is that the initial conditions suspect all data points as exemplars.
Therefore, the number of clusters is not pre-defined but it can be influenced
(if a prior information is known) by values in the similarity measure matrix.
The novelty of the method is that it recursively transmits real-value mes-
sages throughout the data network of the suitability of each point being
an exemplar, until a good set of clusters is found. The similarity measure
matrix, s(i, j), is a user defined function (usually Euclidean distance) whereas
through its diagonal s(k,k), the user can increase the values of some data
points so that they are more likely to be used as exemplars. The diagonal is
usually set to the median or the minimum of input similarities.
There are two types of messages being exchanged:
1. The “responsibility"(K.1), r(i, j), that is sent from a point i to a candidate
exemplar j, assesses how well point j serves as an exemplar of i.
2. The “availability"(K.2), a(i, j), sent from candidate exemplar j to point
i, shows the extent of point i’s goodness of fit in choosing j as an
exemplar.
At each iteration the algorithm updates the responsibilities of each point
followed by updating their availabilities. Then by finding the maximum of
a(i, j) + r(i, j) for point i from any point j, either assigns i as an exemplar
if i = j, or identifies point j as an exemplar of i. The algorithm stops either
after a fixed number of iterations, if exemplars stay constant for a number of
iterations or the change of values in messages fall below a certain threshold.
r(i, j)← s(i, j) − max
j ′s.t.j ′ 6=j
{a(i, j ′) + s(i, j ′)} (K.1)
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a(i, j)← min
{
0, r(j, j) +
∑
i ′s.t.i ′/∈{i,j}
max
{
0, r(i ′,k)
}}
(K.2)
L
CAR DYNAMICS
l.1 the friction circle
The Traction Circle or Friction Circle shows how the car tyres interact with
the road surface at any given point in time. It is a simple approach to check
that the car’s tyres operate within their limits. This is directly combined to
the overall performance of the car1.
Car forces play an important role on the vehicle stability in the road. As
long as the user stays within the limits, the car behaves as it is supposed to.
However, there are exceptions where drivers intentionally cause sliding on
the car’s tyres so they operate outside the friction circle range. A car can
(a) Friction Circle Limits (b) Users’ Friction Circle
Figure L.1: (a) Friction Circle’s critical areas and (b) users’ friction circle from the
collected data
operate at 100% towards each direction only at the meeting points of the
axes and the circle (see Fig. L.1a). For example, if you are operating at the
maximum of the breaking force then you have no remaining traction on the
wheels to turn the car. When the combined lateral and longitudinal forces
are outside the diagram, then the grip (stability) on the road surface is lost,
the tyres start to slip and the car begins to slide.
1 Source “Race Car Dynamics” [ONLINE]: http://goo.gl/uM9qa3 (visited on 22/08/2016)
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The boundaries of the friction circles (shown in Fig. L.1b), for the particular
car we are using in the experiments, were found empirically through our
collected data from various users.
l.1.1 Vehicle Stability Control Dynamics
The car’s tyres operate as supposed to, only if they are utilised under certain
boundaries of load amount and applied force, depending on the manufacturer.
Overwhelming this force tend to cause outcomes that are undesirable to the
stability of the car in the road; like understeer and oversteer.
understeer happens when the forces acting on the front tyres exceed
their limits faster than the rear ones. Under this conditions, the car loses its
grip on the road and instead of turning to the direction of the tyres it follows
a straight projection due to its inertia. Understeer is normally associated with
front wheel drive cars (like the one we are using).
oversteer is normally caused from rear wheel drive cars. It is the
opposite of understeer which means that the rear tyres loses grip on the
road faster than the front wheels due to the longitudinal force coming by the
engine of the car. As a result, the car’s rear part try to move around the front
and the car spins.
l.1.1.1 Electronic Stability Control (ESC)
Advances in technology and their integration in cars lead to the development
of a system called ESC, that continuously detects the loss of traction from
each of the car’s wheels. By activating the brakes individually on each
wheel, according to the situation, it tries to reduce the effect of understeer or
oversteer so that the control is regained (Liebemann et al., 2004).
l.1.1.2 Autonomous Race Car
At the University of Stanford, researchers are working on the implementation
of a real-world autonomous race car (Funke et al., 2012; Hsu et al., 2010;
Kritayakirana and Gerdes, 2012; Massel et al., 2004). They utilise the concept
of the friction circle through their controllers to find the optimum paths of
the track and alter the speed and steering of the car.
M
AP I DATA
Table M.1: Variables obtained from Simulator’s API.
Variables
Brake X/Y/Z Position
Steering X/Y/Z Local Acceleration
Throttle X/Y/Z Local Velocity
Gear X/Y/Z Global Velocity
Speed Engine RPM
Yaw Wheel’s Rotation (x4)
Pitch Wheel’s Lateral Force (x4)
Roll Wheel’s Longitudinal Force (x4)
System Time Wheel’s Suspension Deflection (x4)
Simulator Time Wheel’s Suspension Force (x4)
Last Collision’s Time Car’s Orientation
Lap Time Lap Number
Table M.2: Variables obtained from Eye Tracker’s API divided into event types.
Variables
System Time Timestamp
Eye Position
HasLeftEyePosition HasRightEyePosition
X/Y/Z Left Eye 3D X/Y/Z Right Eye 3D
X/Y/Z Left Eye Normalised X/Y/Z Right Eye Normalised
Eye Gaze
X/Y Pixel Location
Eye Fixations
X/Y Pixel Location EventDescription
User Present
UserPresentBoolean
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N
FRAMEWORK ’S CONF IG F I LES
n.1 xml plugin
As mentioned in Section 3.1.1, the XML plugin is located at the Simulator
system and is used by the game’s and eye tracker’s Application Programming
Interfaces (APIs) to configure their variables according to the experiment
carried out.
<?xml version ="1.0" encoding ="utf -8"?>
<!-- Created by The0s 24/09/2013 -->
<!-- Configuration file of rFactor2 Telemetry plugin -->
<rfactor2_config >
<attribute >
<name>network_broadcast </name>
<value >192.168.1.255 </value >
<description >
Broadcast IP of network for communicating with the plugin
</description >
</attribute >
<attribute >
<name>online </name>
<value >true</value>
<port>2346</port>
<msg_port >2345</msg_port >
<description >
Live telemetry data to be broadcasted out
</description >
</attribute >
<attribute >
<name>mode</name>
<value >normal </value>
<description >
Choose between demo | normal.
</description >
</attribute >
<attribute >
<name>flag</name>
<value >false</value >
<description >
Special flag changes during game play. For extra experiments.
</description >
</attribute >
</rfactor2_config >
<!-- Created by The0s 16/04/2015 -->
<!-- Configuration file of Tobii EyeX plugin -->
<eyex_config >
<attribute >
<name>network_broadcast </name>
<value >192.168.1.255 </value >
<description >
Broadcast IP of network for communicating with the plugin
</description >
</attribute >
<attribute >
<name>online </name>
<value >true</value>
<port>5885</port>
<msg_port >5886</msg_port >
<description >
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Live EyeX data to be broadcasted out. Should not be the same as rest
</description >
</attribute >
<attribute >
<name>output_file </name>
<value >D:\\ RFactorData \\ rFactorEyeXData.json</value >
<format >json</port>
<description >
Output File location for data to be saved
</description >
</attribute >
</eyex_config >
Listing N.1: Simulator’s Configuration File
n.2 core’s config file
The following python class (as seen in Section 3.3) is located at the Core sys-
tem and is used to initialise all the Robot Operating System (ROS)’s nodes. By
initialising it with the correct track name, it gives the appropriate information
to the nodes that analyse and display the incoming data.
### Created by The0s 01/05/2015 ####
### Core’s Configuration File ###
from termcolor import colored
import cPickle as pickle
class Config_File(object):
def __init__(self , trackName="BrandHatch"):
self.DEBUG=True
self.trackName = trackName
self.simulatorIP = "192.168.1.255"
self.simulatorPort = 2346
self.eyeTrackerPort = 5885
self.simulatorRelated ()
# using TrackLimits Class
self.useTrackLimits=True
# How is the position in the Track
self.pos_x = "pos_x"
self.pos_y = "pos_z"
self.pos_z = "pos_y"
#Track Related
self.Workspace = "/media/the0s/Data/"
self.Data_location = self.Workspace+ "LiveData/"
self.Tracks_Location = self.Data_location + "Tracks_Info/"
self.Track = self.Tracks_Location + trackName + "/"
self.RosBags = self.Data_location + "RosBags/"
self.UserModelBags = self.RosBags + "user_model/"
self.OptimalsCreated = self.Data_location + "optimals/"
# Whole Path Related
self.Track_Sides = self.Track + "Track/"
self.Track_Side_A = self.Track_Sides + "pointsA"
self.Track_Side_B = self.Track_Sides + "pointsB"
self.TrackLineLoc = self.Track + "3ds/TrackLine.txt"
self.Track_XYZ_Format = [0,1,2]
self.TrackCameraRelated ()
# Segments Related
self.SegmentsNum = 6
self.SegmentsNumModel =5
self.SegmentIds = [’1’,’2’,’3’,’4’,’5’,’6’]
self.Segments_Loc = self.Track + "Segments/"
self.Optimal_Loc = self.Segments_Loc + "Optimal/"
self.SegmentDetails = self.Segments_Loc + "Optimal/"
self.Segments_XYZ_Format = [0,1,2]
self.segmentSideDistance = 40
self.StartingSegment = 0
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# Segments QT window layout related
self.segmentsQtWindowLayout ()
# User Model QT window layout related
self.userModelQtWindowLayout ()
# Segment Alterer QT window Related
self.savePickleLoc = self.Track + "available_segments.p"
self.createdSegmentsImgLoc = self.Data_location + "/User/UserSegments/"
# Bias for segment ends Lines Limits!
self.distanceToLines = 25
self.distanceToStartChecking = 25
# 3dsMax FileCopyClasses Related (Knot information) and RosSegmentAlterer
self.trackLineKnots = 193
self.KnotsSegments = {’1’:(184 ,8), ’2’:(8 ,51), ’3’:(51 ,75), ’4’:(75 ,107), ’5’:(107 ,139), ’6’
:(139 ,184)}
# fileCopy Classes Server/Client
self.StudioMax_Port = 5202
self.StudioMax_IP = "192.168.1.8"
# Bezier3dsMax Class Related
self.controlPtsBackupLoc= self.Tracks_Location
# Configurations relating to the concept of flow Model (20/12/2015)
self.adaptiveUserModelRelated ()
def TrackCameraRelated(self):
self.TrackCameraPos_dist = 650
self.TrackCameraPos_ele = 50
self.TrackCameraPos_azi = 114
self.TrackPanX = 0
self.TrackPanY = -120
self.TrackPanZ = 0
def segmentsQtWindowLayout(self):
self.Segments_Width = int (130)
self.Segments_Graph_Height = int (250)
self.Segments_Performance_Height = int (100)
self.Segments_Global_Dock_Colour = "background -color: black;"
self.Segments_PerformanceDock_Colour = "background -color: black;"
def userModelQtWindowLayout(self):
self.UMdock_Graph_Width = int (300)
self.UMdock_Graph_Height = int (50)
self.UMdock_Text_Width = int (100)
self.UMdock_Text_Height = int (50)
self.UMdock_Title_Width = int (100)
self.UMdock_Title_Height = int (30)
def simulatorRelated(self):
self.simScreenX=float (6048.0)
self.simScreenY=float (1080.0)
def adaptiveUserModelRelated(self):
self.adaptiveUserModelLoc = self.Track + ’UserModel/’
# Flow Concept
self.userThresholds = self.adaptiveUserModelLoc + "Data/" + "UserThresholds.p"
self.getThresholds ()
# Trace Theory
self.NonPhysioThreshold=self.ThresholdExperience
self.PercentageJump = 20
self.PhysioPercentageJump = self.PercentageJump
self.LapsToInclude = None
# WeightingModel
self.ExpertWeightsLoc = self.adaptiveUserModelLoc + ’Weights/expertWeights.json’
self.UserWeightsLoc = self.adaptiveUserModelLoc + ’Weights/userWeights.json’
#PerformanceMetrics
self.ExcludedVariables = [’name’, ’lapNo’, ’segmentTime ’, ’segmentId ’]
self.ExcludeRosTime = ’rosTime ’
self.PhysioVariables = [’screenConcentration ’,’cc_HPVO ’,’cn_HPVO ’,’eyeFixationsPerSec ’,’
cn_HP ’,’cc_HP ’,’blinkNoPerSec ’,’cn_EGVO ’,’cn_EG’,’cc_EGVO ’, ’cc_EG ’]
self.NonPhysioVariables = [’carPosSpeed ’,’carPos ’,’ave_braking ’, ’ave_throttle ’, ’
ave_steering ’,’cn_userInputs ’,’cc_userInputs ’,’collisionsNo ’]
self.AllVariables = self.PhysioVariables + self.NonPhysioVariables
self.SegmentTime = ’segmentTime ’
self.UserDataLoc = self.adaptiveUserModelLoc + ’Data/userDataSegment ’
self.MetricsToPercLoc = self.adaptiveUserModelLoc + ’Weights/metrics2Perc.json’
self.ExpertDataLoc = self.adaptiveUserModelLoc + ’Expert/’
# IDs
self.Challenge = ’Challenge ’
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self.Attention = ’Attention ’
self.Experience = ’Experience ’
self.Challenging = ’Challenging ’
self.Same = ’Same’
self.Easier = ’Easier ’
self.Expert = ’Expert ’
self.UserBest = ’UserBest ’
self.All= ’All’
self.Physio = ’Physio ’
self.NonPhysio = ’NonPhysio ’
# Topics
self.Features2Metrics = ’/Features ’
self.Metrics2PercMetrics = ’/Metrics ’
self.PercMetrics2Weights = ’/PercMetrics ’
self.Weights2Trace = ’/WeightedPercMetrics ’
self.Trace2Flow = ’/ConceptFlowData ’
self.Flow2Decision = ’/FlowConceptDecision ’
self.ThresholdsFlow = ’/ThresholdsFlow ’
# RosSegmentsAltererUserModel
self.ExcludeLaps = [0]
self.ChangeTrackFrequency = 10
self.ChangeTrackModel = self.UserBest
self.ExcludedSegmentsForChange = [’1’]
def getCSVloc(self ,segmentId):
return self.UserDataLoc + segmentId +’.csv’
def getThresholds(self):
loaded=False
try:
from car_simulator.msg import ThresholdsFlow
tflow = pickle.load(open( self.userThresholds , "rb" ))
# ALL THRESHOLDS are adapted for userBest from EXPERTS
self.ThresholdExperience=tflow.ExperienceUser
self.ThresholdChallenge=tflow.ChallengeUser
self.ThresholdAttention=tflow.AttentionUser
loaded=True
print colored("*Config* Loaded User Configs",’magenta ’)
except Exception as e:
print colored(e,’yellow ’)
loaded=False
if self.trackName == "BrandHatch": # Default
loaded = False
if not loaded:
print colored("*Config* Loaded Expert Default Configs",’magenta ’)
# ALL THRESHOLDS are adapted for userBest from EXPERTS
self.ThresholdExperience =40
self.ThresholdChallenge =0
self.ThresholdAttention =0
print self.ThresholdExperience ,self.ThresholdChallenge ,self.ThresholdAttention
Listing N.2: Core’s Configuration File
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