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Abstract
A supersymmetric theory in two-dimensions has enough data to
define a noncommutative space thus making it possible to use all
tools of noncommutative geometry. In particular, we apply this
to the N = 1 supersymmetric non-linear sigma model and derive
an expression for the generalized loop space Dirac operator, in
presence of a general background, using canonical quantization.
The spectral action principle is used to show that the superstring
partition function is also a spectral action valid for the fluctua-
tions of the string modes.
PACS numbers: 04.62.+v, 02.40.-k, 11.10.Ef, 11.25.-w, 11.30Pb
1 Introduction
One of the most important results in string theory is the appearance of the
graviton in the spectrum of the closed string. The nature of the gravita-
tional force is then deduced by studying the graviton-graviton scattering in
the S-matrix using the graviton vertex operator in conformal field theory.
Similarly, the interaction of the other string spectra, massless or massive,
could be obtained. Alternatively, if the propagation of the string is de-
termined from the variation of a two-dimensional non-linear sigma model
with curved background geometry the renormalizability of the theory dic-
tates that the background metric satisfies generalized Einstein equations [1].
Some attempts were made to understand string theory based on loop space
geometry [2], but this had limitations because the needed geometrical tools
are not available.
There is, however, a close relation between two-dimensional systems defin-
ing what is known as supersymmetric quantum mechanics [3] [4] and non-
commutative geometry [5]. A supersymmetric theory in two dimensions are
classified by the number of left and right supersymmetries denoted by (p, q).
Invariance under each of these supersymmetries gives a conserved charge.
The most familiar examples are (1, 1) supersymmetry of the superstring and
(1, 0) supersymmetry of the heterotic string. The supersymmetry charges are
considered as differential operators on the loop space Ω(M) [3]. To make the
connection with noncommutative geometry one has to identify the spectral
triple (A,H, D) where A is an algebra of operators, H a Hilbert space and D
a Dirac operator acting on H. The presence of more than one supersymmetry
charge implies restrictions on the geometry. The algebra A can be identified
with the superconformal algebra associated with a two-dimensional model
and H with the Hilbert space of states [6] [7].
Within the formalism of noncommutative geometry, it is possible to de-
fine, in complete analogy with Riemannian geometry, the metric, distance,
connection, torsion, etc. [8]. Because of the infinite dimensional nature of
such spaces many ambiguities are expected. Describing the dynamics of such
a system geometrically is not a trivial exercise.
With every supersymmetric system we can associate a triple (A,H, D)
from which one can define a noncommutative space. The dynamics of the
spectrum of these theories is system dependent. The two-dimensional system
that we will consider for our study is the supersymmetric non-linear sigma
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model coupled to background fields [1]. We shall evaluate the conserved
supersymmetric currents and the associated charges Q+ and Q−. We first
identify the algebra and Hilbert space and then study some properties of this
space. From the fact that the spectral properties of (A,H, Q±) encodes the
necessary geometric properties, we shall postulate a spectral action that will
give the correct dynamics for all the superstring spectrum [9]. The results of
this work were given without any details in reference [10].
The plan of this paper is as follows. In the second section we review
the supersymmetric non-linear sigma model and derive the full expression
of the supersymmetric charges in the presence of torsion. We also evaluate
the Hamiltonian and momentum after the system is quantized. In section
three we give a review of noncommutative geometry. In section four we use
these tools to extract information about the geometry of the superstring
noncommutative space. We also postulate a spectral action that describes
the dynamics of the superstring spectrum. We show that this action gives,
in the low-energy limit, the superstring effective action. Section five is the
conclusion.
2 Supersymmetric quantum mechanics and
the non-linear sigma model
A supersymmetric theory in two-dimensions have supersymmetry genera-
tors associated with it. These transform bosonic states into fermionic states.
What is special about two-dimensions is that one can split right-movers from
left-movers and therefore can have an asymmetry between the supersymme-
try in both sectors. The number of supersymmetries is denoted by (p, q).
The supersymmetry generators satisfy the algebra
{Q+i, Q+j} = δijPz
{Q−i, Q−j} = δijPz (1)
[J,Q±i] = ∓Q±i
In this paper we shall only consider the simple case of (1, 1) supersym-
metry. This is easily realized by starting with the supersymmetric non-linear
sigma model where the matter superfields are Φµ(ξ, θ+, θ−) where ξα are the
two-dimensional space-time coordinates, ξ0 = τ and ξ1 = σ. These fields in-
teract non-linearly with backgrounds of the formGµν [Φ], Bµν [Φ], ϕ [Φ] where
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Gµν is a symmetric tensor Bµν is antisymmetric and ϕ is a scalar. More gen-
eral interactions could be introduced. In what follows and for simplicity, we
shall set the dilaton background to zero. Using superconformal invariance
one can choose the superconformal gauge which fixes the superzweibein, EAM
to be: (
Eaα = δ
a
α E
m
α = 0
Ear = (γ
aθ)r E
m
r = δ
m
α
)
(2)
where r = +,−. In this gauge the superspace action is given by
S =
T
2
∫
d2ξdθ+dθ− ((Gµν [Φ] +Bµν [Φ] )D+Φ
µD−Φ
ν) (3)
where D± = ∂∂θ± − iθ±∂± and ∂± = ∂0 ± ∂1. These satisfy D2± = −i∂±.
The superfield expansion of Φµ(ξ, θ+, θ−) is
Φµ(ξ, θ+, θ−) = X
µ(ξ) + iθ+ψ
µ+(ξ)− iθ−ψµ−(ξ) + iθ+θ−F µ(ξ) (4)
Expanding Gµν [Φ] ,Bµν [Φ] in terms of components one finds that the action
S becomes a function of Gµν [X ] , Bµν [X ] and their derivatives as well as
ψµ± and F µ. This gives, after integrating over θ±:
S = T
2
∫
d2ξ ((Gµν +Bµν)(−i∂−ψµ+ψν+ + iψµ−∂+ψν− + ∂−Xµ∂+Xν + F µF ν)
−i(Gµν,ρ +Bµν,ρ)ψρ+(∂−Xµψν+ − ψµ−F υ)
−i(Gµν,ρ +Bµν,ρ)ψρ−(ψµ−∂+Xν + F µψν+)
+ ψµ−ψν+((Gµν,ρ +Bµν,ρ)F ρ + (Gµν,ρσ +Bµν,ρσ)ψρ−ψσ+))
(5)
Eliminating the auxiliary fields F µ by its equations of motion gives:
F ρ = ±iψµ−ψν+
(
Γ ρµν −
1
2
H ρµν
)
(6)
where Γρµν is the Christoffel symbol:
Γ ρµν =
1
2
Gρκ(Gµκ,ν +Gνκ,ρ −Gµν,κ) (7)
and Hµνρ is the field strength of Bµν :
Hµνρ = (Bµν,ρ +Bvρ,µ +Bρµ,ν) (8)
Since F µ appears quadratically, performing the gaussian integration is equiv-
alent to substituting the value of F µ given in equation (6) into the action (5).
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It will prove convenient to define fermi fields ψ±a with tangent space-indices:
ψ±a = eaµ[X ]ψ
±µ where eaµ[X ] is the square root of Gµν [X ]:
Gµν [X ] = e
a
µ[X ] ηab e
b
ν [X ] (9)
and ηab is the flat space metric (Minkowski or Euclidean ). After some
manipulations and integrating by parts we get [1]
S =
T
2
∫
d2ξ ((Gµν [X ] +Bµν [X ]) ∂−X
µ∂+X
ν
+iψa+
(
ηab∂− + ω
+
µab∂−X
µ
)
ψb+
+iψa−
(
ηab∂+ + ω
−
µab∂+X
µ
)
ψb−
+
1
2
ψa+ψb+ψc−ψd−R+cdab[X ]
− i
2
∂−
(
Bµν [X ]ψ
µ+ψν+
)
+
i
2
∂+
(
Bµν [X ]ψ
µ−ψν−
))
(10)
where ω±abµ = ω
ab
µ ± 12H abµ and ω abµ is related to eaµ through the torsion free
condition
∂µe
a
ν + ω
ab
µ eνb − Γ ρµν eaρ = 0 (11)
which can be completely solved for ω abµ . The Riemannian tensors R
±µ
νρσ (with
torsion) are defined by:
R±µ νρσ = ∂ρΓ
± µ
σν + Γ
±µ
ρκ Γ
±κ
σν − (ρ↔ σ) (12)
and satisfy
R+µυρσ = −R+νµρσ = −R+µυσρ = R−ρσµν (13)
curved indices are changed to flat ones with the help of eaµ and its inverse.
We have kept total derivative terms in the action as these will be important
in evaluating the supercharges.
To determine the supercurrents we first write the supersymmetry trans-
formation of the superfield Φµ :
δΦµ = (ǫ+D+ + ǫ−D−)Φ
µ (14)
which gives for the components
4
δXµ = i(ǫ+ψ
µ+ − ǫ−ψµ−)
δψµ+ = −ǫ+∂+Xµ + ǫ−F µ
δψµ− = ǫ−∂−X
µ + ǫ+F
µ
δF µ = −i(ǫ+∂+ψµ− + ǫ−∂−ψµ+) (15)
Noting that the supersymmetric variation of the Lagrangian in (10) is a total
derivative, we have
1
T
δL = i
2
ǫ+∂+ ((Gµν +Bµν) (∂−Xµψν+ − ψµ+F ν)
−(iGµν,ρ +Bµν,ρ)ψρ−ψµ−ψν+))
− i
2
ǫ−∂− ((Gµν +Bµν) (ψµ−∂+Xν + F µψν+)
−i(Gµν,ρ +Bµν,ρ)ψρ+ψµ+ψν−))
≡ ǫ+∂+κ+ + ǫ−∂−κ−
(16)
The supercharges j± are then defined by
1
T
(±ij±) = δX
µ
δǫ±
δL
δ∂0Xµ
+
δψµ+
δǫ±
δL
δ∂0ψµ+
+
δψµ−
δǫ±
δL
δ∂0ψµ−
+ κ±. (17)
A simple calculation gives
i
T
(±j±) = ±iψµ±Gµν∂±Xν − 1
6
ψµ±ψν±ψρ±Hµνρ. (18)
The non-linear sigma model must now be quantized [3] [11]. As the fermions
form a first order system, they will be constrained, and Poisson brackets has
to be replaced with Dirac brackets. Denoting
τa± ≡ δL
δ∂0ψa±
= − i
2
Tψa±, (19)
the constraint equations are
χa± = τa± +
i
2
Tψa± = 0 (20)
From the Poisson bracket {
ψa±, τ±b
}
P.B
= −δba (21)
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one can verify that {
χ±a , χ
±
b
}
= −iT δab ≡ Cab (22)
and it is inconsistent to impose the constraint. This is remedied by intro-
ducing the Dirac bracket [12]
{A,B}D.B = {A,B}P.B − {A, χa}P.B C−1ab {B, χb}P.B (23)
This now gives: {
ψa±, ψb±
}
DB
= − i
T
δab. (24)
Quantization is carried in replacing Poisson and Dirac brackets by equal-time
commutators and anticommutators:[
Xµ(σ, τ), Pν(σ
′
, τ)
]
= iδνµδ(σ − σ′) (25){
ψa±(σ, τ), ψb±(σ′, τ)
}
=
2
T
ηabδ(σ − σ′) (26)
Rotating the fermions to the chiral basis:
ψa+ =
1√
T
(χa + χa) (27)
ψa− =
i√
T
(χa − χa) (28)
implies that {
χa(σ, τ), χb(σ′, τ)
}
=
1
2
ηabδ(σ − σ′) (29)
The momentum Pν(σ, τ) can be realized by acting on the space X
µ(σ, τ)
through the relation
Pµ(σ, 0) = −i δ
δXµ(σ, 0)
(30)
where the time τ is set to zero. Using the definition of Pµ =
δL
δ∂0Xµ
one finds
Pµ = T
(
Gµν∂0X
ν +
i
2
ψa+ψb+ω+µab +
i
2
ψa−ψb−ω−µab
)
(31)
Substituting equation (31) for Pµ into equation (17) for j±, the currents then
take the simple form
j+ (σ) = − i√
T
χa(σ)
(
eµa [X ]∇µ +
1
3
Habcχ
b(σ)χc(σ)
)
6
+
√
T (χa(σ)eνa[X ]− χa(σ)eµa [X ]Bµν [X ])
dXν
dσ
(32)
j− (σ) = − i√
T
χa(σ)
(
eµa [X ]∇µ +
1
3
Habcχ
b(σ)χc(σ)
)
+
√
T (χa(σ)eνa[X ]− χa(σ)eµa [X ]Bµν [X ])
dXν
dσ
(33)
where we have rotated the currents j± to the chiral basis
j =
1
2
(j+ − ij−) (34)
j =
1
2
(j+ + ij−) (35)
The covariant derivative ∇µ is defined by
∇µ = δ
δXµ
+ ωµab[X ]
(
χa(σ)χb(σ) + χa(σ)χb(σ)
)
(36)
and one must normal order to avoid the ambiguity of multiplying fields at
the same point. The conserved supersymmetry charges are
Q =
2π∫
0
dσ j(σ) (37)
Q =
2π∫
0
dσ j(σ) (38)
It is a tedious exercise to show that after quantization, the charges Q and Q
form a supersymmetry algebra with the properties
Q2 =
1
2
P = Q
2
(39)
{
Q,Q
}
=
1
2
H (40)
where P is the momentum generating reparametrizations on the circle and
H is the Hamiltonian.
We shall follow the strategy adopted in references [12] [13] in the grouping
of the terms where relations (39,40) were proved for the case of a point
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particle. The important point to realize here is that the fields eaµ and Bµν
have functional dependence on Xµ. The relation
δ
δXµ(σ)
f [X(σ)] =
δf
δXµ
δ(σ − σ′) (41)
is used frequently. The two-dimensional momentum P is given by
P = −i
2π∫
0
dσ
dXµ
dσ
∇µ + 2i
2π∫
0
dσχa(σ)
Dχa
Dσ
(42)
and the covariant derivative D
Dσ
is defined by
Dχa
Dσ
=
dχa
dσ
+
dXµ
dσ
ω aµ b[X ]χ
b(σ) (43)
Note that in the limit when Xµ(σ) and χa(σ) become independent of
σ, P as given in equation (42) will vanish automatically. A very lengthy
calculation gives for the Hamiltonian:
H = − 1
2T
2π∫
0
dσ
[(∇a∇a + ω abb [X(σ)]∇a + 4χa(σ)χb(σ)χc(σ)χd(σ)Rabcd[X(σ)])
+
2
3
(
χa(σ)χb(σ)χc(σ)χd(σ) + χa(σ)χb(σ)χc(σ)χd(σ)
)∇aHbcd[X(σ)]
+
(
χb(σ)χc(σ) + χb(σ)χc(σ)
)
Habc[X(σ)]∇a
+
1
3
(
χa(σ)χb(σ)χc(σ)χd(σ) + χa(σ)χb(σ)χc(σ)χd(σ)
+ χa(σ)χb(σ)χc(σ)χd(σ)H eab [X(σ)]Hecd[X(σ)]
)
−2iT
(
χa
Dχa
Dσ
+ χa
Dχa
Dσ
)
−2iT
(
χa
Dχb
Dσ
+ χa
Dχb
Dσ
)
Bab[X(σ)]
−2iT eµa [X(σ)]eνb [X(σ)]
(
χb(σ)χa(σ) + χb(σ)χa(σ)
)
(∇ρBµν −∇νBµρ) dX
ρ
dσ
+2iTBµν
dXν
dσ
∇µ − 2i (χa(σ)χb(σ) + χa(σ)χb(σ))H cab [X(σ)]Bcν[X(σ)]dXνdσ
−T 2 (Gµν [X(σ)] +Bµκ[X(σ)]Bκν [X(σ)])
dXµ
dσ
dXν
dσ
]
(44)
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Again, In the limit when Xµ(σ) and χa(σ) become independent of σ, the
expression of the Hamiltonian in equation (44) reduces to that derived in
[13]
The time development of the coordinates Xµ(σ, τ) is governed by the
equation
Xµ(σ, τ) = e−τHXµ(σ, 0)eτH (45)
which for a general background is very complicated. Assuming the boundary
conditions that Xµ(σ, 0) are periodic for the closed string, one gets
Xµ(σ) = Xµ0 +
∑
n>0
1√
nπT
(aµn cosnσ + a˜
µ
n sin nσ) (46)
The Hamiltonian is a function of an even number of χa(σ) and χa(σ), there-
fore one can have either periodic or antiperiodic boundary conditions for the
fermions, giving rise to a Ramond sector (R) and a Neveu-Schwarz (NS)
sector respectively. This allows for the functions χa(σ) and χa(σ) to be
expanded in the form:
χa(σ) =
1√
2π
∑
r∈Z0+φ
(cr cos rσ + dr sin rσ) (47)
χa(σ) =
1√
2π
∑
r∈Z0+φ
(
cr cos rσ + dr sin rσ
)
(48)
where φ = 0 for the R-sector and φ = 1
2
for the NS-sector. The momentum
Pµ = −i δδXµ(σ) can also be expanded in terms of oscillators:
Pµ = −i
(
1
2π
δ
δX
µ
0
+
∑
n>0
√
nT
π
(
δ
δa
µ
n
cosnσ +
δ
δa˜
µ
n
sinnσ
))
(49)
The quantization conditions on the fermions imply that the only non-vanishing
anti-commutators are {
car , c
b
s
}
= 2δrsη
ab r, s 6= 0{
dar , d
b
s
}
= 2δrsη
ab (50)
while the fermionic zero modes occur only in the R-sector and satisfy the
anticommutation relations: {
ca0, c
b
0
}
= ηab (51)
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Therefore both ca0+ c
a
0 and i(c
a
0− ca0) generate Clifford algebras, and give rise
to creation and annihilation operators for the vacuum state.
At this point it is useful to make contact with the case when the back-
ground geometry is flat:
Gµν = ηµν , Bµν = 0 (52)
In this case the Hamiltonian simplifies to:
H = − 1
2T
2π∫
0
dσ
[
δ
δXµ
δ
δXµ
− T 2dX
µ
dσ
dXµ
dσ
− 2iT
(
χa
dχa
dσ
+ χa
dχa
dσ
)]
(53)
Substituting the oscillator expansion of equations (46,47,48) into equation
(53) gives
H = −
[
δ
δX
µ
0
δ
δX0µ
+ 1
2
∑
n>0
n
(
δ
δa
µ
n
δ
δanµ
+
δ
δa˜
µ
n
δ
δa˜nµ
)
−1
2
∑
n>0
n (aµnanµ + a˜
µ
na˜nµ)−
1
2
∑
r∈Z0+φ
r (card
a
r − darcar)
− i
2
∑
r∈Z0+φ
r
(
c˜ar d˜
a
r − d˜ar c˜ar
)] (54)
The momentum P0µ is identified with −i δδXµ
0
and a linear transformation that
rotates the fields
(
aµn, a˜
µ
n,
δ
δa
µ
n
, δ
δa˜
µ
n
)
into
(
αµn, α
µ
n, α
µ†
n , α
µ†
n
)
is performed:

aµn
a˜µn
δ
δa
µ
n
δ
δa˜
µ
n
 = 12

1 1 1 1
−i i i −i
1 1 −1 −1
−i i −i i


αµn
αµn
αµ†n
αµ†n
 (55)
It is easy to verify that αµn, α
µ†
n and α
µ
n , α
µ†
n form creation and annihilation
operator pairs: [
αµn, α
ν†
m
]
= −δmnδµν (56)[
αµn, α
µ†
n
]
= −δmnδµν (57)
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Similarly for the fermions we rotate the fields
(
car , c
a
r , d
a
r , d
a
r
)
, into
(
bar , b
a
r , b
a
−r, b
a
−r
)
:
car
car
dar
d
a
r
 = 12

i 1 i 1
−i 1 −i 1
−1 −i 1 i
1 −i 1 i


bar
b
a
r
ba−r
b
a
−r
 (58)
so that bar , b
a
−r and b
a
r , b
a
−r satisfy the (anti)commutation relations:{
bar , b
b
−s
}
= δabδrs (59){
b
a
r , b
b
−s
}
= δabδrs (60)
In terms of the new operators the Hamiltonian (54) takes the form
H = P0µP
µ
0 +
1
2
∑
n>0
n
(
αµ†n α
µ
n + α
µ
nα
µ†
n + α
µ†
n α
µ
n + α
µ
nα
µ†
n
)
+
1
2
∑
r∈Z0+φ
r
(
−barba−r + ba−rbar − b
a
rb
a
−r − b
a
−rb
a
r
)
(61)
and the momentum P in (42) becomes
P =
1
2
∑
n>0
n
(
αµ†n α
µ
n + α
µ
nα
µ†
n − αµ†n αµn − αµnαµ†n
)
+
1
2
∑
r∈Z0+φ
r
(
−barba−r − ba−rbar − b
a
rb
a
−r + b
a
−rb
a
r
)
(62)
It can be easily checked that 1
2
(H±P ) split into left and right movers which
are functions of
(
αµn, α
µ†
n , b
a
r , b
a
−r
)
and
(
αµn, α
µ†
n , b
a
r , b
a
−r
)
respectively.
Up to now we have ignored adding the superghost system due to gauge
fixing the two-dimensional metric and gravitino. The gauge fixing terms are
given by [14]
S(ghost) = − 1
2π
∫
d2ξdθ+dθ−
(
BD−C +BD+C
)
(63)
where the fields B and C and have the component expansions:
B = β + iθ+b B = β − iθ−b
C = c+ iθ+γ C = c− iθ−γ (64)
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satisfying the equations of motion. In component form the ghost action
becomes
S(ghost) =
1
2π
∫
d2ξ(b∂−c+ β∂−γ + b∂+c+ β∂+γ) (65)
The associated ghost-supercurrents are:
j
(ghost)
+ = −c∂+β + 12γb− 32∂+cβ
j
(ghost)
− = −c∂−β + 12γb− 32∂−cβ
(66)
The fields b, c and β, γ satisfy the quantization conditions:
{ b(σ, τ), c(σ′, τ)} = 2πδ(σ − σ′)
[β(σ, τ), γ(σ′, τ)] = 2πδ(σ − σ′) (67)
with similar relations to the conjugate fields. One can define the ghost Dirac-
Ramond operators by
Q
(ghost)
± =
1
2
2π∫
0
dσ j
(ghost)
± (68)
which will satisfy
(Q
(ghost)
± )
2 = H(ghost) ± P (ghost) (69)
The Hamiltonian and momenta of the ghost system do not interact with the
rest, but simply add up, allowing for this part to be computed separately, as
it is independent of the background fields:
Q± = Q
(matter)
± +Q
(ghost)
± (70)
The system in general consists of states which are eigenvectors of H ±P ,
and can be taken as the tensor product of the left-moving sector times the
right-moving sector. The fermionic states are given by the sum of states in the
NS- and R-sectors. Associating the fermionic numbers FL = F and FR = F
with the grading operators, we have Γ = (−1)F , and Γ = (−1)Fwhich satisfy
the commutation relations
{Γ, Q} = 0 = [Γ, Q] (71)
{Γ, Q} = 0 = [Γ, Q] (72)
It is possible to repeat the above analysis to determine (perturbatively) the
states of the system when non-trivial backgrounds are present. This will be
important when we put the system in the noncommutative geometry setting.
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3 Noncommutative geometry of the non-linear
sigma model
Most of the considerations of the last section could be looked at from the
non-linear sigma model study and one may ask for the relevance of noncom-
mutative geometry. The point of view that we like to advance is that once a
spectral triple (A,H, D) is specified it is possible to define a noncommutative
space and use the tools of noncommutative geometry [5]. A spectral triple
(A,H, D) is defined such that A is an algebra of operator, H is the Hilbert
space of states on A, and D a Dirac operator on H. We shall first briefly
review some of the basic definitions in noncommutative geometry so that we
can make the necessary identifications.
Given a unital involutive algebra A, one can define the universal space of
differential forms
Ω. (A) =
∞⊕
n=0
Ωn (A) (73)
by setting Ω0 (A) = A and defining the linear space Ωn (A) by
Ωn (A) =
{∑
i
ai0da
i
1 · · · dain ; aij ∈ A, ∀i, j
}
(74)
For Ω. (A) to be a right module, d must obey Liebniz rule
d (a.b) = (da) .b+ a. (db) (75)
An element of Ωn (A) is a form of degree n.
One forms play a special role as components of connections on a line
bundle whose space of action is given by the algebra A. A one-form ρ ∈
Ω1 (A) can be expressed as
ρ =
∑
i
aidbi (76)
To analyze the noncommutative space more concretely, we introduce the
notions of a Dirac K-cycle for A on H. We say that (H, D)is a Dirac cycle for
A if there exists an involutive representation π of A satisfying π (a∗) = π (a)∗
with the properties that π (a) and [D, π (a)] are bounded operators on H for
all a ∈ A, and that (D2 + 1)−1 is a compact operator on H. A K-cycle
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(H, D) is even if there exists a unitary involution Γ on H with Γ∗ = Γ−1 = Γ
such that
[Γ, π (a)] = 0, ∀a ∈ A (77)
{Γ, D} = 0 (78)
A representation π of Ω. (A) on H is defined by
π
(∑
i
ai0da
i
1 · · · dain
)
=
∑
i
π
(
ai0
) [
D, π
(
ai1
)] · · · [D, π (ain)] (79)
In addition, one can define vector bundles E, connections ∇ on E, the asso-
ciated curvature R = −∇2, etc. Many of the tools available for Riemannian
geometry could be generalized to the noncommutative case. For details see
[8] [6].
In the case of a supersymmetric system in two-dimensions there are as
many operatorsQ as there are supersymmetries. The corresponding noncom-
mutative spaces would have more structure and could be classified according
to the degree of supersymmetry. The simplest possibility is to have (1, 0)
supersymmetry as there will be only one charge Q which could be identified
with D. In the case of (1, 1) supersymmetry we have seen that we have the
relations
Q2± = H ± P (80)
therefore, provided that the states are restricted to those with P = 0, one
can make the identifications Q1 = d,Q2 = d
∗ where Q± = Q1 ±Q2.
For the example studied in the last section we have A = C∞(Ω(M)),
the algebra of continuous functions on the loop space over the manifold M
[4]. Elements of the algebra are functionals of the form f [Xµ(σ)] where
σ parametrizes the circle. The operators Q± are used to define H and P .
The Hilbert space is the sum of the NS- and R-sectors, each of which can
be further divided into bosonic and fermionic states such that the operators
Q±|Ω〉 would be fermionic if |Ω〉 is bosonic. One may ask whether it is
possible to avoid the use of noncommutative geometry and work within the
context of loop space. There are many difficulties in working with infinite
dimensional loop spaces, in contrast to noncommutative geometry where a
rich structure is available. There is also an advantage in treating this model
with the noncommutative geometric tools as this would allow us to consider,
in the future, more complicated examples which could only be treated by
noncommutative geometric methods.
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To illustrate, consider the operator
D = Q+ +Q− (81)
which satisfies D2 = H + P . From the property
eiǫ Pf [Xµ(σ)]e−iǫ P = f [Xµ(σ + ǫ)] (82)
it is clear that P generates diffeomorphisms on the circle. Restricting to
states which are reparametrization invariance, the operator D2 acting on
this subspace will be equal to H . Then it is possible to build the universal
space of differential forms. A one-form is given by
π(ρ) =
∑
i
f i
[
D, gi
]
=
∑
i
∫
dσ
[
f i[X ] (ψµ+ + ψ
µ
−)
δgi
δXµ
]
P=0
(83)
The main difficulty for (1, 1) supersymmetry is the availability of two Dirac
operators, the first is in (81) and the second is D = i (Q+ −Q−) satisfying
D
2
= H − P . We shall restrict ourselves to the case where only D is used,
and geometric objects are evaluated on the subspace where P = 0 so that
the two operators become equivalent. We now proceed to apply these ideas.
4 The superstring spectral action
In a recent proposal [9] it was suggested that the action must be spectral. One
starts with the spectral data and then identify the symmetry transformations
as automorphisms of the algebra A. If the Dirac operator is of some special
type, one can by allowing transformations on elements of the algebra to
generate more general operators corresponding to generic cases. This is,
however, a complicated process, and is usually difficult. As we saw, for the
Dirac operators of the (1, 1) superstring we were only able to find the correct
form by deriving the supercurrent of the system. It will be important to
generalize this further by allowing for all possible excitations, massless or
massive to enter. In this paper we shall be mainly concerned with studying
the dynamics of the massless states.
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The spectral action must be of the form
I = TrNS⊕RF (Q+, Q−,Γ,Γ)|P=0 (84)
restricted to states with P = 0. It is a challenge to find the appropriate
function F and this is the question we will now face. In the case of the
noncommutative space of the standard model [16] it turned out that in the
low-energy domain (lower than the planck scale) the exact form of the func-
tion F is not important except for the requirement that the function is well
behaved. By expanding the function in terms of its Mellin transform, the
problem reduces to the heat kernel expansion of the pseudo-differential op-
erator which contains all the geometric invariants. Therefore in this case
the exact form of the function is only important to determine the coupling
constants in front of the geometric invariants. If one wants to study the dy-
namics at very high energies the heat kernel expansion breaks down and the
exact form of the function becomes essential. We shall see that even if the
function F is known, evaluating the action could still be a formidable job.
Usually one starts with the expression [9]
TrF (D2) =
∑
s>0
FsTr(D
2)
then by using the definition of the Mellin transform one can show that
TrF (D2) =
∑
n>0
Fnan(D
2) (85)
F0 =
∞∫
0
uF (u)du (86)
F2 =
∞∫
0
F (u)du (87)
F2(n+1) = F
(n)(0) (88)
The coefficients an are defined by [17]
Tr(e−tD
2
) =
∑
n>0
t
n−m
d an(D
2) (89)
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which is the heat-kernel expansion of the operator D. In the case under
consideration we need to evaluate expressions of the form
Tr(e−θ2H) = Tr(e−θ2(Q+Q−+Q−Q+))|P=0 (90)
restricted to states with P = 0. This can be achieved by inserting a delta
function ∫
dθ1e
−iθ1(Q2++Q2+) (91)
Inserting identity (91) in the trace formula (90) we get
Tr(e−iθQ
2+iθQ
2
) (92)
where θ = θ1 + iθ2, with the appropriate integration over θ.
To find the correct form of the function F we notice that the one-loop
vacuum amplitude of the superstring in a flat background can be calculated
exactly. The Hamiltonian and momentum in this case simplify to equations
(61, 62). The path integral expression of the one-loop amplitude, is related
to the partition function , in the case when the two-dimensional surface is
a torus [11]. The result is modular invariant, and therefore consistent (free
of anomalies) if the dimension of the target space is D = 10. We also
have to set T = 1
4πl2s
where ls is the string length scale (which will be set to
one). To project the non-physical states out (or equivalently, require modular
invariance when the two-dimensional surface has genus greater than or equal
to two) one must have the partition function [18]
I =
∫
dθdθ
θ22
Tr
∣∣∣∣∣ ∑
NS⊕R
(
e2πi(θQ
2
(−1)ǫ(1− Γ)
)∣∣∣∣∣
2
(93)
where θ is the modular parameter ǫ = 0 for the NS sector, and ǫ = 1 for the
Ramond sector over the states taken in the trace. This partition function,
has space-time supersymmetry as can be verified by counting the number of
fermionic and bosonic states (massive as well as massless) and showing they
are the same [19]. The total partition function, including the ghosts is∫
dθdθ
θ22
∫
d8p
(2π)8
e−2πp
2
2θ2
1
|η (θ)|24
∣∣(ϑ43(0|θ)− ϑ44(0|θ)4 − ϑ42(0|θ)4 − ϑ41(0|θ))∣∣2
(94)
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As expected, because of supersymmetry, the partition function vanishes as
follows from the theta functions identity. The dp integration gives a factor
of 1
θ4
2
which renders the partition function (94) modular invariant.
The ghost contributions cancel the contributions of two bosonic and two
fermionic coordinates. Since the superghost part is independent of the back-
ground, these contributions would be the same even in a curved background.
It is tempting to postulate that I in (93) is the spectral action of the
superstring when Q and Q include the fluctuations of a general background
geometry. The remaining part of the paper is to give supporting evidence for
this conjecture.
Since we have only derived the expressions for Q and Q when the two-
dimensional surface is a sphere, one must work out the necessary changes
when the sphere is replaced with a torus. The two-dimensional metric is [20]
gαβ =
(
θ21 + θ
2
2 θ1
θ1 1
)
(95)
Denoting
z = σ + θτ, z = σ + θτ,
∂ = 2iθ2∂z, ∂ = −2iθ2∂z,
and after rescaling of ψa± → 1√
θ2
ψa± one finds out that the non-linear sigma
model S takes the same form as in (10) with the replacements T → 1
θ2
2
T ,
∂+ → ∂ and ∂− → ∂. First one derives the currents from this action, then
after quantization, the charges would take exactly the same form as in equa-
tions (32,33) if one further rescale Xµ → 1√
θ2
Xµ and T → θ2T . The charges
are then found to be independent of θ. The Xµ rescaling can be understood
from the requirement that the supersymmetry transformations keep the same
form as in equation (15). Therefore, we can make the equivalent statement
that by rescaling the superfields by Φµ → 1√
θ2
Φµ and the torsion by T → 1
θ2
T
the charges become independent of θ. This shows that the Hamiltonian and
momentum are independent of θ. At this point we can postulate that the
spectral action (93) should be modular invariant. Having demonstrated that
the form of H±P is independent of the modular parameter it follows that all
the dependence on θ is included in the coefficient in the partition function.
The challenging problem now is to evaluate the proposed action (93) and
show that it is the correct one. To get a handle on this problem we shall
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adopt the background field method to expand the fields in normal coordi-
nates. The points Xµ0 and X
µ
0 + Π
µ are connected through a geodesic with
the tangent to the geodesic at Xµ0 denoted by ξ
µ. The expansion for the
metric is [1]
Gµν [X0 +Π] = Gµν [X0]− 1
3
Rµρνσ [X0] ξ
ρξσ − 1
3!
DκRµρυσ [X0] ξ
κξρξσ + · · ·
(96)
where the vector ξµ contain only the oscillator parts. Using this form of the
expansion it is possible to order the terms in H and P according to their
degree in ξµ. Similarly we can expand the other fields such as Bµν in normal
coordinates
Bµν [X0 +Π] = Bµν [X0] +DρBµν [X0] ξ
ρ + · · · (97)
The fermionic fields χa and χa are separated into zero modes and non-zero
modes in the R-sector. The zero order part of the Hamiltonian in the Ramond
sector is (setting T = 1
4π
) :
(H ± P )0R = −
[∇a0∇0a + ω ab0b ∇0a + 4χa0χ¯b0χc0χ¯d0R0abcd
+
2
3
(χa0χ¯
b
0χ¯
c
0χ¯
d
0 + χ¯
a
0χ
b
0χ
c
0χ
d
0 + χ¯
a
0χ
b
0χ
c
0χ¯
d
0)∇0aH0bcd
+(χb0χ
c
0 + χ¯
b
0χ¯
c
0)H0bca∇0a
+
1
3
(χa0χ
b
0χ¯
c
0χ¯
d
0 + χ
a
0χ¯
b
0χ¯
c
0χ
d
0 + χ
a
0χ¯
b
0χ¯
c
0χ¯
d
0 + χ¯
a
0χ¯
b
0χ
c
0χ
d
0)H
e
0ab H0ecd
]
(98)
where∇0a = eµa [X0]
(
δ
δX
µ
0
+ ωµab[X0]
(
χa0(σ)χ
b
0(σ) + χ
a
0(σ)χ
b
0(σ)
))
is the con-
nection on the spin-manifold M . We can use the identity
∇a0∇0a + ω ab0b ∇0a = Gµν0 [X0]∇0µ∇0ν − Γµ0∇0µ (99)
to change the operator into the conventional type. Here Γµ0 is a contraction
of the Christoffel symbol. In the NS-sector there are no zero modes for the
fermions χa and the zero-order Hamiltonian reduces to
(H ± P )0NS = − (Gµν [X0]∂0µ∂0ν − Γµ0∂0µ) (100)
Needless to say, the higher order terms are more complicated, and increase
dramatically in number. The most important pieces for our purposes are the
19
quadratic terms in the fluctuations ξµ and χa−χa0. This enables us to define
the ground state perturbatively and evaluate the trace.
We first group the terms which are quadratic in ξµ and ∂
∂ξµ
then expand
these in terms of σ, then perform the σ integration to obtain the quadratic
bosonic part valid for both the R-sector and the NS-sector:
1
2
Gµν [X0]
∑
n>0
n
(
αµ†n α
ν
n + α
µ
nα
ν†
n + α
µ†
n α
ν
n + α
µ
nα
ν†
n
)
(101)
where αµn and α
ν†
n are defined as in equation (55) except that
δ
δa
µ
n
is replaced
by Gµν [X0]
δ
δaνn
to make the expression covariant. The treatment of the pure
quadratic fermionic part does not change because the spinors χa have a
tangent space index. The contribution to the Hamiltonian is given as in
(61):
1
2
∑
r∈Z0+φ
r
(
−barba−r + ba−rbar − b
a
rb
a
−r − b
a
−rb
a
r
)
(102)
where φ = 0 in the R-sector and φ = 1
2
in the NS-sector. In evaluating the
trace it is necessary to put the operators in the form αµnα
ν†
n and b
a
−rb
a
r and
this gives rise to infinities and need normal ordering. We adopt the Riemann
zeta-function regularization and write
ζ(s) =
∞∑
n=1
n−s (103)
which has a unique analytic continuation at s = −1 where it has the value
ζ(−1) = − 1
12
. The contributions from the bosons and fermions in the R-
sector is (1 + 1
2
)D
2
ζ(−1) while from the ghosts and superghosts is (−13 +
11
2
)ζ(−1). This shows that the ground state energy in the R-sector is zero for
D = 10. Similar considerations show that the vacuum energy of the ground
state in the NS-sector is 6ζ(−1) for D = 10 [19].
By expanding the metric Gµν as in equation (96) then writing ξ
µ and ∂
∂ξµ
in terms of creation and annihilation operators, we notice that the expression∫ 2π
0
dσ (Gµν∇µ∇ν) contains the term∑
n>0
1
n
(αρn + α
ρ
n)(α
κ
n + α
κ
n)R
0µν
ρκ∇0µ∇0ν (104)
which gives a logarithmic contribution to the trace of the form
2
3ǫ
R0µν∇0µ∇0ν (105)
20
and this term could be absorbed by a redefinition of the metric (to lowest
orders)
G
µν
0 → Gµν0 +
2
3ǫ
R0µν (106)
We therefore find the phenomena of the renormalization of the fields in the
non-linear sigma models [1]. There are many more terms of quadratic order.
The main difficulty arises because of the terms quartic in the fermions. In the
case when the fermions are truncated to one chirality the quartic terms drop
out and it becomes possible to calculate the various traces. The different
pieces were calculated by Schellekens and Warner [21] (with the Bµν field set
to zero) and used by Witten [22] in the computation of the elliptic genus.
In the conjectured spectral action (93) we shall meet the following four
types of terms. These are in the NS-NS, NS-R, R-NS and R-R which will be
denoted respectively by (−−), (−+), (+−), (++). First we give the fermionic
contributions in the various sectors. In the (−−) sector we have, in the
approximation where the quartic terms are ignored,
P
(f)
−− = Tr(e
iθ(H+P )′
NS)
=
5∏
β=1
(
ϑ3
( xβ
2πi
| θ)
η(θ)
)
(107)
where the xβ are the eigenvalues of the curvature two-form modified by the
contributions of the torsion pieces. In (H + P )′ defined in equation (107)
the pure bosonic part and the zero-order terms are excluded, and where ϑi
(i = 1, . . . , 4) are the generalized Jacobi theta functions. Similarly, and in
the same approximation, we have in the NS-R sector:
P
(f)
−+ = Tr(e
iθ(H+P )′
NS(−1)F )
=
5∏
β=1
(
ϑ4
( xβ
2πi
| θ)
η(θ)
)
(108)
In the R-NS sector we have
P
(f)
+− = Tr(e
iθ(H+P )′
R)
=
5∏
β=1
(
ϑ2
( xβ
2πi
| θ)
η(θ)
)
(109)
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and finally, in the R-R sector we get:
P
(f)
++ = Tr(e
iθ(H+P )′
R(−1)F )
=
5∏
β=1
(
ϑ1
( xβ
2πi
| θ)
η(θ)
)
(110)
The contributions of the bosonic terms are:
P (b) = Tr(eiθ(H+P )
′
b)
=
5∏
β=1
(
2 sinh(1
2
xβ)η(θ)
ϑ1
( xβ
2πi
| θ)
)
(111)
where (H+P )′b is the bosonic part of (H+P ) without the zero-order terms.
This partition function has to be multiplied by the Dirac genus Â (R,H)
which is given by
Â =
5∏
β=1
1
2
xβ
sinh(1
2
xβ)
(112)
Now it must be pointed out that when higher order terms are taken into ac-
count, the partition function will not be given by theta functions and all the
above expressions have to be calculated perturbatively. The lowest order cor-
rections come from the traces due to the zero-order terms: Tr(e−θ2H
0
NS) and
Tr(e−θ2H
0
R) .These are of the form Tr(e−τ2P) which could be calculated using
the heat kernel expansion: [17]
Tr(e−θ2P) =
∞∑
n=0
an(P) θ
n−D
2
2 (113)
where an(P) are the Seeley-de Wit coefficients corresponding to the operator
P and D = 10 is the dimension of the target manifold. Writing the operator
P in the form
P = − (Gµν∂µ∂ν .I +Aµ∂µ + B) (114)
where Aµ , Bµ and I are matrices of the same dimension, I being the identity
matrix. We shall need only the first two coefficients a0(X,P ) and a2(X,P )
which are given by
a0(X,P ) =
1
(4π)
D
2
Tr(I) (115)
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a2(X,P ) =
1
(4π)
D
2
Tr(
R
6
I + E) (116)
where E is related to Aµ and B by
E = B −Gµν(∂µω′ν + ω′µω′ν − Γρµνω′ρ) (117)
ω′µ =
1
2
Gµν(Aν + ΓνI) (118)
Applying these formulas to the operator H0NS it is easy to see that
a2(X,P ) =
1
(4π)
D
2
Tr(
R
6
I) (119)
because in this case Aν = −ΓνI and ω′µ = 0 which implies that E = 0.
Calculating Tr(e−θ2H
0
R) is more involved. First by comparing equation (98)
with equation (114) we find that
Aµ = 2ωµ0 − Γµ + (χb0χc0 + χ¯b0χ¯c0)H µ0bc (120)
B = (∂µω0µ + ωµ0ω0µ − Γµ0ω0µ − 4χa0χ¯b0χc0χ¯d0R0abcd
+(χν0χ
ρ
0 + χ¯
ν
0χ¯
ρ
0)H
µ
0νρω0µ
+
2
3
(χa0χ¯
b
0χ¯
c
0χ¯
d
0 + χ¯
a
0χ
b
0χ
c
0χ
d
0 + χ¯
a
0χ
b
0χ
c
0χ¯
d
0)∇0aH0bcd (121)
+
1
3
(χa0χ
b
0χ¯
c
0χ¯
d
0 + χ
a
0χ¯
b
0χ¯
c
0χ
d
0 + χ
a
0χ¯
b
0χ¯
c
0χ¯
d
0 + χ¯
a
0χ¯
b
0χ
c
0χ
d
0)H
e
0ab H0ecd
)
Using equations (117,118) we can evaluate
ω′µ = ω0µ +
1
2
(χν0χ
ρ
0 + χ¯
ν
0χ¯
ρ
0)H0µνρ (122)
E =
[
−4χa0χ¯b0χc0χ¯d0R0abcd +
1
2
(χν0χ
ρ
0 + χ¯
ν
0χ¯
ρ
0)D
µH0µνρ
+
(
1
3
(χa0χ
b
0χ¯
c
0χ¯
d
0 + χ
a
0χ¯
b
0χ¯
c
0χ
d
0 + χ
a
0χ¯
b
0χ¯
c
0χ¯
d
0 + χ¯
a
0χ¯
b
0χ
c
0χ
d
0)
− (χa0χb0χc0χd0 + χa0χ¯b0χ¯c0χd0))H e0ab H0ecd] (123)
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From the definition of the traces Tr(χa0χ¯
b
0) =
1
4
δab ,one can show that
Tr(χa0χ
b
0χ¯
c
0χ¯
d
0) = −
1
16
(
δac δ
b
d − δadδbc
)
Tr(I) (124)
Using equations (124,123) we deduce that
Tr(E) = −1
4
(R0 +
1
6
H0µνρH
µνρ
0 )Tr(I) (125)
and this in turn gives a2(X,H
0
R) :
a2(X,H
0
R) =
1
(2π)5
(− 1
12
R0 − 1
24
H0µνρH
µνρ
0 ) (126)
It is clear that a0(X,H
0
R) = a0(X,H
0
NS). The cross term of the NS and R-
sectors gets contributions in the heat-kernel expansion from theH0NS operator
only.
The last step is to list the contributions of the ghost and superghost
sectors and these are well known. For the b− c system the partition function
is the same in the NS and R-sectors. It is given by
P b−c = Tr(eiθ(H+P )
b−c
) = (η(θ))2 (127)
The contributions of the β − γ system depends on the boundary conditions
of the NS and R-sectors. These are
P
β−γ
−− = Tr(e
iθ(H+P )β−γ
NS ) =
(
η(θ)
ϑ3(0 | θ)
)
(128)
P
β−γ
−+ = Tr(e
iθ(H+P )β−γ
NS (−1)F ) =
(
η(θ)
ϑ4(0 | θ)
)
(129)
P
β−γ
+− = Tr(e
iθ(H+P )β−γ
R ) =
(
η(θ)
ϑ2(0 | θ)
)
(130)
P
β−γ
++ = Tr(e
iθ(H+P )β−γ
R (−1)F ) = lim
ν→0
(
η(θ)
ϑ1(ν | θ)
)
(131)
the limit in the last expression is given by (2ν)2η(θ)4 (one should not be
worried about the zero mode of the β − γ system in the R-sector as these
will be cancelled by the lowest order terms of two of the fermions). We are
now ready to write down the spectral action, corresponding to the one-loop
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string effective action, where not only the zero-modes are taken into account
but also the oscillators:
I =
∫
M
d10X0
√
G [X0]
∣∣∣∣∣
(
5∏
β=1
(
xβη(θ)
ϑ1
( xβ
2πi
| θ)
))
η2(θ)
∣∣∣∣∣
2
θ2.
((
a
(NS)
0
θ52
+
a
(NS)
2
θ42
+ · · ·
)(|A|2 − (AB + AB))+(a(R)0
θ52
+
a
(R)
2
θ42
+ · · ·
)
|B|2
)
(132)
where we have denoted
A =
((
η(θ)
ϑ3(0 | θ)
)2
F3 −
(
η(θ)
ϑ4(0 | θ)
)2
F4
)
(133)
B =
((
η(θ)
ϑ2(0 | θ)
)2
F2 −
(
η(θ)
ϑ1(0 | θ)
)2
F1
)
(134)
and the functions Fi, i = 1, . . . , 4, are given by
Fi =
5∏
β=1
(
ϑi
( xβ
2πi
| θ)
η(θ)
)
+ · · · (135)
It is not difficult to check that in the limit when the quartic fermionic terms
are terminated the action reduces to
I =
∫
M
d10X0
√
G [X0]
∫
dθdθ
θ22
∣∣∣∣∣
(
5∏
β=1
(
xβη(θ)
ϑ1
( xβ
2πi
| θ)
))
η2(θ)
∣∣∣∣∣
2
1
θ42
|A−B|2
(136)
which is modular invariant as can be seen from the transformations under
the modular group
ϑi
(
ν
cθ + d
| aθ + b
cθ + d
)
= ε exp
(
iπcν2
cθ + d
)
ϑj(ν | θ) (137)
where ε is a complicated phase as function of i and j. This form of the
action contains terms which are at least of order R2 and H4 and misses an
important piece due to ignoring the quartic terms as these could give rise to
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the R and H2 terms as seen from equation (126). The perturbative form of
this action is obtained by using the following expansions of the Jacobi-theta
functions [23] (
ϑ1 (ν | θ)
νϑ
′
1 (0 | θ)
)
= exp
(
−
∞∑
k=1
1
2k
ν2kG2k(q
2)
)
(138)
(
ϑ2 (ν | θ)
ϑ2 (0 | θ)
)
= exp
( ∞∑
k=1
1
2k
ν2k
(
G2k(q
2)− 22kG2k(q4)
))
(139)
(
ϑ3 (ν | θ)
ϑ3 (0 | θ)
)
= exp
( ∞∑
k=1
1
2k
ν2k
(
G2k(q
2)−G2k(−q)
))
(140)
(
ϑ3 (ν | θ)
ϑ3 (0 | θ)
)
= exp
( ∞∑
k=1
1
2k
ν2k
(
G2k(q
2)−G2k(q)
))
(141)
where G2k(q) are the Eisenstein functions and q = e
iπθ. This gives the lowest
order term∫
M
d10X0
√
G [X0]
∫
dθdθ
θ22
1
θ42
1
|η (θ)|24
(
ϑ43(0|θ)− ϑ44(0|θ)− ϑ42(0|θ)− ϑ41(0|θ)
)
(142)
and this is zero as would be expected from for the vanishing of the cosmo-
logical constant in superstring theory. The next low-order term is∫
M
d10X0
√
G [X0]
∫
dθdθ
θ22
1
θ32
((
R
6
)(|L1|2 − (L1L2 + L1L2))
+
(
R
6
− R
4
− H
2
µνρ
24
)
|L2|2
)
(143)
where
L1 = ϑ
4
3(0|θ)− ϑ44(0|θ), L = ϑ42(0|θ)− ϑ41(0|θ) (144)
After the integration over the modular parameter is performed the action
(143) becomes proportional to the action
I ∝ −
∫
d10X0
√
G[X0](
1
4
R[X0] +
1
24
H0µνρH
µνρ
0 ) + · · · (145)
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and this is known to agree, including all coefficients, with the supergravity
action in ten-dimensions of a metric and antisymmetric tensor.[24] [25]
It is of course not possible to calculate the spectral action (93) in closed
form using a perturbative expansion only. What one hopes is to use the
requirement of modular invariance of the spectral action and the limit we
found here to search for the appropriate form. In other words we expect the
full spectral action to be of the form
I =
∫
M
d10X0
√
G [X0]
∫
dθdθ
θ22
∣∣∣∣∣
(
5∏
β=1
xβη(θ)
ϑ1
( xβ
2πi
| θ)
)
η2(θ)
∣∣∣∣∣
2
1
θ42
Φ
(
θ, θ, R,H
)
(146)
where Φ is a function such that under the modular transformations θ → aθ+b
cθ+d
,
xβ → xβcθ+b it is invariant up to a phase
Φ→
∣∣∣∣∣∣∣∣∣exp
−
iπc
5∑
β=1
( xβ
2πi
)2
cθ + d

∣∣∣∣∣∣∣∣∣
2
Φ (147)
It will take more work to calculate exactly the next leading order, to help
single out uniquely the function Φ.
5 Conclusions
At present there are many attempts to investigate the structure of space-time
at very high energies. A common feature to all these ideas is that at planckian
energies there will be uncertainty in defining space-time points, and a richer
physical and mathematical structure is needed. One of the leading candidates
for such a description is string theory which made a considerable progress
in the last ten years. What is still lacking in string theory is a geometrical
picture, and the accompanying geometric tools needed. On the other hand,
there was also considerable progress in the last few years in noncommutative
geometry as formulated by Alain Connes [5]. In noncommutative geometry
one finds the tools that allows to handle geometric spaces which could not
be studied otherwise. Even the simplest noncommutative space that one
considers, consisting of a product of a manifold times a discrete set of points
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and taking a simple matrix algebra, reproduces the standard model of particle
physics with all its details.
In a recent work by Alain Connes and the author [9],it was conjectured
that information about the geometry and its dynamics are contained in the
spectral triple. Besides the geometric space that one can define using the
spectral triple it is possible, using the spectral action principle, to determine
precisely the dynamical structure of the theory. The symmetry associated
with the spectral action is the automorphism of the algebra. This bold con-
jecture was tested on the well established noncommutative geometry of the
standard model, and it was shown that the present particle physics spectrum
of quarks and leptons fixes uniquely the geometry and its dynamics, and an
arbitrary spectral action reproduces, in its lowest order terms, the standard
model Lagrangian.
In this paper, we have applied the same ideas to the noncommutative
space constructed from the non-linear supersymmetric sigma model. What
makes supersymmetry essential is that the conserved supersymmetric charges
could be identified with Dirac operators. The algebra is the algebra of con-
tinuous functions on the loop space over the target space manifold, and
the Hilbert space is the Hilbert space of states, massless and massive. The
problem we tackled in this paper is the derivation of the supercharges for
a non-linear sigma model in an arbitrary curved background with torsion
and the determination of the Hilbert space of states which could only be de-
termined perturbatively. After quantization, the conserved charges become
Dirac operators. The spectral action is then the trace of a function of the
Dirac operators which depends functionally on the background fields. These
could be expanded in Fourier modes, and one has to sum over an infinite set
of oscillators. Therefore, the problem here is unlike the case of point-particle
operators where one can evaluate the action using a heat kernel expansion,
even if one does not know the function. For operators on loop space, one
encounters infinite sums and it is difficult to evaluate the action even if one
knows the spectral function. Fortunately, one knows that the spectral ac-
tion should describe the dynamics of the background fields, which in the
case at hand are the metric and antisymmetric tensor. One also knows that
in the critical dimension D = 10, the cosmological constant vanishes. The
physical space must be restricted to zero momentum states so as to enforce
reparametrization invariance. This lead us to the conjecture that the spectral
action is given by the partition function of the one-loop vacuum amplitude of
the superstring. This idea is then tested, and it is found that when the terms
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with the quartic fermion interactions are ignored, the various pieces involved
in the partition function are known. But ignoring the quartic fermionic terms
would miss the lowest order terms in the effective action. The lowest order
terms could be computed by evaluating the heat-kernel expansion of the op-
erators taking the fermionic zero modes into account, and oscillator modes
should be included. Putting all this information together, we evaluated the
spectral action to lowest order in the perturbative expansion. It is shown that
this reproduces the correct limit in a highly non-trivial way. What remains
to be done is to determine the exact (non-perturbative) form of the partition
function guided by the limits we found and by the requirement that the spec-
tral function is modular invariant. This appears to be a difficult task, but
one hopes that by computing the next leading order of the spectral action in
perturbation theory it might be possible to determine this function uniquely.
It is also a difficult exercise to compute the spectral action in an arbitrary
background including the dilaton, and the space-time supersymmetric vac-
uum so that a space-time gravitino background, as well as a two and three
forms would be included. The difficulty is because space-time supersymme-
try can only be made explicit by invoking the Green-Schwarz superstring and
κ symmetry [19] [26], but world-sheet supersymmetry would not be manifest.
These points are not attempted here but deserve further study.
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