Abstract. Separated continuous linear programs (SCLP) are a type of infinite-dimensional linear program which can serve as a useful model for a variety of dynamic network problems where storage is permitted at the nodes. This paper proves the convergence of a general class of algorithms for solving SCLP under certain restrictions on the problem data. This is the first such proof for any nondiscretization algorithm for solving any form of continuous linear programs.
1.
Introduction. This paper is concerned with a particular form of infinitedimensional linear programs called separated continuous linear programs (SCLP), first introduced by Anderson [1] in an attempt to model job-shop scheduling problems. This problem is a special case of a more general class of problems known as continuous linear programs (CLP) first introduced by Bellman [8] in 1953. The problem SCLP can also be viewed as a useful model for various forms of dynamic network flow problems where storage is permitted at the nodes. Such problems occur in many reallife situations, for instance, in the dynamic routing of traffic in a network (see, for example, Segall [15] ) or the closely related problem of routing fluid flows in networks (see, for example, Weiss [16] 
Gx(s) ds + y(t) = a(t), (1.1)

Hx(t) + z(t) = b(t), (1.2) x(t), y(t), z(t)
≥
Here x(t), z(t), b(t), and c(t) are bounded measurable functions and y(t) and a(t) are absolutely continuous functions. The dimensions of x(t), y(t)
, and z(t) are n 1 , n 2 , and n 3 , respectively. Thus G is an n 2 × n 1 matrix and H is an n 3 × n 1 matrix. We let ω(t) denote a complete set of variables for SCLP, i.e., ω(t) T = (x(t) T , y(t) T , z(t) T ). Ever since the introduction of CLP, the development of an efficient and convergent algorithm to solve any form of the problem has eluded many people, for instance, Perold [10, 11] and Anstreicher [7] . The difficulty in the development of algorithms has been at the very fundamental level of trying to find an improvement step, that is, a step to construct an improved feasible solution to the problem starting from a nonoptimal one. While authors such as Perold [10, 11] and Anstreicher [7] certainly did describe improvement steps, they worked only under certain "nondegeneracy" assumptions on the current solution. Therefore, previous researchers studying CLP did not even begin to answer the question of convergence of an algorithm because there were no such algorithms.
In 1989 Anderson and Philpott [4] broke the trend and developed an algorithm aimed at solving a dynamic single-commodity network program (called CNP) under certain practical restrictions on the problem data. This network problem is a very specialized case of SCLP and hence of CLP. It was the first algorithm for any class of CLP problems to give a general improvement step (i.e., one which did not require assumptions about the current solution). Unfortunately, though, it was later observed that in many instances the algorithm did not converge to an optimal solution.
Recently, Pullan [12] developed an algorithm aimed at solving SCLP under similar restrictions on the problem data as for the network problem in [4] . Strictly speaking, this algorithm is a whole class of algorithms based on a single idea. It is also a complete departure from previous work in that it was not based on a simplex-like approach, although such ideas did motivate its development. Moreover, unlike the algorithm for CNP in [4] , this algorithm did appear to converge in every case tried, although no proof of convergence was given.
Shortly after the development of the algorithm in Pullan [12] , Philpott and Craddock [9] utilized the ideas of [12] to produce an algorithm for solving CNP (but with a direct extension to include SCLP) for which they did prove convergence. The algorithm is called the adaptive discretization algorithm, a name which accurately summarizes its properties. It is essentially a discretization algorithm which proceeds by adding and removing points in the partition used in the current discretization. However, the precise points entered into the partition are somewhat arbitrary in that they are always equally spaced between two existing ones. This arbitrary nature is somewhat against the general philosophy of most previous work on CLP. The aim of this previous work has been to develop an algorithm that would not discretize arbitrarily, with the hope that if such an algorithm were to be found, it would prove to be more efficient than discretization methods and reveal more information about the problem.
The algorithm in Pullan [12] for SCLP is such an algorithm that does not discretize arbitrarily. As predicted, it has also revealed a lot more information about the problem. This is exemplified by the extensive duality theory developed in Pullan [14] as a result. The purpose of this paper is to prove that the algorithm in [12] , in its full generality, always converges. This is the first such proof for any kind of algorithm for solving any class of CLP. Not only that but, as far as this author is aware, it is only the second convergence proof for an algorithm for solving any type of infinite-dimensional linear programs, the other being for a continuous transportation problem in Anderson and Nash [2, Chapter 5] . (Here we make the distinction between infinite-dimensional linear programs, where there are both an infinite number of variables and an infinite number of constraints, and semi-infinite linear programs, where either the number of variables or the number of constraints is finite.)
The plan of this paper is as follows. In the next section we summarize the necessary results and algorithm from Pullan [12] . We assume that the reader is already familiar with this, and we just collect the results together for ease of reference. In section 3 we formally state the algorithm for which we prove convergence. The algorithm given includes one completely general step for which we list several possible alternatives. In section 4 we then prove the convergence of the algorithm. Finally in section 5, we comment on the implications of this result for future work and discuss its relationship to the work of Philpott and Craddock [9] .
Before we begin, we formally state the assumptions on SCLP under which we will work in this paper. Here bounded means there exists M < ∞ such that for any ω(·) feasible for SCLP,
This assumption is often satisfied in practical problems (e.g., in both Segall [15] and Weiss [16] ). In addition, Anderson, Nash, and Perold [3] have shown that this assumption ensures that SCLP has an optimal solution in which x(t) is piecewise constant on [0, T ] (as does Pullan [13] , which, along with Anderson and Philpott [5] , also gives several, more general results of a similar nature).
Finally in this introduction we give the following definition. Definition 1.1.
The breakpoints of a piecewise linear or piecewise constant function are the discontinuities in either the function or its derivative. 2. We define the initial breakpoint partition to be the smallest partition of [0, T ] consisting of all the breakpoints of a(·), b(·), and c(·).
Let ω(t) be a feasible solution for SCLP such that x(t) is piecewise constant on [0, T ]. We define the breakpoint partition for ω(t) to be the partition of [0, T ] consisting of all the breakpoints of ω(t) and the points in the initial breakpoint partition. 4. Let f be any real valued function. We use the notation f (t−) to denote
lim s↑t f (s) and f (t+) to denote lim s↓t f (s) when these limits exist. [12] . In this section we summarize the results and concepts from Pullan [12] needed for this paper. The key to all the main results in [12] lies in the study of a special discretization called AP(P ). We will see that the proof of convergence of the algorithm to follow will also rely on the properties of this special discretization. We therefore state this discretization and summarize its important properties.
Summary of results from Pullan
Let P = {t 0 , t 1 , . . . , t m } be any refinement of the initial breakpoint partition. Given P , define
The variables in the discretization AP(P ) arex 
or, in matrix form,
AP(P ): minimizeĉ
Tω subject toÂω =b, ω ≥ 0, for appropriately definedĉ,Â, andb. The most important result about AP(P ) is the following (see Theorem 3.5 in [12] ). Lemma 2.1. Let P be any refinement of the initial breakpoint partition. Then
Here and throughout the paper we use the notation V [LP] to denote the optimal value of a linear program LP.
The correspondence between feasible solutions of AP(P ) and SCLP is given in the next definition and following lemma (the latter being an amalgamation of Theorems 3.4 and 3.7 and Corollary 3.6 in [12] ). It is important to note the different properties of SCLP solutions constructed from solutions to AP(P ), and AP(P ) solutions constructed from solutions to SCLP. Definition 2.2. Let P = {t 0 , t 1 , . . . , t m } be any refinement of the initial breakpoint partition. Suppose that ω(t) is feasible for SCLP with x(t) piecewise constant with breakpoints in P . We say thatω defined bŷ
is the natural solution for AP(P ) (constructed from ω(t)). Similarly, suppose now that ω is any feasible solution for AP(P ); then we say that ω(t) T = (x(t) T , y(t) T , z(t)
T ) defined by
and with y(t) and z(t) from the constraints of SCLP (i.e., satisfying (1.1) and (1.2)) is the natural solution for SCLP (constructed fromω). Lemma 2.3. Suppose that ω(t) is feasible for SCLP with x(t) piecewise constant. Let P be any refinement of the breakpoint partition for ω(t). Then the natural solution ω for AP(P ) is feasible for AP(P ) and the objective function values of the two solutions are the same in their respective linear programs. Furthermore, ifω is optimal for AP(P ), then ω(t) is optimal for SCLP.
Conversely, let P = {t 0 , t 1 , . .
. , t m } be any refinement of the initial breakpoint partition and suppose thatω is feasible for AP(P ). Then the natural solution ω(t) for SCLP is feasible for SCLP and the difference in the values of the objective function is given by
Having discussed the discretization AP(P ) we now summarize the improvement step given in Pullan [12] , that is, the method whereby a nonoptimal solution for SCLP can be improved. This step will form the basis of the algorithm to be studied in the next sections.
Let ω(t) be a feasible solution for SCLP such that x(t) is piecewise constant. Let P be any refinement of the breakpoint partition for ω(t), andω be the natural solution for AP(P ). Ifω is optimal for AP(P ), then by Lemma 2.3, ω(t) is optimal for SCLP. Otherwise we may construct an improved feasible solutionω for AP(P ).
Let δ ≡ĉ
Tω −ĉ Tω < 0 andω(t) be the natural solution for SCLP constructed from ω. Choose ε ∈ [0, 1] and set ε i = τ i ε. We may then define a new feasible solution ω ε (t) byx
with againȳ ε (t) andz ε (t) derived from the constraints of SCLP. We refer to this as patching ω(t) andω(t) together. Not only do we get a new feasible solution (Corollary 4.2 in [12] ) but this solution also gives an improvement over ω(t) in objective function value for appropriately chosen ε (see Corollary 4.4 in [12] ).
Theorem 2.4. For ε sufficiently small,
and occurs at
where α = α(ω) given in Lemma 2.3.
We refer to patching ω(t) andω(t) together with ε = ε * above as patching ω(t) andω(t) together optimally.
With these preliminaries we now proceed to state a general algorithm based on these ideas and prove its convergence.
3. The algorithm. We now formally state the algorithm that we will study in this paper.
0. Let P 1 be the initial breakpoint partition and ω (0) (t) be any feasible solution for SCLP with breakpoints in P 1 . Letω (0) be the natural solution for AP(P 1 ). Set n = 1.
Ifω
(n−1) is optimal for AP(P n ) then stop as ω (n−1) (t) is optimal for SCLP (Lemma 2.1).
2. Optimize AP(P n ) to produceω (n) . Letω (n) (t) be the natural solution for SCLP. 3. Patch ω (n−1) (t) andω (n) (t) together optimally to produceω (n) (t). 4. Perform any other step to produce a feasible solution ω (n) (t) for SCLP whose objective function value is at least as good as that ofω (n) (t). 5. Let P n+1 be the breakpoint partition for ω (n) (t) (or some refinement of it) andω (n) the natural solution for AP(P n+1 ). Set n = n + 1 and return to Step 1. The generality of this algorithm, of course, lies in step 4. Some of the possible choices for this step are as follows:
• Do nothing.
• Purifyω (n) (t); i.e., produce an extreme-point solution without increasing the value of the objective function. Such a scheme has been given in Anderson and Pullan [6] .
• Some steps of the above algorithm where AP is not optimized but just merely improved at each stage.
• Optimize DP(Q), where Q is the breakpoint partition forω (n) (t), and set ω (n) (t) to be the corresponding SCLP solution obtained from this optimal solution to DP(Q). (See Pullan [12] . DP(P ) is another discretization for SCLP which is simpler and more obvious than AP(P ). Unlike AP(P ), any solution to DP(P ) has a natural solution for SCLP with the same objective function value and vice versa, that is, if P is a refinement of the breakpoint partition for the SCLP solution.) • Any combination of the above.
Convergence of the algorithm.
We now proceed to prove the convergence of the general algorithm stated in the previous section. Let the partition P n be given by
and letĉ (n) denote the cost vector for AP(P n ). We define the following quantities:
Using the results from Pullan [12] introduced in section 2 we obtain
We now establish some simple results concerning these quantities. First, it is clear that by definition, δ n ≤ 0 for each n and δ n = 0 if and only if the algorithm stops at the nth iteration. The next lemma gives the properties of α n that we will require for the convergence proof.
Lemma 4.1. We have α n ≤ 0 for each n and α n = 0 if and only if the algorithm terminates at the (n + 1)th iteration. Also there exists N such that |α n | ≤ N for all n.
Proof. We have by step 2 of the algorithm and Lemma 2.1,
Hence, by the definition of α n , α n ≤ 0 with equality if and only ifω (n) (t) is optimal for SCLP, in which case the algorithm will terminate at the next iteration.
To show that α n is uniformly bounded, let M be a uniform bound on x(t) for any feasible solution for SCLP and C be a bound on ċ(t) . Then by (4.1),
and so the result follows. We now establish the required properties of f n for the convergence proof. Lemma 4.2. We have f n < 0 for each n and lim n→∞ f n = 0. Proof. The fact that f n < 0 follows from Theorem 2.4. Now by the general nature of step 4, of α n k we have
since patching together is done optimally (recall thatω(t) is a possible outcome of the patching together process with ε = 1). Hence, in a way similar to the above, we now obtain
by Lemma 2.1 and the general nature of step 4 in the algorithm. Thus we now have
Finally, the objective function values of ω (n) (t) are strictly monotonic decreasing and so we have convergence of the whole sequence of objective function values.
Remarks.
The algorithm discussed in this paper is quite general and certainly includes all the possibilities mentioned in the final section of Pullan [12] . The convergence proof in this paper has opened the way for a detailed numerical study of the various possible implementations of the algorithm. The numerical results in Anderson and Pullan [6] suggest that the above algorithm performs very well if step 4 includes a purification step.
It is also worth commenting on the algorithm given in Philpott and Craddock [9] for which convergence was also proved. While this algorithm is not quite a special case of the algorithm in this paper, it is essentially the algorithm obtained by replacing step 3 in the algorithm of section 3 by patching together using ε = 1 and by doing nothing in the general step 4. Thus the two algorithms would coincide when it is optimal to patch together using ε = 1 at every stage. As the algorithm in Philpott and Craddock [9] does not always patch together optimally, we would expect the algorithm in this paper to perform better in the sense of needing fewer iterations. However, as observed in the numerical results in [9] , one implementation of the algorithm in this paper leads to very large discretizations which, therefore, take a very long time to solve. Consequently this implementation did not compare favorably with the algorithm in [9] . It is thus desirable to find an operation to include in step 4 that will tend to reduce the size of the partitions. Given such an operation, it would then be plausible that we would obtain better numerical results than those in [9] . The preliminary results obtained by including a purification step in step 4, as mentioned above, do appear to indicate that such an operation is possible.
