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A RANGE-BASED MULTIVARIATE STOCHASTIC VOLATILITY MODEL
FOR EXCHANGE RATES
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 In this paper we present a parsimonious multivariate model for exchange rate volatilities
based on logarithmic high–low ranges of daily exchange rates. The multivariate stochastic
volatility model decomposes the log range of each exchange rate into two independent latent
factors, which could be interpreted as the underlying currency speciﬁc components. Owing to the
empirical normality of the logarithmic range measure the model can be estimated conveniently
with the standard Kalman ﬁlter methodology. Our results show that our model ﬁts the exchange
rate data quite well. Exchange rate news seems to be currency speciﬁc and allows identiﬁcation
of currency contributions to both exchange rate levels and exchange rate volatilities.
Keywords Exchange rates; Multivariate stochastic volatility models; Range-based volatility.
JEL Classiﬁcation C51; G15; F31.
1. INTRODUCTION
The analysis of exchange rate volatility is an important topic in
international economics. For example, exchange rate volatility plays a
crucial role in measuring the risks in international trade and portfolio
ﬂows. In the extant volatility literature there are two main streams of
modeling methodologies for measuring volatility, the (G)ARCH and the
stochastic volatility (SV) approaches. The former is based on the seminal
articles by Engle (1982) and Bollerslev (1986), and the SV approach started
with Taylor (1986). From a risk management point of view it is often
warranted to take a multivariate perspective on volatilities. For both the
GARCH and the SV approaches multivariate versions exist as presented in,
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among many other papers, Engle and Kroner (1995), Harvey et al. (1994),
Liesenfeld and Richard (2003), Moerman (2004), Chib et al. (2006), and
McAleer (2005).
In this paper we develop a multivariate SV model to measure exchange
rate volatilities of the main traded currencies. Although GARCH models
are typically easier to estimate than SV models, we choose the latter model.
The main reason for this choice is that we use the daily highs and lows
of the exchange rates as proxies for the volatilities. It is well documented
in the literature (see, for example, Alizadeh et al., 2002) that suitable
transformations of the difference between the high and the low result in
stochastic variables that are normally distributed. This observation implies
that we can circumvent the typical estimation issues in SV models and
allows us to estimate efﬁciently a multivariate model for exchange rate
volatilities.
Many variables have been suggested to measure volatility.1 For example,
in the GARCH approach, the conditional volatility process typically
contains variables based on squared or absolute returns. When high-
frequency data are available, realized volatility (RV) seems to be an
appropriate measure of volatility, as recent studies show (see, for example,
Andersen et al., 2001a,b). Aït-Sahalia (2002), Aït-Sahalia and Mykland
(2003), and Aït-Sahalia et al. (2005) use the temporal aggregation methods
of Andersen et al. (2001a) and Andersen et al. (2003) to reduce the
bias in estimating RV models from high-frequency data. However, when
high-frequency data are not available, other volatility measures can be
considered. In this paper we use the logarithm of the range as a proxy
for volatility, following Parkinson (1980) and Alizadeh et al. (2002). This
measure is an accurate proxy for the volatility (see Andersen and Bollerslev,
1998, and the discussion in Alizadeh et al., 2002). The main advantage of
using the logarithmic range as a (log) volatility proxy is that its empirical
unconditional distribution for exchange rates is approximately normal.
In order to build a multivariate model for exchange rate volatilities
based on logarithmic ranges, the issue of covariance measurement and
estimation needs to be resolved. There is no straightforward way to
construct a covariance estimator using the highs and lows information
from the two series. One solution is to apply the no-arbitrage methods in
Brandt and Diebold (2006). They use the triangular relationship between
exchange rates denominated in a particular currency and their cross rates.
In this paper we follow another route and decompose exchange rates
into independent currency speciﬁc factors following Mahieu and Schotman
(1994). As a result, the variance of the exchange rate returns is the sum
1See, for example, Andersen (1992) and Bai et al. (2001) for an exposition on measuring
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of the two currency speciﬁc variances, which leads to a parsimonious
multivariate volatility model for exchange rates.2
The remainder of this paper is structured as follows. The exchange
rate data is discussed in Section 2. In Section 3 the multivariate
stochastic volatility model is presented, and Section 4 presents the news
decomposition method. Section 5 documents the results of our empirical
studies. Section 6 concludes.
2. EXCHANGE RATE DATA
The daily high, low, and close prices of six exchange rates were
collected from Moneyline Telerate. The high and low values are computed
over a 24-hour period that starts at 10 p.m. GMT, 5 p.m. US Eastern
Time. The exchange rate set consists of all possible combinations of these
currencies: the US dollar (USD), the UK sterling (GBP), the Japanese
yen (JPY) and the euro (EUR).3 The sample runs from September 1,
1989, until September 16, 2003. Before January 1, 1999, the Deutsche
mark is used as a proxy for the euro. For illustrative purposes, the log
range and the QQ plot for the USD/EUR are presented in Figure 1.4 The
time-varying nature of the log range can be directly observed from the
ﬁgure. From the QQ plot it is apparent that the distribution of the log
range is very close to a normal distribution. The unconditional covariance
and correlation matrices for the log range series (and so the volatility of
the volatility) appear in Table 1. As was already noticed in Mahieu and
Schotman (1994), the covariance structure of exchange rates expressed
in a common numeraire has a very distinct feature. The covariances of
all dollar exchange rate returns are all in the same order of magnitude.
This observation motivated Mahieu and Schotman (1994) to construct a
multivariate exchange rate model exploiting this feature. Building upon
their framework, we will model the volatility instead of the return in this
paper.
3. MULTIVARIATE STOCHASTIC VOLATILITY MODEL
In this section, we present our multivariate stochastic volatility model
for exchange rates. We impose a similar factor structure on the exchange
2We also estimated a model that allowed for a common currency component for all exchange
rates that can pick up, for example, the consequences of international risk sharing (see, e.g., Brandt
et al., 2006). It turned out that there is no signiﬁcant improvement.
3The FX trade ﬂows (volumes) are highest for these currencies and are responsible for more
than 80% of the total foreign exchange market turnover (see Bank for International Settlements,
2001). Extending the data set with the ﬁfth most important FX rate (the Swiss franc, which
contributes about 3% to the total turnover) does not lead to signiﬁcantly different results in our
analysis.
4For the other exchange rates these ﬁgures are available on request.412 B. Tims and R. Mahieu
FIGURE 1 Log range of the dollar/euro exchange rate (left) and the QQ plot for the log range of
the dollar/euro exchange rate. See Section 2 for further details. The period is September 1, 1989,
to September 16, 2003 (3652 observations).
rate volatility as is done for the exchange rate returns in Mahieu and
Schotman (1994). In that paper, the model is structured as follows. Let
sij(t) be the exchange rate return between currencies i and j. We assume
that it can be decomposed into two currency speciﬁc components,
sij(t) = ei(t) − ej(t) (1)
The components ei(t) and ej(t) can be interpreted as being a
representation of the currency speciﬁc news of currencies i and j,
TABLE 1 Covariance and correlation matrix (unconditional) of the log range of the exchange
rates dollar/pound, dollar/yen, dollar/euro, pound/yen, pound/euro, and yen/euro reported for
the period September 1, 1989, to September 16, 2003 (3652 observations)
Covariance matrix
(USD/GBP) (USD/JPY) (USD/EUR) (GBP/JPY) (GBP/EUR) (JPY/EUR)
Dollar/pound (USD/GBP) 0 356 0 066 0 169 0 108 0 090 0 091
Dollar/yen (USD/JPY) 0 279 0 099 0 165 0 071 0 160
Dollar/euro (USD/EUR) 0 217 0 082 0 104 0 121
Pound/yen (GBP/JPY) 0 220 0 107 0 169
Pound/euro (GBP/EUR) 0 202 0 100
Yen/euro (JPY/EUR) 0 265
Correlation matrix
Dollar/pound (USD/GBP) 1 0 209 0 610 0 387 0 336 0 298
Dollar/yen (USD/JPY) 1 0 401 0 666 0 301 0 589
Dollar/euro (USD/EUR) 1 0 378 0 497 0 504
Pound/yen (GBP/JPY) 1 0 510 0 698
Pound/euro (GBP/EUR) 1 0 433
Yen/euro (JPY/EUR) 1Range-Based Multivariate Stochastic Model 413
respectively. We assume that the news components are independent.5 If we
deﬁne  i(t) as the variance of the news factor ei(t),  i(t) ≡ var[ei(t)], then
the variance of the exchange rate can be written as
var[sij(t)]=var[ei(t)]+var[ej(t)]= i(t) +  j(t), (2)
applying the independence assumption between news factors. We use
the idea of this setup as the basis for our multivariate model. The
range-based volatility measure applies to the logarithmic volatility. Let yij,t
be the logarithmic range for the exchange rate between currencies i
and j. We assume that we can decompose the logarithmic range into two
independent factors that relate to the two currencies. Consequently, we
assume that
yij,t =  it +  jt, (3)
with  it and  jt two latent factors. In our empirical application we focus on
four currencies. This implies that we can construct six exchange rates for
which we can compute the logarithmic ranges. Note that a larger number
of currencies can be accommodated straightforwardly.
The model with the currency speciﬁc factors is presented below where
the log ranges of all possible exchange rates of the four countries under
consideration are used. For notational purposes we collect the log range at
time t for all exchange rates in the vector yt (t = 1,   ,n). The model that
we estimate is given by the state space equations
yt = c + Z t +  t,  t ∼ N(0,H), t = 1,   ,n (4)





























































The idea behind the model is to decompose the log range of each
exchange rate into a constant, the corresponding currency speciﬁc factors
5We could introduce more factors here. For example, it is relatively straightforward to include
a “world” component that would represent news that applies to all exchange rates, or components
that would apply to various subsets of exchange rates. For our analysis including such a “world”
component did not yield substantially, different results. Therefore in this paper we restrict ourselves
to the decomposition of exchange rate returns as described in the text.414 B. Tims and R. Mahieu
(using Z as selection matrix), and an error term. There are no restrictions
on H, the covariance matrix of the measurement errors. The latent factors
evolve over time according to four univariate AR(1) processes that are
assumed to be independent. Consequently, both T (the autoregressive
parameter matrix) and Q (the covariance matrix of the error terms) in the
transition equations are diagonal.6
In general it is not straightforward to estimate stochastic volatility
models (see for example Jacquier et al., 1994). A problem with standard
maximum likelihood (ML) approaches lies in that the state-space model
cannot be estimated directly with standard Kalman ﬁlter methods, as
either the measurement or the latent state equation exhibits nonlinearities.
Also the joint distribution of the returns and the latent volatility are
highly dimensional. Altogether this means that the likelihood function is
not tractable in many cases and therefore cannot be optimized directly.
Estimation of the parameters by maximum likelihood implies that the
latent volatility needs to be integrated out of the log likelihood by using
numerical simulation techniques. See, for example, Jacquier et al. (1994),
Shephard (1993), and Chib et al. (2006). Another obvious solution to deal
with the nonlinearity in the state space model is to linearize the SV model
to obtain a standard linear state space model and apply quasi-maximum
likelihood (QML) together with standard Kalman ﬁlter techniques to
estimate the model (see, e.g., Harvey et al., 1994; Mahieu and Schotman,
1998). Alternative procedures for estimating SV models can be found
in Shephard (1993), Jacquier et al. (1994), and Andersen and Sørensen
(1996).
The main contribution of our new approach to estimate exchange
rate volatilities is that we do not have to resort to either numerical
integration or linearization to estimate the parameters and the latent
volatilities. This is because we specify our multivariate model directly
on the logarithmic ranges, which have empirical distributions that are
shown to be very close to the normal distribution. As a result, we can
maintain a linear state space model and consequently we can construct
the likelihood function by applying the standard Kalman ﬁlter. Instead
of using a numerical procedure like gradient methods we apply the EM
algorithm (Dempster et al., 1977) in order to optimize the likelihood
function. The main reason for this choice is that the EM algorithm allows
us to estimate the parameters in the measurement error covariance matrix
H in a straightforward way, without having to resort to adding restrictions
in the optimization procedure in order to assure that H remains positive
deﬁnite.
6We also estimated models where H and Q are full and/or diagonal matrices. The results are
similar to the results from the model presented in the text.Range-Based Multivariate Stochastic Model 415
We estimate the model (4–5) by iterating between estimation of
the latent factors given the parameters using the Kalman ﬁlter and
maximization of the likelihood function given the latent factors using
analytical expressions for the optimal parameters. By iterating these steps,
Dempster et al. (1977) have shown that the likelihood function increases.
This iterative procedure can be continued until convergence takes place.
In the appendix we present a detailed derivation.
4. NEWS DECOMPOSITION OF EXCHANGE RATES
In this section we demonstrate how to estimate currency speciﬁc
news factors based on the estimation results of our multivariate model
for exchange rate volatilities. Remember that every exchange rate can
be decomposed into two currency speciﬁc factors as stated in Equation
(1). Mahieu and Schotman (1994) have shown that such a currency
speciﬁc news factor is a weighted average over the exchange rate returns
containing that currency. The weights are constructed from the conditional
variances ( ’s) of the news factors. The intuition behind this is that the
currency speciﬁc news for one particular currency can be extracted from all
exchange rates that can contain that currency. The higher the conditional
volatility of the exchange rate, the less informative this exchange rate
is, and therefore this exchange rate has less weight in the news factor.
Following Mahieu and Schotman (1994), the news factor at time t, ˆ e(t), for
currency i with i ∈ I =  USD, GBP, JPY, EUR , can be written as
ˆ ei(t) =
 
j∈I,j =i  j(t)−1sij(t)
 
j∈I  j(t)−1 (6)
where sij(t) is the continuously compounded return of the exchange rate.
Also note that sji(t) =− sij(t). To apply this, we again note that in our
model the logarithmic volatility is modeled instead of the volatility itself.
So to obtain the equivalent quantity of the  (t)’s in Equation (6) we
have to transform the estimated time-varying ˆ  t that we obtained from
the estimation procedure of the multivariate volatility model. Note that
ˆ  t = E[ t|y], i.e., the expected logarithmic volatilities given all the data y.
This can be computed by applying the Kalman smoother equations (see
appendix). Then we obtain7
 j(t) ∝ E(exp( j,t)
2 |y) = exp(2ˆ  j,t + 2Vj,t), (7)
7Here we use the fact that when X ∼ N( , 2) the moment generating function equals
E[exp(tX)]=exp(t  + t2 2/2) and that the Kalman smoother equations also deliver Vj,t (see
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where
Vj,t = Var ( j,t |y) 
To investigate the relative impact of each individual news series from
(6) on the underlying exchange rate, we construct an index for each of the









In Section 5 we present the results for the multivariate volatility model on
our data set of exchange rates.
5. RESULTS
In this section the results of the model will be presented.8 The
estimated parameters are given in Table 2. We see that part of the variability
in the log range series is picked up by the model as the estimated
covariance matrix of the errors (  H) has uniformly smaller elements than
the covariance matrix of the data itself, which was presented in Table 1.
Additionally, the correlation matrix constructed from   H in Table 2 shows
that, on average, the correlations have decreased with respect to the
original data. The latent variables are assumed to follow an AR(1) process,
and we see that the autoregressive parameters (  T) are close to one. This
points to persistent latent logarithmic volatilities, which is a well-known
feature of ﬁnancial time series measured on a daily frequency.
The graphs of the variances of the news factors  j(t)( t = 1,   ,n)
are shown in Figure 2. It is clear that the yen component is the most
volatile of all. Interestingly, the period in the late 1990s when the yen
was very volatile corresponds with the Asian crisis. The volatility in the
other currencies remains relatively stable, implying that the volatility in
exchange rates containing the yen are mostly due to the yen-speciﬁc
volatility. For the pound volatility component, the largest increase in the
volatility corresponds to the departure of the UK from the European
Monetary System (EMS) on September 17, 1992. Surprisingly, the dollar
volatility component does not show a distinct pattern.
To focus on the inﬂuence of the news components after the
introduction of the euro, Figure 3 shows the indexed exchange rates
together with the corresponding news indices from January 1, 1999,
onwards. To accommodate comparison, we have shifted the lines of
8All calculations needed for construction of the graphs and tables are done with Matlab,
version 6.Range-Based Multivariate Stochastic Model 417
TABLE 2 Estimated parameter values from the model (4–5). Standard errors are in parentheses.
The correlation matrix of the measurement errors (printed in italics) is constructed from   H.
Estimation was performed over the period September 1, 1989, to September 16, 2003 (3652
observations)
  H
Exchange rate ˆ c (USD/GBP) (USD/JPY) (USD/EUR) (GBP/JPY) (GBP/EUR) (JPY/EUR)
Dollar/pound −5 0521 0 2570 0 0318 0 1057 0 0830 0 0510 0 0798
(USD/GBP) (0 0233)( 0 0073)( 0 0045)( 0 0042)( 0 0061)( 0 0042)( 0 0042)
10  1469 0 5304 0 4457 0 2965 0 3810
Dollar/yen −4 7732 0 1827 0 0594 0 0855 0 0385 0 0729
(USD/JPY) (0 0239)( 0 0044)( 0 0035)( 0 0036)( 0 0041)( 0 0025)
10  3533 0 5451 0 2655 0 4128
Dollar/euro −4 7442 0 1547 0 0500 0 0570 0 0766
(USD/EUR) (0 0230)( 0 0044)( 0 0041)( 0 0028)( 0 0039)
10  3462 0 4274 0 4712
Pound/yen −4 6125 0 1348 0 0423 0 0877
(GBP/JPY) (0 0241)( 0 0029)( 0 0029)( 0 0034)
10  3398 0 5780
Pound/euro −4 9199 0 1151 0 0280
(GBP/EUR) (0 0222)( 0 0036)( 0 0031)
10  1999
Yen/euro −4 6913 0 1709
(JPY/EUR) (0 0237)( 0 0050)
1
Currency diag(  T) diag(  Q)
Dollar 0 9639 0 0021
(0 0119)( 0 0007)
Pound 0 9675 0 0015
(0 0075)( 0 0003)
Yen 0 9609 0 0047
(0 0121)( 0 0016)
Euro 0 9415 0 0035
(0 0192)( 0 0013)
logL −9167 173
the news factors downwards. From the ﬁgure it can be seen that some
movements in the exchange rates can be assigned to speciﬁc currencies in
several periods. This is most apparent for the period January 1999 until
about January 2001, when we see that the euro exchange rates (USD/EUR,
GBP/EUR, and JPY/EUR) ﬁrst rise quickly, and then fall quickly, which
is almost totally owing to the euro news component. We also see that
movements in the exchange rates occur simultaneously in both currency
speciﬁc news factors.
6. CONCLUDING REMARKS
In this paper we have presented a new approach to the estimation of
multivariate stochastic volatility models for exchange rate volatilities. The418 B. Tims and R. Mahieu
FIGURE 2 Graphs of estimated  ’s measured in squared daily percentages as deﬁned in Equation
(7) over the period September 1, 1989, to September 16, 2003 (3652 observations).
model draws upon the decomposition of exchange rates into currency
speciﬁc factors. Using the range as a volatility measure allows us to estimate
a parsimonious multivariate model for exchange rate volatility in a very
efﬁcient way.
Our results show that the model can be estimated efﬁciently through
standard Kalman ﬁlter techniques using an EM algorithm. We ﬁnd that the
currency speciﬁc volatilities are substantially different from each other. The
model is able to pick up some of the most saliant events in exchange rates
that happened during the last decade. Notably, the Asian crisis and the fall
of the pound sterling from the European Monetary System can be traced
back to the yen and sterling currency components, respectively. We also
ﬁnd that euro-denominated exchange rates are predominantly determined
by a euro-speciﬁc component during the ﬁrst years after the introduction
of the euro.
The analysis in this paper can be extended in several ways. First,
the speciﬁc factor structure that we imposed can be extended further.
Additionally, each currency factor could be split into a persistent andRange-Based Multivariate Stochastic Model 419
FIGURE 3 Exchange rates and their respective currency speciﬁc news series over the period
January 1, 1999, to September 16, 2003. All series are presented as an index. News indices are
shifted to accommodate comparison. The exchange rate (upper line) starts at 100 and the news
indices (middle and lower lines) start at 75 and 50 respectively.
a stationary component.9 Secondly, it would be interesting to analyze
whether the news series have some connections with economic variables,
like interest rates, or monetary variables. Lastly, the multivariate model
could be used for analyzing the prices of options, and it could be used in
analyzing the risks in international investment and trade portfolios.
9See also Alizadeh et al. (2002), who perform this analysis for univariate stochastic volatility
models.420 B. Tims and R. Mahieu
APPENDIX
The Kalman Filter and Smoother Recursions
The Kalman ﬁlter and smoother are given for the sake of completeness.
These equations are taken from Durbin and Koopman (2001), and
the same notation will be used. Because there appears a constant in
the measurement equation that is not present in the standard ﬁlter, a
straightforward adjustment to the recursions is made. Note, however, that
the smoother does not need to be changed, because the effect of the
constant is fully captured by the prediction error vt. Our model is
yt = c + Z t +  t,  t ∼ N(0,H), t = 1,   ,n
 t+1 = T t +  t,  t ∼ N(0,Q), t = 1,   ,n
 1 ∼ N(a1,P1) 
Then the Kalman ﬁlter is given as follows: If there are m states, a1 = 0m and
P1 = Im, then for t = 1,   ,n,
vt = yt − c − Zat
Ft = ZPtZ





Lt = T − KtZ
at+1 = E( t+1 |Yt) = Tat + Ktvt
Pt+1 = cov( t+1 |Yt) = TPtL
 t + Q 
Next the output of the Kalman ﬁlter is used in the smoother to construct a
proxy for the latent factors. The smoother equations are as follows: If rn =










t Z + L
 
tNtLt
ˆ  t = E( t |y) = at + Ptrt−1
Vt = Pt − PtNt−1Pt 
Given the parameters of the model, an estimation for the latent factors is
then ˆ  t. Furthermore, the disturbance smoother equations from Durbin
and Koopman (2001) are used to obtain the estimated errors for the












ˆ  t = E( t |y) = Hut
cov( t |y) = H − HDtH
ˆ  t = E( t |y) = Qrt
cov( t |y) = Q − QNtQ 
Also, in the estimation of the parameters of the model, the (intertemporal)
covariance between smoothed states is needed. These expressions (see also
Table 4.4 of Durbin and Koopman, 2001) are given by
cov( t |y) = Pt(Im − Nt−1Pt)
cov( t, t+1 |y) = PtL
 
t(Im − NtPt+1) 
The EM algorithm (Dempster et al., 1977) consists of an estimation step
and a maximization step. We follow the discussion in Shumway and Stoffer
(2000, Chapter 4, Paragraph 3).
The Expectation Step of EM
In this step the expectation of the log likelihood is taken given the data




( t+1 − T t)
 Q




(yt − c − Z t)
 H
−1(yt − c − Z t),
which is similar to Equation (4.69) in Shumway and Stoffer (2000). Taking
the expectation of this expression gives something similar to Equation
(4.71) of this reference.
−2lnL = ln|Q|+trace Q
−1[S11 − S10T










 (yt − c − Z ˆ  t)(yt − c − Z ˆ  t)
 
+Z cov( t |y)Z
  





 ˆ  t+1ˆ  
 
t+1 + cov( t+1 |y)  =
n  
t=1
 ˆ  t+1ˆ  
 




 ˆ  t+1ˆ  
 
t + cov( t+1, t |y)  =
n  
t=1








 ˆ  tˆ  
 
t + cov( t |y)  =
n  
t=1
 ˆ  tˆ  
 
t + Pt(Im − Nt−1Pt)  
In the above analysis some of the properties of the trace operator are used.
Also in the derivation they use that
E( t 
 
t |y) = ˆ  tˆ  
 
t + cov( t |y)
E( t+1 
 
t |y) = ˆ  t+1ˆ  
 
t + cov( t+1, t |y) 
The P n
t and P n
t,t−1 deﬁned in Shumway and Stoffer (2000) are equivalent to
cov( t |y) and cov( t, t−1 |y), respectively. The Kalman ﬁlter and smoother
are applied to obtain ˆ  t.
The Maximization Step of EM
Here an estimate of the parameter is given. The log-likelihood function
after the expectation step is given above. Because T and Q are assumed
diagonal, this expression can be simpliﬁed to
ln|Q|+trace Q
−1[S11 − S10T





















 (yt − c − Z ˆ  t)(yt − c − Z ˆ  t)




where is used that
1. If matrices A and B are diagonal then so is AB.
2. If matrix A is diagonal then trace(AB) =
 
aiibii.
3. trace(AB) = trace(BA).
4. trace(A + B) = trace(A) + trace(B).Range-Based Multivariate Stochastic Model 423










 (yt − c − Z ˆ  t)(yt − c − Z ˆ  t)
  + Z cov( t |y)Z
  
Tkk = (S10)kk/(S00)kk for k = 1,   ,4
Qkk = n
−1 (S11)kk − (S10)
2
kk/(S00)kk  for k = 1,   ,4 
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