Abstract: Arginine vasopressin (AVP) has been suggested by molecular-dynamics (MD) simulations to exist as a mixture of conformations in solution. 
Introduction
Many biologically important molecules, especially peptide hormones, exist as an equilibrium mixture of two or more conformations in solution. 1, 2 Identifying these conformations and their relative free energies is important because, as long as the conformations in solution are competitive in energy then each is a candidate as the biologically active conformation, which need not be the same in all receptors.
X-ray crystallography usually only provides single snapshots that give little insight into dynamic equilibria, so that nuclear magnetic resonance (NMR) spectroscopy becomes the experimental method of choice. Unfortunately, the most common technique used to determine structures in solution, using the nuclear Overhauser effect (NOE) 3 is often not sufficient to determine even a single structure uniquely, and even less so for conformational equilibria. In this respect, the r 6 distance dependence of the NOE (r is the internuclear distance) prevents simple averaging of the structures and renders interpretation more difficult, even when moleculardynamics (MD) simulations are used as the basis for ensemble calculations. 4 Chemical shifts are not often used to determine conformations in solution because they are not directly related to interatomic distances. A reliable technique for calculating chemical shifts for a given geometry is thus needed and density-functional theory (DFT) calculations now provide such a technique at a reasonable computational cost. 5, 6 When a regression equation was used to convert atomic screening to chemical shifts, accuracies of ± 0.15 ppm and ± 2.2 were obtained for 1 H and 13 C chemical shifts, respectively. 7 Unfortunately, what might naively be considered the most informative chemical shifts in peptides and proteins, those of the acidic (pKa  15)
amide NH-protons often involved in hydrogen bonds, are also strongly affected by exchange 4 phenomena in aqueous solution. 8, 9 These effects increase their chemical shifts compared to those calculated for the pure NH protonation state in continuum water. The inclusion of explicit water molecules in the DFT calculations can improve the results, 8, 9 where the coefficients obtained in the different component models vary widely, but is also inherent in partial least squares models, where it is less obvious. These problems have been addressed by Smith and Goodman, 10, 11 who used chemical shifts exclusively to distinguish between pairs of diastereomers and proposed improved metrics to overcome the fitting problem.
Unfortunately, most of their metrics were designed to assist assignment of spectra to pairs of chiral molecules for which both experimental spectra are available. However, their DP4 probabilities 11 are applicable in the present case, as demonstrated by Nazarski et al., 12 but even using these probabilities as a metric does not solve the problem of linearly dependent descriptors.
We have therefore resorted to MD simulations to avoid the fitting problem. We have investigated the use of MD simulations and DFT chemical-shift calculations combined with NMR experiments to assign the conformational equilibrium in solution for 8-arginine-vasopressin (AVP), a flexible peptide hormone.
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AVP is the human form of vasopressin, a peptide hormone of the vasopressin family.
Vasopressin-related peptides, which include vasopressin, oxytocin, urotensin-II and a variety of other non-human tocins, are G-protein coupled receptor ligands that share the common feature of a six-residue ring closed by a disulfide bridge. Although the peptides are very closely related, the conformation of the six-residue ring differs in X-ray crystal structures of AVP (1YF4), 13 8-lysine-vasopressin (1JK4) 14 and oxytocin (1NPO), 15 suggesting that multiple bioactive conformations may be operative, depending on the binding site.
Scheme 1:
The open and saddle conformation-types for AVP. The ring backbone bonds are shown as broad lines and the -turns in magenta. 2) Calculating the relative free energies of these conformations in solution using metadynamics:
The single path variable used for the metadynamics is simply a numerical assignment to one of the five most prevalent conformations found in the long MD simulation. These conformational assignments are made using the root-mean-square deviation (RMSD) from the individual conformations. This criterion allowed over 90% of the frames from the 23 s simulation to be assigned. In order to make the collective variable as "physical" as possible, the numbering of the interconversion is also seen but conformations 5 were not included (see text).
8 conformations was chosen so that the 23 s simulation exhibited transitions between adjacently numbered conformations, thus ensuring that paths between neighboring conformations exist. Figure 1 shows the numerical assignment of the conformations. The "variants" cluster of conformations, which proved to be least stable and only occurred after the original 11 s simulation, was not included in the further analysis (for details, see the Supporting Information).
3) Calculating geometries for cluster centers and NMR chemical shifts with DFT:
Cluster centers for the four most populated ring-conformations (including two different tail conformations for saddle and clinched open to give a total of six representative structures) were taken from the 23 s simulation and optimized with Gaussian09 21 at the B3LYP 22, 23 /6-31G(d) 24 level using the standard polarizable continuum model (PCM) for water. 25 The optimized geometries are given in the Supporting Information, Dispersion corrections were not used as we do not expect them to be appropriate for PCM calculations in a polar solvent. Note that this neglect of dispersion corrections can only affect the DFT-optimized geometries because the relative DFT energies are not used in the analysis. Relative free energies include dispersion because they were obtained exclusively from force-field based simulations with explicit solvent.
Magnetic shieldings were calculated on the optimized structures using the gauge-independent atomic orbital (GIAO) technique 26 at the B3LYP/6-31G(d) level with PCM water. The regression technique for converting calculated isotropic magnetic shielding to chemical shifts in Chemical shifts for each optimized cluster-center conformation were calculated using Eq. (1) and ensemble chemical shifts (denoted as "equilibrium" in the following) obtained by linear combination of the individual shifts according to the calculated equilibrium concentrations. 1 H N chemical shifts were not included, as in practice, these are subject to wide variation by hydrogen bonding, pH and solvent-based environmental changes and are generally not reproduced well by calculations on a single protonation state.
4) Direct comparison of experimental and calculated spectra or measurements:
The ensemble NMR spectra calculated in step (3) can be compared with experimental data. We have assigned the 1 H, and 13 C chemical-shifts almost fully, in two different aqueous solution conditions at pH 4.7 and pH 6.0. The former pH is that given on dissolving the peptide in H2O
and the latter was chosen to be compatible with the MD simulations. To complete the set of known experimental NMR data we report for the first time 15 N shifts at natural abundance.
NOESY and TOCSY NMR spectra gave NOEs and facilitated assignment (see the Supporting
Information for details).
Both the quality of fit between the calculated and experimental parameters and whether the fit for the calculated equilibrium mixture of conformations is better than that for any of the individual contributing conformations serve to validate the approach. This is often not a straightforward analysis problem, 10, 11, 12 so that we have defined two statistical metrics below that are designed to test the significance of the differences in correlations of the chemical shifts calculated for individual conformations with the experimental data.
Results and Discussion

Unconstrained Molecular Dynamics
A 23 s unrestrained MD simulation of Arg 8 -vasopression was performed with explicit watersolvation at 300 K using the Amber ff99SB force field 27 (details are given in the Supporting Information 18 previously that the tail moves independently of the ring conformation of AVP, adopting either folded or extended conformations, which interconvert frequently and rapidly. Thus, it is possible to take the individual populations of these tail conformations directly from the 23 s MD simulation.
Metadynamics
A well-tempered metadynamics simulation 28 using four walkers converged within 200 ns to
give the relative free energies of the five conformations shown in Table 1 .
These results can be compared with those obtained by least squares fitting the calculated NMR chemical shifts to observations, although the latter, as outlined above, may not be significant.
The comparison therefore serves at best as a rough test as to whether the equilibrium concentrations obtained from the simulations are similar to those that would give the best fit. The fitted equilibrium concentration can serve, however, as a reality check for the metadynamics results. The metadynamics equilibrium is quite compatible with the optimum PLS-fits for this dataset (Figure 3) , which is encouraging, and we emphasize once more that, in contrast to the regression data, those calculated for the metadynamics equilibrium use essentially no experimental data. The exception is the standard set of chemical shifts used to obtain Eq. (1) to convert shielding to ppm. However, the training dataset (given in the Supporting Information)
only contains small organic molecules, which can be considered independent of AVP. The Figure 4 shows the B3LYP/6-31G(d) (in PCM water) optimized structure of the major saddle conformation. The C-terminal tail adopts two conformations. 16 The extended conformation, which positions the guanidinium moiety of Arg 8 close to the ring was present in the 23 s MD simulation for approximately 73% of the occurrence time for the saddle conformation (Fig. 4a) .
The folded tail conformation (Fig. 4b ) makes up the remaining 27%. In this case, error estimates are difficult because probable errors depend on how well the simulation has converged, which is unknown. We estimate from the length and convergence of the simulation that the above concentrations have uncertainties of at most 5%. The equilibrium between these two tail Table 2 below. Is the statistical analysis for the calculated equilibrium significant? This question has been addressed several times in the literature. 12, 30, 31 These studies have been summarized by Smith and Goodman, 10,11 who also proposed improved metrics for judging the goodness of fit between calculated and experimental chemical shifts. As outlined above, many of their metrics were designed to assist assignment of spectra to pairs of diastereomers for which both experimental spectra are available and are inapplicable in this case. We have resorted to conventional metrics such as mean signed (MSE) and unsigned error (MUE), coefficient of determination (R 2 ) and root-mean-square error (RMSE) as a specific test of the significance of the conclusions, but have 16 also defined a weighted RMSE (WRMSE) in the spirit of Smith and Goodman and have used their DP4 probability 11 as an additional check.
The WRMSE is defined as;   Table 2 . indicate that the model that uses the metadynamics free energies for the ring conformations and the distributions of the tail conformations from the 23 s unconstrained simulation matches the experimental data best. Most importantly, in contrast to the 13 C results, WRMSE is close to RMSE for the equilibrium models and  is less than one. Table 3 shows that Smith and Goodman's DP4 probabilities 11 provide very strong support for these conclusions. The best performing model is indicated in bold. The probabilities were calculated using the data from the Supporting Information with the DP4 app. 11 The amide protons are omitted, as outlined in the text. The DP4 probabilities lead to exactly the same conclusions as the metrics reported in Table 2 .
Conformation
The conformational model that considers the equilibrium distributions of both the ring and the tail fits the experimental data best and 1 H chemical shifts allow firmer conclusions than 13 C.
However, the DP4 probabilities also allow tentative conclusions to be reached from the 13 C chemical shifts; the equilibrium conformational model gives a 60-75% probability of being correct, although this probability is close to 100% for 1 H.
As outlined above, the differences in the statistical metrics would not be as convincing if they were based on a fitting procedure. However, as the identification of possible conformations, the calculation of equilibrium concentrations and the chemical-shift calculations are all ab initio, in the sense that they are completely independent of experimental data (with the exception of the regression equations (1) 22 at approximately 60%. As three of four metrics give minima close to the metadynamics prediction, we feel that Figure 6 supports our conclusions.
Sensitivity Analysis
Nuclear Overhauser Effect
An independent check of the conformational assignment compares the interatomic distances Figure 7 shows the correlation between experimental at pH 4.7 and r 6 time-averaged interatomic distances for the metadynamics equilibrium.
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Figure 7: Plots of the calculated vs. experimental interatomic distances at pH 4.7 (cf. Figure S3 ).
Conclusions
We have reported an attempt to assign conformations for the equilibrium structures of AVP in aqueous solution by simulating the equilibrium and comparing calculated chemical shifts directly with experiment. This procedure avoids fitting and uses only minimal unconnected experimental data to parameterize the regression equation for the calculated chemical shifts. Our models reproduce the experimental data very well (RMSE < 0.24 ppm for 1 H and < 2.2 ppm for 13 C) but the question remains as to whether the agreement is significant enough to allow conclusions about the equilibrium mixture of conformations.
The proton NMR results present the strongest argument, even though amide protons cannot be included because they are shifted from the calculations for the pure NH-protonation state by exchange. The 13 C data are reproduced well, but the diagnostic metrics are not as clear,
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indicating that the 13 C chemical shifts are less sensitive to conformation than 1 H and therefore less suitable for our purpose.
The calculated equilibrium concentrations are, however, comparable to those found for an optimal fit, so that we can be confident that they are close to reality, although the regression models suffer from strongly correlated descriptors.
We One important result of this work is to show that modern MD-simulations and DFT calculations provide data that can be compared directly with experiment without fitting. In this respect, as suggested by Smith and Goodman, 10,11 chemical shifts prove to be more useful than
NOEs and, surprisingly, in this example 1 H chemical shifts present a clearer picture than 13 C, as 26 also found by Nazarski et al. 12 Smith and Goodman's DP4 probabilities 11 suggest very clearly that, of those considered, our equilibrium model agrees best with experiment.
The methodology used does not require the unconstrained MD simulation to be long enough to be able to determine equilibrium concentrations. Its function is to identify the conformations (and the transitions between them) for subsequent determination of the free energy differences, here metadynamics simulations. For this reason, and for economy of computer time, we have used the cluster centers for each conformation, rather than calculating shifts for a large number of snapshots in an ensemble model.
