Automatically designing algorithms has long been a dream of computer scientists. Early attempts which generate computer programs from scratch, have failed to meet this goal. However, in recent years there have been a number of different technologies with an alternative goal of taking existing programs and attempting to improving them.
POSITION
This paper will first examine a number of approaches (APT, GPHH, and GI), and consider these as a spectrum. It will then point out that there are common issues with all of these methods, such as the pitfall of overtuning, and the ability to specialize to a probability distribtion of input data. These current methods typically only contribute a small change to the resulting program, but are a step toward automatic programming which does not start from scratch.
APT automatically searches the space of program parameters [9] . Different parameter settings compete in a race towards the optimal setting. Deep parameter tuning [13] distinguishes between surface parameters, which are intended to be changed, and deep parameters, which sit within the program, and are not typically exposed to the user. "Programming by Optimisation" [5] , is the philosophy which encourages the programmer not to make premature design dePermission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. cisions and hard code them, but allow them to be delayed and exposed as parameters (which could be tuned automatically [9] ). This moves the onus of design choices from the programmer to the APT tool, effectively making the program more flexible. This philosophy raises an interesting question about how much of the internal workings of a program should be exposed to a novice or expert user.
GPHH [10, 4, 11] defines a fixed template which is considered to be hard coded, and variations are generated by GP and treated as a parameter [12] . GPHH takes an existing program, and evolves variations on a component of the program, given the type signature of the component. It does not alter other parts of the program (i.e. the template). GPHH treats a function as a parameter which can be passed in, as is normal in functional programming. GPHH makes use of the template method design pattern [12] .
GI evolves edits to a program, potentially changing any part of it. GI has successes [6] and can explore non-functional trade-offs [3] . An overarching view of these approaches, is not to think of a program as a single program, but as a set of programs. This defines a Parato-front of programs which APT can can move across, depending on the environment in which the program operates [4] .
APT, GPHH and GI form a spectrum of technologies to improve an existing program. In the extreme case we can view APT as automatic programming by considering the following example. A bit-string is fed into a program where the bits are the parameters of the program. However, a looking at it differently, we can think of the bit-strings as programs being fed into a Universal Turing Machine. In the remainder of this paper, we look at APT as a machine learning problem, and then overfitting and specialization.
Optimisation is typically considered as a one stage process, and machine learning as a two stage process (i.e. training and validation). However, automatically constructing an optimisation algorithm for a probability distribution of problem instances is a two stage process consisting of training and validation, and therefore employs a machine learning methodology. Approaching the construction of an optimization algorithm as a machine learning problem makes explicit the separation of a training and test set. To manually tune a metaheuristic on a problem instance, and then claim it has good performance on that instance is not the correct approach [1] .
In early GP papers, quality of a program was judged by how well it performed on the training cases. However, to DOI: http://dx.doi.org/10.1145/2908961.2931728 demonstrate that a program generalises, its functionality should be demonstrated on an independent set of test cases, as is practiced in supervised machine learning. It is also a case with the methods discussed here: they are trained on one set of test cases and their behaviour is validated on a second set of independence test cases drawn from the same probability distribution [2] . In the case of parameter tuning, we wish to find a set of parameters which perform well on the training set, but also perform well on a second set of independent problems. We can say the parameters are tuned to that probability distribution. Over-fitting has been recognized as an issue by the GI community [8] . When evaluating the correctness of a repair, in the same test set, programs which pass most test cases are just as likely to fail tests as pass them. Therefore, we should employ a second set of test cases to validate any claimed fixes.
Conversely, the phenomenon of over-fitting is connected with specialization. There are a number of papers which use automatic tuning or programming techniques to align the program with the probability distribution of data it will be expected to see. [7] specialize SAT solvers to classes of problems from Combinatorial Interaction Testing. Similarly [4] specialize optimizers to particular classes of functions.
Automatically tuning "parameters" whether they be plain numerical, or components of a program, does a number of things. When we compare two metaheuristics we allow them the same number of evaluations of the objective function. This may seem fair; however, one metaheuristic may have been tuned more than another metaheuristic before the comparison began. Employing APT ensures metaheuristics receive the same amount of tuning prior to the validation.
Often authors do not claim optimality of parameters which have only been tuned using a trial and error process. However, this is unsystematic, and lacks reproducibility (i.e. manually retuning may involve a different number of trial and error evaluations). Automatically tuning parameters obviously replaces manual tuning, but is more explicit (i.e. it is an algorithm), and is therefore more transparent.
The contribution of this paper is placing APT, deep parameter tuning, GPHH and GI in relation to one another. We are not claiming that one method is better than another. Indeed, there may be a sweet spot where one method is better for one type of application than another. With all of these methods, the resulting program is part human-made, and part machine made. As we move toward the original goal of automatically designing algorithms from scratch, as our methods become more successful, the amount of code generated automatically will increase in proportion to the amount of human-generated code.
