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L'analyse des relations existant, ou susceptibles d'exister, entre
les caractéristiques sol et/ou plantes observées ou mesurées dans le cadre
d'une expérimentation au champ comme celle mise en place pour "l'étude de la
fertilisation nitro-phosphopotanique du maïs sur vertisol et sur sol peu
évolué d'apport et de ses conséquences sur l'évolution de leurs caracté-
ristiques physiques et chimiques" est la deuxième étape de l'étude générale
d'unagrosystème, la première consistant en la définition de la nature des
éléments du système que l'on désire prendre en considération, puis des
niveaux des paramètres caractéristiques de ces éléments.
La notion d'agrosystème ainsi qu'un certain nombre de notions complé-
mentaires ont été élaborées en 1972-1973 par le Laboratoire d'Agronomie du
Centre ORSTOM d'Adiopodoumé en Côte d'Ivoire afin d'orienter et d'organiser
l'interprétation des données recueillies dans le cadre d'une étude multi-
locale et pluriannuelle des interactions sol-plantes fourragères en milieu
tropical humide.
Ces notions sont entrées depuis dans le langage de la Recherche
mais leur contenu est encore assez mal connu des autres activités agronomiques.
Leur intérêt à l'égard de la présente étude étant pratiquement le
même on en rappellera donc les définitions avant de préciser les conditions
de leur application.
l - NOTION D'AGROSYSTEME ET NOTIONS COMPLEMENTAIRES. DIAGRAMMES REPRESENTATIFS
D'UN AGROSYSTEME.
Un agrosystème est, pour mémoire, un système dont :
1/ les éléments au nombre de cinq sont les suivants : un sol et une plante
cultivée donnés, un ensemble précis (un système) de techniques culturales,
des conditions climatiques et des conditions de milieux biologiques
moyennes définies ;
2/ les relations entre les éléments, celles existant entre le sol et la
plante, le sol et les techniques culturales, etc •..• , le sol, la plante,
etc ..• pouvant être eux-mêmes considérés naturellement comme des systèmes.
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Un champ cultivé donné considéré du début des premiers travaux de
préparation du terrain jusqu'à la récolte est l'image réelle de l'agrosystème
dont les éléments et les relations entre les éléments sont ceux et celles du
champ en question.
Il - Notion d'agrosystème médian.
Considérons alors un tel champ qU1 serait étudié par sondages (au sens
statistique) en plusieurs points de sa surface, ou bien une expérimentation
qui serait installée à son emplacement et dont chaque parcelle ferait l'objet
d'observations.
Chacun des points du champ ou chacune des parcelles de l'expérimen-
tation peut être considéré comme représentatif d'un agrosystème particulier.
Chacun de ces agrosystèmes diffère des autres seulement par de microvariations
concernant le sol, les conditions de milieu, etc ..• , et par la nature et/ou
par les niveaux des facteurs contrôlés s'il s'agit d'une expérimentation.
Soient alors X, U, V, W, etc .•• , les caractéristiques sol et/ou plante
(ou"techniques culturales", etc ••• ) observées en chacun des points du champ
ou sur chacune des parcelles de l'expérimentation. Par définition, on appelle
agrosystème médian l'agrosystème dont
1/ les éléments sont caractérisés par les valeurs moyennes x, u, v, W, etc .• ,
des paramètres X, U, V, W, etc ...
2/ les relations entre les éléments, celles que l'on peut établir par corré-
lation entre les caractéristiques X, V, V, W, etc ..• , soit sur les valeurs
individuelles de ces caractéristiques dans le cas du champ, soit sur les
résidus d'ajustement du modèle linéaire d'analyse de la variance s'il
s'agit de l'expérimentation (Cf. au sujet du calcul de ces résidus dans le
cas de l'étude de la fertilisation du mais, l'annexe III du document 1-1).
12 - Relations intra-état et relations inter-état d'un agrosystème.
si X et V sont recueillies au même instant, la relation que l'on
établit entre elles est qualifiée de relation intra-état. Vne relation
intra-état n'est pas nécessairement orientée~ X peut évidemment être influ-
encée par V, ma1S elle peut aussi jouer le rôle inverse ; X et V peuvent
~ On dit qu'une relation entre deux variables X et V est orientée de V vers X
S1 X peut être considérée comme variable dépendante de V.
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être également liées par l'intermédiaire d'une troisième variable V très
fortement liée à X et à U. Le bon sens et l'expérience permettent d'orienter
a priori la relation.
Si X et U sont recueillies à deux moments différents, la relation
est qualifiée de relation inter-état. Une relation inter-état est nécessai-
rement orientée à partir du moment où la caractéristique la plus récente,
X par exemple, est susceptible d'évoluer en fonction du temps: X peut alors
être considéré comme fonction de U. Si X, caractéristique la plus récente,
est un invariant du système, X peut être évidemment facteur de U.
13 - Notion d'arrière-effet.
Lorsque X et U sont recueillies toujours sur le même champ ou sur
le même essai, mais à l'occasion de deux cycles culturaux différents (succes-
sifs ou non), la relation inter-état que l'on peut établir entre elles expri-
mera pour partie, si elle est orientée, un des arrière-effets du cycle le
plus anc~en sur l'autre, chaque cycle pouvant être considéré comme constituant
un agrosystème. La notion d'arrière-effet peut être, naturellement, étudiée
comme un facteur contrôlé particulier si l'expérimentation est conçue pour
le permettre.
14 - Diagrammes représentatifs d'un agrosystème.
La description d'un agrosystème est facilement quelque chose de
laborieux ! Un ou plusieurs diagrammes, du type de celui figurant ci-contre,
peuvent cependant résumer la situation avec suffisamment de précision et de
clarté.
Chacune des caractéristiques sol et/ou plante étudiées est désignée
par un sigle. Situées juste au-dessous de chaque sigle, figurent deux infor-
mations donnant :
la première, le n~veau moyen de la caractéristique (moyenne générale),
- la seconde, l'étendue de sa variation (coefficient de variation %).
Sigles et informations associées sont inscrits à l'intérieur d'une pastille.
RELATIONS SOL-PlANTE AU NIVEAU ŒS El.EPtENTS IUNERAUX
DANS LE CAS D'UN MIS CULTIVE SUR VERTISOl
RESIlTATS OBTEIlUS El 1980 SUR L'EXPERIPEIlTATION SRT/ORST~ "ISE EN PlACE A POllEIGlOUT
POUR L'ETUDE Œ LA FERTILISATION NITRO-flHOSP!tO-POTASSIQUE DU MIS SUR VERTISllI..
(PoUR LA SIGNIFICATION DES SIGLES, DES CHIFFRES ET LES UNIT~S DE MESURES, CF LE TABLEAU CI-CONTllE>
lSeul1s de signification des coefficientsde Corrêlati~ r xu 51 1 1 1%0
.t des tests f des rapports de corrélation q2 xu et q ux
r KU 0,389 0497 0608
f ,,~ 2,71 4,10 6,46
Les aStérisques r1!IIplacent les valelrS des
f.,Z lorsqu'ils sont s;gnlficatifs et qu'l1
est i_poss;ble de les porter sur le diagr_.
SIGNIFICATIONS DES SIGLES DES CARACTERISTIQUES ET DES CHIFFRES CONTENUS
A L'INTERIEUR DES PASTILLES DU DIAGRAMME REPRESENTATIF DES RELATIONS
SOL-PLANTES DANS LE CAS D'UN MAIS CULTIVE SUR VERTISOL
Sigles Significations Unités
PLANTE
QG Rendement en grains secs G/M2
TNGR Teneur en azote des gra1ns %
TPGR Teneur en phosphore _ DO - _ DO -
TKGR Teneur en potassium - DO - - DO -
PFU Poids de la feuille de référence au 68è jour -
TNFU Teneur en azote de la feuille de référence %
TPFU Teneur en phosphore _ DO - _ DO -
TKFU Teneur en potassium - DO - - DO -
V 54-68 Vitesse de croissance entre le 54è et le 68è jour CM/J
D 17 Densité de peuplement au 17è jour NBRE/M2
SOL
--
NT 1 A Teneur en azote de l'horizon 0-20 cm %
PT 1 A _ DO - phosphore total - DO - _ DO -
CAE 1 A - DO - calcium échangeable - DO - _ DO -
MGE 1 A - DO - magnésium échangeable - DO - - DO -
KE 1 A - DO - potassium échangeable - DO - - DO -
NAE 1 A _ DO - sodium échangeable - DO - _ DO -
CAT 1 A _ DO - calcium total - DO - _ DO -
MGT 1 A - DO - magnésium total - DO - - DO -
KT 1 A - DO - potassium total - DO - - DO -
NAT 1 A - DO - sodium total - DO - _ DO -
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Les liens existant entre les caractéristiques prises deux à deux sont
matérialisés, quand à eux. par des traits joignant les pastilles correspon-
dantes. Les informations suivantes figurent au niveau de chaque trait :
- si la liaison est liné~air2 ;
- aU-'ciesslls du trait la valeur du coeffic.ient de ,;errélatioll rX\l,
~ au-dessous du trait la ',aleur du coefficient de régression bxu,
- si la li~ison n'est pas linéraire ;
au-dessus du trait, la valeur du test FI du rapport de corrélation
de X sur Ut
- au-dessous du trait, la valeur du test F2 du rapport de corrélation
de U sur X.
Dans ce cas on peut aussi, lorsque la place fait défaut sur le diagramme,
indiquer plus simplement par des astérisques les seuils de signification atteints
par FI et F2 : une astérisque pour Fa.OS, deux pour FO.OI, trois pour FO.OOI.
Ces seuils doivent figurer, comme ceux correspondant de rX11. au bas du diagramme.
La variable X est celle de la pastille si tuée à gauche ou au-dessus, la
covariable U celle de la pastille située à droite ou au-dessous.
2 - INTERET DE L'ETUDE DES RELATIONS GENERALES ENTRE LES CARACTERISTIQUES
D'UN AGROSYSTEME MEDIAN
L'étude des relations générales existant ou susceptibles d'exister
entre les caractéristiques sol et/ou plantes étudiées dans le cadre d'un
champ ou d'une expérimentation au champ, permet ainsi à la fois :
- de préciser la structure et la cohésion de l'agrosystème
- de le comparer à d'autres agrosystèmes
- de porter un jugement de valeur sur la cohérence des liens unissant
les caractéristiques et par voie de conséquence sur celle de l'agro-
système médian tout entier ;
de mettre en évidence, ou de suggérer, l'intervention de certains
mécanismes (de la production végétale, de l'évolution du sol etc.)
~ d'étudier des arrière-effets (cf. paragraphe 13) ;
- de préparer, dans le cas d'une expérimentation au champ, une
analyse plus fine des effets des facteurs contrôlés.
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La structure d'un agrosystème médian est caractérisée par la façon
dont ses éléments sont liés les uns aux autres ; sa cohésion est exprimée
par les forces de ces liaisons traduites évidemment par les seuils de signa-
lisation atteints par les coefficients ou par les rapports de corrélation.
Ces deux notions - structure et cohésion - sont d'ordre qualitatif.
Deux agrosystèmes médians définis à partir des mêmes caractéristiques peuvent t
néanmoins t se comparer aisément. La comparaison peut porter sur le nombre t la
nature, le sens et la force des liaisons communes et différentes et faire
même l'objet de tests statistiques tels que les tests de comparaison de coef-
ficients de corrélation ou de non-parallélisme des droites de régression,
lorsque les liaisons sont linéaires.
La cohérence des liens entre les caractéristiques étudiées est leur
caractère logique.
Ce jugement de valeur doit s'appuyer soit sur un raisonnement, soit
sur des résultats antérieurs,(soit sur les deux). Il peut conduire à estimer
qu'il y a sur le plan expérimental, dans un but de simplification des obser-
vations et/ou d'économie, redondance entre deux ou plusieurs caractéristiques
lorsque ces caractéristiques apparaissent toujours étroitement liées les unes
aux autres t de la même façon t et-lorsqu'il s'agit d'une expérimentation -
lorsque les facteurs contrôlés agissent sur elles de la même façon.
Lorsque les liens entre X, U, V, etc ••. t sont orientés t leur mise
en évidence confirme - ou révèle - l'existence de mécanismes en même temps
qu'elle fournit des estimations des lois d'action de ces mécanismes (les
droites ou les courbes de régression x = f (u), par exemple: le rendement en
grains fonction de la densité du peuplement à la levée ; la teneur en agré-
gats stables t fonction de la teneur en argile et de la teneur en certaines
fractions de la matière organique, etc ... ).
La mise en évidence de tels liens peut avoir pour conséquence une
reprise de l'analyse des effets des facteurs contrôlés après correction des
variations de la variable dépendante des variations dues aux effets de la
variable agissante: il s'agit de l'analyse de covariance dont les conditioŒ
et les modalités d'application seront examinées plus loin au paragraphe 4.
3 - CONTRAINTES DE L'ETUDE DES RELATIONS GENERALES ENTRE LES CARACTERISTIQUES
D'UN AGROSYSTEME MEDIAN: CARACTERE CONDITIONNEL DES LIAISONS.
La mise en évidence des liens existant ou susceptibles d'exister
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entre les caractéristiques observées prises deux à deux d'un agrosystème
médian repose, comme indiqué déjà aux paragraphes 1.1 et 1.4 sur la théorie
de la corrélation.
Soient donc X et U deux caractéristiques venant d'être corrélées.
Si le coéfficient de corrélation r xu est significativement différent
de zéro, deux vérifications doivent être faites concernant
Il la normalité des distributions des valeurs de X et de U (cette première
vérification est utile de toute façon pour toutes les autres démarches
statistiques opérées sur X et sur U)
21 la linéarité des régression de X sur li et de U sur X (cette deuxième
vérification est indispensable si l'on envisage a priori une analyse de
covariance de X sur U selon la démarche proposée au paragraphe 4).
La normalité des distributions de X et de U peut être testée assez
rapidement à l'aide du test de KOLMOGOROV et SMIRNOV (Cf. par exemple
DANIELLI, T II, pp 70 et suivantes).
La linéarité des régressions de Xsur U et de U sur X nécessite,
en ce qui la concerne, le calcul préalable des rapports de corrélation de
X sur 2 de U sur X, 2 Ceux-ci permettent par ailleurs deU, 9 xu et 9 ux.
voir, lorsque r xu n'est pas significativement différent de zéro, s~ un
lien n'existe pas, néanmoins, non-linéaire, entre ces variables (Cf. par
exemple, BOEUF et VESSEREAU T II, pp 484 et suivantes).
L'annexe 1 ci-après précise l'organisation et les formules de ces
calculs, qui s'enchainent et se complètent, dans le cas de l'étude de la
fertilisation nitro-phospho-potassique du mais.
La force du lien établi entre X et U ne permet évidemment pas de
statuer sur la relation de cause à effet existant entre ces variables
ceci est matière de logique et/ou d'expériences antérieures.
On peut imaginer, d'autre part, (Cf. déjà paragraphe 1.2), des
situations où le lien entre X et U peut être dû aux liens respectifs de
X et de U avec une troisième variable v. L'expérience montre que de telles
situations sont fréquentes • Le nombre de variables liées entre elles deux à
'DIAGRN-ft'fS SAGITAUX REPRËSENTATIFS ŒS RËSLLTATS ŒS CORRËLATIONS SIMPLES ET PARTIEUES ENTRE LES VARIABLES
TNGR, TKGR, KT lA, PT lA
(cf. le tableau 1 pour la signification des sigles et les informations figurant sur le diagramme)




















Corrélations simples Corrélations partielles
Seuils de signification de rxu 0,05 0,0l 0,001
Valeurs limites de rxu 0,389 0,497 0,608
Seuils de signification de rxu,VW 0,05 0,01 0,001
Valeurs limites de rxu,vw 0,404 0,515 0,629
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deux peut même être beaucoup plus élevé. Ces situations conduisent ainsi à
étudier les corrélations partielles entre groupes de 3, de 4 variables ou
d'avantage. L'annexe 2 donne les formules classiques des données devant
être calculées dans le cas d'une étude des liens entre 3 et 4 variables.
Les difficultés d'interprétation des résultats de ces calculs de
corrélations partielles, plus que celles liées aux calculs eux-mêmes, font
qu'il est raisonnable pour l'instant de se limiter au maximum à l'étude des
liens entre quatre variables.
Une typologie des différents cas de figure susceptibles d'être rencon-
trés au cours de ces investigations sur 3 ou 4 variables et de leurs consé-
quences pour d'éventuelles analyses de covariance est présentée à l'annexe 3.
Plusieurs situations ainsi recensées ne permettent pas ~our l'instant
de choisir un ensemble de coefficients de régression plutôt qu'un autre.
L'ensemble de ces contraintes, de ces limites et de ces difficultés
illustrent bien le caractère conditionnel des résultats auxquels on peut ainsi
aboutir: leur utilisation pour l'interprétation agronomique doit en tenir
compte.
4 - ANALYSE DE COVARIANCE
D'APPLICATION
HYPOTHESE DE BASE CONDITIONS ET MODALITES
Ce qui suit concerne uniquement les expérimentations au champ et donc,
ici, les données recueillies sur le dispositif expérimental mis en place pour
l'étude de la fertilisation nitro-phospho-potassique du mais sur vertiso1 et
sur sol peu évolué d'apport.
41 - Cas d'une seule covariab1e
411 - Hypothèse de base du modèLe Linéaire d'anaLyse de covariance
Soient X et Udeux caractéristiques de l' agrosystème médian d'une
expérimentation au champ liées significativement et de façon linéaire au
niveau des résidus d'ajustement du modèle linéaire d'analyse de la variance,
la variable U pouvant être considérée comme l'une des variables explicatives
possible de X - que U soit ou non influençable par les facteurs contrôlés de
l'expérimentation. Soit b xu le coefficient de régression résiduelle de X sur U.
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Le lien établi permet d'estimer une variation résiduelle de X corrigée
de l'influence de U sur X, les résidus d'ajustement de X corrigés de l'influence
de U étant donnés par l'équation:
e' ijkl = e ijkl - b xu. e ijkl
x x u
équation dans laquelle e' ijkl
x
est le résidu d'ajustement corrigé de X, e ijkl
x
et e ijkl les Lésidus d'ajustement de X et de u.
u
Si l'on peut raisonnablement accepter l'hypothèse selon laquelle ce
lien,établi en faisant abstraction de l'influence éventuelle des facteurs
contrôlés sur X et sur U, est effectivement indépendant de l'action de ces
facteurs, alors il est possible de corriger les effets des facteurs con-
trôlés sur X de la part de variation due, en réalité, à l'action de U sur X.
L'action directe du facteur contrôlé TA sur X peut être ainsi estimée par:
a 'i = a 1 - b xu. a i
x x u
équation dans laquelle a'i
x
effets estimés de TA sur X
régression b xu.
est l'effet corrigé de TA sur X en fonction des
(a i), de TA sur li (a i) et du coefficient de
x u
Apportées à chacun des termes du modèle linéaire d'analyse de la
variance, ces corrections sont finalement opérées de la même façon si la
variable soumise à l'analyse de la variance est la variable ajustée.
x' ijkl = x ijkl - b xu. (u ijkl - ~)
équation dans lequel le x ijkl et u ijkl sont les valeurs observées de X et U
sur le traitement élémentaire (la parcelle) "ijkl" et u la moyenne générale
de U. Seul diffère pour mémoire (Cf. document 1-1, annexe 3) le nombre de
degrés de liberté attachés aux test F.
412 - Conditions d'application de l'analyse de covariance.
L'hypothèse de base de la stabilité du lien entre X et U indépendam-
ment de l'action des facteurs contrôlés ne peut malheureusement pas être
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vérifiées lorsque ces facteurs agissent sur l'une des deux variables ou li
fortiori sur les deux.
Si lion peut néanmoins l'accepter s l'analyse de covari.ance peut
être utilisée pour juger des effets des facteurs contrôlés sur :
ICAS 1 une caractéristique C entre deux dates t 1 et t 2 .
U représente alors l'état de C à t l ,X l'état deC à t z
/CAS 2 /
/CAS 3 /
une caractéristique X observée à t 2 mais dont l'état à t 2 peut
être dépendant de l'état d'une autre caractéri.stique U à t i .
une caractéristique X observée à t z mais dont l'état à t 2
dépend de celui à t 2 également de U.
Comme l'indique schématiquement pour un seul facteur contrôlé le
tableau ci-après, pour chacun des trois cas précédents quatre situations
peuvent se présenter au départ avant correction des variations de X par les
variations de U, et dix après au total.
42 - Cas de deux ou trois variables
Si deux ou trois variables U, V et W peuvent être considérées comme
des covariables de X, d'après les résultats des études de corrélations sim-
ples et partielles (Cf. annexe 3) et en raison d'une logique orientant les
relations de U, V et W vers Xt et s~ d'autre part l'hypothèse de base expri-
mée plus haut peut être acceptée (indépendance et stabilité des liens entre
X, U. V et W vis-à-vis des facteurs contrôlés) on peut corriger de la même
façon les valeurs individuelles de X des effets sur elle de U, V et W
par l'équation générale:
x' ijkl = x ijkl - b xu. (u ijkl-u) - b xv. (v ijkl-v) - b xw. (w ijkl-w)
équation dans laquelle les coefficients de régression b xu, b xv et b xw sont
soit des coefficients de régression simple , soit des coefficients de régres-
sion partielleou une combinaison des deux.
'"TYPOLOGIE SIMPLIFIEE DES SITUATIONS POSSIIlI.J.=: l':N MATlERE D'ANALYSt: DE COVARIA.>;CE
(Cas d'une seul., '·"vnriablt·)
EFFET DU FACTEUR CONTROLE T CONSEQUENCES
SUR X ET SUR U SUR X
AU DEPART APRES CORRECTION DES VARIATIONS DE X POUR L'ORIENTATION DU RAISONNEMENT ET LA FORMULATION
INDUITES PAR LES VARIATIONS DE U D'HYPOTHESES SUR L'EFFET DU FACTEUR CONTROLE T SUR X
(résultats de l'analyse de variance résultats de l'analyse de covariance)
r
1 L'effet de T j 11- renforcé : T a un effet direct sur X et cet effet est antagoniste de celui de U 1
T a un effet significatif sur X 12- affaibli : T a un effet direct sur X et cet effet est renforcé par celui de U
sur X et sur U est l 13- annulê : T n'a pas d'effet direct sur X : son action sur U peut seulement expliquerson action sur X testée par l'analyse de variance.
2 21- renforcé : T a un effet direct sur X et cet effet est antagoniste de celui des variations
L'effet de T aUatoires de U
T a un effet significatif sur X < 22- affaibli : T a un effet direct sur X et cet effet est renforcé par celui des variations
aléatoires de U
sur X seulement est 23- annulé : T n'a pas d'effet sur X : les effets de U sur X renforcent seulement les
variations aléatoires de X imputées à T
3 r 31- devient : T a un effet direct sur X et cet effet est antagoniste de celui de U
T a un effet significatif L'effet de T 1 significatif
sur U seulement sur X 1 32- reste non : T n'a aucun effet sur Xsignificatif
4 { 41- devient : T a un effet direct sur X et cet effet.est antagoniste de celui des variationsT n'a aucun effet significatif L'effet de T significatif aléatoires de Usur X 42- reste non : T n'a aucun effet sur Xsur X et sur U
significatif
'"
Pour mémoire Le facteur contrôlé T peut agir sur les variables X et U
2 - X peut être considérée comme variable dépendante de U. U comme facteur contrôlé li posteriori.
3 - X et U sont liées significativement et de façon linéaire, abstraction faite de l'influence de T sur elles.
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Pour deux ou trois variables, les trois cas généraux d'application
de l'analyse de covariance définis pour une covariab1e (Cf. paragraphe 412)
peuvent se combiner naturellement.
Il est quasi impossible, par contre, de donner une typologie des
résultats de l'analyse de variance avant et après correction de X.
CONCLUS IONS
La mise en oeuvre des relations générales existant ou susceptibles
d'exister entre les caractéristiques sol et/ou plante observées dans le
cadre de "l'étude de la fertilisation nitro-phospho-potassique du mais sur
vertiso1 et sur sol peu évolué d'apport et de ses conséquences sur l'évolution
de leurs caractéristiques physiques ou chimiques "n'offre aucune difficulté
particulière : les expérimentation en blocs complets équilibrés permettent
aisément de corréler entre elles les variables observées deux à deux au niveau
des résidus d'ajustement du modèle linéaire d'analyse de la variance.
Une étude fine de ces relations est, par contre, plus délicate.
Elle doit suivre tout d'abord une démarche analytique précise. Elle peut se
heurter à des situations sans solution unique. Enfin, l'exploitation de ces
résultats pour une interprétation par covariance des effets des facteurs
contrôlés doit être prudente en raison à la fois du caractère conditionnel
des liens établis entre la variable dépendante X et ses covariab1es li, V et
W, et d'autre part de l'hypothèse de base sur laquelle reposent les estimations
des valeurs ajustées (indépendance et stabilité des liens entre X et ses cova-
riab1es).
Mais ces démarches analytiques sont indispensables si l'on veut
comprendre, "expliquer", d'avantage, les évolutions respectives du sol et
de la végétation au cours des cinq années de culture, ce que ne permettraient
pas, en effet, à eux seuls, les résultats des effets des facteurs contrôlés
et de leurs interactions.
La notion d'agrosystème et les notions dérivées, ou que l'on peut
y rattacher, doivent permettre alors, au départ puis en cours d'analyse,
d'orienter et d'organiser progressivement l'interprétation agronomique,
sensu 1atto, des données recueillies.
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A N N E X E
CORRELATIONS ENTRE DEUX VARIABLES X ET U A DIFFERENTS
NIVEAUX DU MODELE LINEAIRE D'ANALYSE DE LA VARIANCE.
NORMALITE DES DISTRIBUTIONS DES RESIDUS D'AJUSTEMENT.
LINEARITE DES DROITES DE REGRESSION RESIDUELLE.
COMPARAISON DE COEFFICIENTS DE CORRELATION ET DE REGRESSION.
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A N N E X E
Cette annexe précise les calculs devant ou pouvant être effectués
sur un certain nombre des termes du modèle linéaire d'analyse de la variance
de l'étude de la fertilisation nitro-phospho-potassique du mais dans une analyse
des liens existant ou susceptibles d'exister entre deux variables X et U.
Elle complète les informations déjà fournies par l'annexe 3 du
document 1-1, pages 37 et 38.
l - CORRELATIONS POUVANT EIRE EFFECTUEES A DIFFERENTS NIVEAUX DU MODELE LINEAIRE
Dt ANALYSE DE LA VARIANCE.
Soient X et U deux variables à corréler.
Le modèle linéaire d'analyse de la variance décompose les valeurs
individuelles x jkl et u ijkl de X et U recueillies sur les 54 traitements
élémentaires ijkl (parcelles) de l'expérimentation de la façon suivante:
Valeurs
indivi- Moyen- Effets principaux Effets Interactions de Interac- Résidus
duelles des facteurs con- bloc 1er ordre des tions de d'ajus-nes trôlés N, P et K facteurs contrôlés N,P,K 2è ordre tement
Le lien existant ou susceptible d'exister entre X et U abstraction faite de l'in-
fluence des facteurs contrôlés doit être étudié, naturellement, au niveau des termes












Le coefficient de corrélation
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1 •
r xu et les coefficients de regress10n de X sur U, b xU,et de U sur X, b ux,
sont donnés par les formules suivantes
1/ r xu
SPE XU
VSCE X.SCE U avec \"\('X,U) ddl
SPE XU
2/ b xu •
SCE U
3/ SPE XUb ux ..
SCE X
avec
4/ SPE XU • ~ e ijkl • e ijkl
ijkl x u




6/ l 2 ijklSCE U .. e
ijkl u
7/ t'llxu ) • (26-2) '" 24 degrés de liberté.
Du fait de la symétrie existant entre les résidUs des blocs 1 et 2, ces
calculs peuvent porter seulement sur les résidus de l'un des deux blocs.
Si les interactions de premier ordre et' ou de second ordre des fac-
teurs contrôlés ne sont pas significatives sur X et sur U, les nombres de
degrés de liberté de ces interactions sont suffisants pour permettre d'autres
estimations du lien existant ou susceptible d'exister entre X et U. Il suffira
alors de remplacer les couples ( e ijkl
x
e ijkl) par les couples
u
&b)ij <:b)~ [:C)ik <:C)ik] t~C)jk · <~C)jk ]
t:bC)ijk <:bC)ijj dans les termes SPE XU SCE X et SCE Udes formules
1, 2 et 3 ci-dessus.
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Les nombres de degrés de liberté des coefficients de corrélation ainsi
estimés sont :
- pour une interaction de premier ordre ~ (x,u) = 4-2 = 2
- pour une interaction de second ordre 9 (x,u) = 8-2 = 6
L'application des tests de comparaison de coefficients de corrélation
(Cf. BOEUF et VESSEREAU, TIl, P 480 et suivantes) et de non-parallélisme
des droites de régression (Cf. DAGNELIE, TIl, P 281 et suivantes) permet alors
de tester la stabilité du lien établi entre X et U.
Si les interactions sont significatives sur X et/ou sur U, ces
calculs n'ont plus lieu d'être, évidemment: les estimations de r xu, b xu ou
b ux seraient biaisées en prenant en compte les variations induites par ces
interactions.
2 - INVESTIGATIONS ET TESTS COMPLEMENTAIRES DEVANT ETRE EFFECTUES LORS DES
CALCULS DE CORRELATIONS RESIDUELLES
D'une façon générale, deux vérifications doivent être faites à
l'issue d'un calcul de coefficien~de corrélation et de régression
- la normalité des distributions des variables corrélées,
- la linéarité des régressions de x sur U et de U sur X.
21 - Normalité d~distributions
La normalité des distributions des deux variables corrélées peut
être aisément vérifiée à l'aide du test de KOLMOGOROV et SMIRNOV (Cf. par
exemple DAGNELIE, TIl, P 70 et suivantes). Ce test nécessite au départ un
classement des données de chacune des deux variables.
22 - Linéarité des régressions
La vérification de la linéarité des régressions de X sur U et de
U sur X qui s'appuie sur le calcul des rapports de corrélation de X sur U,
2 29 xu, et de U sur X, 9 ux, nécessite également au départ un classement des
données (Cf. par exemple BOEUF et VESSEREAU, TIl, p 484 et suivantes).
23 - Organisation de ces tests dans le cas des corrélations résiduelles
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Compte-tenu du fait que les calculs de corrélation en question ~c~
portent sur des résidus d'ajustement dont les distributions sont déjà centrées
sur 0, les opérations peuvent être organisées de la façon suivante :
A - Vérification de la normalité de la distribution des résidus de V et de
la linéarité de la régression X = f (V).
I/ On classera les résidus d'ajustement de V en k
précisément
6 classes. Plus
a) on cherchera d'abord les valeurs minimale et maximale des résidus
de V, e m et e M,
u u













d) les limites des 6 classes successives
e ru
u






, ... , e m
u




e) les limites supérieures réduites 1. s. r. c/u des 6 classes
success~ves

















(s e étant l'écart-type résiduel de V)
u
f) les fréquences absolues de chaque classe, f. a . c/u , les valeurs à
la limite supérieure d'une classe étant incluses dans la classe
supérieure, exceptée e M affectée à la 6~me classe.
u
g) les fréquences relatives cumulées sucessives, f.r.c· c/u.
21 On pourra alors porter sur une abaque de Kolmogorovet Smirnov, comme
celle figurant ci-contre, les 6 couples (l.s .r.c/u, f I.c.c/u).
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Si tous les points ainsi obtenus se situent à l'intérieur des deux
courbes, la distribution sera considérée comme "normale". Dans le cas
contraire, le problème se posera, à partir de ce niveau, de transgénérer U
pour rendre sa distribution normale.
3/ On déterminera ensuite, pour chaque classe de U, les moyennes liées,








x c/u x +
f. a. c/u
les expressions L e ijkl et L
c/u u c/u
residus e ijkl et e ijkl de la Cème




Les 6 couples (~ c/u, u c/u) permettent d'observer pratiquement le carac-
tère linéaire ou non de la liaison entre X et U.
4/ On calculera enfin :
- le rapport de corrélation de X sur U
c = 6 t. e iik1YL c/u x
c = La. c/u
2y xu 2L e ij kl
ijkl x




- 1)k - 1
xuF 29
- le F de signification de 9
2
N - k '9 xu
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- le F de signification de la non-linéarité de la régression de X sur U
N - k 2 29 xu - r xu
F nlx/u --- 2k - 2
- "9 xu
avec N = 26 et k 6
à k - 2 et N - k
degrés de liberté
Si r xu n'est pas significativement différent de 0 ou si le rapport F nlx/u
est significatif (non-linéarité de la régression de X sur U) le rapport de
corrélation n 2 xu permet de mettre en évidence l'existence d'un lien non-
linéaire entre X et U.
B - Vérification de la normalité de la distribution des résidus de X et de la
linéarité de la régression U = g (X).
Cette deuxième série d'opérations suivra le même itinéraire que la
première après permutation des résidus de U et de X.
24 - Remarques
241 - Le nombre de classes utilisées est probablement trop élevé pour
27 données. La totalité des 54 résidus permettrait de prendre 7 classes, mais
la symétrie des résidus des deux blocs due aux faits :
1/ qu'il n'y a que deux répétitions t
2/ que toutes les interactions (autres que celles faisant intervenir
le facteur répétition et confondues dans les résidus) sont prises
en considération t
conduirait parfois à des distributions bimodales. Ces distributions seraient
de toutes façons parfaitement symétriques.
242 - Le test de linéarité des droites de régression par les rapports :
F nl x/u
et F nl u/x
N - k 2 2, xu - r xu
à k - 2 et N - k
k - 2 1 2 degrés de liberté- 9 xu
N - k 2 2:> ux - r xu
K - 2 1 2
-}) ux
font appel au coefficient de corrélation calculé antérieurement,
r xu.
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Du fait que les modalités de calcul de ces rapports et du coefficient
de corrélation sont différentes, il peut arriver que,? 2xu ou~2 ux soit plus
2faible que r xu.
Ceci signifie seulement que la non-linéarité de la régression concernée
n'est pas significative.
3 - COMPARAISONS DE COEFFICIENTS DE CORRELATION ET DE COEFFICIEN1SDE REGRESSION
Comparer l'intensité du lien et le parallélisme des relations (des
droites de régression) entre deux variables X et li, observées à différentes
époques, et, ou à différents niveaux (d'un profil par exemple) n'offre aucune
difficulté particulière.
Les tests à utiliser sont ceux indiqués plus haut à l'avant-dernier
alinéa du paragraphe 1.
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A N N E X E l l
COEFFICIENTS DE CORRELATION ET DE REGRESSION PARTIELLE
NECESSAIRES A L'ETUDE DES LIENS ENTRE TROIS ET QUATRE VARIABLES
DONT LA PREMIERE PEUT ETRE CONSIDEREE COMME VARIABLE DEPENDANTE.
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ANNEXE II
L'étude complète des liens entre trois et surtout entre quatre var1a-
bles nécessite le calcul d'un nombre important de coefficients et de rapports.
Lorsque l'une de ces variables peut être considérée comme dépendante
des autres, X par exemple, le nombre de ces coefficients et rapports diminue
sens ib lement.
Leurs calculs peuvent s'effectuer de plusieurs façons. Les formules
présentées ici, que l'on trouvera dans tout manuel de statistique, sont bien
adaptées aux petites machines programmables pouvant stocker programmes et
données sur cartes magnétiques (ces formules seraient naturellement d'apparence
plus simple si on les exprimait à l'aide de déterminants).
Les données de départ sont les résultats des calculs de corrélations
simples entre les variables prises deux à deux (coefficient de corrélation r xu
et coefficients de régression b xu et b ux).
Pour trois variables, X, U, V, il Y a évidemment trois ensembles de
coefficients
r xu, b xu, b ux
r xv, b xv, b vx
r uv, b uv, b vu
et pour quatre variables, X, U, V et W, six ensemb les de coefficients, les trois










Pour trois variables, les données à calculer sont les suivantes
1 - le coefficient de corrélation partiel entre X et U à V constant:
r xu r xv . r uv
r xu,V 2
r xv) 2(1 - r uv)
r 1
- 22 -
à (1) - 3) d.d.l.t 1 (rxu, v)
2 - la valeur du test t de STUDENT-FISCHER de r 1
r 1Vr; - 3
v· 21 - r 1
3 - le coefficient de régression partielle de X sur U à V constant
b xu - b xv . b vu
b xU,v =
1 - b uv . b vu
4 - les coefficients de corrélation et de régression partielle entre
X et V à U constant, r xv,u = r 2 ; b xv,u et le test t de r 2,
données dont les formules se déduisent aisément des formules l, 2
et 3 ci-dessus par permutation des indices u et v.
5 - le coefficient de déterminations multiples
2R x,uv 2 21 - (1 - r xv) (1 - r xu , v)
26 - la valeur du test F de SNEDECDR de R x,uv
à 2 et (9 - 3) d.d.l.
Pour quatre variables, les données à calculer sont les suivantes
7 - Le coefficient de corrélation partielle entre X et U à V et Wconstanœ
r xu, vw
r xu,w - r xv,w . r uv,w
\/1 - r Z xv,w) (1 - r Z uv,w)
r' 1
8 - le test t de r' 1
t ' 1 (r xu,vw)
r' IV? - 4
VI - r' 12 à (9 - 4) d.d.l.
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9 - Le coefficient de régression partielle de X sur U à V et Wconstants
bxu. (l 2 vw) bxv. (b - b vw.b wu) b xw. (bwu - bwv.b vu)- r - vu -
b xu, vw b Il 2 2 21 - r uv - r uw - r vw + 2 b vu . b uw b wv
10 - Les coefficients de corrélation et de régression partielle entre











et les tests t de r ' 2 et r ' 3, données dont les formules se déduisent
aisément des formules 7, 8 et 9 ci-dessus par permutation des indices
u, v et w.




A 1 - (b'l. b ux + b ' 2 . b vx + b ' 3 . b xw)
et
~ b~1-2 (b'l. b ux + b ' 2. b vx + b ' 3. b xw) + (b ' 12 + 2. b ' lb ' 2. b vu)+bxu
b vx (b'22 + 2 b ' 2 . b ' 3 . b wv) + b wx (b ' 32 + 2 b ' 3 . b'l . b UW)]bxv bxw
12 - La valeur du de SNEDECOR 2test F de R x,uvw
F R2
R2 x,uvw (9 - 4)
à 2 et (? - 4) d.d.l.x,uvw
_ R22 (l x, uvw)
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A N N E X E III
TYPOLOGIE DES RESULTATS
DES CALCULS DE CORRELATIONS PARTIELLES
ENTRE TROIS ET QUATRE VARIABLES
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A N N E X E III
L'étude des liens conditionnels entre X, U et V, ou entre X,U,V et W
(les variables U,V et W pouvant être considérées comme des covariables poten-
tielles de X) se heurte fréquemment à des situations délicates, en particulier
pour qui n'est pas habitué au maniement des corrélations partielles.
Les quatre séries de tableaux qui suivent présentent ainsi
- le tableau l, une typologie des situations possibles concernant les résul-
tats des calculs de corrélations simples entre trois variables et de leurs
conséquences pour l'étude des liens partiels (ou conditionnels) ainsi qu'une
typologie des situations possibles concernant les résultats des calculs de
corrélations partielles entre trois variables (liées 2 à 2 significativement
au niveau général) et de leurs conséquences pour l'interprétation et l'ana-
lyse de covariance
- les tableaux 2, une typologie des situations possibles concernant les résul-
tats des calculs de ~rrélations simples entre quatre variables, de leurs
conséquences pour l'étude des liens partiels et, pour lescas simples, de
leurs conséquences pour l'analyse de covariance.
- le tableau 3, une typologie des situations possibles concernant les résul-
tats des calculs de corrélations partielles de deux groupes de trois
variables liées 2 à 2 significativement et dont deux d'entre elles sont
communes aux deux groupes. Au niveau des corrélations simples, cette
situation est fréquente et se présente a1nS1 :
Au niveau des corrélations partielles, son analyse consiste en l'étude
séparée des liens conditionnels entre X, U et V d'une part, X, W et V d'autre
part, les covariables U et W jouant le même rôle à l'égard de X et V.
- 26 -
Cette analyse fait apparaître que toutes les situations où U et/ou
W sont liées significativement à X, et où V est liée à X lorsque U est
constant, et non liée à X lorsque West constant (et vice et versa), font
problème pour l'interprétation des liaisons et le choix des coefficients
de régression. Pour ces situations la solution de prudence qui a été
adoptée ici a été de prendre séparément les coefficients de régression
de chacun des deux systèmes.
- le tableau 4, une typologie des situations possibles concernant les
résultats des calculs de corrélations partielles entre quatre variables
X,U,V et W, lorsque ces quatre variables sont toutes liées 2 à 2 signi-
ficativement.
1 - TYPOLOGIE DES SITUATIONS POSSIBLES CONCERN~~T LES RESVLTATS DES CALCULS DE CORRELATIONS SIMPLES ET PARTIELLE ENTRE ROIS VARIABLES X, U ET V, U ET V
POUV~~T ETRE CONSIDEREES COMME DES COVARIABLES POTENTIELLES DE X.
(Les situations où les liens de V avec X et U correspondent aux situations des liens de U avec X et V décrites dans le tableau ci-dessous n'ont pas
été envisagées, U et V jouant le même rôle à l'égard de X).
SITUATIONS AU NIVEAU DES CORRELATIONS •
" SITUATIONS AL NIVEAU DES CORRELATIONS PARTIELLES ENTRE X, V ET VSHF:_ES ENTRE X, li ET V
"1/





X Aucun lien n'apparaît "
"entre X, l' et V : aucune "J "corrélation partielle 1/ - - -1/
U V n'est à envisager 1/1/
1/
X Aucun lien n'apparaît 1/1/
/ entre X et V et entre 1/2 1/ bxuL'et V aucune corré- " - -:
"U V lation partielle n'est 1/
"à envisager "N
•
X Aucun lien n'apparaît i•/ entre X et V : aucune "3 " - bxucorrélation partielle • -•U __ V n'est à envisager "
"
"
X Aucun lien n'apparaît ::
"/ \ entre U et V : aucune "4 " - - bxu et bxvcorrélation partielle ",
U V n'est à envisager "1/1/
1/ ( 1) X Les liens entre X, V et V sont peut-être En principe aucune covariance ne doit1/
1/ des artefacs. Mais ce cas se produit être envisagée.1/
1/ lorsque les 3 coefficients de corrélationX Un calcul de corréla-
"/ \ tions partielles doit " U V sont équivalents,"5 "être envisagé f: (2)U__ V X Ce cas se produit lorsque rxv et ruv sont
" / équivalents, ou lorsque rx~ est très fort bxu"" par rapport à rxv et ruv.
"1 U V
It Les liens significatifs observés sont (3) X V est lié à X probablement par l'intermé-
matérialisés par les traits reliant les / diaire de V. bxuvariables X,V et V.
Itlt 1) rxu, rxv. TUV sont les sigles des U ---v
coefficients de corrélation simple entre
liés probablement par 11 in-X et U, X et V, r et V. 2) bxu et bxv • (4 ) X U et V sont bxu et bxv
sont les sigles des coefficients de / \ termédiaire de X.régression simple de X sur l' et de X sur V.
3) bxu,v et bxv,u sont les sigles des li V
coefficients de régression partielle de
interdépendants bxu,v et bxv,uX sur U à V constant et de X sur V à U (5) X X, U et V sont
constant. / \l' __ V
2 - TYPOLOGIE DES SITUATIONS POSSIBLES CONCERN~~T LES RESùLTATS DES CALCULS DE CORRELATIONS SI~WLES ENTRE QUATRE VARIABLES
X,U,V ET W, LES VARIABLES U,V ET W POUVANT ETRE CONSIDEREES COMME DES COVARIft~LES POTENTIELLES DE X.
(Comme dans le cas de 2 covariables U et V, les situations correspondant à une permutation de D,V et Wn'ont pas été
prises en considérations).
* Les liens significatifs observés sont matérialisés par les traits reliant X,U,V et W.
SITUATIONS AU NIVEAU DES CORRELATIONS SITUATIONS AU NIVEAU DES CORRELATIONS PARTIELLES ENTRE X,U,V ET WSIMPLES ENTRE X,U,V ET W
CONSEQUENCES
CAS LIENS CONSEQUENCE POUR L'ETUDE LIENS POUR L'INTERPRETATION DES LIENS POUR LE CHOIX DES COEFFICIENTS
N 0 SIGNIFICATIFS DES LIENS PARTIELS ~IGNIFICATIFS OBSERVES AU NIVEAU GENERAL DE REGRESSION DE L'ANALYSE DE
OBSERVES "1: OBSERVES COVARIANCE
====== ==~============ =========================1============== ================================= ================================
X Aucune étude de liens
1 U W partiels n'est à en- - - -
V treprendre
X
2 U W ibd - - -
V
X




ibd - bxuU W -
V
/X
bxu5 U W ibd - -
.........
V
2 - (suite 1)
================================
SITUATIONSSITUATIONS AU NIVEAU DES CORRELATIONSSIMPLES ENTRE X,U,V ET W
CAS 1 LIENS J CONSEQUENCE POUR L'ETUD1 LIENSN 0 SIGNIFICATIFS DES LIENS PARTIELS IGNIFICATIFSOBSERVES ~ OBSERVES=====~============== ========================- ============1================================
AU NIVEAU DES CORRELATIONS PARTIELLES ENTRE X,U,V ET W
1 1 1 1 1 CONSEQUENCES __
POUR L'INTERPRETATION DES LIENS 1 POUR LE CHOIX DES COEFFICIENTS





Aucune étude de liens


























































Aucune étude de liens



















Cf Tableau 1 cas 5
Cf Tableau 1 cas 5
Cf Tableau 1 cas 5





Cf Tableau 1 cas 5
Cf Tableau 1 cas 5
Cf Tableau 1 cas 5
Cf Tableau 1 cas 5
pour les coefficients liant




2 - (suite 3)
SITUATIONS AU NIVEAU DES CORRELATIONS SITUATIONS AU NIVEAU DES CORRELATIONS PARTIELLES ENTRE X,U,V ET WSIMPLES ENTRE X,U,V ET W
CONSEQUENCES
CAS LH:NS CONSEQUENCE POUR L'ETUDE LIENS POUR L'INTERPRETATION DES LIENS POUR LE CHOIX DES COEFFICIENTS
N 0 SIGNIFICATIFS DES LIENS PARTIELS ~IGNIFICATIFS OBSERVES AU NIVEAU GENERAL DE REGRESSION DE L'ANALYSE DE
OBSERVES :t OBSERVES COVARIANCE
----- =============== ========================= F============= F================================ ====:==========================~
/X Corrélation partielle
19 U~W entre quatre variables Cf Tableau 4 Cf Tableau 4 Cf Tableau 4
"v/
X, U, V et W
3 - TYPOLOGIE DES SITUATIONS POSSIBLES CONCERNANT LES RESULTATS DES CALCULS DE CORRELATIONS PARTIELLES DE DEUX GROUPES DE








U.V et W sont
des covariables
potentielles de X
GROUPE RESULTATS DES CALCULS DE CORRELATIONS PARTIELLES ENTRE X.V ET W
X.V.W X X
X" IX IX I X\ XGROUPE '\ /\
X.U.V V W V W V_W V W V_W V W V__ W
======~=========== ~======== ============= ============ F========== "'========== =========== ================
X
Cf) - bxw bxw bxv bxv bxw bxw.v
w U V ...... bxv bxv.w~ i'...~
w ~ % %H X % % bxu et bxv bxw.v et bxv.wE-<
P:: / bxu bxu bxw bxu bxu ou ou<p., U V bxw ...... bxu bxu bxu
Cf) ........
z
" % % %0 X % bxu bxw et bxv bxw.v et bxv.wH





"'0 X % %U=::J
W ~ '\ bxv bxw bxw bxv bxv bxw bxw.v






uz X % bxw
~1 W
'\ bxv bxw ou bxv bxv bxw bxw.v< ....U U__ V bxv ~bxv bxv.w
Cf)
w % % -l=l X bxu et bxv bxu et bxv bxu bxw.v
Cf) /\ bxu ou bxu bxu bxv bxv.wE-< ou ...






% -Cf) X bxu.v bxv.u bxu.v bxv.u bxu.v bxu.v et bxv.uw
P:: /\ bxu.v ou ou bxu.v bxu.v bxv.u ouU__ V bxv.u bxw bxw bxv.u bxv.u bxw bxv •w et bxw. v .......
% Cf. Note relative aux difficultés entraînées par ces cas particuliers des relations possibles en quatre variales X.U.V et W.
4 - TYPOLOGIE DES SITUATIONS POSSIBLES CONCERNANT LES RESULTATS DES CALCULS DE
CORRELATIONS PARTIELLES ENTRE QUATRE VARIABLES X,U,V ET W, LES VARIABLES
U,V ET W POUVANT ETRE CONSIDEREES COMME DES COVARIABLES POTENTIELLES DE X.
LIENS PARTIELS CONSEQUENCES
CAS SIGNIFICATIFS POUR L'INTERPRETATION DES LIENS CHOIX DES COEFFICIENTSOBSERVES POUR LEN 0 OBSERVES AU NIVEAU GENERAL DE REGRESSION DE L'ANALYSE DE
COVARIANCE
======, =============== ================================ ==================================
X Cette situation est rare aucune covariance ne doit être
1 U W envisagée.
V
X
2 U-_W ibd x covarianceaucune
V
X
3 U--W ibd x aucune coraviance
V/
/X
ibd x4 U W bxu
V
/X
ibd x5 U W bxu
............V
6
/X V et W peuvent être liés à X
U'V,/ par l'intermédiaire de U
bxu
/X V ét W sont liés à X proba-7 U__ W
"V/ blement par l'intermédiaire bxude U
/X V et W sont liées entre elles
8 U-_W et à X par l'intermédiaire de bxu
............V leurs liens avec U
/X x9 U W Cf bxu
V/
/X U et V sont liés par l'in-
10 U 1 W termédiaire de X • bxu et bxv
V
/X"" U et W sont liés par l'in-
11 U W termédiaire de X. V est lié bxu et bxw
..........V à X et W par l'intermédiaire
de U
/X" V serait lié à X par l'in-12 U W
..........V/ termédiaire de U et W bxu et bxw
/X" u, V et W sont liés entre bxu
13 U 1 W elles par l'intermédiaire bxv
V de X bxw
4 - (suite)
LIENS PARTIELS CONSEQUENCES
CAS SIGNIFICATIFS ~OUR L'INTERPRETATION DES LIENS POUR LE CHOIX DES COEFFICIENTS
N 0 OBSERVES OBSERVES AU NIVEAU GENERAL DE REGRESSION DE L'ANALYSE DE
======= =============== F===============================F===========~ÇY~~l~~G~============
/X X, U et V sont interdépendantes
14 U 1 W Cf* bxu,v et bxv,u
..........V
/X X,U et V sont interdépendantes
15 U~ West lié à X et V probable- bxu,v et bxv,u
..........V ment par l'intermédiaire de U
-
..........X X,U et V sont interdépendantes
16 U~W West lié à X par l'intermé- bxu,v et bxv,u
'V/ diaire de U et V
/1' X,U et V sont interdépendantes bxu,v17 U W mais West lié à X indépen- bxv,u
..........V damment de U et V bxw
............X, X,U,V et W sont partiellement
18 ~W interdépendantes : il manque bxu,v et bxv,u
..........V seulement la liaison partielle ou
V W pour que l'interdépendance bxu,w et bxw,u
soit complète
/X, X, U, V et W sont interdépen- bxu,vw19 U~W bxv,wu
..........V/ dantes . bxw,uv
* L'isolement au niveau partiel d'une ou plusieurs covariables soulève un
problème pour l'interprétation des liens observés au niveau général.
