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Majorization and minimal energy on spheres
Oleg R. Musin
Abstract
We consider the majorization (Karamata) inequality and minimums of the majorization (M-
sets) for f -energy potentials of m-point configurations in a sphere. In particular, we show
the optimality of regular simplexes, describe M-sets with a small number of points, define
and discuss spherical f -designs.
Keywords: Majorization inequality, optimal spherical configurations, spherical designs
1 Introduction
Let A = (a1, . . . , an) be an arbitrary sequence of real numbers. We denote by
A↑ = (a(1), . . . , a(n))
a permutation of elements of A in increasing order
a(1) ≤ a(2) ≤ . . . ≤ a(n).
Given two sequences A = (a1, . . . , an) and B = (b1, . . . , bn), we say that A majorizes B,
and write A ⊲ B, if for all k = 1, . . . , n the following conditions are fulfilled:
a(1) + . . .+ a(k) ≥ b(1) + . . .+ b(k).
Remark. Note that in [14] and [19] this condition it is called weak majorization and is
denoted as A ≺w B.
The main theorem of the theory of majorization is the majorization (or Karamata) in-
equality (see details in [14, 19]). We consider here the weak majorization inequality.
Theorem (The majorization inequality). Let f(x) be a convex monotonically non-
increasing function. Then if A ⊲ B, we have
f(a1) + . . .+ f(an) ≤ f(b1) + . . .+ f(bn).
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Moreover, A ⊲ B if and only if for all convex monotonically non-increasing functions g we
have
g(a1) + . . .+ g(an) ≤ g(b1) + . . .+ g(bn).
Let P be a set of sequences of length n. We say that A ∈ P is an M-set if for any B ∈ P
either A ⊲ B or A and B are incomparable. We denote the set of all M-sets in P by M(P ).
Let f(x) be a convex monotonically non-increasing function. Let
Ef (A) := f(a1) + . . .+ f(an), A = (a1, . . . , an).
The majorization inequality yields that if Ef achieves its minimum at A ∈ P , then A ∈
M(P ).
In Section 2 we consider a set of unordered pairs (a, b), a, b ∈ X ⊂ S, where |X| = m.
Let ρ : S × S → R be a symmetric function and let Rρ(X) denote the set of all values
of ρ(a, b). Theorem 2.1 below extends the majorization theorem. This theorem states that
Rρ(X) majorizes Rρ(Y ), |X| = |Y |, then Ef (X) ≤ Ef (Y ) for every convex non-increasing
function f . We denote the corresponding M-set by M(S, ρ,m).
In this paper we discuss M = M(S, ρ,m), where S is a unit sphere Sn−1 in Rn. In
particular, we prove that in S1 with ρ = ϕ,M-sets are regular polygons (Theorem 3.2), show
that M(Sn−1, r2, n + 1) consists of regular simplices (Theorem 4.1), and describe M-sets
with m ≤ 5 (Sect. 5). In Sect. 6 we define and consider properties of spherical f -designs. We
discuss relations between the notion of f -design and M-sets (Theorem 6.2), τ -designs, and
two-distance sets.
2 M-sets and minimums of potential energy
Let S be an arbitrary set. Let ρ : S × S → D ⊂ R be any symmetric function. Then for a
given convex monotonically non-increasing function f : D → R and for every finite subset
X = {x1, . . . xm} of S we define the potential energy Ef(X) as
Ef(X) :=
∑
1≤i<j≤m
f(ρ(xi, xj)).
In this paper we consider the following minimum energy problem.
Generalized Thomson’s Problem. For given S, ρ, f and n find all X ⊂ S with |X| = m
such that Ef (X) is the minimum of Ef over the set of all m-element subsets of S.
Let Rρ(X) denote the set of all ρ(xi, xj), where 1 ≤ i < j ≤ m, i.e.
Rρ(X) := {ρ(x1, x2) . . . , ρ(x1, xm), . . . , ρ(xm−1, xm)}.
Then the majorization theorem implies
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Theorem 2.1. Let X and Y be two m-subsets of S. Suppose Rρ(X) ⊲ Rρ(Y ). Then for
every convex monotonically non-increasing function f we have Ef (X) ≤ Ef (Y ).
Note that ⊲ defines a partial order on the set of all m-element subsets of S. Let us
consider the maximal subsets of this poset.
Definition 2.1. Let S be a set and ρ : S × S → R be a symmetric function. Let X ⊂ S
be a set of cardinality m. We say that X is an M-set in S with respect to ρ if for any
Y ⊂ S, |Y | = m, we have that either Rρ(X) ⊲ Rρ(Y ) or X and Y are incomparable. We
denote by M(S, ρ,m) the set of all M-sets in S of cardinality m.
Theorem 2.1 implies the following statement.
Corollary 2.1. Let ρ : S × S → D ⊂ R be a symmetric function. If f : D → R is a convex
monotonically non-increasing function and X ⊂ S, |X| = m, gives the minimum of Ef on
the set of all m-element subsets of S, then X is an M-set.
Theorem 2.2. Let ρ : S × S → D ⊂ R be a symmetric function. If h : D → R is a convex
monotonically increasing function, then M(S, ρ,m) ⊂ M(S, h(ρ), m).
Proof. Assume the converse. Then there exist X ∈ M(S, ρ,m) and Y ⊂ S, |Y | = m, such
that
Rh(ρ)(Y ) ⊲ Rh(ρ)(X).
Note that f = −h−1 is a convex monotonically decreasing function. Therefore, the majoriza-
tion theorem (or Theorem 2.1) yields that
Rρ(Y ) ⊲ Rρ(X).
This contradicts our assumption that X ∈M(S, ρ,m).
In this paper we consider the case when S is a unit sphere Sn−1 in Rn. There are two
distances on a sphere: Euclidean distance r and angular distance ϕ. Here by r(x, y) = ||x−y||
we denote the Euclidian distance between points x, y ∈ Sn−1 and ϕ(x, y) denotes the angular
distance in Sn−1, i.e. ϕ(x, y) = 2 arcsin(||x− y||/2).
Definition 2.2. For s ∈ R define the function
rs(x, y) :=


rs(x, y), s > 0
log r(x, y), s = 0
−rs(x, y), s < 0
Since rt = h(rs) with t > s, and arcsin(r/2), r ∈ [0, 2] are convex monotonically increasing
functions, Theorem 2.2 implies the following corollary.
Corollary 2.2. (i) M(Sn−1, rs, m) ⊂ M(Sn−1, rt, m) for all t ≥ s;
(ii) M(Sn−1, rs, m) ⊂M(Sn−1, ϕ,m) for all s ≤ 1.
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Let X = {p1, . . . , pm} ⊂ Sn−1. The Riesz t-energy of X is given by
Et(X) :=
∑
i<j
1
|pi − pj |t , t > 0, and E0(X) :=
∑
i<j
log
(
1
|pi − pj|
)
. (2.1)
Note that for t = 0 the minimum energy of Et is maximize
∏
i 6=j
|pi − pj |), for t = 1 it is the
Thomson problem, and for t→∞ the minimum energy problem is the Tammes problem.
Corollaries 2.1 and 2.2 yield:
Corollary 2.3. Let s ≥ 0. If X ⊂ Sn−1 gives the minimum of Es on the set of all m-element
subsets of Sn−1, then X ∈M(Sn−1, r−s, m) and therefore X ∈M(Sn−1, rt, m) for all t ≥ −s.
3 Minimums of majorizations
The majorization inequality generalizes the discrete form of Jensen’s inequality. It is easy to
see that for any sequence of real numbers (a1, . . . , am) we have
G := (s, . . . , s) ⊲ A := (a1, . . . , am), where s = (a1 + . . .+ am)/m. (3.1)
Then the majorization inequality for G and A gives Jensen’s inequality.
Now we extend (3.1). First we define a sequence Y (T ) := (y1, . . . , yn) for a sequence of n
real numbers T .
Definition 3.1. Let T = (T1, . . . , Tm) with T1 ≤ . . . ≤ Tm. Let
y1 = min
k=1,...,n
Tk
k
,
y2 = min
k≥2
Tk − y1
k − 1 ,
. . .
ym = Tm − y1 − . . .− ym−1,
Y (T1, . . . , Tm) := (y1, . . . , ym).
Consider sequences A = (a1, . . . , am) such that
a(1) + . . .+ a(i) ≤ Ti, for all i = 1, . . . , m.
Let us denote the set of all such A by P (T1, . . . , Tm).
Lemma 3.1. If T1 ≤ . . . ≤ Tm and A ∈ P (T1, . . . , Tm), then Y (T1, . . . , Tm) ⊲ A, i.e.
Y (T1, . . . , Tm) is the only minimum element in the set P (T1, . . . , Tm).
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Proof. Let A ∈ P (T1, . . . , Tn). A proof immediately follows from the following inequalities:
a(1) ≤ Tk
k
for all k = 1, . . . , m
and
a(i) ≤
Tk − a(1) − . . .− a(i−1)
k − i+ 1 for all k ≥ i > 1.
Notations. Given S, ρ, m, and X ⊂ S with |X| = m.
Qρ(X) := (Rρ(X))↑,
Sρk(X) := q1 + . . .+ qk, where k = 1, . . . , N := m(m− 1)/2, Qρ(X) = (q1, . . . , qN), .
Lemma 3.1 and Theorem 2.1 yield the following theorem.
Theorem 3.1. Let S be a set and ρ : S × S → D ⊂ R be a symmetric function. Let
T = (T1, . . . , TN), N = m(m − 1)/2, be a sequence of real numbers with T1 ≤ . . . ≤ TN .
Suppose X ⊂ S with |X| = m is such that the following conditions are fulfilled
Sρk(X) ≤ Tk, k = 1, . . . , N.
Then Y (T ) = (y1, . . . , yN) ⊲ Rρ(X) and for a convex monotonically non-increasing function
f : D → R that is defined for yi, i = 1, . . . , N , we have
Ef (X) ≥ f(y1) + . . .+ f(yN).
Now consider the case S = S1 and ρ = ϕ.
Theorem 3.2. In the unit circle S1 with ρ = ϕ up to isometry there is a unique M-set of
cardinality m, namely, a regular m-gon inscribed in S1. In other words, M(S1, ϕ,m) consists
of regular polygons.
Proof. Let X = {p1, . . . , pm} ⊂ S1. We obviously have
m∑
i=1
ϕ(pi, pi+1) = 2π, where pm+1 = p1.
Moreover, we have
m∑
i=1
ϕ(pi, pi+k) ≤ 2πk, k = 1, 2, .., ⌊m/2⌋.
Then (3.1) yields
πm,k := (2πk/m, . . . , 2πk/m) ⊲ Rk := (ϕ(p1, pk+1), . . . , ϕ(pm, pk)).
Actually, these inequalities (or Theorem 3.1) imply
Rϕ(Πm) = (πm,1, . . . , πm,ℓ) ⊲ (R1, . . . , Rℓ) = Rϕ(X),
where ℓ = ⌊m/2⌋ and Πm is the set of vertices of a regular m-gon in S1.
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This theorem implies that M(S1, r1, m) consists of regular polygons. However, the set
M(S1, r2, m), m ≥ 4, is much larger. In fact (see Section 5), M(S1, r2, 4) consists of quadri-
laterals with sides (in angular measure) (2π − 3α, α, α, α), where π/2 ≤ α ≤ 2π/3.
4 Optimal simplices and constrained (n + k)-sets
First we show that Jensen’s inequality for (n + 1)-sets on Sn−1 yields optimality of regular
simplices.
Theorem 4.1. Let s ≤ 2. Then M(Sn−1, rs, n+ 1) consists of regular simplices.
Proof. Let X = {p1, . . . , pm} ∈ Sn−1 and let ti,j := pi · pj. Then
∑
i,j
ti,j =
(
m∑
i=1
pi
)2
≥ 0. (4.1)
Since ti,i = pi · pi = 1, we have ∑
i 6=j
ti,j ≥ −m.
It is easy to see that r2(x, y) = ||x− y||2 = 2− 2x · y, x, y ∈ Sn−1. Then∑
i<j
r2(pi, pj) =
∑
i<j
(2− 2ti,j) ≤ m2.
Therefore by (3.1)
(am, . . . , am) ⊲ Rr2(X), am :=
2m
m− 1 .
It is easy to see that for m = n + 1 the length of side of the regular n-simplex is
√
am. It
completes the proof.
Open problem. The set MSn := M(S
n−1, ϕ, n + 1), n ≥ 3, is not so simple as in the case
ρ = r2. Consider the case n = 3. Let us define a two-parametric family of tetrahedrons
ABCD in S2. Let opposite edges AC and BD of ABCD are of the same lengths and the
angle between them is θ. Let X be the midpoint of AC and Y be the midpoint of BD.
Suppose that X , Y and O (the center of S2) are collinear. Then ABCD is uniquely (up to
isometry) defined by parameters a = |OX| = |OY | and θ. We denote ABCD by ∆a,θ.
Note that ∆0,π/2 is a square that inscribed to the unit circle. If a = 1/
√
3, then ∆a,π/2
is a regular tetrahedron. We think that MS3 consists of vertices of tetrahedrons ∆a,θ with
a ∈ [0, 1/√3] and 0 < θ ≤ π/2.
It is an interesting problem to find MSn for all n.
Now we apply Theorem 4.1 for P ⊂ Sn−1 with n+2 ≤ |P | ≤ 2n. Rankin’s theorem states
that if P is a subset of Sn−1 with |P | ≥ n+2, then the minimum distance between points in
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P is at most
√
2. For the case |P | = 2n Rankin proved that P is a regular cross-polytope.
Wlodzimierz Kuperberg [16] extended Rankin’s theorem.
Kuperberg’s theorem: Let P be a (n+k)-point subset of the unit n-ball Bn with 2 ≤ k ≤ n
such that the minimum distance between points is at least
√
2. Then
(1) every point of P lies on the boundary of Bn, and
(2) Rn splits into the orthogonal product
∏k
i=1 Li of nondegenerate linear subspaces Li such
that for Si := P ∩ Li we have |Si| = di + 1 and rank(Si) = di (i = 1, 2, ..., k), where
di := dimLi.
Let us extend Definition 2.1. Let S ⊂ Rn and ρ : S × S → R be a symmetric function.
Denote by Ω = Ω(S, ρ, q0, m) the set of all X ⊂ S of cardinality m such that for all distinct
points x, y ∈ S we have ||x−y|| ≥ q0. We denote by M(S, ρ, q0, m) the set of all X in Ω such
that for any Y ∈ Ω either Rρ(X) ⊲ Rρ(Y ) or X and Y are incomparable.
Theorem 4.2. Let 2 ≤ k ≤ n and s ≤ 2. Then M(Bn, rs,
√
2, n+k) = M(Sn−1, rs,
√
2, n+k)
and this set consists of k orthogonal to each other regular di-simplexes Si such that all di ≥ 1
and d1 + ...+ dk = n.
Proof. Kuperberg’s theorem yields that if P ∈ M(Bn, rs,
√
2, n + k) then (1) P ⊂ Sn−1 and
(2) P consists of mutually orthogonal di-simplixes Si. By Theorem 4.1 all Si have to be
regular.
Remarks.
1. From Rankin’s theorem follows that Ω(Sn−1, rs,
√
2, 2n) contains only regular cross-
polytopes. However, if 2 ≤ k < n − 1 then Ω(Sn−1, rs,
√
2, n + k) contains infinitely
many non-isometric P of several combinatorial types. For instance, if k = 2 and n = 4
then dimensions (d1, d2) can be (1, 3) or (2, 2).
2. It is an interesting open problem to find M(Sn−1, rs, n+ k). This problem even for the
case k = 2 and n = 3 seems rather complicated, see our discussion below in 5.3.
3. Recently, in our joint paper with Peter Dragnev [12] we enumerated and classified all
stationary logarithmic configurations of n+ 2 points in Sn−1. In particular, we showed
that logarithmic energy attains its relative minima at configurations that consist of
two mutually orthogonal other regular simplexes. Actually, these configurations are
the same as in Theorem 4.2 for k = 2. Our conjecture is that for other k we have the
same result.
5 Spherical M-sets with a small number of points
In this section we consider spherical M-sets of cardinality m ≤ 4. Clearly, for any S and
ρ the case n = 2 is trivial, M(S, ρ, 2) consists of pairs (x, y) such that ρ(x, y) attains the
maximum on S × S. However, for m > 2 M-sets are not so simple.
7
5.1 Spherical three-point M-sets
Theorems 3.2 and 4.1 yield that M(S1, ϕ, 3) and M(S1, r2, 3) contain only regular triangles.
Now we consider M(S1, rs, 3) for all s.
Consider the equation
(1− t)z + 2z−1(1− t2)z =
(
3
2
)z+1
, z =
s
2
. (5.1)
For all s this equation has a solution t = −1/2. It can be shown that if
4 > s ≥ s0 := log4/3 (9/4) ≈ 2.8188,
then (5.1) has one more solution ts ∈ (−1,−1/2). Note that
ts0 = −1, t4 = −1/2,
and ts is increasing on the interval [s0, 4] as a function in s.
Theorem 5.1. There are three cases for M := M(S1, rs, 3)
1. If s ≤ log4/3 (9/4), then M contains only regular triangles.
2. If log4/3 (9/4) < s < 4, then M consists of regular triangles and triangles with central
angles (α, α, 2π − 2α), where α ∈ (arccos(ts), π].
3. If s ≥ 4, then M consists of regular triangles and triangles with central angles
(α, α, 2π − 2α), α ∈ [2π/3, π].
Proof. Suppose that we have a triangle T in the unit circle S1 we have a triangle T with
angles u1.u2, u3 and sides x1, x2, x3, where u1 + u2 + u3 = π. We assume that u1 ≥ u2 ≥ u3,
First we show that if T is an M-set with ρ = rs, then u1 = u2. Indeed, let us fix u3, i.e.
x3 =
√
2− 2 cos 2u3 is also fixed. Then we have to maximize
F (u1, u2) := x
s
1 + x
s
2
subject to u1 + u2 = π − u3.
If u3 = 0, then obviously we have u1 = u2 = π/2. Now we may assume that u3 > 0. By
the law of sines we have
x1 = c sin u1, x2 = c sin u2, c :=
x3
sin u3
.
Then
F (u1, u2) = c
s(sins u1 + sin
s u2).
The method of Lagrange multipliers gives the equality sin u1 = sin u2 that under our con-
straints yields the equality u1 = u2.
8
Now for T we have that u1 = u2 = u and u3 = π − 2u. Therefore,
fs(t) := (x
s
1 + x
s
2 + x
s
3)/2
z+1 = (1− t)z + 2z−1(1− t2)z, t := cos 2u.
Note that (5.1) is the equation fs(t) = fs(−1/2). Since u ∈ [π/3, π/2], we have t ∈
[−1,−1/2]. It not hard to see that fs(t) ≤ fs(−1/2) for 0 < s ≤ log4/3 (9/4) and all t; if
log4/3 (9/4) < s < 4, then fs(t) ≤ fs(−1/2) for t ∈ [ts,−1/2]; and if s ≥ 4 and t ∈ [−1,−1/2),
then fs(t) > fs(−1/2). It completes a proof.
5.2 Spherical four-point M-sets
Theorem 3.2 yields that M(S1, ϕ, 4) contains only squares. This fact and Corollary 2.2(ii)
imply that M(S1, rs, 4) with s ≤ 1 also contains only squares.
It is an interesting problem to findM(S1, rs, 4) for all s. It can be proven thatM(S
1, r2, 4)
consists of quadrilaterals inscribed into the unit circle with central angles (α, α, α, 2π− 3α),
where π/2 ≤ α ≤ 2π/3.
Theorem 4.1 yields that M(S2, rs, 4) with s ≤ 2 contains only regular tetrahedrons. It is
an interesting problem what we have for the case s > 2?
5.3 Spherical five-point M-sets.
From Theorem 3.2 follows that M(S1, ϕ, 5) and M(S1, rs, 5) with s ≤ 1 contain only regular
pentagons.
The triangular bi-pyramid (TBP) is the configuration of 5 points in S2 with one point at
the north pole, one at the south pole, and three arranged in an equilateral triangle around
the equator. Theorem 4.2 yields that M(S2, rs,
√
2, 5), s ≤ 2, contains only TBP. Moreover,
the same result holds for M(S2, ϕ,
√
2, 5). (Indeed, from Kuperberg’s theorem follows that
P consists of 1-dimensional simplex S1 that is a pair of antipodal points in S
2, say the north
and south poles, and a triangle S2 on the equator. By Theorem 3.2 this triangle has to be
regular, i.e. P is the TBP.)
The last known case is M(S3, rs, 5) with s ≤ 2 that contains only regular 4-simplexes. It
follows from Theorem 4.1.
It is an interesting open problem to findM(S2, rs, 5). Since for any t the global minimizer
of the Riesz energy Et (see (2.1)) of 5 points lies in M(S
2, rs, 5) for any s, a solution of this
problem for some s can help to find minimizers of Et for all t. It is proved that the TBP is
the minimizer of Et for t = 0 [11] and for t = 1, 2 [23]. Note that the TBP is not the global
minimizer for Et when t > 15.04081 [20].
6 Spherical f-designs
In this section we define and study spherical f -designs. In particular, we discuss relations
of f -designs with M-sets, τ -designs, and two-distance sets. We extend Theorem 4.1 about
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optimality of simplexes, proving Theorem 6.2 below. Since f -designs are extreme spherical
configurations, we believe that there are more connections between them and M-sets.
6.1 Definition of f-design
Delsarte’s method (also known in coding theory as the Linear Programming bound) is widely
used for finding bounds for codes (see [8, Chap. 9,13] and [9, 15, ?, 18]). In our case, this
method relies on the positive semidefinite property of Gegenabauer polynomials G
(n)
k (t) that
can be defined by the following recurrence formula:
G
(n)
0 = 1, G
(n)
1 = t, . . . , G
(n)
k =
(2k + n− 4) t G(n)k−1 − (k − 1)G(n)k−2
k + n− 3. .
Alternatively, {G(n)k }k can be defined as a family of polynomials orthogonal on the interval
[−1, 1] with respect to the weight function ρ(t) = (1− t2)(n−3)/2.
Let P = {p1, . . . , pm} be a subset of Sn−1, in other words, P is a set of unit vectors. We
define the k-th moment of P by
Mk(P ) :=
m∑
i=1
m∑
j=1
G
(n)
k (ti,j), ti,j := pi · pj = cos(ϕ(pi, pj))
The positive semidefinite property of Gegenabauer polynomials yields that
Mk(P ) ≥ 0 for all k = 1, 2, ... (6.1)
Since G
(n)
1 (t) = t, for k = 1 inequality (6.1) is (4.1).
Throughout this section f is continuous real functions on [−1, 1] representable as series
f(t) =
∞∑
k=0
fkG
(n)
k (t)
Then for any P = {p1, . . . , pm} in Sn−1 we have
Sf(P ) :=
m∑
i=1
m∑
j=1
f(ti,j) =
∞∑
k=0
fkMk(P ) (6.2)
Definition 6.1. Let P = {p1, . . . , pm} be a subset of the unit sphere Sn−1. Denote by D(P )
the set of all inner products that occur between distinct pi.
For a given function f(t) =
∑
k fk G
(n)
k (t), we say that P is an f -design if it satisfies the
following assumptions:
1. For all k > 0 with fk 6= 0 we have Mk(P ) = 0;
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2. D(P ) ⊂ Zf , where Zf denote the set of all t ∈ [−1, 1) such that f(t) = 0.
We say that an f -design is of degree d if f is a polynomial of degree d.
Remark. This definition is related to the concept of harmonic indices [1, 3, 5, 9, 24]. Let
K be a subset of N. A subset P ⊂ Sn−1 is called a spherical design of harmonic index K
if for all k ∈ K we have Mk(P ) = 0. Recall that this is Assumption 1 in the definition of
f -designs. We show that Assumption 2 yields a tight property of harmonic indices.
6.2 Delsarte’s bound and f-designs
Let T be a subset of the interval [−1, 1). A set of points P in Sn−1 of cardinality m is called
a T -spherical code if for every pair (x, y) of distinct points in P the inner product x · y ∈ T .
We wish to maximize size m over all T -spherical codes of fixed dimension n. The Delsarte
(or linear programing) bound relates this maximization problem to a minimization problem
for certain real function f as follows (see [9, 15, 18]):
Let T ⊂ [−1, 1). Let f be a function on [−1, 1] with all fk ≥ 0 such that f(t) ≤ 0 for all
t ∈ T . Then for every T -spherical code of cardinality m holds the following inequality:
mf0 ≤ f(1) (6.3)
Next we show that if P is an f -design inequality (6.3) is equality.
Lemma 6.1. Let f(t) =
∑
k fkG
(n)
k (t) be a function on [−1, 1].
1. If P ⊂ Sn−1 is such that D(P ) ⊂ Zf , then Sf(P ) = |P |f(1).
2. If there is an f -design in Sn−1 of cardinality m, then f(1) = mf0.
Proof. 1. Let P = {p1, . . . , pm} ⊂ Sn−1 with D(P ) ⊂ Zf . Then f(ti,j) = 0 for all i 6= j and
we have
Sf(P ) = mf(1). (6.4)
2. Let P be an f -design. Since fkMk(P ) = 0 for all k > 0 we have
Sf(P ) =
∑
k
fkMk(P ) = f0M0(P ) = f0m
2.
Thus,
f(1) = mf0. (6.5)
Now we derive conditions for P to be an f -design.
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Theorem 6.1. Let f(t) =
∑
k fk G
(n)
k (t) be a function with all fk ≥ 0. Let P ⊂ Sn−1 with
|P | = m is such that D(P ) ⊂ Zf . Then P is an f -design if and only if f(1) = mf0.
Proof. If P = {p1, . . . , pm} is an f -design then by Lemma 6.1 we have f(1) = mf0.
Suppose f(1) = mf0. SinceD(P ) ⊂ Zf , by (6.4) we have Sf (P ) = mf(1). By assumption,
fk ≥ 0 for all k. Then Delsarte’s bound (6.3) yields:
mf(1) = Sf (P ) =
∑
k
fkMk(P ) ≥ m2f0.
It follows from (6.1) that fkMk(P ) ≥ 0 for all k. Then the equality f(1) = mf0 holds only
if fkMk(P ) = 0 for all k > 0. This is Assumption 1 in Definition 6.1.
6.3 Spherical f-designs and M-sets
Now we show that there is a simple connection between f -designs and M-sets.
Theorem 6.2. Let f(t) =
∑
k fk G
(n)
k (t) be a function on [−1, 1] with all fk ≥ 0. Then any
f -design in Sn−1 is an M-set with ρ(x, y) = −f(x · y).
Proof. Let ρ(x, y) := −f(x · y), where x, y ∈ Sn−1. For Y = {y1, . . . , ym} ⊂ Sn−1 define
Gf (Y ) :=
∑
i<j
ρ(yi, yj).
If P = {p1, . . . , pm} is an f -design then
f(1) = mf0, ρ(pi, pj) = 0, ∀ i 6= j, Gf (P ) = 0.
It is easy to see that for arbitrary Y ⊂ Sn−1, |Y | = m, (6.1) implies
Sf(Y ) =
∑
k
fkMk(Y ) ≥ f0m2.
Then
Gf(Y ) =
mf(1)− Sf(Y )
2
=
f0m
2 − Sf(Y )
2
≤ 0.
Finally, by (3.1) we have
Rρ(P ) = (0, . . . .0) ⊲ Rρ(Y ).
This completes our proof.
Open problem. Consider f with all fk ≥ 0 and f(1) = mf0. Theorems 6.1 and 6.2 yield
that if D(P ) ⊂ Zf then P is an f -design and P ∈ M(Sn−1,−f,m). It is easy to prove that
if Y ∈ M(Sn−1,−f,m), then D(Y ) ⊂ Zf . The question: is Y isomorphic to P? There are
several cases when the answer is positive (see [2]).
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6.4 Spherical τ- and f-designs
A spherical τ -design P is a set of points in Sn−1 such that
1
µ(Sn−1)
∫
Sn−1
F (x)dµ(x) =
1
m
∑
x∈P
F (x), m = |P |,
(µ(x) is the surface area measure) holds for all polynomials F (x) of total degree at most τ .
Equivalently, P is a τ -design if and only if Mk(P ) = 0 for all k = 1, 2, . . . , τ (see [9, 18]).
The following proposition directly follows from the definition of f - and τ -designs.
Proposition 6.1. If P ⊂ Sn−1 is a τ -design and |D(P )| ≤ τ , then P is an f -design of
degree τ with
f(t) = g(t)
∏
x∈D(P )
(t− x), deg g ≤ τ − |D(P )|.
There are many examples of spherical f -designs. Let C be the set of vertices of a regular
cross-polytope. Then D(C) = {0,−1} and C is a spherical 3-design. If f(t) := (at+b) t(t+1),
a, b ∈ R, then Proposition 6.1 yields that C is an f -design of degree 3.
It is known that C is universally optimal. Actually, all known universally optimal spherical
configurations P are τ -designs with τ > |D(P )| [7]. Therefore, P is an f -design of degree τ .
However, the set of f -designs is much larger than the set of universally optimal configu-
rations. Let P be the set of vertices of a regular 24-cell P in S3. It is known that P is not
universally optimal [6]. In this case P is a 5-design and D(P ) = {±1/2, 0,−1}. Thus, if
f(t) := (at + b) (t2 − 1/4)(t2 + t),
then P is an f -design for all real a and b.
6.5 Spherical two-distance sets and f-designs
A finite collection P of unit vectors in Rn is called a spherical two-distance set if there are
two numbers a and b such that the inner products of distinct vectors from P are either a or
b. In particular, if the two inner products in P satisfy the condition a = −b, then it is an
equiangular lines set. In this subsection we discuss f -designs that are two-distance sets.
Let P be an f -design of degree 2. Then |D(P )| ≤ |Zf | ≤ 2, i.e. P is a two-distance set.
Proposition 6.2. Let f(t) = (t− a)(t− b), where a, b ∈ [−1, 1) and a + b 6= 0. Then P in
S
n−1 is an f -design if and only if P is a two-distance 2-design.
Proof. We have
f(t) = t2 − (a+ b)t + ab = n− 1
n
G
(n)
2 − (a+ b)G(n)1 + ab+ 1/n = f2G(n)2 + f1G(n)1 + f0.
Let P be an f -design. Since f1 6= 0 and f2 6= 0, P is a 2-design. If P is a two-distance
2-design with inner products a and b then by Proposition 6.1 P is an f -design.
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Actually, all two-distance 2-designs can be obtained from strongly regular graphs [4,
Theorem 1.2]. That gives a characterization of f -designs of degree 2 with a+ b 6= 0.
The case b = −a is very interesting. In this case f -designs are equiangular lines sets.
Note that the connection between these sets and strongly regular graphs is well known [9].
If b = −a, then f(t) = t2 − a2 and f0 = 1/n − a2, f1 = 0, f2 = 1 − 1/n. In this case
Delsarte’s bound (6.3) is
m ≤ f(1)
f0
=
n(1 − a2)
1− na2 .
For equiangular lines sets this inequality is known as the relative bound as opposed to the
absolute (or Gerzon) bound (see [17] and a recent improvement [13]):
m ≤ n(n + 1)
2
. (6.5)
We have that a set P in Sn−1 with |P | = m is an f -design, where f(t) = t2 − a2, if and
only if D(P ) = {a,−a} and m(1 − na2) = n(1 − a2). There are several known particular
cases. However, the problem of a classification of these designs is not solved.
Let f(t) := g(t)(t− a)(t− b). We wish to find P in Sn−1 with |P | = m and D(P ) = {a.b}
that are f -designs.
Consider the case a + b ≥ 0. In [21] we proved that in this case bound (6.5) holds. This
bound is tight, for all n ≥ 7 there are maximal, i.e. with m = n(n+ 1)/2, two-distance sets.
Let unit vectors e1, . . . , en+1 form an orthogonal basis of R
n+1. Let Vn be the set of points
ei+ej , 1 ≤ i < j ≤ n+1. Since Vn lies in the hyperplane
∑
xk = 2, we see that it represents
a spherical two-distance set in Rn. The cardinality of Vn is n(n + 1)/2.
Let us scale Vn such that its points lie on the unit sphere S
n−1. Denote this set by Λn. It
is not hard to find a and b for this set:
a =
n− 3
2(n− 1) , b =
−2
n− 1 , a+ b =
n− 7
2(n− 1) .
We see that for n > 7, |Λn| attains the upper bound for two-distance sets with a+ b > 0.
In fact, Λn is a maximal f -design of degree 2. This is an interesting question: Are there
other maximal f -designs with a+ b > 0 of degree d ≥ 2?
We noted above that there is a correspondence between f -designs of degree 2 and strongly
regular graphs. Actually, every graph G can be embedded as a spherical two-distance set
(see [22]). This raises the following question: Which graphs are embeddable as f -designs?
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