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INTRODUCTION 
En Ctudiant le problbme de l’estimation bayesienne J. B. S. Haldane 
[6, p. 1231 a observe sur un cas particulier que l’estimateur par le maximum 
de vraisemblance peut &tre represente comme estimateur bayesien en pre- 
nant pour densite a priori une densite impropre: la densitk de Haldane. 
Cette observation a CtC a l’origine de nombreuses recherches et l’etude 
des densites impropres se poursuit activement, cf. par exemple [l, 31. 
Dans le present article nous allons montrer que ce n’est pas la propriete 
de maximum de vraisemblance qui permet de generaliser ce probleme, mais 
celle d’eficacitk. Nous allons en effet montrer-ce sera notre theoreme 
fondamental 4.1-que tout estimateur saris biais et eficace (de la thtorie de 
l’estimation ponctuelle classique) peut &tre interpret6 comme estimateur 
bayesien en prenant pour densite a priori la quantite d’information de 
Fisher que l’echantillon foumit sur le parametre. Dans des conditions de 
regularit tres g&r&ales cette quantite d’inforrnation est bien impropre. 
1. L’ESTIMATION BAY~IENNE 
Rappelons brievement en quoi consiste 1’Estimation Baybienne; pour un 
expose plus substantiel on pourra consulter [l-3]. 
On dispose dune variable aleatoire (v.a.) reelle X dont la loi de pro- 
babilite (1.p.) depend d’un paramitre inconnu 0 prenant ses valeurs dans un 
espace E c R. Si l’on veut estimer 8, la premiere idee qui vient a l’esprit est 
de p&lever sur la v.a. (parente) X un n-echantillon (X,, . . . , X,), puis de 
construire une fonction T, = cp,( XI,. . . , 
VB T, 3 8 (n --* CO). 
X,) de ce n-rkhantillon telle que 
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La v.a. T, sera appeltk estimateur de 8 et sa rtalisation t, = ‘p,(x,, . . . , xn) 
correspondant a la realisation (xi,. . . , x,) du n-tchantillon (Xi,. . . , X,) 
pourra etre prise comme valeur estimde de 8; on l’appellera estimation de 8 
pour la realisation en question. 11 est clair que l’on s’appliquera a rechercher 
des estimateurs ayant certaines prop&es d’optimalitd; cette recherche fait 
l’objet de la theorie de 1 ‘Estimation Ponctuelle; cf. [4, 51. 
Or il arrive frtquemment que l’on ne soit pas, a priori, C.&d. avant 
prelevement de l’echantillon, totalement depourvu d’information sur le 
parametre inconnu 8; cette information peut par exemple provenir de notre 
experience anterieure ou de notre intuition. Nous supposerons que l’on peut 
la condenser en la donnee dune densite de probabilite g(e) sur l’espace E; 
le param&re 0 peut alors &tre consider6 comme une v.a. 0, a valeurs dans 
E, dont la 1.~. est donnee par la densite g(B). Cette densite g(B) est appelee 
den& a priori; elle represente l’etat de notre connaissance sur le parametre 
inconnu 8 avant prelevement de l’echantillon. Toute information ulterieure 
est susceptible de la modifier et de la remplacer par une densit; a posteriori 
qui nous servira a construire un estimateur de 8; c’est l’idte fondamentale 
de la theorie de Bayes. Si cette information ultCrieure consiste en le fait 
d’avoir observe l’ednement {(Xi, . . . , X,) = (xi, . . . , x,J}, la densite 
a posteriori nest autre que la densite de la v.a. 0, conditionnellement a 
{<X,, . f -, x,> = (x1, f.. , x,)}; on la notera g,(B), x = (xi,. . . , x,) E R”. 
Pour des raisons qui font l’objet de la Proposition 1.2, on prendra comme 
valeur estimee de 8 l’espkance mathematique de 0, conditionnellement a 
{(Xi,. . . , X,) = (xi,. . . , x,J} c.a.d. la quantite 
44 = E(@lx) = &de) de, x = (x,,...,x,). 
Le nombre q(x) est appele estimation de Bayes de fl pour la rklisation x 
de l’echantillon et la v.a. q(X) = E(O/X) obtenue en remplaqant x = 
(x i, . . . , x,) par l’echantillon X = (Xi,. . . , X,) est appelee estimateur de 
Bayes de 8. 
Notations et hypothbes fondamentales 
(a) X: v.a. parente de densite f (x, 6); x E R, 8 E E c R. Notons que la 
densite peut Ctre entendue par rapport a une mesure arbitraire p sur 
(R, .%?); on obtient la densite classique si p est la mesure de Lebesgue, le cas 
discret si p est une mesure disc&te; il n’y a done pas lieu de faire des 
theories paralleles pour les cas absolument continu et discret. 
(b) On supposera dans la suite que l’ensemble S, = {x E R: f(x, 0) > 0} 
est ind&pendant de 8 E E et on le notera S. 
(cl (Xl,..., X,,): n-Cchantillon issu de X. 
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(d) L(x, 0) =f(x,, Q...f(x,, 0), x = (x1 ,..., x,,), 8 E E. Consideree 
comme fonction de 8, L(x, 19) est la fonction de vraisemblance, consideree 
comme fonction de x c’est la densid de probabilitt du n-uple (XI, . . . , X,) 
conditiomrellement lorsque 8 est la uruie valeur du parametre, ou lorsque 
0 = 8. 
(e) g(8): densite de probabilik a priori; c’est la densite de la v.a. 0. 
Calcul de la densitt! a posteriori 
Avec les notations ci-dessus la densite du (n + 1)-uple (0, (X,, . . . , X,,)) 
est don&e par le produit 
dw(x, e), e E E, x = (x1 ,..., xn) E R”. 
On en deduit 
(a) la densite marginale du n-uple (XI, . . . , X,,) 
144 = j$w(x, 4 de, x = (Xl,...,X,). 
(b) la densite de 0 conditionnellement lorsque (X,, . . . , X,) = 
(x r,. . . , xn) = x C.&d. la densite a posterior-i 
(1.1) 
(Cette quantite n’est definie que pour h(x) > 0; on pourra poser g,(e) = 0 
si h(x) = 0.) 
Calcul de I’estimation de Bayes de 8 
On prendra comme estimation de Bayes de 8 l’expression 
dX> = E(w) = ~gx(e) de, x = (Xl,...,X,) 
qui, moyennant (l.l), s’ecrit 
0.2) 
(Cette quantite nest dCfinie que pour h(x) = l,g(B)L(x, 0) de > 0; on 
pourra poser v(x) = 0 si h(x) = 0.) 
On notera que l’on ne modifie pas la valeur de q(x) lorsque, au second 
membre de (1.2), on remplace g(B) par us(e), oh a est une constante reelle 
non nulle; on dira que v(x) est homogene par rapport a g(e). 
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Remarque. Si, dans q(x) = ,5(0/x), on remplace x = (x,, . . . , xn) par 
l’echantillon X = (XI, . . . , X,), on obtient une fonction de cet Cchantillon, 
cp( X) = E(O/X), qui sera appelee estimateur de Bayes de 8. Now Cnon- 
cerons a son sujet trois propositions. 
PROPOSITION 1.1. Si I’khantillon admet un rksumt exhaustif, alors 
I ‘estimateur bay&en de 8 est une fonction de ce seul r&umP. 
Dkmonstration. Supposons que le n-Cchantillon (X,, . . . , X,) admette 
un resume exhaustif T = r( Xl, . . . , X,); en posant t = r(xl,. . . , x,), oti 
c-q,. . ., x,,) est une realisation de (X,, . . . , X,), la vraisemblance se factorise 
selon 
L(x, 0) = a(t, e)b(x), x = (Xl,...,X,) 
oti a(t, t9) est la densite de T et oti b(x) ne depend pas de 8. L’expression 
(1.2) montre alors que si h(x) > 0 (ce qui implique b(x) > 0) q(x) peut 
s’ecrire 
On constate que cette quantitt est une fonction de x = (x1,. . . , x,J par 
l’intermediaire de t = r(xl,. . . , x,); c’est bien une fonction de t seul et 
l’estimateur de Bayes q(X) = E(O/X) est bien une fonction du seul 
resume exhaustif T. 
PROPOSITION 1.2. L’estimateur bay&en (p,,(X) = E(O/X) rkalise le 
minimum de 1 ‘expression E{[ cp( X) - @I* } forsque cp( X) varie sur I ‘ensem- 
ble de toutes les fonctions du n-Pchantillon X = (X,, . . . , X,). 
DPmonstration. D’apres (1.1) on peut Ccrire 
E{ b(X) - @I*} = inhb)( &dx) - 4*g,w de) dx. 0.3) 
Considerons, pour x E R” fix&, l’expression jE[(p(x) - 81 *g,( 0) de et fai- 
sons varier le nombre q(x). D’aprbs une propriete classique de l’esperance 
mathematique, cette expression passe par un minimum qui est atteint pour 
la valeur cp,Jx) = j,eg,(e) de = E(O/x). Ainsi, Vx E R”, la quantite 
entre parentheses au second membre de (1.3) est minimale pour q(x) = 
cpO(x) = E(O/x); il en resulte que le premier membre de (1.3) est minimal 
pour q(X) = &X) = E(O/X). 0 
DEFINITION 1.1. On dit que I ‘estimateur de Bayes ‘p(X) = E(O/X) est 
exact s’il vPriJe E{[(p(X) - @I*} = 0. 
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PROPOSITION 1.3. [2, p. 63; 4, pp. 244-2451. Tout estimateur de Bayes 
non biaisk est exact. 
Ddmonstration . Commenqons par Ccrire les hypoth&ses 
(1) q(X) est de Bayes: q(X) = E(O/X) 
(2) q(X) est non biaise!: E{(p(X)/O} = 0. 
On a alors: 
(a) Puisque cp( X) est de Bayes 
E{ MW12} = wP(X) * mvw 
Or ‘p( X)E(O/X) = E{ ‘p( X) * O/X}, d’o6 
E{ b(X)12} = E{E{dX). @/X)} = E{dX). 0). 
(b) Puisque r&X) est non biaisk 
E(e2) = E{ E{ cp( X)/O} . O}. 
Or E{(p(X)/O} .O = E{(p(X). O/O}, d’oti 
E(@2)=E{E{(p(X).0/@}} =E{(p(X).@}. 
(c) 11 rkulte de (a) et de (b) que 
E([(p(X) - O]‘j = E{[cp(X)12} - 2E{(p(X). 0) + E(e2} 
= 0. q 
2. EXEMPLES 
EXEMPLE 1. X v.a. de Bernoulli de paramktre 0, 0 < 8 < 1, de densit 
f(x, e) = ~(1 - e>l-x x E {OJ}, o<e<i. 
La vraisemblance est donnke par 
L(~, 0) = @:-15(1 _ e)“-x’:-lxI, x = (Xl,...,X,) 
Vi E {l,...,n}, XiE {O>l} 
C.&d., en posant Zy-Ixi = k, k E (0,. . . , n}, 
L(~, e) = ek(l - e)“? 
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En designant par g(8), 0 < 8 < 1 la densite de probabilite a priori, l’esti- 
mation baytsienne de 13 est donnte par 
q(x) = E(O/x) = 
j;g(@@+‘(l - 8)‘7-k df3 
jJg(e)ek(i - e)n-k de ’ (24 
Prenons par exemple pour g(8) la densitt b&a de parametres r, s > 0, 
c.8.d. 
de) = 
er-l(l - e)s-l 
B(r,s) ’ 
r,s > 0, 0 < e < 1. (2.4 
Un calcul immediat fournit 
k+r 
dx> = 
QL1x, + r 
= 
n+r+s n+r+s’ (2.3) 
(a) Pour r = s = 1, la densite g(B) se reduit a la densite uniforme sur 
IO, 1[ (correspondant a ce qu’on appelle frequemment l’hypothlse de Bayes). 
L’estimation bayesienne de B qui lui correspond est donnee par 
k+l 
dx) = n+2 = 
c;=,x; + 1 
n+2 ’ 
Vest iu loi de succession de Laplace. 
(b) La methode non bayesienne du maximum de vraisemblance 
fournit pour estimation de 0 la frequence q(x) = k/n = (l/n)C:=,xj; on 
voit qu’elle correspond a la formule (2.3) pour r = s = 0. Mais pour ces 
valeurs la densite a priori (2.2) nest pas definie! Et pourtant on peut 
rep&enter formellement la frequence q(x) = k/n au moyen de l’expres- 
sion (2.1) en prenant pour g(e) la densite g(0) = 6J-‘(1 - 0))’ d’une 
mesure de masse infinie sur IO, l[. (Cette densite est le numerateur de (2.2) 
pour r = s = 0.) 
On a en effet, pour cette densitt: 
expression qui est definie pour 0 < k x n et qui vaut 
B(k + 1, n - k) r(k + l)I’(n - k) r(n) k 
T(X) = 
B(k,n- k) = r(n + 1) r(k)r(n - k) = n’ 
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La densite g(8) = 8-‘(1 - 0)-l sur ]O,l[ a CtC introduite par J. B. S. 
Haldane (cf. [6, p. 1231). C’est une densitC a priori impropre. Ainsi, sous la 
seule restriction 0 < k < n, qui exclut les cas triviaux k = Cyshxi = 0, ou 
n, la frkquence cp(x) = k/n = (l/n)Cy==,xi peut &tre repr&entCe par la 
formule (2.1) en prenant pour g(B) la densitk a priori impropre de Haldane 
g(8) = F1(l - 0)-l, 0 < 8 < 1. (Cette reprksentation s’ktend d’ailleurs 
aux cas exceptionnels k = 0 et k = n moyennant les conventions l/r(O) = 
0 et l?(O)/l?(O) = 1). 
11 rksulte d’autre part de la Proposition (1.3) que cette frkquence ne peut 
Ctre reprCsentCe par la formule (2.1) oh g(e) serait une densite de pro- 
babilitt! (ou, plus grhkalement, la densitk d’une mesure de masse jinie sur 
IO, l[); en effet, si tel Ctait le cas, l’estimateur cp( X) = (l/n)Cy=,X, serait un 
estimateur de Bayes posskdant les deux propriCtCs suivantes: 
(a) ‘p(X) est saris biais (&dent) 
(b) cp( X) n’est pas exact (cf. DCfinition 1.1). 
Pour Ctablir (b), il suffit de considkrer 
e(i - e) 
E{MX)-W/8}= n , o<e4 
d’oh, si l’on dCsigne par g(e) la densitk de probabilitk de 0: 
E{ b(x) - 01’) = JolgwQdx) - ol’/e} de 
1 
= J (1 00 - 4 de > o 0 ge n 
Or il en rtsulte de la Proposition (1.3) que, si l’estimateur ‘p(X) est de 
Bayes, les deux propriCtCs a et b sont contradictoires. 
EXEMPLE 2. X v.a. de Poisson de param&re 8, 8 > 0, la densite 
f(x, e> = e-‘:, x E N, 6 > 0. 
La vraisemblance est don&e par 
L(x, e) = eCne 
eZ.lx, 
Xl!. . . x,. I ’ 
x = (Xl,..., XJ, v i E (1, 
C.&d., en posant C:,,x, = k E N: 
L(x, e) = eerie 
ek 
Xl!...X,. t . 
. I.3 n}, x, E N 
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En designant par g(B), 8 > 0 la densite de probabilite a priori, l’estimation 
bayesienne de t9 est don&e par 
j;g(e)e-~eek+lde 
cPtx) = E(‘/x) = jmg(e)e-nOekde ’ 
0 
Prenons par exemple pour g(0) la densite gamma de parametres (Y, p > 0 
de) = q p)/aP ’ 
a, p > 0. 
Un calcul immediat fournit 
k + p 
cp(x) = n+cy = 
C:,lxi + p 
n+a . 
(a) Pour (Y = p = 1, la densite g(e) se reduit a la densite exponentielle 
0) = e -e, e > 0. 
(b) La methode non bayesienne du maximum de vraisemblance 
fournit pour estimation de 8 la moyenne arithmetique q(x) = k/n = 
(l/n)C;==,xi; on voit qu’elle correspond a la formule (2.6) pour (Y = p = 0. 
Mais pour ces valeurs la densite a priori (2.5) n’est pus definie! Et pourtant 
on peut rep&enter formellement la moyenne q(x) = k/n au moyen de 
l’expression (2.4) en prenant pour g(8) la densitt g(8) = 8-l d’une mesure 
de masse infinie sur IO, + co[. (Cette densite est le numerateur de (2.5) pour 




expression qui est definie pour k > 0 et qui vaut k/n. 
La densite g(8) = 8-l sur IO, + cc[, qui est l’equivalent de la densite de 
Haldane de 1’Exemple 1, est encore une densite a priori impropre. Ainsi, 
sous la seule restriction k > 0, qui exclut le cas trivial k = Eyc’=lxi = 0, la 
moyenne q(x) = k/n = (l/n)Zy- ixi peut Gtre representee par la formule 
(2.4) en prenant pour g(8) la densite a priori impropre g(S) = B-l, B > 0. 
(Cette representation s’etend d’ailleurs au cas exceptionnel k = 0 moyen- 
nant la convention l/-t cc = 0.) 
11 resulte d’autre part de la Proposition (1.3) que cette moyenne ne peut 
&tre representee par la formule (2.4) ou g( 6) serait une densite de probabili- 
tP (ou, plus gtkeralement, la densite d’une mesure de masse finie sur 
10, + cc[); en effet, si tel Ctait le cas, l’estimateur cp( X) = (l/n)C:,,X, serait 
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un estimateur de Bayes posskdant les deux prop&es suivantes: 
(a) cp( X) est suns biais; ceci est &dent 
(b) q(X) n’est pus exact. 
Pour Ctablir (b) il suffit de considkrer 
E{ [cp(x> - ol’/e} = ;> e>o 
d’oh, si l’un dksigne par g(B) la densit de probabilitk de 0: 
E{ [q(X) - 01’) = img(B);dB > 0. 
Or il rksulte de la Proposition (1.3) que, si l’estimateur ‘p(X) est de Bayes, 
les deux propriCtCs (a) et (b) sont contradictoires. 
EXEMPLE 3. X v.a. normale N(h), a) B E R inconnu, CI > 0 connu 
-(1/20*)(X-e)* 
> x E R, 0 E R. 
La vraisemblance est don&e par: 
1 
qx, e) = 
(&qne 
-(1/202)E:‘=,(x,-e)* 
I x = (Xl,..., XJ 
Vi E {i,..., n}, X,E R. 
En vertu de l’identid 
jcl(x,-e)2= j&i-x)2+n(x-e)2, X= 1 ixi 
i=l n i=l 
on peut Ccrire 
1 
I,(~, e) = 
(&ye 
-(1/2o~)E:_,(x,-P)*-(“/2~~)(~-e)* 
Supposons que l’on veuille estimer 8 E R, l’kcart-type u > 0 Ctant connu. 
En dCsignant par g(B), 8 E R, la densit& a priori, on obtient les expressions 
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suivantes pour la den&C a posteriori et l’estimation baykienne de 8, 
gxw = 
g(qe-w20*Xw 
lRg(e)e-(“/2a*X~-e)* de (2.7) 
I = IReg(8)e-(n/202)(P-e)* de 
(2.8) 
lltgW- (n/2a*)(Z-f3)* de . 
Prenons par example pour g(8) la densitt5 de la loi normale X(0,, uO), 
0, E R,u, > 0: 
1 
g(e) = *e-(l/%X~-W~ 
0 
(2.9) 
La densite a posteriori s’krit 
Oil 
Cette expression se simplifie considirablement moyennant l’identitk (cf. 
PI): 
A(2 - a)’ + B(z - b)2 = (A + B)(z - cy + -&( a - by 
Aa + Bb 
c= 
A+B. 
On aura en effet 
+ >(e - q2 = 
Oil 
et oh d est indkpendant de 6. 
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h(B, x) d6’ = e- d/2J2?T 
R 
d’ou 
g,(e) = -&($+$)1’2exp(-f(-$+~)(B-J)2). 
On reconnait la densite de la loi normale ~V(fi,(l/a~ + n/~~)-i/~). 
L’estimation bayesienne de 8 est l’esperance mathematique de cette loi; 
c.2l.d. 
(2.10) 
Pour a = 1, 0, = 0, a, = 1 il vient cp(X) = (l/(n + l))Zy=ixi. 
Remarque 1. On voit que cp(x) est la moyenne pond&e des quantites 
da, X affectkes des poids l/a,‘, n/a2, qui sont respectivement les quantites 
d’information de Fisher de la loi a priori et du wkhantillon (cf. Section 3). 
Remarque 2. La methode non bayesienne du maximum de vraisem- 
blance foumit pour estimation de 8 la moyenne arithmetique q(x) = X; on 
voit qu’elle correspond formellement a la formule (2.10) pour l/a,’ = 0, 
C.&d. lorsque la quantite d’information de Fisher de la loi a priori est nulle. 
Mais pour cette valeur de a, (a,, = + co) la densite a priori (2.9) n’est pas 
definie. Et pourtant on peut rep&enter formellement la moyenne cp(x) = X 
au moyen de l’expression (2.8) en prenant pour g(8) la densite g(B) = 1, 
0 E R dune mesure de masse infinie sur R. (Cette densite est le numerateur 
de (2.9) pour a,, = + cc); c’est encore une densite impropre. Comme la 
formule (2.8) est homage en g( -) il est clair que toute densite a priori de la 
forme g(e) = constante > 0, 8 f R conduit au mime resultat; ce sera 
toujours une densite a priori impropre. Pour des raisons qui apparaitront 
dans la suite, nous prendrons g(8) = l/a2, 8 E R, ou a > 0 est l’ckut-type 
connu de la v.a. parente X. Comme dans les exemples prkklents, il rksulte 
de la Proposition (1.3) qui la moyenne cp(x) = X ne peut Ctre representee 
par la formule (2.8) oti g(e) serait une densite de probabilite’ (ou, plus 
genklement la densite dune mesure de masse jinie sur R); en effet si tel 
Ctait le cas, l’estimateur (p(X) = x serait un estimateur de Bays B la fois 
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suns biais et non exact. Pour verifier ce dernier point, il suffit de considerer 
E{[X- o12/e} = ;, f3ER 
d’oti, si l’on designe par g(B) la densite de probabilite de 0: 
E{[X- O]‘} = ig(B)GdB = ; > 0. 
3. LE R~LEDELAQUANTIT~~D'INFORMATIONDEFISHER 
Soit cp( X) un estimateur de 8 construit au moyen d’une des methodes 
non bayesiennes classiques, par exemple celle du maximum de vraisem- 
blance. On dira que cet estimateur est non-exact s’il verifie 
Vi9 E E, E{ h+‘> - e12} ’ 0. 
Pour toute densite de probabilite g(e) sur E on a alors 
!$B)E{ h(x) - e12} de ’ 0 
d’oh on deduit que, si q(X) peut &re interpret6 comme estimateur de 
Bayes, alors il est Cgalement non-exact au sens de la Definition 1.1. 
11 resulte de la Proposition (1.3) que si v(X) est non-biais& et non-exact, 
il ne peut &tre un estimateur de Bayes et ne peut done Ctre represent6 par la 
formule (1.2) ou g(e) serait une densite de probabilite ou m&me, plus 
generalement, la densite dune mesure de masse finie. Si done un tel 
estimateur admet une representation selon (1.2), g( 8) est necessairement 
une densite a priori impropre. 
Or, dans le paragraphe precedent nous avons rencontre des exemples 
d’estimateurs non-biaids et non-exacts pouvant &tre represent& selon (1.2) 
et nous avons effectivement constate que les densites a priori associees g(e) 
Ctaient impropres. Sur chacun de ces exemples, on observe en outre ce qui 
suit: 
(a) l’estimateur non-biaise et non-exact q(X) = (l/n)E:-iXi est un 
estimateur non-baybien eficace de 8 
(b) la densitt a priori impropre associee cdincide avec la quantid 
d ‘information de Fisher Z(8) que la v.a. parente X (ou le n-Cchantillon) 
fournit sur 8. 
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Nous allons voir au paragraphe suivant que nous avons ici un phenomene 
general: moyennant des conditions de regularite tres larges, tout estimateur 
suns biais, eficace (de la theorie non baytsienne de l’Estimation Ponctuelle) 
peut Ctre represent& par la formule (1.2), ou l’on prend pour densite a priori 
g(8) la quantitd d ‘information de Fisher Z(e) que la v.a. parente (ou le 
n-echantillon, ce qui revient au m&me) fournit sur 8. Si l’estimateur est en 
outre non-exact, la densite Z(0) est impropre. 
Avant de demontrer ce resultat nous rappellerons les principales 
proprietes de la quantite d’information de Fisher (cf. [5, p. 1811). 
DEFINITION 3.1. Soit X une v.a. dont la densite f(x, 0) depend d ‘un 
parametre 8 E E c R. Designons par Se l’ensemble 
s, = {x E R: f(x,e> > 0). 
Faisons les hypotheses suivantes 
Hr. L’ensemble Se ne depend pas de 8; on le designera par S. 
H,. La fonction f(x, 0) est deux fois continuement derivable en B. 
On appelle quantitk d’information de R. A. Fisher fournie par la v.a. X sur le 
paramttre 0, la quantite, si elle existe, defmie par 
449 = --+$ogf(x 0)) = -L( $losfb, e))fb, e) dp(x). 
On verifie que cette quantite est 2 0. 
EXEMPLES. (1) X v.a. de Bernoulli de parametre 8, 0 < 8 < 1, 
Ix(e) = e-l(l - e)-‘, 0<8<1 
c’est la densite de Haldane. 
(2) X v.a. de Poisson de parametre 8, 8 > 0, 
z,(e) = e-l, e > 0. 
(3) X v.a. normale x(8, CT), 8 E R, u > 0 connu 
z,(e) = & e E R. 
PropriPtC 1. Soit (X,, . . . , X,) un n-tchantillon issu de X; alors, moyen- 
nant les hypotheses H,, H2 on a 
4, ,,..., xn,(e> = nM0 
Le n&hantillon fournit n fois plus d’information que la v.a. parente. 
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PropriktP 2. Soit T = q~( Xl,. . . , X,) une fonction du n-echantillon; 
alors, toujours sous les hypotheses Hi, H, on a 
L’information fournie par T est major&e par celle fournie par le n-echanti- 
llon. En outre, si T est un resume exhaustif, alors l’intgalite ci-dessus 
devient une CgalitC; en d’autres termes un rC.sumC exhaustif fournit autant 
d’information sur le parametre 8 que le n-Cchantillon tout entier; cette 
propritte justifie pleinement la terminologie d’exhaustif. 
4. LE THiOtiME FONDAMENTAL 
L’objet de ce paragraphe est de demontrer le theoreme fondamental 
concernant la representation dun estimateur (non baybien) wzs biuis 
ergicace au moyen d’une formule analogue a (1.2). A cet effet nous aurons 
besoin de deux lemmes. 
LEMME 1. Soient X une v.a. de den& f(x, O), (Xl,. . . , X,) un n-khan- 
tillon issu de X, et L(x, 19) =f(x,, 8)... f(x,, O), x = (x1,. .., x,) la 
fonction de vruisemblunce. Supposons remplies les hypothbes H,, H, de la 
db,Jinition 3.1. Si T = cp( X,, . . . , X,,) est un estimuteur suns biuis de 8, ulors 
les deux propritkk suivuntes sont kquivulentes: 
(1) Test e&ace 
(2) (a/aepog L(~, e) = h(e)(t - e); x = cx,, . . . , xn), t = 
‘p(x,, . *. 7 x,). 
Pour la demonstration on pourra se reporter a [5, p. 2011. 
LEMME 2. Reprenons les notations et les hypoth&es du lemme 1. Si T est 
un estimuteur suns biuis, ejicuce, ulors 
& log L(x, e) = I,(e)@ - e); x = (Xl,..., x,), t= (p(xl,...,x,) 
oit I,,( tl) dksigne la quuntitk d ‘information de Fisher que le n-&huntillon 
fournit sur 8. 
DPmonstrution. 11 s’agit de montrer que l’expression A(B) figurant dans 
la formule (2) du Lemme 1 coincide avec I,(B). DCrivons cette formule par 
rapport a 8 
-$lag qx, 8) = x(e)@ - e> - A(e) 
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C.&d., en posant X = (Xi,. . . , X,), T = cp(X,, . . . , X,) 
$10~ L(X, t3) = X’@)(T - t3) - x(e). 
Prenons l’esperance mathematique des deux c&es en tenant compte du fait 
que T est saris biais, C.&d. que V8 E(T - (3) = 0; il vient 
E -$Iog L(X, 8)) = -x(e) 
c.a.d. 
z,(e) = h(e). 0 
Nous sommes a present en mesure d’etablir le theoreme fondamental. 
THBOR&ME 4.1. Soit X une v.a. dont la densitk f(x, t3) depend du 
parametre 8 prenant ses valeurs duns E =]a, b[, - 60 I a -C b < + co. 
Dbignons par (XI, . . . , X,) un n-tchantillon issu de X et par L(x, t3), 
x = (Xl,. . . ) x,) E R” la fonction de vraisemblance. On fera les hypotheses de 
r&daritP Hi, H, Jigurant duns la Definition 3.1. Supposons qu’il existe un 
estimateur suns biais, e&ace, T = ‘p(X), X = (X,, . . . , X,,) et designons 
par t = q(x) sa realisation correspondant a la realisation x = (x1,. . . , x”) 
du n-echantillon. Alors, pour toute realisation x = (x,, . . . , x,) verifiant 
H,. (a) L(x, 0) + 0 lorsque 8 J a et (I t b 
(b) les fonctions Z,(B)L(x, t3) et BZ,(B)L(x, 8), en tant que fonc- 
tions de 8, sont integrables sur E 
la realisation t = q(x) peut e?tre representee par la formule 
w,wL(x, 8) de 
’ = dx) = jEzn(e)L(x, e) de . (4.1) 
Demonstration. D’apres le Lemme 2 on a 
$lOgL(x, e) = z,(e)(t - e) 
d’oti, en multipliant par L(x, e) 
Aqx, e) = z,(e)(t - e)L(x, e) = tzn(e)L(x, e> - ez,(e)L(x, e). 
Integrons des deux c6tCs par rapport a 8 sur E; d’aprb H, l’indgrale du 
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premier membre est nulle et l’on a 
0 = tjZn(8)L(x, 0) de - /BI,(B)L(x, ~9) de 
E E 
d’oti (4.1). 
Remarque 1. On reconnait en (4.1) la formule (1.2) ou la densitt de 
probabilite a priori g(e) est remplacee par la quantite d’information de 
Fisher I,( fZ) du n-kchantillon. Comme Z,(e) = nZ(e), oti Z(6) est la 
quantite d’information de Fisher de la v.a. parente, on voit que l’on peut 
remplacer Z,,(e) par Z(0) dans (4.1). 
Remarque 2. Les exemples 1,2 du paragraphe 2 fournissent des realisa- 
tions x = (xi,. . . , xn) pour lesquelles la propriM H, (a) nest pas realide. 
On se rendra compte que ces realisations sont tout a fait exceptionnelles et 
sont ininteressantes dans les applications. Le cas le plus interessant est celui 
oti la propriM H, est vCrifiCe pout toule realisation x = (xi,. . . , x,); dans 
ce cas l’estimateur T = cp( X) peut Ctre represent6 par (4.1) 06 x est 
remplace par X = (Xi,. . . , X,). Ce cas est rCalisC dans l’exemple 3 du 
paragraphe 2. 
Remarque 3. Le theoreme 4.1 montre que tout estimateur sans biais 
efficace (done aussi exhaustif) peut &tre represent6 par la formule (2.1) oti la 
densite de probabilitt a priori g( 8) est remplacee par la quantite d’informa- 
tion de Fisher Z,(e) que le n-echantillon foumit sur 8. Cette densite depend 
du seul n-echantillon et son calcul ne necessite aucune connaissance a priori 
sur le parametre 8; on l’appellera den&P a priori h ignorance compkte. 11 
resulte du paragraphe 3 qu’elle est impropre si l’estimateur est non-exact. 
Remarque 4. On peut reciproquement se poser la question si tout 
estimateur saris biuis ‘p(X) qui peut ctre represent& par (1.2) avec g(B) = 
z,(e) est efficace. La reponse est negative, comme le montre l’exemple 
suivant: X: v.a. normale x(0, e) oti e > 0 est f’kart-type. 
On vCrifie les points suivants: 
(a) la statistique T = /m est l’estimateur de 8 par le 
maximum de vraisemblance; son esperance mathematique est don&e par 
de sorte que la statistique 
p(x) = \i 
r( n/2) 
t r((n + 1),2) T 
est un estimateur non-biaisC. 
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(b) v(X) n’est pas efficace; pour le voir il suffit de vkifier que 
(a/aO)log L(x, 0) ne peut se mettre sous la forme X(B)(cp(x) - 8). 
(c) La quantitt d’information de Fisher que X fournit sur tI et donnke 
par Ix(e) = 2/f!12. 
(d) q(x) peut &tre reprCsentC sous la forme 
gvz(e)qx, e) de 
dx) = gz(e),(x, e) de 
c.8.d. selon la formule (1.2) avec g(8) = Z(e). 0 
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