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We consider the complex differential equations of the form
Ak(z) f
(k) + Ak−1(z) f (k−1) + · · · + A1(z) f ′ + A0(z) f = F (z),
where A0 (≡ 0), A1, . . . , Ak and F are analytic functions in the unit disc D = {z ∈ C:
|z| < 1}. Some results on the ﬁnite iterated order and the ﬁnite iterated convergence
exponent of zero points in D of meromorphic (analytic) solutions are obtained. The ﬁxed
points of solutions of differential equations are also investigated in this paper.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction and main results
In this paper, we assume that the reader is familiar with the fundamental results and the standard notations of
the Nevanlinna’s value distribution theory of meromorphic functions on the complex plane C and in the unit disc
D = {z ∈ C: |z| < 1} (see [15,31]). Many authors investigated the growth and oscillation of solutions of complex linear dif-
ferential equation in C, see [2,3,7,13,23,32] and others. The eﬃcient tools are the Wiman–Valiron theory and Nevanlinna
theory. G.G. Gundersen [13] studied the case the coeﬃcients, and hence the solutions, are entire functions, and obtained
the following result for second order equations. The improvements and extensions of it can be found in [10,14,22,25,32] and
others.
Theorem 1.1. (See [13].) Let A(z) and B(z) ≡ 0 be entire functions, and let α, β , θ1 and θ2 be real numbers with α > 0, β > 0 and
θ1 < θ2 . If∣∣B(z)∣∣ exp{(1+ o(1))α|z|β}
and ∣∣A(z)∣∣ exp{o(1)|z|β}
as z → ∞ with θ1  arg z θ2 , then every solution f ≡ 0 of the equation
f ′′ + A(z) f ′ + B(z) f = 0 (1)
has inﬁnite order.
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in the unit disc D by making use of Nevanlinna theory. The analysis of slowly growing solutions have been studied in
[10,16,17,19,20,27]. Fast growth of solutions are considered by [4–6,9,16,21]. To make the introduction short and clear, the
deﬁnitions of the iterated n-order σn( f ) (σM,n( f )) and the iterated n-convergence exponent λn( f ) of zero points of a
meromorphic (analytic) function f in D are given in Section 2.
In a recent paper [6], the present author and H.-X. Yi obtained some results on the solutions of second order linear
differential equations in D analogous as Theorem 1.1. It is natural to ask how about the properties of solutions of arbitrary
order linear differential equations in D? One of our main purposes of this paper is to study the linear differential equation
of the form
Ak(z) f
(k) + Ak−1(z) f (k−1) + · · · + A1(z) f ′ + A0(z) f = 0, (2)
where A0 (≡ 0), A1, . . . , Ak are analytic in D . For F ⊂ [0,1), the upper and lower densities of F are deﬁned by
densD F = limsup
r→1−
m(F ∩ [0, r))
m([0, r)) and densD F = lim infr→1−
m(F ∩ [0, r))
m([0, r))
respectively, where m(G) = ∫G dt1−t for G ⊂ [0,1). Firstly, we have two general results as follows.
Theorem 1.2. Let H be a set of complex numbers satisfying densD{|z|: z ∈ H ⊆ D} > 0, and let A0, A1, . . . , Ak be analytic functions
in D such that for some real constants 0 β < α and μ > 0 we have
∣∣A0(z)∣∣ expn
{
α
(
1
1− |z|
)μ}
(3)
and
∣∣Ai(z)∣∣ expn
{
β
(
1
1− |z|
)μ}
, i = 1,2, . . . ,k, (4)
as |z| → 1− for z ∈ H. Then every meromorphic (or analytic) solution f ≡ 0 of Eq. (2) satisﬁes σn( f ) = ∞ and σn+1( f )μ.
Theorem 1.3. Let H be a set of complex numbers satisfying densD{|z|: z ∈ H ⊆ D} > 0, and let A0, A1, . . . , Ak be analytic functions
in D such that some real constants 0 β < α and μ > 0 we have
T (r, A0) expn−1
{
α
(
1
1− |z|
)μ}
(5)
and
T (r, Ai) expn−1
{
β
(
1
1− |z|
)μ}
, i = 1,2, . . . ,k, (6)
as |z| → 1− for z ∈ H. Then every meromorphic (or analytic) solution f ≡ 0 of Eq. (2) satisﬁes σn( f ) = ∞ and σn+1( f )μ.
The other main purpose in this paper is to consider the oscillation of solutions of nonhomogeneous linear differential
equations of the form
f (k) + Ak−1(z) f (k−1) + · · · + A1(z) f ′ + A0(z) f = F (z). (7)
We obtain the following main results.
Theorem1.4. Let H be a set of complex numbers satisfying densD{|z|: z ∈ H ⊆ D} > 0, and let A0, A1, . . . , Ak−1 be analytic functions
in D such that
max
{
σM,n(Ai): i = 1,2, . . . ,k − 1
}
 σM,n(A0) = σ < ∞, (8)
and for some constants 0 β < α we have, for all ε > 0 suﬃciently small,
∣∣A0(z)∣∣ expn
{
α
(
1
1− |z|
)σ−ε}
, (9)
and
∣∣Ai(z)∣∣ expn
{
β
(
1
1− |z|
)σ−ε}
, i = 1,2, . . . ,k − 1, (10)
as |z| → 1− for z ∈ H. Let F ≡ 0 be analytic in D.
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(ii) If σn+1(F ) < σM,n(A0), then all solutions f of (7) satisfy
σn+1( f ) = λn+1( f ) = λn+1( f ) = σM,n(A0) σn(A0),
with at most one exception f0 satisfying σn+1( f0) < σM,n(A0).
Theorem1.5. Let H be a set of complex numbers satisfying densD{|z|: z ∈ H ⊆ D} > 0, and let A0, A1, . . . , Ak−1 be analytic functions
in D such that
max
{
σn(Ai): i = 1,2, . . . ,k − 1
}
 σn(A0) = σ < ∞, (11)
and for some constants 0 β < α we have, for all ε > 0 suﬃciently small,
T (r, A0) expn−1
{
α
(
1
1− |z|
)σ−ε}
, (12)
and
T (r, Ai) expn−1
{
β
(
1
1− |z|
)σ−ε}
, i = 1,2, . . . ,k − 1, (13)
as |z| → 1− for z ∈ H. Let F ≡ 0 be analytic in D, and let αM,n = max{σM,n(A j): j = 0,1, . . . ,k − 1}.
(i) If σn+1(F ) > αM,n, then all solutions f of (7) satisfy σn+1( f ) = σn+1(F ).
(ii) If σn+1(F ) < αM,n, then all solutions f of (7) satisfy
σn(A0) σn+1( f ) αM,n,
with at most one exception f0 satisfying σn+1( f0) < σn(A0).
(iii) If σn+1(F ) < σn(A0), then all solutions f with σn+1( f ) σn(A0) of (7) satisfy
σn(A0) σn+1( f ) = λn+1( f ) = λn+1( f ) αM,n.
The remainder of the paper is organized as follows. In Section 2, after introducing the deﬁnitions of iterated order and
iterated convergence exponent in D , we shall show the consequences of our main results and further discuss the ﬁxed
points of solutions of equations in D . Section 3 is for lemmas, and Section 4 for the proofs of our results.
2. Consequences and further discussion
For n ∈ N, the iterated n-order of a meromorphic function f in D is deﬁned by
σn( f ) = limsup
r→1−
log+n T (r, f )
− log(1− r) ,
where log+1 x = log+ x = max{log x,0}, log+n+1 = log+ log+n x. If f is analytic in D , then the iterated n-order is deﬁned by
σM,n( f ) = limsup
r→1−
log+n+1 M(r, f )
− log(1− r) .
If f is analytic in D , it is well known that σM,1( f ) and σ1( f ) satisfy the inequalities
σ1( f ) σM,1( f ) σ1( f ) + 1,
which are the best possible in the sense that there are analytic functions g and h such that σM,1(g) = σ1(g) and σM,1(h) =
σ1(h) + 1, see [12]. However, it follows by Proposition 2.2.2 in [23] that σM,n( f ) = σn( f ) for n 2.
For n ∈ N and a ∈ C ∪ {∞}, the iterated n-convergence exponent of the sequence of a-points in D of a meromorphic
function f in D is deﬁned by
λn( f − a) = limsup
r→1−
log+n N(r, 1f−a )
− log(1− r) ;
and λn( f − a), the iterated n-convergence exponent of the sequence of distinct a-points in D of a meromorphic function f
in D is deﬁned by
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r→1−
log+n N(r, 1f−a )
− log(1− r) .
Note that we may replace the integrated counting function N(r, 1f−a ) with the unintegrated counting function n(r,
1
f−a ) in
the deﬁnition of the convergence exponent, since
n
(
r,
1
f − a
)
log
1+ r
2r

r+ 1−r2∫
r
n(t, 1f−a )
t
dt  N
(
1+ r
2
,
1
f − a
)
log
1+ r
2r
and
N
(
r,
1
f − a
)
− N
(
r0,
1
f − a
)
=
r∫
r0
n(t, 1f−a )
t
dt  n
(
r,
1
f − a
)
log
r
r0
.
While Ak(z) ≡ 1, Eq. (2) can be rewritten as
f (k) + Ak−1(z) f (k−1) + · · · + A1(z) f ′ + A0(z) f = 0, (14)
where the coeﬃcients A0, A1, . . . , Ak−1 are analytic functions in D , it is well known that all solutions are analytic in D . For
Eq. (14), we have the following consequences of Theorems 1.2 and 1.3 respectively, with μ being replaced by σ − ε, which
are the improvements and extensions of [6].
Theorem 2.1. Assume that H, A0, A1, . . . , Ak−1 satisfy the hypotheses of Theorem 1.4. Then every solution f ≡ 0 of (14) satisﬁes
σn( f ) = ∞ and σn+1( f ) = σM,n(A0).
Theorem 2.2. Assume that H, A0, A1, . . . , Ak−1 satisfy the hypotheses of Theorem 1.5. Then every solution f ≡ 0 of (14) satisﬁes
σn( f ) = ∞ and αM,n  σn+1( f ) σn(A0), where αM,n = max{σM,n(A j): j = 0,1, . . . ,k − 1}.
Many important results have been obtained on the ﬁxed points of general transcendental meromorphic functions for
almost four decades (see [11]). However, there are few studies on the ﬁxed points of solutions of differential equations.
Z.-X. Chen [8] studied the problems on the ﬁxed points and hyper-order of solutions of second order linear differential
equations with entire coeﬃcients. Thus it is naturally interesting to consider the ﬁxed points of analytic solutions of differ-
ential equations in the unit disc. Set g(z) = f (z)− z, z ∈ D . It is obvious that λn+1( f − z) = λn+1(g), σn+1( f ) = σn+1(g). We
obtain the following results on the ﬁxed points of analytic solutions.
Theorem 2.3. Under the hypothesis of one of Theorems 2.1 and 2.2, if A1(z) + zA0(z) ≡ 0, then every solution f ≡ 0 of (14) satisﬁes
λn+1( f − z) = σn+1( f ).
Theorem 2.4. Under the hypothesis of either Theorem 1.4(ii) or Theorem 1.5(iii), if F (z) − A1(z) − zA0(z) ≡ 0, then every solution f
with σn+1( f ) = λn+1( f ) of (7) satisﬁes λn+1( f − z) = σn+1( f ).
In [30], Wang and Yi studied the problems on the ﬁxed points and hyper-order of differential polynomials generated
by solutions of second order linear differential equations with meromorphic coeﬃcients. In [24], I. Laine and J. Rieppo had
given an extension and improvement of the results in [30]; they studied the problems on the ﬁxed points and iterated
order of differential polynomials generated by solutions of second order linear differential equations with meromorphic
coeﬃcients. In [29], Wang and Lü studied the problems on the ﬁxed points and hyper-order of solutions of second order
linear differential equations with meromorphic coeﬃcients and their derivatives. In [26], Liu and Zhang extended some
results in [29] to the case of higher order linear differential equations with meromorphic coeﬃcients. Thus there exists a
naturally interesting question: How about the ﬁxed points and iterated order of differential polynomials generated by solutions of
linear differential equations in the unit disc?
3. Some lemmas
For the proofs of our main results, we need the following lemmas.
Lemma 3.1. (See [16] and [28].) Let f be a meromorphic function in the unit disc, and let k ∈ N. Then
m
(
r,
f (k)
f
)
= S(r, f ),
where S(r, f ) = O (log+ T (r, f )) + O (log( 11−r )), possibly outside a set E ⊂ [0,1) with
∫
E
dr
1−r < ∞. If f is of ﬁnite order (namely,
ﬁnite iterated 1-order) of growth, then
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(
r,
f (k)
f
)
= O
(
log
(
1
1− r
))
.
If f is non-admissible (namely, D( f ) = limsupr→1− T (r, f )− log(1−r) < ∞), then
m
(
r,
f ′
f
)
 log 1
1− r +
(
2+ o(1)) log log 1
1− r .
Lemma 3.2. (See [1, Lemma C].) Let g : (0,1) → R be monotone increasing functions such that g(r)  h(r) holds outside of an
exceptional set E ⊂ [0,1) of ﬁnite logarithmic measure. Then there exists a d ∈ (0,1) such that if s(r) = 1 − d(1 − r) then g(r) 
h(s(r)) for all r ∈ [0,1).
Lemma 3.3. (See [18, Theorem 5.1].) Let f be a solution of Eq. (14), where the coeﬃcients A j(z) ( j = 0, . . . ,k − 1) are analytic
functions in the disc DR = {z ∈ C: |z| < R}, 0 < R ∞. Let θ ∈ [0,2π ] and ε > 0. If zθ = νeiθ ∈ DR is such that A j(zθ ) = 0 for
some j = 0, . . . ,k − 1, then for all ν < R < R,
∣∣ f (reiθ )∣∣ C exp
(
nc
r∫
ν
max
j=0,...,k−1
∣∣A j(teiθ )∣∣ 1k− j dt
)
,
where C > 0 is a constant satisfying
C  (1+ ε) max
j=0,...,k−1
( | f ( j)(zθ )|
(nc) j max j=0,...,k−1 |An(zθ )|
j
k−n
)
.
Lemma 3.4. (See [12, Theorem 3.1].) Let k and j be integers satisfying k > j  0, and let ε > 0 and d ∈ (0,1). If f is a meromorphic
in D such that f ( j) does not vanish identically, then∣∣∣∣ f (k)(z)f ( j)(z)
∣∣∣∣
((
1
1− |z|
)2+ε
max
{
log
1
1− |z| , T
(
s
(|z|), f )})k− j, |z| /∈ E,
where E ⊂ [0,1) with ﬁnite logarithmic measure ∫E dr1−r < ∞ and s(|z|) = 1− d(1− |z|). Moreover, if σ1( f ) < ∞, then∣∣∣∣ f (k)(z)f ( j)(z)
∣∣∣∣
(
1
(1− |z|)
)(k− j)(σ1( f )+2+ε)
, |z| /∈ E,
while if σn( f ) < ∞ for some n 2, then∣∣∣∣ f (k)(z)f ( j)(z)
∣∣∣∣ expn−1
((
1
(1− |z|)
)σn( f )+ε)
, |z| /∈ E.
Lemma 3.5. Let A0, A1, . . . , Ak−1 and F (≡ 0) be analytic functions in D and let f (z) be a solution of Eq. (7) such that
max{σn(F ), σn(A j) ( j = 0,1, . . . ,k − 1)} < σn( f ). Then λn( f ) = λn( f ) = σn( f ).
Proof. J. Heittokangas [16, Theorem 7.1] obtained that all solution of (7) are analytic in D when A0, . . . , Ak−1 and F (≡ 0)
are analytic in D . From Eq. (7) we get that
1
f
= 1
F
(
f (k)
f
+ Ak−1 f
(k−1)
f
+ · · · + A0
)
. (15)
If f has a zero at z0 ∈ D of order α (> k), then we get from (15) that F has zero at z0 of order at least α − k. Hence we
have
N
(
r,
1
f
)
 k · N
(
r,
1
f
)
+ N
(
r,
1
F
)
. (16)
It follows from Lemma 3.1 and (15) that
m
(
r,
1
f
)
m
(
r,
1
F
)
+
k−1∑
j=0
m(r, A j) + O
(
log+ T (r, f ) + log 1
1− r
)
(17)
holds for all |z| = r /∈ E , where E is a subset of [0,1) with ∫ dr < ∞. By (16) and (17), we get that for all z with |z| = r /∈ E ,E 1−r
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(
r,
1
f
)
+ O (1) (18)
 kN
(
r,
1
f
)
+ T (r, F ) +
k−1∑
j=0
T (r, A j) (19)
+ O
{
log
(
1
1− r T (r, f )
)}
. (20)
Set σn( f ) := σ . Then there exists {r′n} (r′n → 1−) such that
lim
r′n→1−
log+n T (r′n, f )
log 11−r′n
= σ .
Set
∫
E
dr
1−r := log δ < ∞. Since
∫ 1− 1−r′n
δ+1
r′n
dr
1−r = log(δ + 1), then there exists rn ∈ [r′n,1− 1−r
′
n
δ+1 ] − E ⊂ [0,1) such that
log+n T (rn, f )
log 11−rn
 log
+
n T (r
′
n, f )
log( δ+11−r′n )
= log
+
n T (r
′
n, f )
log 11−r′n + log(δ + 1)
.
Hence, we have
lim inf
r→1−
log+n T (rn, f )
log 11−rn
 lim
r→1−
log+n T (r′n, f )
log 11−r′n + log(δ + 1)
= σ .
It yields
lim
r→1−
log+n T (rn, f )
log 11−rn
= σ .
Set max{σn(F ), σn(A j) ( j = 0, . . . ,k − 1)} := b < σ , then for any given ε (0 < 2ε < σ − b) and for all n large enough, we
have
T (rn, f ) expn−1
(
1
1− rn
)σ−ε
,
T (rn, F ) expn−1
(
1
1− rn
)b+ε
and
T (rn, A j) expn−1
(
1
1− rn
)b+ε
.
So we get
max
{
T (rn, F )
T (rn, f )
,
T (rn A j)
T (rn, f )
}

expn−1( 11−rn )
b+ε
expn−1( 11−rn )
σ−ε → 0
(
rn → 1−
)
.
Hence, for rn → 1− we obtain
T (rn, F )
1
k + 3 T (rn, f ), (21)
and
T (rn, A j)
1
k + 3 T (rn, f ) ( j = 0, . . . ,k − 1). (22)
Furthermore, since σn( f ) > 0, then by Lemma 3.1 we get that
O
{
log
(
1
1− rn T (rn, f )
)}
= o(T (rn, f )).
Thus for rn → 1− , we have
O
{
log
(
1
1− rn T (rn, f )
)}
 1
k + 3 T (rn, f ). (23)
Now we can get from (18)–(23) that T (rn, f ) k(k + 3)N(rn, 1f ). It gives immediately that λn( f ) = λn( f ) = σn( f ). 
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4.1. Proof of Theorem 1.2
Suppose that f ≡ 0 is a meromorphic solution of Eq. (2) with σn( f ) < ∞. Then from (2), we have
Ak
A0
f (k)
f
+ Ak−1
A0
f (k−1)
f
+ · · · + A1
A0
f ′
f
+ 1 = 0. (24)
By Lemma 3.4, there exists a set E0 ∈ D with a ﬁnite logarithmic measure such that for all z satisfying |z| /∈ [0,1] ∪ E0 and
for j = 1,2, . . . ,k, we have∣∣∣∣ f ( j)(z)f (z)
∣∣∣∣
(
1
(1− |z|)
) j(σ1( f )+2+ε)
, |z| /∈ E0, (25)
if σ1( f ) < ∞, while if σn( f ) < ∞ for some n 2, we have∣∣∣∣ f ( j)(z)f (z)
∣∣∣∣ expn−1
((
1
(1− |z|)
)σn( f )+ε)
, |z| /∈ E0. (26)
On the other hand, from the conditions of Theorem 1.2, there is a set H of complex numbers with densD{|z|: z ∈ H ⊆ D} > 0
such that z ∈ H , we have (3) and (4) as |z| → 1− . We note that since E0 has ﬁnite logarithmic measure, the density of E0
is zero. Therefore we get from (25), (26), (3) and (4) that for all z satisfying z ∈ H , |z| /∈ [0,1] ∪ E0,∣∣∣∣ A jA0
∣∣∣∣
∣∣∣∣ f ( j)f
∣∣∣∣ exp
{
(β − α)
(
1
1− |z|
)μ}( 1
1− |z|
) j(σ1( f )+2+ε)
, j = 1,2, . . . ,k,
or ∣∣∣∣ A jA0
∣∣∣∣
∣∣∣∣ f ( j)f
∣∣∣∣ expn{β(
1
1−|z| )
μ}
expn{α( 11−|z| )μ}
expn−1
((
1
(1− |z|)
)σn( f )+ε)
, j = 1,2, . . . ,k.
Hence either
1
k∑
j=1
∣∣∣∣ A jA0
∣∣∣∣
∣∣∣∣ f ( j)f
∣∣∣∣ k exp
{
(β − α)
(
1
1− |z|
)μ}( 1
1− |z|
)k(σ1( f )+2+ε)
,
or
1
k∑
j=1
∣∣∣∣ A jA0
∣∣∣∣
∣∣∣∣ f ( j)f
∣∣∣∣ k expn{β(
1
1−|z| )
μ}
expn{α( 11−|z| )μ}
expn−1
((
1
(1− |z|)
)σn( f )+ε)
holds for all z satisfying z ∈ H , |z| /∈ [0,1] ∪ E0. One can deduce that for all z ∈ H , |z| /∈ [0,1] ∪ E0, both the limits of
the right hand of the above inequalities are zero as z → 1− . Thus we get a contradiction. This proves that every nonzero
meromorphic solution f of Eq. (2) has inﬁnite iterated n-order.
Now let f be a nonzero meromorphic solution of Eq. (2) with σn( f ) = ∞. Again from Eq. (2) we have
∣∣A0(z)∣∣ k∑
j=1
|A j |
∣∣∣∣ f ( j)f
∣∣∣∣. (27)
By Lemma 3.4, there exist s(|z|) = 1 − d(1 − |z|) and a set with ﬁnite logarithmic measure ∫E1 dr1−r < ∞ such that |z| /∈ E ,
E1 ⊂ [0,1) we have∣∣∣∣ f ( j)(z)f (z)
∣∣∣∣
((
1
1− |z|
)2+ε
max
{
log
1
1− |z| , T
(
s
(|z|), f )}) j, j = 1,2, . . . ,k. (28)
Again from the conditions of Theorem 1.2, there is a set H of complex numbers with densD{|z|: z ∈ H ⊆ D} > 0 such that
for all z ∈ H , (3) and (4) hold as |z| → 1− . Hence for all z satisfying z ∈ H , |z| /∈ [0,1] ∪ E1, we get from (27), (28), (3) and
(4) that
expn
{
α
(
1
1− |z|
)μ}

∣∣A0(z)∣∣ k expn
{
β
(
1
1− |z|
)μ}(( 1
1− |z|
)2+ε
max
{
log
1
1− |z| , T
(
s
(|z|), f )})k.
Noting that α > β  0, if follows from the above inequality that
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{
α(1− γ )expn−1
{(
1
1− |z|
)μ}}

(
1− o(1))T (s(|z|), f )k,
holds for all z satisfying z ∈ H , and |z| /∈ [0,1] ∪ E1, where γ (0 < γ < 1) is a real number. Hence by Lemma 3.2, we obtain
σn+1( f ) = limsup
r→1−
log+n+1 T (r, f )
− log(1− r) μ.
Theorem 1.2 is thus proved.
4.2. Proof of Theorem 1.3
Suppose that f ≡ 0 is a meromorphic function of Eq. (2). From the conditions of Theorem 1.3, there is a set H of complex
numbers with densD{|z|: z ∈ H ⊆ D} > 0 such that z ∈ H , we have (5) and (6) as |z| → 1− . It follow from (2), (5), (6) and
Lemma 3.1 that
expn−1
{
α
(
1
1− |z|
)μ}
 T (r, A0) =m(r, A0)

k∑
j=1
m(r, A j) +
k∑
j=1
m
(
r,
f ( j)
f
)
+ O (1)
 k expn−1
{
β
(
1
1− |z|
)μ}
+ O (log+ T (r, f ))+ O(log+ 1
1− r
)
 expn−1
{
β
(
1
1− |z|
)μ}
O
(
log+ T (r, f ) + log+ 1
1− r
)
holds for all z satisfying z ∈ H , |z| /∈ [0,1] ∪ E2, where E2 is a set in [0,1) with ﬁnite logarithmic measure
∫
E2
dr
1−r < ∞.
Hence
exp
{
α(1− γ )expn−2
{(
1
1− |z|
)μ}}
 O
(
log+ T (r, f ) + log+ 1
1− r
)
(29)
holds for all z satisfying z ∈ H and |z| /∈ [0,1] ∪ E2, where γ (0 < γ < 1) is a real number. If σn( f ) < ∞, then one can
obtain a contradiction by (29) whether n = 1 or n 2. Therefore, the iterated n-order of f is inﬁnity. Again by (29) and by
Lemma 3.2 we have
σn+1( f ) = limsup
r→1−
log+n+1 T (r, f )
− log(1− r) μ.
Theorem 1.3 is thus proved.
4.3. Proof of Theorem 2.1
We assume that f ≡ 0 be a solution of Eq. (14), then for any given ε > 0, by the result of Theorem 1.2, we have
σn( f ) = ∞ and σn+1( f ) σ − ε. Since ε is arbitrary, we get σn+1( f ) σ = σM,n(A0).
By Lemma 3.3 we deduce that
σn+1( f ) = σM,n+1( f )max
{
σM,n(A j): j = 0,1, . . . ,k − 1
}= σM,n(A0) = σ .
Therefore, we obtain σn+1( f ) = σM,n(A0) = σ .
4.4. Proof of Theorem 2.2
We also assume that f ≡ 0 be a solution of Eq. (14), then for any given ε > 0, by the result of Theorem 1.3, we have
σn( f ) = ∞ and σn+1( f ) σ − ε. Since ε is arbitrary, we get σn+1( f ) σ = σn(A0).
By Lemma 3.3 we also have
σn+1( f ) = σM,n+1( f )max
{
σM,n(A j): j = 0,1, . . . ,k − 1
}= αM,n.
Therefore, we obtain αM,n  σn+1( f ) = σn(A0) = σ .
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Recall that every solution of non-homogeneous linear differential equation (7) is analytic in D . Thus we can as-
sume that { f1, f2, . . . , fk} is a solution base of Eq. (14). By Theorem 2.1, we know that σn+1( f j) = σM,n(A0)  σn(A0)
( j = 1,2, . . . ,k − 1). Then by the elementary of differential equations, any solution of (7) can be represented in the form
f = C1 f1 + C2 f2 + · · · + Ck fk, (30)
where C1, . . . ,Ck are given by the system of equations⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
C ′1 f1 + C ′2 f2 + · · · + C ′k fk = 0,
C ′1 f ′1 + C ′2 f ′2 + · · · + C ′k f ′k = 0,
. . .
C ′1 f
(k−2)
1 + C ′2 f (k−2)2 + · · · + C ′k f (k−2)k = 0,
C ′1 f
(k−1)
1 + C ′2 f (k−1)2 + · · · + C ′k f (k−1)k = F .
(31)
Since the Wronskian of f1, . . . , fk satisﬁes W ( f1, . . . , fk) = exp(−
∫
Ak−1 dz), we obtain
C ′j = F · G j( f1, . . . , fk) · exp
(∫
Ak−1 dz
)
( j = 1, . . . ,k − 1), (32)
where G j( f1, . . . , fk) is a differential polynomial of f1, . . . , fk and of their derivative, with constant coeﬃcients. Hence we
obtain
σn+1( f )max
{
σn+1(F ),σM,n(A0)
}
. (33)
(i) If σn+1(F ) > σM,n(A0), it follows from (33) and Eq. (7) that σn+1( f ) = σn+1(F ).
(ii) If σn+1(F ) < σM,n(A0), then all solutions f (z) of (7) satisfy σn+1( f ) σM,n(A0).
Now we assert that all solutions f of (7) satisfy σn+1( f ) = σM,n(A0) with at most one exception. In fact, if there exists
two distinct solutions g1 and g2 of (7) satisfy that σn+1(gi) < σM,n(A0) for i = 1,2. Then g = g1− g2 satisﬁes that σn+1(g) =
σn+1(g1 − g2) < σM,n(A0). But g = g1 − g2 is a nonzero solution of (14) satisfying σn+1(g) = σn+1(g1 − g2) = σM,n(A0) by
Theorem 2.1. This is a contradiction.
By Lemma 3.5, we know that all solutions f of (7) with σn+1( f ) = σM,n(A0) satisfy σn+1( f ) = λn+1( f ) = λn+1( f ).
Therefore, Theorem 1.4 is proved.
4.6. Proof of Theorem 1.5
Assume that { f1, f2, . . . , fk} is a solution base of (14), then by Theorem 2.2, we know that αM,n  σn+1( f j)  σn(A0).
Thus we also have (30)–(32) and so
σn+1( f )max
{
σn+1(F ),αM,n
}
. (34)
(i) If σn+1(F ) > αM,n , it follows from (34) and Eq. (7) that σn+1( f ) = σn+1(F ).
(ii) If σn+1(F ) < αM,n , then all solutions f (z) of (7) satisfy σn+1( f ) σM,n(A0).
Now we assert that all solutions f of (7) satisfy σn+1( f )  σn(A0) with at most one exception. In fact, if there exists
two distinct solutions g1 and g2 of (7) satisfy that σn+1(gi) < σn(A0) for i = 1,2. Then g = g1 − g2 satisﬁes that σn+1(g) =
σn+1(g1 − g2) < σn(A0). But g = g1 − g2 is a nonzero solution of (14) satisfying σn+1(g) = σn+1(g1 − g2)  σ(A0) by
Theorem 2.2. This is a contradiction.
(iii) If σn+1(F ) < σn(A0), then by Lemma 3.5, we know that all solutions f with σn+1( f ) σn(A0) of (7) satisfy σn+1( f ) =
λn+1( f ) = λn+1( f ). Therefore, Theorem 1.5 follows.
4.7. Proof of Theorem 2.3
Set g(z) = f (z) − z, z ∈ D . It obvious that λn+1( f − z) = λn+1(g), σn+1( f ) = σn+1(g). Eq. (14) becomes
g(k) + Ak−1(z)g(k−1) + · · · + A0(z)g = −
(
A1(z) + zA0(z)
)
.
Assume that A1(z) + zA0(z) ≡ 0. By Theorems 2.1 or 2.2 we have
σn+1(g) = σn+1( f ) > max
{
σn+1(A j),σn+1(−A1 − zA0)
}
( j = 0,1, . . . ,k − 1).
Hence, we deduce by Lemma 3.5 that λn+1(g) = σn+1(g). Therefore, we obtain λn+1( f − z) = λn+1(g) = σn+1(g) = σn+1( f ).
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Set g(z) = f (z) − z, z ∈ D . It obvious that λn+1( f − z) = λn+1(g), σn+1( f ) = σn+1(g). Eq. (7) becomes
g(k) + Ak−1(z)g(k−1) + · · · + A0(z)g = F −
(
A1(z) + zA0(z)
)
.
Assume that F (z) − (A1(z) + zA0(z)) ≡ 0. Then by Theorem 1.4(ii) or Theorem 1.5(iii), for any solution f with σn+1( f ) =
λn+1( f ), we have
σn+1(g) = σn+1( f ) > max
{
σn+1(A j),σn+1(F − A1 − zA0)
}
( j = 0,1, . . . ,k − 1).
Hence, we deduce by Lemma 3.5 that λn+1(g) = σn+1(g). Therefore, we obtain λn+1( f − z) = λn+1(g) = σn+1(g) = σn+1( f ).
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