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РЕФЕРАТ 
 
 Выпускная квалификационная работа (дипломная работа) по теме 
«Реконструкция 3-d объектов по фотографиям» содержит 30 страниц текста, 
12 использованных источников. 
 РЕКОНСТУКЦИЯ, КЛЮЧЕВЫЕ ТОЧКИ, ДЕСКРИПТОРЫ,  
ФУНДАМЕНТАЛЬНАЯ МАТРИЦА, ОБЛАКО ТОЧЕК, МАТРИЦА 
КАМЕРЫ, ДИСТОРСИЯ, ЭПИПОЛЯРНЫЕ ЛИНИИ, SIFT,STRUCTURE 
FROM MOTION, СОПОСТАВЛЕНИЕ КЛЮЧЕВЫХ ТОЧЕК, СТРУКТУРА 
ИЗ ДВИЖЕНИЯ. 
 Цель работы – создать программу, позволяющую производить процесс 
трёхмерной реконструкции из множества изображений (фотографий). 
 В результате работы был реализован программный продукт, 
создающий трёхмерное облако точек представляющее модель реально 
существующего объекта. Программный продукт использует реализацию 
необходимых для трёхмерной реконструкции алгоритмов в виде 
программной библиотеки Open CV, состоящей из набора программных 
интерфейсов (API). Веб-сервер Apache на базе ОС GNU/Linux. 
Взаимодействие с пользователем программного продукта производится через 
графический интерфейс (UI). 
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ВВЕДЕНИЕ 
 
3D реконструкция – это процесс получения модели, содержащей в себе 
форму и облик реального объекта. Это довольно обширная область, которая 
используется во многих направлениях компьютерного зрения. Трёхмерная 
реконструкция необходима для взаимодействия с внешним миром: только 
так мы определяем форму объектов вокруг нас, пространство, расстояния. 
Однако у людей этот процесс до конца не изучен, но его компьютерный 
аналог необходим уже сейчас. Развитие робототехники на основе 
искусственного интеллекта требует полноценного взаимодействия с 
окружающим миром. Трёхмерная реконструкция используется для 
определения глубины пространства, формы объектов и с полученными 
цифровыми моделями уже взаимодействует ИИ. Новое направление в 
отрасли создало и появление 3D принтеров. Возможность создавать 
реальные объекты из компьютерных моделей также требует и возможности 
создания этих моделей.  
Существуют несколько основных видов трёхмерной реконструкции, 
однако часть из них требуют специального оборудования. К примеру 
лазерные дальномеры достаточно точно позволяют создать модель 
реконструируемого объекта. В последнее время стала распространена 
технология сенсора Kinect®, созданная корпорацией Майкрософт. Она 
позволяет очень точно определять глубину пространства и создавать модель, 
одновременно ведя визуальную съёмку моделируемого объекта, что 
позволяет достаточно быстро и эффективно создать 3D модель.  
Реконструкция также различается двумя основными видами: плотная 
реконструкция (англ. sparse reconstruction) и разреженная реконструкция 
(англ. sparse reconstruction). Первая означает слабую детализацию 
полученного облака точек, и напротив – второй вид производит 
качественную структуру. В данной работе использовалась разреженная 
реконструкция. 
В данном проекте рассматривается 3D реконструкция из множества 
изображений (фотографий). Трёхмерную реконструкцию из множества 
изображений, можно выполнять используя различные сценарии. В том числе 
и сами изображения могут быть сняты на одну камеру или быть результатом 
съёмки на стереокамеру. В данном проекте используются фотографии, 
снятые на одну камеру и содержащие в себе кадры с различных ракурсов 
одного объекта. Это позволяет обходится минимумом требуемого 
оборудования, что означает отсутствие необходимости покупки 
дорогостоящих сенсоров. В результате реконструкции получается облако 
точек в пространстве представляющее объект из реального мира. 
 
Цель дипломной работы – исследовать методы в области трёхмерной 
реконструкции, исследовать существующие программные средства в 
области трёхмерной реконструкции, исследовать инструментальные 
средства и реализовать программный продукт, выполняющий трёхмерную 
реконструкцию в виде облака точек из множества изображений и 
удовлетворяющий поставленным требованиям. 
 
  
  
1 Теория трёхмерной реконструкции 
 
Процесс трёхмерной реконструкции состоит из нескольких этапов,  
описанных ниже.  
Существуют различные способы восстановления трёхмерных моделей по 
изображениям, чтобы выполнить поставленные задачи был использован 
следующий алгоритм: 
а) Получение множества изображений с перекрытием не менее 
70% 
б) Определение ключевых точек и их дескрипторы; 
в) Нахождение соответствующих друг другу ключевых точек 
используя сравнение дескрипторов на парах изображений 
г) Построение модели преобразования изображений на основе 
набора совпавших ключевых точек, с помощью которой из одного 
изображения можно получить другое; 
д) Зная модель преобразования камеры и соответствия точек на 
различных кадрах, вычисляем трёхмерные координаты точек в 
пространстве и получаем облако точек. 
Первый пункт не требует специальных средств и пояснений, остальные 
этапы далее рассмотрим подробнее.  
Этот метод называется «Structure From Motion» или «Структура из 
движения». [1]  
 
1.1 Ключевые точки и их дескрипторы 
 
В данном дипломном проекте использовался следующий алгоритм для 
нахождения ключевых точек и их дескрипторов – SIFT. SIFT позволяет находить 
ключевые точки инвариантные относительно смещения, поворота, масштаба 
(один и тот же объект может быть разных размеров на различных изображениях), 
изменения яркости, изменения положения камеры. По сути, SIFT позволяет 
заменить изображение некоторой моделью — набором его ключевых точек с 
подробным описанием характеристик этой точки. Для того, чтобы определить 
однозначное соответствие ключевых точек на паре изображений, используют 
дескрипторы. Дескриптор — идентификатор ключевой точки, выделяющий её из 
остальной массы особых точек. В свою очередь, дескрипторы должны 
обеспечивать инвариантность нахождения соответствия между особыми 
точками относительно преобразований изображений.  
Рассмотрим основные этапы алгоритма: 
а) Обнаружение экстремума масштабируемых пространств. Первый этап 
вычислений – поиск экстремума по всем масштабам и положениям 
изображений. Это возможно эффективно реализовать с помощью 
разностей гауссианов (Difference of Gaussian, DoG), которые позволяют 
обнаружить особые точки, инвариантные относительно масштаба и 
направления. 
б) Уточнение особых точек. Отбор особых точек на основе характеристик их 
устойчивости, проверка особых точек на роль ключевых. 
в) Нахождение ориентации ключевой точки. Одно или более направлений 
задаются для каждой ключевой точки, основываясь на градиенте 
направлений для области изображения. Все дальнейшие операции 
выполняются с помощью изображений, которые изменены относительно 
заданных направлений и масштаба, таким образом, обеспечивая 
инвариантность относительно различных трансформаций. 
г) Дескрипторы ключевых точек. Локальные градиенты изображения 
являются характеристиками в области вокруг каждой ключевой точки.  
Основным моментом в определении ключевых точек является построение 
пирамиды гауссианов (Gaussian) и разностей гауссианов (Difference of Gaussian, 
DoG). Нахождение областей, которые инвариантны относительно изменений 
масштаба изображения можно реализовать поиском устойчивых ключевых точек 
через все возможные масштабы, используя масштабируемые пространства. 
Масштабируемым пространством изображения является набор всевозможных, 
сглаженных некоторым фильтром, версий исходного изображения. Доказано, 
что гауссово масштабируемое пространство является линейным, инвариантным 
относительно сдвигов, вращений, масштаба, не смещающим локальные 
экстремумы, и обладает свойством полугрупп. Для нас важно, что различная 
степень размытия изображения гауссовым фильтром может быть принята за 
исходное изображение, взятое в некотором масштабе. Коендеринк (Koenderink) 
и Линдеберг (Lindeberg) показали, что из всего многообразия возможных 
решений, единственно возможным ядром масштабируемого пространства может 
быть гауссиан.  Вследствие этого, масштабируемое пространство изображения 
определено как функция L(x, y, σ), которая является результатом свёртки 
гауссиана с переменным масштабом с исходным изображением I(x, y): 
 
𝐿(𝑥, 𝑦, 𝜎) = 𝐺(𝑥, 𝑦, 𝜎) ∗ 𝐼(𝑥, 𝑦),                                                                  (1) 
  
где L — значение гауссиана в точке с координатами (x, y); σ — радиус размытия. 
I — значение исходного изображения; * — операция свертки; G — гауссово ядро: 
 
𝐺(𝑥, 𝑦, 𝜎) =
1
2𝜋𝜎2
𝑒
−(𝑥2+𝑦2)
2𝜎2 .                                                                           (2) 
 
Разностью гауссианов называют изображение, полученное путем 
попиксельного вычитания одного гауссиана исходного изображения из 
гауссиана с другим радиусом размытия:  
 
𝐷(𝑥, 𝑦, 𝜎) = (𝐺(𝑥, 𝑦, 𝑘𝜎) − 𝐺(𝑥, 𝑦, 𝜎)) ∗ 𝐼(𝑥, 𝑦) = 𝐿(𝑥, 𝑦, 𝑘𝜎) −
𝐿(𝑥, 𝑦, 𝜎).                                                                                                                               (3) 
 
 
Инвариантность относительно масштаба достигается за счет нахождения 
ключевых точек для исходного изображения, взятого в разных масштабах. Для 
этого строится пирамида гауссианов: все масштабируемое пространство 
разбивается на некоторые участки — октавы, причем часть масштабируемого 
пространства, занимаемого следующей октавой, в два раза больше части, 
занимаемой предыдущей. К тому же, при переходе от одной октавы к другой 
размеры изображения уменьшаются вдвое. Естественно, что каждая октава 
охватывает бесконечное множество гауссианов изображения, поэтому строится 
только некоторое их количество N, с определенным шагом по радиусу размытия. 
С тем же шагом достраиваются два дополнительных гауссиана (всего получается 
N+2), выходящие за пределы октавы. Масштаб первого изображения следующей 
октавы равен масштабу изображения из предыдущей октавы с номером N. 
Параллельно с построением пирамиды гауссианов, строится пирамида разностей 
гауссианов, состоящая из разностей соседних изображений в пирамиде 
гауссианов. Соответственно, количество изображений в этой пирамиде будет 
N+1. 
 
 
Рисунок 1 – Пирамида гауссианов (слева) и пирамида разностей гауссианов (справа). 
  
Схематично показано, что каждая разность получается из двух соседних 
гауссианов, количество разностей на единицу меньше количества гауссианов, 
при переходе к следующей октаве размер изображений уменьшается вдвое, далее 
процесс повторяется. 
После построения пирамид мы можем найти особые точки. Будем считать точку 
особой, если она является локальным экстремумом разности гауссианов.  
В каждом изображении из пирамиды разности гауссианов ищутся точки 
локального экстремума. Каждая точка текущего изображения разности 
гауссианов сравнивается с её восьмью соседями и с девятью соседями на 
разностях гауссианов, находящихся на уровень выше и ниже в пирамиде 
(Рисунок 2). Если эта точка больше (меньше) всех соседей, то только тогда она 
принимается за точку локального экстремума. 
  
Рисунок 2 – Максимум и минимум разности гауссианов 
 
Следующим шагом будет проверка пригодности особой точки на роль 
ключевой. Первым делом определяются координаты особой точки с 
субпиксельной точностью. Это достигается с помощью аппроксимирования 
функции D(x,y,σ) многочленом Тейлора второго порядка, взятого в точке 
вычисленного экстремума: 
 
𝐷(𝑥) = 𝐷 +
𝜕𝐷𝑇
𝜕𝑥
𝑥 +
1
2
𝑥𝑇
𝜕2𝐷
𝜕𝑥2
𝑥,                                                                      (4) 
где D — функция разности гауссианов;  
X = (x,y,σ) — вектор смещения относительно точки разложения; первая 
производная D — градиент; вторая производная D — матрица Гессе. 
Далее находим экстремум многочлена Тейлора путем вычисления 
производной и приравнивания ее к нулю. В итоге получим смещение точки 
вычисленного экстремума, относительно точного: 
 
𝑥 = −
𝜕2𝐷−1
𝜕𝑥2
𝜕𝐷
𝜕𝑥
.                                                                                               (5) 
 
Все производные вычисляются по формулам конечных разностей. В итоге 
получаем СЛАУ размерности 3x3, относительно компонент вектора 𝑥. Если одна 
из компонент вектора больше 0.5*h, где h – шаг в данном направлении, то это 
означает, что на самом деле точка экстремума была вычислена неверно и нужно 
сдвинуться к соседней точке в направлении указанных компонент. Для соседней 
точки все повторяется заново. Если таким образом мы вышли за пределы октавы, 
то следует исключить данную точку из рассмотрения. 
Когда положение точки экстремума вычислено, проверяется на малость 
само значение D в этой точке по формуле: 
 
𝐷(?̂?) = 𝐷 +
1
2
𝜕𝐷𝑇
𝜕𝑥
𝑥.                                                                                      (6) 
 
Если эта проверка не проходит, то точка исключается, как точка с малым 
контрастом. 
Наконец, последняя проверка. Если особая точка лежит на границе какого-
то объекта или плохо освещена, то такую точку можно исключить из 
рассмотрения. Эти точки имеют большой изгиб (одна из компонент второй 
производной) вдоль границы и малый в перпендикулярном направлении. Этот 
большой изгиб определяется матрицей Гессе H. Для проверки подойдет H 
размера 2x2.  
 
𝐻 = [
𝐷𝑥𝑥 𝐷𝑥𝑦
𝐷𝑥𝑦 𝐷𝑦𝑦
].                                                                                          (7) 
 
Пусть Tr(H) — след матрицы, а Det(H) — её определитель, а также пусть α 
– собственное значение с наибольшей величиной, а β – с наименьшей. 
 
𝑇𝑟(𝐻) = 𝐷𝑥𝑥 + 𝐷𝑦𝑦 = 𝛼 + 𝛽,                                                                      (8) 
𝐷𝑒𝑡(𝐻) = 𝐷𝑥𝑥𝐷𝑦𝑦 − (𝐷𝑥𝑦)
2
= 𝛼𝛽.                                                             (9) 
 
Пусть r — отношение большего изгиба к меньшему, и 𝛼 = 𝑟𝛽 тогда: 
 
𝑇𝑟(𝐻)2
𝐷𝑒𝑡(𝐻)
=
(𝛼+𝛽)2
𝛼𝛽
=
(𝑟𝛽+𝛽)2
𝑟𝛽2
=
(𝑟+1)2
𝑟
,                                    (10) 
 
 
и точка рассматривается дальше, если 
 
𝑇𝑟(𝐻)2
𝐷𝑒𝑡(𝐻)
<
(𝑟+1)2
𝑟
.                                                                                    (11) 
 
После того, как мы убедились, что какая-то точка является ключевой, 
нужно вычислить её ориентацию. Как будет видно далее, точка может иметь 
несколько направлений. 
Направление ключевой точки вычисляется исходя из направлений 
градиентов точек, соседних с особой. Все вычисления градиентов производятся 
на изображении в пирамиде гауссианов, с масштабом наиболее близким к 
масштабу ключевой точки. Длина градиента m(x, y) и направление градиента 
θ(x,y)  в точке (x,y) вычисляются по формулам: 
 
𝑚(𝑥, 𝑦) = √(𝐿(𝑥 + 1, 𝑦) − 𝐿(𝑥 − 1, 𝑦))
2
+ (𝐿(𝑥, 𝑦 + 1) − 𝐿(𝑥, 𝑦 − 1))
2
,         (12) 
𝜃(𝑥, 𝑦) = 𝑎𝑟𝑐𝑡𝑎𝑛 ((𝐿(𝑥, 𝑦 + 1) − 𝐿(𝑥, 𝑦 − 1))/(𝐿(𝑥 + 1, 𝑦) − 𝐿(𝑥 − 1, 𝑦))).   (13) 
 
Для начала определим окрестность ключевой точки, в котором будут 
рассмотрены градиенты. По сути, это будет окрестность, требуемая для свертки 
с гауссовым ядром. Для гауссова ядра действует так называемое правило «трех 
сигм». Оно состоит в том, что значение гауссова ядра очень близко к нулю на 
расстоянии, превышающем 3*σ. Таким образом, радиус окрестности 
определяется как 3*σ. 
Направление ключевой точки найдем из гистограммы направлений. 
Гистограмма состоит из 36 компонент, которые равномерно покрывают 
промежуток в 360 градусов, и формируется она следующим образом: каждая 
точка окрестности вносит вклад, равный m*G(x, y, σ), в ту компоненту 
гистограммы, которая покрывает промежуток, содержащий направление 
градиента θ(x, y). Направление ключевой точки лежит в промежутке, 
покрываемом максимальной компонентой гистограммы, обозначенной max. 
Если в гистограмме есть ещё компоненты с величинами не меньше 0.8*max, то 
ключевой точке приписываются дополнительные направления. 
Далее необходимо построить дескрипторы ключевых точек. Дескриптором 
может выступать любой объект (лишь бы он справлялся со своими функциями), 
но обычно дескриптором является некая информация об окрестности ключевой 
точки. Такой выбор сделан в силу нескольких причин: на маленькие области 
меньшее влияние оказывают эффекты искажений, некоторые изменения 
(изменение положения объекта на картинке, изменение сцены, перекрытие 
одного объекта другим, поворот) могут не повлиять на дескриптор вовсе. 
В методе SIFT дескриптором является вектор. Как и направление ключевой 
точки, дескриптор вычисляется на гауссиане, ближайшем по масштабу к 
ключевой точке, и исходя из градиентов в некоторой окрестности ключевой 
точки. Перед вычислением дескриптора эту окрестность поворачивают на угол 
направления ключевой точки, чем и достигается инвариантность относительно 
поворота.  
 
Рисунок 3 – Часть изображения с вычисленными градиентами для каждого пикселя 
(слева) и полученный на её основе дескриптор (справа). 
 
Для каждого пикселя вычисляется длина и направление вектора. Значение 
каждой точки окна дескриптора будет умножаться на значение гауссова ядра в 
этой точке, как на весовой коэффициент. На рисунке 3 мы можем видеть 
схематически изображенный дескриптор особой точки, размерности 2x2x8. 
Первые две цифры в значении размерности — это количество регионов по 
горизонтали и вертикали. Те квадраты, которые охватывали некоторый регион 
пикселей на левом изображений, справа охватывают гистограммы, построенные 
на пикселях этих регионов. Соответственно, третья цифра в размерности 
дескриптора означает количество компонент гистограммы этих регионов. 
Гистограммы в регионах вычисляются так же, как и гистограмма направлений, 
но каждая гистограмма покрывает участок в 360 градусов, но делит его на 8 
частей. 
Каждому градиенту в окне дескриптора можно приписать три 
вещественные координаты (x, y, n), где x — расстояние до градиента по 
горизонтали, y — расстояние по вертикали, n — расстояние до направления 
градиента в гистограмме (имеется ввиду соответствующая гистограмма 
дескриптора, в которую вносит вклад этот градиент). Дескриптор ключевой 
точки состоит из всех полученных гистограмм. Размерность дескриптора на 
рисунке 32 компоненты (2x2x8), но на практике используются дескрипторы 
размерности 128 компонент (4x4x8). Полученный дескриптор нормализуется, 
после чего все его компоненты, значение которых больше 0.2, урезаются до 
значения 0.2 и затем дескриптор нормализуется ещё раз. В таком виде 
дескрипторы готовы к использованию. [2] 
 
1.2 Сравнение дескрипторов 
 
Далее нужно найти пары ключевых точек, таких что первая ключевая точка 
из пары является второй точкой из пары, но на другом изображении. К каждой 
точке прилагается её дескриптор. Если дескрипторы точек на разных 
изображениях близки, то можно считать, что это один и тот же физический 
объект.  Для этого нужно сравнить дескрипторы точек разных изображений и 
найти наиболее близкие дескрипторы, и по этому соответствию составить пары. 
Таким образом, мы приходим к задаче поиска ближайшего соседа, которая 
заключается в отыскании среди множества элементов, расположенных в 
определенном метрическом пространстве, элементов близких к заданному, 
согласно некоторой заданной функции близости, определяющей это метрическое 
пространство.  
 
 1.3       Модель преобразования 
 
Дальнейшие действия направлены на то, чтобы из ключевых точек (точек-
соответствий, point correspondences) получить координаты точек и положение 
камеры в пространстве. Для этого нужно построить математическую модель 
камеры. Рассмотрим модель, предложенную Р. Хартли и А. Циссерманом [2]: 
 
𝑦 = 𝐾[𝑅|𝑡] (
𝑋
1
),                                                                                        (14) 
 где y – координата точки на изображении в однородных координатах; 
K – матрица камеры;  
X – трехмерные координаты точки;  
[R|t]- матрица перехода. 
Представим подробнее: 
 
(
𝑦𝑥
𝑦𝑦
𝑦𝑧
) = [
𝑓𝑥 0 𝑐𝑥
0 𝑓𝑦 𝑐𝑦
0 0 1
] [
𝑅11 𝑅12 𝑅13
𝑅21 𝑅22 𝑅23
𝑅31 𝑅32 𝑅33
𝑡𝑥
𝑡𝑦
𝑡𝑧
](
𝑋𝑥
𝑋𝑦
𝑋𝑧
1
).                                (15) 
 
Из этой модели следует, что процесс перевода точки в пространстве в 
координаты изображения можно разбить на два этапа, реализуемыми двумя 
матрицами в формуле: 
а) [R|t] — R и t представляют собой положение камеры в пространстве. На 
этом этапе координаты точек переводятся в локальные координаты 
камеры. R — матрица поворота размером 3x3, t — трехмерный вектор 
смещения — вместе они составляют матрицу перехода [R|t] (размером 
3x4), которая определяет положение камеры в кадре. R и t называют 
внешними параметрами камеры. 
б) K — матрица камеры. Локальные координаты точек переводятся в 
однородные координаты изображения. fx, fy — фокальное расстояние в 
пикселях, cx, cy — оптический центр камеры (обычно это координаты 
центра изображения). Эти параметры называют внутренними 
параметрами камеры. 
Важным свойством этой модели является то, что точки, лежащие на одной 
прямой в пространстве, будут также лежать на одной прямой на изображении. 
В действительности, описываемая модель может быть неточной. В 
реальных камерах существуют линзовые искажения, из-за которых прямые 
линии в реальном мире становятся кривыми на изображениях (фотографиях и 
кадрах видео). Эти искажения называются дисторсией. С учетом дисторсии 
модель будет иметь вид: 
 
(
𝑥𝑥
𝑥𝑦
) = 𝐷 (𝐾[𝑅|𝑡] (
𝑋
1
)),                                                                            (16) 
 
где D(X) — функция, принимающая однородные координаты точек изображения 
и возвращающая обычные координаты на изображении; 
 𝑥𝑥 =
𝑦𝑥
𝑦𝑧
 , 𝑥𝑦 =
𝑦𝑦
𝑦𝑧
 (получено переводом координат из однородных в 
обычные координаты на изображении).  
Искажения дисторсии не зависит от глубины видимых точек, а только от 
координат на изображении. А значит «исправить» изображение (получив прямые 
линии там, где они и должны быть) можно не зная внешних параметров камеры 
и координат точек в пространстве.  
Пусть InvD(X) –обратная функция к D(X), a x i- двумерный вектор 
координат точки на изображении. Преобразуем формулу (16): 
 
𝐼𝑛𝑣𝐷(𝑥𝑖) = 𝐾[𝑅|𝑡] (
𝑋
1
).                                                                             (17) 
 
Выражение остается справедливым. Продолжим: 
 
𝐾−1𝐼𝑛𝑣𝐷(𝑥𝑖) = [𝑅|𝑡] (
𝑋
1
).                                                                         (18) 
 
Обозначим 𝑛𝑥𝑖 = 𝐾
−1𝐼𝑛𝑣𝐷(𝑥𝑖) (а если без дисторсии, то 𝑛𝑥𝑖 = 𝐾
−1 (
𝑥𝑖
1
)). 
В результате формула становится проще: 
𝑛𝑥𝑖 = [𝑅|𝑡] (
𝑋
1
),                                                                                          (19) 
 
где nxi — это нормализованные точки изображения. 
Итак, предположим, у нас есть два изображения А и В, полученные от 
одной камеры. Нам неизвестны положения камер и координаты точек в 
пространстве. Договоримся вести расчеты относительно первого кадра. Тогда 
матрица поворота изображения А - RA = E (E — единичная матрица), а tA = (0, 0, 
0). Положение камеры в кадре B обозначим просто как R и t (т. е. RB = R, tB = t). 
[R|t] — это матрица координат второго кадра, которая является матрицей 
смещения положения камеры от кадра A к кадру B. В итоге получаем 
следующую систему (без учета дисторсии): 
 
{
𝑥𝑖
𝐴 = 𝐾 (
𝑋
1
) ,
𝑥𝑖
𝐵 = 𝐾[𝑅|𝑡] (
𝑋
1
) .
                                                                                      (20) 
 
Используя фундаментальную матрицу F (fundamental matrix), которая 
задаёт соответствие между проекциями точек 𝑥𝑖
𝐴 и 𝑥𝑖
𝐵 на изображения камер, 
получим такое уравнение (эпиполярное ограничение):  
 
(𝑥𝑖
𝐵)
Т
𝐹𝑥𝑖
𝐴 = 0.                                                                                            (21) 
 
Также заметим, что F имеет размер 3х3 и должна иметь ранг равный 2. 
Из фундаментальной матрицы F можно получить необходимые нам R и t. Однако 
мы рассматривали модель без учета дисторсии, с ее учетом зависимость точек 
между кадрами будет нелинейная, и рассматриваемое выше условие уже не 
будет работать. Но мы можем перейти к нормализованным точкам и 
использовать существенную матрицу E (essential matrix). По существенной 
матрице можно восстановить положение и поворот второй камеры относительно 
первой, поэтому она используется в задачах, в которых нужно определить 
движение камеры и определить трёхмерные координаты точки. Тогда мы 
получим следующую систему: 
 
{
𝑛𝑥𝑖
𝐴 = (
𝑋
1
) ,
𝑛𝑥𝑖
𝐵 = [𝑅|𝑡] (
𝑋
1
) .
                                                                                      (22) 
 
А также уравнение для неё: 
 
(𝑛𝑥𝑖
𝐵)
Т
𝐸𝑛𝑥𝑖
𝐴 = 0.                                                                                       (23) 
 
Фундаментальная и сущностная матрицы связаны таким образом: 
 
𝐸 = 𝐾𝑇𝐹𝐾.                                                                                                  (24) 
 
Теперь перед нами встала задача нахождения либо фундаментальной 
матрицы F, либо существенной матрицы E, из которой позже мы сможем 
получить R и t. 
Вернемся к уравнению (21) и перепишем его в виде (𝑥𝑧
𝐴 = 1 и 𝑥𝑧
𝐵 = 1): 
 
𝐹11 𝑥𝑥
𝐴𝑥𝑥
𝐵 + 𝐹12 𝑥𝑦
𝐴𝑥𝑥
𝐵 + 𝐹13 𝑥𝑥
𝐵 + 𝐹21 𝑥𝑥
𝐴𝑥𝑦
𝐵 + 𝐹22 𝑥𝑦
𝐴𝑥𝑦
𝐵 + 𝐹23 𝑥𝑦
𝐵 + 𝐹31 𝑥𝑥
𝐴 +
𝐹32 𝑥𝑦
𝐴 + 𝐹33 = 0.                                                                                  (25) 
 
Здесь опущен параметр i ради удобства, но имеем ввиду что (25) 
справедливо для каждой точки. 
Введем вектор f и матрицу M: 
 
𝑓 = (𝐹11 𝐹12 𝐹13 𝐹21 𝐹22 𝐹23 𝐹31 𝐹32 𝐹33),  
 
𝑀 = (
𝑥1 𝑥
𝐴 𝑥1 𝑥
𝐵 𝑥1 𝑦
𝐴 𝑥1 𝑥
𝐵 𝑥1 𝑥
𝐵
𝑥2 𝑥
𝐴 𝑥2 𝑥
𝐵 𝑥2 𝑦
𝐴 𝑥2 𝑥
𝐵 𝑥2 𝑥
𝐵
…   
    
𝑥1 𝑥
𝐴 𝑥1 𝑦
𝐵 𝑥1 𝑦
𝐴 𝑥1 𝑦
𝐵 𝑥1 𝑦
𝐵
𝑥2 𝑥
𝐴 𝑥2 𝑦
𝐵 𝑥2 𝑦
𝐴 𝑥2 𝑦
𝐵 𝑥2 𝑦
𝐵
   
    
𝑥1 𝑥
𝐴 𝑥1 𝑦
𝐴 1
𝑥2 𝑥
𝐴 𝑥2 𝑦
𝐴 1
   
) . 
 
 
Тогда всю систему уравнений можно представить в виде: 
 
𝑀𝑓 = 0.                                                                                                                     (26) 
 
Поскольку уравнение однородно по коэффициентам F, можно положить, 
что 𝐹33 = 1, и использовать минимум 8 точечных соответствий для записи (26) в 
виде системы 8х8 неоднородных линейных уравнений: 
 (
 
 
 
 
 
 
 
 
𝑥1 𝑥
𝐴 𝑥1 𝑥
𝐵 𝑥1 𝑦
𝐴 𝑥1 𝑥
𝐵
𝑥2 𝑥
𝐴 𝑥2 𝑥
𝐵 𝑥2 𝑦
𝐴 𝑥2 𝑥
𝐵
𝑥3 𝑥
𝐴 𝑥3 𝑥
𝐵 𝑥3 𝑦
𝐴 𝑥3 𝑥
𝐵
    
𝑥1 𝑥
𝐵 𝑥1 𝑥
𝐴 𝑥1 𝑦
𝐵 𝑥1 𝑦
𝐴 𝑥1 𝑦
𝐵
𝑥2 𝑥
𝐵 𝑥2 𝑥
𝐴 𝑥2 𝑦
𝐵 𝑥2 𝑦
𝐴 𝑥2 𝑦
𝐵
𝑥3 𝑥
𝐵 𝑥3 𝑥
𝐴 𝑥3 𝑦
𝐵 𝑥3 𝑦
𝐴 𝑥3 𝑦
𝐵
     
𝑥1 𝑦
𝐵 𝑥1 𝑥
𝐴 𝑥1 𝑦
𝐴
𝑥2 𝑦
𝐵 𝑥2 𝑥
𝐴 𝑥2 𝑦
𝐴
𝑥3 𝑦
𝐵 𝑥3 𝑥
𝐴 𝑥3 𝑦
𝐴
𝑥4 𝑥
𝐴 𝑥4 𝑥
𝐵 𝑥4 𝑦
𝐴 𝑥4 𝑥
𝐵 𝑥4 𝑥
𝐵 𝑥4 𝑥
𝐴 𝑥4 𝑦
𝐵 𝑥4 𝑦
𝐴 𝑥4 𝑦
𝐵 𝑥4 𝑦
𝐵 𝑥4 𝑥
𝐴 𝑥4 𝑦
𝐴
𝑥5 𝑥
𝐴 𝑥5 𝑥
𝐵 𝑥5 𝑦
𝐴 𝑥5 𝑥
𝐵 𝑥5 𝑥
𝐵 𝑥5 𝑥
𝐴 𝑥5 𝑦
𝐵 𝑥5 𝑦
𝐴 𝑥5 𝑦
𝐵 𝑥5 𝑦
𝐵 𝑥5 𝑥
𝐴 𝑥5 𝑦
𝐴
𝑥6 𝑥
𝐴 𝑥6 𝑥
𝐵 𝑥6 𝑦
𝐴 𝑥6 𝑥
𝐵 𝑥6 𝑥
𝐵 𝑥6 𝑥
𝐴 𝑥6 𝑦
𝐵 𝑥6 𝑦
𝐴 𝑥6 𝑦
𝐵 𝑥6 𝑦
𝐵 𝑥6 𝑥
𝐴 𝑥6 𝑦
𝐴
𝑥7 𝑥
𝐴 𝑥7 𝑥
𝐵 𝑥7 𝑦
𝐴 𝑥7 𝑥
𝐵 𝑥7 𝑥
𝐵 𝑥7 𝑥
𝐴 𝑥7 𝑦
𝐵 𝑥7 𝑦
𝐴 𝑥7 𝑦
𝐵 𝑥7 𝑦
𝐵 𝑥7 𝑥
𝐴 𝑥7 𝑦
𝐴
𝑥8 𝑥
𝐴 𝑥8 𝑥
𝐵 𝑥8 𝑦
𝐴 𝑥8 𝑥
𝐵 𝑥8 𝑥
𝐵 𝑥8 𝑥
𝐴 𝑥8 𝑦
𝐵 𝑥8 𝑦
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.                                                                                                            (27) 
 
 Использование этой системы для нахождения фундаментальной матрицы 
даёт т.н. восьмиточечный алгоритм, первоначально предложенный Лонгетом-
Хиггинсом. Очевидным решением здесь является нулевой вектор, но нас 
интересуют не тривиальные решения. Стоит отметить, что использование 
алгоритма некорректно, если матрица 8х8 сингулярна. 
Теперь получим положения камер из существенной матрицы. 
 
Введем матрицу H:  
 
𝐻 = (
0 −1 0
1 0 0
0 0 1
). 
 
Используем сингулярное разложение на существенной матрице: 
 
𝐸 = 𝑈𝑊𝑉𝑇 .                                                                                                 (28) 
 
Тогда получаем такие решения: 
 
𝑅1 = 𝑈𝐻𝑉
𝑇, 
𝑅2 = 𝑈𝐻
𝑇𝑉𝑇, 
𝑐1 = (𝑈
𝑇)3, 
𝑐2 = −(𝑈
𝑇)3, 
 
где 𝑐1 , 𝑐2 — координаты положения камеры. 
Нам же необходимо положение камеры в локальных координатах самой 
камеры:  
 
𝑡 = −𝑅 ∗ 𝑐.                                                                                                  (29) 
 
Выходит четыре решения: [𝑅1|−𝑅1𝑐1],  [𝑅1|−𝑅1𝑐2],  [𝑅2|−𝑅2𝑐1], 
[𝑅2|−𝑅2𝑐2]. В случае 8-ми точечного алгоритма, выбираем из этих четырёх 
решений. Выбрать нужно только одно, то, которое будет давать меньше ошибок. 
Для вычисление точек в трехмерном пространстве возьмем больше, чем два 
кадра — A, B, C, … 
[𝑅𝐴|𝑡𝐴], [𝑅𝐵|𝑡𝐵], [𝑅𝐶|𝑡𝐶] …  — положение камер кадров A, B, C, …  
𝑛𝑥𝐴, 𝑛𝑥𝐵, 𝑛𝑥𝐶  — нормализованные точки. 
Необходимо найти трехмерные координаты точки - X, используем 
уравнение (19) и составим систему, решив которую мы получим искомые 
координаты: 
 
{
 
 
𝑛𝑥𝐴 = [𝑅𝐴|𝑡𝐴](𝑋
1
),
𝑛𝑥𝐵 = [𝑅𝐵|𝑡𝐵](𝑋
1
),
𝑛𝑥𝐶 = [𝑅𝐶|𝑡𝐶](𝑋
1
),
…
                                                                                   (30) 
 
Чтобы работать с последовательностью кадров, нужно просто разбить 
последовательность на последовательные пары кадров. Обрабатывая пары 
кадров, мы получаем смещение камеры от одного кадра к другому. Из этого 
можно получить координаты положения камеры в остальных кадрах. По точкам-
соответствиям получаем трехмерные координаты точек в пространстве и 
получаем облако точек, которое можно превратить в трехмерную модель. [3][4] 
 
  
2 Требования к программному продукту 
Перечислим требования к реализуемой программе. 
1) Доступность конечному пользователю в любое время 
2) Кроссплатформенность 
3) Пользовательский интерфейс 
4) Небольшая нагрузка на клиентское устройство 
5) Получение модели облака точек в виде файла 
 
2.1 Обзор программных средств 
Рассмотрим некоторые программные решения, уже реализующие задачу 
трёхмерной реконструкции. 
В Технологическом университете Квинсленда (Австралия) разработана 
программа 3DSee, которая генерирует 3D-модели на основе обычных 
фотографий — автоматически, без человеческого участия. Входные данные 
состоят из 5-15 фотографий, которые соответствуют требованиям, в том числе 
должны пересекаться как минимум на 80-90%.  
Программа ищет точки пересечения, анализирует характеристики оптической 
системы, создаёт файл геометрии сцены и производит трёхмерную 
реконструкцию. 
В Disney Research было разработано приложение, способное строить 3D-
модели из обычных фотографий. Благодаря оригинальному алгоритму, 
программа способна из нескольких сотен изображений строить трехмерные 
модели сложных сцен. Особенность этой программы в том, что используемый 
программой алгоритм умеет эффективно распоряжаться огромными масштабами 
данных, обрабатывая их без необходимости держать все данные в памяти 
одновременно. 
PhotoModeler от Eos Systems является одним из наиболее известных в мире 
пакетов фотограмметрического ПО, предназначенным для получения 
трехмерных моделей: эскизов на основе фотографий, которые создаются путем 
преобразования двумерной информации, содержащейся в фотографиях, в точно 
рассчитанные трехмерные точки, линии и плоскости, а затем могут быть 
экспортированы в программы трёхмерного моделирования. Создание 
трехмерной модели в PhotoModeler — операция непростая в силу того, что 
многие действия приходится выполнять вручную. Вначале необходимо получить 
и отсканировать фотографии. Идеальный вариант — наличие такого количества 
фотографий, чтобы каждая большая отдельная плоскость объекта была 
запечатлена не менее чем с двух различных точек. Затем определяются 
параметры камеры (при этом допускается использование разных камер для 
разных снимков), определяются размеры объекта, для которого создается 3D-
модель, и задается местоположение каждой из камер. После этого также вручную 
расставляются ключевые опорные точки, устанавливается тип связи между 
отдельными группами точек в виде линий или плоскостей. На последнем этапе 
на основе опорных точек, линий и плоскостей программа генерирует 
трехмерную модель, которую можно будет экспортировать в CAD-программу. 
Оценить полученный результат позволяет модуль 3D Viewer, благодаря 
которому можно подробно рассматривать и вращать любые модели. 
Компания Auotodesk, также разработала облачный сервис под названием 
123D Catch, который позволяет в автоматическом режиме построить 3D модель 
объекта по набору фотоизображений. Есть несколько ограничений на 
изображения и процесс съемки: 
 Сначала производится съемка объекта со всех сторон, а затем 
делаются более детальные виды (если требуется); 
 Объект должен быть неподвижен. Необходимо перемещаться 
вокруг него, а не вращать объект; 
 Каждый последующий кадр должен накладываться/пересекать 
предыдущий; 
 Сервис не работает с прозрачными объектами; 
 Количество фотографий не должно превышать 70 штук; 
 Размер фото уменьшается на серверах сервиса до 3 
мегапикселей.  
В результате получаются модели, которые можно сохранить в разных 
форматах. 
 
В результате обзора действующих программных средств, было принято 
решение о создании собственного программного продукта, которое 
удовлетворяло бы поставленные цели. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3 Разработка программного продукта 
 
3.1 Обзор инструментальных средств 
 
В настоящее время существует достаточно небольшой выбор 
программных библиотек с реализацией алгоритмов компьютерного зрения. 
Некоторые из них являются проприетарными со строгим процессом 
лицензирования, некоторые и вовсе являются частными закрытыми 
разработками внутри корпораций (Intel, Microsoft, Google) [5,6], а некоторые 
результатом деятельности свободного сообщества программистов, 
университетов и компаний со всего мира, и распространяемые под 
свободными лицензиями. Именно библиотеки со свободным 
лицензированием рассматривались в качестве инструментального средства 
для разработки настоящего программного продукта ввиду своей 
доступности и подробной документации.  
Существуют две основные библиотеки компьютерного зрения такого 
вида: 
 PCL (Point-Clouds Library) 
 OpenCV (Open Source Computer Vision) 
 
PCL – это большой, масштабируемый открытый проект для работы с 
изображениями и обработкой облаков точек. PCL содержит множество 
высокотехнологичных алгоритмов включающих в себя фильтрацию, 
получение особенностей на изображении, реконструкцию поверхности, 
фиксацию объектов, подгонку моделей, и сегментацию. Распространяется на 
условия лицензии BSD и может свободно применяться для коммерческого и 
исследовательского использования. [7] 
 
OpenCV – это программная библиотека компьютерного зрения и машинного 
обучения с открытым исходным кодом. OpenCV была разработана с целью 
предоставления инфраструктуры для программных продуктов 
компьютерного зрения и использования машинного восприятия в 
коммерческих продуктах. Библиотека содержит более 2500 
оптимизированных алгоритмов, которые включают в себя полный набор как 
классических, так и современных алгоритмов компьютерного зрения и 
машинного обучения. Алгоритмы могут быть использованы для определения 
и распознавания лиц, определения объектов, классификации движений 
человека на видео, отслеживания движений объектов,  извлечение 3D 
моделей из объектов, получение трёхмерных облаков точек из стереокамер 
и многое другое. OpenCV имеет более чем 47 тысяч человек в сообществе и 
примерное количество загрузок превышает 7 миллионов. Библиотека 
широко используется в компаниях, исследовательских группах и 
государственных органах. Будучи выпущенным под лицензией BSD, 
библиотека является доступной для использования и модификации . [8] 
LibMV – это программно-аппаратной часть реализующая компьютерное 
зрение в программном пакете Blender. В отличие от многих библиотек 
компьютерного зрения с широким спектром задач, LibMV сфокусирована на 
алгоритмах сопоставления движений, плотной реконструкции, 
реконструкции из неорганизованной коллекции фотографий, распознавании 
изображений и др. [9] 
 
3.2 Выбор инструментальных средств 
 
В данном дипломном проекте была выбрана библиотека OpenCV, как 
наиболее широко распространённая и сопровождаемая подробной 
документацией. В её поставке содержится модуль SFM (Structure-From-
Motion). Этот модуль содержит алгоритмы для выполнения трёхмерной 
реконструкции из двумерных изображений. Ядром модуля является 
облегчённая версия библиотеки LibMV, которая в свою очередь разделена 
на несколько отдельных модулей, что позволило выделить часть для 
процесса «Структура из движения», то есть для решения задачи построения 
облака точек в пространстве. [10] 
 
3.3 Архитектура программного продукта 
 
В современном мире, достигшем разнообразия пользовательских 
устройств, платформ, операционных систем, где всё больше таких устройств 
имеют доступ в Интернет, и сами устройства становятся всё более 
доступными (например, смартфоны) наибольшей унификации платформы 
для конечного программного продукта позволяет достичь такая модель 
приложения как «клиент-сервер». Однако и слабая вычислительная 
мощность клиентских устройств не позволяет эффективно и оперативно 
выполнять трёхмерную реконструкцию, тогда как модель «клиент-сервер» 
позволяет проводить вычисления на высокопроизводительном 
оборудовании, обслуживать несколько запросов одновременно и оперативно 
доставлять результат. Стандартизация клиентов для взаимодействия с 
Интернетом не подлежит сомнению, тогда как гибкость сервера в свою 
очередь напротив позволяет решать задачу с минимальной подстройкой под 
платформу, существенно упрощая её реализацию. Также модель «клиент-
сервер» позволяет разделить программный продукт на две существенные 
части и облегчить разработку каждого из них.  
При реализации данного программного продукта была выбрана именно 
модель «клиент-сервер» ввиду вышеперечисленных достоинств. 
В общем виде, архитектуру приложения можно представить в виде 
блок-схемы изображённой на рисунке 4. 
 
 
Рисунок 4 – Архитектура приложения 
 
Описание компонентов: 
 
 Сервер на базе операционной системы GNU/Linux – любой компьютер 
с сетевой картой и доступом в интернет и установленной на нём 
операционной системой Debian GNU/Linux; 
 Веб-сервер Apache – установленный из пакетов ОС Debian с 
поддержкой подключаемых модулей; 
 Модуль CGI – модуль из стандартной поставки веб-сервера Apache, 
позволяющий выполняться сценариям и программам на многих 
языках программирования; 
 Веб-страницы – написанные на чистом языке разметки HTML для 
предоставления конечному пользователю удобный пользовательский 
интерфейс; 
 Модуль взаимодействия с клиентом – написанная на языке 
программирования Python программа, работающая в контексте CGI, 
которая выполняет загрузку предоставленных пользователем 
изображений, подготовку, выполнение программного модуля 
трёхмерной реконструкции с передачей ему входных данных и 
динамическое построение HTML страницы с результатом процесса 
реконструкции; 
 Программный модуль для процесса реконструкции – это написанное 
на языке программирования C++ приложение, выполняющееся в 
контексте операционной системы и использующее библиотеку 
OpenCV с модулем SFM для создания облака точек. 
 
3.4 Логика программного продукта 
 
Сервер на базе 
операционной 
системы GNU/Linux
Веб-сервер Apache
Модуль 
взаимодействия с 
клиентом – сценарий 
py.cgi
Программный 
модуль для процесса 
реконструкции
sfmBackend
Модуль CGI
Веб-страница
index.html
Как уже говорилось ранее, модель клиент-сервер позволяет разделить 
работу приложения на две основных части, что позволяет разделить и логику 
взаимодействия с приложением, упростить её. При обращении к серверу, 
пользователь переходит на стартовую веб-страницу (рисунок 5), где видит 
предложение выбрать файлы для загрузки и ввести параметр своей 
фотокамеры – фокальное расстояние в пикселах.  
 
 
Рисунок 5 – Стартовая страница ресурса 
 
Нажимая кнопку «Рассчитать облако точек», пользователь вызывает 
сценарий «py.cgi», который выполняет следующие действия: 
 Проверка поданных на вход файлов, их количество; 
 Присвоение сеансу уникального идентификатора с помощью 
генератора псевдослучайных чисел; 
 Создание подпапки в директории сервера, именованная как 
идентификатор сеанса; 
 Загрузка изображений в созданную папку; 
 Создание пустого выходного файла, содержащего облако точек;  
 Формирование параметров для запуска «sfmBackend»; 
 Запуск «sfmBackend» с входными данными в виде списка путей 
к изображениям, фокального расстояния и пути к выходному 
файлу; 
 Динамическое формирование HTML страницы с результатом 
работы и гиперссылкой на загружаемый файл модели  (рисунок 
6). 
Процесс работы «sfmBackend» происходит следующим образом: 
 «sfmBackend» выполняет построение облака точек на основе 
входных данных; 
 Производит запись облака точек в файл с расширением «.ply». 
В конечном счёте пользователь получает облако точек в  файле с форматом 
«Polygon File Format» или «Stanford File Format». [11] И может 
визуализировать у себя на клиентской машине с использованием доступных 
ему средств визуализации. 
 
 
Рисунок 6 – Страница с результатом работы приложения 
 
4 Экспериментальные исследования 
 
Были проведены экспериментальные исследования в формате фотосъёмки 
объекта, его последующей реконструкции и визуализации в программе 
Blender. [12] 
Все вычисления производились на тестовом компьютере с установленными 
3 ГБ RAM и процессором Intel Core i5 Dual-Core 2,0 ГГц.  
 
Входные данные первого эксперимента представлены на рисунке 7. 
 
 
Рисунок 7 – Фрагмент входных данных 
Общее количество снимков: 16. Разрешение 2048x1536 пикселей. Время, 
которое потребовалось программному продукту для расчёта – 305,6 секунд. 
Полученное количество точек: 22207.  
Результат визуализации представлен на рисунке 8. 
 
 
Рисунок 8 – визуализация облака точек в редакторе Blender 
 
Входные данные: 9 изображений с разрешением 2048х1536, фрагмент на 
рисунке 9. Количество точек в облаке: 13602. Время, затраченное 
программой: 120,5 секунд. 
 
 
Рисунок 9 – Фрагмент входных данных для второго эксперимента 
 
Результат в виде облака точек представлен на рисунке 10. 
  
Рисунок 10 – визуализация облака точек в редакторе Blender. 
 
Следующий эксперимент. Входные данные: 29 изображений с разрешением 
2048х1536, фрагмент представлен на рисунке 11. Количество найденных 
точек: 35978. Время выполнения вычислений: 8 минут. Визуализация 
представлена на рисунке 12. 
 
 
Рисунок 11 – фрагмент входных данных 
 
 
Рисунок 12 – визуализация облака точек в редакторе Blender 
 
  
Заключительный эксперимент. Входные данные 17 изображений с разрешением 
2048х1536 пикселей. 12675 вычисленных точек в пространстве, затраченное 
время 319 секунд. Фрагмент входных данных представлен на рисунке 13. 
Визуализация результата на рисунке 14. 
 
 
Рисунок 13 – фрагмент входных данных 
 
 
Рисунок 14 – визуализация облака точек в редакторе Blender 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ЗАКЛЮЧЕНИЕ 
 В данной дипломной работе были проведены исследования на тему 
получения облака точек в трёхмерном пространстве из множества изображений. 
Был составлен список требований к программному средству, решающему задачу 
трёхмерной реконструкции и проведён обзор существующих программных 
средств, выполняющих задачу. На основании этого было принято решение о 
создании собственного программного продукта. В процессе создания 
программного продукта был выполнен обзор существующих программных 
средств, реализующих алгоритмы для реконструкции реальных объектов. Был 
реализован программный продукт, создающий компьютерную 3D модель 
реально существующего объекта в виде облака точек с использованием 
современных средств и методов разработки.  
а) Программный продукт использует реализацию необходимых для 
трёхмерной реконструкции алгоритмов в виде программной 
библиотеки OpenCV, состоящей из набора программных интерфейсов 
(API). А также мощную серверную инфраструктуру, для 
кроссплатформенной работы программного продукта и выполнения 
необходимых вычислений на высокопроизводительной серверной 
составляющей, с передачей результата на клиентское устройство. 
б) Взаимодействие с пользователем программного продукта производится 
через графический интерфейс (UI), посредством удалённого доступа 
через Интернет и не требует от клиентского устройства высокой 
производительности. 
Полученные результаты имеют практическое значение, например, 
построение моделей с использованием 3D принтера, изучение возможностей 
моделирования объектов реального мира. Но необходимо заявить и о 
недоработках, среди которых скудный графический интерфейс, 
неоптимизированная работа программы и высокая зависимость качества 
реконструкции от входных данных. Всё это говорит о том, что несомненно, 
данная дипломная работа является предметом дальнейшего глубокого 
исследования, и доработки вышеперечисленных недостатков. 
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