This paper proposes an enhanced cultural algorithm to solve the short-term generation scheduling of hydrothermal systems problem, in which differential evolution is embedded into a cultural algorithm and applies two knowledge sources to influence the variation operator of differential evolution and couples with simple selection criteria based on feasibility rules and heuristic search strategies to handle constraints in the cultural algorithm effectively. A test hydrothermal system is used to verify the feasibility and effectiveness of the proposed method.
INTRODUCTION

Short-term hydrothermal generation scheduling (SHGS) is
one of the most important and challenging optimization problems in the economic operation of power systems. In a hydrothermal power system, the water resources available for electrical generation are represented by the inflows to the hydropower plants and the water stored in their reservoirs. Thus, the available resources at each stage of the operation planning horizon depend on the previous use of the water, which establishes a dynamic relationship among the operation decisions made along the whole horizon. The purpose of short-term hydrothermal scheduling is to find the optimal amount of water release for hydroand thermal generation in the system to meet the load demands over a scheduling horizon of one day or a few days. As the sources for hydropower are natural water resources with almost zero operational cost, the objective of the short-term optimal hydrothermal scheduling problem essentially reduces to minimizing the fuel cost of thermal plants over all the scheduling period of time while satisfying various constraints. The practical constraints to be satisfied include generator-load power balance equations and total water discharge constraint as the equality constraints and reservoir storage limits and the operational limits of the hydro-as well as thermal generators as the inequality constraints. Thus, the short-term hydrothermal generation scheduling problem becomes a typical large-scale, dynamic, non-convex nonlinear constrained optimization problem.
The importance of hydrothermal generation scheduling is well recognized. An efficient generation schedule not only reduces the production costs but also increases the system reliability and maximizes the energy capability of the reservoirs. Therefore, many methods have been developed to solve this problem over the past decades. The major methods include variational calculus (Grake & algorithm (Turgeon 1981; Lee 1989) , Lagrangian relaxation method (Tufegdzic 1996; Salam & Mohamed 1998 ) and modern heuristics algorithms such as artificial neural networks (Naresh & Sharma 1999) , evolutionary algorithm [17 -20] (Chen & Chang 1996; Yang & Yang 1996; Orero & Irving 1998; Werner & Verstege 1999) , chaotic optimization (Yuan & Yuan 2002) , ant colony (Huang 2001) , Tabu search (Bai & Shahidehpour 1996) and simulated annealing (Wong & Wong 1994) . But these methods have one or another drawback such as dimensionality difficulties, large memory requirement or an inability to handle nonlinear characteristics, premature phenomena and trapping into local optimum, taking too much computation time. Thus, improving current optimization techniques and exploring new methods to solve short-term hydrothermal generation scheduling has great significance so as to efficiently utilize water resources, which can be regarded as a renewable source of energy.
In recent years, a new optimization method known as cultural algorithm proposed by Reynolds in 1994 (Reynolds 1994 has become a candidate for optimization applications due to its flexibility and efficiency. The cultural algorithm is a technique that incorporates domain knowledge obtained during the evolutionary process so as to make the search process more efficient. It has been successfully applied to solve optimization problems and promises to overcome some shortcomings of the above optimization methods.
In our earlier work, the optimal daily generation scheduling of hydrothermal systems has been first solved by the cultural algorithm (CA) (Yuan & Yuan 2006) . In the proposed CA method for solving the SHGS problem, belief cells with an n-dimensional regional-based schema are adopted to support the acquisition, storage and integration of knowledge about constraints of the SHGS problem in CA. The belief space contains a set of these schemata, which can be used to guide the search in a direct way by pruning the infeasible regions and promoting the promising regions. Meanwhile, evolutionary programming (EP) is used as a population space in cultural algorithms. The exploration of the EP population serves to modify these belief-cell schemata, which are used to guide the production of new individuals in the population component in return.
This paper proposes a new enhanced cultural algorithm (ECA) to solve the short-term generation scheduling of hydrothermal systems problem. The proposed ECA method is enhanced over the method of Yuan & Yuan (2006) by simple feasibility-based selection comparison techniques and heuristic search strategies to handling constraints effectively, especially for the water dynamic balance equation and reservoir end-volume equality constraints in the SHGS problem. Moreover, differential evolution is used as a population space to replace evolutionary programming in the cultural algorithm, which was not considered in the previous work for solving the SHGS problem. Differential evolution is a recently developed evolutionary algorithm, which has been found to be a very robust optimization technique. Differential evolution appeared a better choice for the population space than evolutionary programming when dealing with constrained search spaces in cultural algorithms. Finally, simulation results demonstrate the feasibility and effectiveness of the proposed method for solving the SHGS problem in terms of convergence speed and solution precision compared to those of the augmented Lagrange method, two-phase neural network, genetic algorithm and differential evolution. This paper is organized as follows. The next section provides the notation used in the paper along with the mathematical formulation of the short-term hydrothermal scheduling problem. Then we introduce the basics of the cultural algorithm. The fourth section briefly describes differential evolution. We then propose an enhanced cultural algorithm (ECA). The next section presents the ECA for solving short-term hydrothermal generation scheduling problem. The seventh section gives a numerical example, followed by our conclusions.
PROBLEM FORMULATIONS Notation
To formulate the problem mathematically, the following notation used in this paper is first introduced: Objective function:
Subject to the following constraints:
System load balance:
Thermal plant power generation limits:
Hydro plant power generation limits:
Hydro plant discharge limits:
Reservoir storage volumes limits:
Initial and terminal reservoir storage volumes:
Water dynamic balance equation with transport delay time:
Hydropower generation characteristics
The number of hydro units is often larger than that of hydro plants in the power system. Therefore, to avoid tedious computation, the proposed method emphasizes an equivalent hydro plant model rather than individual hydro units (Wood & Wollenberg 1996) . In the problem modeling, the equivalent model is constructed with the goal of maximizing the total plant generation output under various water discharge rates. A curve-fitting approach is applied to perform the model regression task. Because the hydro generator power output is related to the amount of reservoir storage and water discharge through the turbine, this function can be generally summarized as follows:
To represent the generation characteristics of hydro plants, the quadratic function is selected as an approximation in the formulation, where the head effects are also included.
In this paper, the following expression, taken from the literature (Orero & Irving 1998; Naresh & Sharma 1999) is used to calculate hydro plant power generation output:
BASICS OF CULTURAL ALGORITHM
Some social researchers have suggested that culture might be symbolically encoded and transmitted within and between populations as another inheritance mechanism. According to this idea, Reynolds proposed a cultural algorithm (CA) model (Reynolds 1994; Reynolds & Zhu 2001) in which cultural evolution is seen as an inheritance process that operates at two levels: the micro-evolutionary and the macro-evolutionary levels. At the micro-evolutionary level, individuals are described in terms of behavioral traits (which could be socially acceptable or unacceptable). These behavioral traits are passed from generation to generation using several socially motivated operators. At the macro-evolutionary level, individuals are able to generate 'mappa', or generalized descriptions of their experiences. Individual mappa can be merged and modified to form 'group mappa' using a set of operators.
Both levels share a communication link.
CA is a technique that adds domain knowledge to evolutionary computation methods. It is based on the assumption that domain knowledge can be extracted during the evolutionary process by means of the evaluation of each point generated. This process of extraction and use of information has been shown to be effective in decreasing computational cost while approximating global optima in optimization problems.
As seen in Figure 1 , CA operates on two spaces. First, they operate on the population space which consists of a set of possible solutions to the problem and can be modeled using any population-based technique, such as genetic algorithm and evolutionary programming. The second space is the belief space, where the knowledge acquired by the individuals during the evolutionary process is stored.
In CA, the information acquired by an individual can be as follows (Storn & Price 1997) .
with randomly chosen integers indexes r 1 ,r 2 ,r 3 [ {1,2, … NP}.
Note that indexes have to be different from each other and from the running index. F is a real number between [0, 1] which controls the amplification of the differential variation (X r2,G 2 X r3,G ).
Crossover
In order to increase the diversity of the perturbed parameter vectors, crossover is introduced. The target vector is mixed with the mutated vector, using the following scheme, to
where rand( j) is the jth evaluation of a uniform random number generator between [0, 1] . CR is the crossover constant between [0,1] which has to be determined by the user. rnb(i) is a randomly chosen index (1,2, … ,D) which ensures that U i,G þ 1 gets at least one parameter from V i,G þ 1 .
Otherwise, no new parent vector would be produced and the population would not alter.
Selection
To decide whether or not it should become a member of generation G þ 1, the trial vector U i,G þ 1 is compared to the target vector X i,G using the greedy criterion. Assume that the objective function is to be minimized, according to the following rule:
That is, if vector U i,G þ 1 yields a better cost function value than X i,G , then X i,G þ 1 is set to U i,G þ 1 ; otherwise, the old value X i,G is retained. As a result, all the individuals of the next generation are as good as or better than their counterparts in the current generation. The interesting point concerning the DE selection scheme is that a trial vector is only compared to one individual vector, not to all the individual vectors in the current population.
ENHANCED CULTURAL ALGORITHM
The proposed enhanced cultural algorithm (ECA) uses a differential algorithm instead of a genetic algorithm in the population space and embeds a new constraint handling method into the cultural algorithm. Next we will describe the structure of ECA in detail.
The belief space
In the enhanced cultural algorithm, the belief space is divided into two knowledge sources: situational and normative (Ricardo & Coello 2006) .
Situational knowledge
Situational knowledge provides a set of exemplary cases that are useful for the interpretation of specific individual experiences. It leads individuals to move toward the best exemplar E found along the evolutionary process.
The variation operators of DE are influenced in the following way: The update of the situational knowledge is done by replacing the stored individual E by the best individual found in the current population x best , only if x best is better than E:
Normative knowledge
Normative knowledge is a set of promising decision variable ranges that provide standards for individual behavior and guidelines within which individual adjustments can be made.
Normative knowledge leads individuals to jump into the good range that has been found, if they are not already there.
Suppose l i and u i denote the lower and upper bounds for the ith decision variable, respectively, and FL i and FU i
denote the values of the fitness function associated with that
bound. The following expression shows the influence of the normative knowledge on the variation operators:
We introduce the scaling factor (u i 2 l i )/K i for the mutation to be proportional to the interval of the normative knowledge for the ith decision variable.
The update of the normative knowledge is as follows. 
where l is a parameter given by the user between (0, 1) (l is 0.2 in this paper); g is the generation counter and popsize is population size.
Influence function
The influence function controls the information flow from the belief space to the population space. This information (knowledge) can be applied to guide the evolutionary search in the population space. The influence function is responsible for choosing the knowledge source to be applied to the variation operator of DE. At the beginning, two knowledge sources have the same probability p k ¼ 0.5 of being applied, because there are only two knowledge sources; but during the evolutionary process, the probability of knowledge source k to be applied is
where v k are the times that an individual generated by the knowledge source k outperforms its parent in the current generation and v are the times that an individual generated (by any knowledge source) outperforms its parent in the current generation. The lower bound of p is the arbitrary value 0.1 to ensure that any knowledge source always has a positive probability of being applied. If v ¼ 0 during a generation, p k ¼ 0.5, as in the beginning.
Constraints handling in ECA
The short-term optimal generation scheduling of hydrothermal systems in the second section can be converted into the following constrained optimization problem: min fðQÞs:t:
T is a vector of n discharge decision variables of the short-term hydro- When we use the cultural algorithm to solve the above problem, a key problem is how to handle multiconstraints in CA effectively. At present the most popular strategy for handling constraints in the evolutionary algorithm is the use of penalty functions. Thus, the penalty function approach converts a constrained problem into an unconstrained one. When using a penalty function, the amount of constraint violation is used to punish an infeasible solution so that feasible solutions are favored by the selection process. Despite the popularity of penalty functions, they have several drawbacks, among which the main one is that they require a careful fine tuning of the penalty factors that accurately estimates the degree of penalization to be applied as to approach efficiently the feasible region.
In order to overcome the drawback in the choice of penalty factors, the constraint handling method adopted in this paper is substituted by the selection rule in DE (Equation (13)) with the following expression (Lampinen 2002) :
_ ' j [ {1; 2; … ; m} : g j ðU i;Gþ1 Þ . 0
; j [ {1; 2; … ; m} : maxðg j ðU i;Gþ1 Þ; 0Þ # maxðg j ðX i;G Þ; 0Þ
The selection rule selects the trial vector U i,Gþ1 to replace the old vector X i,G in the next generation in the following three cases. Otherwise, the old vector X i,G is preserved.
(1) Both vectors are feasible and the trial vector U i,G þ 1 has at least as good a value for the objective as the old vector X i,G has.
(2) The old vector X i,G violates at least one constraint whereas the trial vector U i,G þ 1 is feasible. 
ECA FOR SOLUTION OF THE SHGS PROBLEM
In this section, the procedures of the proposed ECA method for solving the short-term hydrothermal generation scheduling problem is described in detail. In particular, heuristic search strategies are designed on how to handle equality constraints of the SHGS problem when each individual finds an optimal solution during the evolutionary search process. The procedures of the ECA algorithm can be summarized as follows.
Initialization population space and belief space
In the initialization process, a set of individuals is created at random in the population space. The structure of an individual for the SHGS problem is composed of a set of discharge decision variables for each hydro plant over the scheduling horizon. Each individual contains real numbers randomly generated, representing the water discharge in each hydro plant at every dispatch horizon t as a
with length T £ N. These values are within the hydro plant discharge bounds (5). Note that it is very important to create a population of individuals satisfying the equality constraints (7) and (8). To satisfy the constraints (7) on the final reservoir storage volume and hydro plant water dynamic balance Equation (8), a dependent hydro discharge Q i;l is randomly selected. The initial population excluding the dependent hydro discharge is expressed as X 0 ¼ ½Q 1;1 ; … ; Q 1;l21 ; Q 1;lþ1 ; … ; Q 1;T ; Q 2;1 ; … ; Q 2;l21 ; Q 2;lþ1 ; … ; Q 2;T ; … ; Q N;1 ; … ; Q N;l21 ; Q N;lþ1 ; … ; Q N;T ·
The dependent hydro discharge Q l i is computed from (8) as
The process is repeated until the dependent hydro discharge Q l i does not violate the bound constraints (5). Using the hydro discharges, the volumes at different intervals are determined. According to hydro plant generation characteristics, hydro plant generation power can be obtained using its hydro discharges and storage volumes.
From the calculated hydro generation power, the thermal generation power is calculated using (2) and the objective function of the SHGS problem can be calculated using (1).
Then, constraint violations can be evaluated using current values of discharge, storage and thermal power over the scheduling period.
After creating the initial individual in the population space, the knowledge in the belief space is also initialized.
According to initial water discharge individuals Q in the population space, we find the best individual and set it as the initial situational knowledge. For the initial normative knowledge in belief space, l i and u i are set as the lower and upper bounds for the ith water discharge decision variable, respectively. FL i and FU i are set to þ 1 and K i ¼ u i 2 l i , for
Mutation operation considering constraints
For each individual in the population space, applying the mutation operator of differential evolution influenced by a randomly chosen situational knowledge (using Equation (14)) and normative knowledge (using Equation (16)) generates offspring individuals. The resulting values of offspring individuals are not always guaranteed to satisfy the equality constraints of the terminal reservoir storage volumes (7) and hydro plant water dynamic balance Equation (8). To resolve the equality constraints (7) and (8) without intervening in the dynamic process inherent in the ECA algorithm, we propose the following heuristic search strategies for all offspring individuals.
Step 1: Let the present iteration be k.
Step 2: Choose a hydro discharge element l of an offspring individual at random as the dependent hydro discharge. Let l ¼ 1.
Step 3: The dependent hydro discharge is computed using (23). If the computed hydro discharge doesn't violate the constraints (5) then go to step 6; otherwise go to the next step.
Step 4: The dependent discharge is fixed either to its maximum or minimum limit; then a new random element is chosen and l ¼ l þ 1.
Step 5: If l , ¼ T, then go to step 3; otherwise go to the next step.
Step 6: The modification process is terminated.
The new set of Np individuals thus obtained by the modification process will satisfy the final storage volume constraints (7) and hydro plant water dynamic balance Equation (8). While generating the random element it is ensured that it is not repeatedly selected. The DE algorithm cycle is continued with evaluation and selection operations.
Selection operation based on handling inequality constraints method
According to hydro discharges of each individual by the modification process, reservoir storage volumes over the scheduling period are calculated using (8). Each hydro plant's power over the scheduling period is determined by discharge and storage with hydro plant generation characteristics. From the hydro generation power, the thermal generation power is calculated using (2), and then the objective function value of the hydro scheduling problem is calculated using (1). The individual may not guarantee to satisfy the hydro generation power constraints (4) and reservoir storage volumes constraints (6). If any element of an individual violates constraint (4) or (6), the sum of the constraint violations is calculated.
Based on the constraint handling mechanism in this paper, the individuals of the next generation can be obtained by replacing the individual with the offspring if the offspring are better, which uses the objective function value of the individual and corresponding total constraint violations.
In this paper, the constraint violation value of an infeasible solution is calculated as follows:
½maxðg j ðQÞ; 0Þ ð24Þ
Suppose that P i (k) represents the ith individual at iteration generation k and X i (k þ 1) represents the newly generated ith offspring at iteration generation k þ 1. In the classical DE, P i ðk þ 1Þ ¼ X i ðk þ 1Þ only if fðX i ðk þ 1ÞÞ
, fðP i ðkÞÞ, while in our ECA, the feasibility-based rule is employed. That is, P i (k) will be replaced by X i (k þ 1) in any of the following scenarios:
(2) Both P i (k) and X i (k þ 1) are feasible, but
Update belief space
The situational knowledge in belief space is updated by Equation (15) with the accepted individuals. Based on
Equations (17) and (18), normative knowledge in belief space can be updated with the accepted individuals.
Stopping criteria
Check the termination condition. If the predefined maximum iteration number is reached, then the ECA is terminated and we obtain the optimal results. Otherwise, it is repeatedly carried out until the termination condition is satisfied.
Implementation steps of ECA for SHGS solution
The procedure of the proposed ECA for solving the shortterm generation scheduling of hydrothermal systems is described as follows.
Step 1: Set ECA algorithm parameters and input hydrothermal systems data.
Step 2: Initialize individual solution of water discharge vector Q for each hydro plant over the scheduling period in population space. Each individual randomly generated is coded using real numbers within their bounds constraint (5).
Step 3: According to Equation (8), calculate storage of the reservoirs over the scheduling period using current values of water discharge.
Step 4: Using water discharge and storage, determine power output of each hydro plant over the scheduling period.
Step 5: Calculate thermal power generation using load balance Equation (2) over the scheduling period, and then evaluate the objective function value (total cost of thermal generation) in terms of Equation (1).
Step 6: Evaluate constraint violations using current values of discharge, storage and thermal powers over the scheduling period.
Step 7: Initialize the situational knowledge in belief space. According to the initial water discharge individuals Q in population space, we find the best individual and set as initial situational knowledge.
Step 8: Initialize the normative knowledge in belief space. Let l i and u i be set as the lower and upper bounds for the ith water discharge decision variable, respectively. FL i and FU i are set to þ1and
Step 9: For each individual in the population space, apply the mutation operator of differential evolution influenced by a randomly chosen situational knowledge (using Equation (14)) and normative knowledge (using Equation (16)), and generate new offspring individual.
Step 10: According to Steps 3 -6, evaluate the offspring individual generated.
Step 11: Based on the constraint handling mechanism in this paper, replace the individual with the offspring, if the offspring is better.
Step 12: Based on Equation (15), update situational knowledge in belief space with the accepted individuals.
Step 13: Based on Equations (17) and (18), update normative knowledge in belief space with the accepted individuals.
Step 14: Check the termination condition. If the maximum iteration number is reached, then obtain the optimal results and stop. Otherwise, go to step 9. Figure 2 . This hydraulic test network models most of the complexities encountered in practical hydro networks.
The details of the data used for the present test network are given in Tables 1-3 . Load demand data for 24 h is given in Table 1, while Table 2 gives the hydro plant power generation coefficients. Bounds on reservoir storage volume, water discharge rates and boundary conditions on reservoir storage volume are given in Table 3 . In Table 3 Tables 5 and 6 , respectively.
To validate the results obtained with the proposed ECA method, the same problem is solved using a genetic algorithm (GA) and differential evolution (DE), which is used as a part of the population space of a cultural algorithm in this paper. The test results were also reported in Naresh & Sharma (1999) when this problem was solved using the augmented Lagrange method (ALM) and twophase neural network algorithm (TNN). Table 7 provides a comparison of the optimal thermal plant total cost and CPU execution time obtained from the proposed ECA method with that of ALM, TNN, GA and DE. From Table 7 , it is In the meantime, we examine the variation in thermal and GA are lacking this mechanism and thus make its search performance inferior to ECA.
As can be seen, the total thermal plant cost and the standard deviation obtained using the proposed ECA method for the test system are smaller, thus verifying that the ECA method has a better quality of solution and convergence characteristics for solving short-term hydrothermal generation scheduling.
CONCLUSIONS
In the short-term generation scheduling problem of hydrothermal systems, the complexity introduced by the cascade nature of the hydraulic network, the scheduling time linkage, nonlinear relationships in the problem variables and the water transport delay time, has made this optimal problem difficult to solve using optimization methods. This paper presents a new enhanced cultural algorithm to solve the short-term optimal generation scheduling of hydrothermal systems. Not only complicated hydraulic coupling can be dealt with conveniently, but also nonlinear relationships in the problem variables and the water transport delay time are all taken into account. Finally the proposed method is applied to a short-term optimal scheduling hydrothermal test system. Numerical experiments demonstrate the ability of the proposed method to solve the complex optimization problem with its large number of constraints. So it provides a new effective method to solve the short-term optimal generation scheduling of hydrothermal systems.
