Abstract. We describe an implementation of the generalized Schur algorithm for the superfast solution of real positive definite Toeplitz systems of order n + 1, where n = 2 ν . Our implementation uses the split-radix fast Fourier transform algorithms for real data of Duhamel. We are able to obtain the nth Szegő polynomial using fewer than 8n log 2 2 n real arithmetic operations without explicit use of the bit-reversal permutation. Since Levinson's algorithm requires slightly more than 2n 2 operations to obtain this polynomial, we achieve crossover with Levinson's algorithm at n = 256.
1. Introduction. Consider the linear system of equations M x = b, where
is a real symmetric positive definite Toeplitz matrix of order n + 1. In contrast with the standard Gaussian and Choleski factorization techniques, which require O(n 3 ) arithmetic operations, there are several well known fast, O(n 2 ), methods for solving a Toeplitz system of equations [21, 29, 4, 17] . More recently, several O(n log 2 n) methods have been presented [6, 8, 12, 22, 20] ; we refer to these methods as superfast Toeplitz solvers because they require substantially less computation than the fast Toeplitz solvers for sufficiently large n.
It is well known (see, e.g., [19, 18, 3] ) that fast Toeplitz solvers are based on ideas from the classical theory of polynomials orthogonal on the unit circle (Szegő polynomials). In particular, the Szegő polynomials can be identified with the columns of the reverse Choleski factorization of M −1 . This leads to the observation that the classical Szegő recursions [28, 1, 14] are equivalent with the Levinson-Durbin algorithm for the Yule-Walker equations [16] . Moreover, the decomposition of M −1 given by the Gohberg-Semencul formula is equivalent with the Christoffel-Darboux-Szegő formula. Schur's algorithm [23] provides another connection between Toeplitz solvers and classical analysis. Schur's algorithm generates a continued fraction representation of a holomorphic function mapping the unit disk in the complex plane into its closure, and is known to be closely related with the fast algorithms for finding the Choleski factorization of the positive definite Toeplitz matrix M [18, 22] .
A presentation of the superfast algorithm of de Hoog [12] and Musicus [22] that uses the theory of orthogonal polynomials on the unit circle is given in [2, 3] . This algorithm is naturally described in terms of a generalization of Schur's classical algorithm. The generalized Schur algorithm is a doubling procedure for calculating the linear fractional transformation that results from n steps of Schur's algorithm. This formulation provides a concise and classically motivated presentation of the algorithm of de Hoog and Musicus when applied to a positive definite matrix.
The implementation of the generalized Schur algorithm for the superfast solution of a (Hermitian) positive definite Toeplitz system is described in [2] . By using standard fast Fourier transform (FFT) techniques to perform the required polynomial recursions, we can construct the linear fractional transformation that results from n steps of Schur's algorithm in O(n log 2 2 n) complex multiplications. This process yields, without extra work, all n Schur parameters, also known as reflection coefficients or partial correlation coefficients. These parameters are often needed in applications.
The de Hoog-Musicus algorithm consists of two phases. First the nth degree Szegő polynomial is constructed from the linear fractional transformation obtained by the generalized Schur algorithm. Second, the Gohberg-Semencul formula is used to solve the Toeplitz system in O(n log 2 n) additional multiplications. Each phase involves the computation of cyclic convolutions. These convolutions are performed using in-place FFTs without explicit use of the bit-reversal permutation by using 'dual codes' and leaving all transformed data in bit-reversed order. If we insist that the transformed data be in correct order the number of necessary data accesses increases. Our implementation of the algorithm uses 2n log 2 2 n + O(n log 2 n) complex multiplications [2] . This operation count is less than those obtained by de Hoog and Musicus. Moreover, this algorithm requires the least amount of computation among the other superfast Toeplitz solvers [6, 8, 20] .
In this paper we describe an implementation of the generalized Schur algorithm for a real positive definite Toeplitz matrix. The implementation of this superfast Toeplitz solver for real (symmetric) positive definite matrices is conceptually the same. The essential difference is the use of FFT algorithms that exploit the inherent symmetries of the real data and their transforms. There are various ways to perform an FFT on real data in roughly half the computation as in the complex case [27] . We desire the most efficient algorithms possible since transforms of various size need to be performed repeatedly during the algorithm. We also want to be able perform the real convolutions without explicit use of the bit-reversal permutation. In Section 2, we consider some of the real FFT algorithms and show how the real split-radix FFT of Duhamel [13, 24, 25] suits our purpose. The generalized Schur algorithm is described in Section 3, and in Section 4 its implementation for real input data is described. In Section 5 we consider the superfast solution of a real positive definite Toeplitz system of equations by using the generalized Schur algorithm. We will see that the nth degree Szegő polynomial can be calculated in fewer than 8n log 2 2 n total real operations.
Evaluation of Real Cyclic
Convolutions. The efficient implementation of the generalized Schur algorithm relies on the use of fast Fourier transforms to evaluate cyclic convolutions. Several methods exist for calculating the Fourier transform of real data in roughly half the computation of the complex case. Each of these methods yields an efficient method for evaluating real convolutions, and results in an implementation of the generalized Schur algorithm for real data that requires roughly half the computation as in the complex case. Since convolutions of various sizes are performed repeatedly in the algorithm, we desire the most efficient real transforms possible. Moreover, we want to implement the algorithm without explicit use of the bit-reversal permutation. We avoided this permutation in the complex case, but since the transform of a real vector is not real, some additional considerations must be made to avoid the bit reversal for the case of real input data.
Recently, real FFT algorithms that can serve as dual codes to allow us to avoid the shuffling have been presented [9, 13, 24, 25] . In this section we show how the split-radix FFT for real data suits our purpose. The algorithms are described by considering the splitting in matrix notation, and precise operation counts are given for use in the subsequent sections. We will need the following lemmas in our derivation. Assume that n and n 0 are powers of two, and let lg n := log 2 n.
Lemma 2.1. If φ(n) = 2φ(n/2) + 2an lg n + bn + c for n > n 0 , then
where d is determined by the initial condition φ(n 0 ).
lg n where c and d are determined by φ(n 0 ) and φ(n 0 /2).
where e is determined by φ(n 0 ). These lemmas are directly verified by induction and are easily derived by considering the corresponding inhomogeneous linear difference equations for φ ν := φ(2 ν ). The discrete Fourier transform (DFT) of x ∈ C n is defined by F n x, where nF n := [ω jk n ] n−1 j,k=0 , ω n is the principal nth root of unity exp(2πi/n), andᾱ denotes the complex conjugate of α. The inverse discrete Fourier transform (IDFT) of y ∈ C n is then given by W n y, where
. There are various ways to compute the DFT or IDFT in O(n log n) arithmetic operations. Such an algorithm is called a fast Fourier transform (FFT) . In the following we focus, without loss of generality, on the computation of y = W n x.
Let K n = [e 0 , e n−1 , e n−2 , ..., e 1 ] and J n = [e n−1 , e n−2 , ..., e 0 ], respectively, be the n × n reflection and reversal matrices, where e 0 , ..., e n−1 are the columns of the n × n identity matrix. Then we have
where
. It is easily seen from (2.1) that whenever x ∈ R n , y = F n x satisfies K n y =ȳ; that is, η n−j =η j (j = 1, ..., n/2 − 1) and η 0 , η n/2 ∈ R. We will say the transformed vector y possesses conjugate-even (CE) symmetry . Thus the transform of a real vector is determined by the n real numbers that constitute its first n/2 + 1 components. There are various methods to compute the real to CE transform and its inverse in roughly half the computation as in the general (complex) case. Some of these methods are considered below.
Let α C , µ C , respectively, denote a complex addition and multiplication, and similarly for α R , µ R . Also let τ R denote a real arithmetic operation. We determine the number of real arithmetic operations using α C = 2α R , µ C = 2α R + 4µ R = 6τ R . In the following we ignore multiplication by 1 and i = √ −1. We also count the computation of the product of a complex number with an eighth root of unity as 2α R + 2µ R (since, e.g.,
. Our interest in FFTs is motivated by the desire to efficiently compute products of polynomials, or equivalently, cyclic convolutions. The cyclic (or periodic ) convolution
Note that from this definition, the computation of z requires O(n 2 ) operations. It is easily verified, however, that W n z = (W n x) · (W n y) (and F n z = (F n x) · (F n y)), where u · v denotes the Schur product (componentwise product) of the vectors u and v. Thus, if φ(n) denotes the computation required to compute a complex FFT of order n, z = x * y can be computed using 3φ(n) + nµ C operations. Moreover, if τ (n) denotes the computation required by a real to CE transform or its inverse transform, then the cyclic convolution of x, y ∈ R n can be computed in 3τ (n) + (n/2 − 1)µ C + 2µ R (n > 1).
The calculation of the Fourier and inverse Fourier transforms is typically performed using the Cooley-Tukey algorithm, which can be described as follows. We describe the inverse transform y = W n x of x ∈ C n ; since nF n =W n , the computation of F n x is completely analogous and involves the same amount of computation. We neglect division by n, which is assumed to be a power of two.
Let
, and define the permutation matrix P n by
are, respectively, the even and odd parts of x. Then it is easily seen that
Thus a DFT or IDFT can be computed from the transforms of the even and odd parts of the input vector with some local work. The repeated application of this splitting leads to the Cooley-Tukey FFT algorithm [26] . This method for the computation of F n x is often called a radix-two Cooley-Tukey decimation-in-time algorithm [7] . (The output is given by two transforms of subsets of the input, and in applications the input typically corresponds with data in the time domain.) We will refer to this procedure for the computation of F n x or W n x as a decimation-in-input (DII) algorithm. The DII algorithm (2.3) can be performed in place (i.e., without the use of a temporary work vector) by first permuting the input vector according to the permutation Π n = P n diag(P n/2 , P n/2 )... diag(P 4 , P 4 , ..., P 4 ).
The transformation Π n x is referred to as the bit-reversal permutation of order n. Thus, in-place computation of the DII FFT is achieved by rearranging the input vector before the computations take place.
Analogously, the even and odd halves of the output are given by two transforms of order m = n/2. This algorithm, which is called the Sande-Tukey or the radix-two Cooley-Tukey decimation-in-frequency algorithm, is given by the recursive application of the formula
The resulting decimation-in-output (DIO) method, when implemented in place, receives input in correct order and generates output in bit-reversed order.
Note that both methods require the same amount of computation φ(n). In particular, we have φ(1) = 0, φ(2) = 2α C and
Since two of the entries of D m are eighth roots of unity when n > 4, we have
Thus, by Lemma 2.1, the computation of the DFT and IDFT of x ∈ C n by either the DII or DIO radix-two FFT algorithms requires at most
In many applications we need the transformed data in correct order, so the explicit use of the bit-reversal permutation is required. However, since we are using the transforms as a computational tool for cyclic convolution evaluation, we do not need to know the true order of the components of the transformed vectors; we need only multiply corresponding components of the transformed vectors and apply the inverse transform. Thus, we can use the above two FFT algorithms as dual codes, one for the transform and the other for the inverse transform, in order to avoid the need to shuffle the data before or after the calculations. To calculate z = x * y we use the SandeTukey (DIO) recursions to obtain W n x and W n y in bit-reversed order, form their Schur product to obtain W n z in bit-reversed form, and then use the Cooley-Tukey (DII) recursions to obtain z in correct order. (Note that we are using an IDFT as our transform and a DFT as our inverse transform.) While the use of dual FFT codes does not affect the amount of computation in the evaluation of cyclic convolutions, it reduces the number of data accesses. Now consider the computation of y = W n x when x ∈ R n . Note that the DII recursion (2.3) splits the transform of x into two real transforms of half the size. These transforms also possess CE symmetry, so the redundant computations can be identified (and ignored) during each stage of the splitting. In particular, only
and η m are computed from components 0 through l = n/4 of u 0 and u 1 . The successive application of this splitting for the transform of a real vector is known as the Edson-Bergland algorithm [5] . This algorithm is described in a recent paper by Swarztrauber [27] , where analogous algorithms for vectors with other types of symmetries are derived.
Letting τ (n) denote the amount of computation used to compute the DFT or IDFT of a real vector using the Edson-Bergland algorithm, we see that τ (1) = 0, τ (2) = 2α R , τ (4) = 6α R , and for n > 4 τ (n) = 2τ (n/2) + 2α R + (n/4 − 1)(2α C + µ C ) = 2τ (n/2) + (3n/2 − 4)α R + (n − 6)µ R since one of the complex multiplications is by an eighth root of unity. The EdsonBergland algorithm therefore requires at most
operations when n = 2 ν > 2, and τ (2) = 2α R . Note that the Edson-Bergland algorithm requires the (real) input data to be in bit-reversed form. In the pursuit of our desire to eliminate the explicit use of the bit-reversal permutation, we want the real data in correct order, and the transforms, having CE symmetry, in bit-reversed order. Such an algorithm can be derived from the DIO recursions applied to a real vector.
Let us consider the DIO splitting (2.4) applied to x ∈ R n . In this case y 0 = W m u 0 is the transform of a real vector, while y 1 = W m D m u 1 . A further splitting reveals the redundancies in y 1 . Let l := n/4 ≥ 1, u 1 =:
where z 0 = t 0 + it 1 . Furthermore, by (2.2) we have
so the computation of v 1 is redundant. Thus, y can be calculated using one real FFT of order n/2, one complex FFT of order n/4 and some local work. This splitting strategy results in the real split-radix FFT algorithm of Duhamel [13, 24, 25] . Since the product D l z 0 requires l − 1 complex multiplications, with one eighth root of unity if l > 1, the total work τ (n) for a split-radix FFT on a real vector of order n satisfies
with τ (4) = 6α R , τ (2) = 2α R . Note that the corresponding DII complex to real transform (the inverse transform) is also given by the above splitting, and requires the same amount of computation.
The split-radix technique can also be applied the computation of a complex FFT. Let x ∈ C n , y := W n x, and split y 1 in (2.4) to obtain
In this case v 1 is not redundant, but we have
Thus, the computational work φ(n) for a complex split-radix FFT of order n satisfies
We
Thus, the split-radix procedure obtains the DFT with roughly 80% of the computation of the radix-two method. A proportionate amount of computational savings for the evaluation of a real FFT and its (complex to real) inverse is obtained when the real split-radix FFT is performed using a split-radix complex FFT. In particular, by (2.6), Proposition 2.1 and Lemma 2.3, we obtain the following.
Proposition 2.2. The computation τ (n) required to compute the FFT or IDFT of a real vector of order n = 2 ν and the FFT or IDFT of a vector with CE symmetry is at most
These operation counts agree with those reported in [24, 25] . Thus, a real cyclic convolution of order n can be computed without explicit use of the bit-reversal permutation by using the real to complex DIO split-radix FFT and its DII inverse as dual codes. These algorithms can be performed in place using real arithmetic and n real storage locations. Moreover, the split-radix FFT has the smallest operation count among the known FFT algorithms for real transforms of length equal to a power of two [25] .
We remark that we investigated the use of other methods for real transforms before becoming aware of the split-radix method. We first considered the use of the common method of evaluating the transform of a real vector by the transform of a complex vector of half the size and postprocessing (see, e.g., [26, 27] ). However, this method requires the explicit use of the bit-reversal permutation, and moreover, is not as efficient as the Edson-Bergland algorithm. As we remarked above, the EdsonBergland algorithm is not appropriate for our use either. We considered the use of Hartley transforms [10] , and we in fact initially implemented the algorithm using dual codes for the Hartley transform. However, while it requires less computation than the common pre-and post-processing procedure, the radix-two computation of a Hartley transform requires more computation than the Edson-Bergland algorithm. Moreover, the Hartley transform of a convolution is not equal to the Schur product of Hartley transforms, so slightly more computation is needed to form the transform of the convolution from the transforms of the input data. Direct observation shows that the Fourier transform of x ∈ R 4 requires 6α R while the Hartley transform requires 8α R . We therefore do not expect the use of the Hartley transform to be as efficient as Fourier transforms in the evaluation of real convolutions. We have not considered, however, the relative performance of Fourier and Hartley transforms in the evaluation of real convolutions where the input have additional symmetry (e.g., real even or real odd input vectors).
In our study of the development of DIO real to complex FFT analogous with the Edson-Bergland FFT, we found the procedure described by (2.5), and afterward were made aware that this procedure is in fact the real split-radix FFT of Duhamel, which when applied to the real and complex FFT together, uses 20% less computation than the standard radix-two methods. In the meantime we have also become aware of the paper by Briggs [9] , where DIO methods are derived that are analogous with the symmetric DII FFTs presented in [27] , including the Edson-Bergland algorithm.
3. The Generalized Schur Algorithm. Let φ be a Schur function, which is to say that φ is a holomorphic function that maps the open unit disk D in the complex plane into its closure. Schur's algorithm [23] is a procedure that generates a sequence of Schur functions by the successive application of linear fractional transformations (LFTs) to φ. It is defined as follows.
Schur's Algorithm.
input: an initial Schur function φ 0 ,
If |γ n | = 1, then φ n−1 (λ) ≡ γ n and Schur's algorithm terminates. On the other hand, if |γ n | < 1 then φ n is a Schur function. Thus, Schur's algorithm generates a possibly finite sequence of Schur functions φ n that satisfy φ n−1 = t n (φ n ), where t n (τ ) = (γ n + λτ )/(1 +γ n λτ ).
We can therefore view the algorithm as the generation of a continued fraction representation of φ 0 (since continued fractions are related with compositions of LFTs). In particular, φ 0 = T n (φ n ), where
The function T n (0) is referred to as the nth approximant of φ 0 , and φ n is called the nth tail of φ 0 . In the standard implementation of Schur's algorithm, each φ n is written as a quotient of formal power series,
with β n (0) > 0 as a partial normalization. The computations are then arranged so that the coefficient pairs (α 0,k , β 0,k ) are entered and processed in a sequential manner. This results in the following algorithm.
Progressive Schur Algorithm:
Of course, in practice a finite number of coefficients are input. Let α (n) denote the polynomial of degree less than n formed by the first n terms of the power series α.
are input, then the progressive Schur algorithm calculates α
and γ k for k = 1, ..., n. using at most n 2 α R + n(n + 2)µ R . Schur's algorithm can also be formulated in terms of the LFTs T n . In particular, it is easily seen that
where ξ n , η n are the polynomials that satisfy the recurrence relations
whereξ n (λ) := λ nξ n (1/λ) andη n (λ) := λ nη n (1/λ). We refer to ξ n and η n as the nth Schur polynomials associated with the Schur function φ 0 . Note that (3.1) implies (for n ≥ 1) deg ξ n < n, deg η n < n, ξ n (0) = γ 1 , η n (0) = 1, as well as the determinant formula
. The generalized Schur algorithm is based on a doubling procedure for generating T 2n from T n . The idea can be described in general terms as follows. Let φ n = T −1 n (φ 0 ) be the nth tail of φ 0 , and let T n,n denote the LFT that results from n steps of Schur's algorithm applied to the Schur function φ n . The LFT T 2n is then given by the composition T n • T n,n .
For each n, let α n and β n be formal power series such that φ n = α n /β n . The nth tail of φ 0 is then given by
It is shown in [2, 3] that both the numerator and denominator in the last expression are formal power series that are divisible by λ n . In particular,
We can therefore take
These formulas constitute the first component of the generalized Schur algorithm: the computation of α n and β n (i.e., φ n ) from ξ n , η n , α 0 , and β 0 .
The next step in the generalized Schur algorithm is the doubling step. Since φ n = α n /β n is a Schur function we can obtain the nth Schur polynomials ξ n,n and η n,n (i.e., T n,n ) from α n and β n using the same procedure that ξ 0,n = ξ n and η 0,n = η n were obtained from α 0 and β 0 .
The third step of the algorithm is the computation of ξ 0,2n and η 0,2n from the composition of T n and T n,n . In particular, for any k > 0 we have φ n = T n,k (φ n+k ); that is, the kth tail of φ n is the (n+k)th tail of φ 0 . We therefore have φ 0 = T n+k (τ ) = T n (T n,k (τ )), or equivalently,
Equations (3.2) and (3.3) form the basis of the generalized Schur algorithm. The algorithm is easiest to describe in its recursive form.
Generalized Schur Algorithm:
input: n = 2 ν and polynomials α Note that the classical Schur algorithm generates α
using the n Schur parameters γ k as intermediate values. In the generalized Schur algorithm, however, the number of coefficients of α k , β k to be calculated is equal to the largest power of two that divides k. For example, n/2 coefficients are calculated when k = n/2, n/4 coefficients are calculated when k = n/4 and k = 3n/4, and only the constant terms are calculated when k is odd. Nevertheless, every Schur parameter is generated in the generalized Schur algorithm. These parameters are often of physical and mathematical significance; if they are not needed for the output, however, they do not need to be stored in the above algorithm.
Implementation of the Generalized Schur Algorithm for Real Data.
In order to implement the generalized Schur algorithm, we write steps 1 and 3 as convolutions and apply FFT techniques. Let R n [λ] denote the set of real polynomials of degree less than n. For any polynomial ξ(λ) = n−1 0
and similarly for y ↔ η, b ↔ β. Also definex = J nx , so thatx ↔ξ n /λ.
Step 3 involves the products of polynomials in R m [λ] and R m+1 [λ] , which are equivalent with convolutions of size n. Specifically,
where E n = [e 1 , e 2 , ..., e n−1 , e 0 ] is the n × n cyclic downshift matrix. While
Step 1 involves the polynomials in R 3m [λ] , only the middle m coefficients of these polynomials are needed. We can therefore obtain a 1 , b 1 from the last m components of convolutions of order n. In particular,
We can therefore perform one step of the generalized Schur algorithm, the calculation of [u, v] 
We compute p, q from u 0 , v 0 as follows. We have
Then it follows from the split-radix splitting that
Note that the computation of z 0 from x 0 requires (l−1)µ C , including the one eighth root of unity when l > 1. Thus, p is calculated from u 0 in 1(a) and 1(b) using τ (m) + φ(l) + (2l − 2)α R + (4l − 6)µ R operations, and likewise for q.
We now show that r and s can be obtained by negating the odd parts ofp andq. We have
It is easily verified that E n J n = K n and W n E n J n =W n , so that
Hence,
, and sor
The same relationship holds for s and q. Thus [r, s] can be obtained from [p, q] with no additional computation. The counts for the computations in steps 1(e) and 3(c) follow from the fact that the transforms are determined by m − 1 complex and two real numbers. Also note that, since Π n p = Π m p 0 Π m p 1 , the above manipulations are easily performed when the transforms are stored in bit-reversed order. The amount of computation ω(n) required to obtain u, v by the generalized Schur algorithm with real input data therefore satisfies, for n > n 0 > 2 ω(n) = 2ω(n/2) + 4τ (n) + 4τ (n/2) + 4φ(n/4) + (14n − 24)α R + (20n − 40)µ R = 2ω(n/2) + 16n lg n − 8n + 16 total real operations, with roughly twice as many additions as multiplications. By Lemma 2.1, we obtain
where C is determined by ω(n 0 ). Note that
so that ω(1) = 1µ R . If we use the doubling procedure at this stage, we obtain ω(2) = 16α R + 18µ R = 34τ R , ω(4) = 180 and C = 17. We can improve on this by considering more direct methods to carry out the recursions in the early stages of the algorithm. Note that we can obtain ξ 0,2 , η 0,2 from α
More generally, k steps of the progressive Schur algorithm can be used to generate the first k Schur parameters in 2k(k + 1)τ R . Then ξ k and η k can be obtained in (2k 2 −5k +3)τ R using (3.1), and u, v ∈ R k are obtained in 2τ (k) additional operations. Using this procedure, we obtain ω(4) = 67τ R and C = −45/4 in (4.1).
Note that ω(n) is the amount of computation for u, v ∈ C n . An additional 2τ (n) is needed to obtain ξ n , η n . We therefore have the following. Proposition 4.1. Given the first n terms of formal power series α, β such that α/β is a Schur function, the amount of computation required by the generalized Schur algorithm to obtain the nth Schur polynomials ξ n , η n is at most 8n lg 2 n + 4n lg n − 77 4 n − 4 real arithmetic operations for n = 2 ν > 2.
Application to Real Toeplitz Systems of Equations. The real positive definite Toeplitz matrix
T defines an inner product on
by λ j , λ k := µ j−k , and the monic polynomials χ k (λ) that are orthogonal under this inner product are the monic Szegő polynomials determined by M . Let δ k := χ k , χ k , and define R to be the unit right triangular matrix whose kth column contains the coefficients of χ k (0 ≤ k ≤ n). Then we have
so the Szegő polynomials determine the reverse Choleski factorization of M −1 . These polynomials satisfy the recurrence relations below, which comprise the first phase of many fast Toeplitz solvers, particularly those of Levinson and Trench (see, e.g., [21, 29, 16] 
Thus, χ k , δ k , γ k (0 < k ≤ n) can be obtained using n 2 α R + n(n + 2)µ R . In Levinson's algorithm the χ k , δ k are used to solve M x = b using the inverse Choleski factorization. In Trench's algorithm the nth degree polynomial χ n and its squared norm δ n are used to construct M −1 n by means of the classical ChristoffelDarboux-Szegő formula; the matrix interpretation is the Gohberg-Semencul formula:
and χ n (λ) = n 0 ρ j λ j (see, e.g., [15] ). In contrast with the Szegő recursions, the progressive Schur algorithm is used to obtain the Choleski decomposition of M , M = LDL T where L is unit left triangular. In particular, this factorization is obtained in O(n 2 ) operations by performing n steps of Schur's classical algorithm applied to a Schur function φ 0 = α 0 /β 0 with
Moreover, the Schur parameters generated by this process are the same as the Schur parameters generated by the Szegő recursions.
The generalized Schur algorithm with the above initialization does not generate the Choleski factorization, but only pieces of it. Nevertheless, all the Schur parameters are generated, and moreover, it follows from the recursions that the Schur polynomials determine the Szegő polynomials [3] ; specifically, χ n =η n +ξ n /λ. Thus, we can use the generalized Schur algorithm to obtain ξ n , η n , compute χ n and use the Gohberg-Semencul formula to obtain M −1 b. In this way the Toeplitz system is solved using 8n lg 2 n + O(n lg n) total real arithmetic operations.
The operation count for the generalized Schur algorithm can be reduced for this superfast Toeplitz solver. Some observations to this effect follow.
Note that since we are not interested in the Schur polynomials per se, we can get χ n from the transforms [u, v] = W n [x, y], saving one FFT of order n. Let x, y ↔ ξ n , η n . Then
and since η n (0) = 1,
It follows that
Note that D n u has CE symmetry, so this product involves two multiplications by eighth roots of unity when n > 4. We can therefore obtain χ n from u, v using τ (n) + (2n − 3)α R + (2n − 12)µ R operations. However, multiplication by D n requires the use of the bit-reversal permutation. In particular, letting
∈ C n , we have Π n D n u = Π n (w n · u) = Π n w n · Π n u, so we need the nth roots of unity in bit-reversed form. We can either use an additional storage vector for the roots of unity in bitreversed order, or the correctly ordered w n can be shuffled when needed. Since this shuffling replaces one FFT, it does not increase the number of data accesses, but it does provide some computational savings.
The relationship between a ↔ α (n) 0
provides more opportunity to reduce the amount of computation if one is content to shuffle data in order to avoid an FFT. We have b = (µ 0 − µ n )e 0 − E n a, and since
where e := W n e 0 is the vector of all ones, and [c, d] := W n [a, b]. Thus, when n ≥ 8, we can replace 1τ (n) with (n/2 − 2)µ C including two multiplications by eighth roots of unity and (n/2+2)α R , or (7/2)n−14τ R . This results in a savings of 2n lg n−(15/2)n+ 20 total real operations, but we must have Π n w n with Π n c to obtain Π n D n c. Clearly, this procedure can be used each time the elements of α 0 , β 0 are accessed; however, it cannot be used in the later stages of the algorithm because α m , β m (m > 0) are not related as α 0 , β 0 are. Since α are used for each 4 < k = 2 κ ≤ n, the total savings of using this procedure is (by Lemma 2.3) 4n lg n − 19n + 20 lg n + 4τ R (n > 4).
The above observations yield the following. Theorem 5.1. The computation of χ n and δ n from the real positive definite Toeplitz matrix M = [µ i−j ] = M T using the generalized Schur algorithm as described above requires at most 8n lg 2 n − 2n lg n + 31 4 n − 20 lg n − 29 real arithmetic operations for n = 2 ν > 4. Thus, the total operation count is slightly less than 8n lg 2 n, while that of Levinson's algorithm is slightly more than 2n
2 . These bounds are equal at n = 256, so the amount of computation for this algorithm is less than that of Levinson's algorithm for n = 2 ν ≥ 256. Of course, this difference rapidly becomes substantial as n doubles. We remark that the algorithm uses roughly twice as many additions as multiplications.
6. Concluding Remarks. The fact that Levinson's algorithm is more efficient for n < 256 indicates some improvement in this superfast Toeplitz solver must be possible in its early stages. Moreover, the split Levinson recursions [11] , in which redundancies in Levinson's algorithm are removed, requires about 3n 2 /2 real operations. This indicates the likelihood of improving the implementation of the generalized Schur algorithm for the superfast solution of Toeplitz systems. In fact, we made little use of the relationship between α 0 and β 0 given by (5.1).
While the algorithm may vectorize well, the above description is inherently sequential because the computation of ξ m,m cannot proceed until α (m) m and β (m) m are calculated, which in turn cannot be computed until ξ 0,m and η 0,m are computed. These bottlenecks in the doubling strategy show how this algorithm is not a splitting into independent subproblems as in the case of an FFT. Thus, apart for the obvious independent quantities to be calculated within a step (e.g., p, q can be calculated from u 0 , v 0 simultaneously), any parallel implementation of the algorithm is likely to be inherently different from the one presented here.
With regard to the use of the generalized Schur algorithm in the case that n is not a power of two, the recursions (3.2), (3.3) can be used to derive the appropriate convolution formulas for a given factorization of n. For example, if n = 3m a decomposition of ξ n , η n into three smaller Schur polynomials that correspond with Schur functions φ 0 , φ m , φ 2m could be derived. In this manner the development of multiple radix implementations of the generalized Schur algorithm may proceed analogously with that of FFT algorithms. In a sense, the generalized Schur algorithm is one level of complexity higher than an FFT. It is not unlikely that a family of implementations of the generalized Schur algorithm will be useful in practice, each one tailored to specific lengths of and symmetries in the input data.
We finally remark that we have strived for the lowest operation count for aesthetic and theoretical rather than practical reasons. Some of the fine tuning described in Section 5 will not appear in code for the algorithm because it will make the code too long and tedious. We will, nevertheless, use the dual split-radix codes to reduce the amount of computation and avoid the bit-reversal permutation.
