Affective computation allows machines to express and recognize emotions, a core component of computer games. A natural way to express emotion is language, through text and speech; computational methods that accurately recognize emotion in text and speech are therefore important.
the targets for supervised machine learning are descriptions of emotional states, and the experiments carefully separate emotion from topical information (facts and events), styles of a particular author and other content that is not affective by nature. The experimental design allows isolation of emotional content without contamination of other types of information. In addition, this study differentiates between (1) affect expressed in a document and (2) the probable emotional response of the reader.
Mood, Text Classification and Support Vector Machines
Cortes and Vapnik [1] introduce support vector machines (SVMs) which are based on the structural risk minimisation principle. Joachims [2] investigates SVMs that produce a ranking rather than the usual binary positive/negative decision. Tibianna [3] allows a user to manually rank a set of retrieval results based on relevancy. Once a required number of results are ranked, the set is downloaded, processed and presented to support vector machines for learning. Tibianna can actively reorder or discard search engine results based on the model it has learned. This provides a way of improving search results without requiring query refinement. Learning outcomes from experimental trials with Tibianna demonstrate the implications of using different pre-processing techniques and corpus sizes.
MyNewsWave [4] uses machine learning (including support vector machines) for a user-centred approach to full-text information retrieval as well as news delivery. The system uses knowledge sources such as WordNet [5] to refine keyword queries and learns user-preferences with regard to Web search. First steps have been made towards the assessment of incoming information with regard to the mood or personal relevance to a user: DigiMood is a component of MyNewsWave that classifies web pages into mood categories.
Diederich, Kindermann, Leopold and Paass [6] apply support vector machines to the problem of authorship attribution. The authors performed a number of experiments with texts from a German newspaper. With nearly perfect reliability the SVM was able to reject non-authors and detected the target author in 60-80% of the cases. In a second experiment, Diederich et al. [6] investigated a more `content'-free summary of a text, including counts of grammatical tags combined with bigrams to capture morphologic details of language patterns. This resulted in slightly reduced performance.
Author detection with SVM on full word forms is remarkably robust even if the author writes about a number of different topics such as sports, politics, or business, etcetera.
The significant learning capability of SVMs comes at a cost an inherent inability to explain in a comprehensible form the process by which a learning result is reached. Hence, the situation is similar to neural networks where the apparent lack of an explanation capability has led to various approaches aiming at extracting symbolic rules from neural networks. For SVMs to gain a wider degree of acceptance it is desirable to o explanation capability [7] in the form of rule extraction from
Emotion Classification from Text
The main problem in extracting emotional content from text, or lexical affect sensing, is that deeper meanings are not readily accessible through the surface level content. Many approaches enable access to surface level emotional content through identification of emotional keywords as defined in purpose-built dictionaries. However, emotional content beyond the surface level is much less accessible through such means. Fragopanagos and Taylor [8] give the example of the word does Another problem for affect sensing is the question of whether emotions can be usefully classified into discrete units. Debate over this issue can be repre circumplex model of affect [9] [10] and the OCC model proposed by Ortony, Clore and Collins [11] .
While Russell and colleagues propose a move away from the idea of defining affect as discrete sets of basic emotions, Ortony [12] proposes a consolidation of some twenty-two distinct emotion types into specialised categories of positive or negative reactions. There is perhaps not such a large divide between the two views; the circumplex model can also be described as bipolar clusters of positive and negative affect, albeit varying in levels of activation [13] . A third matter for consideration is the variation in the amount and type of affective content in different corpora. Osherenko [17] compared a movie review corpus of 84 human-rated film reviews with the Sensitive Artificial Listener (SAL) corpus of 27 annotated dialogues. Feature extraction was performed on both corpora for affect word features, average value features, and part-of-speech tags. Evaluation was performed using the SMO classifier, which is analogous to SVM. Osherenko noted differences in the classification of affective utterances between the two corpora on recall and precision measures, with superior results for the movie review corpus compared with the SAL corpus. These expected differences reflect the nature of the two corpora.
This type of corpus specificity is problematic. The lexical affinity approach to affect sensing in texts extends the keyword spotting technique by assigning probabilities for words having an affinity with a particular emotion. Because such probabilities are derived from specific corpora, the probabilities are biased towards the features and contexts inherent in that type of corpus [8] . A further source of Smoothing techniques include (1) decay ( surprised is followed by two or more neutral sentences), (2) interpolation (a neutral sentence is between two angry sentences) and (3) reported limited agreements between assessors. Devitt and Ahmad [22] also found low levels of agreement among raters on a seven-point scale of semantic orientation of texts. They were exploring financial news text for positive and negative polarity consistent with human judgments.
Wu, Chuang and Lin [23] used emotion generation rules (EGRs) which were manually deduced to represent the conditions for generating emotion. The emotional state of each sentence can be represented as a sequence of semantic labels (SLs) and attributes (ATTs). SLs are defined as the In summary, it is interesting to note that even some of the more recent work is based on standard and very broad emotion categories such as happy , sad , anger and their composites. This is a limitation that should be targeted in future research.
Experiments and Results
To illustrate the problem (and opportunity) faced by rule extraction from SVMs when applied to Pre-processing of the text samples, including elimination of frequent words (using an edited list of the 6500 most frequent words in English) led to the development of lists of words that are low frequent, but included some words with topical or emotional content which are common. Simple clustering techniques are used to extract topic and emotion information from texts to perform supervised learning.
The following is a description of the algorithm used to identify topical and emotive information:
For all articles
Generate a ranked list of n words that are not in a stoplist (comprising an edited list of the 6500 most spoken words in English).
Apply cluster analysis to the ranked word lists extracted from the documents.
Identify words that are high-frequent in clusters.
The method in step 2 includes a model-based approach to hierarchical clustering. The method includes a two-step strategy to determine the number of clusters. The model associated with a cluster covers both numerical and categorical attributes and constitutes a mixture of Gaussian and multinomial models. The distance between two clusters is defined as a decrease in log-likelihood caused by merging of the two clusters under consideration. The process continues until a stopping criterion is met. As such, determination of the best number of clusters is automatic.
The emotion categories extracted by this process are boom , confident , regret and demand .
Pedagogical rule extraction from SVMs as outlined in Barakat and Diederich [25] is applied to the trained SVMs. The procedure for rule extraction is as follows:
1. Divide data into two or more sets 2. Train SVM on a subset of data A 3. Get SVM predictions on subset B
4. Combine inputs from subset B with SVM predictions 5. Train a symbolic machine learning system on the new data set 6. Obtain rules from the symbolic machine learning system (in this case a decision tree learner and a classification/regression tree).
Since the decision tree learning system cannot efficiently deal with high-dimensional input spaces, the first 200 features are used for See5 learning only. The following rules (Table 1) were extracted in one run from an SVM trained on an emotion identification problem. The learning result for this SVM is acceptable (leave-one-out cross-validation result: error: 8.6%, precision: 94.9%, recall: 70%).
Computer Games, Multimedia and Allied Technology 09 Table 1 . Rules extracted from an SVM trained on an emotion classification problem. It is very clear that in future studies an approach similar to Liu's et al. [20] method which analyses emotions at the sentence or even phrase level needs to be applied. This method allows appropriate handling of negations and, once emotions have been determined at this level, the mood for an entire paragraph or text can be compiled.
Textual communication in computer games is brief, often at the phrase or sentence level. We aim at a method that recognises emotions in game situations and, based on this assessment, reinforces or weakens affect to enhance the experience for the user. In the context of movie reviews, very good results have been achieved due to the obvious emotional reaction reviewers have to many films. It is very well possible that positive results can be achieved when the method is applied to computer games.
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