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Abstract
High-dimensional multivariate time series are challenging due to the dependent and high-
dimensional nature of the data, but in many applications there is additional structure that can be
exploited to reduce computing time along with statistical error. We consider high-dimensional
vector autoregressive processes with spatial structure, a simple and common form of additional
structure. We propose novel high-dimensional methods that take advantage of such structure
without making model assumptions about how distance affects dependence. We provide non-
asymptotic bounds on the statistical error of parameter estimators in high-dimensional settings
and show that the proposed approach reduces the statistical error. An application to air pollu-
tion in the U.S.A. demonstrates that the estimation approach reduces both computing time and
prediction error and gives rise to results that are meaningful from a scientific point of view,
in contrast to high-dimensional methods that ignore spatial structure. In practice, these high-
dimensional methods can be used to decompose high-dimensional multivariate time series into
lower-dimensional multivariate time series that can be studied by other methods in more depth.
Keywords: Dependent data; High-dimensional data; Spatial dependence; Vector autore-
gressive process.
1 Introduction
Multivariate time series (e.g., Lu¨tkepohl 2007, Wilson et al. 2015) arise in a wide range of ap-
plications, from finance to studies of air pollution and ecological studies (e.g., Ensor et al. 2013,
Hoek et al. 2013, Chen et al. 2015). The age of computing has made it possible to collect data
sets with large numbers of time series, where the number of parameters may exceed the number
of observations. A common approach to dealing with high-dimensional data is to endow mod-
els with additional structure in the form of sparsity (e.g., Bu¨hlmann and van de Geer 2011). In
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Figure 1: Air pollution in the U.S.A.: autoregressive coefficients estimated by the `1-penalized
least squares method from daily measurements of Ozone. Monitors are connected by edges if the
estimates of the corresponding autoregressive coefficients are non-zero. The long-distance edges
contradict scientific evidence (see, e.g., Rao et al. 1997).
the case of high-dimensional multivariate time series, an additional challenge is the complex de-
pendence within and between time series. Some consistency results on model estimation and
selection of high-dimensional vector-autoregressive processes were obtained by Song and Bickel
(2011), though under strong assumptions. Loh and Wainwright (2012) and Basu and Michailidis
(2015) developed powerful concentration inequalities that enabled them to establish consistency
under weaker conditions and prove that these conditions hold with high probability. In particular,
Basu and Michailidis (2015) established consistency of `1-penalized least squares and maximum
likelihood estimators of the autoregressive coefficients of high-dimensional vector autoregressive
processes and related the estimation and prediction error to the complex dependence structure of
vector autoregressive processes. Other estimation approaches, including Bayesian approaches, are
discussed by Davis et al. (2012) and Nguyen et al. (2014).
We consider high-dimensional vector autoregressive processes with p N parameters, where
p is the number of parameters andN is the number of observations. While high-dimensional vector
autoregressive processes are challenging due to the dependent and high-dimensional nature of the
data, in many applications there is additional structure that can be exploited to reduce computing
time along with statistical error. Examples are studies of air pollution and ecological studies,
where spatial structure can help reduce computing time and statistical error. If such structure is
ignored, high-dimensional methods can give rise to results that contradict science. An example are
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daily measurements of Ozone recorded by monitors across the U.S.A. as described in Section 6.
Figure 1 shows the non-zero pattern of autoregressive coefficients estimated by the `1-penalized
least squares method described in Section 3.1. The figure suggests that today’s Ozone levels on the
East Coast can directly affect tomorrow’s Ozone levels on the West Coast. Such results contradict
science, because Ozone cannot travel long distances (see, e.g., Rao et al. 1997).
We introduce novel methods and theory that take advantage of additional structure in the form
of space with a view to reducing computing time along with statistical error, without making
model assumptions about how the distance between the components of the vector autoregressive
process affects the dependence between the components. We provide non-asymptotic bounds on
the statistical error of parameter estimators in high-dimensional settings and show that the proposed
approach reduces the statistical error. An application to air pollution recorded by 444 monitors
across the U.S.A. with N = 1,826 observations and p = 197,136 parameters demonstrates that the
proposed methods reduce both computing time and prediction error compared with existing high-
dimensional methods and gives rise to results that are meaningful from a scientific point of view,
in contrast to high-dimensional methods that ignore the spatial structure. In practice, these high-
dimensional methods can be used to decompose high-dimensional multivariate time series into
lower-dimensional multivariate time series that can be studied by other methods in more depth.
The paper is structured as follows. We introduce vector autoregressive processes in Section 2.
Methods and theory are described in Sections 3 and 4, respectively, followed by simulation results
in Section 5 and an application in Section 6.
2 High-dimensional vector autoregressive processes with addi-
tional structure
We assume that X(t) = (X1(t), . . . , Xk(t))Nt=1 is generated by a L-th order vector autoregressive
process of the form
X(t) =
L∑
l=1
AlX(t− l) + e(t),
where A1, . . . ,AL are k × k transition matrices and the errors e(t) are independent multivariate
Gaussian random variables with mean 0k and positive-definite variance-covariance matrix Σ. We
follow Loh and Wainwright (2012) and Basu and Michailidis (2015) and assume that the order L
of the vector autoregressive process is either known or can be bounded above and that the vector
autoregressive process is stable and thus stationary (Lu¨tkepohl 2007). In applications where the
order L of the vector autoregressive process is unknown and cannot be bounded above, cross-
validation can be used to select L.
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2.1 Additional structure
We consider high-dimensional vector autoregressive processes where the number of parameters
p = k2 L + k2 is much larger than the number of observations N . While high-dimensional vector
autoregressive processes are challenging due to the dependent and high-dimensional nature of the
data, in many applications there is additional structure that can be exploited to reduce computing
time along with statistical error. We consider high-dimensional vector autoregressive processes
with additional structure in the form of space. In particular, we assume that the components i of
the vector autoregressive process have positions in the interior of a bounded subset Z ⊂ Rd. The
boundedness assumption is motivated by applications: most spatial structures arising in applica-
tions can be represented by bounded subsets of Rd. Throughout, we represent the components
of the vector autoregressive process by a mixed graph, where the nodes represent components, a
directed edge from component i to component j indicates that element (j, i) of at least one of the
transition matrices A1, . . . ,AL is non-zero, and an undirected edge between components i and j
indicates that elements (i, j) and (j, i) of Σ−1 are non-zero (Eichler 2012). We note that the graph-
ical representation of the model is convenient, but not essential: all results reported here could be
described in terms of non-zero parameters.
2.2 Model estimation exploiting additional structure
If additional structure is available, such as spatial structure, model estimation should take advan-
tage of it.
To do so, observe that the boundedness of Z ⊂ Rd implies that there exists ρmax < ∞ such
that the Euclidean distance d(i, j) between components i and j satisfies d(i, j) ≤ ρmax for all
(i, j) ∈ N × N, where N = {1, . . . , k} denotes the set of components. Let ρ be the maximum
distance separating two components (i, j) with an edge. By definition of ρ, for each component i,
all edges of i are either in the interior or on the boundary of the closed ball centered at the position
of i in Z ⊂ Rd with radius ρ ≤ ρmax (see, e.g., Figure 2). In light of the fact that all edges, i.e., all
non-zero parameters of all components are within distances d ≤ ρ, model estimation of non-zero
parameters should be restricted to distances d ≤ ρ.
In practice, the radius ρ is sometimes known or can be bounded above based on domain knowl-
edge, but in most cases ρ is unknown and must be estimated. We introduce methods and theory
for estimating ρ in Sections 3 and 4 with a view to reducing computing time along with the sta-
tistical error of parameter estimators. It is worth noting that we do not make model assumptions
about how the distance between components of the vector autoregressive process affects the de-
pendence between the components: all we assume is that components have positions in a bounded
subset Z ⊂ Rd. Therefore, the methods can be applied to all vector autoregressive processes
with additional structure of the form considered here, including vector autoregressive processes
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Figure 2: First-order vector autoregressive process with additional structure: nodes represent
components of the vector autoregressive process with positions in a bounded subset Z ⊂ Rd and
edges represent non-zero elements of either A1 or Σ−1. The edges of component i are contained
in the closed balls with radius ρ centered at the positions of the components. The elements ? of
matrices indicate non-zero elements.
with ρ = ρmax, but the greatest reduction in computing time and statistical error is obtained when
ρ ρmax and the components are not too close to each other in Z ⊂ Rd.
3 Two-step `1-penalized least squares method
We introduce a simple two-step `1-penalized least squares method that takes advantage of the
additional structure considered here.
The two-step `1-penalized least squares method is sketched in Table 1. It is motivated by the
fact that all edges, i.e., all non-zero parameters of all components are within distances d ≤ ρ,
thus model estimation of non-zero parameters should be restricted to distances d ≤ ρ. In practice,
the radius ρ may be unknown. If the structure of the graph was known, one could take ρ to be
the maximum distance that separates a pair of nodes with an edge. If the structure of the graph
is unknown, one needs to estimate the graph. An appealing alternative to estimating the whole
graph—which is time-consuming when the set of nodes N is large—is to estimate a subgraph by
sampling a subset of nodes S, estimating the edges of nodes i ∈ S, and then estimating ρ by ρ̂ ,
defined as the maximum distance that separates a pair of nodes with an estimated edge. Step 1
estimates the radius ρ by ρ̂ along these lines. Step 2 estimates the parameters by restricting the
estimation of parameters to distances d ≤ ρ̂ . If the sample in Step 1 is small but well-chosen and
the radius ρ is small, the two-step `1-penalized least squares method reduces computing time and
statistical error.
We discuss the implementation of the two-step `1-penalized least squares method in Sections
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1. If radius ρ is unknown, estimate ρ:
1.1 Sample a subset of nodes S from the set of nodes N.
1.2 Estimate edges by regressing nodes i ∈ S on {j | j ∈ N \ i}, i.e.,
on all other nodes in N.
1.3 Estimate radius ρ by ρ̂ , the maximum distance that separates a pair
of nodes with an estimated edge.
2. Estimate the parameters by using the `1-penalized least squares method
subject to the constraint that all parameters governing possible edges at
distances d > ρ̂ are 0.
Table 1: Two-step `1-penalized least squares method.
3.1 and 3.2 and shed light on its theoretical properties in Section 4. Throughout, we assume that
Σ−1 is diagonal; extensions to non-diagonal Σ−1 are possible, though less attractive on compu-
tational grounds (Basu and Michailidis 2015). We denote by ‖.‖1, ‖.‖2, and ‖.‖∞ the `1, `2, and
`∞-norm of vectors, respectively. The total number of observations is denoted by M and the ef-
fective number of observations by N =M − L+ 1.
3.1 Step 1
If the radius ρ is unknown, it is estimated in Step 1.
In Step 1.1, a sample of nodes S from the set of nodes N is generated by using any sampling
design for sampling from finite populations (see, e.g., Thompson 2012). Some guidance with
respect to sampling designs is provided in Remark 7 in Section 4. An example is given in Section
6.
In Step 1.2, edges are estimated by regressing nodes i ∈ S on {j | j ∈ N \ i} by the
`1-penalized least squares method of Basu and Michailidis (2015), which is attractive on both
computational and theoretical grounds. It is worth noting that regressing sampled nodes i ∈ S
on all other sampled nodes in S would give rise to omitted variable problems. Step 1.2 therefore
regresses sampled nodes i ∈ S on all other nodes in N rather than all other sampled nodes in S.
To introduce the `1-penalized least squares method used in Step 1.2, note that the conventional
`1-penalized least squares method estimates the p = k2 L-dimensional parameter vector βN =
(βi)i∈N corresponding to the vectorized transition matrices vec(A>1 , . . . ,A
>
L) by
β̂N ∈ argmin
βi, i∈N
∑
i∈N
[
1
N
‖Y i −X βi‖22 + λ1 ‖βi‖1
]
, (1)
6
where βi denotes the pi = k L-dimensional parameter vectors governing possible incoming edges
of nodes i; Y i denotes the i-th column of the matrix of observations Y = (X(M)>, . . . ,X(L)>);
X denotes the predictors ((X(M − 1)>, . . . ,X(L − 1)>), . . . , (X(M − L)>, . . . ,X(0)>));
and λ1 > 0 denotes a regularization parameter. The `1-penalized least squares method used in
Step 1.2 applies the same procedure to the subset of nodes S and estimates the parameter vector
βS = (βi)i∈S by
β̂S ∈ argmin
βi, i∈S
∑
i∈S
[
1
N
‖Y i −X βi‖22 + λ1 ‖βi‖1
]
. (2)
The incoming edges of nodes i ∈ S can be inferred from the non-zero pattern of β̂S = (β̂i)i∈S. The
radius ρ can be estimated by ρ̂ , the maximum distance that separates a pair of nodes (j, i) ∈ N×S
with an estimated edge, i.e., with an estimated non-zero autoregressive coefficient.
3.2 Step 2
In Step 2, the parameter vector β ≡ βN is estimated by restricting the `1-penalized least squares
method to distances d ≤ ρ̂ , i.e., the parameter vector β is estimated by
β̂ ∈ argmin
βi, i∈N
∑
i∈N
[
1
N
‖Y i −X βi‖22 + λ2 ‖βi‖1
]
(3)
subject to the constraint that all parameters governing possible edges at distances d > ρ̂ are 0,
where λ2 > 0 is a regularization parameter.
Remark 1. An important observation is that the parameter vectors β1, . . . ,βk are variation-
independent in the sense that the parameter space of β is a product space of the form Rk2L =
RkL × · · · × Rk L. As a result, optimization problems (1), (2), and (3) can be decomposed into k
separate optimization problems that can be solved in parallel, thus reducing computing time.
Remark 2. The variance-covariance matrix Σ can be estimated by using the `1-penalized max-
imum likelihood method of Basu and Michailidis (2015). However, the `1-penalized maximum
likelihood method is more expensive in terms of computing time than the `1-penalized least squares
method.
4 Theoretical properties
We provide non-asymptotic bounds on the statistical error of parameter estimators in high-
dimensional settings and show that the two-step `1-penalized least squares method reduces the
statistical error. To facilitate the discussion, we follow Loh and Wainwright (2012) and Basu and
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Michailidis (2015) by expressing optimization problems (1), (2), and (3) as M -estimation prob-
lems of the form
β̂ ∈ argmin
β∈C
[
−2β>γ̂ + β> Γ̂β + λ ‖β‖1
]
,
where C is a subset of Rp that depends on the constraints imposed by optimization problems (1),
(2), and (3), γ̂ = (I ⊗ X>) vec(Y)/N , and Γ̂ = (I ⊗ X>X )/N , where I denotes the identity
matrix of suitable order and ⊗ denotes the Kronecker product.
Notation. Throughout, we assume that the elements of β and γ are ordered according to
distance and denote by β[d1,d2] and γ[d1,d2] the subvectors of β and γ corresponding to parameters
governing possible edges at distances d ∈ [d1, d2], respectively, where 0 ≤ d1 ≤ d2. The rows
and columns of Γ are ordered in accordance. Denote by p(0, d2) the total number of parameters
governing possible edges at distances d ∈ [0, d2] and by p(d1, d2) the total number of parameters
governing possible edges at distances d ∈ (d1, d2], where 0 < d1 ≤ d2. Let β̂ be the estimator of
the true parameter vector β? obtained by the two-step `1-penalized least squares method. Denote
by S the support of β? and by s the size of support S. Let δ > 0 and S(δ) be the subset of nodes
with incoming edges at distances d ∈ [ρ− δ, ρ]. We denote by c0, c1, c2 > 0 unspecified constants.
We assume that the following conditions hold. The first assumption is a restricted eigenvalue
condition, whereas the second condition is a deviation condition. Both conditions are conventional
and hold with high probability (Loh and Wainwright 2012, Basu and Michailidis 2015).
Assumption 1. Γ̂ satisfies the restricted eigenvalue condition with curvature α > 0 and tolerance
τ > 0 provided s τ ≤ α/32 and
b> Γ̂ b ≥ α ‖b‖22 − τ ‖b‖21 for all b ∈ Rp.
Assumption 2. There exists a deterministic function Q(β?,Σ) > 0 such that γ̂ and Γ̂ satisfy
‖γ̂ − Γ̂β?‖∞ ≤ Q(β?,Σ)
√
log p
N
.
The following theorems show that the two-step `1-penalized least squares method reduces the
statistical error of parameter estimators without making model assumptions about how the distance
between the components of the vector autoregressive process affects the dependence between the
components. We start with the case where ρ is either known or can be bounded above based on
domain knowledge (Theorem 1) and then turn to the case of unknown ρ (Theorem 2). To streamline
the presentation, Theorem 1 focuses on known ρ, but the extension to bounded ρ is straightforward.
Theorem 1. Consider N ≥ c0 s log p (c0 > 1) observations from a stable L-th order vector
autoregressive process with radius ρ > 0. Suppose that ρ is known and that the regularization
parameter λ2 in the second step of the two-step `1-penalized least squares method satisfies
λ2 ≥ 4Q(β?,Σ)
√
log p(0, ρ)
N
. (4)
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Then, with at least probability
1− 2 exp(−c1N)− 6 exp(−c2 log p(0, ρ)), (5)
the `2-error of estimator β̂ of β? is bounded above by
‖β̂ − β?‖2 ≤ 16
√
s λ2
α
.
We compare the statistical error and computing time of the two-step `1-penalized least squares
method to existing high-dimensional methods.
Remark 3. Comparison in terms of statistical error. Among the existing approaches, the most
attractive approach is the `1-penalized least squares method of Basu and Michailidis (2015), be-
cause it has computational advantages and its theoretical properties are well-understood. Sup-
pose that β? is estimated by the two-step `1-penalized least squares method with known ρ with
λ2 = 4Q(β?,Σ)
√
log p(0, ρ)/N . Then, with high probability,
‖β̂ − β?‖2 ≤ 64
α
Q(β?,Σ)
√
s log p(0, ρ)
N︸ ︷︷ ︸ ≤ 64α Q(β?,Σ)
√
s log p
N︸ ︷︷ ︸,
two-step `1-least squares `1-least squares
because p(0, ρ) =
∑k
i=1 ni(ρ)L ≤ p = k2 L, where p(0, ρ) is the total number of parameters
governing possible edges at distances d ∈ [0, ρ] and ni(ρ) is the number of components j ∈
N \ i within distance d(i, j) ≤ ρ of component i. The error bounds show that restricting model
estimation to distances d ≤ ρ reduces the `2-error of β̂.
Remark 4. Comparison in terms of computing time. In terms of computing time, the two-
step `1-penalized least squares method with known (bounded) ρ tends to be superior to the `1-
penalized least squares method: while the `1-penalized least squares method amounts to running
k regressions with k L predictors, the two-step `1-penalized least squares method with known
(bounded) ρ amounts to running k regressions with max1≤i≤k ni(ρ)L predictors, where ni(ρ) is the
number of components j ∈ N\ i within distance d(i, j) ≤ ρ of component i. If max1≤i≤k ni(ρ) 
k, the two-step `1-penalized least squares method with known (bounded) ρ is many times faster
than the `1-penalized least squares method and can thus be applied to much larger data sets.
We turn to the case where ρ is unknown. Choose δ > 0 as small as desired and consider the
estimator β̂[0,ρ−δ] of the parameter vector β?[0,ρ−δ] governing possible edges to nodes in the interior
of the balls centered at the positions of nodes, which—in most applications—are the parameters of
primary interest. Theorem 2 bounds the statistical error of the estimator β̂[0,ρ−δ] of the parameter
vector β?[0,ρ−δ] for all δ > 0.
Theorem 2. Consider N ≥ c0 s log p (c0 > 1) observations from a stable L-th order vector
autoregressive process with radius ρ > 0. Assume that components i are sampled independently
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with probabilities 0 < θi < 1 and that the minimum signal strength is β?min = mini∈S |β?i | ≥
32
√
s λ1/α > 0. Choose any δ > 0, however small, and assume that the regularization parameters
λ1 and λ2 in the first and second step of the two-step `1-penalized least squares method satisfy
λ1 ≥ 4Q(β?,Σ)
√
log p
N
(6)
and
λ2 ≥ 4Q(β?,Σ)
√
log p(0, ρ− δ)
N
, (7)
respectively. Then, for all δ > 0, with at least probability
1− 4 exp(−c1N)− 12 exp(−c2 log p(0, ρ− δ))− exp
−∑
i∈S(δ)
θi
 , (8)
the `2-error of the estimator β̂[0,ρ−δ] of the parameter vector β?[0,ρ−δ] is bounded above by
‖β̂[0,ρ−δ] − β?[0,ρ−δ]‖2 ≤
16
√
s λ2
α
.
Remark 5. Statistical error. The so-called beta-min condition in Theorem 2, which asserts that
the non-zero elements of β? cannot be too small, is common in the literature on high-dimensional
variable selection and graphical models (see, e.g., Bu¨hlmann and van de Geer 2011, Section 7.4).
It is needed to make sure that the edges of sampled nodes can be recovered with high probability,
which in turn is needed to estimate the radius ρ. Theorem 2 shows that the statistical error of
estimators of the parameter vector β?[0,ρ−δ] governing possible edges in the interior of the balls—
which, in most applications, are the parameters of primary interest—is small when the number of
observationsN is large relative to the size of the support s and the number of parameters p(0, ρ−δ).
The statistical error of the estimator β̂ of the whole parameter vector β is more complicated. On
the one hand, if ρ is overestimated in Step 1, the error bound of the estimator β̂ in Step 2 is at most
as large as the error bound of the estimator β̂ under the `1-penalized least squares method, which
follows from Theorem 1 and Remark 3. On the other hand, if ρ is underestimated in Step 1, the
parameter vector β?(ρ−δ,ρ] governing possible edges close to the boundary of the balls centered at
the positions of nodes is not estimated in Step 2, thus the error bound of the estimator β̂ in Step 2
depends on the `2-norm of β?(ρ−δ,ρ].
Remark 6. Computing time. In terms of computing time, the two-step `1-penalized least squares
method amounts to running |S| regressions with k L predictors in Step 1 and k regressions with
max1≤i≤k ni(ρ̂ )L predictors in Step 2 of the two-step `1-penalized least squares method, where ρ̂
is the estimate of ρ obtained in Step 1. Therefore, as long as the sample is small but well-chosen
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and the radius is short, the two-step `1-penalized least squares method outperforms `1-penalized
least squares method.
Remark 7. Sampling. Theorem 2 shows that, for any given δ > 0, the probability of the event
that ‖β̂[0,ρ−δ] − β?[0,ρ−δ]‖2 is small depends on the term exp(−
∑
i∈S(δ) θi): that is, it depends on
(a) the size of S(δ) and (b) the sample inclusion probabilities θi of nodes i ∈ S(δ), i.e., nodes
with incoming edges at distances d ∈ [ρ − δ, ρ]. The first factor is outside of the control of
investigators, whereas the second factor is under the control of investigators. The fact that the
probability of the event of interest depends on the sample inclusion probabilities θi of nodes i ∈
S(δ) rather than nodes i ∈ N \ S(δ) shows that one needs to sample nodes i ∈ S(δ) rather than
nodes i ∈ N \ S(δ) with high probability. In other words, non-uniform sampling designs that
sample nodes with long-distance edges with high probability are preferable to uniform sampling
designs and the number of sampled nodes with long-distance edges is more important than the total
number of sampled nodes. Therefore, if prior knowledge is available about which nodes may have
long-distance edges, it should be incorporated into the sampling design. Such prior knowledge is
available in a number of spatio-temporal applications: e.g., in studies of air pollution, it is well-
known that industrial and metropolitan areas tend to spread air pollution to surrounding areas and
that some geographical conditions in combination with wind conditions facilitate long-distance
transport of pollutants. Thus, pollution monitors in industrial and metropolitan areas and other
areas suspected of facilitating long-distance transport of pollutants should be sampled with high
probability. In the application in Section 6, we sample pollution monitors in the 15 most polluted
cities in the U.S. with high probability and others with low probability.
5 Simulation results
We compare the two-step `1-penalized least squares method with known ρ and unknown ρ to the `1-
penalized least squares method of Basu and Michailidis (2015), which is the most attractive high-
dimensional method available, as discussed in Remark 3 in Section 4. We compare the methods in
terms of statistical error and computing time. Throughout, we use stability selection (Meinshausen
and Bu¨hlmann 2010) to sidestep the problem that the choice of the regularization parameters λ1
and λ2 in the first and second step of the two-step `1-penalized estimation method depends on the
unknown values of β? and Σ. We followed the guidelines of Meinshausen and Bu¨hlmann (2010)
concerning the choice of tuning parameters of stability selection. The R source code we used is
contained in the supplementary archive.
To shed light on the statistical error of the methods, we consider three high-dimensional sce-
narios with N = 150 (k = 100), N = 300 (k = 200), and N = 450 (k = 300) observations;
note that p = k2 L  N in all three cases. For each scenario, we generated data from a VAR(1)
process with k × k transition matrix A ≡ A1 with 2% sparsity and overlapping neighborhoods.
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k = 100 k = 200 k = 300
AUROC
Least squares .994 (.005) .968 (.013) .867 (.033)
Two-step least squares .987 (.016) .988 (.011) .960 (.021)
Oracle two-step least squares .999 (.001) .996 (.003) .969 (.019)
Estimation error
Least squares .374 (.026) .525 (.032) .714 (.043)
Two-step least squares .343 (.028) .492 (.037) .666 (.052)
Oracle two-step least squares .324 (.019) .479 (.032) .655 (.052)
Fraction of FP
Least squares .003 (.000) .003 (.001) .005 (.000)
Two-step least squares .001 (.000) .002 (.000) .004 (.001)
Oracle two-step least squares .001 (.000) .002 (.000) .004 (.001)
Fraction of FN
Least squares .054 (.016) .105 (.028) .291 (.058)
Two-step least squares .034 (.022) .052 (.036) .156 (.068)
Oracle two-step least squares .018 (.013) .033 (.018) .133 (.062)
Table 2: Comparison of the `1-penalized least squares method, the two-step `1-penalized least
squares method with unknown ρ, and the oracle two-step `1-penalized least squares method with
known ρ. Monte Carlo standard deviations are given in parentheses.
The overlapping neighborhoods are generated as follows: we sample 5 (k = 100), 10 (k = 200),
and 15 (k = 300) points from the Uniform distribution on a two-dimensional square. The sampled
points are considered to be centers of neighborhoods and, for each neighborhood, we sample 20
points from a bivariate Gaussian centered at the neighborhood center. Then edges are generated
so that 90% of all edges are within neighborhoods and 10% are between neighborhoods, subject
to the constraint that between-neighborhood edges are at distances less than the 30% quantile of
the empirical distribution of distances. We compare the methods in terms of (a) model selection
error: the area under the receiving operator characteristic curve (AUROC); the fraction of false-
positive (FP) and false-negative (FN) edges; and (b) model estimation error: the relative estimation
accuracy measured by ||A− Â||F/||A||F , where ||A||F =
√
tr(A>A). In Table 2, we report the
results based on 1,000 Monte Carlo simulations along with Monte Carlo standard deviations. It
is not surprising that the oracle two-step `1-penalized least squares method with known ρ seems
to perform best, but the two-step `1-penalized least squares method with unknown ρ seems to be
close. Both seem to outperform the `1-penalized least squares method. In Figure 3, we assess
the impact of the number of observations N on model selection error in terms of AUROC us-
ing k = 200 components. It is evident that the two-step `1-penalized least squares method with
unknown ρ outperforms the `1-penalized least squares method even when N is as small as 100.
To compare the methods in terms of computing time, we consider k = 400 time series gov-
erned by a VAR(1) process with a 400 × 400 transition matrix A ≡ A1 with 1% sparsity in the
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Figure 3: AUROC plotted against number of observations N using k = 200 components. The
blue and red line correspond to the two-step `1-penalized least squares method with unknown ρ
and the `1-penalized least squares method, respectively.
high-dimensional setting where p = 160,000  N = 600. To assess the impact of the spatial
structure and the radius on computing time, we compare the methods in two spatial settings and,
for each spatial setting, we use a small and a moderate radius ρ. The two spatial settings are
generated by two processes. The first generating process, called Uniform generating process, gen-
erates spatial positions of time series by sampling 400 points from the Uniform distribution on a
two-dimensional square. The second generating process, called Gaussian generating process, gen-
erates spatial positions of time series by first sampling 20 points from the Uniform distribution on
a two-dimensional square. The 20 points are used as centers of 20 bivariate Gaussians and from
each bivariate Gaussian 20 points are sampled. For each spatial structure, we select a small and
a moderate radius. To make sure that the balls centered at the locations of the time series con-
tain a non-negligible fraction of possible edges, we use the 5% and 15% quantile of the empirical
distribution of the distances as small and moderate radius, respectively. The corresponding radii
are called “5% radius” and “15% radius”, but note that the resulting radius varies from data set to
data set, depending on the spatial positions of the time series. Conditional on the locations of the
k = 400 time series, we generate N = 600 observations from a VAR(1) process with 400 × 400
transition matrixA ≡ A1 with 1% sparsity. The results based on 500 Monte Carlo simulations are
presented in Figure 4. The figure demonstrates that the two-step `1-penalized least squares method
with known ρ and unknown ρ outperforms the `1-penalized least squares method in terms of com-
13
l
l
l
l
l
l
l
l
l
l
l
l
l l
ll
l
l
l
l
l
ll
l
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
lll
0
10
0
20
0
30
0
40
0
50
0
60
0
5% radius 
Co
m
pu
tin
g 
tim
e
LS:
Uniform
LS:
Gaussian
2−step LS:
Uniform
2−step LS:
Gaussian
Oracle LS:
Uniform
Oracle LS:
Gaussian
ll
ll
l
l
ll lll
ll
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
lll
0
10
0
20
0
30
0
40
0
50
0
60
0
15% radius 
Co
m
pu
tin
g 
tim
e
LS:
Uniform
LS:
Gaussian
2−step LS:
Uniform
2−step LS:
Gaussian
Oracle LS:
Uniform
Oracle LS:
Gaussian
Figure 4: Computing time in seconds of the `1-penalized least squares method (LS), the two-
step `1-penalized least squares method with unknown ρ (2-step LS), and the oracle two-step `1-
penalized least squares method with known ρ (Oracle LS) in two spatial settings (Uniform and
Gaussian) with small and moderate radius (5% and 15%).
puting time by a factor of close to 10 (5% radius) and 5 (15% radius). The two-step `1-penalized
least squares with unknown ρ is almost as fast as the oracle version with known ρ, demonstrating
that estimating ρ rather than knowing ρ comes at a cost, but the cost seems to be low, with the
exception of the rare cases where ρ is overestimated by a non-negligible amount. The impact of
the spatial structure on the computing time seems to be small, but increasing the radius increases
the computing time visibly.
6 Application to air pollution in the U.S.A.
Air pollution is an important health concern. The American Lung Association (2015) states that
in the U.S.A. alone almost 138.5 million people live in areas where air pollution makes breathing
dangerous. Air pollution has been associated with cardiac arrest (Ensor et al. 2013), lung disease
(Hoek et al. 2013), and cancer (Chen et al. 2015), and the World Health Organization (2014)
attributed more than 7 million deaths in 2012 alone to air pollution.
We exploit the two-step `1-penalized least squares method to contribute to the understanding
of the 24-hour transport of air pollution across space by using data from the U.S. Environmental
Protection Agency obtained from
14
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Figure 5: Example of Ozone time series consisting of N = 1,826 observations of Ozone levels
between January 2010 and December 2014 in its original form and transformed form, both on the
log scale. The figure on the left-hand side shows the original log Ozone time series. The 5 summers
increase the log Ozone levels while the 5 winters decrease them. The red curve is the fitted cubic
spline that captures the seasonal ups and downs. The figure on the right-hand side shows the
transformed log Ozone time series. The blue line is the mean of the N = 1,826 observations.
http://www.epa.gov/airdata/ad_data_daily.html.
The data are contained in the supplementary archive along with all R source code we used to
analyze the data. Throughout the section, we use VAR(1) processes, because Ozone and other
pollutants tend to decompose fast. An additional advantage of using VAR(1) processes is that we
have ground truth on the 24–72 hour transport of Ozone in the sense that we have an upper bound
on the spatial distance Ozone is known to travel in 24–72 hours (see, e.g., Rao et al. 1997). We
first take a bird’s eye view at air pollution in the U.S.A. (Section 6.1) and then zoom in on the Gulf
of Mexico region (Section 6.2), one of the most monitored regions in the U.S.A.
6.1 A bird’s eye view: air pollution in the U.S.A.
We consider daily measurements of 8-hour maximum concentration of Ozone (O3) recorded by
monitors across the U.S.A. The data set consists of N = 1,826 observations of Ozone levels
recorded by k = 444 monitors between January 2010 and December 2014. All monitors contain
less than 10% of missing values and we impute the missing values by univariate linear interpo-
lation. Ozone concentrations were log-transformed and a cubic spline was fitted to each Ozone
time series to capture the seasonal ups and downs. We subtract the fitted cubic splines from the
log-transformed Ozone time series and use the residual time series as data. An example of a Ozone
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Figure 6: Air pollution in the U.S.A.: autoregressive coefficients estimated by the two-step `1-
penalized least squares method with estimate ρ̂ = 239 (left) and upper bound ρ = 250 (right),
where the upper bound is based on scientific evidence. Monitors are connected by edges if the
estimates of the corresponding autoregressive coefficients are non-zero. The results demonstrate
that the two-step `1-penalized least squares method respects the fact that 24-hour dependence is
local.
time series in its original and transformed form is shown in Figure 5.
We estimate the model by using the two-step `1-penalized least squares method, using stability
selection (Meinshausen and Bu¨hlmann 2010) to sidestep the problem that the choice of the regu-
larization parameters λ1 and λ2 in the first and second step of the two-step `1-penalized estimation
method depends on the unknown values of β? and Σ. In Step 1, we include pollution monitors in
the 15 most polluted cities in the U.S.A. in 2015—according to the website of the American Lung
Association—with probability .99 and other pollution monitors with probability .01. We excluded
91 pollution monitors in sparsely monitored regions and regions with known omitted monitors—
omitted due to a large fraction of missing data—from the sample out of the concern that such
monitors may give rise to spurious edges. Most of those monitors are located in sparsely populated
and mountainous regions in the Midwest and West.
We compare the two-step `1-penalized least squares method with an estimate ρ̂ of ρ to the
two-step `1-penalized least squares method with an upper bound on ρ given by ρ = 250 and the `1-
penalized least squares method of Basu and Michailidis (2015). The upper bound ρ = 250 is based
on scientific evidence (Rao et al. 1997), which suggests that ρ ≤ 250. The `1-penalized least
squares method of Basu and Michailidis (2015) is the most attractive high-dimensional method
available, as discussed in Remark 3 in Section 4.
The two-step `1-penalized least squares method estimates ρ by ρ̂ = 239. It is more than 8
times faster than the `1-penalized least squares method and reduces the out-of-sample 24-hour
ahead forecast mean squared error by 4%. If the upper bound ρ = 250 is used and hence ρ is not
16
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Figure 7: Air pollution in the Gulf of Mexico region: autoregressive coefficients estimated by the
two-step `1-penalized least squares method from daily measurements of 6 pollutants. Monitors are
connected by edges if the estimates of the corresponding autoregressive coefficients are non-zero.
Monitors with at least 18 outgoing edges are indicated by red circles.
estimated, the two-step `1-penalized least squares method is more than 18 times faster than the
`1-penalized least squares method.
The graphs estimated by the `1-penalized least squares method and the two-step `1-penalized
least squares method with estimate ρ̂ = 239 and upper bound ρ = 250 are shown in Figures 1
and 6, respectively. It is striking that the `1-penalized least squares method reports a number of
long-distance edges—some of them between monitors separated by more than 2,166 miles. The
long-distance edges conflict with scientific evidence, which suggests that dependence local and
that ρ ≤ 250 (e.g., Rao et al. 1997): it is not believed that today’s Ozone levels on the East Coast
can directly affect tomorrow’s Ozone levels on the West Coast, because Ozone cannot travel long
distances (see, e.g., Rao et al. 1997). In contrast, the two-step `1-penalized least squares method
reports that the estimated range of 24-hour dependence is ρ̂ = 239, which is consistent with
scientific evidence (e.g., Rao et al. 1997).
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6.2 Zooming in: pollution in the Gulf region
We zoom in on the Gulf of Mexico region and consider the 24-hour transport of 6 pollutants: Ozone
(O3), particle matter (PM10 and PM2.5), Carbon monoxide (CO), Nitrogen dioxide (NO2), and
Sulfur dioxide (SO2). The data set consists ofN = 1,826 observations of the 6 pollutants recorded
by k = 199 monitors between January 2010 and December 2014. 45.2% of the time series are
Ozone time series, 22.6% are NO2, 15.6% are PM25, 9.1% are SO2, 5.5% are CO, and 2.0% are
PM10.
We estimate the model by the two-step `1-penalized least squares method. In Step 1, we ensure
that monitors of all 6 pollutants are well-represented in the sample by generating a stratified sample
of size 20, where the sample size of monitors of a pollutant is proportional to the total number of
monitors of the pollutant in the Gulf of Mexico region. The graph estimated by the two-step `1-
penalized least squares method is presented in Figure 7. Most edges areNO2 → NO2 edges, while
most cross-pollutant edges are NO2 → O3 edges, which may be due to the chemical reaction that
transforms Nitrogen oxides into Ozone in the presence of sunlight.
There are two eye-catching facts in Figure 7. First, there are 4 clusters, Dallas—Fort Worth,
Houston—Baytown, Beaumont—Port Arthur, and Lafayette—Baton Rouge—New Orleans, cor-
responding to industrial and metropolitan areas in the Gulf of Mexico region. Second, while the
dependence structure is sparse and the median number of outgoing edges of monitors is 1, there
are 3 monitors with at least 18 outgoing edges, most of which are positive. The large number
of positive outgoing edges—i.e., positive autoregressive coefficients—suggests that pollution at
those 3 locations tends to drive up pollution in neighboring regions. It turns out that all of them
are home to large industrial complexes, including some of the largest oil refineries in the U.S.A.
These findings suggest that neighboring regions have reason to be concerned with the activities of
the industrial sectors in those areas.
7 Discussion
In practice, the two-step `1-penalized least squares method can be used to decompose high-
dimensional multivariate time series into lower-dimensional multivariate time series. These lower-
dimensional multivariate time series can then be studied in more detail by other methods (see, e.g.,
Cressie and Wikle 2011).
There are multiple extensions of the two-step `1-penalized least squares method that would be
interesting to explore in the future.
One interesting extension would be to impose a parametric form on the transition matrices
A1, . . . , AL and the variance-covariance matrix Σ, i.e., to allow A1, . . . ,AL and Σ to depend on
distance in some parametric form. To do so would require additional model assumptions, but it
18
could reduce statistical error.
A second interesting extension would be to assume that the radius of the past-present depen-
dence captured byA1, . . . ,AL may not be the same as the radius of the present-present dependence
captured by Σ. Such extensions would make sense in applications where the present-present de-
pendence captured by Σ is more local than the past-present dependence captured byA1, . . . ,AL.
Last, but not least, the two-step `1-penalized least squares method is not restricted to high-
dimensional vector autoregressive processes. It can be extended to other high-dimensional models,
such as high-dimensional regression models and high-dimensional graphical models (e.g., Mein-
shausen and Bu¨hlmann 2006, Ravikumar et al. 2010), as long as additional structure of the form
considered here is available and consistent model selection in high dimensions is possible.
A potential problem in applications—as in other applications of multivariate statistics—are
omitted variables. The two-step `1-penalized least squares method can be affected by omitted
variables in both the first and second step of the method. In the first step, where sampled nodes
are regressed on all other nodes, excluded nodes can give rise to false-positive long-distance edges
that produce large overestimates of the radius. Large overestimates of the radius can increase
computing time and statistical error in the second step, where all nodes are regressed on all other
nodes within the estimated radius. Thus, investigators should avoid omitted variable problems
whenever possible.
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A Proofs
We prove Theorems 1 and 2 in Appendices A.1 and A.2, respectively.
A.1 Proof of Theorem 1
Let δ ≥ 0. It is convenient to express the estimator β̂[0,ρ−δ] of β?[0,ρ−δ] obtained in Step 2 of the
two-step `1-penalized least squares method as the solution of the M -estimation problem
β̂[0,ρ−δ] ∈ argmin
β[0,ρ−δ]
[
−2β>[0,ρ−δ] γ̂[0,ρ−δ] + β>[0,ρ−δ] Γ̂[0,ρ−δ],[0,ρ−δ] β[0,ρ−δ] + λ2 ‖β[0,ρ−δ]‖1
]
.
We need three lemmas to prove Theorem 1.
Lemma 1. Assume N ≥ c0 s log p (c0 > 1). Then, for all δ ≥ 0, with at least probability
1− 2 exp(−c1N),
b> Γ̂[0,ρ−δ],[0,ρ−δ] b ≥ α ‖b‖22 − τ ‖b‖21 for all b ∈ Rp(0,ρ−δ). (9)
Proof. Observe that Γ̂[0,ρ−δ],[0,ρ−δ] can be written as Γ̂[0,ρ−δ],[0,ρ−δ] = E> Γ̂E, where E is a 0-
1 elimination matrix of suitable order that eliminates the elements of Γ̂ that are not elements of
Γ̂[0,ρ−δ],[0,ρ−δ]. By Assumption 1, for all b ∈ Rp(0,ρ−δ),
b> Γ̂[0,ρ−δ],[0,ρ−δ] b = (E b)> Γ̂ (E b) ≥ α ‖E b‖22 − τ ‖E b‖21 = α ‖b‖22 − τ ‖b‖21, (10)
where ||E b||i = ||b||i, i = 1, 2, because the p-vector E b consists of the p(0, ρ− δ) elements of b
and p−p(0, ρ−δ) 0’s. The lower bound (10) holds as long as Assumption 1 holds. By Proposition
4.2 of Basu and Michailidis (2015), the probability that Assumption 1 is violated is bounded above
by 2 exp(−c1N) provided N ≥ c0 s log p (c0 > 1).
Lemma 2. Assume N ≥ log p(0, ρ − δ). Then, for all δ ≥ 0, with at least probability 1 −
6 exp (−c2 log p(0, ρ− δ)),
‖γ̂[0,ρ−δ] − Γ̂[0,ρ−δ],[0,ρ−δ] β?[0,ρ−δ]‖∞ ≤ Q(β?,Σ)
√
log p(0, ρ− δ)
N
. (11)
Proof. The proof proceeds along the lines of Proposition 4.3 of Basu and Michailidis (2015,
supplement, pp. 6–7) by applying concentration inequality (2.11) of Basu and Michailidis (2015)
to bound the probability of
‖γ̂[0,ρ−δ] − Γ̂[0,ρ−δ],[0,ρ−δ] β?[0,ρ−δ]‖∞ > 2pi
Q(β?,Σ)
a
η,
1
where a > 0 and η > 0. Choosing η = (a/(2 pi))
√
log p(0, ρ− δ)/N gives
‖γ̂[0,ρ−δ] − Γ̂[0,ρ−δ],[0,ρ−δ] β?[0,ρ−δ]‖∞ > Q(β?,Σ)
√
log p(0, ρ− δ)
N
. (12)
The concentration inequality (2.11) of Basu and Michailidis (2015) and a union bound show that,
provided N ≥ log p(0, ρ− δ), the probability of (12) is bounded above by
6 exp (−cN min (η, η2) + log p(0, ρ− δ)) ≤ 6 exp (−c2 log p(0, ρ− δ)) .
Lemma 3. Assume that conditions (9) and (11) are satisfied and λ2 ≥ 4Q(β?,Σ)
√
log p(0, ρ− δ)/N .
Then, for all δ ≥ 0,
‖β̂[0,ρ−δ] − β?[0,ρ−δ]‖2 ≤
16
√
s λ2
α
.
Proof. By definition of β̂[0,ρ−δ], for all β[0,ρ−δ] ∈ Rp(0,ρ−δ),
−2 β̂>[0,ρ−δ] γ̂[0,ρ−δ] + β̂>[0,ρ−δ] Γ̂[0,ρ−δ],[0,ρ−δ] β̂[0,ρ−δ] + λ2 ‖β̂[0,ρ−δ]‖1
≤ −2β>[0,ρ−δ] γ̂[0,ρ−δ] + β>[0,ρ−δ] Γ̂[0,ρ−δ],[0,ρ−δ] β[0,ρ−δ] + λ2 ‖β[0,ρ−δ]‖1.
(13)
Set β[0,ρ−δ] = β?[0,ρ−δ] and v̂ = β̂[0,ρ−δ] − β?[0,ρ−δ]. Then (13) reduces to
v̂> Γ̂[0,ρ−δ],[0,ρ−δ] v̂
≤ 2 v̂>(γ̂[0,ρ−δ] − Γ̂[0,ρ−δ],[0,ρ−δ] β?[0,ρ−δ]) + λ2 (‖β?[0,ρ−δ]‖1 − ‖β?[0,ρ−δ] − v̂‖1).
(14)
The first term on the right-hand side of (14) can be bounded by using condition (11) and λ2 ≥
4Q(β?,Σ)
√
log p(0, ρ− δ)/N :
2 v̂>(γ̂[0,ρ−δ] − Γ̂[0,ρ−δ],[0,ρ−δ] β?[0,ρ−δ]) ≤
λ2
2
‖v̂‖1 = λ2
2
(‖v̂S[0,ρ−δ]‖1 + ‖v̂S[0,ρ−δ]‖1), (15)
where v̂S[0,ρ−δ] and v̂S[0,ρ−δ] are the subvectors of v̂ corresponding to the support S[0, ρ − δ] of
β?[0,ρ−δ] and its complement S[0, ρ − δ], respectively. The second term on the right-hand side of
(14) can be bounded as follows:
λ2 (‖β?[0,ρ−δ]‖1 − ‖β?[0,ρ−δ] − v̂‖1) ≤ λ2 (‖v̂S[0,ρ−δ]‖1 − ‖v̂S[0,ρ−δ]‖1) (16)
using the triangle inequality
‖β?[0,ρ−δ]‖1 = ‖β?S[0,ρ−δ]‖1 ≤ ‖β?S[0,ρ−δ] − v̂S[0,ρ−δ]‖1 + ‖v̂S[0,ρ−δ]‖1.
Therefore, combining (14) with (15) and (16),
0 ≤ v̂> Γ̂[0,ρ−δ],[0,ρ−δ] v̂ ≤ 3λ2
2
‖v̂S[0,ρ−δ]‖1 − λ2
2
‖v̂S[0,ρ−δ]‖1. (17)
2
Thus, ‖v̂S[0,ρ−δ]‖1 ≤ 3 ‖v̂S[0,ρ−δ]‖1, implying
‖v̂‖1 = ‖v̂S[0,ρ−δ]‖1 + ‖v̂S[0,ρ−δ]‖1 ≤ 4 ‖v̂S[0,ρ−δ]‖1 ≤ 4
√
s ‖v̂‖2. (18)
An upper bound on v̂> Γ̂[0,ρ−δ],[0,ρ−δ] v̂ can therefore be obtained by using (17) and (18):
v̂> Γ̂[0,ρ−δ],[0,ρ−δ] v̂ ≤ 3λ2
2
‖v̂S[0,ρ−δ]‖1 − λ2
2
‖v̂S[0,ρ−δ]‖1 ≤ 2λ2 ‖v̂‖1,
implying
1
2
v̂> Γ̂[0,ρ−δ],[0,ρ−δ] v̂ ≤ λ2 ‖v̂‖1 ≤ 4
√
s λ2 ‖v̂‖2.
A lower bound on v̂> Γ̂[0,ρ−δ],[0,ρ−δ] v̂ can be derived by using Lemma 1 and (18) along with s τ ≤
α/32, giving
v̂> Γ̂[0,ρ−δ],[0,ρ−δ] v̂ ≥ α ‖v̂‖22 − τ ‖v̂‖21 ≥ α ‖v̂‖22 − τ 16 s ‖v̂‖22 ≥
α
2
‖v̂‖22.
Combining the upper and lower bounds on v̂> Γ̂[0,ρ−δ],[0,ρ−δ] v̂ gives
α
4
‖v̂‖22 ≤
1
2
v̂> Γ̂[0,ρ−δ],[0,ρ−δ] v̂ ≤ 4
√
s λ2 ‖v̂‖2,
implying
‖v̂‖2 = ‖β̂[0,ρ−δ] − β?[0,ρ−δ]‖2 ≤
16
√
s λ2
α
.
Proof. Theorem 1. By Lemma 3 with δ = 0, as long as conditions (9) and (11) are satisfied,
‖β̂ − β?‖2 = ‖β̂[0,ρ] − β?[0,ρ]‖2 ≤
16
√
s λ2
α
, (19)
where we used the fact that all elements of β̂ and β? corresponding to edges at distances d > ρ are
0. The upper bound (19) holds as long as conditions (9) and (11) hold. By Lemmas 1 and 2 with
δ = 0 along with N ≥ c0 s log p ≥ log p(0, ρ) (c0 > 1) and a union bound, the probability that (9)
or (11) are violated is bounded above by
2 exp(−c1N) + 6 exp(−c2 log p(0, ρ)).
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A.2 Proof of Theorem 2
We need three additional lemmas to prove Theorem 2.
Lemma 4. For all δ > 0, the probability that none of the nodes i ∈ S(δ) is sampled is bounded
above by
exp
−∑
i∈S(δ)
θi
 .
Proof. By definition of ρ > 0, for all δ > 0, there exists at least one node with incoming edges
at distances d ∈ [ρ − δ, ρ], thus S(δ) is non-empty. Since nodes i are sampled independently with
probabilities 0 < θi < 1, the probability that none of the nodes i ∈ S(δ) is sampled is bounded
above by
exp
∑
i∈S(δ)
log(1− θi)
 ≤ exp
−∑
i∈S(δ)
θi
 .
Lemma 5. Let β?min ≥ 32
√
s λ1/α, where λ1 ≥ 4Q(β?,Σ)
√
log p/N . Then, for any δ > 0 and
any non-empty subset A ⊆ S(δ), the probability that none of the incoming edges of nodes i ∈ A
at distances d ∈ [ρ− δ, ρ] is detected is bounded above by
2 exp(−c1N) + 6 exp(−c2 log p).
Proof. By definition of ρ > 0, for all δ > 0, there exists at least one node with incoming edges at
distances d ∈ [ρ− δ, ρ], thus S(δ) is non-empty. Consider any non-empty subset A ⊆ S(δ). Let G
be the event that all incoming edges of all nodes i ∈ A are detected andB be its complement. Then
the event that none of the incoming edges of nodes i ∈ A at distances d ∈ [ρ − δ, ρ] is detected
is contained in B and the probability of the event of interest is bounded above by the probability
of B. To bound the probability of B, let β̂N and β̂A be solutions of optimization problems (1) and
(2), respectively, and observe that G is implied by
2
β?min
‖β̂A − β?A‖∞ ≤ 1.
Since
2
β?min
‖β̂A − β?A‖∞ ≤
2
β?min
‖β̂N − β?N‖∞,
we have, by Assumptions 1 and 2 and β?min ≥ 32
√
s λ1/α,
2
β?min
‖β̂N − β?N‖∞ ≤
2
β?min
‖β̂N − β?N‖2 ≤
2
β?min
16
√
s λ1
α
≤ 1. (20)
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The bound ||β̂N − β?N||2 ≤ 16
√
s λ1/α used in (20) follows from Proposition 4.1 of Basu and
Michailidis (2015) and holds as long as Assumptions 1 and 2 hold. Therefore, G occurs as long
as both Assumptions 1 and 2 hold, whereas B occurs when either Assumption 1 or Assumption 2
or both are violated. A union bound along with N ≥ c0 s log p ≥ log p (c0 > 1) shows that the
probability of B, and thus the event of interest, is bounded above by
2 exp(−c1N) + 6 exp(−c2 log p), (21)
where the two terms in (21) are upper bounds on the probabilities that Assumption 1 or Assump-
tion 2 are violated, which follow from Propositions 4.2 and 4.3 of Basu and Michailidis (2015),
respectively.
Lemma 6. Consider N ≥ c0 s log p (c0 > 1) observations from a stable L-th order vector autore-
gressive process with radius ρ > 0. Assume that components i are sampled independently with
probabilities 0 < θi < 1, the minimum signal strength is β?min = mini∈S |β?i | ≥ 32
√
s λ1/α > 0,
and the regularization parameter λ1 satisfies
λ1 ≥ 4Q(β?,Σ)
√
log p
N
.
Then, for all δ > 0,
P (ρ̂ − ρ < −δ) ≤ 2 exp(−c1N) + 6 exp(−c2 log p) + exp
−∑
i∈S(δ)
θi
 .
Proof. By definition of ρ > 0, for all δ > 0, there exists at least one node with incoming edges at
distances d ∈ [ρ− δ, ρ], thus S(δ) is non-empty. Let G1 be the event that at least one node i ∈ S(δ)
with incoming edges at distances d ∈ [ρ − δ, ρ] is sampled and that at least one of its incoming
edges at distances d ∈ [ρ − δ, ρ] is detected and G2 be the event that at least one false-positive
incoming edge of nodes i ∈ S at distances d ∈ [ρ− δ,∞) is reported. Then the event ρ̂ − ρ ≥ −δ
is equivalent to the event G1 ∪G2. Thus, the probability of event ρ̂ − ρ ≥ −δ is bounded below by
P(ρ̂ − ρ ≥ −δ) = P(G1 ∪ G2) ≥ P(G1)
≥ 1− 2 exp(−c1N)− 6 exp(−c2 log p)− exp
−∑
i∈S(δ)
θi
 ,
where we used a union bound along with Lemmas 4 and 5 to bound the probability of the comple-
ment of event G1.
Proof. Theorem 2. For all δ > 0,
P
(
‖β̂[0,ρ−δ] − β?[0,ρ−δ]‖2 >
16
√
s λ2
α
)
≤ P (ρ̂ − ρ < −δ)
+ P
((
‖β̂[0,ρ−δ] − β?[0,ρ−δ]‖2 >
16
√
s λ2
α
)
∩
(
ρ̂ − ρ ≥ −δ
))
.
(22)
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We bound the two terms on the right-hand side of (22) one by one.
First term on the right-hand side of (22). By Lemma 6, the first term on the right-hand side of
(22) is bounded above by
P (ρ̂ − ρ < −δ) ≤ 2 exp(−c1N) + 6 exp(−c2 log p) + exp
−∑
i∈S(δ)
θi
 . (23)
Second term on the right-hand side of (22). We are interested in the intersection of the event
that ρ̂ − ρ ≥ −δ and the event that
‖β̂[0,ρ−δ] − β?[0,ρ−δ]‖2 >
16
√
s λ2
α
, (24)
where λ2 ≥ 4Q(β?,Σ)
√
log p(0, ρ− δ)/N . By Lemma 3 and λ2 ≥ 4Q(β?,Σ)
√
log p(0, ρ− δ)/N ,
as long as conditions (9) and (11) are satisfied, ‖β̂[0,ρ−δ] − β?[0,ρ−δ]‖2 is bounded above by
‖β̂[0,ρ−δ] − β?[0,ρ−δ]‖2 ≤
16
√
s λ2
α
. (25)
By Lemmas 1 and 2 along with N ≥ c0 s log p ≥ log p(0, ρ − δ) (c0 > 1) and a union bound, the
probability that (9) or (11) are violated is bounded above by
2 exp(−c1N) + 6 exp(−c2 log p(0, ρ− δ)). (26)
Thus, the second term on the right-hand side of (22) is bounded above by (26).
Conclusion. Combining (22), (23), and (26) shows that
P
(
‖β̂[0,ρ−δ] − β?[0,ρ−δ]‖2 >
16
√
s λ2
α
)
≤ 2 exp(−c1N) + 6 exp(−c2 log p) + exp
−∑
i∈S(δ)
θi

+ 2 exp(−c1N) + 6 exp(−c2 log p(0, ρ− δ))
≤ 4 exp(−c1N) + 12 exp(−c2 log p(0, ρ− δ)) + exp
−∑
i∈S(δ)
θi
 ,
(27)
where we used the fact that p(0, ρ− δ) ≤ p for all δ > 0.
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