Density-based crowd counting methods with deep convolutional neural network (CNN) have achieved the state of the art on the challenging datasets. Experimental results showed that the performance of these methods suffers from two problems: 1) Background interference problem: there are some estimated spurious density values in the background regions which degrade the counting accuracy. 2) Cross-scale problem: the scale of human heads varies greatly in crowd images which lead to poorer quality of the density maps. In this study, we aim to address the two problems for enhancing the counting accuracy. To address the former, a light semantic mask module (SMM) is proposed to learn the semantic masks of crowd images where the ground-truth semantic masks generated from the ground-truth density map are taken as the supervision information. To tackle the latter, we propose a span architecture (SA) to effectively capture the large-scale-variation information in the crowd images by building the cross-scale features from the pyramidal structure of a deep CNN. To adaptively leverage the salient cross-scale features, a Cross-scale Adaptive Module (CAM) is delicately designed. In the end, integrating all elements above, an end-to-end trainable and single-column crowd counting model called the SMCA-CNN is developed and trained with a joint loss function consisting of the cross-entropy loss and Euclidean loss. Extensive experiments on five challenging datasets demonstrate the effectiveness of our SMCA-CNN. Compared with the previous stateof-the-art methods, our model achieves 17.1% lower MAE on dataset UCF_CC_50 and 23.6% lower MAE on the newly published dataset UCF-QNRF.
I. INTRODUCTION
The crowd counting aims at accurately estimating the number of people in the unconstrained-scene images. Due to potential applications in real-world scenarios, such as video surveillance, urban planning, traffic monitoring, and public safety, the crowd counting has received the longstanding attention of the computer vision community. Recently, the CNN-based density estimation techniques [1] - [6] have become the mainstream methods where they formulate the crowd counting as The associate editor coordinating the review of this manuscript and approving it for publication was Xiaojie Guo. a density map estimation using pixel-wise regression method (One example is shown in Figure 1 ). The number of people is then calculated as the integral of the estimated density map. Compared with the traditional counting methods [7] - [9] , the CNN-based density estimation methods greatly improve the crowd counting accuracy.
However, there still remains two major challenges. One challenge comes from the adverse effect of the complex background interference. To solve this this problem, researchers [4] , [5] , [10] , [11] proposed to train a CNN model to distinguish the crowd from the background using a pixel-wise Euclidean loss. CSRNet [5] and MCNN [4] VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ are two representative CNN-based crowd counting models. Experiments have shown that the CNN-based models are able to reduce the adverse impact of the background, but they are sensitive to outliers and suffer from the image blur since the Euclidean loss is used [12] , [13] . For example, as shown in Figure 1 , we can directly observe that the density maps generated by the CSRNet [5] and MCNN [4] contain many spurious (non-zero) density values in the background regions (see the red circles), which lead to inaccurate counting results.
To address such background interference problem, previous studies [14] - [16] proposed to segment the crowd from the background by exploiting some prior information such as scene geometry and motion information in the video datasets [15] , [17] . Unfortunately, this prior information is absent in many crowd counting datasets [1] , [4] , [10] , [18] since they only contain single static images. Another challenge in crowd counting is the large scale variations of people (termed as cross-scale problem), which is caused by the changes of camera angle or image resolution. To address this challenge, the multi-column CNN architectures [4] , [6] , [19] , [20] have been widely adopted. The basic idea behind this development lies in that the multi-scale features extracted from each column (with varied kernel sizes) are learned to be adaptive to the variation in people/head size. After that, the obtained features are fused to generate the final predicted density map. The experiments have shown that multi-column CNN methods greatly mitigate the adverse effect of the cross-scale and increase the counting accuracy [4] . However, it is noted that, for the image with large-scale variations, in the dense & small head area (the second row in Figure 1 [5] and second row is predicted by MCNN [4] . (d) Density maps predicted by our method SMCA-CNN. From the figure, it can be seen that: (1) spurious density values in the background regions (see the red circles); (2) for the image with large-scale variations, details have been lost in the very dense areas. In our work, we aim to address these two problems.
From the above analysis, it can be seen that the performance of the existing CNN-based density estimation crowd counting methods is affected by the background interference and cross-scale problems. In this paper, we make an effort to alleviate the adverse effect of the two problems following the CNN-based density map estimation framework. Specifically, we propose a new model to learn a Semantic Mask and Cross-scale Adaptive feature (in short, we named the model as SMCA-CNN). The SMCA-CNN consists of two modules: Semantic Mask Module (SMM) and Cross-scale Adaptive Module (CAM). The proposed method has the following novelties and contributions:
1. A novel light Semantic Mask Module (SMM) is proposed to learn the semantic mask of the images aiming at suppressing the adverse effect of the background interference, where the ground-truth semantic masks are generated from the ground-truth density map.
2. We propose a Span Architecture (SA) with cross connections to constrcut the cross-scale semantic features, which effectively capture the scale-variation information in the crowd images.
3. A Cross-scale Adaptive Module (CAM) is created to encode the contextual information of the crowd image and learn a set of scale-aware weights associated with the cross-scale features, which makes our SMCA-CNN adaptively leverage the features as needed in the final density map prediction.
4. Extensive experiments are conducted on five challenging crowd counting datasets [1] , [4] , [10] , [15] [18] . The results show that the proposed SMCA-CNN outperforms the recent state-of-the-art approaches. In addition, an ablation study is conducted to demonstrate the effectiveness of the Semantic Mask Module (SMM) and Cross Adaptive Module (CAM).
The rest of the paper is organized as follows. Section II reviews some related works. Section III presents details of our proposed SMCA-CNN. Section IV presents the extensive experimental results. Finally, section V draws the conclusion.
II. RELATED WORK A. TRADITIONAL METHODS
The traditional crowd counting methods can be generally divided into three categories: detection-based methods [7] , [8] , [14] , [21] - [23] , regression-based methods [17] , [18] , [24] - [27] and density estimation-based methods [28] - [32] . The detection-based methods consider crowds as groups of individuals and adopt a well-trained detector with low-level features extracted from whole body or head (such as HOG [21] , Harr wavelet [33] ) to detect each person in the image. However, the performance of these methods was adversely affected by the presence of serious occlusion. To address this problem, some researchers [17] , [18] , [24] proposed the regression-based methods where the count number was directly calculated by mapping the input image features to the counts. Obviously, the people count in images cannot display the characteristics of crowd distribution. Lempitsky et al. [28] proposed a density estimation-based method, where counting was a task of estimating an object density map whose integral over the whole image gives the count. However, all the aforementioned methods use the hand-crafted features for crowd counting, which enormously limits the counting accuracy on large and cross-scene datasets [1] , [4] , [10] , [18] . The architecture of the proposed SMCA-CNN method. The Cross-scale Adaptive Module (CAM) encodes the contextual information of the input patch and learns to find the best weights (λ 0 , λ 1 , λ 2 ) on the multi-scale features (Q 0 , Q 1 , Q 2 ) extracted from the different layers for the specific input patch. The Semantic Mask Module (SMM) is designed to estimate a semantic mask (with respect to the input patch) which is used to multiply the predicted feature map element by element to yield a clean density estimation. The DConv (k, m, n) represents the daliated convolutional layer with m filters whose kernel size is k × k, and dilation rate is n. The Conv (x, z) represents the standard convolutional layer with z filters whose kernel size is x × x. The G-A-P is the global average pooling, the FC1 and FC2 are fully connected layers (with 512 and 3 neurons respectively).
B. DEEP LEARNING METHODS
Inspired by the success of deep learning in many computer vision tasks [34] - [37] , Zhang et al. [1] proposed a CNN-based regressor which was trained alternatively for predicting the density maps and crowd counts. To address the cross-scale problem, this method requires perspective maps, which are absent in most datasets [4] , [10] , [18] . Without using the perspective map, Onoro-Rubio and Lopez-Sastre [2] introduced a scale-aware model named the Hydra CNN, which learnd a multiscale non-linear regression mapping from a pyramid of image patches to the density map. Meanwhile, in [4] , the authors proposed a multi-column CNN structure (MCNN), wherein the multi-scale features were extracted from three columns with varied kernel sizes. Sam et al. [19] designed a switching classifier to distinguish the crowd-density variation in an image, and relayed the image patch to the best of three regressors. Later, a contextual pyramid CNN was proposed in [6] where the global and local contextual information in an image were exploited to generate the high-quality crowd density maps. In contrast to the multi-column architecture, Cao et al. [38] proposed an encoder-decoder network (SANet), where scale aggregation modules were employed to solve the cross-scale problem. And Li et al. [5] proposed a single-column CNN method (CSRNet) for understanding the highly-congested scenes by using the dilated convolutional layers. Recently, some measures (e.g. learning a semantic information [39] or attention map [40] ) have been adpoted to suppress background interference, but they mainly are implemented in a weakly supervised fashion. Yang et al. [20] proposed a multi-column multi-task convolutional neural network (MMCNN) where the Euclidean loss was used to make the model regress a background/foreground mask for robust crowd counting. Differing from MMCNN, in our study, we propose a Semantic Mask Module using the cross-entropy loss to transfer the learned representations to the segmentation (pixel-wise classification) task.
Profoundly analyzing the above-mentioned methods, we have the following observations.
1. The CNN-based density estimation approaches [4] , [5] , [11] , [19] , [41] have achieved significant improvements in crowd counting, but they are more focused on reducing the count errors rather than estimating a clean density map that no density value exists in the background.
2. To address the cross-scale problem, the existing stateof-the-art methods commonly employ the multi-column CNN architectures [4] , [6] , [11] , [19] , [20] , [42] , [43] . The success of these methods shows the multi-scale feature fusion is very helpful for the crowd counting task. However, adding more columns [38] to improve the performance of crowd counting is unrealistic, which greatly increases the model size and easily leads to overfitting with the limited training data.
In this paper, we propose an end-to-end learning model called the SMCA-CNN to improve the performance of crowd counting by jointly considering the suppression of the background interference and the cross-scale effect, where the information provided by the ground-truth density map and the cross-scale features are fully exploited.
III. PROPOSED METHOD
The architecture of our model is shown in Figure 2 . Inspired by the CSRNet [5] , the first ten layers of VGG-16 [44] are taken as the frontend network for 2D feature extraction and a six-layer dilated CNN as the backend to enlarge the receptive fields without losing resolutions. Besides, the proposed Semantic Mask Module (SMM) is developed to suppress the adverse impact of the problem of complex background; the Span Architecture (SA) and the Cross-scale Adaptive module (CAM) are devised to tackle the cross-scale problem. In the following sections, we first introduce the generation of the ground truth density map and semantic mask. Then, we present the detailed design of the SMM, the SA and the CAM. Lastly, the training methods are described.
A. GENERATION OF GROUND TRUTH (GT) 1) GT DENSITY MAP
Most of the crowd counting datasets provide the point annotations, which specify the people position by marking a dot at the center of the head of each person. Following the previous work [4] - [6] , [19] we convert the point annotations to the density maps by blurring each point with a normalized 2D Gaussian kernel G σ . Assume that the crowd image (pixel grids) is I . And it is annotated with a set of 2D points
where N is the total number of people. The GT density map D is generated as follows:
where δ is a delta function, p is a pixel in I , * represents the convolution operation. σ j denotes the variance of G σ j . d j is the average distance between the point P j and its nearest 3 neighbors. Similar to [4] , we set β = 0.3.
2) GT SEMANTIC MASK
As discussed in Section I, in order to suppress the adverse impact of the background on crowd counting performance, the foreground segmentation method [14] - [16] is employed as an effective solution. Following this idea, for training the CNN model to distinguish crowd from the background in a supervised learning manner, the adequate training data should be provided. Analyzing the GT density map, we find that the density map contains not only the crowd spatial distribution information, but also the crowd-background semantic information, which means that the density value exists only in the regions where the crowds gather, and no density value in the background regions. In order to obtain the crowd-background semantic information, a semantic mask is proposed that the crowd can be considered as one class, and the background as another. Therefore, the semantic mask can be generated as follows.
where p is a pixel in the training image I (pixel grids), M and D is the generated semantic mask and density map for I respectively. Note that a density map (D) generation follows the method defined by Equation 1. As can be seen in Figure 3 , the semantic masks correctly represent the foreground and background information of the crowd images.
B. SEMANTIC MASK MODULE (SMM)
The existing CNN-based density estimation approaches [2]- [5] , [19] use the GT density map as the supervision information and are trained using a single pixel-wise Euclidean loss, which may result in incorrectly predicting density values in the background regions (As shown in Figure 1 (c)). To suppress the adverse effect of the background, a Semantic Mask Module (SMM) is designed with the semantic masks (generated by Equation 2) as a supervision to learn a binary mask (the value 1 and 0 refer to people (heads) and the background, resp). We formulate the task into a classification problem, where the SMM represents a binary classifier which classifies each pixel in an input image into two different classes: foreground and background. Motivated by the fully convolutional network (FCN) [35] , we append two convolutional layers after the last shared dilated convolutional feature maps to transfer the learned representations to the segmentation (pixel classification) task. As shown in Figure 2 , the SMM consists of two convolutional layers (Conv(3, 64, 1) and Conv(3, 2, 1)) and a SoftMax layer. The Softmax layer outputs two feature maps (foreground and background score maps) which denote that the likelihood of each pixel is either foreground or background of the input image patch. Then, each spatial position in the binary mask is labeled as 1 when the foreground score is higher than the background score; otherwise, it is labeled as 0.
The loss function for optimizing the Semantic Mask Module (SMM) is defined as follows:
where i is the index of pixel in the input image patch, L cls is the cross-entropy loss. q i is the predicted score of the i-th pixel being a foreground/background. q * i is the ground-truth label. N cls represents the total number of the pixels in the input image patch.
It should be noted that we also attempted to place the SMM in the front of the SMCA-CNN, but we found that the earlier the place where we put it was, the worse the performance was. We argue that the shallow network cares more about detailed information, and is not able to extract more abstract semantic information for the pixel classification.
C. SPAN ARCHITECTURE (SA)
There is significant variation in the scale of the people or heads in many crowd images due to persepective effect or across different images resolutions. The scale variation (termed as cross-scale problem) seriously affects the robustness of the counting algorithms [5] , [41] . Top: a top-down architecture with skip connections for multi-layer prediction. Bottom: the Span Architecture (SA) with cross connections for cross-scale adaptation. The parameter K is defined as the number of feature maps to be merged and the scale-aware weights λ are learned by the CAM module (which we will describe in Section III-D). In our SA, when the K is fixed, the layers with largest receptive-field differences are selected.
As mentioned in Section II, the success of the multi-column architectures [4] , [6] , [19] , [43] proves that the feature fusion is very helpful to solve the cross-scale problem. Therefore, in our study, we follow the scheme of feature fusion method but with a more efficient design. Instead of using multi-column architectures to extract different scale features, we do it by exploiting the pyramidal hierarchy of a deep CNN, which has shown the superior performance in multi-scale object detection tasks [45] , [46] . Obviously, such a feature extraction process does not require the heavy computation and high memory resources compared with multi-column architectures. An example (FPN [47] ) is shown in the top of Figure 4 where a top-down architecture is developed for building high-level semantic feature maps at all scales and predictions are made independently at each level. This method enhances the representation ability of different convolution features, but it can not solve the cross-scale adaptation problem in counting algorithms well because that the crowd images contain many small people (especially in the very dense areas) as well as the large intra-image people-scale variations.
Based on the above observations, we propose a Span Architecture (SA) for effectively capturing the lagre scale variation information in the crowd images. Differing from the FPN work where a top-down architecture with skip connections is developed, the Span Architecture (SA) adopts the cross connections and dilated convolutions in the backend of our model for the following reasons: 1) By exploiting the cross-scale features with largest span of receptive fields, the cross connections make our model more adaptive to the variation of people or heads scale. For example, the configurations of the backend of our SMCA-CNN are shown in the bottom of Figure 4 where there are three different scale features are merged for the density map prediction. 2) To aggregate the multi-scale contextual information in very dense scenes, the dilated layers [48] are a better candidate to enlarge the receptive field without a loss of resolution. More importantly, it can retain more detailed information of small heads than the convolution + pooling + upsample operations [5] .
D. CROSS-SCALE ADAPTIVE MODULE (CAM)
It is the fact that different crowd images have different variations in people/head size. To adaptively capture the variation, the Cross-scale Adaptive Module (CAM) is designed to make use of the cross-scale featutres (builded from our Span Architecture in Section III-C) as needed, such as larger weight on the low-layer features for the input patches with small scale heads and smaller weight for large scale heads.
The block diagram of CAM is shown in Figure 5 . Firstly, a global context descriptor F gcd (·) is used to map the input X ∈ R H ×W ×C to the V ∈ R C , where H , W and C are the height, width and number of channels of the feature maps, resp. It is expected that V holds the strong global information. Then, an adaptive allocation function F ac (·, W) is designed to take V as the input to compute a set of scale-aware weights λ = [λ 0 , λ 1 , · · · , λ K −1 ] T , which reflects the importance of multi-scale features at different layers. Finally, as shown in Figure 2 , these weights are used in the feature fusion process. Assume the multi-scale features as Q i ∈ R H ×W ×L (i = 0, 1, · · · , K − 1), then the features are weighted by λ to generate the salient features Y ∈ R H ×W ×L , which is denoted as:
where ⊕ represents the element-wise addition operation. The parameter K is defined as the number of feature maps to be merged. In Section III-C, we present the Span Architecture (SA) where a configuration guide of SMCA-CNN with different K is given. In the ablation study (see Section IV-A), we conduct a set of experiments with different K to determine the most suitable value of K . Considering the computational cost, in the proposed model, a 1 × 1 × 1 convolution is employed as a bottleneck layer to reduce the channel number of the feature maps to 1 (L = 1). As a result, the CAM decides how much attention to pay to the features at different layers for a specific input X. As shown in Figure 2 , the output of the tenth convolutional layer of the VGG-16 [44] is taken as the input of CAM. For implementing F gcd (·), a global average pooling layer is adpoted while for implementing F ac (·, W), two fully connected (FC) layers followed by a Softmax layer are employed. Notably, the main advantage of our design is that CAM allows the gradient of the loss function to be backpropagated because the outputs of all the operations in the CAM are soft. Therefore, the CAM can be jointly trained with the backbone network in an endto-end manner. In the end, the CAM model is expected to adaptively learn the weights λ associated with the layer-wise features which has proved its effectiveness for alleviating the adverse effect of large scale variation through the experiments (see Section IV-A).
E. TRAINING SMCA-CNN 1) LOSS FUNCTION
As discussed in Section III-B, the cross-entropy loss L M is used to optimize the SMM (refer to Equation 3 ). For the counting task, the Euclidean distance is used and it is given as follow:
where is the model parameters of the SMCA-CNN. N t is the number of training images in a batch and Y D (X i ; ) denotes the estimated density map for the i-th input image X i . Y i is the ground truth density map of X i . Therefore, the overall loss for our SMCA-CNN is expressed as:
where the coefficient α is a trade-off parameter that balances the relative weight of losses, and we empirically set α to 0.01 in all the experiments.
2) TRAINING DETAILS
To train our SMCA-CNN, the stochastic gradient descent (SGD) algorithm with the Nesterov momentum is used. Besides, the dropout is applied after each fully connected layer (FC). Considering model overfitting issue since the Deep CNN is used in our design, we follow the data augmentation techniques introduced in [5] to get our training dataset: each image is cropped into four non-overlapping patches and we mirror the patches to double the training set. Most importantly, the input patches of our model can be of an arbitrary resolution. The learning rate is initialized to 1e-6, and it is divided by 10 each time the validation error saturates. Also, we set the momentum, weight decay, and batch size to 0.95, 5e-4 and 1, resp. Similar to the work [5] , we fine-tune the first ten convolutional layers of the VGG-16 [44] pre-trained on the ImageNet [49] while the other layers are initialized by a normal distribution with a deviation of 0.01. Note that the dropout rate and the number of iterations are adjusted based on the dataset size.
IV. EXPERIMENTS
In this section, an ablation study is firstly conducted to evaluate the effectiveness of our proposed Span Architecture (SA), Semantic Mask Module (SMM) and Cross-scale Adaptive Module (CAM). Then, the performance comparison study with the recent state-of-the-art methods is carried on five challenging public datasets: UCF_CC_50 [18] , ShanghaiTech [4] , UCF-QNRF [10] , UCSD [15] and WorldExpo'10 [1] . Two standard metrics are used for evaluating the quality of the predicted density maps: PSNR (Peak Signal-to-Noise Ratio) and SSIM (Structural Similarity in Image [50] ). By following the convention of the existing works [4] , [5] , [19] , the count error-related evaluation metrics for crowd counting are Mean Absolute Error (MAE) and Mean Squared Error (MSE):
where N t is the number of test images, y i is the ground truth count andŷ i is the estimated count of the i-th crowd image.
A. ABLATION STUDY
Firstly, we verify the performance of our model SMCA-CNN with Span Architectures. Then, we justify the performance of different modules in the proposed method by conducting an ablation study. For clarity, we name two variants of our proposed SMCA-CNN model as SMM-CNN (only with SMM) and CAM-CNN (only with CAM). Finally, we analyse the relationships between λ and S, where λ is the learned weight by the CAM and S is the average size of heads in the inputs. Three challenging datasets (UCF_CC_50 [18] , ShanghaiTech PartA [4] and UCF-QNRF [10] ) are used for performance evaluation. The reason for choosing these three datasets lies in that they contain many images with complexed background and large-scale variation. Noted that when our models preform on UCF_CC_50, we follow the work [18] where 5-fold cross-validation method is used. Experimental results are tabulated in Table 1 .
1) TOP-DOWN ARCHITECTURE VS SPAN ARCHITECTURE
Here we do a set of experiments to validate the effectiveness of the proposed Span Architecture. The results are shown in Table 2 , where it can be seen that the Span Architecture achieves superior performance in counting tasks compared with the top-down architecture. Meanwhile, the lowest MAE and MSE are achieved when K equals 3. Besides, we do some evaluations to explore the best K value on other datasets (e.g. ShanghaiTech Part A and UCF-QNRF). The results are tabulated in Table 3 , where it can be seen that for our SMCA-CNN architecture with the proposed SA, K = 3 is the best choice with more universality. Empirically we think this mainly because that: When K value is too small (K < 3), our model is not enough to capture the information of all-scale heads in an image; When K value is too big (K > 3), our experiments show that the values of learned parameters λ tend to be uniformly distributed, which weakens the ablility of our model to be adaptive to variations in people/head sizes. Therefore, we assign 3 to K in all the next experiments and the corresponding configuration (Q 0 ,Q 1 ,Q 2 ) is shown in Figure 2 . Furthermore, to figure out whether different layers successfully focus on heads of different sizes, we illustrate the feature maps derived from Q 0 ,Q 1 and Q 2 in Figure 8 where it can be seen that: The shallow layer features derived from Q 0 pay more attention to the small heads. Compared with features derived from Q 0 , the medium layer features from Q 1 focus more on heads of medium sizes. The high (deep) layer features from Q 2 are discriminative in distinguishing crowd from the background, and focus on the heads of large sizes.
2) EFFECTIVENESS OF SEMANTIC MASK MODULE (SMM)
As shown in the fourth row of Table 1 , compared with the baseline CSRNet [5] , the SMM-CNN (only with SMM) obtains lower MAE and MSE on three datasets and higher PSNR on UCF_CC_50 and UCF-QNRF datasets. To clearly demonstrate the ability of the SMM to suppress the background interference, we plot the distributions of pixels whose density value (corresponding to the density map) D(p) ≥ 0 in the second row of Figure 6 . In Figure 6 It should be noted that as mentioned in Section III-D, a convolution (whose kernel size is 1 × 1, filter number is 1) is employed to reduce the channel number of the chosen convolutional feature maps (Q 0 ,Q 1 and Q 2 ) to 1 for considering the computational cost.
it can be seen that many spurious density values exist in the background. While there are almost no spurious density values in Figure 6 (c) and (e) where the SMM is employed. We also conduct several experiments on different datasets and similar conclusions can be made (details in the supplementary materials). It is confident that our proposed SMM has the ability to facilitate our model to suppress the bakground interference and estimate a clean density map.
3) EFFECTIVENESS OF CROSS-SCALE ADAPTIVE MODULE (CAM)
To verify the effectiveness of the CAM, we choose the test set of UCF-QNRF dataset [10] and divide it into five splits according to the intra-image head-scale variation level. 1 The detailed information is given in Figure 7 left. Finally, we conduct a set of experiments on the five splits where the multi-scale features (Q 0 ,Q 1 ,Q 2 ) are used in two strategies: 1 To measure the level of the head-scale variation in a image, we calculate the standard deviation of head sizes in the image. More details can be found in our supplementary materials. a) each scale feature is treated equally and just weighted by 1/3 in the model CAM-CNN * . b) each scale feature is weighted by λ (learned from the CAM) in the model CAM-CNN. It can be observed from the bar chart in Figure 7 (right) that the CAM-CNN achieves the best results compared to the CAM-CNN * and the baseline CSRNet [5] . Table 4 presents the average results on all the splits and further validates our design purpose that the CAM has certain capability to handle the large scale variation problem in the crowd counting.
4) RELATIONSHIPS BETWEEN λ AND S
We adpot the 5-fold cross-valiation method when our model is trained on UCF_CC_50, so there are five different test sets where each set contains 10 images. Similar to the cropping method used in CSRNet [5] , for each test set, we crop 9 patches from each test image at different locations with 1/4 size of the original image. Through the 5-fold cross-validation method, five sets of results (a total of 450 pieces of data) about relationships between λ and S are obtained. Herein we take λ 0 as an example to simply explain the relationships bewteen λ and S. To make it clear, the λ 0 and S in each set of results are normalized between 0 and 1 separately. Then, we plot λ 0 and S in Figure 9 where we can find that when S value goes up, the λ 0 value commonly goes down. This indicates that for the input patches with small scale objects (people), our model will pay more attention to the low-layer detailed features for generating the high-quailty density maps. Similarly, based on our experimental results, we find that the λ = [λ 0 , λ 1 , λ 2 ] T have different responses to different scales S, which makes our model adaptively leverage the cross-scale features as needed.
Combined with the SMM and CAM, the SMCA-CNN achieves the superior results as indicated in Table 1 (the last row). Meanwhile, Figure 6 shows that the density map predicted by the SMCA-CNN resembles the ground truth. These observations strongly demonstrate the effectiveness of the SMCA-CNN architecture.
B. PERFORMANCE COMPARISON 1) UCF_CC_50
UCF_CC_50 dataset [18] contains 50 images with various crowd counts from 94 to 4,543. Following the work of [18] , five-fold cross-validation is used to evaluate the proposed method. As shown in Table 5 , it is noted that [41] .
2) ShanghaiTech
The ShanghaiTech dataset [4] contains 1,198 images with a total of 330,165 annotated people. It consists of two parts: Part A with 482 images and Part B with 716 images. Following [4] , Part A dataset is partitioned into chunks of 300 training and 182 testing images. Similarly, the 400 images for training and 316 images for testing on Part B. The results on Part B are also given in Table 5 where it can be seen that our method achieves the superior results: 22.6% lower MAE and 17.5 % lower MSE than the baseline CSRNet. The results on Part A are shown in Table 6 , our SMCA-CNN gets the lowest MAE and 5.4-point improvement in the MSE compared to CSRNet [5] . It is worth noting that, when our model takes crowd image patches and perspective maps (provided by the PACNN [57] ) as inputs, we get the state-of-the-art result (the MAE is 58.1 and MSE is 88.8), which is given in the last row of Table 6 .
C. UCF-QNRF
The UCF-QNRF [10] is a latest and large dataset, containing 1,535 jpeg images with 1,251,642 annotations. Particularly, it has a wider variety of scenes than the other datasets. Following [10] , the 1,201 images are used for training and 334 images for testing. It can be observed from Table 7 , that the SMCA-CNN achieves the superior results compared with the other methods, which indicates that our model is robust to the cross-scene counting.
D. UCSD
The UCSD [15] is a single scene and sparse dataset. It contains 2,000 frames and is collected from a surveillance camera overlooking a pedestrian walk way at UCSD. Following the previous methods [1] , [2] , [5] , [19] , frames from 601 to 1,400 are used as training set and the rest as testing set. The results are show in Table 9 , where it can be seen that the SMCA-CNN achieves 12.0% lower MAE and 10.8% lower MSE compared to the CSRNet.
E. WorldExpo'10
The WorldExpo'10 dataset [1] contains 3,980 images from 1,132 annotated video sequences. The 3,380 images are used for training and the 600 images for testing. It can be observed from Table 10 that the SMCA-CNN outperforms the state-of-the-art methods on Scene 2 while achieving the comparable results in the other scenes.
Finally, the quality metrics of the density map generated by the SMCA-CNN on the five datasets are tabulated in Table 8 , where it can be clearly seen that the considerable improvement on almost all of the five datasets has been achieved by our SMCA-CNN. In addition, we also display the density maps and semantic masks generated by the proposed SMCA-CNN on different congested crowd images in Figure 10 . Note that we adpot the Pixels Accuracy (which indicates the proportion of the number of correctly classified pixels to the total number of pixels) to evaluate the accuracy of the predicted semantic masks. The results show that our method performs well on estimating the people counts in extremely dense as well as relatively sparse scene.
V. CONCLUSION
In this paper, a new pipeline called the SMCA-CNN is proposed for enhancing the crowd counting performance in suppressing the adverse effect of background interference and large-scale variation. The Span Architecture (SA) and two new modules (termed as Semantic Mask Module (SMM) and Cross-scale Adaptive Module (CAM)) are delicately designed and seamlessly incorporated with a VGG backbone network to form an end-to-end density estimation crowd counting model, which is trained under the supervision of GT density maps together with GT semantic masks. A joint loss function with the cross-entropy loss and Euclidean loss is designed. Extensive experimental results on five challenging datasets demonstrate the significant improvements achieved by our proposed method. 
