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ABSTRACT
We describe an application written to automate a calculation for the mathe-
matical research of Dr. Spiroff of University of Mississippi & Dr. Enescu of Georgia
State University. This work represents a way to overcome the barriers of the mathe-
matical calculations in obtaining theoretical results.
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CHAPTER 1
INTRODUCTION
The genesis of this project is the mathematical research of a commutative
algebraist at the University of Mississippi and her colleague at Georgia State Univer-
sity. They begin with polynomial rings, over the real numbers R, along with a pair
of principal monomial ideals I, J . From these, one can construct the intersection
ring B = BR(I, J) of I, J . Associated to these rings are several numerical invariants,
which provide information on properties of the ring.
Specifically, let R = R[x1, . . . , xn] and I = (xa11 x
a2
2 · · ·xann ), J = (xb11 xb22 · · ·xbnn ),
where the exponents are nonnegative integers. For general n, the researchers want
to compute the invariants of B known as the F -signature, denoted s(B), and the
Hilbert-Kunz multiplicity, denoted eHK(B), both of which are known by commutative
algebraists to be rational numbers. While these values provide information regarding
so-called regularity of the ring (i.e., a ring A is regular, e.g., a polynomial ring, if and
only if eHK(A) = 1, the smallest value it can be), they are notoriously difficult for the
researchers to compute, and very few examples exist in the mathematical literature
where both can be determined simultaneously.
The properties of the intersection ring are a reflection of the combinatorics of
the monomial exponents, which is often complicated. The mathematical researchers,
University of Mississippi Associate Professor of Mathematics Sandra Spiroff and Flo-
rian Enescu, Professor of Mathematics at Georgia State University, sought to obtain
a closed formula in n, and a = (a1, . . . , an),b = (b1, . . . , bn), for the F -signature and
Hilbert-Kunz multiplicity Enescu and Spiroff (2016). They began their work in 2014,
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building upon the results of Dr. Enescu’s Ph.D student, Sara Malec, who, in addition
to determining that the intersection rings of principal monomial ideals in polynomial
rings were finitely-generated, wrote some computer code for the open source program
Macaulay 2 to determine certain information about the rings. The two researchers
were successful in obtaining formulæ for some other invariants, but the Hilbert-Kunz
multiplicity and F -signature remained elusive. After a year of tackling the problem
through purely mathematical means, the researchers turned to the use of supercom-
puters. In the Fall of 2015, with the help of associates at Wolfram and Ben Pharr and
Brian Hopkins in the supercomputing department at the University of Mississippi,
Dr. Spiroff attempted to obtain a formula through the use of technology. When this
attempt was not met with success, Dr. Spiroff and Dr. Enescu tried again at Georgia
State University in the Spring of 2016. Lowering their expectations regarding out-
comes, Drs. Spiroff and Enescu used a combination of mathematics and technology
to provide some formulæ for some specific cases, and submitted a paper for review.
While the ultimate goal of attaining a general formula for the Hilbert-Kunz
multiplicity eHK(B) and the F -signature s(B) of B proved impossible, at least up to
this point in time, the “next best thing”is to streamline, and hopefully automate,
the calculation for finding these invariants for any specific example. Thus, in the
Fall of 2017, Dr. Spiroff approached Dr. Dawn Wilkins, Chair of Computer Science,
to determine whether or not this project could be an appropriate topic for student
research. Dr. Wilkin’s affirmative response began the next phase of the research, the
subject of this undergraduate honors project.
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CHAPTER 2
MATHEMATICAL BACKGROUND
2.1 General mathematics regarding the project
We begin with the definition of groups.
Definition 2.1.1. (Goodman, 2002, Definition 1.10.1) A group is a set G with a
binary operation ∗ that satisfies the following conditions:
1. The set is closed under the operation, i.e. the result of applying the opera-
tor to two members of the group is always another member of the group. In
mathematical notation, ∀a, b ∈ G, a ∗ b ∈ G.
2. The operation is associative, or it can be applied to pairs of elements in any
order. In mathematical notation: ∀a, b, c ∈ G, (a ∗ b) ∗ c = a ∗ (b ∗ c).
3. The group has an identity, or an element such that, when the operation is
applied to it and another operand, the result is always the other operand. In
mathematical notation, ∃e ∈ G such that ∀a ∈ G, e ∗ a = a ∗ e = a.
When speaking in the abstract, the identity is usually denoted e.
4. Every element has an inverse, or an element such that, when the operation is
applied to that element and its inverse, the result is the identity. In mathemat-
ical notation: ∀a ∈ G,∃a−1 ∈ G such that a ∗ a−1 = a−1 ∗ a = e (where e is the
identity).
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Once all these conditions are satisfied, we say that (G, ∗) is a group. If every
condition except 4 holds, then we say that (G, ∗) is a monoid, and If only conditions
1 and 2 are satisfied, then we say that (G, ∗) is a semigroup.
Example 2.1.2. A classic example of a group is the set of integers Z under addition,
or in other words (Z,+). The integers are closed under addition, because the sum
of any two integers is always another integer; there is an identity element 0, which,
when added to another integer, always results in the other integer unchanged; every
integer has an inverse, its negative, and the sum of the integer and its negative is the
identity 0; and it is well known that addition is associative.
Example 2.1.3. By contrast, the set of integers under multiplication, (Z, ·), does
not form a group, because the elements do not have inverses within the group. The
identity of multiplication is 1, and so the inverse of, say, 2, would be 1
2
, which is not
in the set of integers. The integers under multplication would only form a monoid,
not a group.
Example 2.1.4. On the other hand, the nonzero rational numbers Q× do form a
group under multiplication, because the multiplicative inverse of any non-zero rational
number is its reciprocal, which is itself a rational number.
Definition 2.1.5. A group (G, ∗) whose operation satisfies ∀a, b ∈ G, a ∗ b = b ∗ a is
called abelian. Thus the integers under addition form an abelian group.
Definition 2.1.6. It is also possible for one group to “contain” another if a subset
of the larger group is also a group in its own right. In this case, the contained group
is called a subgroup of the containing group.
In principle, a subgroup must be a subset of the containing group and satisfy
the same four conditions for a set and operation to form a group. However, it can be
shown that only two conditions are required for a subset to form a subgroup:
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Fact 2.1.7 (One Step Subgroup Test). A subset H of a group (G, ∗) is a subgroup if
1. H 6= ∅
2. ∀a, b ∈ H : a ∗ b−1 ∈ H.
These conditions alone ensure that the identity is in H (because ∀a ∈ H, a ∗
a−1 = e must be in H), which in turn ensures that the inverse of every element is
in H (because ∀a ∈ H, e ∗ a−1 = a−1 must be in H), which in turn ensures that H
is closed under the operation (because ∀a, b ∈ H, a ∗ (b−1)−1 = a ∗ b must be in H).
Associativity is already guaranteed by virtue of the operation being associative in the
original group G.
Having discussed groups, then, we can now move on to rings, the primary
structure dealt with in this project.
Definition 2.1.8. (Goodman, 2002, Definition 1.11.1) A ring is a set R with two
binary operations, addition, +, and multiplication, ·, satisfying the following condi-
tions:
1. (R,+) is an abelian group
2. (R, ·) is a monoid
3. ∀r, s, t ∈ R, r(s+ t) = rs+ rt and (r + s)t = rt+ st.
If a set R with two operations + and · satisfies these conditions, we say that (R,+, ·)
forms a ring.
Definition 2.1.9. A commutative ring R is one that, in addition to the above,
also satisfies ∀r, s ∈ R, rs = sr.
In this project, we are exclusively interested in commutative rings. Similarly
to groups, rings are also able to contain subrings. An ideal is a special type of subring.
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Definition 2.1.10. (Goodman, 2002, Definition 6.2.8) A subset I of a commutative
ring R forms an ideal if:
1. I 6= ∅
2. ∀x, y ∈ I, x− y ∈ I
3. ∀r ∈ R, ∀x ∈ I, rx ∈ I (and xr ∈ I, as R is commutative).
In intuitive terms, 2 states that (I,+) must be a subgroup of (R,+) and 3
states that multiplying an element of the ring by an element of the ideal “lifts” the
ring element into the ideal.
Example 2.1.11. A classic example of an ideal is the set of even numbers, which
forms an ideal of the group of integers under normal addition and multiplication.
Denoting this set as E, (1) the set is non-empty, because, for example, 2 ∈ E. (2)
It is a subgroup of the integers, because for any two even integers 2n and 2m, where
n,m ∈ Z, 2n− 2m = 2(n−m) ∈ E. (3) Thirdly, the product of any even number 2n
and another integer m is an even number, 2nm which is in E.
Now, all the examples of algebraic structures shown so far have been real
numbers and operations. However, it is also possible for more abstract sets and
operations to form an algebraic structure, and the structures dealt with in this project
are of this kind, namely polynomial rings.
Definition 2.1.12. A polynomial ring is one in which the elements are polynomials
with coefficients in some given ring.
Example 2.1.13. The ring of polynomials in one variable with integer coefficients is
denoted Z[x]. Likewise, the ring of polynomials in one variable with real coefficients
is denoted R[x]. The operations are the usual algebraic addition and multiplication
of polynomials.
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Note that because polynomials are functions, the elements of these rings are
written using function notation as f(x), g(x), etc.
It is also possible to have a ring of polynomials in multiple variables, as R[x, y].
Fact 2.1.14. Like the set of even numbers in the ring of integers, the set of multiples
of a monomial also forms an ideal in the polynomial ring.
Example 2.1.15. The set of multiples of x3, denoted (x3), forms an ideal of R[x].
To be specific, (x3) = {x3f(x) : f(x) ∈ R[x]}. (1) The set is non-empty, because x3
is in it. (2) It is a subgroup of R[x], because for any two multiples of x3, x3f(x) and
x3g(x) (where f(x), g(x) ∈ R[x]), the difference x3f(x) − x3g(x) = x3(f(x) − g(x))
is also a multiple of x3 and so must be in (x3). (3) Lastly, multiplying a polynomial
by another one that is a multiple of x3 results in another polynomial that is also a
multiple of x3: ∀f(x) ∈ R[x], ∀x3g(x) ∈ (x3), f(x)x3g(x) = x3(f(x)g(x)) ∈ (x3).
Fact 2.1.16. Given two ideals of a polynomial ring, the ideal with the larger exponent
is always a subset of the one with the smaller exponent.
Example 2.1.17. Consider the two ideals (x3) and (x2). Then x3 = xx2, and so
every multiple of x3 is also a multiple of x2. Thus (x3) ⊂ (x2).
Fact 2.1.18. A corollary of the above is that for any two ideals of this kind, the
intersection of the two is the ideal with the larger exponent: (x3) ∩ (x2) = (x3).
The monomials (i.e., products of variables) may be as complex as desired; for
example, (xy2), (xyz), (x5y3z2), and so on, define ideals in polynomial rings of several
variables.
2.2 Math Specific to the Project
Throughout the paper, let N = Z≥0 and N+ = Z>0.
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Definition 2.2.1. Let R = R[x1, . . . , xn], and let I be the ideal (xa11 x
a2
2 · · ·xann ) and
J = (xb11 x
b2
2 · · ·xbnn ), where all ai, bj ∈ N+. The intersection ring of I and J is
BR(I, J) =
⊕
r,s∈N
(Ir ∩ Js).
To provide clean calculations, we assume that if we extract the exponents into
two strings of positive integers, a = a1, . . . , an and b = b1, . . . , bn, then they are fan
ordered, as per (Malec, 2015, Definition 2.7); i.e.,
ai
bi
≥ ai+1
bi+1
for all i = 1, . . . , n.
Example 2.2.2. Let R = R[x, y] and I = (x5y2), J = (x2y3). The lists of exponents,
(5, 2) and (2, 3), are fan ordered. Taking the ratios of corresponding elements gives
(5
2
, 2
3
), and these quotients are ordered from greatest to least.
Definition 2.2.3. A cone C is a subset of a vector space such that for any vector x
and any scalar α, αx ∈ C.
For i = 0, . . . , n, let Ci = {λ1(bi, ai) + λ2(bi+1, ai+1)|λi ∈ R≥0}. Each Ci is a
cone, and together, they partition the first quadrant of the plane.
For example, if R = R[x] and I = (xa), J = (xb), for positive integers a ≥ b,
then we can divide the first quadrant of the coordinate plane into two cones,
C0 = {λ1(0, 1) + λ2(b, a)|λi ∈ R≥0}
C1 = {λ1(b, a) + λ2(1, 0)|λi ∈ R≥0}.
(b, a)
C_0
C_1
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In general, if I and J have n exponents each, then the plane will be divided
into n+ 1 cones.
Next, we restrict the coefficients to non-negative integers rather than real
numbers by intersecting the cones with the lattice N2, and write each segment as
Qi = Ci ∩ N2. Each of these admits a unique Hilbert basis Hi = {(ri,j, si,j) : j =
1, 2, . . . , ni}, which generates Qi, i.e. any point in Qi can be written as a linear
combination of the points in Hi. Denote its cardinality by hi.
Example 2.2.4. Let I = (x3) and J = (x2), so that b = 2 and a = 3. Then the
points delineating C0 are (0, 1) and (2, 3). In this case, the Hilbert basis is:
{(2, 3), (1, 2), (0, 1)}.
Here, besides the original delineating points (0, 1) and (2, 3), the point (1, 2) has
been added. This is necessary because the other points in the cone cannot generate
it as a linear combination with positive integer coefficients.
We can see this by trying to solve for (1, 2) in terms of (0, 1) and (2, 3); we
will find that the coefficients cannot be positive integers:
(1, 2) = α(0, 1) + β(2, 3)
(1, 2) = (2β, α + 3β)
1 = 2β
1
2
= β.
Thus (0, 1) and (2, 3) by themselves are not enough to form a Hilbert basis
for this cone, and (1, 2) must also be a member of the Hilbert basis. These turn out
to be enough to generate the whole cone and so form the complete Hilbert basis.
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Similarly, for C1, the delineating points are (1, 0) and (2, 3), and the Hilbert
basis turns out to be:
{(1, 0), (1, 1), (2, 3)}.
Definition 2.2.5. (Enescu and Spiroff, 2016, Definition 1.2) The set H = ∪i=0,...,nHi
is called the Hilbert set for B(I, J), and its cardinality is denoted by h. For every
v = (r, s) ∈ Z2, let t(v) = (max(air, bis))i=1,...,n. This is equivalent to raising I and J
to the powers of r and s and finding the intersections of the ideals generated by each
variable individually. Set G = {(v, t(v)) : v ∈ H}.
Example 2.2.6. In our example above, the Hilbert set is the intersection of the
Hilbert bases of all the cones (two in this case), or:
H = {(1, 0), (1, 1), (2, 3), (1, 2), (0, 1)}.
Therefore, taking maximums accordingly,
G = {(1, 0, 3), (1, 1, 3), (2, 3, 6), (1, 2, 4), (0, 1, 2)}.
To see how this answer was arrived at, consider the point (2, 3), which was
augmented to (2, 3, 6). Our initial ideals were (x3) and (x2), so that a = (3) and
b = (2); thus we need only deal with the case of i = 1.
max(a1r, b1s) = max(3 · 2, 2 · 3) = max(6, 6) = 6.
This value is added into the coordinates at i positions after the first two, giving
(2, 3, 6).
Viewed in another way, this is the same as finding the intersection of two ideals
raised to the power of r and s. Raising (x3) to the second power gives ((x3)2) = (x6),
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and raising (x2) to the third power gives ((x2)3) = (x6). These two are equal and so
the intersection is simply (x6), and so 6 becomes the new coordinate.
Again, consider the point (1, 2), which was augmented to (1, 2, 4). Here,
finding the max gives
max(3 · 1, 2 · 2) = max(3, 4) = 4.
In terms of the original ideals, raising our two ideals to the powers of 1 and 2 respec-
tively gives ((x3)1) = (x3) and ((x2)2) = (x4). As was mentioned earlier, the inter-
section of two ideals is the one with the higher exponent. Thus (x3) ∩ (x4) = (x4),
indicating a new coordinate of 4.
The above example demonstrates the situation for one polynomial variable,
i.e., n = 1. More generally, letQ = Q(a,b) = {(r, s, t1, . . . , tn) : ti ≥ max(air, bis), i =
1, . . . , n} ⊆ Nn+2.
Fact 2.2.7. The set Q is a monoid; i.e., it is closed under component-wise addition,
which is an associative operation, and contains an identity element.
Q is closed under component-wise addition. Take any two points (r, s, t1, . . . , tn)
and (x, y, z1, . . . , zn) in Q(a,b). Adding the two points component-wise gives (r +
x, s + y, t1 + z1, . . . , tn + zn). Then because, by the definition of Q, each ti ≥
max(air, bis) and each zi ≥ max(aix, biy), it follows that each ti+zi ≥ max(aix, biy)+
max(air, bis).
Now, it must be the case that max(aix, biy) + max(air, bis) ≥ max(aix +
air, biy + bis). The left hand side can have any of four possible results: aix + air,
aix + bis, biy + air, or biy + bis. The right hand side can have either of two results:
aix+ air, or biy + bis.
If the left hand side evaluates to aix + air, then aix ≥ biy and air ≥ bis.
Adding these two inequalities together gives aix + air ≥ biy + bis. Therefore, the
right hand side must also evaluate to aix + air, and so the two sides are equal. A
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similar argument holds if the left hand side evaluates to biy + bis.
If the left hand side evaluates to aix + bis, then aix ≥ biy and bis ≥ air.
Add bis to both sides of the first inequality. Then aix + bis ≥ bis + biy. Add aix
to both sides of the second inequality. Then aix + bis ≥ aix + air. Thus the left
hand side is greater than or equal to the right hand side, no matter which value the
latter evaluates to. A similar argument applies when the left hand side evaluates to
biy + air.
Therefore, max(aix, biy) + max(air, bis) ≥ max(aix+ air, biy+ bis), and there-
fore ti + zi ≥ max(aix+ air, biy + bis), or ti + zi ≥ max(ai(x+ r), bi(y + s)), which is
exactly the condition for a point to be in Q. Therefore, Q is closed under addition.
Q also has an identity, (0, 0, 0, . . . , 0). It satisfies the ti ≥ max(air, bis) require-
ment because for any i the membership condition evaluates to 0 ≥ 0, and adding it
to any point returns the other point unchanged because 0 is the additive identity.
Lastly, addition and taking maximums are clearly associative operations.
Fact 2.2.8. B(I, J) = R[Q], the so-called semigroup ring R[Q], and it is generated
by {x1, . . . , xn} and the monomials with exponent vectors from G.
Ultimately, what we are doing in what follows, is finding the volume of various
polytopes, as per the literature referenced in the mathematical results.
Definition 2.2.9. (Zeigler, 1994, p. 28) A polytope in Rn is the (bounded) set of
solutions to some finite system of inequalities Ax ≤ b.
Recall that B(I, J) = k[Q]. Index the vectors in the Hilbert setH = {v1, . . . , vh}
in a counterclockwise manner with v1 = (1, 0) and vh = (0, 1). The generators of Q
are u = u(v) = (v, t(v)), where t(v) = (max(air, bis))i=1,...,n, for v = (r, s) ∈ H.
Recall that G = {u(v) : v ∈ H}.
Let λi =
ai
bi
, λi ≥ λi+1, i = 1, . . . , n, and let C be the cone generated by
12
e3 = (0, 0, 1, 0, . . . , 0), . . . , en+2 = (0, . . . , 0, 1),
w0 = (1, 0, a1, . . . , an), wn+1 = (0, 1, b1, . . . , bn)
w1 = (1, λ1, a1, λ1b2, λ1b3, . . . , λ1bn),
w2 = (1, λ2, a1, a2, λ2b3, . . . , λ2bn),
...
wn = (1, λn, a1, a2, a3, . . . , an−1, an).
Set v = (r, s) and let Cv denote the complement of the translation of the cone
C by u(v); that is, the complement of u(v) + C. In other words, Cv is the set of all
(x, y, t1, . . . , tn) such that x < r or y < s or ti −max(air, bis) < min(ai(x− r), bi(y −
s)), i = 1, . . . , n}.
Proposition 2.2.10. The Hilbert-Kunz multiplicity of B(I, J) equals the relative vol-
ume of C ∩ (∩v∈HCv).
Fact 2.2.11 (Von Korff, Theorem 3.2.3 in von Korff (2012)). Under our hypoth-
esis (R = R[x1, . . . , xn] and I = (xa11 x
a2
2 · · ·xann ) and J = (xb11 xb22 · · ·xbnn ), where all
ai, bj ∈ N+), the F -signature, which is denoted by s(R), is the volume of the polytope
determined by a series of inequalities. In particular, for the 2n+2 vectors vi described
below:
e1 = (1, 0, 0, 0, . . . , 0), e2 = (0, 1, 0, 0, . . . , 0),
α1 = (−a1, 0, 1, 0, . . . , 0), α2 = (−a2, 0, 0, 1, 0, . . . , 0), . . . , αn = (−an, 0, 0, . . . , 0, 1),
β1 = (0,−b1, 1, 0, . . . , 0), β2 = (0,−b2, 0, 1, 0, . . . , 0), . . . , βn = (0,−bn, 0, . . . , 0, 1),
the polytope is Pσ = {u ∈ Rn+2 : 0 ≤ 〈u, vi〉 < 1, for all i = 1, . . . , 2n + 2}; i.e.,
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s(R) = Vol(Pσ).
For example, if u = (x, y, z1, . . . , zn), then 0 ≤ 〈u, ei〉 < 1 implies that 0 ≤
x < 1 and 0 ≤ y < 1.
14
CHAPTER 3
THE PROBLEM
We now describe the calculation Dr. Spiroff needed automated.
First of all, we isolate the exponents of each variable in the ideals. The expo-
nents are the only data relevant to the computation and so can be treated without
any reference to the ideals themselves. Let a = (a1, a2, . . . , an) be the exponents of
one of the ideals and b = (b1, b2, . . . , bn) be the exponents of the other.
Step 1. The first step of this calculation is to treat each pair (bi, ai) as a point
in the plane. By drawing a ray from the origin to each of these points, we dvide the
plane into cones. In addition, we add the points (0, 1) and (1, 0) to our set of points
to fully delineate the region we are dealing with.
We now must find the Hilbert set of the newly divided plane. One algorithm
(Cortadellas et al., 2017, Algorithm 2.4) for this is shown below.
1. Start with two points, (b, a) and (b′, a′). If the coordinates of each point are
not coprime with each other, then replace each point with 1
gcd(b,a)
(b, a) and
1
gcd(b′,a′)(b
′, a′), respectively. Further, assume that det
b′ a′
b a
 > 0; this causes
no loss of generality because if the determinant is less than 0, then the order of
the points can easily be switched to reverse the sign of the determinant without
any effect on the algorithm. Let S0 be the list of all the points found so far. In
the first iteration, this will simply be ((b′, a′), (b, a)).
2. Let S1 be the sublist of S0 consisting of the first two elements of the latter. In
the first iteration only, this is the same as S0 itself.
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Taking the two points of S1 in order, (b′, a′) and (b, a), if det
b′ a′
b a
 = 1,
then the algorithm is finished, and the Hilbert basis is the set of points in S0.
Otherwise, continue to the next step.
3. Find a point (u, v) such that det
u v
b a
 = 1.
4. Then solve the equation (b′, a′) = α(b, a) + β(u, v) for α and β, where α, β ∈ Z.
5. Compute a new point (u, v)+dα
β
e(b, a), and add it into S0 after the first element.
Thus the first element of both S0 and S1 will always be the same.
6. Return to step 2.
The union of the result of calling this algorithm on all the cones in the plane
is the Hilbert set.
Step 2. Now, we must augment the Hilbert set H to the set G. See Example
2.2.6 above for details.
In general, for the n coordinate case, n extra coordinates will be added to the
points of the Hilbert set, with each extra coordinate zi found according to the formula
zi(x, y) = max(aix, biy).
Step 3. Now, with the modified Hilbert set G, we can proceed to the second
major step of the calculation, which is to find the set of inequalities bounding a solid
in 2 +n dimensions. If we label the individual coordinates of each augmented Hilbert
set point as (x, y, z1, z2, . . . , zn), then we can derive an initial set of inequalities by a
predetermined template:
n∧
i=1
0 ≤ aix ≤ zi ∧ 0 ≤ biy ≤ zi.
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From these initial inequalities and G, we must derive further inequalities, and
the conjunction of all these inequalities should bound the solid we are interested in.
A Hilbert set point (p, q, r1, r2, . . . , rn) generates a set of further inequalities
by the following function:
extraInequality(p, q, r1, r2, . . . , rn) =
¬ initialInequalities(x− p, y − q, z1 − r1, z2 − r2, . . . , zn − rn),
where initialInequalities is a function that accepts a Hilbert set point and returns
true if and only if the given point satisfies all the initial inequalities.
In theory, this would be all the information we need. However, complications
arise because, on the one hand, in order to enter this calculation into a computer,
we need to know how to write the inequalities explicitly; and on the other hand,
sometimes the new inequalities contradict the initial inequalities, and these cases
require special treatment. An example should elucidate the process and the problems
that arise.
Example 3.0.1. Let a = (3) and b = (2). The initial inequalities would be:
0 ≤ 3x ≤ z ∧ 0 ≤ 2y ≤ z.
To derive our secondary inequalities, we take each Hilbert set point and sub-
stitute x − p for x, y − q for y, z1 − r1, etc., then negate the result, as per the
extraInequality function. Using the point (2, 3, 6), this gives:
¬(0 ≤ 3(x− 2) ≤ z − 6 ∧ 0 ≤ 2(y − 3) ≤ z − 6)
0 > 3(x− 2) ∨ 3(x− 2) > z − 6 ∨ 0 > 2(y − 3) ∨ 2(y − 3) > z − 6.
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Simplifying this with simple algebra yields:
2 > x ∨ 3x > z ∨ 3 > y ∨ 2y > z,
where the subscript on z is dropped because there is only one.
Now, this is an example of the aforementioned case that requires special treat-
ment; the second and fourth subexpressions here, 3x > z and 2y > z, directly con-
tradict our initial inequalities. In these cases, it is necessary to discard only those
subexpressions that contradict the initial inequalities, retaining the others. Thus our
final result for this Hilbert set point is:
2 > x ∨ 3 > y.
The same must be done for all the other points in the Hilbert set.
Once all the inequalities have been found, the final step is to join all the sets
of inequalities by conjunction, giving the boundaries of the solid we are interested in,
and to integrate and find the volume of this solid.
Step 4. Finding the inequalities for the F -signature is much simpler. The
inequalities follow the formula
n∧
i=1
aix ≤ zi ≤ 1 + aix ∧ biy ≤ zi ≤ 1 + biy.
This can easily be found with a simple for loop.
The following is a demonstration of how Dr. Spiroff performed this calculation
before this project.
Example 3.0.2. Let R = R[x, y] and I = (x5y2), J = (x2y3).
Step 1. Enter the following code into Macaulay 2:
Step 1a. The preamble, written by S. Malec Malec (2013):
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i1 : loadPackage "Polyhedra"
i2 : --function for a list of exponent vectors from an ideal I
expList=(I) ->(flatten exponents first flatten entries gens I)
i3 : algGens=(I,J)->(
B:=(expList(J))_(positions(expList(J),i->i!=0));
A:=(expList(I))_(positions(expList(J),i->i!=0));
L:=sort apply(A,B,(i,j)->i/j);
C:=flatten {0,apply(L,i->numerator i),1};
D:=flatten {1, apply(L,i->denominator i),0};
M:=matrix{C,D};
G:=unique flatten apply (#C-1, i-> hilbertBasis(posHull
submatrix(M,{i,i+1})));
S:=ring I[u,v];
flatten apply(#G,i->((first flatten entries
gens intersect(I^(G#i_(1,0)),
J^(G#i_(0,0)))))*u^(G#i_(1,0))*v^(G#i_(0,0)))
)
Step 1b. The specific example:
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The line beginning “o7” gives the Hilbert set augmented with maximums, G.
Step 2. Calculate by hand the inequalities that determine the polytope in
question:
20
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Step 3. Enter the code into Mathematica to calculate the volume of the
polytope determined by the inequalities circled above, which will be the Hilbert-Kunz
multiplicity eHK(B) :
Integrate[
Boole[((x >= 0 && y >= 0 && z >= 5*x && z >= 2*y && w >= 2*x &&
w >= 3*y))
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&& ((z < 5*x + 1 || z < 2*y + 1))
&& ((w < 2*x + 1 || w < 3*y + 1))
&& ((x < 1 || z < 2*y + 5 || w < 3*y + 2))
&& ((y < 1 || z < 5*x + 2 || w < 2*x + 3))
&& ((x < 2 || y < 5 || w < 2*x + 11))
&& ((x < 3 || y < 2 || z < 2*y + 11))
&& ((x < 2 || y < 1 || z < 2*y + 8 || w < 3*y + 1))
&& ((x < 1 || y < 2 || z < 2*y + 1 || w < 2*x + 4))
&& ((x < 1 || y < 1 || z < 2*y + 3 || w < 2*x + 1))
&& ((x < 1 || y < 3 || z < 5*x + 1 || w < 2*x + 7))],
{x, 0, 100}, {y, 0, 100}, {z, 0, 500}, {w, 0, 500}] }
Step 4. For the F -signature s(B), enter the code, given by new inequalities,
into Mathematica to calculate the volume of the polytope associated to this second
invariant:
Integrate[
Boole[5*x <= z < 1 + 5*x && 2*y <= z < 1 + 2*y &&
2*x <= w < 1 + 2*x && 3*y <= w < 1 + 3*y ], {x, 0, 1}, {y, 0,
1}, {z, 0, 25}, {w, 0, 15}]
To illustrate the volumes being calculated, we include the 3D objects which are
associated to the example a = (3),b = (2). The polytope representing the Hilbert-
Kunz multiplicity, which is
41
18
, and the polytope representing the F -signature, which
is
11
36
, are shown below:
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Figure 3.1: Hilbert Kunz Multiplicity: view from the front and from the side
Out[12]=
0.0
0.5
1.0
x
0.0
0.5
1.0
y
0
1
2
3
z
Out[12]=
0.0
0.5
1.0
x
0.0
0.5
1.0 y
0
1
2
3
z
Figure 3.2: F -Signature: view from the front and from the side
24
CHAPTER 4
THE SOLUTION
In theory, the calculation of the Hilbert set could have been left to the program
Dr. Spiroff was already using, Macaulay 2, with my program parsing its output to
obtain the Hilbert set. However, this creates an undesirable dependency on Macaulay
2’s output format, such that if Macaulay 2 (an open source program) were ever to be
updated in a way that changed its output format, my program would break as well.
Thus the tasks of this project became to implement the Hilbert set and inequality
calculations, with the final integral being done by Mathematica.
4.1 Approaching the Problem
The most obvious approach to the problem is to define data types for all the
mathematical objects and functions for all their interactions, and then to write all
the algorithms “literally” in mathematical terms. However, after some thought, a
much more elegant (and easier to program) solution presents itself; one can simply
substitute generic points into each algorithm to find general solutions, so that the
program becomes an implementation of mathematical formulas. This moves most of
the costs of the program “up front,” increasing the amount of thought going into the
program, but greatly reducing the need for complex data structures and algorithms.
4.1.1 The Hilbert Set
The calculation of the Hilbert set may sound complex, considering that it
requires solving equations and finding unspecified points, but finding a few simple
formulas makes the algorithm quite easy to implement.
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The first formula required is one for finding a point (u, v) such that
det
u v
b a
 = 1.
Using the formula for the determinant of a 2 × 2 matrix, this reduces to finding a
solution to the linear equation ua− bv = 1, with the constraint that u and v must be
integers.
Taking a straightforward approach and solving for u gives
u =
1 + vb
a
.
However, choosing an arbitrary value for v is not guaranteed to yield an integer value
for u, so one more step is needed to determine what value to use for v.
The above expression yields an integer value if and only if 1 + vb is a multiple
of a. Thus 1 + vb = ka for some k ∈ Z. Now, solving for v gives
v =
ka− 1
b
.
Again, this is not guaranteed to yield an integer value unless ka− 1 is a multiple of
b. But this time, the only unknown in the expression, k, is arbitrary, which makes
it easy to find a suitable value. We can start with k = 1, so that the numerator
evaluates to a − 1. We can then simply keep adding a, giving a − 1 + a + a + · · · =
(1 + 1 + . . . )a − 1 = ka − 1, until (ka − 1) mod b = 0. The quotient then gives a
value for v.
Further, substituting the expression for v back into the equation for u gives
u =
1 + (ka−1
b
)b
a
=
1 + ka− 1
a
=
ka
a
= k,
26
which means that the number of times the above loop iterates immediately gives the
value of u.
The only complication that arises is when b = 0, in which case the value of v
is purely arbitrary and the value of u and a must be 1 (otherwise, the equation has
no solution in Z2).
The next step is to solve (b′, a′) = α(b, a) + β(u, v) for α and β. Surprisingly,
the formula for this turns out to be even simpler than that for u and v.
Using the definitions of scalar multiplication and vector addition, it must be
the case that
b′ = αb+ βu
a′ = αa+ βv.
First, multiply both sides of the second equation by b
a
, yielding
a′b
a
= αb+
βvb
a
.
Subtracting this from the first equation gives
b′ − a
′b
a
= βu− βvb
a
b′ − a
′b
a
= β
(
u− vb
a
)
.
Divide both sides by u− vb
a
. This gives
b′ − a′b
a
u− vb
a
= β.
This is already an acceptable expression for β, but it can be simplified further.
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Multiply the left hand side by a
a
. This gives
ab′ − a′b
au− vb = β.
Now notice the denominator of this expression: au− vb. This is exactly the same as
the left-hand side of the equation that we initially solved to find u and v: ua−vb = 1.
Therefore, the denominator of the expression for β is 1 and can safely be ignored,
giving
β = ab′ − a′b,
or equivalently,
β = det
b′ a′
b a
 .
Solving in essentially the same way for α gives
α =
vb′ − a′u
vb− au .
This time, the terms of the denominator are reversed, but the result is very similar:
α =
vb′ − a′u
−(au− vb)
α =
vb′ − a′u
−1
α = − det
b′ a′
u v

α = det
u v
b′ a′
 .
Once these formulas are obtained, the rest of the algorithm is straightforward
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to implement in a high-level programming language.
4.1.2 The Hilbert-Kunz Multiplicity
To implement this part of the program, we simply substitute two generic lists
representing the exponents in the ideals, (a1, a2, a3, . . . , an) and (b1, b2, b3, . . . , bn), and
a generic point representing the points in G, (p, q, r1, r2, r3, . . . , rn), in the inequality
derivation algorithm to find a general formula for the inequalities that can be derived
from each Hilbert set point. But to avoid having to write lists of indefinite length in
every step of the calculation, we can start by focusing on a single subscript, say 1,
giving us only a single a1, b1, r1, and z1 to worry about; further, since we are ignoring
the other ai, bi, ri, and zi, we can drop the subscripts entirely and simply write a, b,
r, and z.
Our initial inequality then becomes
0 ≤ ax ≤ z ∧ 0 ≤ by ≤ z.
Applying the transformation,
¬(0 ≤ a(x− p) ≤ z − r ∧ 0 ≤ b(y − q) ≤ z − r)
0 > a(x− p) ∨ a(x− p) > z − r ∨ 0 > b(y − q) ∨ b(y − q) > z − r
p > x ∨ ax− ap+ r > z ∨ q > y ∨ by − bq + r > z.
Now, it only remains to find the conditions under which each inequality must
be discarded. We already know that new inequalities are discarded when they contra-
dict the initial inequalities, so we can do this by negating the initial, untransformed
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inequalities and seeing when the negated versions become true:
¬(0 ≤ ax ≤ z ∧ 0 ≤ by ≤ z)
0 > ax ∨ ax > z ∨ 0 > by ∨ by > z
0 > x ∨ ax > z ∨ 0 > y ∨ by > z.
We take each subexpression of our derived inequality in turn.
For p > x and q > y, the initial inequality will be false when 0 ≥ p and when
0 ≥ q respectively.
For ax − ap + r > z, the corresponding condition, ax > z, will be true when
ax ≥ ax − ap + r. Simplifying this yields ap ≥ r. Likewise, for by − bq + r > z, the
condition will be true when bq ≥ r.
Thus our final result for the individual case is that p > x should be included
unless 0 ≥ p; q > y should be included unless 0 ≥ q; ax − ap + r > z should be
included unless ap ≥ r; and by − bq + r > z should be included unless bq ≥ r.
Next, this must be “re-generalized” for any number of a’s, b’s, r’s, and z’s.
Recall that the template for the initial inequalities is
n∧
i=1
0 ≤ aix ≤ zi ∧ 0 ≤ biy ≤ zi.
Applying the inequality transformation to this expression as a whole gives
n∨
i=1
¬(0 ≤ ai(x− p) ≤ zi − ri ∧ 0 ≤ bi(y − q) ≤ zi − ri),
with the logical and changed to logical or as per De Morgan’s Law. Now we can
substitute the formula derived in this section for the inequalities for each Hilbert set
point, adding back the subscripts on a, b, z, and r, with the assumption that the
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appropriate inequalities are removed for each i:
n∨
i=1
p > x ∨ aix− aip+ ri > zi ∨ q > y ∨ biy − biq + ri > zi.
This, then, is how a general formula can be found for the inequality derivation
for an arbitrary number of inputs.
4.2 The Product
There are two main components in the final product: a command line interface,
and a web interface.
The command line interface can be run on a Unix shell, i.e. on Linux, Mac,
or Cygwin. For the parameters, the user need only enter the two lists of exponents
delimited by spaces one after the other, with no delimiter marking the end of one list
and the beginning of the next; the list of numbers entered is automatically cut in half
and the first half assumed to be the exponents of one ideal and the second half the
exponents of the other. If an odd number of exponents is entered, then the program
terminates with an error. Otherwise, the program then simply displays the values of
the Hilbert-Kunz multiplicity and the F -signature on two lines and terminates.
The web interface presents the user with a brief description of the purpose
of the website and a textbox labeled n. Entering a value for n causes 2n additional
textboxes to appear in two columns, labeled a1 through an and b1 through bn. If
the user enters positive integers into each of these and clicks “submit,” then the
Hilbert-Kunz multiplicity and F -signature calculations are performed and the results
shown under two labeled headings below the textboxes. The user may perform the
calculation any number of times without refreshing the page.
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4.2.1 Implementation
4.2.1.1 Terminal Interface
Three main technologies were used.
1. The Bash shell. This was used to collect the arguments from the user and invoke
the program itself.
2. Clozure Common Lisp. This was the programming language I used to calculate
the set of inequalities bounding the solid in question. It provides a large number
of list-processing operators as well as highly flexible looping constructs, which
makes it well suited for dealing with the points of indefinite dimension involved
in this project.
3. Mathematica. This was used to calculate the final values of the integrals that
give the Hilbert-Kunz multiplicity and F -signature. It is proprietary software,
which raises some licensing issues, but there seems to be no suitable alternative
because, besides being widespread among mathematicians, Mathematica seems
to have the most flexible integral-calculating capabilities of all the tools avail-
able. In particular, other tools seem to require functions to delineate the region
of integration, whereas Mathematica accepts inequalities; and other tools only
seem to be able to calculate integrals in up to 3 dimensions, whereas Mathe-
matica is able to calculate them in any number of dimensions. These features
are perfectly suited to this project, where the region of integration is defined by
a set of inequalities in any number of dimensions. However, the point may be
moot, given the time required to calculate the integrals; see below.
The terminal interface is no more than a simple Bash script.
#!/bin/bash
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for i in $@; do
test "$i" -gt 0 || {
echo "$0: Inputs are not positive integers." >&2
exit 1
}
done
if [ ! $(($# % 2)) -eq 0 ]; then
echo "$0: Odd number of arguments." >&2
exit 1
fi
ccl -l ~/Desktop/spiroffs-project/src/spiroffs-project.lx64fsl -e \
"(progn (hkm-main (list $*)) (ccl:quit))" | wolfram | sed -n \
-f ~/Desktop/spiroffs-project/src/parse-output.sed
The two conditionals test the validity of the input, and the last multi-line com-
mand passes all the arguments to Clozure Common Lisp. The output of the program
is valid Mathematica code, which allows its output to be passed to Mathematica by
a normal pipeline, and a Sed script strips Mathematica’s input and output prompts
from the output.
4.2.1.2 Web Interface
The web interface adds several other technologies.
1. HTML. Naturally, this is the obvious choice for the visual design of the website.
2. JavaScript with JQuery. This is used to send a request to the server to cal-
culate the Hilbert-Kunz multiplicity and F -signature and retrieve and display
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the results asynchronously, as well as to udpate the number of textboxes on the
page depending on what the user enters for n.
3. PHP. This is used on the server to invoke the command line interface of the
program and send its results back to the client.
So much for the implementation of the application.
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CHAPTER 5
ISSUES AND FUTURE IMPROVEMENTS
5.1 Efficiency and Computation Time
The final step of the computation is an integral that may have any number
of dimensions. Naturally, as the number of dimensions grows, the amount of time
taken to calculate this grows exponentially. In tests done on my personal laptop, the
calculation completely freezes the computer at about n = 4.
We are currently looking into two ways of getting around this. One is to
delegate the final integral to a supercomputer. However, even with a supercomputer,
the calculation takes several hours or even weeks for more than three dimensions or
so. Moreover, it is not certain that it is possible to automatically run the computation
remotely on the back end of a website.
The other approach is to use a statistical approximation of the final integral,
sacrificing precision for speed of computation.
At the moment, the easiest route seems to be to display the Mathematica code
for calculating the integral and allow the user to run it (if at all) however they wish.
This can easily be done by removing the pipeline to Mathematica at the end of the
Bash script for the command line interface.
5.2 Hosting the Web Interface
The main functional part of the application was done using Lisp. This decision
was made due to my familiarity with it, and its many list operators and looping
constructs that make it well suited for this problem. However, this decision backfired
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in the end, as the University did not have any servers running Lisp or any personnel
who would know how to maintain a program in Lisp. Considering how small the
target audience for this application is, however, we do not consider this a great loss.
It is possible that one day, someone might write a port in a language that can be
hosted on official university servers. In the meantime, the command line interface has
been installed on Dr. Spiroff’s computer, so that any fellow researchers who need to
use the application can access it through her.
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APPENDIX A
Mathematical results obtained by Enescu & Spiroff prior to this project
The most general result they were able to attain regarding the Hilbert-Kunz
multiplicity was when n = 1 and a is a multiple of b.
Theorem A.0.1. (Enescu and Spiroff, 2016, Theorem 4.7) For R = R[x], if I =
(xkb), J = (xb) for some k, b ∈ N+, then eHK(B(I, J)) is
(k + 1)− 6kb+ 3k(k + 3)b2
6kb2
=
a+ b− 6ab+ 3a2b+ 9ab2
6ab2
. (A.1)
When n = 1, then they were able to completely determine a formula for the
F -signature.
Proposition A.0.2. (Enescu and Spiroff, 2016, Proposition 3.2) For R = R[x] and
I = (xa), J = (xb), the F -signature of B = B(I, J) is
s(B) =

3b−1
6ab
+ 1
2a
= 6b−1
6ab
when a > b
2
(
3a−1
6a2
)
= 3a−1
3a2
when a = b.
When ai = bi for all i, then Enescu & Spiroff were able to find a formula for
the F -signature for any n:
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Theorem A.0.3. (Enescu and Spiroff, 2016, Theorem 3.3) For R = R[x1, . . . , xn]
and I = (xa11 x
a2
2 · · ·xann ) = J , where a1 ≥ a2 ≥ . . . ≥ an > 0, the F -signature of
B(I, I) is
2
(
1− 1
a1
) n∑
k=1
(−1)k+1Sk−1(a2, . . . , an)
k(k + 1)ak1
+ 4 ·
n∑
k=1
(−1)k+1 Sk−1(a2, . . . , an)
k(k + 1)(k + 2)ak+11
, (A.1)
where Sk(a1, . . . , an) denotes the k-symmetric polynomial in a1, . . . , an.
As an example of the Theorem:
For n = 2 and a1 ≥ a2 > 0, the F -signature of B(I, I), where I = (xa11 xa22 ) is
2
(
1− 1
a1
)(
1
2a1
− a2
6a21
)
+ 4
(
1
6a21
− a2
24a31
)
=
6a21 − 2a1 − 3a1a2 + a2
6a31
.
Fact A.0.4. When ai = bi for all i, there is a relationship between eHK(B) and s(B),
namely, they add up to exactly 2.
As a result, when ai = bi for all i, Enescu & Spiroff were able to obtain further
formulæ for the HIlbert-Kunz multiplicity.
Corollary A.0.5. (Enescu and Spiroff, 2016, Corollary 4.4) For R = R[x1, . . . , xn]
and I = (xa11 x
a2
2 · · · xann ) = J , then eHK(B) = 2− s(B). In particular:
1. For n = 1 and a = b,
eHK(B) = 2− 3a− 1
3a2
=
1− 3a+ 6a2
3a2
;
2. In general (recalling that Sk(a1, . . . , an) denotes the k-symmetric polynomial in
a1, . . . , an), if a1 ≥ a2 ≥ . . . ≥ an > 0, then eHK(B) =
2−2
(
1− 1
a1
) n∑
k=1
(−1)k+1Sk−1(a2, . . . , an)
k(k + 1)ak1
−4 ·
n∑
k=1
(−1)k+1 Sk−1(a2, . . . , an)
k(k + 1)(k + 2)ak+11
.
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To illustrate the volumes being calculated, we include the example below,
which is the most basic example possible regarding the intersection ring construction
(and dimensions!).
Example A.0.6. Let R = R[x] and I = (x) = J . In this case, BR(I, J) is generated
over R by x, xu, xv, xuv and B ∼= R[x,A,B,C]/(AB − Cx), where
x 7→ x
xu 7→ A
xv 7→ B
xuv 7→ C
Note that x ∗ xuv = xu ∗ xv; i.e., x ∗ C = AB, or AB − Cx = 0 in B. Since
B is not a polynomial ring, but a quotient of a polynomial ring (there is a relation
among the variables), it is not regular, therefore, its Hilbert-Kunz multiplicity will
be greater than 1. Note that since a = b = 1, by Fact A.0.4, eHK(B) + s(B) = 2.
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