Abstract -A finite-dimensional problem with several M -matrices and diagonal maximal monotone operators is studied. This problem includes variational inequalities with M -matrices as a partial case and appears, in particular, as a mesh approximation for a free boundary problem with several constraints and nonlinear relations. The existence of an unique solution for the problem is studied, as well as the convergence and geometric rate of the convergence for a class of the iterative methods, the Schwarz alternating-type methods among them. The application of the general results to a mesh scheme for a dam problem is considered. Parallel iterative methods are constructed on the basis of the domain decomposition, geometric convergence of these methods is justified.
Introduction
We consider a finite-dimensional problem
with M-matrices A, B k , k = 1, . . . , s, and diagonal maximal monotone (multivalued) operators C k , k = 1, . . . , s. Mesh approximations of free and moving boundary problems with several sets of constraints, nonlinear relations, and unknown boundaries lead to (1.1). We can cite the wellknown dam problem and continuous casting problem, as well as some problems of solute filtration in a porous medium, which after finite-dimensional approximation have the form (1.1). In these applications, A and B k , k = 1, . . . , s correspond to the mesh approximations of the partial differential operators, while the multivalued operators C k are responsible for the constraints and nonlinear relations.
Iterative methods for the partial case of (1.1), namely, for the problem Au + γ = f ; γ ∈ Cu, have been investigated in [5, 8, 14, 15, 22, 23, [27] [28] [29] . The existence of a unique solution and the convergence of the iterative methods for the problem Au + Bγ 1 + γ 2 = f ; γ k ∈ C k u, k = 1, 2 have been studied in [18, 19, 21] . In [20] several primary results on the geometric convergence of the iterative methods for this case of problem (1.1) can be found. Generalization of the results, concerning the existence of a unique solution and the convergence of the iterative methods, to the case of nonlinear A and B see in [16] .
The main result of this article is the proof of the geometric (or, linear) rate of convergence for several classes of iterative methods (including the Schwarz alternating-type methods) for problem (1.1). Moreover, we generalize the so-called comparison theorem from [19] , which plays a basic role in the study of both the convergence and the rate of convergence for the iterative methods. Namely, we weaken the assumption for the matrices A and B k to be (weakly) diagonally dominant in columns by the following one: there exists a positive vector p > 0, such that A we find the previous property of the diagonal dominance. It is also well-known that for a matrix A with nonpositive off-diagonal entries the existence of a positive vector p > 0, such that A t p > 0, is a criterion to be M -matrix (cf., e.g., [3] ). The existence of such a vector p for a family of matrices is an additional requirement, which is found to be satisfied in various applications to mesh schemes for free boundary problems.
The operators C k can have common points of multivalence as well as unbounded sets of the values. The appropriate modification of the problem is given, which allows one to define correctly the unique solution to the problem and to get the convergence of iterative methods.
The general results are applied to a problem of water filtration through a dam with an impermeable foundation. The unknown domain of the filtration has a free boundary, the so-called depression surface, which separates the wet and the dry parts of the dam, and the unknown seepage region. A mesh scheme for this problem, written in the form of (1.1), contains two multivalued operators.
We use the mathematical model for the filtration problem in the dam of arbitrary geometry, which has been constructed in [1] and [10] . The main results in this field can be found in the monograph [13] , surveys [11, 12] and the bibliographies therein.
The mesh schemes for the dam problem with arbitrary geometry of the dam were firstly studied in [2] and then in [9, 25] .
The convergence of the Schwarz-type iterative methods for a dam problem have been proved in [17] . A number of numerical tests, which validate the theoretical results, can be found in [17] , as well.
In this article, a finite difference scheme is constructed and written as problem (1.1). The study of this mesh scheme and an iterative algorithm of its numerical solution is performed and the geometric convergence of the iterative method is justified. If now u * ∈ R is a point of multivalence of the operators c ki for a non-empty set of indices i ∈ J(u * ) and several k ∈ K ⊂ {1, . . . , s}, then we have
with continuous, at the point u * , functionsc ki and positive l ki . We define the diagonal maximal monotone operator Φ = diag(φ 1 , φ 2 , ..., φ N ) with the components 
where the diagonal maximal monotone operatorsC k , Φ j ; k = 1, 2, ..., s, j = 1, 2, ..., m have no common points of multivalence and diagonal matrices P kj are positive definite.
The matrices B k P kj inherit from B k the abilities to be M -matrices. It means, that we can include all these terms in the sum in the definition of problem (1.1) and look for this problem supposing that all the operators C k , k = 1, . . . , s are bounded and have no common points of the multivalence.
, where A 0 , B k0 are the diagonal submatrices of the corresponding matrices. We define the auxiliary problem
C k is a maximal monotone one (cf. [26] , [7] ). Then A 0 + s k=1 B k0 C k is also the maximal monotone operator and, moreover, it is strictly monotone due to the positive definiteness of A 0 . Whence, there exists a unique solution u = u(v, η 1 , . . . , η s ) of the inclusion
i.e., a solution (u, γ 1 , . . . , γ s ) of problem (2.4) with a unique component u. As the operators C k , k = 1, . . . , s have no common points of the multivalence, the components γ k ∈ C k u are also defined uniquely.
Thus, problem (2.4) has the unique solution (u, γ 1 , . . . , γ s ). It means that the single-
We will prove that this operator is monotone and maps ordered interval (u,
To prove the first statement, let us take v 
using inequality (2.3), we derive
and, similarly,
with inclusions
Due to the monotonicity of the diagonal operator A 0 + s k=1 B k0 C k this implies u ∈ u,ū . Proceeding as before, we prove the inclu-
Now the existence of a fixed point for the operator G follows from the Kolodner-Tartar theorem (see, e.g., [6, p. 233] ). It is easy to check that this fixed point is just a solution of problem (1.1).
Further, we suppose that there exists a positive vector p > 0 such that 
Proof. Let J = {1, 2, ..., N } and the subsets of J be defined by the equalities
As all multivalued operators C k have no common points of multivalence, then
Let further a vector η be defined as follows:
with p from the formulation of the theorem. For all k = 1, . . . , s the inequalities , we obtain
Because of (2.6) -(2.9) the left-hand side of (2.10) is nonpositive. Below we prove that if M = ∅, then it is strictly negative, which contradicts the nonnegativeness of the right-hand side. Let us first analyze the case (a) and suppose for the definiteness that for all matrices B k the strong inequalities B 
where the matrix A . It means that if U − = ∅, then the right-hand side of (2.10) is negative and again we get the contradiction.
Let us now study the case (b). We split the set of indices 1, . . . , s into three subsets: K 1 corresponds to the matrices B k with the property B t k p > 0, in K 2 we include the indices such that C k are continuous, while in K 3 the indices, for which C k are strictly monotone (any of these subsets can be empty). As it was proved above, the supposition that Γ k − = ∅ for some k ∈ K 1 leads to the contradiction in inequality (2.10), thus Γ
Further, by definitions of the subsets we have the inclusions Γ
and for all l ∈ K 3 . It means that M = l∈K 3 Γ l − and we can rewrite inequality (2.10) in the following form:
But owing to (2.6), we have γ
− and for any l ∈ K 3 , so, inequality (2.11) takes the form
By using the same arguments as above, we prove that the vector B Below we consider two classes of the iterative methods. First is a variant of the multisplitting method (see [24] on the multisplitting method for the system of linear algebraic equations and [4] for the generalization to the case of a system of nonlinear algebraic equations). The second one is the block relaxation-type method with the permuting blocks, that is, in particular, the multiplicative Schwarz alternating method (cf., e.g., [18] for the details of this connection).
Let A = A 0. Let also E l 0 be the diagonal matrices and p l=1 E l = I, where by I we denote the unit matrix. We consider the following iterative method for solving problem (1.1): Let the matrices, nonlinear operators, and vectors be partitioned in the nonoverlapping blocks, namely, A = (A ij ) 
0.
We consider the following iterative method: , γ 1 , . . . , γ s ) this sequence converges monotonically increasing. The proof of this theorem uses the result of the comparison theorem 2.2 and repeats up to the details of the proofs of the corresponding theorems from [19] and [21] , so we omit it. We only underline, that this proof is based on the comparison of both methods (2.12) and (2.13) with the point Jacobi method and the following statement is valid:
Let for the point Jacobi method
(2.14) Owing to (2.15), we have at least the same rate of the convergence for the iterative methods (2.12) and (2.13) as for the point Jacobi method with the initial guess, coinciding with the supersolution and with the subsolution, respectively.
Below we call a maximal monotone diagonal operator C = diag(c 1 , . . . , c N ) by an uniformly monotone, if there exists a constant d L > 0 such that 
is not empty, and there exists l ∈ K 1 such that C l is uniformly monotone.
Then for the iterations of the methods (2.12) and (2.13) we have the estimate
. . ,γ n s ) be an n-th iteration of the point Jacobi method (2.14) with the initial guess, coinciding with the supersolution. Owing to Theorem 2.3
We have
(2.16) 
where
For all C k with k ∈ K 2 there exist the positive constants L k such that , while the diagonal matrices D n k for k ∈ K 2 have the entries
From (2.17) and the inequalities S
As a consequence, ) is an n-th iteration of the point Jacobi method with the initial guess, coinciding with the subsolution, then 
(b) Let for l ∈ K 1 the operator C l is uniformly monotone:
is a Lipschitz-continuous operator with the constant d L . Now we change the "main" variable u in problem (1.1) by γ l and rewrite it in the form Let S = ∂Ω 1 ∩Ω 2 be the depression surface and H 0 = sup{x n : x ∈ Π} be the piezometric head in the water pool. The boundary ∂Π of the domain Π consists of Γ 2 =Π ∩ {x n = H 0 } and
We suppose that the angle between the external normal vector to Ω at the points of γ 2 ∪ γ 3 and the positive direction of the coordinate axis x n is less or equal to π/2 (see Fig. 1 ).
Let the linear (Darcy's) filtration law be fulfilled for the liquid:
We look for the function u = u(x) (pressure field) satisfying the following relations at the points of Ω 1 ∪ ∂Ω 1 :
Here n stands for the unit normal vector for the corresponding part of the boundary Ω 1 .
The weak solution of the problem is the pair
We approximate the problem (3.1) by a finite difference scheme, constructing it via finite element method with the quadrature formulas. Let us decompose the closed domainΠ by the planes, parallel to the coordinate ones, into the set τ h of the parallelepipeds (finite elements). The index h corresponds to the maximal diameter of the elements δ ∈ τ h . Let further Q 1 be the space of the polynomials
αn n (polylinear functions) and the finite element spaces be defined by
The set of elements δ ∈ Ω 3 (δ ∈ Ω 4 ) is denoted by Ω 3h (Ω 4h ). Below we use the following notation for the sets of mesh functions:
be the set of the vertices of δ in the plane x n = b n , while ω − (δ) contains the set of the vertices in the plane x n = a n . We use the following quadrature formulas: A solution of the mesh scheme for problem (3.1) is a pair (u h , χ h ) ∈ K h × V 0h , satisfying the following relations:
Letω be the set of all mesh nodes, i.e., the set of all vertices of the elements δ ∈ τ h . There corresponds to the function v h ∈ V h the vector of its nodal parameters v. We denote by v ⇔ v h this correspondence. Later we use the notationω for the set of indices of the vector v, as well. Let the matrices A,B be defined by the equalities:
where u ⇔ u h ∈ V 0h , η ⇔ η h ∈ V 0h . It is easy to know that A andB are N ×N matrices with N = dimV 0h . To construct the algebraic form of mesh scheme (3.2) we also define several subsets of the set of mesh nodes (subset of indices):
ω k =Ω kh ∩ ω, k = 3, 4; ∂ 2 ω =Γ 2 ∩ω; ∂ 0 ω =ω ∩ {x n = 0}; ω =ω \ (∂ 2 ω ∪ ∂ 0 ω).
Below we denote by K, M the closed convex sets of vectors v such that, for example, v ∈ K means v ⇔ v h ∈ K h . We note that mesh scheme (3.2) does not contain the coordinates χ i with i ∈ ∂ 0 ω and the matrixB is not regular. We define the regular matrix B:
where T ⊂ τ h is the subset of the finite elements, which are adjacent to x n = 0, while h n is the mesh step in x n -direction for the corresponding finite element. At the same time we impose an additional constraint to the vector χ, namely, χ i = 0 for i ∈ ∂ 0 ω (in the definition of the operator C below), so,Bχ = Bχ. Using the introduced notation, problem (3.2) can be written in the form
