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Abstract
Regular languages have proved useful for the symbolic state exploration of infinite state systems.
They can be used to represent infinite sets of system configurations; the system’s transitional se-
mantics consequently can be modeled by finite-state transducers. A standard problem for infinite
state systems is how to explore all states in a finite amount of time. When the initial states of a
system are represented by a finite-state automaton A and the one-step transition relation by a fi-
nite-state transducer T, this problem amounts to effectively computing an appropriate finite-state
representation T∗ ◦A for the transduction of A under T’s transitive closure. In this paper we
give a partial algorithm to compute a finite-state transducer T∗ for a general class of transducers.
The construction builds a quotient of an underlying infinite-state transducer T<ω, using a novel
behavioural equivalence based on past and future bisimulations on finite approximations of T<ω.
The extrapolation to T<ω of these finite bisimulations capitalizes on the structure of the states of
T<ω, which are strings of states of T. We show how this extrapolation may be rephrased as a
problem of detecting confluence properties of rewrite systems that represent the bisimulations. Thus,
we can draw upon techniques from the area of rewriting. A prototype implementation has been
successfully applied to various examples.
© 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
Finite-state automata are omnipresent in computer science, providing a powerful tool
for representing and reasoning about certain infinite phenomena. They are commonly used
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to capture dynamic behaviours, in which case an automaton’s nodes model the states, and
its edges the possible state transitions of a system. More recently, finite-state automata have
also been applied to reason about infinite-state systems, in which case a single automaton is
used to represent an infinite set of system states. In regular model-checking [1,3,15,48,49],
regular sets of states of the system to be verified are represented by finite-state automata.
For instance, consider a parameterized linear network of finite-state processes with the
states of the processes modeled by the symbols of a finite alphabet. Then for every value
of the parameter, i.e., for every fixed length of the network, a global configuration is rep-
resented by a word over the alphabet. A set of similar configurations corresponding to
different values of the parameter, and hence to different network sizes, can then be mod-
elled by a regular set. Or, in a system with data structures like unbounded message buffers,
infinitely many buffer contents may be represented by an automaton. To reason about the
dynamic behaviour of such a system, its transition relation is lifted to operate on such
symbolically represented sets of states. A natural choice to represent the lifted transition
relation are finite-state transducers.
Taking finite-state automata and transducers to describe infinite sets of states and their
operational evolution is, in general, not sufficient when doing state exploration. To cap-
ture all reachable states, one needs to characterize the effect of applying a transducer an
arbitrary number of times, in other words, one needs to compute T∗ ◦A, where A char-
acterizes the initial states andT∗ the transitive closure ofT. In this paper, we consider the
slightly more general problem of calculating the transducer T∗ instead of the automaton
representing T∗ ◦A. In general, T∗ is not finite-state anymore (and neither T∗ ◦A).
Indeed, it is undecidable whether the iteration of a given transducer is regular. This follows
from Corollary 3.11 in [51], which shows (roughly) that iterated transducers are compa-
rable to context-sensitive grammars. This is then to be combined with the fact that it is
undecidable whether a given context-sensitive grammar is regular (see e.g. [44]).
Nonetheless, for length-preserving transducers, partial algorithms have been developed
that, if they terminate, produce the closure in the form of a finite-state transducer [15,48].
These algorithms can be explained in terms of the in general infinite-state transducer
T<ω =⋃i∈ωTi , the union of all finite compositions ofT. Conceptually, they attempt to
construct a finite quotient2 of T<ω by identifying states that are equivalent in some way.
For example, in [15,48], the partial procedure for computing a finite quotient of T<ω is
based on a subset construction applied to a transducer whose states are words over the states
of T. This infinite transducer realizes T<ω. To make the subset construction converge in
more cases than it would do, the constructed states, which are rational languages over the
states of T, are saturated according to an equivalence relation.
In this paper, we employ a different quotient construction to renderT<ω finite, resulting
in an algorithm whose application is not a-priori limited to length-preserving transduc-
ers. It works by computing successively the approximants Tn =⋃0inTi for n =
0, 1, 2, 3, . . ., while attempting to accelerate the arrival at a fixpoint by collapsing states.
This quotienting is based on a novel behavioural equivalence defined in terms of past
and future bisimulations. This equivalence has to be infinite to collapse the infinite-state
transducer T<ω to a finite one. Therefore, one is faced with the problem of effectively
computing and representing a suitable infinite equivalence. To solve this problem, we first
identify sufficient conditions on an approximantTn for its states (which are also states of
2 Note that we use the quotient construction in cases in which the underlying equivalence is not necessarily a
bisimulation.
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Fig. 1. (a) The transducer Tα . (b) Its product T2α .
T<ω) to be equivalent as states of T<ω. Then we show that the equivalence of two states
of Tn induces the equivalence of infinitely many states of T<ω.
We illustrate the underlying intuition on a small example in which sets of unbounded
natural numbers are represented as automata over the symbols 0 and succ. The transi-
tions we consider are given by the function α, defined inductively by α(0) = even and
α(succ(x)) = ¬(α(x)). It computes the parity even or odd of a number; ¬ is a function
that toggles parities. Consider the transition relation → that corresponds to a single step in
the evaluation of this recursive definition. Fig. 1(a) gives a transducer, Tα , that represents
this transition relation. The slash (/) is used to separate the input symbol from the output
symbols;  denotes the empty string. Note that by the self-loop on state 0, the transducer
leaves any leading occurrences of the symbol ¬ unchanged, and similarly for the trailing
occurrences of succ before the final 0.
To start approximating T<ωα , consider the product transducer T2α shown in Fig. 1(b).
It moves the symbol α over one more occurrence of succ, while turning it into a ¬, as
reflected by the edge from state 01 to 12. In every next product transducerT3α,T4α, . . ., an
additional such succ/¬-edge will appear. Clearly, the limit transducer T<ωα , the union of
all approximants, is going to have infinitely many states. On the other hand, the combined
effect of the ever-growing sequence of succ/¬-edges would be captured by a simple loop
if states 01 and 12 were identified. Collapsing T<ωα in this way, we can hope for a finite
quotient. To do so, we need to address the following questions: first, how can we justify
equating pairs of states like 01 and 12, which are obviously semantically different in that
they realize different transductions, i.e., what is the equivalence notion on T<ωα employed
for quotienting. Secondly, how to compute the quotient without prior calculation of the
infinite T<ωα ?
As for the first point, we must ensure that identifying states in the quotient does not
introduce transductions not already present in T<ωα . Equating 01 with 12 in the above
example, consider the run through the “collapsed” transducer that goes from 00 to 01 (or
rather to the new state obtained by collapsing 01 and 12) and then continues from this state
as if continuing from 12. Exploiting the equation 01 = 12, this run is introduced by the
collapse. Even though the states 01 and 12 are semantically different, as observed above,
identifying them does not change the overall semantics of T<ωα , as there exists another
state that “glues” together the past of 01 and the future of 12, namely state 1 of Tα .
Another class of runs that are introduced by the collapse are those that go from 00 to 12
and then continue as if continuing from 01. But also in this case, there is a state in T<ωα
that glues (this time) the past of 12 to the future of 01, although it has not been constructed
when considering T2α . This state is 012 and would enter the scene as part of T3α , when
constructing the next approximant. We formalize these ideas as follows: states q1 and q2
may be identified if there exists a past bisimulation P and a future bisimulation F such
that the pair (q1, q2) is both in the composed relation P ;F and in F ;P , thus ensuring the
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Fig. 2. Tα and T2α with past and future bisimulations.
existence of both “gluing” states. Indeed, we will require that the bisimulations swap, i.e.,
F ;P = P ;F . So it will be enough to show that (q1, q2) is in either one of the composed
relations. The situation is sketched in Fig. 2, containing Tα and T2α and where the state
012 of the not-yet-constructed T3α is drawn by a dotted circle.
The second question is how to detect equivalent states in some approximant Tnα , i.e.,
how do we know that there exists a state somewhere in T<ωα that is past-bisimilar to one
and future-bisimilar to the other? To this end we exploit the structure of T<ωα ’s states,
namely that they are sequences of states from Tα . It is easily seen that bisimulations
are congruences under juxtaposition of such sequences. In the example above, we can
conclude the existence of an appropriate state without actually having to construct T3α:
By looking at T2 only, we see that 1 and 12 are future bisimilar, whence by congruence
also 01 and 012. Similarly, past bisimilarity of 12 and 012 can be inferred from 1 and 01.
Again, the inferred pairs (01, 012) ∈F and (012, 12) ∈P are indicated by dotted lines in
Fig 2. Furthermore, exploiting the congruence property allows to extrapolate the quotient-
ing relation found on a finite Tnα to the whole T<ωα , and thus to obtain a finite quotient
of T<ωα , without calculating the limit first.
The remainder of the paper is organized as follows. After introducing notation and the
relevant preliminary definitions in the next section, Section 3 will formalize the criterion
for a sound quotient. An algorithm based on this and profiting from results of rewriting
theory is the topic of Section 4, where we will also report on the results obtained from our
prototype implementation. Sections 5 and 6 conclude with related and future work.
2. Preliminaries
In this section we introduce word transducers and pieces of string rewrite theory perti-
nent for the later development.
2.1. Finite state word transducers
A transducer T = (Q,Qi,Qf , (1, 2), R) consists of a set Q of states, sets Qi,
Qf ⊆ Q of initial resp. final states, a signature (1, 2) specifying the input and output
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symbols, and a set R of rules. As usual, given a set , ∗ denotes the monoid of words
over , where we write word concatenation by juxtaposition and the pointwise lifting of
concatenation to languages is written the same way. The empty word is written as . A
rule of T has the form qa → wq ′ with q, q ′ ∈ Q, a ∈ 1 ∪ {}, and w ∈ ∗2 , specifying
that when in state q and reading input symbol a ∈ 1 (or reading no input in case a = ),
the transducer produces the output word w and assumes q ′ as its new state. A transducer
whose sets of states and rules are both finite is also called regular or rational. The op-
eration of a transducer is captured by the reduction relation →R on strings consisting of
symbols and a state (where  has its usual meaning as neutral element of concatenation),
defined as follows. For t1 ∈ ∗1 and t2 ∈ ∗2 , t1qat2 →R t1wq ′t2 iff qa → wq ′ ∈ R. For
this and other arrows we use common notations like →−1 for inverse, →∗ for reflexive-
transitive closure, and ↔ for symmetric closure. The transduction realised by a state q of
T, denoted [[q]]T or simply [[q]] ifT is clear, is the function from ∗1 to 2(
∗
2 ) defined by
t2 ∈ [[q]]T(t1) iff there exists qf ∈ Qf such that qt1→∗Rt2qf . The semantics of T is the
function [[T]]: ∗1 → 2(
∗
2 ) defined by t2 ∈ [[T]](t1) iff there exist qi ∈ Qi and qf ∈ Qf
such that qit1→∗Rt2qf . We will use the notation →T synonymously for the rewrite relation→R . We write T: 1 → 2, if T realizes a transduction from words over 1 to words
over 2. In case 1 = 2, we write T shorter as (Q,Qi,Qf ,,R).
In the informal presention in Section 1, we represented the transducers graphically
(cf. Fig. 1). States are given as nodes of a graph, the initial states are marked by an ingoing
dotted arrow, the final states by using a double circle. The edges of the graph represent
the rules are labelled by the pair of the input symbol (or ) and the output word of the
rule.
Transducers T1: 1 → 2 and T2: 2 → 3 can be composed into T2 ◦T1 by a
standard product construction, where the rules R of the composition are defined by3
qja →R1 vq ′j qiv →∗R2 wq ′i
qij a → wq ′ij ∈ R
COMP.
In COMP, R1 and R2 are the rules of the two constituent transducers, and qij is a short-hand
for the tuple of qi and qj . Note that multiple steps of T2 may be needed for qi to “move
through” v (or none, if v = ). This construction captures the semantical composition,
i.e., [[T2]] ◦ [[T1]] = [[T2 ◦T1]]. An example for the composition of two transducers is
shown in Fig. 1(b).
Being interested in equality only up-to isomorphism, associativity of composition justi-
fies the notation Tn:  →  for an n-fold composition of a transducer T:  →  with
itself. By the same token we will use Qn as the set of states of Tn, when Q is the set of
states of T. Typical elements from Qn—and later from Q∗, as well—will be denoted qα ,
qβ , qγ ′ , . . ., and sometimes even α, β, γ ′, . . ., if the meaning is clear from the context. Also
we identify notationally the state qαqβ with qαβ . Besides composition, we will later need
the union of two transducers. ByT1 ∪T2 for two transducers over the same signature we
simply mean the transducer over the same signature, given by the union of states, of initial
states, of final states, and the union of rules, respectively. Note that finite union preserves
3 It should go without saying that in the definition—and for all comparable situations for the rest of the paper—
we will silently assume that the sets of states of the different transducers are disjoint, so as to obviate accidental
confusion.
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finiteness. For n < ω we define Tn =⋃0inTi . Union can be easily extended to the
union of countably many transducers; we defineT<ω =⋃i∈ωTi . Using Q∗ for the set of
states ofT<ω, we denote the empty sequence of states by q , which represents the neutral
element wrt. concatenation, i.e., qqα = qα = qαq . With this convention, we can define
the zeroth iteration T0 of a transducer T:  →  as ({q}, {q}, {q}, , ∅). Under the
conventions for q , the transducerT0 clearly realizes the neutral element wrt. transduction
composition, i.e., [[T0]] = Id∗ .
2.2. Bisimulations and quotienting
To obtain a finite-state transducer from an a priori infiniteT<ω, we will have to identify
certain states. The notion of equivalence used to this end will be based on bisimulation
equivalences [57,63] on states. Besides the standard future bisimulation we need the past
variant as well. Note that we require bisimulations to be equivalences. This is because we
need them to quotient transducers.
Definition 1 (Bisimulation). LetT= (Q,Qi,Qf , (1, 2), R) be a transducer. An equiv-
alence relation F ⊆ Q×Q is a future bisimulation on T if for all pairs (q1, q2) of states,
q1Fq2 implies
If q1 ∈ Qf , then q2 ∈ Qf , and for every a,w, q ′1 such that q1a → wq ′1 ∈ R, there
exists q ′2 such that q2a → wq ′2 ∈ R and q ′1Fq ′2.
An equivalence relation P ⊆ Q×Q is a past bisimulation on T, if for all pairs (q ′1, q ′2)
of states, q ′1Pq ′2 implies
If q ′1 ∈ Qi , then q ′2 ∈ Qi , and for every a,w, q1 such that q1a → wq ′1 ∈ R, there
exists q2 such that q2a → wq ′2 ∈ R and q1Pq2.
We call q1 and q2 (future) bisimilar, written q1 ∼f q2, if there exists a future bisimulation
F with q1Fq2; and q1 ∼p q2 denotes two past bisimilar states, defined analogously. For
transducers, we write T1 ∼f T2, if there exists a future bisimulation F ⊆ Q×Q such
that for all q1 ∈ Qi , there exists q2 ∈ Qi such that q1Fq2, and conversely for all q2 ∈ Qi
there exists q1 ∈ Qi such that q1Fq2.
In correspondence with the rules of the transducer, bisimulation is defined to preserve
the relationship after consuming one symbol of the input alphabet. Later we will need the
generalization to the case where the transducer does more than just one basic step. In the
following we denote by Rˆ the homomorphic lifting of a relation R on states Q to a relation
on words from ∗1Q∗2 .
Lemma 2. LetT = (Q,Qi,Qf , (1, 2), R) be a transducer, and further F ⊆ Q×Q
and P ⊆ Q×Q a future and a past bisimulation.
(1) If t1Fˆ t2 and t1→∗Tt ′1, then t2→∗Tt ′2 and t ′1Fˆ t ′2, for some t ′2.
(2) If t ′1Pˆ t ′2 and t1→∗Tt ′1, then t2→∗Tt ′2 and t1Pˆ t2, for some t2.
Above, the words t1, t2, t ′1, and t ′2 are from ∗2Q∗1 .
The bisimulation relations enjoy the following properties [57].
Lemma 3. Let T1: 1 → 2 and T2: 2 → 3 be two transducers with state sets Q1
and Q2, respectively,
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(1) The identity relation Id ⊆ Q1 ×Q1 is a future bisimulation.
(2) If F1 ⊆ Q1 ×Q1 and F2 ⊆ Q1 ×Q1 are future bisimulations, then so is (F1;F2 ∪
F2;F1)∗.
(3) If F1 ⊆ Q1 ×Q1 and F2 ⊆ Q2 ×Q2 are future bisimulations on T1 and T2, re-
spectively, then F ⊆ (Q2 ×Q1)× (Q2 ×Q1) defined by q2q1F q˜2q˜1 iff q1F1q˜1 and
q2F2q˜2 is a future bisimulation on T2 ◦T1.
The same holds correspondingly for past bisimulations.
The second point basically states that bisimulations are closed under relational compo-
sition, but because we require bisimulations to be equivalence relations, we need to take the
symmetric–transitive closure. For the same reason, we need to take the transitive closures
of the unions in the following.
Lemma 4. Given a transducer T = (Q,Qi,Qf , (1, 2), R).
(1) If F1, F2 ⊆ Q×Q are future bisimulations, then so is (F1∪F2)∗.
(2) If P1, P2 ⊆ Q×Q are past bisimulations, then so is (P1∪P2)∗.
Proof. We show only the forward case, the past one is analogous. Let F abbreviate
(F1∪F2)∗. Since F1 and F2 are symmetric, so is their union, and hence F is an equivalence.
For the condition on initial states, assume q1Fq2 and q1 ∈ Qi . By induction on the
length of q1(F1∪F2)∗q2, also q2 ∈ Qi . For preservation under steps, assume q1Fq2 and
q1a →T wq ′1 for some a ∈ 1∪{} and some word w ∈ ∗2 . Proceed by induction on
q1(F1∪F2)kq2. The base case, k = 0, is immediate. For k > 0, there exists a state q3 ∈ Q
with q1(F1∪F2) q3 (F1∪F2)k−1q2. We distinguish, whether q1F1q3 or q1F2q3. Since F1
is a future bisimulation, we get in the first case that there exists a state q ′3 ∈ Q with q ′1F1q ′3
and q3a →T wq ′3. By induction, we get a state q ′2 with q2a →T wq ′2 and q ′3Fq ′2. With
F1 ⊆ F and transitivity of F , also q ′1Fq ′2. The case where q1F2q3 is symmetric. 
Lemma 5. Let T be a transducer with state set Q. The relation ∼f on Q is a future
bisimulation,∼p is a past bisimulation.
It is standard to show that future bisimilarity implies semantical equality, i.e., T1 ∼f
T2 implies [[T1]] = [[T2]], and that the two relations ∼p and ∼f are congruences on Q∗,
the free monoid over of T’s set Q of states. If α ∼f α′ and β ∼f β ′, then αβ ∼f α′β ′,
for all α, α′, β, β ′ ∈ Q∗, and similarly for ∼p. We will exploit this property in Section 4.
Lemma 6. Given a transducer T, the relations ∼p and ∼f are congruences on Q∗, the
free monoid over the set Q of states of T.
The definition of a quotient is fairly standard: Its states are given as equivalence classes
wrt. the quotienting relation, the initial resp. final states are the classes containing an initial
resp. a final state of the original transducer, and a rule connects a left-hand and a right-hand
side in the quotient if there exist two corresponding terms forming a rule of the original
transducer.
Definition 7 (Quotient). Let T = (Q,Qi,Qf ,,R) be a transducer and ∼= ⊆ Q×Q
an equivalence relation. T/∼= is defined as the transducer (Q/∼= , {[q]∼=|q ∈ Qi}, {[q]∼=|q ∈
Qf }, ,R/∼=), where Q/∼= is the set of ∼=-equivalence classes of Q and [q]∼= the
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∼=-equivalence class of q. The rules ofT/∼= are given by qˆa → wqˆ ′ ∈ R/∼= iff there exist q
and q ′ such that qˆ = [q]∼=, qˆ ′ = [q ′]∼=, and qa → wq ′ ∈ R.
2.3. Rewrite systems
Here, we briefly recall some notions and results from (string) rewriting, which we will
need in Section 4. A more thorough treatment of the field can be found e.g. in [7,26] or, for
string rewrite systems, in [13]. Given a finite alphabet , a string rewriting system R on ,
sometimes also called semi-Thue system, is a subset of ∗ ×∗. Each pair (α, β) ∈ R is
called a rule and states that, in any context, the string α may be replaced by β. This is for-
mally captured by the rewrite relation generated by R, →R , defined by αlβαr →R αlβ ′αr
iff (β, β ′) ∈ R and αl, αr ∈ ∗. The relation →R is said to be terminating (also called
strongly normalizing or Noetherian) if it allows no infinite sequences of rewrite steps. The
congruence closure of R, also known as Thue congruence, over the monoid ∗ of strings
over  is ↔∗R . Note in passing that the semantics of a word transducer with signature
(1, 2) is given by a string rewriting system where rules are drawn specifically from
Q(1∪{})×∗2Q.
The rewrite relation given by R is a priori non-deterministic in that →R neither
prescribes an order among the rules nor to which substring a rule is applied. That the
non-determinism of →R is inessential is captured by confluence,4 a key concept of reduc-
tion systems in general and rewrite systems specifically. At any point, the outcomes of
two different choices can be reconciled by subsequent reduction. We will also need the
corresponding notion for pairs of relations, known as commutation.
Definition 8 (Confluence and commutation). Let →1 and →2 be two relations. The rela-
tions →1 and →2 are said to enjoy the commuting diamond property, if, for all s, t , and u,
s →1 t and s →2 u implies t →2 v and u →1 v for some v. The two relations are said to
locally commute, if s →1 t and s →2 u implies t→∗2 v and u→∗1 v for some v. They are
strongly commuting, if s →1 t and s →2 u implies t →12 v and u→∗1 v for some v. The
two relations are said to commute, if s→∗1 t and s→∗2 u implies t→∗2 v and u→∗1 v. The
definitions are summarized in the diagrams below.
In case→1=→2, the notion of (local) commutation is called (local) confluence; instead
of satisfying the commuting diamond property, the relation is said to satisfy the diamond
property.
A standard topic in rewrite theory is reducing properties of a many-step rewrite rela-
tion to properties of the one-step relation, which are simpler to establish. We will need
the following standard result, reducing commutation to the commuting-diamond property,
respectively the property of strong commutation.
4 Confluence is sometimes phrased equivalently as Church–Rosser-property [22,59].
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Lemma 9. Let →1 and →2 be two relations.
(1) If →1 and →2 have the commuting-diamond property, then they commute.
(2) If →1 and →2 strongly commute, then they commute.
To check the commuting-diamond property or strong commutation, still “rejoinability”
of infinitely many pairs of elements—the elements t and u in the above diagrams—needs
to be checked. Rejoining u and t is obviously possible in case they were derived from
s by replacement of non-overlapping substrings of s. This observation gives rise to the
definition of critical pairs [50] (we show the variant for checking commutation in case of
string rewriting).
Definition 10 (Critical pair). Let R and S be string rewriting systems on . Consider
rewrite rules (αR, βR) ∈ R and (αS, βS) ∈ S such that αR overlaps with αS in the following
way: either γ1αR = αSγ2 with |γ1| < |αS |, or αR = γ1αSγ2, for some γ1, γ2 ∈ ∗. Then
the corresponding critical pair is defined as (γ1βR, βSγ2) in the first case and (βR, γ1βSγ2)
in the second.
Now, in order to check whether →R and →S have the commuting-diamond property, it
suffices to check, for every critical pair (δR, δS), whether there exists a δ such that δRSδ,
and δSRδ. There is a similar condition in case strong commutation is used. So, in case that
R and S are finite, there are also only finitely many critical pairs to check.
Rewrite theory offers several answers to the question whether strings s and t are con-
gruent under some system R, i.e. whether s ↔∗R t . The first answer is: If this system is
confluent and terminating, then strings are congruent iff they rewrite to the same normal
form. This obviously gives a procedure to determine congruence. Being a special case of
commutation, confluence of R can be checked using Lemma 9, by inspecting critical pairs.
In case R turns out to be not confluent, still not all hope is lost. The next, more advanced
technique offered by rewrite theory is to try to turn the rewrite system R into an equivalent
rewrite system that is confluent, using so-called Knuth-Bendix completion [50]; we refer
to [7] for details.
3. Sound quotienting of T<ω
Next we formalize the equivalence relation used to quotient T<ω and show the cor-
rectness of the construction. As illustrated in Section 1, the key intuition behind a sound
quotient is that, whenever identifying states q1 and q2, there must exist a state realizing
q1’s future and q2’s past, and a state realizing q1’s past and q2’s future. “Having the same
future resp. past” will be captured by being future resp. past bisimilar. To ensure the ex-
istence of both required states, we will restrict our attention to swapping future and past
bisimulations.
Definition 11 (Swapping). Two relations R and S over the same set swap (or: are swap-
ping), if R; S = S;R, where “;” denotes relational composition.
In order to prove soundness of the construction, i.e., preservation of the transduction se-
mantics, we need to characterize the reductions realized by a quotient ofT<ω. AsT<ω/∼= is
given by identifying states ofT<ω while retaining the reduction relation ofT<ω (modulo
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the collapsing of states), the possible reductions steps of T<ω/∼= are either reduction steps
from T<ω or steps replacing a word by a ∼=-congruent one.
Lemma 12. Let T = (Q,Qi,Qf ,,R):  →  be a finite-state transducer and fur-
thermore, ∼= a congruence on Q∗. In abuse of notation we use the same symbol for the
homomorphic lifting of ∼= to words over ∗Q∗∗. Then [t1]∼=→∗T<ω/∼= [t2]∼= iff t1 (→T<ω∪ ∼=)∗ t2, for all words t1, t2 ∈ ∗Q∗∗.
Note that in the definition ofTn as
⋃
0inT
i
, the unions are all disjoint, if Q = ∅. In
this case, it is straightforward to see that the construction is indeed sound (without further
mention, we will assume Q = ∅ for the rest of the paper).
Lemma 13. Let T= (Q,Qi,Qf ,,R) be a finite-state transducer. Then for all t1, t2 ∈
∗
(1) t2 ∈ [[Tn]](t1) iff there exists a k  n such that t2 ∈ [[Tk]](t1), and
(2) t2 ∈ [[T<ω]](t1) iff there exists a k ∈ ω such that t2 ∈ [[Tk]](t1).
We are now ready to formulate the section’s central result, which allows to collapse
the infiniteT<ω to a possibly finite transducer without changing its semantics. In general,
identifying states allows more derivations. In order to obtain a finite quotient, we need
to collapse states with different transduction semantics, or here more loosely states not
being future bisimulation equivalent. Note again that identifying two states q1 and q2 real-
izing a different transduction semantics, will individually lead to more transductions, i.e.,
the equivalence class into which two different states are collapsed shows in general more
derivations than the two states individually. In Fig. 2, for instance, the states 01 are 12
realize different transductions and the state obtained by identifying them obviously shows
more behaviour. The crucial point is that overall the quotient of T<ω does not show more
bevaviour, since requiring 01 F ;P 12 and 01 P ;F 12 assures that there exist states that
realize the behaviour of the collapsed state.
Theorem 14. LetT be a transducer, and F and P a swapping pair of a future and a past
bisimulation on T<ω. Then the quotient T<ω/F ;P of T<ω under F ;P is well-defined and
preserves the transduction relation, i.e., [[T<ω/F ;P ]] = [[T<ω]].
Proof. First note that F ;P is a congruence, thus the quotient T<ω/F ;P is well-defined. In
the following we will write more suggestively ≡F ;P for this congruence; likewise we will
use ≡F and ≡P for F and P .
For semantical equality, we need to show that t ′ ∈ [[T<ω]](t) iff t ′ ∈ [[T<ω/≡F ;P ]](t), for
all words t and t ′ from ∗. The “only-if”-direction is immediate: by identifying states, the
quotient T<ω/≡F ;P can at least derive everything T
<ω can. For the “if”-direction, assume
t ′ ∈ [[T<ω/≡F ;P ]](t), i.e., q0k t→
∗
T<ω/≡F ;P
t ′ for some words t and t ′ and a natural number k. By
Lemma 12, this means q0k t(→T<ω ∪ ≡F ;P )∗t ′. We generalize the proof obligation to:
for all t1, t2 ∈ ∗Q∗∗: if t1(→T<ω ∪ ≡F ;P )∗ t2, then there exist words t ′1 and t ′2
such that t ′1→∗T<ω t ′2, and furthermore t1 ≡F ;P t ′1 and t2 ≡F ;P t ′2
and proceed by induction on the length of the reduction t1 (→T<ω ∪ ≡F ;P )∗ t2.
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Base step: t1 = t2
Immediately by t1 →0T<ω t1 = t2 and using reflexivity of ≡F ;P .
Induction t1(→T<ω ∪ ≡F ;P ) t3 (→T<ω ∪ ≡F ;P )∗ t2.
By induction, there exist words t ′3 and t ′2 such that t ′3→∗T<ω t ′2, and where furthermore
t3 ≡F ;P t ′3 and t2 ≡F ;P t ′2: Depending on the first step from t1 to t3, we distinguish two
subcases. The first one where t1 ≡F ;P t3 follows straightforwardly with transitivity of
≡F ;P .
Subcase: t1 →T<ω t3.
In the following, we will silently use the fact that the properties of the relations ≡F ,
≡P , and ≡F ;P carry over when lifted onto words. By t3 ≡F ;P t ′3 there exists a word t ′′3
such that t3 ≡P t ′′3 ≡F t ′3 (remember that ≡F and ≡P are assumed to be swappable). Since≡P is a past bisimulation, there exists a word t ′1 such that t ′1 →T<ω t ′′3 and t1 ≡P t ′1. From
t ′′3 ≡F t ′3, we obtain with Lemma 2 that t ′′3→∗T<ω t ′′2 for some word t ′′2 with t ′′2 ≡F t ′2. By
reflexivity of≡F and≡P on words, we further get t1 ≡F ;P t ′1 and t ′′2 ≡F ;P t ′2, which finally
implies with transitivity of ≡F ;P on words that t2 ≡F ;P t ′′2 .
To see that the theorem follows from the property proven, use Lemma 13 and spe-
cialize t1 resp. t2 to q0 t˜1 resp. t˜2qf , where t˜1, t˜2 ∈ ∗ and where furthermore q0 ∈ Qi
and qf ∈ Qf . For t ′1 we know t1 = q0 t˜1 ≡F ;P t ′1, which means t ′1 = qαt˜ ′1 for some state
qα ∈ Q∗ and t˜ ′1 ∈ ∗. Since qk0 ≡F ;P qα , the equivalence class [qα]≡F ;P is an initial state
of T<ω/≡F ;P . The argument for t2 = t˜2qf ≡F ;P t
′
2 is analogous. 
Note that the theorem covers collapsingT<ω with respect to ∼f or else with respect to
∼p as special cases, since the identity relation on Q∗ is a past as well as a future bisimula-
tion and moreover, as neutral element of relational composition, swaps with every relation.
Using both future and past bisimulation in combination is more general and allows for a
smaller quotient than using any of the relations in isolation.
4. An on-the-fly algorithm for quotienting T<ω
The previous result explains under which conditions quotienting T<ω is sound, but
does not give guidance how to find the bisimulations nor how to algorithmically deter-
mine the quotient T<ω/≡F ;P . To make algorithmic use of the quotienting result, we must
be able to effectively compute and represent swapping bisimulation relations on the in-
finite T<ω. In this section, we show how to obtain these by extrapolating from infor-
mation established on a finite approximant Tn, and exploiting the structure of T<ω =
T0∪T(T0)∪T(T(T0))∪ . . .
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To apply Theorem 14 we must extrapolate two properties: (1) the (future or past) bisim-
ulation requirement, and (2) the property of swapping. In order to do the extrapolation, we
will view the relations F and P on Qn as rewriting systems on Q∗, indeed a restricted
form of ground (i.e., without variables) rewriting systems on strings.
We start with the first question from above. As mentioned in Section 2.1, the future and
past bisimulations are congruences over the monoid Q∗. This allows to extend bisimula-
tions F and P from a finite approximant to T<ω.
Lemma 15. Let T be a finite-state transducer with states Q, and F and P ⊆ Qn ×
Qn be a future and a past bisimulation onTn, with n  0. Then the relation ↔∗F , resp.↔∗P , is a future, resp. a past, bisimulation on T<ω.
Indeed, we can tighten Lemma 15 by loosening the requirements for the relations F
and P on Tn. It suffices that their congruence-closure, projected on the finite approxi-
mant Tn, are bisimulations. This allows for smaller representations for the bisimulation
relations in the algorithm.
Lemma 16. Let T be a finite-state transducer with states Q, and F and P ⊆ Qn ×
Qn two string rewriting systems such that ↔∗F ∩(Qn ×Qn) and ↔∗P ∩(Qn ×Qn)
is a future resp. a past bisimulation on Tn. Then the relation ↔∗F (resp. ↔∗P ) is a future
(resp. a past) bisimulation on T<ω.
Having extended the finite bisimulations F and P to T<ω by congruence closure, the
second question is whether ↔∗F and ↔∗P additionally enjoy the swapping requirement.
Note that the notion of swapping of relations from Definition 11 is closely related to that
of commutation and clearly two symmetric relations R and S commute iff R∗ and S∗ swap.
This together with Lemma 9 implies:
Lemma 17. Let F and P be two relations on Qn ×Qn.
(1) If ↔ F and ↔ P have the commuting diamond property, then ↔∗F and ↔∗P swap.
(2) If ↔ F and ↔ P strongly commute, then ↔∗F and ↔∗P swap.
To effectively identify cases where the (infinite) relations ↔ F and ↔ P have the com-
muting-diamond property, one can restrict attention to the critical pairs, of which there are
only finitely many as the rewrite systems F and P are finite.
Lemmas 15 and 17 together allow now to apply the quotienting Theorem 14 and do the
desired extrapolation.
Corollary 18 (Soundness). Let T be a transducer with states Q, and F and P ⊆ Qn ×
Qn a future resp. a past bisimulation on Tn, with n  0. If ↔F and ↔P have the
commuting-diamond property (or they strongly commute), then [[T<ω]] = [[T<ω/↔∗
P
;↔∗
F
]].
To make notation a little less heavy-weight, we will for the rest use ≡ to abbreviate the
congruence relation ↔∗F ;↔∗P .
Let us illustrate the ideas so far on the transducer from Fig. 1. On the approximantT2α
(i.e. the union of the transducers in parts (a) and (b) of Fig. 1), one pair of a future and a past
bisimulation (represented as rewriting systems) is F = {(12, 1), (1, 12), (22, 2), (2, 22)} ∪
Id{0,1,...,22} and P = {(00, 0), (0, 00), (01, 1), (1, 01)} ∪ Id{0,1,...,22}, where IdS denotes the
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Fig. 3. Transducer T∗α .
Fig. 4. Calculating T∗.
“identity rewrite system” on S. Indeed, these bisimulations are the largest possible choices.
It can be easily checked that the corresponding rewrite relations ↔F and ↔P have the
commuting-diamond property. For example, the overlapping pair consisting of state 1 from
the rule (1, 12) of F and state 1 from the rule (1, 01) of P opens a diamond that may be
closed again by rewriting both 12 and 01 to 012 (using the same rules).
Now, without actually attempting to fully compute the relation ≡, we can already detect
several equivalences between states. Most importantly, the states 1, 01, and 12 belong to
the same equivalence class. Furthermore, we have 00 ≡ 0 and 22 ≡ 2. QuotientingT2α by
this equivalence gives the transducer of Fig. 3, where only the relevant part is shown (i.e.,
the equivalence classes [10]≡, [11]≡, [20]≡, and [21]≡ are left away). It can be checked that
the construction stabilizes at this point, so we have arrived at T∗α . Note that quotienting
T<ωα using ∼p or ∼f in isolation does not give a finite quotient.
The algorithm based on these ideas is sketched in pseudo-code in Fig. 4. Given a trans-
ducer T = (Q,Qi,Qf ,,R), the until-loop iteratively calculates, in variable X, the
approximations Tn. On each approximation, bisimulations F and P are computed by a
partition refinement algorithm [34,62].
Note that in the termination condition, the approximant transducer X is quotiented
using the whole equivalence ≡ =↔∗F ;↔∗P , and not just by those identifications that hap-
pen to be directly detectable on X, as suggested in the example above. The ability to
do so relies again on techniques from rewrite theory. First, it can be shown that
↔∗F ;↔∗P= (↔F ∪↔P )∗ =↔∗F∪P . So, the question is when strings are congruent under
the rewrite system F ∪ P . For this, we would like to have a confluent and terminating
system. Confluence of F ∪ P can be checked by inspecting critical pairs. In practice, we
can avoid duplicating work by the following standard result.
Lemma 19. If ↔ F and ↔ P commute, then ↔F ∪ ↔P is confluent if each of ↔F and
↔P in separation is confluent.
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So, if commutation of ↔F and ↔P has already been checked when determining
whether ↔∗F and ↔∗P swap, then it suffices to check confluence of the individual relations.
To this purpose, the algorithm of Fig. 4 requires ↔F and ↔P to possess the diamond
property, which is a sufficient condition for confluence. In case ↔F ∪↔P turns out to be
not confluent, Knuth–Bendix completion might be needed.
As for checking termination—it is clear that the relations F and P in separation are
already non-terminating, as they are reflexive and symmetric. But also in this case, there
is the possibility of turning F ∪ P into an equivalent system that does terminate. Because
of the very simple form of this rewriting system—ground rewriting on strings—it is easy
to capture ↔∗F∪P by a terminating one: Just order pairs lexicographically and remove
the “reflexive” part IdQn . In our example, the quotienting relation ≡ can in this way be
represented by the four rules {(00, 0), (01, 1), (21, 1), (22, 2)}, where the right-hand side
of each rule is strictly smaller than the corresponding left-hand side in lexicographic order.
A few points concerning the implementation deserve mention. For once, the naive it-
eration as sketched in the pseudo-code can be optimized in a number of ways, especially
by reusing information collected from the lower approximants when treating Tn+1. For
instance, in case one knows already that (00, 0) are past bisimilar after investigating the
first two levels, as in our example, there is no need to check (000, 00) for past-bisimilarity
at the third (if at all it would be needed to construct that level). Another, more tricky
point is that the search for bisimulations F and P under the additional requirements of
swapping and confluence, adds an element of non-determinism to the process. Namely,
it may be that bisimulations as they are found do not swap or are not confluent, but that
smaller bisimulations would in fact satisfy these requirements. In such a case we would
have to choose which pairs of states to delete from the bisimulation relations. However,
in the examples we tested, the largest bisimulations ∼f and ∼p, as given by the partition
refinement, always worked.
We tested our implementation on various examples, for instance the one of Fig. 1 and
the token array example of [48]. In all but one case, the transitive closure was computed in
a short time on a standard desktop workstation. In the remaining case, a ring configuration
of the token array, the computation took too long. We expect that by implementing some
additional optimizations (see below), larger transducers can be successfully handled.
5. Related work
5.1. Transductions and their iteration
Regular or rational transductions were introduced by Elgot and Mezei in [31] as a nat-
ural extension of regular languages and used to represent and reason about computations.
Much of the theory of rational transductions has been developed by Schützenberger [66],
Eilenberg [30], and Nivat [61]; overviews can be found in [8,30]. Ref. [30] contains re-
sults, presented in an algebraic setting, that relate transducers to concepts such as rational
relations and the (generalized) sequential machines (GSM) and GSM mappings of [39].
Other closely related devices are Mealy machines [56] and Moore machines [58]. Closure
properties of classes of languages under GSM mappings have been studied, see e.g. [44].
Ref. [30] also contains several properties of the class of length-preserving rational rela-
tions. One result worth mentioning is that any length-preserving rational relation can be
realized by a “letter-to-letter” transducer or nondeterministic Mealy machine.
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In research on the iteration of transducers (transductions, GSMs), two directions can
be distinguished. One class of papers studies the results of closing classes like free mo-
noids and regular languages under the iterated application of transducers. For example,
[71] shows that every recursively enumerable language can be obtained by iterating a so-
called GSM relation (corresponding to some nondeterministic machine) on a singleton
language—thus demonstrating the power of iteration. In [51], the restriction to length-pre-
serving transductions is considered, and it is shown (among other things) that the iteration
of length-preserving rational transductions on a free monoid yields essentially a context-
sensitive language. Ref. [54] shows that the number of states of a transducer used to iterate
in this way can be limited to 4. Additional states do not add extra expressiveness of the
iteration, while each number smaller than 4 gives rise to known subclasses. An interesting
related development suggested by DNA computing is “computing by carving” [54].
5.2. Regular model checking
Often interested in language-theoretic expressiveness results and clarifying the connec-
tions between various classes and their computational models, the papers mentioned above
focus on characterizing the smallest classes of languages closed under iterations of trans-
ducers or similar devices. Partly inspired by using regular languages and their transduc-
tions for symbolic model checking, another class of papers aims to identify restricted
forms of transducers whose iteration on a regular language is still regular. The corre-
sponding symbolic form of state exploration, sometimes called regular model checking,
has recently attracted attention in the context of verification of various classes of infinite
state systems. Examples are [2,15,48,49,60] and this paper. Other related papers include
[21,29,37,64,67]. The work in [36] goes beyond the framework of regular languages and
transductions by considering context-free grammars. See also [14] for a recent survey of
the use of regular languages and rewriting for model checking.
Closest to our work is [15] which presents an algorithm for the iterated effect of a
length-preserving transducer using standard determinization and minimization techniques
from automata theory. As in our work, the key of the construction is to collapse T<ω,
called column transducer in [15], into a hopefully finite quotient. Minimizing (and de-
terminizing) this infinite transducer gives rise to a smaller one whose states are languages
of states of T. More specifically, states are regular languages and since T’s edges are
labeled by  ×, its transitions transform regular languages into regular languages. The
additional identifications can be seen as assuming a static, predefined set of equations on
the words of Q∗. Starting from the initial state of T<ω, which can be represented by
the regular language q∗0 , the algorithm tries to compute the states of T
<ω performing
a forward symbolic reachability analysis (this is the determinization) while relaxing the
condition stating when a state has already been visited. This relaxation (called saturation
in their work) assumes a fixed set of equivalences between states of T<ω. In contrast, our
algorithm tries do discover such equations dynamically as it proceeds to higher n’s when
exploring Tn. The restriction to length-preserving transductions and the static nature of
their saturation process allow Bouajjani et al. to provide sufficient conditions on the form
of the transducer to guarantee termination of the construction. The work has recently be
extended to deal with regular tree languages in [3].
In [16], the notion of alphabetic pattern constraints is identified as a subclass of regular
languages. The class is effectively closed under permutation rewriting, a restricted form of
rewriting or transduction. Ref. [38] considers the closure of regular tree languages under
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general term rewriting. Also related is the work of [52], where the closure of a set of
process-algebra terms under iterated predecessor and successor operations is considered
and where the sets of terms are viewed as a regular tree language (also see [33]).
A common source of infinity in the state space are various forms of data types like stacks
[35], message queues [10–12], or integers [9]. The regularity of these data structures and
the restricted form of transitions can often be exploited by symbolic methods based on
regular languages and their transformation. See [70] for a survey of various approaches in
this direction. To explore the symbolically represented infinity of states in a finite amount
of steps, often the effect of single steps or cycles needs to be accelerated, i.e., all iterations
of a loop are explored at once in a so-called meta-transition. In contrast, our procedure
approximating T<ω achieves an accelerating affect by identifying states in a finite pre-
fix Tn. Through the cycles introduced by identifying states which are semantically not
equivalent withinTn, the procedure (if it halts) allows to explore the effect of the infinite
limit T<ω in a finite amount of steps.
Future and past simulations including their combinations have been extensively studied
in [53]. We are not aware of any work that considers the composition of swapping such
relations as is done in this paper.
6. Conclusions and future work
We have presented a partial algorithm for computing the transitive closure of regular
word transducers. This algorithm allows to reason about the effect of iterating transduction
relations an unbounded number of times. Such relations are used, for instance, in regular
model checking where they represent the transition relation of an infinite-state system.
Given a transducer T, our algorithm is based on quotienting, w.r.t. the composition of a
future and a past bisimulation, the possibly infinite-state transducer T<ω, the union of
all finite compositions of T. To be able to develop our algorithm, we presented sufficient
conditions that allow to exploit bisimulations discovered on a finite approximantTn, and
hence, to avoid constructingT<ω. Though our prototype implementation can be improved
in several ways, we obtained encouraging results on the examples we have considered.
In order to computeT∗(S) for a given regular set S, our results specialize to automata,
allowing to accelerate the computation of T0(S), T1(S), T2(S), . . . This problem,
where the set of initial configurations is also a parameter of the algorithm, can be solved in
more cases than the general case.
A pair of swapping bisimulations played a crucial role in our development. As the con-
cept is a rather general, we work on applying it in other contexts than transducers, as well.
Furthermore, properties of swapping bisimulations deserve a study in their own right.
A natural question is whether our heuristic constitutes a semi-algorithm: In those cases
that [[T<ω]] is representable as a finite-state transducer, will our algorithm find such a
transducer in a finite amount of time? This is not the case, since the equivalence used for
the quotient construction, being based on bisimulations, is finer than the language equiva-
lence (or, stricly speaking, transduction equivalence) that is ultimately needed for semantic
equivalence.
Besides the improvements mentioned in Section 4 and implementation improvements
like using BDDs [18,19,55] to represent transducers, we believe that there are variations
of our algorithm that are worth studying. One such variation consists in computing at each
iteration of the algorithm the composition of T with the quotiented transducer obtained
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up to that iteration. This would reduce the number of states of the transducers that occur as
intermediate results of the algorithm. A similar idea underlies what is called compositional
model-checking, e.g. [41]. The difficulty in our context lies in the generalization of the
computed bisimulations to T<ω.
The construction presented in this paper and the notion of bisimulation is rather general.
Hence it is worthwhile to study, whether and how the results can be transferred to more
general classes of transducers, for instance prefix recognizable transducers [20], or even
to other models of computation, for instance communicating processes. We are currently
extending our results to the case of tree transducers. Here, in the general case, one is con-
fronted with negative results from tree transducer theory, the main one being that regular
tree transducers are not closed under composition. To avoid this problem, we restrict our-
selves to linear tree transducers. A preliminary account, which also provides the full proofs
for the word case, can be found in [24].
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