Let q = p r be a prime power, and let f (x) = x m − σ m−1 x m−1 − · · · − σ 1 x − σ 0 be an irreducible polynomial over the finite field GF(q) of size q. A zero ξ of f is called nonstandard (of degree m) over GF(q) if the recurrence relation u m = σ m−1 u m−1 + · · · + σ 1 u 1 + σ 0 u 0 with characteristic polynomial f can generate the powers of ξ in a nontrivial way, that is, with u 0 = 1 and f (u 1 ) = 0. In 2003, Brison and Nogueira asked for a characterisation of all nonstandard cases in the case m = 2, and solved this problem for q a prime, and later for q = p r with r ≤ 4.
Introduction
Now, with each nonstandard finite field element of degree m over GF(q) and q-order d, we can associate a subgroup Ξ in P GL(m, q) which, in the natural action on PG(m−1, q), has an orbit of size d. In the case where m = 2, the properties of this group Ξ together with the known classification of the subgroups of PGL(2, q) can be used to show that Ξ is actually equal to some subgroup PGL(2, q 0 ) or PSL(2, q 0 ) of PGL(2, q), so that d = q 0 + 1, where q = q t 0 with t odd. Using this, we construct a nonstandard element φ of degree two over GF(q 0 ), of q 0 -order q 0 + 1, from which ξ can be obtained by lifting and extension. Now a recent result from Brison and Nogueira [7] states that if φ is nonstandard of degree two over GF(q 0 ) and has q 0 -order q 0 + 1, then φ must be primitive. As a consequence, in the above situation, we can conclude that the nonstandard ξ is an known example, of the second type.
The contents of this paper are as follows. In Section 2, we first introduce the problem in more detail. We discuss some well-known facts concerning linear recurrence relations and linear recurring sequences, and use these to redefine the notion of nonstandard finite field elements in terms of linearized polynomials (or q-polynomials). We describe the calls of examples of type I, and we show that, with a few exceptions, a primitive element is also nonstandard.
In Section 3, we show that the classification problem for nonstandard finite field elements is in fact equivalent to the problem of classifying the cyclic codes with a single defining zero that have "extra" permutation automorphisms.
The methods of lifting and extension to obtain new nonstandard elements from old ones are introduced in Section 4. We illustrate these techniques by constructing a class of examples referred to as type II, from primitive elements in a subfield.
In Section 5, we first use the companion matrix of an irreducible polynomial f of degree m over a field GF(q) to show that the q-order of a zero ξ of f actually equals the restricted period of f . Then, if ξ is also nonstandard, the companion matrix and another matrix, considered as elements of PGL(m, q), generate a subgroup Ξ of PGL(m, q) that has an orbit of size d on PG(m − 1, q).
In the remainder of the paper, we investigate this group Ξ in the case where m = 2. First, in Section 6 we consider the case of small q-order 3, 4, or 5. Then, in Section 7 we use these results together with the known classification of subgroups of PGL (2, q) to show that Ξ is a subgroup PGL(2, q 0 ) of PSL(2, q 0 ), where q = q t 0 with t odd, and the q-order d equals q 0 + 1. Finally, we establish the existence of a nonstandard φ of degree two over GF(q 0 ), with q 0 -order q 0 + 1, from which the original nonstandard ξ can be obtained by lifting and extension. Now a recent result by Brison and Nogueira [7] states that a nonstandard element φ of degree two over GF(q 0 ) and with q 0 -order q 0 + 1 is necessarily primitive in GF(q 2 0 ), that is, has order q 2 0 − 1; as a consequence, ξ must be of type II.
Preliminaries
Let F be a field. We will write F * = F \ {0} to denote the nonzero elements in F. The collection of polynomials in x with coefficients in F will be denoted by F [x] . Consider the (homogeneous linear) recurrence relation
where σ 0 ∈ F * and σ 1 , . . . , σ m−1 ∈ F. For later use, we define σ m = −1. Such a recurrence relation generates for any given sequence u 0 , . . . , u m−1 in an extension field L ⊇ F of F an (mth order ) (homogeneous) linear recurring sequence u = u(u 0 , . . . , u m−1 ) in L. The (monic) polynomial
is called the characteristic polynomial of the recurrent relation (1); it has degree deg(f ) = m. We will sometimes refer to a sequence u = {u k } k≥0 satisfying a recurrence relation (1) with characteristic polynomial f as an f -sequence.
For later use, we state some crucial facts concerning linear recurring sequences that we need later on. To this end, we need a few definitions. A period of a linear recurring sequence u is a positive integer n for which u k+n = u k holds for all k ≥ 0; the smallest such number is called the smallest period of the sequence, and will be denoted by per(u). The order ord(f ) of a polynomial f is the smallest positive integer N for which f (x) divides x N − 1; if no such N exists then we define ord(f ) = ∞. If ξ is a nonzero element in some extension L of F, then we write ξ = {1, ξ, ξ 2 , . . .}
to denote the (multiplicative) group generated by ξ. The order ord(ξ) is the smallest positive integer n ≥ 0 for which ξ n = 1; if no such n exists then ord(ξ) = ∞. So we have that ord(ξ) = | ξ |.
Theorem 2.1 Let L ⊇ F be fields, and let u = u 0 , u 1 , . . . , be a linear recurring sequence in L satisfying a recurrence relation (1) with characteristic polynomial f as in (2) . Sup (1) with (u 0 , . . . , u m−1 ) = (0, . . . , 0).
(ii) Suppose that L contains all these distinct zeros of f . Then every solution u of (1) in L can be written uniquely as
Proof: For completeness' sake, we sketch a quick proof. First, if u is a solution of (1), then since σ 0 = 0 we may assume u k to be defined for all integers k, and
If q(x)f (x) = x N −1, then multiplying both sides of the above relation by q(x) immediately shows that N is a period of u; hence per(u)|N. Next, if n = per(u), then, writing u * (x) = u 0 x n−1 + u 1 x n−2 + · · · + u n−1 and σ m = −1, we have that
where
is a polynomial of degree at most m − 1. So if ord(ξ i ) = N = per(f ) > n holds for all i, then ξ n i = 0, hence h(ξ i ) = 0, for all i = 0, . . . , m − 1, which is not possible since h has degree less than m.
So obviously each L-linear combination of these m solutions is also a solution in L. Now the statement follows from the observation that L 0 , . . . , L m−1 can be uniquely determined from (u 0 , . . . , u m−1 ) in terms of a Vandermonde matrix over L. [14] , shows that this also holds for solutions in an extension of F.
In [3] , a finite multiplicative subgroup K of some extension L of F is called an fsubgroup if it can be generated without repetitions by the recurrence relation (1) with characteristic polynomial f . That is, K is an f -subgroup if there is a choice of u 0 , . . . , u m−1 in K such that the recurring sequence u = u 0 , u 1 , . . . generated by (1) has (smallest) period |K| and K = {u 0 , . . . , u |K|−1 }. Note that we may assume without loss of generality that u 0 = 1 by dividing all members of the sequence u by u 0 , if necessary. We say that K is an mth order linear recurring sequence subgroup if there is an f of degree m as in (2) with σ 0 = 0 such that K is an f -subgroup.
For later use, we note the following. For all fields L, a finite subgroup K of L * is necessarily cyclic, see for example []. So if |K| = n, then K consists precisely of the n solutions of the equation x n − 1, which must therefore all be distinct. We conclude that for a given field F, there exists a unique subgroup K of order n in some extension of F precisely when the characteristic char(F) of F satisfies (n, char(F)) = 1. In that case K is cyclic, of the form K = ξ , where ξ is a primitive nth root of unity in an extension L of F.
If ξ a zero of a polynomial f (x) ∈ F[x], then the sequence u k = ξ k satisfies the recurrence relation (1), and hence K = ξ is an f -subgroup. In [3] , an f -subgroup K with f of degree m = deg(f ) = 2 was called nonstandard if K can be generated by a solution u of (1) with smallest period |K| for which u 0 = 1 and u 1 is not a zero of f . Here, we extend this to the case of general degree, by calling an f -subgroup K = ξ nonstandard if K can be generated by a solution u of (1) with smallest period |K| for which u 0 = 1 and
for all zeros ξ of f . An f -subgroup that is not nonstandard is called standard .
Proof: By Theorem 2.1, under these assumptions all nonzero solutions u of the recurrence relation with characteristic equation f have smallest period n = ord(f ) = ord(ξ), for any zero ξ of f . So an f -subgroup is cyclic of size n, and since it is unique it must be equal to the group ξ . 2 Remark 2.4 As stated in [3] , even when f is not irreducible, no f -subgroup is known that is not of the form ξ for a zero ξ of f , but it has not been proved that this must hold in general.
In this paper, we will be interested in nonstandard f -subgroups. In view of the preceeding remarks and observations, it seems reasonable to somewhat restrict our attention.
From now on, we will assume that F is a finite field GF(q) with q = p r and p prime, and that f is irreducible over F.
If f is irreducible of degree m over GF(q), then f has zeroes
for some ξ ∈ F q m , of order n = ord(f ) dividing q m − 1. Of course all zeros of f generate the same group ξ , which is an f -subgroup. So in view of Theorem 2.3, the following definition makes sense. We will say that an element ξ in some extension of GF(q) is nonstandard of degree m over GF(q) and order n = ord(ξ) if the minimal polynomial f (x) of ξ over GF(q) has degree m and ξ is a nonstandard f -subgroup, of order (size) n. With this definition, the clasification problem of nonstandard elements over GF(q) is equivalent to the classification of nonstandard f -subgroups with f irreducible over GF(q). We will show later that if f is irreducible of degree m over GF(q) and K is a nonstandard f -subgroup of order n, then all elements of order n in K (that is, all generators of K) are nonstandard of degree m over GF(q) (but with different minimal polynomials). Or, stated differently, if K is a nonstandard f -subgroup with f irreducible over GF(q), then K is a nonstandard g-subgroup for all minimal polynomials g over GF(q) of generators of K.
The solutions of a recurrence relation for which the characteristic equation is irreducible can be described in terms of linearized polynomials, see, e.g., [14] , Chapter 8. A q-polynomial of q-order m over an extension field L of GF(q) is a polynomial of the form
Sometimes, a q-polynomial is also referred to as a linearized polynomial, if the value of q is evident from the context. Note that such a polynomial is F q -linear , that is,
for all a, b ∈ F q . We will call a q-polynomial nonstandard if it is not of the form L(x) = cx q j for some constant c and some nonnegative integer j, and standard otherwise. 
, we seen that the subgroup ξ is generated by a solution u in GF(q m ) of the recurrence relation with characteristic polynomial f if and only if the q-polynomial L(x) of q-order m corrsponding to this solution u satisfies L( ξ ) = ξ . (Note that this can only happen if L is q-polynomial over GF(q m ).) Now since L is q-linear and since 1 = ξ 0 , ξ, . . . , ξ m−1 constitute a basis for GF(q m ) over GF(q), the coefficients
if necessary we may assume that L(1) = 1. (Note that this does not change the "standardness" of the q-polynomial at hand.) Then the standard qpolynomials L(x) = x q j , j = 0, . . . , m − 1, are precisely the q-polynomials that result in a "standard" generation of the f -subgroup ξ where
Next, we will discuss two nonstandard examples. Note that there are no nonstandard elements of degree m = 1. 
where e = n/m is the order of η and n is the order of ξ. Note that e > 1, since if e = 1, then η = 1 and x m − 1 is not irreducible for m > 1. Now let τ ∈ S m be a permutation with τ (0) = 0, and define
constitute a basis of F q m over F q and since τ is assumed to be a permutation, L is welldefined by F q -linearity, and nonsingular on F q m . Hence, since L ξ ⊆ ξ by definition, we actually have equality here. There are precisely e m−1 (m − 1)! possible q-polynomials L with L(1) = 1 and precisely m forbiden (standard) ones. Hence if e = 2, m ≥ 3 or e ≥ 3, m ≥ 2, then some L is nonstandard. This condition holds precisely when m ≥ 2, e > 1, and n > 4.
In particular, it is easily verified that there is an example of degree 2 over F q with order n and q-order 2 if and only if n = 2e > 4 and both q and (q − 1)/e are odd. We will refer to such examples as examples of type I . 2
Example 2: If m > 2 or m = 2, q > 2, then a primitive element of F q m is nonstandard over F q . This is the case where ξ ∈ F q m has order n = q m − 1, so that ξ = F * q m , where
that is nonsingular on F q m will fix F * q m as a set, so is nonstandard polynomial for ξ except when of the form ξ c x q j for some c ∈ {0, . . . , q m − 2} and some j ∈ {0, 1,
Note that the requirement that L is nonsingular is necesary and sufficient for L to act as a permutation on F * q m . Now there are precisely (q
. Precisely m(q m − 1) of these are "forbidden", but all others provide nonstandard q-polynomials. It is easily shown that for integers m, q ≥ 2, we have
except when m = 2 and q = 2.
We will see later that primitive elements are particular cases of a class of examples referred to as type II examples. 2
Automorphisms of cyclic codes
In this section, we will show that the classification problem of nonstandard elements over GF(q) is equivalent to the problem of determining which cyclic codes over GF(q) defined by a single zero have "extra" automorphisms. We begin by a brief introduction to cyclic codes. For more details, see e.g. [15] . We will denote by S n the collection of all permutations on {0, 1, . . . , n − 1}. In what follows, we will slightly abuse notation and use the same symbol π to denote both a permutation from S n and the induced permutation on the n-dimensional vectorspace GF(q) n given by
A cyclic code of length n over GF(q) is a GF(q)-linear subspace of GF(q)
This map, as well as the underlying permutation
are both referred to as a cyclic shift.
In what follows, we will identify a vector c = (c 0 , . . . , c n−1 ) ∈ GF(q) n with its associated polynomial
Note that the cyclic shift c σ of a vector c has corresponding polynomial c σ (x) = xc(x); so multiplication by x in GF(q)[x] mod x n − 1 correspond to a cyclic shift.
Let n|q m − 1, and let Z ⊆ F * q m be a collection of field elements of order dividing n, so that α n = 1 holds for all α ∈ Z. The cyclic code of length n over GF(q) with defining zeroes Z is the collection C = C(n, q, Z) of all c = (c 0 , . . . , c n−1 ) ∈ GF(q) n for which
holds for all α ∈ Z. We refer to an element c ∈ C as a code word . Note that if c(x) is in C, then the cyclic shift xc(x) is again in C; since a cyclic code is also linear it is in fact an ideal in GF(q)[x] mod x n − 1. If c(x) has all its coefficients in GF(q), then c(x) q = c(x q ). As a consequence, the codes C(n, q, Z) and C(n, q,Z) are equal, whereZ = {z
A permutation π ∈ S n is called a permutation automorphism of a cyclic code C ⊆ GF(q) n if for all code words c = (c 0 , . . . , c n−1 ) ∈ C, the permuted word
so beside the cyclic shift σ also the Frobenius permutation φ : i → qi mod n is a permutation automorphism of a cyclic code of length n over GF(q).
The next theorem provides a relation between automorphisms π of cyclic codes and q-polynomials fixing sets ξ .
* have order ord(ξ) = n and degree m over GF(q), and let C ⊆ GF(q) n be the cyclic code C = C(n, q, {ξ}) of length n over GF(q) with defining zero ξ. Then a permutation π ∈ S n is a permutation automorphism of C if and only if the map L :
Proof: First, suppose that L is a q-polynomial of q-degree m that fixes ξ , and let
, and hence also π, is a permutation automorphism of C. Conversely, let π be a permutation automorphism of C. We define a q-polynomial
for j = 0, . . . , m − 1, and then extending L to all of GF(q m ) by GF(q)-linearity. Note that since we assumed that ξ has degree m over GF(q), we have that 1, ξ, . . . , ξ m−1 constitute a basis for GF(q m ) over GF(q), so L is uniquely determined. We claim that now (5) holds for all j = 0, . . . , n − 1. Indeed, let j ≥ m. By our assumptions on ξ, there are
Now since C is the code with defining zero ξ, the word c = (a 0 , . . . , a m−1 , 0, . . . , 0, −1, 0, . . . , 0),
is in C. So by our assumption that π, and hence also π −1 , is a permutation automorphism of C, the word c π −1 is also in C. Hence we have that
We conclude that L(ξ j ) = ξ π(j) holds for all j = 0, . . . , n − 1, as claimed. 2
In view of Theorem 2.5, we immediately have the following consequence.
* have order ord(ξ) = n and degree m over GF(q). Then the cyclic code C(n, q, ξ) of length n over GF(q) with defining zero ξ has "extra permutation automorphisms", that is, a permutation automorphism group stricktly larger than the group σ, φ of order mn generated by the cyclic shift and the Frobenius permutation, if and only if ξ is nonstandard of order n and degree m over GF(q).
From the above corollary we can obtain two new examples of nonstandard elements.
Example 3: (Binary Golay) Let q = 2, n = 23, and m = 11. Then n|2 11 − 1. Let α be primitive in GF(2 11 ), and let ξ = α (2 11 −1)/23 . Then ξ is a primitive 23-th root of unity in GF (2 11 ). The binary Golay code is the binary length n = 23 code with defining zero ξ. It can be shown that this code has minimum distance 7 (in fact, it a perfect binary 3-error-correcting code). Its automorphism group is the Mathieu group M 23 , a simple group of order 200960, entirely consisting of permutations. As a consequence of Corollary 3.2, we conclude that ξ is nonstandard of order n = 23 and degree m = 11 over GF (2). Its 2-order is d = 23 > m, and we see immediately that this provides an example not of the form of the two known types. 2
Example 4: (Ternary Golay) Let q = 3, n = 11, and m = 5. Then n|2 m − 1. Let α be primitive in GF(2 5 ), and let ξ = α (2 5 −1)/11 . Then ξ is a primitive 11-th root of unity in GF (2 5 ). The ternary Golay code is the ternary length n = 11 code with defining zero ξ. It can be shown that this code has minimum distance 5 (in fact, it a perfect ternary 2-error-correcting code). Its automorphism group is twice the Mathieu group M 11 , a simple group of order 7920, which itself consists entirely of permutations. As a consequence of Corollary 3.2, we conclude that ξ is nonstandard of order n = 11 and degree m = 5 over GF (3). Its 3-order is d = 11 > m, and we see immediately that this provides another example not of the form of the two known types.
2
Examples of cyclic codes with "extra" automorphisms seem to be quite rare. For example, the only (binary) quadratic-residue codes with "extra" automorphisms of length less than 4000 are the (7, 4, 3) Hamming code and the binary Golay code [10] .
Extension and lifting
For later use, we investigate when we can conclude that a q-polynomial L in GF(q m )[x] for some φ of degree m that acts as a bijection on some other subgroup ξ of GF(q m ) * is actually nonstandard for ξ. The result is as follows.
Proof: If ξ has degree m over GF(q), then 1, ξ, . . . , ξ m−1 constitute a basis for
, then L is determined as a polynomial by its action on GF(q m ). 2
We also need the following simple observation concerning degrees.
Lemma 4.2 (i)
An element ξ ∈ GF(q m ) of order n has degree m over GF(q) if and only if m is the smallest integer t ≥ 1 for which n|q t − 1.
(ii) If φ has degree m over GF(q) and ξ ∈ GF(q m ) has φ ∈ ξ , then ξ also has degree m over GF(q).
hence the order n of φ divides the order of ξ. Now the result follows from part (i).
The order ord(ξ) of an element ξ ∈ GF(q m ) of degree m over GF(q) was defined as the smallest positive integer n for which ξ n = 1. We now define the q-order ord q (ξ) as the smallest positive integer d for which ξ d ∈ GF(q). The q-order is an important notion in this paper. It is related to another notion, the resticted period, which was investigated in [5] and played an important role in [6] and [7] . Here, the restricted period δ(f ) of a polynomial f (x) ∈ GF(q)[x] as in (2), with corresponding recurrence relation (1) , is the first positive integer n for which the solution u = {u k } k≥0 of (1) with
for some λ ∈ GF(q) * . The next theorem states this relation.
Theorem 4.3
The q-order of an element ξ in an extension GF(q m ) of GF(q) is equal to the restricted period of its minimal polynomial over GF(q).
We will prove this theorem in Section 5. In the next theorem, we collect some important properties of the q-order. and n = de, where e = (n, q − 1) satisfies (d, (q − 1)/e) = 1.
We will refer to our next theorem as the extension theorem. It enables us to extend a nonstandard subgroup to a bigger one.
Theorem 4.5 Let φ be nonstandard of degree m over GF(q). Then every ξ ∈ GF(q)
* φ for which φ ⊆ ξ (so with ξ = λφ and φ = ξ i for some λ ∈ GF(q) * and integer i) is again nonstandard of degree m over GF(q), with the same q-order as φ; moreover, every q-polynomial L(x) of q-degree m over GF(q m ) for which L( φ ) = φ satisfies L( ξ ) = ξ ).
Proof:
We begin by observing that GF(q) * φ is a multiplicative subgroup of GF (q m ) * ; since GF(q m ) * is cyclic, all its subgroups are also cyclic, and hence there exists an element θ ∈ GF(q m ) * such that GF(q) * φ = θ . Now let n = ord(φ) and d = ord q (φ) denote the order and q-order of φ, respectively. According to Theorem 4.4, we have that d = n/(n, q − 1). Write k = (q − 1)/(n, q − 1); for later use, we note that (d, k) = 1 and k|q − 1. Now GF(q)
, so θ and φ have the same q-order. Now let L be a q-polynomial of q-degree m over GF(q m ) that fixes φ , say with L(φ i ) = φ π(i) for some permutation π ∈ S n . We claim that L( θ ) = θ . To see this, first note that if α ∈ GF(q), then L(αφ
for some α, β ∈ GF(q) * and some integers i, j. Then
and hence
Since L( φ ) = φ , we conclude that
We have shown that L is one-to-one on GF(q) * φ = θ , and hence L( θ ) = θ .
Next, suppose that φ ⊆ ξ ⊆ GF(q) * ξ = θ . Then n = ord(φ)|ord(ξ) and ord(ξ)|ord(θ) = nk, hence there are integers s, t with k = st such that ord(ξ) = nk/s = nt. Moreover, since (nt, q − 1) = (n, q − 1)(dt, k) = (n, q − 1)t, we conclude from Theorem 4.4 that ξ has q-order ord q (ξ) = nt/(nt, q − 1) = d. So ξ and φ have the same q-order.
Finally, since φ ⊆ ξ , we have that ξ = K φ with K the subgroup of GF(q) * , of order nt/d = et, where e = (n, q − 1) (since nt = det|d(q − 1), we have et|(q − 1) and such a subgroup K does indeed exist); in fact, we have K = ξ ∩ GF(q) * . To see this, first note that since φ d ∈ GF(q) * has order e = n/d = (n, q − 1) and K has order et, we have that
and ξ ⊆ θ , we conclude that in fact L( ξ ) = ξ . Now the desired conclusion follows from Theorem 2.5.
2 Corollary 4.6 If φ is nonstandard of degree m over GF(q) and if an element ξ in some extension of GF(q) has the same order as φ, that is, if ξ = φ , then ξ is again nonstandard of degree m over GF(q), with the same order and q-order as φ.
Compare this "extension" results to Theorem 3.4 from [6] .
Next, we present a technique to "lift" the nonstandardness of degree m over a subfield GF(q 0 ) of GF(q) to nonstandardness over GF(q), of the same order and sub-order, under certain conditions on q 0 and q. We will refer to this Theorem as the lifting theorem. Proof: To prove the above claim, we proceed as follows. First, we note that F q m 0 ⊆ F q i with q = q t 0 holds precisely when m|ti, hence precisely when m|i. So ξ also has degree m over GF(q).
Next, if ξ has degree m over GF(q 0 ), then ξ ∈ F q m 0 ; hence if ξ has order n, then n|q m 0 − 1. Now according to Theorem 4.4, the q 0 -order of ξ is d = n/(n, q 0 − 1) and its q-order is n/(n, q − 1). It is well-known and easy to prove that Now, since (m, t) = 1, there is an integer u ≥ 1 such that ut ≡ 1 mod m. We claim that
holds for all x ∈ F q m 0 . Indeed, since q = q t 0 , we have that (7) 
Now ξ is nonstandard of degree m over F q 0 , so there is some nonstandard q 0 -polynomial
According to (7), we have that
Remark 4.8 Note that if ξ has the same minimal polynomial over two fields K and L, then by definition ξ is nonstandard over K if and only if ξ is nonstandard over L. The proof of Theorem 4.7 can also be interpreted as showing that under the conditions of the theorem, the minimal polynomial
of ξ over GF(q 0 ) and over GF(q) are the same.
We can now use lifting and extension to construct nonstandard elements of degree m over GF(q) with q-order d, where q = q t 0 with (m, t) = 1, from a nonstandard element of degree m over GF(q 0 ) and q 0 -order also d, by applying Theorems 4.7 and 4.5. We will use this method to construct generalisations of Example 2. We will refer to this class of examples as type II examples. 2 
A subgroup in PGL(m, q) related to a nonstandard element over GF(q)
In this section, we will assume that ξ ∈ GF(q m ) is of degree m over GF(q), where q = p r for a prime p, with order ord(ξ) = n and q-order ord q (ξ) = d. So η = ξ d ∈ GF(q) * , and n = de, where e is the order of η. Furthermore, we will assume that ξ has minimal polynomial
Let the matrix
denote the companion matrix of f , the matrix representation of the map µ : a(x) → xa(x) mod f (x) on GF(q)[x] mod f (x) (multiplication by x modulo f (x) with respect to the basis 1, x, . . . , x m−1 . Equivalently, T is the matrix representation of multiplication by ξ on GF(q m ) with respect to the basis 1, ξ, . . . , ξ m−1 of GF(q m ), considered as vectorspace over GF(q). Since f (x)|x d − η with η ∈ GF(q) (or simply since ξ d = η), we have that
We now first restate and prove Theorem 4.3 from Section 2.
Theorem 5.1 If f (x) ∈ GF(q) is irreducible over GF(q) and if ξ is a zero of f , then the restricted period δ(f ) of f and the q-order ord q (ξ) of ξ satisfy δ(f ) = ord q (ξ).
Proof: We first note that a sequence u = {u k } k≥0 is an f -sequence if and only if the vectors From now on, we assume that, in addition,
for all j = 0, . . . , n − 1 For later use, we will also assume that L(1) = 1. (As we remarked earlier, this represents no loss of generality.) For each i the standard q-polynomial L(x) = x q i has this property. Note that according to Theorem 2.5, ξ is nonstandard over GF(q) if and only if there is a nonstandard q-polynomial as above.
By abuse of notation, we will also use L to denote the m × m matrix representation over GF(q) of the GF(q)-linear map x → L(x) on GF(q m ) with respect to the basis 1, ξ, . . . , ξ m−1 . Note that if
i in GF(q) for i = 0, . . . , m − 1 and all j ≥ 0, then ξ j is represented by the vector
As a consequence, the matrix L has as its columns the vectors c (π(j)) for j = 0, . . . , m − 1.
Let us write C to denote the collection of all vectors c (j) . Then the above has the following consequence.
Theorem 5.2 We have that
so that the matrix group G = T, L in GL(m, q) fixes the collection C as a set.
For later use, we also consider the following "normalisation". Write σ = σ m−1 = Tr GF(q m )/GF(q) , and assume that σ = 0. Letξ = ξ/σ. Thenξ ∈ GF(q m ) again has q-order d and degree m over GF(q), with minimal polynomial 
Note thatc
(j)
for all j ≥ 0 and all i = 0, . . . , m − 1.
The conjugate matrix M S of a matrix M by an invertible matrix S is defined as M S = SMS −1 . Note that the conjugate M S is the matrix representation of the same linear map, but with respect to a basis transformation given by S. We will writeT to denote the companion matrix off(x). Define the diagonal matrix D as
Our observations are summarized in the following theorem.
Theorem 5.3 With the above definitions, we have that
Dc (j) = σ jc(j) . Moreover, the conjugate T D = DT D −1 of T satisfies T D = σT , and T D and the conjugate L D = DLD −1 of L satisfy T D :c (j) → σc (j+1) , L D :c (j) → σ π(j)−jc(π(j) .
So the conjugate group
In the remainder of this paper, we will use the groups G and G D to obtain information on ξ and L, and, in particular, on the q-order ord q (ξ) of the nonstandard element ξ. To this end, we will consider the sets C andC as subsets of PG(m−1, q), and the groups G and G D as subgroups of PGL(m, q), in its natural action on PG(m − 1, q). Here, PG(m − 1, q) consists of the lines through the origin in GF(q) n . Equivalently, PG(m − 1, q) consists of the nonzero vectors v from GF(q) n , where we identify a vector v with its scalar multiples λv for λ ∈ GF(q) * . The group PGL(m, q) consists of the collection GL(m, q) of all nonsingular m × m matrices over GF(q), where we identify a matrix M with its scalar multiples λM, for λ ∈ GF(q)
* . Now we assumed that ξ has q-order d, with ξ d = η ∈ GF(q), so we have that the vector c
for all j, we see that the set C, considered as subset of PG(m − 1, q), has size d = ord q (ξ). Note furthermore that since T d = ηI, the matrix T has order d as element of the group PGL(m, q). Note also that
where the union is disjoint. As a consequence, there exists a permutation
with η k ∈ η ⊆ GF(q) * , for all k = 0, . . . , n − 1. So L, as an element of PGL(m, q), acts on C, considered as a subset of PG(m − 1, q), by
for j = 0, . . . , d − 1. We summarize the above in the next theorem. 
The case m = 2
We now investigate the case where m = 2 in more detail. So from now on, we will assume that m = 2. So here ξ ∈ GF(q 2 ) \ GF(q) is zero of the irreducible polynomial f (x) = x 2 − σ 1 x − σ 0 over GF(q), where we assume that σ 1 = 0. (So we assume that d = ord q (ξ) > 2.) Writing σ = σ 1 and λ = σ 0 /σ 2 1 , we also have thatξ = ξ/σ is zero of the polynomialf = x 2 − x − λ. Note that, as a consequence, we have that
Again, we assume that the q-polynomial L(x) = L 0 x + L 1 x q of q-degree 2 over GF(q 2 ) fixes ξ as a set. As remarked before, we may assume without loss of generality that L(1) = 1. Let ω, ν ∈ GF(q) be such that
so that the matrix representations L and L D of the map induced by the polynomial L on GF(q 2 ) are given by
Finally, it is easily verified that the matrices T (multiplication by ξ) andT = σ −1 T D (multiplication byξ) are given by
In what follows, we will investigate the subgroup Ξ = Λ, Γ of PGL(2, q) generated by the elements
We will employ the usual identification of PG(1, q) with the set GF(q)∪{∞} by identifying the element (x, y) ∈ PG(1, q) with the finite field element x/y ∈ GF(q) if y = 0 and with ∞ if y = 0. As a consequence, a matrix
So now the field element ξ j ∈ GF(q 2 ) corresponds to c (j) = (c
+ ; in particular, we have that 1 = c (0) ∼ ∞ and ξ = c (1) ∼ 0. In the next theorem, we summarize the main consequences of the above definitions and assumptions. Theorem 6.1 Let ξ have degree m over GF(q), with q-order d = ord q (ξ) > 2 and minimal polynomial f (x) = x 2 −σx−λσ 2 . Let L be a q-polynomial of q-degree m over GF(q m ) that fixes ξ , with L(1) = 1 and L(ξ) = σω + νξ, and let Λ and Γ be the associated matrices as in (11) . Then the following holds.
(i) The element Λ has order d in PGL(2, q), and no fixed points on GF(q)
+ . Moreover, we have that
where the F k are defined by F 0 = 0, F 1 = 1, and F k+2 = F k+1 + λF k for all k. In particular, Λ has order d and
+ . We have that
In particular, if ν has order e, then Γ has order e (if ν = 1 orω = 0) or p (if ν = 1 and
+ is an orbit of the subgroup Ξ of PGL(2, q) generated by the maps Λ and Γ. The "standard" q-polynomials L(x) = x or L(x) = x q correspond to the cases ν = 1, ω = 0,ω = 0, and ν = −1, ω = σ 1 ,ω = 1, respectively.
Proof: Most of the claims are a direct consequences of our assumptions and definitions. Hence all orbits of Λ on GF(q) + have the same size d. The claim concerning the case where L(x) = x is evident. Finally, since ξ and ξ q are the zeroes of f (x) = x 2 − σ 1 x − σ 0 , we have that
It turns out that the cases d = 3, 4, 5 need a special treatment. For later use, we now collect the required extra information. Note that according to Theorem 6.1, the orbit O has size d and is given by
Lemma 6.2 There are no nonstandard ξ of degree 2 over GF(q) with q-order d = 3.
Proof: From (12) we see that if d = 3, then necessarily λ = −1. Now since O is also invariant under Γ, we have that
. So we have one of two cases:
1.ω = 0. Then ν = 1, so we are in the case where L(x) = x.
2.ω = 1. Then ν = −1, so we are in the case where L(x) = x q .
Since there are no other possibilities, the claim follows. We are left with four cases. All have p = 3, so thatξ is zero of x 2 − x − λ = x 2 − x − 1 andξ is primitive in GF (9) . Note that these four remaining cases represent the different nonstandard ways of mapping the nonstandard subgroup GF (9) * onto itself. In all these cases, λ,ω, and ν are in GF(3), hence Ξ is actually a subgroup of PGL (2, 3) . So in all nonstandard cases we have p = 2. Moreover, in all these cases, λ,ω, and ν are in GF(4), hence Ξ is actually a subgroup of PGL (2, 4) . 2 7 A subgroup in PGL(2, q)
The groups PGL(2, q) are one of the few groups for which the complete subgroup structure is known. In this section, we will use this knowledge to obtain further information on the subgroup Ξ of PGL(2, q) from Theorem 6.1. For our purposes, the following is sufficient. 
Elementary abelian subgroups
E p k , of order p k with 0 ≤ k ≤ r.
4.
A semidirect product of the elementary subgroup E p k , where 1 ≤ k ≤ r, and the cyclic group C ℓ , where ℓ|q − 1 and ℓ|p k − 1.
Subgroups isomorphic to
6. One conjugacy class of subgroups isomorphic to PSL(2, p k ), where k|r.
7.
One conjugacy class of subgroups isomorphic to PGL(2, p k ), where k|r.
In the references, the classifications are given for subgroups of PSL(2, q). If q is even, then PSL(2, q) = PGL(2, q). To obtain the classification for PGL(2, q), note that if q is odd, then PGL(2, q) is a subgroup of PSL(2, q 2 ) and has a unique subgroup PSL(2, q), of index two. A similar classification has been used e.g. in [8] and [9] in the case where q is odd.
We now use this classification to show the following.
Theorem 7.2
The group Ξ from Theorem 6.1 is one of the following.
• A cyclic group, in the case where L(x) = x;
• a dihedral group, in the case where L(x) = x q ;
• a group of the form PSL(2, q 0 ) or PGL(2, q 0 ), in the nonstandard case, with d = q 0 + 1 > 3 and q = q (4) The subgroup Ξ cannot be semisimple product of an elementary abelian group of order p k with a cyclic group of order ℓ, if ℓ|q − 1 and ℓ|p k − 1. Indeed, suppose that this would be the case. The semidirect product has cardinality p k ℓ, and since (d, p) = 1, we would conclude that d|ℓ, hence d|q − 1. Now we also have that d|q + 1, so it would follow that d|2, which is impossible if d > 2. (5) If the subgroup Ξ is one of A 4 , S 4 , or A 5 , then the order d > 2 of the element Λ ∈ Ξ is one of 3, 4, or 5. These cases were handled in Section 6. In Lemma 6.2, it was shown that the case d = 3 is not possible. In Lemma 6.3 it was shown that if d = 4, then p = 3 and the group Ξ is a subgroup of PGL(2, q 0 ) for q 0 = 3. Finally, in Lemma 6.4, it was shown that if d = 5, then p = 2 and the group Ξ is a subgroup of PGL(2, q 0 ) with q 0 = 4. As a consequence, since we are not in one of the cases (1-4) above, we must have one of the cases (6), (7) below. (6) , (7) Here we have that Ξ is isomorphic to either PSL(2, q 0 ) or PGL(2, q 0 ), with GF(q 0 ) a subfield of GF(q). Such a subgroup is conjugated in PGL(2, q) to the "obvious" subgroup consisting of invertible matrices with entries in GF(q 0 ). It is easily verified that these two groups both have one orbit GF(q 0 )
+ of size q 0 + 1, and one orbit GF(q Next, we want to show that if G is isomorphic to PSL(2, q 0 ) or PGL(2, q 0 ), then λ, ν, andω are actually contained in GF(q 0 ). To this end, we need some preparation. If M = (M i,j ) is a matrix over GF(q), where q = p r , then we write M (p s ) to denote the matrix with entries M 
for all x ∈ GF(q 0 ) + leads to a second degree equation that is identically zero on GF(q 0 ), so has all coefficients equal to zero. From the resulting three equations, the lemma follows.
Next, for a matrix M over GF(q), we write det(M) and Tr(M) to denote the determinant and trace of M, respectively. Also, we write M A to denote the conjugate AMA −1 of M by A. over Lemma 7.4 Let GF(q 0 ) be a subfield of GF(q).
(
Proof: If M is contained in some subgroup of PGL(2, q) isomorphic to PSL(2, q 0 ) or PGL(2, q 0 ), then there is a matrix A ∈ PGL(2, q) such that M A is contained in PSL(2, q 0 ) or PGL(2, q 0 ), that is, according to Lemma 7.3,
for some A ∈ PGL(2, q) and some φ ∈ GF(q) * . Now det(M A ) = det(A) and Tr(X A ) = Tr(X), so from (13), we conclude that
Now we apply this result to our matrices Λ and Γ. The result is as follows.
Theorem 7.5
In the nonstandard case, there exists a prime power q 0 such that d = q 0 + 1 > 3, q = q t 0 with t odd, and the subgroup Ξ = Λ, Γ of PGL(2, q) generated by Λ and Γ as in Theorem 6.1 is equal to either P SL(2, q 0 ) or PGL(2, q 0 ). Moreover, we have λ, ν,ω ∈ GF(q 0 ), and GF(q 0 ) is the smallest subfield of GF(q) containing λ.
Proof: Acccording to Theorem 7.2, in the nonstandard case we have q = q t 0 with t odd, d = q 0 + 1, and Ξ conjugate in PGL(2, q) to either PSL(2, q 0 ) or PGL(2, q 0 ). Now first, since det(Λ) = −λ and Tr(Λ) = 1, we see from Lemma 7.4 that λ must be contained in GF(q 0 ). Next, since the orbit Λ (∞) of Λ containing ∞ has size d = q 0 + 1, it must be equal to GF(q 0 ) + ; since it is fixed by Ξ, we must now have Γ(GF(q 0 ) + ) = GF(q 0 ) + . This immediately implies that both ν andω must be contained in GF(q 0 ). 2
Wev will now use this result to show the following. Proof: Let ξ be nonstandard of degree m = 2 over GF(q), with minimal polynomial f (x) = x 2 − σx − σ 2 λ over GF(q), and let ξ has order n = de and q-order d = ord q (ξ). According to Theorem 4.4, we have e = (n, q − 1)|q − 1 and (d, (q − 1)/e) = 1. Now d = 2 if and only if σ = 0; in that case ξ is of type II, so as in Example 1. So in addition we will assume that d > 2 and σ = 0. Writeξ = ξ/σ. Thenξ has minimal polynomialf = x 2 − x − λ. Let L(x) be a nonstandard q-polynomial of q-degree two over GF(q 2 ) that fixes ξ , with L(1) = 1 and L(ξ) = ω + νξ. Writeω = ω/σ. Then L(ξ) =ω + nuξ.
According to Theorem 7.5, we now have that d = q 0 + 1 ≥ 4, where q = q t 0 with t odd, and λ,ω, ν ∈ GF(q 0 ), with (ν,ω) = (1, 0), (−1, 1). We claim that L is a GF(q 0 )-linear map of q 0 -degree two on GF(q 2 0 ). This can be shown as in the proof of the "lifting" theorem, but can also shown directly, as follows. Sinceξ has minimal polynomialf(x) = x 2 − x − λ with λ ∈ GF(q 0 ), we have that 1,ξ is a basis for GF(q where e 0 = (e, q 0 − 1). Note that φ = ξ δ 0 has order n 0 = n/δ 0 = (q 0 + 1)e 0 . We claim that the q 0 -order d 0 of φ is equal to d. Indeed, d 0 = n 0 /(n 0 , q 0 − 1) = (q 0 + 1)e 0 /((q 0 + 1)e 0 , q 0 − 1) = (q 0 + 1)/(q 0 + 1, (q 0 − 1)/e 0 , so we are done if (q 0 − 1)/e 0 = (q 0 − 1)/(e, q 0 − 1) is odd, which follows immediately from the fact that q 0 − 1|q − 1 (so e contains every factor 2 contained in q − 1, so certainly all factors 2 contained in q 0 − 1).
Finally, we want to show that ξ can be obtained from φ by lifting and extension. Now lifting shows that, as remarked earlier, φ is also nonstandard of degree 2 over GF(q). We know by definition of φ that φ ⊆ ξ , hence according to Theorem 4.5 we only have to show that ξ ∈ GF(q) * φ . To this end, write η = ξ q 0 +1 . Then η ∈ GF(q) * , so it is sufficient to show that ξ ∈ η φ . Since η = ξ q 0 +1 and φ = ξ e/e 0 , this subgroup contains all powers ξ k of ξ where k is of the form k = i(q 0 + 1) + je/e 0 .
So we are done if we can show that (q 0 + 1, e/e 0 ) = 1; since e|q − 1 and q = q t 0 with t odd, we have (q 0 + 1, q − 1)|2 and we have to show that e/e 0 is odd. This is evident in the case where q is even, so we also assume that q is odd. Write we conclude that r 0 = r. Moreover, (q − 1)/e is odd, so e = 2 r f with f odd; therefore e 0 = (e, q − 1) is also divisible by 2 r and hence e/e 0 is indeed odd. 2
Now in Theorem 2.4 of [7] , it is shown that a nonstandard finite field element of degree two over GF(q) with q-order q + 1 is necessarily primitive, that is, has order q 2 − 1. 
