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ABSTRACT
The goal of this thesis is to describe the effect of the graph structures’ properties on
the behavior of the chosen distributed algorithm. In the first part, I have described the
theoretical concept and the behavior of the distributed algorithms. In the next part, I
have focused my attention on describing the mathematical tools used to analyze the
distributed algorithm. In the second part, I have focused on a detailed description of
average consensus and wireless sensor networks. In the last part, we have presented the
results of the practical experiments.
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1 ÚVOD
Hlavním cílem mojí práce je vysvětlení problematiky distribuovaných algoritmů a
grafových nástrojů. Distribuované algoritmy se v dnešní době těší mimořádnému
zájmu a můžeme se s nimi setkat například v oblasti telekomunikace, distribuova-
ného zpracování informací či řízení procesů v reálném čase.
Hlavním cílem mojí práce je vysvětlení problematiky distribuovaných algoritmů gra-
fových nástrojů, které se využívají na popis sítí a experimentálně ověřit vlastnosti
grafů na distribuovaný výpočet.
V první části práce se zabývám obecnou definicí distribuovaných algoritmů a základ-
ními vlastnostmi, které jsou typické pro jednotlivé algoritmy, jelikož jich existuje
značné množství a můžeme pomocí nich řešit mnoho rozmanitých úloh. Dále jsou
popsány standardní problémy, které můžeme pomocí distribuovaných algoritmů ře-
šit. Sem patří atomic commit, consensus,leader elections a realible broadcast. Dále
jsou popsány matematické nástroje, které jsou využívány pro popis a analýzu těchto
algoritmů. Oblastí matematiky, která je nejvíce využívána, je hojně frekventovaná
lineární algebra, pomocí které řešíme úlohy v teorii grafů. Z teorie grafů je disku-
tována hlavně matematická interpretace grafu, definice hrany grafu a vrcholu grafu
a rozdíly mezi orientovaným a neorientovaným grafem. Velmi důležitou částí je li-
neární algebra, pomocí které můžeme grafy interpretovat. Pro interpretaci grafu se
využívá matice sousednosti, která je sestavena ze samých nul a jedniček. Pokud jsou
dva vrcholy spojené hranou, napíšeme na příslušné místo matice jedničku, pokud je
tomu opačně, tak nulu. Mimo matici sousednosti je popsán také jiný způsob inter-
pretace grafu, a tou je Laplaceova matice.
Ve druhé části práce jsem se zaměřil na popis mnou vybraného jednotlivého algo-
ritmu, kterým je algoritmus average consensus. Nejprve je uvedeno několik všeo-
becných informací o distribuovaných algoritmech založených na dosažení shody a
pak je popsáno dosažení shody přímo pomocí algoritmu average consensus. Tento
algoritmus počítá hodnoty v jednotlivých uzlech po dosažení shody pomocí aritme-
tického průměru, což je koneckonců vidět i z jeho názvu. Je zde uveden popis procesu
dosažení shody a také definice konvergence algoritmu, která je pro nás velmi důle-
žitá, jelikož rychlost konvergence měří za jak dlouho se algoritmu povede dosáhnout
shody. Poté jsou v krátkosti charakterizovány bezdrátové senzorové sítě (WSN) a
jejich vlastnosti. WSN sítě představují technologii, do které je možné výše uvedené
algoritmy implementovat.
V závěrečné části práce byly provedeny praktické experimenty na čtyřech vybraných
topologiích. Zaměřil jsem se na zkoumání různých vlivů na počet iterací a dosažení
konsenzu. Úplně nakonec je uvedeno srovnání všech čtyř topologií navzájem.
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2 DISTRIBUOVANÉ ALGORITMY
Pojmem distribuované algoritmy byly v minulosti označovány algoritmy, které jsou
vykonávány současně na více procesorech. Zároveň je předpokládáno, že tyto pro-
cesory mohou být rozmístěné v rozsáhlých geografických oblastech a mají za úkol
spolupracovat na vykonání určité výpočetní úlohy. Pojem distribuovaný algoritmus
se později rozšířil o algoritmy používané v sítích LAN a také na algoritmy, které
slouží na sdílení paměti v multiprocesorových systémech. S pojmem distribuovaný
algoritmus se můžeme v současné době setkat například v oblasti telekomunikace,
distribuovaného zpracování informací nebo řízení procesů v reálném čase.
Podle [1]] mezi základní problémy, které je možné pomocí těchto algoritmů vy-
řešit, patří synchronizace distribuovaných zařízení, přidělování zdrojů, komunikace,
dosažení konsenzu distribuovaných zařízení a další. Existuje spousta různých typů
algoritmů, pomocí kterých můžeme řešit různé typy úloh. Každý typ těchto algo-
ritmů je založen na odlišných vlastnostech. V [1] jsou uvedeny následující vlastnosti,
kterými se jednotlivé algoritmy liší.
1. IPC (InterProcess Communication method): distribuované algoritmy
rozlišujeme podle toho, jakým způsobem mezi sebou jednotlivé procesy komu-
nikují.
2. Timming model: systém, kde jsou využívány distribuované algoritmy, může
pracovat v různých režimech synchronizace. Za první považujeme stav, kdy
jsou všechna zařízení plně zesynchronizovaná a vykonávají synchronní ope-
race. V opačném případě nejsou zesynchronizovaná vůbec. Pro obraz distri-
buovaného algoritmu je tento rozdíl velmi výrazný a musí být zohledněn. Ve
skutečnosti existuje mnoho způsobů synchronizace, které jsou označovány jako
„Partially synchronous distributed“ systémy.
3. Failure model: hardware, na kterém je distributivní algoritmus vykonáván,
můžeme považovat za spolehlivý anebo při návrhu musíme zohlednit, že může
vykazovat určitou chybovost. Proto musí být algoritmus dostatečně odolný,
aby dokázal plnit svoji funkci.
4. Problems adressed: algoritmy se můžou lišit i z hlediska řešení problémů.
Základní problémy, které distribuované algoritmy řeší, byly uvedené v před-
chozích bodech. Na obraz algoritmu má klíčový vliv problém, který daný al-
goritmus řeší.
Distribuované algoritmy pokrývají široké spektrum oblastí a jednotlivé algoritmy
se od sebe výrazně odlišují. Společným prvkem těchto algoritmů jsou náročné pod-
mínky, ve kterých musí svou činnost vykonávat. Pokud distribuované algoritmy srov-
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náme s běžnými algoritmy, které jsou vykonávány na jednom jediném zařízení, je
potřeba zohlednit velké množství okolností, které mají nebo by mohli mít výrazný
vliv na vlastnosti algoritmu. Podle [1] mezi tyto vlastnosti patří:
• Nemusíme dopředu znát počet distribuovaných zařízení, na kterých bude al-
goritmus vykonáván. Zároveň by počet zařízení neměl negativně ovlivnit vý-
konnost algoritmu.
• Algoritmus musí fungovat spolehlivě, bez ohledu na topologii distribuovaných
zařízení, na kterých je vykonávaný.
• Vstupní informace jsou navzájem nezávislé a jejich přesnost může být omezená.
• Čas a rychlost, s jakou je úloha splněna, se může na jednotlivých zařízeních
lišit. Důvodem je, že distribuované zařízení můžou současně vykonávat i jiné
procesy.
• Distribuovaná zařízení mají omezené zdroje a určitou chybovost, která zá-
visí na typu zařízení. Distribuovaná zařízení přijímají zprávy v náhodném
pořadí, čas nemusí být garantován. Komunikace mezi zařízeními nemusí být
bezchybná.
Zvládnutí výše uvedených okolností rozhodně není triviální záležitostí a klade na
distribuované algoritmy vysoké nároky. Pozitivní však je, že málokterý algoritmus se
musí vyrovnat se všemi uvedenými podmínkami. I přesto každá z těchto vlastností
komplikuje správné pochopení chování algoritmu. Přitom toto chování je pro opti-
mální „design“ nevyhnutelné. Abychom popsali chování distribuovaných algoritmů,
tak se nevyhneme využití správných matematických nástrojů, pomocí kterých bu-
deme provádět analýzu a popis distribuovaných algoritmů. Všeobecným problémem
distribuovaných výpočtů je kompatibilita s matematickými nástroji. To byl důvod,
který dal vznik matematickým teoriím, které se zabývají distribuovanými algoritmy,
respektive distribuovanými výpočty obecně. Příklady těchto matematických teorií
budou uvedeny níže v podkapitole 2.2.1 a 2.2.2
2.1 Standardní problémy
Problémy, které řešíme pomocí distribuovaných algoritmů, je možné rozdělit na zá-
kladě [1] do několika skupin:
• Atomic commit - cílem této operace je vykonat změny, které ovlivní fungo-
vání celého systému. V případě, že je Atomic commit vykonán úspěšně, tak se
provedou všechny změny, v opačném případě se Atomic commit přeruší a ne-
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budou použity žádné změny. Distribuované algoritmy se zde využívají hlavně
z důvodu potřeby koordinace mezi více systémy, při čemž je potřeba vzít do
úvahy určitou chybovost. Se zvyšujícím se počtem distribuce se stává problém
koordinace mezi systémy složitější.
• Consensus - cílem těchto algoritmů je dosažení shody. Jejich hlavní úlohou
je dosažení shody při řešení problémů pomocí distribuovaných procesů. Jed-
ním z nich je tvz. 𝑃𝑎𝑥𝑜𝑠 algoritmus. Tento algoritmus zkoumá způsob, jakým
výpočetní proces dosáhne shody na jednom výsledku, který bude následně
považován za správný.
• Leader election - je proces, který v rámci skupiny určí vůdcem jeden z uzlů.
Než je úloha spuštěna, tak si proces neuvědomuje, který z uzlů se stane vůd-
cem. Nicméně po začátku procesu každý uzel v síti rozezná tohoto „vůdce“
řídící úlohu. Tento uzel se stane „vůdcem“ celého procesu a řídí činnost dal-
ších procesů.
• Reliable broadcast - jedná se o proces, který má za úkol zabezpečit komuni-
kaci mezi zařízením v distribuovaném systému, jedná se o základní komunikaci
v distribuovaných systémech. Proces je definován následujícími podmínkami:
platnost (jestliže správný proces pošle zprávu, tak tato zpráva bude doručena),
shoda (jestliže korektní proces pošle zprávu, tak všechny korektní procesy po-
šlou zprávu) a integrita (každý korektní proces pošle zprávu právě tehdy, když
tato zpráva byla obdržena procesem). Tyto tři podmínky zabezpečují spoleh-
livou komunikaci mezi distribuovanými zařízeními.
Existuje mnoho dalších úloh, při kterých se využívají distribuované algoritmy, na-
příklad přidělování zdrojů distribuovaného systému jednotlivým zařízením a jiné.
2.2 Matematické nástroje využívané na popis a
analýzu distribuovaných algoritmů
V předchozí kapitole jsem uvedl, že v oblasti distribuovaných algoritmů jsou mimo-
řádně důležité popisné matematické nástroje, která umožňují podrobnou analýzu
těchto algoritmů. V této kapitole přiblížím některé matematické nástroje, které jsou
pro popsání mojí problematiky nejčastěji využívané. Oblastí matematiky, která je
nejvíce užívaná při analýze distribuovaných algoritmů, je teorie grafů. S ní je spojena
druhá oblast matematiky a tou je lineární algebra, jejíž poznatky jsou v teorii grafů
hojně využívány.
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2.2.1 Teorie grafů
Teorie grafů představuje matematickou disciplínu, která se zaobírá analýzou grafů.
Pod pojmem graf rozumíme množinu vrcholů, které jsou navzájem spojeny hranami.
Matematická definice grafu vypadá následovně [8], [9], [10], [4]:
𝐺 = (𝑉,𝐸), (2.1)
kde V je množina vrcholů grafu G a E je množina hran. Pokud toto tvrzení převe-
deme do praxe a pod grafem si představíme nějakou síť, tak potom vrcholy grafu
představují jednotlivé uzly. Pokud máme v síti více uzlů je potřeba jednotlivé prvky
množiny V opatřit indexy, abychom byli schopní je rozlišit. V mojí práci budu pou-
žívat značení 𝑉 = (𝑣1, 𝑣2, ..., 𝑣𝑛), kde 𝑛 představuje přirozené číslo, které nám určuje
počet vrcholů v grafu. Hrany v grafy představují spojení mezi jednotlivými vrcholy.
Hranou tedy rozumíme čáru, která spojuje jednotlivé vrcholy.
V teorii grafů dělíme grafy na dva typy [4]. Do první skupiny patří grafy neorien-
tované, to jsou takové grafy, kde nerozlišujeme začáteční a koncový vrchol hrany,
vrcholy v tomto grafu jsou rovnocenné. Matematicky zapíšeme jako {𝑖, 𝑗} ∈ 𝜖, u ne-
orientovaného grafu je zaužíváno označení (𝑖, 𝑗) ∈ 𝜖. Protože v tomto typu orientaci
hran nerozlišujeme, tak platí následující tvrzení [4]:
(𝑖, 𝑗) = (𝑗, 𝑖). (2.2)
Příklad neorintovaného grafu je znázorněn na Obr. 2.1.
Pro lepší pochopení uvedu ještě jeden příklad na neorientovaný graf. Mějme ne-
orientovaný graf se 4 vrcholy. Dále předpokládejme, že každý vrchol je spojený s kaž-
dým. Potommůžeme psát, že 𝑉 = (𝑣1, 𝑣2, 𝑣3, 𝑣4) a 𝐸 = {(𝑣1, 𝑣2), (𝑣1, 𝑣3), (𝑣1, 𝑣4), (𝑣2, 𝑣3),
(𝑣2, 𝑣4), (𝑣3, 𝑣4)}
Hrany {(𝑣1, 𝑣1), (𝑣2, 𝑣2), (𝑣3, 𝑣3), (𝑣4, 𝑣4)} v grafu nejsou uvedeny, jelikož se v praxi
jedná o nesmysl a žádný uzel není nikdy schopen komunikovat sám se sebou. To
by představovalo situaci, že by uzel poslal zprávu sám sobě. Příklad je znázorněný
na Obr. 2.2.
Druhým typem grafu je graf orientovaný. Orientovaný graf se od neorientovaného
liší tím, že u každé hrany záleží na pořadí dvojice uzlů. Hrany tedy může považovat
za „šipky“ spojující jednotlivé vrcholy. Rozlišujeme zde počáteční a koncový vrchol
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Obr. 2.1: Příklad na neorientovaný graf
Obr. 2.2: Příklad na typ grafu, kde je každý uzel schopen komunikovat s každým
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Obr. 2.3: Příklad orienovaného grafu
a vrcholy grafu již rovnocenné nejsou. Příklad na orientovaný graf je znázorněn na
2.3. Jak již bylo řečeno výše, orientace hran je v grafu znázorněna pomocí šipek.
Teorie grafů je velmi obsáhlá a obsahuje spoustu nástrojů, pomocí kterých můžeme
jednotlivé grafy analyzovat. Mezi některé z nich patří například vytváření skupin
uzlů s určitými specifickými vlastnostmi, vytváření posloupností hran s určitými
vlastnostmi nebo analýzu grafu pomocí parametrů, které kvantifikují jeho topologii
a podobně.
2.2.2 Lineární algebra
V teorii grafů se hojně využívají poznatky z lineární algebry, protože nejtypičtější zá-
pis grafu je pomocí matice sousednosti. Tato matice sousednosti reprezentuje pouze
orientované grafy. Grafy neorientované musíme nejprve převést na orientované a poté
již je může reprezentovat pomocí matice sousednosti [5]. Velikost této matice je
funkcí počtu vrcholů. Z toho plyne, že čím větší síť, tím větší matice sousednosti.
Tvrzení lze matematicky zapsat jako 𝑠𝑖𝑧𝑒(𝐴) = |𝑉 |x|𝑉 |. Matici vytvoříme tak, že
si pro každou dvojici vrcholů (𝑢, 𝑣) pamatujeme, jestli z vrcholu 𝑢 vede hrana do
vrcholu 𝑣. Rozměr matice musí být stejný jako počet vrcholů grafu (pokud tedy
mám graf se 4 hranami, musí mít matice rozměr 4x4). Jednotlivé prvky matice za-
pisujeme následujícím způsobem: pokud vede mezi vrcholy 𝑖 a 𝑗 hrana, zapíšeme
na odpovídající pozici 𝑎𝑖𝑗 1, pokud zde hrana není, zapíšeme 0. Abychom předchozí
větu zapsali korektně matematicky, definujeme si nejprve matici sousednosti, kde
𝑀 = 𝑁 , která vypadá následovně:
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𝐴 =
⎛⎜⎜⎜⎝
𝑎11 · · · 𝑎1𝑀
... . . . ...
𝑎𝑁1 · · · 𝑎𝑁𝑀
⎞⎟⎟⎟⎠ (2.3)
Pak platí, že v případě že {𝑣𝑖, 𝑣𝑗} ∈ 𝜖, tak prvek matice 𝑎𝑖𝑗 = 1 v opačném
případě se 𝑎𝑖𝑗 = 0, kde 𝑣𝑖 a 𝑣𝑗 označují jednotlivé vrcholy [5]. Pro neorientované
grafy platí, že je matice sousednosti symetrická, tedy (𝑣𝑖, 𝑣𝑗) = (𝑣𝑗, 𝑣𝑖) a zároveň
𝑎𝑖𝑗 = 𝑎𝑗𝑖. A matice sousednosti vypadá následovně:
𝐴 =
⎛⎜⎜⎜⎝
𝑎11 · · · 𝑎1𝑁
... . . . ...
𝑎𝑁1 · · · 𝑎𝑁𝑁
⎞⎟⎟⎟⎠ (2.4)
Úlohou této matice je tedy popsat jednotlivé hrany grafu pomocí matice, což nám
výrazně zjednodušuje práci s grafy.
Matice pro vzorový příklad z Obr. 2.2 by vypadala následovně:
⎛⎜⎜⎜⎜⎜⎝
0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0
⎞⎟⎟⎟⎟⎟⎠
Matice sousednosti má jednu zajímavou vlastnost. A to, že pokud umocníme matici
𝐴 na 𝑘, dostaneme matici, jejíž hodnoty reprezentují počet cest délky 𝑘 z uzlu 𝑖 do
uzlu 𝑗 respektive naopak.
Pokud budeme hledat počet cest přes čtyři hrany pro náš vzorový příklad, budeme
postupovat následovně:
⎛⎜⎜⎜⎜⎜⎝
0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0
⎞⎟⎟⎟⎟⎟⎠ *
⎛⎜⎜⎜⎜⎜⎝
0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0
⎞⎟⎟⎟⎟⎟⎠ *
⎛⎜⎜⎜⎜⎜⎝
0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0
⎞⎟⎟⎟⎟⎟⎠ *
⎛⎜⎜⎜⎜⎜⎝
0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0
⎞⎟⎟⎟⎟⎟⎠ =
⎛⎜⎜⎜⎜⎜⎝
21 20 20 20
20 21 20 20
20 20 21 20
20 20 20 21
⎞⎟⎟⎟⎟⎟⎠
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Z výsledné matice můžeme vidět, že pokud se chceme z uzlu 𝑖 dostat do uzlu
𝑗 přes 4 hrany, tak existuje 20 různých možností jak toho dosáhnout. V případě
že chceme z uzlu 𝑗 do 𝑖 i vrátit, existuje možností 21. Je však třeba zdůraznit, že
pracujeme s příkladem, kde sousedí každý uzel s každým, což je nejednodušší pří-
pad, který se v praxi moc nevyskytuje. Z tohoto důvodu je třeba uvést další příklad.
Mějme senzorovou síť charakterizovanou nesměrovým grafem. Graf je popsán
následující maticí sousednosti:
⎛⎜⎜⎜⎜⎜⎝
0 1 1 0
1 0 0 1
1 0 0 1
0 1 1 0
⎞⎟⎟⎟⎟⎟⎠
Z matice lze vidět, že síť je tvořena čtyřmi uzly. Na základě pozic jedniček a nul
v matici sousednosti můžeme říct, že uzly 1-2, 1-3, 2-4 3-4 spolu navzájem sousedí a
dvojice uzlů 1-4 a 2-3 vzájemnými sousedy nejsou. Nyní řešíme stejnou úlohu jako
v předchozím příkladě, a to jak se dostat z uzly 𝑖 do uzlu 𝑗 přes 4 hrany. Znovu
provedeme následující výpočet:
⎛⎜⎜⎜⎜⎜⎝
0 1 1 0
1 0 0 1
1 0 0 1
0 1 1 0
⎞⎟⎟⎟⎟⎟⎠ *
⎛⎜⎜⎜⎜⎜⎝
0 1 1 0
1 0 0 1
1 0 0 1
0 1 1 0
⎞⎟⎟⎟⎟⎟⎠ *
⎛⎜⎜⎜⎜⎜⎝
0 1 1 0
1 0 0 1
1 0 0 1
0 1 1 0
⎞⎟⎟⎟⎟⎟⎠ *
⎛⎜⎜⎜⎜⎜⎝
0 1 1 0
1 0 0 1
1 0 0 1
0 1 1 0
⎞⎟⎟⎟⎟⎟⎠ =
⎛⎜⎜⎜⎜⎜⎝
8 0 0 8
0 8 8 0
0 8 8 0
8 0 0 8
⎞⎟⎟⎟⎟⎟⎠
Z výsledku lze vidět, že počet možností výrazně poklesl. Dokonce nastaly i pří-
pady, kdy jsme se přes jednu hranu dostali z uzlu 𝑖 do uzlu 𝑗, ale přes čtyři hrany se
už nedostaneme. Z následujícího výsledku vyplývá, že čím menší vzájemná dostup-
nost uzlů v síti, tím je menší počet možností při přechodu více hranami v jednom
sledu. Sítě, kterým jsme se doteď věnovaly, byly popsány neorientovaným grafem. Na
základě předchozích poznatků si můžeme všimnout, že sousední uzly jsou navzájem
rovnocenné. Následují skutečnost lze zapsat matematickým vztahem [5]
𝑁(𝑣𝑖) = {𝑣𝑗 : (𝑣𝑖, 𝑣𝑗)} ∈ 𝜖. (2.5)
Pokud však síť popíšeme pomocí orientovaného grafu, tak sousední uzly již rovno-
cenné nejsou. V tomto případě mohou nastat dvě situace. Buď hrana z uzlu vychází,
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nebo do něj vchází. Uzly v orientovaném grafu dělíme na dvě skupiny. Jako rodičov-
ský uzel označujeme ten, který je počátečním bodem hrany, koncový bod hrany pak
nazýváme uzlem dětským. Pro tyto uzly budu dále používat pojmy rodič a dítě[5].
Počet sousedů pro rodiče můžeme matematicky vyjádřit vztahem
𝜋(𝑣𝑖) = {𝑣𝑗 : (𝑣𝑖, 𝑣𝑗)} ∈ 𝜖 (2.6)
a počet sousedů pro dítě jako
𝜆(𝑣𝑖) = {𝑣𝑖 : (𝑣𝑗, 𝑣𝑖)} ∈ 𝜖. (2.7)
Dalším důležitým pojmem v teorii grafů je stupeň vrcholu. Mějme graf 𝐺, kde 𝑣 je
jeho vrchol, pak stupeň vrcholu vyjádříme jako [5]
𝑑(𝑣𝑖) = |𝑁(𝑣𝑖)|, (2.8)
kde písmenem 𝑑 značíme stupeň vrcholu, který vyjadřuje počet hran grafu 𝐺 ob-
sahující vrchol 𝑣. Výpočet lze zjednodušit, pokud si graf vyjádříme pomocí matice
sousednosti. Pak 𝑑 vypočítáme jako[5]
𝑑(𝑣𝑖) =
𝑛∑︁
𝑗=1
[𝐴]𝑖𝑗 =
𝑛∑︁
𝑗=1
[𝐴]𝑗𝑖. (2.9)
Výpočet říká, že součet řádků (nebo sloupců) určuje počet sousedů vrcholu odpo-
vídajícího danému řádku. Tento výpočet platí pro neorientovaný graf. V případě
orientovaného grafu použijeme následující výpočty
𝑑𝑜𝑢𝑡(𝑣𝑖) =
𝑛∑︁
𝑗=1
[𝐴]𝑖𝑗, 𝑑𝑖𝑛(𝑣𝑖) =
𝑛∑︁
𝑗=1
[𝐴]𝑗𝑖, (2.10)
kde 𝑑𝑜𝑢𝑡(𝑣𝑖) vyjadřuje, pro kolik vrcholů grafu je vrchol 𝑖 dítětem a 𝑑𝑖𝑛(𝑣𝑖) vyjadřuje
pro kolik vrcholů představuje vrchol 𝑖 rodiče. Stupeň vrcholu pro daný vrchol do-
staneme součtem obou hodnot
𝑑(𝑣𝑖) = 𝑑𝑜𝑢𝑡(𝑣𝑖) + 𝑑𝑖𝑛(𝑣𝑖). (2.11)
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Kromě stupně vrcholu můžeme grafy charakterizovat i pomocí jiných veličin.
Jednou z těchto veličin je například průměr grafu, který definuje největší možnou
vzdálenost mezi dvěma libovolnými vrcholy. Při jeho výpočtu se opět využívá matice
sousednosti.
Další takovou veličinou je hustota grafu. Hustotou grafu 𝐺 = (𝑉,𝐸) rozumíme
poměr mezi skutečným počtem hran v grafu a maximálním možným počtem hran,
které by se v grafu 𝐺 mohli nacházet., Hustota grafu 𝐺 může nabývat maximálně
hodnoty 1 a to v případě, že počet hran v grafu bude roven maximálnímu počtu
hran. Pro výpočet hustoty lze opět využít matici sousednosti.
2.2.3 Spektrální teorie grafů
Mimo matici sousednosti existuje další možnost jak popsat graf. Jedná se o Lapla-
ceovu matici, která je definovaná následujícím způsobem [6]:
𝐿𝑖𝑗 =
⎧⎪⎨⎪⎩𝑑(𝑣𝑖) pro 𝑖 = 𝑗−𝐴𝑖𝑗 pro 𝑖 ̸= 𝑗 (2.12)
Matici 𝐿𝐺, kterou nazýváme Laplaceovou maticí, pak získáme jako rozdíl matic 𝐷𝐺
a 𝐴𝐺
𝐿𝐺 = 𝐷𝐺 − 𝐴𝐺, (2.13)
kde 𝐷𝐺 je diagonální matice, kde na diagonále jsou stupně jednotlivých vrcholů
grafu G a 𝐴𝐺 je matice sousednosti grafu G [5]. Pro lepší pochopení uveďme násle-
dující příklad. Mějme matici
⎛⎜⎜⎜⎜⎜⎝
0 1 1 0
1 0 0 1
1 0 0 0
0 1 1 0
⎞⎟⎟⎟⎟⎟⎠
Laplaceova matice by pro uvedenou matici vypadala následovně:
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⎛⎜⎜⎜⎜⎜⎝
2 −1 −1 0
−1 2 0 −1
−1 0 1 0
0 −1 −1 2
⎞⎟⎟⎟⎟⎟⎠
Součástí spektrální teorie grafů je problematika algebraické konektivy grafů, která
se zabývá analýzou Laplaceovy matice. Pomocí takto získaných údajů je možno
analyzovat graf G, který matice popisuje. Například pomocí druhého nejmenšího
vlastního čísla Laplaceovy matice lze zjistit, zda se jedná o spojitý graf nebo ne. Při
čemž spojitým grafem rozumíme graf, ve kterém je každý vrchol spojený s každým.
2.2.4 Další metody
Kromě výše zmíněných typů grafů známe i náhodné grafy (Random Regular Graphs)
[7]. RRG je typ grafu, kde každý vrchol sousedí s každým. Dalšími známými typy
jsou například Markovská náhodná pole a faktorové grafy.
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3 ALGORITMUS AVERAGE CONSENSUS
Ze široké nabídky existujících algoritmů jsem si pro bližší analýzu a popis vybral
average consensus. Tento algoritmus patří do skupiny distribuovaných algoritmů,
které se zaobírají problematikou dosažení shody v distribuovaných systémech. Kon-
krétním cílem algoritmu average consensus, což můžeme koneckonců usoudit i podle
názvu algoritmu, je dosažení shody průměrných hodnot všech uzlů v síti. Ještě než
se dostanu k podrobnému popisu fungování vybraného algoritmu, tak nejprve uvedu
několik všeobecných informací o distribuovaných algoritmech založených na principu
dosažení shody.
3.1 Problematika dosažení konsenzu
Mezi nejznámější představitele teorie dosažení konsenzu (neboli shody) patří De-
Groot. Jeho práce, ze které jsem vycházel, je zaměřená na popsání této problematiky
[3]. V této práci jsou popsány metody, jakými může skupina 𝑘 jednotlivců, kteří mají
každý svoji vlastní pravděpodobnostní funkci pro nějakou neznámou hodnotu 𝜃, do-
sáhnout shody. DeGroot ve své práci představuje model, ve kterém popisuje způsob
dosažení shody této skupiny. Tento proces je v zásadě založen na tom, že výsledku je
dosaženo právě tehdy, když harmonizujeme „názory“ všech jednotlivců a proces pro-
vádíme do té doby, dokud nedostaneme výsledek, který odráží všechny individuální
názory na hodnotu předmětné veličiny. Přičemž „názorem“ rozumíme pravděpodob-
nostní funkci závislou na určitém parametru. Pro fungování výpočtu není nutné,
abychom měli exaktní hodnoty, stejně dobře nám poslouží i odhady těchto hodnot.
Proces popsaný v [3] spočívá tedy v tom, že každý jednotlivec zpřístupní svoji prav-
děpodobnostní funkci ostatním a poté následuje fáze hledání kompromisu. Tohoto
kompromisu je dosaženo tehdy, když se výsledek z pravděpodobnostního hlediska
co nejvíce shoduje s individuálními funkcemi všech jednotlivců. DeGrootova teorie
je velmi významná, uplatňovat se však začala až dvacet let po svém vzniku.
3.2 Popis algoritmu
Average consensus zahrnuje se do skupiny iteračních, distribuovaných algoritmů.
Při popisu toho algoritmu jsme vycházel z práce R.Olfati Saberaa R. Murraya [2].
Algoritmus je definovaný v diskrétním čase a jeho podstatou je definovat způsob,
kterým všichni účastníci procesu (všechny uzly) dosáhnou shody, přičemž shodou
se rozumí, že hodnoty ve všech uzlech sítě si budou rovny. Hodnoty v jednotlivých
uzlech po dosažení shody počítá average consensus pomocí aritmetického průměru
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počátečních hodnot všech uzlů. Aritmetický průměr je definován jako
𝑥 = 1
𝑁
𝑁−1∑︁
𝑖=0
𝑥𝑖(0), (3.1)
kde N je celkový počet uzlů a 𝑥𝑖(0)je počáteční hodnota uzlu v síti.
Jak bylo zmíněno v předchozí kapitole, distribuované algoritmy však fungují
tak, že jednotlivé uzly si pamatují pouze svoji hodnotu. Informace o hodnotách
sousedních uzlů získávají jen na základě posílaných zpráv. Proto je třeba definovat
vztah, na jehož základě si i-tý uzel spočítá hodnotu 𝑥𝑖 na základě aktuální hodnoty
v tomto uzlu a na základě hodnot, které přijal od ostatních uzlů. Vztah pro výpočet
𝑥𝑖 má následující tvar [15]
𝑥𝑖(𝑘 + 1) = 𝑥𝑖(𝑘) + 𝜖
∑︁
𝑎𝑖𝑗(𝑥𝑗(𝑘)− 𝑥𝑖(𝑘)), (3.2)
kde 𝑘 je pořadové číslo iterace
𝑥𝑖(𝑘 + 1) je hodnota x uzlu i k kroku k+1
𝑥𝑖(𝑘) je hodnota x i-tého uzlu v kroku k
𝑥𝑗(𝑘) je hodnota x na sousedním uzlu j
𝜖 je krok, který definuje rychlost konvergence algoritmu
𝑎𝑖𝑗 je příslušný prvek v matici sousednosti.
Algoritmus funguje tak, že si neustále vyměňuje zprávy, dokud nedojde k ustálení
hodnoty. Pro dosažení konsensu je třeba porovnat vnitřní hodnoty jednotlivých uzlů.
Znamená to tedy, že porovnává hodnoty 𝑥𝑖 v kroku 𝑘 + 1 s hodnotou naměřenou
v kroku 𝑘. Hodnotu 𝑥𝑖 v kroku 𝑘 + 1 uzel vypočítá po přijetí hodnot od všech
sousedních uzlů podle výše zmíněného vzorce a porovná ji s hodnotou v kroku k.
Následně od sebe tyto dvě hodnoty odečte a porovná je s hodnotou 𝑑. Hodnota 𝑑
je pevně daná konstanta již od začátku měření a udává přesnost, s jakou mají uzly
pracovat. Pokud nastane případ
|𝑥𝑖(𝑘 + 1)− 𝑥(𝑘)| ≤ 𝑑, (3.3)
tak zvýšíme počítadlo pro uzel i o hodnotu 1. Počáteční hodnota musí být vždy
nulová, jinak se dopustíme chyby a nemusíme dospět ke správnému výsledku. V oka-
mžiku, kdy počítadlo dosáhne hodnoty 3 považujeme stav uzlu za ustálený a hodnota
uzlu nemá již vliv na hodnoty ostatních uzlů.
Pokud nastane případ
|𝑥𝑖(𝑘 + 1)− 𝑥(𝑘)| > 𝑑 (3.4)
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tak je hodnota počítadla nastavená na nulu, případně zůstává rovna nule. Shody
dosáhneme tehdy, kdy budou všechny uzly mít hodnoty počítadel rovny 3. V praxi
to znamená, že po třech iteracích na žádném uzlu nedošlo ke změně stavu. Proces
dosažení shody je tedy u konce a uzly dosáhly konsensu. Proces dosažení shody je
znázorněn na obrázku 3.1.
Obr. 3.1: Ukázka procesu dosažení shody
3.3 Konvergence algoritmu
V předcházející podkapitole jsem se nezmínil o jednom z nejdůležitějších aspektů
tohoto algoritmu, jímž je jeho konvergence. Konvergence algoritmu je pro nás důle-
žitá z toho důvodu, že rychlost konvergence algoritmu nám ukazuje, za jak dlouho
je dosaženo shody. Z definice algoritmu average consensus lze vidět, že zde rych-
lost konvergence reprezentuje hodnota 𝜖. Vyšší hodnoty 𝜖 signalizují vyšší rychlost
konvergence a to znamená, že všechny uzly se rychleji adaptují na nové řešení a
k dosažení shody dojde rychleji než v případech, kdy jsou hodnoty 𝜖 nižší a adap-
tace uzlů je pomalejší. Hodnota 𝜖 však nemůže být jakákoli, existuje tady nějaká
horní hranice, kterou jsou hodnoty 𝜖 omezeny, a tuto když přesáhne, tak nemusí být
vůbec dosaženo shody, algoritmus může divergovat. Potřebuje definovat tedy nějaký
interval hodnot, ve kterém může 𝜖 ležet. V [2] je 𝜖 definováno následujícím způsobem:
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𝜖 ∈ (0; 1Δ) (3.5)
kde hodnota Δ udává maximální stupeň grafu. Maximální stupeň grafu dostaneme
tak, že si najdeme uzel grafu, který má největší počet sousedů ze všech a pak je
počet těchto sousedů maximálním stupněm grafu.
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4 BEZDRÁTOVÉ SENZOROVÉ SÍTĚ
Bezdrátové senzorové sítě, v angličtině nazývané jako Wireless Sensor Networks
(WSN), se skládají z více zařízení rozmístěných v prostoru, které mají za úkol sledo-
vat specifické fyzikální veličiny jako je například tlak, teplo, světlo atd. Tato zařízení
obsahují senzory, které kvantifikují hodnotu pozorované veličiny, a komunikační mo-
duly, jejichž úkolem je postarat se o bezdrátový přenos informace. WSN se řadí
do kategorie takzvaných ad hoc sítí, pro které je charakteristické dynamické vyhle-
dávání zařízení, se kterými jsou schopné komunikovat. Topologie této sítě je tedy
dynamického charakteru a je možné ji změnit i během procesu.
Jelikož jsem se výše zmínil, že WSN sítě patří do kategorie ad hoc sítí, je třeba uvést
jejich základní charakteristiky [17]. Jak již bylo uvedeno, topologie těchto sítí má
dynamický charakter, což znamená, že prvky téo sítě mohou libovolně měnit svoji
polohu. Uzly spolu komunikují prostřednictvím bezdrátového media, jsou schopny
vytvářet vlastní data a dokáží je také směřovat. Směřování se provádí pomocí multi-
hop technik, které mají tu vlastnost, že umožňují komunikaci také mezi uzly, které
se nenacházejí v přímém komunikačním dosahu. Jednou z důležitých charakteris-
tických vlastností sítí tohoto typu je vysoká odolnost vůči chybám, a proto jsou
často využívány v extrémních podmínkách. Od prvků v síti se očekává, že budou
schopné se s těmito podmínkami vyrovnat i za předpokladu, že jich bude v síti více.
Nesmí zapomenout na minimalizaci nákladů na jednotlivé uzly, což přímo souvisí
s hardwerovými omezeními. Samotný přenos se realizuje ve frekfenčním pásmu 433
MHz až 2,4 GHz.
Výše uvedené charakteristiky ad hoc sítí sedí na vlastnosti WSN sítí velmi dobře.
Z tohoto důvodu jsou využívány v rozličných oblastech jako jsou například zdra-
votnictví, vojenský průmysl, řešení běžných problémů v domácnostech, přírodě a
podobně. K přenosu informace se používají zprávy, které mají velikost v řádu bajtů.
Posílání zpráv je vyvolané vnějším podnětem nebo časem.
4.1 Architektura WSN uzlu
Typický WSN uzel se skládá z vysílacího a přijímacího zařízení, zdroje a mikropro-
cesoru [18]. Podrobná architektura uzlu je znázorně na Obr.4.1.
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Obr. 4.1: Architekrtura bezdrátových senzorových sítí
Nyní se podívejme na bližší popis jednotlivých částí uzlu:
• Řízení - jeho úlohou je zpracování dat a řídící funkce. Mezi požadavky na
něho kladené patří nižší spotřeba, nízkoenergetický režim a schopnost přepro-
gramování.
• Komunikační zařízení - jedná se o prvek skládající se z vysílače a přijímače,
označujeme ho jako transciever.
• Paměť - je obvykle výrazně limitovaná a dělí se na paměť dat a paměť pro-
gramu.
• Zdroj - jako zdroj energie obvykle slouží tužkové baterie, jejich nevýhodou
je však malá kapacita, což vede k neustálé potřebě výměny tohoto prvku.
Problém lze řešit užitím solárních článků nebo jinými alternativními obnovi-
telnými zdroji energie.
4.2 Charakteristika sítí WSN
Pokud budeme WSN analyzovat jako celek, charakteristické vlastnosti lze podle [17]
shrnout následovně:
• odolnost vůči chybám
• využití v rozličných odvětvích
• omezené zdroje energie
• mobilita
• heterogennost zařízení
• schopnost fungovat bez externí obsluhy
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• schopnost zareagovat na nepravidelné změny situace
• dynamické změny topologie.
Bezdrátová senzorová síť je tvořena množinou uzlů, které monitorují specifickou
veličinu a mají na starost následný přenos zpráv, k čemuž využívají rádiové moduly.
Vedle standardních uzlů každá síť obsahuje také specifické uzly určené na sběr dat
případně řízení činnosti (většinou nazývané jako sink nebo base station). Tento pr-
vek má na starosti řízení, koordinování a propojení sítě s externími technologiemi
(např. IP sítě). Má tendenci lišit se od ostatních uzlů a to buď ve zdroji energie, ve
výpočtových možnostech anebo v dostupné kapacitě paměti.
Na obr. 4.2 je znázorněn základní koncept bezdrátové senzorové sítě. Na obrázku
je vidět, jak probíhá přenos zprávy prostřednictvím internetu až do osobního po-
čítače. Pomocí černých kruhů jsou znázorněny standardní uzly a uzel, který je je
označen čárkovaným kruhem představuje senzor, který vyslal zprávu. Vhodně zvo-
leným směrováním je zpráva doručena až do základní stanice (na obrázku koncový
uzel), kde je adekvátně zpracovaná.
Obr. 4.2: Přenos zprávy do osobního počítače prostřednictvím internetu
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4.3 Aplikace bezdrátových senzorových sítí
Nyní bych se rád zaměřil na to, kde a k čemu se bezdrátové senzorové sítě nejčastěji
využívají v reálném světě. Prvky WSN sítě oplývají specifickými vlastnostmi, které
se liší od standardních sítí, a z toho důvodu označuje WSN síť za specifickou, ale
lze ji využít na řešení pouze některých typů problémů. Jednotlivé prvky sítě jsou
schopny monitorovat jen určitou geografickou oblast a mají tedy omezený dosah.
Na druhou stranu jejich výhodou je schopnost vzájemné komunikace bez nutnosti
vybudování síťové infrastruktury. Z tohoto důvodu se využívají hlavně tam, kde není
potřebná infrastruktura vybudovaná a nebo by její vybudování bylo komerčně ná-
ročné.
4.3.1 Klasifikace aplikací bezdrátových senzorových sítí
Aplikace týkající se jednotlivých WSN sítí lze rozdělit podle několika kritérií. Jed-
ním z těch, na které bych se rád zaměřil, je klasifikace WSN podle typu dat. V rámci
této kategorie rozlišujeme:
• Aplikace, jejichž úlohou je zachytit specifickou událost - uzel má za
úkol porovnat hodnotu snímané veličiny s hodnotou uloženou v paměti. Pokud
je třeba, tak pošle zprávu do základní stanice (např. definovaná odchylka).
Samozřejmě chceme, aby síť pracovala s co nejmenší chybou, tak je nutné, aby
v síti bylo použito dostatečné množství správně rozmístěných uzlů. Získané
informace mohou být následně zpracovány decentralizovaně.
• Aplikace, které mají na starosti prostorový odhad procesu - v tomto
případě mají uzly na starosti monitorování určité fyzikální veličiny a odhado-
vání jejího chování na základě získaných vzorků. Informace mohou být zpraco-
vány lokálně nebo centrálně. Při konstrukci sítě je vhodné použít větší počet
uzlů, neboť tímto dochází k minimalizaci pravděpodobnosti, že dojde k chybě.
Větší počet uzlů se však odrazí na vyšších nákladech a také vyšší náročnosti
zpracování. Což přináší jisté komplikace při užívaní této metody.
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5 PRAKTICKÉ EXPERIMENTY
V následující kapitole jsou shrnuty výsledky experimentů, které byly vykonány pro
4 topologie, na které jsem se ve své práci zaměřoval. Mezi tyto topologie patří Mesh
(v našem případě plně konektovaná mřížka),Tree (topologie ve tvaru stromu), Star
(topologie ve tvaru hvězdy) a Kruh (topologie ve tvaru kruhu). Tvary používaných
topologií jsou znázorněny na obrázcích níže, kromě topologie Mesh, kterou jsem se
rozhodl neuvádět kvůli nepřehlednosti obrázku.
Obr. 5.1: Tvar topologie star
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Obr. 5.2: Tvar kruhové topologie
Obr. 5.3: Tvar stromové topologie
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5.1 Funkce pro 𝜖
Obr. 5.4: Hodnoty 𝜖 pro topologii Tree
Na obrázku 5.4 je znázorněna funkce pro 𝜖 pro topologii Tree, která zaznamenává
pro malé 𝜖 rychlý pokles množství iterací potřebných na to, aby síť zkonvergovala,
přičemž pro vyšší hodnoty 𝜖 se změna poklesu zpomaluje až někde okolo hodnoty 𝜖 =
0, 42, kde dosahuje minima, potom množství iterací začne prudce růst, až dostaneme
vyšší 𝜖, pro které síť už nezkonverguje.
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Obr. 5.5: Hodnoty 𝜖 pro topologii Ring
Funkce na Obr. 5.5 má stejný průběh jako funkce pro proměnou Tree s tím rozdílem,
že dosahuje minima někde okolo 𝜖 = 0, 5.
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Obr. 5.6: Hodnoty 𝜖 pro topologii Star
Funkce znázorněná na Obr. 5.6 má podobný tvar jako předchozí dvě s tím rozdílem,
že jsme schopni vyčíslit počet potřebných iterací na dosažení konsenzu i pro velmi
malá 𝜖, protože se jedná o více konektovanou síť. Funkce dosahuje minima pro 𝜖 =
0, 12.
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Obr. 5.7: Hodnoty 𝜖 pro topologii Mesh
Funkce 5.7 má podobný průběh jako předcházející s tím rozdílem, že okolo minima,
které je pro 𝜖 = 0, 06, je funkce symetrická.
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5.2 Rozptyl algoritmu
V následující části jsme zkoumali vliv rozptylu inicializačních dat na počet iterací
potřebných na dosažení consensu. Rozptyl algoritmu je definovaný podle následují-
cího vztahu: ⎧⎪⎨⎪⎩𝑥𝑖 = 𝑥𝑖−1 + 𝑟 pro i= 1, 2, · · · , 𝑁𝑥1 = 1 pro i= 0. (5.1)
Obr. 5.8: Hodnoty rozptylu pro topologii Tree
Pro malé hodnoty r funkce rychle rostla. Pro větší hodnoty r se růst výrazně zpo-
maluje.
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Obr. 5.9: Hodnoty rozptylu pro topologii Ring
Funkce má podobný průběh jako předchozí. Pro větší r se růst zpomaluje pro 𝑃𝐼
z intervalu (3050; 3100).
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Obr. 5.10: Hodnoty rozptylu pro topologii Star
Průběh je podobný s předchozími. Pozorujeme ale skutečnost, že pro větší r se funkce
nemění spojitě, ale existují tam intervaly r, pro které je funkční hodnota konstantní.
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Obr. 5.11: Hodnoty rozptylu pro topologii Mesh
Funkce se pro malé r zlehka mění. Od r = 0,5 je funkce konstantní.
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5.3 Posun inicializačních hodnot
V dalším experimentu jsme zkoumali vliv posunu inicializačních hodnot
na počet nutných iterací potřebných na dosažení konsenzu. Posun ini-
cializačních hodnot jsme určovali podle vztahu 𝑥𝑖(0) = 𝑖 + 1 + 𝑝.
Obr. 5.12: Funkce pro posun inicializačních hodnot s topologií Kruh
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Obr. 5.13: Funkce pro posun inicializačních hodnot s topologií Tree
40
Obr. 5.14: Funkce pro posun inicializačních hodnot s topologií Star
Na výše uvedených grafech (obrázky 5.12, 5.13, 5.14) je znázorněna funkce pro kru-
hovou topologii, pro topologii stromovou a pro topologii ve tvaru hvězdy. Všechny tři
zmíněné funkce mají klesající charakter. Posun inicializačních hodnot nemá zásadní
vliv na počet iterací, potřebných k tomu, aby síť zkonvergovala.
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Obr. 5.15: Funkce pro posun inicializačních hodnot s topologií Mesh
Funkce pro topologii Mesh má podobně jako v předešlých případech klesají sklon,
avšak s tím rozdílem, že klesá skokově.
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5.4 Vzájemná komparace jedotlivých topologií
Obr. 5.16: Komparace všech čtyř topologií pro parametr 𝜖 (rychlost konvergence)
Z vývoje grafu na obrázku 5.16 lze vidět, že pro kruhovou topologii je potřeba nejvíce
iterací na to, aby síť zkonvergovala a současně má tato topologie nejdelší interval
konvergence.
Co se týče stromové topologie, tak vykazuje podobné vlastnosti jako topologie kru-
hová s tím rozdílem, že počet potřebných iterací na to, aby síť zkonvergovala, je
nižší. Také interval konvergence je kratší.
Topologie ve tvaru hvězdy potřebuje méně iterací jako předešlé dvě. Pro větší hod-
noty 𝜖 je počet iterací malé číslo. Interval konvergence je v porovnání s kruhovou a
stromovou topologií výrazně kratší.
Topologie Mesh na zkonvergování potřebuje nejmenší počet iterací ze všech topo-
logií. Délka intervalu konvergence je srovnatelná s topologií ve tvaru hvězdy. Je to
z důvodu, že nejlepší konektovaný uzel v obou topologiích má stejný počet sousedů.
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Obr. 5.17: Komparace všech čtyř topologií pro parametr r (rozptyl)
Obr. 5.18: Komparace všech čtyř topologií pro parametr p (posun)
Z pohledu na průběh grafů uvedených na obrázku 5.17 a 5.18 lze vidět, že průběh pro
všechny topologie je stejný a nedosahuje tak velké změny jako pro 𝜖. Nejvíce iterací
potřebuje červená a modrá křivka (topologie Ring a Tree). Počet těchto iterací je
výrazně větší než pro šedou a žlutou křivku (topologie Star a Mesh).
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6 ZÁVĚR
Ve své bakalářské práci jsem se zabýval tím, jaký vliv mají vlastnosti grafových
struktur na chování vybraného distribuovaného algoritmu. K bližšímu zkoumání a
popisu jsem si ze širokého spektra distribuovaných algoritmů vybral algoritmus ave-
rage consensus.
První část práce je zaměřená na teoretický koncept distribuovaných algoritmů, pod-
statná část je zaměřena také na matematický aparát, který je pro popis fungování
distribuovaných algoritmů velmi důležitý. Mezi diskutované oblasti matematiky patří
teorie grafů, spektrální teorie grafů a lineární algebra, kde je největší prostor věnován
matici sousednosti, která je ve druhé části práce využívaná pro mnou modelované
simulace.
Druhá část práce se věnuje popisu fungování konkrétního distribuovaného algoritmu
average consensus, jehož úkolem je dosažení shody zprůměrováním hodnot mezi
jednotlivými uzly v síti. Dále jsou popsány bezdrátové senzorové sítě (WSN), jejich
charakteristika, architektura a aplikace.
Závěrečná část práce se věnuje praktickým experimentům prováděných na čtyřech
různých topologiích. Zabýval jsem jak vlivem 𝜖 tak i vlivem rozptylu inicializač-
ních dat na počet iterací potřebných na dosažení konsensu pro jednotlivé topolo-
gie.V dalším experimentu jsem zkoumal vliv posunu inicializačních hodnot na počet
potřebných iterací pro dosažení konsensu. Úplně nakonec je provedena vzájemná
komparace všech čtyř topologií jak pro rychlost konvergence, tak pro rozptyl i po-
sun inicializačních hodnot. Na základě tohoto srovnání lze vidět, že pro proměnnou
𝜖 (rychlost konvergence) je potřeba nejvíce iterací pro kruhovou topologii a nao-
pak nejméně pro topologii Mesh, která má nejlépe konektovanou síť. Z pohledu na
grafy pro proměnnou 𝑟 (rozptyl) a proměnnou 𝑝 (posun) lze vidět, že průběh pro
všechny čtyři topologie je podobný a nedosahuje takových změn jako pro proměn-
nou 𝜖 (rychlost konvergence). Topologie Ring a Tree se pro výše uvedené proměnné
chovají podobně a potřebují podstatně více iterací než zbývající dvě.
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
A matice sousednosti
WSN bezdrátové senzorové sítě
PI počet potřebných iterací na to, aby algoritmus konvergoval
𝜖 vliv hodnot přilehlých sousedů
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