Low density spreading multiple-access is considered where K single-antenna user equipments (UEs) communicate with a base station (BS) over F sub-carriers. Each UE k spreads its data symbol over d k < F sub-carriers, while d k = 1 corresponds to a power domain non-orthogonal multiple-access (NOMA). For given design parameters d k , we provide an analytical framework for characterizing resource allocations that closely maximize the ergodic sum-rate in the considered NOMA schemes.
with additional quality of service (QoS) and fairness constraints.
Contributing to the aforementioned line of works, we consider the ergodic sum-rate as the performance metric, and study the optimal allocation of resources based on UEs' pathloss values.
The assumption on availability of only pathloss values results in the minimal coordination overhead since the statistical properties of the channel typically remain constant for a longer period of communication [15] . To this end, we need to present the ergodic sum-rate in terms of spreading codes and pathlosses. One option is to rely on the results of Wishart matrices [16] , and present the ergodic sum-rate in terms of the joint probability distribution function of the eigenvalues of the channel Gram matrix [17] . Tractable approximation for the ergodic sum-rate can be derived in the regimes with low or high signal-to-interference-noise-ratio (SINR) [18] , [19] . Alternatively, we choose to conduct the analysis in asymptotic regime where the dimensions of the channel matrix grow large. In these circumstances, tools from random matrix theory (RMT) allow to approximate functional of the random matrices by deterministic quantities, which depend only on the underlying statistical properties [16] . These quantities are often given in concise form, and yield precise approximations for practical problems of finite dimensions [20] . The authors in [21] , [22] perform such analysis to characterize the capacity-achieving covariance matrices for frequency selective Rayleigh and Rician MIMO channels, respectively.
As the main contribution of this paper, we provide an analytical framework for characterizing the resource allocations that closely maximize the ergodic sum-rate in the considered NOMA schemes. We consider d k , ∀k as given design parameters with d k = 1, ∀k resembling power domain based NOMA. The optimal solution to this optimization problem can be obtained only via exhaustive search. Thus, we propose to expand the dimensions F , K, and d k into mF , mK and md k , respectively, such that the structural properties of the problem remain intact. This preserves the interference diversity that UEs can exploit, and thus, allows the optimal overlap among UEs to be studied based on the extended model. To this end, we show that ergodic sumrate converges to a deterministic equivalent as m grows large. We formulate an optimization problem that yields the set of all spreading codes that maximize the deterministic sum-rate in asymptotic regime, irrespective of sparsity constraints. Then, we find the sub-set of asymptotic solutions with desired sparsity via two efficient algorithms:
• Algorithm 1 gives the spreading codes with constrained number of non-zero elements.
• Algorithm 2 additionally restricts the number of active UEs on each sub-channel. The detection complexity depends on these numbers.
We show that the attained sparse spreading codes get the maximum of ergodic sum-rate in finite regime up to a small gap. Numerical simulation validates the attainable spectral efficiency enhancement as compared to the random assignment of spreading codes.
The remainder of this work is organized as follows. In Section II, the network model and problem formulation are presented. The large system analysis is given in Section III. Section IV makes use of the asymptotic analysis to characterize the resource allocations that maximize the ergodic sum-rate. Relying on the analysis in Section IV, two algorithms are proposed in Section V to obtain the desired sparse spreading codes for the finite system. Section VI describes the simulation environment and illustrates numerical results. Conclusions are drawn in Section VII while all the proofs are presented in the Appendices.
II. PROBLEM STATEMENT

A. General Notations
The following notations are used throughout the manuscript. All boldface letters indicate vectors (lower case) or matrices (upper case). Superscripts (·) T , (·) H ,(·) * ,(·) −1 , (·) 1/2 stand for transpose, Hermitian transpose, conjugate operator, matrix inversion and positive semidefinite square root, respectively. We use C m×n and R m×n to denote the set of m × n complex and real valued matrices, respectively. diag(· · · ) denotes a diagonal matrix with elements (· · · ) on the main diagonal. The (i, j) th element of a matrix A is denoted by [A] i,j or a i,j . The kronecker and element-wise matrix multiplication operators are denoted by ⊗ and , respectively. The sets are indicated by calligraphic letters. The cardinality of a set A is denoted by |A|, and A\k is used to exclude the index k from the set. E{·}, Tr{·} denote statistical expectation and trace operator, respectively. Euclidean (spectral) norm for vectors (matrices) are denoted by · . The notation |.| is used to denote both the absolute value for a complex scalar, and determinant for a square matrix. Notation
being a generic constant independent of system size m.
B. System Model
Consider an uplink multi-carrier system with K single-antenna UEs transmitting to a base station (BS) on a common frequency band. Exploiting the OFDM technique, the total frequency band is divided into a set of narrow band sub-channels F = {1, ..., F }. Then, each UE k spreads its data symbol in frequency direction using a low density code w k ∈ R F . The code is a sparse vector consisting of F chips with d k , a small number, of non-zero values. Unlike conventional CDMA systems, the UEs' codes are not restricted to be orthogonal. Therefore, the signals of UEs transmitting on the same sub-channel will be superimposed. The model includes the scenario with no spreading as well, i.e. the case with d k = 1, ∀k. This resembles a special setting of power NOMA, where each UE transmits on a single sub-channel, and the other UEs are also allowed to transmit on the same sub-channel in an overloaded scenario. The conceptual block diagram of the multi-carrier system is shown in Fig. 1 . The signal propagation is characterized using channel matrix G ∈ C F ×K . The (f, k) th element of G represents the channel gain of k th UE's signal on f th sub-channel. Within this context, the received signal vector is given as
where the f th element of the vector r corresponds to the signal received within f th sub-channel.
The vector w k denotes the UE k's spreading code. The noise vector is given by n ∼ CN (0, σ 2 I F ).
The unit variance symbol of k th UE is denoted by s k , and signal-to-noise-ratio (SNR) at the transmitters is represented by ρ. The channel vector for UE k is denoted by a k g k , defined in more detail in the following.
C. Channel Model
The channel matrix entries are generated based on uncorrelated fading channel model utilized in the context of multi-carrier systems [23, Chapter 1] . This channel model is based on the assumption that the fading on adjacent data symbols after inverse OFDM and de-interleaving can be considered as uncorrelated [23] . This assumption holds when, for example, a frequency and time interleaver with sufficient interleaving depth is applied. Thus, the resulting complexvalued channel fading coefficient is generated independently for each sub-carrier and OFDM symbol. For a propagation scenario without line of sight, the fading amplitude is generated by a Rayleigh distribution and the channel model is referred to as uncorrelated Rayleigh fading channel [23] . In particular, we present the channel vector for UE k as a k g k where a 2 k includes the pathloss due to large scale fading, and the matrix G = [g 1 , ...g K ] represents the small-scale fading. The entries of G are independent complex Gaussian random variables. Each entry has zero-mean independent real and imaginary parts with variance of 1 2 . In the following, we use h k = a k √ d k diag{w k }g k and H = [h 1 , ...h K ] to denote the equivalent channel vectors and matrix, respectively, including the spreading vectors.
D. Ergodic Capacity of the Channel
In the context of this paper, the spreading codes are known to the BS and the UEs, and are assumed to satisfy the transmit power condition
Let W ∈ R F ×K to be the spreading matrix that contains all the spreading vectors {w k } in its columns. We define the set of feasible sparse spreading matrices as
restricts the number of nonzero elements in w k to be equal to d k . Our interest is in the scenario where the BS assigns the spreading codes based on the UEs' pathlosses. Implicit in this model is the assumption that the channel statistics vary much more slowly than the small-scale fading coefficients, so that the statistical properties of the channel can be assumed constant for a long period of communication [15] . Given a perfect knowledge of fading coefficients at the BS side, the ergodic mutual information (EMI) between the transmitters and the receiver, for a spreading
where the expectation is with respect to the ergodic random realizations of the channel matrix.
We are particularly interested in the ergodic capacity of the channel, which is equal to the maximum of J(W, ρ) over the set of all sparse spreading matrices in C 1 , i.e.,
The corresponding conventional problem without sparsity constraints is considered in [24] for symmetric additive white Gaussian noise (AWGN) channel model. It is shown in [24] that Welch-Bound-Equality (WBE) signature sequences achieve the sum-capacity. The optimal spreading codes in asymmetric AWGN model is studied in [25] via the concept of Majorization and Schurconcavity [26] of the sum-capacity with respect to eigenvalues of HH H . While AWGN channel capacity depends on the spreading codes through their cross-correlations, the transmission of the signal over a Rayleigh fading channel destroys the orthogonality of the spreading codes [27] .
Moreover, the hypotheses on the availability of only the statistics of the channel matrix for the design of spreading codes allows to limit the search space to the set of vectors {w k } with positive values, and independent of the small-scale fading gains, as stated in the following proposition, Proof. The proof follows by showing that a column of H, given as h k = a k √ d k diag{w k }g k , has the same distribution as a k √ d k diag{|w 1,k |, ..., |w F,k |}g k . The claim follows directly from the invariance of i.i.d complex Gaussian vectors in distribution under unitary transformation [28] .
Even though the cross-correlation properties of the spreading codes is not a determining parameter in (4), the optimal overlap among the non-zero elements of UEs' codes still need to be studied. The sparsity requirement for spreading codes impose binary constraints in (4) that makes the problem non-convex. Also, the convexity of the objective function in (4) is not easy to verify due to the expectation operator. The objective function without the expectation operator can be shown to be non-convex. The other challenge is the evaluation of the expectation in (4), which is difficult to present in concise form. In the following, we address these challenges using tools from random matrix theory.
III. LARGE SYSTEM APPROXIMATION OF ERGODIC MUTUAL INFORMATION
In this section, we characterize the behavior of the ergodic mutual information in asymptotic regime where the dimensions of the channel matrix grow large. Under these circumstances, the theory of large random matrices gives limiting results that can be applied to approximate scenarios with finite dimensions [16] . In the derivation of results, we let the dimensions F , K, and d k grow into mF , mF and md k , respectively, such that structural properties of the problem remain the same as in the original problem. The dimension multiplier m is a positive integer value. In particular, the overlaps of UEs' spreading codes {w k } on the sub-channels remain intact as dimensions grow large. This implies that the degrees of freedom for UEs to exploit the interference diversity remain the same as in the original problem.
To that end, given W ∈ C 1 , we introduce a hypothetical series {Ĥ m ∈ C mF ×mK , m ∈ N} witĥ
The entries ofĜ m ∈ C mF ×mK , defined asĜ m = [ĝ 1 , ...,ĝ mK ], follow the same distribution as those of G. This allows the extended channel matrices to inherit the same structural properties as in the original problem with m = 1.
Given the series of extended channel matricesĤ m , we define the series of equivalent ergodic mutual information functions as follows
where the index 2 j K (j − 1 mod K) + 1. In the following, first we study the behaviour of J m (W, ρ) as m → ∞. Then, we delve into these results to obtain a set of close to optimal spreading codes, which maximize J(W, ρ) = J m (W, ρ)| m=1 . Let us begin by defining the growth rate of the problem dimensions in asymptotic regime. In the following, we use d to denote the minimum of d j , ∀j ∈ K. Given a series of matrices 
Denoting
As the result, relying on Fubinis theorem [16] , EMI can be expressed equivalently as
Thus, given an expression for the trace term ETrQ m (z), ∀z ∈ R + , one can evaluate EMI from (7) . To this end, the following theorem shows the convergence of the trace term to the deterministic equivalent as m → ∞, Then, the following holds for all
The deterministic values r f , ∀f ∈ F are given as the unique positive solution of the following system of equations
where
Proof. The proof is given in Appendix I.
Based on the results of Theorem 1, one can approximate EMI using (7), i.e.,
This is presented more explicitly in the following theorem.
Theorem 2. Under the assumptions in Theorem 1, the following holds ∀z ∈ R +
is a fast diminishing term as m grows large, andJ(W, z) is given as
where r f (W, z), ∀f ∈ F andr k (W, z), ∀k ∈ K are given as in Theorem 1.
Proof. The proof is given in Appendix II.
Observe thatJ(W, z) is independent of m. Also, since the deterministic equivalent of EMI in (11) depends only on squares of w f,k values, in the following, we express the EMI and the related entities as a function of matrix V = [v f,k ] f ∈F ,k∈K . Given a matrix V, the corresponding set of spreading vectors {w k } can be obtained up to an uncertainty in the sign of the entries of spreading vectors. It is shown in Proposition 1 that the objective function is indifferent to the signs of spreading code entries.
IV. MAXIMIZING THE ERGODIC MUTUAL INFORMATION
As mentioned earlier, the expanded model introduced in Section III inherits the same structural properties as in the original problem. It was observed that J m (V, ρ) in expanded model converges to a deterministic functionJ(V, ρ) as m grow large 3 . Thus, one might find it relevant to formulate an optimization problem to locate the set of spreading codes that maximizeJ(V, ρ). It is expected that these solutions equivalently characterize the set of optimal spreading codes that maximize J m (V, ρ) in the regime with finite m, up to an error term. Following this approach, in Section IV-A, we first characterize the set of asymptotically optimal solutions that maximizē J(V, ρ) irrespective of sparsity constraints. Then, in Section IV-B, we characterize the gap to the optimum when using these asymptotically optimal solutions in finite regime. We identify the subset of asymptotic solutions, which gives the minimum performance gap. Eventually, based on this analysis, efficient algorithms are proposed to build the desired sparse solutions.
A. The optimal spreading codes in asymptotic regime
Let us first neglect the sparsity constraints, and define C 2
1, ∀k ∈ K} to be the set of all spreading codes that satisfy the power constraints. Then, the problem of maximizingJ(V, ρ) can be formulated as follows
This optimization problem yields the set of all spreading codes that maximizeJ(V, ρ) subject to power constraints and irrespective of sparsity constraints. A subset of codes with desired sparsity is found later via algorithmic solutions.
The Karush-Kuhn-Tucker (KKT) conditions [29] are necessary conditions for a matrix V to be a local optimal solution of the problem in (12) . However, the KKT conditions are not necessarily the sufficient conditions. The sufficiency and the globally optimality of the solutions are discussed later. The Lagrangian associated with (12) is given as
where the Lagrangian variables δ k and λ f,k are associated with constraints (12b) and (12c), respectively. The gradient of the Lagrangian can then be evaluated as
Note thatJ(V, ρ) depends on the entries of V via r f (V, ρ) andr k (V, ρ) as in (9) and (11).
In Appendix II, it is shown that the partial derivatives ∂J(V,ρ)
are zero at any point
. Therefore, the chain rules of derivatives [30] allow the partial
to be evaluated by assuming r f andr k as constants. This, in particular, gives
where λ * f,k and δ * k denote the optimal values of the Lagrangian variables. Since λ f,k can be solved from the last equation, the KKT conditions can be simplified as
According to the KKT conditions, some properties for the optimal solutions to (12) can be summarized as in the following proposition.
proposition 2. The spreading matrices that maximize the ergodic mutual information in (12) have the following properties:
• The power constraints in (12b) are satisfied with equality for all UEs, i.e., all UEs are active, and transmit with full power.
• The parameters r f are equal to r * , ∀f ∈ F where r * is the solution of the following fixed point iterations
• The parametersr k are equal tor * k wherer * k , ∀k ∈ K is given as
Proof. The proof is given in Appendix III.
As a result of Proposition 2, the solutions satisfying the KKT conditions must give r f = r * , ∀f ∈ F andr k =r * k , ∀k ∈ K. Observe that the values of r * andr * k are given independently from the values of v f,k . LetJ(V,r * k , r * , ρ) denote a function obtained by plugging the r * and r * k values into (11), i.e.,
where the arguments of logarithms are replaced with their equivalents from (9) , and in the last equality we used the first property from Proposition 2. Observe that the values ofJ(V,r * k , r * , ρ) depend only onr * k and r * values. This shows that the objective function in (12) attains its maximum value over all the solutions that satisfy the KKT conditions. This proves the sufficiency of the KKT conditions for a spreading matrix V to be the optimal solution of (12). As a result of the KKT conditions, the spreading codes {v f,k }, which maximizeJ(V, ρ) in (12) , can be evaluated as the positive solutions of the following indeterminate system of equations
In these equations, r * is a fixed scalar, which is evaluated from (17) can be simply evaluated using pseudo-inverse [31] . This gives all the spreading codes in C 2 that maximizeJ(V, ρ), irrespective of sparsity.
B. On the optimality of the asymptotic spreading codes
We recall that the ultimate goal of the analysis is to find the optimal spreading codes that maximize J m (V, ρ) in the regime with finite m, subject to the sparsity constraints. Since the structural properties of the problem remain preserved as dimensions of the problem grow large, we argued that the asymptotic solutions might give proper approximations for the optimal ones in finite regime. However, such approximations are subject to a loss in performance. In the following, we'd like to characterize this performance gap.
Let V * dm denote the unknown optimal spreading matrix 4 that maximizes J m (V, ρ) subject to sparsity constraints. Also, let J * dm J m (V * dm , ρ) to be the maximum of J m (V, ρ) attained by V * dm . Based on the analysis in Section IV-A, we know that the set of asymptotically optimal spreading vectors in C 2 that maximizeJ(V, ρ) is given as the solutions of the system of equations in (20) . Hereafter, this set is denoted byC * , and we useV * to refer to a member of the setC * . Now, the penalty when using the asymptotically optimal solutionsV * ∈C * in finite regime can be written as
Relying on the results of Theorem 2, a bound on this penalty term can be derived. In particular,
where the additional index i in i,m (ρ) is added to distinguish the above differences. Summing the sides of above equalities, and rearranging the terms, we get
Since the subtraction (J(V * , ρ) −J(V * dm , ρ)) in the left-hand side of the above equality is positive 5 , it can be claimed that
Note that ∆ dm attains negative values when J * dm < J m (V * , ρ). However, this can happen only whenV * violates the sparsity constraints. Since such a case is not of interest, we aim at minimizing positive values of ∆ dm by selecting spreading matrices inC * with desired sparsity, which yield 2,m (ρ) values close to 1,m (ρ). While we don't have an exact formulation for i,m (ρ), the analysis in Appendix I shows that i,m (ρ) is inversely proportional to the square of the number of non-zero elements in spreading codes, i.e., i,m (ρ) ≤ K F C m 2 d 2 with C being a generic constant independent of dimensions of the problem. In Section VI, a numerical study is carried out that investigates the variations in 2,m (ρ) for various asymptotic spreading matrices inC * . It is observed that the values of 2,m (ρ) do not vary abruptly among spreading matrices inC * of the same number of non-zero elements (see Fig. 3 in Sec. VI). Thus, once the number of non-zero elements inV * are fixed, the gain in optimizing 2,m (ρ) becomes neglectable. As a conclusion, we expect that any asymptotic solutionV * ∈C * that satisfies the sparsity constraints harnesses the incremental 2,m (ρ) value in EMI, and thus, yields a close to optimum value of EMI. This reasoning holds for all m including the case with m = 1 in (4). Thus, what remain is to identify the subset of spreading matricesV * ∈C * subject to the sparsity constraints.
V. ALGORITHMS FOR MAXIMIZATION OF ASYMPTOTIC ERGODIC MUTUAL INFORMATION
The problem of finding the subset of solutions inC * with desired sparsity includes a zeronorm. The discrete and discontinuous nature of the zero-norm impedes the application of standard convex analysis [32] . Fortunately, the system of equations in (20) unveils a simple rule for allocation of spreading codes. This allows the desired sparse codes to be obtained using alternative algorithmic solutions. This approach is presented in detail in the following. We start by rewriting the second line of equalities in (20) as
where β k = ρa 2 k 1+ρa 2 k r * , and r * is given by (17) . We are interested in determining the sparse spreading codes that satisfy (25) . The elements v f,k of spreading codes are taken from {0, 1 d k }, and those are subject to power constraint enforced by the first line of equalities in (20) . This ensures that the number of non-zero elements in a spreading code v k is bounded by d k . In summary, the problem is to allocate 1 d k β k values to sub-channels such that the sum of 1 d k β k values on each sub-channel becomes the same, i.e., equal to ( 1 r * − 1), across all sub-channels. This problem falls within a class of partitioning problems that arises in number theory and computer science [33] .
Although the partitioning problem is NP-complete, there are heuristics that solve the problem in many instances, either optimally or approximately [34] . One such approach is the greedy algorithm, which iterates through the 1 d k β k values in descending order, assigning each of them to whichever sub-channel has the smaller sum [35] . These steps are summarized in Algorithm 1.
Algorithm 1 Partitioning solution 1: Divide the total power of each UE k into d k power fragments. 2: Set v f,k = 0, ∀f, k, and J = {1, ..., K}.
3: while J is non-empty do 4:
Set k = arg max j∈J 1 d j β j .
5:
Set f = arg min i∈F η i with η i = j∈K β j v i,j .
6:
Set v f,k = 1/d k 7:
if i∈F v i,k = 1, i.e., UE k has assigned all of its power-fragments then 8:
Remove index k from J .
9:
end if 10: end while
In Algorithm 1, we try to make the sum terms η f across the sub-channels as equal as possible.
Let η * max denotes the maximum of η f , ∀f ∈ F in an optimal partitioning solution. Algorithm 1 yields η f values such that max(η f ) In Algorithm 1, constraints are imposed on the number of sub-channels that each UE occupies.
However, the number of active UEs on each sub-channel is not restricted. Observe that the detection complexity is directly related to the latter quantity. Thus, it is desirable to impose another constraint to limit the number of active UEs on each sub-channel. To this end, we assume that the spreading codes for all UEs have the same number of d non-zero elements, and the ratio of K F is an integer value. Then, the constraints enforce the number of non-zero elements on each column and row of the spreading matrix V to be d and d K F , respectively. This constraint can be applied with a slight modification of Algorithm 1 where the steps are presented in Algorithm 2. Due to the additional constraint in steps 6-8 in Algorithm 2, the assigned powers might give more imbalanced η f values as compared to Algorithms 1. Thus, the performance is expected to be deteriorated as compared to the earlier algorithm. The performance of proposed algorithms is studied numerically in Section VI. if i∈F v i,k = 1, i.e., UE k has assigned all of its power-fragments then 8:
end if 10:
if j∈K v f,j = K F , i.e., the number of active UEs on sub-channel f is equal to d K F then 11:
Remove index f from I. In order to validate the large system analysis, the values of J m (V, ρ), andJ(V, ρ) are plotted in Fig. 2 over a range of m ∈ [1, 10] . The number of sub-channels F is 50, and ratio K/F is one. In this scenario, spreading codes given by Algorithm 1 with d non-zero elements are allocated to UEs. In order to account for the worst approximation error, the spreading factor d is set to one. Given a spreading matrix V, the expectation involved in J m (V, ρ) is evaluated by averaging the results over 1000 random realizations of small-scale fading. The equivalent deterministic valuesJ(V, ρ) are evaluated from (11) . As stated in Theorem 2, a small gap of m (ρ) exists between the deterministic and averaged values of J m (V, ρ) for finite values of m and d. As can be seen from the figure, the gap diminish quickly as m grow large. The aforementioned gap between J m (V, ρ) andJ(V, ρ) is associated with the concentration of UEs' powers in a fewer number of elements of the spreading codes. This gives rise to variance of the channel random entries, which eventually appears as i,m (ρ) in the EMI formulation (see (44)). As a result, we expect i,m (ρ) values to be largely dependent on the number of nonzero elements in the codes. In order to get further insight into the structure of m (ρ) term, a numerical study is carried out whose result is presented in Fig. 3 . This indicates that m (ρ) values do not vary abruptly among asymptotically optimal spreading matrices of the same number of non-zero elements.
In the following, the performance of the algorithms in Section V is evaluated. The assessment of an optimal solution to the problem in (4) requires exhaustive search over all spreading matrices with desired sparsity. This impedes the comparison of the results to the optimum. However, still we can evaluate the performance gain in Algorithm 1 and 2 as compared to an uncoordinated system. To this end, we consider a spreading scheme that allocates the codes to UEs randomly. A favourable property of the random spreading scheme is that no coordination overhead is imposed.
However, this comes with a degradation in performance as shown in Fig. 4 . On the other hand, the spreading codes in Algorithms 1 and 2 are allocated according to the UEs' pathloss values.
This results in the minimal coordination requirement since the statistical properties of the channel matrix can be assumed to remain constant for a sufficiently large number of reception phases [15] . As can be seen from Fig. 4a , the coordinated 6 In generating the spreading codes, we start from an initial random spreading matrix with d non-zero elements in columns.
Then, the power fractions from sub-channels with large r f values are offloaded into those with smaller ones. This give just rough approximations for the asymptotically optimal sparse codes residing in C * . assignment of spreading codes according to the algorithms gives near 30% to 35% enhancement in spectral efficiency at 200% to 300% system load. The system load is defined as the ratio of K F in percentage. Fig. 4b shows the scenario with sparsity factor d = 2. As can be seen from Fig. 4b , the gain in coordinated assignment of spreading codes is near 13% at 300% load, which is less than that in Fig. 4a .
The number of non-zero elements in codes Fig. 5 , the attainable spectral efficiency is presented as a function of sparsity factor d for a system load of 300%. It can be seen that the curve of optimized codes declines as the number of non-zero elements in the codes increases. In a contradictory manner, the performance of random spreading method improves as d grow larger. Spreading on more sub-channels allows UEs to attain interference diversity. This, in general, reduces the loss imposed by uncoordinated resource allocation. Note that, even though, one can enhance the spectral efficiency of the uncoordinated method by spreading on further sub-channels, the number of UEs overlapping on the same sub-channel increases correspondingly. In a 300% overloaded system, the average number of overlapping UEs in the case with d = 2 is equal to 6. While this number is equal to 18 with d = 6, which increases the detection complexity correspondingly.
The spectral efficiency associated with Algorithm 2 is omitted from the aforementioned results for clearer presentation. The performance of Algorithms 2 is very close to the one in Algorithms 1. Fig. 6 shows the difference between the attainable spectral efficiency of Algorithms 2 as compared to Algorithms 1 in a setting with F = 50, and K F = 3. Algorithm 2 imposes additional constraints on the number of UEs that are active on each sub-channel. This results in a slightly deteriorated performance as compared to Algorithm 1.
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VII. CONCLUSIONS
In this paper, a simple and efficient rule for close to optimal allocation of sparse spreading codes was derived based on rigorous analysis. The analysis reduced the sum-rate maximization to a partitioning problem, which was solved via efficient algorithmic solutions. These algorithms allocate the spreading codes based on the system load, the sparsity constraints and pathloss values. The simulation results showed that the proposed algorithms with minimal coordination always provide superior performance as compared to the uncoordinated system. As the future work, we are interested in extending the results to the case with multi-antenna BS. Introducing correlation among antenna elements and among sub-carriers, an interesting problem is to study the optimal low density spreading strategies based on spatial and spectral correlation properties of the channel matrix.
APPENDIX I PROOF OF THEOREM 1
In derivation of the results, we utilize so-called Gaussian method [16] , [20] . Let x ∼ CN (0, Θ) be a circularly symmetric Gaussian random vector with covariance matrix Θ ∈ C N ×N . Also, let the function f (x, x * ) ∈ C together with its derivatives be polynomial bounded. The Gaussian method consists of two ingredients [20] :
• Integration by parts formula:
As shown in the following, a diagonal element q p,p of matrix Q m , defined in Theorem 1, can be written as sum ofĥ i,j q p,iĥ * p,j terms. Defining the function f (Ĥ) q p,iĥ * p,j , the idea is to expand the terms of type Eĥ i,j f (Ĥ) using the Gaussian integration by parts formula. This retrieves an implicit but deterministic expression for ETr(Q m ) up to small error terms. Then, Nash-Poincaré inequality shows that the error terms vanish at a sufficient speed to ensure almost sure convergence of ETr(Q m ) to the deterministic equivalent. This approach was first introduced to the filed of communication engineering in [20] where the authors address the behaviour of the mutual information of correlated MIMO Rayleigh channels. The works in [21] , [22] utilize the tool to characterize the capacity-achieving covariance matrices for frequency selective Rayleigh and Rician MIMO channels, respectively. Following these steps, we derive the deterministic equivalent for ETr(Q m ) under the assumptions given in Theorem 1. To this end, we present the results of the derivations in the following propositions. The proofs of the propositions are given afterwards.
proposition 3. Let {D m } 1≤m denote a sequence of mF × mF diagonal deterministic matrices with bounded spectral norm as m → ∞. Then, under the assumptions in Theorem 1, the following holds for every z ∈ R + ,
where ζ m ≤ C K F 1 m 2 d 2 with C denoting a generic constant independent of dimensions of the problem, and d is the minimum of d j , ∀j ∈ K. The diagonal matrix E m (W, z) is defined as E m = diag{e 1 , ..., e mF } with e p (W, z) given as follows e p = 1 1 + zα p ,α p = 1 m Tr(Λ pÂẼm ), p = 1, ..., mF, 
where deterministic matrices R m (W, z) = diag{r p (W, z), ∀p ∈ [1, ..., mF ]} andR m (W, z) = diag{r j (W, z), ∀j ∈ [1, ..., mK]} are given as the unique positive solution of the following system of equations r p = 1 1 + zδ p ,δ p = 1 m Tr(Λ pÂRm ), p = 1, ..., mF,
where matricesΛ p ,Â, andV j are given as in Proposition 3.
Given the results of Proposition 3 and 4, the results in Theorem 1 follows. In the sequel, we present the proofs of the propositions in order. In the following, the subscript m is omitted frequently. The following elementary results are of frequent use throughout the proofs,
and similarly, 
where v i,j 1 d j w 2 i,j . Summing the sides of above equality over index i, we get 
Similarly, we have ∂η
where C denotes a generic constant that is independent of dimensions of the problem, and d is the minimum of d j , ∀j ∈ K. In derivation of inequality (a), we utilized the trace inequality |Tr(AB)| ≤ A Tr(B) with B being a Hermitian non-negative matrix [30] . Looking at Resolvant identity Q = I m − z m QĤĤ H , we observe that the spectral norm of the resolvent is readily bounded by one for z ∈ R + . This together with the boundedness of the spectral norm of T m gives the last inequality. As the result of this analysis, the upper bound on the variance of β j can be attained by pluggingV j as matrix T in (46), which gives var( β ) ≤ C To this point the proof of Proposition 3 is completed. Next, the proof of Proposition 4 is presented, which follows by development of a well-quantified bound on the difference of the trace term 1 mF Tr(D m (E m − R m )) as dimensions grow large. First, by a mere development, we have
where the last equality follows from the the upper bounds R ≤ 1 and E ≤ 1 implied by definitions of R and E in (29) and (27), respectively. Under the same arguments, the term |δ p −α p | can be bounded as
On the other hand, expanding the |α j − δ j | term, we have
where equality (a) follows from the results of Proposition 4, and (b) is given due to bounds on spectral norm of R and E. These inequalities together yield,
where the last equality follows since mF p=1 v p f ,j k = m. As the result, the following holds,
This inequality ensures that there exist a z 0 value such that (1 − z 2 K A 2 ) > 0. This further implies that 1 mK mK j=1 |α j − δ j | = O( 1 d 2 m 2 ) holds for z ≤ z 0 . Thus, the remaining part of the proof is to show that the above inequality holds for all z ∈ R + . To do so, we consider α j = a 2 j K m ETr(V j Q m ) as a function in z with extended domain from z ∈ R + to z ∈ C\R − . It can be shown that the following integral representation for α j (z) holds (see [21, Appendix A]), are bounded on any compact subset of C\R − . As the result, the Vitali's convergence theorem [16] ensures that 1 mK mK j=1 |α j − δ j | goes to zero for any z ∈ R + as m → ∞. What remains is to show that the convergence rate of the limit is O( 1 d 2 m 2 ) for all z ∈ R + , which completes the proof. We refer to [21, Appendix C] where a similar result is proven and skip the details.
APPENDIX II
PROOF OF THEOREM 2
We start by evaluating the derivative ∂Jm(W,z) ∂z . Note thatJ m (W, z) depends on z via r f andr k as in (9) . Thus, in order to get the derivative ∂Jm(W,z) ∂z , we need to evaluate the partial derivatives 
Replacing the braced terms with their equivalents, the above partial derivatives become zero at point (W, r f (W, z),r k (W, z)). Therefore, the chain rules of derivative allow the derivative ∂Jm(W,z) ∂z to be evaluated by assuming r f , ∀f ∈ F andr k , ∀k ∈ K as constants. This gives
On the other hand, starting from (6) The first property follows directly from (16c) and (16a). The former implies that δ k ≥ ρ F a 2 kr k r f > 0, and thus, the latter gives i∈F v i,k = 1 for all UEs. The second property can be justified by noticing that (16c) is satisfied for a UE k only if we set δ * k = ρ F a 2 kr k max{r f }. Hence, from (16b) , we observe that UE k transmits only on the sub-channels with largest r f values. Since, all other UEs also have the same preference, the condition in (16c) and (16c) are satisfied only if UEs assign their powers such that r f = r, ∀f . The value r can be shown that is unique, i.e., r = r * for any solution to (12) . Assume the matrix V to be a solution to (12) that results in r f values to be equalized across sub-channels, i.e., r f = r, ∀f . Plugging the V entries into (9), we getr
where, from the first property, we have i∈F v i,k = 1, ∀k ∈ K, and thus,
Given the values ofr k , ∀k ∈ K as above, the value of r can be evaluated from the following system of equations
that holds for all frequencies f ∈ F. Inverting the sides of (61) and summing over all frequencies
where from the first property we have i∈F v i,k = 1, ∀k ∈ K, which gives r = r * as in (17) .
