In this paper we study the MAX-CUT problem on power law graphs (PLGs) with power law exponent β. We prove some new approximability results on that problem. In particular we show that there exist polynomial time approximation schemes (PTAS) for MAX-CUT on PLGs for the power law exponent β in the interval (0, 2). For β > 2 we show that for some ε > 0, MAX-CUT is NP-hard to approximate within approximation ratio 1 + ε, ruling out the existence of a PTAS in this case. Moreover we give an approximation algorithm with improved constant approximation ratio for the case of β > 2.
Introduction
In the study of large-scale complex networks, a large body of theoretical and practical work is devoted to clustering and partitioning problems [NG04; WGH04; New06; DT13].The aim is to identify and to characterize natural partition structures of existing real world networks, like protein interaction networks, online social networks and parts or layers of the World Wide Web.
Given an undirected graph G = (V, E) the MAX-CUT problem asks for a partition of the vertex set into two parts such as to maximize the number of edges between them. MAX-CUT is one of the classic 21 NP-complete problems listed in [Kar72] and has applications ranging from VLSI design and cluster analysis to statistical physics [Bar+88] .
In this paper we consider the MAX-CUT problem in the context of large-scale complex networks, more precisely in the context of so called power law graphs (PLG). The distinguishing feature of power law graphs is that their node degree distribution follows a power law, that is, the number of nodes of degree i is proportional to i −β , for some fixed power law exponent β > 0. A power law degree distribution has been observed for a large number and variety of social, information, technological and biological networks [CSN09] .
Main Results
In this paper we study the MAX-CUT problem on power law graphs. Our main results are new and improved upper approximation bounds for the problem. In particular we show that there exists a polynomial time approximation scheme (PTAS) for MAX-CUT on (α, β)-power law graphs for 0 < β < 2.
For the range β < 1, we observe that (α, β)-power law graphs are dense (in the average sense, i.e. the number of edges is Ω(n 2 )) and the result of Arora, Karger, and Karpinski [AKK95] can be applied to obtain a PTAS. For β = 1 the graphs are not dense anymore. For this case we prove that (α, β)-power law graphs are core-dense and use the result of Fernandez de la Vega et al. [Fer+05] yielding a PTAS for the problem.
In the range 1 < β < 2, none of the above results directly apply because instances are neither dense nor core-dense. In order to construct a PTAS in this case, we partition the vertex set of power law MAX-CUT instances into two sets of high degree vertices and low degree vertices. We show that for a suitable choice of the partition parameters the induced subgraph of high degree vertices is asymptotically dense, and at the same time the total number of edges induced by the low degree vertices is small. Thus, in order to obtain a 1 1+ε
-approximate cut, we run the algorithm of [AKK95] on the subgraph of high degree vertices and afterwards placing the remaining vertices arbitrary.
For β > 2 we show that the Goemans-Williamson algorithm [GW95] can be combined with a preprocessing to yield an improved constant approximation ratio. Moreover we show that for β > 2, MAX-CUT cannot be approximated with a constant approximation ratio arbitrary close to 1. For this purpose we use the lower bound result of [BK99; BK01] , construct an embedding of low degree graphs into power law graphs and obtain in this way also explicit approximation lower bounds depending on the power law exponent β > 2. Moreover, a variant of this construction also proves the NP-hardness of MAX-CUT in power law graphs for the whole range β > 0.
Besides NP-hardness in the exact setting, the status of MAX-CUT in PLGs for β = 2 remains unsettled. However, we consider the case when β is a function of the size of the PLG that converges to 2 from below. We call this the functional case. In particular we show that for
, MAX-CUT in (α, β f )-PLGs admits a PTAS provided the convergence of β f to 2 is sufficiently slow, namely for all sublinear functions f (α) = o(α).
Organization of the Paper Section 3 provides the definition of the (α, β)-PLG model due to [ACL01] and related notations. In Section 4 we present our PTAS constructions for MAX-CUT on (α, β)-PLG for 0 < β < 2. The functional case
is considered in Section 4.3. Furthermore we show an improved constant approximation ratio for the case β > 2 in Section 5. Finally, in Section 6, we prove APX-hardness of the problem for the case β > 2 and NP-hardness for the whole range β > 0.
Preliminaries
In this section we first give the formal definition of (α, β)-power law graphs. Then we provide notations for sizes and volumes of some subsets of the vertex set of a power law graph which we call intervals. Later on we will give estimates of these quantities in the analysis of our upper and lower bound constructions for MAX-CUT.
Definition 3.1. [ACL01] An undirected multigraph G = (V, E) with self loops is called an (α, β) power law graph if the following conditions hold:
• The maximum degree is ∆ = ⌊e α/β ⌋.
• For i = 1, . . . , ∆, the number y i of nodes of degree i in G satisfies
The following estimates for the number n of vertices of an (α, β)-power law graph are well known [ACL01] :
−β is the Riemann Zeta Function. A random model for (α, β)-power law graphs was given in [ACL01] and is constructed in the following way:
2. Generate a random matching on the elements of L.
3. For each pair of vertices u and v, the number of edges joining u and v in G is equal to the number of edges in the matching of L, which join copies of u to copies of v.
Given an (α, β) power law graph G = (V, E) with n vertices and maximum degree ∆ and two integers 1 a b ∆, an interval [a, b] is defined as the subset of V
If U ⊆ V is a subset of vertices, the volume vol(U) of U is defined as the sum of node degrees of nodes in U. We will make use of estimates of sizes and volumes of node intervals in (α, β)-PLGs.
Approximation Schemes for 0 < β < 2
We will now show that for every constant power law exponent β ∈ (0, 2), there is a PTAS for the MAX-CUT problem in (α, β)-PLGs. It turns out that for β ∈ (0, 1) this follows directly from the results in [AKK95] , since in that case the power law graphs are dense, (Section 4.1). Recall that a graph G = (V, E) with n vertices is called δ-dense if the number of edges satisfies |E| δ · n 2 . For β = 1, (α, 1)-PLGs are not dense anymore. Nevertheless we can establish existence of a PTAS by showing that (α, 1)-PLGs are coredense, a notion which was introduced in [Fer+05] .
The Case 0 < β 1
First we consider the case when the power law exponent β is strictly less than 1. In this case, the number n of nodes is asymptotically equal to Corollary. There exists a PTAS for MAX-CUT in power law graphs with power law exponent β < 1. Now we consider the case when β = 1.
Definition 4.1. [Fer+05] The core-strength of a weighted r-uniform hypergraph H = (V, E) with |V | = n nodes given by an r-dimensional tensor A :
A class of weighted r-uniform hypergraphs is core-dense if the core-strength is O(1).
In particular, the class C of unweighted graphs is core-dense if
where
Theorem 2. For β = 1, the class of (α, β)-Power Law Graphs is core-dense.
Corollary. For β = 1, there is a PTAS for MAX-CUT in (α, β)-Power Law Graphs.
Proof of the Theorem. Let G be an (α, 1)-PLG. The average-degree of G is asymptotically equal tō
Now the core-strength of G is
which concludes the proof of the theorem.
The Case 1 < β < 2
We consider now the case when the power law exponent β satisfies 1 < β < 2. Our approach is as follows. We choose a subset [x∆, ∆] of high-degree vertices and construct a cut for the subgraph G [x∆,∆] induced by these vertices. Here x ∈ (0, 1) is a parameter of the construction. We will show that we can choose x in such a way that G [x∆,∆] is dense and the volume of the residual set of vertices [1, x∆) is small, namely vol([1, x∆)) = o(|E|). Then we will construct a (1 + ε)-approximate solution for MAX-CUT on G [x∆,∆] and afterwards place the remaining vertices arbitrarily.
This approach is based on precise estimates for sizes and volumes of node degree intervals of the form [1, x∆] and [x∆, ∆], where x ∈ (0, 1) is the parameter of the construction and ∆ = ⌊e α /β ⌋ is the maximum degree. These estimates rely on the following lemma, which is also illustrated in Figure 1 . Using this lemma, we obtain the following bounds for the size of [x∆, ∆]:
We also obtain the following estimate for the volume of the interval [1, x∆] .
In particular, if x is constant within the interval (0, 1), i.e. does not converge to 0 or 1, then we obtain the following estimates:
• Thus for x being constant, the kernel function for the total error is O(e 2α/β )
• For x being constant, the volume of
Thus we proceed as follows. Given an (α, β)-PLG G and ε > 0, we first choose x ∈ (0, 1) such that
where τ (ε) is a function of ε yet to be defined. Then we choose a second parameter ε ′ > 0 and construct a cut in G [x∆,∆] , using the AKK-algorithm with precision parameter
Thus the size of the cut constructed in this way is at least
We want to achieve that this yields a (1 + ε)-approximation, i.e.
We achieve this in a two-step approach: First we define the function τ in such a way that
. Then we choose ε ′ appropriately, namely such that
Altogether we obtain the following result.
Theorem 4. For every fixed 1 < β < 2, there is a PTAS for MAX-CUT in (α, β)-Power Law Graphs. Now we consider the case when the power law exponent is β = 2. In this case, the number of nodes is still linear in e α , but now the number of edges drops down to n·log(n). More precisely, the number of edges of an (α, 2)-PLG is asymptotically equal to 1 4 αe α , while the number of nodes is ζ(β)e α .
The Functional Case
We have shown in the previous sections that MAX-CUT on PLGs admits a PTAS for every fixed β < 2. We consider now the functional case when β f = 2 − 1 /f(α), where f (α) is a monotone increasing function with f (α) −→ ∞ as α → ∞. In this section we will show the following result.
The proof of the Theorem is based on the following observation. It is sufficient to show that we can split a given (α, β f )-PLG G into two parts [1, x∆ f ) and [x∆ f , ∆ f ] such that the following two conditions are satisfied:
Before we give the proof of the Theorem, we have to provide precise estimates for the sizes and volumes of these node degree intervals. The maximum degree is ∆ f = ⌊e α/β f ⌋. The number of vertices is
This sum can be approximated by the associated integral:
Similarly we obtain:
Thus we obtain the following estimates for sizes of node degree intervals.
. Then for every 0 < x < 1, the size of the node degree interval
Moreover,
Corollary. The number of nodes of an
Now we will estimate volumes of node degree intervals. Given some x ∈ (0, 1), possibly depending on α, we have
Similarly we obtain
Thus the number of edges of an (α, β f )-PLG is
Concerning (2):
Based on these estimates, we will now show how to choose the parameter x such as to satisfy both conditions (1) and (2). It turns out that this depends on the order of growth of the function f (α), We observe that condition (2) is equivalent to
We have e
. Now we may consider three cases:
We consider the case (a). Then, in order to satisfy the condition (2), we have to choose
Now we consider the requirement (1). We observe that, up to constant factors, the condition in (1) is equivalent to
which is, by rearranging terms, equivalent to ζ(β − 1)e α . We apply the Goemans-Williamson algorithm to the graph G [2,∆] induced by the vertices of degree at least 2 in G, and afterwards place all the edges incident to degree-1 nodes in the cut. This yields a cut which has an expected inverse approximation ratio at least
, where α GW ≈ 0.879 denotes the inverse approximation ratio of the Goemans-Williamson algorithm. This analysis can be refined as follows. There are e α nodes of degree 1. Suppose there are µ · e α nodes of degree 1 which are incident to another degree-1 node. The remaining (1 − µ)e α degree-1 nodes are incident to nodes of higher degree. The resulting lower bound on the expected inverse approximation ratio is then
where the lower bound is attained at µ = 1.
Approximation Lower Bounds for β > 2
In this section we provide explicit approximation lower bounds for MAX-CUT in (α, β)- Here we will make use of this result and the associated constructions in order to prove APX-hardness for MAX-CUT in (α, β)-PLG for β > 2. Moreover we will show that even for β ∈ (0, 2], the problem remains NP-hard in the exact setting. It turns out that for β > 1 this will be a direct consequence from our reduction for the case β > 2, while in the case β 1 a different construction is needed. This is due to the fact that for β > 1, the number of constant degree nodes in an (α, β)-PLG is linear in the total number of vertices, while for β 1 this is not true anymore.
The section is organized as follows. In the next paragraph we will describe a generic construction which reduces the MAX-CUT problem in 3-regular graphs to MAX-CUT in (α, β)-PLGs, based on an embedding of the former graphs into the later ones. Afterwards we will use this construction such as to obtain the APX-hardness of MAX-CUT in PLGs for β > 2, with an explicit approximation lower bound that only depends on the power law exponent β. This also yields the NP-hardness for β ∈ (1, 2] . Finally we will describe in subsection 6.1 a different embedding construction which yields the NP-hardness in the exact setting for β 1.
The Construction We will now describe an embedding of 3-regular graphs into power law graphs. Starting from an instance G of E3-MAX-CUT, we construct an (α, β)- 
vertices of degree 1. Our approximation lower bounds for MAX-CUT in (α, β)-PLG will be based on the fact that a maximum cut in the subgraph W contains all the edges of W and can be constructed efficiently. Explicit Lower Bounds for β > 2 We start from the following approximation hardness result for MAX-CUT in 3-regular graphs. We consider now such a 3-regular graph G with N = 104n vertices and construct the associated (α,
Simplifying terms, we obtain the following result.
Theorem 9. For every β > 2 and ε > 0, MAX-CUT in (α, β)-Power Law Graphs is NP-hard to approximate within a ratio
As a byproduct of the proof of the previous theorem we also obtain the following result.
Proof. Theorem 8 yields that the following decision problem is NP-complete: Given a 3-regular graph G with 104n vertices, is MAX-CUT(G)
is well defined and reduces this to the decision problem if MAX-CUT(G
, where e α = 3 β · 104n.
Remark. The reduction is not well-defined anymore for β 1, since in that case the number of degree 1 nodes does not suffice to construct the subgraphs W i , i = 2, 4, 5, . . . , ∆ in the way as described before. In the next subsection we will provide an alternative reduction which also yields the NP-hardness for β 1.
NP-Hardness for β 1
In order to prove NP-hardness of the MAX-CUT problem in (α, β)-power law graphs for β 1, we construct again a polynomial time reduction from the 3-regular MAX-CUT. We consider first the case β < 1. Then the number of degree 1 nodes is still equal to ⌊e α ⌋, while the total number of nodes is 
MAX-CUT(W i,j ) + MAX-CUT(M)
The same construction also works in the case when β = 1. We obtain the following result.
Theorem 10. For every β ∈ (0, 1], the MAX-CUT problem in (α, β)-Power Law Graphs is NP-hard.
Further Research
We prove some new results on approximability of MAX-CUT in Power Law Graphs.
It remains an open problem to settle the status of MAX-CUT in PLGs for the power law exponent β = 2, where the phase transition happens from existence of a PTAS (for constant β < 2 and for functional β slowly converging to 2 from below) to APXhardness (for any constant β > 2). Another problem concerns the design of better constant factor approximation algorithms for MAX-CUT in the case β > 2, based on SDP simulations with appropriate classes of inequalities for the low-degree vertices in the power law graph. Similar methods can be applied to other partition problems on power law graphs like MAX-BISECTION, Multiway-CUT and k-partition problems. Establishing good approximability bounds for those problems is another interesting question.
