Ensuring that crops use water and nutrients efficiently is an important strategy for increasing the profitability of farming and reducing the environmental load from agriculture. Subsurface irrigation can be an alternative to surface irrigation as a means of losing less irrigation water, but the application timing and amount are often difficult to determine. Well-defined soil and crop models are useful for assisting decision support, but most of the models developed to date have been for surface irrigation. The present study examines whether the Decision Support System for Agrotechnology Transfer (DSSAT, version 4.5) cropping system model is applicable for the production of processing tomatoes with subsurface irrigation, and it revises the soil module to simulate irrigation schemes with subsurface irrigation. Five farmed fields in California, USA, are used to test the performance of the model. The original DSSAT model fails to produce fruit yield by overestimating the water deficiency. The soil water module is then revised by introducing the movement of soil moisture due to a vertical soil moisture gradient. Moreover, an external parameter optimization system is constructed to minimize the error between the simulation and observations. The revised module reduces the errors in the soil moisture profile at each field compared to those by the original DSSAT model. The average soil moisture error decreases from 0.065 m 3 m −3 to 0.029 m 3 m −3 . The yields estimated by the modified model are in a reasonable range from 80 to 150 ton ha −1 , which is commonly observed under well-managed conditions. The present results show that although further testing is required for yield prediction, the present modification to the original DSSAT model improves the precision of the soil moisture profile under subsurface irrigation and can be used for decision support for efficient producting of processing tomatoes.
Introduction
Reducing the amount of water and nutrients used for farming with no yield penalty would not only increase the profitability of farming but also reduce the negative environmental impacts of agriculture; the latter being a major source of pollution of the aquatic and terrestrial ecosystems (Springmann et al., 2018) . Tomatoes are the most consumed vegetables in the world and require intensive management skills. In particular, high production efficiency (i.e., high yield with minimal resources) is needed when producing processing tomatoes because the farming cost and the yield are the main factors that determine the farmer's profit.
Over the past half century, various types of micro-irrigation systems have been developed for efficient managing water and nutrients for greenhouse crops and field crops (Ayars, 1999) . Of those systems, subsurface irrigation has been studied for more than 30 years and has been shown to be an efficient and productive system particularly in water-scarce environments such as California (Ayars, 1999; Ayars, 2015; Kennedy, 2013) , which produces roughly 30% of the world's processing tomatos (WPTC, 2018) . The subsurface drip irrigation system is now commonly adopted in this region (Hartz, 2008) . This involves burying irrigation pipes to a depth of roughly 30 cm to minimize the loss of irrigation water through evaporation, and doing so improves water use efficiency considerably compared to using sprinkler irrigation systems on the surface.
Despite the efficient system having been developed and introduced, the timing and amount of water and nutrients applied to the crops depend on the experience of the growers, and objective decision support information is much needed in the face of variable climatic conditions. Crop models are useful tools for simulating crop growth and then calculating the necessary and sufficient levels of irrigation and fertilizers (e.g., (Jones et al., 2003) ). Of those models, the Decision Support System for Agrotechnology Transfer (DSSAT) cropping system model is the one that is used most widely for agricultural technology transfer (Jones et al., 2003; Hoogenboom et al., 2019) . The DSSAT model is an open and versatile model for many crops, including soybean and maize, and it has been tested in locations all around the world. DSSAT provides time-series information about plant growth (e.g., leaf area index (LAI), root distribution, dry weight) using environment data (e.g., weather data) and initial parameters (e.g., nursery temperature, soil water conductivity constant) given at the beginning of the simulation. More importantly, although some tomato growth models have been developed around the world (Heuvelink, 1999; Soto et al., 2014) , the DSSAT tomato model developed by Boote et al. (2012) is the only accessible open-source model that can be used for the production of processing tomatoes.
Prior to this study, we tested the DSSAT tomato model (version 4.5) in an effort to understand the current efficiency of the tomato production system in California, USA. We found that the original model (i) is accurate for tomato growth in fields with surface irrigation but (ii) predicts much lower growth than that observed in fields with subsurface irrigation. We hypothesized that the original DSSAT model does not explain soil water movement properly for fields with subsurface irrigation, where water upflow is assumed to occur when the soil moisture content is above the saturation threshold at each layer. This soil water movement might be insufficient to simulate the vertical water movement in the soil when the water is supplied through subsurface irrigation. It is possible that the upward water movement takes place even where the soil moisture is not saturated in the lower soil layer, and we hypothesized that the original model requires a process that accounts for the unsaturated hydraulic movement to measure the efficiency of the subsurface drip irrigation system. Therefore, in the present work, we test a modified DSSAT model that incorporates the van Genuchten model (van Genuchten, 1980) to allow for the moisture movement due to subsurface irrigation. Furthermore, by introducing another parameter optimization system to adjust the physical soil parameters, we attempt to improve the accuracy of estimating soil physical properties that are closely related to soil moisture but that are difficult to measure.
Materials and methods

Modified model of soil water movement
DSSAT is a crop growth model that calculates fruit yield using data on weather, variety, and soil properties. Prior to running a simulation for the current season, "spin-up" simulations of multiple seasons are run to allow the soil organic matter and nutrients to reach a steady state. DSSAT calculates water and nutrition movement or balance in the soil plant system on a daily basis to simulate the growth, development, and yield of crop plants.
To calculate the movement of water in soil precisely and in a realistic calculation time, the soil is divided virtually into layers in DSSAT. The calculation of the water change in a soil layer in the original DSSAT is shown in Figure 1 (DSSAT manual). In the first step, initial data on the soil moisture are read from an input file or from the results of previous seasonal calculations if those have been executed. Daily variation in soil moisture at each layer is then calculated based on five processes: (i) infiltration, wherein the water input stems from irrigation and precipitation; (ii) transpiration, wherein plants absorb the water; (iii) soil evaporation, wherein the water evaporates into the air from each soil layer; (iv) capillary rise, wherein water movement is caused by capillary flow; and (v) downward flow by gravity, wherein vertical water movement occurs between adjacent soil layers (i.e., drainage). This daily variation is integrated daily to update the value of the soil moisture in each layer until the designated day for ending the calculations, which can be the planned harvest day. The final output comprises the calculation results including all the daily results in the growth season.
The original model is a "bucket-type" model (Samuel et al., 1995) in which the drainage (downward flow by gravity) is calculated from the top soil layer; if the amount of water in the next layer exceeds the upper limit, then excess water can move up to the upper layer. It also calculates capillary rise movement as an upward flow of water. However, the original model does not assume a water source in the middle of the soil layers, and it may be insufficient for reproducing the upward water movement in the subsurface drip irrigation system.
In the present study, we add another water movement to the original DSSAT model to better account for vertical water movement from the subsurface irrigation based on the van Genuchten model (van Genuchten, 1980) . The van Genuchten model is a basic model that calculates the unsaturated hydraulic conductivity of soil from the volumetric water content and soil-specific parameters. With this, vertical soil water movement between adjacent soil layers can be calculated from the conductivity and gradient of the volumetric soilmoisture content between the layers. In our case, we use this logic to calculate the water movement between two vertically adjacent soil layers. Each layer is either a 10-cm-thick shallow layer (< 75 cm deep) or a 20-or 30-cm-thick deeper layer.
Figure 1: Soil water calculation in original DSSAT cropping system model. The values of the initial water content are read from either an input file or the results of previous seasonal calculations in the initialization process. The amounts of water movement in a day due to the five processes including downward flow by gravity (drainage) and transpiration are calculated in a moisture change calculation process for each soil layer. This calculation provides the changes in water content due to each process for each soil layer. The integration process integrates those water movements and fixes the soil moisture content at the end of the day. The moisture change calculation and integration are repeated until a user-given day for ending the simulation. Finally, the calculation results are output.
The original DSSAT calculates soil moisture movement in a day in one step using the "bucket-type" model. Because this model was determined to be insufficiently is accurate for tomato growth in fields with subsurface irrigation in our previous test in California, USA, we divide the soil moisture movement calculation of one day in the original DSSAT into small time step calculations to achieve higher accuracy. The duration time of one step is indicated by ∆t bellow, and the volumetric water content change in ∆t is indicated by ∆θ. We use ∆t = 10.0 s in our calculations to ensure a sufficiently low discretization error. This means that the calculations of the soil moisture movements between soil layers in a day are divided into 8,640 short-time calculations. The trend of discretization errors depending on ∆t is estimated in Appendix D, which shows that 10.0 s is enough short time to suppress the discretization errors. In a time as short as 10 s, the water movement between a pair of adjacent soil layers is much less than soil moisture content in the layers. This means that a water movement calculation between a pair of adjacent layers has an insignificant effect on the calculations between the other pairs. For that reason, we can calculate independently the water movement between each pair of adjacent layers. Therefore, we calculate the water movement from the pair of 10 cm and 20 cm layers to lower layers. Moreover, although the water that enters the soil from rain and irrigation is contiguous during times of rainfall and irrigation, in our model irrigation and rain are input whole at midnight because we could not get the start and end time of them but only the total amount. The saturation water flow is then calculated using the original DSSAT logic. Finally, the water movement via the moisture gradient ∆θ is calculated step by step using the time step ∆t and is given by
where V in (L) is the amount of water that moves from the upper layer into layer L, V out (L) is the amount of water that moves to the lower layer, and V layer (L) is the volume of layer L. If the water moves from lower layer L + 1 to layer L by capillarity, then V out (L) is negative. The top-most layer receives precipitation, which is included in V in . At the irrigation layer, irrigation water is included in V in . At the other layers, we have that V out (L) = V in (L + 1). To simplify the model, we assume that all daily irrigation is applied at the first calculation step on the day. According to the van Genuchten model, V out (L) can be determined using the following equation (Jones et al., 2014) :
where ∆z(L) is the thickness of layer L, D GM is the geometric mean of the hydraulic diffusivity of layers L and L + 1, and K GM is the geometric mean of the hydraulic conductivity:
where Ψ is the soil suction head. According to the van Genuchten model, K(θ) is given by
where K s is the saturated hydraulic conductivity, l is the pore-connectivity coefficient, and n, θ r , and θ s are the van Genuchten parameters. According to the work of Mualem et. (1976) and Kosugi (2007) , we used 0.5 for the value of l, and Ψ is given by
where α is another parameter in the van Genuchten model.
Information about test fields and observation data
To test the modified model, we use five fields in California, USA, in which the subsurface drip irrigation systems are used. The planting pattern and depth of the irrigation pipes vary from field to field (Figure 2 ), but ridge bed cultivation is practiced in all the fields, with the ridge bed width being 120 or 150 cm. The seedlings are planted in one row per bed in fields A, D, and E and in two rows per bed in fields B and C. The depth of the irrigation pipes ranged from 20 to 36 cm below the top of the ridge bed; this depth varies according to the field (as shown in Figure 2 ) along with the positions of the plants and the soil moisture sensors. All the crop management including the irrigation and fertilization is done by the farmers, and the farming data provided by the farmers are among the input data for the simulation. The weather data (i.e., air temperature, humidity, solar radiation, precipitation, and wind speed) for the simulation are collected by weather stations (DACOM WEATHER STATION) provided by DACOM (DACOM, Emmen, The Nederlands) or weather sensors (CIMIS Sensors) provided by CIMIS (CIMIS) depending on the distance between the field and weather stations. The measured LAI data are converted from the observation data of the Sentinel-2 satellite (ESA) , which are from band 4 (red: 0.665 µm) and band 8 (near-infrared: 0.842 µm). The conversion equation (Clevers, 1988; Clevers, 1991) is
where a is the combined value of the extinction and scattering coefficients, and W DV I ∞ is the asymptotic value of W DV I, the weighted difference vegetation index, which is calculated as
where r ir is the measured near-infrared reflectance, r r is the measured red reflectance and
where r s,ir and r s,r are the near-infrared and red reflectance of the soil respectively. We estimate C soil from the satellite data obtained just before planting at each field. We use the TerraSen soil moisture sensor (DACOM, Emmen, The Nederlands) to measure the soil moisture at depths of 10, 20, 30, 40, and 50 cm. The measurements made at two points in one field could differ because of the errors and installation point of each sensor; we treat the data from each sensor as true values expect for the clearly anomalous values at L1 as discussed later. We run the parameter optimization system described in Section 2.3 and the original/modified DSSAT for each sensor.
We use the soil analysis data from the beginning of the season for the initial conditions (organic carbon, total nitrogen, pH, cation exchange capacity) and soil type (ratio of clay, silt, and sand) in DSSAT. To obtain the information in a satellite picture element, we take samples for soil analysis from five points in a 10 × 10 m 2 square centered on the position of the soil moisture sensors. We sample two different soil layers (5-15 and 25-40 cm) at each sampling point, and we analyze a mixed sample from the five points for each layer.
Detailed information regarding the fields is given in Table 1 and 2, and the relative field positions in California are shown in Figure 3 . Figure 3 : Relative field positions in California. Because the fields are spread across three areas, the present model can be tested using three sets of weather conditions and soil types.
Parameter optimization
The parameters necessary for the modified DSSAT listed in Table 3 were estimated through optimization using the measurement data. van Genuchten model parameter
In the original DSSAT system, the user must in principle specify the values of all parameters before simulation. However, despite having considerable influence on the simulation results, several of the parameters are difficult to specify or measure. In the present study, we introduce an additional parameter optimization system that estimates some of the key parameters and initial values using observed data obtained prior to beginning the calculations; these include initial soil moisture data and satellite images. Moreover, the accuracy can be improved during the season by running the parameter optimization system every day using all the data from before that day. In other words, the parameters are updated with all newly observed data, including soil moisture data and satellite data. We choose three days in a season as "analysis days" for which to show the calculation results in Section 3 and the Appendices. Simulation on an analysis day (e.g., May 10) means a simulation using data obtained prior to that date to calibrate the parameters using the parameter optimization system.
The parameter optimization system in the revised system comprises the original DSSAT parameter optimization system (OPOS) and an additional parameter optimization system (APOS). OPOS calculates the parameters of the original DSSAT as given in Table 3 using PSO, whose evaluation function comprises (i) the difference between the simulated LAI value and the estimated from satellite images from Sentinel-2 (ESA) and (ii) the difference between simulated soil moisture value and that observed from the soil moisture sensor of five layers. We used the satellite data to create band WDVI data that we then converted into LAI values as observed LAI data. APOS estimates the parameters of the additional model as given in Table 3 again using PSO with an evaluation function that uses the difference between observed data and simulated value of five layers soil moisture. To maintain a realistic number of estimated parameters for one PSO, we separate the parameters into OPOS and APOS. In addition, we execute OPOS once before APOS and once after to avoid convergence at local minima. In the APOS calculation, Ks and the parameters for the pF curve (Ψ) are estimated. Meanwhile, we use literature values (van Genuchten, 1980; SAKAI and TORIDE, 2009 ) for all parameters except K s for the K(θ) calculation to simplify the parameter optimization. Figure  4 shows a diagram of the sequence of parameter estimation. Literature values are used for θ r , θ s , l , and n for the calculation of K GM , whereas α, θ r , θ s , and n for the calculation of Ψ are estimated via APOS. The same literature values are used for the initial value in APOS. Regarding the initial values of K s , because the literature value of K s have large dispersion, we integrated the information from six sources (SAKAI and TORIDE, 2009 ; USDA, Saturated HC; SB Dovey et al., 2011; Acknowledgments HP; Soil Management HP; GlobalSecurity.org) to obtain the reference values listed in Table 4 . Figure 4 : Flow of parameter use. A water movement ∆θ is calculated using the hydraulic diffusivity D and the hydraulic conductivity K. K builds up with the van Genuchten model parameters l , n , θ r , and θ S , the saturated hydraulic conductivity K s , and the soil moisture θ. Furthermore, D is made up of α, θ r , θ S , and n, which are the van Genuchten model parameters K and θ. To simplify the parameter optimization, the van Genuchten model parameters used in K are fixed at literature values. We run the parameter optimization systems (APOS and OPOS) and original/modified DSSAT simulation on three analysis days (May 10, May 30, and June 19) in the season for each of the two sensors in the five fields. In the analysis on each analysis day, only the data before the day of the analysis are used of the calculation processes.
To assess the effects of the modified DSSAT, we also show the results given by the original DSSAT with slight modification to change the irrigation input layer. For fair comparison, this original DSSAT calculation also uses the same OPOS to estimate the parameters in the original DSSAT.
To determine the amount of irrigation subsequent to the analysis day, we use the "automatic irrigation" (AI) function as implemented originally in DSSAT. The AI function calculates the future irrigation from the differences between the simulated soil moisture values at all layers without irrigation on a future day and the target soil moisture value. The target value is often set as the DUL to keep enough water in the soil. In our case, we tune the target value by using irrigation values applied in the past. Figure 5 shows how the target value is set and how the output future irrigation values from the analysis day (i.e., at timet = 0) are calculated. First, DSSAT calculates SM 0 (0), which is the estimated soil moisture value at t = 0 with no irrigation. The target soil moisture value T is then calculated as
where P I(t) is the irrigation amount (also including precipitation) applied in the past. Finally, the future irrigation F I(t) is calculated as
where R(t) is the precipitation forecast on day t. This method of calculating the irrigation can prevent large differences from the levels of irrigation used in the recent past and can incorporate the views of the farmer if he/she determined those previous levels of irrigation. Because the AI function and method to tune the target value method calculate future irrigation, it does not affect the calculation results from before the analysis day that are used to compare with the observed values.
Figure 5: Schematic of method for calculating future irrigation. On the vertical axis, soil moisture and irrigation amount are expressed in the same units (e.g., cm) to allow comparison. DUL is the volumetric soil moisture content at the drained upper limit. SM 0 (0) is the soil moisture with irrigation on the analysis day (time t = 0) as calculated by DSSAT. The target soil moisture T is set at the sum of SM 0 (0) and the average of the irrigation over the past seven days (P I(−7) ∼ P I(−1)). The calculated future irrigation F I(t) is the difference between T and SM 0 (t). To compare the irrigation amounts calculated by the original model and the modified model, we use the method described below. A conceptual example is shown in Figure 6 . Because irrigation control at the start of the season depends not only on plant growth but also on other farm operation such as weeding and agrochemical use, even if the original or modified DSSAT provides the farming schedule on the base of the basic growth of the plant, it cannot be performed. Therefore, to practically compare the models, we assume that the same irrigation is applied in the first two weeks. For this purpose, for all the calculations we use the actual irrigation given for 14 days from the transplant day. We then use each model to calculate the irrigation for 60 days after the 14th day. The parameters in these calculations are estimated from a simulation whose analysis day is June 19. In Section 3.2, comparison result of the total irrigation over the 60 days given by the two models is shown.
Method for calculating errors in soil moisture simulation
In this section, we describe the method for estimating the errors due to the original DSSAT and the modified DSSAT, and we compare the two models quantitatively. The raw calculation results on which the quantitative comparison is based are given in the Appendices.
As above, there are two sensors in a field, and we run the parameter optimization system and the models for three analysis days for each sensor. Accordingly, we have six sets of results for one field. We calculate the root mean square error (RMSE) between the simulation results and the observed data for the original DSSAT and the modified DSSAT by
where is the RMSE, d is an index for the day, l is an index for the soil layer, O d,l and S d,l are the observed and simulated values, respectively, for the given day and layer, and N d is the total number of observed days. In the RMSE calculation, days with no observed soil moisture data are ignored. The values of depend on the model (m : ori or mod), field (f : A, · · · , E), sensor (S : 1 or 2), soil layer(l : 1, · · · , 5), and analysis day (A d : May 10, May 30, or June 19). All of the calculated values of are given in the Appendices. To evaluate the improvement of the modified DSSAT compared to the original DSSAT, the following error E is calculated:
where N l is the total number of layers used in the calculation, N A d is the total number of analysis days (i.e., three) and N S is the total number of sensors (i.e., two).
Results
Simulations using original DSSAT model
An example of the simulation results obtained using the original DSSAT is shown in Figure 7 . These results are for field E on June 19 as the analysis day. There are clearly large differences between the observed and simulated soil moisture in all the layers: the average difference among the five layers is 0.068 m 3 m −3 . In particular, the simulated soil moisture in the 10 cm layer decreases at the beginning of the season, whereas the observed value remained almost constant. This implies that the original DSSAT model does not reproduce the upward movement of water from the 20-cm-deep irrigation pipe well. Consequently, the original model underestimates leaf area and total crop weight. The actual yield of field E exceeds 100 ton ha −1 , but the simulation fails to produce any fruit. . Left: observed and simulated LAI and simulated yield (total weight of fruit). Middle: observed and simulated soil moisture in 10 cm and 20 cm layers. Right: observed and simulated soil moisture in 30 cm, 40 cm, and 50 cm layers. There are large difference between the simulation and observed data, and the calculated yield is very low. These results indicate that the model could not simulate the plant and soil behavior.
Improved soil moisture simulation using modified DSSAT
The modified DSSAT model with the same input data as in Section 3.1 results in very different simulation results (Figure 8 ) from those obtained using the original DSSAT model (Figure 7) . The difference in soil moisture between the measured data and the simulation results is 0.018 m 3 m −3 , which is much smaller than the difference of 0.068 m 3 m −3 in the case of the original DSSAT model as shown above. Note that the simulation yield increases to 150 ton ha −1 , which is close to the area's average yield 120 ton ha −1 (USDA, 2018 Tomato Report). The quantitative comparison results using all the soil layers (N l = 5, l = 1, · · · , 5) are shown in Figure 9 as "Original DSSAT" and "Modified DSSAT". 
Modified DSSAT Modified DSSAT L2-5
Figure 9: Soil moisture differences between original model and modified model: E m,f . "Original DSSAT" and "Modified DSSAT" are the results obtained by simulation using all the observed soil moisture data. "Original DSSAT L2-5" and "Modified DSSAT L2-5" are the results without data at 10 cm in fields B and C. The ignored data for these fields contain large errors because of the high clay content of the soil. The results with the modified DSSAT are better than those with the original DSSAT in each case.
According to these results, the errors in the soil moisture simulation are suppressed for all the fields. The average error Σ f E m,f for all the fields decreases from 0.081 m 3 m −3 to 0.048 m 3 m −3 . The errors for fields B and C, which are high clay fields, are larger than those for the other fields regardless of the model used. We found that this is due to some problems with the soil moisture sensors because the measured soil moisture data for the 10 cm layer are very low compared to those of 20 cm layer. For this reason, we redo the calculations for those two fields without using the data for the 10 cm layer. These results are also shown in Figure 9 , and they show the advantage of the modified DSSAT over the original DSSAT for all the fields. The all-field average error Σ f E m,f decreases from 0.065 m 3 m −3 to 0.029 m 3 m −3 . The results for the calculated irrigation are compared in Figure 10 . Figure 10: Comparison of irrigation amounts for 60 days in a season among farmer allocation, original DSSAT, and modified DSSAT with calculated average yield. Whereas the irrigation with the original DSSAT is much lower than that allocated by the farmer, the modified DSSAT calculates an amount that is comparable with that allocated by the farmer. In addition, the yields calculated by the modified DSSAT are reasonable.
The amount of irrigation calculated by the original DSSAT is very much lower than the actual irrigation because the plants in the model could not grow well under the poor irrigation input caused by unrealistic soil moisture. By contrast, the irrigation amount calculated by the modified DSSAT is similar to the actual value. Furthermore, four of the five fields have lower calculated irrigation amounts relative to the actual irrigation. This indicates the possibility of reducing the amount of irrigation by using this model. The calculated yield is also shown in Figure 10 . The average tomato yield in this area is −120 ton ha −1
(USDA, 2018 Tomato Report), whereas the original DSSAT calculates yields that do not exceed 50 ton ha −1 . This indicates that there is a large discrepancy between actual fields and the model. By contrast, 24 of 30 analyses (= 80 %) using the modified DSSAT results in more than 50 ton ha −1 (see Appendix B). In particular, all of the calculated yields for June 19 exceed 50 ton ha −1 , which means that the accuracy of the simulation analysis increases with an increasing amount of observation data.
As shown in Figure 9 , the soil moisture values simulated by the modified DSSAT are closer to the measured data than are those the original DSSAT in each case. Moreover, the calculated yield, which was almost zero with the original DSSAT, is realistic with the modified DSSAT. Consequently, we have improved the water balance calculation in DSSAT, especially for fields with subsurface irrigation.
The original DSSAT model is not developed for the irrigation tubes located underground and it performs poorly in the subsurface irrigation system. However, subsurface irrigation systems are used widely around the world for tomatoes to save water. Therefore, we modified the model by not only changing the irrigation position but also adding a soil water movement model driven by the soil moisture gradient to improve the calculation of water movement in the soil of fields with subsurface irrigation. We collected basic field data, satellite data, soil moisture data, weather data, and farming data for five tomato fields in California. The parameters used in the model were estimated by PSO to suppress the differences between the simulation and observed data; the modified DSSAT halved the errors in the soil moisture compared to the original model. Consequently, the simulated crop yield, which was almost zero with the original model, became realistic and close to the average yield for the studied area, namely 120 ton ha −1 (USDA, 2018 Tomato Report). The present study led to the following improvements for simulations with much higher accuracy. 1. Improved coherence of soil parameters. To simplify the parameter optimization and reduce the calculation cost, we used literature values for θ r , θ S , and n to optimize K GM , which were not matching with the θ r , θ S , and n values used in the pF curve (Ψ). Even the effect can be ignored for this first trial modified model because the initial values for Φ optimization are the same as those used in the K GM optimization. If we can estimate K GM and Φ at the same time using the same parameters, then the parameters can be closer to the true values.
2. Improved measurement of soil moisture in the 10 cm layer in high clay fields. We could not use the soil moisture data for the 10 cm layer for parameter optimization in the present high clay fields because we found that the measured soil moisture data were not realistic for those fields. Sensor calibration or improved sensor installation would resolve this issue and improve the simulation accuracy.
3. Improved accuracy of water input timing. Irrigation and precipitation were assumed to be input at midnight in the calculations. However, if we could use timed information about irrigation and precipitation, then we could input that information into the simulation at the same times as in reality. Precise flow meters and rain gauges are needed for this improvement.
In the present study, we compared the irrigation amounts calculated by the original and modified models with the actual amounts in five fields. The most effective irrigation reduction was that in the calculation for field D, whose irrigation amount calculated by the modified model was 19% less than that allocated by the farmer. Although one of the total irrigation amounts calculated by the modified model was more than that allocated by tha farmer, for four of the five fields the modified model calculated a lower amount of irrigation. This suggests the possibility of saving water by using the model to control the irrigation amount. Enhancing the simulation accuracy would be a realistic approach to saving water in agriculture.
Our aim in the present study was to make a practical system by improving the accuracy while using minimal data. From the results, our new system achieved sufficiently high accuracy to be applied in practice to actual fields with subsurface irrigation because of the new soil moisture movement logic and the calibration with observed data. In future work, we will develop an even newer system by using multi-seasonal data besides the improvements herein to improve the accuracy of simulations and irrigation calculations.
All of the analysis results obtained using the original DSSAT are presented in this section. There were two soil moisture sensors (S1 and S2) in each field, and we chose three analysis days for each sensor. In the each analysis, only the data collected before the day of the analysis are used for the calculation process to assess the application potency of the model in a particular season. In each group of three graphs, the one on the left shows the LAI and the yield (total fruit weight), the one in the middle shows the soil moisture in the 10 cm and 20 cm layers, and the one on the right shows the soil moisture in the 30 cm, 40 cm, and 50 cm layers. Lines show the results calculated by the model, and points show the observed data. Most of the results show unnatural growth (either very high/low LAI or very low yield), behavior that is inconsistent with the observed data, or both. 
B All analysis results from modified DSSAT
All of the analysis result by the modified DSSAT is shown in this section. There were two soil moisture sensors (S1 and S2) in each field, and we chose three analysis days for each sensor. In the each analysis, only the data collected before the day of the analysis are used for the calculation process to assess the application potency of the model in a particular season. In each group of three graphs, the one on the left shows the LAI and the yield (total fruit weight), the one in the middle shows the soil moisture in the 10 cm and 20 cm layers, and the one on the right shows the soil moisture in the 30, 40, and 50 cm layers. Lines show the results calculated by the model, and points show the observed data. Most of the results are consistent with the observed data and a reasonable yield is calculated, which means that the model has been improved. 
D Discretization errors depending on ∆t
To check whether the discretization errors caused by ∆t are small enough for soil moisture simulation, test calculations are performed, wherein we change the value of ∆t between 1 and 20,000 s, and perform simulations under parameter optimized environments for all three analysis days of both sensors in all five fields. We calculate the relative soil moisture error γ based on the simulation error using ∆t = 1 s. Thus, γ can be expressed as follows:
where δ(∆t) is
Here l and d are indexes for the soil layer and the day, respectively; N l and N d are the total number of layers and days, respectively; O d,l and S d,l (∆t) are the observed and simulated soil moisture values, respectively, wherein S d,l (∆t) depends on ∆t caused by discretization error. Figure 11 shows the trend of the calculated γ. As can be seen therein, if ∆t is 10 s, the error of all simulations is the same as that for ∆t = 1 s, implying that the discretization error of the ∆t = 10 s case is small enough for the simulation.
Figure 11: Relative soil moisture error based on simulation error using ∆t = 1 s. The different colors represent the different field names, analysis days and sensor numbers. If large ∆t (e.g., 1,000 and 10,000 s) is used, the soil moisture simulation error can rise much higher than the ∆t = 1 s case. If ∆t is 10 s, the discretization error is as small as the case of ∆t = 1 s.
