ABSTRACT The distributed cubature Kalman filter is widely used in the field of target tracking, however, the presence of model uncertainties will undermine its tracking stability and effectiveness for tracking maneuvering target. In order to eliminate this effect on maneuvering target tracking, this paper develops a distributed consensus based strong tracking cubature Kalman filter scheme. First, each node obtains its local estimation with the usage of local observations via strong tracking cubature Kalman filter, where the suboptimal fading factor and adaptive factor are introduced for adaptively modifying the filter gain. Then, the designed filter gain is used for updating the local state estimation. Second, after all, nodes have achieved its local estimation, each node exchanges its local estimation to its neighbors and updates its local estimation according to the consensus communication protocol. It can be further proved that the distributed interaction between neighbors will contribute to enhancing the tracking stability. The detailed proof for stochastic boundedness of the estimation error is analyzed by introducing a stochastic process. Simulation results demonstrate that the proposed algorithm can achieve higher tracking accuracy than the existing methods for tracking a maneuvering target.
as centralized method. G. Battistelli et al. propose consensusbased linear and nonlinear filtering [11] and W. Y. Li et al. propose a weighted average consensus-based unscented kalman filtering [12] . The main idea of consensus based distributed estimation is to reach consensus of the state estimation and measurements by spreading the available information between sensor nodes [13] . The consensus-based algorithm for DSE problem include consensus on information (CI), consensus on measurements (CM), and consensus on estimation (CE) [11] . The CE algorithm, which is based on the idea of spreading the available information over sensor network by performing average consensus of the local estimation at each time instant, can be used to solve the DSE problem. The consensus based distributed information filtering algorithm is proposed in [14] , which has the advantage of consensus estimation and information filtering fusion. Consensus based estimation for nonlinear system is more challenging and has been a focal point of state estimation research for many years [15] , [16] .
In the past few decades, the filtering algorithm for nonlinear system has been studied widely [16] [17] [18] . Ienkaran Arasaratnam et al. have proposed the cubature Kalman filters (CKF) [19] . Then CKF algorithm become a popular filter algorithm to solve the DSE problem because it has an excellent performance while dealing with the high-order nonlinear system. Ding et al. propose distributed algorithm-based CKF algorithm, which can achieve the high-precision filtering and strongly robust to node failures based on the information filter and weight-average consensus method [20] . Adaptive cubature Kalman filter (ACKF) is proposed by Tan et al. and it can adjust the weight matrix between node and its neighbor to improve the convergence rate of consensus iteration adaptively [21] . Both of the algorithm mentioned above can achieve target tracking in a certain degree, but neither of them can reduce the effect of the previous bad measurement on the current estimation, which is important for tracking a maneuvering target. Y. H. et al. propose adaptive tracking algorithm based on modified strong tracking filter (MSTF), which is suitable for tracking maneuvering target and nonmaneuvering target [22] . However, the MSTF algorithm does not consider the distributed state estimation for maneuvering target.
It has been realized for many years that traditional filtering method has low accuracy for state estimation of maneuvering target and the result of state estimation is very susceptible to measurement noise [3] , [23] . How to improve the accuracy of state estimation for maneuvering target has been a central topic in state estimation. It is, however, impossible to eliminate the effect of noise completely. Besides, centralized estimation can achieve high tracking accuracy at the expense of increasing the burden of network communication. It is a fact that available techniques cannot solve the problems mentioned above at the same time.
This paper proposes a consensus based strong tracking adaptive cubature Kalman filter (CSTA-CKF) algorithm for mobile sensor network to solve DSE problem of nonlinear system, which takes advantage of strong tracking adaptive cubature Kalman filter and consensus algorithm. The algorithm is consisted of two steps. The first step is local filter stage. In that stage, the suboptimal fading factor is introduced firstly to adjust the filter gain, which makes the residual sequences orthogonal to achieve the strong tracking for maneuvering target. Then, we introduce a bounded adaptive factor to balance the weight of state prediction and measurement when the measurement is affected largely by noise. The second step is consensus process. In this step, each node exchanges its local estimation with neighbor node and then updates its local estimation according to the consensus communication protocol to achieve global optimal estimation of target state. Besides, the communication topology need not to be connected completely and the burden of communication is reduced largely for each sensor node only communicates with its neighbor in the consensus process.
The rest of the paper is organized as follows. Section 2 gives some basic concepts of graph theory and nonlinear system. Section 3 introduces the standard CKF filtering algorithm and strong tracking adaptive cubature kalman filter. Section 4 introduces the consensus algorithm and gives the consensus based strong tracking adaptive cubature Kalman filter algorithm and compared it with some other filter algorithms for nonlinear system. The stochastic boundedness of the algorithm is analyzed and the detailed proof is given in Section 5. Section 6 gives a simulation example. Section 7 concludes the paper.
II. PROBLEM DESCRIPTION
In this section, some basic concepts and results on graph theory are introduced and the problem description is presented.
A. BASIC CONCEPTS ON GRAPH THEORY
Let G = {V , E} be an undirected graph of order N , where V = {1, 2, . . . , N } is the node set and E ⊂ V × V is the edge set. Two nodes are said to be connected if they can communicate directly with each other. The adjacency matrix A with elements a ij is defined by a ij > 0 if and only if (j, i) ∈ E, and a ij = 0 otherwise. For an undirected graph, if (j, i) ∈ E, then (i, j) ∈ E. The set of nodes connected with a certain node i is called the neighbor set of node i and the set is denoted by N i . Let deg in (i) = 
B. PROBLEM DESCRIPTION
Assume that a set of nodes are evenly distributed in space. All the nodes cannot obtain the real state of the target directly. However, the nodes can get the distance and angle of the target through certain sensors. Then the following equations (1) VOLUME 7, 2019 and (2) can describe the discrete-time nonlinear system:
where x k ∈ R n is the state vector of the system, z i k ∈ R m represents the observation vector of node i, k is the sample instant time, f (·) and h i (·) are the nonlinear state transition function and measurement function respectively. w k represents the process noise and v i k represents the observation noise, which covariance matrices are Q k and R i k . Each node can obtain the global optimal state estimation based on local measurements and neighboring information using the consensus Kalman filter. In the consensus process, the state estimation and intermediate states are exchanged among the nodes to reach the estimation consensus. Consider that each observation node should exchange their local state estimation at every sampling time instant, which cause the sensor network have to process a great deal of data. As a result, it will inevitably aggravate the burden of sensor network. Although exchanging information at every sampling instant contributes to the accuracy of the state estimation, it is a good choice to decrease the times of communication on the premise of satisfying the accuracy requirements in order to reduce the burden of the network.
III. STRONG TRACKING ADAPTIVE CUBATURE KALMAN FILTER
Cubature Kalman filtering (CKF) algorithm has been one of the most popular filter algorithms for nonlinear system [19] . However, the CKF algorithm has low precision when estimating the state of maneuvering target. The strong tracking adaptive cubature Kalman filtering (STA-CKF) algorithm can estimate the state of maneuvering target with high precision for the suboptimal fading factor and the adaptive factor are introduced to weaken the effect of the previous measurement on the current estimation and balance the weight of prediction and measurement of state respectively. In this section, the CKF algorithm is given first, then the STA-CKF is introduced.
A. CUBATURE KALMAN FILTER
In this section, the standard CKF filtering algorithm is introduced first.
1) PREDICT
For each sensor node i (i ∈ N ), which is included in the sensor network, one initialize the estimation of statex i 0 and error variance matrix P i 0 according to the following equationŝ
where i = 1, 2, · · · , N .
By using the Cholesky decomposition approach, one gets the equation
Then 2n cubature points can be obtained according to the following equation
where r = 1, 2, · · · 2n, ζ r is the rth element of the following equation
Then the propagated cubature points can be obtained by the following transform function
Next the one step prediction can be completed according tô
2) UPDATE
The obtained cubature points can be transformed into the forms as below based on the measurement function Z i,r
where
k is the transformed points. Then the prediction of measurement and error covariance can be obtained according to the equations below.
The filter gain can be calculated by
In the final step, the state estimation and error variance of node i at time k can be updated according to the following equationsx
Remark 1: CKF and UKF algorithm are based on Bayesian filter for nonlinear system. CKF gets 2n cubature points based on three-order spherical radial criterion and then calculates the Gaussian weighted integral. UKF calculates the Gaussian weights through a set of sigma points. The sigma points have one more center points than cubature points and those points occupy a higher weights. The center points is negative while approximating the high-dimensional nonlinear system. For example, the covariance is proved nonpositive and indefinite due to those negative center sigma points with high weight. Meanwhile, EKF is another filter algorithm for nonlinear system and it has low precision when dealing with second-order nonlinear system due to it expands the nonlinear function into Taylor series and ignores the second-order and above terms. In that case, CKF is better than EKF.
B. STRONG TRACKING ADAPTIVE CUBATURE KALMAN FILTER ALGORITHM
The strong tracking adaptive cubature kalman filter algorithm has been one of the most popular algorithm for solving target tracking problem. H. W. Zhang et al. propose strong tracking SCKF based on adaptive CS model for maneuvering aircraft tracking [24] and R. Wang et al. propose a fusion algorithm based on adaptive cubature strong tracking filter for target tracking [25] . The general form of the strong tracking adaptive cubature Kalman filter is summarized in this section.
According to the CKF filtering algorithm, the one step prediction of state and variance can be obtained as follow equationŝ
In order to track maneuvering targets accurately, we introduce a suboptimal fading factor λ k to adjust the variance P i k+1|k in real-time. Then adjust the filter gain to force the residual sequences orthogonal to achieve the strong tracking of the target. The suboptimal fading factor λ k can be calculated by follow formulas.
where tr[·] is matrix trace. β(β 1) is the weaken factor, which can smooth the estimation. H k is the Jacques matrix and V k is the measurement residual covariance, which can be calculated by the equation
where ρ is the forgotten factor and let ρ = 0.95 generally. γ 1 is the measurement covariance. After introducing the suboptimal fading factor λ k , the prediction step covariance matrix can be calculated by the follow equation according to equation (6), (10), (11) -(13)
Remark 2: The suboptimal fading factor λ k is introduced to reduce the influence of past data on the current data and make the filter gain can be adjusted online and achieve targets stable tracking. Moreover, λ k has no affect on the convergence speed of covariance due to it can be regarded as a constant, which can be calculate online.
Under normal measurement circumstance, the true value of measurement covariance equals the measured value. The formula below is satisfied.
When bad measurement occurs, equation (25) cannot be satisfied. By introducing an adaptive factor to form adaptive cubature Kalman filter, the equation below is satisfied.
Assumed that the adaptive factor µ k is bounded and it can be calculated by
The adaptive factor can balance the weight of prediction and measurement of state, and fade the effect of target maneuvering on filter. Thus improving the filter accuracy.
The ACKF algorithm is applied only when the target has maneuvering and the normal CKF algorithm is used under normal circumstance. The algorithm is chosen according to the measurement value. Assumed that the measurement value obey the χ 2 distribution of n: Y ∼ χ 2 (n). Select the confidence interval α: P{χ 2 < χ 2 α,M } = 1 − α, 0 < α < 1. The threshold of the measured value detection can be determined according to the confidence level and the criterion for adaptive selection switching is: CKF:
Next update the measurement to achieve STA-CKF algorithm, one can get
IV. CONSENSUS ALGORITHM AND CONSENSUS BASED STRONG TRACKING ADAPTIVE CUBATURE KALMAN FILTER A. CONSENSUS ALGORITHM
The consensus method has received extensive attention due to its wide applications [26] [27] [28] . The distributed state estimation problem for sensor network can be treated as a consensus problem [15] . In the local filtering stage, each node gets an estimation of the target state by applying the filtering algorithm based on the local prediction and measurement information. In the consensus iteration process, each sensor node interacts information with its neighbor. In the final of the consensus process, each node reaches consensus. The state estimationx i k and covariance matrix P i k are selected as information pairs, which can reach a same level in the final of the consensus process. According to [12] , the consensus method can be summarized as follow equation.
where l represents the iteration times of consensus.x i k and P i k are the state estimation and covariance matrix of node i at time k.x i k,l and P i k,l are the variables of lth step in the consensus process, which satisfieŝ
where N i is the neighbor of node i. π i,j (j ∈ N i ) is the consensus weight, which satisfy
Based on the nonlinear filtering algorithm, each node obtains the local state estimation. In the consensus step, each node interacts estimation information with its neighbor. Finally, each node gets estimation of the target state according to the local measurements and information from neighbor to reach the estimation consensus. Noticed that the distributed sensor nodes only exchange information with its neighbor during the consensus process, which can decrease the burden of communication network. In the centralized model, the center node cannot deal with the huge real-time dataflow when the communication network is large enough.
B. CONSENSUS BASED STRONG TRACKING ADAPTIVE CUBATURE KALMAN FILTER ALGORITHM AND SOME OTHER CONSENSUS BASED ALGORITHMS
According to equation (28)-(32), we can complete the CSTA-CKF algorithm by following two steps. First, one
with its neighbor and fuse the state estimation and error covariance according to the consensus algorithm beloŵ
Finally, the state estimation of target based on the CSTA-CKF algorithm can be obtained bŷ
Remark 3: The Algorithm 1 is summarized under the circumstance of fixed topology. The Algorithm is also suitable for switching topologies with the conditions that the isolated nodes do not exist in the switched topologies and the topology weights satisfying
The CSTA-CKF proposed in this paper is summarized in Algorithm 1. For comparison, the consensus based extended Kalman filtering (CEKF) algorithm is summarized in Algorithm 2 and the consensus based unscented Kalman filtering (CUKF) algorithm is summarized in Algorithm 3.
V. STOCHASTIC BOUNDEDNESS OF THE ESTIMATION ERROR
The most commonly used criterion for the filter performance is the algorithm's boundedness in the sense of mean square error (MSE). The estimation error of the standard CKF algorithm has been proven to be bounded. In this section, some basic preliminaries on stochastic boundedness are presented and the boundedness proof of the CSTA-CKF algorithm under mean square error is proposed. Consider the system described by equation (1) and (2) . Motivated by the technique in [2] , [4] , [28] , we derive a pseudo system matrix and observation matrix in this sensor network in order to analyze the boundedness of CSTA-CKF algorithm. S i k−1 and O i k can be defined by
Meanwhile, one introduce the compensation diagonal matrices α i
. . , β i k,n ) to compensensate the error caused by the approximation. Then the system can be rewritten as 
. 4) Update the measurement to achieve STACKF algorithm.
) information with its neighbors. c) Combine the state estimation and error covariance according to the consensus algorithm:
6) Then the state estimation can be obtained bŷ
and then we can get the inequalities (45), (46), (47), (48) when each k 0: 
Algorithm 2 Consensus Based EKF Algorithm 1) Calculate the one step prediction based on the EKF
2) Update the state and covariance matrix
Initialize the information pairs with the follow equationŝ 
5) Set the state estimation aŝ
Lemma 1: [29] Provided that ς k is a stochastic variable and V (ς k ) is a stochastic process, then there exist real numbers v min > 0, v max > 0 and µ > 0, 0 < λ 1, such that
are satisfied. Moreover, the stochastic process can be proved to be bounded in the sense of mean square error, which means
Lemma 2: [30] Provided that A ∈ R n×n , B ∈ R n×n , and C ∈ R n×n , if A > 0 and C > 0, one can get Ȳ + for any k 1 and i ∈ N . Theorem 1: Consider a nonlinear system described by (1) and (2) . In the case that Assumption 1 and Assumption 2 are established, the topology remains unchanged during the consensus iteration and the consensus weight matrix is row stochastic and primitive at time instant k, the error of state VOLUME 7, 2019 Algorithm 3 Consensus Based UKF Algorithm 1) Collect a set of points and weights ω i using sampling rules of UKF.
. 2) Calculate one-step prediction of points set.
Calculate the prediction and covariance of the state.
Generate a new set of points according to the one-step prediction based on UT transform. 
7) The Kalman gain can be obtained by 
8) Next update the prediction and covariance of state bŷ
10) Set the state estimation aŝ
estimation satisfies
k , e represents a constant value.
Proof: At node i, first define the prediction error as 
A stochastic process is selected as below:
According to the Assumption 1 and Lemma 2, one can get
From Assumption 2, we get
Meanwhile, one can get
Under the circumstance of noise-free. One can get
whereτ < 1.
Then define λ = 1 −τ ,according to (
Consider the process noise and measurement noise, one can get
where n and m represent the dimensions of x k and z i k , N is the number of the nodes.
According to equation (70) and (54),
According to Lemma 3, it can be concluded that the stochastic processx k+1|k is bounded in the sense of mean square error. So thex i k+1|k is bounded in the sense of mean square error. Besides, according to the equatioñ
and finally one gets
Taking the same method, it shows that w k is also bounded in the sense of mean square error. Finally, We can prove that the estimation error is bounded in the sense of mean square error. The proof is completed.
VI. ILLUSTRATIVE EXAMPLE
In this section, a simulation example is given to compare the availability of the STACKF, CEKF, CUKF, CCKF and CSTACKF. The mobile sensor network on the ground is designed to track the target in the sky. The network consist one moving node and three static nodes. The initial position of the static nodes is (2500,1000) km, (3500,1000) km, (4500,1000) km and the position of moving node is (1500,0) km with a 10 km/s speed in the X direction and 20 km/s speed in the Y direction. The height of the sensor node is 0. The measurement function can be express as the equation
h is the height difference between target and sensor node. v i k is the measurement noise at time k. ψ i k and θ i k is the azimuth angle and pitch angle, respectively. r i k represents the distance between target and sensor node.
The topology of the sensor network can be illustrated by Fig. 1 and each node can only communicates with its neighbor in the consensus process. Besides, π i,j represents the consensus weights in the consensus weight matrix . According to the Metropolis weights rule, we get
where d i is the degree of node i. The consensus weight matrix can be selected as 
Figs. 2 and 3 illustrate the sensor 1's position, the sensor 2's position, the sensor 3's position, the sensor 4's trajectory and target's trajectory in 2-dimensional and 3-dimensional respectively. Note that the sensor node and the target are not at the same height, so it can be guaranteed that the trajectory of the moving node does not intersect with the trajectory of the target. Besides, it can be seen from Fig. 2 that the target makes maneuvering at the position (2000,4000) km and position (4000,2500) km.
The filtered trajectory in 2-dimensional and 3-dimensional based on the CEKF, CUKF, CCKF and CSTA-CKF are shown in Figs. 4 and 5, respectively. At the beginning, there exists a large tracking error between target trajectory and filtered trajectory. The tracking error of CSTA-CKF are approximately equivalent to those of the other filters. After a few steps, however, it can be seen from the simulation results that the CSTA-CKF algorithm has the best tracking performance among these algorithms when tracking the maneuvering target. Fig. 6 shows the azimuth angle measured by four sensor nodes based on the CSTA-CKF algorithm. The azimuth angle measured by four sensors are different for the position of the four sensor nodes are different. The azimuth angle between sensor 4 and target is 180 degree when t = 200s, which can be seen from Fig. 6 . Besides, sensor 1, sensor 2 and target form a horizontal line, which result the azimuth become 0 when t = 370s. The pitch angle is close to 0 for the height difference between target and sensor nodes is relatively small, so the picture of pitch angle is not given. In order to illustrate the performance of the proposed filtering algorithm, Monte Carlo simulation has been performed to validate the efficiency of the algorithm. The root-meansquare-error (RMSE) for node i at time instant k is defined as
where [ ξ k|n η k|n ] T and [ξ k|nηk|n ] T are the true and estimated states at the n-th Monte Carlo algorithm performing respectively, M is the times of Monte Carlo algorithm performs. Fig. 7 shows the RMSE of CUKF, CEKF, CCKF and CSTA-CKF. The error plots show the RMSE values averaged over 100 Monte Carlo algorithm runs. At the beginning, the RMSE of those algorithms are all relatively large. After a few steps, the RMSE of the CSTA-CKF become lower than the other algorithms by 60%. The convergence rate of CCKF and CSTA-CKF algorithm is shown in Fig. 8 . Compared to the CCKF algorithm, the convergence rate of the CSTA-CKF is reduced by 50 %.
As shown in Fig. 9 , another 300 times Monte Carlo simulation is conducted to compare the RMSE of centralized algorithm with CSTA-CKF algorithm. At the beginning, the RMSE of CSTA-CKF is larger than the RMSE of centralized method. After some steps, the RMSE difference of both algorithms is very small and it can be kept within a reasonable range. In that sense, CSTA-CKF algorithm can achieve the same effect as centralized method.
VII. CONCLUSION
In this paper, CSTA-CKF algorithm was proposed to deal with the distributed state estimation problem for nonlinear system. The algorithm can track the maneuvering target accurately based on mobile sensor network by combining the advantage of consensus method and STA-CKF. The stochastic boundedness of the algorithm was analysed and the proof was given in detail. Then, we compared the results of tracking a maneuvering target based on CEKF, CUKF, CCKF and CSTA-CKF respectively, and the simulation results showed that the CSTA-CKF had the best performance in estimating the state of the target than those of the other algorithms. In this algorithm, communication topology of sensor network was undirected and fixed. Directed switching communication topology and communication delay might be studied in the future. 
