Abstract. It is assumed in this paper that periodic real-time applications are being run on a cluster of heterogeneous workstations, and new non-periodic real-time applications arrive at the system dynamically. In the dynamic scheduling scheme presented in this paper, the new applications are scheduled in such a way that they utilize spare capabilities left by existing periodic applications in the cluster. An admission control is introduced so that new applications are rejected by the system if their deadlines cannot be met. The effectiveness of the proposed scheduling scheme has been evaluated using simulation; experimental results show that the system utilization is significantly improved.
Introduction
In cluster environments the nodes are rarely fully utilized [1] . In order to make use of the spare computational resources, scheduling schemes are needed to judicially deal with the hybrid execution of existing and newly arriving tasks [2] . The work in this paper addresses the issue. This work has two major contributions. First, an optimal approach for modeling the spare capabilities of clusters is presented. Second, based on the modeling approach, a dynamic scheduling framework is proposed to allocate newly arriving independent non-periodic real-time applications (NPA) to a heterogeneous cluster on which periodic real-time applications (PRA) are running.
System Modeling
A cluster of heterogeneous workstations is modeled as P = {p 1 , p 2 ... p m }, where p i is an autonomous workstation [4] . Each workstation p i is weighted w i , which represents the time it takes to perform one unit of computation. Each workstation has a set of PRAs. On a workstation with n PRAs, the i-th periodic real-time application PRA i (1≤i≤n) is defined as (S i , C i , T i ), where S i is the PRA i 's start time, C i is its execution time (in time units) on the workstation, and T i is the PRA i 's period. An execution of PRA i is called a periodic application instance (PAI) and the j-th execution is denoted as PAI ij . PAI ij is ready at time (j-1)*T i , termed the ready time (R ij , R i1 =S i ), and must be complete before j* T i , termed the deadline (D ij ). All PAIs must meet their deadlines and are scheduled using an Early Deadline First (EDF) policy. The i-th arriving NPA, NPA i , is modeled as 
Scheduling Analysis
A function constructed of idle time units, denoted as S i (t), is defined in Equ.1. P ij is the sum of execution time of the PAIs that must be completed before D ij . P ij can be calculated as Equ.2, where S k is PRA k 's start time.
In the function S i (t), the time points, except zero, at which the function value increases, are If a NPA arrives and starts running at any time t 0 , the remaining idle time slots in [t 0 , JTP], denoted as S(t 0 , JTP), is calculated in Theorem 1. Some additional notation is introduced to facilitate the description. PA(t 0 ) is a set of PAIs whose deadlines are no more than time t 0 , defined in Equ. 4 . LA(t 0 ) is a set of PAIs whose deadlines are more than t 0 , but whose ready times are less than t 0 , defined in Equ. 5 
Lk
). Thus, the following exists: 
Scheduling Algorithms
If a NPA starts execution at t 0 , using Equ.8, the global scheduler can calculate how many idle time units there are between t 0 and any JTP following t 0 , which can be used to run the NPA. Therefore, it can be determined before which JTP the NPA can be completed. Consequently, the NPA's finish time in any workstation p j can be determined, which is shown in Algorithm 1. If the NPA's finish time on any workstation in the heterogeneous cluster is greater than its deadline, the NPA will be rejected. The admission control is shown in Algorithm 2. When more than one workstation can satisfy the NPA's deadline, the system selects the workstation on which the NPA will have the earliest finish time. After deciding which workstation the NPA should be scheduled to, the global scheduler re-sets the NPA's deadline to its finish time on that workstation and sends the NPA to it. The global dynamic scheduling algorithm is shown in Algorithm 3. When the local scheduler receives the new allocated NPAs or the PAIs are ready, it inserts them into the LSQ. Each time a task (NPA or PAI) is fetched by the local scheduler from the head of the LSQ and the task is then executed. As the modeling analysis suggests in Section 3, a NPA cannot be finished earlier in the workstation on which the new task is scheduled. Otherwise, some PAI's deadline on that workstation must be missed. In this sense, the modeling approach is optimal. set the NPA's deadline to be its finish time;
8. Dispatch the NPA to workstation p j ; 9.
end if 10. end if 11. go to step 1; and dr is chosen uniformly between MAX_DR and MIN_DR. Three levels of PRA workload, light, medium and heavy, are generated for each workstation, which provides 10%, 40% and 70% system utilization, respectively. Three metrics are measured in the simulation experiments: Guarantee Ratio (GR), System Utilization (SU) and Average Response Time (ART). The GR is defined as the percentage of jobs guaranteed to meet their deadlines. The SU of a cluster is defined as the fraction of busy time for running tasks to the total time available in the cluster. A NPA's Response Time is defined as the difference between its arrival time and the finish time. The ART is the average response time for all NPAs. Fig.2 .a displays the ART of NPAs as a function of λ in a cluster of 8 workstations each running 10% PRA workload. The Guarantee Ratio (GR) of NPAs is fixed to be 1.0. An M/M/8 queuing model is used to compute the ideal bound for the ART of the same NPA workload in the absence of PRAs. As can be observed from Fig.2 .a, the ART obtained by this scheduling scheme is very close to the ideal bound except that λ is greater than 0.18. This suggests that the scheduling scheme can make full use of the idle slots and new NPAs are completed at the earliest possible time. Fig.2 .b and Fig.2 .c illustrate the impact of NPA and PRA workload on GR and SU, respectively. It can be observed from Fig.2 .b that GR decreases as λ increases or PRA workload increases, as would be expected. A further observation is that the curve for 10% PRA, as well as the curve for 40% PRA when λ is less than 0.1, is very close to that for the M/M/8 queuing model; which again shows the effectiveness of the scheduling scheme in utilizing idle capacities. Fig.2 .c demonstrates that SU increases as λ increases. This figure shows that utilization of the cluster is significantly improved compared with the original PRA workload.
Performance Evaluation

Conclusions
An optimal modeling approach for spare capabilities in heterogeneous clusters is presented in this paper. Furthermore, a dynamic scheduling scheme is proposed to allocate newly arriving real-time applications on the cluster by utilizing the modeling results.
