This paper introduces an adaptation of a multiobjective tabu/scatter search to deal with nonlinear discrete, mixed-integer constrained engineering optimization problems. The problem is reduced to a bi-objective problem (the objective function and the constraint violation function). This approach eliminates the use of penalties for constraint handling. Its performance was proved with different standard engineering optimization problems, including mathematical function minimization and structural engineering. The results show that the proposed method performs well in terms of efficiency and robustness.
Introduction
Many engineering applications, such as structural optimization and engineering design, involve difficult optimization problems that must be solved efficiently and effectively. The nature of these applications usually need to be constrained in specific parts of the search space that are delimited by linear and/or nonlinear constraints.
Different exact as approximation algorithms have been developed for solving constrained optimization problems. Exact approaches such as sequential quadratic programming methods and generalized reduced gradient methods [35] , [12] , [7] are inflexible to adapt the solution algorithm to a given problem. On the other hand, approximation optimization algorithms such as the evolutionary algorithm proposed by Fogel et al. [14] , De Jong [10] , Koza [25] and the genetic algorithm (GA) proposed by Holland [22] and Goldberg [19] , human behaviour (e.g., tabu search proposed by Glover [16] ), and the physical annealing process (e.g., simulated annealing proposed by Kirkpatrick et al. [24] ) have been successfully applied for tackling constrained optimization problems during the the last four decades. Recently, Geem et al. [15] developed a new harmony search (HS) meta-heuristic algorithm that was conceptualized using the musical process of searching for a perfect state of harmony. These different approaches have been applied to engineering optimization problems. Engineering design is one of the scientific fields in which constrained optimization problems frequently arise. These types of problems normally have mixed (continuous, integer and discrete) design variables, nonlinear objective functions and nonlinear constrains. Constrains are very important in engineering design problems, they are usually imposed in the statement of the problems and sometimes are very hard to satisfy, which makes the search difficult and inefficient.
The organization of the paper is as follows. Related work is presented in section 2. In the Section 3 the problem formulation and sets are presented. In the Section 4 the parameter settings are presented. Computational experiments are presented in Section 5. Results in Section 6. Section 7 contains conclusions. In the appendix all problems are presented.
Related work
Engineering optimization problems has been tackled by different approaches. S. Akhtar et al. developed a socio-behavioural simulation model [1] , M.G. Sahab et al. a hybrid genetic algorithm for structural optimization problems [31] , K.S. Lee and Z.W. Geem a harmony search [26] , K.E. Parsopoulos and M.N. Vrahatis a particle swarm optimization [28] , K.H. Raj et al. an evolutionary computational technique [29] , Z.W. Geem et al. [15] a harmony search, M. Mahdavi et al. an improved harmony search algorithm [27] , A.R. Yildiz a hybrid a Taguchi-harmony search algorithm [36] , also, M. Fesanghary et al. used a hybrid harmony search algorithm [13] , L.C. Cagnina et al. a simple constrained particle swarm [6] , A. Kaveh and S. Talatahari a hybrid particle swarm and ant colony optimization [23] .
We compare our approach with all these different approaches. To our knowledge, this is one of the first attempts at applying the tabu/scatter search technique to engineering optimization problems.
Problem formulation and sets
We are interested to find x = (x 1 , x 2 , . . . , x n , y n+1 , y n+2 , . . . , y n+l )
such that
Minimize {f 0 : f 0 = f (x)} under the following constrains: ℑ = {x : g j (x) ≤ 0, j = {1, 2, . . . , m}}, where
The problem is again formulated as follows:
where
consequently, we apply a Pareto-base multiobjective tabu/scatter search. During the development of our text we use the following notation: S a set of trial solutions, from which all other sets derive. P an approximate Pareto set, containing all non-inferior solutions of S. R a diverse set of solutions subset of P , called the reference set. D a set, consisting of considered duplicated solutions. C a selected set of the set R. Ω a set of generator points, created from a given set C. b the larger size of the trial solutions set. b1 the larger size of the reference set. b2 the larger size of the selected set.
Constrained mixed integer tabu/scatter search
This is a hybrid method that, in the tabu search phase creates restrictions to prevent moves toward solutions that are "too close" to previously visited solutions. A sequential fan candidate list strategy is used to explore solution neighbourhoods. A weighted linear function is used to aggregate the objective function values. The weights used are modified in a way that a sufficient variety of points can be generated. These solutions are later used as reference points in the scatter phase.
In order to guide the search more quickly to better regions, as in MOSS-II (see [4] ) we embed, in the tabu phase, linear combinations by joining the new solutions with point of current set of efficient points. The proposed algorithm incorporates a new strategy in the scatter phase to improve the search toward the nondominated front. New points are generated by re-starting from the tabu search phase, taking as starting points solutions of the current efficient solutions set.
The following update to our TS/SS (MOSS) strategy is performed:
1. The algorithm works with continuous variables rounding the integers variables to the closest integers.
2. Frequency memory is used to control the deterministic selection of the sub-ranges where the variables take values. The sub-ranges are sorted in ascending order taking into account the frequency distribution of the visited sub-ranges, choosing the less visited sub-range in a diversification strategy and the most visited sub-range to intensify the search.
3.
A new strategy to change the value of the radius of the ball in the decision space is introduced.
4. The Kramer Choice Function is changed by a new choice method.
5.
A modified strategy to create subsets of new solutions to be combined is introduced.
6. A new procedure to change the bounds of the sub-ranges is introduced.
7. In order to restart, we choose starting points using the choice method proposed.
The reference set
The reference set R is a subset of the trial solution set S that consists of an approximation to the Pareto-optimal set. Let P ⊆ S\D ∪ R, consists of a subset of current efficient solutions. If |P | > b1, then we use the max-min criterion and a parameter ϵ as measure of the closeness, to obtain a diversified collection of solutions P ′ , that is, set one first element of P into P ′ , then let x ∈ P maximizes the minimum distance
and hold the condi-
pertaining to the non-empty set P ′ then, when
Critical event design
The critical even design has been introduced within the context of our MOSS algorithm [3] , it is based on a design that monitors the current solutions in R and in the trial solutions set S to control the proximity of the points in these sets. The elements considered in the design are the values of the objectives and the decision variables. Let B(p, ξ) be a set of points within distance ξ from p, ξ > 0. We call B(p, ξ) a ball with center p and radius ξ. Then, for any point p ∈ f [S ∪ R] we define a ball B(p, ρ) with 0 < ρ ≤ 1, and for any point p ′ ∈ S ∪ R a ball
We say that two points are near ("duplicated"), if a trial solution satisfies a full "critical condition". A "critical condition" is "full" if it is satisfied and the trial solution belongs to B(p ′ , δ) defined on S ∪ R. The "critical condition" is satisfied if the image of the trial solution pertains to
In this new approach we define a new strategy to give values to parameter δ, it is explained in 4.8. This design can be seen as tabu-distance restrictions that permits dynamically diversify and intensify the search.
Tabu search phase
We use a Multi-Start TS as a generator of diverse solutions. This approach can be seen as a sequence of tabu searches where each TS has its own starting point, recency memory, and aspiration threshold; they all share the frequency memory to bias the search to unvisited or less visited regions and also to a most visited regions.
Candidate list strategy and move
As in our MOSS, we use a simplified version of a sequential fan strategy as a candidate list strategy. The sequential fan generates p best alternative moves at a given step, and then creates a fan of solution streams, one for each alternative. The best available moves for each stream are again examined, and only the p best moves overall provide the p new streams at the next step. In our case, taking p = 1, we have in each step one stream and a fan of solutions denoted by f an is considered.
In this approach we propose moves that consist of changing one or at most five selected variables. We use a frequency memory to select the move-variables. The range of variables U i − L i are split into sub-ranges u ij − l ij of equal size, j represents the index of the sub-ranges, j ∈ {1, 2 . . . , s}. The move
is defined as follows:
1. if a new best solution was reached in a previous iteration then, set x ′′ equal to the best solution found; in other case x
where α = itabu/f an and itabu is the current iteration value in the tabu phase.
set x
Now we explain how to transit to a new solution. Our implementation uses as move attribute variables that change their values as result of the move. The change is represented by a difference of values
, x is a current solution and Z * is a reference solution (or aspiration level)
, denoted by aspiration_level in our pseudo_code. Without lost generality, let us assume that every criteria is minimized. Let ∆f (
Let E the set of efficient moves and D the set of deficient moves, where a deficient move is a move that not satisfies the aspiration level, in otherwise the move is efficient. 
In each iteration if E(x)
qualifying to be introduced in S, otherwise is deficient.
In order to measure the quality of the solution we propose to use in our tabu search approach an additive function U with weighting coefficients λ k ≥ 0 (k = 0, 1), representing the relative importance of the objectives. Each component in the weight vector is set according to the objective function values. The influence is given by an exponential function exp(−s k ), where s k is obtained as
where residence ij is the number of time that the sub-range j has been visited by the variable with index i, the parameter θ = freq freqtotal , f req is an addition of the entries of type residence associated to the selected variables and sub-ranges that hold the condition residence ij > T i and freqtotal = ∑ i f req i . We would have for each variable a threshold
where round is the closest integer.
Notice that, if ∆f k (x ′ ) is positive then, the term produces an inducement, in otherwise a penalty. If z * k = 0 we take account only the numerator of s k . Candidate denotes the procedure to create the neighbourhood of the current solution x, using the candidate list and the move that have been described above.
4. if aspiration_level and not is tabu then set x ′ into S 5. endfor 6. Choose x * ∈ S
Tabu restrictions
Tabu restrictions are imposed to prevent moves that bring the values of variables "too close" to values they held previously [17] . The implementation of this rule is as follows: the variable x ′ is excluded from falling inside the line interval bounded by
when a move from x to x ′ is executed, where 1 ≥ w > 0.
Tabu routine
The Tabu routine creates new solution vectors taking account the aspiration level function, the additive function value and a penalty function that modifies the value of the additive function. Tabu restrictions are used to guide the search. The parameters nonefficientmove identifies the maximum number of time that a non-efficient move is accepted, efficientmove identifies if a move has generated a solution accepted as trial solution and introduced in the set S. 
Multi-start tabu procedure
In our implementation the parameter numcomb denotes the number of tabu iterations necessary to apply linear combination with a set of parameters {wc i : i = 1, . . . , 10}, startpoints is the number of initial points, delta (δ) is the parameter that measure the proximity of two points in the decision space, and movefive identifies if one or at most five variables are moves. In this version, we introduce a new mechanism to deal with integer optimization problems, where integers identifies that the solving problem have integer variables. 
MultiStartTabu Procedure
1. icomb = 1, itabu = 0, ρ = 0.2,
Method choice
The method begins calculating the score for each solution. The next step is to sort the solutions in ascending order taking into account the score calculated. The third step is to choose a subset of this ordered solutions.
Here, y * * 1 , y * 1 denote the maximum and the minimum value of the function f 1 (x i ) for all solution x i in the set R.
1. Set the decision matrix DM =∥ y ij ∥ where y ij = f j (x i ), x i belongs to a reference set of solutions R and f j (x i ) is the value of the objective j (j = 0, 1) for every x i ∈ R (i = 1, 2, . . . , |R|).
2. Calculate the score of each solution of DM as following:
3. Set in increasing order, taking into account the score calculated, a collection of b 2 solutions from R into C.
Choosing the best solution
Assume we minimize the objective function, and we choose a set C ⊂ R applying our choice method explained above. Let
, the best solution is denoted by f * and defined as
Therefore, the current best solution is the best f * reached so far.
The following routine identifies this process. The parameter newsol identifies if an improved solution was reached in the current iteration of the algorithm, cardC is the cardinal of C, x i ∈ C, bestsol is a record containing all attributes of the best solution, prevnewsol denote the best solution in the previous global iteration.
Choice_procedure newsol= false Choose solutions/*to apply the choice method*/ for i = 1 to cardC
Scatter search phase
This phase is designed to intensify the search around the best solution found so far. This is done by creating new trial solutions which consist of weighted linear combination of a new set of points pertaining to the set Ω (defined below).
Generating trial points
In the scatter search phase the intensification scheme is based on a projection method [18] that fix some variables to move and the others free to change. In this case, a set Ω is created and a new set of trial solutions are generated as follows: To create a set of vectors around the best solution x * , that we call generator points, we define the set Ω = {(y ′ , x * )|y ′ = θ 1 x * + θ 2 y} where y ∈ C and y ′ is a generator point. Now we explain the strategy to create new trial solutions: a memory that records the four best feasible solutions more recently achieved is defined, then the variables whose values have not changed (the consistent variables) are fixed and the rest are free to change (we consider that no change in the values of the variables has occurred, if the variation between the considered variables is less than 0.1). Then, for all pair (y ′ , x * ) ∈ Ω a new trial point x ′ is generated as weighted linear combination of (y ′ , x * ), that is,
Scatter procedure
We use the following parameters: iscatter denote the current iteration in the scatter phase and maxi the maximum number of scatter iteration.
Scatter Procedure 1. iscatter = 0 2. ρ = 1 3. while maxi > iscatter or newsol do 4. Choose a subset C of efficient solutions from R 5. Generate trial points from Ω and put into S 6. if integers then round the integer variables of x ∈ S 7. iscatter = iscatter + 1 8. end of while
Starting points
The StartingPoints procedure generates systematically the seed points to be used by tabu phase. Here the parameter start_points denote the number of starting points.
StartingPoints procedure
The SelecNewPoints procedure is used to rebuild the initial set of reference points and restart the search from tabu phase.
SelectNewPoints procedure
1. start_points = cardC 2. for i = 1 to start_points 3. si = x i : x i ∈ C 4. endfor
Changing the radius of the ball
The parameter delta denote the radius of the balls in the decision space, newsol is true if in the current scatter iteration a new improved solution is reached, false in otherwise. The user parameter delta is initialized and halving its current value when bestsol has not improved, where deltamax, deltamin are the corresponding ones upper and lower bounds.
1. if newsol then delta = (deltamin-delta)*0.5.
2. else delta = (deltamin-delta)*0.5.
Changing the bounds of the sub-ranges
The maximum and the minimum value of each variable for the current selected set of non-dominated solutions are calculated. Then, for each variable defined in the range [L i , U i ] the lower bound of the first sub-range is set equal to L i , and the upper bound of the last sub-range is set equal to U i . Next, the upper bound of the first sub-range is set equal to the minimum value of the corresponding variable, and the lower bound of the last sub-range is equal to the maximum of the corresponding variable also. A number of equal-sized sub-ranges are formed between these two boundaries.
This mechanism permits intensify the search in the region defined by the selected current efficient solutions. Nevertheless, the extreme sub-ranges (the first and the last sub-ranges) permit to escape of the narrow region.
Cutoff rule
Here, iglob denote the number of global iterations, that is, the number of times that the two phases (tabu, scatter) have occurred, and maxiglob is the largest global iteration:
General scheme of the new TS/SS
We present a general description of our new version of our TS/SS [3] that we call "MITS" approach for nonlinear mixed integer optimization problems. 
Parameter settings
A set of seven standard problems and three variants of these, for a total of ten problems, was chosen to evaluate the performance of our proposed approach. Numerous previous numerical experiments have been done in order to find proper values of these parameters.
Global parameters
The approach uses in the tabu and scatter phases, the following parameters: s=12 number of sub-ranges, b = 450 largest size of the trial solutions set S, b1 = 200 largest size of the reference set R, initial_points=100 numbers of initial starting points, maxiglob=100 number of maximum global iterations, delta ∈ [deltamin, deltamax] radius of the ball in the decision space, deltamin = 0.1 × 10 −5 and deltamax = 1, ϵ = 0.01 parameter to distribute the solutions in the set P . 
Tabu phase parameters

Scatter phase parameters
Computational experiments
In this section we show the performance of the new version of our MOSS described above on a number of single constrained mixed integer engineering problems. The experiments were ran in a AMD Phenom II ×4 940 Processor (3.00 GHz) 32-bit operating system, and programmed in DELFI-6.
Contribution of the scatter phase
To evaluate the contribution of the scatter phase was selected a subset of the engineering problems ran in our computational experiment. In these experiments, the only main factor is the proposed approach with two levels: tabu phase and the tabu/scatter phases. Both the two proposed phases shared the same cut-off rule of our approach. Table 1 shows that the introduction of the scatter phase produces a reduction in the value of the objective functions as follows: for the Cantilever problem 8.95%, for the Pressure Vessel 77.36%, for the Speed Reducer (integerdiscrete variables) 13.98%, and Speed Reducer (continuous-integer variables) 52.5%. Is evident that the scatter phase contributes significantly in the quality of the solution.
Convergence study
To evaluate the convergence of the approach the same subset of the above problems were chosen. The following figures show the trend of the objective function of the chosen problems. We can see that the proposed approach converges quickly, and in all cases a feasible solution is obtained after the first iteration. The objective function of each chosen problem decreases monotonically, and a good approximation is obtained very quickly.
Examples
First we show an example taken from MATLAB and solved by a gradient technique implemented in MATLAB-7.
We wish optimize the following problem: The result reached by MATLAB-7 is f (x * ) = 0.023698 our result is f (x * ) = 0.02355037, x * = (−9.54740502507853481, 1.04740502510698826).
Engineering optimization problems
A set of 10 engineering design optimization problems was chosen to evaluate the performance of our proposed algorithm. We performed 5 independent runs per problem, one run for each fixed initial value of the radius of the ball defined in the decision space. Let delta 0 denote the initial radius, delta 0 ∈ {0.3, 0.35, 0.4, 0.45, 0.5}. The best results achieved were compared with respect to the best results reported in the specialized literature. The value averages here does not make sense because the best value reached will be always achieved with the fixed delta 0 . The following tables show the comparison with other approaches. For homogeneity, in our reported solutions only at most the first six decimals are represented in the tables. More details about the test problems and the reached results may be consulted in the appendix at the end of this paper. 13.239984 11.287126 12.07643 9.18540 f (x) 0.012700 0.012665* 0.01267* 0.01273 Table 7 : Best results for the Pressure Vessel design (four inequalities). The initial value delta 0 was fixed to 0.4. The character (*) means infeasible solution. With our calculations and for these reported solutions, (**) in the Mahdavi et al. [27] the variable x 4 is out of range, and in A. Kaveh 
Results
From Table 2 to Table 11 the results obtained by our approach and the comparison with other approaches are shown. For the MATLAB problem the result is 0.63% lightly better than the best solution found by the method of gradient employed by MATLAB-7. For the Cantilever design problem the result is 14.1% better than the best result found. For the Two-bar Truss design problem the result is 0.09% lightly better than the best result found. The result for the Three-bar Truss design problem is 0.004% lightly worse than the best result found by Raj et al. (ECT) [29] . The result obtained for the Welded Beem design by our approach is 0.13% worse than the result reported by Mahdavi, Fesanghary and Damangir [27] , the other results are infeasible solutions with our calculations. For the Tension/Compression Spring design the result is 0.23% lightly better than the best result given by Arora [2] , and the other results are infeasible solutions. Pressure Vessel design (four inequalities) problem presents the better result, because with our calculation and for the results reported by the other researchers, these are infeasible solutions. For Pressure Vessel design (6 inequalities) the approximation was 0.01% lightly better than the best solution found by Lee and Geem [26] . Our approach for the Speed Reducer design (continuous-integer variables) problem shows the better solution because the other are infeasible solutions with our calculation. The result for Speed Reducer design (integer-discrete variables) is 2.6% better than result reported by Singiresu et al. [33] . In general our algorithm obtains good approximations in an average time of 120.3 seconds.
Conclusions
Our approach seems to be an available strategy to solve non-linear constrained mixed-integer optimization problems. New mechanisms were incorporated in our TS/SS permitting to solve efficiently engineering design problems. From the practical point of view, the user can change the user-parameter to initialize the radius of the ball in the decision space and obtain different results. We can conclude that our approach is competitive with the state-of-the-art algorithms for constrained engineering optimization problems.
A.2 Two-bar truss design problem [8] The two-bar truss problem consist of two design variables: a sizing variable x 1 which is the cross-sectional area of the bars and the configuration variable x 2 representing half the distance between the lower nodes. An external force, |F | = 200kN , F y = 8F x , acts on node 3 and the objective is to minimize the weight of the truss while keeping the tensile or compressive stress in each bar below 100N/mm 2 . The problem is formulated in closed form as:
s.t.
Solution found:
A.3 Three-bar truss design problem [29] The three-bar truss problem consist of two design variables: The volume of the truss structure is to be minimized subject to stress constraints. The problem is formulated as: 
A.4 Welded beam design problem [11]
A welded beam design optimization problem, which is often used for the evaluation of optimization methods, is used to illustrate the implementation procedure of the proposed approach for solving optimization problems. The beam has a length of 14 in. and P=6,000 lb force is applied at the end of the beam. The welded beam is designed for minimum cost subject to constraints on shear stress, bending stress in the beam, buckling load on the bar, end deflection of the beam, and side constraints. The design variables are thickness of the weld h(x 1 ), length of the weld l(x 2 ), width of the beam t(x 3 ), and thickness of the beam b(x 4 ). The mathematical model of the welded beam optimization problem is defined as
σ(x) = 504, 000 
A.5 Weight tension/compression spring problem [2] [5]
This problem minimizes the weight of a tension/compression spring, subject to constraints of minimum deflection, shear stress, surge frequency, and limits on outside diameter and on design variables. There are three design variables: the wire diameter x 1 , the mean coil diameter x 2 , and the number of active coils x 3 . The mathematical formulation of this problem is: 
A.6 Pressure vessel design (six inequalities)
The pressure vessel design, was previously analysed by Sandgren [32] who first proposed this problem to minimize the total cost of the material, forming and welding of a cylindrical vessel. There are four design variables: x 1 (Ts, shell thickness), x 2 (Th, spherical head thickness), x 3 (R, radius of cylindrical shell) and x 4 (L, shell length). Ts (=x 1 ) and Th (=x 2 ) are integer multipliers of 0.0625 in. In accordance with the available thickness of rolled steel plates, and R (=x 
A.7 Pressure vessel design (four inequalities)
A.8 Speed reducer design (continuous-integer variables)
The design of the speed reducer [20] , is considered with the face width x 1 , module of teeth x 2 , number of teeth on pinion x 3 , length of the first shaft between bearings x 4 , length of the second shaft between bearings x 5 , diameter of the first shaft x 6 , and diameter of the first shaft x 7 (all variables continuous except x 3 that is integer). The weight of the speed reducer is to be minimized subject to constraints on bending stress of the gear teeth, surface stress, transverse deflections of the shafts and stresses in the shaft. The problem is formulated as follows:
M inimize f (x) = 0.7854x 1 x 2 1 (3.3333x 
A.9 Speed reducer design (integer-discrete variables)
Another variation of this problem with the variables defined as follows: x 1 , x 2 , x 4 , and x 5 must be integral multiples of 0.1. x 6 and x 7 must be integral multiples of 0.01, and x 3 must be an integer. Solution found by our approach: 
