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We show that Gibbs states of non-homogeneous transverse Ising chains satisfy a shielding property. Namely,
whatever the fields on each spin and exchange couplings between neighboring spins are, if the field in one
particular site is null, the reduced states of the subchains to the right and to the left of this site are exactly the
Gibbs states of each subchain alone. Therefore, even if there is a strong exchange coupling between the extremal
sites of each subchain, the Gibbs states of the each subchain behave as if there is no interaction between them.
In general, if a lattice can be divided into two disconnected regions separated by an interface of sites with zero
applied field, we can guarantee a similar result only if the surface contains a single site. Already for an interface
with two sites we show an example where the property does not hold. When it holds, however, we show that
if a perturbation of the Hamiltonian parameters is done in one side of the lattice, the other side is completely
unchanged, with regard to both its equilibrium state and dynamics.
Introduction.—The transverse Ising chain is a
paradigmatic model of quantum many body systems. It
is exactly soluble via Jordan-Wigner transformation [1]
and exhibits a quantum phase transition from a para-
magnetic phase to a ferromagnetic one [2]. It is fre-
quently used as a benchmark for analytical [3] or nu-
merical techniques [4]. It can be used to illustrate or
test new concepts, such as the whole of entanglement
on phase transitions [5], decoherence of open quantum
systems [6] and quantum thermodynamics definitions
of work [7]. It is also more than a toy model, being
used to describe some trapped cold rubidium atoms [8]
and even solids [9].
The Hamiltonian of the quantum Ising model on a
general lattice (or graph) is given by:
H = −
∑
i,j
Jijσ
z
i σ
z
j −
∑
i
hiσ
x
i (1)
where σki , for k = x, y, z, are the Pauli matrices on the
state space associated to site i (a vertice of the graph).
The coefficient Jij represents the strength of interac-
tion between sites i and j, while hi represents an ex-
ternal magnetic field applied on site i. The edges of
the lattice determine which systems interact: Jij 6= 0
if sites i and j are connected by an edge while Jij = 0
otherwise.
Our main result is a direct proof, for the transverse
quantum Ising chain, that if the field in a particular site
is null, the reduced state of one side of the chain (rel-
ative to the site with null field) is independent of the
Hamiltonian parameters of the other side. So, even
if there is a strong interaction coupling between each
side, their reduced states behaves as if there is none.
Besides such a proof, we discuss in detail a more
physical explanation of the result using the duality of
the transverse Ising model. The direct proof, how-
ever, can be applied to a more general setting where
the Hamiltonian still has transverse field, but not neces-
sarily at the same direction for all sites. Furthermore, it
encompasses more general lattices. We assume that the
lattice can be split in two halves (in the sense that there
is no interaction between sites of these two halves), and
an interface between them (in the the sense that each
half can interact with the sites of the interface). If the
interface has only one site and the field is null on it, the
result still folds.
We also investigate whatever the result would still
hold if the interface contains more than one site. We
show an example where the shielding property does not
work for positive temperatures, but we conjecture that
it does work when the system is in the ground state. We
show some numerical examples that corroborate with
the conjecture.
We point out that the dynamics of any many body
spin system satisfy similar properties, if just a commu-
tation relation is imposed on the Hamiltonian.
Finally, we discuss some consequences of our results
to the effect of local perturbations on both the equilib-
rium and non-equilibrium properties of the perturbed
system.
The shielding property on the Ising chain.—We con-
sider the Gibbs states at arbitrary temperature of the
model defined by equation (1) on finite open chains.
Namely, we take the spins to be embedded on a straight
line, where they interact only with their first neighbors,
so we can use integer numbers i to index each site. We
assume the couplings and fields to be arbitrary, with the
exception that the field must be null in some particular
site L. We show that the reduced state of one side, say
the sites to the right of site L (those with i ≥ L), have
no dependence on the parameters of the Hamiltonian
of the other side, that is, the sites with i < L. We will
refer to this feature a shielding property.
Theorem 1. Let a chain of N sites be described by the
transverse Ising model. Suppose that for some fixed
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2site L we have hL = 0. If the state ρ of the chain is
the Gibbs state, then the reduced state of sites L, ..., N
has no dependence on h1, ..., hL−1, J1, ..., JL−1, and
is given by
ρL,...,N =
e−βH
′′
Tr(e−βH′′)
, (2)
where H ′′ is given by
H ′′ = −
N−1∑
i=L
(Jiσ
z
i σ
z
i+1 + hi+1σ
x
i+1). (3)
defined on the space of sites L, ..., N .
The detailed proof can be found in the Appendix. It
is worth mentioning, however, that it explores the fact
that the Hamiltonian can be written asH = HI +HII ,
where HI and HII commute and the intersection of
their (spatial) supports contains only site L. However,
these conditions are not sufficient for the validity of the
Theorem. As an example, take a chain of n sites with
the Hamiltonian H = −h1σz1 − σz1σz2 − ...− σzn−1σzn.
Suppose that the state of the chain is the Gibbs state
for some β. Note that the external magnetic field on
almost all sites are null, except on site 1. We can find
that the reduced state at site i, for i = 1, ..., n, is given
by
ρi =
1
2
1+
1
2
tanhi−1(β)tanh(h1β)σzi . (4)
So, the reduced state on every site of the lattice de-
pends on the external magnetic field h1 on site 1 when
the system is on some Gibbs state. This illustrates that
Theorem 1 indeed explores the specific structure of the
transverse Ising model Hamiltonian.
Duality on the Ising chain—The result of Theorem 1
can also be explained, and in a more intuitive way, by
the duality of the quantum Ising chain [10]. The du-
ality allows us to write the Hamiltonian in terms of a
Hamiltonian for a dual chain where the parameters h’s
and J’s swap their roles. To be more precise, define the
operators:
µzi+1/2 = σ
z
i σ
z
i+1, µ
x
j+1/2 =
N∏
k=j+1
σxk (5)
for i = 1, ..., N − 1 and j = 1, ..., N . Set µzN+1/2 =
σzN , µ
z
1/2 = σ
z
1 and µ
x
1/2 = 1. With these definitions,
the Hamiltonian (1) can be written as:
H = −
N−1∑
j=1
Jjµ
z
j+1/2 −
N∑
j=1
hjµ
x
j−1/2µ
x
j+1/2. (6)
Since the operators µx and µz satisfy the algebra of
Pauli operators, the Hamiltonian H written as in equa-
tion (6) can be seen as the Hamiltonian of a dual chain.
Since hj appears multiplying µxi−1/2µ
x
i+1/2, it can be
interpreted as the strength of the interaction between
the dual sites, and as Jj appears multiplying µzj+1/2
only, it can be interpreted as the external magnetic field.
Therefore, as we assume hL = 0, for some L =
2, ..., N − 1, the dual chain has two decoupled halves
(see figure 1). We can then safely conclude that the
reduced states of each side of the dual chain do not de-
pend on the parameters of the Hamiltonian of the other
side, since the whole state is a product of the Gibbs
states of each half.
FIG. 1: Representations of the original and of the dual chains.
The sites of the dual chain correspond to the links of the orig-
inal chain and vice-versa.
To arrive on our desired conclusions for the origi-
nal chain, we can explore the fact that all the local ob-
servables of one side of the original chain is a com-
bination of observables of only that side of the dual
chain. This is possible to show by finding the inverse
of Equations (5). Since the reduced state of the dual
chain is a product state, a local observable of one side
of the original chain can be written only as a func-
tion of the parameters of the Hamiltonian on the same
side. We conclude that the reduced state ρ1,...,L−1 of
the original chain does not depend on the parameters
hL, ...., hN , JL, ...JN . This argument, however, does
not clearly show the desired property for the reduced
state containing site L, although Theorem 1 ensures it
must also hold in that case.
The shielding property on general lattices—The
proof of Theorem 1 can be generalized to more general
lattices and slightly more general Hamiltonians. Let Λ
be a lattice that can be spit into two setsX and Y where
X ∪Y = Λ andX ∩Y = S. Furthermore, assume that
all sites i ∈ X and j ∈ Y , such that i, j /∈ S, are not
connected by an edge. If A = X − S and B = Y − S,
we call S the interface between A and B, or between
X and Y . See Fig. 2 for a schematic representation of
all these sets. We have then:
Theorem 2. Let Λ be a lattice as described above
where, furthermore, S = {L} for some site L. Assume
the system Hamiltonian is:
H = −
∑
i,j
Jijσ
z
i σ
z
j −
∑
i
hiσ
x
i −
∑
i
giσ
y
i , (7)
3where hL = gL = 0. For any temperature, the reduced
state on the set Y of the Gibbs state of the whole lattice
has no dependence on hi, gi and Ji,j , for all i, j ∈ X .
Furthermore, the reduced state is given by
ρY =
e−βH
′′
Tr(e−βH′′)
, (8)
where H ′′ = −∑i,j∈B(Jijσzi σzj + hjσxi + giσyi ).
This shows that if a system is described by the trans-
verse quantum Ising model on a lattice which separates
two regions by only one site, the shielding property is
satisfied. Note that in each side of the lattice we can
even have long range interactions between sites. More-
over, the transverse field may vary from site to site, as
long as it is always transverse to the interaction direc-
tion.
One could wonder if this shielding effect occurs
when the interface contains more than one site. In gen-
eral, it is not the case. Consider a system with four
sites, as depicted in Figure 2b), with Hamiltonian
H = −σz1σz2 − σz2σz3 − h1σx1 − σz2σz4 − σz3σz4 − h4σx4 .
a) b)
FIG. 2: a) An example of setsA,X , S,B and Y . b) Example
of a system with two sites on the interface which does not
satisfy the shielding property. The reduced state on site 4 has
dependence on the external magnetic field h1 applied on site
1.
We can take X = {1, 2, 3} and Y = {2, 3, 4}, with
the interface given by sites 2 and 3. If the state of the
system is given by the Gibbs state with β > 0, we
have shown that the expected value of the magnetiza-
tion 〈σx4 〉 on site 4 has a dependence on the external
magnetic field h1, applied on site 1 (see the Appendix
for further details). However, if we take β tending to
infinity, 〈σx4 〉 is independent of h1. That is, it seems
that the property is still valid when the system is in the
ground state.
We have considered two additional examples, as
shown on Figure 3, to explore if the shielding prop-
erty would still hold, however, for ground states. For
each arrangement the lattice is the same, but the sets
A, B and S are different. For each of them, the ex-
ternal magnetic field applied on the sites of S is null.
The interaction parameters of the Hamiltonian (1) were
chosen as Jij = 1 for every connected pairs i, j.
By exact numerical diagonalization of the Hamilto-
nian, we have seen that even if we modify the exter-
nal magnetic field on set B, the magnetization of each
site in A, for the ground state of the system, appar-
ently remains the same. We have constructed several
Hamiltonians where, first, we set the field in sites of
A randomly between 0 and 1 (the values of the fields
were drawn independently from the uniform distribu-
tion on the interval [0, 1]). Then we constructed several
distinct Hamiltonians by randomly selecting the field
in sites of B (independently and according to the uni-
form distribution on [0, 1]) plus an homogeneous field
in the whole region. In each instance we have calcu-
lated the ground state via exact diagonalization and we
computed the expected value of the magnetizations of
all sites of A. Within numerical accuracy, no variation
of the magnetization of sites of A were detected with
the variation of the parameters on B.
FIG. 3: Two different arrangements are considered here for
the same lattice. The subset between the red lines is the set
S, where the external magnetic field is null. Outside the red
lines there is the subset B and inside the set A.
These examples show that it is reasonable to be-
lieve that, for ground states specifically, the shielding
property works for systems which the interface contain
more than one site. Then, we state the following:
Conjecture 1. Let Λ be a lattice that can be divided
into two sets X and Y such that X ∪ Y = Λ and X ∩
Y = S. Furthermore, assume the sites i ∈ X and
j ∈ Y such that i, j /∈ S are not connected. Suppose
there is a system which can be described by this lattice
with the Hamiltonian
H = −
∑
i,j
Jijσ
z
i σ
z
j −
∑
i
hiσ
x
i −
∑
i
giσ
y
i , (9)
and suppose that on the sites l ∈ S we have hl = gl =
0. If the state of the lattice is the ground state, then the
reduced state of the set Y has no dependence on hi, gi
and Ji,j , for all i, j ∈ X .
Dynamics—As we have seen, the shielding property
is true for the Gibbs state of a transverse Ising model
when the interface between two regions contains only
one site. We have also seen that the commutation of
4the Hamiltonian terms corresponding to each region is
an important feature in the proof. However, it is not a
sufficient condition, as we have shown in example (see
Eq. (4)). On the other hand, this commutation relation
is, in some sense, a sufficient condition for an analo-
gous property of the system dynamics.
As before, let X and Y be two regions of the lat-
tice, such that X ∪ Y = Λ. Let H be any many-body
Hamiltonian that can be written as H = HX + HY ,
where supp(HX) = X and supp(HY ) = Y , and sup-
pose that [HX , HY ] = 0. If O is any observable with
supp(O) = A = Y − S, then HX and O commute.
Therefore, the expected value of O at time t is given
by:
〈O(t)〉ρ = Tr(ρ(t)O)
= Tr(e−itHXe−itHY ρeitHY eitHXO)
= Tr(e−itHY ρeitHY O). (10)
where ρ is any initial state for the system, and we have
used on the third equality the cyclic property of the
trace. We note that the expected value of O depends
only on HY . Since O is an arbitrary observable of re-
gion A, it holds that the reduced state of the system in
that region depends only on the parameters of region
Y (assuming the initial state does not hold any depen-
dence on the Hamiltonian).
Discussion—Our main results, together with the dis-
cussion in the previous section, have strong implica-
tions on the effect of local perturbations on the equilib-
rium state of systems described by the Ising model, as
well on its dynamics.
Consider a local perturbation W on a many-body
Hamiltonian H . That is, W may be large in norm,
as long as it has small spatial support. One can
show [11, 12], for instance, that the reduced ground
states of H and H +W are exponentially similar away
from the support of W [16]. In the setting of Theo-
rem 2’, however, we see an extreme behavior for all
equilibrium states at all temperatures: whatever the
perturbation that is done on the parameters of sideX of
the lattice (i.e., any perturbation W that keeps the form
of the Hamiltonian), the equilibrium state on side Y
will remain completely unperturbed. That is, the equi-
librium reduced states on Y are exactly the same for H
and H +W .
One can also consider the dynamical effect of the
local perturbation. That is, instead of comparing the
equilibrium states of perturbed and unperturbed Hamil-
tonian, we may consider the situation where the unper-
turbed system is in equilibrium and, at time t = 0, its
Hamiltonian is instantly changed to H + W (that is,
a local quantum quench is applied). It is well known,
due to Lieb-Robinson bounds [13], that such pertur-
bations in many body systems with short ranged in-
teractions propagate effectively with a finite velocity.
In Refs. [14, 15] this is used to show that no (signif-
icant) amount of information can be transferred from
regions A to B of a system by applying local quantum
quenches in one of the regions, in a interval of time
small compared to the distance between the regions
(scaled by the group velocity of perturbations). In the
setting described in the last section, due to Eqs. (10),
we have a much stronger effect: no information what-
soever can be sent between regions A and B, no matter
how much time is available to the process.
As a visual illustration of this effect, we have simu-
lated, via t−DMRG, the evolution of a transverse Ising
model on a chain with 60 sites with initial parameters
Ji = 1 for all the sites, h15 = 0 and hi = 12 for
i 6= 15. The system is initially prepared in the ground
state, when we perform a local quench in the first site,
changing its magnetic field to h1 = −10. We show in
Fig. 4 the magnetization of each site of the chain as a
function of time. At the left part of the plot we see the
perturbation propagating and being reflected on site 15,
where we have made the external magnetic field null.
On the right part we can see that the magnetization of
all the sites after site 15 remain unaltered.
FIG. 4: Temporal evolution of the magnetization of each site
of a transverse quantum Ising chain. The external magnetic
field of site 15 was fixed null and the evolution was calculated
via tDMRG.
Conclusion.—We have defined and shown the
shielding property for the transverse Ising model. We
provide a direct proof of it, which is valid for arbitrary
parameters of the Hamiltonian in each side of the lat-
tice. For the special case of a chain, we further explain
the property using the duality of the model.
When the interface between the two halves of the
lattice has more than one site we show an example
where the shielding property does not work for positive
temperatures. It seems, however, that it still works at
null temperature. Finally, we have explored the conse-
quences of such results if the parameters of the Hamil-
tonian are perturbed in one side of the lattice. We show
that, no matter how significant this perturbation is, the
5other side of the lattice is unchanged, both in its equi-
librium state, as in its dynamics.
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Proof of Theorem 1
We first rewrite the Hamiltonian in the following
way. If on Equation (1) we have that hL = 0 for some
L = 2, ..., N − 1, we can set H = HI +HII , where
HI = −
L−1∑
i=1
(Jiσ
z
i σ
z
i+1 + hiσ
x
i ) (11)
and
HII = −
N−1∑
i=L
(Jiσ
z
i σ
z
i+1 + hi+1σ
x
i+1). (12)
Note that HI has support on the space of sites
1, ..., L, while HII has support on the space of
L, ..., N . However, even though they have intersecting
supports, they commute. In any case, we can write:
HI = H ′1L+1...1N (13)
and
HII = 11...1L−1H ′′ (14)
where H ′ is defined on the space of sites 1, ..., L while
H ′′ on the space of L, ..., N , and we are omitting the
tensor product among operators.
With all of the above in mind, we can write then
e−βH = e−βH
I · e−βHII (15)
= (e−βH
′
1L+1...1N ) · (11...1L−1e−βH′′). (16)
Therefore, the reduced density operator of the Gibbs
state is, on sites L, ..., N , satisfy:
ρL,...,N ∝ Tr1,...,L−1(e−βH) (17)
= {Tr1,...,L−1(e−βH′)1L+1...1N )} · e−βH′′ . (18)
We will show that the partial trace of e−βH
′
, appear-
6ing on Eq. (18), is a multiple of the identity 1L, so the
theorem follows after normalization. Writing the expo-
nential e−βH
′
as its series expansion, the partial trace
becomes
Tr1,...,L−1(e−βH
′
) =
∞∑
n=0
βn
n!
{Tr1,...,L−1(H ′n)}.
(19)
To reach the desired result it suffices to show that
Tr1,...,L−1(H ′n) = cn1L, for all n = 0, 1, 2, ..., where
cn is some constant. The case n = 0 is trivial, so let us
take care of positive values of n. First, we have that
H ′n =
(
−
L−1∑
i=1
(Ji11...1i−1σzi σ
z
i+11i+2...1L
+hi11...1i−1σxi 1i+1...1L)
)n
. (20)
Note that H ′ = H˜(1)1L + H¯(1)σzL, where H˜(1) and
H¯(1) are defined on the space of the sites 1, ..., L − 1.
So any power of H ′ will have this form, that is:
H ′n = H˜(n)1L + H¯(n)σzL. (21)
More explicitly, we have that
H ′n =
 ∑
η1,...,ηL−1
a(n,η1,...,ηL−1,1L)η1η2...ηL−1
1L
+
 ∑
η1,...,ηL−1
a(n,η1,...,ηL−1,σz)η1η2...ηL−1
σzL
where the sum ranges over variables η1, ..., ηL−1 and
each of these ηi assumes the values σzi , σ
x
i , σ
y
i and 1i.
Writing in a more concise way:
H ′n =
∑
η1,...,ηL
a(n,η1,...,ηL)η1η2...ηL, (22)
where the sum is made on the variables η1, ..., ηL. For
i = 1, ..., L − 1, the variable ηi assumes the values
σzi , σ
x
i , σ
y
i and 1i, and the variable ηL assumes only
the values σzL and 1L.
We will prove that each term of H¯n has null trace.
For concreteness and ease of notation, we will detail
the argument for the term H¯(3), where the field is null
at site L = 3 and the chain has J1 = J2 = 1. The
proof for any term of H ′n, for all n = 1, 2..., all values
of L (between 2 and N − 1), will follow naturally the
same steps.
With these assumptions, Eq. (21) becomes
H ′3 = −(σz1σz2 + h1σx1 + σz2σz3 + h2σx2 )3
= −{(4 + h21 + h22)σz1σz2 + (4 + h21 + h22)h1σx112
+ (2 + h21 + h
2
2)h211σ
x
2 − 2h1h2σy1σy2}13
− {(2 + h21 + h22)σz112 + (2 + 2h21)11σz2
− 2ih1h2σx1σy2 + 2h2σz1σx2}σz3 . (23)
Here, H¯(3) is the operator in the curly brackets of the
last two lines of Eq. (23). We can see that its trace is
null due to the fact that every one of its terms has at
least one Pauli matrix in its factors. We will show why
this must be the case.
Take for instance the last term of Eq. (23), σz1σ
x
2σ
z
3 .
It was obtained by the multiplication of the terms
σz1σ
z
213, 11σ
x
213 and 11σ
z
2σ
z
3 , which we will call κ[1],
κ[2] and κ[3]. That is:
κ[1] · κ[2] · κ[3] = (σz1σz213) · (11σx213) · (11σz2σz3)
∝ (σz1σy213) · (11σz2σz3)
∝ (σz1σx2σz3) = η1η2η3. (24)
Note that the products of η’s are tensorial products,
while the products of κ’s are matrix products. We can
represent schematically, as in Figures 5 and 6, the prod-
uct in Eq. (24), as a “board game”.
In Figure 5 we show how the game is constructed.
For sites 1 and 2 we associate a square, while for site
3, where h3 = 0 we associate a line. We put L = 3
white pieces on this game, occupying the vertices of
the squares and the lines. We will label these vertices
as σxi , σ
y
i , σ
z
i and 1i, for i = 1, 2, 3.
FIG. 5: Board game associated to a chain when h3 = 0.
In figure 6 we show example steps of the game,
where each row is one step. We put one white piece for
each site i, for i = 1, 2, 3, and these pieces can move on
the square or line associated to this site. In the first row
we put these pieces positioned on the labelled spaces in
a way that the term κ[1] = σz1σ
z
213 is represented. In
the next step (second row) we change the positions of
these pieces to represent κ[1] ·κ[2] which is proportional
to σz1σ
y
213. And again (third row) we change their po-
sitions to represent κ[1] ·κ[2] ·κ[3] which is proportional
to σz1σ
x
2σ
z
3 .
7FIG. 6: Scheme to understand the product κ[1]κ[2]κ[3] as a
“board game”. The rows represent different steps (n = 3) of
a board game with L = 3 white pieces. The pieces can move
from one vertex to another only when they are connected by
continuous lines.
We will say that a piece is on the left when it is in
some position labeled by σzi or σ
y
i . At the beginning
we start with two pieces on the left, an even number.
Multiplying κ[1] by κ[2], we move one piece vertically,
without changing the number of pieces on the left side.
Now, multiplying κ[1] · κ[2] by κ[3] we change the side
of two pieces, so the number of pieces on the left is still
even. As we have an even number of pieces on the left,
at least one of the pieces corresponding to sites 1 or 2
have to be different of identity, and this guarantees that
the partial trace is null.
We can easily generalize the argument for the gen-
eral case. Fig. 6 would be similar, but with L pieces
and n rows. The important fact is that: it does not
matter the positions of the pieces corresponding to
κ[1] · ... · κ[l−1], if κ[l] = σxi , it will just move the i-th
piece vertically, and if κ[l] = σzi σ
z
i+1 it will just change
the side of pieces i and i + 1. Furthermore, these are
the only possible “moves”. As κ[1] always have an even
number of pieces on the left and the allowed moves just
change the side of an even number of pieces, we have
that the product κ[1]...κ[L] (proportional to η1...ηL) just
have an even number of pieces on the left. Then, if
ηL = σ
z
L, at least one ηi, for i = 1, ..., L− 1, is a Pauli
matrix, and then
Tr1,...,L−1(η1...ηL−1σzL)
= Tr(η1...ηL−1)σzL = 0 (25)
which implies that Tr(H¯(n)) = 0. Therefore, by equa-
tion (21) we have that Tr1,...,L(H ′n) = Tr(H˜(n))1L,
which implies that Tr1,...,L(e−βH
′
) = c1L.
Generalization of Theorem 1
Here we discuss the proof of Theorem 2’. It gener-
alizes Theorem 1 for more general lattices (illustrated
in Fig. 7), and, for the sake of completeness, we restate
it:
FIG. 7: An example of a more general lattice
FIG. 8: Scheme for the proof analogous as in figure 6.
Theorem 2’. Let a lattice Λ, which can be divided into
two sets X and Y such that X ∪ Y = Λ and X ∩
Y = {L}, where L denotes a single site. Furthermore,
the sites i ∈ X and j ∈ Y such that i, j 6= L are
not connected to each each other. Suppose there is a
system which can be described by this lattice with the
Hamiltonian
H = −
∑
〈i,j〉
Jijσ
z
i σ
z
j −
∑
i
hiσ
x
i −
∑
i
giσ
y
i . (26)
8and suppose that on the site L we have hL = gL = 0.
If the state of the lattice is the Gibbs state, then the
reduced state of the set Y has no dependence on hi, gi
and Ji,j , for all i, j ∈ X . Furthermore, this reduced
state is given by
ρY =
e−βH
′′
Tr(e−βH ′′)
, (27)
where H ′′ = −∑i,j∈Y (Jijσzi σzj + hjσxi + giσyi ).
Proof: The proof is along the same lines of Theo-
rem 1. When the lattice is not a chain, the argument of
the board game is analogous to the argument for chains
and it is pictured on figure 8. The fact that we have an
even number of pieces on the left does not depend on
the relative geometry of the squares, so this fact is true
for these alternative board game and the previous proof
follows naturally.
Now, the Hamiltonian of this theorem is apparently a
bit different from the Hamiltonian of the first theorem,
because of the terms involving σyi . But, note that
hjσ
x
i + giσ
y
i =
√
h2i + g
2
i×(
hi√
h2i + g
2
i
σxi +
gi√
h2i + g
2
i
σyi
)
=
√
h2i + g
2
i σ
aix+biy
i =
√
h2i + g
2
i σ
xi
i ,
where ai = hi/
√
h2i + g
2
i and bi = gi/
√
h2i + g
2
i and
xi = aix + biy is some direction perpendicular to z.
So the Hamiltonian (26) can be written as
H = −
∑
〈i,j〉
Jijσ
z
i σ
z
j −
∑
i
√
h2i + g
2
i σ
xi
i (28)
Define yi such that σzσxi = σyi . We have that the
operators σz, σxi , σyi and 1 satisfy the same algebra
as σz, σx, σy and 1. Furthermore these new operators
associated to the space of different sites still commute
between each other, that is, [σai , σ
b
j ] = 0 if i 6= j, for
a = xi, yi, z and b = xj , yj , z. Then all the arguments
of the previous proof are valid here too.
Calculations of the Lattice with Two Sites in the
Interface
In this section we exhibit the calculations of the ex-
ample shown in figure 2b. Its Hamiltonian is given by
H = −σz1σz2 − σz2σz3 − h1σx1 − σz2σz4 − σz3σz4 − h4σx4
and we wish to compute the magnetization 〈σx4 〉. More
then that, we will compute the reduced state of site 4.
To do this, for the ease of computation, we first perform
the partial trace over site 1, followed by the partial trace
of sites 2 and 3, giving the desired reduced state.
We can write the Hamiltonian as
H = (H ′ ⊗ 14).(11 ⊗H ′′) (29)
where H ′ = −σz1σz2 − σz2σz3 − h1σx1 , defined on the
space of sites 1, 2 and 3, and H ′′ = −σz2σz4 − σz3σz4 −
h4σ
x
4 , defined on the space of sites 2, 3 and 4. Then we
have that
e−βH = (e−βH
′ ⊗ 14).(11 ⊗ e−βH′′), (30)
so we get that
Tr1(e−βH) = {Tr1(e−βH′)⊗ 14}.e−βH′′ . (31)
To calculate Tr1(e−βH
′
), let us compute Tr1(H ′n) and
use the series expansion of e−βH
′
(19) to find its partial
trace. So, we have that
H ′2 = (2 + h21)1+ 2σ
z
2σ
z
3 = a1+ 2σ
z
2σ
z
3 (32)
where a = 2 + h21. Then, it is easy to find even powers
of H ′, that is
H ′2n =
n∑
k=0
(
n
k
)
an−k2k(σz2σ
z
3)
k (33)
=
 n∑
k=0
even
(
n
k
)
an−k2k
1+
 n∑
k=0
odd
(
n
k
)
an−k2k
σz2σz3 .
Summarizing, we can write
H ′2n = bn1 + cnσz2σ
z
3 . (34)
With this equation it is possible to calculate odd powers
of H ′ also, that is
H ′2n+1 = (bn1+ cnσz2σ
z
3).(σ
z
1σ
z
2 + σ
z
2σ
z
3 + h1σ
x
1 ).
The above equation shows us that Tr(H ′2n+1) = 0, for
all n = 0, 1, 2.... Then we have that
Tr1(e−βH
′
) = Tr1
( ∞∑
m=0
βm
m!
H ′m
)
(35)
=
∞∑
m=0
βm
m!
Tr1(H ′m) =
∞∑
m=0
even
βm
m!
Tr1(H ′m). (36)
9Taking m = 2n and using Equation (34), we have that
Tr1(e−βH
′
) =
∞∑
n=0
β2n
(2n)!
Tr1H ′2n (37)
=
∞∑
n=0
β2n
(2n)!
(2bn1+ 2cnσ
z
2σ
z
3), (38)
and, after some arrangements, we get
=
( ∞∑
n=0
β2n2bn
(2n)!
)
1+
( ∞∑
n=0
β2n2cn
(2n)!
)
σz2σ
z
3 . (39)
We can write this as
Tr1(e−βH
′
) = A1+Bσz2σ
z
3 , (40)
where
A =
∞∑
n=0
∞∑
k=0
even
2β2n
(2n)!
n!
(n− k)!k!a
n−k
1 2
k (41)
and
B =
∞∑
n=0
∞∑
k=0
odd
2β2n
(2n)!
n!
(n− k)!k!a
n−k
1 2
k. (42)
Now, let us calculate e−βH
′′
. The powers of H ′′ will
follow the same arguments of the powers of H ′, so we
have that
H ′′2n = αn1+ nσz2σ
z
3 (43)
and
H ′′2n+1 = (αn1+ γnσz2σ
z
3)(σ
z
2σ
z
4 + σ
z
3σ
z
3 + h4σ
x
4 ).
(44)
where αn and n can be found analogously to what was
done for bn and cn. Using the Taylor series of e−βH
′′
,
we have that
e−βH
′′
= C1+Dσz2σ
z
3 + Eσ
z
2σ
z
4 + Fσ
z
3σ
z
4
+Gσx4 +Hσ
z
2σ
z
3σ
x
4 (45)
where
C =
∞∑
n=0
∞∑
k=0
even
2β2n
(2n)!
n!
(n− k)!k!a
n−k
4 2
k, (46)
D =
∞∑
n=0
∞∑
k=0
odd
2β2n
(2n)!
n!
(n− k)!k!a
n−k
4 2
k, (47)
FIG. 9: Graphics of the value of the magnetization 〈σx4 〉 of
site 4 in function of the external magnetic field h1 applied in
site 1. Each graphic was done for one different value of β,
which are β = 1, 4 and 7. Note that the scale of each graphic
is different.
G = h4
∞∑
n=0
∞∑
k=0
even
2β2n+1
(2n+ 1)!
n!
(n− k)!k!a
n−k
4 2
k (48)
and
H = h4
∞∑
n=0
∞∑
k=0
odd
2β2n+1
(2n+ 1)!
n!
(n− k)!k!a
n−k
4 2
k, (49)
where we have set a4 = 2 + h24. We do not show the
expressions of E and F here, since they are not used.
Putting Equations (40) and (45) in Equation 31, per-
forming the partial trace on spaces of sites 2 and 3, and
normalizing the trace of resulting operator, we have
that the reduced state of site 4 is given by
ρ4 =
1
2
1+
1
2
AG+BH
AC +BD
σx4 . (50)
Finally, we get that
〈σx4 〉 =
AG+BH
AC +BD
. (51)
We have calculated the expressions of the series that
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define coefficients A,B,C,D,G and H which are an-
alytical expressions. The graphics of the magnetization
51 in function of h1 are given in Figure 9 for some val-
ues of β, which are β = 1, 4 and 7 (note that each
graphic has a different scale). Furthermore, we can
show that the magnetization (51) is independent of h1
when the value of β goes to infinity. More specifically,
it is equal to 1√
4+h24
when β →∞.
In conclusion, it is shown that the shielding prop-
erty do not work, in general, when the interface has
more than one site when the temperature is positive.
For null temperature, however, the shielding property
still works in this example.
