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ABSTRACT
State-of-the-art lossless image compression methods, such as
JPEG-LS, lossless JPEG-2000, and CALIC, perform consid-
erably better on images with sparse histograms when a re-
cently introduced preprocessing technique is used. Bitrate
savings of up to 50% have been reported, but so far there
is no firm theoretical foundation for this surprising perfor-
mance. In this paper we address this issue, and attempt to
explain how the preprocessing stage, which basically packs
the histogram of the images, affects the image total varia-
tion, and as a result the ability of the compression algorithms
to work more effectively.
1 INTRODUCTION
Most of the image compression techniques currently avail-
able were designed mainly for compressing continuous-tone
natural images. However, the amount of images that nowa-
days falls outside this class is large and is also continuously
increasing. In fact, in addition to natural content, numerous
images of interest may also include other types of content,
such as graphical and textual. Frequently, this kind of im-
ages do not use the complete set of available intensities (of
colors or tones of gray), i.e., the histogram of intensities is
sparse.
It has been demonstrated recently [1] that the compres-
sion efficiency of state-of-the-art lossless image compression
methods can be substantially improved when the images to
compress have sparse histograms. This is true for JPEG-
LS [2, 3], lossless JPEG-2000 [4, 5], and CALIC [6].
So far, little is known concerning the theoretical justifica-
tion for the improvement. This paper addresses this issue,
and comments on the relation between histogram packing
and the overall smoothness of the image, as measured by the
variation norm, and the degree to which the variation norm
controls the ability of image encoders to efficiently represent
an image. A more detailed analysis of some of the points
addressed in this paper can be found in the work [7].
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Figure 1: Improving lossless image coding: the image is sub-
ject to a transformation that packs its histogram, and then
coded. Applying the inverse mapping T−1 to the decoded
image yields back the original.
2 THE PREPROCESSING TECHNIQUE
The technique introduced in [1] has been shown to consid-
erably improve the performance of the state-of-the-art loss-
less image coding methods. It implies no modifications to
the basic lossless encoders (JPEG-LS [2, 3], lossless JPEG-
2000 [4, 5], or CALIC [6]). In fact, rather than modifying
the codecs, the method modifies the original image, using
one preprocessing and one post-processing stage, as shown
in Fig. 1. Before coding, the image is subject to a transfor-
mation T which packs its histogram. To recover the original
image, the inverse transformation T−1 is applied to the de-
coded image. Recent research shows that the method is also
useful (often even more so) when the histogram is only “lo-
cally sparse”.
The packing and unpacking operations are relatively sim-
ple, and can be implemented efficiently. Clearly, packing is
image-dependent, and therefore the unpacking stage needs
some side information (basically, the packing table). This
side information adds to the bitrate and should of course be
accounted for.
However, the overal compression gain, including the over-
heads due to the side information, shows savings of up to
50% and above, as reported in [1]. Some results are shown
in Table 1, for CALIC, JPEG-LS and lossless JPEG-2000.
The improvements are surprising, considering that the meth-
ods mentioned represent the state-of-the-art in lossless image
coding.
1
CALIC
Image Normal Off-line packing
Size bps Size bps %
benjerry 6,094 1.743 4,758 1.361 21.9
books 23,229 3.264 11,673 1.640 49.7
cmpndd 68,704 1.397 60,668 1.234 11.7
cmpndn 55,564 1.130 49,471 1.006 11.0
gate 24,700 3.244 18,959 2.490 23.2
music 2,340 1.519 1,445 0.938 38.2
netscape 19,915 2.603 12,917 1.688 35.1
sea dusk 1,736 0.088 1,417 0.072 18.4
sunset 77,049 2.006 70,348 1.831 8.7
winaw 34,045 0.925 20,159 0.547 40.8
yahoo 7,131 2.101 6,934 2.043 2.8
Total 320,507 — 258,749 — 19.3
JPEG-LS
Image Normal Off-line packing
Size bps Size bps %
benjerry 6,707 1.919 4,881 1.396 27.2
books 39,859 5.601 13,396 1.882 66.4
cmpndd 71,469 1.454 62,431 1.270 12.6
cmpndn 58,639 1.193 51,619 1.050 12.0
gate 27,656 3.632 20,718 2.721 25.1
music 4,534 2.943 1,747 1.134 61.5
netscape 21,249 2.777 13,191 1.724 37.9
sea dusk 4,061 0.206 3,479 0.176 14.3
sunset 83,552 2.175 75,412 1.963 9.7
winaw 48,189 1.309 20,102 0.546 58.3
yahoo 8,822 2.600 8,401 2.476 4.8
Total 374,737 — 275,377 — 26.5
Lossless JPEG-2000
Image Normal Off-line packing
Size bps Size bps %
benjerry 14,076 4.027 9,664 2.765 31.3
books 43,859 6.164 15,318 2.152 65.1
cmpndd 114,362 2.326 98,767 2.009 13.6
cmpndn 107,596 2.189 92,594 1.883 13.9
gate 32,916 4.323 24,316 3.193 26.1
music 8,457 5.491 3,180 2.064 62.4
netscape 30,769 4.022 17,887 2.338 41.9
sea dusk 8,214 0.417 5,894 0.299 28.2
sunset 119,031 3.099 106,013 2.760 10.9
winaw 84,913 2.307 33,757 0.917 60.2
yahoo 13,782 4.062 13,001 3.832 5.7
Total 577,975 — 420,391 — 27.3
Table 1: Performance of CALIC, JPEG-LS and lossless
JPEG-2000 with and without histogram packing. The
compression gains include the overhead due to the side-
information necessary to invert the packing transformation.
3 HISTOGRAM PACKING AND VARIATION
What is the impact of histogram packing on the norms
through which the smoothness of an image is normally mea-
sured?
In the following discussion, in which Besov spaces and the
total variation norm naturally appear, the term “N-term non-
linear approximation” will mean approximation using the N
most significant coefficients of the expansion, whereas “N-
term linear approximation” will imply an approximation us-
ing a fixed, image-independent set of N coefficients. For de-
tails see [8, Chapter 9], for example.
For α> 0, the α-class of an image compression algorithm
is the set of all f satisfying
aN( f ) := inf
˜f has N coefficients
‖ f − ˜f‖= O(N−α),
as N → ∞. In words, it is the set of images that lead to an
approximation error norm that decreases asymptotically with
N−α. It turns out that the α-class with respect to Lp norms
for wavelet-based algorithms is a Besov space.
The rate of decay of the error between an image f and a
compressed representation ˜f as the bitrate increases is related
to the smoothness of f in terms of these Besov spaces [9].
Images that belong to these spaces can be near-optimally
compressed (within the class of stable transform-based pos-
sibly nonlinear compression methods) using wavelet-based
techniques.
There is a connection between total variation and Besov
norms. Roughly speaking, the total (univariate) variation
norm is bounded by two Besov norms, and the space of (uni-
variate) functions of bounded variation is embedded in the
corresponding Besov spaces. The (nonlinear) approximation
error is bounded by
En(N)≤CV ( f )2 1N2 ,
where C is a constant. The decay N−2 obtained with wavelet-
based approximations cannot be improved by any nonlinear
approximation calculated in an orthonormal basis [10]. It
is in this sense that wavelets are optimal for approximating
bounded variation functions.
For images of bounded variation, the linear approximation
error satisfies
El(N)≤CV ( f )‖ f‖∞ 1N1/2 ,
and the nonlinear approximation error is given by
En(N)≤CV ( f )2 1N .
Note how, in both cases, the error decreases with the varia-
tion V ( f ) of the image, or its square. Clearly, if the image
is preprocessed as shown in Fig. 1, and if the variation of
the preprocessed image becomes smaller than the variation
of the original image, the encoder will in principle be able to
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Figure 2: L2 error as a function of the fraction of coefficients N, for the original and packed image (wavelet-based nonlinear
approximation). As explained in the text, the packed image has a smaller variation and as a result it can be compressed using less
coefficients, for the same desired L2 error.
perform more efficiently. In other words, it becomes possi-
ble to achieve a certain fixed approximation error with less
coefficients N, provided that V ( f ) is reduced accordingly.
The compression curves on logarithmic plots are expected
to differ by constants in zones where the mentioned asymp-
totic results are meaningful (note that when dealing with fi-
nite images one cannot have N → ∞). This is confirmed in
Fig. 2.
This establishes a link between the transformation T that
is the key to the preprocessing technique described in Fig. 1
and the concept of total variation. It suggests that investigat-
ing the effect of packing on the variation norm might help in
understanding more completely the reasons that lead to the
performance demonstrated in Table 1 and [1]. Additional
evidence confirming this behaviour is presented in Fig. 3,
where both the reduction of image variation and also of com-
pression size can be noticed when step-by-step packing is
performed on the histograms.
It can be shown that histogram packing does indeed reduce
the total variation of an image (see [7] for a more detailed dis-
cussion). A simple heuristic argument is presented here: let
α be some constant greater than one. Consider an image ap-
proximately equal to α times the indicator function of some
domain D, with a smooth boundary. Let the length of the
boundary of D be L. Then, the variation of the image will be
proportional to α (and L). The histogram of the image will
be sparse, since it will contain intensity values close to zero
and close to α. Packing the histogram will reduce α and as a
result the variation of the image.
4 CONCLUSIONS
We have shown that the preprocessing technique reported
in [1] and illustrated in the block diagram of Fig. 1 can be
understood in terms of its effect on the image total varia-
tion. The packing transformation reduces the total variation
of the image, yielding an image of smaller total variation,
easier to compress. Results that confirm the performance of
the method (Table 1) and the conclusions taken have been
presented.
The preprocessing method cannot be expected to work, in
general, for lossy compression, that is, when the lossless en-
coder and decoder pair depicted in Fig. 1 are replaced by a
lossy codec. In fact, coding and then decoding the prepro-
cessed image T f leads only to an approximation of T f ; let
that approximation be denoted by g. In general, g may con-
tain intensity values that were not present in T f , and which
consequently do not belong to the range of the packing func-
tion. As a result, T−1 cannot be applied, and the effects of
packing cannot be entirely compensated for.
This does not prevent the existence of other reversible
transformations T , which when used as shown in Fig. 1 may
lead to overall compression gains. As far as we know, this is
an open question.
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