We design a Convolutional Neural Network (CNN) which studies correlation between discretized inverse temperature and spin configuration of 2D Ising model and show that it can find a feature of the phase transition without teaching any a priori information for it. We also define a new order parameter via the CNN and show that it provides well approximated critical inverse temperature. In addition, we compare the activation functions for convolution layer and find that the Rectified Linear Unit (ReLU) is important to detect the phase transition of 2D Ising model.
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I. INTRODUCTION
A neural network (NN) is a well-known algorithm which implements artificial intelligence (AI), motivated by neurons in animals [1, 2] . NNs are capable of 'learning' from a set of training data which means process for optimizing a set of parameters W in the NN and it is performed by gradient descent method [25] .
It is also possible to make a stack of NNs, called a deep neural network (DNN) [3] . The techniques for training DNN, generically called Deep Learning, have been rapidly developed recently and led to significant advances. One of the big surprises is the fact that DNNs can acquire abstract concepts through learning features of the concepts by themselves. In particular, Convolutional Neural Networks (CNN) have been applied to recognizing images [4] and playing board games [5] with great success. Despite these successes, there is no theoretical consensus on why these techniques work so well. Intuitively, DNNs capture the hidden structures underlying large quantities of data, like images on the web or records of a board game. However, treating such huge data sets theoretically is difficult, and it makes it hard to give an explanation for the high performance of DNNs.
This situation reminds us of the curse of dimensionality in quantum field theory and condensed matter physics. In fact, there has already been work trying to understand why deep learning works so well based on physical intuitions [6, 7] . There are also proposals for application of machine learning techniques to experimental physics. For example, the use of NN has been proposed to extract meaningful data from collider experiments. One can find more detail in [8] and references therein. Other papers have suggested applications of AI to the study of theoretical physics. For example, finding the grand state wave function [9] with a restricted Boltzmann machine or study of the transition between liquid and glass [10] [11, 12] .
In this short note, we focus on the ferromagnetic 2 dimensional Ising model on a square lattice. This is known as the simplest solvable system [11, 12] which has a phase transition, and is deeply connected to the quantum field theory [13] [14] [15] . The model is also a good playground for new computational methods [6, 16] .
Using TensorFlow (r0.9) [17] , we have implemented a neural network to study the correlation between spin configurations and discretized inverse temperatures. We find that the fully connected NN does not find any features of phase transition, but the CNN does (Fig. 1) . This plot reminds us of the discovery of the "cat cell" in [18] in which the model recognizes images of cats without having explicitly learned what a cat is. We examine the boundary structure in Fig. 1 by defining order parameter for CNN, and estimate the inverse critical temperature by fitting distribution of the order parameter (Table I) .
This short note is organized as follows. In section II, we explain our NN model. In section III, we show experimental results. In section IV, we define a new order parameter via the NN and explain how to get β c in Table  I . Section V is devoted to discussion. We review basics of neural networks in appendix A.
II. OUR MODEL
In this section, we explain the details of our model. If the reader is not familiar with machine learning based on NN, we suggest reading appendix A first. Our NN model is designed to solve classification problems. It is constructed from a convolution layer and a fully connected layer, so it can be regarded as the simplest model of a CNN [26] . The whole definition is as follows.
In the final step, we use the softmax function:
where y J is the J-th component of the real vector y ∈ R N . There are two important points; first, we use either the ReLU activation function (A7) or the ELU activation (A8) to investigate their effects on the learning process. Second, we classify configurations into N classes in the final step. This N is related to the inverse temperature β through (6).
Our model is schematically shown in the left panel of Fig. 2 . In total, we have two types of parameters:
A. Preparation of training data for Ising model
For making the training set, we first prepare
where {σ
xy } is the generated configuration under the Ising Hamiltonian on a square lattice and inverse temperature β n using the Metropolis method. T min (max) is the minimum (maximum) temperature for the target Ising system. The temperature resolution is defined by δ = (T max − T min )/N conf where N conf is the number of samples. Our training set for the CNN (1) is not the one in (4), but the following one:
where β is the discretized inverse temperature defined by
This is called the one-hot representation, and enables us to implement the inverse temperature β into the NN directly. We use index I or J to represent component of the vector β as already used in (2) . The training set T L in (5) corresponds to the right top panel of Fig. 2 .
B. Error function and optimizer
Now let us denote our CNN, explained in (1) as
The error function for SGD (A5) is the cross entropy,
where
CNN ({σ xy }) and ({σ xy }, β) ∈ T L . We use AdamOptimizer(10 (Fig. 2) .
III. EXPERIMENTS
In this section, we show our experimental results and how our model (1) captures the phase transition of the 2D Ising model. Here, we prepare T L (5) by using the Metropolis method with the parameters
The max and min values for T mean that 0.2 < β < 10, where β is the inverse temperature. Note that the known value form the phase transition is T c ∼ 2.27 or β c ∼ 0.44. This means that configurations in our training data T L extend from the ordered phase to the disordered phase. In all, we prepare three types of training set,
Our Hamiltonian includes a weakly negative magnetic field. As a result, almost all configurations at low temperature (β β c ∼ 0.44) are ordered to {σ xy } = {−1, −1, . . . , −1}.
Whole picture of our model. The data ({σxy}, β) ∈ TL for (8) is picked randomly in each step of SGD (A5).
A. No-filter experiment
Before showing the CNN result, let us try a somewhat primitive experiment: training on NN without the convolution layer, i.e. a fully connected NN as in (A2):
We retain the error function and optimizer, i.e. the cross entropy (8) and AdamOptimizer(10 −4 ). We align the heat map for the weight W trained by using T L=8 in Fig.  3 . After 10,000 iterations, we observe the emergence of a slight colored domain at β < 0.2. This is caused by the lack of training data parametrized by (9) . We cannot observe any other peculiarities as one can see in Fig. 3 , so we conclude there is no information about the phase transition. for simple fully connected NN. Note that the label I can be regarded as discretized inverse temperature β through (6).
B. One-filter experiment
Next, we take N = 100, N f = 3 and C = 1. We use the T L=8 training set again. Just after starting the training, say after 100 iterations, there is no ordered structure as in the no-filter case. However, once we increase the number of iterations to 10,000, we get two possible ordered figures. We denote them case (A) and case (B) respectively as shown in Fig. 4 . Case (A) is characterized by ij F ij > 0, and we can observe two qualitatively different regions in the heat map of the weight W , black colored region (0.48 β) and gray colored region (β 0.48). The boundary is close to the critical temperature β c ∼ 0.44 [27] . Case (B) is characterized by ij F ij < 0, and values in the heat map for W are in gray colored region and almost homogeneous. We will discuss later the reason why only case (A) displays phase transition.
C. Multi-filter experiment
We now turn to the multi-filter case with N = 100, N f = 3, C = 5 and L = 8. The results for all heat maps after 10,000 iterations are shown in Fig. 5 . The stripe structure in the heat map of W corresponds to its values connecting to the convoluted and flatten nodes via five filters, (A), (A), (B), (B), (B) respectively. Empirically speaking, the number of filters should be large to detect the phase transition because the probability for appearance of (A) increases with increased statistics. 
IV. ORDER PARAMETER BASED ON CNN
From the experiments in the previous section, we know that our model (1) seems to discover the phase transition in the given training data for the Ising model. In order to verify this statement, we would like to extract the critical temperature from our CNN after the training. As a trial, we fix the parameters of the CNN as follows: the number of filters, channel and stride are N f = 3, C = 5 and s = L/4 respectively. The number of classifications is taken as N = 100 as well as we did in previous section. We mainly use the ReLU activation in (1) .
First, we plot heat maps for the weight matrix W in CNN trained by T L=8 , T L=16 , T L=32 (Fig. 6 is for L = 32). For every lattice size, we observe a domain-like structure with a boundary around β ∼ 0.44. However, the heat map does not give the location of the boundary quantitatively, so in this section, we propose an order parameter based on the weight matrix W m I and estimate the critical temperature.
A. Defining an order parameter
We define the following quantity,
where W m I is the weight matrix and cl I N (β) is the I-th component of cl N (β) as defined in (6) . The result is shown in Fig. 7 . To quantify the boundary in the heat map for W , we define critical temperature extracted by CNN β CNN by fitting W sum (β) with the following function:W
where a, b, c and β CNN are fitting variables and β CNN indicates the location of the jump. This function is motivated by the magnetization of the Ising model using the mean field approximation. Table II shows the fit results. Our results show that β CNN matches the critical temperature to 2 -8 % accuracy. Let us comment here about what happens if we change the activation function for the convolution layer in (1) from ReLU to ELU. In that case, no significant phase transition-like signal is obtained through W sum (β). We cannot obtain β CNN by fitting because of the absence of the gap-like structure. The following results are obtained by using the ReLU. 
B. Histogram of W
It is interesting to investigate the statistical properties of W sum (β) by plotting a histogram (Fig. 8) . The histogram for the disordered phase (β = 0.2) shows a double peak like structure, but it is not significant (blue bars in Fig. 8 ). At the critical temperature, it shows a Gaussianlike peak (green bars). And in the ordered phase, the histogram forms a rather flat shape (red bars). This deformation corresponds to the jump structure in Fig. 7 . 
V. SUMMARY AND DISCUSSION
In this short note, we have designed a CNN to study correlation between configuration of the 2D Ising model and inverse temperature, and we have trained the CNN by SGD method implemented by TensorFlow. We have found that the weight W in CNN captures a feature of phase transition of the 2D Ising model. In addition, we have defined a new order parameter W sum (β) in (13) via trained CNN and have found that it can provide the value of critical inverse temperature.
Why is the CNN able to find a feature of phase transition? There is an intuitive explanation. The filter with N f = 3 in case (A) has a typical average around 0.1 ∼ 0.2. This is close to the convolution with filter F ij = 1/N 2 f which is equivalent to a real space renormalization group transformation. The filters reflect local magnetization which is related to a typical order parameter for the Ising model and it enables CNN to detect the phase transition.
Our NN model has potential to investigate other statistical model. For example, it was reported that CNNs can distinguish phases of matters, topological phases in Z 2 gauge theories [19] , phases in the Hubbard model [20] . It is interesting to apply our design of neural networks to these problems and see whether the NN can discover nontrivial phases automatically, as we did in this short note.
Other interesting applications of NN include a detecting the confinement / deconfinement transition in fourdimensional gauge theories. In a pure gauge system, an order parameter called the Polyakov loop is commonly used. These two phases can be characterized by the center symmetry breaking of the Polyakov loop. However, if the gauge field couples to the quark as in QCDnamely, to quarks in the fundamental representation of the gauge group -the symmetry is explicitly broken. Recently, the entanglement entropy has been suggested as a good quantity in which to see this transition [21] . Our observable might be applicable to this.
The application of AI, including NNs and other architectures, to the study of theoretical physics has just been started. It will be wonderful if AI finds some novel results in theoretical physics in the near future.
Appendix A: Basics of neural networks
Let us briefly summarize here what machine learning based on neural networks is. Here, let us suppose the NN is a function with a set of parameters W , from an input set I to an output set O:
One of the simplest NNs, the one-layered fully-connected NN (Fig. 9) , is defined by
where W is a matrix called the weight [28] . In general, we can construct more complicated but more powerful NNs. In this appendix, we use W to represent all parameters to be updated in the training process even for more complicated NNs including CNN.
Training
In the first step of the learning process, we prepare a large number of data sets
where λ is the label of the sample in the training data set and Λ is its (finite) index set. Naively speaking, the parameter W is tuned during the learning process so that the output F
NN (x λ ) is close to the given y λ . Quantitatively, we introduce another function called the "error function"
and adjust W so that E(F (W ) NN (x), y) becomes small. Intuitively, the error function measures the distance between the output and the correct answer. Its form depends on the individual problem. Typical choices are squared distance, cross entropy, and so on.
By using the error function, we can define a real valued function of the weight W . This is essential because we can take the derivative of the error function with respect to W and use that in the updating process. A way to determine the optimum W is as follows.           0). Randomly set the initial W and name it W 0 . 1). Pick a data point (x λ , y λ ) ∈ T at random. 2). Update the parameters W as follows:
NN (x λ ), y λ , where is a small parameter. 3). Go back to step 1 and repeat a number of times.
This method is called Stochastic Gradient Descent (SGD). Once the NN is trained, i.e. the parameters W are tuned, we can use the NN as a prediction machine.
Convolution
A convolution layer is motivated by the visual mechanisms of lives. It is widely known that inserting convolution layers makes NNs very powerful to solve classification problems for giving images [4] . In the convolution layer, we prepare two tensors of tunable parameters F = (F a ij ) (a = 1, ..., C, i, j = 1, ..., N f ) called filters. Suppose that C = 1 for simplicity and there is also a two-tensor input x = x kl . Then the convolution is defined by
where I, J run over I, J = 0, s, 2s, . . . , where s is called the stride. We show an example in Fig. 10 . Usually, once we perform the convolution, the size of the two-tensor decreases. To avoid this situation, we can add zeros to the outside of the tensor x. This is called zero-padding. We will perform the zero-padding in our numerical experiments.
Activation functions
To represent non-linear responses, we use non-linear functions as the activation functions in the definition of the NN. One of the typical activation functions is the rectified liner function [22] called ReLU in the literature [23] . It is defined as ReLu(u) = 0 u < 0 u u ≥ 0 .
A smoothed ReLU-type function is sometimes useful, this is called ELU [24] . It is defined by eLu(u) = e u − 1 u < 0 u u ≥ 0 .
ReLU has an edge at u = 0, but ELU has no such edge.
