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DILATIONS OF INTERACTION GROUPS THAT EXTEND
ACTIONS OF ORE SEMIGROUPS
FERNANDO ABADIE
Abstract. We show that every interaction group extending an action
of an Ore semigroup by injective unital endomorphisms of a C∗-algebra,
admits a dilation to an action of the corresponding enveloping group
on another unital C∗-algebra, of which the former is a C∗-subalgebra:
the interaction group is obtained by composing the action with a condi-
tional expectation. The dilation is essentially unique if a certain natural
condition of minimality is imposed. If the action is induced by covering
maps on the spectrum, then the expectation is faithful.
1. Introduction and preliminaries
The notions of interaction groups and their crossed products have been
introduced and studied by Exel in [9], with the aim of dealing with irre-
versible dynamical systems. The mentioned paper emerges as a culmination
of previous work in the subject appeared in [6], [8], [7], [11]. Related work
may be found as well in [13], [3], [14], [5].
Recently, Exel and Renault studied in [10] a family of interaction groups
that extend actions of some semigroups on unital commutative C∗-algebras.
Suppose that X is a compact Hausdorff space and θ : X → X is a covering
map. For A = C(X), let α : A→ A be the dual map of θ, i.e.: α(a) = a ◦ θ,
which is a unital injective endomorphism of A. In case there exists a transfer
operator ([6]) for α, that is, a positive linear map L : A → A such that
L(α(a)b) = aL(b), ∀a, b ∈ A, then V : Z→ B(A) (hereB(A) is the algebra of
bounded operators from A into itself) given by Vn =
{
αn n ≥ 0
L−n n < 0
is called
an interaction group (Definition 1.1). This interaction group is clearly an
extension of the action α¯ : N×A→ A given by (n, a) 7→ αn(a). Conversely,
it can be shown that if W : Z→ B(A) is an interaction group that extends
α¯, then W−1 is a transfer operator for α, and W is retrieved from α and
W−1 from the construction above. That is: interaction groups that extend
α¯ are in a natural bijection with transfer operators for α. In the same way,
interaction groups that extend the action of an Ore semigroup correspond to
semigroups of transfer operators corresponding to the endomorphisms of the
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action. In the case of actions on commutative algebras the work in [10] shows
that one can replace transfer operators by cocycles (see Definition 3.9). We
will show later that an interaction group as the one above can be written as
the composition of an action β with a conditional expectation F : Vn = Fβn,
∀n ∈ Z, a decomposition that reflects the combination of the deterministic
and probabilistic elements included in the concept of interaction group.
On the other hand, it seems that interaction groups are closely related
with partial actions. Propositions 1.3 and 1.7 below are instances of this
relation. Moreover, under certain conditions one may construct interaction
groups from actions of groups and conditional expectations, in a way that
resembles the construction of partial actions by the restriction of global ones.
In fact, suppose that A is a C∗-subalgebra of the unital C∗-algebra B, F :
B → B is a conditional expectation with range A, and β : G×B → B is an
action of a group G on B. Let Ft : B → B be given by Ft := βtFβt−1 . Then
Ft is a conditional expectation onto βt(A), ∀t ∈ G. It is not hard to prove
that if FFt = FtF , ∀t ∈ G, then V : G→ B(A) such that Vt(a) = F (βt(a)),
∀a ∈ A, t ∈ G is an interaction group (provided F (βt(1A)) = 1A, ∀t ∈ G,
see 1.2 below).
With the same spirit of the work done in [1], although with different meth-
ods, we show in the present paper that any interaction group that extends an
action of an Ore semigroup by unital injective endomorphisms (for instance
those studied in [10]) is of this form, that is, it can be obtained by compos-
ing an action with a conditional expectation. The existence of the action
is due to Laca’s Theorem (see [12] and Theorem 2.2 below) on the dilation
of actions of Ore semigroups. The conditional expectation is constructed as
the limit of the directed system of transfer operators corresponding to the
endomorphisms of the Ore semigroup action.
The structure of the present paper is the following. In the rest of this
section we study some relations between interaction groups and partial ac-
tions and we introduce the notion of dilation of an interaction group. In the
next section we prove our main result, Theorem 2.4, and in the final one we
see how this theorem applies, with a refinement, to the interaction groups
studied by Exel and Renault in [10].
1.1. Interaction groups. We show here how to get interaction groups from
suitable pairs of actions and conditional expectations. Recall that a par-
tial representation of a group G on a Banach space A is a map V : G →
B(A), the Banach algebra of bounded linear operators on A, such that

Ve = Id (e the unit of G)
Vs−1VsVt = Vs−1Vst ∀s, t ∈ G
VsVtVt−1 = VstVt−1 ∀s, t ∈ G
Definition 1.1. An interaction group is a triple (A,G, V ) where A is a
unital C∗-algebra, G is a group, and V is a map from G into B(A), which
satisfies:
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(1) Vt is a positive unital map, ∀t ∈ G.
(2) V is a partial representation.
(3) Vt(ab) = Vt(a)Vt(b) if either a or b belongs to Vt−1(A).
If the group G is understood we will put just (A,V ) (or even V if A is un-
derstood as well) instead of (A,G, V ). A morphism (A,G, V )
ψ
→ (A′, G, V ′)
is a unital homomorphism of C∗-algebras ψ : A→ A′ such that ψVt = V
′
t ψ,
∀t ∈ G.
It will be useful for our purposes to consider the following couple of cat-
egories, TG and DG associated to a group G. The objects of TG are triples
T = (B, β, F ), where β is an action of the group G on the unital C∗-
algebra B, and F : B → B is a conditional expectation, that is, a norm
one idempotent whose range is a C∗-subalgebra of B. Recall that a condi-
tional expectation F is a positive F (B)-bimodule map. If T = (B, β, F ),
T ′ = (B′, β′, F ′) ∈ TG, by a morphism φ : T → T
′ we mean a unital homo-
morphism of C∗-algebras φ : B → B′ such that φF = F ′φ and φβt = β
′
tφ,
∀t ∈ G. The category DG is the full subcategory of TG whose objects
(B, β, F ) satisfy the following two conditions: a) FβtF (1) = F (1), ∀t ∈ G,
and b) FrFs = FsFr, ∀r, s ∈ G, where Fr = βrFβr−1 , ∀r ∈ G. Note that
F (1) is the unit of F (B), and that Fr is a conditional expectation with range
βr(F (B)).
Proposition 1.2. Let T = (B, β, F ) ∈ TG, and A := F (B). If FFt = FtF ,
∀t ∈ G, then:
(1) FrFs = FsFr, ∀r, s ∈ G, and FrFs is a conditional expectation with
range βr(A) ∩ βs(A).
(2) If Vt := Fβt|A, ∀t ∈ G, then the map V : G → B(A) given by
t 7→ Vt is a partial representation and satisfies condition 3. of 1.1.
Moreover the range of Vt is A ∩ βt(A), ∀t ∈ G.
(3) If V is the map defined in 2, then V is an interaction group if and
only if F (βt(1A)) = 1A for every t ∈ G. That is: V is an interaction
group if and only if T ∈ DG.
Proof. We have
βrFβr−1βsFβs−1 = βsFs−1rFβs−1 = βsFFs−1rβs−1 = βsFβs−1βrFβr−1βsβs−1 .
That is, FrFs = FsFr, and therefore FrFs is a conditional expectation with
range Fr(B)∩Fs(B). On the other hand Fr(B) = βrFβr−1(B) = βrF (B) =
βr(A). Hence FrFs(B) = βr(A) ∩ βs(A).
As for 2., V is a partial representation:
Vs−1VsVt = FFs−1Fβt = FFs−1βt = Vs−1Vst,
VsVtVt−1 = FβstFt−1Fβt−1 |A = VstFβt−1IdA = VstVt−1 .
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If x ∈ A and a = Vt−1(x), b ∈ B, then:
Vt(ab) = Vt(Vt−1(x)b) = F (Ft(x)βt(b)) = F (FtF (x)βt(b))
= F (FFt(x)βt(b)) = FFt(x)F (βt(b)) = VtVt−1(x)Vt(b) = Vt(a)Vt(b).
Since Vt(ba) = Vt(a
∗b∗)∗, we have shown that V satisfies condition 3. of 1.1.
On the other hand, Vt(A) = Fβt(A) = FFt(βt(A)) = A ∩ βt(A), because
FFt is a conditional expectation with range A ∩ βt(A) ⊆ βt(A).
Now, if V is an interaction group, then Fβt(1A) = Vt(1A) = 1A, ∀t ∈ G.
Conversely, if Fβt(1A) = 1A ∀t ∈ G, then Vt is a positive unital map. In
addition Ve = Fβe|A = FIdA = IdA; hence V is an interaction group. 
1.2. The partial action of an interaction group. We will see now that
every interaction group has naturally associated a partial action of the group
on the same algebra. Recall that a partial action of a discrete group G on a
set X is a pair ({Xt}t∈G, {γt}t∈G) where, for every t ∈ G, Xt is a subset of
X, γt : Xt−1 → Xt is a bijection, and γst extends γsγt, ∀s, t ∈ G. It is also
assumed that γe = idX . When X is a C
∗-algebra, it is usually supposed
that Xt is an ideal and that γt is an isomorphism of C
∗-algebras. So we
warn the reader that for the partial actions we consider in this paper the
sets Xt will be unital C
∗-subalgebras.
Proposition 1.3. Suppose that V : G→ B(A) is an interaction group. For
t ∈ G let At := Vt(A), and γt : At−1 → At be such that γt(a) = Vt(a). Then:
(1) Every At is a unital C
∗-subalgebra of A (with the same unit), and
γt is an isomorphism between At−1 and At, ∀t ∈ G.
(2) The map Et : A→ A given by Et := VtVt−1 is a conditional expecta-
tion onto At, ∀t ∈ G, and ErEs = EsEr, ∀r, s ∈ G.
(3) The pair γ := ({At}t∈G, {γt}t∈G) is a partial action of G on A.
Proof. We already know by [9, 3.2] that At is a unital C
∗-subalgebra of A
with unit Vt(1A) = 1A, and that γt is an isomorphism, ∀t ∈ G. Since V is
a partial representation we have that γe = Ve = Id. Suppose now that c
belongs to the domain of γsγt, that is, c ∈ At−1 is such that γt(c) ∈ As−1 .
Then γsγt(c) ∈ As and γsγt(c) = VsVt(Vt−1(γt(c))) = Vst(Vt−1(γt(c))) =
Vst(c) ∈ Ast. Then γsγt(c) ∈ As ∩Ast, and we may apply γt−1s−1 to γsγt(c).
Since V is a partial action we obtain:
γt−1s−1γsγt(c) = Vt−1s−1Vsγt(c) = Vt−1Vs−1Vsγt(c) = γt−1γs−1γsγt(c) = c,
whence γst(c) = γsγt(c). This shows that γst extends γsγt, ∀s, t ∈ G, and
therefore γ is a partial action. 
Observe that if V is an interaction group of the type considered in 1.2,
then Er = FFr|A, and ErEs = FFrFs|A (with the notations of 1.2 and 1.3).
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The usual notion of partial actions of groups on C∗-algebras requires
that the domains of the partial automorphisms are ideals. In the commu-
tative case, partial actions on a C∗-algebra correspond exactly with partial
actions on the spectrum of the algebra, where the domains of the partial
homeomorphisms are open subsets of the spectrum ([2, Proposition 1.5]).
Instead, partial actions on unital commutative C∗-algebras as the ones con-
sidered in 1.3 lead to a different notion of partial action on a topological
space. In fact, let A = C(X) be a unital commutative C∗-algebra, and let
γ = ({At}, {γt}) be a partial action of G on A, where each At is a unital
subalgebra of A, with the same unit. Then the dual notion of the partial
action γ should be expressed in terms of the spectra of the subalgebras At
and the maps induced by γ between them. Although we will not give here
the exact conditions that such a collection of spaces and maps must satisfy,
it is clear that the result is not a partial action in the usual sense, as the
spectrum of At is not a subspace but a quotient of X.
1.3. Dilations of interaction groups. We introduce next the notion of
dilation of an interaction group V , and we study its relation with the partial
action associated with V .
Definition 1.4. Let V : G→ B(A) be an interaction group. A dilation of V
is a pair (i, T ), where T = (B, β, F ) ∈ TG and i : A→ B is a homomorphism
of C∗-algebras such that iVt = Fβti, ∀t ∈ G. If B = span{βti(a) : a ∈ A, t ∈
G}, we say that the dilation is minimal. The dilation is called faithful if so
is F , and it is called admissible if T ∈ DG (recall that a positive map F is
called faithful when b 6= 0 implies F (b∗b) 6= 0).
Proposition 1.5. Let V : G→ B(A) be an interaction group, and suppose
that (i, T ) is a minimal dilation of V , where T = (B, β, F ). Then we have
F ((FFt − FtF )(b)
∗(FFt − FtF )(b)) = 0, ∀b ∈ B.
Proof. We must show that FβtFβt−1(b) − βtFβt−1F (b) belongs to the left
ideal LF := {b ∈ B : F (b
∗b) = 0} of B, ∀b ∈ B. Since B is the closed linear
span of the set ∪s∈Gβsi(A), it is enough to prove that FβtFβt−1(βsi(a)) −
βtFβt−1F (βsi(a)) ∈ LF , that is, VtVt−1s(a) − βtVt−1Vs(a) ∈ LF , ∀s ∈ G,
a ∈ A. Since F is an A-bimodule map which is the identity operator on
A, and since Fβt|A = Vt, we have that the expression F
(
(VtVt−1s(a) −
βtVt−1Vs(a))
∗(VtVt−1s(a)−βtVt−1Vs(a))
)
is equal to VtVt−1s(a
∗)
(
VtVt−1s(a)−
VtVt−1Vs(a)
)
−VtVt−1Vs(a
∗)
(
VtVt−1s(a)−VtVt−1Vs(a)
)
, which is zero because
V is a partial representation. 
Corollary 1.6. Any minimal and faithful dilation of an interaction group
is admissible.
Suppose that β is an action of G on the C∗-algebra B, and that A is a
C∗-subalgebra of A. The restriction of β to A is the partial action β|A :=
({A′t}t∈G, {γ
′
t}t∈G), where A
′
t := A ∩ βt(A) and γ
′
t(a) := βt(a), ∀a ∈ A
′
t−1 ,
6 FERNANDO ABADIE
t ∈ G. In case that the C∗-algebra generated by {βt(a) : a ∈ A, t ∈ G} is
all of B, we say that β is an enveloping action for γ′.
Proposition 1.7. Suppose that V : G → B(A) is an interaction group
with dilation (i, (B, β, F )), where A is a C∗-subalgebra of B and i : A→ B
is the natural inclusion. Let γ be the partial action of G on A given by
Proposition 1.3, and let γ′ := β|A. Then At ⊇ A
′
t := A ∩ βt(A) and γt(a) =
γ′t(a), ∀t ∈ G, a ∈ A
′
t−1 . If the dilation is admissible then γ = β|A. In
particular if the dilation is faithful then γ is the restriction of β to A.
Proof. If a ∈ A, then a ∈ A′t−1 ⇐⇒ βt(a) ∈ A ⇐⇒ βt(a) = Fβt(a) ⇐⇒
βt(a) = Vt(a). Then if a ∈ A
′
t−1 we have γ
′
t(a) = βt(a) = Vt(a) ∈ At, which
shows that A′t ⊆ At and γ
′
t = Vt|A′
t−1
= γt|A′
t−1
. On the other hand, if
FFt = FtF , then if a ∈ At we have:
a = VtVt−1(a) = FFt(a) = FtF (a) = βt(Fβt−1F (a)) ∈ A ∩ βt(A) = A
′
t,
whence At = A
′
t, and γt = γ
′
t. The last two assertions follow from Proposi-
tion 1.5 and Corollary 1.6. 
Corollary 1.8. Suppose that V : G → B(A) is an interaction group with
admissible dilation (i, (B, β, F )), where i : A → B is an embedding (i.e.: i
is injective). Then the restriction of β to C := span{βti(a) : t ∈ G, a ∈ A}
is an enveloping action for the partial action γ of G on A given by Propo-
sition 1.3. In particular, if the dilation is minimal then β is an enveloping
action for γ.
2. The dilation
A cancelative monoid P is called an Ore semigroup if Pr ∩ Ps 6= ∅,
∀r, s ∈ P . It follows by induction that P is an Ore semigroup if and only
if Pt1 ∩ . . . ∩ Ptn 6= ∅, ∀t1, . . . , tn ∈ P . Then P is partially ordered by the
relation r ≤ s ⇐⇒ s ∈ Pr (equivalently: r ≤ s ⇐⇒ Pr ⊇ Ps), and it is
even directed by that relation.
Any cancelative abelian monoid P is an Ore semigroup. In fact, such
a monoid embeds in its Grothendieck group G, and every element t ∈ G
can be written as t = v−1u, with u, v ∈ P . Therefore, if r, s ∈ P , writing
rs−1 = u−1v, with u, v ∈ P , gives t := ur = vs ∈ Pr ∩ Ps, so P is an
Ore semigroup (and P ∋ t ≥ r, s). More generally, we have the following
theorem [12, Theorem 1.1.2], which shows that there is a functor from the
category of Ore semigroups into the category of groups:
Theorem 2.1 (Ore, Dubreil). A semigroup P can be embedded in a group
G with P−1P = G if and only if it is an Ore semigroup. In this case the
group G is determined up to canonical isomorphism and every semigroup
homomorphism φ from P into a group H extends uniquely to a group ho-
momorphism ϕ : G→ H.
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In case P is an Ore semigroup we say that the group G in 2.1 is the
enveloping group of P .
A key ingredient in our process of dilating the interaction groups under
consideration is Laca’s theorem [12, 2.1.1]. For the convenience of the reader
we recall it below:
Theorem 2.2 (M. Laca, [12]). Assume P is an Ore semigroup with en-
veloping group G = P−1P and let α be an action of P by unital injective
endomorphisms of a unital C∗-algebra A. Then there exists a C∗-dynamical
system (B,G, β), unique up to isomorphism, consisting of an action β of
G by automorphisms of a C∗-algebra B and an embedding i : A → B such
that:
(1) β dilates α, that is, βt ◦ i = i ◦ αt, for t in P , and
(2) (B,G, β) is minimal, that is,
⋃
t∈P β
−1
t (i(A)) is dense in B.
Note that i is unital:
βt−1 i(a)i(1A) = βt−1(i(a)βt(i(1A))) = βt−1(i(aαt(1A))) = i(a), ∀t ∈ P,
so taking adjoints and recalling that {βt−1(i(a)) : t ∈ P, a ∈ A} is dense in
B, we see that i(1A) = 1B .
From now on G will denote the enveloping group of the Ore semigroup
P .
Lemma 2.3. Let α be an action of the Ore semigroup P by unital injective
endomorphisms of the unital C∗-algebra A, and suppose that V : G→ B(A)
is an interaction group such that V |P = α. If (i, (B, β, F )) is an admissible
dilation of V , then βti = iVt = iαt, ∀t ∈ P .
Proof. Note first that for t ∈ G: FFti = Fβt(Fβt−1 i) = FβtiVt−1 = iVtVt−1 .
If now t ∈ P we have Vt−1αt = idA, and therefore
βti = βtiVt−1αt = βtFβt−1 iαt = FtFiαt = FFtiαt = iVtVt−1Vt = iVt.

Theorem 2.4. Let α be an action of the Ore semigroup P by unital injective
endomorphisms of the unital C∗-algebra A, and suppose that V : G→ B(A)
is an interaction group such that V |P = α. Then V has a minimal admis-
sible dilation (i, T ), where T = (B, β, F ) and i : A → B is an embedding,
which has the following universal property. If (i′, (B′, β′, F ′)) is another ad-
missible dilation of V , then there exists a unique morphism φ : (B, β, F )→
(B′, β′, F ′) such that φi = i′. Therefore the dilation (i, T ) is unique up to
isomorphism in the class of minimal and admissible dilations.
Proof. Let i : (A,α)→ (B, β) be the minimal dilation of (A,α) provided by
Laca’s theorem. We suppose, as we can do, that i is the natural inclusion,
so A ⊆ B. We proceed next to define a conditional expectation F : B → A.
To this end note first that if r, s ∈ P , with r ≤ s, and ar, as ∈ A are such
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that βr−1(ar) = βs−1(as), then βsr−1(ar) = as, so αsr−1(ar) = as by 2.3.
Therefore
Ls(as) = Lsαsr−1(ar) = Vs−1Vsr−1(ar) = LsαsLr(ar) = Lr(ar).
Thus we may define F0 :
⋃
t∈P βt−1(A) → B such that F0(b) = Lt(βt(b)),
∀b ∈ βt−1(A). Since ‖F0(b)‖ = ‖Lt(βt(b))‖ ≤ ‖b‖, F0 extends uniquely to
a bounded operator F : B → A, which is easily seen to be positive and to
satisfy F 2 = F and F (B) = A. Then F is a conditional expectation with
range A. We claim that (B, β, F ) is a minimal admissible dilation of V . In
fact, if t ∈ G and r, s ∈ P are such that t = r−1s, then
Fβt|A = Fβr−1βrt|A = Fβr−1αs = Lrαs = Vr−1VrVr−1s = Vr−1s = Vt.
Since
⋃
t∈P βt−1(A) is dense in B we have that (B, β, F ) is minimal, and
to see that it is also admissible, it is enough to check that FFtβr−1 |A =
FtFβr−1 |A, ∀t ∈ G, r ∈ P . On the one hand we have
(2.1) FFtβr−1 |A = FβtFβt−1r−1 |A = VtFVt−1r−1 = EtVr−1
On the other hand, let t ∈ G, t = u−1v, u, v ∈ P . Using Lemma 2.3 and
recalling that EuEv = EvEu, we have
(2.2)
FtFβr−1 |A = βu−1βvFβv−1uVr−1 = βu−1VvVv−1uVr−1
= βu−1EvEuVuVr−1 = βu−1EuEvVuVr−1
= βu−1VuVu−1VvVv−1VuVr−1
= βu−1βuVtVt−1Vr−1 = EtVr−1
From (2.1) and (2.2) we conclude that (B, β, F ) is admissible. We see
next that (B, β, F ) has the claimed universal property. Then suppose that
(i′, (B′, β′, F ′)) is another admissible dilation of V . By Lemma 2.3 we have
that β′|P = i
′α, and then by the universal property of the pair (B, β) there
exists a unique homomorphism φ : B → B′ such that φi = i′ and β′tφ = φβt
∀t ∈ G. In particular φβr−1i = β
′
r−1φi = β
′
r−1i
′, ∀r ∈ P . Thus
F ′φβr−1i = F
′β′r−1i
′ = i′Vr−1 = φiVr−1 = φFβr−1i, ∀r ∈ P.
The equality φF = F ′φ follows now from the density of
⋃
r∈P βr−1i(A) in B
and the continuity of the involved maps. 
Remark 2.5. Suppose V and V ′ are interaction groups that extend actions
by injective unital endomorphisms of the Ore semigroup P . Suppose as
well that ψ : (A,V ) → (A′, V ′) is a morphism of interaction groups, and
let (i, T ) and (i′, T ′) be the corresponding minimal admissible dilations of
V and V ′. Then (i′ψ, T ′) is an admissible dilation of V , so there exists a
unique morphism φ : T → T ′ such that φi = i′ψ. In this way we obtain
a functor from the category of interaction groups that extend actions by
injective unital endomorphisms of the Ore semigroup P into the category
DG, where G is the enveloping group of P .
We end the section with a result concerning enveloping actions.
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Proposition 2.6. Let V be an interaction group like in 2.4, and let γ be
the partial action associated to V via 1.3. Then γ has an enveloping action,
which is unique up to isomorphism.
Proof. It follows from 2.4 and 1.8 that the action β provided by Theorem 2.4
is an enveloping action for γ. Suppose now that β′ : G×B′ → B′ is another
enveloping action for γ, where B′ is a C∗-algebra which contains A. To
show that β and β′ are isomorphic, it is enough to show that β′ satisfies
properties 1. and 2. of Theorem 2.2. It is clear that β′ satisfies the first
property, so let us see that it also verifies the second one. Note that if
t = r−1s ∈ G, with r, s ∈ P , then β′t(A) = β
′
r−1αs(A) ⊆ β
′
r−1(A). On
the other hand, suppose r, s ∈ P , with r ≤ s. Then, since sr−1 ∈ P , we
have A ⊇ αsr−1(A) = β
′
sβ
′
r−1(A), so β
′
s−1(A) ⊇ β
′
r−1(A). Thus β
′
t(A) ⊆⋃
r∈P β
′
r−1(A), ∀t ∈ G, because P is directed by its partial order. This
implies that B′ is the closure of
⋃
r∈P β
′
r−1(A), as we wanted to prove. 
3. Dilations of Exel-Renault interaction groups
In this section we specialize to certain interaction groups occuring on
commutative C∗-algebras. More precisely, we are interested in the inter-
action groups studied in [10]. In that work, the authors considered right
actions θ : P × X → X, where P is an Ore semigroup with enveloping
group G, and θt is an onto local homeomorphism of the compact Hausdorff
space X, that is, θt : X → X is a covering map. Dualizing, θ induces a left
action α of P by injective unital endomorphisms of A = C(X). It is shown
in [10] that for α to be extended to an interaction group V : G → B(A)
it is enough that there exists a certain map ω : P × X → [0, 1], asso-
ciated to θ. This map is called a cocycle and is determined by the fact
that Et(a)(x) =
∑
θt(y)=θt(x)
ω(t, y)a(y), ∀t ∈ P , a ∈ A and x ∈ X, where
Et = VtVt−1 . In this case Theorem 2.4 can be applied, so one concludes that
the interaction groups considered by Exel and Renault in [10] have mini-
mal admissible dilations. We mention in passing that for these interaction
groups Theorem 2.4 could be proved by using exclusively measure-theoretic
arguments, but we will not do it here. The aim of this section is to show
that the minimal admissible dilations of the Exel-Renault interaction groups
are also faithful.
3.1. Conditional expectations on commutative C∗-algebras. We be-
gin by giving a characterization of conditional expectations from a commuta-
tive unital C∗-algebra onto a unital C∗-subalgebra, suitable for our purposes.
We also describe the transfer operators for an endomorphism induced by a
covering map. For more information about conditional expectations we refer
the reader to [15] and [4].
We fix a notation we will use until the end of the present paragraph. Let
B = C(Z) be a unital C∗-algebra and A = C(X) a unital C∗-subalgebra
of B. Note that X is homeomorphic to the quotient space of Z with respect
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to the relation z ∼ z′ ⇐⇒ a(z) = a(z′), ∀a ∈ A. Let π : Z → X be the
corresponding quotient map. Observe that an element a ∈ C(X), when seen
as an element of B, sends z ∈ Z into a(π(z)). Denote by P (Z) the set of
regular Borel probability measures on Z.
Proposition 3.1. With the above notation, let F : B → A be a unital linear
map. Then F is positive if and only if there exists a map µ : X → P (Z)
that is w∗-continuous and such that
(3.1) F (b)(x) =
∫
Z
b(z)dµx(z), ∀b ∈ B,x ∈ X.
Equation (3.1) establishes a bijective correspondence between unital positive
linear maps F : B → A and w∗-continuous maps µ : X → P (Z).
Proof. Let ǫx : A → C be evaluation in x ∈ X. Then if F is positive
ǫx ◦ F is a state of B. Let µx be the probability measure provided by the
Riesz-Markov representation theorem, such that ǫx ◦ F (b) =
∫
Z b(z)dµx(z),
∀b ∈ B. Since F (b) is a continuous function defined on X, it follows that
x 7→ µx is w
∗-continuous. Conversely, it is clear that if a w∗-continuous
map µ : X → P (Z) is such that F (b)(x) =
∫
Z b(z)dµx(z), ∀b ∈ B,x ∈ X,
then F (b) is positive whenever b is positive. Finally, it is obvious that the
correspondence F 7→ µ is one to one and onto. 
It is clear that in Proposition 3.1 above A does not need to be a subalgebra
of B.
Example 3.2. Suppose α : B → B is an injective unital endomorphism
and let A := α(B). Then there exists a homeomorphism ξ¯ : X → Z such
that α(b) = b ◦ ξ¯ ∈ A. Therefore α(b)(x) = b(ξ¯(x)) =
∫
Z b(z)dδξ¯(x), where δz
denotes the Dirac measure concentrated at z. Thus the map µ provided by
3.1 for α is given by: µx = δξ¯(x).
Proposition 3.3. A linear map F : B → A is an onto conditional ex-
pectation if and only if there exists a map µ : X → P (Z) such that µ is
w∗-continuous, supp(µx) ⊆ π
−1(x), ∀x ∈ X, and
F (b)(x) =
∫
b(z)dµx(z),∀b ∈ B,x ∈ X.
If there exists such a map µ, then it is unique, and F is faithful if and
only if the interior of the set Zµ := {z ∈ Z : z /∈ supp(µpi(z))} is empty.
Consequently, if supp(µx) = π
−1(x), ∀x ∈ X, then F is faithful.
Proof. Suppose first that there exists such a map µ. If a ∈ A, b ∈ B and
x ∈ X:
F (ab)(x) =
∫
pi−1(x)
a(π(z))b(z)dµx(z) = a(x)
∫
pi−1(x)
b(z)dµx(z)
= (aF (b))(x).
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Then F (ab) = aF (b). A similar computation shows that F (a) = a, ∀a ∈ A,
whence F is a conditional expectation. Conversely, suppose that F : B → A
is a conditional expectation, and let µ : X → P (Z) be the map provided by
Proposition 3.1 for the unital positive map F . Let us see that supp(µx) ⊆
π−1(x). Suppose z /∈ π−1(x). Then π(z) 6= x, so there exist open disjoint
sets Vz and Vx in X such that π(z) ∈ Vz and x ∈ Vx. Let a ∈ A be such
that a(X) = [0, 1], with supp(a) ⊆ Vx and a(x) = 1. Then, since a = F (a),
a(x) = 1, and supp(a ◦ π) ⊆ π−1(Vx):
1 = F (a)(x) =
∫
Z
a ◦ π dµx =
∫
pi−1(Vx)
a ◦ π dµx ≤ µx(π
−1(Vx)) ≤ 1.
It follows that µx(Z \ π
−1(Vx)) = 0. Then π
−1(Vz) ∩ π
−1(Vx) = ∅, hence
µx(π
−1(Vz)) = 0. Since π
−1(Vz) is open we have that π
−1(Vz)∩ supp(µx) =
∅. This shows that z /∈ supp(µx) and therefore supp(µx) ⊆ π
−1(x).
Suppose now that there exists a non–empty open subset V of Z such
that z /∈ supp(µpi(z)), ∀z ∈ V . Let b ∈ B
+ be a non–zero element such that
supp(b) ⊆ V . Then for all x ∈ X we have F (b)(x) =
∫
pi−1(x)∩V b(z)dµx(z) =
0 since π−1(x) ∩ V ∩ supp(µx) = ∅. Thus F is not faithful. Conversely, if F
is not faithful, let 0 6= b ∈ B+ ∩ kerF , and V ⊆ supp(b) such that b(z) ≥ δ,
for some positive δ and for all z ∈ V . Then, if z0 ∈ V and x = π(z0) we
have
0 = F (b)(x) =
∫
pi−1(x)
b dµx ≥ δµx(π
−1(x) ∩ supp(b)) ≥ δµx(V ∩ π
−1(x)).
This shows that z0 /∈ supp(µpi(z)), ∀z0 ∈ V . 
Corollary 3.4. Let ξ : Z → Z be an onto continuous map and α : B → B
its dual map. Let A = C(X) be the range of α and π : Z → X the canonical
projection. Then a map L : B → B is a transfer operator for α if and only
if there exists a w∗-continuous map ν : Z → P (Z) such that
(3.2) L(b)(z) =
∫
ξ−1(z)
b(u)dνz(u)
with supp(νz) ⊆ ξ
−1(z), ∀z ∈ Z. In this case the map ν is unique. More
precisely, if L is a transfer operator, then νz = µpi(z′), where µ is the map
associated by 3.3 to the conditional expectation αL, and z′ is any element
of ξ−1(z).
Proof. Suppose that L : B → B is a transfer operator for α. Then F := αL
is a conditional expectation onto A. By Proposition 3.3 we have F (b)(x) =∫
pi−1(x) b(u)dµx(u), for a unique w
∗-continuous map µ : X → P (Z). Conse-
quently we have F (b)(z) =
∫
pi−1(pi(z)) b(u)dµpi(z)(u). Since ξ is onto, for z ∈ Z
there exists z′ such that z = ξ(z′). Then, as F = αL, we get: L(b)(z) =
L(b)(ξ(z′)) = F (b)(z′) =
∫
pi−1(pi(z′)) b(u)dµpi(z′)(u) =
∫
ξ−1(z) b(u)dµpi(z′)(u),
∀b ∈ B, z′ ∈ ξ−1(z). So if ν : Z → P (Z) is the map associated to the
unital positive map L on B by 3.1, we have, for z, z′ ∈ Z, with ξ(z′) = z:
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L(b)(z) =
∫
ξ−1(z) b(u)dµpi(z′)(u) =
∫
Z b(u)dνz(u), and therefore νz = µpi(z′),
∀z′ ∈ ξ−1(z). In particular, if ξ(z′) = z, then: supp(νz) = suppµpi(z′) ⊆
π−1(π(z′)) = ξ−1(ξ(z′)) = ξ−1(z). Conversely, it is readily checked that a
map L given by (3.2) for such a map ν is a transfer operator for α. 
As an immediate consequence of the above result we have
Corollary 3.5. Let α be as in Corollary 3.4. Then the map L 7→ αL is
a bijective correspondence between the sets of transfer operators for α and
conditional expectations onto α(B). Moreover αL is faithful if and only if
so is L.
Proof. The last assertion, which is not implied by 3.4, follows from the
injectivity of α. 
When the quotient map π : Z → X is a covering map we can be more
precise:
Corollary 3.6. Suppose that the quotient map π : Z → X is a covering map.
Then a linear map F : B → A is an onto conditional expectation if and only
if there exists a continuous map ω : Z → [0, 1] such that
∑
z∈pi−1(x) ω(z) = 1,
∀x ∈ X, and F (b)(x) =
∑
z∈pi−1(x) ω(z)b(z), ∀b ∈ B, x ∈ X. In this case the
map ω is unique, and F is faithful if and only if the set ω−1(0) is nowhere
dense.
Proof. If x ∈ X, then π−1(x) is finite, because π is a local homeomorphism
and Z is compact. Thus a map µ : X → P (Z) such that supp(µx) ⊆ π
−1(x)
is nothing but a map ω : Z → [0, 1] such that
∑
z∈pi−1(x) ω(z) = 1 and µx =∑
z∈pi−1(x) ω(z)δz , ∀x ∈ X. Then, if ω is continuous, µ is w
∗-continuous.
Suppose conversely that µ is w∗-continuous. Fix z0 ∈ Z, and let V be an
open neighborhood of z0 on which the restriction of π is a homeomorphism
onto its image. Let b ∈ C(Z) be such that supp(b) ⊆ V , and b = 1 on a
neighborhood U of z0. If z ∈ U :
ω(z) = ω(z)b(z) =
∑
z′∈pi−1(pi(z))
ω(z′)
∫
Z
b dδz′ =
∫
Z
b dµpi(z)
Since µ is w∗-continuous and π is continuous, it follows that ω also is con-
tinuous because:
lim
z→z0
ω(z) = lim
z→z0
∫
Z
b dµpi(z) =
∫
Z
b dµpi(z0) = ω(z0)
Note finally that if z ∈ π−1(x), then z ∈ supp(µx) if and only if ω(z) 6= 0.
The proof now follows by combining the considerations above with Propo-
sition 3.3. 
If, in the situation of Corollary 3.6, the map ω exists and is positive, it
follows from [15, Proposition 2.8.9] that the associated conditional expecta-
tion F is of index-finite type (in the sense of Watatani, [15]), and moreover
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IndexF (z) = 1/ω(z), ∀z ∈ Z. In particular F is faithful, a fact that also fol-
lows from 3.3 and 3.5. Conversely, if F is of index-finite type, then IndexF
is positive ([15, Lemma 2.3.1]) and ω(z) = 1/IndexF (z).
Example 3.7. Consider the covering map θ : S1 → S1 given by θ(z) = z2,
and let α : B → B be its dual map, where B = C(S1). Then A :=
α(B) = {b ∈ B : b(z) = b(−z), ∀z ∈ S1}. Consider any continuous function
ω′ : [0, π] → [0, 1] such that ω′(π) = 1 − ω′(0), and let ω : [0, 2π] → [0, 1]
be the extension of ω′ such that ω(t) = 1 − ω′(t − π), ∀t ∈ (π, 2π]. Since
ω is continuous and ω(0) = ω(2π), we can look at ω as a continuous map
from S1 into [0, 1]. It is clear that
∑
z2=z0
ω(z) = 1, ∀z0 ∈ S
1. Therefore
by 3.6 ω defines a conditional expectation Fω. Consider the construction
above for the following three cases: ω′1(t) =
1
2 , ω
′
2(t) =
t
pi and ω
′
3(t) ={
0 if t ∈ [0, pi2 ]
2t
pi − 1 if t ∈ [
pi
2 , π]
. Then Fω1 is of index-finite type, Fω2 is faithful but
not of index-finite type, and Fω3 is not faithful.
Corollary 3.8. Let ξ : Z → Z be a covering map, and let α : B → B be its
dual map, with range A = C(X). Then a linear map L : B → B is a transfer
operator for α if and only if there exists a continuous map ω : Z → [0, 1]
such that
∑
z∈pi−1(x) ω(z) = 1, ∀x ∈ X, and
(3.3) L(b)(z) =
∑
z′∈ξ−1(z)
ω(z′)b(z′), ∀z ∈ Z.
In this case the map ω is unique.
Proof. Since ξ is a covering map if and only if so is π, and ξ−1(z) =
π−1(π(z)), ∀z ∈ Z, our claims follow from Corollary 3.6, Corollary 3.4,
and their proofs. 
3.2. Exel–Renault interaction groups. Suppose again that P is an Ore
semigroup with enveloping group G, so G = P−1P , and that θ : P ×X → X
is a right action, where X is a compact Hausdorff space, and each θt is a
covering map. Then θ induces a left action α : P ×A→ A, where A = C(X)
and αt(a) = a ◦ θt, ∀a ∈ A. Suppose in addition that V : G → B(A) is an
interaction group that extends α, that is, Vt = αt, ∀t ∈ P . For each t ∈ P
let Xt be the spectrum of the C
∗-subalgebra At := Vt(A), so At = C(Xt),
and let πt : X → Xt be the corresponding canonical projection. Note that
πt(x) = πt(x
′) ⇐⇒ θt(x) = θt(x
′) and πt is a local homeomorphism
because θt is. Since Et := VtVt−1 : A → At is a conditional expectation, by
Corollary 3.6 there exists a unique map ωt : X → [0, 1] such that Et(a)(x) =∑
θt(y)=θt(x)
ωt(y)a(y), ∀a ∈ A, x ∈ X. Thus associated with the family of
conditional expectations {Et}t∈P there is a unique map ω : P ×X → [0, 1]
such that
Et(a)(x) =
∑
θt(y)=θt(x)
ω(t, y)a(y)
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∀t ∈ P, a ∈ A, x ∈ X. This map ω is continuous and satisfies
(3.4)
∑
y∈θ−1t (x)
ω(t, y) = 1,
∀t ∈ P , x ∈ X. The map ω also satisfies the cocycle property:
(3.5) ω(rs, x) = ω(r, x)ω(s, θs(x)),
∀r, s ∈ P , x ∈ X, which reflects the fact that Vs−1r−1 = Vs−1Vr−1 , ∀r, s ∈ P .
Moreover, due to the commutativity of the conditional expectations Es and
Er, ω also satifies the coherence property:
(3.6) ω(s, x)Wr(C
s,r
x,y) = ω(r, x)Ws(C
r,s
x,y),
∀r, s ∈ P , x, y ∈ X, where, for S ⊆ X, we put Wr(S) :=
∑
x∈S ω(r, x), and
Cs,rx,y = Csx ∩C
r
y , with C
s
x = θ
−1
s (θs(x)).
Since Vr−1 is a transfer operator for αr, r ∈ P , it follows by Corollary 3.8
that Vr−1(a)(x) =
∑
y∈θ−1r (x)
ω(r, y)a(y), ∀a ∈ A, x ∈ X. Then, as Vs−1Vs =
IdA, ∀s ∈ P , if t = r
−1s ∈ G, r, s ∈ P , we have: Vt = Vr−1s = Vr−1sVs−1Vs =
Vr−1VsVs−1Vs = Vr−1Vs = Vr−1αs. Therefore:
(3.7) Vt(a)(x) = Vr−1αs(a)(x) =
∑
y∈θ−1r (x)
ω(r, y)a(θs(y)),
∀a ∈ A, x ∈ X.
We recall from [10] the following definition:
Definition 3.9. A continuous map ω : P ×X → [0, 1], such that w(t, y) > 0
∀(t, y) ∈ P ×X will be called a normalized coherent cocycle or just cocycle
for the action θ if it satisfies (3.4), (3.5) and (3.6).
It is proved in [10, Theorem 2.8] that every normalized coherent cocycle
associated with θ defines, by means of formula (3.7), an interaction group V ω
that extends α. Such a V ω will be called an Exel–Renault interaction group.
Since each Et is an index-finite type conditional expectation, as observed
after Corollary 3.6, we must have ω(t, x) = 1/IndexEt(x), ∀t ∈ P, x ∈ X.
Therefore, if r, s ∈ P and t = r−1s, from (3.7) we have:
(3.8) Vt(a)(x) = Vr−1αs(a)(x) =
∑
y∈θ−1r (x)
a(θs(y))
IndexEr(y)
If V and V ′ are Exel-Renault interaction groups which extend α, for-
mula (3.8) gives us a simple relation between them: in fact, if t = r−1s ∈ G,
with r, s ∈ P , then with obvious notation we have
(3.9) Vt(a) = Vr−1αs(a) = V
′
r−1
(IndexE′r
IndexEr
αs(a)
)
, ∀a ∈ A.
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3.3. Dilations of Exel–Renault interaction groups. In this final para-
graph we will show that every Exel-Renault interaction group has a minimal
faithful dilation.
Let V = V ω : G→ B(A) be an Exel-Renault interaction group extending
α : P → B(A) as in the previous paragraph. Let (B, β, F ) be the minimal
admissible dilation of V . From properties 1. and 2. of Theorem 2.2 we
have that B is the direct limit of copies of A with connecting maps αr
(alternatively see the proof of this result in [12]). Then B = C(Z), where
(Z, {qr}r∈P ) is the inverse limit of the system ({Xr = X}r∈P , {θsr−1}e≤r≤s}.
Concretely, we have Z = {z : P → X/z(r) = θsr−1(z(s)),∀r, s ∈ P, r ≤ s},
and qr : Z → X given by qr(z) = z(r). The dual (right) action βˆ of β is
described by the following formulae. For t ∈ P and z ∈ Z, to compute βˆtz(r)
we choose s ∈ P such that s ≥ r, t. Then we have βˆtz(r) = θsr−1(z(st
−1))
and βˆ−1t z(r) = z(rt). In other words, if t ∈ P , then qrβˆt = θsr−1qst−1 ,
∀s ≥ r, t, and qrβˆ
−1
t = qrt. In particular qeβˆt = θtqe. The inclusion of
A into B is given by a 7→ aqe, ∀a ∈ A. Note that Zx := q
−1
e (x) = {z ∈
Z : z(e) = x} is the inverse limit of the system ({Zx(r)}r∈P , {θsr−1}e≤r≤s},
where Zx(r) = θ
−1
r (x).
Lemma 3.10. Let ({Yr}r∈P , {σ
s
r}r≤s) be an inverse limit of topological
spaces with inverse limit (Y, {pr}). Then the family V := {p
−1
r (V ) : r ∈
P, V ⊆ Yr open subset} is a basis for the topology of Y .
Proof. Let V1, . . . , Vn be open subsets of Yr and r1, . . . , rn ∈ P . Suppose
y ∈
⋂n
j=1 p
−1
rj (Vj). Pick any element s ∈ P such that s ≥ rj, ∀j = 1, . . . , n.
Then σsrjps(y) = prj(y), ∀j = 1, . . . , n. Since every σ
s
rj is continuous, there
exists an open neighborhood V of ps(y) such that σ
s
rj(V ) ⊆ Vj , ∀j = 1, . . . , n.
Thus y ∈ p−1s (V ) ⊆
⋂n
j=1 p
−1
rj (Vj), which shows that V is a basis for the
topology of Y , since it is already a sub–basis for it. 
We have next the main result of this section.
Theorem 3.11. Every Exel-Renault interaction group has a minimal faith-
ful dilation, unique up to isomorphism.
Proof. We will use the above just introduced notation. Let (i, (B, β, F ))
be the minimal admissible dilation of the Exel-Renault interaction group
V : G → B(A), with i : A → B the natural inclusion. By 3.3 there exists
a unique map µ : X → P (Z) such that F (b)(x) =
∫
Zx
b(z)dµx(z), ∀b ∈ B
and x ∈ X, and to see that F is faithful is enough to show that the support
of µx is exactly Zx. Observe that, since qeβˆr = θrqe, ∀r ∈ P , we have
Zx = q
−1
e (x) = βˆrq
−1
e (Zx(r)) =
⊎
y∈Zx(r)
βˆr(Zy). Then if a ∈ A, x ∈ X, it
follows that Vr−1(a)(x) = Fβr−1(a)(x) =
∫
Zx
aqe(βˆ
−1
r (z))dµx(z). Therefore
(3.10)
Vr−1(a)(x) =
∑
y∈Zx(r)
∫
βˆr(Zy)
aqe(βˆ
−1
r (z))dµx(z) =
∑
y∈Zx(r)
µx(βˆr(Zy))a(y)
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On the other hand, if y0 ∈ Zx(r), then V
−1
r (a)(x) = V
−1
r (a)(θr(y0)) =
Er(a)(y0). Thus
(3.11)
V −1r (a)(x) = Er(a)(y0) =
∑
y∈θ−1r (θr(y0))
ω(r, y)a(y) =
∑
y∈Zx(r)
ω(r, y)a(y)
Comparing (3.10) and (3.11) we see that, by the uniqueness of ω(r, y), we
must have µx(βˆr(Zy)) = ω(r, y) > 0. Since by Lemma 3.10 the family
{q−1r (y) = βˆr(Zy) : r ∈ P, y ∈ Zx(r)} is a basis for the topology of Zx, we
conclude that the support of µx is Zx, and hence F is faithful. 
Example 3.12. Consider the local homeomorphism θ : S1 → S1 given by
θ(x) = x2, and let α : A → A be its dual map, where A = C(S1). Then
L : A→ A given by L(a)(x) = 12
∑
{y:y2=x} a(y) is a transfer operator for α.
It is easy to see that the cocycle ω : N × S1 → [0, 1] associated to the
interaction group V induced by L is given by: ω(n, y) = 12n , ∀n ∈ N, y ∈ S
1.
Let (i, (B, β, F )) be the minimal dilation of V . Then B = C(Z), where the
space Z is the solenoid: Z = {z : N → S1/ z(n) = z(n + 1)2, ∀n ∈ N}.
The inclusion i : A → B is the dual map of q0 ( we use the notation of
Theorem 3.11: thus q0 : Z → S
1 is given by q0(z) = z(0)). The action β is
the one determined by the shift β(b)(z)(n) = b(z(n + 1)). Thus βˆ(z)(n) =
z(n+ 1), and q0βˆ = θq0. To find the corresponding conditional expectation
F : B → A we need to describe the measures µx on Zx = q
−1
0 (x) = {z ∈ Z :
z(0) = x}. Note that, since every y ∈ S1 has exactly two roots, then for each
n ∈ N the set Zx(n) (= qn(Zx)) has 2
n elements, namely the roots of X2
n
−x
in C. If y ∈ Zx(n), then q
−1
n (y) = βˆn(Zy), and therefore µx is determined
by the fact that we must have µx(q
−1
n (y)) = µx(βˆn(Zy)) = ω(n, y) =
1
2n .
We will finish our work by explicitely computing the conditional expec-
tation F on elements of a dense subalgebra of B. Consider the additive
group M := {m : N → Z/m(k) = 0 for all but a finite set of natural num-
bers k}. Given m ∈ M let bm ∈ B be given by bm = 1 if m = 0 and
bm(z) =
∏
k∈N z(k)
m(k). Then bm ∈ B, bm1+m2 = bm1bm2 and b
∗
m = b−m.
Therefore the Stone-Weierstrass theorem implies that the selfadjoint subal-
gebra B0 := span{bm : m ∈ M} of B is dense in B. For m ∈ M let m¯
be defined as m¯ = 0, if m = 0, and m¯ = max{k ∈ N : m(k) 6= 0}. Then
it is clear that we have bm(z) =
∏m¯
k=0 z(m¯)
m(k)2m¯−k = z(m¯)2
m¯
∑m¯
k=0m(k)/2
k
.
Note that the previous formula also works for m = 0. Therefore, if m ∈ M
and x ∈ S1: F (bm)(x) =
∫
Zx
bm(z) dµx(z) =
∑
y∈Zx(m¯)
∫
βˆm¯(Zy)
bm(z) dµx(z)
and therefore we have
(3.12) F (bm)(x) =
1
2m¯
∑
{y: y2m¯=x}
y2
m¯
∑m¯
k=0m(k)/2
k
Note that F (bm) ∈ C(S
1), that is, the right hand side of equation (3.12) is
a continuous function of x ∈ S1.
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