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摘　要　词的向量化表达是文本挖掘应用的必要前提。为了改善自编码器在词嵌入中的效果，提高文本分类的准确
性，提出了一种改进的自编码器并将其用于文本分类。在传统自编码器的基础上，在隐藏层加入了一个全局调整函
数，其将绝对值小的特征值调整到绝对值大的特征值上，实现了隐藏层特征向量的稀疏化。得到调整后的特征向量之
后，采用全连接神经网络进行文本分类。在２０ｎｅｗｓ数据集上的实验结果表明，所提方法具有更好的词向量嵌入式效
果，并且在文本分类中也具有更好的效果。
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１　引言
在文本数据挖掘中，文本分类是一项重要的研究内容，被
广泛应用于 Ｗｅｂ搜索、日志分析、信息过滤、情感分析等领域
中。对文本数据进行分类的前提是提取文本信息的特征并将
其向量化，常用的方法有词袋模型（Ｂａｇ　ｏｆ　Ｗｏｒｄｓ，ＢｏＷ），如
一元、二元和ｎ元模型等；此外，还可以采用基于频率的特征
提取方法，如ＬＳＡ［１］，ＰＬＳＡ［２］，以及ＬＤＡ［３］等。然而，上述特
征表达方法均忽略了单词在句子中的上下文信息，也没有考
虑单词在句子中的顺序，因而不能准确地捕获单词的语义信
息。在ｎ元模型中［４］，当ｎ取值较大时可以捕获单词的语义
信息，然而它们都面临数据稀疏的问题，其分类应用的准确性
也不高。
近年来，词嵌入与深度神经网络的发展对自然语言处理
的研究产生了巨大的影响。词嵌入是语料库中单词的分布式
表达，这种方法可以很好地缓解文本挖掘中的数据稀疏问题。
Ｍｉｋｏｌｏｖ等人［５］提出了著名的词嵌入方法 Ｗｏｒｄ２Ｖｅｃ，该方法
基于句子级别对单词进行向量化，能捕获单词在句子中的结
构和语义等信息，还可以解决文本挖掘面临的数据稀疏性问
题，在许多文本挖掘应用中都表现出了很好的效果。此外，在
Ｗｏｒｄ２Ｖｅｃ的基础上，Ｌｅ等人［６］又提出了针对整篇文档的词
嵌入方法Ｄｏｃ２Ｖｅｃ。
自编码器［７］是一种神经网络结构，它将输入数据向量化，
然后通过最小化重建输入数据的误差对特征进行提取。在自
编码器中，如果输入数据是文本，输出数据是对输入的重建，
那么就可以将中间的嵌入式向量理解为输入数据的特征向
量。自编码器一经提出，便引起了广泛的关注。基于该自编
码器，研究人员提出了许多变种，如去噪音自编码器［８］、变分
自编码器［９］、稀疏自编码器［１０］等。自编码器在图像处理领域
取得了很好的效果，如 ＭＮＩＳＴ［１１］和ＣＩＦＡＲ［１２］。然而，由于
文本数据具有纬度高和稀疏性等特征，因此自编码器在文本
挖掘领域的应用效果还有待提高。
为了解决应用自编码器进行文本嵌入的过程中面临的纬
度高和数据稀疏性问题，以提高其在文本分类应用中的效果，
提出了一种改进的自编码器来进行文本向量的嵌入，并应用
嵌入后的向量进行文本分类。
２　改进的自动编码器
自动编码器包含输入层、隐藏层和输出层，输入层和隐藏
层之间是全连接神经网络，隐藏层和输出层之间也是一个全
连接的神经网络。输入层的输入数据是向量化后的文本数
据，如ｏｎｅ－ｈｏｔ向量［１３］；隐藏层可被视为神经网络对输入向量
提取出的特征向量；输出层得到的输出数据是神经网络对特
征向量进行变化得到的输入数据的重建；当输入数据和输出
数据一致时（即成功重建输入数据），隐藏层的向量就可看作
是输入数据的特征向量。
本文对传统的自编码器进行了改进，在隐藏层中加入了
一个全局调整函数ｇ。通过函数ｇ，将隐藏层的特征向量进
行稀疏化，使其仅保存若干个非０值。该网络的结构如图１
所示。
图１　改进的自动编码器的结构图
Ｆｉｇ．１　Ｓｔｒｕｃｔｕｒｅ　ｏｆ　ｉｍｐｒｏｖｅｄ　ａｕｔｏｅｎｃｏｄｅｒ
在图１给出的改进的自编码器结构中，向量ｉ为ｄ 维的
输入向量，向量ｈ为隐藏层的ｍ 维特征向量，向量ｏ为ｄ 维
的输出向量，ｇ为ｈ的全局调整函数（工作原理将在下文描
述）。
给定输入向量ｉ，通过全连接神经网络计算得到的隐藏
层向量为：
ｈ＝ｔａｎｈ（Ｗｘ＋ｂ） （１）
其中，Ｗ 为下层神经网络的参数矩阵，ｂ为隐藏层向量ｈ的偏
差常量，ｔａｎｈ（·）为双曲正切函数：
ｔａｎｈ（ｘ）＝ｅ
２ｘ－１
ｅ２ｘ＋１
（２）
得到隐藏层向量ｈ后，采用全局调整函数ｇ对ｈ进行稀
疏化。其稀疏化过程为：
１）按照正负将ｈ的所有元素分成两个序列Ａ 和Ｂ，并按
照绝对值分别将Ａ和Ｂ 中的元素从小到大进行排序。使得
ｉ＜ｊ，都有ａｉ∈Ａ∧ａｊ∈Ａ∧｜ａｉ｜＜｜ａｊ｜和ｂｉ∈Ｂ∧ｂｊ∈Ｂ∧
｜ｂｉ｜＜｜ｂｊ｜，并且Ａ和Ｂ的元素个数之和为ｍ，即｜Ａ｜＋｜Ｂ｜＝
ｍ。令｜Ａ｜＝Ｐ，｜Ｂ｜＝Ｑ。
２）在Ａ和Ｂ 中分别取若干个（总数不超过ｋ）绝对值较大
的值：
①若Ｐ－ ｋ／２ ＞０，取Ａ中前Ｐ－ ｋ／２ 项并求和，即
Ｅ＋＝ ∑
Ｐ－ｋ／２
ｉ＝１
ａｉ；令Ａ中前Ｐ－ ｋ／２ 项值为０；令Ａ中余下的
项为ａｉ＝ａｉ＋αＥ＋。
②若Ｑ－ ｋ／２ ＞０，取Ｂ中前Ｑ－ ｋ／２ 项并求和，即
Ｅ－＝ ∑
Ｑ－ｋ／２
ｉ＝１
ｂｉ；令Ｂ中前Ｑ－ ｋ／２ 项的值为０；令Ｂ中余下
的项为ｂｉ＝ｂｉ＋αＥ－。
在上述步骤２）中，若Ｐ－ ｋ／２ ＞０，则正数的个数超过
ｋ的一半，仅保留 ｋ／２ 个正数，令绝对值小的正数为０，并将
这些小正数的和乘以一定的系数α加到保留的 ｋ／２ 个正数
上；若Ｐ－ ｋ／２ ≤０，则正数的个数小于ｋ的一半，不对这些
正数执行任何操作。对Ｂ中各项的操作与对Ａ 中的元素的
操作相同。
经过上述稀疏化后，全局调整函数ｇ对ｈ中各个元素的
取值进行了调整，仅保留了不超过ｋ个非０元素。在稀疏化
过程中，并没有将绝对值小的元素的值舍去，而是将其转到了
绝对值大的元素上。图２为一个隐藏层向量稀疏化过程的具
体实例，其中ｍ＝５，ｋ＝２。
图２　隐藏层向量稀疏化示意图
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将经过全局调整函数ｇ对ｈ稀疏化后得到的向量记为
ｈ′，则有ｈ′＝ｇ（ｈ）。
在得到ｈ′后，继续应用全连接神经网络对ｈ′进行重建，
得到ｏ，计算公式为：
ｏ＝ｔａｎｈ（Ｗ Ｔｈ′＋ｂ′） （３）
其中，ｔａｎｈ（·）仍为双曲正切函数，Ｗ Ｔ为Ｗ 的转秩，ｂ′为输出
层向量ｏ的偏差常量。
输入文本的向量化：在应用上述提出的自编码器之前，首
先需要对文档中的文本进行向量化，将其转化为自编码器的
输入向量ｘ。下面对ｘ的含义进行说明。ｘ∈Ｒｄ，ｄ为语料库
中单词的个数，ｘ中各个元素的定义如下：
ｘｉ＝
ｌｏｇ（１＋ｎｉ）
ｍａｘ
ｊ∈Ｖ
　ｌｏｇ（１＋ｎｊ）
，ｉ∈Ｖ （４）
其中，Ｖ 是语料库中的单词集合，｜Ｖ｜＝ｄ，ｎｊ 为单词ｊ在文档
中出现的次数。
重建输入向量的目标函数：给定输入向量ｘ，得到重建后
的输出向量ｘ′，采用交叉熵函数作为重建函数的损失函数。
其计算公式为：
ｌ（ｘ，ｘ′）＝－∑
ｉ∈Ｖ
ｘｉｌｏｇ（ｘｉ′）＋（１－ｘｉ）ｌｏｇ（１－ｘｉ′） （５）
通过所提自编码器对文档中的单词进行嵌入式向量化表
示后，采用ＤＢＮ神经网络对文档进行分类。ＤＢＮ网络的详
细结构与算法请参考文献［１４］。
３　实验分析
３．１　实验数据
实验采用公开的２０Ｎｅｗｓｇｒｏｕｐｓ（２０ｎｅｗｓ）数据集［１５］。该
９０２第６期 许卓斌，等：基于改进自编码器的文本分类算法
数据集包括１８８４６篇文档，这些文档被划分在２０个不同的新
闻组中，且每个文档只属于一个新闻组。数据集中的训练数
据、测试数据和验证数据分别有１１３１４篇、７５３２篇和１０００
篇，整个数据集包含了２０００个常用单词。
３．２　对比算法
将本文提出的改进自编码器分类算法记为ＩＡＥ，并与经
典的词嵌入、文本分类算法进行对比。采用的对比算法有自
动编 码 器 （ＡＥ）［７］，Ｗｏｒｄ２Ｖｅｃ［５］，Ｄｏｃ２Ｖｅｃ［６］，ＬＤＡ［３］ 和
ＤＢＮ［１４］。在这些算法中，ＡＥ，Ｗｏｒｄ２Ｖｅｃ和 Ｄｏｃ２Ｖｅｃ　３种算
法用于提取单词的嵌入式向量特征，并在此基础上采用单层
全连接神经网络进行文本分类；ＤＢＮ采用多层自编码器进行
文本特征向量的提取，然后采用单层的全连接网络进行文本
分类。
３．３　实验结果
首先，对比ＡＥ，ＩＡＥ和 Ｗｏｒｄ２Ｖｅｃ　３种算法的词嵌入效
果。采用３种算法对数据集中的单词进行向量化后，随机选
取ｗｅａｐｏｎ，ｌａｗ，ｃｏｍｐｕｔｅ和ｓｐａｃｅ　４个单词，然后按照相似性
选取５个相似的单词，结果如表１所列。从表中可以看出，
ＩＡＥ算法提取的结果具有很好的效果，其选出的单词与候选
单词具有很近的语义［１６－１７］。
表１　算法嵌入式向量中的近似单词对比
Ｔａｂｌｅ　１　Ｃｏｍｐａｒｉｓｏｎ　ｏｆ　ａｐｐｒｏｘｉｍａｔｅ　ｗｏｒｄｓ　ｉｎ　ｅｍｂｅｄｄｅｄ
ｖｅｃｔｏｒ　ｏｆ　ａｌｇｏｒｉｔｈｍ
算法 ｗｅａｐｏｎ　 ｌａｗ　 ｃｏｍｐｕｔｅ　 ｓｐａｃｅ
ＡＥ
ｅｆｆｏｒｔ
ｍｕｓｌｉｍ
ｓｏｒｔ
ａｍｅｒｉｃａ
ｅｓｃａｐｅ
ｍａｄｅ
ｌｉｖｅ
ｇｉｖｅ
ｐｏｗｅｒ
ｃａｌ
ｉｎｆｏｒｍ
ｒｕｎ
ｐｒｏｇｒａｍ
ｂａｓｅ
ａｕｔｈｏｒ
ｓｔｕｄｙ
ｄａｔａ
ａｎｓｗｅｒ
ｏｒｉｇｉｎ
ｕｎｉｔ
ＩＡＥ
ａｒｍ
ｃｒｉｍｅ
ｇｕｎ
ｆｉｒｅａｒｍ
ｈａｎｄｇｕｎ
ｃｉｔｉｚｅｎ
ｃｏｎｓｔｉｔｕｔｅ
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其次，对比了ＡＥ，ＩＡＥ和ＬＤＡ　３种算法在进行文本分类
时的均方余弦偏差（Ｍｅａｎ　Ｓｑｕａｒｅｄ　Ｃｏｓｉｎｅ　Ｄｅｖｉａｔｉｏｎ，ＭＳＣＤ）。
令ｍ为话题的总数，ｖｉ和ｖｊ 分别表示属于话题ｉ和话题ｊ的
概率，ｃｏｓ（ｖｉ，ｖｊ）＝
ｖＴｉｖｊ
‖ｖｉ‖·‖ｖｊ‖
，则 ＭＳＣＤ的计算公式为：
ＭＳＣＤ＝ ２ｍ·（ｍ－１）∑ｉ，ｊ＞ｉｃｏｓ
２（ｖｉ，ｖｊ槡 ） （６）
ＭＳＣＤ∈［０，１］，ＭＳＣＤ 越大，表明两个话题越相似。图
３为算法的ＭＳＣＤ对比图。在ＩＡＥ算法中，分别令参数α为
１和５．３５。从图中可以看出，当 Ｎ＝２０ 时，ＩＡＥ 算法的
ＭＳＣＤ略优于 ＬＤＡ 算法，这两种算法的 ＭＳＣＤ 明显优于
ＡＥ算法；当Ｎ＝４０和 Ｎ＝８０时，ＩＡＥ算法和ＬＤＡ算法的
ＭＳＣＤ也明显优于ＡＥ算法，并且当α＝５．３５时，ＩＡＥ算法的
ＭＳＣＤ优于ＬＤＡ算法。
图３　算法的ＭＳＣＤ对比
Ｆｉｇ．３　Ｃｏｍｐａｒｉｓｏｎ　ｏｆ　ＭＳＣＤｏｆ　ａｌｇｏｒｉｔｈｍｓ
接着，对比ＩＡＥ，Ｗｏｒｄ２Ｖｅｃ，Ｄｏｃ２Ｖｅｃ，ＬＤＡ和ＤＢＮ　５种
算法的分类准确性，对比结果如图４所示。从图中可以看出，
ＩＡＥ算法的分类准确率明显优于其他算法。
图４　算法的分类准确率对比
Ｆｉｇ．４　Ｃｏｍｐａｒｉｓｏｎ　ｏｆ　ｃｌａｓｓｉｆｉｃａｔｉｏｎ　ａｃｃｕｒａｃｙ　ｏｆ　ａｌｇｏｒｉｔｈｍｓ
最后，通过对ＩＡＥ算法中各个参数进行调整，使得算法
取得最好的性能。通过调整数据集中主题的数量，来观察
ＩＡＥ算法的分类准确性。从图５可以看出，随着主题数量的
不断增加，ＩＡＥ算法的分类准确率首先增加，当达到１０２４时
开始下降。通过调整嵌入式向量的维度ｋ来观察ＩＡＥ算法
的分类准确性，实验结果如图６所示。从图６中可以看出，随
着ｋ的变化，ＩＡＥ算法的分类准确性也发生变化，当ｋ＝３２
时，其分类准确率最高。通过调整ＩＡＥ算法的全局调整函数
ｇ中参数α的取值来观察ＩＡＥ算法的分类准确性，结果如图
７所示。从图７中可以看出，当α的取值大概处于６～９之间
时，ＩＡＥ算法的分类准确率最高。
图５　ＩＡＥ算法的分类准确率与主题数量之间的关系
Ｆｉｇ．５　Ｒｅｌａｔｉｏｎｓｈｉｐ　ｂｅｔｗｅｅｎ　ｃｌａｓｓｉｆｉｃａｔｉｏｎ　ａｃｃｕｒａｃｙ　ａｎｄ　ｎｕｍｂｅｒ
ｏｆ　ｔｏｐｉｃｓ　ｏｆ　ＩＡＥ　ａｌｇｏｒｉｔｈｍ
图６　ＩＡＥ算法的分类准确率与特征向量维度ｋ之间的关系
Ｆｉｇ．６　Ｒｅｌａｔｉｏｎｓｈｉｐ　ｂｅｔｗｅｅｎ　ｃｌａｓｓｉｆｉｃａｔｉｏｎ　ａｃｃｕｒａｃｙ　ａｎｄ　ｄｉｍｅｎｓｉｏｎ
ｏｆ　ｆｅａｔｕｒｅ　ｖｅｃｔｏｒ　ｋｏｆ　ＩＡＥ　ａｌｇｏｒｉｔｈｍ
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图７　ＩＡＥ算法的分类准确率与α之间的关系
Ｆｉｇ．７　Ｒｅｌａｔｉｏｎｓｈｉｐ　ｂｅｔｗｅｅｎ　ｃｌａｓｓｉｆｉｃａｔｉｏｎ　ａｃｃｕｒａｃｙ　ａｎｄ
αｏｆ　ＩＡＥ　ａｌｇｏｒｉｔｈｍ
结束语　词嵌入是文本挖掘中各个应用的基本前提，其
效果严重影响着文本挖掘的准确性。本文对自编码器进行了
改进，在隐藏层中加入了全局调整函数，实现了嵌入式特征向
量的稀疏化，解决了文本数据的稀疏性问题，从而提高了其在
后续分类应用中的准确性。最后，通过在２０ｎｅｗｓ数据集中的
实验验证了所提算法的效果。
参 考 文 献
［１］ ＥＬＬＩＳＯＮ　Ｎ　Ｂ．Ｓｏｃｉａｌ　ｎｅｔｗｏｒｋ　ｓｉｔｅｓ：ｄｅｆｉｎｉｔｉｏｎ，ｈｉｓｔｏｒｙ，ａｎｄ
ｓｃｈｏｌａｒｓｈｉｐ［Ｊ］．Ｊｏｕｒｎａｌ　ｏｆ　Ｃｏｍｐｕｔｅｒ－Ｍｅｄｉａｔｅｄ　Ｃｏｍｍｕｎｉｃａｔｉｏｎ，
２００７，１３（１）：２１０－２３０．
［２］ ＨＯＦＭＡＮＮ　Ｔ．Ｐｒｏｂａｂｉｌｉｓｔｉｃ　ｌａｔｅｎｔ　ｓｅｍａｎｔｉｃ　ａｎａｌｙｓｉｓ［Ｃ］∥Ｆｉｆ－
ｔｅｅｎｔｈ　Ｃｏｎｆｅｒｅｎｃｅ　ｏｎ　Ｕｎｃｅｒｔａｉｎｔｙ　ｉｎ　Ａｒｔｉｆｉｃｉａｌ　Ｉｎｔｅｌｉｇｅｎｃｅ．
１９９９：２８９－２９６．
［３］ ＳＯＮＧ　Ｙ，ＰＡＮ　Ｓ，ＬＩＵ　Ｓ，ｅｔ　ａｌ．Ｔｏｐｉｃ　ａｎｄ　ｋｅｙｗｏｒｄ　ｒｅ－ｒａｎｋｉｎｇ
ｆｏｒ　ＬＤＡ－ｂａｓｅｄ　ｔｏｐｉｃ　ｍｏｄｅｌｉｎｇ［Ｃ］∥１８ｔｈ　ＡＣＭ　Ｃｏｎｆｅｒｅｎｃｅ　ｏｎ
Ｉｎｆｏｒｍａｔｉｏｎ　ａｎｄ　Ｋｎｏｗｌｅｄｇｅ　Ｍａｎａｇｅｍｅｎｔ．２００９：１７５７－１７６０．
［４］ ＢＲＯＷＮ　Ｐ　Ｆ，ＤＥＳＯＵＺＡ　Ｐ　Ｖ，ＭＥＲＣＥＲ　Ｒ　Ｌ，ｅｔ　ａｌ．Ｃｌａｓｓ－ｂａｓｅｄ
ｎ－ｇｒａｍ　ｍｏｄｅｌｓ　ｏｆ　ｎａｔｕｒａｌ　ｌａｎｇｕａｇｅ［Ｊ］．Ｃｏｍｐｕｔａｔｉｏｎａｌ　ｌｉｎｇｕｉｓ－
ｔｉｃｓ，１９９２，１８（４）：４６７－４７９．
［５］ ＭＩＫＯＬＯＶ　Ｔ，ＳＵＴＳＫＥＶＥＲ　Ｉ，ＣＨＥＮ　Ｋ，ｅｔ　ａｌ．Ｄｉｓｔｒｉｂｕｔｅｄ　ｒｅｐ－
ｒｅｓｅｎｔａｔｉｏｎｓ　ｏｆ　ｗｏｒｄｓ　ａｎｄ　ｐｈｒａｓｅｓ　ａｎｄ　ｔｈｅｉｒ　ｃｏｍｐｏｓｉｔｉｏｎａｌｉｔｙ［Ｃ］∥
２６ｔｈ　Ｉｎｔｅｒｎａｔｉｏｎａｌ　Ｃｏｎｆｅｒｅｎｃｅ　ｏｎ　Ｎｅｕｒａｌ　Ｉｎｆｏｒｍａｔｉｏｎ　Ｐｒｏｃｅｓｓｉｎｇ
Ｓｙｓｔｅｍｓ．２０１３：３１１１－３１１９．
［６］ ＬＥ　Ｑ，ＭＩＫＯＬＯＶ　Ｔ．Ｄｉｓｔｒｉｂｕｔｅｄ　ｒｅｐｒｅｓｅｎｔａｔｉｏｎｓ　ｏｆ　ｓｅｎｔｅｎｃｅｓ
ａｎｄ　ｄｏｃｕｍｅｎｔｓ［Ｃ］∥３１ｓｔ　Ｉｎｔｅｒｎａｔｉｏｎａｌ　Ｃｏｎｆｅｒｅｎｃｅ　ｏｎ　Ｍａｃｈｉｎｅ
Ｌｅａｒｎｉｎｇ．２０１４：１１８８－１１９６．
［７］ ＴＡＮＧ　Ｚ　Ｈ，ＺＨＵ　Ｑ　Ｘ，ＨＯＮＧ　Ｃ　Ｑ，ｅｔ　ａｌ．Ｂａｓｅｄ　ｏｎ　ｓｅｌｆ　ｅｎ－
ｃｏｄｅｒｓ　ａｎｄ　ｈｙｐｅｒｇｒａｐｈ　ｌｅａｒｎｉｎｇ［Ｊ］．Ａｃｔａ　Ａｕｔｏｍａｔｉｃａ　Ｓｉｎｉｃａ，
２０１６，４２（１）：１０１４－１０２１．（ｉｎ　Ｃｈｉｎｅｓｅ）
唐朝辉，朱清新，洪朝群，等．基于自编码器及超图学习的多标
签特征提取［Ｊ］．自动化学报，２０１６，４２（１）：１０１４－１０２１．
［８］ ＸＩＮＧ　Ｃ，ＭＡ　Ｌ，ＹＡＮＧ　Ｘ．Ｓｔａｃｋｅｄ　ｄｅｎｏｉｓｅ　ａｕｔｏｅｎｃｏｄｅｒ　ｂａｓｅｄ
ｆｅａｔｕｒｅ　ｅｘｔｒａｃｔｉｏｎ　ａｎｄ　ｃｌａｓｓｉｆｉｃａｔｉｏｎ　ｆｏｒ　ｈｙｐｅｒｓｐｅｃｔｒａｌ　ｉｍａｇｅｓ
［Ｊ］．Ｊｏｕｒｎａｌ　ｏｆ　Ｓｅｎｓｏｒｓ，２０１６（２０１６）：１－１０．
［９］ ＨＯＵ　Ｘ，ＳＨＥＮ　Ｌ，ＳＵＮ　Ｋ，ｅｔ　ａｌ．Ｄｅｅｐ　ｆｅａｔｕｒｅ　ｃｏｎｓｉｓｔｅｎｔ　ｖａｒｉａ－
ｔｉｏｎａｌ　ａｕｔｏｅｎｃｏｄｅｒ［Ｃ］∥２０１７ＩＥＥＥ　Ｗｉｎｔｅｒ　Ｃｏｎｆｅｒｅｎｃｅ　ｏｎ　Ａｐ－
ｐｌｉｃａｔｉｏｎｓ　ｏｆ　Ｃｏｍｐｕｔｅｒ　Ｖｉｓｉｏｎ（ＷＡＣＶ）．２０１７：１１３３－１１４１．
［１０］ＴＡＯ　Ｃ，ＰＡＮ　Ｈ　Ｂ，ＬＩ　Ｙ　Ｓ，ｅｔ　ａｌ．Ｕｎｓｕｐｅｒｖｉｓｅｄ　ｓｐｅｃｔｒａｌ－ｓｐａｔｉａｌ
ｆｅａｔｕｒｅ　ｌｅａｒｎｉｎｇ　ｗｉｔｈ　ｓｔａｃｋｅｄ　ｓｐａｒｓｅ　ａｕｔｏｅｎｃｏｄｅｒ　ｆｏｒ　ｈｙｐｅｒｓｐｅｃ－
ｔｒａｌ　ｉｍａｇｅｒｙ　ｃｌａｓｓｉｆｉｃａｔｉｏｎ［Ｊ］．ＩＥＥＥ　Ｇｅｏｓｃｉｅｎｃｅ　ａｎｄ　Ｒｅｍｏｔｅ
Ｓｅｎｓｉｎｇ　Ｌｅｔｔｅｒｓ，２０１５，１２（１２）：２４３８－２４４２．
［１１］ＣＩＲＥＧＡＮ　Ｄ，ＭＥＩＥＲ　Ｕ，ＳＣＨＭＩＤＨＵＢＥＲ　Ｊ．Ｍｕｌｔｉ－ｃｏｌｕｍｎ
ｄｅｅｐ　ｎｅｕｒａｌ　ｎｅｔｗｏｒｋｓ　ｆｏｒ　ｉｍａｇｅ　ｃｌａｓｓｉｆｉｃａｔｉｏｎ［Ｃ］∥２０１２ＩＥＥＥ
ｃｏｎｆｅｒｅｎｃｅ　ｏｎ　Ｃｏｍｐｕｔｅｒ　ｖｉｓｉｏｎ　ａｎｄ　ｐａｔｔｅｒｎ　ｒｅｃｏｇｎｉｔｉｏｎ（ＣＶＰＲ）．
２０１２：３６４２－３６４９．
［１２］ＫＲＩＺＨＥＶＳＫＹ　Ａ，ＳＵＴＳＫＥＶＥＲ　Ｉ，ＨＩＮＴＯＮ　Ｇ　Ｅ．Ｉｍａｇｅｎｅｔ
ｃｌａｓｓｉｆｉｃａｔｉｏｎ　ｗｉｔｈ　ｄｅｅｐ　ｃｏｎｖｏｌｕｔｉｏｎａｌ　ｎｅｕｒａｌ　ｎｅｔｗｏｒｋｓ［Ｃ］∥Ａｄ－
ｖａｎｃｅｓ　ｉｎ　Ｎｅｕｒａｌ　Ｉｎｆｏｒｍａｔｉｏｎ　Ｐｒｏｃｅｓｓｉｎｇ　Ｓｙｓｔｅｍｓ．２０１２：１０９７－１１０５．
［１３］ＵＲＩＡＲＴＥ－ＡＲＣＩＡ　Ａ　Ｖ，ＬＰＥＺ－ＹＮ
｀
ＥＺ　Ｉ，ＹＮ
｀
ＥＺ－ＭＲＱＵＥＺ
Ｃ．Ｏｎｅ－ｈｏｔ　ｖｅｃｔｏｒ　ｈｙｂｒｉｄ　ａｓｓｏｃｉａｔｉｖｅ　ｃｌａｓｓｉｆｉｅｒ　ｆｏｒ　ｍｅｄｉｃａｌ　ｄａｔａ
ｃｌａｓｓｉｆｉｃａｔｉｏｎ　ＰｌｏＳ　ｏｎｅ［Ｊ］．Ｐｕｂｌｉｃ　Ｌｉｂｒａｒｙ　ｏｆ　Ｓｃｉｅｎｃｅ，２０１４，９
（１０）：９５－１０５．
［１４］ＺＨＡＮＧ　Ｙ　Ｙ，ＨＵＯ　Ｊ，ＹＡＮＧ　Ｗ　Ｑ，ｅｔ　ａｌ．Ａ　ｄｅｅｐ　ｂｅｌｉｅｆ　ｎｅｔ－
ｗｏｒｋ－ｂａｓｅｄ　ｈｅｔｅｒｏｇｅｎｅｏｕｓ　ｆａｃｅ　ｖｅｒｉｆｉｃａｔｉｏｎ　ｍｅｔｈｏｄ　ｆｏｒ　ｔｈｅ　ｓｅ－
ｃｏｎｄ－ｇｅｎｅｒａｔｉｏｎ　ｉｄｅｎｔｉｔｙ　ｃａｒｄ［Ｊ］．ＣＡＡＩ　Ｔｒａｎｓａｃｔｉｏｎｓ　ｏｎ　Ｉｎｔｅｌｉ－
ｇｅｎｔ　Ｓｙｓｔｅｍｓ，２０１５，１０（２）：１９３－２００．（ｉｎ　Ｃｈｉｎｅｓｅ）
张媛媛，霍静，杨婉琪，等．ｏｔｈｅｒｓ深度信念网络的二代身份证异
构人脸核实算法［Ｊ］．智能系统学报，２０１５，１０（２）：１９３－２００．
［１５］ＨＩＮＴＯＮ　Ｇ　Ｅ，ＳＡＬＡＫＨＵＴＤＩＮＯＶ　Ｒ　Ｒ．Ｒｅｐｌｉｃａｔｅｄ　ｓｏｆｔｍａｘ：
ａｎ　ｕｎｄｉｒｅｃｔｅｄ　ｔｏｐｉｃ　ｍｏｄｅｌ［Ｃ］∥２２ｎｄ　Ｉｎｔｅｒｎａｔｉｏｎａｌ　Ｃｏｎｆｅｒｅｎｃｅ
ｏｎ　Ｎｅｕｒａｌ　Ｉｎｆｏｒｍａｔｉｏｎ　Ｐｒｏｃｅｓｓｉｎｇ　Ｓｙｓｔｅｍｓ．２００９：１６０７－１６１４．
［１６］ＬＶ　Ｆ，ＨＡＮ　Ｍ，ＱＩＵ　Ｔ．Ｒｅｍｏｔｅ　Ｓｅｎｓｉｎｇ　Ｉｍａｇｅ　Ｃｌａｓｓｉｆｉｃａｔｉｏｎ
Ｂａｓｅｄ　ｏｎ　Ｅｎｓｅｍｂｌｅ　Ｅｘｔｒｅｍｅ　Ｌｅａｒｎｉｎｇ　Ｍａｃｈｉｎｅ　ｗｉｔｈ　Ｓｔａｃｋｅｄ
Ａｕｔｏｅｎｃｏｄｅｒ［Ｊ］．ＩＥＥＥ　Ａｃｃｅｓｓ，２０１７，３（９９）：１－１１．
［１７］ＧＡＯ　Ｊ，ＺＨＡＮＧ　Ｃ　Ｘ，ＷＡＮＧ　Ｚ，ｅｔ　ａｌ．Ｑｕｅｓｔｉｏｎ　Ｃｌａｓｓｉｆｉｃａｔｉｏｎ
Ｂａｓｅｄ　ｏｎ　Ｉｍｐｒｏｖｅｄ　ＴＦＩＤＦ　Ａｌｇｏｒｉｔｈｍ［Ｃ］∥Ｉｎｔｅｒｎａｔｉｏｎａｌ　Ｃｏｎ－
ｆｅｒｅｎｃｅ　ｏｎ　Ｃｏｎｔｒｏｌ，Ａｕｔｏｍａｔｉｏｎ　ａｎｄ　Ａｒｔｉｆｉｃｉａｌ　Ｉｎｔｅｌｉｇｅｎｃｅ．２０１７：
３５４－３５７．
［１８］ＹＡＮＧ　Ｂ，ＨＡＮ　Ｑ　Ｗ，ＬＥＩ　Ｍ，ｅｔ　ａｌ．Ｓｈｏｒｔ　Ｔｅｘｔ　Ｃｌａｓｓｉｆｉｃａｔｉｏｎ
Ａｌｇｏｒｉｔｈｍ　Ｂａｓｅｄ　ｏｎ　Ｉｍｐｒｏｖｅｄ　ＴＦ－ＩＤＦ　Ｗｅｉｇｈｔ［Ｊ］．Ｊｏｕｒｎａｌ　ｏｆ
Ｃｈｏｎｇｑｉｎｇ　Ｕｎｉｖｅｒｓｉｔｙ　ｏｆ　Ｔｅｃｈｎｏｌｏｇｙ（Ｎａｔｕｒａｌ　Ｓｉｃｅｎｃｅ），２０１６，３０
（１２）：１０３－１１３．（ｉｎ　Ｃｈｉｎｅｓｅ）
杨彬，韩庆文，雷敏，等．基于改进的ＴＦ－ＩＤＦ权重的短文本分类
算法［Ｊ］．重庆理工大学学报（自然科学），２０１６，３０（１２）：１０３－
１１３．
０４２ 计 算 机 科 学 　２０１８年
