Optimizing the design of tracking system under energy and bandwidth constraints in wireless sensor networks (WSN) is of paramount importance. In this paper, the problem of collaborative target tracking in WSNs is considered in a framework of quantized measurement fusion. First, the measurement in each local sensor is quantized by probabilistic quantization scheme and transmitted to a fusion center (FC). Then, the quantized messages are fused and sequential importance resampling (SIR) particle filtering is employed to estimate the target state. In the FC, quantized measurement fusion via both augmented approach and weighted approach is investigated. For both approaches, the closed-form solution to the optimization problem of bandwidth scheduling is given, where the total energy consumption is minimized subject to a constraint on the fusion performance. Finally, posterior Cramer-Rao lower bounds (CRLBs) on the tracking accuracy using quantized measurement fusion are derived. Simulation results reveal that both approaches perform very closely to the posterior CRLB while obtaining average communication energy saving up to 72.8% and 45.1%, respectively.
Introduction
Target tracking through wireless sensor networks (WSNs) is a problem with a large spectrum of applications [1, 2] , such as surveillance [3] , natural disaster relief [4] , traffic monitoring [5] , and pursuit evasion games. Although it can have several advantages, target tracking in a WSN is a challenging task since each sensor node typically has very limited power supply and communication bandwidth [6, 7] . Besides, target tracking in this circumstance needs collaborative communication and computation among multiple sensors since information generated by a single sensor node is usually incomplete or inaccurate (e.g., [8] ). Collaborative data processing and in-network processing have been extensively studied to reduce redundant communication in target tracking applications. Clustering or group-based techniques such as information-driven sensor query (IDSQ) [9] and dynamic convoy tree-based collaboration (DCTC) [10] are well-known solutions for collaborative target tracking. These schemes explicitly select and manage sensors that participate in target tracking.
Moreover, as mentioned above, each sensor node in the network has very limited energy/power source and communication bandwidth. Thus, by using quantized message for storage or transmission in the place of the original measurement, considerable savings in storage or transmission bandwidth can be realized. The fusion center (FC) will combine the quantized message from local sensors to produce a final estimate of the parameter. The problem of decentralized estimation and tracking based on quantized measurements has been studied in earlier works such as [11, 12] . Recently, a distributed estimation approach based on the sign of innovations (SOI) is developed in [13] , where only the transmission of a single bit per observation is required. In [14] , particle filtering algorithms for tracking a single target using data from binary sensors are presented with the posterior Cramer-Rao lower bound (CRLB) derived. The posterior CRLBs on the mean squared error (MSE) of target tracking in WSNs with quantized range-only measurements are discussed in [15] . Both constant velocity (CV) and constant acceleration (CA) models for target dynamics and 2 International Journal of Distributed Sensor Networks general range-only measuring model for local sensors are included, while the sensor nodes are assumed to be randomly distributed. Very recently, the problem of target tracking in a WSN with quantized measurements using adaptive thresholds is considered in [16] . Attention is focused on the design of measurement quantizer with adaptive thresholds. Based on the probability density function (PDF) of the signal amplitude measured at a random location, an adaptive design method for quantization thresholds is proposed by maximizing the entropy. However, there is little research on collaborative target tracking with nonlinear dynamics and/or observing equation from the quantized measurement fusion perspective.
In this paper, we consider the quantized measurement fusion problem for collaborative target tracking with focus on the energy and bandwidth scheduling strategy. Consequently, a complete framework of quantized measurement fusion for target tracking in a WSN is proposed in this paper. To be more specific, the following problems are considered.
(1) After receiving the quantized measurements from local node, the FC fuses the quantized measurements, for which we consider two fusion approaches. One is the augmented approach, which merges all the noises corrupted quantized messages into a vector. The other is the weighted approach under quasi-best linear unbiased estimation (quasi-BLUE) fusion rule. Note that the latter approach has a lower computational load since the observation vector dimension kept unchanged regardless of the number of the sensors deployed [17] . This is highly desirable in densely deployed WSN since the computational burden will keep low regardless of the number of the sensors activated.
(2) With the focuses on tradeoff between energy/power consumption and fusion accuracy for quantized measurements, we give closed-form solution to the optimization problem for bandwidth scheduling for both approaches. In the optimal bandwidth scheduling problem, the total energy consumption is minimized subject to a constraint on quantization covariance or the overall MSE incurred by weighted fusion.
(3) Due to the fact that generally passive sensors are employed in the sensor networks, we consider the nonlinear Gaussian discrete-time system model. The sequential importance resampling (SIR) particle filtering strategy is used for estimating the target state. The posterior CRLBs (see, e.g., [18, 19] and the references therein) for target tracking using quantized measurements are also derived.
The rest of the paper is organized as follows. In Section 2, the measurement fusion problem using quantized measurements will be formulated, and the quantization strategy is introduced. In Section 3, two quantized measurement fusion approaches are proposed, namely, the augmented approach and the weighted approach. The bandwidth scheduling problems for both approaches are explored, respectively, in Section 4 and Section 5. The tracking algorithm and the performance analysis are provided in Section 6. A numerical example is given in Section 7, which is followed by Section 8 that involves the conclusion and future work.
Problem Formulation
Considering the state estimation problem of the following nonlinear discrete-time system in a network with sensors deployed
where ( ) ∈ R and ( ) ∈ R are the state of the system and the th measurement at the time step , respectively; and ℎ are known, possibly nonlinear functions of the state ( ) and time step . ( ) ∈ R is the noise process caused by disturbances and modeling errors; ( ) ∈ R are additive measurement noise vectors of the th ( = 1, 2, 3, . . . , ) sensor. It is assumed that the noise vectors ( ) and ( ) are zero mean and
The initial state (0) with mean 0 and variance 0 is independent of ( ) and ( ), = 1, 2, 3, . . . , . To ease the analysis, we also assume that all sensors are synchronised and have the same measurement rate.
Due to bandwidth and energy limitations, each sensor quantizes its measurement into a ( )-bit message (where ( ) is the bandwidth to be determined later) and transmits this locally processed data to a FC. Then the FC estimates the state vector of the target according to (1) and the quantized messages. The purpose is to collaboratively estimate the target state using quantized measurements fusion strategy while meeting constraints on total energy consumption. More specifically, we consider the following aspects: (i) how to fuse the quantized messages; (ii) how to optimize bandwidth scheduling among sensors; and (iii) how to estimate the target state using these quantized messages. Before going further, we first describe the quantization scheme used in this paper.
Probabilistic Quantization Strategy.
In the following, we present a brief review of the quantization scheme in this paper. Suppose that the measurement ( ) is bounded to a finite interval [− , ], where is a known parameter decided by the sensors' dynamic range. Due to bandwidth and power limitations, each sensor quantizes its observation into a -bit message, where is the bandwidth to be determined later. We, therefore, have = 2 quantization points given by the set = where = ( ( ) − )/Δ. The following lemma, adopted from [16] , discusses two important properties of probabilistic quantization. +1 ), and let ( ) be a -bit quantization of ( ). The message ( ) is an unbiased representation of ( ); that is,
Assuming that the sensor messages are perfectly received by the FC, then the quantized message at the th sensor can be modelled as
where is the zero mean quantization error with a variance less than Δ 2 /4. Moreover, as performed locally at each sensor without coordination, the quantized noises at th time iteration are mutually independent.
Two Quantized Measurement Fusion Approaches
By Lemma 1, the relationship between the original signal of th sensor and the data received by the FC can be reformulated by
where ( ) = ( ) + ( ) are mutually independent with zero mean and variance:
By quantized measurement fusion, the local sensor observation models in (7) can be integrated into the following vector model:
where ( ) are zero mean fused noise with variance ( ) that will be determined as follows.
Commonly, there exist two approaches to obtain the quantized measurement fusion (see, e.g., [17, 20] and the references therein). One is the augmented approach that merges all the received data into a vector form as follows:
Then by approximately considering the noise ( ) to be white noises, we can use nonlinear filtering techniques to get the state vector estimate (see, e.g., [21] ). The other approach first combines the quantized measurements based on the BLUE rule (we will refer to weighted approach thereafter), and then traditional filtering schemes are employed to estimate the state of the target. Specifically, the fusion measurement can be obtained by weighted observation using the quasi-BLUE scheme:
The incurred MSE is thus
Remark 2. Because the first approach makes use of all the raw quantized messages, it most likely provides a better estimate. However, the latter approach has a lower computational load since the observation vector dimension is kept unchanged regardless of the number of the sensors deployed [17] . This is especially preferable in densely deployed wireless sensor network since the number of sensors deployed in a snapshot will be large, which makes the dimension of observation space high. The cost of calculating inverse matrix, which is involved in computing the gain of the filter, is in proportion to cubic dimension of system observation space; therefore, the computational burden will increase when using the augmented approach as (10).
Remark 3.
It is easy to see that the accuracy of fused quantized measurement is better if the variance of the quantized noise is smaller. We can make its upper bound small, which means that more bandwidths need to be supplied. However, the sensor power and transmission bandwidth are limited in a WSN. In the following, we will consider the bandwidth scheduling problem that solves the tradeoff between energy/power constraints and fusion performance for both quantized measurement fusion approaches.
Bandwidth Scheduling for Augmented Approach
In this section, we consider the bandwidth scheduling problem for the quantized measurement fusion via augmented approach. First, a practical energy model is introduced. Then, based on the energy model and the quantization scheme, we set up the optimization problem for bandwidth scheduling. Finally the explicit optimal solution is obtained through the Lagrange technique.
The Energy Model.
We assume that the channel between the th sensor and the FC experiences a path loss proportional to = , where is the transmission distance between the th sensor and the FC. Then the consumed energy of the th sensor at time step is
where = ln(2/ ) is the energy density [22] , in which is a constant depending on the noise profile, and is the target bit error rate assumed common to all sensor-to-FC links.
Optimization Problem Setup.
Our primary goal is to minimize the total energy consumption while meeting the constraints on fusion performance. Thus, we consider the following optimization:
where ( ) > 0 is a given performance constraint. Without illegibility, we will drop out the time step index thereafter. Let = 2 − 1. Then the optimization problem in (14) can be equivalently rewritten as
The lower limit on is given by the fact that ∈ Ζ + 0 and the definition of = 2 − 1. Furthermore, we relax the integer to be a real positive number so as to render the problem tractable and drop the last constraint on as they become inactive at the optimum point. The major advantage of the alternative problem formulation (15) is that it admits the form of convex optimization and leads to a closed-form solution as shown next.
Optimal Solution.
By leveraging the standard Lagrange technique, the optimal solution to (15) can be obtained as follows [23] . Without loss of generality, we first assume that
Let 1 ≤ 1 ≤ be the unique integer such that ( 1 ) < 1 and ( 1 − 1) ≥ 1. Following a similar way as in [16] , it is ready to show that such 1 is unique unless ( ) < 1 for all 1 ≤ ≤ , in which case we simply set 1 = 1. Then simple manipulations of (16) lead to the optimal solution given by
Once the optimal real-value * = 2 − 1 is computed, the associated bit loads can be readily obtained through upper integer rounding, as in [16, 22] . Remark 4. Recall from (12) that the energy consumption of each sensor is proportional to the path loss gain . Hence, large value of the energy consumption corresponds to sensor deployed far away from the FC, usually with poor background channel gain. The most important observation to make from the optimal solution (18) is that the assigned bandwidth is inversely proportional to the logarithm of the energy consumption of this node. This is intuitively reasonable since sensors with better link conditions should be allocated with more bits to improve the estimation fusion accuracy.
Bandwidth Scheduling for Weighted Approach
By the same energy model adopted in Section 4, we consider the following optimization problem according to the MSE recurred by BLUE fusion in (11)-(12):
where ( ) > 0 is a given performance constraint.
Alternative Formulation.
To facilitate the analysis, we also relax the integer ( ) to be a real positive number and drop the last constraint on ( ) as they become inactive at the optimum point. However, even with this relaxation, the problem (19) remains nonconvex in ( ). Fortunately, we show next that the problem (19) can be reformulated as a convex one by performing a change of variables. Define = 1/( 2 + 2 ). Then, we have
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The upper limit on is given by the fact that = 1/( 2 + 2 ) and 2 ≥ 0. It is easy to check that the optimization problem (21) is convex with respect to the new variable = ( 1 , 2 , . . . , ).
Optimal Solution.
By leveraging the standard Lagrange technique, we can derive the optimal solution as follows. Without loss of generality, we assume that 1 ≥ 2 ≥ ⋅ ⋅ ⋅ ≥ and define
Let 1 ≤ 1 ≤ be the unique integer such that ( 1 ) < 1 and ( 1 − 1) ≥ 1; if ( ) < 1, for all 1 ≤ ≤ , then simply set 1 = 1. Then simple manipulations lead to the optimal solution given by
where ( ) + equals 0 when < 0 and otherwise is equal to . Recall the definition of ; we have
Thus, (23) implies that the optimal solution of is
Once the optimal real-value * is computed, the associated bit loads can be obtained through upper integer rounding. As mentioned above, large value of the energy consumption corresponds to sensor deployed far away from the FC, usually with poor background channel gain. In this point, the optimal solution (25) is similar to (18) : for those active nodes, the assigned bandwidth is inversely proportional to the energy consumption of this node. In other words, to improve the fusion estimation accuracy, sensors with better link conditions should be allocated with more bits. Using the dynamic equation (1) and fused measurement (9), the state of the target can be estimated in the FC through nonlinear filtering technique, such as extended Kalman filter, unscented Kalman filter, and particle filter.
Particle Filtering and Posterior CRLBs for Tracking with Quantized Measurements
Bayesian sequential estimation, also known as Bayesian filtering, is the most commonly used framework for tracking applications. In Bayesian filtering, the tracking algorithm recursively estimates the target statê( | ) using the quantized measurement sequence (1 : ), where (1 : ) = { (1), (2), . . . , ( )}, namely, the posterior distribution { ( ) | (1 : )}. It is well known that to recursively calculate the posterior distribution, one needs to have three distributions, namely, the initial state distribution { (0)}, the state transition model { ( ) | ( − 1)} that represents the state dynamics, and the likelihood function { ( ) | ( )} that depends on the measurement model [24] .
Traditionally, Kalman filter provides an optimal solution to the Bayesian sequential problem for linear/Gaussian systems. In the case of nonlinear systems with Gaussian noises, extended Kalman filter can be used to provide a suboptimal solution by linearization of the nonlinear system equation and/or measurement model locally. Recently, however, it has been shown that even for linear/Gaussian systems, when the sensor measurements are quantized, extended Kalman filtering fails to provide an acceptable performance especially when the number of quantization levels is small [25] . For the problem of tracking with quantized measurements, in addition to the nonlinear mapping from the garget state to the sensor measurements (2), the final measurement fused model at the FC consists of quantized mapping resulting in a highly nonlinear and non-Gaussian system. Therefore, we adopt the sequential importance resampling (SIR) particle filter to solve the target state estimation problem (see, e.g., [24, 26, 27] and the references therein). The advantage of the SIR particle filtering is that it is very easy to implement and computationally more efficient compared to other variants of particle filtering. As can be seen from the simulation in Section 7, the estimated performance by SIR particle filtering is quite satisfactory for tracking with quantized measurements, or in other words it performs very closely to its theoretical bound, namely, the posterior Cramer-Rao lower bound (CRLB) that will be derived in the second part of this section. Note that, for the three distributions mentioned above, the only remaining problem is the likelihood function { ( ) | ( )} (4), the only thing we can infer from the quantized measurement ( ) = is that the original measurement
Therefore, for a given time step, we can use the sensor measurement model (9) and the Gaussian noise assumption with the inference in (27) to derive { ( ) | ( )}, the probability of a quantized sensor measurement taking a specific value ( ) = conditioned on the target state
where Φ is a cumulative Gaussian distribution with mean zero and variance 1. Since sensor noises are assumed to be independent, the likelihood function at the FC can be formulated as
Using (29), the SIR particle filtering algorithm can now be applied to estimate the target state. Now, we are in position to analyze the posterior CRLB for target tracking in WSNs with quantized measurements. Let̂( | ) be an unbiased estimate of the state vector ( ) at time instant , based on the quantized measurement sequence (1 :
) and the prior knowledge of initial density { (0)}, where ( ) = [ 1 ( ), 2 ( ), . . . , ( )] , = 1, 2, . . . , , are the augmented quantized measurement. The covariance of the estimation error is bounded by the posterior CRLB:
where is the corresponding Fisher information matrix (FIM) and −1 is the posterior CRLB. Tichavsky et al. provided an elegant method of computing the Fisher information matrix recursively [28] :
Here, Δ ( +1) ( ) = ∇ ( ) ∇ ( +1) with ∇ the first-order partial derivative operator. The recursion of (31) starts from an initial FIM 0 , which can be obtained from the a priori PDF { (0)}
Note that the expectation {⋅} in (32)-(33) is with respect to ( ) and ( + 1), whereas in (34) it is with respect to ( ), ( + 1), and ( + 1). From (31)-(34), it is not difficult to see that the quantized measurements only affect 22, . However, it is noticed that obtaining 22, analytically is not an easy task. A Monte Carlo simulation (see, e.g., [27] ) is applied to approximate the theoretical posterior CRLB formulas, as can be found in Section 7.
A Simulation Example
Suppose = 225 sensors are randomly deployed in the region of interest, which is 50 m × 50 m with the coordinate from (−25, −25) to (25, 25) . Consider a target moving on noise circular trajectories as depicted in Figure 1 . We use the CV to model the target dynamics [6, 7] with step-size = 0.25. The measurement model of the th sensor is [13] ( ) = ( ( ) , ( )) − ( ( ) , ( )) + ( ) ,
where = 40 is the assumed known amplitude of the sound source (the target), ‖( ( ), ( )) − ( ( ), ( ))‖ denotes the distance between the target and the th sensor, and ( ) is the measurement noise with distribution ( ( )) = ( ( ); 0, 2 ). The sensor positions are assumed to be known in the FC.
The layout of the network is illustrated in Figure 1 , where each little square stands for the location of a sensor. The nearest-neighbors multisensor scheduling scheme is used to perform the tracking task. In each time step, the sensors lying within the sensing radius are selected to form a temporary tasking group. All the member sensors in the group are assumed to perform the sensing task simultaneously. The leader is selected as the one with the minimum average communication distance from all the activated neighbors (meanD ) and the maximum energy residue ( ). The selection can be based on arg min [ ⋅meanD +(1− ) −1 ], where is a weight on the mean distance. In the simulation, we set = 0.5. Then, each local processor quantizes the mea- surement to a finite-bit message according to the bandwidth allocation through (18) or (25) and transmits this message to the leader. Finally, the leader, which functions as a local FC in addition to its basic sensing function, estimates the target state according to the received quantized measurements. We assume that the sensor messages are perfectly received by the FC and that all of the sensors deployed into an area have the same characteristics, that is, the same sensing radius = 8 m, the measurement noise covariance 2 = 1, and the measuring amplitude range [0, ] with = 20.
In Figure 1 , the red solid curve is the track of the target traveling start from (15, −10), while the black and blue curves represent the estimate of the target state through the proposed augmented and weighted approaches, respectively. The initial distribution of the sound source is assumed to be Gaussian with mean [13, −8] with covariance matrix 5 * 2 . In the FC, the augmented and weighted approaches are implemented with optimization problems (14) and (19) , respectively. Each activated sensor quantizes the local measurement according to the allocated bandwidth and transmits it to the FC. Then, the SIR particle filtering is used to estimate the state of the target according to (1) and (9) . As can be seen from Figure 1 , both fusion approaches are able to keep the track very close to the true target trajectory, while the weighted approach performs a little worse than the augmented approach. This is because the latter uses the quantized messages directly without any information while for the former the quantized messages are first weighted, which will bring some information loss.
We perform the simulation over 100 Monte Carlo runs each with 200 time steps. For performance analysis and comparison purpose, we first derive the posterior CRLB in this scenario. 
The substitution of (37) into the recursion (31) and the application of the matrix inverse lemma yields
In this case, the recursion starts from 0 = −1 0 , where 0 is the initial state variance. 
where ∇ℎ is the partial derivation of the nonlinear measurement model.
While in our quantized scenario, it is not easy to obtain 22, = {−Δ ( +1) ( +1) log { ( + 1) | ( )}}. The following will show this in detail. Combining the measurement model (36) and the likelihood function at the FC in (29) with the properties of first-order Markov system [30] , we are ready to formulate 22, as 22, where, for , = {1, 2}, ( ) ( +1) stands for the th entry of the state vector ( + 1) and
Hence, with the CV system model and measurement model (36), we have, for = {1, 2},
where ( ) +1
Till now, we have shown how to calculate the FIM for the state estimation with quantized measurements. However, as mentioned above, obtaining this quantity analytically is not an easy task. Hence, a Monte Carlo simulation (see, e.g., [27] ) is applied to approximate the theoretical posterior CRLB formulas. With the help of particle filtering (PF) techniques, each PDF in the expectation {−Δ ( +1) ( +1) log { ( + 1) | ( )}} can be represented by a set of samples (particles) with associated weights after an -run Monte Carlo simulation; that is,
where is the number of particles and ( ) ( +1) and ( ) ( +1) are the th realization of ( + 1) and ( + 1) during the th Monte Carlo run, respectively. The posterior CRLB can be obtained by simply taking the inverse of the FIM. Figure 2 : RMSEs of the two fusion approaches using SIR particle filtering. Solid black with "o": weighted approach; dashed blue with "◻": augmented approach; solid red: posterior CRLB using quantized measurements; solid black with "×": posterior CRLB using unquantized measurements. Figure 2 , the RMSEs of position for both augmented and weighted approaches are compared with the posterior CRLB using quantized measurements. As less tightly bound, the posterior CRLB for state estimation using unquantized measurements is also provided in Figure 2 . The performances are based on 100 Monte Carlo runs. From Figure 2 , we can see that the augmented approach performs very closely to the posterior CRLB using quantized measurements. It is clear that the augmented approach significantly outperforms the weighted approach since the raw quantized messages are used for the former. Besides, the difference between the augmented and weighted approaches lies in that the latter merges the quantized measurements into a large vector, which will bring large computational burden in the FC. This will be demonstrated immediately (cf. Table 1 ). The RMSE in -direction performs similarly and, therefore, is omitted here. Tracking accuracy does not denote everything. It is especially true for target tracking through WSNs because the energy and bandwidth are both strictly limited. Therefore, another purpose of our simulations is to observe how the percentage of activated sensors affects the tracking accuracy and the amount of energy saving. We varied the percentage of activated sensors lying in the sensing radius from 10% to 100%. For each scenario, ⌈ ⋅ ⌉ sensors are activated, International Journal of Distributed Sensor Networks where is the percentage, is the number of sensors lying within the sensing radius, and ⌈⋅⌉ is the operator of upper integer rounding. Furthermore, we define the mean of RMSE over sampling time as mean RMSE = (1/ ) ∑ =1 RMSE . The mean RMSEs for both augmented and weighted approaches are shown in Figure 3 . For comparison purpose, we also plotted the posterior CRLB with quantized measurements. Commonly, the mean RMSEs and CRLB decrease as the percentage of activated sensors increases. Furthermore, for all scenarios, the augmented approach also performs very closely to the CRLB and significantly outperforms the weighted approach.
Moreover, we compare the proposed power scheduling schemes (18) and (25) to the uniform quantization allocation scheme, in which each sensor quantizes the observation into the minimal same number of bits to achieve the target RMSE distortion [16] . The comparison of communication energy between the proposed scheduling strategies in (18) and (25) and the uniform quantization allocation scheme is shown in Figure 4 , in which we also vary the percentage of activated sensors that lie in the sensing radius from 10% to 100%. The mean of communication energy reduction for (18) and (25) is 45.1% and 72.8% when the percentage of activated sensors is 100%, respectively. This will prolong the lifetime of the whole network abundantly for both fusion approaches. Besides, from Figure 4 , it is obvious that the energy saving of (18) and (25) over uniform quantization allocation scheme increases with the percentage of sensors increase. In other words, the proposed bandwidth scheduling schemes save more energy in densely deployed sensor networks. Finally, computational complexity of the two approaches in the FC is compared in Table 1 , which shows that the weighted approach has less computational burden than the augmented approach. Compared with the latter, the former saves more than 31% computational energy in the FC.
Conclusion and Future Work
The energy-constrained bandwidth scheduling problem for collaborative target tracking in WSNs has been investigated from the quantized measurement fusion perspective. Quantized measurement fusion via both augmented approach and weighted approach has been investigated with the focus on tradeoff between total energy consumption and fusion performance. The closed-form solution to the quantizedmeasurement-fusion-based bandwidth scheduling has been given for both approaches. Posterior CRLB on the tracking accuracy using quantized measurements is also derived. Future work will be concentrated on the tracking algorithm and the performance analysis under transmitting uncertainties.
