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Computer Studies of Xenon-Ion Ranges in a Finite-Temperature Tungsten Lattice* 
D. E. HARRISON, JR., AND D. S. GREILINGt 
Naval Postgraduate School, Monterey, California 
(Received 12 September 1966; in final form 24 March 1967) 
We have simulated the passage of heavy ions through a tungsten crystal in which the atoms are thermally 
displaced and the ions are subjected to a force which represents inelastic-loss mechanisms. Semiempirical 
Born-Mayer potential functions and inelastic-loss parameters were obtained for the xenon-tungsten and 
krypton-tungsten systems. Only the xenon-tungsten system was studied in detail. We find that below 
?oooK thermal displacement of the lattice atoms has little effect upon the collision dynamics for ions moving 
III the channel center. Energy losses to electronic processes during collisions are calculated and the loss 
rates compared. to the simulation loss rate parameter. Agreement is good. Simulated 
curves agree qUite well with the experimental results. A mechanism which attributes the strong temperature 
dependence of ranges to variations in the inelastic-loss constants is presented and compared to experimental 
results. 
I. INTRODUCTION 
An earlier paper of this series1 stated two obvious 
oversimplifications in many computer simulations of 
heavy-particle radiation-damage effects in metals. They 
are: 
(1) _The bullet moves in a perfect lattice, which is 
undisturbed by thermal displacement of the atoms. 
(2) Only energy loss by elastic collisions has been 
considered. 
This paper examines the consequences when these 
simplifications are removed, and shows that the simu-
lations are surprisingly realistic when additional mecha-
nisms are included. Our efforts have been concentrated 
upon the calculation of maximum penetrations, which 
we shall call ranges, and upon integral-penetration 
distributions, that is, a determination. of the fraction 
of the incident ions whose penetration exceeds some 
stated value. The corresponding experiments, performed 
by Davies and his co-workers at Chalk River, have been 
reported in a series of articles. In this paper, we shall 
refer to the article which describes the monocrystalline-
tungsten experiments by Kornelsen, Brown, Davies, 
Domeij, and Piercy.2 Although occasional references 
will be made to other experimental work, our chief 
objective in this investigation was to understand the 
experiments reported in the KBDDP paper. We have 
obtained energy-loss rates which are inconsistent with 
present analytic theory. The differences between simu-
lation and theory can be explained in terms of an 
alternative theoretical model. Re-examination of the 
experimental data in terms of the simulations and the 
model indicate that the approach presented here is 
internally consistent, and that the new combination of 
theory and simulation apparently can explain the vari-
ation of ranges with temperature. 
* This work was supported by the Office of Naval Research. 
t Portions of this work were submitted in -partial fulfillment 
of the requirements for the degree of Master of Science. 
1 D. E. Harrison, Jr., R. W. Leeds, and W. L. Gay, J. App!. 
II. COMPUTER-SIMULATION EXPERIMENTS 
Most of the simulations reported here were performed 
in a microcrystallite consisting of 35 tungsten atoms 
arranged in the (100) orientation lattice of a bcc crystal. 
We have considered only short-range repulsive inter-
actions. If we accept the long-range potential functions 
reported by Girifalco and Weizer,3 the minimum in the 
attractive potential for a pair of tungsten atoms has a 
depth of 0.99 eV, at a separation, between centers, of 
3.032 A. The normal distance between atom centers in 
the tungsten lattice (lattice constant ao= 3.16 A) is 
ro= 2.73 A. The purely repulsive potential used in these 
simulations is positive, ",0.2 eV, at the normal lattice 
separation. Slight repulsions tend to slowly explode the 
lattice, but the expansion would take place on a time-
scale much larger than that required for our collision 
events. More importantly, if these forces were allowed 
to remain, the additional interactions would require 
many more computations per timestep, which would 
increase the real time per timestep to the point that 
simulation would become computationally impractical. 
To overcome these difficulties, we erode the potential 
function so that it vanishes for r ro, and simultaneously 
set the forces to zero in the same region. For r<ro the 
forces assume their correct magnitude, and the numer-
ical integration is adjusted during the first timestep of 
a collision, so that subsequently the potential energy 
of interaction is correctly reported. 
At a separation of r= 1.58 A, the center of the (100) 
channel in tungsten, the interaction potential is approxi-
mately SO eV; so our erosion process has not signifi-
cantly reduced the interaction for separations which are 
significant in the simulation. The separation of 1.58 A 
is the maximum possible separation between a xenon 
ion and a tungsten atom in a tungsten lattice. Larger 
impact-parameter interactions with one atom always 
occur simultaneously with a smaller impact-parameter 
collision with another atom. The problem of simul-
taneous collisions has been investigated at low energies, 
Phys. 36, 3154 (1965). 
2 E. V. Komelsen, R. Brown, J. A. Davies, B. Domeij, and 3 L. A. Girifalco and V. G. Weizer, Phys. Rev. 114, 687 
G. R. Piercy, Phys. Rev. 136, A849 (1964), hereafter KBDDP. (1959). 
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and reported in some detail.4 Simultaneity is particu-
larly important near the channel center, which is the 
crucial region for this computation. 
Our model of the crystal has no voids, that is, regions 
where the moving atom is not subject to forces; so 
various artifacts of the simulation process, reported in 
other investigations,5 do not appear. 
III. COMPUTER SIMULATION OF RANGES 
We have used two types of programs to stimulate the 
ion motion in the lattice. Both developed from the 
basic model, reported earlier,l in which the ion occupies 
a small portion of the lattice, the microcrystallite, 
which regenerates in front of the ion as it moves through 
the crystal. At all times the ion moves in an environment 
which it has created. The model should be quite ade-
quate except for a few trajectories which carry the ion 
through regions of the crystal which it has already 
traversed. All effects of the damage created by the 
earlier passage are lost in the regeneration process. 
This model gives useful information about the ion 
trajectory, but sacrifices all information about the pri-
mary-recoil atoms and the subsequent development of 
the displacement spike. Even with these oversimplifica-
tions a single trajectory near the center of a channel, 
for a 20-keV xenon ion, may require more than an hour 
of running time on our CDC 1604. 
To reduce the computer time required, we have 
developed another method which is useful near the 
center of a channel where ranges are longest, and which 
effects tremendous savings in computer running time. 
At various energies we run the program for a total 
ion penetration of 5 LU (1 LU=tao, the cubic lattice 
constant), and then determine dEl dx over this distance. 
Numerical integration of these dEldx values then 
provides total penetrations which agree with the long 
runs to ±2 % when the amplitude of the trajectory 
oscillation in the channel is not too large. This method 
is not practical for impact points far from the channel 
center where the ion is strongly scattered at some point 
in the trajectory. 
Our models are extremely primitive, so the point of 
contact between simulation and experiment is not well 
defined. We have chosen to assume that our maximum 
penetration is equivalent to Rom, as defined by 
KBDDP. Experimentally, 1% of the ions exceed this 
penetration; that is, the experimental residual radioac-
tivity in the target has declined tol % of its original 
value. 
The Ro.Ol choice is arbitrary. Clearly we do not want 
to consider experimental ranges in the "super-tail" 
region, and Ro.ol appears to be close to the beginning of 
this phenomenon in the systems studies to date. This 
choice may require modification as our understanding 
increases, but the method should remain valid even if 
4 W. L. Gay and D. E. Harrison, Jr., Phys. Rev. 135, 1780 
(1964) . 
1M. T. Robinson and O. S. Oen, Phys. Rev. 132, 2385 (1963). 
some other value is ultimately chosen for the maximum 
penetration. Experimentally the difference between 
RO.Ol and Ro.oo4, the penetration at which 0.4% of the 
activity remains, is not large enough to negate the 
results of this investigation, although some of the num-
bers would require modification if we used the longer 
range. 
IV. INTERACTION POTENTIALS 
In the course of this investigation, we obtained 
parameters for an interaction potential of the Born-
Mayer form for the xenon-ion-tungsten lattice-atom 
iJ!teraction, and for the krypton-ion-tungsten interac-
tlOn. We have made no use of the latter function but 
will include it here for comparison purposes. ' 
The potential-function determination is complicated 
by thermal effects which are described in the next 
section; so at this time we shall not discuss how the 
parameters were obtained. The conclusions of the section 
on thermal effects do not depend strongly upon the choice 
of potential function, but it is convenient to be able to 
express our results there in terms of the function which 
we shall use in the remainder of the paper. We use the 
Born-Mayer function in the form V (r) = A e-Br where 
r is the separation between atomic centers. ' 
In Table I our parameters are compared with those 
calculated from the Anderson and Sigmund formula6 : 
A = 52 (Z lZ2) 3/4 eV. Our potentials are harder than 
but they to a quite different physical 
situatlOn. In qualItatIVe terms, we deal with a hetero-
nuclear process by which an interstitial Xe ion forces 
its way through a ring of W atoms. This is quite differ-
ent from the homonuclear process by which an atom 
of the lattice forces itself away from a lattice site 
because in our case, the lattice is already significantl; 
stressed before the interaction begins. Furthermore in 
it is ahnost to define a unique 'be-
.or end t? the mdlVldual interaction. This prob-
lem IS dIscussed m greater detail in two earlier papers.4.7 
Under the circumstances, the agreement between 
parameters is probably better than might be antici-
pated. 
We have compared our potential function and the 
Anderson-Sigmund functions to the Morse potential 
for the W-W interaction obtained by Girifalco and 
Weizer" from the elastic constants. Either of the Born-
Mayer potentials could be smoothly matched to the 
long-range Morse potential. 
V. THERMAL DISPLACEMENT OF ATOMS 
A. Procedures and Models 
There is no simple term in the literature associated 
with the procedures which we shall describe in this 
6 H. H. Andersen .and P. Riso Report No. 103, 
¥ay 1965, to be published. ThiS paper contains an excellent bib-
liography of earlier work in this area. See also Nucl Instr 
Methods 38, 238 (1965). ' . . 
7 D. E. Harrison, Jr., C. E. Carlston, and G. D. Magnuson 
Phys. Rev. 139, A737 (1965). ' 
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TABLE I. The parameters used in our potential function differ 
considerably from those reported by Anderson and Sigmund but 
the functions are quite similar. We have included the parameters 
for the Kr---W system which we determined in the same way 
but with a friction-loss constant of K = 1.2 X 10-13 N· sec/m. 



















section, so we propose to define one. In the remainder 
of this paper we shall use the word warm (as a noun or 
as a verb) to describe a computer-modeled crystal 
lattice which has been modified to simulate the effects 
of temperature in a real crystal. In our warming models 
we consider the thermal displacement of lattice atoms 
but ignore their velocities. This is possible because the 
velocities associated with the thermal motion of the 
atoms in a real lattice are very small compared to the 
ion velocities which we shall be considering. A reason-
able timescale for thermal vibrations is of the order of 
10-18 sec, while our interactions are complete in times 
of the order of 10-15 sec. Because of this time-scale 
difference, we obtain a reasonable approximation to the 
behavior of an ion in a finite temperature crystal if 
atoms of the micro crystallite are displaced according 
to some scheme which produces the correct rms dis-
placement for a given temperature and ignores the 
lattice-atoms' kinetic energy. The numerical integra-
tions of our model introduce errors larger than the 
thermal energies of the lattice atoms. 
We shall refer to this static lattice of displaced atoms 
as a warm lattice. The various warming processes 
described below refer to different mechanisms used to 
calculate the displacements of individual atoms. 
The rms thermal displacements for have 
been determined experimentally by Houska.s In Table 
II they are compared with thermal displacements 
calculated by the usual method.9 We note that the 
calculated rms thermal displacement of tungsten is 
roughly 60% of that calculated for copper, and that 
the experimental values for tungsten are much smaller 
than the calculated values, especially at. the higher 
temperatures. Rms displacements calculated from the 
formula9 
3",2 [Tl {T/9 xdx 1] 
(or2)= Mk8 82JO exp(x)-1 +4 ' 
should be used with caution, especially at elevated 
temperatures. 
We have considered three methods of warming crys-
tals, all based upon Monte Carlo methods. If the com-
" C. R. Houska, J. Chern. Phys. Solids 25, 359 (1964). 
9 R. S. Nelson, M. W. Thompson, and H.Montgomery, Phil. 
Mag. 7, 1385 (1962). 
ponents of the thermal displacement of a collection of 
lattice atoms are assumed to be normally distributed 
with variance (12, where we set (12= t (or2), then we can 
set 
ox;= (u/YJ)R, - 00 00, (1) 
where ox; is a displacement component, and R is a 
random number generated with a normally distributed 
probability of occurrence. That is, we must generate R 
such that the probability of obtaining R is given by 
P(R) = (271")-1/2 exp( - R2), - 00 00, (2) 
the normal, or Gaussian, probability density function. 
Note that we are tacitly using the relation, 
ox;= (OX;2 )1/2= (1/YJ) (or2 )1/2. 
KrivoglazlO has questioned the use of normal-distri-
bution functions for atomic displacements. In addition 
we know that correlations exist between the displace-
ments of neighboring atoms,9 so there is a good deal 
of uncertainty about how the individual atomic dis-
placements should be described. We feel that the pres-
ent model is the best first approximation available, and 
that it will overestimate thermal effects. 
In the course of this investigation we have computed 
Eq. (1) using three approximations to Eq. (2) in the 
generation of the variable, R. Direct generation from the 
exact probability-distribution function is possible, but 
it is expensive in computer time, so that very good 
approximations, which generate pseudonormally dis-
tributed random numbers, have been developed by 
computational specialists. Two of our approximations 
were examined to provide a basis for comparison be-
tween our results and those reported earlier. 
1. The Robinson-Den Model 
Our first model uses the triangular approximation 
to the normal-probability density function which was 
introduced by Robinson and Oen.5 That is, we have 
required that or=uR, with 
P(R) =6-1/2(1-6-1/2 I R I), 
TABLE II. Experimental and theoretical values for the rms 
displacement of a tungsten atom in a tungsten lattice are com-
pared below. The experimental values were reported by Houska"; 
the theoretical values we calculated from formulas given by 






















10 M. A. Krivoglaz, Kristallografiya 4, 813 (1959) [English 
transL: Soviet Phys.-Cryst. 4,775 (1960) J. 
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This approach is subject to two criticisms; if the 
components ox; are normally distributed, then (or2)= 
(OXI2)+ (OX22 )+0 (xa2), and the magnitude of the dis-
placement is not normally distributed; also, this model 
does not allow values of I or I 2::61/2(7". In the true normal 
distribution, I or I > 61/ 2(7" occurs for less than 1 % of 
the actual trials. For our use the second criticism has 
little significance, because a large thermal excursion for 
an individual atom would scatter the ion out of its 
preferred position in the center of the open channel, and 
remove the opportunity for it to reach Ro.Q1. To com-
plete the specification of an atom's displacement, we 
generated two ra,ndom angles, and expressed the actual 
displacement components in Cartesian coordinates. 
2. The Triangular-A pproximation Model 
In this model we applied the triangular approximation 
to the normal-probability density function for a single 
component of the displacement, OXi. Here we are using 
the correct-probability density function, but are using 
a rough approximation to generate the random numbers. 
3. The Normal-Distribution Model 
This model is formally identical with model 2 except 
that we have used a much better generator of normally 
distributed pseudorandom numbers. The generator is 
a standard CDC 1604 subroutine, RANDEV, which 
generates the normally distributed random numbers 
as the sum of 16 uniformly distributed random numbers. 
This method is discussed by Kahn,u 
The computer program uses each of the warming 
models in exactly the same way. It generates the static 
lattice, then calls a subroutine which warms a lattice 
for the actual run. If the ion approaches within 2 LU 
of any boundary surface of the microcrystallite, the 
basic static lattice is rewarmed, and the regeneration 
is carried out with the newly warmed lattice. The 
regeneration process consists of extending the lattice in 
the direction of motion of the ion, and discarding the 
used portion of the microcrystallite behind the ion. 
In the perfect static lattice we found that a value of 
dEl dx obtained from a total displacement of approxi-
mately 10 LU made sufficient allowance for oscillations 
of position in the channel (see Ref. 1) and thus was 
characteristic of both the energy and the impact point, 
near the center of the channel. In the exact center of 
the channel, 5 LU is sufficient. Surface effects, as the 
ion enters the microcrystallite, are one of the major 
sources of uncertainty in the energy balance of simula-
tion programs. These uncertainties, which appear in 
the numerical integrations as the potential is "turned 
on," are not important for the total-range calculations, 
but they can significantly influence the calculation of 
relatively small energy changes. To avoid this problem 
we allow the ion to penetrate a short distance, usually 
11 H. Kahn, U.S. Atomic Energy Commission, AECU-3259, 
1954 pp. 39-41 (unpublished). 
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dE/dX in Channel Center 
Xe'''- W 
no friction 
_. - room temperature 
- absolute zero 
------ static lattice 
----. --------------------
10 15 
Ion Energy (keV) 
20 
FIG. 1. Energy-loss rate in the center of the channel, without 
friction, in the static, absolute zero, and room-temperature la!-
tices. Thermal effects are larger off the channel aXIS, but their 
relative contribution is about the same. The flag at 10 keY in-
dicates the uncertainty, the mean deviation, in the absolute-zero 
determination of dE/dx. 
2 LU, and then make the dE/dx determination. The 
computer program determines dE/dx for a prespecified 
number of trials and then reports an average value of 
dEl dx, and its mean deviation. Most of the reported 
simulated dEl dx values are the average of 50 actual 
trials. For the larger thermal amplitudes at higher 
bombardment energies, the mean deviation of a reported 
value may approach 50% of that value. Greater reli-
ability is not required at this stage of the development. 
B. Room-Temperature Ranges in the (100) Channel 
We are now prepared to examine the behavior of 
(dE/dx}soo, the rate of energy loss at room temperature, 
in the center of the (100) channel of a lattice, and 
compare the results with (dE/dx). obtained from the 
static lattice, as well as average experimental values 
defined by (d E/ dx )expt = Eo/ Ro.01 where i Eo is the 
bombardment energy; see Table III. The static lattice, 
absolute zero, and 3000 K lattice values of dEl dx are 
shown in Fig. 1. 
We are not concerned with the magnitudes of the 
two simulated dEl dx curves, but rather with their 
shapes. The experimental average, (dE/ dx )exPt, goes 
through a broad minimum between 5.0 and 20.0 keY. 
The simulated (dE/dx) curves are monatonically 
decreasing over the entire energy range. Mathematically, 
there is no way in which an integral over a function of the 
form of either (dE/ dx) can produce an average (dE/ dx ) 
which changes with energy as the experimental values. 
We have applied all three warming models, and have 
considered thermal amplitudes far in excess of any 
reasonable experimental value, but we have been totally 
unable to make a warm lattice influence the shape of the 
dE/dx curves. We can change the magnitude of dE/dx 
at any energy, but cannot adjust the shape of the curve. 
The shape of the dEl dx curve is an immediate conse-
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TABLE III. Energy-loss rates simulated with warming-model number 3 are compared with experimental average energy-loss rates 
for the entire particle range in the channel center. In tungsten 1 LU = 1.58 1=0.304 p,g/cm2. The values reported for 20 and 40 keV 
are much less reliable than the values at lower energies. Inelastic energy-loss contributions have not been included, see Table V. Loss rates 
are in eV/LU. 
Eo (keV) RO•01 (LU) (dE/dxh,pt 
0.5 9.9 50.7 
1.0 23.7 42.3 
3.0 
5.0 266 18.8 
7.0 
10.0 
20.0 1060 18.9 
40.0 1940 20.6 
quence of nonnal binary-collision dynamics. When the 
impact parameter of a given type of collision is held 
constant, but the energy of the moving ion is increased, 
the energy transferred to the target will decrease, be-
cause, with short-range forces, the duration of the 
collision is decreased. This effect is clearly apparent in 
Robinson's Tables of Scattering Integrals.12 
Our investigations have forced us to the conclusion 
that the thennal displacement of lattice atoms at room 
temperature has little direct effect upon ranges of chan-
neled ions for energies above 1 keY. Small effects exist, 
but for all practical purposes they can be included in 
the parameters of the potential function. That is, if we 
make the potential function somewhat harder, we can 
account for thennal-displacement effects in the simu-
lateq maximum ranges at room temperature. 
The quantity (dE/dx). can be fit quite accurately 
to an analytic expression of the fonn A/ Eo+B. For 
xenon in the center of the (100 > channel of tungsten 
we find that 
(dE/dx).= (29.36/ Eo) +0.38, 
where (dE/dx). is in eV/LU, and Eo is expressed in 
keY. Channeling effects are significant even at low 
energies with the heavy xenon ion. For comparison 
purposes, Nielsen's13 expression for dEl dx, which should 
apply in an isotropic medium, gives dEl dx= 808 eV /LU 
for xenon in tungsten. 
Lehmann and Leibfriedu have derived an analytic 
expression for dEl dx in the (110) channel of the fcc 
lattice, which has the fonn dEl dx= AI Eo. The thennal 
effects reported in their work are roughly double that 
obtained in the simulation, but this is approximately 
what we might expect because of the differences in 
thennal amplitude. Their results at absolute zero show 
a much smaller thennal effect than we find in the simu-
lations, where we would expect theirs to be larger. Both 
the analytic and simulation approaches lead to an 
12 M. T. Robinson, Tables of Classical Scattering Integrals for 
the Bohr, Born-Mayer, and Thomas-Fermi Potentials, Oak 
Ridge National Laboratory, ORNL-3493 (1963), unpublished. 
13 K. O. Nielsen, Electromagnetically Enriched I s%pes and 
Mass Spectroscopy, M. L. Smith, Ed. (Academic Press Inc., 
New York, 1956), p. 68. 
14 C. Lehmann and G. Leibfried, J. Appl. Phys. 34, 2821 
.(1963) . 
(dE/dx)Statio (dE/dx) " (dE/dxhoo 
49.0 63.0±7.0 
28.2 31.0±3.0 36.0±5.0 
10.2 10.8±0.9 11.0±1.0 
6.3 6.5±0.6 6.9±0.8 
4.6 4.5±0.7 5.2±1.0 
3.3 3.5±0.7 3.7±0.9 
1.9 (1.8±0.5) (2.7±0.8) 
1.2 (0.8±0.4) (2.0±1.2) 
incorrect expression for dEl dx, and produce unreal-
istically long ranges. 
In Table IV we compare the room-temperature values 
of dEl dx computed from the three wanning models. 
Apparently there is little to choose between the tri-
angular-approximation model, number 2, and the 
nonnal-distribution model, number 3. If we assume 
that model 3 is most nearly correct, the Robinson-Oen 
approximation, number 1, seems to consistently pro-
duce an overly large dEl dx at higher energies. These 
values are obtained as the average of only 25 cases. 
Both of the approximation models run about 10% 
faster in the computer than the number 3 distribution 
model. 
VI. INELASTIC EFFECTS VS THERMAL EFFECTS 
The experimental data for xenon ranges in tungsten 
indicate that the maximum ranges approach an Eo1/2 
dependence upon the bombardment energy as it in-
creases toward the lOO-keV range. (See Fig. 7 of Ref. 2). 
An elementary analysis indicates that dEl dx must also 
be proportional to E/2 for energies in this range. Then 
on a purely phenomenological basis we would expect 
that a (-Ku) force, where u is the particle velocity, 
included in our existing computer simulation programs,! 
should give better agreement between simulation and 
experiment. This requires a three-parameter model: A 
and B from the potential function, and K, the force 
constant of the inelastic force, which we shall call 
friction. 
Our parameters were obtained by fitting the static 
TABLE IV. Energy-loss rates for the warming models are 
compared at room temperature, LU, to the losses 
in the static lattice at various energies. The loss rates are given 
ineV/LU. 
Model 
Eo (keV) Static 2 3 
1.0 28.2 33.±5. 34.±4. 36.±5. 
3.0 10.2 12.±3. 11. ±1. 11. ±1. 
5.0 6.3 7.±3. 7.±1. 7.±1. 
7.0 4.6 5.±2. 5.±1. 5.±1. 
10.0 3.3 4.±2. 4.±1. 4.±1. 
20.0 1.9 3.±1. 2.±1. 2.±1. 
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lattice simulated ranges at 1, 2, and 5 keY to the corre-
sponding Ro.Ol values from KBDDP (see Fig. 7 of 
Ref. 2). In one respect potential parameters obtained 
in this way will certainly be in error; for lack of data, 
we were forced to ·fit to room-temperature values of 
Ro.ol. At these low energies, thermal effects have their 
maximum influence, so potentials determined in this 
way will be slightly too hard. Our simulations led to the 
potential parameters presented earlier, and to the value 
K = lX lQ-13(N ·sec/m) as the friction constant, to one 
significant figure. Greater precision hardly seems justi-
fied at this time, although it would improve the a.gree-
ment between simulation and experiment at hIgher 
energies. With this value of K, the energy-loss 
from friction, in eV /LU, is 0.99X lQ-4u, where u IS m 
m/sec. At 3 keY this is an additional energy loss of 
6.5 eV /LU. If we include friction, at 3 keY the simulated 
range is ",,120 LU, while in the frictionless case it is 
",,160 LU. Our parameters lead to a simulated range 
10% greater than the experimental value at 20 keY. 
A 10% increase in K reduces the overestimation to 
4%. In Table V we compare [dE/dx] values with 
friction in the static lattice and in lattices warmed to 
various temperatures. We see that warming the lattice 
to OaK produces an increase in [dE/dx] of less than 
6% for all energies above 3 keY. The mean deviation 
of dE/dx in warm lattices does not change significantly 
when the friction term is included, but its relative 
importance is greatly reduced because the total energy-
loss rate is much larger. Thermal changes in dE/dx are 
significant at energies below 3 keY for temperatures of 
12000 K and above, but at room temperature the in-
crease is hardly statistically significant for ion energies 
above 1 keY. We are forced to conclude that the increase 
in dEl dx which can be attributed to increased scattering 
from thermally displaced atoms is not large enough to 
account for the reported variation of ranges with change 
in temperature.2 
Maximum ranges for various values of the friction 
constant K are shown in Fig. 2. Friction makes a 
significant contribution to energy losses at ion energies 
of only a few keY. Frictional processes are important at 
energies appropriate for primary-recoil atoms, and should 
be included in analytic range studies. Except at ex-
tremely elevated temperatures, of the order of lOoo°C 
and above, thermal effects are of secondary importance 
in the simulation. 
In the remainder of this paper it will be more useful 
if we use a loss-rate constant proportional to EJ12. 
When we make the appropriate change of units, the 
simulation constant becomes K.=3.8 (eV/LU·keVl /2). 
VII. COMPARISONS WITH THEORY 
In the preceding section we stressed that the magni-
tude of K is relatively large in the channel center, and 
that it makes a significant contribution to channel-range 
calculations even at low energies. In this sense, K is 
larger than has been anticipated by other investigators 
TABLE V. This table compares the energy-loss rates, with 
inelastic losses included at various energies and lattice tempera-
tures. Model number 3' was used to warm the lattice. Tempera-
tures, in degrees Kelvin, appear as subscripts. The loss rates are 
expressed in eV /LU. 
Eo (keV) [dE/dx]st.tio [dE/dx]o [dE/dx]300 [dE/dx]!200 
1.0 30.4 35.0±2.5 37.0±4.9 53.±13.0 
3.0 16.6 17.6±0.8 17.7±1.2 22.± 3.5 
5.0 14.7 15.2±0.7 15.4±0.8 17.± 2.9 
7.0 14.5 14.9±0.5 14.9±0.9 17.± 3.0 
10.0 15.2 15.3±0.8 1S.8±1.0 16.± 2.0 
20.0 18.6 18.7±0.6 18.7±1.1 18.± 2.4 
40.0 24.4 24.6±0.7 24.6±0.9 24.± 2.4 
of low-energy particle motion in lattices.2 However, in 
another sense K is smaller than we might expect. 
Forces proportional to the velocity are usually 
ascribed to the resonance mechanism introduced by 
Lindhard and Scharff.15 Their analysis leads to an ex-
pression 
(dE/ dx) L= / (ZI2/3+Z22/3) 3/2, 
where N is the number of nuclei per unit volume, 
indices 1 and 2 refer to the bombarding and target 
particles, respectively, all is the Bohr radius, and 
is a parameter of the order of ZIl/6. If we set Z ll/6, 
in our units this leads to a value of K L = 15.24 
(eV /LU ·keVl/2). In a more recent work, Lindhard and 
Winther16 suggest that the resonance mechanism con-
tains contributions from both long- and short-range 
interactions. We shall use the term collision mechanism 
for the short-range interactions. Lindhard and Winther16 
assert that the short- and long-range mechanisms 
should 1'make equal contributions to the total loss 
rate a counter example to this equipartition rule16 
has 'been calculated by ErginsoyP Davies, Eriksson, 
and Jespersgaard have reported18 an average experi-
mental K value for ranges in the (100) surface which 
is roughly t the resonance-loss constant. Our rate 
constant agrees quite well with this experimental value 
ofK. 
It is very difficult to assess the reliability of our simu-
lation loss-rate constant. In the preceding section we 
discussed the effect of a 10% increase in K. If our 
neglect of room-temperature thermal effects is not 
justified, so that our potential function is too K. 
would increase correspondingly. A 10% decrease m A 
would require approximately a 10% increase in K •. 
Conversely if we have underestimated the maximum 
range, Davies et alP now seem to prefer RO.OOI at higher 
energies, K. is considerably overestimated. To fit with 
Ro.OO4 at 5 keY, which is about the beginning of the 
16 (a) J. Lindhard and M. Scharff, Phys. Rev. 124, (1961). 
See also: (b) J. Lindhard, M. Scharff, and H. E. SchlOtt, Kgl. 
Danske Videnskab Selskab. Mat. Fys. Medd. 33, No. 14 (1963). 
16 J. Lindhard and A. Winther, Kgl. Danske Videnskab Selskab. 
Mat. Fys. Medd. 34, No.4 (1964). 
17 C. Erginsoy, Bull. Am. Phys. Soc. II 11, 322 (1966). 
18 J. A. Davies, L. Erikssonl and P. Jespersgaard, Nucl. Instr. 
Methods 38, 245 (1965). 
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FIG. 2. For ion energies above 2 keY, the maximum range is 
strongly sensitive to the inelastic-loss constant. The values plotted 
for K=1.0XlO-16 are actually computed with K=O. 
supertail at this energy, would require a 10%-20% 
decrease in K •. Thus ±20% is roughly the present 
uncertainty in K •. 
The resonance constant is also uncertain. We are 
attempting to apply it for e:::; 10-2, the scaled energy 
range where it is known to be least reliable.16 Also, 
Lindhard uses a Thomas-Fermi (TF) atomic-screening 
radius a= 0.8853 (Z12/3+Z22/3)-1/2aH in all of his calcula-
tions. In a somewhat similar investigation, Harrison, 
Carlston, and Magnuson7found good agreement between 
theory and experiment when a values roughly double 
those given by this expression were used. 
Unlike the resonance mechanism, which gives a uni-
form loss rate for all orientations and impact param-
eters, the collision mechanism leads to a loss rate which 
is impact-parameter sensitive. The loss rate for an ion 
which moves in the center of a channel will be quite 
different from the rate for one which oscillates about 
the channel axis. Furthermore, orientation effects are 
noticeable, that is, the average loss rate in the (100) 
direction will differ from the average rate in the (110) 
direction. This occurs because, although the density of 
TABLE VI. Here the simulation values, from Model 3 at room 
temperature, of the energy-loss rate, (dE/dxhoo, are compared 
with loss rates calculated from the TFF energy mechanism for 
various values of A, the scaling parameter for the TF screening 
radius. Values are compared in the center of the [100J channel. 
Loss rates are in eV!LU. Loss constant, K, values are given 
below. 
(dE/dxhFF Simulation 
Eo (keV)A 0.50 0.75" 1.00 (dE/dx) 800 
2.0 10.6 5.6 1.0 5.4 
4.0 15.0 7.9 2.7 7.6 
6.0 18.4 9 .. 6 3.3 9.3 
8.0 21.2 11.1 3.9 10.7 
10.0 23.6 12.4 4.3 12.0 
20.0 33.4 17.6 6.1 16.9 
40.0 47.4 24.8 8.6 23.9 
Simulation K. 
K (eV/LU·keV1I2) 7.5 4.0 0.7 3.8 
scattering centers is the same for each orientation, the 
distribution of impact parameters changes (see Fig. 5 
of Ref. 7). We now consider the collision mechanism's 
contribution in some detail. The calculations which 
follow depend upon the Thomas-Fermi atom model. 
Recent experiments18 indicate a Zl-dependence which 
cannot be explained in terms of this model. We presume 
that a more accurate state function, which exhibited an 
electron-shell structure, would account for this depend-
ence. The model discussed here was designed with the 
possibility of this type of generalization in mind, and 
could easily be calculated with a more sophisticated 
electron-density function if it were available.7 With 
these reservations in mind, it is possible to calculate 
the collision-mechanism constant. We use a method 
introduced by Firsov,19 and subsequently modified by 






Ion Enervy (keV) 
, FIG. 3. Energy-loss rate in the channel center is plotted against 
the ion energy. This is a theoretical rate calculated from the TFF 
model, see Eq. (3). The slope of this curve is constant to four 
significant figures over this energy range. 
other investigators.2o •7 Firsov calculated, based upon 
a Thomas-Fermi atomic model, the energy transferred 
to the electronic systems of a colliding ion and atom 
during a collision in which the particle orbits are 
determined from elastic-collision dynamics. We shall 
denote this energy as ETFF , the Thomas-Fermi-Firsov 
energy. When ETFF is sufficiently large, ionization of 
the atom, or further ionization of the ion, may occur. 
The probability of ionization and the mechanism by 
which it occurs need not concern us here.7 So far as the 
collision dynamics are concerned, once the inelastic-loss 
energy has been transferred to the electronic system 
19 O. B. Firsov, Zh. Eksperim. i Teor. Fiz. 36, 1517 (1959) 
[English transl.: Soviet Phys.-JETP 9, 1076 (1959)]. 
20 E. S. Parilis and L. M. Kishinevskii, Fiz. Tverd. Tela. 3, 
1219 (1960) [English transl.: Soviet Phys.-Solid State 2, 1182 
(1960) J. 
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TABLE VII. Average energy-loss rates and loss constants are compared for the low-index planes of tungsten with xenon bombardment 










of the pseudomolecule of ion plus atom it is lost to the 
ion, a,nd the subsequent behavior of the electrons can 
be treated as a separate problem. 
To be effective, this method requires that the poten-
tial function, which controls the dynamics of the colli-
sion, and the electron-density function, which deter-
mines the magnitude of the interaction between the 
electronic systems, be self-consistent. This requirement 
could be met quite satisfactorily in the secondary-
electron studies,7 but here we have no way to determine 
the atomic-screening radius, a, so we shall replace a by 
a/A and discuss our results for various values of A. 
The ETFF calculation is based upon the assumption 
that existing potential functions of the Born-Mayer 
type, such as the one reported earlier in this paper, 
give a sufficiently accurate description of the collision 
dynamics that they can also be used to determine the 
particle orbits in the more nearly correct inelastic 
collision. 
We assume that the orbits are completely determined, 
and calculate the energy loss as the electron clouds 
interpenetrate. The final expression for ETFF (see Ref. 7 
for a more detailed discussion), is 
f rma.(a) [l-V(r)/EJdr ETFF=KTFF rmin(S) [1- V(r)/ E- s2/r2J1I2 
f rem X ---, r/2 P (3) 
with 
K TFF = [hi (7raH2) J[E/2MIJ/2[Zl+Z2J2; 
here s is the impact parameter, the TF electron-
density function, for which we used the Sommerfeld 
approximation 
= ([1+ (Ap/ a)O.8034J-a.734), 
and except for the limits, all other quantities have 
been defined previously. ETFF is insensitive to the upper 
limit of the dp integral, because falls off very 
rapidly for p>a, but it is very sensitive to rmax(s). We 
found that rmax (s) , which defines the end of the collision, 
could be determined from the interplanar spacing for 
the various low-index orientations of a single crystal. 
This problem is discussed in detail in Ref. 7. The lower 
limit, rmin (s), is the distance of closest approach for 
the particular impact parameter. ETFF has been eval-
uated numerically for various orientations of the crystal-









number of collisions per LU of penetration is just the 
inelastic energy-loss rate for the collision mechanism. 
We have tabulated (dE/dxhFF for selected values of 
Eo and A in the center of the (100) channel (see Table VI). 
When A= 1.0 the loss rate is too small, but a value of 
will account for all of the inelastic-energy losses 
required by the simulation process. Figure 3 illustrates 
the (dE/dxhFF is very closely proportional to El/2 in 
the energy range from 2 ke V to 40 ke V. This is a prop-
erty of the original Firsov calculation retained by the 
present formulation. If we characterize orbits by their 
distance of closest approach, all orbits with the same 
distance of closest approach show an energy loss with 
the same proportionality constant. Thus we have good 
agreement between simulation and experiment in the 
center of the channel if we consider onlycollision-mecha-
nism losses. 
We have also calculated average values of (dE/ dx) TFF, 
the (dE/dxhFF(hkl), for the (100), (110), and (111) 
orientations. Because the different orientations lead to 
different probability density functions for the various 
impact parameters (see Ref. 7), the average values, 
obtained by numerical integration, differ by approxi-
mately 20%. These values, together with average 
values of K derived from them, the KTFF(hkl), and finally 
an unweighted grand average of the KTFF(hkl), (KTFF ), 
are given in Table VII. (KTFF ) can be compared 
directly with experimental values. We see that the 
various (K )TFF(hkl) and (KTFF ) at 2 keY all agree 
quite well with K from the Linhard resonance-formula 
value of 15.24 (e V /L U . ke V1I2). We used A = 0.5 in all 
of these calculations. . 
The increase in (KTFF ) with increasing energy is a 
natural consequence of the method of averaging in 
which we have treated the distribution of impact 
parameters as equivalent to the distribution of distances 
of closest approach. The low-energy averages are more 
reliable. We could improve the dependability of these 
results, but for rough calculations of this type it hardly 
seems necessary. 
We have attempted to make a strong case for the 
Firsov close-collision model because it has been rela-
tively overlooked in energy-loss calculations. Here we 
have an example of a situation in which it is at least 
as useful as the Linhard resonance model. Both are 
approximations, and should be viewed with reasonable 
reservations. The Lindhard model has demonstrated its 
utility at higher energies. We now see that it is less 
useful at low energies. Apparently we shall have to 
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FIG. 4. (a) We actually used the solid triangle indicated in this 
figure as the representative area for the (100) surface, although 
technically we should have examined the indicated area plus the 
dotted triangle (see Ref. 1). (b) More impact points were re-
quired for this orientation (110), because the range surface (see 
Fig. 5) is less regular. 
resort to more detailed calculations of the Firsov type 
in this energy region. Our calculations should be taken 
as further evidence that the problem is much too 
complicated to expect accurate results from generaliza-
tions such as the equipartition rule. In the next section 
we shall see that average energy-loss constants do not 
lead to acceptable integral-penetration distributions. 
VIII. INTEGRAL-PENETRATION DISTRffiUTIONS 
So far we have considered ranges for ions in the center 
of a channel where the range is expected to be maxi-
mum. We now discuss the simulation of range distribu-
tions which can be compared directly with the plots of 
residual activity vs penetration reported by KBDDP.2 
To make a range distribution we proceed as follows: 
first we simulate the ion penetration for various points 
in the representative area of the crystal orientation 
which we wish to study. Figure 4 shows the representa-
tive areas for the (100) and (110) orientation surfaces 
of a bcc crystal and the location of our chosen impact 
points. We could not obtain meaningful ranges at low 
energies for certain impact points, for example numbers 
25 and 29 on the (100) surface, where the ion is reflected 
or stops with very little penetration. 
We next produce a range-vs-position surface (see 
Fig. 5) by drawing a smooth surface through the simu-
lated range points. We know that some fine structure 
exists on this surface near points 28, 29, and 31 on the 
(100) surface, but this is the small penetration region 
where our results are least reliable, so we have not 
attempted to resolve the structure. 
If we now assume a constant-flux density upon the 
representative surface, the area of a section, parallel to 
the base through the range-vs-position surface, shown 
in Fig. 5, is proportional to the fraction of ions whose 
range exceeds the height of the section above the base. 
These sections are shown in Fig. 6. The percent residual 
activity at any depth is then the ratio of the section for 
that penetration to the total effective representative 
area. 
In principle, this procedure appears quite simple, but 
in practice it gives little additional information. Effec-
tively, we can make the agreement between simulation 
and experiment either very good, or quite poor, by the 
choice of parameters. The chief source of uncertainty 
is the "effective representative area." The representa-
tive area is well defined, but, especially at low-bombard-
ment energies, the area in which ions actually stick 
long enough to be counted is poorly defined. If we 
arbitrarily require a minimum 5-LU penetration, the 







range vs impact point 
body centered cubic (f00) orientation 
Xe"· - W 
5 keY 
FIG. 5. We have plotted the ranges on a vertical scale above the 
corresponding impact point, and drawn a smooth surface through 
the ranges. Unresolved fine structure exists in the region of the 
surface where the range is less than 20 LU. 
STUDIES OF Xe-ION RANGES IN TUNGSTEN 3209 
We have drawn two simulation curves in Fig. 7. 
Curve A assumes that the effective representative area 
equals the total area, while curve B assumes that it is 
75% of the representative area. Curve B fits much 
better than we have any reason to expect from a single 
inelastic-loss constant model, and its relatively minor 
deviations from the experimental curve are readily 
explained. The region in which it rises above the experi-
mental curve is obtained from simulation points which 
lie in the channel, but not on its axis. Ions incident at 
such points oscillate about the channel axis as they 
move, and will make closer collisions with the atoms 
which line the channel. Hopefully the dynamics of these 
collisions are properly described by our potential func-
tion, but inelastic-collision effects are also present. 
We expect that inelastic losses will be increased by the 
harder collisions, so that the effective value of K for 
these ions should be greater than the value we have 
237.5 
25 




(range in lattice units) 
FIG. 6. The ratio of the area of a given-range contour to the 
total area of the triangle is the fraction of incoming ions whose 
range will exceed that value. The contours are constructed from 
a very limited number of points; so especially at the longer ranges 
there is considerable uncertainty in their location. The integral-
penetration distribution is surprisingly insensitive to shifts in the 
contours. 
assigned in the channel center. If K were increased at 
points 22 and 26 in Fig. 4(a), the agreement would be 
improved. Farther from the ehannel axis the losses are 
dominated by dynamic collisions, and the agreement 
is excellent. 
At higher energies the effective representative area 
should approach the true representative area. The 
ratio can never be exactly unity, because ions which 
strike near the upper vertex of the representative tri-
a'lgle must always be reflected from the lattice atom 
which lies just beneath the crystal surface at that point. 
Figure 8 compares simulation and experiment at 20 
keY without an effective representative-area correction. 
As we expect, the simulation values are too large off 
the channel axis, but this would be corrected if K were 
allowed to increase off the axis. The uncertainty in the 
potential parameters and in K is noticeable here as a 
poor agreement at Ro.01. We have artificially scaled the 





















FIG. 7. Two simulation curves are shown. For curve A, the 
range-contour areas were scaled with the entire representative 
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FIG. 8. At 20 keV the simulated curve lies above the experimen-
tal curve for all ranges. This suggests that the inelastic-loss 
parameter is too small except in the channel center. 
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FIG. 9. Note the change in the loss-constant value to 7.0XlO-13 
N·sec/m. 
purposes. Note that the simulation curve lies above the 
experimental data at all points. At this energy, friction 
is important over the entire representative area. We 
feel that the comparison between simulation and 
experiment provides further evidence that the collision 
energy-loss mechanism is more important at these ener-
gies than the resonance-loss mechanism, which predicts 
a constant value for K over the entire representative 
area. As a further check on our model, we also examined 
the integral-penetration distribution for the (110) sur-
face. This orientation is interesting because there is no 
true channel, but there is a planar channel. As expected, 
to fit the maximum penetration to RO.Ol we were forced 
to increase the energy-loss constant, K, from + 1 X 10-13 
Range Profile Sections 
body centered cubic (110) orientation 
Xe'u- W 
5 keY 
(range In ,lattice units) 
FIG. 10. The range profile for the (110) surface is very complex; 
so these sections are hardly more than educated guesses. We see 
indications that a planar channel will appear at higher energies, 
but at this energy planar effects will be only marginally significant. 
to +7X10-13 (N·sec!m). Figure 9 was obtained with 
this K value and the same potential parameters used in 
the (100) orientation. In this orientation the ion is 
passing alternately from regions of low electron density 
into high density as it progresses through the crystal 
Ranges in the planar channels are less than in the true 
channels, primarily because of the inelastic effects. 
The range-vs-position surface has a complicated saddle 
shape; the saddle is the planar channel, which does not 
lend itself to a two-dimensional representation, and the 
penetration varies by almost a factor of two as the im-
pact point moves along the saddle; see Fig. 10, which 
is the section plot for the (110) surface, corresponding 
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Distance Of closest appraoch (A) 
FIG. 11. How the collision energy-loss rate changes with the 
distance of closest approach in the TFF model. 
range at the low point of the saddle is 100 LU, more 
than double the range reported here. We conclude that 
inelastic processes contribute very strongly to the range 
distribution in this orientation, (110), even at these 
relatively low energies. This simulation has not been 
corrected for an effective representative area. 
If the TFF-energy calculation were completely cor-
rect we should now be able to report that ETFF in the 
planar channel of the (110) orientation is ahout seven 
times the value reported for the center of the (100) 
channel. On the average for the entire planar channel 
this is a realistic estimate, but the actual minimum 
ETFF possible for the (110) surface is about twice the 
(100) channel value. The simulations indicate that ions 
inserted exactly at point 64 of Fig. 4(b) do not oscillate, 
so the low ETFF value should be realistic for at least 
some of the ions of a (110) surface bombardment. 
Apparently the TFF-energy calculation is not com-
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pletely reliable; so the simulation method remains the 
only realistic way to obtain practical K values for low-
energy bombardment studies. We can speculate that 
the TFF -energy calculation fails because of the inherent 
smoothness of the TF functions which eliminates all 
electron-shell effects in the atom. 
IX. TEMPERATURE-DEPENDENCE OF THE 
RANGE 
If our analysis of the relative importance of thermal 
displacements and friction is essentially correct, we 
should be able to explain the strong dependence of 
Ro.o1 upon target temperature which was reported by 
Channing and Whitton21 and KBDDP.2 Unfortunately, 
the first set of experiments were performed with another 
ion-metal pair, Xe+-Au, and an energy of 40 keV, 
which would be prohibitively expensive, in computer 
time, for us to examine. Thus we can only compare our 
model with the very limited temperature-dependence 
data reported by KBDDP.2 
Figure 11 of KBDDP shows 5-keV Xe133 Ro.o1 ranges 
in (100) W of 60 }.Lg/cm2 at 1200oK, and 81 }.Lg/cm2 
at 300oK. This thermal effect is much too large to 
attribute to thermal displacement of the lattice atoms, 
as suggested by Robinson and Oen.5 Also, at 40 keV, 
where the Channing and Whitton measurements were 
made, the lattice contribution to dEl dx in the channel 
center is negligible, so lattice displacements could hardly 
produce the large-range changes. 
We believe that range variations with temperature can 
only be explained by the collision inelastic-loss mechanism. 
The 5-keV-range change between 3000K and 12000K 
reported by KBDDP can be explained if K in the 
channel center is allowed to increase from 1X 10-13 to 
2X 10-13(N ·sec/m). 
There is no way that temperature changes could 
strongly influence interactions with the free electrons 
of the target, or significantly change an ion-electron 
plasma interaction. However, we can see that thennal 
motion of the atoms will inevitably move the atomic 
electron clouds, and hence change the effective density 
of bound electrons with which the ion can interact. 
We can visualize that thennal action will bring an 
atom of the lattice closer to an ion in the channel 
center, so that the average overlap with the ion's cloud 
is greater, and K is increased. 
It is interesting to see how warming a lattice can 
lead to variations in K of this order of magnitude. 
Table VIII shows the rms displacement of the moving 
ion in a model 3 wann lattice for various energies and 
temperatures. Roughly, we might say that the mean 
reduction of impact parameter in a warm lattice is the 
sum of this mean ion displacement and the mean atom 
displacement. Thus at 12000K the average shift will 
be about 0.15 LU. If we now refer to Fig. 11, which 
21 D. A. Channing and J. L. Whitton, Phys. Letters 13, 27 
(1964) . 
T ABLE VIII. This is a table of the rms displacement of the 
moving Xe ion from the channel center after it has penetrated 
7 LU into the lattice. These displacements are a rough measure 
of the amplitudes of oscillation in warm lattices at various ener-
gies. The displacements are in LU. 
T(OK) 
Eo (keV) 0° 300° 1200° 1700° 
3.0 0.03 0.03 0.06 0.12 
5.0 0.03 0.03 0.05 0.08 
10.0 0.02 0.02 0.04 0.07 
(5 r2 )Expt1/2 0.035 0.050 0.100 0.122 
shows (dE/dxhFF(lOO) for two energies, we see that this 
shift would roughly double (dE/dxhFF(lOO) at 5 keV. 
The agreement is surprisingly good. 
We will be able to test our model of the temperature-
dependence mechanism when experimental ranges below 
room temperature become available. If K is the control-
ling factor for temperature, the range at lower temperature 
should never exceed the maximum range shown in Fig. 2 
when K = O. Experinlents to examine this point will be 
performed shortly,22 and we hope to be able to consider 
this problem in greater detail in the future. 
x. SUMMARY AND CONCLUSION 
In conclusion we would like to reiterate the following 
points: 
(1) Low-energy maximum penetrations can be used 
to determine interaction-potential functions. 
(2) In the channel, heavy-ion ranges are dominated 
by inelastic energy losses for all energies above approxi-
mately 3 keV. Inelastic-loss effects are apparent in the 
integral-penetration curve at 5-keV ion energy for the 
Xe-W system. 
(3) Room-temperature thermal displacement has 
negligible effect upon the collision dynamics for ion 
energies greater than a few keV. 
( 4 ) We have presented evidence which favors a close-
collision energy-loss mechanism over the resonance 
mechanism. At low energies a self-consistent model 
which makes no use of the resonance mechanism seems 
to be possible. 
(5) Preliminary results suggest that the temperature-
dependence of experimental ranges can be explained by 
the close-collision loss mechanism. 
We conclude that when sufficient effort is made to 
include all of the pertinent mechanisms, computer 
simulation of ranges and range distributions is emi-
nently possible. Such simulations· used in conjunction 
with existing experimental data can provide useful 
information about interaction potentials, inelastic-loss 
constants, and details of individual interactions which 
will not be available experimentally for the forseeable 
future. 
22 J. A. Davies, private communication. 
