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A B S T R A CT  
The transition from sketches to realistic images of human faces has an 
important application in criminal investigation science to find criminals as 
depicted by witnesses. However, the difference between the sketch image and 
the real face image is image detail and color. Therefore, it is challenging and 
takes time to transform from hand-drawn sketches to actual faces. To solve this 
problem, we propose an image generation model using the conditional 
generative adversarial network with autoencoder (cGANs-AE) model to 
generate synthetic samples for variable length and multi-feature sequence 
datasets. The goal of the model is to learn how to encode a dataset that reduces 
its vector size. By reducing the dimension, the autoencoder will have to recreate 
the image similar to the original image. The purpose of the autoencoder is to 
produce output as input and focus only on the essential features. Raw sketches 
over the cGANS create realistic images that make the sketch images to raw 
images quickly and easily. The results show that the model achieves high 
accuracy of up to 75%, and PSNR is 25.5 dB, potentially applicable for practice 
with only 606 face images. The performance of our proposed architecture is 
compared with other solutions, and the results show that our proposal obtains 
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1. Introduction 
In criminal investigation science, automatic retrieval of suspect photos from the database can enable 
quick authorities to narrow potential suspects. However, in practice, the suspect’s photos are often difficult 
to obtain. It is known that commercial software or experienced artists are looking to create sketches of 
suspects based on witnesses' descriptions. In addition to applications in security, facial sketch 
photosynthesis also has many applications in digital entertainment. Therefore, synthesizing and 
comparing sketch images are important and practical issues.  
In this paper, we solve generating realistic face images from corresponding sketch images using cGAN. 
The recently proposed for translate human face produces impressive results. Face image synthesis methods 
based on convolution neural networks (CNN) [1] minimize the Euclidean distance between predicted 
and ground truth pixels. However, the generated results are blurred. Several works have successfully used 
Generative adversarial network GANs [2]–[5], allowing for automatic image creation from sketches to 
various subjects, including human faces. GAN is an unsupervised learning algorithm that belongs to DL. 
GANs are expected to create highly accurate systems. They consist of two networks, namely Generator 
and Discriminator. The generator tries to produce the most realistic data with noise input. Otherwise, the 
discriminator tries to distinguish what is the data generated by the generator and proves the fake images 
to improve them. The process is repeated until the generator produces the perfect data. However, we will 
not have control over category images generated in the dataset while training GAN. Therefore, a 
conditional generative adversarial network (cGAN) is proposed to control the image generating by the 
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generator under a specific category. The paper aims to build an algorithm that uses cGANs to create a real 
face applied in criminal investigation science when the input image is raw without a full face. 
The rest of the paper includes five parts and is organized as follows. Section 2 presents several related 
works. Section 3 presents the proposed algorithm. Section 4 will evaluate the proposed model and analyze 
the results. In the final section, we give conclusions and future research directions. 
2. Method 
2.1. Related Work 
Many studies are being developed based on converting from image to image using variations of GANs 
[2], [6]–[10]. In [2], the authors proposed GANs for image processing. Isola et al. [6] propose using 
pix2pix for solving the image-to-image conversion problem. The results show that represent images are 
improved their color sketches. Wang et al. [7] introduce of pix2pixHD technique. It is an improved 
version of pix2pix that synthesizes images from sketches and produces images with higher resolution. 
However, these papers all often assume good conditions for the training process. Therefore, sketches 
achieve good results when edge maps are input. 
Jun-Yan Zhu et al. [8] proposed an algorithm using CycleGAN to reduce heterogeneity between input 
and output images. However, there is no guarantee for correspondence between inputs and outputs. To 
examine the known structure of human faces, researchers perform with a method based on facial 
components. Wu and Dai [9] first retrieve the most suitable face composition from the database of face 
images with input sketch. They then combine those elements and eventually transform the image to create 
sketches of similarity. Because of the synthesis and transformation strategy, their solution required an 
input sketch to be drawn professionally. 
There are several topics on creating images of human faces in crime science [10]. In [10], the authors 
build a database based on Vietnamese human identity characteristics. The authors have collected portrait 
images from the national identity. They then filter about 14 thousand images and extract about 98 
thousand facial details such as ears, nose, eyes, and eyebrows. As a result, they create 1000 unique masks 
and accessories like birthmarks, scars, moles, and earrings. As a result, the accuracy of paper gains 90% 
that can apply for real applications. 
2.2. Overview of GAN 
GANs are proposed for image generation models. They produce a characteristic vector z using either 
a normal or uniform distribution. We will use the generator (G) to generate the same output image with 
a feature vector z [11]. G network will work to generate fake data. The goal is to generate the most realistic 
data where the input is a random vector of fixed length and produces a pseudo-entity in the data domain. 
The vector is randomly distributed from the Gaussian distribution and is used to initiate the generation 
process. Discriminator (D) network is responsible for distinguishing between real and fake data. It 
performs the binary classification problem to determine whether these examples are real or fake. 
The real and fake data are taken from the training set and output of the G network, respectively. 
Otherwise, cGANs maps from input (x) and noise vector (z) to produce the output image as shown in 
Fig. 1 [11]–[14]. In Fig. 1, there are several parameters and variables: D (Discriminator), G (Generator), 
𝜃𝜃𝑑𝑑 (Parameter of Discriminator), 𝜃𝜃𝑔𝑔 (Parameter of Generator), 𝑃𝑃𝑧𝑧(𝑧𝑧) (Input noise distribution), 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝑥𝑥) 
(Original data distribution), 𝑃𝑃𝑔𝑔(𝑥𝑥) (Generator distribution). 
 
Fig. 1. Basic model structure of GANs [11] 
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2.3. Lost Function 
GANs can have two loss functions: one for the generator and one for the discriminator. Generator and 
Discriminator loss functions are different, although they are created from the same formula. The loss 
function can be derived from the binary cross-entropy calculating as (1). 
( ) ( ) ( ), [ . 1 .loˆ gˆ ˆ1L y y y logy y y= + − − ,  (1) 
where y and 
y  are real and predictive values, respectively. 
Let us define several notations that we used throughout the paper: X is real data, Z is a latent vector. 
G(z) is fake data, D(x) is a discriminator of evaluation of real data, D(G(z)) is a discriminator of evaluation 
of fake data. L(a,b) is loss between a and b, 𝐸𝐸𝑥𝑥~𝑝𝑝𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝑥𝑥) is the expected value over all real data instance, 
𝐸𝐸𝑧𝑧~ 𝑝𝑝𝑧𝑧(𝑧𝑧) is the expected value over all random inputs to the generator. 
Discriminator loss: 
When the discriminator is trained, it will classify both real and fake data generating by the generator. 
Using data labels Pdata(x)=1 (real data) and ( )ŷ D x=  for (1), we have (2). 
( )( ) ( )( ),1 .L D x log D x=   (2) 
If data is created from Generator y = 0 (fake data) and ( )( )ŷ D G z= , we will have (3). 
( )( )( ) ( )( )( ),0 log 1L D G z D G z= −
.  (3) 
The object of the discriminator is to classify the fake and real datasets accurately. Since (2) and (3) 
must be maximized, and the final loss function for the discriminator is defined as (4). 
( ) ( )( )( )([log log 1 .DL max D x D G z = + −    (4) 
Generator loss: 
Otherwise, the generator is competing against the discriminator. Therefore, it tries to minimize (4), 
and the loss function is (5). 
𝐿𝐿𝐺𝐺 = µιν �𝑙𝑙𝑙𝑙𝑙𝑙�𝐷𝐷(𝑥𝑥)� + 𝑙𝑙𝑙𝑙𝑙𝑙 �1− 𝐷𝐷�𝐺𝐺(𝑧𝑧)���.  (5) 
GANs loss: 
To combine the (4) and (5), we have (6) 
( )( ) ( )( )( )log log 1 .min maxL D x D G zG D  = + −    (6) 
However, the loss function is only suitable for single-point data. Therefore, to consider all data, we 




𝐷𝐷 𝐿𝐿𝐺𝐺𝐺𝐺𝐺𝐺(𝐺𝐺,𝐷𝐷) = 𝐸𝐸𝑥𝑥~𝑝𝑝𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝑥𝑥)[𝑙𝑙𝑙𝑙𝑙𝑙𝐷𝐷(𝑥𝑥)] + 𝐸𝐸𝑧𝑧~ 𝑝𝑝𝑧𝑧(𝑧𝑧) �𝑙𝑙𝑙𝑙𝑙𝑙 �1− 𝐷𝐷�𝐺𝐺(𝑧𝑧)���. (7) 
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Regularization L1 
The regression model uses the L1 calling least absolute shrinkage and selection operation (LASSO). It 
is a technique to prevent over-matching in neural network and to improve the accuracy of training by (8). 
( ) ( )1 , , , .L x y zL G E y G x z = −    (8) 
2.4. Conditional Generative Adversarial Network (cGANs) 
CGANs are used to learn a multimodal model. It creates descriptive labels. It is the attributes 
associating with the specific image that is not part of original training data. The loss function of cGANs 
is similar to that of GANs [15]–[18]. The only difference is that the conditional probability is used for 




𝐷𝐷 𝐿𝐿𝑐𝑐𝐺𝐺𝐺𝐺𝐺𝐺(𝐺𝐺,𝐷𝐷) = 𝐸𝐸𝑥𝑥~𝑝𝑝𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝑥𝑥)[𝑙𝑙𝑙𝑙𝑙𝑙𝐷𝐷(𝑥𝑥/𝑦𝑦)] + 𝐸𝐸𝑧𝑧 ~𝑝𝑝𝑧𝑧(𝑧𝑧) �𝑙𝑙𝑙𝑙𝑙𝑙 �1−𝐷𝐷�𝐺𝐺(𝑧𝑧/𝑦𝑦)���. (9) 
The loss of cGANs and L1 is (10). 
( ) ( )1, ,cGAN L
min max
L L G D L G
G D
λ= +
  (10) 
where 𝜆𝜆 is called the regularization rate. 
2.5. Autoencoder 
Autoencoder is a neural network used to learn to encrypt data in an unsupervised learning method 
efficiently. In the paper, we use cGAN with autoencoder (cGANs-AE) model to generate synthetic 
samples for variable length and multi-feature sequence datasets based on [17]–[20]. The goal of the model 
is to learn how to encode a dataset that reduces its vector size. By a vector to reduce the dimension, the 
autoencoder will have to recreate the image similar to the original image. The purpose of the autoencoder 
is to produce output as input and focus only on the essential features. 
An autoencoder has two subnets:  
• Encoder: Taking the data and compressing it into latent space. If we represent input x and encoder 
is E, and output of latent-space is s, we will have s = E(x). 
• Decoder: Decoder is the task of taking latent spaces and then recreating the input data. If we 
represent the decoder as D and the output is o, we will have o = D(s).  
Fig. 2 is shown an example of an autoencoder. The detailed operation can be seen in [17]. 
 
Fig. 2. An example of autoencoder for cGANs [17] 
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2.6. cGANs model 
An extension of GANs is used to generate conditional output, as shown in Fig. 3. At this point, both 
Generator and Discriminator have added additional information. The information can be any 
supplemental information such as labels or data from another method. 
 
Fig. 3. Structure proposal using cGANs network model. 
With the Generator and Discriminator, we train with real and fake images generating by the generator. 
The discriminator is responsible for determining that images are real or fake images from the generator. 
The generator is trained to trick the discriminator into distinguishing between its image and real image. 
The flowchart of cGANs is shown in Fig. 4. Details of the cGANs algorithm are as follows:  
Step 1: Identifying the problem  
Step 2: Determining the operating model of cGANs  
Step 3: Training Discriminator on real data with n Epochs  
Step 4: Creating fake images for Generator and train Discriminator on fake datasets  
Step 5: Training Generator with Discriminator output  
Step 6: Repeating steps 3 and 5  
Step 7: Checking if the fake image is valid. If it is a fake image, it will stop the training and go back to 
step 3. 
 
Fig. 4. Operational proposal model using cGANs. 
3. Results and Discussion 
3.1. Setup–Simulation  
Our paper uses cGAN to learn the mapping from input to output images, as shown in Fig. 5. 
 
Fig. 5. Generator operation. 
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An example of a dataset is architectural labels. In this case, the generator will try to learn how to convert 
input into real images. A discriminator looks at converting to the real Generator image and trying to figure 
out the difference between the generating image from the generator provided from the dataset. Operation 
of Discriminator is shown in Fig. 6. 
 
Fig. 6. Discriminator operation. 
The generator is responsible for taking the input image and performing the transformation to create 
the target. For example, an architectural facade image of the house is created from the color shape, and 
the purpose is converted into a real house facade. The structure of the generator is called Encoder-Decoder 
(Autoencoder), as shown in Fig. 7. 
 
Fig. 7. Generator structure. 
Each block is (Conv → Batchnorm → Leaky ReLU) in the encoder. Likewise, each block is 
(Transposed ConV → Batchnorm → Dropout (applying the first three blocks) → ReLU) in the decoder.  
The discriminator task takes two images (an input and unknown images). First, it is an image of 
disability from the dataset that is generated by the generator. It then determines if the second image is 
generated from the generator, as shown in Fig. 8. 
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Fig. 8. Structure of Discriminator. 
3.2. Result of this Research 
To train the cGANs network, we perform the approach with multiple datasets such as CMP Facades 
[21]. The dataset includes 600 facades images editing from different sources. The images have various 
architectural styles, including molds, roofs, pillars, windows, doors, sills, curtains, balconies. According to 
the house model and their entry condition, the input images are color labels that are the actual architecture 
of the house. The generator will learn the input features and create a facade image similar to their color 
label. 
From the data we have collected as listed above. First, we divide the dataset into three parts: the training 
set, the validation set, and the test set. Next, we make the model using the Pytorch framework, train the 
model on a Tesla T4 GPU with 15109MiB memory. Finally, we select the learning rate as 0.0002 for 150 
epochs and Adam optimization. 
To improve over-matching and rapid convergence, we add the loss parameter λ as shown in (10). The 
parameter is used to evaluate the complexity of the model. The more layer the parameter is, the more 
complex model is. In our model, we choose λ = 150. We found that the generator only produced noise in 




                                              a) Input  b) Real image               c) Output 
Fig. 9. Results in the first epochs. 
After many iterations and classifying by Discriminator, Generator is learned and created output image 
similar to the input. Results are shown in Fig. 10. 
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                                        a) Input                         b) Real image                    c) Output 
Fig. 10. The result is generated with the CMP Facades dataset. 
We aim to create an image of the human face from sketches. We use CUHK Face Sketch Database 
(CUFS) datasets, as shown in Fig. 11. This dataset is for face sketch synthesis and recognition. It consists 
76 
ISSN 2086-8138 (print) | 2745-7249 (online) 
Jurnal Informatika 
Vol. 15, No. 2, May 2021, pp. 68-82 
 
 
Huu and Thi (Proposal of image generation model using cGANs for sketching faces) 
of 188 student faces (CUHK), 130 faces from AR data [22], and 295 faces from the XM2VT database 
[23]. There are a total of 606 faces. Each face has a sketch sketched by the artist based on portrait shots 
under normal lighting conditions. The data set is described in Table 1. 
Table 1.  Description of the input data set 
Dataset Description Viewing Number of images Source 
AR Face Database 
70 male faces and 60 female faces  (26 
images/person) in terms of the smile, 
wearing sunglasses, wearing a scar, etc. 




188 faces of Hong Kong University 
students with age from 18 - 24 years old 
Face to face 188 Hongkong 
Our dataset 
556 faces of the students of Nam Ha 
High School, Bien Hoa, Dong Nai with 
age 15-18 years old 
Face to face 556 Vietnam 
 




Fig. 11. Sample CUFS face database. 
From face datasets and sketches, we use cGANs to train and learn facial features. Based on the sketch 
and portrait, we will create human faces. Results are shown in Fig. 12. 
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    a) Input b) Real image c) Output 
Fig. 12. Results are generated from the CUFS dataset. 
Besides, we have also created our dataset, including 495 portraits and incomplete sketches of students, 





Fig. 13.  Images of our dataset. 
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Our data includes more portraits with accessories such as glasses for network training. Before training, 
we perform to preprocess image. First, we resize images in the dataset to define size to ensure they are the 
same aspect ratio. We set the size to 256  256 pixels. The image is then normalized to [-1, 1]. Before 
normalizing the input data, the weights relating to features will be different. The uneven distribution of 
weights leads the algorithm to oscillate in the optimal region before finding the global minimum position. 
To avoid time-consuming training, we normalize input features for the same scale and distribution. It 








 a) Sketch b) Portrait image c) Output 
Fig. 14. Results generated from our dataset. 
Besides, we compare the results of the proposal method with other methods based on the accuracy of 
predictions with the input data. The parameters are selected as SSIM (Structural Similarity Index) and 
PSNR (Peak Signal to Noise Ratio). The SSIM index is calculated on various windows of an image as 
(11). 
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µ µ σ σ
+ +
=
+ + + +   (11) 
where µx the average of x, µy the average of y, σx is the average of x, σy is the average of y, c1 and c2 are 
two variables to stabilize the division with a weak denominator. 
PSNR is most easily defined via the mean squared error (MSE) between monochrome image I and its 
noisy approximation K as (12) and (13). 
10






  (12) 










= −  ∑∑
  (13) 
where, B is selected as 8 bit/sample, M represents the numbers of rows of pixels of the images, i 
represents the index of that row, and N represents the number of columns of pixels of the image, j 
representing the column’s index. The results are shown in Table 2. The results show that the proposal is 
the best in terms of accuracy, SSIM, and PSNR. 
Table 2.  Comparison of accuracy with others. 
Method Accuracy (%) SSIM PSNR (db) 
Ground Truth 100 1 Infinity 
[6]  68.34 0.654 16.588 
 [24] 73.8 N/A N/A 
[25] 70.55 N/A N/A 
Pix2Pix (DA*) [7] N/A 0.657 16.617 
 [26] 67.22 0.695 16.722 
[26] (DA*)  0.709 16.843 
Proposal 74.65 0.787 25.55 
 
3.3. Discussion 
Accuracy: The Discriminator of cGAN is a classification network. So we rely on neural network 
architecture for image classification for accuracy measure as [27]. We train D with images generated by 
cGAN and then evaluate its performance on a test set composed of real images. The accuracy of this 
network is trained on real images and evaluated on the generated images. This measure is similar to 
precision, with a high value denoting that the generated samples are a realistic approximation of the 
distribution of real images. When cGAN is not perfect cGAN accuracy will be low. 
SSIM and PSNR: we choose two metrics for evaluating model performance, Peak signal-to-noise ratio 
(PSNR) and Structural index similarity (SSIM), that evaluate the quality of a generated image from sketch 
images and real images, which aligns with this task. The results are summarized in Table 2. We compare 
our model with other studies on the CUFS dataset. From Table 2, it can be seen that the method proposed 
in this paper achieves SSIM is 0.787 and PSNR up to 25.5, which outperforms the listed state-of-the-arts 
methods [6], [25], [27], [28]. 
4. Conclusion 
In the article, we focus on using the cGANs to create the object from the actual image. We use the 
human face for training data. The objective of this paper is to apply for criminal investigation science 
where input data is the sketch. As a result, we create an image of real human face that helps give out the 
object’s identity. The results prove that the algorithm can apply for real applications with up to 75% 
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accuracy. In the future, we will combine the other methods to improve the accuracy and apply them for 
real application on the wireless network  [26], [28]–[36]. 
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