A graph product is the fundamental group of a graph of groups Amongst the simplest examples are HNN groups and free products with amalgamation.
1. Introduction. Groups which are graph products (fundamental groups of graphs of groups in the terminology of Bass and Serre) have attracted considerable attention, in view of their utility in combinatorial group theory. In particular, decision problems for HNN extensions and free products with amalgamation-the simplest graph products-have been of interest. The conjugacy problem for graph products is generally unsolvable (Miller [10] ), but Lipschutz [9] gives conditions ensuring solvability of the conjugacy problem for free products with cyclic amalgamated subgroups and Hurwitz [7] for HNN extensions with cyclic associated subgroups.
This paper considers the conjugacy problem for graph products with cyclic edge groups, as part of the more general conjugacy problem for (Brandt) groupoids. Note that the defining graph here is slightly different from that considered in the Bass-Serre theory, so that an edge group there is regarded as a group at a source vertex in the terms of this paper.
The semicriticality conditions of Lipschutz and Hurwitz for cyclic generators are amended and extended below. It is then shown that under the anticipated generalisation of their conditions, the conjugacy problem is always solvable only for graph products over finite graphs. This restriction is due to the fact that additional graph-theoretic decision problems arise naturally in this context. For graph products over infinite graphs, a further condition is given which ensures that the conjugacy problem is solvable for graph products over graphs with either bounded path length or else finitely many sources and an infinite cyclic group at each.
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Terminology below follows that of [6] . The reader is referred to [2] for the theory of computability, to [5] for the basic constructions of the theory of groupoids, to [11] for the graph-theoretical background and to [12] for the Bass-Serre theory.
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2. The conjugacy problem for groupoids. For a presentation of a (countable) groupoid T. the conjugacy problem is that of determining if there is an algorithm to decide for an arbitrary pair of elements of Y whether or not they are conjugate in Y. Since conjugate elements of Y must be loops (closed edge-sequences in the underlying graph of Y) and must lie in the same connected component of (the underlying graph of) T. the conjugacy problem splits into three subproblems. The third question translates the conjugacy problem for groups into groupoid terms, but the first two seek information about the general structure of Y as a groupoid. In [6, §3] it is shown that Question 2.1 has a sensible interpretation and then is answerable in the affirmative if Y is recursively presented. However, for recursive graphs with infinite edge set, any process involving checking infinitely many edges sequentially will not terminate. Whilst in practice it is likely that enough information is available about y for its component problem to be solvable, recursive graphs with unsolvable component problem certainly exist. For example, define the halting problem graph yM as follows. Let M be a Turing machine for which the halting problem is unsolvable (cf. Hence in the absence of an oracle, the answer to Question 2.5 for possibly disconnected graphs in which arbitrarily long paths may exist, must be "no". Halin [4] has characterised an intersecting class of infinite graphs: those without an infinite path.
If the component diameters (maximum arc lengths) of y are known to be bounded, the component problem may still be solvable. (ii) Av is recursively presented for each v in V and uniformly given from V; (iii) Ae is partially recursive for each e in E and uniformly given from E. O Hereafter it will be assumed that G is (presented as) the mapping cylinder groupoid of a recursively presented group diagram (D, A) with monic edge homomorphisms, such that each source group Av (i.e. v -Xe for at least one e in E) is presented as a cyclic group on a single generator kv.
The graph product of G (the loop group at any selected vertex) will be denoted G0. Such a mapping cylinder G is recursively presented and U(G) is connected since D is, so the answers to Questions 2.1 and 2.2 are both "yes". The next section looks at Question 2.3 for G.
3. The conjugacy problem for mapping cylinder groupoids. In [9] , Lipschutz proves the conjugacy problem is solvable for any free product with cychc amalgamated subgroups for which the factors have solvable conjugacy problem and the generators of the amalgamated subgroups are what he terms "semicritical". In [7] , Hurwitz proves the conjugacy problem is solvable for any HNN extension with cyclic associated subgroups for which the base group has solvable conjugacy problem and the generators of the associated groups are " mutually semicritical".
Hurwitz' condition of mutual semicriticality is amended and generalised below. The conjugacy relation in a group or groupoid will be symbolised ~ ; where necessary, a subscript indicating context will be added. Definition 3.1. Let H be a subset of group A. Then H is semicritical if the following conditions all hold:
(i) for each h in H, h" ~ hm implies h" = hm, and fork¥=h in H, h" ~ km implies h" = km= 1;
(ii) for each a in A it can be decided whether or not a is conjugate to a power of an element in H; (iii) for each (a, b) in A X A and (h, k) in H X H h can be decided whether or not there exist powers h", km not both 1 such that h"akm = b. D For example, if Z2 is the cyclic group of order 2, any subset of Z" is semicritical. By (3.1(i)) any semicritical subset not containing 1 of an infinite cyclic group must be a singleton. If A has solvable conjugacy problem and H is recursive then for each affirmative answer to (3.1(h)) there is an algorithm to determine suitable powers of elements of H. (ii) Hv is a uniformly semicritical recursive set for every v in V. Then the conjugacy problem is solvable for any two elements of which at least one has nonzero reduced length.
Proof. Since under these conditions (Ae(kXe)) has uniformly solvable extended word problem in Ape for every e in E, the conditions of [6, 3.6] hold for G, so the word problem for G is solvable, and the process of finding a cyclically reduced loop conjugate to a given loop of G is algorithmic. By the Conjugacy Theorem [6, 2.6] Proof. Let P be an arc in °?1(G). No nonsource vertices in P are adjacent in P, so the length of P is less than or equal to twice the number of source vertices in P. Hence the diameter of any component of %(G) is =£ 2s. D For graph products to which none of (3.6), (3.7) or (3.8) apply, the answer to (2.3) must be "no", unless additional information allows the conjugacy problem to be investigated on a case-by-case basis. Finally, solutions obtained above are not presentation-free: a group may have two presentations as graph products of which only one has solvable conjugacy problem; the other need not have even solvable word problem.
Semicriticality is a major restriction. Lipschutz [9] shows that nontrivial singleton subsets of finitely generated free groups are semicritical, and Comerford and Truffault [3] the same for elements of odd or infinite order in sixth groups. Larsen [8] shows that (3.1.i) is decidable for many cyclic HNN groups; elsewhere, semicriticality must be proved as required.
