Introduction {#s1}
============

Effective movement relies largely on adaptation: the process of correcting control from movement to movement, which, critically, is driven by movement error (Topka et al., [@B28]; Smith and Shadmehr, [@B26]; Bastian, [@B3]; Rabe et al., [@B21]). However, investigations of adaptation have largely overlooked the fact that not all movement errors of the same magnitude necessarily have the same subjective value. Consider a game of tennis. Compare a 5 cm error in ball placement in the middle of your opponent\'s court with a 5 cm error at the edge that lands the ball out-of-bounds. Although the error magnitude is equivalent, the subjective value is drastically different. Clearly one would respond to each error very differently on the next shot. Most movements involve similar decisions, where the subjective value of an error must be considered. The fact that people respond differently demonstrates that the magnitude of the error and the subjective value of the error, are not always the same. This raises the question of whether adaptation may depend on the subjective value, rather than simply the magnitude, of an error.

A distortion between the magnitude (actual) and the subjective value of an error suggests a risk-sensitive decision-making process in the brain (Bernoulli, [@B5]; Huettel et al., [@B11]). Sensitivity to risk, the variance associated with an outcome, has been extensively studied in economics (Kahneman and Tversky, [@B13]; Smith et al., [@B25]), psychology, and, recently, motor control (Wu et al., [@B30]; Braun et al., [@B6]; O\'Brien and Ahmed, [@B19]). Theoretically, risk-sensitive behavior can arise from a distortion between subjective and actual value (i.e., a non-linear value function; Glimcher, [@B10]). Risk-sensitivity suggests, counter to traditional computational models of decision making and learning that decisions are not based solely on maximizing expected gain over all outcomes, but are also influenced by the variance. However, research on risk-sensitivity has largely focused on single decisions, with few investigating sequences of decisions in cognitive tasks (Niv et al., [@B18]). This is surprising, as the process of making sequences of decisions is, at its core, the learning process. Here we investigate movement adaptation: a sequential decision-making process critical to effective movements.

Adaptation is frequently studied in humans by exposing them to novel dynamic environments (Lackner and Dizio, [@B15]; Shadmehr and Mussa-Ivaldi, [@B24]; Scheidt et al., [@B22]). Adaptation proportional to the magnitude of error has been observed, suggesting that error magnitude is being minimized. However, the idea of proportionality between error magnitude and adaptation has been recently challenged. Non-linear adaptation has emerged when the directional bias, relevance, statistics and magnitude of the errors are manipulated (Fine and Thoroughman, [@B8]; Wei and Koerding, [@B29]; Marko et al., [@B17]). These results suggest that adaptation is not solely dependent on error magnitude.

We sought to determine if we could alter adaptation patterns by manipulating the subjective value of movement errors with identical magnitude. If adaptation to errors with identical magnitude differs with the subjective value of the error, this would quantitatively demonstrate that adaptation is risk-sensitive and influenced by the subjective value of error.

Methods {#s2}
=======

Theoretical development
-----------------------

To examine the influence of the subjective value of movement error on adaptation, we created a task in which we modulated the subjective value associated with a movement error of a given magnitude. Participants made reaching movements while holding the handle of a force-generating robot arm (Figure [1](#F1){ref-type="fig"}) in two novel dynamic environments that imposed different consequences on the same magnitude of movement error.

![**Experimental Setup**. Seated participants grasped the handle of a robotic arm and made 15 cm reaching movements from a start circle to a target circle. The forearm was supported by a cradle attached to the robotic arm. Visual feedback of the start, target, and cursor were provided on a monitor mounted at eye level. The location of the "cliff" was indicated by the line 2.5 cm to the right of the start and target circles.](fncom-07-00118-g0001){#F1}

The first dynamic environment, Stable, was a velocity-dependent force field, which perturbed their reaching movements and required participants to compensate in order to reach the target. The force field pushed the handle to the left, away from the target which was directly ahead. To reach the target accurately, participants had to push to the right to effectively cancel out the perturbation. The perturbation generated by the robot changed in magnitude but not direction from trial-to-trial. This is a well-studied paradigm where results have consistently demonstrated that healthy adults adapt in a manner proportional to movement error magnitude (Shadmehr and Mussa-Ivaldi, [@B24]; Thoroughman and Shadmehr, [@B27]).

In the second dynamic environment, Unstable, movement errors in the right half of the screen were heavily penalized, thereby altering the subjective value of an error of a given magnitude relative to the Stable environment. The Unstable environment was identical to the Stable environment, except that we imposed a boundary on the right side of the screen, simulating a virtual cliff. Errors to the right of this boundary would lead to instability: large rightward perturbing forces that participants could not compensate for within that trial (Figure [2](#F2){ref-type="fig"}). On trials with such an error, it was not possible for the participants to reach the target after the cursor had crossed the boundary. Here rightward errors were considerably less desirable than leftward errors. Compared to the Stable environment, a rightward error of the same magnitude in the Unstable environment had a less desirable consequence, and therefore a different subjective value.

![**Experimental Protocol. (A)** Illustration of the forces produced by the robot during reaching. Leftward arrows (filled) in both panels represent the viscous curl field forces. Rightward (empty) arrows in the rightmost panel represent position dependent divergent forces. **(B)** The experiment consisted of four phases: Baseline (50 no-force trials), Stable (200 trials with changing curl-field dynamics), Unstable (400 trials with changing curl-field dynamics identical to the Stable trials, but with penalties associated with large rightward movement errors), and Washout (50 no-force trials).](fncom-07-00118-g0002){#F2}

If adaptation was influenced by an individual\'s subjective value of the error, then the relationship between the magnitude of error experienced on one trial, and the adaptation observed on the following trial in response to that error would differ between movement environments. To predict the nature of this difference, we developed a risk-sensitive model of movement adaptation by building upon a commonly-used model of movement adaptation that predicts proportional adaptation to movement error (Thoroughman and Shadmehr, [@B27]). This model is based upon the assumption that the central nervous system seeks the motor command, *y*, which will minimize the squared movement error, *x*^2^. Solving this optimization problem, an expression is obtained for how the command on the following trial, *y*~*n*\ +\ 1~, should adapt based on the predicted perturbation on the current trial, ${\hat{B}}_{n}$, and the movement error experienced on the current trial, *x*~*n*~: $$x_{n} = D(B_{n} - {\hat{B}}_{n})$$ $${\hat{B}}_{n + 1} = A{\hat{B}}_{n} + Kx_{n}$$ $$y_{n + 1} = - {\hat{B}}_{n + 1}$$

Here, *x* represents the movement error on the current trial, *n*, and results from a difference between the predicted perturbation, $\hat{B}$, and the actual perturbation, *B*, experienced on that trial. Importantly, the amount of adaptation to a given error is represented by a constant, *K*, which will lead to proportional adaptation to error. The parameters *A* and *D* represent forgetting and system compliance parameters, respectively.

In a risk-sensitive formulation, the amount of adaptation can depend on the subjective value associated with a given error: *v*(*x*), which can be a non-linear function of the errors observed. Substituting this error sensitivity function into (2), brings us to the following expression: $${\hat{B}}_{n + 1} = A{\hat{B}}_{n} + Kv(x_{n})$$

While this function can theoretically take a variety of forms, we will use a simple piecewise linear function to differentially weight rightward and leftward errors, similar to functions used to describe increased sensitivity to positive vs. negative rewards (Niv et al., [@B18]): $$v(x) = \left\{ \begin{matrix}
{\alpha x} & {\text{~~}if\ x > 0,\ rightward} \\
\left. - \beta \middle| x \right| & {if\ x < 0,\ leftward} \\
\end{matrix} \right.$$

Clearly, when α = β, rightward and leftward errors are valued equally and there is no distortion between the magnitude and subjective value of an error. Effectively, we are back to (2), which can now be described as risk-neutral adaptation. However, in the Unstable phase, the addition of a cliff on the right creates a subjective error-value function that explicitly penalizes rightward errors more than leftward errors such that α \> β \> 0. It can now be seen how a distortion between the magnitude and subjective value of an error will manifest as risk-sensitivity in the learning process which arises from sensitivity to outcome variance. The non-linear transformation of movement errors results in asymmetric learning from rightward and leftward errors. This asymmetry will lead to outcome variance being penalized or favored.

The risk-sensitive model described above was used to simulate adaptation to a random sequence of perturbation gains and the results are shown in Figure [3](#F3){ref-type="fig"}. This sequence of perturbation gains replicated that which was experienced by the participants. Adaptation was calculated as the difference between the motor commands on two subsequent trials: *y*~*n*\ +\ 1~ − *y*~*n*~. Model parameters were set arbitrarily at *A* = 1, *K* = 0.9, and *D* = 0.1. Importantly, the qualitative predictions presented in Figure [3](#F3){ref-type="fig"} are not sensitive to these particular parameter values. Rightward and leftward errors are respectively defined as positive and negative, but the reference can also vary without altering the qualitative predictions. The blue line represents the standard risk-neutral model where α = β = 1. As expected, a proportional relationship between adaptation on the following trial and error on the previous trial is observed. However, when rightward, positive errors are penalized more than leftward, negative errors (α = 1.2, β = 0.8), adaptation is more sensitive to rightward than leftward errors. Another way to quantify this difference, which is better suited to the present experiment, is to compare adaptation to the risk-neutral case. Adaptation to large leftward errors is less sensitive than in the risk-neutral condition, whereas adaptation to large rightward errors is more sensitive (Figure [3](#F3){ref-type="fig"}, left panel). Also shown in Figure [3](#F3){ref-type="fig"} are model predictions for when *only* leftward negative errors are penalized less, compared to the risk-neutral case, and when *only* rightward positive errors are penalized more than the risk-neutral case. They are depicted as the dashed red lines in the right top and bottom panels, respectively.

![**A Risk-Sensitive Model of Movement Adaptation**. Predicted Adaptation is plotted vs. Error for Risk-Neutral (blue line) and Risk-Sensitive (red) models. Error represents positional error, *x*, on trial *n*. Adaptation represents the change in command, y, from trial *n* to *n* + 1. **Left panel** plots risk-sensitive predictions when leftward errors are penalized less and rightward errors are penalized more. Also depicted are risk-sensitive model predictions for when only leftward errors are penalized less **(top right panel**), and when only rightward errors are penalized more (**bottom right panel**). Risk-sensitive predictions plotted with dashed red lines in right panels for clarity.](fncom-07-00118-g0003){#F3}

In the present experiment, our independent variable is subjective value, which is modulated by the experimental environment: Stable vs. Unstable. Therefore, we compared adaptation to identical error magnitudes *between* environments. Based on these model predictions we expected that, in the Unstable environment, participants would increase their sensitivity, adapting more to rightward errors. Additionally, or alternatively, participants may reduce their sensitivity, adapting less to leftward errors, compared to the Stable environment. This non-intuitive prediction emerges from the leftward direction of the force field and rightward location of the instability. To adapt to the leftward forces, they must push to the right. However, since the magnitude of the perturbation changes from trial to trial, overcompensating and adapting too strongly could lead to an undesirable rightward error beyond the cliff boundary. We expected that the more costly consequences of a rightward error in the Unstable environment would lead to weaker, less sensitive adaptation to leftward errors and/or stronger, more sensitive adaptation to rightward errors.

Participants
------------

Twenty healthy right-handed participants were recruited for the study. Nine participants performed the main experiment (mean ± *SD*: 22.3 ± 3.6 years, three females). Six participants performed the reverse experiment (23.33 ± 2.0 years, 4 males), and the remaining five participants performed the control experiment (21.0 ± 1.9 years, 5 males). Handedness was assessed with the Edinburgh Handedness Inventory (Oldfield, [@B20]). All participants provided informed consent and all methods were approved by the institutional review board at the University of Colorado, Boulder.

Task
----

The task involved making horizontal reaching movements while seated and grasping the handle of a robotic arm (Interactive Motion Technologies, Shoulder-Elbow Planar Robot. The position of the handle was provided on each trial in the form of a yellow, circular cursor on a computer screen in front of the participants (Figure [1](#F1){ref-type="fig"}). Participants were asked to use the handle to steer the cursor from a start circle to a target circle 15 cm away in the sagittal plane. Start, target, and cursor circles had diameters of 0.70, 0.85, and 0.45 cm, respectively. Participants were secured in the seat with a four-point seat belt such that the trunk was restrained. Visual feedback of the cursor position was provided on a computer screen located above the robotic arm, directly in front of them at eye-level. They were instructed to make a rapid reaching movement to the target within a time window of 400--700 ms. Color-coded visual feedback of the reaching movements was provided about movement time. If participants reached the target within the correct time interval, the target would "blow up" (a yellow ring would emanate from the target). If they moved too fast or too slow, the target would turn green or gray, respectively. Participants were instructed to try and "blow up" the target on each trial.

Protocol
--------

The experimental protocol consisted of four phases: Baseline, Stable, Unstable, and Washout (Figure [2](#F2){ref-type="fig"}). Participants were not informed of the different phases. The Baseline phase consisted of 50 null trials (no-force) in which participants were allowed to familiarize themselves with the task and the time constraint. This was followed by the Stable phase, in which participants were exposed to a counter-clockwise viscous curl force field. In these force trials the robot handle exerted a force upon the participants\' hands that had a magnitude proportional to handle velocity and acted in a direction perpendicular to the handle velocity. The robot-generated force was determined with the following equation: $$\begin{bmatrix}
F_{x} \\
F_{y} \\
\end{bmatrix} = B\begin{bmatrix}
{\text{~~}0} & 1 \\
{- 1} & 0 \\
\end{bmatrix}\begin{bmatrix}
V_{x} \\
V_{y} \\
\end{bmatrix}$$

In the above equation, *F*~*x*~ and *F*~*y*~ represent the handle force in the *x* and *y* directions, respectively. Handle velocity is represented by *V*~*x*~ and *V*~*y*~. The gain of the force field is represented by *B*. The gain of the force field for each trial was randomly selected, based on a uniform distribution, from 11 discrete bins equally spaced from 0 to −40 Ns/m. The Stable phase consisted of 200 trials, in which participants were exposed to each gain 18 times in random order. The Stable phase was followed by 400 trials in the Unstable phase. The sequence of gains in the Unstable phase was identical to the sequence of gains in the Stable phase. All participants were exposed to the same sequence. Just before trial 251, a white line appeared 2.5 cm to the right of the start circle and the target circle (Figure [1](#F1){ref-type="fig"}). The force field (6) was maintained to the left of the white line in the Unstable phase. However, if the handle moved more than 2.5 cm to the right of the start circle (beyond the white line), the robot generated cliff-like dynamics on the handle. This virtual cliff was presented as a divergent force field (Equation 7, *d* = 500 N/m), which resulted in a force that pulled the hand strongly to the right with a force proportional to the handle\'s horizontal, *x*, distance from the start circle: $$\begin{bmatrix}
F_{x} \\
F_{y} \\
\end{bmatrix} = d\begin{bmatrix}
1 & 0 \\
0 & 0 \\
\end{bmatrix}\begin{bmatrix}
x \\
y \\
\end{bmatrix}$$

The divergent force field was present only in the region to the right of the white line, and was accompanied by an audiovisual cue that the participants had crossed the line (a bright red screen with black text indicating that the participants had crossed the "cliff"). While no explicit instructions were given regarding the presence of the white line, participants inevitably crossed the line, which resulted in experiencing the cliff-like dynamics. The divergent field was only present for the initial 50 trials of the Unstable phase. After the initial 50 trials the divergent field was removed, leaving only the audiovisual cue to indicate that the participants had crossed the line. For the remaining trials in the Unstable phase, participants were not adapting in the presence of a true instability, but rather the threat of instability. Importantly, the distance to the cliff was specifically chosen to be greater than the majority of movement errors, such that participants rarely crossed the cliff but were merely alerted to its presence. The Unstable phase was followed by the Washout phase, which consisted of 50 null (no force) trials to washout adaptation to the novel dynamics.

Rationale for the design of the unstable phase
----------------------------------------------

When participants are exposed to environments that are unstable throughout the workspace, they adapt by increasing joint stiffness through muscle coactivation (Burdet et al., [@B7]; Franklin et al., [@B9]; Selen et al., [@B23]). This suggests that participants could adapt to the instability presented in this experiment by using such a stiffening strategy, rather than adapting their feedforward control from trial to trial. To avoid this we created an environment that was unstable only in one region of the workspace. However, if participants still increased joint stiffness to compensate for the dynamics, this would manifest as a change in our experimental measure of feedforward adaptation (Franklin et al., [@B9]). Therefore, we created an environment with asymmetric instability to disambiguate any changes in feedforward adaptation from changes in stiffness control. Changes in stiffness control would lead to symmetric changes in adaptation, whereas changes in feedforward adaptation to a given gain would lead to asymmetric adaptation. A number of other precautions were taken to ensure that participants minimized the use of a stiffness strategy to counteract the instability. We placed the cliff boundary beyond the limit of normally experienced movement errors so that participants could theoretically use the same movement trajectories, the same stiffness, and the same adaptation pattern used in the Stable environment to successfully perform the task in the Unstable environment. The strength of the instability was also set so that it was very unlikely that participants could recover even if they did use a stiffness strategy. Finally, to rule out the effect of the unstable dynamics on the movement and adaptation, the divergent force field was removed after the first 50 trials. The unstable dynamics, if experienced, would change the movement kinematics and make it impossible to distinguish between changes due to changes in adaptation and changes simply due to the mechanical perturbation experienced. Removing the forces after 50 trials, without informing the participant, allowed us to induce the threat of instability without having unstable forces influence the adaptation metrics.

Data acquisition and analysis
-----------------------------

Robot handle position, handle velocity, and robot generated force were recorded at 200 Hz. Movement error was calculated as the perpendicular displacement from a line connecting the start and target circles. Movement error was measured early in the reaching movement (5 cm in the y-direction from the center of the home circle, Figure [4](#F4){ref-type="fig"}), in an effort to capture the error due to feedforward control based on the previous trial, and not the reactive control employed to counter the perturbation on that trial. To quantify the average movement error experienced in response to each gain, the error from each trial was grouped with trials of the same gain during each phase.

![**Average Hand Paths**. Average hand paths across all participants to identical gains in the Stable (solid lines) and Unstable (dashed lines) phases. Participants reached from the start (green) circle to the target (red) circle. Movement errors were sampled 5 cm into the movement (horizontal black line). The unstable cliff region is depicted in red, right of center.](fncom-07-00118-g0004){#F4}

Adaptation analysis
-------------------

To test our predictions we analyzed adaptation in three different ways, and compared adaptation between phases. Although our predictions are based on the relationship between movement error and adaptation, it is difficult to control for movement error experimentally. Instead, we controlled for trial gain, as a proxy for movement error, and thereby ensured an equal number of trials for each gain. It is not unreasonable to do so, as previous studies have shown a linear relationship between gain and error (Fine and Thoroughman, [@B8]). Thus, for our first adaptation metric we quantified the relationship between our behavioral measure of adaptation and the *gain* on the preceding trial. We expected stronger gains to represent increasingly leftward errors and weaker gains to represent increasingly rightward errors. Our second adaptation metric was a model-based measure of adaptation, also calculated as a function of *gain* on the preceding trial. Finally, we also calculated an adaptation metric based on the relationship between our behavioral measure of adaptation and *movement error* on the preceding trial. The three adaptation analyses are described in detail below. For all metrics, we expected that adaptation to leftward errors (the stronger gains) would be reduced in the Unstable phase compared with the Stable phase. We also expected that adaptation to rightward errors (the weaker gains) would be greater in the Unstable phase compared with the Stable phase.

### Behavioral gain-based adaptation

Adaptation was calculated based on the error observed in each trial, as a function of the gain experienced on the previous trial. Because the gain on each trial influenced the movement error on that trial, it was necessary to normalize errors before quantifying adaptation. Movement errors were normalized to the average error for the gain experienced on that trial. In order to quantify the influence of the gain on the current trial, *n*, on adaptation in the following trial, *n* + 1, we compared the normalized error between the trials before and after the current trial. Adaptation resulting from a given trial was defined by (8), where error~*n*\ +\ 1~ is the normalized error from the following trial, and error~*n*\ −\ 1~ is the normalized error from the previous trial.
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Adaptation to the gain, *k*, on trial *n* was calculated as the average adaptation observed in response to all trials with gain *k*. For the Stable phase, all 200 trials were included in the analysis. In the Unstable phase, adaptation was calculated as the average adaptation observed over the final 350 trials, removing the first 50 trials when the divergent force field was active. We did not analyze these initial 50 trials because we did not want to analyze any failed trials where the hand was pulled strongly to the right by the divergent field. Furthermore, we wanted to ensure that we analyzed data after the participants had been alerted to the presence of the cliff. All participants experienced the divergent field at least once during the 50 initial trials in the Unstable phase.

### Model gain-based adaptation

We also sought to calculate adaptation in another manner, to confirm that the results were not dependent upon our specific definition of adaptation, provided in (8). To do so, we used the following state-space model (Fine and Thoroughman, [@B8]), based on the model introduced earlier, to fit the adaptation parameters: $$x_{n} = D(B_{n} - {\hat{B}}_{n})$$ $${\hat{B}}_{n + 1} = A{\hat{B}}_{n} + \overset{\rightarrow}{S} \cdot {\overset{\rightarrow}{p}}_{n}$$

The output of this model, *x*~*n*~, is the movement error on the current trial, *n*. This error was dependent on a scalar *D*, which represents arm compliance and the error in the prediction of the gain on the current trial (where *B*~*n*~ is the actual gain on the current trial, and ${\hat{B}}_{n}$ is the estimated gain for that trial). Equation 10 describes how the estimated gain for the following trial, ${\hat{B}}_{n + 1}$, is dependent on the estimated gain on the current trial ${\hat{B}}_{n}$, a scalar *A*, which represents a forgetting factor as well as a sensitivity vector, $\overset{\rightarrow}{S}$. Each element of this vector corresponds to how much the gain experienced on that trial will contribute to the estimate on the following trial. For example, assuming a linear relationship between adaptation and error, if the error resulting from a given gain was large, then the corresponding term in the sensitivity vector should be large. If no error resulted from a given gain, then the corresponding term in the sensitivity vector should be zero. To ensure that only the element of the sensitivity vector corresponding to the specific gain experienced contributes to the estimation, the vector ${\overset{\rightarrow}{p}}_{n}$ is designed such that all elements of ${\overset{\rightarrow}{p}}_{n}$ are zero except the element corresponding to the gain experienced. The element corresponding to the gain experienced was set equal to 1. Using this definition, if adaptation is proportional to error, *K* from (1) is constant, then the sensitivity vector, $\overset{\rightarrow}{S}$, should scale linearly with gain and be identical across Stable and Unstable conditions. This definition is slightly different from other definitions of sensitivity in the literature, which would involve further normalization by the corresponding gain experienced to equate it to the constant *K* from (1). We fit the model by obtaining the *D*, *A*, and $\overset{\rightarrow}{S}$ that minimized the squared difference between the model predictions and the participant data in the final 200 trials of each phase using the built-in MATLAB function "fminsearch" (MATLAB). Our model-based measure of adaptation is the sensitivity vector. Its gain-specific elements are analogous to the gain-specific adaptation metric calculated from the behavioral data. The advantage of this analysis is that sensitivity does not depend on our experimentally derived calculation of adaptation, but only on the error experienced from trial-to-trial.

### Behavioral error-based adaptation

Because our predictions are specifically based on adaptation to movement errors, a third analysis was performed on the experimental data, grouping the adaptation by experimental movement error rather than by trial gain. Trials were sorted into eleven 0.5 cm bins ranging from −3.0 cm through 2.5 cm. Leftward errors greater than 3.0 cm and rightward errors greater than 1.5 cm were excluded from the analysis. This size and range of the bins was selected to ensure an even distribution of trials between the bins, while minimizing the number of trials excluded from the analysis. Specifically, if there were an anomalously small number of trials in a given bin (\<50), and any subject did not have a single trial in that bin, the bin was removed from the analysis.

Reverse experiment
------------------

To further explore our hypotheses regarding subjective value, a second experiment was conducted in which the experimental setup was reversed. The cliff edge was placed to the left of the center of the screen, and the associated divergent force field pushed the handle to the left if the cursor was placed to the left of the cliff. The curl force field now pushed the handle to the right such that participants were still pushed away from the cliff edge as in the main experiment. Otherwise all experimental parameters remained the same, such as trial number, trial type, force magnitude and distribution. Six naive participants completed this reverse experiment and we compared adaptation between the Stable and Unstable conditions. In this experiment, because the placement of the cliff increased the subjective value of leftward errors relative to rightward errors, the predictions were reversed, although the hypotheses conceptually remained the same. Participants were expected to reduce adaptation to rightward errors (away from the cliff) and/or increase adaptation to leftward errors (toward the cliff).

Control experiment
------------------

To explore the possibility that participants might reduce adaptation as a result of repeated exposure to the distribution of gains, a control experiment was conducted. Naive participants performed identical reaching movements as in the main experiment, with an identical set of gains, but without the presence of the unstable cliff. In this experiment, the white line that represented the edge of the cliff never appeared, nor did the divergent forces that were present beyond the cliff edge in the Main and Reverse experiment. The experiment consisted of four phases: Baseline, Early Stable, Late Stable, and Washout. The Baseline and Washout phases were identical to those in the main experiment, while the Early and Late Stable phase in the Control experiment consisted of a total of 600 reaching trials dynamically identical to those in the Stable Phase of main experiment. Since there was no Unstable phase in this experiment, we renamed the phases for clarity. The Early Stable and Late Stable phases correspond, in terms of trial number, to the Stable and Unstable phases of the main experiment: the first 200 force field trials and the last 350 force field trials, respectively.

Statistics
----------

In this study we altered the subjective value of error between the Stable and Unstable phases. To determine whether subjective value of error influenced adaptation, we used a linear mixed effects regression model to analyze the error and adaptation observed in each experiment. The mixed effects model was selected because of its ability to consider changes between the phases of the experiment while considering intra-participant variability. It is called a "mixed" effects model because it models both random and fixed effects. In this case, the within subject (random) and between subject (fixed) effects are both taken into account in the final output of the model. First, we determined whether gain was a suitable proxy for error by including gain as a factor. We also included phase as a factor to test whether there was a difference in error between the two phases. A phase by gain interaction term was also included to determine whether there were differential effects of phase at individual gains. To confirm that adaptation was influenced by gain we included gain in the model as a factor. We also included phase as a factor to determine whether phase influenced adaptation. Finally, to determine whether adaptation to the larger gains (leftward errors) and/or smaller gains (rightward errors) were differentially affected by phase, we also included a phase by gain interaction term. Planned comparisons were carried out on adaptation between phases to the strongest and weakest gains or to the most leftward and rightward errors (for the error-based adaptation). For the model gain-based adaptation, sensitivity, rather than gain, was included as a factor as well as a sensitivity by phase interaction term. Similarly, for the error-based behavioral adaptation, movement error, rather than gain, was included as a factor as well as an error by phase interaction term. The level for statistical significance was set at α = 0.05.

Results {#s3}
=======

Overview
--------

In order to determine whether the subjective value of an error can modulate adaptation we quantified adaptation to random perturbations during reaching movements in two novel dynamic environments: (1) a stable environment, and (2) an unstable environment in which we altered the subjective value of rightward movement errors compared with leftward errors (Figure [2](#F2){ref-type="fig"}). Overall we found that on average, movement error was different between the two environments and that the subjective value of movement error of a given magnitude significantly affected adaptation. The behavioral results of this study are supported by model-derived changes in sensitivity to gain when the subjective value of an error was altered.

Movement error
--------------

We began our analysis by examining the movement error for each gain. In both phases, rightward errors greater than 2.5 cm were rare. Trial movement error was grouped by gain into bins and separated by phase. The results of the linear mixed effects regression model indicated that there was a main effect of gain (*P* \< 0.00001), and confirmed a linear relationship between movement error and gain in each phase. Stronger gains led to increasingly leftward errors, and weaker gains led to increasingly rightward errors (Figure [5A](#F5){ref-type="fig"}). These results support the use of gain as a proxy for error in adaptation analyses to come.

![**Movement error vs. Gain. (A)** Average movement errors across all participants, for each trial gain, are plotted for the Stable (blue) and Unstable (red) phases. **(B)** Average error in each phase (positive: rightward, negative: leftward). The Unstable phase had slightly greater leftward error. Asterisk indicates *P* \< 0.05. Error bars represent standard error of the mean.](fncom-07-00118-g0005){#F5}

If adaptation differed between the two phases, this should influence the average movement trajectories and, accordingly, the average movement error. Specifically, if adaptation to leftward errors was reduced and adaptation to rightward error increased in the Unstable phase, then movement errors should be more leftward, away from the cliff. Indeed, the linear mixed effects regression model also indicated there was a main effect of phase. In other words, there was a significant difference in movement error between phases (*P* = 0.0154; Figure [5B](#F5){ref-type="fig"}); there were more leftward trajectories, and leftward errors in the Unstable compared with the Stable phase (Figures [4](#F4){ref-type="fig"}, [5B](#F5){ref-type="fig"}). The average movement error in the Stable phase was −0.5 ± 0.19 cm, slightly less leftward than the average movement error in the following Unstable phase −0.61 ± 0.22 cm. There was no phase × gain interaction (*P* = 0.0864).

Participants moved with similar velocities in both conditions (paired *t*-test, *P* = 0.7926), with average velocities of 43 ± 14 cm/s and 43 ± 15 cm/s in the Stable and Unstable phases, respectively. The similarity of hand velocities indicates that participants experienced similar velocity-dependent robot forces in both phases.

Behavioral gain-based adaptation
--------------------------------

In the Stable phase, the average adaptation plotted as a function of the gain on the previous trial displays a linear relationship (Figure [6A](#F6){ref-type="fig"}). The slope of this line, fit using a linear mixed effects regression model, was found to be significant (*P* \< 0.00001, *k* = −2.24 m^2^/Ns). There was also a significant effect of gain on adaptation in the Unstable phase (*P* \< 0.00001; Figure [6A](#F6){ref-type="fig"}). The slope of the adaptation curve for the Unstable phase (*k* = −1.72 cm^2/Ns)^ was significantly different from that of the adaptation curve in the Stable phase (*P* = 0.0043; Figure [6B](#F6){ref-type="fig"}), indicating a significant effect of phase. The cliff by gain interaction term was also significant (*P* = 0.0306), indicating that the presence of instability led to greater differences in adaptation at some gains more than others. Indeed, the adaptation vs. gain relationship for the Unstable phase (Figure [6A](#F6){ref-type="fig"}) qualitatively displays a notable non-linearity at the strongest gain, but otherwise is similar to the adaptation observed in the Stable phase. To further quantify this difference, planned comparisons were performed and revealed a significant reduction in adaptation to the strongest gain (*P* = 0.005), and similar adaptation to all other gains (*P* \> 0.05). This is in line with the model predictions presented in Figure [3](#F3){ref-type="fig"}. Specifically, similar results are prediction by a model exhibiting reduced adaptation to leftward errors only as the strongest gain led to the greatest leftward errors. We chose to quantify adaptation over the final 350 trials in the Unstable phase to maximize the data included in the analysis. Nevertheless, the changes observed between phases appear to be long-lasting; there was no difference in adaptation between the final 200 trials in the Unstable phase compared to the final 350 trials (*P* = 0.600, linear mixed effects regression).

![**Adaptation vs. Gain. (A)** Average adaptation for all participants vs. gain is plotted for the Stable (blue) and Unstable (red) phases. For clarity, arrows are used to indicate gains resulting in increasingly leftward or rightward errors. **(B)** Slopes of the adaptation curves for all gains (left) and only gains −36 through 0 Ns/m (right). Asterisks indicate *P* \< 0.05. Error bars represent standard error of the mean.](fncom-07-00118-g0006){#F6}

Because the relationship between adaptation and gain appears to exhibit a non-linearity to the strongest gain (−40 Ns/m), we also explored the possibility that the reduction in adaptation to the strongest gain was significant enough to alone cause the change in the slopes of these curves. An identical analysis was performed on the data set after removing those data associated with the strongest gain. When we excluded the data corresponding to adaptation at the strongest gain, there was no longer a significant difference in the slopes of the adaptation curves for each phase (*P* = 0.315; Figure [6B](#F6){ref-type="fig"}).

Model gain-based adaptation
---------------------------

We next turn to the model gain-based analysis of adaptation. While the elements of the sensitivity vector, *S*, varied from participant to participant, the values of *D* (2.2e-4 ± 0.46e-4 m^2^/Ns) and *A* (0.69 ± 0.08) are consistent with previous findings (Fine and Thoroughman, [@B8]). Model fits predicted the data well with an average *R*^2^ of 0.76 ± 0.002 across participants. The elements of the sensitivity vector exhibit a linear positive relationship with gain in both phases (Figure [7](#F7){ref-type="fig"}). Again these data were analyzed using the linear mixed effects regression model with gain and phase included as factors, as well as a gain by phase interaction term. The slope of the sensitivity vs. gain curve during both the Stable and Unstable phase were found to be significant: *P* \< 0.002, *k* = 0.60519 and *P* \< 0.002, *k* = 0.4188, respectively. As in the behavioral results, there was a significant gain by phase interaction (*P* = 0.0000168), a planned comparison at the largest gain indicates a significant difference (*P* = 0.0006; *B* = −40 Ns/m). Specifically, sensitivity to this gain was reduced in the Unstable phase compared to the Stable phase. *Post-hoc* pairwise comparisons also reveal a trend toward a reduction in sensitivity to gains *B* = −36 Ns/m, *B* = −24 Ns/m, and −20 Ns/m (*P* = 0.0222, *P* = 0.0107, *P* = 0.0435). However, when correcting for multiple comparisons these *P*-values are greater than the Bonferroni-corrected significance level (α = 0.05/9 = 0.0056). Overall, these model results confirm our behavioral findings. They indicate that sensitivity, the model-based metric of adaptation, was also affected by phase, and that sensitivity to the larger gains was reduced in the Unstable phase compared to the Stable phase. These findings are also in line with the predictions in Figure [3](#F3){ref-type="fig"} in the case of reduced adaptation to leftward errors only (i.e., the strongest gains). Moreover, compared to the behavioral results, the sensitivity analysis reveals a stronger effect of phase on sensitivity. We observed reduced sensitivity in four of the highest gains, compared to the observation of reduced adaptation to only the largest gain in the behavioral analysis.

![**Sensitivity vs. Gain**. Group averaged elements of the sensitivity vector are plotted for Stable (blue) and Unstable (red) phases. For clarity, arrows are used to indicate gains resulting in increasingly leftward or rightward errors. Asterisks indicate *P* \< 0.05. Error bars represent standard error of the mean.](fncom-07-00118-g0007){#F7}

Behavioral error-based adaptation
---------------------------------

Finally, we performed an error-based analysis. Although the experimental design did not explicitly control for error, this analysis would provide confirmation, albeit inherently variable, that adaptation to a given error differed between phases. Despite the increased variability in the results, the analysis supported the findings of the gain-based analysis. Trials were sorted by the magnitude of movement error into 11 bins, each 0.5 cm wide, ranging from −3.0 cm through 1.5 cm. The same bins were used for all participants. Similar to the gain-based analysis, effect of bin and phase were observed, as well as a bin by phase interaction (*P* \< 0.00005, *P* = 0.0363, and *P* = 0.0322, respectively). In the Unstable phase participants significantly reduced adaptation in response to the largest leftward movement errors (*P* = 0.0471; Figure [8](#F8){ref-type="fig"}). These findings are also in line with the predictions in Figure [3](#F3){ref-type="fig"} in the case of reduced adaptation to leftward errors only. It is interesting that participants also slightly reduced adaptation in response to small rightward movement errors between 0.5 and 1.0 cm, although this was not significant when corrected for multiple comparisons (*P* = 0.0483; Figure [8](#F8){ref-type="fig"}). Thus, this error-based adaptation reveals weaker adaptation to leftward errors and also suggests that the reference line that defined whether an error was non-threatening (away from the cliff) or threatening (toward the cliff), may not have been strictly defined by a straight line toward between the home and the target. It is reasonable that participants may have considered small rightward errors as non-threatening. A slight rightward offset in the reference line could still lead to more leftward errors on average and trajectories that avoided the cliff, which is what was observed (Figure [5B](#F5){ref-type="fig"}). It would be interesting in future investigations to understand what factors drive this distinction.

![**Adaptation vs. Movement Error**. Adaptation for each trial was binned by the magnitude of the error experienced on that trial. Each data point represents the the average adaptation and the average error across participants for a given error bin, for the Stable (blue) and Unstable (red) phases. Asterisks indicate *P* \< 0.05. Error bars indicate standard error of the mean.](fncom-07-00118-g0008){#F8}

Reverse experiment
------------------

In the main experiment, the cliff was located to right, increasing the subjective value of rightward errors compared with leftward errors. In the Reverse experiment, we reflected the cliff location so that leftward errors had a greater subjective value than rightward errors. As in the main experiment, we compared both movement error and adaptation between the Stable and Unstable phases. As expected, there was a main effect of gain in both the error and adaptation analyses (both *P*\'s \< 0.00001). Similar to the main experiment, movement error differed significantly between Stable and Unstable phases (Stable: 0.89 ± 0.96 cm; Unstable: 1.05 ± 1.22 cm; *P* = 0.0209), Movement errors were more rightward in the Unstable phase indicative of a desire to avoid the cliff. Turning to the adaptation results, there was a significant phase by gain interaction (*P* = 0.0121). We observed that adaptation to the strongest rightward gains, leading to the largest rightward errors, was significantly reduced in the Unstable phase compared with the Stable phase (Figure [9](#F9){ref-type="fig"}). Specifically, a planned comparison revealed that adaptation to the strongest rightward gain of *B* = 40 Ns/m was significantly reduced in the Unstable compared with the Stable phase (*P* = 0.016). There was also a trend toward reduced adaptation to the gain of *B* = 28 Ns/m, however this was not significant when corrected for multiple comparisons (*P* = 0.011). Such reduced adaptation to the strongest rightward gain is in direct contrast to the findings of the main experiment where adaptation to the strongest leftward gains, leading to the largest leftward errors, was reduced. However, this reversal is precisely what we expected to occur given that the location of the cliff and subjective value of the movement error was also reversed.

![**Reverse Experiment**. Adaptation vs. Gain. Average adaptation for all participants vs. gain is plotted for the Stable (blue) and Unstable (red) phases. For clarity, arrows are used to indicate gains resulting in increasingly leftward or rightward errors. Asterisks indicate *P* \< 0.05. Error bars represent standard error of the mean.](fncom-07-00118-g0009){#F9}

Control experiment
------------------

To ensure that the changes in adaptation between the phases were not simply the result of prolonged exposure to the viscous curl field, a control experiment was conducted in which participants made 650 reaching movements without the presence of the unstable cliff region. Similar to the main experiment, we compared movement error and gain-based behavioral adaptation between phases. These data were also analyzed using the linear mixed effects regression model with gain and phase included as factors, and a gain by phase interaction term. As expected, there was a main effect of gain in both the error and adaptation analyses (both *P*\'s \< 0.00001). We found there was no difference in movement error between the Early Stable Phase and the Late Stable Phase (Early Stable: −0.43 ± 0.96; Late Stable: −0.44 ± 0.78 cm; *P* = 0.872; Figure [10A](#F10){ref-type="fig"}). Similarly, no difference in adaptation was found between the Early Stable and Late Stable Phases in the control experiment (*P* = 0.5576; Figure [10B](#F10){ref-type="fig"}). It is also important to note the consistency in the magnitude of adaptation observed in response the largest gain in the Control experiment (Figure [10B](#F10){ref-type="fig"}: gain = −40 Ns/m), where the environment is always Stable, and the adaptation to the largest gain observed in the Stable phase of the main experiment (Figure [6A](#F6){ref-type="fig"}: gain = −40 Ns/m). This strengthens our finding that adaptation to the largest gain was indeed reduced in the Unstable phase of the Main experiment.

![**Control Experiment. (A)** Movement error vs. Gain. Error from the Early Stable phase is shown in blue, while error from the Late Stable phase is shown in red. There was no difference in movement errors between phases. **(B)** Adaptation vs. Gain. Adaptation for all participants vs. gain for the Early Stable phase and Late Stable phase. No significant changes in adaptation were found to any gain. Error bars represent standard error of the mean.](fncom-07-00118-g0010){#F10}

Summary
-------

Here we have presented results from three different experiments, using three different analyses demonstrating that subjective value can influence adaptation, and ultimately adapted behavior. When the cliff was on the right, adaptation to leftward errors, away from the cliff, decreased, leading to greater leftward errors (away from the cliff, Figure [11](#F11){ref-type="fig"}). When the cliff was on the left, adaptation to rightward errors decreased, leading to greater rightward errors (away from the cliff). Finally, when no cliff was present, errors did not change, and no change in adaptation was detected.

![**Average change in movement error between phases for Main, Control, and Reverse experiments**. In both the Main and Reverse experiments, participants\' movement trajectories avoided the cliff in the later phase (when the cliff was present). In the Control experiment, no change was detected. Error bars represent standard error of the mean. Asterisks indicate *P* \< 0.05.](fncom-07-00118-g0011){#F11}

Discussion {#s4}
==========

In this study, we investigated the influence of the subjective value of movement error on adaptation during a novel reaching task. We found that introducing a cliff-like region in the workspace, and thereby changing the subjective value of error, we could modulate the degree to which participants would adapt to movement errors of the same magnitude. Weaker adaptation was observed in response to movement errors away from the cliff in the Unstable phase, when such errors had lower subjective value. These results are a demonstration of a risk-sensitive process in movement adaptation, in that adaptation was influenced by the subjective value of error rather than solely the magnitude of error. Our findings indicate that we don\'t simply learn from our mistakes, we may also learn from how much we value our mistakes.

It is intriguing that participants primarily demonstrated reduced adaptation to leftward errors away from the cliff (the strongest gains). They could have additionally, or alternatively, demonstrated stronger adaptation to the rightward errors toward the cliff (the weakest gains). However, all three analyses consistently demonstrated weaker adaptation to leftward errors. Even in the Reverse experiment, only weaker adaptation to rightward errors (away from the cliff) was observed. Why not use both strategies? First, let us emphasize that both strategies lead to overall under-compensation for the force field, and increasing errors away from the cliff. This is not surprising, as one would like to avoid the cliff as much as possible. However, the target must still be reached, and greater errors may compromise one\'s ability to reach the target within the time constraints. Participants may have realized that weaker adaptation to the leftward gains, under-compensating for only the strongest gains, sufficiently allowed them to avoid the cliff, yet reduce leftward errors as well. Under-compensation for all the gains would have reduced the possibility of crossing the cliff boundary even more, but at the expense of increased leftward errors. By reducing adaptation and under-compensating only to the largest gains, participants were effectively optimizing a tradeoff between performing the task and avoiding the worst-case scenario.

A critical element of the experimental design is that participants changed how they adapted without regularly experiencing the penalty. Because the forces experienced in the Stable phase caused movement errors away from the cliff region, participants rarely experienced errors large enough in magnitude to result in the cursor entering the unstable region. It was merely the threat of instability that led to changes in adaptation, not the instability itself or the surprise associated with the initial experience with the instability. The instability was actually not present for most of the experiment. These results demonstrate that adaptation can be modulated indirectly without explicitly constraining movement.

We propose our observation of a difference in adaptation is evidence of risk-sensitivity in the learning process, where risk-sensitivity is defined as sensitivity to the variance over outcomes (i.e., error). Although we do not explicitly modulate the error variance in this task, a distortion between the subjective value and actual value of an error will manifest as risk-sensitive behavior. Thus, a strong prediction that emerges from these results is that increasing or decreasing the variance of error in an environment that resembles the cliff-like environment created in the present study, will alter the adaptation process.

Relationship to error-based learning studies
--------------------------------------------

Recent studies have shown that subtle changes in the properties of a given movement error can drive distinct changes in properties of the adaptation process (such as savings and generalization to other movement contexts; Kluzik et al., [@B14]; Berniker and Kording, [@B4]). However, in all these studies the magnitude of error also varied. We report significant changes in adaptation in response to movement errors of the same magnitude, clearly demonstrating that adaptation does not depend solely on error magnitude. Changing the subjective value of error by penalizing some errors more than others can modulate adaptation.

Relationship to reward-based learning studies
---------------------------------------------

The subjective value of an error could be interpreted as the reward associated with an error. Surprisingly, only a few studies have examined the influence of reward, or the role of reinforcement learning, on movement adaptation. One such study demonstrated that participants could learn a movement task using only reward feedback, in the absence of sensory feedback of the error (Izawa and Shadmehr, [@B12]). The authors concluded that reward feedback may harness reward learning mechanisms over and above the error-driven learning. This may be relevant for our findings as well. Changing the subjective value of error may recruit striatal mechanisms in the adaptation process, in addition to the well-documented cerebellar mechanisms (Smith and Shadmehr, [@B26]; Rabe et al., [@B21]; Bastian, [@B2]).

While risk-sensitivity has been assessed in single movements (Wu et al., [@B30]; Braun et al., [@B6]; O\'Brien and Ahmed, [@B19]), as well as sequences of decisions (Averbeck et al., [@B1]; Niv et al., [@B18]), to our knowledge this is the first demonstration of risk-sensitivity in sequences of movement decisions (i.e., movement adaptation). Niv et al. demonstrated non-linear learning in sequences of non-motor decisions and concluded that the non-linearity is associated with a risk-sensitive learning process that penalizes positive and negative errors asymmetrically. In the present study we also observe that large leftward errors (a consequence of the largest gains) lead to weaker adaptation than large rightward errors (a consequence of the weakest gains). However, while risk-sensitivity in the study by Niv and colleagues appears to emerge from an inherent distortion between positive and negative errors, we explicitly penalize rightward errors more than leftward errors in our experimental task.

In the present study, subjective value was modulated by increasing the penalty associated with a given movement error. In other words, we provided negative rewards, and cannot necessarily extrapolate our findings to conditions where subjective value is altered by modulating positive rewards. A mounting body of evidence over the past few years has indicated that positive and negative reward differentially affect decision making. Results of a recent study seem to indicate that participants relied more heavily on positive feedback (Averbeck et al., [@B1]). Even in skill learning, positive reward leads to improved retention over days to months. While our study only modulated the degree of negative reward, we nevertheless observed that it could influence adaptation. An interesting question for future research is the whether modulating positive reward would have led to more pronounced differences in movement adaptation.

It may be argued that the risk-sensitive behavior demonstrated in this task emerges only because we have explicitly designed it to, and does not represent natural movement tasks. In other words, humans do not inherently penalize rightward errors more than leftward errors; we explicitly designed a task that did just that. How then is this relevant to motor control? Such a distortion between the actual and subjective value of a movement error is inherent to many activities of daily living. The simple reaching movements frequently studied in laboratories over the past couple decades do not normally demonstrate this distortion so this phenomenon has been largely overlooked. But postural movements, which are inherently unstable and constrained within a given base of support, are a natural example of a situation where the magnitude of an error does not correspond to the subjective value of that error. A 2 cm movement error within the base of support, is very different that the same 2 cm error that moves the center of mass beyond the base of support. The latter will result in a loss of balance, the former will not. Results from a recent study suggest that postural learning is modulated asymmetrically by stability limits, suggesting that adaptation may be risk-sensitive (Manista and Ahmed, [@B16]). Indeed, we propose that motor adaptation in any environment where the error and its consequence do not correspond, will be risk-sensitive.

Clinical relevance
------------------

The finding that adaptation can be modulated by changing subjective value is of great relevance to current rehabilitation programs for patients suffering from neurological impairments such as a stroke or Parkinson\'s disease. It may be possible to influence the adaptation process, in a manner tailored to each patient, by simply rewarding some movements more than others. Future studies should investigate alternative means of modulating subjective value, via implicit rewards like verbal instruction, encouragement or visual feedback. Alternatively, explicit rewards such as point rewards and penalty and/or monetary compensation could be investigated.

Limitations
===========

The experimental design prevented us from investigating participant\'s initial adaptation to the Unstable phase. It would be of interest to know how their adaptation changed during those initial 50 trials, but because of the variability and the small sample size during this period we were unable to perform this analysis. A second limitation is that the removal of the unstable forces after the initial 50 trials in the Unstable phase, may have influenced the strength of the overall effect. Participants did occasionally cross the cliff edge after the unstable forces were no longer present. While there was still an audiovisual penalty, the lack of unstable forces may have influenced the participants\' avoidance of the cliff edge.

Conclusions {#s5}
===========

In summary, our results provide evidence for a risk-sensitive process underlying movement adaptation. Adaptation can be altered by modulating an individual\'s subjective error value function. The implications of these findings are far-reaching and could potentially lead to new and improved rehabilitation therapies that are tailored to each and every patient at an individual level. More generally, we hope they can lead to significant advances in our understanding of the neural mechanisms by which risk influences the learning process in both motor and non-motor tasks.

Author contributions
====================

Michael C. Trent designed and performed research, analyzed data and wrote the paper. Alaa A. Ahmed designed and performed research, analyzed data, and wrote the paper.

Conflict of interest statement
------------------------------

The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

This work was supported by the Defense Advanced Research Projects Agency Young Faculty Award (DARPA YFA D12AP00253) and National Science Foundation Grants SES 1230933 and CMMI 1200830.

[^1]: Edited by: Rava A. Da Silveira, Ecole Normale Supérieure, France

[^2]: Reviewed by: Robert C. Wilson, Princeton University, USA; Gianluigi Mongillo, Paris Descartes University, France

[^3]: This article was submitted to the journal Frontiers in Computational Neuroscience.
