We show how computer algebra methods based on Gröbner basis computation and implemented in the program FGb enable us to compute all the solution of the Cyclic ¡ problem a previously untractable problem. There are one type of infinite solutions of dimension two and 6156 isolated points without multiplicities.
Introduction
The main purpose of this paper is to show how today efficient computer algebra programs and algorithms can find automatically all cyclic 9-roots
. The title of this paper refer of course to the papers
. We quote from these papers: "This paper presents some tricks which may be used when solving a system of algebraic equations which is too complex to be handled directly by a symbolic algebra system". Here the goal is exactly the opposite since we want to use the computer and the programs as black boxes.
In this paper we do not use the symmetry of the problem for computing the solutions but we use the symmetry for the classification of the solutions.
Then Cyclic¨problem is (with the convention Giga bytes on the hard disk. Consequently it is difficult to "solve" completely this problem. By solving, in this paper, we mean give a concise list of solution as in
. Since the first version of this paper we have developped new algorithms for computing Gröbner bases and it is now possible to solve the Cyclic 10 problem: it is a zero dimensional system of degree
. But the Cyclic 9 is still more interesting and in some sense more difficult since it is not zero-dimensional.
The plan of this paper is as follows: in the first section we explain how to obtain a decomposition into irreducible components mainly by using the FGb program and the NTL library. We then provide in the second section a complete classification of all the solutions of Cyclic 9 using the symmetries. The last section contains the classification of the solutions by their multiplicities. We begin by recalling the following lemma (see also .
Decomposition into irreducible varieties
Let be the ideal generated by the equations 6 and the associated variety, that is to say the complex roots of 6 . 
General decomposition
is a two dimensional variety of degree Mega bytes of memory) to compute the decomposition. In view of the fact that this algorithm is not yet published and cannot be described in a short paper we give an alternate (and longer) proof. First we compute a Gröbner basis for a DRL ordering as explained in
: it takes ¡ days and the size of the result is 1.7 Giga bytes. Then we have to separate the non zero dimensional components: let be the ideal generated by the equations of Cyclic 9, we can use the known solutions given by lemma 1.1 or use the first polynomials given by 5 then we can use the decomposition
. Of course there is possibly some redundancy in this decomposition. Computing a lexicographic Gröbner of ¢ is straightforward from the original equation and it is obvious to check that it is exactly the component given by lemma 1.1. In order to compute ¤ hours). We proceed in the same way for computing
(7¤ minutes of CPU time). From this first computations we find that is the cyclic permutation.
Decomposition using the symmetry
We say that § 
Classification of the solutions
We proceed degree by degree beginning with the non zero dimensional and low degree varieties found in theorem 2.2.
Non zero dimensional components
Since we found only ¢ components of dimension , which is always a solution of the cyclic¨problem, is a member of this infinite component.
Degree 2
It is straightforward from the Gröbner basis of 
Degree 12
In exactly the same way we see that 
Degree 24
We study the variety ; from the observation that . We give :
For all . In the first case it is obvious (since we have a shape lemma form) that all the other coordinates are reals. In the second case we check (numerically for instance) that all the other coordinates are also of modulus one. 
Degree 216
The study of ¢ ¢ ¤ is much more difficult: first we compute a DRL Gröbner but we do not find interesting algebraic relation of small degree. We know from theorem 2. . The invariance by multiplication by a 9th root of unity is obvious since . We compute a new lexicographical Gröbner basis and find a univariate polynomial in , 
Conclusion
We have presented an automatic method based on Gröbner basis computations for solving the Cyclic 0 problem. Thanks to this systematic approach we can classify all the solutions and removing the well known symmetries. This paper shows also that it is now possible to compute a decomposition into primes for a very difficult example. Using completely the symmetries to describe more easily the biggest components is still an open issue. How to use the symmetries to solve efficiently such a problem remains also a challenging problem.
