Given a family ϕ = (ϕ 1 , . . . , ϕ d ) ∈ Z[T ] d of d distinct nonconstant polynomials, a positive integer k d and a real positive parameter ρ, we consider the mean value 2010 Mathematics Subject Classification. 11K38, 11L15.
Here motivated by recent works of Wooley (2015) and the authors (2019) on bounds on sup y∈[0,1] d−k |S ϕ (x, y; N )| for almost all x ∈ [0, 1] k , we obtain nontrivial bounds on M k,ρ (ϕ, N ).
Introduction
For an integer ν 2, let T ν = (R/Z) ν be the ν -dimensional unit torus. We denote e(x) = exp(2πix). The exponential sums introduced and estimated by Weyl [9] , are commonly called the Weyl sums.
Weyl sums appear in a great variety of number theoretic problems starting with the problem of uniformly of distribution of fractional parts of real polynomials, see also [1] . They also play a crucial role in estimating the zero-free region of the Riemann zeta-function and thus in turn in bounding in the error term in the prime number theorem, see [8, Section 8.5] , and the Waring problem, see [8, Section 20.2] , in estimating short character sums modulo highly composite numbers [8, Section 12.6] .
Thanks to recent striking results of Bourgain, Demeter and Guth [3] (for d 4) and Wooley [10] (for d = 3) (see also [12] ), for the mean value of S d (u; N) we have (1.1) (1) ,
which is the best possible form of the Vinogradov mean value theorem.
On the other hand, for individual sums it is known that their size depends on Diophantine properties of the coefficients u 1 , . . . , u d , but generally the situation is not well understood, see [4, 5] .
The following best known bound is a direct implication of (1.1) and is given in [2, Theorem 5] . Let u = (u 1 , . . . , u d ) ∈ T d be such that for some ν with 2 ν d and some positive integers a and q with gcd(a, q) = 1 we have
Then for any ε > 0 there exits a constant C(ε) such that
Recently, Wooley [11] has considered a hybrid scenario which interpolates between individual bounds and mean value estimates. In this settings one seeks results which hold for all values of the components of u = (u 1 , . . . , u d ) ∈ T d on some prescribed set of positions and almost all values of the components on the remaining positions.
Given a family ϕ = (ϕ 1 , . . . , ϕ d ) ∈ Z[T ] d of d distinct nonconstant polynomials and a sequence of complex weights a = (a n ) ∞ n=1 , for u = (u 1 , . . . , u d ) ∈ T d we define the trigonometric polynomials
a n e (u 1 ϕ 1 (n) + . . . + u d ϕ d (n)) .
Furthermore, for k = 1, . . . , d, we decompose
Given x ∈ T k , y ∈ T d−k we refine the notation (1.3) and write
If a = e = (1) ∞ n=1 (that is, a n = 1 for each n ∈ N) we just write T ϕ (x, y; N) = T e,ϕ (x, y; N).
In fact Wooley [11] has studied only the classical case a n = 1 for all n ∈ N and the polynomials
(we note that the order of ϕ 1 , . . . , ϕ d is not specified in (1.5)). 
The authors [6] have extended and improved this and some other results of Wooley [11] . In particular, by [ 
instead of ∆ W (ϕ, k) and also applies to sums T a,ϕ (x, y; N) with complex weights a n = n o(1) , n ∈ N, and a large family of polynomials.
Hybrid mean value theorems
2.1. Notation and conventions. Throughout the paper, the notation U = O(V ), U ≪ V and V ≫ U are equivalent to |U| cV for some positive constant c, which throughout the paper may depend on the degree d and occasionally on the small real positive parameter ε. For any quantity V > 1 we write U = V o(1) (as V → ∞) to indicate a function of V which satisfies |U| V ε for any ε > 0, provided V is large enough. One additional advantage of using V o(1) is that it absorbs log V and other similar quantities without changing the whole expression.
We use #S to denote the cardinality of a finite set S . We say that some property holds for almost all x ∈ T k if it holds for a set X ⊆ T k of k -dimensional Lebesgue measure λ(X ) = 1. 
We recall that s(d) and σ k (ϕ) are given by (1.2) and (1.7), respectively.
is such that the Wronskian W (T ; ϕ) does not vanish identically. Let a = (a n ) ∞ n=1 be a sequence of complex weights with a n = n o (1) . Then for any real positive ρ
Note that Theorem 2.1 gives a non-trivial bound, that is, µ(ϕ, k) < 1, provided that σ k (ϕ) < s(d). Moreover for k = d, we have σ d (ϕ) = 0 and thus we recover the bound (1.1) in the Vinogradov mean value theorem.
From Theorem 2.1 we derive the following bounds for the mean values of short sums. For K ∈ Z, we consider Weyl sums over short intervals
We now give an upper bound on the mean value of the largest value of all such sums, that is, for sup K∈Z |S d (u; K, N)|. No result of this type seems to be known prior to this work.
Recalling the definition of (1.3), (1.4), for x ∈ T k we can write
This suggests that one can try to extend Theorem 2.1 to more general setting by taking some other mappings instead of the orthogonal projection π d,k . Now, more generally, given a mapping f :
Then for ρ > 0 we define
where T a,ϕ (u; N) is given by (1.3).
In the following we first take f to be an orthogonal projection onto some k -dimensional subspace, and second we take f to be some Hölder mapping.
Let G(d, k) denote the collections of all k -dimensional linear sub-
For the degree sequence deg ϕ 1 , . . . , deg ϕ d we denote them as
and define
is such that the Wronskian W (T ; ϕ) does not vanish identically. Let a = (a n ) ∞ n=1 be a sequence of complex weights with a n = n o (1) . If V ∈ G(d, k), then for any real positive ρ 2s
Now we turn to ϑ-Hölder functions, for some 0 < ϑ 1, that is,
where z is the Euclidean norm of z (note that the left side of this inequality is the Euclidean norm in R k , while the right side is the Euclidean norm in R d ). In particular, in the case ϑ = 1 the function f is often called a Lipschitz function.
Let a = (a n ) ∞ n=1 be a sequence of complex weights with a n = n o (1) .
Then for any real positive ρ 2s(d) + d − kϑ we have
Note that for the classical choice of polynomials (1.5), we have δ(ϕ) = 1, σ 0 (ϕ) = s(d) and thus
for any k > 0. Therefore Theorem 2.4 gives a non-trivial bound for M k,f,ρ (a, ϕ, N) for any k > 0 and any ϑ-Hölder function f with 0 < ϑ 1. Moreover if ϑ → 0 then µ ϑ (ϕ, k) → 1. Indeed, it is expected that if the function f becomes "bad" (ϑ becomes "small") then the bounds for M k,f,ρ (a, ϕ, N) also become "bad". However, we do not know whether there exits a continuous function f : R d → R k such that we do not have non-trivial bounds for M k,f,ρ (a, ϕ, N), that is, for any ρ > 0 and any ε > 0, one has M k,f,ρ (a, ϕ, N) ≫ N 1−ε for infinitely many N ∈ N.
2.3. Hybrid mean value theorems for discrepancy. Similar to works of Wooley [11] and the authors [6] , we obtain similar results for the discrepancy. Let ξ n , n ∈ N, be a sequence in [0, 1). The discrepancy of this sequence at length N is defined as
We note that sometimes in the literature the scaled quantity N −1 D N is called the discrepancy, but since our argument looks cleaner with the definition (2.2), we adopt it here.
and for each N we denote by D ϕ (x, y; N) the corresponding discrepancy of its fractional parts. For ρ > 0 let 
where µ(ϕ, k) is as Theorem 2.1.
From Theorem 2.5 we derive a bound on the mean value of discrepancy over short intervals. More precisely, for each K ∈ Z denote by D d (u; K, N) the discrepancy of the sequence of fractional parts {u 1 n + . . . + u d n d }, n = K + 1, . . . , K + N.
Corollary 2.6. For any real positive 1 ρ d 2 + 2d − 1 we have
where µ d is given by Corollary 2.2.
Preliminaries

3.1.
Packing large trigonometric polynomials in boxes. We first need a box-counting estimate from [6, Lemma 3.7].
Lemma 3.1. Let 0 < α < 1 and let ε be sufficiently small. For each j = 1, . . . , d let
boxes of the form
where n j = 1, . . . , 1/ζ j for each j = 1, . . . , d. Let R be the collection of these boxes, and
Then, uniformly over α, we have # R UN s(d)(1−2α)+o(1) .
3.2.
The measure of the set of large Weyl sums. We need a slightly more general version of [6, Corollary 3.8]. We recall that the result of [6, Corollary 3.8] is formulated with an T = N α for a fixed real α, however examining the argument one can easily see that as Lemma 3.1, it is uniform with respect to α and thus works for an arbitrary parameter T 1. More precisely, we have:
The following result is similar to the result of Lemma 3.2, with the change of σ k (ϕ) only. Let V be a k -dimensional subspace of R d . Also recall that σ k (ϕ) is given by (2.1). For the orthogonal projection map π V , from [6, Corollary 3.11] we have the following. We now turn to ϑ-Hölder functions f : R d → R k . Indeed, applying the similar methods to the proofs of [6, Corollaries 3.8 and 3.11] we obtain Lemma 3.4 below. Since ϑ-Hölder functions do not appear in [6] , for the sake of completeness, we outline the proof. sup
Proof. First of all suppose that T = N α for some 0 < α < 1. We fix some sufficiently small ε > 0 and define the set
where R is as in Lemma 3.1.
Since f is ϑ-Hölder, for any A ⊆ R d we obtain
. Combining with Lemma 3.1 and the estimate (3.2), we derive
Since ε is arbitrary, recalling the value of U , we now obtain
Recalling that T = N α , we now obtain the desired result by taking T = N α . ⊓ ⊔ 3.3. Discrepancy and exponential sums. We recall the classical Erdős-Turán inequality (see, for instance, [7, Theorem 1.21]).
Lemma 3.5. Let ξ n , n ∈ N, be a sequence in [0, 1). Then for the discrepancy D N given by (2.2) and any G ∈ N, we have 
Then for any positive ρ b,
Proof. Let R = N a/b . Note that for T > R we have a nontrivial estimate in (4.1). We partition T k into sets X ℓ , ℓ ∈ N, where
and for ℓ 1,
By our assumption (4.1) we have
Clearly for some L = O(log N) we have X ℓ = ∅. Therefore,
By the choice of R = N a/b and the condition that ρ b we obtain the desired bound. We observe that in the polynomial identity
where for j = 0, 1, . . . , d − 1, each v j , depends only on u 1 , . . . , u d and K . It follows that
Note that for any fixed u d for any (u 1 , . . . , u d−1 ) ∈ T d−1 the estimate 4.2 holds for u = (u 1 , . . . , u d ). Thus we obtain 
We now use the following invariant property of Lebesgue measure on a torus. Lemma 5.1. Let F : T k → [0, N] be a continuous function. Then for any integer g = 0 we have
Proof. For any Borel set A ⊆ T k and any integer g = 0, we have (for a proof see [11, Section 3] )
which is the same as the identity
where 1 A is the characteristic function of A. Thus (5.2) holds when F = 1 A . It follows that the identity (5.2) still holds when F is a finite linear combination of characteristic functions, that is
for sets A j ⊆ T k , j = 1, . . . , J . Since any continuous function can be arbitrary approximated by a finite linear combination of such functions, the desired identity follows.
⊓ ⊔
Here f (x) ρ denote the L ρ (T k )-norm of a function f on T k . Then by (5.1) and the Minkowski inequality, 
Choosing G = N 1−µ(ϕ,k) , we derive the desired result.
5.2.
Proof of Corollary 2.6. Recall that D d (u; K, N) is the discrepancy of the sequence of fractional parts
Clearly this sequence is same as
and thus as before, see (4.2), we see that this sequence is the same as
where for j = 0, 1, . . . , d − 1, each v j , depends only on u 1 , . . . , u d and K . Furthermore let u * = (v 1 , . . . , v d−1 , u d ). It is not hard to see that the influence of the discarded constant term v 0 can be absorbed in a constant factor and does not change the order of magnitude of the discrepancy. More, precisely, we have
where the implied constant is absolute. It follows that
Using the similar arguments as in the proof of Corollary 2.2 and applying Theorem 2.5, with k = 1, ϕ 1 (T ) = T d , ϕ i (T ) = T i−1 for i = 2, . . . , d, and thus with σ 1 (ϕ) = d(d − 1)/2, we obtain the desired bound.
6. Comments and Open Questions 6.1. Special cases of d = 2 and d = 3. We show that for special cases of d = 2 and d = 3 for the moments we have better bounds (nearly optimal) than the bounds in Theorem 2.1.
Applying Theorem 2.1 with d = 2, k = 1, σ k (ϕ) = 1, ρ = 2 and with d = 3, k = 1, σ k (ϕ) = 3, ρ = 4 we derive that M 2,2 (N) N 10/7+o (1) and M 3,4 (N) N 22/7+o (1) , respectively. On the other hand, we have the lower bounds see, for example, [10, Section 1]. Now we use a different way to bound the square mean values (6.1) and reduce the gap between the above lower and upper bounds.
For d = 2 we need the following well known inequality, for a proof see , N ,
