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“Quem exagera nos argumentos prejudica a causa.”
—Hegel
Resum o
Trajetórias numéricas que modelam um sistema físico de alta dimensionalidade são confiáveis 
por pouco tempo se existe hiper-caos destruindo fortemente a hiperbolicidade do sis­
tema dinâmico via a Variabilidade de Dimensão Instável (VDI): a existência de órbitas 
periódicas mergulhadas num conjunto invariante caótico com um número diferente de 
direções instáveis. Uma indicação numérica para a ocorrência da VDI é a flutuação em 
torno de zero dos expoentes de Lyapunov a tempo finito, como podemos verificar, por 
exemplo, para o mapa do rotor duplo pulsado, um sistema físico 4-dimensional no qual a 
VDI é mais intensa em torno do seu parâmetro de controle igual a 8. Contudo, pouco se 
tem dito a respeito do limiar (onset) da VDI. Aqui a abordagem é conseguir a bifurcação 
que acarreta a VDI para determinadas famílias a um parâmetro de mapas bidimensionais, 
bem como, considerando o mapa do rotor duplo pulsado, verificar que o caos unidimensio­
nal pode ser o gatilho para a VDI.
Abstract
Numerical trajectories that model a high dimensional physical system are valid only for 
small times if there is hyperchaos strongly destroying the hyperbolicity of the dynamical 
system via the Unstable Dimension Variability (UDV): the existence of periodic orbits em­
bedded in a chaotic invariant set with different numbers of unstable directions. A numerical 
clue for UDV is the fluctuation of positive finite-time Lyapunov exponents about zero as 
one can verify, for instance, to the kicked double rotor map, a 4-dimensional physical sys­
tem in which UDV is the most intense to its control parameter about 8. However, very 
few has been told on the UDV onset. Our approach is to get the bifurcation that leads to 
the UDV to some one-parameter families of bidimensional maps, as well as, as far as the 
kicked double rotor map is concerned, verify that a one-dimensional chaos can be a trigger 
for UDV.
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Capítulo 1
Introdução
Nesta introdução é dada, de uma forma bastante resumida, uma visão geral da tese. Alguns 
conceitos, definições e resultados que são aqui citados serão estabelecidos e formalizados 
somente nos próximos capítulos, aparecendo aqui apenas como um adiantamento para que 
possa ser esboçada uma visão geral do trabalho. Isto significa que todo o conteúdo desta 
introdução está carregado de um forte abuso de linguagem e de notação, tendo um caráter 
mais explanatório e não apresentando as idéias com muito rigor, tendo como objetivo uma 
discussão mais qualitativa. Contudo, iniciaremos esta introdução, de uma maneira informal, 
com um tópico que não será explicitamente tratado nos capítulos restantes: Modelagem.
1.1 Visão Geral da Tese
Podemos modelar um sistema físico num sistema dinâmico, isto é, numa equação dife­
rencial ordinária (aqui denotada por EDO) ou num mapa (este associado a uma fórmula 
de recorrência), de um dos seguintes tipos: determ inístico, estatístico  ou pseudo- 
determ inístico.
Num modelo determinístico as informações (para entendimento, análise, predições e 
controle do sistema) são obtidas via a evolução temporal das variáveis (de estado) físicas 
relevantes a partir de equações (EDOs ou mapas) adequadas. Num modelo estatístico as 
informações são obtidas via processos estocásticos devido a muitos graus de liberdade ou a 
ruídos aleatórios. Num modelo pseudo-determinístico são obtidas informações estatísticas 
a partir de equações determinísticas.
Em face destas definições (informais), é razoável fazer as seguintes perguntas:
- Para modelos pseudo-determinísticos, qual é a extensão da validade das predições base-
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adas em equações determinísticas?1
- Quando obtemos soluções numéricas (com sensibilidade às condições iniciais intrínseca 
devido a erros de arredondamento ou truncamento), até qual iterada estas são válidas?
Para quantificar a extensão de tais validades, temos o Sombreamento de Modelos. As 
referências [1], [2], [3] e [4] contêm uma abordagem cuidadosa deste assunto. Tal teoria 
será dada agora informalmente, como dito anteriormente, com abuso de linguagem e de 
notação. No capítulo 3 estabeleceremos algumas definições matemáticas sobre este assunto, 
bem como o lem a do som bream ento (ver [1]), formalizando assim tal conceito.
Considere que temos dois modelos arbitrariamente próximos, obtidos a partir de um sis­
tema físico. Por exemplo, considere as seguintes duas EDOs obtidas a partir da modelagem 
de um determinado sistema físico:
í  A :  X  = F (X , t )
\  B :  X  = F(X ,  t) +  e(t) ’
tal que e(t) é uma perturbação infinitesimal mas limitada. (Embora a variável tempo t, 
neste caso, seja contínua, ao longo de todo o trabalho restringiremos o estudo a sistemas 
dinâmicos discretos (mapas)).
Se para cada solução X a satisfazendo A, existir alguma solução X B satisfazendo B  tal 
que X a “se mantem próxima” de X B, é dito que existe sombreamento de X a por X B.
No capítulo 3 formalizaremos o “estar próximo” deste conceito, bem como a idéia de 
que, sem sombreamento, A  e B  não podem reproduzir ou predizer o sistema físico que as 
mesmas modelam.
Ainda mantendo em mente que esta introdução expõe idéias sem o rigor necessário, 
temos que, as dificuldades de sombreamento podem ser leves, moderadas ou severas, onde 
cada uma destas pode ser caracterizada da seguinte maneira:
LEVES: Temos um Sistema Caótico Hiperbólico. (Daremos a definição de conjunto hi­
perbólico no capítulo 3). Neste caso X a  “sombreia” X B para t —>■ oo (ver [1], [2], [3] 
e [4]).
M O DER ADAS: Temos um Sistema Caótico com Não-Hiperbolicidade Fraca: a decom­
posição do espaço de fase (espaço de estados) em subespaços estáveis (nestes, as 
órbitas convergem para soluções de equilíbrio quando t —> oo) e instáveis (nestes,
1Por exemplo, para sistemas caóticos com Sensibilidade às Condições Iniciais.
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as órbitas divergem de soluções de equilíbrio quando t —> oo) é invariante, exceto 
em tangências homoclínicas. (Daremos a definição de tangências homoclínicas no 
capítulo 3). Neste caso X a “sombreia” X B para 0 -C t < oo (ver [5], [6], [7] e [8]).
SEVERAS: Temos um Sistema Caótico com Não-Hiperbolicidade Forte: existem órbitas 
periódicas mergulhadas no conjunto caótico que experimentam um número diferente 
de direções instáveis. A isto damos o nome de Variabilidade de Dimensão Instável 
(VDI). Neste caso X a  “sombreia” X B para oo > t “pequeno” (ver [4], [9], [10], [11] e 
[12])-
A teoria matemática de sombreamento também pode ser aplicada as órbitas resultantes 
de simulações numéricas a partir de um modelo. Aqui, é importante observar que:
Se existir V D I as órbitas numéricas são confiáveis por pouco tempo!
Vamos discutir tal ponto, com um pouco mais de formalização, a partir do capítulo 
3. Por enquanto, o utilizaremos como uma maneira de situar historicamente o que foi 
estabelecido até agora e, a partir daí, descrever alguns objetivos deste trabalho.
1.1.1 M otivação
Se considerarmos um sistema dinâmico discreto e iterarmos uma trajetória numérica (dita 
pseudo-trajetória) a partir de uma condição inicial, erros numéricos (ou algum outro tipo 
de ruído) podem acarretar que, a partir de alguma iterada, a pseudo-órbita não seja mais 
a trajetória originária daquela condição inicialmente tomada. Por volta dos anos setenta, 
o matemático russo D. V. Anosov e o matemático americano R. Bowen demonstraram 
que mapas caóticos hiperbólicos exibem a bem conhecida propriedade de sombreamento: 
próxima a tal pseudo-trajetória, existe uma trajetória verdadeira (fiducial) gerada pelo 
sistema e que, contudo, pode ser uma órbita que se origina de uma condição inicial diferente 
daquela pretendida. (Ver, por exemplo, [1] e [2]). Além disso, o tempo de sombreamento 
é infinito (ver [1], [2], [3] e [4]). Tal pseudo-órbita é confiável, no sentido de que a mesma 
pode reproduzir a dinâmica do sistema. Na verdade, noções tais como pseudo-trajetórias 
e sombreamento podem ser bem sucedidas se aplicadas a problemas de predição (ver [13]) 
envolvendo estados futuros de um sistema dinâmico.
Na década de oitenta, um grupo de físicos-matemáticos (C. Grebogi, J. Yorke, T. Sauer, 
dentre outros) demonstraram que quando a hiperbolicidade é violada devido apenas a
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tangências homoclínicas, embora o tempo de sombreamento seja longo o suficiente para se 
obter resultados determinísticos confiáveis sobre o sistema, o mesmo é finito (ver [5], [6], 
[7] e [8]).
Nos anos noventa, C. Grebogi, S. Dawson, J. Kurths, Y.-C. Lai, dentre outros, veri­
ficaram que o tempo de sombreamento é muito pequeno, sendo suficiente, e apenas para 
alguns sistemas, para se obter resultados estatísticos como médias e flutuações, quando 
uma forma forte de não-hiperbolicidade (VDI) ocorre: a existência de órbitas periódicas 
com um número diferente de direções instáveis, densamente (no sentido topológico) mer­
gulhadas num conjunto invariante caótico (ver [4], [9], [10], [11] e [12]). Quando a VDI 
é muito intensa, as pseudo-trajetórias são de pouca (ou nenhuma) utilidade para que se 
possa confiar em predições baseadas nas mesmas.
A VDI primeiramente surgiu em um trabalho matemático teórico do eminente topólogo 
(medalhista Fields-1966-Moscou) S. Smale em conjunto com o matemático R. Abraham 
(ver [9]).
1.1.2 Objetivos
Podemos dizer, informalmente, que os expoentes de Lyapunov a tempo n medem (como será 
visto no capítulo 3) a convergência ou a divergência entre órbitas a cada trecho de n pontos 
consecutivos, pela dinâmica do sistema, de uma destas órbitas. A flutuação dos expoentes 
de Lyapunov a tempo n mais próximos de zero em torno do próprio zero, vistos como 
variáveis aleatórias, tem sido usada como uma indicação numérica da ocorrência de VDI 
(ver, por exemplo, [4], [10], [11] e [14]), mostrando assim um relacionamento próximo entre 
VDI e expoentes de Lyapunov.2 Considerando tal relacionamento, tem sido argumentado 
que VDI é uma possível rota para o caos multidimensional3 (ver [15]). Contudo, veremos 
que tal rota só faz sentido se considerarmos a VDI onde a mesma for máxima, isto é, 
quando o número dos expoentes de Lyapunov a tempo finito mais próximos de zero que 
são positivos é igual ao número dos que são negativos. Inclusive, tomando o mapa do rotor
2 O teste da flutuação em torno de zero dos expoentes de Lyapunov a tempo finito para se detectar VDI 
tem sido usado de modo similar ao teste da derivada nula para se detectar máximos e mínimos. Contudo, é 
possível que não se obtenha nem máximos nem mínimos num ponto de derivada nula. A ocorrência da VDI 
implica na flutuação em torno de zero dos expoentes de Lyapunov a tempo finito. Não se sabe (ainda) se 
a recíproca é verdadeira. Uma das questões que discutiremos aqui é se o teste dos expoentes de Lyapunov 
é uma condição necessária e suficiente para a ocorrência de VDI.
3 Caos multidimensional ou hiper-caos significa que existe mais de um expoente de Lyapunov a tempo 
infinito positivo.
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duplo pulsado (MRDP)4 como um exemplo, o aparecimento da VDI pode estar associado 
ao limiar (do inglês onset) do caos unidimensional, isto é, caos com um único expoente de 
Lyapunov a tempo infinito positivo.
Via argumentos matemáticos e exemplos numéricos, este trabalho propõe que alguns 
tipos de bifurcações podem acarretar VDI. Isto é feito para famílias a um parâmetro de 
mapas bidimensionais. Ainda argumentamos que VDI pode ter outro tipo de gatilho que 
não bifurcações: como já  dito anteriormente, o limiar do caos unidimensional. Isto ocorre 
muito antes da VDI atingir o seu máximo. Antes de prosseguirmos vamos conceituar 
informalmente o que é uma bifurcação. Uma bifurcação ocorre num ponto x  do espaço 
de estados, que descreve a dinâmica de um determinado sistema físico, se uma variação 
infinitesimal em algum parâmetro associado a tal sistema acarreta uma mudança qualitativa 
numa vizinhança de x. Por exemplo, pode ocorrer que órbitas próximas a x, antes da 
variação do parâmetro, tendem a se aproximar de x , e, após a variação do parâmetro, tais 
órbitas se afastam de x, acarretando que x  passa de “estável” para “instável” via uma 
bifurcação. Os principais tipos de “bifurcações de co-dimensão um” serão apresentados no 
capítulo 5.
Outro objetivo do trabalho é examinar matematicamente o que é que acarreta a VDI 
máxima para o MRDP. Na literatura científica disponível (ver, por exemplo, [10] e [11]), 
VDI para o MRDP tem sido associada a VDI na vizinhança do parâmetro de controle onde 
a mesma atinge o seu máximo.
1.1.3 Enfoque Adotado
Como vamos utilizar o rotor duplo pulsado para estudar sombreamento, VDI e expoentes 
de Lyapunov a tempo finito, o próximo capítulo é dedicado ao estudo do mesmo. É neste 
capítulo 2 que a Física acontece, embora a Matemática entre na derivação do mapa e na 
determinação dos pontos fixos. Como já  era de se esperar, por ter sido citado inúmeras 
vezes nesta introdução, o capítulo 3 é, possivelmente, o mais “matemático” de todos e 
pode ser visto como capítulo de referência. Tal capítulo “matematiza” sombreamento, VDI 
e expoentes de Lyapunov a tempo finito. O capítulo 4 aplica as definições e os resultados 
do capítulo anterior ao MRDP. Nos capítulos 5 e 6 estudamos, respectivamente, o limiar 
da VDI para mapas bidimensionais de co-dimensão5 um e para o MRDP. O capítulo 7
4 O rotor duplo é um sistema físico composto de duas hastes interligadas de massa desprezível. Em 
breve estaremos estudando tal mapa (estroboscópico) que descreve a dinâmica imediatamente após cada 
pulso em uma das duas hastes que compõe o rotor duplo.
5ver a primeira página do Capítulo 4.
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estabelece conclusões sobre este trabalho e indica caminhos para a continuação da pesquisa 
aqui iniciada.
Com relação a Matemática, em algumas poucas partes do trabalho abusamos da lin­
guagem e das notações para não carregar demais a leitura e facilitar o entendimento. Por 
exemplo, quando por fim definimos o que é uma forma normal, é fácil perceber um forte 
abuso de linguagem. Contudo, remetemos o leitor a uma referência adequada.
1.2 Perguntas e Respostas
Por fim, antes que as perguntas “Qual é a contribuição deste trabalho?” , “O que é que 
existe de original neste trabalho?” , etc., se façam presentes, gostaria inicialmente de citar 
o que não é original: os diagramas que ilustram a sequência de duplicações de período para 
o MRDP do capítulo 4, o diagrama dos expoentes de Lyapunov a tempo infinito para o 
MRDP do capítulo 4, o diagrama das distribuições dos expoentes de Lyapunov a tempo 
finito referente a bifurcação forquilha do capítulo 5, o diagrama da sequência de duplicações 
de período relativo ao mapa logístico do capítulo 5, obviamente os resultados e teoremas 
citados com referências, e, embora a derivação do MRDP seja uma demonstração original, 
esta segue as linhas gerais do artigo do Romeiras (e colaboradores) citado na bibliografia 
[16]. Agora, para dar uma idéia de alguns resultados originais, ressalto que, embora o uso 
da flutuação (em torno de zero) dos expoentes de Lyapunov a tempo finito como critério 
para a ocorrência de VDI seja amplamente utilizado, e que, concomitantemente, a idéia de 
que VDI implica tal flutuação seja bem conhecida no “folclore” da área, a demonstração 
analítica de tal fato só é estabelecida, até onde saibamos, neste trabalho (ver capítulo 
3). Outro resultado original está relacionado com o limiar da VDI para o MRDP: obtemos 
(aproximadamente) para qual valor do parâmetro de controle temos, e, concomitantemente, 
o que é que acarreta a, VDI. Outro resultado original é a classificação do limiar da VDI 
para uma determinada classe de mapas bidimensionais a um parâmetro.
Para terminar este capítulo introdutório, gostaria de tentar responder a seguinte per­
gunta: “Quais as razões que levaram a escolha do rotor duplo pulsado como sistema físico 
para estudar a patologia (numérica) conhecida como VDI?” . Em muitos artigos, alguns dos 
quais citados na bibliografia deste trabalho (ver, por exemplo, [17]), têm sido argumentado 
que a ocorrência de VDI parece ser uma propriedade comum de sistemas com um grande 
número de graus de liberdade. Além do rotor duplo pulsado ser um sistema físico com 
apenas quatro graus de liberdade, e de ter sido, aparentemente, até onde saibamos, o pri­
meiro sistema físico da literatura sobre o assunto a apresentar VDI, sistemas dinâmicos de
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dimensionalidade mais baixa que apresentam tal patologia vem sendo artificialmente cons­
truídos, por exemplo, via acoplamento de mapas de dimensão um, sem conexão explícita 
com qualquer sistema físico.
Capítulo 2 
Rotor Duplo Pulsado
Neste capítulo será apresentado o Rotor Duplo Pulsado, o seu mapa, a derivação do mesmo 
a partir das equações de movimento que modelam a dinâmica do rotor duplo. Também 
serão calculados os pontos fixos de tal mapa.
O mapa do rotor duplo é um mapa 4-dimensional (ver [16]) que descreve a evolução 
temporal de um sistema mecânico conhecido como o Rotor Duplo Pulsado (RDP).
2.1 Descrição do Mapa do Rotor Duplo Pulsado
No que se segue 9\ e 92 (e suas derivadas) denotarão variáveis contínuas, enquanto que X\, 
12, í/i e y2 denotarão variáveis discretas.
O RDP é composto de duas hastes finas de massa desprezível (ver figura 2.1). A pri­
meira haste, de comprimento pivota o ponto fixo P\. A segunda haste, de comprimento 
2l2, pivota o ponto móvel P2. Os ângulos 9i(t) e 92(t) denotam as orientações das pri­
meira e segunda hastes, respectivamente, no instante t. Uma massa m i é anexada a P2 e 
massas m 2/ 2 são anexadas as extremidades P3 e P4 da segunda haste. Atrito em P\ (com 
coeficiente v\) retarda a primeira haste numa taxa proporcional a sua velocidade angular 
9\{t). Atrito em P2 (com coeficiente v2) retarda a segunda haste (e concomitantemente, por 
transferência de momento, acelera a primeira haste) a uma taxa proporcional a 92(t) — 9i(t). 
A extremidade P3 recebe pulsos periódicos nos instantes t =  T, 2T , .. . ,  sempre na mesma 
direção e com o mesmo módulo / 0. Não existe gravidade.
A partir das EDOs que descrevem o RDP (obtidas via equações de movimento de uma 
Lagrangeana adequada) temos o mapa 4-dimensional (para a derivação de tal mapa ver a 
seção seguinte)
Z ^  Z' =  F(Z)
13
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2
Figura 2.1: Rotor Duplo Pulsado
definido por
M Y  +  X 
LY +  G (X ')
onde X =  [ } e s 1 X S \ Y  =  ( Vx ) e H  X n  e G(X ') =  ' Sen Xl
y2 )  \  c2 sen x 2
Aqui, X\ e x 2 são posições angulares das hastes no instante do fc-ésimo pulso (xj =
9j(kT)), yi e y2 são as velocidades angulares das hastes imediatamente após o k-ésimo
pulso (yj =  9j(kT + e) com e -» 0+), »S1 é o círculo 7Z (mod 2tt), para j  = 1,2 temos
Cj  =  f o l j / I ,
onde /  =  (mi +  m2)if =  m 2ll é o momento de inércia, e, por fim, temos
0,241427724 0,272608938 
0,272608938 0,514036662
,  (  0,485963338 0,213354401
M  =
\  0,213354401 0,699317739 
para íq, u2, T, I,  mi, m 2 e l2 iguais as suas respectivas unidades de medida, e l\ igual a 
l / \ /2  de sua unidade de medida. Apenas o parâmetro /o, que representa a intensidade do 
pulso, estará variando.
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A derivação analítica do MRDP será feita sem levarmos em conta que os parâmetros 
físicos citados anteriormente são todos iguais a 1 e l\ = l / \ /2 .  Tal hipótese é feita após 
obtermos a expressão analítica do MRDP. Isto significa que, após a dedução do MRDP,
estaremos considerando = v2 = T  =  I  =  rrii =  m 2 =  h  =  1 e l\ =  1/V2 em todos os
cálculos numéricos relativos a tal mapa.
2.2 Derivação do M apa do Rotor Duplo Pulsado
As equações de movimento do RDP são dadas por
d ( B L \  dL BF . , n
dt ( ^ J  dQj d è /  J ~  ’ ’
onde a função Lagrangeana L  é a diferença entre a energia cinética,
K(Òi,Ò2) — 2 ^ 1  2 "̂2̂ ’
e a energia potencial,
V ( 0! , 02,t) = (h cos 0\ + l2 cos d2)f( t) ,  
isto é, L = K  — V  , e a função de dissipação de Rayleigh é dada por
F ( 61 , 62) = yViIiô\ ”1” 2^2̂ 2^ 2 — ^i)2- 
A sequência dos pulsos é dada por
OO
m  = -  kT).
k = 1
Das equações de (2.1) temos
d ( B L \  r d 
%
BL
— 1 . 1 =  I j — Oj, j  = 1, 2,
dt l d 6i / dt J
dQ = - f ( t ) l j ( -  sen Ôj), j  = 1, 2, 
BF-^  = v1i íe1 + v2h(02-e1)(-1), 
B9\
BF
—7-  =  U2I2(02 -  Õi).
UÜ2
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Destas obtemos
d_ (  01 \  _ (  - ( v . + ^ h / h )  V2I2/ I 1 \ ( è  1 \  (  (h/h)  sen 9X \
d t \  ê2 )  \  V2 - v 2 )  \  02 )  \  (h/h)  sen ô2 J
Agora vamos integrar esta última equação considerando I\ =  / 2 =  I-
Como 0 efeito de cada pulso é instântaneo (isto é, f ( t )  =  0 para t ^  kT, k = 1, 2, . . .) ,  
as componentes da última equação são lineares entre pulsos sucessivos. Em particular, para 
0 < t < T,  temos
Afirmação: Denotando 0i(O) e 02(O) as velocidades angulares iniciais, a solução para 
0 sistema (2.3) é dada por
> W U l W ( > > V  (2.4)
\ m )
onde L(i) =  Y^j-i  "Wj exP 'M-
Aqui, Ai e A2 são os autovalores de A„, sendo Ai =  — \{vi + 2u2 + A) e A2 =  — |( iq  +  
2U2 — A), A =  (vf +  Avl)1!2, e, W i e W 2 são as matrizes constantes
(  a b \  (  d - b
W i=  , W 2 =
\ b  d )  \ - b  a
sendo a =  |  (l +  (£), d =  |  (l -  ^ )  e b = —
Usaremos para a demonstração da afirmação anterior os seguintes resultados da teoria 
das EDOs:
Seja A uma matriz quadrada. Considere a EDO
X  = AX. (2.5)
As seguintes afirmações são válidas:
• A matriz principal de (2.5) , em to =  0, é P (t) =  exp At;
• Se X(í) é solução de (2.5) então X(f) =  P (t) -V , sendo V  um vetor arbitrário e com
dimensão adequada;
• A solução do problema de Cauchy
X  =  A X  
X(0) =  Xo
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é dada por X(í) =  exp A í • X 0: X(0) = P(0) -V  =  I • V  =  V, onde I é a matriz 
identidade adequada.
Assim, a partir de tais resultados, temos que, para demonstrar a afirmação anterior 
basta demonstrar a seguinte:
Afirm ação’: Em (2.4), L(í) =  P (í) é a matriz principal de (2.3).
Antes da demonstração, considere ainda mais alguns resultados relativos a (2.5):
• Se A é diagonalizável então uma matriz fundamental de (2.5) é dada por
3?(t) =  exp Ai t  • . . .  exp Ant •
sendo ,V<n> os autovetores linearmente independentes de A em relação aos
autovalores Ai, • • • , An, respectivamente;
P(í) = *(í)(# (0))-'. (2.6)
Demonstração: Inicialmente note que A„ é diagonalizável pois Ai ^  A2. Daí:
• Cálculo de relativo à Ax =  — |( iq  + 2v2 +  A): 
De
—{v\ +  v 2) +  \{yi +  2u2 +  A) V2 ■ V (D ■ ’ 0 "
V2 — ̂ 2 +  \  {yi +  2^2 +  A) _ V ? )  _ 0
podemos escalonar
' i ( - z q + A )
~
’ 1 2v2 ’ 1 2i/2y<i r̂ j ( -V 1+A) ( - í / x+A )
u 2 +  A )  _ 1
(y i+ A )  
2v2 0 0
obtendo, por exemplo,






V?» J 1 K L...
• Cálculo de relativo à A2 =  — \{v\  +  2v2 — A): 
De
-(^1 +  v2) + +  2u2 -  A) v2 ‘ y ( 2) ' ’ 0 "
v2 — v2 +  ^(iq +  2v2 — A) . V 22) . 0
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podemos escalonar
! ( - í q - A )  2̂2 1 2 z/ 2 ' 1 2 z/ 2
r̂ j (i/i+ A ) r̂ i (z /  í+ A )
U2 \(vi -  A) _ 1 ( v i - A )









. V 22) . 1
* (t) í f e  ,!XP -M













Finalmente, da equação (2.6), temos
f exp Àií -  f exp A2í 
_£2p i o
— exp Aií +  ^  exp A2f
A exp Axt +  ^ e x p A 2í - l^ ^ ^ e x p A i í  +  | ia^ e x p A 2t
L(t). □
Agora, podemos escrever a equação (2.4) da forma
0i (0)d_ / 0i (t)
dt V 02 (í)
L(í)
02 (0)
Daí, por integração, temos




Assim, utilizando o Teorema Fundamental do Cálculo no primeiro membro da última
, 0i (0) .equação, e, sendo [ ^ ) uma constante no integrando do segundo membro, temos
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Note que, para j  =  1, 2, devido ao pulso, 9j é contínua em t =  T  mas 9j não o é. Daí:
e,(T±) = iimeí ( T ± e) =  e,(T),  (2.8)
9í (T±) =Umf l í ( T ± e ) = ?  (2.9)
A interrogação em (2.9) significa que precisamos obter ÒjiT^) de outro modo. Assim, da 
equação (2.2) (com Ij =  / ,  j  =  1, 2) temos
r \ ± ( w >  utr í
J r - e  dt l 02(t) ) J t) -e dt \ e2{t)
+
isto é,
/o V -  [ T+e X(+ hT\ (  ^ Sen I M 
^  J T - f  ~  (  l i  sen  02(í) ] d t '
0i{T + e ) \  (  01 ( T ~ e ) \ _  \  (  9,(T + e) \  ( 0 1 (T -  e)
02{T + c) )  \ e 2 { T - e )  )  [ \ 9 2{T + e) J \  92(T -  e)
+
fo í  h  sen 9i (T) 
I  \ l 2 sen 02{T)
Desta, a equação (2.9) passa a ser a equação
o -  (  è! iT+} )  -  (  *‘(T_) )  =  a A  0 )  + à  (  '*<T > )  . (2.10)
l  « i lT + i I V 9 J T - )  I \ 0  I I  [ h  sen D2(T) J
Para concluir a derivação do mapa observe que, a solução da equação (2.2) para T  < 
t < 2T  é idêntica a solução da EDO linear (2.3) para 0 < t < T  exceto que, para j  =  1, 2, 
as condições iniciais 9j(0),9j(0)  são trocadas por 9j (T) ,9 j (T+).
A solução da equação (2.2) é a composição da solução da equação (2.3) com o efeito
dos pulsos em t =  T,  2T ,  Para estudar a dinâmica do rotor é natural considerar apenas
o estado do sistema imediatamente após cada pulso. Logo, das equações (2.4), (2.7), (2.8) 
e (2.9), obtemos o mapa do rotor duplo dado na subseção anterior.
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2.3 Pontos Fixos
Antes de calcularmos os pontos fixos do MRDP, por uma questão de completude, é in­
teressante definir ponto fixo. Um ponto f i x o  (ou uma ó rb i ta  p er ió d ica  de período
um), digamos x 0, para um mapa é um ponto do espaço de fase (espaço de estados) tal que,
qualquer iterada de tal ponto pelo mapa resulta no próprio x 0. A dinâmica relevante no 
espaço de estados para um sistema físico ocorre em vizinhanças de órbitas periódicas e, em 
particular, de pontos fixos. Em uma ó rb i ta  p e r ió d ica  de período n temos n pontos 
do espaço de estados. Cada um destes pontos é um ponto fixo para a n-ésima iterada do 
mapa. Isto posto, vamos inicialmente determinar uma fórmula para calcularmos os pontos 
fixos para o MRDP.
Independente de normalizarmos as variáveis físicas de interesse, sempre temos
L =  I 2 +  A „ M ,
onde A u é dada como na equação (2.3) da seção anterior.
Os pontos fixos Z* =  (X*, Y*) do MRDP são soluções de
Logo, para cada par de números de rotação (n i,n 2), existem quatro soluções possíveis 
para (xu ,X2*), desde que
X* =  MY* + X , -  2ttN, 
Y* =  LY* +  G(X*),
onde N  =  (n i,n 2) são números (inteiros) de rotação nas variáveis x i,x2, isto é,
Y* =  2ttM -1N  
G(X*) =  -27TA.N





| /o |> | foc
onde | /oc |=  max(| / 0i |, | / 02 |).
Denotaremos os pontos fixos por
= (X[N;?1,YÍN;í))
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ou simplesmente
[N; 9],
onde q = 1, 2, 3, 4, supondo
J N ; 1] _  [N;2] [N;3] _  [N;4]
^ l*  ^ l*  ^  ^ l*  --  ^ l*
[N;l] [N;3] [N;2] _  [N;4] '
x 2* x 2* ^  ^ 2 *  x 2*
Note que =  (yju^, 2/ ^ )  é o mesmo para os quatro pontos fixos, isto é,
de q.
2.3.1 Cálculo dos Pontos Fixos
Primeiramente note que
/„, =  —2ttv/2(—2n, +  m ) ^  , í | - 2n , +  n 2 |<
/ 02 =  - 2^ (11! -  ll2) \  I «1 -  «2 l< ãilSís
Daí temos que:
(i) Para 0 < f 0 < 2n temos que
—2ni +  ?t.2 |=  0 í —2ni +  n-2 =  0 \
=> < = ^ n i = n 2 =  0 ^ - <
ni -  n 2 |=  0 [ ni -  n2 =  0 [ x 2
Logo, como 0 < xc* < 27r, c =  1, 2, temos
(a?!*, £2*) =  (0, 0), (0, 7r), (tt, 0), (tt, tt) .
> v '
(I)
(ii) Para 2ir < f 0 < 2,k\[2 temos que
— 277/1 ^2 |=  0
ni -  n2 |=  0,1 
de onde surgem até 12 pontos fixos. De fato, temos
( i ) ;
*
*
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ni  =  l , n 2 =  2
Ainda temos que
—2 rii +  n2 =  0 
ni -  n2 =  - 1
Logo
( x u , x 2*) =  (o, 4 *’2):1])> (o, 4 *’2);2]), C77, 4 *1,2);3]), 4 1,2)i4]) ;
Æi* =  arcsen 0
27r£2* =  arcsen
Por fim, temos que
—2 / / ] -)- ? / 2 =  0
n i -  n 2 =  1
(Ha)
ni = —1, n2 — —2
oq* =  arcsen 0
27r£2* =  arcsen — ^
Logo
( x u , x 2*) =  (0 ,4*  2);1])> (0>4(* 2);2])> C77,^ *  2);31)> t77,^ *  2);4]) •N--------------------------------------------- v----------------------------------------------'
(Ilb )
(iii) Para 2ir\ /2  < f 0 < Aix temos que
| - 2ni +  n2 | =  0,1 
| ni -  n2 \— 0,1
de onde surgem até 36 pontos fixos: além de (I), (H a) e (H b), um cálculo análogo 
aos anteriores resulta em mais 24 possibilidades. Por exemplo:
—2ni + n2 — — 1 í Xu  =  arcsen —̂
rii =  n2 = 1 =>- < 70
ni — n2 =  0 I oq* — arcsen 0
acarreta
{xu , x 2íf) =  0), (4 *’1);21, 77), (4 (*1,1)i3l>°)> (4 *1’1);4l>7r)
Se / o>27t\/2
(iv) fo —y oo =>• (número de pontos fixos) —>• oo. 
Exem plo: Para / o  =  9 temos
(n , ,n 2) (^1* 5 %2*)
(0. 0)
(1. 2)
( - 1, - 2)
(1. 1)
( - 1. - 1)
(I)
(0 ,0,773),(0, 2,369),(tt, 0,773), (tt, 2,369) 
(0, 3,914),(0, 5,510),(tt, 3,914), (tt, 5,510)
(1.411.0),(1,411, tt),(1,730, 0), (1,730, tt)
(4.553.0),(4,553,tt),(4,872,0), (4,872,tt)
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Usamos que (ver [16])
(xu ,X 2* ,yu ,y 2*) é ponto fixo para (n i ,n2) 7̂  (0, 0) se, e somente se,
(27r — aq*, 27t — x 2*, —yu, —y2*) é ponto fixo para (—rq, —n 2).2
Daí x c* =  arcsen ^  para (rq ,n 2) se, e somente se, 27t — xc* =  arcsen — ^  para 
( - 711, - 712).
Então, para resumir este capítulo, obtemos o MRDP e um modo de determinar seus 
pontos fixos a medida que varia 0 seu parâmetro / 0, intensidade da força aplicada numa 
das duas hastes que compõe o rotor.
2De fato, o mapa do rotor duplo é invariante pela mudança de variáveis (an,£ 2, 2/1 , 2/2) *-> (27t — Xi , 2ir — 
X2, -y i ,~y 2)-
Capítulo 3
H iperbolicidade, Som bream ento e 
Variabilidade de D im ensão Instável
Como dito na introdução, este capítulo estabelece os conceitos e resultados matemáticos 
(inclusive os numéricos) para estudarmos não apenas o MRDP, como também famílias de 
mapas bidimensionais (construídos via acoplamento) que serão estudadas no capítulo 5.
Primeiramente consideraremos algumas condições.
• Sejam f  : 7Zd —> 7Zd um difeomorfismo1 e (i n)nez  a sequência de compostas de f  onde 
f 0 é a identidade.
• Seja A um subconjunto compacto de %d. Considere ainda que A é um conjunto 
invariante por f, isto é, f"(x) E A, Vn, Vx E A. Para x 0 E A definimos f n(x0) =  x n.
Numericamente f  pode ser vista como uma regra que determina uma fórmula de recorrência, 
isto é, x n+i =  f(x n). Fisicamente o domínio n-dimensional de f  pode ser visto como um 
espaço de estados n-dimensional. A pode ser considerado como um conjunto atrativo de 
trajetórias deste espaço.
• Seja F 1“ (respectivamente, E *) a variedade linear instável (respectivamente, estável) 
gerada pelos autovetores associados aos autovalores de módulos maiores (respectiva­
mente, menores) do que 1 da jacobiana D f (x) , Vx E A.




E£ (respectivamente, Ex) é um subespaço vetorial do espaço de estados onde qualquer 
trajetória pertencente ao mesmo se aproxima arbitrariamente de x quando n —>• —oo (res­
pectivamente, n —Y oo).
• Seja A um conjunto hiperbólico, isto é:
(i) Em cada ponto de x  Ç A o espaço de fase pode ser decomposto em uma soma
direta das variedades lineares, isto é,
Tx = E l  © (3.1)
(ii) A decomposição (3.1) varia continuamente com x e, para cada x G A, é invariante 
sob a ação do mapa tangente Dfx • ^x  ̂2f(x)j ÍStO 6,
D fXn(££,, ) = £ £ fl; (3,2)
(iii) Se yo é um vetor que pertence a uma vizinhança suficientemente pequena de 
££ (respectivamente, E x ) e D f(x n)yn =  yn+i para n > 0 (respectivamente, 
D f_1(xn)y„ =  y n_i para n < 0), temos que ||y n — x n || —> 0 (a uma taxa 
constante) se n —> +oo (respectivamente, n —> —oo), Vx0 G A.
Conjuntos hiperbólicos satisfazem propriedades matemáticas interessantes. Como vere­
mos, uma destas propriedades refere-se a capacidade de órbitas numéricas estarem sempre 
arbitrariamente próximas de órbitas verdadeiras.
• Seja {p„}^=0 (embora sejam permitidos a =  —oo ou b = +oo, no que se segue 
consideramos a e b finitos) uma 6-pseudo-órb i ta  para f , isto é, | |p n+i — f(p n) 11 < 6 
para n = a , . . .  ,b — 1.
Para os nossos propósitos, uma pseudo-trajetória é uma lista discreta de números, gerada 
por uma regra de evolução temporal implementada computacionalmente, tal como uma 
aproximação do tipo Runge-Kutta para uma solução numérica de uma EDO. Tipicamente, 
para cada dado número de iteradas, existe uma discrepância entre a regra e a equação 
dinâmica correspondente, devido ao erro de truncamento da regra ou as propriedades de 
arredondamento do computador.
•  Seja {xn} uma órbita verdadeira,  isto é, xn+i =  f(x„).
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Numericamente não existem órbitas verdadeiras. Para os nossos propósitos uma órbita 
verdadeira será um trajetória calculada com a maior precisão possível a partir de uma 
condição inicial. Pseudo-órbitas podem ser obtidas a partir da mesma condição inicial, 
calculadas em precisões menores.
• Considere que {xn} t-sombreia {Pn} em [a,b\, isto é, | |x n — p n || < e para n =  
a , . . .  ,b.
Para as próximas hipóteses, utilizadas no lem a do som bream ento que será apresentado 
na próxima seção, é importante dizer que o conjunto atrativo A é um a t r a to r  se a seguinte 
definição operacional é satisfeita: A é um conjunto no qual pontos f n(xo), para n suficien­
temente grande, se acumulam. Ainda, a união de dois atratores disjuntos, se existem, não 
é um atrator.
• Seja Xo £ 7Zd um ponto e r r á t i c o , isto é, existe alguma vizinhaça do mesmo, digamos 
UXo, tal que i n(UXo) fl UXo =  0 para n suficientemente grande.
•  Considere o conjunto não e r rá t i c o  Í2(f) =  {x £ lZd : x  não é errático}.2
• Não é difícil demonstrar que (ver [18]) Í7(f) é um subconjunto compacto de 7Zd, 
invariante por f  e que contém todos os atratores do sistema dinâmico.
3.1 Algumas Propriedades M atem áticas de Conjuntos 
Hiperbólicos
Considerando as definições e notações anteriores temos que:
(H l)  E£ n Ex = {0}, Vx £ A.3 Isto segue diretamente do item (i) anterior.
A propriedade (H l)  significa que o ângulo entre as variedades lineares Ex e E£ não pode 
ser nulo.
(H2) d im £ “>s =  d im E “^ ,  Vx £ A.
2Os pontos periódicos de f são claramente não erráticos.
3Na verdade, x =  0 é o vetor nulo do espaço vetorial Tx .
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De fato, como f  é um difeomorfismo, D fx : Tx —> Tf(x) é um isomorfismo, Vx G A. Daí, por 
(3.2), a restrição Dfx |.E“’s : E “,s —> também é um isomorfismo, Vx G A. O resultado 
segue do fato de que dois espaços vetoriais são isomorfos se, e somente se, têm a mesma 
dimensão. Uma consequência da propriedade (H2) é que a dimensão instável (estável) é 
invariante ao longo de uma trajetória típica em A.
(H3) Variedades locais (não lineares) estáveis e instáveis podem ser definidas para cada 
x  G A. Estas são tangentes as respectivas variedades lineares estáveis e instáveis (ver 
[18] e [19]).
A variedade instável (estável) tangente a E “ (E£) é um conjunto invariante por f  defi­
nido por Wf: =  {y G lZd\ f n(y) —>• x quando n —¥ —oo} (W* — {y G TZd\ fn(y) —>• 
x quando n —>■ oo}).
(H4) Pequenas perturbações no sistema hiperbólico com atrator caótico não afetam o 
“sombreamento” de órbitas perturbadas por “verdadeiras” ad infinitum (ver [1] e
[2]). A figura 3.1 ilustra o sombreamento de uma pseudo-órbita por uma órbita 
“verdadeira” do sistema.
Figura 3.1: Dada uma trajetória perturbada (com ruído) com condição inicial Xo, é possível 
obter outra condição inicial x '0 da qual parte uma trajetória verdadeira (sem ruído) que 
evolui próxima da órbita perturbada que parte de x 0.
Na verdade temos o seguinte resutado de [l],4
Lema do Som bream ento 3.1 Supondo que f  satisfaz o axioma A, isto é,
4Na verdade tal resultado foi estabelecido na página 38 de [20], para o caso de um difeomorfismo 
de Anosov, sendo que sua demonstração é uma variação da demonstração que aparece em [2]. f é  um 
difeomorfismo de Anosov se está definido numa variedade que é toda hiperbólica.
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A l.  íí(f) é hiperbólico, e,
A2. 0  conjunto dos pontos periódicos d e i  é denso em
temos que, para cada e > 0, existe um ô > 0 tal que, toda 8-pseudo-órbita {pn} da restrição 
f  | A é e-sombreada por alguma órbita verdadeira {xn}, para alguma condição inicial Xo G
n d.
Exem plo de um conjunto não-hiperbólico onde não existe som bream ento a 
tem po infinito: Seja /o o parâmetro de controle do MRDP. Existe não-hiperbolicidade 
numa vizinhança de / 0 =  8 (Ver, por exemplo, [10] e [11]). Isto se reflete numa perda de 
confiabilidade das trajetórias numéricas. Por exemplo, da figura 3.2 é possível inferir que 
não importa com que precisão numérica iteremos uma mesma condição inicial: depois de 
poucas iteradas, as pseudo-órbitas originárias da condição inicial (computadas em precisões 
diferentes) divergem exponencialmente.5 Tal exemplo nos inspira a questionar os problemas 
advindos da não-hiperbolicidade de um conjunto invariante.
3.2 Falha na Hiperbolicidade
Considerando as definições e notações anteriores temos que:
1. Um atrator não é hiperbólico se existe x no mesmo cujas variedades estável e instável
se interceptam tangencialmente. Nestas tangências (homoclínicas) E “ e E * não são 
definidas (ver propriedade (H l) anterior). (Ver figura 3.3).
Tem po de sombream ento: finito mas longo o suficiente para obter informações sobre o 
sistema. (Ver [5], [6], [7] e [8]).
2 . Abraham e Smale [9] exibiram um difeomorfismo com conjunto invariante tal que
d im E “ =  1, 2, dependendo de x (ver figura 3.4). Tal comportamento é dito Va­
riabilidade de Dimensão Instável (VDI). (Ver [4], [9], [10] e [ l l ])).6
Tem po de sombream ento: suficiente para se obter informações estatísticas de alguns 
sistemas pseudo-determinísticos. (Ver, por exemplo, [12]).
5Posteriormente calcularemos o tempo de sombreamento de tais trajetórias. Tal tempo, a menos de 
erro numérico, terá um bom ajustamento (do inglês fitting) com o da figura 3.2.
6Foi em [9] que a VDI primeiramente apareceu.
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Figura 3.2: Iteração da condição inicial (5,5,5,7,0,0,0,0) para o MRDP em precisões simples 
e dupla, divergindo exponencialmente a partir da décima oitava iterada. Aqui, /o =  7,5.
V ariedade Instável
Figura 3.3: Tangência Homoclínica entre Variedades Estável e Instável de um Ponto Fixo 
(de Sela).
No capítulo um foi dito que se existe VDI as trajetórias numéricas são confiáveis por pouco 
tempo (ver também a figura 3.2). O motivo é que uma órbita típica tem segmentos de 
órbita que na média são repulsivos em uma dimensão e segmentos de órbita que na média
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Figura 3.4: Crise de Identidade: Uma órbita típica (do conjunto invariante) ao passar nas 
vizinhanças de pontos como P  e Q acima, não sabe se fica com uma ou duas direções 
instáveis.
são repulsivos em duas dimensões. Isto tem sido verificado numericamente, inclusive para 
o MRDP, via a flutuação dos expoentes de Lyapunov a tempo finito em torno de 0 (ver, 
por exemplo, [10], [11] e [21]).
Agora vamos elaborar melhor sobre tais expoentes.
3.3 Expoentes de Lyapunov a Tempo Finito
Seja n um inteiro positivo. O k-ésimo expoente de Lyapunov a tempo n associado 
a condição i n i c i a l  xo é dado por (ver [22])
A*(x<,; n) =  -  ln |D fn(x0) • u*|, (3.3)
n
onde Ufc é o autovetor de Df"(xo) associado ao autovalor <7fc(xo, n ), sendo cri(xo, n) > ■ ■ ■ > 
ffd(x0,n) > 0.
3.3 E xpoentes de Lyapunov a Tem po Finito 31
Exem plo: Na figura 3.5 temos a distribuição dos expoentes de Lyapunov a tempo 
finito mais próximos de zero para o MRDP.
*,(15)
Figura 3.5: Distribuição de probabilidade P ( A2, 15) para o segundo expoente de Lyapunov 
a tempo 15, considerando o MRDP para / 0 =  8,0. Seguindo o algoritmo numérico dado no 
final desta seção, a figura foi obtida a partir de 1000 condições iniciais geradas de forma 
aleatória. Para cada uma destas, após um transiente acima de 6000 iteradas, calculamos 
os A2(15) 10000 vezes ao longo da trajetória.
E conveniente ressaltar que, considerando (sem perda de generalidade) u*, normalizado, 
a equação (3.3) passa a ser a equação
Afc(x0;n) =  -ln<Tfc(x0,n). (3.4)
n
Como já  citado anteriormente no capítulo um, uma indicação numérica da VDI é o com­
portamento flutuante (em torno de zero) dos Afc(n) mais próximos de zero. Isto porque, 
na presença de VDI, existem pontos instáveis com diferentes dimensões instáveis, o que faz 
que uma órbita típica contida no atrator visite vizinhanças suficientemente pequenas de re- 
pulsores e pontos de sela. Isto significa que existem segmentos a tempo n (que representam
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n iteradas de um mapa) para os quais a trajetória é, em média, transversalmente atrativa 
ou repulsiva. Isto é quantificado pelos Àfc(n): quando segmentos a tempo n de uma tra­
jetória são tais que existe uma contração (expansão) média ao longo de suas autodireções, 
o correspondente A*(n) é negativo (positivo). Daí, se o conjunto caótico invariante exibe 
VDI, existem segmentos a tempo n de uma trajetória típica para os quais A*(n) é positivo, 
ainda que o expoente de Lyapunov a tempo infinito Afc(oo) seja negativo. O fato de que, 
devido a VDI, A*,(n) flutua erraticamente em torno de zero, encoraja o uso dos A*,(n) como 
variáveis aleatórias e de sua distribuição de probabilidades P(Xk,n).
3.3.1 Propriedades dos Àfc(xo; n)
Considerando as definições e notações anteriores temos que:
L l. Afc(x0,n) mede a variação local da taxa de contração ou expansão de pequenas per­
turbações numa órbita a cada n passos ao longo da órbita a partir de x 0;
L2. n —> oo =>- (Afc(n)) —> A&(oo);
L3. A distribuição de probabilidade P(Xk,n)  dos Afc(n) conta o número (normalizado) de 
vezes que cada um dos valores de A*,(n) aparece a medida que x 0 varia no atrator;
L4. Podemos tirar informações importantes de P(Xk,n)  examinando suas médias e mo­
mentos em torno da média.
L5. Abarbanel e colaboradores (ver [23]) mostraram que médias e momentos em torno da 
média respeitam uma lei de potência aqui ilustrada pela variância: a2 oc n~", onde 
v > 0,5.
Na verdade, embora em [23] seja estabelecido que v «  0,5 — 1,0, não são apresentados 
quaisquer argumentos (geométricos ou de qualquer outro tipo) que justifiquem os valores 
observados de v. De fato, os autores destacam que, embora os únicos argumentos que eles 
conseguiram construir ou encontrar na literatura especializada (ver [24], [25] e [26]) sugerem 
v =  0.5 ou v — 1.0, em seus cálculos não surgem nem v =  0.5 nem v =  1.0. Os argumentos 
baseados em hipóteses do tipo “Teorema do Limite Central” (ver [25] e [26]) obtêm n -1/2, 
enquanto que aqueles baseados em analiticidade no tempo obtêm n -1 (ver [24]). Contudo, 
em [27] é verificado que a variância pode decair, de forma anômala, como l / n 2.
L6. A flutuação dos A^(n) em torno de 0 é consequência da VDI.
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Vamos demonstrar a propriedade L6 anterior, isto é, se existe VDI então os À*,(n) mais 
próximos de zero flutuam em torno do mesmo. De fato, sabemos que se existe VDI pode­
mos exibir trajetórias com dimensão instável não invariante ao longo das mesmas. Con­
siderando uma destas trajetórias com condição inicial Xo no conjunto caótico invariante, 
temos que existe um conjunto infinito de inteiros rii e ri2 suficientemente grandes, tais 
que as jacobianas D f(fni (x0)) e D f(fn2(x0)) têm, digamos, 1 e 2 autovalores de módulos 
maiores do que 1, respectivamente. Considere x 0 numa vizinhança de um ponto fixo 
com duas direções instáveis. Considere que m (x0) iteradas de f  a partir de xo repre­
sentam um trecho da órbita em que D f(xj) têm apenas um autovalor de módulo maior 
do que um, i =  0, . . . ,  m (x0), e, devido a órbita se aproximar do ponto fixo citado acima, 
D f(x m(Xo)+i), D f(x m(Xo)+2) , . . . ,  D f(x m(Xo)+s) têm dois autovalores de módulos maiores do 
que um.
Embora estejamos trabalhando com conjuntos que não são hiperbólicos, é correto afir­
mar que x 0, x 1;. . . ,  x m(Xo) é um conjunto (discreto) hiperbólico.7 Agora, seja a0 o único 
autovalor com módulo maior do que um de Df(xo). Seja u 0 € E “ um autovetor de Df(xo) 
associado a cr0. Daí, por argumento de continuidade (lembrar que D fXo(E “ ) =  EXl), temos 
que D f(x 0) • Uo =  Ui G E “ é uma autodireção instável. Como Df(xx) tem apenas um 
único autovalor de módulo maior do que um, ui é um autovetor de Df(xx) associado a 
tal autovalor. Também por argumento de continuidade no trecho hiperbólico, temos que 
D f(x i) • Ui =  U2 £ E “2- Seguindo tal argumento mais algumas (n) vezes, temos que 
D fn(x0) • u 0 =  rL=o,...,n-iD f (x i) • uo =  u n G E%n. Um argumento semelhante demons­
tra  que se uo G então D fn(x0) • Uo =  u„ G E^n- Assim concluimos que se Df(xj) 
têm apenas um autovalor de módulo maior do que um (uma única autodireção instável), 
i =  0, . . . ,  n — 1 < m (x0), então D fn(x0) também tem apenas uma autodireção instável.
Se denotarmos, por abuso de notação, f(x m(Xo)+1) =  x 0, uma argumentação semelhante 
a anterior demonstra que se D f(x  i) têm apenas dois autovalores de módulos maiores do 
que um (apenas duas autodireções instáveis), i =  0, . . . ,  n — 1, então D fn(xo) também tem 
apenas duas autodireções instáveis.
Assim, usando a definição (3.3) e sabendo que D f” (x0) terá um ou dois autovalores de 
módulos maiores do que 1, dependendo de n, temos que A*,(n) (sendo u 0 =  u*, para algum 
k adequado da definição (3.3) ) será menor ou maior do que zero, dependendo da iterada 
n ao longo da trajetória.
7O conjunto caótico invariante não é hiperbólico nos pontos fixos com um número diferente de direções 
instáveis. As falhas no sombreamento nos trechos não-hiperbólicos das trajetórias (que se aproximam de 
tais pontos fixos instáveis) são conhecidas como “glitches” (ver [10]).
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A argumentação anterior demonstra a propriedade L6 . Será que a recíproca é verda­
deira? Isto é, a flutuação dos expoentes de Lyapunov mais próximos de zero em torno do 
próprio zero implica em VDI?
Para sistemas caóticos não-hiperbólicos via tangências homoclínicas (por exemplo, para 
os mapas de Hénon e Ikeda), os A*,(n) (k = 1,2) flutuam, mas aparentemente não em torno 
de zero. Isto pode ser verificado em, por exemplo, [11] e [23]. (De fato, em [11] é argu­
mentado que mapas bidimensionais caóticos não-hiperbólicos via tangências homoclínicas 
não podem apresentar VDI). Na figura 3.6 podemos ver um exemplo deste comportamento 
para o mapa de Ikeda zn+í =  a +  bzn exp(ík — 1+j° |2), onde z — x + iy, com parâmetros 
a = 1,0027, b =  0,9, k =  0,4 e a  =  6,0. Contudo, uma resposta a pergunta anterior merece
Aj(10)
Figura 3.6: Distribuição de probabilidade P(\-2, 10) dos A2(10) para o mapa de Ikeda com 
parâmetros de regime caótico. Note que parece existir uma barreira para os A2(10) próximos 
de zero.
ser melhor trabalhada. Caso seja negativa, isto é, se obtermos um contra-exemplo no qual 
ocorra a flutuação dos expoentes de Lyapunov a tempo finito mais próximos de zero (em 
torno do mesmo) sem a ocorrência de VDI, o teste de tal flutuação para se detectar VDI 
deverá, naturalmente, ser utilizado com algum critério.
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Seguindo o algoritmo numérico dado a seguir, a figura 3.6 foi obtida a partir de 1000 
condições iniciais geradas de forma aleatória. Para cada uma destas, após um transiente 
correspondente a 1000 iteradas, calculamos os A2(10) mil vezes ao longo da trajetória.
3.3.2 Cálculo Num érico dos A*(n)
Para calcular os À*(n) utilizamos um método numérico similar ao método Eckmann-Ruelle 
que se encontra nas páginas 650-651 de [28]. Basicamente, procedemos da seguinte ma­
neira:8
(I) A partir de uma condição inicial, iteramos f até que o transiente9 do sistema tenha
terminado;
(II) Seja x 0 uma iterada de f, passado o transiente. Calculamos f*(x0) e D f(fl(x0)), 
i =  0, . . . ,  n — 1;
(III) Calculamos a matriz D fn(x0), que é o produto das jacobianas do item (II) anterior;
(IV) Se D fn(x0) não for simétrica, utilizamos a rotina balanc de [29]10;
(V) Fazemos a redução de D f"(x 0) a forma de Hessemberg via a rotina elm hes de [29];
(VI) Calculamos os autovalores de D fn(x0) utilizando a rotina hqr de [29];
(VII) Calculamos os Àfc(n) utilizando os autovalores do item (VI) e a equação (3.4);
(V III) Ordenamos os A*,(n) em ordem crescente e os registramos;
(IX) Recomeçamos a partir do item (II), permutando x 0 por f n(x0). Este item deve ser 
repetido um número suficientemente grande de vezes;
(X) Repetimos o item (I) quantas vezes forem necessárias.
Seguir tal procedimento é estar muito próximo de se obter uma população suficientemente 
grande das variáveis aleatórias \k(n)  para que se possa conseguir uma boa estatística.
8 O uso das rotinas do numerical [29] neste algoritmo foi uma idéia original do Professor Dr. Antônio
M. Batista, da Universidade Estadual de Ponta Grossa-PR.
9 Em teoria o transiente representa a evolução temporal do sistema antes do mesmo atingir seu estado
final. Na prática, se o estado final não for uma órbita periódica, iteramos f um número suficientemente
grande de vezes para tentar eliminar o transiente.
10Tal item é necessário pois a próxima rotina numérica só funciona para matrizes simétricas.
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Resumindo este capítulo, estabelecemos alguns conceitos matemáticos, sendo que os 
mais importantes, descritos aqui com abuso de linguagem, são os seguintes: (1) Um con­
junto invariante caótico ter a sua hiperbolicidade quebrada via VDI significa que trajetórias 
(numéricas) neste atrator deixam de representar órbitas verdadeiras do sistema, sendo que, 
como veremos, o problema se torna mais agudo quando a VDI é máxima; (2) Na literatura 
científica disponível, o que tem detectado a VDI é a flutuação dos expoentes de Lyapunov 
a tempo finito em torno de 0.
Os próximos capítulos abordarão sombreamento, VDI e expoentes de Lyapunov a tempo 
finito para o MRDP e mapas bidimensionais de co-dimensão um.
Capítulo 4
Variabilidade de D im ensão Instável 
para o M apa do R otor D uplo Pulsado
Neste capítulo vamos estudar a VDI para o MRDP. Inicialmente vamos fundamentar mate­
maticamente a ocorrência de VDI em torno de /o =  8, sendo que, numericamente, tal fato 
já  é bem conhecido (ver, por exemplo, [10]). Vamos ainda estabelecer (aproximadamente) 
a partir de qual valor de / 0 ocorre a VDI. Contudo, o que acarreta a VDI no seu limiar 
será assunto do penúltimo capítulo. Antes, no próximo capítulo, exibiremos outras formas 
de ocorrência de VDI para outros tipos de mapas.
A partir da jacobiana do MRDP
obtemos que, em uma vizinhança do forçamento /o =  8, existe um único autovalor que 
acarreta uma bifurcação de co-dimensão 1, isto é, igual a 1 ou a -1, apenas para [N = 
(0,0); q = 4], isto é, P^- =  (n, ir, 0 ,0).1 (Os tipos de bifurcações de co-dimensão 1 mais
1 Quando calculamos os pontos fixos para o MRDP, vimos que em tal vizinhança, existem 12 pontos 
fixos. Vão surgir novos pontos fixos só a partir de /o ~  8,89.
D zF(Z) =
h  M
H(X') L +  H(X')M
onde o termo não linear é dado por
e da equação característica
P (s ) = | D z F(Z„) -  s l4 1=1 S2I2 -  s(I2 +  L +  H M ) +  L |=  0, (4.1)
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importantes serão vistos no próximo capítulo). Na verdade, para P w, temos S2 =  —1, onde 
Si < S2 < S3 < S4 são as raízes de (4.1) (ver figura 4.1).
Figura 4.1: Gráfico de s2 dependendo de / 0.
4.1 Teoria da Variedade Central e o Mapa do Rotor 
Duplo Pulsado
Aqui vamos argumentar que, assim como para o parâmetro /o — 4,27, em P^ existe uma 
bifurcação de duplicação de período para /o ~  8,11. Tal fato está ligado a ocorrência de 
VDI onde a mesma é máxima. A fundamentação destes e de outros fatos terá lugar a 
partir da próxima subseção. No início desta seção estaremos apenas destacando alguns dos 
resultados relacionados com a VDI para o MRDP e o caminho para obtê-los. Considere o 
seguinte:
• Considerando / 0 8,11, DF(P^-) tem apenas um autovalor igual a —1, os outros têm
módulos diferentes de 1;
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• Autovalor da bifurcação e m P ,:  —1;
• Quando P^ bifurca pela primeira vez em f 0 ~  4,27 (ver figura 4.2), este vem estável
Figura 4.2: Diagrama de Bifurcação para /o G [4,0,6,0]. Para cada um dos 8000 valores 
de /o considerados, iteramos cada uma das 500 condições iniciais consideradas, desconside­
rando transientes correspondentes a mais de 6000 iteradas.
e perde a estabilidade via um único autovalor s =  — 1, passando a ter 3 autodireções 
estáveis e uma instável até /o < foc ~  8,1104126. Daí temos du = 1 neste intervalo. 
P^ tem uma segunda bifurcação em /o =  /oc, já  no conjunto caótico (ver figura (4.3) 
para verificar que para tal forçamento já  temos caos) e s2 =  — 1 como acima, passando 
a ter duas autodireções estáveis e duas instáveis (du = 2) para /o > foc• Ainda, toda 
pré-imagem de P^- herda tal propriedade;
• Devido a existirem, após tal bifurcação, um conjunto C enumerável infinito de pontos 
fixos (P,r e suas pré-imagens, que são na verdade pontos do tipo “eventually fixed 
points” mergulhados no conjunto caótico [30]) com dimensão instável igual a dois e 
um conjunto (parte do complementar de C) não enumerável de pontos com dimensão 
instável igual a um, /o =  foc identifica a ocorrência de VDI;
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Figura 4.3: Diagrama de Bifurcação para /o £ [6,0,8,0]. Para cada um dos 8000 valores 
de /o considerados, iteramos cada uma das 500 condições iniciais consideradas, desconside­
rando transientes correspondentes a mais de 6000 iteradas.
Isto ainda não significa que (P ^/oc) representa o limiar (onset) da VDI (como veremos 
em breve). Por outro lado, no penúltimo capítulo exibiremos outro ponto fixo (diferente 
de Pjr), tal que, juntamente com as suas pré-imagens, formam um conjunto enumerável de 
pontos com dimensão instável igual a 2, já  para /o < foc• Isto revela a ocorrência de VDI 
antes de 8,11.
• Bifurcação em P^: Duplicação de Período;
Os resultados dados a seguir (fundamentados a partir da próxima subseção) atestam o 
último item.
• Pela Teoria da Variedade Central (ver o teorema do início da próxima subseção e 
também [19], páginas 357-374. Por tal teoria, a dinâmica do sistema pode ser reduzida 
a dinâmica restrita a variedade central), temos a seguinte candidata para ser a forma 
normal associada a bifurcação de duplicação de período:
f (u ,  /o) = - U -  (/o -  foc)u + U3, u e  n \  fo £ (4.2)
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Para tal forma estamos supondo que, após fazermos a redução a variedade central, o ponto 
fixo Pjr foi transformado na origem em 771.
A forma normal para uma família a um parâmetro (/.i) de mapas unidimensionais que 
tem um ponto fixo não-hiperbólico (x,/i) = (0, 0), digamos x  (->• g(x,(j) =  üqh 4- a\x +  
a2p  +  a3x 2 +  a^fxx + a5p  +  a6ir3 + ..., é uma outra tal família x  (->• f ( x , g) tal que, embora 
quase todos os coeficientes a^s de /  sejam nulos (os que não são iguais a zero são iguais a 
1 ou a —1), as dinâmicas de /  e g próximo de (0, 0) são qualitativamente as mesmas.
• O que resta fazer para termos uma demonstração analítica de que, de fato, temos 
uma bifurcação de duplicação de período para (P,r, / 0c) é (ver teorema do início da 
próxima subseção) separar a parte linear da parte não linear do MRDP. A partir de 
tal separação, como temos os autovalores e os autovetores da bifurcação, podemos 
obter a forma de Jordan J  e o MRDP fica








\ w  J
+ termos não lineares )■
Agora, usando uma equação funcional não linear adequada da Teoria da Variedade 
Central (ver [19], páginas 204-210), devemos obter uma forma normal u (->■ f ( u , f 0) 
tal que, como a (4.2), satisfaz (ver [19], páginas 373-374):
/ ( 0, 0) =  0,
d l
















Para tal forma transladamos 7r para 0 e /oc para a origem.
Na próxima subseção vamos usar a teoria da variedade central para fazer uma demons­
tração parcial de que, de fato, temos uma bifurcação de duplicação de período em (P w, / 0c).
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4.1.1 Dinâm ica sobre a Variedade Central
Primeiramente vamos apresentar alguns resultados da Teoria da Variedade Central. Tais 
resultados podem ser encontrados em, por exemplo, [19], páginas 205 - 210.
Teorema da Variedade Central 4.1 É possível escrever qualquer mapa n-dimensional 
de classe Cr (numa vizinhança suficientemente pequena da origem) na forma
x Ax  +  f (x ,  y, z), (4.3)
y B y  + g(x, y, z), (4.4)
z i-)- Cz + h(x ,y ,z ) ,  (4.5)
ou
*̂ n+1 AXji ~h f ( x n, yn, znfi
Un+1 — B y n -t- g(xn, yn, znfi
Zji+i — Czn H- h{xn, yn, znfi
onde (x, y , z) G 71° x TV x 7Zu, c +  s + u — n,
/ ( 0,0,0) =  0, D f { 0,0,0) =  0,
<7(0,0,0) =  0, Dg(0,0,0) = 0,
h(0,0,0) = 0, Dh(0,0,0) =  0,
e f , g e h  são de classe C r (r > 2) numa vizinhança da origem.
A (respectivamente B, respectivamente C) é uma matriz c x  c (respectivamente s x s, 
respectivamente u x u) cujos autovalores têm módulos iguais a (respectivamente menores 
do que, respectivamente maiores do que) 1.
Evidentemente (x , y , z ) — (0,0,0) é um ponto fixo instável de (f.3-f.5), a menos que 
u — 0, sendo que, neste caso, a linearização é insuficiente para o estudo da estabilidade em 
torno de (0, 0, 0).
Existe uma variedade central para (f. 3-f. 5) que pode ser representada localmente como 
um gráfico do seguinte modo
W c(0) =  { (x , y , z )  6 TV x TV x 72-“ : y =  hfix),  z =  h2 {x), hfi0) =  0, Dhfi0) =  0, * =  1,2}, (4.6)
para x suficientemente pequeno.
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A restrição de (4-S-4-5) a variedade (4-6) é, para w suficientemente pequeno, dada pelo 
mapa c-dimensional
w H-» Aw  +  f (w ,  hi(w), h2(w)). (4.7)
Se u =  0 então (4-V determina a dinâmica (o tipo de estabilidade) em torno da origem de 
(4.3-4.5).
Utilizando o fato de que (4-6) é invariante sob a dinâmica gerada por (4 .3-4-5), obtemos 
x n+1 = A x n + f { x n, h l {xn) ,h 2{xn)),
Vn+l h \ Í A n + l )  ~  B h \ ( x f )  -\- g{Xni  h l  {Xn)i h 2 ÍX n f ) ,
Zn-\-1 — ^ ( - ^ n + l )  =  Ch2(xn) -|- h(xn, hi ( x n ) ,  h2(xn)) ,
isto é,
fifi(hi(x)) =  hi(Ax + f (x ,  hi(x), h2(x))) -  B h f x )  -  g(x, h f x ) ,  h2(x)) =  0, (4.8) 
J\f2(h2(x)) = h2(Ax + f ( x , h i ( x ) , h 2(x))) -  Ch2(x) -  h (x ,h i (x ) ,h 2(x)) = 0. (4.9)
Podemos, sem perda de generalidade, tomar uma aproximação de uma solução de (4 .8- 
4-9) via uma expansão em série de potências, isto é, sejam <f>i>2 : 1Zc (->• 7ÍS’U mapas com 
4> 1,2(0) =  0, 2(0) =  0 e =  0 ( | x |9) quando x —> 0 para algum q > 1. Dai
^ 1,2(2) =  1,2(2:) +  0 (| x |9) quando x  —>• 0.
Agora é conveniente observar que nos cálculos abaixo foi utilizado o “software” Maple.
Isto posto, inicialmente escreveremos 0 MRDP como em (4.3-4.5). Para tanto, fixaremos 0
parâmetro de controle em / 0c ~  8,1104126 e faremos a translação
P 7T t (0, 0, 0, 0)
concomitantemente com a expansão de Taylor para o MRDP.
Assim, seja
Z ^  F(Z)
o MRDP como dado no capítulo 2, onde Z =  ( x i , x 2, y i , y 2y  e F(P^) =  P w =  (7r ,7r ,0 ,0)(. 
Considere ainda que F =  (Fi,F2, F3, Ff), onde as componentes de F são dadas por
Fi(Z) = Xi + M n yi + M 12y2 (mod 2n),
F2(Z) =  x 2 +  M 21yi + M 22y2 (mod 27t),
-̂ 3(2 ) =  sen Fi(Z) +  L n yi +  L í2y2,
F i(Z) =  /o sen F2{fL) + L 2iy\ L 22y2,
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sendo e as entradas das matrizes M  e L, respectivamente, i , j  — 1,2, como dadas 
no capítulo 2.
Agora faremos a seguinte mudança de variáveis
w = («i,m2, üi, v2y = z pt
concomitantemente com a expansão
+ W  F (W ) =  F ^  +  W ) =  P w +  D F(P^) • W  +  0(\  W  |2).
Daí temos F ((0 ,0, 0, 0)*) =  (0, 0, 0, 0)4 e
Fí<wl = EãF(p'>'"'' + 5 E  (P.)-wfi,vyi, + ...,
i=l 2 . 4^, dzhdzi2 2 1 ,1 2 = 1  1 J
j  =  1, 2, 3,4, isto é,
F (W )
1 0 M n M \2 U i
0 1 M 2 i M 2 2 U 2
fo
V 2
0 L n L \2 V l
0 ~ f o L 2 1 — / 0 A / 2 1 L 2 2 —  / 0 M 2 2 . V 2 .
+
/o
- ^ = ( u j  +  +  3 M \ 2 v \ v \  +  3 A f ^ u i V j  3 M ^ 2 u l v 2 6 M n M i 2 W i ' ui 'y2 +  M \ 2 V\ v 2 +  3 M \ \ M ^ 2 V\ V2 M \ 2 V2 )
U2 +  3M 2 1U2V1 +  3 M 2 2 u 2 v 2 +  S itia i'U 2 'U i "4 ^ ^ 2 2 U2 V2 ^ ^ 2 \ ^ 2 2 U2 V1 V2 “1" 3 M 2 i ^ 2 2 v i v 2 “I" ^ ^ 2 1  ^ 2 2 v ^v 2 “f” ^ 2 1 v l  ^ 2 2 v 2
Considerando que
D F (P ff) =
+  .
1 0 0,48596 0,21335 ^
0 1 0,21335 0,69932
-5,73493 0 -2,54554 -0,95096
0 -8,11041 -1,45778 -5,15772
é a matriz da parte linear da expansão e usando um pouco de álgebra linear (considerando 
que a matriz formada pelos autovetores de D F(P^) é dada por
T  =
0,17651 1,49479 1,45155 0,06284 ^
-0,04529 -1,22614 0,72154 0,13362
-0,90446 -4,71523 -3,45360 -0,28647
0,40547 3,30040 -0,16422 -0,95601 /
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onde, obviamente,
(  -6,29876 2,28573 -2,19663 0,56367 ̂
0,64814 -0,75190 0,12000 -0,09845
0,81224 0,57100 0,16718 0,08310
\  -0,57346 -1,72440 -0,54608 -1,16109 )
representa a inversa de T), temos que o MRDP passa a ser escrito como
T - i
T _1W  i—>• F(w, x, y, z)\  =  T _1F (T T _1W ) =  _T_1D F (P W) • T T _1W  +  T _1G (T T _1W ),2 
isto é,
= T ~ 1 W = J
(w, x , y , z f  i-4 J (w, x, y, z )4 +  termos não lineares, 
onde a forma de Jordan é dada por
- 1  0 0 0 \
0 -0,06188 0 0
0 0 -0,18037 0
V 0 0 0 -4,46101
e o primeiro termo não linear é dado por
J =
onde
(f{w, x, y, z),gi(w, x, y, z),g2{w, x, y, z), h{w, x, y, z ) f ,
f ( w , x , y , z )  — 0,01851u/2£ +  0,05077u/2y +  0,05222u;2,2 +  0,0101 lieo;2 +
+  0,07796u/y2 +  0,12416u/,z2 +  0,05180rca;y +  0,04829wxz + 
+  0,17927wyz  +  0,11242a;y,z +  0,01162w/3 +  0,00199a;3 +
+  0,03600y3 -  0,11509z3 +  0,01239x2y +  0,00726a;2̂  +
+  0,04287x y 2 +  0,10740a;z2 +  0,09796y2z +  0,02392y^2,
T ( w , x , y , z Y  =
ui =  0,17651«; +  1,49479a; +  1,451552/ +  0,06284* 
«2 =  -0,04529«; -  1,22614a; +  0,72154y +  0,13362* 
«i =  -0,90446«; -  4,71523a: -  3,453602/ -  0,28647* 
«2 =  0,40547«; +  3,30040a; -  0,16422y -  0,95601*
e G (W ) =  O  | W  I2).
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gi(w, x , y, z) =  —0,00105w2a: — 0,00270io2y — 0,00252u>2,z — 0,00062?/;a;2 —
-  0,00447iü?/2 — 0,01120??; z2 — 0,00258??;a;?/ — 0,00151 wxz —
-  0,01172wyz -  0,00937a;?/,z -  0,00064w3 -  0,00015a;3 -
-  0,00177y3 +  0,02565z3 -  0,00047a;2?/ +  0,00055a;2 z -
-  0,00269a;?/2 -  0,01326a;z2 -  0,00258y2z  +  0,01138yz2,
g2(w, x, y, z) =  —0,00133io2a; — 0,00400??;2?/ — 0,00460k;2z — 0,00064?r;a;2 —
-  0,00554u>?/2 — 0,00123wz2 — 0,00440?r;a;?/ — 0,00577wxz —
-  0,01005wy^ -  0,00254a;?/z -  0,00087u;3 -  0,00008a;3 -
-  0,00312y3 -  0,02731z3 -  0,00133a;2?/ -  O,OO231x20 -
-  0,00261xy2 +  0,00560a;22 -  0,01261y2̂  -  0,02545yz2,
h (w ,x ,y , z )  = 0,00378??;2a; +  0,01403?ü2?/+  0,01943?ü2̂  +  0,00114??;a;2 +
+  0,01533?r;?/2 — 0,05404??;;z2 +  0,01760??;xy +  0,03362??;a:z +
+  0,00749wyz  — 0,03417xyz  + 0,00272w3 — 0,00027a;3 +
+  0,01283y3 +  0,34387z3 +  0,00703a;2?/ +  0,01991a:2 z +
+  0,00388a;?/2 -  0,11554a:z2 +  0,07762?/2z +  0,24993?/z2.
Agora, considerando:
• A — —1,
# /  - 0,06188 0 \
\  0 -0,18037 J
• C = -4,46101,
• as séries de potências hi =  üíW2 + h w 3 +  0 (io4), i = 1,2,3, onde os a^s e b^s são 
coeficientes a determinar,
e resolvendo a equação funcional não linear (4.8-4.9)
(hi, h2)t (Aw +  f (w ,  hi(w), h2(w), h3(w))) -  B(hi(w), h2(w))t
- { g \ ,g 2)t{w,hi(w),h2(w),h3(w)) =  (0, 0)*, 
hz(Aw + f (w ,  hi(w), h2(w), h3(w))) -  Ch3(w) -  h(w, h i(w),h2(w), h3(w)) =  0,
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temos que o mapa restrito a variedade central ao longo da autodireção relacionada ao 
autovalor —1 em / 0 ~  8,1104126 é dada por (ver (4.7))
w ^ - w  + 0,01161815371ií;3 +  0 ( w 5). (4.10)
Como estamos fixando o parâmetro /o =  /oc, por tal teoria, o termo de menor ordem 
associado a /o de uma forma normal para uma família de mapas unidimensionais a um 
parâmetro é “mudo” , isto é, é inexistente. Assim, temos uma forte evidência de que o 
mapa (4.10) representa a forma normal que acarreta uma bifurcação de duplicação de 
período com parâmetro fixado. (Compare (4.10) com (4.2)). É válido salientar que (4.10) 
não é a forma normal da restrição do MRDP a variedade central e sim a própria restrição. 
Mas a sua expressão é quase a forma normal.
4.2 Expoentes de Lyapunov Locais e o Mapa do Rotor 
Duplo Pulsado
4.2.1 Distribuições dos À2 (n)
Considerando o MRDP, como visto no capítulo 3, podemos obter uma boa aproximação 
numérica para as distribuições de probabilidade dos expoentes de Lyapunov locais, isto 
é, a tempo finito, por meio de histogramas obtidos via um grande número de órbitas, 
calculando-se tais expoentes a cada n iteradas, passado o transiente, a partir de várias 
condições iniciais.
Em torno de /o ~  8 temos o limiar do hiper-caos onde, a medida que nos aproximamos 
de tal valor, a distribuição no formato de sino fica mais evidente, sendo que, neste caso, 
aproximadamente metade dos A2(n) são positivos e metade são negativos.3 O par (P^, / 0c), 
como determinado na seção anterior, representa o ponto de VDI máxima. Podemos ver um 
deslocamento das distribuições para valores positivos a medida que /o varia na vizinhança 
da trasição para o hiper-caos. (Ver figura 4.4).
4.2.2 Variância
As distorções nas distribuições da figura 4.4, com respeito a Gaussiana, são responsáveis 
pelo comportamento altamente flutuante, antes do hiper-caos, do gráfico da variância a\  
em função do forçamento / 0, como pode ser visto na figura 4.5. Esta figura também ilustra
3 Ver a propriedade L2 dos A*,(n) do capítulo 3.
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*,(10)
Figura 4.4: Algumas distribuições de probabilidade relativas aos A2(10) para o MRDP 
obtidas para diferentes valores de f 0. Cada distribuição foi gerada a partir de valores nas 
mesmas ordens de grandeza daqueles utilizados para gerar a figura 3.5.
que o gráfico é aproximadamente suave após tal ponto. No próximo capítulo veremos outros 
sistemas (com VDI) para os quais as distribuições dos A2(n), além de serem aproximada­
mente Gaussianas, também se deslocam para valores positivos sem, no entanto, vísiveis 
distorções na forma.
4.2.3 M édias
A figura 4.6 corrobora que a média dos expoentes de Lyapunov locais mais próximos de 
0 cruzam o próprio 0 na vizinhança do hiper-caos. Tais médias, como antecipado na 
propriedade L2 do capítulo 3, se ajustam aos expoentes de Lyapunov a tempo infinito 
Afc(oo), k =  1, 2,3 ,4 , como demonstra a figura 4.7 reproduzida de [12]. (Tal figura aparece 
aqui para apresentar uma simulação numérica que não calculamos, mas que tem suficiente 
autoridade para confirmar nossos cálculos).
Embora não tenhamos obtido (nem mesmo encontrado na literatura científica disponível
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Figura 4.5: Variância relativa aos A2(10) para o MRDP em função de /o- Tal diagrama 
reflete as distorções das distribuições para À2(10) no intervalo entre (aproximadamente) —1 
e 1 da figura 4.4.
sobre o assunto) uma demonstração de que a propriedade L2 seja válida independente do 
tipo de distribuição (quer seja normal ou de qualquer outro tipo) que os expoentes de 
Lyapunov a tempo finito possuam, podemos inferir numericamente que tal resultado é 
verdadeiro via a concordância entre os gráficos das figuras 4.6 e 4.7, bem como o gráfico 
dos expoentes de Lyapunov globais, isto é, a tempo infinito, para o MRDP ilustrado em
[16], bastante semelhante ao da figura 4.7, onde tais expoentes são calculados a partir de um 
número grande de órbitas (após longos transientes) e então são obtidas as médias destes 
valores utilizando o método descrito na referência [31]. Uma outra hipótese que reforça a 
propriedade L2, independente do tipo de distribuição que os exponentes de Lyapunov locais 
(como variáveis aleatórias) possuam, é que a propriedade L5 foi obtida em [23] via expoentes 
de Lyapunov a tempo finito que apresentam distribuições completamente distorcidas, sem 
formas definidas, principalmente quando este “tempo finito” é muito pequeno.
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Figura 4.6: Médias dos expoentes de Lyapunov a tempo 10 para o MRDP em função de 
/o- (^2(10)} cruza 0 a uma taxa constante na vizinhança da trasição para 0 hiper-caos.
Figura 4.7: Expoentes de Lyapunov a tempo infinito para o MRDP em função de /o- Figura 
obtida por Lai, Grebogi e Kurths em [12].
4.2.4 Fração dos À2 (n) Positivos
Uma quantidade de interesse, em termos da caracterização da VDI, é a fração 4> dos A2(n) 
positivos.4 O cálculo numérico desta fração é simples: após calcularmos um dos A2(n),
4Tal fração, por exemplo, funciona como um indicativo numérico para a determinação do limiar da VDI.
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calculamos a soma do mesmo com a soma dos calculados anteriormente. Se tal expoente 
for positivo, calculamos a soma do mesmo com a soma dos outros positivos calculados 
anteriormente. Após termos executado tal procedimento para uma quantidade suficiente 
dos A2(n), dividimos a última dessas somas pela primeira. Tal cálculo numérico pode ser 
visto na figura 4.8. Aqui, a transição para o hiper-caos é identificada com a fração positiva
Figura 4.8: Fração dos À2(10) positivos para o MRDP em função de /o- A transição para 
o hiper-caos é identificada com a fração positiva de metade dos A2(10). Na figura 4.4, para 
tal valor, a distribuição é simétrica a, e com máximo na, reta A2(10) =  0. O limiar para a 
VDI (/o ~  6,8) não coincide com o do hiper-caos.
de metade dos A2(10). Podemos ver que na figura 4.4, para tal valor, a distribuição é 
simétrica a, e com máximo na, reta A2(10) =  0. Na figura 4.8 ainda é vísivel que o limiar 
para a VDI (em /o ~  6,8)5 não coincide com o do hiper-caos. No penúltimo capítulo vamos 
revelar o culpado por tal limiar.
5 Como demonstrado no capítulo 3, VDI implica em flutuação dos expoentes de Lyapunov mais próximos 
de 0 em torno de 0. A Lógica Matemática nos diz que a negação da proposição anterior é a seguinte: Se 
não existe flutuação dos expoentes de Lyapunov mais próximos de 0 em torno de 0, então não existe VDI.
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4.3 Tempo de Sombreamento
Nesta seção discutiremos a seguinte questão: Por quanto tempo as pseudo-trajetórias são 
válidas?
O que foi observado anteriormente pode ser quantificado via o conceito de tempo de 
sombreamento, definido como o intervalo de tempo r  durante o qual uma pseudo-trajetória 
é sombreada por uma trajetória verdadeira. Sauer e colaboradores (ver [21] e [32]) deter­
minaram que o tempo de sombreamento médio de uma órbita típica, denotado por (r), 
escala com a cota superior do erro numérico em cada iterada, aqui denotada por ô, tal que
(r) oc ô~h,
sendo que
Tal h é dito expoente de h iperbo lic idade .
Consideremos agora uma aplicação da “fórmula” acima. Utilizando a figura 4.9, po­
demos ver que, para / 0 ~  7,75 temos log(r) ~  1,25, isto é, (r) ~  18. A menos do erro 
numérico, isto concorda com a iteração da condição inicial (5,5,5,7,0,0,0,0) para f 0 = 7,5, 
em precisões simples e dupla, ilustrada na figura 3.2.
Por uma questão de completude, daremos uma idéia de como a expressão que calcula o 
tempo de sombreamento (r) é obtida. Para mais detalhes convém consultar as referências
[21] e [33].
Quando, no conjunto caótico invariante, é calculado o log da distância ponto a ponto 
(aqui denotado por x ) entre uma pseudo-trajetória típica e uma trajetória verdadeira cor­
respondente,6 calculada com alta precisão usando a “técnica de refinamento” (ver [7]), 
e, considerando a lista numérica dos x  como variáveis aleatórias, são obtidas suas distri­
buições para vários valores do parâmetro de controle, nota-se que tais distribuições são do 
tipo exponenciais derivando para a direita.
Para cada valor de /o, as pseudo-órbitas são obtidas adicionando-se artificialmente erros 
da ordem de <5 =  ÍCT16, 10~14,10-12 as órbitas verdadeiras em cada iterada. As distribuições 
dos x  sofrem um deslocamento da esquerda para a direita, para <5 =  10- 16,10-14, IO-12, 
nessa ordem.
6 Tais distâncias são ditas “distâncias de sombreamento”.




Figura 4.9: log(r) em função de / 0. A figura (b) é uma ampliação da figura (a) para 
/o e [7,5,8,5].
Aumentando-se o parâmetro de controle a partir de um valor arbitrariamente próximo 
do valor onde a VDI é máxima, percebe-se que os expoentes das distribuições exponenciais 
aumentam, ainda que não se tenha as expressões analíticas das distribuições. Observa- 
se ainda que, próximo do valor do parâmetro onde a VDI é máxima, as distâncias de 
sombreamento experimentam várias (e crescentes) ordens de grandeza.
Como explicar tais distribuições dos x  e o comportamento das mesmas a medida que 
variamos / 0?
Devido a VDI acarretar a flutuação dos expoentes de Lyapunov a tempo finito em torno
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de zero, e como tais expoentes estão relacionados com o aumento ou a diminuição das 
distâncias de sombreamento, é utilizada uma aproximação via um processo difusivo para 
explicar os aspectos quantitativos das distribuições exponenciais. Assim, inicialmente, é 
estabelecida a hipótese de que a distribuição exponencial dos x  é resultado de um caminho 
aleatório enviesado (biased) com deriva para uma barreira refletora.7
Quando uma pseudo-órbita evolui em regiões hiperbólicas do atrator, o Lema do Som­
breamento garante a existência de uma órbita verdadeira que a sombreia. Por outro lado, 
quando a pseudo-órbita entra numa região não-hiperbólica, devido ao aumento do número 
de direções instáveis, a trajetória verdadeira se afasta da pseudo-trajetória, sendo que o 
erro em cada iterada (majorado por ú) funciona como uma barreira refletora, já  que a 
trajetória verdadeira nunca está a uma distância menor do que ó da pseudo-órbita.
O modelo difusivo usa os expoentes de Lyapunov a tempo finito (que flutuam em torno 
de zero) como uma inovação por iterada para se obter a distribuição exponencial dos x. 
Para tanto, considera-se a probabilidade de transição V  relativa a um processo difusivo 
contínuo dada pela equação de Kolmogorov
dV _  a^cPV dV  
dt 2 dx2 m dx ’
sendo que as inovações por iterada têm média — m  e variância a 2 (ver [34]). o 2 representa 
a taxa de difusão sendo dada pela dispersão dos expoentes de Lyapunov a tempo finito 
que flutuam em torno de zero. — m  < 0 representa a deriva, já  que parte dos expoentes de 
Lyapunov a tempo finito são positivos e os restantes são negativos. Assim, considerando 
as seguintes condições de contorno V(oo) = (d V /d x)(oo) =  0 (devido a deriva —m  < 0), a 
solução de equilíbrio d V /d t  = 0 resulta numa distribuição exponencial
V(x) = ^ e - 2mx/a2.
Em [21] e [33] pode ser visto que: (l)ta l distribuição exponencial se ajusta muito bem as 
distribuições exponenciais dos x  empiricamente calculadas, citadas no início desta argu­
mentação; (2)as distâncias de sombreamento y, onde x  =  logt/, seguem uma distribuição 
tipo lei de potência da forma cy~2rn̂ 2 (como uma função de 5)\ (3)a expressão para (r) 
resulta do uso de Transformadas de Laplace quando yT — 1: trajetórias verdadeiras que 
sombreiam pseudo-órbitas existem, desde que as distâncias de sombreamento sejam peque­
nas se comparadas com o tamanho do atrator. Daí, iteradas do mapa entre “glitches” , onde
7Um caminho aleatório clássico está associado a uma distribuição gaussiana (tipo ruído branco). As 
distribuições exponenciais com deriva para a direita levaram a hipótese de um caminho aleatório enviesado 
com deriva.
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“glitches” são iteradas em que órbitas verdadeiras deixam de sombrear pseudo-trajetórias, 
representam o mesmo que iteradas calculadas até que a distância de sombreamento atinga
1 (Vr =  1 ) .
Em [21] tal modelo difusivo é estudado para o MRDP, enquanto que em [33] o estudo 
é feito para o “riddling map” (ver próximo capítulo).
Como conclusão deste capítulo relembramos que para o MRDP a VDI começa a aconte­
cer para um valor do parâmetro de controle não maior do que 6,8, e que, a VDI é máxima 
para tal parâmetro em torno de 8. Em torno deste último valor, trajetórias numéricas (que 
modelam o sistema físico) são de pouca utilidade: qualquer uma tal pseudo-órbita não é 
sombreada por órbitas verdadeiras produzidas pelo sistema.
Capítulo 5
Variabilidade de D im ensão Instável e 
Bifurcações de Co-dim ensão 1 para 
M apas Bidim ensionais
Neste capítulo1 estudaremos VDI para mapas bidimensionais obtidos via acoplamento de 
mapas unidimensionais adequados. Veremos que com isso podemos construir mapas que 
apresentam VDI e adicionalmente estabelecer o “gatilho” que a acarreta.
Seja x i—>■ f(x, p), onde x £ 1Z2 e p £ 7Z, uma família de difeomorfismos a um parâmetro 
e A um conjunto caótico invariante por f, isto é, f ” (x) £ A, Vn, Vx £ A. Já vimos que um 
modo de A não ser hiperbólico é via VDI. Isto ocorre se, por exemplo, para algum valor 
de p existirem ao menos dois pontos fixos de f  em A que não tenham o mesmo número de 
direções instáveis, isto é, as variedades instáveis destes dois pontos fixos não têm a mesma 
dimensão. Para um conjunto adequado de valores do parâmetro, sejam p i,p 2 £ A tais 
pontos fixos satisfazendo f(pj) =  p*, i = 1,2, d\ ^  d% e d“ =  dimPP“(pi), i =  1,2.
Seja pc um valor crítico de p tal que, para p < pc temos d“ =  d% (não existe VDI) , e, 
para p > pc temos d% = d\ + 1. Ainda considere que p varia numa vizinhança adequada 
de pc. Neste caso definiremos que o l im ia r  da VDI em p = pc é devido a bifurcação  
de co-dimensão 1 do difeomorfismo  f, no qual p 2 torna-se instável numa dada direção 
enquanto p i não muda sua estabilidade em qualquer direção.
A perda da estabilidade de p 2 numa direção do 7Z2 pode ocorrer de três modos (ver [19] 
sobre bifurcações de mapas). Seja D f(p) a matriz jacobiana de f  com entradas calculadas
1Este capítulo reproduz, com ênfase na didática, grande parte do conteúdo de [35].
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para o ponto fixo p. Para p =  pc, definiremos que p tem autova lor  £ se £ for autovalor 
de Dfp(p). Os três tipos de bifurcações de co-dimensão 1 para p =  pc que acarretam a 
VDI serão caracterizados via o autovalor de p em p — pc. D fp(p) pode ter:
(i) um único autovalor igual a + 1;
(ii) um único autovalor igual a —1;
(iii) um par de autovalores complexos conjugados de módulo igual a 1;
Antes de prosseguirmos é importante enfatizar que tais bifurcações podem ocorrer para 
uma órbita periódica de período q > 1, digamos {pi, • ■ ■ ,Pg}. Neste caso as definições 
acima se mantêm trocando-se, respectivamente, f  e p por í q e pj, % =  1, . . . ,  q.
Considere que f  pode ser reduzida a seguinte forma
Xn+l =  <p(xn), (5.1)
yn+1 = g(xn,yn,p), (5.2)
tal que a dinâmica ao longo da direção x  não depende da dinâmica ao longo da direção 
y. A jacobiana de mapas do tipo (5.1)-(5.2) é uma matriz triangular inferior e as auto- 
direções podem ser tomadas simplesmente como os eixos x e y, com autovalores £x e £y, 
respectivamente. Assumiremos que na direção do eixo x  existe uma dinâmica fortemente 
caótica como a que existe para o mapa <p(x) = 2x (mod 2n). Daí obtemos um conjunto 
caótico invariante A mergulhado num espaço de fase bidimensional.
Um importante caso particular ocorre quando g(xn, yn, p) tem apenas potências ímpares 
em y. Neste caso, devido a simetria y —» —y, a reta y =  0 (ou parte dela) é um subspaço 
invariante para o sistema e A está mergulhado neste subespaço invariante2. Existe um 
número infinito de órbitas periódicas instáveis (OPIs) mergulhadas no conjunto caótico 
A. Na direção do eixo x, por construção, todas as OPIs serão instáveis, isto é, | £x |>  1, 
pois estamos supondo que o mapa <p(x) gera uma dinâmica fortemente caótica para todos
os valores do parâmetro p que sejam de interesse. O conjunto invariante A pode ser (na
média) transversalmente estável ou instável ao longo da direção vertical, sendo chamado de 
um atrator caótico ou uma sela caótica, dependendo da estabilidade transversal (ao longo 
da direção vertical) das OPIs mergulhadas em A:
atrator caótico | £y |<  1 para um ponto de sela com dimensão instável igual a 1;
2Nos exemplos que veremos X  =  {(x, 0);x £ Domy?} será sempre invariante, com ou sem simetria. 
Também sempre teremos A C X.
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sela caó tica  | Çy |>  1 para um repulsor com dimensão instável igual a 2;
Para mapas da forma (5.1)-(5.2) a VDI ocorre como resultado de uma bifurcação de 
co-dimensão um agindo na dinâmica transversal a A, transformando uma OPI transver­
salmente estável numa instável ou vice-versa. O limiar da VDI depende do valor que o 
autovalor Çy assume no ponto de bifurcação p — pc. Seja p =  (x — XiV =  V*) um ponto 
fixo instável mergulhado em A no qual ocorre tal bifurcação. Quando p se torna um repul­
sor, tornam-se também todas as suas infinitas pré-imagens, assim gerando um conjunto de 
repulsores com medida de Lebesgue nula mergulhado em A, convivendo densamente com 
um conjunto de pontos de sela com medida de Lebesgue positiva. Trajetórias que passam 
perto desses repulsores recêm criados caem em “línguas” (do inglês tongues) ancoradas 
nestes repulsores e são repelidas do conjunto caótico (ver figura 5.1). Após o limiar da
Figura 5.1: Pseudo-órbitas que visitam vizinhanças (suficientemente pequenas) dos repulso­
res caem numa armadilha ao entrarem em “línguas” (ancoradas nos repulsores) e divergem 
para o infinito.
VDI, a medida que variamos o parâmetro da bifurcação, outras OPIs também bifurcam, 
aumentando assim o número de repulsores no conjunto caótico e o efeito da VDI (ver [17]).
Já sabemos que uma maneira quantitativa de calcular a taxa média de atração ou 
repulsão de trajetórias a cada n passos na dinâmica transversal é computar os expoentes 
de Lyapunov a tempo n na direção do eixo y :
A,
1 "





5.1 Bifurcações com  U m  Autovalor igual a +1 59
Em (5.3) é óbvio que Xy =  À2 de (3.3). Alem disso também sabemos que tais expoentes 
são caracterizados por uma distribuição P(Xy(n)) tal que P(Xy(n))dXy(n) é o número re­
lativo de expoentes transversais a tempo n entre Xy e Xy + dXy (ver também o [11]). Para 
n suficientemente grande tais distribuições são gaussianas (ver [36]). Contudo têm sido 
encontradas outras distribuições que melhor se ajustam a resultados numéricos (ver [37]). 
Após o limiar da VDI têm sido observado que tais distribuições começam a desenvolver “ra­
bos” (tails) positivos, deslocando-se para valores positivos a medida que a VDI fica mais 
aguda. Quando a VDI atinge seu máximo, aproximadamente metade dos expoentes trans­
versais a tempo finito são positivos, significando igual contribuição dos repulsores e pontos 
de sela (ver [17]). Neste caso o expoente de Lyapunov a tempo infinito na direção trans­
versal, Àt  = lim^-^oo Xy(n), também se anula, e o conjunto caótico A perde a estabilidade 
transversal via uma bifurcação dita “blowout” (ver [38] e [39]).
Os possíveis tipos de bifurcações de co-dimensão um de mapas bidimensionais a um 
parâmetro podem ser descritas, usando a teoria da variedade central, via as formas normais 
ao longo da direção transversal calculadas em p =  e escritas como z  t-> g{z,g,),
onde z = y — y* e y, = p — pc. Daí, por construção, #(0,0) =  0. No que se segue, trataremos 
os possíveis casos de acordo com o autovalor da bifurcação correspondente.
5.1 Bifurcações com Um Autovalor igual a +1
Neste caso =  1 (no ponto de bifurcação (0,0)) e existem três possibilidades: as
bifurcações n ó -se la  (ou se la -n ó ) ,  t r a n s c r í t i c a  e fo r q u i lh a  (ver [19], páginas 358- 
371).
5.1.1 Bifurcação Forquilha
A forma normal que descreve a dinâmica transversal a A em x = x  é dada por (ver [19])
g(z,y) = z + y z ^ f  z z, (5.4)
onde o sinal de menos no termo cúbico se refere a bifurcação forquilha supercrítica. Existe 
um subespaço invariante em y =  z — 0, onde reside o conjunto caótico A. Para y  < 0 
o ponto fixo do mapa (5.4) em y =  0 é transversalmente estável (um ponto de sela) e o 
limiar da VDI é causado por sua conversão num ponto fixo instável (um repulsor), com o 
consequente aparecimento de dois pontos de sela fora do conjunto invariante caótico A. O 
sinal de mais em (5.4) é para a bifurcação forquilha subcrítica, onde os dois repulsores fora
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do A aproximam-se do ponto de sela em z =  0 a medida que ß tende a zero pela direita e, 
quando tais repulsores encontram-se no ponto de sela, este passa a ser um repulsor, bem 
como todas as suas pré-imagens.
Nos dois casos anteriores o diagrama de bifurcação no plano ß — z apresenta duas 
curvas de pontos fixos passando pelo ponto de bifurcação (0, 0): uma das curvas é uma reta 
e existe em ambos os lados de ß = 0. A outra curva existe em apenas um dos subplanos 
determinados pela reta ß =  0. Assim, as condições adicionais para uma bifurcação forquilha 
ocorrer em (0,0) são (ver [19], página 370):
dg(z,ß)









/ 0 . (5.5)
Na figura 5.2 temos as curvas de pontos fixos no plano n — z relativas ao (a)sinal — 
de (5.4) (bifurcação forquilha supercrítica) e ao (b) sinal +  de (5.4) (bifurcação forquilha 
subcrítica).
(b)
Figura 5.2: (a)Bifurcação forquilha supercrítica; (b)subcrítica. Linhas cheias (traçejadas) 
significam pontos fixos estáveis (instáveis).
A bifurcação forquilha é o mecanismo pelo qual a VDI ocorre no mapa “riddling” (ver
[40])
%n+l ^n)•> ^  ^ [d> 1] (^*b)
yn+1 = e +  rexp  [~b(xn -  x )2] Vn + y t  (5.7)
onde o primeiro destes é o conhecido mapa logístico, sendo que a =  4 é tal que existe 
uma dinâmica fortemente caótica no espaço invariante y =  0, x  =  1 — (V a) =  0>?5 é um 
ponto fixo instável mergulhado em A, e, e =  0 e b > 0 são mantidos fixos. Para x =  x  
a equação (5.7) se reduz a forma normal (5.4) onde /j, = r — 1. O limiar da VDI ocorre
5.1 Bifurcações com  U m  Autovalor igual a +1 61
em r  =  rc =  1 e, a medida que r  cresce a partir de r c, as distribuições dos expoentes de 
Lyapunov transversais a tempo finito (ver figura 5.3) se deslocam para valores positivos
V25)
Figura 5.3: Distribuição de probabilidade dos expoentes de Lyapunov transversais a tempo 
25, P(AJ/,25), para o mapa riddling com a = 4,0, b =  5,0, e (a)r =  1,0; (b)r =  1,75;
(c)r =  2,55.
de Ay. Note ainda que o atrator caótico em y =  0 perde estabilididade transversal em 
r «  2,55. Observamos que, após o aparecimento da VDI, o conjunto invariante passa a ser 
uma sela caótica.
5.1.2 Bifurcação Transcrítica
A forma normal para a dinâmica transversal no ponto de bifurcação (0,0) é agora dada por
g(z,n)  =  z + f i z T z 2- (5.8)
Devido ao termo quadrático em z, embora a reta y = 0 continue sendo um subespaço 
invariante, o conjunto caótico pode não estar mergulhado no mesmo (embora no exemplo
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que será dado a seguir, A C  X  =  {(a;, 0); x  € Dom^}3). Para yu < 0 (> 0) o ponto fixo em 
z — 0 é estável (instável), enquanto que o outro ponto fixo em z /  0 é instável (estável) 
quando fx < 0 (> 0). O sinal de menos (mais) se refere a bifurcação transcrítica supercrítica 
(subcrítica) em [x =  fxc =  0.
No diagrama de bifurcação, ou no plano p. — z, existem duas curvas de pontos fixos 
passando pela origem e existindo em ambos os lados da reta p =  0. Daí, além das condições 








Na figura 5.4 temos as curvas de pontos fixos no plano p — z relativas ao (a)sinal — de 
(5.8) (bifurcação transcrítica supercrítica) e ao (b) sinal +  de (5.8) (bifurcação transcrítica 
subcrítica).
Figura 5.4: (a)Bifurcação transcrítica supercrítica; (b)subcrítica. Linhas cheias
(traçejadas) significam pontos fixos estáveis (instáveis).
Um exemplo deste tipo de transição é o seguinte mapa bidimensional definido no cilindro 
topológico S 1 x 1Z1
x n+x =  2xn (mod 27t), (5.10)
Vn+1 =  (Vn + M n - y l ) c O S X n, (5.11)
onde x =  0 é o ponto fixo instável mergulhado no círculo invariante y — 0. O mapa (5.11) 
se reduz a forma normal (5.8) quando x = 0, sendo (0,0) o ponto de bifurcação. O limiar 
da VDI em y, =  0 pode ser visto na distribuição dos expoentes de Lyapunov transversais
a tempo 15 ilustrada na figura 5.5. Note ainda que o atrator caótico perde estabilidade
transversal e m y i«  1,0.
3ver equação (5.1).
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CL
V 15)
Figura 5.5: Distribuição de probabilidade P(Xy, 15) para os expoentes de Lyapunov
transversais a tempo 15 para o mapa (x,y)  i-» (2x (mod 2n), (y + yy  — y2) cosx) para 
y  =  0,1, y  — 0,5 e y  — 1,0
5.1.3 Bifurcação Tangente
Neste caso a dinâmica transversal no ponto de bifurcação (0,0) é governada pela forma 
normal
g(z, y) = z + y ^  z2. (5.12)
Para o sinal — (+) em (5.12) e y  < 0 (> 0) não existe qualquer ponto fixo e, em y  = 0, 
surge um par de pontos fixos, um estável e outro instável, para y  > 0 (< 0). Existe uma 
única curva de pontos fixos no plano y  — z passando pelo ponto de bifurcação. Tal curva 
se localiza apenas no lado direito (o sinal de menos em (5.12)) ou apenas no lado esquerdo 
(o sinal de mais em (5.12)) do eixo z = 0. No primeiro caso a bifurcação tangente também 
é chamada de bifurcação nó-sela. No segundo, de bifurcação sela-nó. Em qualquer caso, as 
condições adicionais para uma bifurcação tangente são
9g{z, y) 
dy =  0 ,(0 ,0)
d2g(z , y) 
dz2 (0 ,0)
(5 .13)
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Na figura 5.6 temos as curvas de pontos fixos no plano y, — z  relativas ao (a)sinal — de 





Figura 5.6: (a)Bifurcação tangente supercrítica; (b)subcrítica. Linhas cheias (traçejadas) 
significam pontos fixos estáveis (instáveis).
No caso da bifurcação tangente, a VDI ocorre, rigorosamente, apenas no ponto de 
bifurcação. Isto porque antes (sinal —) ou depois (sinal +) da bifurcação não existe qualquer 
ponto fixo. Assim chamamos tal caso de um caso atípico de VDI.
Quando o ponto fixo y =  y* desaparece como resultado de uma bifurcação tangente, 
o conjunto invariante sofre perfurações numa escala fina, onde os buracos que daí surgem 
têm tamanhos proporcionais a y. Um exemplo deste caso foi estudado em [41], aonde uma 
versão modificada do mapa de Kaplan-Yorke foi considerada (ver [42]). Um outro exemplo 
é a versão não simétrica do mapa (5.6-5.7), onde um pârametro que quebra a simetria é 
adicionado à dinâmica transversal (ver [43]).
5.2 Bifurcação com Um  Autovalor igual a —1
O caso d9<Q ^  =  — 1 (no ponto de bifurcação (0, 0)) caracteriza a bifurcação de duplicação  
de período  (ver [19], páginas 371-374). Como já  vimos para o MRDP (estudado nos 
capítulos anteriores), tal bifurcação ocorre na transição para o hiper-caos, onde a VDI é 
máxima, em / 0 ~  8,11. Também, no conhecido diagrama que ilustra a “cascata” de du­
plicações de período para o mapa logístico (como ilustrado na figura 5.7), cada bifurcação 
é, obviamente, uma bifurcação de duplicação de período.
A escolha comum para a forma normal para a dinâmica transversal é
g(z, y) =  —z — y z  +  z3. (5.14)




Figura 5.7: Cascata de duplicações de período para o mapa logístico.
Em /j, — 0 o ponto fixo estável (z =  0) torna-se instável, a segunda iterada do mapa 
(g2(z,fi)) acarreta uma bifurcação forquilha (autovalor igual a + 1) e surge uma órbita 
estável de período 2. Daí, as condições para tal bifurcação ocorrer são
dg(z,  n)
d g 2(z ,n)
dg. (0 ,0)
=  0 ,
5(0,0) = 0, 
d 2g2(z ,n)
d z = -1,
d z 2 = 0,
(0 ,0) 
d 2g2(z ,g )
(0 ,0) d z d g
d 3g2( z ,g )




Como no caso da bifurcação forquilha, este caso é também caracterizado por uma forma 
normal simétrica ao longo da direção transversal e y  =  0 é um espaço invariante contendo 
o conjunto caótico A. Um exemplo em «S1 x 771 é
x n+ i =  2 x n (mod 27r),
Vn+l =  (~Vn — PVn + Vn) COSZn,
(5.17)
(5.18)
com (x = 0, y — 0) sendo o ponto fixo instável que perde a estabilidade transversal no limiar 
da VDI em fx = 0. Isto é confirmado pela estatística dos expoentes de Lyapunov a tempo
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V 15)
Figura 5.8: P(Xy, 15) é a distribuição de probabilidade dos expoentes de Lyapunov a tempo 
15 para o mapa (x,y)  i->- (2x (mod 27t), (—y — yy + yz){cosx)) para y  =  0,1, y  =  0,5 e 
y  =  1,0
finito ilustrada na figura 5.8. A bifurcação “blowout” , que indica a perda de estabilidade 
transversal de A, ocorre em y  «  1.
Como visto neste capítulo, podemos determinar que algumas bifurcações de co-dimensão 
um podem ser o gatilho para o aparecimento da VDI em mapas bidimensionais, construídos 
acoplando-se mapas unidimensionais, sendo que um destes tem uma dinâmica caótica e o 
outro mapa (responsável pela dinâmica transversal), além de ter o parâmetro de controle, 
pode assumir uma determinada forma normal (através de um ponto fixo do primeiro mapa) 
associada a uma dada bifurcação.
Capítulo 6
Limiar da Variabilidade de Dim ensão  
Instável para o M apa do R otor Duplo  
Pulsado
Neste penúltimo capítulo, determinamos o gatilho para a VDI no MRDP (ou pelo menos 
indicamos um fortíssimo candidato para tanto).
Em primeiro lugar é válido enfatizar que, a menos do erro numérico, alguns resultados 
são próximos mas não coincidentes. Por exemplo:
• Quando calculamos para qual condição inicial e para qual valor de / 0 numa vizinhança 
adequada de /o — 8 -valor obtido numericamente para a VDI máxima, isto é, A2(oo) «  
0 (ver, por exemplo, [10], [11] e [12])- conseguimos autovalor —1 para a jacobiana do 
MRDP, obtemos a condição inicial =  (7r ,7r ,0, 0) e /o ~  8,11041126. O fato de 
8,11041126 não ser exatamente 8 é devido ao erro numérico;
• Via simulação numérica obtemos que, considerando o MRDP, para /o ~  7,75 temos 
log(r) ~  1,25, isto é, o tempo de sombreamento médio é (r) ~  18. Assim, a menos 
de erro numérico, isto coincide com a iteração da condição inicial (5,5,5,7,0,0,0,0) 
para /o =  7,5, em precisões simples e dupla, que fizemos no capítulo 3. De qualquer 
forma, o fato do gráfico de log(r) dependendo de /o não ser exato não prejudica o 
comportamento qualitativo do mesmo.
Assim, quando obtivemos no capítulo 4 que a fração dos Lyapunov a tempo finito positivos 
tem seu limiar em / 0 ~  6,8 (ver figura 4.8) e já  que o caos unidimensional tem seu limiar
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em /o 6,75, conjecturamos que talvez o limiar da VDI para o MRDP não fosse via um
tipo de bifurcação mais via o próprio limiar do caos unidimensional.
De fato, considerando o capítulo 2 sabemos que:
• Para 0 < fo < 2n temos apenas quatro pontos fixos
{xu, x 2*, yu , y2*) =  Po =  (0, 0, 0, 0), (0, 7r, 0, 0), (7r, 0, 0, 0), P*.
Estes são os únicos pontos fixos que pertecem a variedade invariante y\ =  y2 = 0,
qualquer que seja o valor de /o;
• Para 2n < f 0 < 2iry/2, além dos quatro pontos fixos anteriores, temos mais 8 pontos 
fixos. Estes são
(aq*, x2*,yu, V2*) =  (0, a&1,2):1]), (0,4 (*,2):2l)> (7r> 4*1,2)i3l)> (7r> 4*1,2);4l)> 
onde aq* =  arcsen e
(•x u ,x 2*,yu ,y 2*) =  (0, 4 *-1,_2)il])> (0, 4 *-1’’’2);2l)i (7r»4 í*_1,_2):31). (7r , , 
onde x 2* =  arcsen — .
• Os únicos pontos fixos estáveis para o MRDP são [(0,0); 4] (isto é, P,r) para /o G 
(0 ,4 ,2 7 ...) , e, [(1, 2); 4] e [(-1 , -2 ); 1] para f 0 G (2tt, 7 ,0 1 ...) . (Ver [16]);
• Por outro lado o limiar do caos unidimensional ocorre em /o cz 6,75 G (27T, 7 ,0 1 ...) , 
que é um ponto de acumulação de duplicações de período resultante da bifurcação do 
ponto fixo estável P w em /o ~  4 ,2 7 ...;
• Logo após /o 6,75 já  estamos no atrator caótico e temos 12 pontos fixos. Destes, 
10 são instáveis (inclusive o recente instável P^ com du = 1) e dois são estáveis
(idu =  0) até 7,01__ P -̂ ganha mais uma direção instável (du = 2) no limiar do caos
multidimensional (VDI máxima) em / 0 — 8.
Acontece que o ponto P 0, antes (e depois) do limiar do caos unidimensional, já  tinha du — 2 
como pode ser visto na figura 6.1.
P w e P 0 residem na variedade invariante yi = y2 = 0 e têm du =  1, 2, respectivamente, 
antes e depois do limiar do caos unidimensional ( /0 6,75). Antes de termos um conjunto
invariante caótico não tem sentido falar em VDI. Mas após / 0 ~  6,75 temos um tal conjunto 
em que dois de seus pontos fixos têm um número diferente de direções instáveis (du =  1, 2).
Figura 6.1: Autovalores da jacobiana do MRDP para P 0 =  (0,0,0,0) e P,- =  (7r ,7r ,0, 0) 
com /o G [6,7,7,0].
Ainda, o gráfico da fração dos expoentes de Lyapunov positivos indica que a VDI tem o 
seu limiar próximo de /o — 6,75 (ver figura 4.8).
No capítulo anterior fizemos a classificação da VDI (relativamente ao seu limiar) para 
mapas bidimensionais via tipos de bifurcações de co-dimensão um. O que fizemos lá foi,
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por construção, exibir mapas bidimensionais que possuem tais gatilhos para a VDI. O valor 
disto, em semelhança ao que foi feito em [44]1 para sistemas caóticos acoplados, reside no 
esforço de uma tentativa de classificação do mecanismo de aparecimento da VDI. O que 
estamos vendo neste capítulo é que existe um mapa 4-dimensional cujo mecanismo é o 
limiar do caos unidimensional.




Neste capítulo vamos fazer uma revisão dos resultados obtidos e indicar possíveis rotas para 
o prosseguimento da pesquisa relativa a este trabalho.
O rotor duplo pulsado é um sistema físico similar ao pêndulo duplo sem gravidade. 
Obtivemos o mapa do rotor duplo pulsado (MRDP) e um modo de determinar seus pontos 
fixos a medida que o parâmetro do mapa ( /0) varia.
O MRDP apresenta Variabilidade de Dimensão Instável (VDI), onde VDI significa que 
existe um conjunto denso de pontos em seu atrator caótico com um número diferente 
de direções instáveis. A VDI corrompe a validade de órbitas numéricas que modelam o 
MRDP (e de qualquer outro sistema físico que a apresente), sendo que, próximo do valor 
do parâmetro onde a VDI é máxima, as trajetórias numéricas são de pouca ou nenhuma 
utilidade.
Alguns conceitos e resultados matemáticos (numéricos ou analíticos) foram estabeleci­
dos, onde os mais importantes são os seguintes: (1) Um conjunto invariante caótico ter 
a sua hiperbolicidade quebrada via VDI significa que trajetórias (numéricas) no atrator 
deixam de representar órbitas verdadeiras do sistema, sendo que o problema se torna mais 
agudo quando a VDI é máxima; (2) Na literatura científica disponível, o que tem detec­
tado a VDI é a flutuação dos expoentes de Lyapunov a tempo finito mais próximos de 0 
em torno do próprio 0. Contudo é possível demonstrar matematicamente apenas que VDI 
acarreta tal flutuação; (3) Apresentamos um algoritmo para calcular os expoentes de Lya­
punov a tempo finito; (4) Para o MRDP a VDI é máxima quando ocorre hiper-caos (mais 
de um expoente de Lyapunov a tempo finito positivo) via uma bifurcação de duplicação 
de período; (5) Para o MRDP o limiar da VDI ocorre concomitantemente com o limiar do 
caos unidimensional; (6) Existem famílias de mapas bidimensionais a um parâmetro onde a
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VDI tem o seu limiar via bifurcações de co-dimensão um, isto é, o início da VDI ocorre em 
pontos fixos que perdem estabilidade numa dada direção associada a um autovalor igual a 
+1 ou a —1.
Vamos considerar brevemente alguns dos pontos levantados. Devido a um conhecimento 
prévio de que o MRDP apresenta VDI em torno de /o =  8, iniciamos nossa investigação cal­
culando os autovalores da jacobiana do MRDP (D F (—)), obtida para vários pontos fixos ao 
variarmos / 0 numa vizinhança adequada de 8, obtendo que, para /o — 8,11, DF(7r, tt, 0,0) 
tem apenas um autovalor igual a —1, os outros tem módulos diferentes de 1. Todos os 
outros pontos fixos que existem para / 0 numa vizinhança adequada de 8 estão associa­
dos a autovalores que possuem módulos diferentes de 1. Isto implica numa bifurcação de 
duplicação de período em =  (7r ,7r ,0, 0). Contudo a confirmação deste fato exige a ob­
tenção da forma normal da restrição do MRDP a variedade central tangente ao autovetor 
de DF(P,r) relativo ao autovalor —1. Obtemos tal restrição para / 0 ~  8,11.
Para o MRDP a VDI começa a acontecer para um valor do parâmetro de controle não 
maior do que 6,8. Tal resultado foi obtido pois os pontos fixos P w e (0,0,0,0) residem na 
variedade invariante yi =  1/2 = 0 e têm du = 1, 2, respectivamente, antes e depois do limiar 
do caos unidimensional (/o — 6,75). Antes de termos um conjunto invariante caótico não 
tem sentido falar em VDI. Mas após / 0 ^  6,75 temos um tal conjunto em que dois de seus 
pontos fixos tem um número diferente de direções instáveis (du =  1, 2). Ainda, 0 gráfico da 
fração dos expoentes de Lyapunov positivos indica que a VDI tem o seu limiar próximo de 
/o -  6,75.
Por fim, determinamos que algumas bifurcações de co-dimensão um podem ser o gatilho 
para o aparecimento da VDI em mapas bidimensionais, construídos acoplando-se determi­
nados mapas unidimensionais, sendo que um destes tem uma dinâmica caótica e o outro 
mapa (responsável pela dinâmica transversal), além de ter o parâmetro de controle, pode 
assumir uma determinada forma normal (através de um ponto fixo do primeiro mapa) 
associada a uma tal bifurcação.
7.1 Perspectivas de Trabalhos Futuros
Para concluir este trabalho, indicaremos alguns problemas nos quais estamos trabalhando 
ou que pretendemos trabalhar. Por exemplo, em analogia ao que fizemos no capítulo 5, 
quando acoplamos dois mapas unidimensionais adequados para estudar o gatilho da VDI via 
bifurcações de co-dimensão um, estamos em busca de mapas mais simples (bidimensionais), 
construídos via acoplamento, que apresentem o mesmo tipo de gatilho para a VDI que o
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MRDP, isto é, o limiar do caos unidimensional.
A técnica utilizada para obtermos a restrição do MRDP à variedade central pode ser 
também aplicada se incluirmos o parâmetro como uma nova variável independente (ver
[19]). Estamos a calcular a forma normal de uma família de mapas unidimensionais a um 
parâmetro (de fato) para / 0 variando em torno de 8,11.
Uma outra frente de trabalho é a obtenção de uma demonstração matemática de que a 
flutuação dos expoentes de Lyapunov a tempo finito em torno de zero implica em VDI, ou 
a obtenção de um contra-exemplo de um mapa em que tais expoentes flutuem em torno de 
zero mas que não ocorra VDI. Caso a segunda possibilidade seja satisfeita, podemos tentar 
obter hipóteses adicionais que, juntamente com a flutuação dos expoentes de Lyapunov a 
tempo finito em torno de zero, impliquem em VDI.
Em relação aos expoentes de Lyapunov a tempo n, podemos ainda tentar demonstrar 
analiticamente a lei de potência satisfeita por momentos em torno da média em função de 
n, como estabelecida no capítulo 3.
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We call a chaotic dynamical system pseudo-deterministic when it does not produce numerical, 
or pseudo-trajectories th a t stay close, or shadow chaotic true trajectories, even though the 
model equations are strictly deterministic. In this case, single chaotic trajectories may not be 
meaningful, and only statistical predictions, at best, could be drawn on the model, like in a 
stochastic system. The dynamical reason for this behavior is nonhyperbolicity characterized 
either by tangencies of stable and unstable manifolds or by the presence of periodic orbits 
embedded in a chaotic invariant set with a different number of unstable directions. We emphasize 
herewith the latter by studying a low-dimensional discrete-time model in which the phenomenon 
appears due to a saddle-repeller bifurcation. We also investigate the behavior of the finite-time 
Lyapunov exponents for the system, which quantifies this type of nonhyperbolicity as a system 
param eter evolves past a critical value. We argue tha t the effect of unstable dimension variability 
is more intense when the invariant chaotic set of the system loses transversal stability through 
a blowout bifurcation.
Keywords: Chaotic systems; hyperbolic systems; shadowing; Lyapunov.
1. Introduction
( . . . )  “We conclude this discussion by 
mentioning what seems to be an interest­
ing issue: the loss of hyperbolicity due to 
the existence of fixed points embedded in the 
attractor that have a number of unstable di­
rections ( that is , eigenvalues with magnitude  
bigger than one) different from the number 
of unstable directions of the attractor  ( that 
is , positive Lyapunov exponents) ” (quoted 
from  [Romeiras et a l ,  1992]).
T he extrem e sensitiveness to  in itia l conditions 
displayed by chaotic system s often leads to  a  puz­
zling question: should  we believe th e  num erical
chaotic tra jec to ries  o b ta in ed  w hen using a  com­
p u te r?  A re these tra je c to rie s  “rea l” , in th e  sense 
th a t  th ey  em ulate  ac tu a l chaotic o rb its  of the  
system ? If so, to  w h a t ex ten t can we assess the  
goodness of th e  num erical tra jec to ries  [Grebogi 
et a l ,  1990]? T h e  answ ers to  these  questions are, 
to  a  large ex ten t, w ith in  th e  realm  of shadow ability  
th eo ry  [Grebogi et al. , 1987, 1988a]. Loosely speak­
ing, a  num erically  g enerated  chaotic tra je c to ry  is 
said to  shadow  a  “tru e ” chaotic tra jec to ry  if th e  
form er stays uniform ly  close to  th e  la tte r  and  vice 
versa  [Grebogi et a l ,  2002]. T h e  shadow ing of nu­
m erical tra jec to ries , for a  reasonab le tim espan , is a 
m in im um  requ irem en t for a  m eaningful com puter 
sim ulation  of a  physical process. T h is obviously
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does not preclude o ther equally  im p o rtan t p rerequ i­
sites of a  m ore epistem ological n a tu re , like th e  valid­
ity  of th e  m odel p roposed  for describ ing th e  physical 
phenom enon, or th e  correctness of th e  assum ptions 
on which th e  m odel is based. However, th e  shadowa- 
bility  requirem ent for a  chaotic tra je c to ry  is one of 
th e  m ost difficult to  be fulfilled since it is strongly  
based on th e  hyperbolic ity  of th e  dynam ics [Sauer 
& Yorke, 1991].
M ost dynam ical system s of physical, biological 
and  technological in te rest are no t hyperbolic, so th e  
lack of shadow ability  seems to  h au n t th e  credibility  
of num erical sim ulations of chaotic processes used 
by scientists and  engineers in th e ir activ ities. In 
th is  paper, we deal w ith  th e  lim its of shadow abil­
ity theory, investigating chaotic dynam ical system s 
whose num erical tra jec to ries  do no t typically  have 
th e  shadow ing property , i.e. th e  existence of tru e  
tra jecto ries in th e ir neighborhood. Hence these t r a ­
jectories are no t m eaningful if taken  only by th em ­
selves, although, som etim es, valid conclusions could 
be draw n based on a  s ta tis tica l tre a tm e n t from  as­
semblies of such tra jec to ries, like averages and  fluc­
tu a tio n s [Lai et a/., 1999a; Sauer, 2002]. So, th ey  
could yield a t b est th e  sam e kind  of in form ation  ex­
pected  from  a  stochastic  system , in sp ite  of th e  fact 
th a t  the  dynam ical system  tra jec to ries  are governed 
by stric tly  determ in istic  m odel equations. T h is  is 
th e  reason we are calling th em  pseudo-deterministic  
[Viana & Grebogi, 2000].
T he  breakdow n of shadow ability  for a pseudo- 
determ inistic  dynam ical system  occurs in a  ra th e r  
strong  way, in th e  sense th a t  th e  tim e a  com pu ter­
generated  tra je c to ry  stays close to  an  ac tua l chaotic 
one is too  sho rt for m ost applications. Prom  th e  
m athem atica l po in t of view, th is  severe breakdow n 
of shadow ability  stem s from  a strong  form  of nonhy- 
perbolicity, th a t  has been  called unstable dimension  
variability, or UDV for sh o rt [Rom eiras et al. , 1992; 
Dawson et a/., 1994]. In  th is  case, u n stab le  periodic 
o rb its em bedded in a  chaotic invarian t set, such 
as a chaotic a ttra c to r , have different num bers of 
unstab le  directions. For a  d iscre te-tim e m ap, th is  
m eans th a t  th e  num ber of eigenvalues w ith  m oduli 
g reater th an  un ity  is different for periodic o rb its  in 
th e  chaotic invarian t set. T h is  violates th e  continu­
ous sp littin g  betw een stab le  and  u n stab le  d irections 
along a tra jecto ry , which is a  fundam en tal p ro p e rty  
of hyperbolic sets [Guckenheim er & Holmes, 1983]. 
Since th e  sets of po in ts w ith  different un stab le  di­
m ensions are, apparently , densely interw oven in a
chaotic invarian t set, U DV  leads to  a  shadow ability  
b reakdow n [Lai & G rebogi, 2000a].
A lthough  it m ay seem  a t first th a t  UDV is 
no th ing  b u t a  m a th em atica l pathology, unlikely to  
be found in real dynam ical system s, it tu rn s  out 
th a t  it has been  identified  in m any m odels of phys­
ically in teresting  s itu a tio n s  [Dawson et al., 1994]. 
In  p articu la r, th e re  is num erical evidence and  th e ­
oretical argum en ts show ing th a t  coupled chains of 
oscillators exh ib it U DV for a  w ide range of cou­
pling s tren g th s  [Lai et a/., 1999b]. T his should 
call th e  a tten tio n  of applied  scien tists or engineers 
for th e  p o ten tia lly  crucial questions re la ted  to  the  
shadow ability  p ro p e rtie s  of th e  m odel th a t  th ey  are 
num erically  investigating . T h e  m ain  goal of th is p a ­
p er is to  survey th e  fu n d am en ta l resu lts, as well as 
to  p resen t a  d e ta iled o s tu d y  of a  case exam ple in 
which UDV has been  show n analy tica lly  and nu­
m erically  to  occur. T h ro u g h o u t th e  tex t, we refer 
to  th e  p e rtin e n t lite ra tu re  for m ore precise s ta te ­
m ents as well as for th e  technical details of the  
proofs [Grebogi et a/., 2002].
T he  rest of th is  p ap e r is organized as follows: in 
Sec. 2 we p resen t som e basic definitions, em phasiz­
ing th e  concepts of hyperbo lic ity  of invarian t sets. 
Section 3 aim s to  p resen t basic ideas in shadow a­
b ility  theory. Section 4 is devoted  to  a  discussion of 
UDV, an d  Sec. 5 works o u t a  case s tu d y  in which 
UDV occurs in a  tw o-dim ensional m ap w ith  an  in­
varian t subspace. N um erical p rocedures to  detect 
and  quan tify  UDV  are described  in Sec. 6. Sec­
tion  7 tre a ts  a  k ind  of in te rm itte n t chaotic b u rs t­
ing induced  by UDV. T h e  last section contains our 
conclusions.
2. Basic D efinitions
We shall ou tline som e basic definitions which are 
used th ro u g h o u t th e  p ap e r. D iscrete tim e m appings 
are chosen, bearing  in m ind  th a t  continuous tim e 
flows m ay also be described  by th em , if they  are in­
vertible, using P o incare sections. Let f : 7Zm —> 1Z171 
be a d iffeom orphism  x  f (x ) ,  x  E lZm , possessing 
an  invarian t set fi, such th a t  if x  E fi, any sub­
sequent forw ard or backw ard  ite ra te  of x  rem ains 
in ft. T h e  invarian t set ft is called hyperbolic if the  
tan g en t space a t a  p o in t x  of D, deno ted  as Tx , m ay 
be decom posed as th e  d irec t sum  [Guckenheim er & 
Holmes, 1983]
TX = E £ © £ 5 , (1)
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where and  E £ are th e  u n stab le  and  stab le  
subspaces, respectively, having th e  following 
properties:
(i) T he decom position (1) varies continuously w ith  
x £ f2, and  it is invarian t un d er th e  action  of th e  
tangen t m ap such th a t  th e  u n stab le  and  stab le  
subspaces are consisten t un d er th e  dynam ics of 
the  tan g en t m ap  D f.
Df (£5) =  e,“w , (2)
Df(£J) =  £?(J[); (3)
(ii) T here exist constan ts  K  >  0 and  0 <  p <  1, 
such th a t
||Dfn(x)y|| < Kpn||y|| if y € £  ‘ , (4)
||Df-"(x)y|| < Kpn\\y\\ if y € £ “ , (5)
m eaning th a t  vectors in a  sm all neighborhood  of 
E i  (£ * ) , under th e  forw ard (backw ard) ite ra tio n s 
of th e  tan g en t m ap Df, approach  any x £ Cl a t a  
uniform  ra te  p.
T he stable (unstable) dimension  a t a  p o in t x £ 
Cl is the  dim ension of th e  corresponding  stab le  
(unstable) subspace d s =  d im  E^ (du =  dimE%). 
Since f(x) is a  diffeom orphism , Df(x) is an  isom or­
phism , and  dim  E * s =  d im  E ^ ^ ,  i.e. th e  stab le  
and  unstab le  dim ensions do n o t change along a 
tra je c to ry  belonging to  a  hyperbolic  set Cl. For th is  
invariant set Cl of th e  nonlinear m ap  f(x), th e  s ta ­
ble, Ws(x), and th e  u nstab le , W u(x),  m anifolds of 
th e  fixed po in t x £ Cl are defined as [Devaney, 1989]:
VF5(x) =  {y £ lZm : fn(y) —> x if n  —► 00 } , (6)
W u{k ) =  {y £ TZm : r n(y) -> x if n -> 00 } , (7)
respectively.
Due to  th e  local m anifold theorem  [Wiggins, 
1990] for a  hyperbolic C r -diffeom orphism , th e re  ex­
ist stab le and  u n stab le  invarian t m anifolds, and  
th ey  are tan g en t to  th e  stab le  and  u n stab le  invari­
an t subspaces of th e  tan g en t m ap Df(x) a t th e  fixed 
poin ts x em bedded in Cl. M oreover, in hyperbolic 
system s th e  u n stab le  and  stab le  m anifolds m ust in­
tersect transversely, i.e. th e  angle betw een th em  is 
bounded  away from  zero. As a  consequence, hom o­
clinic or heteroclin ic tangencies betw een th e  m an i­
folds b reak  th e  hyperbo lic ity  of th e  invarian t set Cl 
[Grebogi et a/., 1983]. T h ere  has been  also recog­
nized th e  structural stability  of hyperbolic sets: th e  
dynam ics on th em  is topologically  th e  sam e u nder
sm all b o u n d ed  p e r tu rb a tio n s  of th e  m ap f(x )  [Palis 
& de Melo, 1982].
T h e  existence of b ifu rcations in th e  dynam ics, 
as a  system  p a ram e te r is varied, re s tric ts  th e  ap­
p licab ility  of th e  hyperbo lic ity  concept to  a  few 
cases, like axiom -A  system s [Ruelle, 1989]. M ost 
dynam ical system s of physical and  technological 
in terest are  nonhyperbolic , m ost likely due to  th e  
existence of hom oclinic tangencies, b u t also because 
of a  failing in th e  continuous d irec t-sum  sp litting  
(1) betw een s tab le  an d  u n stab le  subspaces in every 
po in t of th e  invarian t set. T h e  la tte r  is th e  key issue 
addressed  in th is  p ap e r.
3. Shadowing Theory in a N utshell
A n in teresting  num erical experim ent th a t  can be 
m ade using th e  H enon m ap  (x ,y )  1—> (1 — 1.4x2 +  
y, 0.3x) (which has a  chaotic a ttra c to r  [Benedicks & 
C arleson, 1991]) is th e  co m p u ta tio n  of th e  first hun ­
dred  ite ra te s  from  an  in itia l condition , say (0 ,0 ), by 
using b o th  single an d  double precision accuracies, 
th e  difference in accuracy  being  of th e  order 10-14 
[Gulick, 1990]. I t tu rn s  o u t th a t  in less th a n  50 ite r­
ates, th e  tra jec to ries  o b ta in ed  from  single and  dou­
ble precision accuracy  are far a p a rt a t a  d istance 
com parable to  th e  size of th e  chaotic a ttra c to r. 
How can one tru s t  th e  valid ity  of such com puter­
generated  tra jec to ries?
T he  resu lts  of shadow ing th eo ry  [Grebogi et a/., 
1990; Anosov, 1967; Bowen, 1975; K a to k  &; Hassel- 
b la tt ,  1995] guide us to  assess th e  validity  of chaotic 
tra je c to ries  in face of dynam ica l difficulties arising 
from  th e  b reak ing  of hyperbolicity . If th ere  is con­
tinuous shadow ability  of tra jec to ries , even though  a 
co m pu ter-generated  tra je c to ry  m ay eventually  de­
p a r t  w ith  tim e from  a  “tru e ” chaotic tra jec to ry  
which is th e  goal of th e  sim ulation , th ere  exists 
an o th er fiducial tra je c to ry  th a t  shadow s, or “stays 
close to ” , th e  com pu ter-genera ted  tra je c to ry  for the  
tim e-span  of in terest. T h is  “tru e ” chaotic o rb it m ay 
no t be th e  one we have sought for, since it will s ta r t  
from  a generally  different in itia l condition, b u t th is 
fact does n o t m a tte r  for m any applications. T hese 
shadow ing o rb its  are th u s  reliable for, say, com pu­
ta tio n s  of long-tim e averages such as entropies and  
dim ensions [G rassberger et  a/., 1989].
3.1. D e fin itio n s
In  w h a t follows, we will cast these heuristic argu­
m ents in a  m ore form al contex t. L et f : lZm —> lZm 
be  a  diffeom orphism , th a t  m ay also represen t a
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Poincare tim e-T  m ap of a  nonau tonom ous flow. 
Suppose th a t  zq e  1Z171 rep resen ts th e  cu rren t s ta te  
of th e  system , th u s  f(zo) is th e  “tru e ” s ta te  after 
a  tim e T  [Poon et al., 1994]. If th is  m ap comes, 
for exam ple, from  th e  num erical in teg ra tion  of some 
system  of first-order o rd in ary  d ifferential equations, 
we have to  use som e num erical in teg ra to r like th e  
R u n g e -K u tta  or B u lirsch -S toer m ethods. T here  are 
basically two sources of num erical erro r in such a 
procedure: (i) th e  tim e d iscre tization  process itself; 
and  (ii) th e  finite-precision accuracy  due to  roundoff 
errors.
B oth  kinds of errors can be  reduced  b u t no t 
elim inated  a t all, generating  a  d iscrepancy  betw een 
th e  num erical resu lt, w hich we deno te z i ,  and  th e  
expected or “tru e ” s ta te  f(zo) after a  tim e T . 
T he characteristic  erro r is usually  boun d ed  so th a t  
||z i — f(zo )|| <  5, w here 5 >  0 is supposed  to  be a 
sm all num ber, and  || • • • || s tan d s  for th e  E uclidean  
norm  in IZ171. In  th is case we say th a t  zo and  z \  
are po in ts of a  5 -pseudo-tra jec to ry  of th e  m ap f. 
In  general, {zn }^=0 =  {z0, z i , .. . z N }, are po in ts  
of a  5-pseudo-trajec to ry  if [Grebogi et a/., 1988a] 
||zn+ i - f ( z n )|| < 5 ,  for n  =  0 , l , . . . , # - l .
O n th e  o ther han d , leaving aside for a  m om ent 
th e  issue of num erical in teg ra tion , th e  existence 
theorem  for differential equations [Arnold, 1978; 
G uckenheim er & Holmes, 1983] w arran ts  th a t  th ere  
exists a  “tru e ” chaotic tra je c to ry  of length  N  +  1 
for th e  m ap f  com prising of th e  po in ts {x n }^=0 =  
{x0 , x i , .. .Xjv}, such th a t  x n+ i =■ f ( x n ), n  =  
0 , 1 , . . . , #  — 1 . We say th a t  a  “tru e ” tra je c to ry  
{xn }^=0 ^-shadows a  5-pseudo tra je c to ry  {zn }^L0 
if there  is a  e >  0 such th a t  [Grebogi et aZ., 2002] 
||x n — z n \\ <  e, for n  =  0 , 1 , . . . ,  N  — 1 .
Let Z =  { z o , . . . ,z a t}  be a  p seu d o -tra jec to ry  
and  E  =  {zi — f ( z o ) , . . . ,  z^v — f (z jv - i)}  be th e  
re la ted  error vector. A “tru e ” tra je c to ry  X  =  
{ x o ,. . .  ,Xjv} is th en  re la ted  to  th e  null error vec­
to r 0 . If we can continuously  deform  th e  pseudo­
tra jec to ry  to  th e  tru e  one, th e re  exists an  error 
function F  : Z —» E , such th a t  F - 1 (E ) goes from  
Z to  X  continuously as E  goes to  0. In  th is  case 
th e  pseu d o -tra jec to ry  Z =  { z o ,. . . ,  z n } is said to  
be continuously-shadowable [Poon et aZ., 1994].
A direct num erical m eth o d  to  te s t these con­
ditions for shadow ability  uses th e  concept of brit­
tleness, which is, for a  p seudo-tra jecto ry , th e  ra tio  
betw een th e  shadow ing d istance and  th e  one-step 
error due to  com puter roundoff a n d /o r  tru n ca tio n  
procedure B =  m axn ( ||zn — x n ||/5 ), and  a  necessary
condition for continuous shadow ability  is th a t  the  
p ro d u c t of th e  b rittlen ess  an d  th e  m agn itude of th e  
error vector E  of th e  p seu d o -tra jec to ry  be sm aller 
th a n  th e  a ttra c to r  size [Grebogi et al. , 1990, 2002] .
3 .2 .  Shadowing in hyperbolic and 
nonhyperbolic system s
Anosov [1967] an d  Bowen [1975] proved th a t, for 
hyperbolic system s like axiom -A  diffeom orphism s 
[Ruelle, 1989], p seu d o -tra jec to rie s  are continuously 
shadow able for an  in fin ite tim e, i.e. th ere  exists a 
5 >  0 such th a t  all 5 -pseudo-trajec to ries {zn }^=0 
in an  invarian t hyperbo lic  set Q are £-shadowable 
by a  “tru e ” tra je c to ry  {x n }^=0 for a rb itra rily  long 
tim es. L et us p resen t a  sh o rt ou tline of th e  proof 
of th e  shadow ability  lem m a [Meyer & Hall, 1992; 
G rebogi et al., 2002], in o rder to  highlight w here 
th e  hyperbo lic ity  requ irem en t en ters in th e  reason­
ing leading to  continuous shadow ability.
Let Zqo =  {• • • z _ i , z o , z i , . . .}  be a  shadow ­
ing 5 -pseudo-tra jec to ry  of a rb itra ry  length , and  V  
be  th e  space of these  vectors of infinite length, 
w ith  a  su itab le  no rm  ||Zoo|| =  supn |zn |. We de­
fine a  function  Q : V  —> V  such th a t  (<?(Zoo))n =  
f( (Z o o )n -i)  — f ( z n- i ) j  w here f  is supposed to  be 
a sm ooth  hyperbo lic  m ap , and  (.){ denotes th e  ith  
com ponent of a  vector in V.  If Xoo is a  fixed poin t of 
Q, th en  Xqo is a  tru e  tra je c to ry  since ( ^ ( X 00))n =  
x n =  f ( x n_ i) .
From  th e  prev ious defin ition , Zoo is a 5-pseudo­
tra je c to ry  if ll^(Zoo) —Zoo|| <  5. Defining Zqo) — 
£(Zoo) — Zoo =  Eoo, we can cast th e  shadow ability 
lem m a in th e  following form: for every e >  0 , there  
exists a  5 >  0 such th a t  if ^ (Z o o ) ! )  =  ||Eoo — 0 jj <  
6, th en  th e re  is a  fixed p o in t of Q such th a t 
IIZoo -  Xooll =  IIJ7" 1 (Eoo) -  ^ _ 1(0)H <  e, and  T  
and  Eqo m ay be reg ard ed  as extensions of th e  func­
tion  F  and  th e  e rro r vector E , respectively.
T he  requ irem en t of f  being  a  sm ooth  m ap w ith 
a hyperbolic  s tru c tu re , Eqs. (2 )-(4 ), is necessary to 
shown th a t  th e  jaco b ian  derivative D T  and  its in­
verse D T ~ X are b o th  b o u n d ed  in th e  linear vector 
space to  which V  belongs. Let 5 ^ (Zoo) denote a 
ball (in th e  vector space V)  of rad iu s  rj centered 
a t th e  po in t Zqo- T h e  im plicit function  theorem  
th u s guaran tees th e  existence of a  dom ain A, w ith  
B p(Zqo) <  A <  B ^ Z q o ), such th a t  T  is one-to- 
one on A, an d  ^ ( ^ ( Z q o ) )  =  B a (Eoo) C ^ (A ) . A 
p ro p er choice of 77 w ould im ply 0 G B ^ E o o ), and 
th e re  is a  un ique tru e  tra je c to ry  Xqo G A such th a t  
^ (X o o ) =  0 . M oreover, we have ||Zoo — Xoq|| <
P seudo-D eterm in istic  Chaotic System s  3239
77 <  £, so th a t  we have an  s-shadow ing tra jecto ry . 
T he im plicit function  theo rem  ensures th e  continu­
ity  of T ~ x on B a (Eoo), m eaning th a t  all pseudo­
tra jecto ries (including Z ^ )  in a  sm all neighborhood 
of Xoo are continuously shadow ed by th e  sam e tru e  
tra je c to ry  X ^ .
However, as we have m entioned  in th e  previous 
section, th e  hyperbolic ity  requ irem ent is too  strong  
for m ost dynam ical system s of physical and  techno­
logical in terest. M oreover, even if th e  invarian t set 
is hyperbolic b u t has a  fracta l m easure (w ith re­
spect to  th e  Lebesgue m easure) th e  shadow ability  
lem m a m ay no t be applicable since th e re  is no rea­
son for th e  p seu d o -tra jec to ry  to  lie in th e  invarian t 
set [Poon et aZ., 1994]. Even a ro b u stly  tran sitiv e  
diffeom orphism  having a  s trong  p artia lly  hyperbolic 
sp litting  for th e  tan g en t space Tx =  (in
which th ere  exists also a  cen tral invarian t subspace) 
fails to  obey th e  shadow ability  lem m a [B onatti 
et a l , 2000].
T he applicability  of th e  shadow ability  theo ry  
to  nonhyperbolic system  was extensively investi­
gated  in th e  la te  80’s [Grebogi et a/., 1987, 1988a, 
1990]. W hen a system  fails to  be  hyperbolic due to  
hom oclinic tangencies, it  was proved th a t  pseudo­
tra jecto ries can still be continuously  shadow able 
for a long, b u t finite tim e. T h e  proof is techni­
cally involved, b u t s ta te s  basically  th a t  if certa in  
quan tities calcu lated  a t th e  po in ts  of a  pseudo­
tra jec to ry  are bounded , th en  th e re  exists a  “tru e ” 
tra jec to ry  close to  th e  pseudo-tra jecto ry . A no ther 
way to  express th is resu lt is th a t , for nearly  hy­
perbolic system s, locally sensitive tra jec to ries  are 
often globally insensitive [Sauer, 2002]. For each 
po in t of th e  pseudo-tra jecto ry , subspaces com ple­
m entary  to  th e  tan g en t space are defined such 
th a t they  can approach  th e  stab le  and  u nstab le  
m anifolds provided these com plem entary  subspaces 
exist. Hence, p seudo-tra jecto ries m ay be continu­
ously shadow able for a  finite tim e-span . Failures of 
continuous shadow ability  of p seudo-tra jecto ries are 
called glitches, and  m ay be due to  near-tangencies 
betw een invariant m anifolds [Grebogi et a l ,  2002]. 
T he tim e we are able to  verify continuous shadow a­
b ility  in th is case is basically  th e  tim e in terval un til 
a  p seudo-tra jecto ry  encounters a  glitch. Since nu­
m erical resu lts use fin ite-tim e pseudo-tra jecto ries , 
these m ay have th e  adeq u ate  shadow ability  p ro p e r­
ties. T hese claim s have been confirm ed by carefully 
designed num erical experim ents [Dawson et a/., 
1994].
3 .3 . Model shadowability
We can th in k  of a  p seu d o -tra jec to ry  in two 
equivalent ways. O ne is to  suppose, as we have 
done here, th a t  it com es from  th e  num erical in­
teg ra tio n  of an  “ex ac t” m odel, a  process th a t  in­
troduces unavoidable roundoff errors th a t  m ake 
th e  com pu ter-g en era ted  tra je c to ry  to  exponen­
tia lly  diverge from  th e  “tru e ” chaotic trajectory . 
A n equivalent p o in t of view is th a t  th e  pseudo­
tra je c to ry  resu lts  from  an  im perfect m odel, which 
is a  slightly  p e r tu rb e d  version of th e  “exact” m odel 
[Lai et aZ., 1999a; Lai & G rebogi, 2000a]. T he  sm all 
difference betw een two m ath em atica l m odels, de­
no ted  as A  an d  Z3, of a  sam e physical process can 
be due to  several factors: (i) sm all differences in the  
p a ram ete r values of th e  m odels; (ii) sm all devia­
tions on th e  ex terna l influence (as a  periodic driving 
term ) on each m odel; or (iii) a  sm all bounded  noise 
level in e ither m odel (w ha t excludes an  unbounded  
G aussian  noise, for exam ple).
Successful m a th em atica l m odeling requires th a t 
th e  set of all possible resu lts  from  m odel A  agree, in 
an  app ro x im ate  way, w ith  all possible resu lts from  
m odel B (model shadowability [Lai et a/., 1999a; Lai 
& G rebogi, 2000a]). A  and  B  are said  to  exhibit 
m odel shadow ability  if each tra je c to ry  ob tained  
from  m odel A  is continuously  shadow ed by some 
tra je c to ry  o b ta in ed  from  m odel B. T h is tu rn s  out 
to  be  a  necessary  cond ition  for e ither m odel to  p rop ­
erly describe th e  dynam ical behav ior of th e  physical 
phenom enon being investigated . If th e  m odels fail to  
exh ib it th is  p roperty , it is claim ed th a t  no tra jec to ry  
of A  can be  continuously  shadow ed by tra jecto ries 
of B. Hence it is unlikely th a t  e ither m odel could 
p roduce chaotic tra jec to rie s  realized by N ature.
T h e  app licab ility  of th e  shadow ability  p ro p er­
ties for typ ical tra jec to ries  of nonhyperbolic  system s 
p resen ting  hom oclinic tangencies enables us to  ex­
ten d  th e  m odel shadow ability  concept to  such sys­
tem s. As an  illu s tra tiv e  exam ple, let A  be th e  Henon 
m ap, w ith  a  nonhyperbo lic  chaotic a ttra c to r, due 
to  th e  infin ite n um ber of tangencies betw een s ta ­
ble an d  u n stab le  m anifolds of th e  em bedded u n s ta ­
ble period ic o rb its  [Grebogi et a l , 1983]. M odel B 
could be a  noisy version of A ,  in which a  te rm  m d n, 
w here zu <C 1 an d  dn is a  zero-m ean bounded  noise 
w ith  a  un iform  d is tr ib u tio n  in [0 , 1], added  to  the  
x -p a rt of th e  m ap. C hao tic  tra jec to ries  of th e  noisy 
H enon m ap  B  can be  continuously  shadowed by t ra ­
jecto ries of th e  orig inal m ap  4  up  to  a  tim e 
w here a  <  1 /2  is th e  scaling exponent [Grebogi
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et al., 1987, 1988a]. T h is  is basically  th e  average 
tim e interval it takes for a  p seu d o -tra jec to ry  to  fall 
in th e  neighborhood of an  hom oclinic tangency, or 
a  glitch.
4. U nstable D im ension Variability
UDV is a  p ro p e rty  of u n stab le  period ic o rb its em ­
bedded in a  chaotic invarian t set having a  different 
num ber of u n stab le  eigendirections, i.e. th e  u n stab le  
dim ension du is no t co n stan t for po in ts  belonging to  
Q. Such chaotic invarian t sets are strong ly  nonhy- 
perbolic, because th e  subspaces E™ and  £ £  are no t 
invariant along a  typ ical chaotic tra jecto ry .
As an  illu stra tive  exam ple, let f be a  two- 
d im ensional m ap w ith  an  invarian t chaotic (n o n a t­
trac ting ) set Q w ith  an  infin ite num ber of em bedded 
unstab le  fixed poin ts. Now suppose th a t  a  fraction  
of these po in ts are saddles (one stab le  and  one u n ­
stab le  d irection) and  th e  rem ain ing  are repellers 
(two unstab le  d irections). C onsider a  typ ical chaotic 
tra je c to ry  on th is  invarian t set fh  As it evolves 
in tim e, th e  tra je c to ry  v isits th e  neighborhood of 
an  infinite num ber of saddles and  repellers, due to  
th e  ergodicity of th e  dynam ics on Q. If we take 
a  sm all disk of in itia l conditions near a  saddle, 
it will shrink  along th e  stab le  m anifold and  elon­
gate along th e  un stab le  m anifold, becom ing a  th in  
filam ent. W hile th is occurs, it is still possible to  
shadow  orb its w ith in  th e  filam ent, since th e  dyn am ­
ics is hyperbolic then . However, po in ts  belonging 
to  th is filam ent will eventually  approach  repellers, 
and  they  will diverge from  p e r tu rb e d  tra jec to ries  
due to  th e  new u n stab le  direction . T h e  resu lt is 
th e  lack of continuous shadow ability  of typ ical t r a ­
jectories after a  re latively  sho rt tim espan . T h is 
lim its, in a severe way, th e  usefulness of such sys­
tem s in s itua tions for which th e  tim escale of in­
te res t is higher th a n  th e  tim e for which shadow ing 
applies.
UDV has been first described  by A b rah am  and  
Smale [1970] for a diffeom orphism  in T 2 x S 2 whose 
invariant set has two fixed po in ts  w ith  different u n ­
stab le  dim ensions. However, th e  first observation of 
UDV for a  dynam ical system  of physical in terest did  
no t appear un til 1992, w hen its existence was inci­
dentally  rep o rted  for th e  im pulsively kicked double 
ro to r, described by th e  following four-dim ensional 
invertible m ap [Rom eiras et aZ., 1992]
w here X =  (x i ,£ 2 )T E S 1 x S 1, are th e  angu­
lar positions of th e  ro to r rods a t d iscrete tim es 
n T  (n € Z ) ,  T  being  th e  perio d  of th e  delta- 
function  exc ita tion , an d  Y = (yi,Z/2)T £ R 2, 
th e  corresponding  ang u lar velocities ju s t after each 
d e lta  kick. T h e  non linear functions are G(X') =  
(ci sin x 'i ,C 2 sin x f2 )T , w here C{ are functions of 
th e  kick s tren g th  fo  (which is th e  control p a ram ­
eter of th e  system ). L an d  M are 2 x 2  constan t 
m atrices w hose en tries are functions of th e  rem ain­
ing physical p a ram ete rs  of th e  ro to r, including the  
d issipation  coefficients.
D ue to  th e  yi —> —yi sym m etry  of th e  kicked 
double ro to r m ap, it tu rn s  o u t th a t  th e  plane 
2/1 — 2/2 — 0 is an  invarian t subspace of th e  sys­
tem , such th a t  four of its  fixed po in ts  lie on th is 
subspace and  can be classified in one-param eter
families (X*,Y*) T̂  _  f A n i , n 2,q) (ni ,n2,q) -  , X 2 , 0 , 0) ,
x'
Y'
MY + X 
LY + G(X') (8)
w here n\ =  — 0 are in teger ro ta tio n  num bers,
and  q =  1 ,2 ,3 ,4 . L et us focus our a tten tio n  on the  
u n stab le  fixed p o in t P ,  for w hich x \  =  x \  — t v .  For 
fo ^ foe ~  8.1104126 it has th ree  stab le  eigendirec­
tions and  one u n stab le  eigendirection, i.e. d u — 1. 
A t /o  =  foe th e re  is a  period-doub ling  b ifurcation  
(eigenvalue =  — 1) such th a t ,  for fo >  foe th e  poin t 
P  has now two stab le  an d  two u nstab le  eigendi­
rections (du =  2). E very  preim age of P  shares 
th e  sam e property . We rem ark  th a t  (7r,7r,0,0) is 
a  s tab le  p e rio d -1 o rb it w hich undergoes a  period- 
doubling b ifu rcation  a t lower value of /o , nam ely 
«  4.27, which is followed by  a  period-doubling  
cascade w hich accum ulates a t fo  ~  6.75.
Hence, afte r th is  b ifu rcation  th ere  is an infi­
n ite  num ber of fixed p o in ts  em bedded in th e  chaotic 
a ttra c to r  w ith  e ith er one or two u nstab le  direc­
tions, w hich identifies th e  occurrence of UDV at 
/  =  f o e • I t was recognized th a t  th is is re la ted  to 
th e  flu c tu a tin g  behav io r (a round  zero) of th e  finite­
tim e L yapunov exponen t closest to  zero [Dawson 
et aZ., 1994]. If th e  la tte r  flu c tu a tes ab o u t zero 
during  a  tra jec to ry , we have a  tan g en tia l direc­
tion  which is u n ce rta in  betw een expansion and  con­
trac tio n  [Sauer, 2002]. T h e  b rittlen ess  of num erical 
pseudo-tra jecto ries  of th e  double ro to r, w hen it ex­
h ib its  UDV, has been  show n to  increase to  very high 
values [Grebogi et aZ., 2002].
In  th e  case of th e  kicked double ro to r, the 
invarian t set of in te re st is a  chaotic a ttra c to r, b u t 
UDV can also ap p ear in n o n a ttra c tin g  chaotic sets, 
as s tran g e  saddles sm o o th  along an  unstab le  di­
rection  [Dawson, 1996]. A m ap  on th e  2-torus,
w ith  dense sets of saddles and  repellers, was found 
to  exhibit UDV by K ostelich et al. [1997]. T he 
presence of UDV seems to  be typ ical in general 
high-dim ensional dynam ical system s, as shown by 
Lai and G rebogi [1999a], who have described its  oc­
currence in globally coupled H enon and  Ikeda m ap 
lattices.
T he la tte r  observation can be  p u t in a  m ore 
general context, if one considers th e  problem  of 
m odeling coupled chaotic oscillators. Since th e  sem ­
inal work of P ecora and  C arro ll [1990] it has been 
recognized th a t  an  a rray  of chaotic oscillators can 
synchronize th e ir tra jec to ries. For a  general class of 
coupled m ap lattices
X2-l = F (Xn}) -  \  &iH (Xn }) >
1 3=1  (9 )
or coupled oscillator chains,
F(x*>(t) ) - £ g 9,H (x<% ),, (10)
w here G 7ZD an d  F, H are D -dim ensional 
sm ooth vector functions, it tu rn s  ou t th a t  th e  syn­
chronization m anifold
x (i) =  x (2) =  . . .  =  x w  (11 )
is a chaotic invarian t set for th e  system  (9), p rovided 
Yhj9ij =  ^ [Lai & G rebogi, 1999].
UDV has been num erically  observed in a  sys­
tem  of locally coupled H enon m aps in th e  form  
as Eq. (9) for  any nonzero coupling s tren g th  e 
[Lai & G rebogi, 2000a]. T he  coupled m aps m ay 
also be regarded  as Poincare m aps of continu­
ous tim e flows. In  fact, system s of continuous­
tim e oscillators coupled in th e  form  (10) have also 
been argued to  exhib it UDV, as it was num eri­
cally confirm ed for chains of Rossler oscillators [Lai 
et al.y 1999b]. N ot only th e  com pletely synchronized 
s ta te  (11), b u t also phase synchronized s ta tes  in 
chaotic system s were proved to  exh ib it UDV for 
nonvanishing coupling s tren g th  [A ndrade & Lai,
2001].
T he ub iqu itous presence of UDV in chaotic 
system s w ith  invarian t subspaces is expected  on 
ra th e r general g rounds [Lai, 1996; Lai & G rebogi, 
2000a], since th e  num ber of u n stab le  d irections of 
any unstab le  periodic o rb it em bedded in th e  invari­
an t chaotic set is determ ined  by: (i) th e  local chaotic
dynam ics on th e  invarian t subspace; and  (ii) the  
transverse  dynam ics [such as th e  coupling stren g th  
in Eq. (9)]. In  p a rticu la r, th e  appearance of UDV 
in th e  synchron ization  m anifold of coupled chaotic 
oscillators is re la ted  to  th e  so-called bubbling tran­
sition , in which period ic  o rb its  em bedded in the  
m anifold lose tran sv e rsa l s tab ility  [Ashwin et a/., 
1994, 1996].
If th e  in te rac tin g  system s are no t identical, 
or if th ey  are very w eakly coupled, th ey  do no t 
p resen t in general exact am p litu d e  synchroniza­
tion, b u t th ey  m ay p resen t a  generalized synchrony 
[B occaletti et a l , 2001]. In  th is  case, instead  of a 
synchronization  m anifold  we focus on an  em ergent 
set th a t  arises from  a  decoherence tran sitio n . T his 
m echanism  has also been  b lam ed  to  be a  general 
source of UDV  in such system s [B arreto et  a/., 2000; 
B arre to  & So, 2000]. In  high-dim ensional system s 
th e  tran s itio n  to  h yper chaos, w hen th ere  are m ul­
tip le  positive L yapunov exponents, has been also 
shown to  be re la ted  to  UD V  [Davidchack & Lai,
2001]. For dynam ical system s possessing two or 
m ore asy m p to tic  sets w ith  a different num ber of 
u n stab le  d irections, ex trinsic  noise has been shown 
to  lead to  UD V [Lai et  a/., 2003].
I t  m ay seem  a t first th a t  it is hopeless th a t  
a  chaotic system  exh ib iting  UD V h appens to  be 
of p rac tica l use, for it w ould lack adequate  shad- 
ow ability p roperties . However, if we consider not 
single tra je c to rie s  b u t ra th e r  ensem bles of them , 
s ta tis tica l q u an titie s  could som etim es be reliably 
com puted  [Lai et a/., 1999a; Sauer, 2002]. T his 
was num erically  checked by com puting  th e  average 
energy (and  its  second m om ent) of a  kicked dou­
ble ro to r, by using tw o slightly  different m odels, 
and  o b ta in ing  resu lts  w hich agree w ith in  th e  nu­
m erical accuracy  [Lai et al. , 1999a]. However, there  
can be  found a fam ily of exam ples exhib iting  UDV, 
for w hich even tiny  one-step  errors in num erical 
sim ulations cause m acroscopic errors (m any orders 
of m agn itude  higher) in long-term  averages [Sauer,
2002]. A n o th er d istinc tive  featu re  present in sys­
tem s w ith  UDV  is th e ir ro b u stn ess against ex ternal 
noise [K antz et a/., 2002].
W hile in com plex system s UDV is apparen tly  
very com m on, if n o t a  un iversal characteristic , th e  
m echanism  of its  generation  is still no t com pletely 
understo o d . Hence, in o rder to  investigate th is is­
sue, we consider a  sim ple dynam ical system  th a t  
allows for an  easier iden tification  of th e  b ifurcation  
s tru c tu re  underly ing  th e  onset of UDV.
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Fig. 2. (a) Fixed points of the map (14)-(15) before and af­
ter the saddle-repeller bifurcation; (b) Bifurcation diagram of 
(15) at x =  x- Solid (dashed) lines indicate stable (unstable) 
fixed points.
A linear s tab ility  analysis ind icates an  
u n s tab le -u n stab le  pa ir b ifu rcation  (w ith  eigenvalue 
+  1) occurring  a t p =  p c =  1. T he  fixed po in ts 
of in terest of th e  m ap (14-15) are 0 =  (x>0), and  
r± =  (x ,y ±  =  i V 1 -  p) [Fig- ! ( a )]- For p  <  1 (>  1) 
0 is transversely  stab le  (unstab le), i.e. 0 is a  saddle 
(repeller) w ith  un stab le  dim ension one (two). T h e
Fig. 3. Schematic figure showing the tongue-like structure 
that appears for p > 1. Adapted from [Lai k  Grebogi, 2000b].
o ther p a ir of fixed p o in ts  which we nam ed r±, are 
located  off th e  invarian t subspace [actually they  be­
long to  th e  basin  boundaries, cf. Fig. 1(a)] and  are 
repellers for p  <  1. As p  approaches p c — 1, they  
collide w ith  th e  fixed p o in t a t y — 0 and  coalesce 
in to  a  single repeller [Fig. 2(a)]. For all p  ^  p c the  
invarian t chaotic set Cl is a  n o n a ttra c tin g  saddle 
[Fig. 2(b)],
W hen th e  fixed p o in t a t y — 0 becom es tra n s ­
versely un stab le , every preim age of it does so. Since 
th ere  is a  denum erab le infin ite num ber of such 
eventually  fixed p o in ts  em bedded  in th e  chaotic set 
[Gulick, 1990], we conclude th a t  a  countably  infi­
n ite  num ber of period ic saddles becom e repellers a t 
V — Vc — U an d  its  com plem ent is a  set w ith  an un- 
coun tab ly  infin ite n um ber of saddles. W hile th e  set 
of new born  repellers has Lebesgue m easure zero, the  
set of saddles has th e  full Lebesgue m easure. Since 
b o th  sets are dense in ii ,  th e  saddle-repeller (p itch­
fork) b ifu rcation  a t p c m arks th e  onset of UDV in 
th e  system  [Viana &; G rebogi, 2001].
W h a t is th e  fa te  of tra jec to rie s  off th e  invari­
an t chaotic set, a fte r th is  b ifu rcation  has occurred? 
We already  know th a t ,  once reaching th e  \y\ =  1 
line, th ey  asy m p to te  to  infinity. However, a fea­
tu re  n o t revealed by a  linear s tab ility  analysis, and 
th a t  stem s from  th e  non linear te rm s in Eq. (15), is 
th e  existence, betw een th is  line and  th e  sym m etry  
plane, of a  dense sequence of tongues, anchored a t 
th e  repellers (Fig. 3). T h e  envelope of these tongues 
can be ana ly tica lly  es tim ated  [Lai et a/., 1996], b u t 
th e ir existence can also be  inferred  from  a m ore 
general argum en t, as follows.
L et us consider an  open  set O  =  \y\ >  1 which 
in tersec ts th e  tran sv e rse  u n stab le  m anifold of x , the  
repeller belonging to  th e  invarian t set Cl. T he in­
verse im ages of O , w hich by con tinu ity  are also open 
sets, asym pto tically  approach  x  [Lai & Grebogi,
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2000b]. T hese inverse im ages of O  are a  subset of 
th e  tongue anchored a t x =  x- T h e  set of tongues, 
off th e  sym m etry  p lane y  =  0, form s an  open and  
dense set, while its com plem ent is a  closed C an­
to r set of positive m easure [Grebogi et  aZ., 1985]. 
An in itial condition  very close to  th e  invarian t sub ­
space a t y  =  0 generates a  tra je c to ry  th a t  w anders 
erratically  back and  fo rth  in th e  x-direction , due to  
th e  large eigenvalue (L u =  2) of th e  tan g en t m ap, 
until, if th e  tra je c to ry  is no t already  in th e  tongues, 
noise will push  it in a  tongue and  it will asym pto te  
to  infinity [Grebogi et a/., 1983b]. Since ju s t after 
th e  b ifurcation  these tongues m ay be very narrow , 
it m ight take a  very large tim e for an  o rb it to  en ter 
a tongue and  be ejected away [Viana & G rebogi, 
2000].
As p  is fu rth e r increased p a s t p c — 1, m any 
o ther u n stab le  periodic o rb its em bedded  in th e  
chaotic set a t y  =  0 lose tran sv ersa l stability , 
and  m ore and  m ore saddles becom e repellers. T he 
relative p ro p o rtio n  betw een saddles and  repellers 
changes w ith  varying p, in a  way th a t  can be q uan­
tita tiv e ly  tre a ted  using th e  m ethods to  be described 
in th e  following section.
6. Q u a n t ify in g  U n s ta b le  D im e n s io n  
V a r ia b i l i t y
6 .1 . Finite-time Lyapunov  
exponents
T he relative abundance of periodic o rb its  w ith  a 
different num ber of u n stab le  d irections can be eval­
u a ted  by calcu lating  th e  corresponding  fin ite-tim e 
Lyapunov exponents [A barbanel et a l , 1991]. T hese 
are com puted  in th e  sam e way as is done for th e  
com m only used Lyapunov exponents, b u t using a 
finite (and usually  sho rt) tim espan  n <  oo. Its  use 
in nonlinear dynam ics is receiving a  growing in ter­
est, since m any dynam ical regim es can be identified 
by using th em  [Prasad & Ram asw am y, 1999].
It has been recognized as a  fingerprin t of UDV 
in dynam ical system s —  th e  fluc tua ting  behavior 
(around zero) of th e  tim e-n  exponent closest to  zero 
[Dawson et a l , 1994]. To u n d e rs tan d  qualita tively  
why does it happen , for th e  exam ple s tu d ied  in th e  
previous section, let us consider an  in itia l condition  
off b u t very close to  th e  invarian t subspace E . T he  
resu lting  tra je c to ry  is p roperly  quo ted  as a  chaotic 
tran sien t, since it eventually  goes to  infinity. Be­
fore th is occurs, however, th is tran s ien t o rb it visits 
^-neighborhoods of saddles and  repellers of th e  in­
varian t set for any £, no m atter  how sm all  T his 
m eans th a t  th e re  are tim e-n  segm ents for which 
th e  tra je c to ry  is transversely  a ttra c tin g  (in aver­
age) and  o th ers for w hich it is transversely  repelling 
(also in average). T h is  is p roperly  quantified by 
tim e-n  L yapunov exponen ts along th e  transversal 
y-direction.
In  o rder to  app ly  th is  concept to  th e  previ­
ously s tu d ied  exam ple, we will p resen t th e  defini­
tions only for a  W -dim ensional m ap  f (x ) ,  b u t they  
can be stra igh tfo rw ard ly  ex tended  to  continuous­
tim e flows as well. L et n  be a  positive integer and 
D P ( x o )  be th e  Jaco b ian  m a trix  of th e  n  tim es 
ite ra ted  m ap, w ith  en tries evaluated  a t xo- Suppose 
th a t  th e  singular values of D f n (xo) are ordered: 
f i ( x 0,n )  >  ^2(x o ,n ) >  ••• >  fn (x 0,n ) . T hen , the  
fcth tim e-n  L yapunov exponen t for th e  po in t xo is 
defined as [Kostelich et a l , 1997]
h ( x o ,y o ; n )  =  l l n | | D f n (x0,yo)-vjfc||, (16)
n
w here is th e  singu lar vector re la ted  to  £fc(xo,n).
T h e  infin ite tim e-lim it of th e  above expres­
sion is th e  usual L yapunov exponent A& =  
lim n_^oo Afc(xo,n). A lthough  th e  tim e-n  exponent 
Afc(xo,n) generally  takes on a  different value, de­
p end ing  on th e  p o in t we choose, th e  infinite tim e 
lim it takes on th e  sam e value for alm ost all xo w ith 
respect to  th e  n a tu ra l ergodic m easure of th e  in­
varian t set [V iana Sz G rebogi, 2001]. For th e  m ap 
s tud ied  in th e  prev ious section th ere  are two such 
exponents,
(17)
2 =  1
^2 (xo,yo;n) =  1 ln [pe b(xi x)2+ 3 y i  > (18)
i=1
and  we focus our a tten tio n  on th e  transversal one, 
^ 2 (^ o ,y o ;n ), w hich infin ite tim e lim it is th e  condi­
tional L yapunov exponen t At  for th e  invariant set 
fh  If A t goes th ro u g h  zero from  negative values (a 
blowout bifurcation [Ashwin et a l , 1994]) th e  in­
varian t set loses tran sv e rsa l stability . As p  increases 
p as t p c — 1, an  increasing num ber of saddles in 
lose tran sv ersa l stability . We have described in de­
ta il th is  tran s itio n  for a  period-1  o rb it (fixed poin t), 
b u t sim ilar b ifu rcations —  often nam ed  bubbling bi­
furcations [Ashwin et aZ., 1996] —  occur for o ther 
period ic o rb its  as p  increases.
If Q displays UDV, th e  tim e-n  Lyapunov ex­
p onen t in th e  tran sv e rsa l d irec tion  will erratically
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fluctuate  ab o u t zero, which suggests th e  use of 
a  p robab ility  density  P l ( ^ 2 ( ^ o » 2 / o ; s o  th a t  
PL(^2 (ri),ri)d \ 2  is th e  p ro b ab ility  th a t  th e  tim e-n  
exponent takes on a  value betw een A2 and  A2 +  d \ 2  
for a  given n  [Kostelich et al. , 1997]. T h e  in itia l 
conditions (xo,yo) are random ly  chosen according 
to  th e  Lebesgue m easure of Cl. F rom  th is  p robab il­
ity  d istrib u tio n  we can o b ta in  m om ents of functions 
of the  tim e-n  exponent, as averages
(F(A 2(x0,n )))
r+oo
F (A 2(x o ,n ) )P Jr/(A2(xo ,n ),n )c iA 2 , (19)- sJ — (
assum ing p ro p er norm alization  for P l { \ 2 ,n ) .
For n  large enough th e  form  of th is  d is trib u tio n  
can be w ritten  in th e  following form  [Ellis, 1985]
■f>z,(A2(n ) ,n )
n G "(A r) e G { x 2 )
27r
(20)
where A t is th e  in fin ite-tim e lim it of A2(n), and  th e  
function G {A) has th e  following p roperties:
G (Ar ) =  G '(At ) -  0 , G " { \T ) >  0 . (21)
E xpand ing  G {A) in th e  v icin ity  of A t, th e  first non­
vanishing te rm  is th e  q u ad ra tic  one, i.e. P l { \ 2 ) is 





(A2 -  At)"27r
(n >  1). (22)
We can o b ta in  a  num erical app rox im ation  for 
th is p robab ility  d is trib u tio n  by considering a  large 
num ber of tra jec to ries  of length  n  from  in itial 
conditions random ly  chosen in th e  chaotic invarian t 
set. In Fig. 4 we show som e d is trib u tio n s  of tim e-50 
exponents, ob ta ined  for different values of th e  bi­
furcation p aram ete r p. We see th a t  th e ir shape is 
indeed G aussian , and  th e  d is trib u tio n  as a  whole 
drifts tow ard positive values of A2 , as p  increases. 
T he ra te  in which th is  d rift occurs is no t constan t, 
however, as it can be seen in Fig. 5, w here th e  av­
erage value of th e  tim e-n  exponents, m  =  (A2 (n)), 
is p lo tted  versus th e  b ifu rcation  p a ram ete r p.
T he variance of th e  average m , w ith  respect to  a 
sam ple of size n , w hich we denote cr2 , is a constan t 
value ab o u t 0.035 for all p-values, ind icating  th a t  
th e  G aussian n a tu re  of th e  d is trib u tio n  P l(A 2) is 
no t significantly altered . A s ta n d a rd  resu lt [Bulmer, 
1979] says th a t  th e  variance of th e  to ta l pop u la tio n
Fig. 4. Probability distribution P(A 2 , 50) for time-50 trans­
versal exponents and different values of the bifurcation pa­
rameter p. The remaining parameters are a =  4.0 and b =  5.0.
Fig. 5. Average transversal time-50 Lyapunov exponent as 
a function of p. Other parameters are the same as in the pre­
vious figure. It crosses the horizontal axis at p * «  2.55, which 
signals a blowout bifurcation.
is equal to  th e  p ro d u c t of th e  variance of the  av­
erage by th e  sam ple size, hence th e  to ta l variance 
of th e  tim e-n  exponen ts is a 2 =  ncr2 , equal to  1.75 
for th e  tim e-50 exponen t d is trib u tio n s  depicted  in 
Fig. 4.
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6 .2. Natural measure and unstable 
periodic orbits
A lthough th e  fluc tua ting  behavior of th e  tim e-n  ex­
ponents  has proven to  be a  useful diagnostic for 
th e  presence of UDV in a  chaotic system , it is 
necessary to  quan tify  th e  in tensity  of th is  effect, 
since it is ap p a ren t from  th e  d rifting  behavior of 
-Pl(A2?50) shown in Fig. 4 th a t ,  for increasing p, 
progressively m ore exponen ts becom e positive. T h is  
indicates th a t  a growing num ber of periodic o rb its  
em bedded in th e  chaotic invarian t set becom e tra n s ­
versely unstab le. For m  & 0 we would expect as 
m any negative exponents as positive ones, and  th a t  
s itu a tio n  would m axim ize th e  effect of UDV. Using 
argum ents from  th e  ergodic theo ry  of chaotic sets, 
and  a significant am ount of previous num erical ev­
idence, it follows th a t  UDV is m ore p ronounced  
when the  in fin ite-tim e tran sv ersa l L yapunov expo­
nent (A t) vanishes [Lai & G rebogi, 2000a].
To com pute th e  conditional exponent A t we 
use typical tra jec to ries  on th e  chaotic invariant 
set ft, w ith  respect to  its  n a tu ra l m easure //(ft). 
Since th ere  are an  infinite num ber of u nstab le  
periodic o rb its em bedded in ft, th ey  su p p o rt th e  
n a tu ra l m easure in th e  sense th a t , w hen com ­
p u tin g  A t, these period ic o rb its  co n trib u te  w ith  
different weights. T hese weights are determ ined  by 
th e  n a tu ra l m easure of a  typ ical tra je c to ry  which 
visits th e  neighborhoods of th e  periodic  orb its, and  
are re la ted  to  th e  m agnitudes of th e  u n stab le  eigen­
values of those u nstab le  o rb its  [Lai &; G rebogi, 
2000a]. T he n a tu ra l m easure of a  typ ical tra je c ­
to ry  in th e  neighborhood of a  period ic o rb it is 
re la ted  to  th e  p robab ility  of being in its  vicinity, 
and  it is sm aller for a  m ore u n stab le  periodic o rb it 
[Farmer et a/., 1983]. Hence, th e  larger is th e  u n s ta ­
ble eigenvalue of th e  periodic o rb it, th e  sm aller is its 
con tribu tion  to  th e  n a tu ra l m easure. Sum m ing over 
all unstab le  period-# o rb its  em bedded  in th e  invari­
an t set ft gives th en  its n a tu ra l m easure [Grebogi 
et  a/., 1998b]
l i(S l)  =  lim V  r , 1, , (23)
where x q(j)  is th e  j th  fixed po in t of f 9(x), i.e. x q(j)  
is on a p erio d -r o rb it, w here r  is # or a  prim e 
factor of #, and  L u is th e  expand ing  eigenvalue of 
th is  o rbit. T h is expression was originally derived for 
hyperbolic system s [Grebogi et a/., 1998b], b u t its 
validity for nonhyperbolic ones has been  verified in 
all analyzed cases [Lai et a/., 1997].
T h e  n a tu ra l m easure associa ted  w ith  th e  j t h  
period-#  o rb it is th e  norm alized  ra tio  [Lai & 
G rebogi, 2000a]
* 0 )  -
i i i / L u(xqm
t= i
(24)
w here N q is th e  n um ber of period-#  orbits. N q 
and  N q are th e  num bers of transversely  stab le 
and  u n stab le  period-#  o rb its , respectively, such th a t 
N q +  N q =  N q. In  th e  case exam ple of Sec. 5, when 
# =  1 it tu rn s  ou t th a t  N f  and  N™ are th e  num bers 
of saddles an d  repellers, respectively. T h e  weights of 
th e  transversely  s tab le  an d  u n stab le  period-# orbits 
are given, respectively, by
Nq
A q =  X ^ 9C/)A2 (X g(i),g )
3 =  1
(for A2(x g( j ) ,q )  <  0 ),
NX
(25)
A g =  ^ /X q ( i ) A 2(X g(i),g)
3 =  1
(for A2(xg(j)>q) >  °)> (26)
where A2 (x 9( j ) ,# )  is th e  tim e-# transversal 
L yapunov exponen t for th e  j t h  period-#  orb it. If 
^ 2(x 9( j ) ,# )  is positive (negative) th e  periodic o rb it 
is transversely  u n s tab le  (stab le).
W hen  A t becom es zero, a t th e  blowout b ifur­
cation  po in t, it follows th a t  th e  con tribu tions of the 
transversely  stab le  an d  u n s tab le  period-#  o rb its are 
exactly  coun terbalanced , and  UDV is expected to  
be m ore intense. We can verify th is  pred ic tion  for 
th e  case exam ple stu d ied  in th e  previous section, 
for it p resen ts  a  variab le  b ifu rcation  p aram eter p, 
such th a t ,  for p  >  1, th e  system  exhib its UDV. 
T he  infin ite-tim e tran sv e rsa l Lyapunov exponent 
A t  vanishes for p  =  p* «  2.55, w hich is th e  critical 
value for th e  blow out b ifu rcation .
A linear s tab ility  analysis ind icates th ree 
qualita tively  d ifferent regim es for ft, according to  
th e  corresponding  value of p:
(i) 0 <  p <  p c =  1: ft is a  chaotic a ttra c to r, in
which all em bedded  u n stab le  o rb its  are sad­
dles, i.e. ft is transversely  stab le  as a whole. 
T here  is no U D V  a t all. p  =  p c is a sad d le - 
repeller b ifu rca tion  po in t.
(h) Pc <  P <  P* ~  2.55: ft is a  chaotic saddle, in
which th e re  are “m ore” saddles th a n  repellers,
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in th e  sense th a t  th e  n a tu ra l m easure is sup ­
p o rted  m ainly  by th e  transversely  stab le  or­
b its. ft is, on th e  average, transversely  stable. 
T he  effect of UD V is progressively m ore intense 
as p  increases from  p c. p  =  p* is a  blow out bi­
furcation  po in t.
(iii) p  >  p*: ft is still a  chaotic saddle, b u t th ere  
are “m ore” repellers th a n  saddles, in th e  sam e 
sense as before, ft is, also on th e  average, tra n s ­
versely unstab le .
Since, for p  >  1, a  tra je c to ry  off th e  invarian t 
subspace eventually  asym pto tes to  infinity, it would 
seem a t first th a t  ft could no t be transversely  stab le  
a t all. However, our tran sv ersa l s tab ility  analysis is 
linear, w hereas th e  escaping of tra jec to ries  to  infin­
ity is a  nonlinear effect [due to  th e  cubic y 3 te rm  
in Eq. (15)]. T herefore, even though  in case (ii) th e  
chaotic saddle was found to  be linearly  transversely  
stable, it is nonlinearly  transversely  unstab le , in 
the  sense th a t  any tra je c to ry  off th e  chaotic saddle 
eventually escapes to  infinity.
From  Eq. (22), th e  d is trib u tio n  of th e  tran sv e r­
sal tim e-n  exponents, Pl(A2(™))> is cen tered  a t 
A2 =  X p j  s o  th a t  m  =  \ t >  which also follows from  
direct in tegration . Accordingly, th e  to ta l variance 
is a 2 — n <  (A2 — m ) 2 > =  l /G f//(A r), which is 
independent of n.
A quite d irect p rocedure  to  quan tify  th e  rel­
ative abundance of saddles and  repellers in th e  
chaotic invarian t set ft is to  com pute  th e  fraction 
of positive transversa l tim e-n  exponen ts [Viana Sz 
G rebogi, 2001]
poo
<j>(n) =  /  PL(X2 (x 0,n ) ,n )d X 2 (27)
Jo
shown in Fig. 6 as a  function  of p. For p <  1 it is zero 
and increases m onotonically  for p  >  1, sa tu ra tin g  a t 
(j> =  1 for large p. A t th e  blow out b ifu rcation  po in t 
p* we have 0  =  1 /2 , for exactly  half of th e  tim e-n  
exponents th a t  are positive. U sing th e  asym pto tic  
expression of P l (A2 ,n )  th e re  resu lts
=  \  +  :Y eri  , (28)
in com plete agreem ent w ith  th e  num erical resu lt.
7. UD V -Induced Interm ittency
In th is section, we will slightly  m odify th e  m ap  in­
troduced  in Sec. 5 by changing th e  sign of th e  cubic 
term , which in troduces a  fold in th e  m ap  dynam ics
Fig. 6. Fraction of positive time-50 transversal Lyapunov 
exponents as a function of p, for the same parameters as in 
the previous figures.
along th e  tran sv e rsa l d irection . T h is does no t affect 
th e  resu lts  of th e  linear s tab ility  analysis, b u t p re­
vents tra jec to ries  from  escaping to  infinity. Hence, 
tra je c to ries  s ta r tin g  off b u t very close to  th e  invari­
an t subspace y — 0 spend  large am ounts of tim e 
near y  =  0 before being  ejected  away, in th e  form 
of in te rm itte n t chaotic b u rs ts . We can call th e  p ro ­
cess UDV-induced in term ittency , since here chaotic 
b u rs tin g  is accom panied  by th e  lack of hyperbolic- 
ity  (Sauer [2002] has called UD V an  “in term ittency  
in m in ia tu re” ).
In  o rder to  describe th e  onset and  evolution of 
such in te rm itten cy  in th e  m ap  described  in Sec. 5, 
we consider a  reference, or “tru e ” chaotic tra je c ­
to ry  in th e  invarian t set ft C M .  However, the  
existence of th e  invarian t subspace M  is jeo p ar­
dized by th e  lack of m odel sym m etry  caused by 
sm all, yet unavoidable im perfect p aram ete r d e ter­
m ination , and  ex trinsic  noise. We th u s  expect th a t  a 
co m pu ter-generated  tra je c to ry  th o u g h t to  belong to  
A4 will ac tua lly  s ta r t  off b u t very close to  A4. T he 
shadow ing d istance betw een th e  “tru e ” chaotic t r a ­
jec to ry  a t A4 an d  th e  p seu d o -tra jec to ry  initialized 
nearby  is, a t each in s tan t, th e  pointw ise d istance 
betw een th em  in th e  phase  plane. T he existence of 
lam inar in tervals, for w hich th e  pseudo-tra jec to ry  
is close to  A f, is equivalent to  having a  pseudo­
tra je c to ry  w hich continuously  shadow s th e  “tru e ” 
chaotic tra je c to ry  belonging to  A4. By the  sam e







Fig. 7. Pseudo-trajectories generated for the map (14)-(15) 
with a — 4.0, b =  5.0, and a noise level 10- 9 , with q =  16, 
and (a) p =  2.30; (b) p =  2.55.
(a)
(b)
Fig. 8. Statistical distribution of pointwise shadowing log- 
distances for (a) p =  2.10, (b) p =  2.55, and three different 
noise levels.
token, b u rs tin g  is an  observable m anifesta tion  of th e  
lack of shadow ability, while th e  lengths of th e  lam ­
inar intervals yield estim ates for shadow ing tim es. 
Hence, th e  p roperties  of chaotic b u rs tin g  are re la ted  
to  th e  sta tis tic s  of shadow ing distances and  tim es.
A “tru e ” chaotic tra je c to ry  is know n to  exist 
for in itial tra jec to ries  (xo,yo =  0) random ly  chosen 
in Cl w ith  respect to  th e  Lebesgue m easure. T he 
pseudo-trajecto ries we generate  are m ean t to  rep re­
sent num erically o b ta ined  orb its, for which we can­
not have in itia l conditions exactly  placed a t y  =  0, 
in th a t  they  have some u n ce rta in ty  in th e  tran sv e r­
sal direction. Since th e  x -p a rt of th e  m ap  (14) does 
not depend on y, th e  evolution along th e  x-d irection  
of b o th  tra jec to ries  is th e  sam e for all tim es, and  th e  
pointw ise d istance betw een a  chaotic tra je c to ry  and  
a p seudo-tra jec to ry  will be sim ply th e  value of y n 
for th e  la tte r. Finally, a  com pu ter generated  pseudo­
tra jec to ry  is likely to  suffer th e  action  of ro u n d ­
off errors, w hich we can sim ulate  by co rru p tin g  a 
p seudo-tra jec to ry  w ith  random ly  applied  kicks of 
sm all m agn itude 10” 9, playing th e  role of one-step 
errors [Sauer, 2002].
We m ust em phasize th a t  th e  pseudo­
tra jecto ries do no t belong to  Cl b u t, instead , to  a
larger invarian t set of w hich Cl is a  subset. T he fold 
in troduced  in th e  y -p a rt of th e  m ap  (15) ensures 
th a t  th is  larger chaotic set is recu rren tly  close to  M  
and  does n o t asy m p to te  to  infinity, as it would be 
th e  case if th e  cubic te rm  in (15) w ould have a  pos­
itive sign. In  Fig. 7, we show two exam ples of high- 
precision p seu d o -tra jec to ries  generated  using the  
p rocedure  described  above. T h e  noise level is fixed 
a t 10-1 6 , which can be  regarded  as th e  com puter 
roundoff in tro d u ced  by a  double precision floating­
po in t arithm etics. F igures 7(a) and  7(b) refer to  dif­
ferent post-c ritica l values of th e  b ifu rcation  param e­
te r  (p >  1). We record  th e  values of yn , or th e  point- 
wise shadow ing d istances, a t each tim e, yielding th e  
corresponding  log-distances z n =  In \yn \. T he use of 
an  ex ternal kick creates a  “b a rr ie r” of w id th  10-9  
preventing  p seu d o -tra jec to ries  from  having shadow ­
ing log-distances less th a n  — q on average. T he  sh ad ­
owing d istances m ay be large due to  chaotic b u rs t­
ing, b u t th ey  are p red o m in an tly  very sm all (w ithin 
th e  lam inar regions); th e  b u rs tin g  being m ore effec­
tive as p  increases.
F igure 8 p resen ts num erically  ob ta ined  s ta tis ti­
cal d is trib u tio n s  of th e  shadow ing log-distances z n 
for two post-c ritica l values of p  and  ex ternal kicks
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of different m agnitudes. In  all dep icted  cases, th e  
(norm alized) d is trib u tio n  height falls rap id ly  down 
to  zero for shadow ing d istances less th a n  10- 9 , as 
expected, and  decreases exponentia lly  for higher 
shadow ing d istances
Pd(z) =  P d0 ex p [~ k (p ){z -  In q)] , (29)
where Pd(z )d z  is th e  p ro b ab ility  for th e  shadow - 
ing log-distance to  lie betw een z and  z  +  dz. As p  
increases from  2.10 [Fig. 8(a)] to  2.55 [Fig. 8(b)] 
th is decrease becom es slower, m eaning  th a t ,  as th e  
UDV effect is m ore intense, we have a  progressive 
dom inance of higher shadow ing d istances. T h is is 
in accordance w ith  th e  g reater con ten t of tra n s ­
versely u n stab le  periodic o rb its as p  is increased 
from  p c — 1.
T he shadow ing log-distances experience spikes 
of various heights, b u t rem ain  in th e  im m ediate  
vicinity of th e  invarian t subspace A f, un til th ey  
b u rs t chaotically  and  re tu rn  to  M .  We define 
th e  shadow ability  tim e as th e  in terval it takes for 
th e  pointw ise shadow ability  d istance to  grow to  th e  
order of th e  a ttra c to r  size, say y =  i/a  — 1- F igure 9 
shows th e  dependence of th e  log-shadow ing tim es, 
for different values of p, on th e  noisy kick s tren g th  
level q. T he  resu lts suggest th a t  th e  d is trib u tio n  
of th e  average shadow ing tim es has a  power-law 
scaling w ith  respect to  th e  noise level q , w hat can 
also be derived by in teg ra tin g  th e  d is trib u tio n  (29) 
for shadow ing log-distances, in o rder to  ob ta in  th e  
probab ility  for a  shadow ing d istance to  be g reater 
th an  u a , such th a t  Pt(q) ~  exp[—/^(p)(ln i/a  — 
In q)] =  q < v \
T hese p robab ility  d is trib u tio n s  for th e  shad ­
owing distances and  tim es can be theoretically  
justified  from  th e  s ta tis tica l p ro p erties  of fin ite-tim e 
Lyapunov exponents. A p seu d o -tra jec to ry  s ta rtin g  
off b u t near th e  invarian t subspace will w ander 
along th e  x-d irection  according to  th e  u nstab le  
eigenvalue of th e  period ic o rb its em bedded in ft. 
As the  tra je c to ry  approaches o rb its  w ith  different 
num bers of u n stab le  d irection , it will move e ither 
tow ard or ap a rt from  ft for finite tim e segm ents. 
Let yk be th e  shadow ing d istance of th e  pseudo­
tra jec to ry  a t tim e k. D uring  a  sh o rt tim e in terval 
of length  n , th e  local expansion ra te  is th e  corre­
sponding tim e-77, tran sv ersa l exponent, such th a t  
yk+n ~  Vk exp(nA 2 (77,)). I t follows th a t  th e  log- 
shadowing distances satisfy  Zk+n ~  z k +  n \ 2 {n).
W hen ft exhibits UDV, the tim e-77, exponents 
A2 (n) fluctuate in an irregular fashion about zero, 
being the random innovations which push the
digits of accuracy
Fig. 9. Shadowing times as a function of the kick strength 
exponent, or the number of accuracy digits. The various lines 
are least-squares fits obtained for different values of the bi­
furcation parameter p. The top line is for p — 2.1 and the 
lines below are for values of p with a constant increment of 
5p =  0.05. The slopes of these lines are depicted as boxes in 
Fig. 10.
log-shadow ing d istances tow ard  or away from  the  
chaotic tra je c to ry  confined to  th e  invariant sub­
space M .  T h e  tim e evolution  of th e  log-shadow ing 
distances can th u s  b e  regarded  as an  additive ran ­
dom  process, w ith  a  diffusion ra te  being given by 
th e  d ispersion  of th e  tim e-77, exponents, which we 
have m easured  by th e  to ta l variance a 2 of their 
s ta tis tica l d is trib u tio n  P l(A 2 (72), 72). However, the  
d is trib u tio n  of A2 (n) is such th a t  th ere  is a  dif­
ferent am oun t of positive and  negative values (see 
Fig. 4). For exam ple, if th e ir average m  is positive 
th e  tran sv ersa l d isp lacem ents of a  pseudo-tra jec to ry  
will have a  positive average expansion ra te , which 
describes a  b iased  ran d o m  walk, in which a  d rift m  
has been included  [Sauer et a/., 1997].
A diffusion equa tion  describes th e  spatio- 
tem p o ra l evolution of th e  d is trib u tio n  of the  
shadow ing log-distances V ( z ,n )  w ith  respect to  
th e  tim e-77, an d  th e  log-distance z  (assum ed to  be 
continuous variables) [Feller, 1957]:
d V ( z ,n )  _  d 2V ( z ,n )  d P ( z ,n )  
d n  2 d z 2 d z
T h e effect of th e  kicks added  to  th e  pseudo­
tra jec to ries  can be included  in th is  stochastic  m odel
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2.1 2.2 2.3 2.4 2.5 2.6
bifurcation parameter (p)
Fig. 10. Comparison between the slopes of statistical 
distributions of shadowing log-distances and times. The nu­
merically obtained slopes for distributions of log-shadowing 
distances (crosses) are based on Fig. 9; diamonds (triangles) 
stand for the theoretical prediction of Eq. (31), based on time- 
2 (time-50) Lyapunov exponents; boxes are for numerically 
obtained distribution slopes of shadowing times, according to 
Fig. 9.
by including a  reflecting b arrie r a t z * ^  —q, M ore­
over, we im pose th e  following b o u n d ary  conditions: 
V(z -> oo) = ( d v / d z ) ^ ^  = 0.
T he diffusion process governed by Eq. (30) has 
an  equilibrium  d is trib u tio n  given by (d V e q / 9 ti) =  
0, which reads [Pinto et al. , 2002]
_ 2|m|
V e q {z ) =  o~ e x Pa*
2\m\
(z  -  In q) (31)
which is sim ilar to  th e  num erically  ob ta ined  d is tri­
bu tion  P d(z ), given by Eq. (29), if we identify  th e  




Figure 10 shows a  com parison betw een th e  nu­
m erically ob ta ined  slopes of th e  exponentia lly  de­
caying d is trib u tio n s (crosses) and  th e  theore tical 
pred ic tion  of Eq. (32) (d iam onds and  triangles are 
for different tim e-n  exponents). T here  is an  increas­
ingly b e tte r  agreem ent am ong these values, as we 
approach  p  =  p* — 2.55, th e  value for which th e  
UDV effect is m ore pronounced . T he  good agree­
m ent betw een theo ry  an d  num erical experim ent a t 
p  =  p* is a  consequence of th e  fact th a t , w hen
UDV is m ore in tense, th e  average tim e-n  exponent 
vanishes, such th a t  th e re  is an  approx im ate ly  equal 
num ber of positive an d  negative innovations acting 
on a  p seudo-tra jecto ry . In  th is  case a M arkovian 
ran d o m  walk w ould be  a  b e t te r  approxim ation  of 
th e  ac tu a l behav io r of th e  p seu d o -tra jec to ry  under 
random  kicks. As we move away from  p*, th e  bias 
caused by a  nonzero average exponent m akes the  
equilibrium  d is trib u tio n  given by (31) a  poorer ver­
sion of th e  stochastic  process. A ctua lly  th e  bu rstin g  
is chaotic, an d  som e degree of dynam ical correlation 
is expected  to  take place a t every m om ent, p reven t­
ing us from  successfully using linear stochastic  m od­
els such as those considered here.
T h e  tim e-2 exponen t (shown as d iam onds in 
Fig. 10) are consisten tly  b e tte r  th a n  the  time-50 
ones (depic ted  as triang les in Fig. 10), which implies 
th a t  th e  underly ing  dynam ica l s tru c tu re  causing 
UDV is ac tua lly  very com plicated . T h e  saddles and 
repellers belonging to  Cl are so densely in tertw ined  
th a t  a  p seu d o -tra jec to ry  will have a  different num ­
b er of u n stab le  d irections over very sho rt periods 
of tim e, an d  a  tim e-2 exponen t is expected  to  give 
resu lts  closer to  a  M arkovian stochastic  process, 
w hen com pared  w ith  a  tim e-50 exponent.
T h e  s tochastic  m odel we use for a  biased ran ­
dom  walk w ith  reflecting b arrie r can also be used 
to  es tim ate  th e  shadow ing tim e r ,  by im posing 
th a t  pn+T be g rea te r th a n  p a  — 1- Using Laplace 
transfo rm s, we can o b ta in  th e  following th eo re ti­
cal e s tim ate  of th e  average shadow ing tim e [Sauer 
et al. , 1997]




Since th e  s ta tis tica l d is trib u tio n  of shadow ing tim es 
scales linearly  w ith  r ,  if q is sm all enough, Eq. (33) 
leads to  an  algebraic scaling w ith  th e  noise level 
<7, in agreem ent w ith  th e  num erical resu lt, p ro ­
vided th e  slope, once again , equals th e  hyperbolicity  
exponent h.
T h e  slopes of th e  various curves in Fig. 9, 
corresponding  to  different values of th e  b ifurcation 
p aram e te r p, are dep ic ted  as boxes in Fig. 10. We 
have a  b e tte r  agreem ent betw een theore tical and 
num erical resu lts  for th e  shadow ing tim es th a n  for 
th e  log-distances. A p lausib le  exp lanation  for th a t  is 
th e  different defin itions we have used for shadow ing 
d istances and  tim es. W hereas th e  form er are p re­
cisely defined as pointw ise d istances betw een two 
tra jec to ries , shadow ing tim es, on th e  o ther hand ,
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are defined in a  less accu ra te  way since: (i) th e  
tim es are m easured w hen th e  log-distances exceed 
an a rb itra ry  threshold ; (ii) we com pute average 
values over very long chaotic tran sien ts . Hence, 
th e  overall s ta tis tica l behavior of shadow ing tim es 
would be m ore likely em ulated  by a stochastic  
model.
To conclude th is  section, we have shown th a t , 
when a system  fails to  be hyperbolic due to  
UDV, it m ay p resen t in te rm itte n t b u rstin g  if it ex­
hib its some sym m etry  leading to  a  low -dim ensional 
invariant subspace. T h is ty p e  of in te rm itte n t t r a n ­
sition has been observed, for exam ple, in th e  
tran sitio n  betw een synchronized and  nonsynchro­
nized behavior in a  la ttice  of piecewise linear m aps 
w ith  a long-range coupling [B atista  et a/., 2002]. 
For general system s of N  coupled m aps or os­
cillators, th e  invarian t subspace of in terest is th e  
M -dim ensional synchronization  m anifold (where 
M  N) .  U D V -induced in te rm itten cy  in such 
com plex system s would be explained by study ing  
th e  stab ility  of th e  synchronization  m anifold w ith  
respect to  th e  corresponding  N  — M  transversa l 
directions.
8. Conclusions
U nstable dim ension variab ility  (UDV) is a  d y n am ­
ical p ro p erty  of strong ly  nonhyperbolic  invarian t 
chaotic sets. Its  consequences on th e  shadow ability  
properties are severe, lim iting  in a  d ram a tic  way th e  
use of single p seudo-tra jecto ries to  num erical com ­
p u ta tio n s  of physically  relevant quan tities. Hence, 
these pseudo-tra jecto ries can a t b es t give th e  sam e 
kind of inform ation  furn ished  by a  s tochastic  m odel, 
even though  th e  governing dynam ical equations 
are s tric tly  determ in istic . T h is is th e  reason we 
are calling th em  pseudo-determ in istic  system s. We 
reviewed previous work on UDV, which typically  
shows up in high-dim ensional system s like coupled 
m ap or oscillator la ttices, for w hich th e  invari­
an t set of in terest is th e  synchronization  m anifold. 
Hence UDV is far from  being  ju s t  a  m a th em a t­
ical curiosity, likely to  be found only in p a th o ­
logical dynam ical system s. We th u s  expect severe 
shadow ability problem s in m ath em atica l m odels of 
high-dim ensional chaotic system s used in science 
and  technology. T h is p roblem  is even m ore p e r­
vasive if we note th a t  m ost num erical in teg ra tion  
schemes for p a rtia l differential equations rely on 
some kind of space and  tim e d iscre tiza tion  leading 
to  such coupled system s.
T his p ap e r has focused on a  sim ple dynam ical 
m odel consisting of a  tw o-dim ensional noninvertible 
m apping  w ith  an  invarian t subspace, for two basic 
reasons. F irs t, for such a  system , th e  m ath em ati­
cal m echanism  b en e a th  th e  onset of UDV can be 
read ily  identified —  a sad d le-rep e lle r bifurcation. 
Second, th e  system  has a  contro l p aram ete r th a t  
enables us to  quan tify  th e  in tensity  of the  shad ­
owing breakdow n p ro d u ced  by UDV. By a combi­
n a tio n  of num erical an d  ana ly tica l argum ents we 
identify  th e  s itu a tio n  in which UDV is m ost severe: 
th e  blow out b ifu rca tion  po in t, w here th e  invariant 
subspace loses tran sv e rsa l s tab ility  and  half of the  
fin ite-tim e tran sv e rsa l exponen ts are positive. T his 
enables us to  es tim ate  shadow ing distances and 
tim es, according to  a  stochastic  m odel of a biased 
ran d o m  walk w ith  reflecting  b arrier.
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Abstract
Unstable dimension variability is a mechanism whereby an invariant set of a dynamical system, like a chaotic attractor or a 
strange saddle, loses hyperbolicity in a severe way, with serious consequences on the shadowability properties of numerically 
generated trajectories. In dynamical systems possessing a variable parameter, this phenomenon can be triggered by the 
bifurcation of an unstable periodic orbit. This Letter aims at discussing the possible types of codimension-one bifurcations 
leading to unstable dimension variability in a two-dimensional map, presenting illustrative examples and displaying numerical 
evidences of this fact by computing finite-time Lyapunov exponents.
© 2004 Elsevier B.V. All rights reserved.
Hyperbolic invariant sets, like chaotic attractors 
or chaotic saddles, play a major role in the theory 
of dynamical systems, thanks to many convenient 
mathematical properties, such as:
(i) The stable and unstable manifolds can be defined 
for each point belonging to the set [1,2];
(ii) The set and the corresponding dynamics are 
structurally stable, i.e., small perturbations do not 
topologically alter its dynamics [3];
* Corresponding author.
E-mail address: viana@fisica.ufpr.br (R .L. Viana).
1 Permanent address: Departamento de Matemática, Universi­
dade Federal do Paraná, 81531-990, Curitiba, PR, Brazil.
(iii) Noisy trajectories of hyperbolic systems are 
closely followed by fiducial (noiseless) trajecto­
ries of the system for an infinite time [4,5].
Unfortunately, most dynamical systems of physical 
interest fail to be hyperbolic, thus limiting the ap­
plicability of hyperbolicity to only a few models, like 
Axiom-A systems and topological horseshoes [2].
When the decomposition of the tangent space into 
a stable and unstable subspace does not vary continu­
ously along the invariant set, the dimension of the un­
stable manifold may be generally different for distinct 
points belonging to the set. This has been called unsta­
ble dimension variability (UDV), and its presence is a 
severe violation of the necessary conditions for a set to 
be hyperbolic [6]. A particularly troublesome conse­
quence of UDV is the lack of adequate shadowability
0375-9601/$ -  see front matter ©  2004 Elsevier B.V. All rights reserved, 
doi: 10.1016 /j. phy sleta.2003.12.049
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properties of noisy trajectories, such as those obtained 
by using computers, where the role of noise is played 
by unavoidable one-step roundoff and truncation er­
rors.
If UDV is too severe, it may happen that a noisy 
trajectory is not closely followed by any fiducial 
trajectory of the original system for a reasonable 
time. Hence, the computer-generated trajectories in 
this case may be just numerical artifacts, and no rele­
vant statistics can be extracted from such orbits [7]. 
In this case, even though the system is formally a 
deterministic one, the character of the orbits is, at best, 
of a stochastic system. Hence, they could be more 
properly referred to as pseudo-deterministic systems. 
In fact, when there is no shadowability at all, the 
mathematical model itself may be of limited use, 
and one should resort to experimental data (using 
embedding techniques, for example) to obtain relevant 
information about the system dynamics.
UDV was first described [6] for a diffeomorphism 
in the space T2 x S2. The earliest observation of UDV 
for a dynamical system of physical interest was re­
ported for the kicked double rotor map [8,9]. The pres­
ence of UDV seems to be typical in high-dimensional 
dynamical systems, as in coupled map lattices [10]. 
Besides their own importance as models of complex 
systems, they may also appear in numerical meth­
ods for solving partial differential equations. Low­
dimensional systems, however, also may present UDV, 
frequently with a non-attractive invariant set, as a 
chaotic saddle [11]. The relation between UDV and 
riddled basins, as well as with on-off intermittency, in 
cases where there is an invariant subspace on which 
the chaotic set lies, has been discussed in Refs. [12] 
and [13], respectively.
Although the mechanism for the emergence of 
UDV in coupled quadratic maps has been studied [14], 
we still do not have a complete understanding of under 
what circumstances UDV appears in a dynamical 
system, as a parameter is varied. It seems natural, 
though, that this onset must be triggered by some 
bifurcation of a fixed point or periodic orbit, in 
the sense that some formerly stable eigendirection 
becomes unstable, augmenting the dimension of the 
unstable subspace by one unit. The purpose of this 
Letter is to enumerate the local codimension-one 
bifurcations which lead to UDV in two-dimensional 
maps [1,15]. They were found to mark the onset of
UDV for many of the dynamical systems studied so 
far [8,12,16]. We will restrict our analysis to maps, 
bearing in mind that they can also be considered as 
Poincaré sections or time-T stroboscopic samplings of 
continuous time flows.
It is convenient here to state some basic defini­
tions for further reference. Let f : Rd -> Rd be a bi­
dimensional map. The set A c  is invariant under
x f(x ) if, for any xo E A, we have f ” (xo) E A for
all n. The invariant set A is said to be hyperbolic if 
the tangent space Tx associated with any point x e  A 
can be decomposed into the direct sum Tx =  E“ ® Esx, 
where Eu (Es) is the unstable (stable) subspace, such 
that the following conditions hold [1]:
(i) The splitting E£ 0  varies continuously with 
x e  A and is invariant insofar as Df(E“) =  E ^  
and Df(££) =  ^f(x)» where Df is the Jacobian 
derivative. In other words, one finds in A contin­
uously varying bases for £ “ and E
(ii) Forward (backward) iterates of points belonging 
to the stable (unstable) subspace are attracted 
to the point x as n goes to infinity, with an 
exponential rate p which is uniform for all x e  
A. Hence, there exists K  > 0 and 0 < p < 1
such that ||Df'I(x)y|| < Kpn\\y|| if y E E  ̂ and
||Df“n(x)y|| < K pn\\y|| if y e ££. The unstable
(stable) dimension d “ (d£) is the dimension of the 
invariant unstable (stable) subspace.
The structural stability of hyperbolic maps rules 
out any qualitative change of periodic orbits due 
to bifurcations or crises, for example. Since these 
changes are expected for most dynamical systems of 
physical interest, it follows that they are not typically 
hyperbolic [3]. Hence, we concentrate ourselves on 
how a given dynamical system loses hyperbolicity, and 
what could be the consequences for this fact. One of 
the consequences leads to the loss of shadowability 
for non-hyperbolic noisy orbits, which implies that we 
cannot take for granted that computer-generated orbits 
of non-hyperbolic systems are shadowed, or closely 
followed, by true orbits for an arbitrarily long time.
There are basically two mechanisms for losing 
hyperbolicity. The first one occurs when there are 
points on the invariant chaotic set A where the 
stable and unstable manifolds intersect tangentially 
(homoclinic tangencies). At those tangency points, the
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invariant subspaces E“ and E£ are undefined. Once 
a given homoclinic tangency occurs at a given point, 
each iterate of this point under the map f is also a 
tangency. Even in this case, it is possible to get fiducial 
chaotic trajectories which shadow computer-generated 
ones, provided we are far enough from a tangency. The 
time r it takes for a noisy trajectory to reach a quasi- 
tangency, or “glitch”, is roughly the time-span of a 
shadowing trajectory. If m — max[m(t)] is the noise 
level corresponding to one-step errors, the shadowing 
time of a noisy-trajectory is of the order m~af where 
a  < 1/2 is the scaling exponent [17].
We are concerned, however, with a second and 
more severe way to lose hyperbolicity (UDV), by 
which the splitting E“ 0  ££ does not vary continu­
ously for all points of a chaotic invariant set A, be­
cause the dimension of the invariant subspace takes 
on different values for points in A. For simplicity, we 
consider a one-parameter family of two-dimensional 
maps x i-» f(x, p ), where x e R2 and p e R. Let us as­
sume that, for some value of the parameter, p =  po, 
this map has a chaotic invariant set A with an unstable 
fixed point p =  f(p, po).
We say, without loss of generality, that A and 
the dynamics on this set present UDV if there are 
at least two fixed points in A, pi and p2, such that 
d \ =  d im £M(pi) ^  d% — d im £M(p2) for p =  po- In 
two dimensions, when d u — 1 (2), p is a saddle point 
(repeller), such that d% =  d “ +  1. Since every pre­
iterate of both fixed points has the same unstable 
dimension as of pi and p2 themselves, there are 
two sets of eventually fixed points in A of different 
unstable dimensions, characterizing thus UDV at po- 
Let us also assume, without loss of generality, that 
there exists 8p2 > 8p\ > 0 such that in the interval 
[po -  8p\, po +  8p2] we have d \ =  d% if p < po 
and d% =  d “ +  1 otherwise. The onset of UDV in 
this case is a codimension-one bifurcation at p =  po 
of an unstable fixed point embedded in A. It may 
also happen that a period-# orbit {pi,P2, • • • ,P<?} 
undergoes such a bifurcation. In this case, the same 
definitions hold, provided we use the q -times iterated 
map f [<?l(p;, p), i =  1 ,2  q.
We now assume the following skew-symmetric 
form for f(x):
xn+i=<p(xn), (1)
yn+l =g(Xn,yn,P),  (2)
such that the dynamics along the x -direction is inde­
pendent of that in the y-direction, thus <p(xn) acts as a 
driver signal on the transversal variable y. The Jaco- 
bian derivative of maps such as given by (1) and (2) 
is lower-triangular, and the eigendirections are just x 
and y, with eigenvalues £* and respectively. We 
also assume that, in the x -direction, we have strongly 
chaotic dynamics, such as cp(x) =  2x(mod 1). This re­
sults in an invariant chaotic set A embedded in the 
two-dimensional phase space.
A particular case of importance is when g(x,y,  p) 
has only odd powers in y. In this case, due to the 
y — y symmetry, the line y =  0 is an invariant 
subspace for the system, and the chaotic invariant 
set A is embedded in this invariant subspace. This 
one-dimensional subspace can be thought of as the 
synchronization manifold of two suitably coupled one­
dimensional maps, after a suitable rotation of axes
[12]. There is an infinite number of unstable periodic 
orbits (UPO) embedded in the chaotic set A. In the 
jc-direction, all UPOs will be unstable by construction, 
i.e., \̂ x \ > 1, since the map cp{x) is supposed to 
generate strongly chaotic dynamics for all values of 
interest of the parameter p. The invariant set A as 
a whole can be transversely stable or unstable, and 
is named a chaotic attractor or a chaotic saddle, 
respectively, depending on the transversal stability 
(along the y-direction) of the UPOs embedded in A:
|ljy I < 1 (> 1) for the saddle (repeller), with unstable 
dimension d u =  1 (2).
For maps of the form (1) and (2), UDV occurs as 
a result of a codimension-one bifurcation acting on 
the transversal dynamics to A, transforming a trans­
versely stable UPO into an unstable one or vice-versa. 
The onset of UDV depends on the value which the 
eigenvalue %y takes on at the bifurcation point p =  po- 
Let p =  (;c =  x 5y =  y*) be an unstable fixed point 
embedded in A , and which undergoes such a bifurca­
tion. When p becomes a repeller, all its infinite preim­
ages also do so. This generates a Lebesgue measure 
zero set of repellers embedded in the chaotic set A , 
and densely intertwined with a positive measure set 
of saddles. Trajectories near these newborn repellers 
may fall into tongues anchored at these points and be 
repelled away from the chaotic set (Fig. 1). After the 
onset of UDV, other unstable periodic orbits bifurcate 
likewise, increasing the number of repellers embedded 
in the chaotic set and turning the effect of UDV more





Fig. 1. Schematical view o f the intertwined sets o f saddles and 
repellers in the invariant set.
pronounced, as the bifurcation parameter is further in­
creased [18].
A quantitative way to evaluate the local average 
rates of attraction or repulsion in the transversal 
dynamics is to compute the finite-time Lyapunov 
exponents in the y-direction:
A.yO()
1 "
, y o ' , n ) =  — V'ln
n  * "
i =  1
dg(xj ,yi ,p)
dyi (3)
These exponents are typically characterized by a dis­
tribution P(Xy(n)), such that P(Xy(n)) dXy(n) is the 
relative number of transversal time-n exponents be­
tween Xy and Xy +  dXy [19]. For n large enough, these 
distributions are Gaussian-like [20], but other distri­
butions have been found to better fit the numerical 
results [21]. After the onset of UDV, it has been ob­
served that this distribution starts to develop a positive 
tail, which drifts towards positive values as the UDV 
is more pronounced [9]. When UDV is the most in­
tense, half of the finite-time transversal exponents are 
positive, meaning equal contributions of repellers and 
saddles, such that the average time-n exponent
(Xy (n)) —
f I ™ X y ( n ) P ( X y ( n ) ) d X y (n)
P ( X y ( n ) ) d X y (n)
(4)
vanishes [18]. In this case, it follows that the infinite­
time exponent in the transversal direction, Xj  =  
lim ^oo Xy(n)y also vanishes, and the chaotic set A 
loses transversal stability through a blowout bifurca­
tion [22].
The relation between unstable dimension variabil­
ity and loss of transversal stability can be fully ap­
preciated in the context of the contribution that unsta­
ble periodic orbits have on the natural measure of the 
chaotic invariant set A.  To compute the infinite-time 
exponent A7 , we use typical trajectories on A , with 
respect to its natural measure m(A). Since there are 
an infinite number of unstable periodic orbits embed­
ded in A , they are the support of the measure in the 
sense that, when computing Xt , such orbits contribute 
with different weights. These weights, on the other 
hand, are determined by the magnitude of the unsta­
ble eigenvalues of those unstable orbits; such that, the 
larger is the unstable eigenvalue of the periodic orbit, 
the smaller is its weight, or contribution to the natural 
measure. Summing over all unstable period-# orbits 
embedded in A gives then its natural measure [23]
m(A) =  lim 1 (5)
where p^O) is the 7th fixed point of f^(p), i.e., p^O) 
is on a period-r orbit, where r is equal to # or a prime 
factor of #, and Lu is the expanding eigenvalue of this 
orbit.
The natural measure associated with the 7 th pe­
r io d - ^  orbit is the normalized ratio [18]
l / L u(pq( j ) , q)
m?0) = —«----------------- . (6)
T ! i U i / L u{pq{t))} 
where Nq is the number of period-# orbits. Nsq and 
Nq are the numbers of transversely stable and unstable 
period-# orbits, respectively, such that Nsq +  Nq =  
Nq. For two-dimensional maps (# =  1), N[ and N* 
are the number of saddles and repellers, respectively. 
The weights of the transversely stable and unstable 
period-# orbits are given, respectively, by
N sq
q = 5 3 m9(i)^2(P90'),?)
j=1
(for X y ( p q ( j ) ,  q) < 0), (7)
N “
Wq = ' ^ 2 m‘lU )X y ( V q( J ) > q )
7=1
(for X y ( p q ( j ) ,  q) >  0), (8)
where Xy ( p q ( j ) , q )  is time-# transversal Lyapunov 
exponent for the 7th period-# orbit. If ^(p^O ’), #)
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is positive (negative) the periodic orbit is transversely 
unstable (stable).
Based on these arguments, we can assign the onset 
of unstable dimension variability of the invariant set 
A to the parameter value p for which the first periodic 
orbit embedded in A loses transversal stability. As p 
increases past this critical value, more and more un­
stable orbits lose transversal stability, and the repellers 
weight increases with respect to the saddles weight. 
When Xt =  0 the contributions of the saddles and re­
pellers become exactly counterbalanced, and unstable 
dimension variability is expected to be most intense. 
At this point, the set A loses transversal stability as a 
whole. As the parameter p is further increased, the re­
pellers weight becomes larger than the saddles weight.
The possible types of codimension-one bifurcations 
of two-dimensional maps can be described, using the 
center manifold theory, by the normal forms along 
the transversal direction computed at p =  (x , y*), and 
written as z i-> g{z , /x), where z =  y — y* and pi =  
p — po. Hence g (0 ,0) =  0, by construction. In the 
following, we treat the possible cases according to the 
corresponding bifurcation eigenvalue.
Bifurcations with eigenvalue +1
In this case dg(z, pi)/dz =  1 at the bifurcation point 
(0,0), for which there are three possibilities.
Pitchfork bifurcation
The normal form describing the dynamics transver­
sal to A, at x is [15]
g ( z , p i )  =  z  +  p u t z  , (9)
where the minus sign in the cubic term refers to 
the supercritical pitchfork bifurcation. There is an 
invariant subspace at y =  z =  0, where the chaotic 
invariant set A lies. For pi < 0 the fixed point of the 
map (9) at y =  0 is transversely stable (a saddle), 
and the onset of UDV is caused by its conversion 
into a transversely unstable point (a repeller), with 
the consequent appearance of two saddles outside the 
chaotic invariant set A. The plus sign in (9) is for the 
sub-critical pitchfork bifurcation, where two repellers 
outside A approach the saddle at z =  0 as pi tends 
to 0 and eventually coalesce there, making the former 
saddle to become a repeller, as well all its preimages.
Fig. 2. Distribution o f the transversal time-25 Lyapunov exponent 
for the map (11) and (12) with a =  4 , b =  5, and three values o f the 
bifurcation parameter r.
In both cases the bifurcation diagram presents two 
curves of fixed points passing through the bifurcation 
point (0,0): one curve (the straight line) exists on both 
sides of the pi =  0 line, whereas the other one lies 
locally just in one side. Accordingly, the additional 
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The sub-critical pitchfork bifurcation is the mech­
anism whereby UDV occurs in the riddling map [12, 
24]:
xn+i =(p{xn) = a x n{ 1 - x n), x e [0,1], (11)
yn+\ =  re~b(Xn~x)2yn +  y 3, (12)
where a is chosen so that the dynamics is chaotic in the 
invariant subspace y =  0, x =  1 — ( \ / a) — 0-75 is an 
unstable fixed point embedded in A,  and b > 0 is kept 
fixed. For a; =  x > Eq. (12) reduces to the normal form 
(9) when pi =  r — 1. The onset of UDV occurs at r =  1 
and, as r increases past this value, the distributions of 
the transversal finite-time Lyapunov exponent (Fig. 2)
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drift toward positive values of ky. Note also that the 
chaotic attractor at y =  0 loses transversal stability as 
a whole at r* «  2.55, or a blowout instability [25]. We 
remark that, after the occurrence of UDV, the invariant 
set is a chaotic saddle.
Transcritical bifurcation
The normal form for the transversal dynamics at the 
bifurcation point (0, 0) is now
g(z,jx) =  z +  t iZTZ (13)
Due to the quadratic term in z, although the y =  0 line 
continues to be an invariant subspace, the chaotic set 
is not necessarily embedded in it. For /x < 0 (> 0) the 
fixed point at z =  0 is stable (unstable), whereas the 
other fixed point at z 0 is unstable (stable) when 
/x < 0 (> 0). The minus (plus) sign in (13) refers to 
a supercritical (sub-critical) bifurcation at /x =  0.
In the bifurcation diagram, or the z-/x plane, there 
are two curves of fixed points passing through the 
origin and existing in both sides of the /x =  0 line. 
Hence, besides the usual conditions g (0 ,0) =  0 and 











An example of this kind of transition is the follow­
ing two-dimensional map on the topological cylinder 
S1 x R1
xn+i = 2 x n, x e [ 0 , 2 n ) ,
yn+1 = {yn + ixyn -  yl) cos*«,
(15)
( 16 )
where x =  0 is the unstable fixed point embedded in 
the circle y =  0. The y-map (16) reduces to the normal 
form (13) when x =  x , (0,0) being the bifurcation 
point. The onset of UDV at /x =  0 can be seen in 
the distributions of the time-15 transversal exponent 
(Fig. 3). Note also that the chaotic attractor loses 
transversal stability at /x ^  1.0.
CL
V15)
Fig. 3. Distributions o f the transversal tim e-15 Lyapunov exponent 
for the map (15) and (16) and three values o f the bifurcation 
parameter / i .
Saddle-node bifurcation
The transversal dynamics at the bifurcation point 
(0,0) is governed in this case by the normal form
g(z,/x) =  z +  U T Z 2. (17)
For /x < 0 (> 0) there is no fixed point at all and, 
at /x =  0, a pair of fixed points, one stable and one 
unstable, appear for /x > 0 (< 0). In the z-/x plane, 
there is a single curve of fixed points passing through 
the bifurcation point, which locally lies in the right 
(the minus sign in (17)) or in the left (the plus sign 
in (17)) side of the z =  0 axis. In either case, the 
additional conditions for a saddle-node bifurcation are
32g(z, ix)3 g(z,fi) = 0, # 0 .  (18)
(0 ,0)3 ii (o,o) 3 z2
In the saddle-node case, however, it must be ob­
served that UDV occurs rigorously only at the bifur­
cation point, since before (minus sign) or after (plus 
sign) this point there is no fixed point (one can say 
that it is an atypical case of UDV). Accordingly, this 
scenario was ruled out for the appearance of bubbling, 
since the bifurcation parameter /x is supposed not to al­
ter the dynamics along the invariant set [26]. When the 
fixed point y =  y* disappears as a result of a saddle- 
node bifurcation, the invariant set becomes punctured
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in a fine scale, with the size of the holes being pro­
portional to fi, and without necessarily a change in 
the unstable dimension. An example of this case was 
studied in Ref. [16], where a modified version of the 
Kaplan-Yorke map was considered. Another example 
is the non-symmetric version of the riddling map (11) 
and (12), where a symmetry breaking parameter was 
added to the transversal map [12].
Bifurcations with eigenvalue — 1
The case (dg(z, pi/dz))o,o =  — 1 characterizes a 
period-doubling bifurcation, for which the second it­
erate of the map, ĝ 2\ z ,  /x), must undergo a pitchfork 
bifurcation at the bifurcation point (0, 0). A common 
choice for the normal form for the transversal dynam­
ics is [15]
g ( z , ß )  =  - z  - /x z  +  r . (19)
At p  =  0 the stable fixed point (z =  0) becomes 
unstable and a stable period-2 orbit emerges out. The 
conditions for this bifurcation to occur are thus
g(  0 ,0) =  0,
dg[2]( z , t l )







d2g l2]( z , ß )
dz2
d3g l2](z,pc)
— 0, 92g l2]( z , ß )






Like in the pitchfork bifurcation, this case is also 
characterized by a symmetric normal form in the 
transversal direction, and y =  0 is an invariant sub­
space containing the chaotic set A.  An example in
S 1 x R1 is
•*71+1 —  X  E  [ 0 ,  1 ] ,
yn+1 = (-yn -  n-yn +  yl) cosxn,
(22)
(23)
with (x =  0, y =  0) as the embedded unstable fixed 
point which loses transversal stability at the onset of 
UDV, occurring at pi =  0. This is confirmed by the 
statistics of transversal time-n exponents, the resulting 
distributions being almost identical to those depicted
in Fig. 3. The blowout bifurcation, which signals the 
loss of the transversal stability of A , occurs at /x ^  1.
In conclusion, we have presented in this Let­
ter the possible scenarios for the onset of UDV 
in two-dimensional maps, when it occurs due to a 
codimension-one bifurcation of a fixed point or, pos­
sibly, a periodic orbit. We present examples of all the 
corresponding bifurcation types, classified according 
to the nature and the sign of the corresponding eigen­
values. The occurrence of UDV, in the examples given, 
can also be numerically reflected by the fluctuating be­
havior about zero of the transversal finite-time Lya­
punov exponent. Our investigation was restricted to 
codimension-one bifurcation of maps, but similar bi­
furcations for vector fields present an analogous clas­
sification, mutatis mutandis. Bifurcations of higher 
codimension may also cause the onset of UDV, espe­
cially in complex systems, like coupled maps or oscil­
lator lattices, where this fact has already been numeri­
cally established [10]. Further research is thus needed 
to provide a more comprehensive classification of the 
possible scenarios for the onset of unstable dimension 
variability.
Acknowledgements
This work was made possible through partial fi­
nancial support from the following Brazilian research 
agencies: CNPq, FAPESP, and Humboldt Foundation 
(Germany). We acknowledge enlightening discussions 
and useful comments by S.R. Lopes, A.M. Batista, and 
S.E. de S. Pinto.
References
[1] J. Guckenheimer, P. Holmes, Nonlinear Oscillations, Dynam­
ical Systems, and Bifurcations o f Vector Fields, Springer- 
Verlag, New York, 1983.
[2] A. Katok, B. Hasselblatt, Introduction to the Modem Theory 
o f Dynamical Systems, Cambridge Univ. Press, Cambridge, 
1995.
[3] J. Palis, W. de Melo, Geometric Theory o f Dynamical Systems: 
An Introduction, Springer-Verlag, New York, 1982.
[4] D.V. Anosov, Proc. Steklov Inst. Math. 90 (1967) 1.
[5] R. Bowen, J. Differential Equations 18 (1975) 333.
[6] R. Abraham, S. Smale, Proc. Sympos. Pure Math. (AM S) 14 
(1970) 5.
[7] Y.-C. Lai, C. Grebogi, J. Kurths, Phys. Rev. E  59 (1999) 2907;
R.L. Viana et a l /Physics Letters A 321 (2004) 244-251 251
T.D. Sauer, Phys. Rev. E  65 (2002) 036220.
[8] F.J. Romeiras, C. Grebogi, E. Ott, W.P. Dayawansa, Physica 
D 58 (1992) 165.
[9] S.P. Dawson, C. Grebogi, T. Sauer, J.A . Yorke, Phys. Rev. 
Lett. 73 (1994) 1927.
[10] Y.-C. Lai, D. Lemer, K. Williams, C. Grebogi, Phys. Rev. E  60 
(1999) 5445.
[11] S.P. Dawson, Phys. Rev. Lett. 76 (1996) 4348.
[12] R .L . Viana, C. Grebogi, Int. J. Bifur. Chaos 11 (2001) 2689.
[13] R .L . Viana, S.E . de S. Pinto, C. Grebogi, Phys. Rev. E  66 
(2002) 046213.
[14] E. Barreto, P. So, Phys. Rev. Lett. 85 (2000) 2490.
[15] S. Wiggins, Introduction to Applied Nonlinear Dynamical 
Systems and Chaos, Springer-Verlag, New York, 1990.
[16] R.L . Viana, C. Grebogi, Phys. Rev. E  62 (2000) 462.
[17] C. Grebogi, S. Hammel, J.A . Yorke, T. Sauer, Phys. Rev. 
Lett. 65 (1990) 1527.
[18] Y.-C. Lai, C. Grebogi, Int. J. Bifur. Chaos 10 (2000) 683.
[19] E .J. Kostelich, I. Kan, C. Grebogi, E. Ott, J.A . Yorke, Physica 
D 109 (1997) 81.
[20] H. Fujisaka, Prog. Theor. Phys. 79 (1983) 1264.
[21] C. Anteneodo, S .E . de S. Pinto, A.M. Batista, R .L . Viana, Phys. 
Rev. E  68 (2003) 045202(R ) .
[22] P. Ashwin, J. Buescu, I. Stewart, Phys. Lett. A 193 (1994) 126; 
P. Ashwin, J. Buescu, I. Stewart, Nonlinearity 9 (1996) 703.
[23] C. Grebogi, E. Ott, J.A . Yorke, Phys. Rev. E  37 (1988) 1711.
[24] Y.-C. Lai, C. Grebogi, J.A . Yorke, S.C. Venkataramani, Phys. 
Rev. Lett. 77 (1996) 55.
[25] Y. Nagai, Y.-C. Lai, Phys. Rev. E  55 (1997) R1251.
[26] A. Zimin, B. Hunt, E. Ott, Phys. Rev. E  67 (2003) 016204.
