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Resumen
En este trabajo presentamos la modelizacio´n de la te´cnica de perforacio´n de co´digos
convolucionales introducida por McEliece desde el punto de vista de sistemas. Apli-
cando esta te´cnica a un (2, 1, 1)-co´digo convolucional o´ptimo y teniendo en cuenta las
propiedades de las matrices de Toeplitz, construimos un nuevo (3, 2, 1)-co´digo o´ptimo.
1. Introduccio´n
Los co´digos convolucionales se emplean en muchas ocasiones para transferencia de da-
tos con alta exigencia en la velocidad. Para ello, se requieren co´digos potentes de tasas
elevadas. Ahora bien, la complejidad de decodificacio´n de co´digos convolucionales con tasa
elevada empleando una decodificacio´n de ma´xima verosimilitud (en ingle´s, Maximum Li-
kehood Decoding, MLD), o un algoritmo de decodificacio´n (como por ejemplo, el algoritmo
de Viterbi) o bien una decodificacio´n a posteriori (en ingle´s, Maximum A-Posteriori Pro-
bability, MAP), crece exponencialmente con la tasa del co´digo. La te´cnica de perforacio´n
de un co´digo convolucional introducida por Cain, Clark y Geist [1] en 1979, soluciona este
problema. En general, la te´cnica de perforacio´n consiste en eliminar perio´dicamente d´ıgitos
codificados de las palabras co´digo. De este modo, se consigue reducir el nu´mero de d´ıgitos
codificados correspondientes a d´ıgitos de entrada, es decir, se aumenta la tasa del co´digo.
Este me´todo ha sido muy empleado, ya que los mejores co´digos construidos por perforacio´n
son ma´s potentes que otros co´digos con los mismos para´metros, y son considerablemente
ma´s fa´ciles de implementar que los co´digos no perforados. En este trabajo, utilizamos la
te´cnica de perforacio´n introducida por McEliece [3], que describimos en la seccio´n siguien-
te, junto con conceptos y avances recientes relacionados con la representacio´n de co´digos
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convolucionales desde el punto de vista de sistemas. En la seccio´n 3, introducimos la re-
presentacio´n entrada-estado-salida del co´digo obtenido por descomposicio´n en bloques,
como paso previo a la perforacio´n. Finalmente, en la seccio´n 4 presentamos, a partir de un
co´digo original o´ptimo, la construccio´n de un co´digo perforado tambie´n o´ptimo empleando
propiedades de las matrices de Toeplitz.
2. Resultados preliminares
Sea F = GF (q) el cuerpo de Galois de q elementos y F[z] el anillo de polinomios
en la variable z con coeficientes en F. Consideremos las matrices A ∈ Fδ×δ, B ∈ Fδ×k,
C ∈ F(n−k)×δ y D ∈ F(n−k)×k. Un co´digo convolucional de tasa k/n y complejidad δ puede
ser descrito por el sistema lineal gobernado por las ecuaciones
xt+1 = Axt +But,
yt = Cxt +Dut,
vt =
(
yt
ut
)
, x0 = 0,
(1)
siendo xt ∈ Fδ vector de estados, ut ∈ Fk el vector informacio´n, yt ∈ Fn−k el vector de pa-
ridad y vt ∈ Fn el vector co´digo o palabra co´digo, para cada instante t. Esta representacio´n
es conocida como la representacio´n entrada-estado-salida.
El conjunto de todas las palabras co´digo de peso finito generado por las matrices
(A,B,C,D) tiene una estructura de mo´dulo sobre el anillo de polinomios F[z], que deno-
taremos por C(A,B,C,D). Como F[z] es un dominio de ideales principales, C(A,B,C,D)
es un mo´dulo libre de rango k, y, por tanto, existe una matriz polino´mica G(z) de taman˜o
n× k tal que
C(A,B,C,D) = {v(z) ∈ Fn[z] | v(z) = G(z)u(z) con u(z) ∈ Fk[z]}.
Decimos entonces queG(z) es unamatriz generadora del co´digo convolucional C(A,B,C,D).
En lo que sigue, adoptamos la notacio´n introducida por McEliece [3] y nos referiremos a
un co´digo convolucional de tasa k/n y complejidad δ como un (n, k, δ)-co´digo.
Decimos que el co´digo C es observable [5] si una y, por tanto, cualquier otra matriz
generadora, es prima por la derecha, es decir, sus menores de taman˜o k×k son no nulos y
tienen factores comunes no triviales (considerando los factores de la forma zs, con s ∈ N,
como triviales).
Si denotamos por wt(v) el peso de Hamming del vector v, tenemos la caracterizacio´n
siguiente de la j-e´sima distancia columna del co´digo convolucional C(A,B,C,D), que
denotamos por dcj(C), en te´rminos de la representacio´n entrada-estado-salida
dcj(C) = mı´n
u0 6=0
(
j∑
t=0
wt(ut) +
j∑
t=0
wt(yt)
)
para j = 0, 1, 2 . . . (2)
Definimos la distancia libre del co´digo convolucional C(A,B,C,D), denotada por dfree(C),
como
dfree(C) = l´ım
j→∞
dcj(C) (3)
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Rosenthal y Smarandache [6] proporcionan una cota superior para la distancia libre,
denominada cota Singleton generalizada. Si C es un (n, k, δ)-co´digo sobre un cuerpo cual-
quiera F, entonces
dfree(C) ≤ (n− k)
(⌊
δ
k
⌋
+ 1
)
+ δ + 1. (4)
Con estos preliminares, podemos dar las siguientes definiciones.
Definicio´n 1 (Definicio´n 1.8 de [2]) Sea C un (n, k, δ)-co´digo.
1. C es un co´digo convolucional MDS (Maximum Distance Separable) si su distancia
libre dfree(C) alcanza la cota Singleton generalizada (4).
2. C es un co´digo convolucional fuertemente MDS si
dcM = (n− k)
(⌊
δ
k
⌋
+ 1
)
+ δ + 1 para M =
⌊
δ
k
⌋
+
⌈
δ
n− k
⌉
(5)
Tenemos la siguiente caracterizacio´n de un (n, k, δ)-co´digo fuertemente MDS en te´rmi-
nos de la representacio´n entrada-estado-salida, para el caso particular en que n− k divida
a δ .
Teorema 1 (Corolario 2.5 de [2]) Sean n, k y δ tales que n− k divide a δ. Entonces,
las matrices (A,B,C,D) generan un (n, k, δ)-co´digo fuertemente MDS si y so´lo si la matriz
de Toeplitz por bloques
TM =

D O · · · O O
CB D · · · O O
CAB CB · · · O O
...
...
...
...
CAL−1B CAL−2B · · · CB D
 (6)
tiene la propiedad de que todo menor no trivialmente nulo, es no nulo.
La descripcio´n (A,B,C,D) dada por la expresio´n (1) no es u´nica en general. Si C tiene
complejidad δ, entonces es posible elegir las matrices A, B, C y D de taman˜os δ × δ,
δ × k, (n − k) × δ y (n − k) × k, respectivamente. Una representacio´n que tenga estos
taman˜os se llama representacio´n minimal y esta´ caracterizada algebraicamente a trave´s
de la condicio´n de que (A,B) forma un par de matrices controlable, esto es,
rg
(
B AB . . . Aδ−1B
)
= δ. (7)
Un co´digo es catastro´fico (ve´ase [3]) si existe un vector informacio´n {ut}t≥0 con infinitas
componentes no nulas,
∞∑
t=0
wt(ut) = ∞, tal que proporciona una palabra co´digo {vt}t≥0
con un nu´mero finito de componentes no nulas,
∞∑
t=0
wt(vt) < ∞. Es decir, un co´digo
convolucional catastro´fico causa al codificar un nu´mero infinito de errores cuando so´lo
un nu´mero finito de errores es recibido. Si C es un co´digo observable, entonces es no
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catastro´fico. Tal y como se muestra en [4], el co´digo convolucional C(A,B,C,D) definido
por (1) representa un co´digo observable si y so´lo si el par de matrices (A,C) forma un par
observable, esto es,
rg

C
CA
...
CAδ−1
 = δ. (8)
La te´cnica de perforacio´n que empleamos es la introducida por McEliece [3]. Partiendo
de un (n, k, δ)-co´digo C, podemos describir el proceso de codificacio´n de la siguiente forma:
en el i-e´simo “tick” de un reloj imaginario, el co´digo acepta un vector informacio´n ui,
y produce un vector co´digo de n componentes vi. Si consideramos ahora un reloj cuya
velocidad es 1/M veces la del anterior, entonces el nuevo co´digo acepta en el i-e´simo
“tick” M vectores informacio´n y produce M vectores co´digo de n componentes cada uno.
Es decir, obtenemos un (nM, kM, δ)-co´digo, al que denominamos co´digo convolucional
obtenido al descomponer C en bloques de profundidad M , y denotamos por C[M ]. McEliece
prueba que no so´lo la complejidad es la misma para los co´digos C y C[M ], sino que tambie´n
tienen la misma distancia libre. Ahora, si borramos P componentes de la palabra co´digo
de C[M ], siendo kM < nM − P , obtenemos un nuevo co´digo convolucional CP de tasa
kM/(nM − P ), al que llamamos co´digo perforado.
3. Representacio´n entrada-estado-salida del co´digo C[M ]
En esta seccio´n, estudiamos y caracterizamos el co´digo C[M ], obtenido al descomponer
el co´digo original C en bloques de profundidad M , desde el punto de vista de sistemas
lineales. Denotamos por xt, ut, yt y vt el vector de estados, el vector informacio´n, el vector
de paridad y la palabra co´digo de C, respectivamente, para cada instante t; del mismo
modo, denotamos por x[M ]t , u
[M ]
t , y
[M ]
t y v
[M ]
t , el vector de estados, el vector informacio´n,
el vector de paridad y la palabra co´digo de C[M ], respectivamente, para cada instante t.
Teniendo en cuenta la construccio´n del co´digo C[M ], tenemos que el vector de estados,
el vector informacio´n, el vector de paridad y la palabra co´digo de C[M ], vienen dados por
x
[M ]
t = xt+M−1, u
[M ]
t =

ut
ut+1
...
ut+M−1
 , y[M ]t =

yt
yt+1
...
yt+M−1
 , v[M ]t =

yt
yt+1
...
yt+M−1
ut
ut+1
...
ut+M−1

. (9)
El teorema siguiente proporciona la representacio´n entrada-estado salida para el co´digo
C[M ], en funcio´n de la representacio´n entrada-estado-salida del co´digo original C.
Teorema 2 Si C(A,B,C,D) es un (n, k, δ)-co´digo y C[M ](AM , BM , CM , DM ) es el
(nM, kM, δ)-co´digo obtenido al descomponer C en bloques de profundidad M , entonces
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una representacio´n entrada-estado-salida para C[M ] viene dada por el sistema lineal (1),
donde
AM = AM , BM =
(
AM−1B AM−2B · · · AB B) ,
CM =

C
CA
...
CAM−1
 , DM =

D O · · · O O
CB D · · · O O
...
...
...
...
CAM−2B CAM−1B · · · CB D
 . (10)
Demostracio´n. De la expresio´n (1), tenemos, para el co´digo original C,
xt+1 = Axt +But,
yt = Cxt +Dut,
vt =
(
yt
ut
)
, x0 = 0.
(11)
Iterando las ecuaciones que definen el sistema (11) hasta el instante t = M , obtenemos
que
x
[M ]
t+1 = xt+M = A
Mxt+M−1 +
(
AM−1B AM−2B · · · AB B)

ut
ut+1
...
ut+M−2
ut+M−1

yt+M−1 = CAM−1xt +
(
CAM−2B CAM−3B · · · CB D)

ut
ut+1
...
ut+M−2
ut+M−1
 .
(12)
Ahora bien, teniendo en cuenta las expresiones (9) y (12), una representacio´n entrada-
estado-salida del co´digo C[M ] viene dada por
x
[M ]
t+1 = A
Mx
[M ]
t +
(
AM−1B AM−2B · · · AB B)u[M ]t
y
[M ]
t =

C
CA
...
CAM−1
x[M ]t +

D O · · · O O
CB D · · · O O
...
...
...
...
CAM−2B CAM−1B · · · CB D
u[M ]t .
(13)

Tal y como describimos en la seccio´n 2, la controlabilidad del par (A,B) esta´ rela-
cionado con el de minimalidad de la representacio´n entrada-estado-salida (A,B,C,D) y
la observabilidad del par (A,C), con el hecho de que el co´digo convolucional sea no ca-
tastro´fico. As´ı pues, nuestro objetivo a continuacio´n es analizar las condiciones que deben
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cumplir las matrices A, B, C y D que describen el co´digo original C para que el co´digo
obtenido por la descomposicio´n en bloques de profundidad M sea no catastro´fico y tenga
una representacio´n minimal.
El resultado siguiente pone de manifiesto que el co´digo C[M ] obtenido por la descom-
posicio´n de C en bloques de profundidad M , hereda las propiedades de controlabilidad y
observabilidad del co´digo original C.
Teorema 3 Sean C(A,B,C,D) un (n, k, δ)-co´digo y C[M ](AM , BM , CM , DM ) el
(nM, kM, δ)-co´digo obtenido al descomponer C en bloques de profundidad M .
1. Si (A,B) es controlable, entonces (AM , BM ) es controlable.
2. Si (A,C) es observable, entonces (AM , CM ) es observable.
Demostracio´n. 1. Como (A,B) es controlable,
rg
(
B AB . . . Aδ−1B
)
= δ. (14)
Ahora bien, teniendo en cuenta la expresio´n de las matrices AM y BM dada en (10),
as´ı como la relacio´n (14), tenemos que
δ ≥ rg ( BM AMBM . . . Aδ−1M BM )
= rg
(
AM−1B AM−2B . . . A(δ−1)M+1B A(δ−1)MB
)
≥ rg ( B AB . . . Aδ−1B ) = δ. (15)
Por tanto, el par (AM , BM ) es controlable.
2. La condicio´n de observabilidad del par (AM , CM ) se obtiene a partir de las expre-
siones (8) y (10), siguiendo un argumento ana´logo al apartado anterior. 
4. Co´digos perforados fuertemente MDS
El objetivo de esta seccio´n es obtener condiciones para que, partiendo de co´digos
convolucionales fuertemente MDS, el co´digo perforado sea tambie´n fuertemente MDS. El
ejemplo siguiente muestra que el hecho de que el co´digo original sea fuertemente MDS, no
implica que el co´digo perforado obtenido a partir de e´l tambie´n lo sea.
Ejemplo 1 Sea α un elemento primitivo de GF (8), con α3+α+1 = 0. Consideremos el
(2, 1, 1)-co´digo fuertemente MDS C(A,B,C,D) (ve´ase [8]) descrito por las matrices
A =
(
α
)
, B =
(
1
)
, C =
(
α4
)
y D =
(
1
)
(16)
Sea C[3](A3, B3, C3, D3) el (6, 3, 1)-co´digo obtenido al descomponer C(A,B,C,D) en
bloques de profunidad M = 3, descrito por las matrices
A3 =
(
α3
)
, B3 =
(
α2 α 1
)
, C3 =
α4α5
α6
 y D3 =
 1 0 0α4 1 0
α5 α4 1
 (17)
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Ahora, si borramos las dos primeras filas de las matrices C3 y D3, obtenemos el co´digo
perforado de tasa 3/4 y complejidad δ = 1 descrito por las matrices
AP =
(
α3
)
, BP =
(
α2 α 1
)
, CP =
(
α6
)
y DP =
(
α5 α4 1
)
. (18)
Obtenemos entonces que d1(CP ) = 2, y, por tanto, CP no es fuertemente MDS. Es
ma´s, dfree(CP ) = 2, siendo 3 la cota Singleton generalizada para un (4, 3, 1)-co´digo. Por
tanto, el co´digo perforado CP tampoco es MDS.
El resultado siguiente proporciona las condiciones bajo las cuales el co´digo perforado
obtenido a partir de un (2, 1, 1)-co´digo fuertemente MDS, es tambie´n fuertemente MDS.
Teorema 4 Sean C(A,B,C,D) un (2, 1, 1)-co´digo convolucional fuertemente MDS,
C[M ](AM , BM , CM , DM ) el (2M,M, 1)-co´digo obtenido al descomponer C en bloques de
profunidad M y CP (AP , BP , CP , DP ) el co´digo perforado de tasa M/(M + 1) obtenido al
eliminar las M − 1 primeras filas de CM y DM .
1. Si M = 2, entonces CP es un co´digo fuertemente MDS.
2. Si M > 2, entonces CP no es un co´digo fuertemente MDS.
Demostracio´n. Supongamos que partimos de una representacio´n minimal del co´digo
observable C(A,B,C,D).
1. SiM = 2, entonces teniendo en cuenta la expresio´n (10), el co´digo perforado esta´ ge-
nerado por las matrices
AP =
(
A2
)
, BP =
(
AB B
)
, CP =
(
CA
)
y DP =
(
CB D
)
. (19)
Como C(A,B,C,D) es un (2, 1, 1)-co´digo, las matrices A, B y C son escalares. Por
tanto, dado que (A,B) es controlable y (A,C) es observable, tenemos que el par (AP , BP )
es controlable y el par (AP , CP ) es observable, de donde obtenemos que la complejidad
del co´digo perforado es δP = 1. Ahora, teniendo en cuenta que el co´digo C(A,B,C,D) es
fuertemente MDS y aplicando el teorema 1, tenemos que la matriz
T1 =
(
CB D 0 0
CA2B CAB CB D
)
(20)
tiene la propiedad de que todo menor no trivialmente nulo, es no nulo. Por tanto, el co´digo
perforado CP (AP , BP , CP , DP ) es fuertemente MDS, ya que M = 1 en este caso.
2. Supongamos ahora que M > 2. De nuevo por la expresio´n (10), el co´digo perforado
esta´ generado por las matrices
AP =
(
AM
)
, BP =
(
AM−1B AM−2B . . . AB B
)
CP =
(
CAM−1
)
, DP =
(
CAM−2B CAM−3B . . . CB D
)
.
(21)
Siguiendo un razonamiento similar al hecho en el apartado anterior, el par (AP , BP ) es
controlable y el par (AP , CP ) es observable. Por tanto, la complejidad el co´digo perforado
es δP = 1. Ahora bien, en este caso, la matriz
T1 =
(
CAM−2B CAM−3B . . . D 0 0 . . . 0
CA2M−2B CA2M−3B . . . CAM−1B CAM−2B CAM−3B . . . D
)
(22)
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siempre contiene el menor de taman˜o 2× 2 no trivialmente nulo∣∣∣∣ CAM−2B CAM−3BCA2M−2B CA2M−3B
∣∣∣∣ = 0, (23)
de donde obtenemos que CP no es fuertemente MDS, ya que M = 1 en este caso.

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