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Abstract
We present a method for learning represen-
tations of entities, that uses a Transformer-
based architecture as an entity encoder, and
link prediction training on a knowledge graph
with textual entity descriptions. We demon-
strate that our approach can be applied effec-
tively for link prediction in different induc-
tive settings involving entities not seen during
training, outperforming related state-of-the-art
methods (22% MRR improvement on aver-
age). We provide evidence that the learned rep-
resentations transfer to other tasks that do not
require fine-tuning the entity encoder. In an
entity classification task we obtain an average
improvement of 16% accuracy compared with
baselines that also employ pre-trained models.
For an information retrieval task, significant
improvements of up to 8.8% in NDCG@10
were obtained for natural language queries.
1 Introduction
Knowledge Graphs (KG) provide a structured way
to represent information in the form of entities and
relations between them (Fensel et al., 2020). They
have become central to a variety of tasks involving
natural language, including information retrieval
(Dalton et al., 2014; Gerritse et al., 2020), question
answering (Vakulenko et al., 2019; Huang et al.,
2019), and information extraction (Mintz et al.,
2009; Bosselut et al., 2019; Gupta et al., 2019).
Many of these tasks can benefit from distributed
representations of entities and relations, also known
as embeddings.
A large body of work in representation learning
in KGs (Nickel et al., 2015; Wang et al., 2017) is
based on the optimization of a link prediction ob-
jective, which results in embeddings that model
relations in a vector space. These approaches are
often touted as an alternative to logic-based sys-
tems for inference in incomplete KGs, as they can
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Figure 1: Overview of our work: using entity descrip-
tions, an entity encoder is trained for link prediction in
a knowledge graph (top). The encoder can then be used
without fine-tuning to obtain features for entity classifi-
cation (middle) and information retrieval (bottom).
assign a score to missing links (Drumond et al.,
2012; Hamilton et al., 2018). However, by design,
some of these methods can only compute predic-
tions involving entities observed during training.
This results in approaches that fail when applied to
real-world, dynamic graphs that are often incom-
plete in terms of entities.
To overcome this challenge, we look to make
use of the textual information within KGs. KGs
like YAGO (Suchanek et al., 2007), DBpedia (Auer
et al., 2007), and industry-deployed KGs (Dong
et al., 2014; Noy et al., 2019), contain rich textual
attributes about entities such as names, dates, and
descriptions (Fensel et al., 2020). Therefore, it is
reasonable to assume that for real-world applica-
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tions, attribute data such as entity descriptions are
readily available. From this perspective, methods
that treat KGs merely as a collection of nodes and
labeled links are needlessly discarding a valuable
source of information. In this work, we consider
how this textual information can help overcome the
limitation of prediction for unseen entities, while
increasing the scope of application for entity repre-
sentations.
The method we propose is based on using an
encoder to map words in an entity description to
an embedding space where relations in the KG
are modeled (see Figure 1 for an overview). By
relying on entity descriptions, our model i) can
be utilized for inductive link prediction in KGs,
involving entities not seen during training; and ii) it
can be transferred without fine-tuning to tasks that
benefit from representations that capture the most
important features of an entity. In summary, the
contributions of this paper are as follows:
1. We propose a method that employs a pre-
trained Transformer architecture to encode
entity descriptions, and a link prediction ob-
jective for learning representations of entities
in a knowledge graph with textual entity de-
scriptions. The method’s combination with
four different relational models is studied.
2. We present a systematic definition of two eval-
uation scenarios for inductive prediction in
KGs. One is a dynamic scenario where new
entities are added to a graph, and the other is a
transfer scenario where relations are predicted
in a new graph. In both cases, our experiments
show that our method outperforms state-of-
the-art methods for inductive prediction.
3. We provide evidence that an entity encoder
trained using our method is also applicable to
entity classification and entity-oriented search
with queries in natural language. In both tasks,
our approach outperforms strong baselines.
The rest of this paper is organized as follows.
We begin by discussing related work. Section 3
describes our method. In Section 4 we describe
the experiments and results for the three tasks men-
tioned above. Finally, we conclude and highlight
directions of future work.
2 Related work
Multiple methods in the literature of representation
learning in KGs propose to learn an embedding
for each entity and relation in a KG. Well known
examples include RESCAL (Nickel et al., 2011),
TransE (Bordes et al., 2013), and DistMult (Yang
et al., 2015), among others (Nickel et al., 2015;
Wang et al., 2017). While the state of the art in
the task of link prediction continues to improve
(Ruffinelli et al., 2020), most models essentially
learn a lookup table of embeddings for entities and
relations, and thus they are limited to static graphs.
A natural way to avoid this problem is to train en-
tity encoders, that operate on a vector of attributes.
Such encoders have been implemented using feed-
forward and graph neural networks (Cao et al.,
2016; Hamilton et al., 2017; Kipf and Welling,
2016; Schlichtkrull et al., 2018). While they can
produce representations for new entities, they re-
quire fixing a set of attributes before training (e.g.
bag-of-words, or numeric properties) restricting
the domain of application. Furthermore, they can
only produce representations for new entities, using
their relations with existing entities, which is un-
suitable for inductive link prediction, particularly
when transferring to a new graph.
Recent work has explored using textual descrip-
tions of entities and relations for link prediction,
and proposes architectures to assign a score given
the description of a relation and the entities in-
volved in it (Shi and Weninger, 2018; Yao et al.,
2019). However, these architectures take as input si-
multaneously descriptions of entities and relations,
which unavoidably mixes their representations and
prevents their transfer to other tasks.
The closest methods to our work are based on
the central idea of training an entity encoder with a
link prediction objective. Xie et al. (2016) propose
a CNN architecture to encode descriptions. Re-
cent works have shown that pre-trained language
models like BERT (Devlin et al., 2019) can be ef-
fective at capturing similarity between texts using
distributed representations (Reimers and Gurevych,
2019). In this vein, Wang et al. (2019a) propose a
model that uses BERT as an entity encoder, trained
with an objective that combines language modeling
and link prediction. In our work, we propose an
objective targeted exclusively for link prediction
and show that this approach performs better.
3 Inductive entity representations
In order to enable prediction for entities not seen
during training, we exploit the availability of tex-
tual descriptions of entities in a KG. Formally, we
Model Function
TransE −‖ei + rj − ek‖p
DistMult 〈ei, rj , ek〉
ComplEx Re(〈ei, rj , e¯k〉)
SimplE 12 (〈ei1, rj1, ek1〉+ 〈ei2, rj2, ek2〉)
Table 1: Examples of scoring functions for triples,
proposed for TransE (Bordes et al., 2013), DistMult
(Yang et al., 2015), ComplEx (Trouillon et al., 2016),
and SimplE (Kazemi and Poole, 2018). For a triple
(ei, rj , ek), we denote as ei, rj and ek the embeddings
of its constituents (in SimplE these have two parts that
we indicate with indices). ‖ · ‖p indicates the p-norm;
〈·, ·, ·〉 is the generalized three-way dot product; Re(·)
is the real part of a complex number; and e¯k is the com-
plex conjugate of a complex-valued vector ek.
define a knowledge graph with entity descriptions
as a tuple G = (E ,R, T ,D), consisting of a set
of entities E , relation types R, triples T , and en-
tity descriptions D. Each triple in T has the form
(ei, rj , ek), where ei ∈ E is the head entity of the
triple, ek ∈ E the tail entity, and rj ∈ R the re-
lation type. For each entity ei ∈ E , there exists a
description dei = (w1, . . . , wn) ∈ D, where all wi
are words in a vocabulary V .
For an entity ei ∈ E , we denote its embedding
as a vector ei ∈ Rd, and similarly rj ∈ Rd for the
embedding of a relation rj ∈ R, where d is the
dimension of the embedding space. We consider
the problem of optimizing the embeddings of enti-
ties and relations in the graph via link prediction,
so that a scoring function s(ei, rj , ek) assigns a
high score to all observed triples (ei, rj , ek) ∈ T ,
and a low score to triples not in T . This can be
achieved by minimizing a loss function such as a
margin-based loss (Bordes et al., 2011, 2013),∑
(ei,rj ,ek)∈T
max(0, 1−s(ei, rj , ek)+s(e′i, rj , e′k)),
(1)
where e′i and e
′
k are embeddings for an unobserved
negative triple (e′i, rj , e
′
k) /∈ T . Other suitable
loss functions include the binary and multi-class
cross-entropy (Trouillon et al., 2016; Kadlec et al.,
2017).
In general, for each triple in the KG, these loss
functions can be written in the form L(sp, sn), as
a function of the score sp for a positive triple, and
sn for a negative triple. We list some of the scoring
functions proposed in the literature in Table 1.
The previous optimization objective is pervasive
in transductive methods for representation learning
in knowledge graphs (Nickel et al., 2015; Wang
et al., 2017; Ruffinelli et al., 2020), which are lim-
ited to learning representations for entities in a
fixed set E . In these methods, a randomly initial-
ized embedding is assigned to each entity and re-
lation. The embeddings are then optimized when
iterating through the set of observed triples. There-
fore, by design, prediction at test time is impossible
for entities not seen during training.
We can circumvent this limitation by leverag-
ing statistical regularities present in the description
of entities (Xie et al., 2016; Shi and Weninger,
2018; Wang et al., 2019b,a). This can be realized
by specifying a parametric entity encoder fθ that
maps the description dei of an entity to a vector
ei = fθ(dei) ∈ Rd that acts as the embedding
of the entity. The learning algorithm is then car-
ried out as usual, by optimizing the parameters
θ of the entity encoder and the relation embed-
dings rj ∀rj ∈ R, with a particular score and loss
function. This process allows the encoder to learn
inductive entity representations, as it can embed
entities not seen during training as long as they
have an associated description.
3.1 BERT for entity descriptions
Transformer networks (Vaswani et al., 2017) have
been shown to be powerful encoders that map text
sequences to contextualized vectors, where each
vector contains information about a word in con-
text (Ethayarajh, 2019). Furthermore, pre-trained
language models like BERT (Devlin et al., 2019),
which have been optimized with large amounts of
text, allow fine-tuning the encoder for a different
task that benefits from the pre-training step. We se-
lect BERT for the entity encoder in our method, but
other pre-trained models based on Transformers
are equally applicable.
Given an entity description dei = (w1, . . . , wn),
the encoder first adds special tokens [CLS] and
[SEP] to the beginning and end of the descrip-
tion, respectively, so that the input to BERT is the
sequence dˆei = ([CLS], w1, . . . , wn, [SEP]). The
output is a sequence of n+2 contextualized embed-
dings, including those corresponding to the added
special tokens:
BERT(dˆei) = (hCLS,h1, . . . ,hn,hSEP). (2)
Similarly as in works that employ BERT for rep-
resentations of text (Reimers and Gurevych, 2019;
Wang et al., 2019a), we select the contextualized
vector hCLS ∈ Rh, where h is the hidden size of
BERT. This vector is then passed through a lin-
ear layer that reduces the dimension of the rep-
resentation, to yield the output entity embedding
ei = WhCLS, where W ∈ Rd×h is a parameter.
For relation embeddings, we use randomly ini-
tialized vectors rj ∈ Rd, for each rj ∈ R. We then
apply stochastic gradient descent to optimize the
model for link prediction: for each positive triple
(ei, rj , ek) ∈ T we compute a positive score sp.
By replacing the head or the tail with a random
entity, we obtain a corrupted negative triple, for
which we compute a score sn. The loss is calcu-
lated as a function of sp and sn. This approach is
quite general and admits different loss and scoring
functions. The complete procedure is presented in
Algorithm 1.
Algorithm 1: Learning inductive entity rep-
resentations via link prediction
Input: Knowledge graph (E ,R, T ,D),
entity encoder fθ with parameters θ,
learning rate η, scoring function s,
loss function L
rj ← initialize randomly for each rj ∈ R;
θ := {θ} ∪ {rj |r ∈ R};
for (ei, rj , ek) ∈ T do
(e′i, rj , e
′
k)← corrupt (ei, rj , ek);
sp ← s(fθ(dei), rj , fθ(dek));
sn ← s(fθ(dei′), rj , fθ(dek′));
θ ← θ − η∇θL(sp, sn)
end
return θ
3.2 Computational complexity
A significant portion of the cost in Algorithm 1
comes from the entity encoder. Encoding a se-
quence of length n with BERT has a complexity of
O(n2), thus the time complexity for training with
an embedding size of d is O(|T |dn2), although
in practice we observe that n2 can be orders of
magnitude lower than the number of triples |T |.
At test time, the embeddings for all entities can
be pre-computed. In this case, link prediction for a
given entity and relation is linear in the number of
entities in the graph, and the entity encoder is only
applied to new entities.
3.3 Theoretical motivation
Multiple models for modeling relations in KGs
have been proposed as a form of factorization
(Kolda and Bader, 2009; Nickel et al., 2015), by
representing the relations in the graph as a third-
order tensorY ∈ {0, 1}|E|×|R|×|E|, where the entry
yijk = 1 if (ei, rj , ek) ∈ T , and yijk = 0 other-
wise. For each rj ∈ R, ERjE> is a tensor decom-
position of Y, where E ∈ R|E|×d and Rj ∈ Rd×d,
and the i-th row of E contains the embedding ei
for ei ∈ E . Examples of models optimized for
this kind of decomposition are RESCAL (Nickel
et al., 2011), DistMult (Yang et al., 2015), Com-
plEx (Trouillon et al., 2016), and SimplE (Kazemi
and Poole, 2018).
For an entity description dei = (w1, . . . , wn),
let Wei ∈ Rd×n be a matrix of word embeddings,
with the embedding of word wj in the j-th column.
Approximating such a decomposition with an entity
encoder thus requires correctly mapping Wei to
the embedding of the entity ei in E. In a recent
result, Yun et al. (2020) show that Transformers are
universal approximators of continuous functions
with compact support1 g : Rd×n → Rd. Therefore,
if such a function exists so that g(Wei) = ei, there
is a Transformer that can approximate it. While the
existence of this function is not obvious, it further
motivates an empirical study on the use of BERT
for entity embeddings in a KG.
4 Experiments
We test the inductive property of the entity rep-
resentations produced by the entity encoder, not
only in terms of how well they model relations in
the graph for existing and new entities, but also in
terms of how well they generalize when transferred
to other related tasks. To study these aspects we de-
sign a set of experiments involving link prediction,
entity classification, and information retrieval for
entity-oriented search.
4.1 Link prediction
Link prediction models can be evaluated via a rank-
ing procedure (Bordes et al., 2011), using a set
of test triples T ′ disjoint from the set of training
triples T . For a test triple (ei, rj , ek), a prediction
for the tail is evaluated by replacing ek with an
entity eˆk in a set of incorrect candidates Eˆ , and
1Their results are shown for functions whose range is
Rd×n, but here we state a special case where we select one
column from the output.
a score is computed as s(ei, rj , eˆk). Ideally, all
the scores for incorrect candidates should be lower
than the score of the correct triple. A prediction for
the head is evaluated similarly, by replacing ei.
In the transductive setting, the entities in a test
triple are assumed to be in the set of training enti-
ties. Furthermore, the set of incorrect candidates
is the same as the set of training entities. In the
inductive setting, we instead consider a test graph
(E ′,R′, T ′,D′). The sets of triples T ′ and T are
disjoint, and for relations, we always assume that
R′ ⊆ R. The way the set of candidate entities Eˆ
is determined defines two evaluation scenarios that
we consider in our experiments:
Dynamic evaluation In a test triple, a new entity
may appear at the head, tail, or both positions. The
set of incorrect candidates Eˆ is E ∪ E ′. This repre-
sents a situation in which new entities are added to
the KG, and is challenging as the set of incorrect
candidates is larger at test time than at training.
Transfer evaluation In a test triple, both entities
at the head and tail position are new, and the set
of incorrect candidates Eˆ is E ′, where E ′ is disjoint
from the training set of entities E . This represents a
setting where we want to perform link prediction on
a new graph that only shares relation types with the
training graph. This scenario can be less demand-
ing if the test graph is smaller than the training
graph.
Datasets We make use of FB15k-237 (Toutanova
and Chen, 2015) and WN18RR (Dettmers et al.,
2018), which are datasets widely used in the link
prediction literature. To obtain entity descriptions
we employ the datasets made available by Yao et al.
(2019). FB15k-237 is a subset of Freebase, where
most entities correspond to people, movies, awards,
and sport teams. Descriptions were obtained from
the introduction section of the Wikipedia page of
each entity. In WN18RR each entity corresponds
to a word sense, and descriptions are their defini-
tions. Instead of using the conventional splits used
for these datasets, we implement a dynamic evalu-
ation scenario. We select 10% of entities and their
associated triples to form a test graph, 10% for vali-
dation, and the remaining 80% for training. At test
time, all entities are used as incorrect candidates.
For these datasets we choose a maximum length of
entity descriptions of 32 tokens.
For the transfer evaluation, we present results
on Wikidata5M, with the splits provided by Wang
WN18RR FB15k-237 Wikidata5M
Relations 11 237 822
Training
Entities 32,755 11,633 4,579,609
Triples 69,585 215,082 20,496,514
Validation
Entities 4,094 1,454 7,374
Triples 11,381 42,164 6,699
Test
Entities 4,094 1,454 7,475
Triples 12,087 52,870 6,894
Table 2: Statistics of datasets used in the link prediction
task.
et al. (2019a). The graph is a subset of Wikidata,
containing 4.6 million entities, and descriptions
from the introduction section of Wikipedia. We use
a maximum description length of 64 tokens for this
dataset. Dataset statistics are listed in Table 2.
Experimental setup We use the BERT-base con-
figuration from the Transformers library (Wolf
et al., 2019) for the entity encoder, followed by a
linear layer with 128 output units. We study the per-
formance of our method considering four relational
models: TransE, DistMult, ComplEx, and SimplE.
We denote the resulting models as BERT for Link
Prediction (BLP) followed by the relational model
employed (e.g. BLP-TransE).
As a baseline we consider DKRL, proposed by
Xie et al. (2016). In our implementation of DKRL,
we use GloVe embeddings (Pennington et al., 2014)
with a dimension of 300 for the input, and an output
dimension of 128. We also reproduce their Bag-
Of-Words (BOW) baseline, in which an entity is
encoded as the average of embeddings of words in
the description. We denote these models as GloVe-
DKRL and GloVe-BOW, respectively. Following
recent works on the properties and applications of
static embeddings from the input layer of BERT
(Peters et al., 2018; Jawahar et al., 2019), we also
consider variants of the baselines that use context-
insensitive BERT Embeddings (BE). We denote
these as BE-DKRL and BE-BOW.
For all models, we run grid search using FB15k-
237, and we select the hyperparameters with the
best performance on the validation set. We reuse
these hyperparameters for training with WN18RR
and Wikidata5M.
WN18RR FB15k-237 Wikidata5M
Method MRR H@1 H@3 H@10 MRR H@1 H@3 H@10 MRR H@1 H@3 H@10
GloVe-BOW 0.170 0.055 0.215 0.405 0.172 0.099 0.188 0.316 0.343 0.092 0.531 0.756
BE-BOW 0.180 0.045 0.244 0.450 0.173 0.103 0.184 0.316 0.362 0.082 0.586 0.798
GloVe-DKRL 0.115 0.031 0.141 0.282 0.112 0.062 0.111 0.211 0.282 0.077 0.403 0.660
BE-DKRL 0.139 0.048 0.169 0.320 0.144 0.084 0.151 0.263 0.322 0.097 0.474 0.720
KEPLER – – – – – – – – 0.402 0.222 0.514 0.730
BLP-TransE 0.285 0.135 0.361 0.580 0.195 0.113 0.213 0.363 0.478 0.241 0.660 0.871
BLP-DistMult 0.248 0.135 0.288 0.481 0.146 0.076 0.156 0.286 0.472 0.242 0.646 0.869
BLP-ComplEx 0.261 0.156 0.297 0.472 0.148 0.081 0.154 0.283 0.489 0.262 0.664 0.877
BLP-SimplE 0.239 0.144 0.265 0.435 0.144 0.077 0.152 0.274 0.493 0.289 0.639 0.866
Table 3: Results of filtered metrics for link prediction involving entities not seen during training. We use WN18RR
and FB15k-237 for dynamic evaluation, and Wikidata5M for the transfer evaluation (see text for more details).
Results for KEPLER are reported by Wang et al. (2019a).
Results When scoring candidates for a given
triple, we consider the filtered setting (Bordes et al.,
2013) where for each triple we consider as incor-
rect candidates all entities in the set Eˆ minus those
that would result in a correct triple, according to
the training, validation, and test sets.
We report the Mean Reciprocal Rank (MRR),
and Hits at 1, 3, and 10, on the test set in Table
3. For reference, we also show results reported
by Wang et al. (2019a) for KEPLER. We observe
that in both the dynamic evaluation (WN18RR
and FB15k-237) and the transfer evaluation (Wiki-
data5M), BLP-TransE consistently outperforms all
the baselines across all metrics.
We note that TransE results in higher link pre-
diction performance with BLP, compared to alter-
natives like DistMult, ComplEx, and SimplE in
WN18RR and FB15k-237, where they perform
similarly. ComplEx and SimplE improve on per-
formance in Wikidata5M, which contains around
two orders of magnitude more triples for training.
This suggests that more elaborate relational models
might be less data efficient compared with TransE,
when used with BERT for link prediction. We note
that the gap in performance between BLP-TransE
and baselines is larger in WN18RR than in FB15k-
237. We hypothesize that the definitions of words
in WN18RR can have subtle variations of syntax
that a BERT encoder captures better, while entities
in FB15k-237 can be more easily identified by key-
words, so that ignoring syntax does not result in a
large drop in performance.
Despite our best efforts, we could not find a
DKRL model that performed better than BOW
models. This is surprising since BOW models do
not take word order into account. Interestingly, we
also note that for both BOW and DKRL, BE mod-
els yields consistently better results than models
using GloVe embeddings, while BE models use
80% less parameters due to the use of WordPiece
embeddings.
4.2 Entity classification
A good encoder must learn to extract the most in-
formative features of an entity from its description,
and compress them in the entity embedding. We
test this property by using the embeddings of en-
tities trained for link prediction, as features for a
logistic regression classifier. Crucially, we main-
tain the inductive setting, keeping the splits from
the link prediction experiments. Thus, at test time
the classifier is evaluated on entities that the entity
encoder did not see during training.
Datasets We evaluate entity classification using
WN18RR and FB15k-237. In WN18RR we use the
part of speech as the class for entities, which results
in a total of 4 classes. For FB15k-237 we follow a
procedure similar to Xie et al. (2016) by selecting
the 50 most common entity types as classes.
Experimental setup Using entity embeddings as
features, we train a multi-class logistic regression
classifier with L2 regularization. The regularization
coefficient is chosen from {1e-4, 1e-3, 1e-2, 0.1,
1, 10}, and we keep the coefficient resulting in
the best accuracy on the validation set. We also
train classifiers with features not explicitly trained
for link prediction: in GloVe-avg and BE-avg we
use the average of GlovE and context-insensitive
BERT embeddings, respectively. SBERT (Reimers
and Gurevych, 2019) is a model based on BERT
that is trained to learn representations of sentences,
WN18RR FB15k-238
Method Raw Bal. Raw Bal.
GloVe-avg 90.3 55.3 82.0 35.0
BE-avg 92.7 62.1 82.4 39.4
SBERT-NLI-base 96.3 66.5 84.5 36.6
SBERT-NLI-large 96.3 67.1 83.8 35.1
GloVe-BOW 91.5 56.0 82.9 34.4
BE-BOW 93.3 60.7 83.1 28.3
GloVe-DKRL 91.2 55.5 81.1 26.6
BE-DKRL 90.0 48.8 81.6 30.9
BLP-TransE 99.1 81.5 85.4 42.5
BLP-DistMult 99.5 78.5 84.3 41.0
BLP-ComplEx 99.3 78.1 85.1 38.1
BLP-SimplE 99.2 83.0 85.8 45.7
Table 4: Accuracy for the entity classification experi-
ments. Raw values correspond to the regular definition
of accuracy. In the balanced case (Bal.), each sample is
weighted with the inverse prevalence of its true class.
that we apply to entity descriptions. We use their
publicly available trained models2 of the SBERT-
NLI-base and SBERT-NLI-large variants.
Results We report classification accuracy and its
balanced version. The balanced accuracy weights
each sample with the inverse prevalence of the true
class, and allows us to identify when a classifier
works better in average across classes, rather than
performing better on the majority class. We list the
results in Table 4. We observe a drastic increase in
performance with all BLP models trained for link
prediction, which is especially noticeable when
evaluating the balanced accuracy. The marked im-
provements in this metric demonstrate that the em-
beddings are a more informative representation that
allows the classifier to perform better on classes for
which there is very little data, and for entities not
seen during training.
Interestingly, we note that i) the baselines not
trained for link prediction perform better than the
BOW and DKRL baselines in most cases, and ii)
SBERT models still underperform BLP models
trained for link prediction. We conclude that it is
the combination of a powerful BERT encoder and
a link prediction fine-tuning procedure that gives
rise to better entity representations.
2https://github.com/UKPLab/
sentence-transformers
4.3 Information retrieval
An entity can be associated with different descrip-
tions, that can be ambiguous and not necessarily
grammatical. To evaluate the robustness of an en-
tity encoder against this variability, we test its per-
formance in an information retrieval task: given a
query about an entity, return a list of documents
(entity descriptions) ranked by relevance.
Dataset DBpedia-Entity v2 is a dataset for the
evaluation of information retrieval (IR) systems
for entity-oriented search, introduced by Hasibi
et al. (2017). It consists of 467 queries, categorized
into 4 types – SemSearch ES: short and ambiguous
queries, e.g. “john lennon, parents”; INEX-LD:
keyword queries, e.g. “bicycle holiday nature”;
List Search: queries seeking for lists, e.g. “Airports
in Germany”; and QALD-2: questions in natural
language, e.g. “What is the longest river?”. For
each query, there is a list of documents graded by
relevance by crowd workers. In average, there are
104 graded documents per query.
Experimental setup Similarly as in previous
work on embeddings for information retrieval (Ger-
ritse et al., 2020), we implement a re-ranking pro-
cedure, by updating a list of document scores as-
signed by an existing IR system. Let q be query,
de the text in a document, and zIR the score the IR
system assigned to de given q. We use an entity
encoder fθ to compute the similarity between the
embeddings of the query and the document, via
their inner product:
znew = αfθ(q)
>fθ(de) + (1− α)zIR. (3)
We select the best value of α via grid search on
each of 5 training folds of the data provided by
Hasibi et al. (2017), and report the average test
fold performance. For the grid we consider 20
evenly spaced values in the interval [0, 1], and for
the entity encoder we use the models trained for
link prediction with Wikidata5M. As in entity clas-
sification, we do not fine-tune the entity encoders.
To obtain the base scores zIR, we use BM25F-CA
(Robertson and Zaragoza, 2009), as it is one of the
best performing methods on the DBpedia-Entity v2
dataset reported by Zhiltsov et al. (2015).
Results We report the Normalized Discounted
Cumulative Gain (NDCG) at 10 and 100 in Table 5.
We show the results obtained with BM25F-CA, fol-
lowed by the results after re-ranking with a partic-
ular encoder. We observe that BLP-TransE yields
SemSearch ES INEX-LD ListSearch QALD-2 All
Method @10 @100 @10 @100 @10 @100 @10 @100 @10 @100
BM25F-CA 0.628 0.720 0.439 0.530 0.425 0.511 0.369 0.461 0.460 0.551
+ GloVe-BOW 0.631 0.721 0.449 0.544 0.432 0.518 0.368 0.460 0.462 0.554
+ BE-BOW 0.629 0.721 0.458 0.546 0.431 0.522 0.377 0.469 0.460 0.552
+ GloVe-DKRL 0.624 0.719 0.440 0.529 0.424 0.516 0.368 0.468 0.459 0.550
+ BE-DKRL 0.627 0.720 0.436 0.530 0.435 0.525 0.374 0.466 0.459 0.553
+ BLP-TransE 0.631 0.723 0.446 0.546 0.442 0.540 0.401 0.482 0.472 0.562
+ BLP-DistMult 0.631 0.722 0.458 0.550 0.442 0.536 0.397 0.480 0.468 0.560
+ BLP-ComplEx 0.628 0.721 0.454 0.548 0.430 0.528 0.405 0.486 0.468 0.561
+ BLP-SimplE 0.628 0.721 0.454 0.552 0.439 0.527 0.399 0.477 0.464 0.557
Table 5: NDCG results for the information retrieval task, across different query types. We show the results for
BM25F-CA, followed by the results after re-ranking with different entity encoders. Values in bold indicate that the
difference between BM25F-CA and the re-ranked results is statistically significant at p < 0.05.
statistically significant improvements (according to
a two-tailed t-test) in both NDCG at 10 and 100,
when considering all query types.
Although on average the entity encoders yield
higher performance across all query types, the dif-
ference with BM25F-CA is not statistically sig-
nificant for SemSearch ES queries. This is ex-
pected since these queries are short and often not
grammatical, differing from the entity descriptions
used to train the encoders. In other query types
the encoders show significant improvements, with
the largest increase observed for QALD-2 queries,
which consist of well formed questions.
Depending on the type of query, we observed
that the optimal parameter α was always between
0.1 and 0.7, indicating that the embeddings of
queries and documents alone are not enough to
correctly rank documents, and a fraction of the
score assigned by BM25F-CA is still required to
preserve retrieval quality. However, the results of
this section are encouraging in the context of repre-
sentation learning of entities, as they show that the
entity encoders have learned a function that maps
entities and queries about them to vectors that are
close in the embedding space. We present a sam-
ple of an original ranking by BM25F-CA, and the
reranked results by BLP-TransE in Table 6.
5 Conclusion
We have introduced a method that employs a BERT-
based encoder and a link prediction objective, for
learning representations of entities in a knowledge
graph with textual entity descriptions. We have
demonstrated that our method learns embeddings
that generalize well in different inductive link pre-
Query: Who founded Intel?
Rank BM25F-CA + BLP-TransE
1 Intel Intel
2 Intel 8253 Avram Miller
3 Intel 8259 Glenford Myers
4 Intel Play Intel Play
5 Intel Ct Leslie L. Vadasz
Table 6: First five documents retrieved by BM25F-CA,
and its reranking with BLP-TransE, for an example
query. While BM25F-CA retrieves Intel-related com-
panies and products, BLP-TransE fixes the ranking by
pushing down products and increasing the scores for
persons relevant to the query.
diction settings involving entities not seen during
training. Extending our approach to unseen rela-
tions is an interesting avenue for future research.
Without requiring fine-tuning, the encoders
trained for link prediction are also transferable to
the tasks of node classification and information
retrieval, which demonstrates that the entity em-
beddings act as compressed representations of the
most salient features of an entity. This motivates
further work on the study and improvement of these
representations, for example, by enforcing indepen-
dent factors of variation in the representations (Lo-
catello et al., 2019), or by learning on hyperbolic
spaces better suited for hierarchical data (Nickel
and Kiela, 2017).
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