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Abstract
After a short survey over the eorts in the direction of solving the Schrodinger equation by using piecewise approx-
imations of the potential function, the paper focuses on the piecewise perturbation methods in their CP implementation.
The presentation includes a short list of problems for which CP versions are available, a sketch of the derivation of the
CPM formulae, a description of various ways to construct or identify a certain version and also the main results of the
error analysis. One of the most relevant results of the latter is that the energy dependence of the error is bounded, a fact
which places these methods on a special position among the numerical methods for dierential equations. A numerical
illustration is also included in which a CPM based code for the regular Sturm{Liouville problem is compared with some
other, well-established codes. c© 2000 Elsevier Science B.V. All rights reserved.
1. Introduction
The piecewise perturbation methods are a class of numerical methods specially devised for the
solution of the Schrodinger equation. The CP methods form a subclass whose algorithms are both
easy to construct and very convenient for applications.
Given the one-dimensional Schrodinger equation,
y00 = (V (x)− E)y; a6x6b; (1.1)
where the potential V (x) is a well-behaved function and the energy E is a free parameter, one
can formulate either an initial-value (IV) or a boundary-value (BV) problem. The latter typically
takes the form of a Sturm{Liouville (SL) problem in which the eigenvalues and the associated
eigenfunctions are required.
Analytic solutions of this equation, either for the IV or for the SL problem, are known only for a
restricted number of expressions for the function V (x), let such functions be denoted by V (x), and
for many years the physicists used to select that V (x) which is the closest to the given V (x) and
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to accept that the analytical solution of the equation with the chosen V (x) is satisfactory for their
investigations.
It was also obvious that a closer approximation may be achieved if the replacement of V (x)
by V (x) is made piecewise, i.e., if the interval Ia;b = [a; b] is rst conveniently partitioned, r0 =
a; r1; r2; : : : ; rkmax = b, and a suitable V (x) is introduced on each elementary interval Ik = [rk−1; rk]. If
so is done, the solution on the whole Ia;b requires an extra algebraic manipulation of the piecewise
analytic solutions, but such a task can be accomplished eciently only by a computer. This is why
the rst systematic investigations along these lines are relatively recent [3{5,17]. In [3,5,17] the
piecewise V (x) was a constant, the average value of V (x) over Ik , while in [4] it was a straight-line
segment which is tangent to V (x). In the rst case, the two linear independent solutions are given
by trignometric or hyperbolic functions while in the second by the Airy functions. However, the
error analysis of the two versions [6] has shown that both of them produce second-order methods,
although the latter corresponds to a potentially better approximation.
Two directions of investigation were adopted: The rst consists on assuming a piecewise polyno-
mial form for V (x) and asking for the best t of the polynomial coecients on each Ik . The most
important result is due to Pruess [12] and it says in essence that the best t is by developing V (x)
over shifted Legendre polynomials. If, over each Ik , V (x) is chosen as an N th degree polynomial
obtained in this way, then the error is O(h2N+2), see also [11,14]. However, seen from the perspective
of a practical application, the use of polynomials of a degree higher than one is problematic in so
much the accurate computation of the two linear independent solutions is dicult.
The other direction takes for V (x) only the potentials for which the two independent solutions
have known, analytic forms which can be calculated eciently. To further improve the accuracy,
the corrections from the perturbation V (x) = V (x)− V (x) are added on each Ik , see Chapter 3 of
[7]. In this way a general family of piecewise perturbation methods (PPM) is delimited.
The success of the latter approach depends, on course, on the correctness and eciency when
calculating the perturbation corrections. As shown in [7], if on each Ik , V (x) is taken as a constant and
V (x) is a polynomial, then the perturbation corrections have simple analytic forms. The numerical
methods obtained on this basis are referred to as forming the CPM (short for constant (based)
perturbation method) family. Each member of the family is identied by the degree N of the
polynomial V (x) and by the number of perturbation corrections Q retained in the algorithm.
Clearly, the version CPM[N;Q] with a conveniently chosen value for Q will furnish the same
accuracy as a method based just on a piecewise N th degree polynomial for V (x). However, as said,
while the algorithm of the former is at hand, writing an algorithm for the latter is not simple at all.
The simplest version, in which V (x) is approximated piecewise by a constant but no correction is
introduced, is identied either as CPM[0; 0] or directly as CPM(0).
CPM versions were also formulated for the case when the independent variable x, V (x) and E
are complex (see [10]) and for solving systems of coupled Schrodinger equations [7]. An extension
of the latter in complex is now in nal tests. A highly accurate version for Eq. (1.1) was obtained
recently in [8] and a computer program based on it for the solution of the regular Sturm{Liouville
problem is published in [9].
Among the salient advantages of the CP algorithms we mention: (i) the accuracy is uniform with
respect to E, a feature unparalleled by any other numerical method; (ii) there is an easy control of
the error; (iii) the step widths are unusually big and the computation is fast; (iv) the form of the
algorithm allows a direct evaluation of the Prufer phase and of the derivative of the solution with
L.Gr. Ixaru / Journal of Computational and Applied Mathematics 125 (2000) 347{357 349
respect to E. When a SL problem is solved these data make the search of the eigenvalues very
ecient. Finally, (v), the algorithms are of a form which allows using parallel computation.
It is also important to mention that the CP represents only one possible way of implementing a
PPM. One could well take a piecewise line for V (x) and thus an LP implementation would result.
Some work in this direction is also mentioned in [7] but up to now there is no general rule for
constructing the corrections. Moreover, there are hints that the very construction of the successive
corrections is problematic, if not just impossible, for the most challenging case of the systems of
coupled equations. Another case of interest refers to the situation when V (x) contains a centrifugal
term, l(l + 1)=x2. The potential is then singular at the origin and, on a short interval around the
origin, a specially tuned implementation should be used, with V (x) = l(l + 1)=x2 for the reference
potential. In principle, the generation of the formulae for the corrections is possible for this case. As
from the practical point of view, the expressions of the rst- and second-order corrections can be
generated without diculty but more performant packages are perhaps needed for the higher-order
corrections.
Seen from this perspective the existing PPM-based programs may seem rather poor and rigid in
so much each of them uses only one and the same preset version on all steps. Flexible programs,
i.e., programs instructed to automatically select the most convenient version on each Ik , can be
written. A substantial enhancement in eciency is expected from such exible programs and this is
of particular interest for the solution of large systems of coupled equations.
2. The CPM algorithm
We focus on the initial-value problem for the Schrodinger equation (2.1) with y(a)=y0, y0(a)=y00.
The currrent interval Ik of the partition is denoted generically by I = [X; X + h].
On I the solution is advanced by the so-called propagation matrix algorithm"
y(X + h)
y0(X + h)
#
=
"
u(h) v(h)
u0(h) v0(h)
# "
y(X )
y0(X )
#
: (2.1)
Functions u() and v(), where = x−X , called propagators, are the solutions of the local problem
y00() = (V (X + )− E)y();  2 [0; h] (2.2)
with the initial values y(0)=1, y0(0)=0 for u and y(0)=0, y0(0)=1 for v. The one-step propagation
matrix is
P() =
"
u() v()
u0() v0()
#
(2.3)
and its inverse reads
P−1() =
"
v0() −v()
−u0() u()
#
; (2.4)
because Det[P()] = 1. It follows that the knowledge of u(h), v(h), u0(h) and v0(h) is sucient to
advance the solutions in both directions.
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To construct the propagators v() and u() the pertubation approach is used. Let
V =
1
h
Z h
0
V (X + ) d; V () = V (X + )− V : (2.5)
The original potential then reads V (X + ) = V +V (), where V is a constant.
The procedure consists in taking V as the reference potential and V () as a perturbation.
As explained in [7], each of u() and v(), denoted generically by p(), is written as a perturbation
series:
p() = p0() + p1() + p2() + p3() +    ; (2.6)
where the zeroth-order term p0() is the solution of p000 = ( V −E)p0, with p0(0) = 1, p00(0) = 0 for
u0 and p0(0) = 0, p00(0) = 1 for v0. The correction pq, q= 1; 2; : : : ; obeys the equation
p00q = ( V − E)pq +V ()pq−1; pq(0) = p0q(0) = 0: (2.7)
With Z()=( V −E)2 and functions (Z); 0(Z); 1(Z); : : : ; dened in Appendix A, the zeroth-order
propagators are
u0() = (Z()); v0() = 0(Z()) (2.8)
and the following iteration procedure exists to construct the corrections.
Correction pq−1 is assumed as known and of such a form that the product V ()pq−1 reads
V ()pq−1() = Q()(Z()) +
1X
m=0
Rm()2m+1m(Z()): (2.9)
Then pq() and p0q() are of the form
pq() =
1X
m=0
Cm()2m+1m(Z()); (2.10)
p0q() = C0()(Z()) +
1X
m=0
(Cm() + Cm+1())2m+1m(Z()); (2.11)
where C0(); C1(); : : : are given by quadrature (see again [7]):
C0() =
1
2
Z 
0
Q(1) d1; (2.12)
Cm() =
1
2
−m
Z 
0
m−11 [Rm−1(1)− C 00m−1(1)] d1; m= 1; 2; : : : : (2.13)
To calculate successive corrections for u, the starting functions in V ()p0() are Q()=V (),
R0() = R1() =   = 0, while for v they are Q() = 0, R0() = V (), R1() = R2() =   = 0:
The practical inconvenience is that successive quadratures starting from an arbitrary V () are
dicult to manipulate. For this reason, there is an intermediate stage in the procedure in which
V (X + ) is approximated by a polynomial in . More exactly, it is assumed that V (X + ) can be
written as a series over shifted Legendre polynomials Pn (=h) in the following way:
V (X + ) =
X
n=0
VnhnPn (=h): (2.14)
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The expressions of several Pn () polynomials,  2 [0; 1], are as follows (see [1]):
P0 () = 1; P

1 () =−1 + 2;
P2 () = 1− 6+ 62; P3 () =−1 + 12− 302 + 203:
The original V (X + ) is then approximated by the truncated series
V (N )(X + ) =
NX
n=0
VnhnPn (=h): (2.15)
As a matter of fact, the option for the shifted Legendre polynomials relies on the fact that such V (N )
represents the best approximation to V in L2(X; X + h) by a polynomial of degree 6N ; the choice
is consistent to that in [12].
Then the equation
y(N )
00
= (V (N )(X + )− E)y(N );  2 [0; h] (2.16)
is the one whose propagators are actually constructed via CPM. With
V = V0; V () = V (N )() =
NX
n=1
VnhnPn (=h); (2.17)
integrals (2.12) and (2.13) can be solved analytically. Each Cm() is a polynomial and the series
(2.10) and (2.11) are nite.
Each value for N and for the maximal number of perturbation corrections Q would result in a
version identied as CPM[N;Q]. The versions described in [7] take either N =Q=0 or N =2 as a
default value and Q = 1; 2. These versions are there denoted as CPM(Q), Q = 0; 1; 2, respectively.
The existence of powerful packages for analytic computation enabled to recently obtaining expres-
sions of u(h); hu0(h); v(h)=h and v0(h) with more terms. In Appendix B we collect the expressions
obtained in [8] by MATHEMATICA. The number of terms is large enough to be transparent for a
pertinent error analysis and also to generate an algorithm of order 12 when Z(h) = (V0 − E)h2 ! 0
and of order 10 when −Z(h)! +1.
3. Error analysis of CPM[N;Q]
As explained above, CPM[N;Q] consists of two stages to be performed at each step. The rst
consists of approximating V (X + ) by V (N )(X + ). This approximation gives rise to the errors
(N )k =maxfjy(xk)− y(N )(xk)j; jy0(xk)− y(N )
0
(xk)jg; k = 1; 2; : : : ; kmax: (3.1)
The second stage consists of solving (16) by the perturbation technique with Q corrections included.
The associated errors are
 [N;Q]k =maxfjy(N )(xk)− y(xk)j; jy(N )
0
(xk)− y0(xk)jg; k = 1; 2; : : : ; kmax; (3.2)
where y(xk) and y
0(xk) are the numerical values obtained by propagating the solution along the step
intervals by using CPM[N;Q]. The error of the whole procedure, that is,
[N;Q]k =maxfjy(xk)− y(xk)j; jy0(xk)− y0(xk)jg; k = 1; 2; : : : ; kmax; (3.3)
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is bounded by the sum of both errors, namely
[N;Q]k 6 
[N;Q]
k + 
(N )
k : (3.4)
As shown in [8], for each CPM[N;Q] a h exists such that
Theorem. If CPM[N;Q] is applied to propagate the solution on an equidistant partition with h6 h;
then
| if the energy E is such that jZ(h)j is small in all intervals; a constant CN exists such that
[N;Q]k <CNh
2N+2; k = 1; 2; : : : ; kmax; (3.5)
provided Q>b 23Nc+ 1; N = 1; 2; : : : ; 5 and Q= 0 for N = 0. The energy dependence of CN is
stronger and stronger as N increases.
| if E is such that Z(h).0 in all intervals; an energy independent constant CasN exists such that
[N;Q]k < C
as
N h
N =
p
E; k = 1; 2; : : : ; kmax; (3.6)
provided Q>1 if N = 1; 2; : : : ; and again Q = 0 if N = 0.
The limitation of N up to 5 in the rst part of the theorem is caused by the limited number of
terms in Eqs. (B.5){(B.8). However, there are reasons to think that the corresponding claim remains
valid at any N . As a matter of fact it is of the same type as a result obtained for Sturm{Liouville
problems, Theorem 9:5 in [14].
The theorem suggests that, for one and the same partition, the value of the energy E dictates
two dierent behaviours of the error. If E is close enough to V (x), specically such that jZ(h)j is
small in each interval of the partition, then the method behaves as a method of order n0 = 2N + 2.
In contrast, when E is so high that Z(h) is large and negative, it is another, asymptotic order
nas =N which is appropriate. The theorem also shows that there is a damping of the error when E is
increased.
The existence of two distinct orders allows an alternative way of formulating and identifying a
CPM version. We can just ask to retain in the algorithm only the terms consistent with some input
values for n0 and nas. This will lead to a unique N but to a sum over incomplete perturbations. The
version corresponding to such a requirement is denoted as CPMfn0; nasg. The version corresponding
to all terms given in Appendix B is identied as CPMf12; 10g.
The possibility of introducing an asymptotic order is unparalleled among the usual numerical
methods for dierential equations (Runge{Kutta or multistep, say). For these methods the ac-
curacy quickly deteriorates when E is increased. A direct consequence is that the CPM’s are
the only methods for which the partition of the integration interval can be formulated from the
very beginning of the run and never altered again, no matter how small or big is the energy.
The E independent coecients C(u)m ; C
(u0)
m ; C
(v)
m and C
(v0)
m (see Eqs. (B.5){(B.8) in Appendix B,
for version CPMf12; 10g) are also computed once on each step and stored. When the solution
for a given E is advanced on successive steps, only the E dependent  and m remain to be
calculated (this implies the computation of the pair of the trignometric or hyperbolic sine and
cosine functions plus a few arithmetic operations) and they are introduced in the simple for-
mulae (B.1){(B.4) for the propagators. (The sums eectively consist of only a few terms; for
CPMf12; 10g the maximal m is ve.) This very possibility of separating the relatively time con-
suming task of generating the partition and of calculating the quantities to be used later on, from
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Table 1
Comparison of the four codes for problem 7 of Appendix B in [14] at  = 20
s Reference Es Es
SLCPM12 SLEDGE SLEIGN SL02F
0 0:0000000000000245 −6:9(−10) −4:5(−10) 1:8(−09) −4:9(−11)
1 77:9169567714434 −1:3(−09) 6:5(−08) 1:1(−08) −1:4(−09)
2 151:4627783464567 2:0(−10) −4:2(−04)? −1:1(−08) −2:4(−04)
3 151:4632236576587 −3:6(−10) 6:0(−08)? −3:0(−08) −3:3(−09)
4 151:4636689883517 2:0(−10) 3:5(−04) −1:3(−08) 2:3(−04)?
5 220:1542298352598 1:2(−09) −1:3(−08) 2:2(−08) −5:4(−09)
CPU time (s) 11:1 30:5 334:4 260:5
the repeatedly asked but fast executable task of integrating the equation at various values for E,
represents perhaps the most important factor which makes the run with the CPM algorithms so
ecient.
4. A numerical illustration
The results of the CPMf12; 10g based code SLCPM12 [9] are now compared with the results
of the codes SLEDGE [13], SLEIGN [2] and SL02F [16] for problem 7 of Appendix B of [14].
The potential function has the Coey{Evans form V (x) = −2 cos(2x) + 2 sin2(2x) with  = 20,
a=−=2, b= =2 and the boundary conditions are y(a) = 0, y(b) = 0.
The codes SLEDGE, SLEIGN and SL02F were accessed through SLDRIVER [15]. In all programs
one and the same value for the tolerance is imposed, TOL = 10−8, and the rst six eigenvalues are
required.
By its very construction, the program SLCPM12 furnishes two approximations for each eigenvalue.
The rst, called the basic eigenvalue, is the result of the computation on the very partition consistent
with the imposed TOL. The second, called the reference eigenvalue, results by repeating the run on
a partition in which each step of the former is halved. Since the smallest of the two orders of the
method is ten, the reference eigenvalue is expected to be by three orders of magnitude more accurate
than the basic eigenvalue and therefore, the dierence of the two produces an accurate estimation
of the error in the latter. The knowledge of the reference eigenvalues is also used for the evaluation
of the errors in the eigenvalues produced by the other codes.
In Table 1 we give the reference Es and the deviations Es = Es − Es where Es are the ener-
gies furnished by SLCPM12 on its basic partition (this consisted of only 38 steps), and the usual
outputs for the other three programs. Question marks were placed on the cases for which warn-
ings have been mentioned during the computation. The associated CPU times from a PC with
a 386 processor are also reported. We see that the results from the SLCPM12 are substantially
more accurate than from the other codes and also that the computation is faster. The capacity of
SLCPM12 of simultaneously producing highly accurate reference eigenvalues represents an additional
advantage.
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Appendix A
Functions (Z); 0(Z); 1(Z); : : : ; originally introduced in [7] (they are denoted there as (Z); 0(Z);
1(Z); : : :), are dened as follows:
(Z) =
(
cos(jZ j1=2) if Z60;
cosh(Z1=2) if Z > 0;
(A.1)
0(Z) =
8>><
>>:
sin(jZ j1=2)=jZ j1=2 if Z < 0;
1 if Z = 0;
sinh(Z1=2)=Z1=2 if Z > 0;
(A.2)
while m(Z) with m> 0 are further generated by recurrence
1(Z) = [(Z)− 0(Z)]=Z; (A.3)
m(Z) = [m−2(Z)− (2m− 1)m−1(Z)]=Z; m= 2; 3; 4; : : : ; (A.4)
if Z 6= 0; and by following values at Z = 0:
m(0) = 1=(2m+ 1)!!; m= 1; 2; 3; 4; : : : : (A.5)
Some useful properties are as follows:
(i) Series expansion:
m(Z) = 2m
1X
q=0
gmqZq
(2q+ 2m+ 1)!
; (A.6)
with
gmq =
(
1; if m= 0;
(q+ 1)(q+ 2) : : : (q+ m) if m> 0:
(A.7)
(ii) Asymptotic behaviour at large jZ j:
m(Z) 
(
(Z)=Z (m+1)=2 for odd m;
0(Z)=Zm=2 for even m:
(A.8)
(iii) Dierentiation properties:
0(Z) = 120(Z); 
0
m(Z) =
1
2m+1(Z); m= 0; 1; 2; : : : : (A.9)
(iv) Generating dierential equation: m(Z), m= 0; 1; : : : is the regular solution of
Zw00 + 12(2m+ 3)w
0 − 14w = 0: (A.10)
(v) Relation with the spherical Bessel functions:
m(−x2) =
q
=2 x−(m+1=2)Jm+1=2(x); m= 0; 1; : : : : (A.11)
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Appendix B
The CPM standard form of the four elements of the propagation matrix P(), Eq. (2.3), at =h
is
u(h) = (Z) +
1X
m=1
C(u)m m(Z); (B.1)
hu0(h) = Z0(Z) +
1X
m=0
C(u
0)
m m(Z); (B.2)
v(h)=h= 0(Z) +
1X
m=2
C(v)m m(Z); (B.3)
v0(h) = (Z) +
1X
m=1
C(v
0)
m m(Z); (B.4)
where the C coecients depend only on the perturbation while the energy dependence is absorbed
entirely in the Z-dependent functions  and m.
We give below the expressions of the coecients as obtained in [8] by MATHEMATICA. With
V0; V1; V2; : : : dened in Eq. (2.14), Z = (V0 − E)h2 and Vn = Vnhn+2, n=1; 2; : : : these expressions are
as follows:
C(u)1 =−[ V1 + V3 + V5 + V7 + V9]=2 + O(h13);
C(u)2 = [5 V3 + 14 V5 + 27 V7 + 44 V9]=2− [105 V
2
1 + 63 V
2
2 + 45 V
2
3 + 35 V
2
4 ]=2520 + O(h
13);
C(u)3 =−3[21 V5 + 99 V7 + 286 V9]=2 + [2 V1 V2 + V1 V3 + 2 V1 V4 + 2 V2 V3
+ V1 V5 + 2 V1 V6 + 2 V2 V5 + 2 V3 V4 + V1 V7 + V3 V5]=4
−[63 V 22 − 60 V
2
3 + 35 V
2
4 ]=840 + O(h
13);
C(u)4 = 3[429 V7 + 2860 V9]=2 + [− 9 V1 V5 + 3 V2 V4 − 54 V1 V6 − 42 V2 V5 − 36 V3 V4
− 22 V1 V7 + 3 V2 V6 − 9 V3 V5]=4 + 5[− 9 V 23 + 35 V
2
4 ]=168
+[35 V
3
1 + 42 V
2
1
V2 + 35 V
2
1
V3 + 21 V1 V
2
2 + 54 V1 V2 V3 + 6 V
3
2 ]=1680 + O(h
13);
C(u)5 =−36465 V9=2 + [396 V1 V6 + 252 V2 V5 + 210 V3 V4 + 143 V1 V7 − 33 V2 V6
+ 15 V3 V5 − 210 V 24 ]=4− [805 V
2
1
V3 + 651 V1 V
2
2 + 420 V
2
1
V4 + 300 V1 V2 V3 − V 32 ]=1680
+ V
4
1 =1152 + O(h
13);
C(u)m =0 + O(h
t(m)) with t(m)>13 8m>6; (B.5)
C(u
0)
0 = [ V2 + V4 + V6 + V8 + V10]=2 + O(h
14);
C(u
0)
1 =−[3 V2 + 10 V4 + 21 V6 + 36 V8 + 55 V10]=2− [105 V
2
1 + 63 V
2
2 + 45 V
2
3 + 35 V
2
4 ]=2520
+O(h14);
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C(u
0)
2 = [35 V4 + 189 V6 + 594 V8 + 1430 V10]=2− [2 V1 V3 + 2 V1 V5 + V2 V4 + 2 V1 V7
+ V2 V6 + 2 V3 V5]=4− [735 V 21 + 378 V
2
2 + 675 V
2
3 + 350 V
2
4 ]=2520
+O(h14);
C(u
0)
3 =−[693 V6 + 5148 V8 + 21450 V10]=2 + [16 V1 V3 + 43 V1 V5 + 26 V2 V4
+ 82 V1 V7 + 48 V2 V6 + 63 V3 V5]=4 + [1197 V
2
2 + 3735 V
2
3 + 4900 V
2
4 ]=840
+ [7 V
2
1
V2 − 35 V 21 V4 + 54 V1 V2 V3 − 15 V
3
2 ]=1680 + O(h
14);
C(u
0)
4 = [19305 V8 + 182325 V10]=2− [261 V1 V5 + 165 V2 V4 + 1210 V1 V7 + 726 V2 V6
+ 726 V3 V5]=4− 5[1917 V 23 + 7392 V
2
4 ]=504 + [2331 V
2
1
V2 + 2310 V
2
1
V4
+ 4752 V1 V2 V3 + 234 V
3
2 ]=5040 + V
4
1 =1152 + O(h
14);
C(u
0)
5 =−692835 V10=2 + [6578 V1 V7 + 3927 V2 V6 + 3165 V3 V5]=4 + 8785 V 24 =24
− [31395 V 21 V4 + 44370 V1 V2 V3 + 5679 V
3
2 ]=5040 + 13 V
4
1 =1152 + O(h
14);
C(u
0)
m =0 + O(h
t(m)) with t(m)>14 8m>6; (B.6)
C(v)2 =−[ V2 + V4 + V6 + V8 + V10]=2 + O(h14);
C(v)3 = [7 V4 + 18 V6 + 33 V8]=2− [35 V
2
1 + 21 V
2
2 + 15 V
2
3 ]=840 + O(h
12);
C(v)4 =−[99 V6 + 429 V8]=2 + [2 V1 V3 + 2 V1 V5 + 3 V2 V4]=4
+ [63 V
2
2 + 40 V
2
3 ]=280 + O(h
12);
C(v)5 = 2145 V8=2− [27 V1 V5 + 19 V2 V4]=4− 115 V 23 =56 + 11 V
2
1
V2=240 + O(h12);
C(v)m =0 + O(h
t(m)) with t(m)>12 8m>6; (B.7)
C(v
0)
1 = [ V1 + V3 + V5 + V7 + V9]=2 + O(h
13);
C(v
0)
2 =−[5 V3 + 14 V5 + 27 V7 + 44 V9]=2
− [105 V 21 + 63 V
2
2 + 45 V
2
3 + 35 V
2
4 ]=2520 + O(h
13);
C(v
0)
3 = 3[21 V5 + 99 V7 + 286 V9]=2− [2 V1 V2 − V1 V3 + 2 V1 V4 + 2 V2 V3 − V1 V5
+ 2 V1 V6 + 2 V2 V5 + 2 V3 V4 − V1 V7 − V3 V5]=4
− [63 V 22 − 60 V
2
3 + 35 V
2
4 ]=840 + O(h
13);
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C(v
0)
4 =−3[429 V7 + 2860 V9]=2− [9 V1 V5 − 3 V2 V4 − 54 V1 V6 − 42 V2 V5 − 36 V3 V4
+ 22 V1 V7 − 3 V2 V6 + 9 V3 V5]=4 + 5[9 V 23 + 35 V
2
4 ]=168− [35 V
3
1 − 42 V
2
1
V2
+ 35 V
2
1
V3 + 21 V1 V
2
2 − 54 V1 V2 V3 − 6 V
3
2 ]=1680 + O(h
13);
C(v
0)
5 = 36465 V9=2 + [− 396 V1 V6 − 252 V2 V5 − 210 V3 V4 + 143 V1 V7 − 33 V2 V6
+ 15 V3 V5 − 210 V 24 ]=4 + [805 V
2
1
V3 + 651 V1 V
2
2 − 420 V
2
1
V4 − 300 V1 V2 V3
+ 60 V
3
2 ]=1680 + V
4
1 =1152 + O(h
13);
C(v
0)
m =0 + O(h
t(m)) with t(m)>13 8m>6: (B.8)
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