In this paper we use a transfer matrix method to calculate the asymptotic behavior of the nonlinear Schrödinger (NLS) equation in a self-defocusing medium for piecewise constant initial conditions. Treating initial conditions that consist of m repeated regions, we show that the eigenvalues associated with this problem appear in bands, and, as m tends to infinity, we obtain the eigenvalue density of states for these bands. Comparing results from the transfer matrix approach to the results for a Bloch function method, we show that the edges of a region with periodic initial conditions result in a finite number of additional eigenvalues that appear outside the bands.
INTRODUCTION
The asymptotic behavior of a piecewise constant initial condition for the self-defocusing nonlinear Schrödinger (NLS) equation has recently been the subject of study by several investigators, both theoretically [1] [2] [3] and experimentally, 4 ,5 motivated in part by potential technological applications inherent in such a system. This problem has been addressed theoretically through the use of a direct-scattering approach, which gives the set of eigenvalues l as a consequence of requiring the continuity of a set of transversely counterpropagating waves v 1 and v 2 at the boundaries between constant regions of the initial condition.
In this paper we apply a transfer matrix method 6 to solve the direct-scattering problem. In particular, as the piecewise constant initial condition becomes periodic, we show that the eigenvalues of the asymptotic solution can arrange themselves in continua or bands and obtain expressions for the location of the bands and densityof-states functions associated with the bands. In addition we show that, even as the initial condition becomes periodic, under certain conditions a set of discrete eigenvalues exist outside of the bands. These eigenvalues are shown to be edge effects when we compare the banded solutions to the solutions obtained when a Bloch method 7 is employed. where v p 1 2 l 2 . The eigenvalues l may be found with the use of direct-scattering theory, 1, 3 which predicts that they satisfy an eigenvalue equation where u͑x͒ ͑x; z 0͒ plays the role of a potential:
DIRECT SCATTERING
The form of the soliton solutions shows that the direction (or transverse velocity) of the soliton is given by 2l, the contrast by v 2 , and the width by v 21 . Since all the properties of a single soliton (except x 0 ) are determined by l, solving the eigenvalue problem forL is equivalent to finding the asymptotic solutions to the NLS equation.
If we use the change of variables,
the eigenvalue equation reduces to the coupled differential equations
These coupled differential equations form a second-order system of evolution equations with a potential that arises from the piecewise constant initial field u͑x͒. Although this problem is not isomorphic to either the Maxwell wave equation for piecewise constant dielectric regions or the Schrödinger equation in quantum mechanics for piecewise constant potentials [i.e., for piecewise constant u͑x͒ the continuity in v 1 ͑x͒ and v 2 ͑x͒ is a much more complicated boundary condition than continuity in v 1 ͑x͒ and ≠ x v 1 ͑x͒], it is possible to use a transfer matrix technique to solve this problem in a fashion similar to previous work on, for example, electromagnetic propagation in dielectric slab media.
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The system of first-order differential equations has the solution
where we define the variables h p g 2 2 l 2 if g . l, h 2i p l 2 2 g 2 if g , l, and g l 2 ih͞g, with g and f defined by the initial conditions u ge if .
2
For a piecewise constant initial condition we demand that v 1 ͑x͒ and v 2 ͑x͒ remain finite for x ! 6`and are continuous where there are discontinuities in u͑x͒. These demands lead to discrete solutions for l.
TRANSFER MATRIX FORMALISM
In this section a transfer matrix formalism is presented and used to obtain a general expression that gives the eigenvalues l. Matching v 1 ͑x͒ and v 2 ͑x͒ at each discontinuity x j (see Fig. 1 ), we construct a transfer matrix that relates the coefficients A and B for adjacent regions:
This transfer matrix may be written as
where
are constant matrices found from the constant amplitude and phase, h j and f j , respectively, of the initial condition in the region directly preceding x j . The only explicit dependence on the locations of the discontinuities is through the exponentials of the diagonal matrices R j . Using Eq. (3.1) at each discontinuity in the initial condition, we connect the A and B coefficients for x ! 6`:
Observe from Eqs. (2.8) and (2.9) that in order to maintain the bounded nature of the solutions v 1 ͑x͒ and v 2 ͑x͒, we require the coefficients A n B 0 0. As a consequence,
This result for piecewise constant initial conditions will be used in our further development of this method.
PERIODIC INITIAL CONDITIONS
In the remaining sections of the paper we consider the case where there is a bright background ͑u 1͒ everywhere outside m identical adjacent regions. Each of the m identical regions consist of l subregions with lengths a 1 , a 2 , . . . , a l . Figure 2 illustrates this labeling scheme for an initial condition with l 4 and m 2. If we follow the general procedure of Section 3, we relate the coefficients for the last subregion of the repeated regions indexed by kl and ͑k 1 1͒l, where k is an integer that ranges between 0 and m 2 1:
We write
where we define P as So we find that
Defining L to be the distance x ml 2 x 0 and making the convenient but arbitrary choice x ml 2x 0 L͞2, we can write
By solving the eigenvalue problem for P, we can find a matrix T such that T 21 P T P 0 is a diagonal matrix. It is easy to verify that det P 1. This fact greatly simplifies the expressions for the eigenvalues and eigenvectors of P. We make use of the equation
, and after a lot of algebraic manipulation, Eq. (3.7) can be expressed in terms of the elements of P:
are the eigenvalues of P.
A useful property of the P matrices is the way that they multiply. First consider the one-subregion P matrices, where a is the length of the subregion. These P matrices, with l 1, do not have any real meaning as total P matrices for problems with repeating initial conditions, but any total P matrix (with l . 1) is the product of the l different one-subregion P matrices that correspond to each subregion. This fact can be used to simplify calculations for more complicated repeating initial conditions.
If we know the P matrix for a single l 1 region with arbitrary g and f, then the P matrix for j subregions can be produced by multiplying j one-subregion P matrices. For one subregion, P is found to be the following:
with G 2 ͑1 2 g 2 ͒͞g and G 1 ͑1 1 g 2 ͒͞g. In both cases these matrices are real (notice in the second case that h is an imaginary number and g is real, while in the first case h is real). It follows that all possible P matrices will be real. This property of the P matrices simplifies our interpretation of Eq. (4.6). We see immediately that there are two types of solution.
If Tr 2 P , 4, then Eq. (4.6) is complex. We will call the solutions for this case regular solutions, as they behave in the anticipated way, and as m !`we will show that these solutions form bands or continua. If ͑Tr P ͒ 2 . 4, Eq. (4.6) is real and gives rise to solutions that we refer to as anomalous. These anomalous solutions do not form bands but instead remained discrete as m !`. We show below that these solutions are edge effects. Both kinds of solution are discussed below in detail. The complete derivation of Eq. (4.6) shows that the diagonalization fails when ͑Tr P ͒ 2 and the corresponding solution predicted by Eq. (4.6) is not a valid eigenvalue. To make the notation more convenient we define the following variables:
r Tr P P 11 1 P 22 , (4.10)
q P 22 2 P 11 . For any l 0 , where r 2 , 4, there will be a solution to Eq. (4.6) arbitrarily close to l 0 for m sufficiently large. For any variation in l, the variation in q will be negligible compared with the variation in mu. Because of this, there will be approximately mDjuj͞2p solutions in every segment Dl. It follows that for large m we may define an unnormalized eigenvalue density
Notice that the density of solutions becomes infinite at the sides of the bands where r 2 ! 4.
B. Anomalous Solutions
We have shown above that the eigenvalues for an infinite, periodic initial condition may form bands of continuous solutions. This result is analogous to energy bands calculated for a one-dimensional periodic Schrödinger equation. In this section we show that if two conditions are met then there will be a finite number of eigenvalues that will occur explicitly outside the bands of continuous solutions. Later we show below that these solutions are correctly interpreted as edge effects. Because they are due to the finite number of periods in the initial conditions instead of the periodicity, we call them anomalous solutions. We study Eq. (4.6) when r 2 . 4 and consider anomalous solutions in two cases. When r . 0 there can only be solutions if p r 2 2 4 , q , r, but when r , 0 solutions may occur only if 2 p r 2 2 4 . q . r. After some algebra, these expressions may be reduced to the following conditions:
Regardless of m, the anomalous solutions that do appear will be in the ranges described by the conditions specified above. The anomalous eigenvalues can be understood in more detail as m approaches infinity. In this case the first condition becomes
Applying these conditions for the two-subregion case, where the first subregion is described by arbitrary g and f and the second subregion by u 1, we find that, when g , l, anomalous solutions are always disallowed by the second condition ͑qr . 0͒. However, when g . l and the second condition is satisfied, the anomalous solutions take the particularly simple form
The anomalous solutions depend on f and g but are independent of the sizes of the a i 's of the initial condition. It should be noted that the anomalous solutions will have a more complicated dependence on the distances a i when the P matrix is constructed from more than two subregions. Also the sizes of a i 's in the initial conditions are important in order to find where the second condition qr . 0 is valid. Though the first condition gives the exact solutions for the anomalous eigenvalues when m !`, the second condition gives the parameters of the initial condition for which the anomalous solutions are cutoff.
C. Example
One example in which anomalous solutions are formed is when the repeated region consists of two subregions: the first having unit amplitude and a phase shift of p͞2, and the second having u 1. In this case we can apply Eq. (4.17) to find that the anomalous solutions occur at l 6 p 1͞2. The second condition ͑qr . 0͒ can be shown equivalent to the simple cutoff condition a 1 . a 2 . In Fig. 3(a) we illustrate the band of eigenvalues and the anomalous solutions that occur as a function of a 1 for a 2 1. Similarly, in Fig. 3(b), we fix the width a 1 3  and vary a 2 . If the width of the region is a 1 3 and the separation between the regions is a 2 1, then the band of regular solutions appears between l 0.764 and l 0.898. In Fig. 3(c) we show both the density of regular solutions and the location of a single anomalous solution outside of the band for m !`.
BLOCH APPROACH
The problem of a periodic initial condition may also be approached through the use of Floquet's theorem. If we use Bloch waves, we find the banded regular solutions predicted with the matrix transfer method. The failure of the Bloch-wave approach to predict the anomalous solutions supports a simple interpretation of the anomalous solutions as edge effects. In our matrix transfer method we had m repeated regions and took the limit as m !`. The transfer matrix method should always include the effects of the first and last repeated region no matter how many regions there are in between. In the Bloch-wave approach the initial condition is exactly periodic, not just periodic in some limit. As a consequence, the Bloch approach cannot predict the edge effects. In the following paragraphs we show that the Bloch approach yields the same results as the regular bands of the matrix transfer method.
If the initial condition is periodic with a period of length L and l piecewise constant regions per period, then the eigenfunctions in the direct-scattering problems will follow Floquet's theorem:
where k is a wave number. This equation may be written in terms of the A and B coefficients:
where x ͑ j 11͒l 2x jl L͞2. Because of the periodicity N ͑ j 11͒l N jl and R ͑ j 11͒l R jl , we may write the following:
This equation tells us that e ikL are the eigenvalues of
which means that e ikL are the eigenvalues of P. From this we find 2 cos͑kL͒ r .
(5.5)
(c) If we identify kL as u͞2, we see that this Bloch function approach gives the same dispersion relation as the previously discussed regular solutions. The density of states jdk͞dlj will be proportional to the earlier calculated density of states jdu͞dlj.
The Bloch approach is in agreement with the regular solutions. The reason that the Bloch approach does not predict the anomalous solutions is because the anomalous solutions came from the assumption of finite, though arbitrarily large, m. No matter how large m is, there will still be effects due to the restriction that u 1 as x ! 6`. The Bloch approach ignores this restriction and assumes exact periodicity rather than periodicity in the limit as m !`. The difference between the two approaches makes it obvious that the anomalous solutions must be interpreted as edge effects caused by the interaction between the periodic portion of the initial condition and constant u 1 portions of the initial condition at x ! 6`.
APPLICATIONS OF DARK-SOLITON BAND THEORY
The band theory of dark solitons will play an important role in understanding the propagation behavior of light when the solitons are launched sufficiently close together that they interact with each other strongly through their exponential tails. Such interaction will result in a jitter in the arrival times for temporal solitons in fibers, which might result in their shift outside of a predetermined timing window and give rise to errors in the detected information. In the case of a spatial soliton waveguide array, this interaction will result in an error in the exact position of the waveguide output created by the soliton, which gives rise to errors in transmitted information detection because of the finite spatial extent of the output detectors. In Subsection 6.A we analyze these problems with the use of typical values for material parameters.
A. Temporal Dark-Soliton Jitter
The NLS equation considered here describes the evolution of temporal dark solitons in fibers with normal dispersion and a positive Kerr nonlinearity. The eigenvalues of the direct-scattering problem are proportional to the velocities of solitons in a frame that moves at the fiber material's group velocity. A binary amplitude-modulated signal can be used as an initial condition to create two sets of dark solitons. The fast group would correspond to the positive eigenvalues, and the slow group would correspond to the negative eigenvalues. Because the solitons interact with each other, their velocities will be slightly altered, which will result in jitter in the transmission. The spread of the soliton velocities is given by the width of the band. The maximum difference in the soliton velocities is half of the width of the soliton density of states and can be determined by r 62. If we use a binary on -off coding scheme to launch the dark solitons in a fiber, and the off period is one normalized transverse unit and the on period is ten normalized transverse units, the resulting band of eigenvalues will range from 0.7384 to 0.7397. For typical fused-silica telecommunications fiber used in the normal dispersion region at 1 mm and with a peak irradiance of 1.5 3 10 4 W͞cm 2 , this corresponds to a spread in velocities of the individual solitons of approximately 2.7 3 10 3 cm͞s. Less separation time will result in increased coupling between solitons and, as a result, a greater velocity spread.
B. Spatial Soliton Array
Dark spatial soliton pairs can be formed if we mask a plane wave with a thin opaque region at the input of a selfdefocusing planar waveguide. An array of solitons can be launched if we construct an amplitude transmission mask with a series of identical opaque regions at the input to the waveguide. Generally the solitons that result would repel each other because of their coupling and travel in slightly different directions governed by the bandwidth of their associated eigenvalues. A smaller separation between the opaque regions of the mask would give an increase in the bandwidth of the eigenvalues and the associated angular spread in the direction of the solitons. In order to design an amplitude mask that will launch nearly parallel solitons, one must find the distance between opaque regions that results in a suitably small bandwidth of the soliton density of states. The edges of the soliton density-of-states function are found if one sets r 62. If the opaque regions are two normalized transverse units in length, we find, by plotting the roots of r 2 2 4, that if the opaque regions of the mask are separated by 8.5 normalized transverse units then the eigenvalue will be confined between 0.5145 and 0.5153. If we use ZnSe as the nonlinear medium at 0.532 mm and 1 GW͞cm 2 of irradiance, a spread in the angle of the soliton propagation of DQ 7.8 mrad is obtained. A closer spacing of the opaque region will result in a wider angular spread.
SUMMARY
In this paper we have presented a direct-scattering formalism that permits the straightforward calculation of the asymptotic behavior of the NLS equation in a stable medium for arbitrary, piecewise constant initial conditions. In addition, as the piecewise constant initial condition becomes periodic, we have obtained the continua or bands of eigenvalues that result, as well as calculated the density-of-states function associated with these bands. Finally we have also identified the existence, in certain cases, of a set of anomalous, discrete eigenvalues that exist outside of the bands formed as the initial conditions become periodic. These anomalous solutions may be understood as edge effects due to the interaction between the finite, but arbitrarily large, periodic portion of the initial condition and constant u 1 regions at x ! 6`.
