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Abstract—In this paper, we give new characterizations of the
stochastic reachability problem for stochastic hybrid systems
in the language of different theories that can be employed
in studying stochastic processes (Markov processes, potential
theory, optimal control). These characterizations are further
used to obtain the probabilities involved in the context of
stochastic reachability as viscosity solutions of some variational
inequalities.
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I. INTRODUCTION
Many practical systems such as automobiles, chemical
processes, biochemical reactions and autonomous vehicles
are best described by dynamics that comprise continuous
state evolution within a mode of operation and discrete
transitions from one mode to another, either controlled or
autonomous. Such systems often interact with their envi-
ronment in the presence of uncertainty and variability. For
these systems, the researchers have introduced the modelling
paradigm called stochastic hybrid systems (SHS) [4].
Intuitively, SHS can be described as an interleaving be-
tween a finite or countable family of diffusion processes
(or, sometimes, only dynamical system) and a jump process.
Modelling and analysis of SHS have been proved to be a
very difficult task from a mathematical point of view. The
stochastic analysis apparatus, employed to study different
aspects related to the probabilistic features of SHS, is really
complex and rather difficult to manage. Studying SHS,
one has to combine tools available for diffusion processes
and jump processes, in order to obtain valuable properties
of these systems. But, the fact the switching mechanism
between the diffusion paths is also random (governed by
a Markov chain in most cases) make the things complicated
and then the use of the well studied diffusion properties
is not straightforward.. The main achievement in the study
of SHS is that it was proved that their behaviour can
be described by some relatively ‘good’ Markov processes
[8], [4]. Moreover, the hybrid nature of these stochastic
systems is illustrated by the expression of their generator
(or infinitesimal operator) [8]. This generator is an integro-
differential (or pseudo-differential [22]) operator, which is
constituted by two other operators, one corresponding to the
diffusion part and one for the jumping part of the system.
Our experience in investigation of different problems related
to SHS has shown that this generator is the main analysis
tool available that can smooth the mathematical complexity
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of the SHS study. Mathematical properties of SHS make
difficult the extension of the verification techniques available
for deterministic hybrid systems. The reachability problem
concept in the framework of stochastic hybrid systems was
set up in our paper [5]. The mathematical foundations of this
concept have been addressed in [6], [5].
In this paper, we continue the theoretical study of the stochas-
tic reachability problem in order to obtain some valuable
characterizations of this concept by means of the stochastic
analysis tools available for Markov processes. The main
achievement attained in this study is the characterization of
the reach set probabilities as solutions of some variational
inequalities associated to the process generator. Then some
dynamic programming methods can be applied to compute
these probabilities.
The road that proceeds to the accomplishment of this target is
paved with different other characterizations of the reachabil-
ity problem via some concepts coming from Markov process
theory, potential theory and optimal control. These charac-
terizations represent themselves an important contribution of
this paper.
The main vehicle, which makes possible the connections
between the above characterizations, is given by martin-
gales. Martingales1 are important technical tools used in the
study of stochastic processes as diffusion processes, jump-
diffusions, etc. It was the merit of the famous mathematician
J. Doob who recognised the intrinsic value of the concept of
martingale and made it a versatile tool in probability [13].
II. PROBLEM FORMULATION
First, in this section we briefly present the stochastic
reachability problem for stochastic hybrid systems. Then, we
stress on the main mathematical perspectives from which one
can obtain different characterisations of this problem.
Let us consider M = (Ω,F ,Ft, xt, Px) a strong Markov
process, as the realization of a stochastic hybrid system
(see definitions below). For this strong Markov process we
address a verification problem consisting of the following
stochastic reachability problem.
Given a measurable set A and a time horizon T > 0, let us
to define [5], [6]:
ReachT (A) = {ω ∈ Ω | ∃t ∈ [0, T ] : xt(ω) ∈ A}
Reach∞(A) = {ω ∈ Ω | ∃t ≥ 0 : xt(ω) ∈ A}. (1)
1The name “martingale” was introduced by Jean Ville as a synonym of
“gambling system”, in his book on “collectif” in the Borel collection, in
1939 [24].
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These two sets are the sets of trajectories of M , which reach
the set A (the flow that enters A) in the interval of time
[0, T ] or [0,∞).
The reachability problem consists of determining the proba-
bilities of such sets, which can be expressed as
P (TA < T ) or P (TA <∞) (2)
where TA is the first hitting time of A
TA = inf{t > 0|xt ∈ A} (3)
and P is a probability on the measurable space (Ω,F) of
the elementary events associated to M .
Another approach to the reachability problem is to look at
the first hitting time mean ExTA of the target set A, where
Ex is the expectation w.r.t. Px. When A is an unsafe set, the
quantities of interest are the lower bounds on the expected
value of this hitting time, since these bounds provide a degree
of assurance against catastrophic failure. Dually, the mean of
the first exit time from a safe domain provides a measure of
its stability. It also measures the rate of transition from the
domain it exits.
In this paper, we investigate the properties of the quantities
(2) from different perspectives: (i) potential theory, (ii)
Markov process theory, (iii) stochastic optimal control.
The stochastic reachability problem can be viewed in
connection with three concepts2: 1) hitting operators (be-
longing to the Markov process endowment), 2) reduite of
a function (belonging to the potential theory language), 3)
optimal stopping problem (for Markov processes) with the
reward function given by the indicator function of a subset
of the state space.
In order to deal with these different perspectives, one needs
to look at the whole picture: The main engine to move
back and forth between Markov processes, potential theory
and optimal control is provided by (sub, super) martingales.
The connections between potential theory and probability
theory are now well studied and have more than fifty years
of history originating in the work of Doob [13], [12] and
Hunt [21]. Doob showed how various classical potential
theory concepts correspond to properties of superharmonic
functions on Brownian motion paths. Hunt extended the ideas
to found what is now called probability potential theory, in
which each of a large class of Markov processes corresponds
to a potential theory and conversely.
Concretely, it is known that if (Bt)t≥0 is the Brownian
motion in Rd and u is a positive superharmonic function in
Rd, the u(Bt) is a cadlag3 supermartingale in [0,∞] provided
that E[u(B0)] < ∞. This result was proved in the Doob’s
1955 paper on the heat equation. It is a major recourse in
Hunt’s theory, where u became an “excessive” function and
the Brownian motion became a Hunt process. In a general
way, Doob’s work on (sub, super) harmonic functions with
the vital underpinning by Brownian paths, paved the way
for Hunt’s theory on Markov processes and potentials [21].
2A common reference for all these concepts is [12].
3i.e., its trajectories are right continuous with left limits.
In the last half of the 20th century, Hunt’s theory has been
developed further for the standard Markov processes and then
for right Markov processes4 (which might be thought of as
the modern generalizations of Hunt processes) by different
authors (see, for example, [11]).
On the other hand, martingales represent now a versatile
tool to study different problems related to Markov processes
(convergence theorems, invariance principles, etc). As well.
there is now a common practice to study stochastic optimal
control problems via martingale methods.
We will see that the reach set probability (2) can be expressed
as the reduite of a specific function. With this characterisation
in hands, we make the connection with the optimal stopping
problem defined for Markov processes. A classical result
[14], says that the solution of a general optimal stopping
problem for Markov processes can be characterized by
means of the smallest superharmonic function dominating
the reward function (i.e., the reduite of the reward func-
tion). Since the superharmonic/excessive functions can be
characterised by means of supermartingales [15], the above
characterization can be related with the martingale methods
for the optimal stopping problem summarized in [12].
III. PRELIMINARIES
In this section we give the necessary background for
stochastic hybrid systems, their semantics, some stochastic
analysis tools and some martingale theory results.
A. Stochastic Hybrid Systems
Different modelling paradigms for SHS have been pro-
posed in literature [20], [2]. Applications of SHS range from
air traffic management [23], biology [18], to communication
networks [19].
Formally, a stochastic hybrid automaton (SHA) is defined
as a tuple H = (Q,X , F,R, λ) has been defined in [8], [7].
The executions of an SHA,H , can be described as follows:
start with an initial point x0 ∈ Xq, follow a solution of
the SDE associated to Xq, jump when this trajectory hits
the boundary or according with the transition rate λ (the
jump time is the minimum of the boundary hitting time
and the time, which is exponentially distributed with the
transition rate λ). Under standard assumptions, for each
initial condition x ∈ ∪
j∈Q
Xj , the possible trajectories starting
from x, form a stochastic process. Moreover, for all initial
conditions x, the realizations of an SHA make up a family of
Markov processes [10], which can be thought of as a Markov
process in a general setting.
Let us consider the stochastic process M =
(Ω,F ,Ft, xt, Px), which represents the realization (or
semantics) of H , i.e. all its possible trajectories. Under
mild assumptions on the parameters of H , M can be
viewed as a family of Markov processes with the state
space (X,B), where X is the union of modes and B is
its Borel σ-algebra. Let Bb(X) be the Banach space of
4These processes satisfy the two “right hypotheses”, HD1 and HD2,
defined by P.A. Meyer, see [10], p.77.
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bounded positive measurable functions on X . The meaning
of the elements of M can be found in any source treating
continuous-parameter Markov processes [10].
B. Setting the Hypotheses
For the analysis of stochastic hybrid systems, we need
to make use of the different characterizations of Markov
processes. We briefly present some functional analysis tools
(operators associated to a stochastic process), which have
been proved to be very useful in the context of continuous
time, continuous space Markov processes. Their presence in
this paper is justified by the fact that these operators are
not standard in the theory of Markov chains, and the reader
familiar only with discrete stochastic processes might have
difficulties in understanding the contribution of this paper.
Let us consider the Markov process M = (Ω,F ,Ft, xt, Px).
The mathematical objects like operator semigroup P =
(Pt)t>0 and operator resolvent V = (Vα)α≥0, strong gen-
erator L or extended generator can be defined in standard
way (see also [7]). Traditionally, Markov processes have
been described by their generators and the corresponding
evolutions and rezolvents.
1) Realization of a stochastic hybrid system as a Borel
process: Suppose now M represents the realization of a
stochastic hybrid system H . We have proven that under
standard assumption M is a Borel right process [4]. More-
over, we have proved that the sample paths of M are right
continuous with left limit, i.e. are cadlags.
Recall that a nonnegative function f ∈ Bb(X) is called
α-excessive (α ≥ 0) if e−αtPtf ≤ f for all t ≥ 0 and
e−αtPtf ↗ f as t↘ 0. If α = 0, a 0-excessive function is
simply called excessive function. The excessive functions can
be characterised also using the operator resolvent as follows:
f ∈ Bb(X) is an excessive (or a V-excessive) function if
αVαf ≤ f for all α > 0 and sup
α
αVαf = f. Let us denote
the cone of excessive functions by EM .
We assume also that M is transient. This means that there
exists a strictly positive Borel function q such that V q
is bounded. The transience of M means that any process
trajectory which will visit a Borel set of the state space it
will leave it after a finite time. The transience hypothesis
guarantees that the cone EM is rich enough to be used.
2) Some Martingale Theory: For a right Markov pro-
cess (xt)t≥0 (in our case, the realization of the stochastic
hybrid automaton, H) and an excessive function u, it is
known that the process (u(xt))t≥0 is a right-continuous Px-
supermartingale, for any x ∈ X such that u(x) < ∞ [11].
Then, for the purpose of this paper, we need to remind the
following supermartingale inequalities.
Theorem 1 (Supermartingale inequalities): Let {Yt}t≥0
be a real valued supermartingale. Let [a, b] be a bounded
interval in R+. Then
cP{ω| sup
a≤t≤b
Yt(ω) ≥ c} ≤ EYa + EY −b (4)
cP{ω| inf
a≤t≤b
Yt(ω) ≤ −c} ≤ EY −b
hold for all c > 0.
Connections between martingales and Markov processes
are well known in the literature. As a result of the Dynkin
formula [10] satisfied by the elements in the domain of the
strong generator L, a natural martingale can be associated to
a Markov process M = (Ω,F ,Ft, xt, Px), as follows.
Proposition 2: [10] For f ∈ D(L) and for any x ∈ S, the
real-valued process defined by




is a martingale on (Ω,F ,Ft, Px).
Often, D(L) is difficult to describe completely. Martingale
problem has indicated a sort of converse, and that too with
a possibly a subspace much smaller than D(L).
Let X be a complete separable metric space and Bb(X) the
Banach space of bounded measurable functions on X .
We have studied the martingale problem associated to the
generator of a realization of a stochastic hybrid system in our
paper [8]. We have proved that for an appropriate domain
D(L), the generator of stochastic hybrid system has the
following integro-differential form
Lf(x) = Lcontf(x) + λ(x)
∫
X
(f(y)− f(x))R(x, dy) (6)
where Lcontf(x) has the standard form of the diffusion
infinitesimal operator.
IV. STOCHASTIC REACHABILITY USING MARTINGALE
THEORY
In this section, we investigate two main directions, based
on martingale theory, in tackling with the stochastic reacha-
bility problem.
First, in the context of the reachability problem, we
consider the case when the target sets are described as level
sets of some known measurable functions. The martingale
properties of the image of the given stochastic process
through this kind of functions are then considered.
Second, we study the expectations of the hitting times of
the target sets. The mean hitting times represents the solution
of a Dirichlet problem associated to the infinitesimal operator
of the process.
A. Upper bounds of the reach set probabilities
Target sets as level sets. Suppose that the target set A in the
state space is described as a level set for a given function
F : X → R, i.e. A = {x ∈ X|F (x) ≥ l}. F can be chosen,
for example, to be the Euclidean norm or the distance to
the boundary of E. The probability of the set of trajectories,
which hit A until time horizon T > 0 can be expressed as
P{ sup
t∈[0,T ]
F (xt) ≥ l}. (7)
Our main goal is to study the stochastic process (F (xt))t≥0
and suitable hypotheses for F such that upper bounds for
the probabilities (7) can be easily derived.
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F (xt) represents the best candidate for defining a possible
abstraction for M , which preserves the reach set probabili-
ties. The main difficulty is that F (xt) is a Markov process
only for special choices of F . The problem how to choose
F well was studied in [7].
In this section, we propose further to ‘approximate’ the
function F such that the stochastic process (F (xt))t≥0
becomes a supermartingale. Then, some upper bounds for
(7) can be easily derived from the martingale’s inequalities
that are well studied in the literature.
In fact, our scope is to find a stochastic Lyapunov function
F˜ , which is close enough to F , such that different properties
of the supermartingale (F˜ (xt))t≥0 could be exploited.
The main goal of this section is to find upper bounds prob-
abilities that appear in the stochastic reachability problem,
using the theory of (sub/super)martingales associated to the
realization of a stochastic hybrid system.
Methodology description. Suppose now that A ∈ B(X) is
a target set described as a level set associated to a positive
measurable function F : X → R+. If F is an excessive
function then the problem to find an upper bound for reach
set probability (7) is easily solved by (4) since (F (xt)) is a
Px-supermartingale, for any x ∈ X such that F (x) <∞ .
The function F might have different shapes and in order to
allow more freedom in choosing it, we can NOT suppose a
prior that F is an excessive function. As well it might be
difficult to check its excessiveness using different stochastic
analysis tools and it is not worthy to spend too much effort
in this direction.
In the following, we show that the function F can be
“approximated” with an excessive function.
The suitable approximation of F is then exploited, in a
separate subsection, to derive the main results of this section
with respect to the reachability problem.
First, we introduce the concept of reduced function (that is
a potential theory concept), which allows us to find a suitable
“excessive approximation” of F which can be used after to
provide a supermartingale associated to the process (xt).
For any f : X → R+, we denote by Rf the function
Rf := inf{u ∈ EM |u ≥ f} (8)
called the re´duite of f with respect to the resolvent V . The
reduite of f differs from f only on a negligible set. In
potential theory, in the proof of the existence of the reduite
for a function f , it is usually assumed that f is the difference
of two excessive functions.
For the function F , we consider that its reduite with respect
to the resolvent V represents a suitable excessive approxima-
tion. In many practical applications, it is expected that the
function F has some continuity properties. Then it can be
shown that F can be approximated as a limit of a sequence
of excessive functions.
Upper bounds. Consider now an SHS, H as in section III-
B, whose realization is given by the Markov process M.
Suppose that A ∈ B(X) is a target set, for which we want
to estimate the reach set probabilities (2). Let F a measurable
real valued function on X that is used to describe the target
set A as a level set.
We might consider first the case when F : X → R+ is
a positive measurable function which can be written as the
difference of two bounded excessive functions F = u − v,
v ≤ u < ∞. If the excessive functions u and v are
known, to evaluate some bounds for the probability (7), we
have to use the fact that (u(xt))t≥0 and (v(xt))t≥0 are Px-
supermartingale for all x ∈ X (we have supposed that u, v
are bounded) and to apply Theorem 1.
We suppose now that the reduite RF exists and we
denote it by F˜ . Since F˜ is an excessive function, the
following result, which gives an upper bound of the reach
set probability (7), is just a consequence of the Theorem 1.
Theorem 3: For any x ∈ X such that F˜ (x) <∞, we have
Px{ sup
t∈[0,T ]





; l > 0
(9)
where (Pt) is the operator semigroup.
In the Theorem 3, we have used the fact that P0 is the identity
operator.
Moreover, the inequality (9) can be written in terms of the
infinitesimal generator L, which is known for SHS, see [8].
This fact is possible because there exists a classical result
[17], which says that the semigroup (Pt)t>0 formula can be
computed using the infinitesimal generator L expression via
the following connection: Pt = exp(tL), t > 0.
B. Expectations of the hitting times
If in the expression (5) of the martingale associated to M ,
one can solve the equation Lf = −1 then C˜ft = f(xt) + t
is martingale.
Consider A ∈ B(S) so that TA is its first hitting time.
Then the solution of the inhomogeneous Dirichlet problem:
LuA(x) = −1, x ∈ S\A; uA(x) = 0, x ∈ A is
uA(x) =
{
ExTA, x ∈ S\A
0, x ∈ A.
provided that TA satisfies the sampling integrability condi-
tions for C˜ft . The Dirichlet problem can be written in term
of exit times from the complementary set of A.
V. STOCHASTIC REACHABILITY AS AN OPTIMAL
STOPPING PROBLEM
Suppose that the target set A is not necessary described
as a level set. In this case, we aim to characterize the
reach set probabilities (2), in connection with the well
studied apparatus available for studying Markov processes,
in order to derive computational methods to evaluate these
probabilities.
The purpose of this section is to investigate some charac-
terizations of the stochastic reachability problem, employ-
ing combined mathematical tools originated from potential
theory,on one hand, and from control theory of Markov
processes, on the other hand.
We work in the framework described in the section III-B
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A. Balayage and reachability
In this subsection, we characterize the reach set probabil-
ities (2) using the concept of balayage from potential theory
and the concept of hitting operator from Markov processes
theory.
The reader not interested in the technical details might read
only the proposition in the final of this subsection.
Reduite on a set. For any subset A of X and v ∈ EM ,
the function RAv = R(1Av) is called the re´duite of v
on A, where the operator R is defined by (8). We use the
convention 0 · (+∞) = (+∞) · 0 = 0.
Balayage. It is known that for any B(X) and v ∈ EM the
function RAv is B(X)-measurable and it is V-supermedian,
i.e. e−αtPt[RAv] ≤ RAvfor all t ≥ 0 and α > 0). In this
case, we denote by BAv the V-excessive regularization of
RAv, i.e. BAv :=sup
α
αVαRAv. BAv is called also balayage
of the excessive function v on A. The concept of balayage
of excessive function is due to Hunt [21]. He showed that:
Proposition 4: The balayage of an excessive function v
on a Borel set A is given by PAv, where PA is the hitting
operator associated to the underlying Markov process (xt):
BAv = PAv = Ex{v ◦ xTA |TA <∞}, where TA is the first
hitting time of A given by (3).
Moreover, BAv is the lower semicontinuous regularization
of RAv with respect to a suitable topology on X (namely,
the fine topology, which is the smallest topology that makes
all excessive functions continuous).
Properties. Briefly, the relations between v, RAv, BAv are:
• On the whole state space X , we have : v ≥ RAv ≥ BAv;
• On the complementary set of A, we have: RAv = BAv on
X\A;
• Moreover, the equality
v = RAv = BAv (10)
holds also on A\N , where N is a negligible set of A.
Since for a right Markov process, the function identically
equal to 1 is excessive, the following characterization of the
stochastic reachability is straightforward.
Proposition 5: For any x ∈ X and Borel set A ∈ B(X),
we have
Px[Reach∞(A)] = BA1(x) = PA1(x) = Px[TA <∞]
The excessive function BA1 is called sometimes the equi-
librium potential of the set A. From the equality (10) that,
in the computation of the reach set probabilities, we are not
interested on those trajectories of the process (xt) which start
in A. These probabilities are trivially equal to 1.
B. Optimal Stopping Problem
In Markov process theory, the existence of the re´duite of
a bounded measurable function g : X → R (with respect
to the resolvent V) is proved using different ideas from the
ones used in potential theory. In fact, this existence is based
on the following equality [16]:
Rg(x) = sup{Ex[g(xS)1{S<∞}]; S stopping time}. (11)
It is easy to see that right hand side of the equality (11) is
related with the so-called optimal stopping problem (OSP)
associated with a Markov process.
For a particular class of SHS, namely for piecewise determin-
istic Markov processes (PDMP), the OSP has been studied
by M.H.A. Davis in [10]. We briefly recall the OSP definition
for a strong Markov process M = (Ω,F ,Ft, xt, Px) taking
values in a Lusin space.
Let Σ denote the set of stopping times (finite or not) with
respect to the filtration {Ft} (i.e. τ ∈ Σ ⇔ ∀t, {τ ≤ t} ∈
Ft). Consider g : X → R a bounded measurable function
called the reward function (the interpretation being that if we
stop the process at a point x ∈ X we obtain a reward g(x)).
Obviously, the definition of OSP requires some integrability
conditions over the paths of M (see, for example [16], for
more details). Let (yt)t≥0 be the reward process defined by
yt = g(xt), t ≥ 0.
The maximal payoff function (or the value function, in the
terminology of [10]) is
v(x) := sup{Exyτ |τ ∈ Σ}. (12)
The value function has been characterised in terms of the
minimal excessive function lying above the reward function
[16]. In the light of the definitions presented in the previous
subsection, this means that the reduite of g coincides with
the value function (12). Moreover, the value function can
be characterized by means of the smallest supermartingale
(called Snell’s enevelope) dominating the reward process.
C. Stochastic reachability as an optimal stoping problem
Now, let us consider a target set A ∈ B(X) in the context
of the reachability problem. It is easy to observe that if we set
the reward function g to be equal with the indicator function
of A, i.e. g := 1A , according to the characterization of the
reach set probability derived in the previous subsection we
obtain the following result:
Proposition 6: If A ∈ B(X) then the reach set probability
P·[Reach∞(A)] is the value function of the reward process
yt = 1A(xt), i.e.
Px[Reach∞(A)] = sup{Ex1A(xτ )|τ ∈ Σ}, ∀x ∈ X .
Considering also the potential theory perspective on the
stochastic reachability problem, we can also derive a char-
acterization of Px[Reach∞(A)] in terms of a functional
inequality involving the quadratic form E associated to the
generator L (see [7]) as follows:
Proposition 7: If A ∈ B(X) then the reach set proba-
bility P·[Reach∞(A)] (or the equilibrium potential A) is
the unique excessive function u satisfying: (i) E(u, v) =
(−Lu, v) ≥ 0, ∀v ∈ D[E ] (domain of E), v ≥ 0 on A;
(ii) u = 1 on A.
D. Computation
For PDMP, the OSP has been successfully solved in [10],
but for bounded continuous reward functions. More, in [10],
it is provided a computational method to estimate the value
function. This value function is also characterized in terms
46th IEEE CDC, New Orleans, USA, Dec. 12-14, 2007 FrC11.3
6176
Authorized licensed use limited to: UNIVERSITEIT TWENTE. Downloaded on April 15, 2009 at 06:39 from IEEE Xplore.  Restrictions apply.
of a functional equation involving the infinitesimal operator
of a PDMP. For diffusions with jumps (which represent also
a particular class of SHS) some continuity properties and
upper bounds have been investigated in [16].
For A ∈ B(X), let us introduce the reachability function
w : X → [0, 1] defined as
wA(x) := Px[Reach∞(A)]. (13)
The indicator function 1A is a measurable bounded function,
but it is not continuous, so the associated value function
defined by (12), which, in this case, coincides with wA, may
fail to be continuous. Then the computational methods via
dynamic programming, summarized in [1], might not work
in our case.
But for the case when A is an open/closed set, we can
characterise w as the viscosity solution of the variational
inequalities associated to the infinitesimal operator L of the
process (see the next paragraph), since the value function
(which is, in this case, equal with the indicator 1A) is a
semicontinuous function (lower/ upper). Results on the exis-
tence and regularities of the viscosity solution5 for general
Markov processes when the value function is semicontinuous
can be found in [9].
Theorem 8: If A ⊂ X is an open set such that the
reachability function wA defined by (13) satisfies
wA(x) = 1, for all x ∈ ∂A (14)
where ∂A is the topological border of A, then wA is a
viscosity solution of
min{−LwA, wA − 1A} = 0
where L is given by (6).
Proof: The result is a consequence of the theorem on
viscosity solution from [9], if the hypotheses of that theorem
are fulfilled. We have to check that: (a) the martingale
problem for L is well-posed (which is true, see [8]), (b) the
operator semigroup has the Feller property (this is also true
according to [22], since the generator is a pseudo-differential
operator), and (c) the following inequality holds
wA ≥ (1A)∗, (15)
where (1A)∗ is the upper semicontinuous envelope6 of 1A.
Clearly, (1A)∗ = 1A, where A is the closure of A. The
inequality (15) results from (10) and (14).
Since the hypotheses from [9] are satisfied, the conclusion
of the theorem is true.
VI. CONCLUSIONS
In this paper, we have investigated different new charac-
terizations of the stochastic reachability problem for SHS.
These are expressed in terms of supermartingales, mean
hitting times, reduite functions, hitting operators and optimal
5Here, the notion of viscosity solution is understood in a general sense,
see, e.g. [9].
6The upper semicontinuous envelope is defined as in the viscosity
literature.
stopping problems. They are the result of the examination
of this problem from different angles corresponding to the
mathematical theories that can be utilized in the study of the
stochastic processes, which appear in the semantics of SHS.
Finally, these “new insights” on stochastic reachability
have conducted to the result, which says the reach set proba-
bilities can be computed as solutions of some equations with
respect to the infinitesimal operator. This opens the direction
to apply dynamic programming and/or linear programming
to compute numerically these probabilities.
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