Traditional decision trees for fault diagnosis often use an ID3 construction algorithm. For promoting the accuracy and efficiency of decision trees, considering the cluster validity and fault rates, this paper proposes two improved trees, CV-DTs and FR-DTs. This paper mainly has two highlights. The first highlight is to propose a CV-DT which is constructed by an improved ID3 algorithm considering the cluster validity index. A new cluster validity index which can compare the cluster validities of different attributes is proposed to modify the information gain. This method selects the splitting attributes with higher classification credibility and increases the diagnostic accuracy. The second highlight is to propose an FR-DT which is constructed by an improved ID3 algorithm considering the fault rates. This algorithm not only considers the partitioning ability of each attribute, but also considers the isolation priority of faults with higher fault rates. This method decreases the average diagnostic steps and promotes the diagnostic efficiency. Through a simulation case and a real board case, these decision trees are proved to be effective diagnostic tools which have higher accuracies or efficiencies in analog circuit.
I. INTRODUCTION
Due to the basic characteristics of analog circuits such as non-linearity and tolerance of components, inefficient fault models, inadequate accessible nodes, and uncertainty in the measurements, advanced fault diagnoses in analog circuits have attracted a lot of research attention [1] - [7] . The most popular fault diagnostic method for analog circuits is the fault dictionary based approach as it reduces the diagnostic complexity and the computation cost [8] . The fault dictionary is the look-up table which consists of the fault-free and faulty cases of the circuit. In the fault dictionary based approach, the fault diagnosis depends on comparing the faulty values with the knowledge values. This approach has three main advantages, 1) it can be applied at both the component level and system level, 2) it can allow users comprehend the whole inference process, 3) it has a low computation cost.
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A decision tree is a typical fault dictionary based classification approach, which can reveal the entire process of classification by interpreting the rules and constructing an appropriate framework to quantify the values of outcomes and the possibilities of achieving them. The bestknown construction algorithms of decision trees are ID3 and C4.5. ID3 uses information gain to select split points [9] and C4.5 uses information gain ratio to select split points [10] . In addition, there are many novel construction methods, such as new splitting criteria [11] and the use of metaheuristic searching strategy [12] .
Compared with other classification algorithms, such as the kNN [13] , PCA [14] , SVM [15] and ANN [16] algorithms, a decision tree has these advantages. 1) Compared with a SVM classifier, a decision tree can solve the multi-class classification problem. The multiple classification problem is only solved by integrated SVMs. 2) Compared with an ANN classifier, a decision tree is a kind of rule based classifier, which has a simple reasoning structure: 'if symptom then class'. Based on this reasoning logic, we can easily comprehend and interpret the classification results.
3) Compared with a PCA or kNN classifier, a decision tree can deal with the noisy data well, and it does not calculate the matrix eigenvalues and a lot of statistics as PCA. 4) Compared with an SVM classifier and an ANN classifier, a decision tree does not need to set prior hypotheses or presumptions about parameters. It does not need to learn the parameters and thus decreases the computation time and complexity of the training process.
Fault diagnoses based on decision trees have been widely applied in many fields, such as electric power apparatus [17] , transmission lines [18] - [20] , rotating machinery, and solar photovoltaic arrays. However, a decision tree also has two main drawbacks, overfitting and instability [21] . Overfitting is the result of an improper stopping condition in the construction of a decision tree and it will result in low classification or prediction accuracy. Instability is the result of an improper splitting condition in the selection process of split points and will result in a high level of noise or disturbance sensibility.
Many researchers are devoted to the optimization of decision trees. Kim [21] proposed a semi-supervised decision tree which splits nodes by utilizing both target variables and the structural characteristics of data to improve the accuracy of classifiers. The metric of the best split point is measured by impurity and inhomogeneity simultaneously. Sok et al. [22] proposed a multivariate alternating decision tree which allows boosting within a single decision tree. This method retains high comprehension and accuracy simultaneously. Liu et al. [23] proposed a private decision tree algorithm based on the noisy maximal vote and an effective privacy budget allocation strategy. The ensemble model under differential privacy adopts a better impurity metric for evaluating attributes and thus boosts the accuracy and improves the stability. Focusing on the monotonic classification, where the objects with better feature values should not be assigned to a worse decision class, the present solution is to optimize the splitting conditions. Hu et al. [24] introduced a new measure of feature quality, called rank mutual information (RMI), which combines the advantage of robustness of Shannon's entropy with the ability of dominance rough sets in extracting ordinal structures from monotonic data sets. Based on the RMI, Pei et al. [25] constructed multivariate decision trees with monotonicity constraints (MMT). The classification model partitions via oblique hyperplane in the input space and uses improved splitting criteria with rank mutual information (RMI) or rank Gini impurity (RGI). This method can improve the monotonic classification accuracy and stability. Segatori et al. [26] proposed a distributed fuzzy decision tree learning scheme shaped according to the MapReduce programming model, which relies on a novel distributed fuzzy discretizer based on fuzzy information entropy. In our previous work, we proposed a quantum clustering based multivalued quantum fuzzification decision tree (QC-MQFDT) [27] . This decision tree uses adaptive fuzzification method to discretize continuous-valued data and constructs a quantum fuzzy entropy to evaluate the information of each attribute, which makes the decision tree more stable and robust. We also proposed a multi-valued Fisher's fuzzy decision tree (MFFDT) [28] . This decision tree uses Fisher's linear discriminant principles to obtain optimal attributes which can make the tree more concise and accurate.
The establishment of a decision tree is mainly affected by two aspects. The first one is the selection of the splitting attributes, which has been extensively studied in above literatures. The second one is the partition ability of a splitting attributes, which is determined by the clustering results. Different clustering algorithms have different cluster numbers and different degrees of discrimination.
Clustering algorithms are widely used in history data processing and analysis. Xu and Tian [29] summarized 19 clustering algorithms as two types. The traditional methods contain partition based, fuzzy theory based, distribution based, density based algorithms, and so on. The modern methods contain kernel based, ensemble based, quantum theory based, affinity propagation based, spatial data based algorithms, and so on. Gaussian mixture model (GMM) clustering belongs to the distribution based algorithm. It uses the weighted sum of several Gaussian distribution functions to estimate the probability density distribution of samples and the clustering result is to maximize the probability density of samples. GMM is a soft classification in which the classification result is the value of Gaussian probability density instead of the determined cluster [31] , [32] . Therefore the GMM has the advantages of interpretation and robustness against observation noise in the low-dimensional data representation [33] .
Compared with partition based clustering like K-means clustering, GMM clustering is regarded as an Mahalanobis distance based approach to measure the distance between the data and clusters. Mahalanobis distance has two main advantages. Firstly, it is independent of the measurement scale, which can change the contribution of each coordinate value to the distance according to its fluctuation or uncertainty. Secondly, it can eliminate the effect of deviations, which can handle the noisy data or measurement certainty. Therefore, GMM clustering is widely used in the engineering applications, such as tomography [34] , image analysis and recognition [35] , [36] , bioinformatics pattern classification [37] , urban traffic flow prediction [38] , industrial processes monitor [39] , and sparse reconstruction [40] .
In general, cluster algorithms cannot determine the optimal cluster number automatically. Thus, the usual approach is to compare the clustering performances with different cluster numbers. For selecting the optimal value, the cluster validity index (CVI) is proposed, which measures the degree of each cluster number value fitting the input data. CVI estimates the quality of a partition by measuring the compactness within a cluster and the separation among the clusters. The commonly used CVIs contains Dunn index, Calinski-Harabasz index, Davies-Bouldin index, S_Dbw index, and so on [41] . Traditional fault diagnosis based on decision trees mainly has two drawbacks. The first one is that the splitting points are selected without considering the degree of separation among the clusters. The second one is that the decision tree is constructed without considering the fault rates. The essence of ID3 and C4.5 algorithms is to focus on the partitioning ability of each attribute and to construct the concise and efficient decision trees. In other words, ID3 and C4.5 algorithms ignore the influences of the cluster validities of different attributes and the fault rates. The cluster validity mainly influences the decision accuracy. When two clusters are close to each other, the wrong decisions may happen frequently and thus influence whether to follow decisions further. The fault rates mainly influence the decision efficiency. In fact, different faults have different fault rates and the faults with higher rates will happen more frequently. Therefore, the faults with high fault rates should be diagnosed as early as possible.
For the purpose of promoting the diagnostic accuracy and efficiency of decision trees, this paper proposes the fault diagnosis using the GMM clustering based decision trees considering the fault rate and cluster validity separately. These methods mainly contain two highlights.
Focusing on the first drawback, we propose an improved ID3 algorithm considering cluster validity and construct a CV-DT. This algorithm uses a new cluster validity to measure the degree of compactness in a cluster and the separation among the clusters, then the new validity is used to modify the information gain of ID3. This new cluster validity index is not the validity measurement of different cluster numbers, but the validity measurement of optimal cluster numbers of different attributes. It is expressed as the average ratio of the nearest distance between two neighboring clusters to the distance between the means of two neighbor clusters. The higher cluster validity index represents the higher classification credibility and has a positive influence on information gain. Overall, it is verified that CV-ID3 algorithm will have higher diagnostic accuracy than traditional ID3 algorithm.
Focusing on the second drawback, we propose an improved ID3 algorithm considering the fault rate and construct a FR-DT. This algorithm firstly determines the number of fault data based on the fault rate. The faults with higher fault rates are allocated more data numbers. Then we define a new information gain to demonstrate the diagnostic ability of each attribute. This new entropy consists of two information gain entropies. One of the information gain entropies is based on the number of clusters and considers the partitioning ability of each attribute. The other is based on the fault rates and considers the isolation priority of faults with a higher fault rates. Through the synthesis of two information gain entropies, we will construct a more efficient decision tree for fault diagnosis. It is verified that the FR-ID3 algorithm will have a higher diagnostic efficiency than the traditional ID3 algorithm.
The rest of this paper is organized as follows. In section 2, the implementation routine of fault diagnosis using CV-DT and FR-DT is presented. In section 3, the principle of a decision tree using the ID3 algorithm is introduced. In section 4, the principle of GMM clustering and CH validity index are introduced. In section 5, the CV-ID3 and FR-ID3 algorithms are presented to construct the CV-DT and FR-DT. In section 6, two cases of circuit fault diagnosis are provided, in which these two decision trees method are verified.
There are several necessary abbreviations for this paper.
ADS average diagnostic steps CH
Calinski-Harabasz CV-ID3 ID3 algorithm considering cluster validity CV-DT decision tree constructed by CV-ID3 algorithm CVI cluster validity index FR-ID3 ID3 algorithm considering fault rates FR-DT decision tree constructed by FR-ID3 algorithm GMM Gaussian Mixed Model
II. IMPLEMENTATION ROUTINE
The implementation routine of the proposed method of electronic circuit fault diagnosis is illustrated in Fig. 1 . The whole figure consists of three parts. The first part is the construction process of the CV-DT and FR-DT, the second part is the fault VOLUME 7, 2019 diagnosis process using these two decision trees, and the third part is the methods which are used in the first and second parts.
In the construction process of CV-DT and FR-DT, different faults contain different data numbers based on the fault rates in the training data. Then these data are partitioned using the GMM clustering algorithm. Meanwhile, the means and variances of clusters are obtained. Based on the traditional ID3 algorithm, we study the effect of cluster validity and fault rates on the selection of splitting points respectively and propose two new improved ID3 algorithms called CV-ID3 and FR-ID3 algorithms. In the last step, we use the standardization distances which depends on the means and variances of clusters as the diagnostic rules.
In the fault diagnosis process, using CV-DT and FR-DT, we first calculate the standardization distances between the validation data and each cluster, and then we select the decision branch with the smallest distance. We will firstly compare the diagnostic efficiency of traditional DT and FR-DT. Then we compare the diagnostic accuracy of traditional DT, CV-DT, and other commonly used multiple classification methods.
III. DECISION TREE USING THE ID3 ALGORITHM
A decision tree is a decision support tool which has a multi-valued tree-like structure. The best-known construction algorithms of decision trees are ID3 and C4.5. However, in this paper, because each fault only contains the single class of value in each test point, the information gain ratio of C4.5 is 1 for any splitting attributes. It means that we cannot select the optimal splitting attributes and construct a decision tree through C4.5 algorithm in this paper. The detailed argument is shown in appendix.
ID3 algorithm uses information gain as the criterion of attribute selection in the splitting nodes. Because the result of the attribute selection based on information gain is partial to the multi-valued attribute, the ID3 algorithm can be regarded as a kind of greedy search strategy. In other words, the essence of ID3 algorithm is to construct a decision tree that is as efficient as possible.
Let A = {A 1 , A 2 , · · · , A M } denote the attributes set and M be the number of attributes, C = {C 1 , C 2 , · · · , C N } denote the class set and N is the number of classes. Let |C n | (n = 1, 2, · · · , N ) be the number of samples belonging to the class C n . Let X = x ij , 1 ≤ i ≤ N T , 1 ≤ j ≤ M denote the sample set, where x ij is the value in the ith sample corresponding to attribute A j . N T is the total number of samples.
The information entropy of the sample set X is shown in the form
If the sample set X is divided by attribute A j to the clusters S 1 , S 2 , · · · , S r j , where r j is the number of subsets divided by attribute A j . Let |S k | k = 1, 2, · · · , r j be the number of samples belonging to the subset S k , |C kn | be the number of samples belonging to class C n in the cluster S k . Then the information entropy of the sample set X in the attribute A j condition is shown in the form
The information gain in the attribute A j condition is shown in the form
IV. GMM CLUSTERING AND CH VALIDITY INDEX
GMM uses the combination of finite Gaussian probability density functions to estimate the distribution of samples. The purpose of GMM clustering is to maximize the probability density of the samples. Each Gaussian function is a cluster and each sample will be clustered into the Gaussian function which has the largest probability density. The GMM is defined as
where x is a d-dimension data, n is the number of Gaussian functions, θ is the parameters set, π k (k = 1, 2, · · · , n) is the weight corresponding to each Gaussian function and n k=1 π k = 1, N k (x; µ k , k ) is the kth Gaussian probability density function, µ k and k are the average vector and covariance matrix, respectively. To obtain the maximum likelihood of probability density, we often use the EM algorithm to estimate the GMM parameters. The EM algorithm contains two steps.
(1) Supposing that the average vector and covariance matrix of each Gaussian probability density function are known, we can estimate the probability (x i , k) that the sample x i is generated by the kth Gaussian function.
(2) We uses (x i , k) to estimate the average vector µ k , the covariance matrix k and the weight π k of each Gaussian probability density function.
Repeat the two steps above until the GMM parameters converge to stable values. Then we will obtain n clusters corresponding to n Gaussian distributions N k (x; µ k , k ) (k = 1, 2, · · · , n).
Because the GMM clustering algorithm need to be preset a cluster number, a CVI is used to select an optimal cluster number. The CH validity index uses the sum of squared distances between a clustering center and the data belonging to this cluster to measure the degree of data compactness in the cluster, then uses the sum of squared distances between the center of the whole data set and each cluster center to measure the degree of separation among clusters. The CH validity index is the ratio of the degree of separation among the clusters to the degree of data compactness of all the clusters, and is computed as
where n is the total amount of data, c is the center of the whole data, NC is the number of clusters, C i is the ith cluster, c i is the center of C i , n i is the amount of data in C i , and d (x 1 , x 2 ) is the distance between two data.
We run the GMM clustering algorithm several times with possible cluster numbers, and we select the cluster number NC corresponding to the largest CH validity index as the optimal cluster number.
V. CONSTRUCTION OF CV-DT AND FR-DT
The traditional ID3 algorithm does not consider the effect of fault rates and cluster validity. In general, attributes with higher cluster validity should be selected as early as possible, so they can promote the diagnostic accuracy of decision trees. On the other hand, faults with higher fault rates should also be diagnosed as early as possible, thus they can promote the diagnostic efficiency of decision trees. Considering the cluster validity and fault rates, this section presents two improved ID3 algorithms, CV-ID3 and FR-ID3 algorithms.
A. CV-ID3 ALGORITHM
The traditional ID3 algorithm selects splitting attributes based on the number of clusters and the data number distribution in each cluster. However, it ignores the effect of the distribution of clusters and the distribution of data in space on the classification accuracy. An optimal partition should have the largest compactness in a cluster and the separation among the clusters. Thus we can univocally classify the faults characterized by the highest probability. From the viewpoint of GMM clustering, the Gaussian distributions of two clusters are shown in Fig. 2 .
C1 and C2 are two clusters generated by the GMM clustering algorithm. When the data fall into areas A or E, they can be correctly classified into C1 or C2 separately. When the data fall into the areas B and D, they have the risk of being misclassified. In the area B, data may be misclassified into C1, and in the area D, data may be misclassified into C2. Obviously, the areas B and D are wider and the range of misclassified data is larger. For decreasing the misclassified data, we expect to obtain the clusters with smaller areas B and D. Therefore, besides the number of clusters, we should select the splitting attribute that has the clusters with a higher degree of distinction for higher classification accuracy.
Referring to the definition of cluster validity [38] , we expect to use a CVI to compare the cluster validity of different attributes. However, the existing CVIs are only suitable for measuring the different partition qualities inside a same data space or inside an attribute. For different attributes and their different data spaces, they have different optimal cluster numbers, different numerical ranges, and so on, therefore these CVIs are not applicable.
For measuring and comparing the clustering validity of different attributes objectively, we propose a new CVI which eliminates the effect of the optimal cluster numbers and numerical ranges. The formula of the new CVI is as follows
where NC opt is the optimal cluster number, C i is the ith cluster, c i is the mean of C i , d (c i , c i+1 ) is the distance between the mean of C i and the mean of
is the shortest distance between C i and C i+1 . The new CVI calculation consists of two steps. The first step is the CH indexes calculation of different attributes. In this step, we find the optimal cluster number of each attribute NC opt . The second step is the new CVI calculation of different attributes. In this step, we calculate the new CVI of each attribute in the condition of optimal cluster number and find the max value of CVI new . The detailed description of the formula is shown in Fig. 3 . As shown in Fig. 3 , the dimensionless value
measures the degree of difference between two neighboring clusters and eliminates the effect of different numerical ranges.
1 NC opt −1 is used to average the total differences and eliminate the effect of cluster numbers.
The proposed CVI helps us select the splitting attribute with higher credibility. However, when two attributes have the same CVI, we tend to select the attribute with more clusters. Therefore, considering the cluster validity and information gain simultaneously, we propose a CV-ID3 algorithm. The formula of information gain considering cluster validity is as follow.
where IG X , A j is the information gain of attribute A j with the traditional ID3 algorithm, and IG CV X , A j is the modified information gain of attribute A j with CH-ID3 algorithm. Similar to the traditional ID3 algorithm, the proposed CV-ID3 algorithm selects the attribute with the largest IG CV X , T j as the splitting point. If the CVI of attribute A j is equal to 1, it can be regarded that the information provided by A j is completely true and valid. However, if CVI of attribute A j approaches 0, it can be understood that the information provided by A j is completely confused and invalid. In this respect, the proposed CVI can be regarded as the measurement of information credibility.
B. FR-ID3 ALGORITHM
In the rest part of the paper, we mainly discuss the application of the decision tree in analog circuit diagnosis. We will replace the attribute with the test point, and replace the classification object with the fault mode in the decision trees.
In general, we use the ADS to measure the efficiency of a decision tree. There are two ADS definitions which are computed as
where n is the total number of fault data, N is the number of faults, n i is the number of ith fault data, s i is the diagnostic step of the ith fault in the decision tree, i.e. the number of splitting attributes that we use to determine ith fault.
The ADS 1 is defined as the average diagnostic steps of all kinds of faults, which assumes that all faults happens with a same probability. The ADS 2 is defined as the average diagnostic steps of all the faults that happened over a period of time, which means that different faults may happen with different frequencies. From the viewpoint of practical application, the second definition is more significant.
The essence of the traditional ID3 algorithm is that it is a kind of greedy algorithm, which means that it expects to select the attribute which has the most clusters at each splitting point. In this way, the traditional ID3 algorithm can construct an optimal decision tree which minimizes (8) . As for (9), we not only need more clusters in each splitting process, but also need to isolate the fault which has the larger n i as early as possible. The traditional ID3 algorithm cannot find the optimal solution which satisfies the isolation requirement.
In (9) , the larger n i means that the ith fault happens with a higher frequency, thus we can replace n i with the fault rate λ i . Obviously, different faults have different fault rates and we must consider the number of clusters and fault rates simultaneously. On the one hand, if we select a splitting attribute based only on the number of clusters, although the depth of the decision tree may be shortened, the fault with a higher rate may be diagnosed by using more diagnostic steps and thus increases the ADS. On the other hand, if we select a splitting attribute based only on the fault rates, i.e. give priority to the diagnosis of faults with higher fault rates, the depth of the decision tree may increase and thus the diagnostic steps of other faults will increase. Therefore, for the purpose of obtaining the general optimal solution of ADS, we propose a FR-ID3 algorithm which considers the number of clusters and the fault rates as the selection rules of splitting attributes simultaneously.
Firstly, in the traditional ID3 algorithm, the data number of each fault is commonly not definite, which means it cannot reflect the frequency of occurrence of each fault. In the FR-ID3 algorithm, we must determine the fault data number based on the fault rates. If the fault rate of fault A is twice that of fault B, then the data number of fault A is two times more than fault B.
Secondly, in the traditional ID3 algorithm, we use one information gain to measure the amount of information that each attribute provides. In the FR-ID3 algorithm, we use two information gain entropies to measure the amount of information that each attribute provides. One of the information gain entropies is based on the number of clusters as the traditional ID3 algorithm. The other is based on the fault rates and considers the isolation priority of faults with a higher fault rate.
Let T = {T 1 , T 2 , · · · , T M } denote the test points set and M be the number of attributes, F = {F 1 , F 2 , · · · , F N } denote the fault modes set, N be the number of fault modes, and λ = {λ 1 , λ 2 , · · · , λ N } denote the N fault rates. Let |F n | (n = 1, 2, · · · N ) be the number of samples belonging to the fault F n considering the fault rate. Let X = x ij , 1 ≤ i ≤ T , 1 ≤ j ≤ M denote the sample set, where x ij is the value in the ith sample corresponding to test point T j . N T is the total number of samples.
(1) The information gain based on the number of clusters is the same as the ID3 algorithm, which is written as
where IG NC X , T j is the information gain based on the number of clusters, Entropy NC (X ) is the information entropy based on the fault modes, Entropy NC X , T j is the conditional entropy based on the partitioning ability of test point T j .
(2) The information gain based on the fault rates is written as
Entropy FR X ,
where IG FR X , T j is the information gain based on the fault rates, Entropy FR (X ) is the information entropy based on the fault data number, Entropy FR X , T j is the conditional entropy based on the isolation ability of a single fault of test point T j , F * denotes the fault modes set which can be isolated by test point T j , m j denotes the number of fault data which cannot be isolated by test point T j . In the formula of Entropy FR (X ), because each fault data needs to be isolated, we regard each fault data as a different item and the probability of each fault data is 1 N T . In the formula of Entropy FR X , T j , because the isolated faults have no effect on this conditional entropy, we consider the faults data that cannot be isolated singly. They can also be regarded as different and the same probability 1 N T . In (15) , the larger Entropy FR X , T j means m j is larger, and the larger m j means the number of faults that cannot be isolated is larger. On the contrary, if |F n | which satisfied F n ∈ F * is larger, i.e. the fault with the higher fault rate can be isolated, then Entropy FR X , T j is smaller and the isolation ability of test point T j is better.
(3) The new information gain in FR-ID3 As mentioned above, we cannot use only IG NC X , T j or IG FR X , T j as the selection rule of test points. If we select test points only based on IG NC X , T j , the ADS 2 may become larger because the faults with a higher fault rates may be isolated using more diagnostic steps. If we select test points only based on IG FR X , T j , the ADS 2 may become larger because the other faults may be isolated using more diagnostic steps. For considering the number of clusters and fault rates simultaneously, we combine IG NC X , T j and IG FR X , T j together to form a new information gain.
IG FR X , T j = IG NC X , T j + IG FR X , T j (16) Similar to the traditional ID3 algorithm, the proposed FR-ID3 algorithm selects the test point with the largest IG FR X , T j as the splitting point. In this respect, the FR-ID3 algorithm also can be regarded as a kind of greedy algorithm. However, in this greedy algorithm's case, the largest IG NC X , T j or largest IG FR X , T j cannot ensure the largest IG FR X , T j either, thus IG FR X , T j balances the importance relationship between the partitioning ability and the fault isolation priority of test point T j .
C. COMPARISON BETWEEN CV-ID3 AND FR-ID3 ALGORITHMS
We have discussed two improved ID3 algorithms. The CV-ID3 algorithm considers the effect of cluster validity and improves the fault diagnostic accuracy, and the FR-ID3 algorithm considers the effect of fault rate and improves the fault diagnostic efficiency. In general, the CV-DT and FR-DT are different. The CV-DT has the highest accuracy and the FR-DT has the highest efficiency. Therefore, we cannot construct a decision tree with the highest accuracy and efficiency simultaneously. If we combine these two algorithms together, such as replacing IG X , A j in (7) by IG FR X , A j , the decision tree constructed by this combined algorithm has lower accuracy than the CV-DT and lower efficiency than the FR-DT.
Based on the different requirements of the fault diagnostic application, fault diagnosis is divided into online diagnosis and offline diagnosis. For online diagnosis, it is important to locate the faults timely and quickly, especially when a timely decision is needed. Using the FR-ID3 algorithm, the average diagnostic time of online diagnosis is significantly reduced. For offline diagnosis, what we care about is how to locate the fault accurately. For this reason, the CV-ID3 algorithm is used to ensure the highest diagnostic accuracy.
In general, the FR-ID3 algorithm prefers to select the test point with more clusters. However, in many cases, more cluster numbers the partition has, the higher compactness the clusters have. Thus the CVI of the selected test point may be small and the accuracy of decision tree will be decreased. On the other hand, the CV-ID3 algorithm prefers to select the test point with a larger CVI and in many cases this test point has few clusters. It will result in a larger ADS and lower efficiency. In other words, high accuracy will be at the expense of lower efficiency and high efficiency will be at the expense of lower accuracy.
For CV-ID3 and FR-ID3 algorithms, the calculation process of the information gains are the same as traditional ID3 algorithm in the definition. Therefore, the time complexity and the space complexity of CV-DT and FR-DT are the same as traditional DT. The time complexity is O (N * M * D), where N is the number of samples, M is the number of splitting points, and D is the depth of the tree. The space complexity is O (N + M * Split), where Split is the average number of the partitioning numbers of each splitting point.
VI. CASE STUDY A. CASE 1
Case 1 is a simulation model of an op amp active filter circuit. The circuit is shown in Fig.5 . This circuit contains VOLUME 7, 2019 12 resistances and 4 capacitors, and we assume each resistance and capacitor has an open-circuit fault and a shortcircuit fault, thus there are a total of 32 faults that can be inserted. In the simulation process, an excitation sinusoidal source with the frequency of 1 kHz and the amplitude of 4 V is loaded as the input. The component deviation tolerance is set as 5% for both the resistances and capacitors, and the lot tolerance is also set as 5%. A total number of 100 Monte Carlo simulations are carried out for each state. In each simulation, we only select the last two periods of waveform as the output voltages, which can confirm that the circuit has already reached a steady state, and gather the maximum value as the feature data of each test point.
As this paper aims to improve the ID3 algorithm and construct new decision trees, the selection of test points are not discussed specially. We finally select 4 test points in this op amp active filter circuit [42] , which are marked in the Fig. 4 .
We obtained 100 data for each fault state through simulation. We selected 70 data from each fault state randomly as a training dataset and the remaining 30 data as the validation dataset. Firstly, we compare 4 clustering methods, GMM clustering algorithm, K-means clustering algorithm, hierarchical clustering algorithm, Affinity Propagation (AP) clustering algorithm. We calculate CH validity indexes of different cluster numbers and select the cluster number with the largest CH validity index for each test point. The CH validity index curves of each clustering method are shown in Fig. 5 to 8 .
We calculate the CH validity indexes of cluster numbers from 1 to 10. Because K-means clustering, hierarchical clustering and AP clustering are Euclidean distance-based method, the CH validity index curves of K-means clustering, hierarchical clustering and AP clustering are monotone increasing, which results in the invalid clustering results, i.e. one sample is one cluster. For GMM clustering, the standardization distance-based method makes the CH validity index curves are ups and downs, thus we can find that the optimal cluster numbers of 4 test points are 5, 8, 8, and 7. The training dataset and the GMM clustering results of 4 test points are shown in Fig. 9 . Then through the GMM clustering algorithm, we automatically obtain the mean and variance of each cluster which are then used as decision criterions. We will first compare the diagnostic efficiency of traditional DT and FR-DT. Then we will compare the diagnostic accuracy of traditional DT, CV-DT, kNN, SVM, and ANN approaches.
Firstly, we need to determine the data number ratio of 32 faults based on fault rates. We assume that the fault rates of F3 to F24, and F27 to F32 are λ. The fault rates of F1 and F2 are 6λ for unstable solder joints, and the fault rates of F25 and F26 are 8λ for high temperature. For convenience, in the calculation of information entropy and ADS, we set 10 fault data for F3 to F24, and F27 to F32, 60 fault data for F1 and F2, and 80 fault data for F25 and F26.
Then we use the traditional ID3, FR-ID3, and CV-ID3 algorithms respectively to construct the decision trees. These decision trees are shown in Fig. 10 to Fig. 12 . Because traditional ID3 algorithm uses greedy strategy, the decision tree with ID3 has the largest breadth and the smallest depth. As shown in Fig. 10 , the first splitting point is T3 which has the most clusters and the largest depth of this decision tree is only 2. The F1, F2, F25 and F6 which have larger fault rates are all diagnosed in second step, thus it will result in larger ADS and lower diagnostic efficiency.
Although the largest depth of FR-DT is 3 and larger than traditional DT, it avoids the local optimal in greedy strategy because the modification of information gain considers the isolation priority of the fault with a higher fault rate. As shown in Fig. 11 , although the first splitting point is T1 which has only 5 clusters, F1, F2, F25 and F6 are diagnosed using only one step. Thus it will result in a smaller ADS and higher diagnostic efficiency. The ADS results of traditional DT and FR-DT are shown in Table 1 . The FR-DT has the smallest ADS 100/56. The traditional DT has the largest ADS 108/56.
Because the CV-DT selects the splitting point with higher credibility, it means that this decision tree may have lower diagnostic efficiency and higher diagnostic accuracy. As shown in Fig. 11 , although the information gains of T3 is the largest, since the proposed CVI of T1 is much larger than others, the first splitting point is T1. In addition, the largest depth of CV-DT is 4, which also means that the improvement of accuracy may be at the expense of efficiency. Thus, this decision tree has the smallest breadth and the largest depth.
To verify the high diagnostic accuracy of CV-DT, we also compare with commonly used multiple classification methods, such as kNN, SVM, and ANN approaches. In kNN classification, we use the cross validation method to determine the optimal k value. In SVM multiple classification, we select one-versus-one classification method and use the cross validation method to determine the parameters of the Gaussian kernel. In ANN classification, we use the BP network with three layers and also use the cross validation method to determine the number of hidden nodes.
Then we use a validation dataset which consists of 30 pieces data from each fault state to compare the diagnostic accuracy, we count the number of data which are classified correctly in each fault and calculate the diagnostic accuracy, as shown in Fig. 13 .
where C1 to C17 are the decision results, which represent the single faults or fault ambiguity groups, as shown in Table 2 .
The average diagnostic accuracies of traditional DT, CV-DT, kNN, SVM, and BPN are 95.73%, 96.77%, 96.14%, 96.56%, and 96.56% respectively. Obviously, CV-DT not only has a higher diagnostic accuracy than traditional DT, but also has the highest diagnostic accuracy among commonly used multiple classification approaches. As shown in Fig. 13 , the common diagnostic errors of DT and CV-DT are mainly located in C4, C7, and C14, which resulted from a high degree of data intersection in T2 and T3 under the condition of component tolerances. In C11, C12 and C13, CV-DT avoids the misclassification resulted from the first splitting point T3 which has lower CH index.
For kNN, SVM, and BPN, they consider that 4 test points provides information with equal importance, thus the test point which has confused information will decrease the diagnostic accuracy. However, because the order of the test points are optimized by CH index in CV-DT, the information importance of each test point is set different. The first selected splitting test point has the more importance and larger weight and the last selected splitting test point has the least importance and smallest weight. In this condition, the effect on the misclassification of the test point that has confused information can be weakened.
B. CASE 2
Case 2 is a power supply board, as shown in Fig. 14. The board consists of 6 power supply conversion circuit, including a 28V to 12V circuit, a 12V to 5V circuit, a 5V to 3.3V circuit, a 3.3V to 2.5V circuit, a 3.3V to 1.8V circuit, and a 3.3V to 0.9V circuit. We set 6 test points to measure 6 voltage outputs corresponding to 6 power supply conversion circuits. We used the pluggable type fault injection method to inject 15 open circuit faults containing single faults and compound faults. The schematic circuit diagrams are shown in Fig. 15 , and the 15 faults are described in Table 3 .
Because the effect of a fault may cover the effects of other faults, many compound faults are excluded. For example, when F1 happens, i.e. input voltage is open in the 5V to 3.3V circuit, then the 3.3V to 2.5V circuit, the 3.3V to 1.8V circuit, and the 3.3V to 0.9V circuit will not work and we cannot observe the circuits states, whether normal states or faulty states. Therefore, we obtain 15 groups of fault data and each group contains 1000 data. We select 700 data from each group randomly as the training dataset and the remaining 300 data as the validation dataset. The training dataset and the GMM clustering results of 6 test points are shown in Fig. 16 . The optimal cluster numbers of 6 test points are 2, 3, 4, 3, 2, and 3.
We assume that the fault rates of F1, F2, F4, F5, F6, F7, and F8 are λ, and the fault rate of F3 is 4λ for the high temperature in the 28V to 12V circuit. We assume that each single fault is independent and the compound fault happens only when two single faults happen simultaneously. Therefore, according to the reliability parallel model, the fault rate of each compound fault λ C satisfies 1 λ + 1 λ = 1 λ C , i.e. λ C = λ 2 . For convenience, we set 10 fault data for F9 to F15, 20 fault data for F1, F2, F4, F5, F6, F7, and F8, and 80 fault data for F3.
Then we use the traditional ID3, FR-ID3, and CV-ID3 algorithms respectively to construct the decision trees. These trees are shown in Fig. 17 to Fig. 19 .
The ADS results of the traditional DT and FR-DT is shown in Table 4 and the diagnostic accuracy results of the traditional DT, CV-DT, kNN, SVM, and BPN are shown in Fig. 20 . In this case, we also use cross validation method to find the optimal parameters of each classification model. The average diagnostic accuracies of traditional DT, CV-DT, kNN, SVM, and BPN are 98%, 100%, 98.89%, 98.89%, and 99.56% respectively. Obviously, CV-DT has the highest diagnostic accuracy 100%. Although the diagnostic accuracy of CV-DT is only 2% higher than DT and 0.44% higher than BPN, we think the accuracy increasing from 99.56% to 100% is more meaningful.
As shown in Fig. 20 , the common diagnostic errors of these multiple classification approaches are mainly located in F5, F13, and F15, which resulted from a high degree of data intersection in T4 under the condition of component tolerances. The CV-DT only uses the T4 information as the splitting point of F1 and F13 in the last step. On the other hand, F5, F13, and F15 are distinguished by T6 before the use of T4. Therefore, CV-DT can avoid the misclassification by the confused information of T4 completely.
VII. CONCLUSION
Focusing on the two drawbacks of traditional decision trees with the ID3 algorithm, this paper proposes two improved decision trees: CV-DT and FR-DT for analog circuit fault diagnosis. These two decision trees have two highlights. The first one is to propose a CV-DT which is constructed by an improved ID3 algorithm considering the cluster validity index. We propose a new CVI which can compare the cluster validities of different attributes. The larger CVI demonstrates that the partition has the higher credibility. We use CVI to modify the information gain, and this method increases the diagnostic accuracy. The second one is to propose an FR-DT which is constructed by an improved ID3 algorithm considering the fault rates. This algorithm divides the information gain into two aspects. One of the information gain entropies is based on the number of clusters and considers the partitioning ability of each attribute. The other is based on the fault rates and considers the isolation priority of faults with a higher fault rate. This method decreases the ADS and promotes the diagnostic efficiency.
A simulation case and a real board case are firstly given to compare the diagnostic efficiency of traditional DT and FR-DT, then compare the diagnostic accuracy among traditional DT, CV-DT, kNN, SVM, and BPN approaches. The two cases both show that the FR-DT promotes the diagnostic efficiency than traditional DT, and the CV-DT promotes the diagnostic accuracy compared with other multiple classification methods.
Our methods work well only when fault data can be distinguished by the hyperplanes that are vertical or parallel to any axis in space. When the fault data have a complex space structure, we may need to use oblique hyperplanes to distinguish them as our proposed methods are invalid. In our future work, we need to study the selection of splitting points which combine two or more attributes, or we need to study data preprocessing methods and extract attributes with a higher classification performance.
In addition, based on the decision tree method, the random forest algorithm is integrating a lot of decision trees for classification. Based on the proposed modified FR-DT and CV-DT, when each decision tree has more accurate or efficient diagnostic results, the diagnostic performance of the random forest is also increasing. In our future work, we will study the random forest algorithm considering fault rate or cluster validity.
APPENDIX
For C4.5 algorithm, the information gain ratio is shown in the form IGR X , A j = IG X , A j SI X , A j = Entropy (X ) − Entropy X , A j SI X , A j
We unfold the expression of the information gain, we will obtain
In general, one category may contain more than one value in an attribute, thus |S k | = N n=1 |C kn | ≤ n k C n k and C kn k ≤ C n k , obviously, the information gain (IG) is different from the split information (SI). However, in this paper, we only consider that the circuit is working in the single condition and each fault only contains the single class of value in a test point, thus |S k | = N n=1 |C kn | = n k C n k , C kn k = C n k , and |C kn | = 0 (n = n k ) in this case,
Obviously, the information gain (IG) is equal to the split information (IG) for each splitting test points.
