This demo introduces L-CMP, an automatic learning-based parameterized verification tool. It can verify parameterized protocols by combining machine learning and model checking techniques. Given a parameterized protocol, L-CMP learns a set of auxiliary invariants and implements verification of the protocol using the invariants automatically. In particular, the learned auxiliary invariants are straightforward and readable. The experimental results show that L-CMP can successfully verify a number of cache coherence protocols, including the industrial-scale FLASH protocol. The video presentation of L-CMP is available at https: //youtu.be/6Dl2HiiiS4E, and the source code can be downloaded at https://github.com/ArabelaTso/Learning-Based-ParaVerifer.
INTRODUCTION
Parameterized concurrent systems, in particular, cache coherence protocols, exist in many practical applications [12] . Verifying such systems has attracted considerable academic interests due to its practical importance [13] . A parameterized protocol P(N ) contains N homogeneous nodes (see sub-figure (a) in Figure 1 ), sometimes also contains a heterogeneous node (e.g., FLASH protocol contains a 'Home' node, see sub-figure (c) in Figure 1 ). The target is to verify that the properties are satisfied for arbitrary sizes of instances. Although the correctness of fixed number of instances can be proved, their correctness cannot imply the correctness of protocols of arbitrary sizes. This problem has been proved to be undecidable [2] .
To address this problem, many approaches have been proposed [3, 5-7, 9, 14-17, 19] . Among them, "parameterized abstraction and guard strengthening" method, also known as CMP [6, 14] , has been widely applied to verify large-scaled and industrial protocols, including Intel's Chipset and FLASH protocols [18] . The main idea of CMP is to construct an abstract protocol AP(m) (m is usually 2 or 3). AP contains m normal nodes plus an abstracted node Other, which simulates the behavior of the rest nodes. As we can see from Figure 1 , in sub-figure (b), m is 2 because only homogeneous nodes in protocol (a), while in sub-figure sub-figure (d), m is set to be 3 because there is a heterogeneous node Home in sub-figure (c). In general, AP may fail to satisfy the desired properties because it is too 'permissive' [6] , so researchers need to come up (manually) with a set of auxiliary invariant to restrict its behavior. However, to construct auxiliary invariants manually is often error-prone, especially when the protocol description is large and complex [6] .
Figure 1: Different types of parameterized protocols and corresponding abstracted protocols after CMP
In this paper, we propose L-CMP, which can automatically learn auxiliary invariants, abstract and strengthen the parameterized protocols in a unified framework. With L-CMP, a set of auxiliary invariants can be learned from the reachable state sets of the instances of protocols, and be applied to verify the protocol automatically. The soundness of L-CMP is guaranteed in [8] .
Figure 2: The envisioned users
A distinguished novelty of our tool lies in two aspects. Firstly, the combination of association rule learning and parameterized verification automates the verification process, and expands the application area of machine learning algorithms. It may also shed some light on the further combination of these two areas. Secondly, the invariants it obtains can not only help to automate the verification, but also provide deep insights for researchers to better understand the mechanism of protocols because the form of these invariants are straightforward and understandable. Therefore, our envisioned users are protocol designers and researchers who want to gain better understanding and insights of protocols, and business analysts who want to check the correctness of practical protocols (see Figure 2 ).
RELATED WORKS
There have been many studies who tried to address the problem of parameterized verification with the aid of computer. Arons et al. proposed the concept of "invisible invariants", which are computed in a finite system instance to aid inductive invariant checking [3] . Conchon et al. came up with the BRAB algorithm which is implemented in an SMT-based model checker. It computes over-approximations of backward reachable states that are checked to be unreachable in the parameterized system [7] . Li et al. proposed a method to automatically generate auxiliary invariants from a small reference instance of protocols and construct a parameterized formal proof in the theorem prover Isabelle [12] . Compared with these works, L-CMP provides a simpler way to verify parameterized protocols, and the auxiliary invariants it obtains are more understandable and straightforward.
AN OVERVIEW OF L-CMP
The architecture of L-CMP is shown in Figure 3 . We can see that there are two main phases in the framework. The first phase is regarded as the Learning phase. It receives a parameterized protocol written in the input language of the model checker Murphi and returns a set of auxiliary invariants. This phase consists of three parts. Preprocessor utilizes Murphi to enumerate the reachable set of the instance of protocols and transforms it into a dataset consisting of numeric vectors. Then Learner learns association rules from the constructed dataset. Note that the learned association rules are not necessarily invariants, so Selector is executed with the help of Murphi to select invariants. After selection, what remained is regarded as auxiliary invariants and will be used in the second phase.
The second phase is an advanced CMP phase. Unlike CMP, whose strengthening process comes after abstraction, the advanced CMP carries out strengthening process before abstraction so that more predicates can be added into guard of rules. Phase two also consists of three main steps. Strengthener strengthens the guard of each rule using auxiliary invariants. It is noteworthy that not all auxiliary invariants will be used in this step, and once some of them are used, they will be recorded and verified in the final step. Next, Abstractor abstracts local variables in the rules. After this step, an abstracted protocol is generated and it will be subjected to Murphi together with the used auxiliary invariants. If it passes the model checking, then L-CMP comes outputs the result. Otherwise, parameters in Learner will be adapted and the next round of execution will start. 
Phase One
Given a parameterized protocol in the Murphi language, the first step is to generate the reachable set of its instance. We use Murphi to compute the reachable set, which can write all reachable states at least once. In general, we assume that the protocol contains only homogeneous nodes so the size of instance is set to be 2. If there is a heterogeneous node in the protocol (e.g., the FLASH protocol), then the size of instance will be set to be 3, including two normal nodes and one Home node. Note that there are two possible forms to represent parameters: digits (i.e., 1, 2) or labeled type names (i.e., NODE_1, NODE_2, where 'NODE' is a user-defined data type). The first form is the ordinary expression, and the second form is used when the protocol applies symmetry reduction to reduce the searching space. L-CMP will record the form of parameters and use it as identifiers.
Then, the reachable set is transformed into a new dataset. We extract atomic predicates from the guard of rules and properties. This step is crucial because without it the following learning process may not be able to obtain sufficient auxiliary invariants. We also build a map to record all the possible values for each variable. According to the atomic predicates, the reachable set can be transformed into state vectors which contain only predicates. To be more specific, if the predicate holds at one state, then we can add the original predicate to the state. Otherwise, the negative form of the predicate will be added. Note that because of symmetry reduction, the value of some variables could be 'Undefined', meaning that the value of the variable is unknown. In this case, whether the predicate holds in that state is unknown, so the predicate will be deleted from the corresponding state. After this step, we acquire a new dataset consisting of records, where each record represents a reachable state in the reachable set, and the length of records are not necessarily the same.
The association rule learning is applied to the dataset in the third step. Association rules are strong relations between items in large databases. Assume that a database contains records, each of which includes several items, then the learning result will be the relations in the database, in the form of ψ → ϕ where ϕ and ψ are sets of items. In our case, the records in the dataset are already constructed, while items of association rule learning are correspondent to the predicates in the records. To implement association rule learning, there are several algorithms such as Eclat and FP-growth. In this paper, we apply the Apriori [1] algorithm because it is more convenient to constrain the size of frequent set. The frequent set is a set of items that frequently appears in the dataset. We set the size of the frequent set to be at most K, where K is a parameter that is initially set to be 3. It may be fixed according to the subsequent steps. Note that the minimum support and minimum confidence in Apriori are also parameters, which are set to be 0.0 and 1.0, respectively.
Figure 4: The process of minimizing association rules
The number of learned association rules is generally large, so we need a step to minimize it (see Figure 4 ). There are two possible forms of parameters as mentioned above, so we need to replace them with a unified form. We replace parameters with P1, P2 in the order of appearance. This is why the 'NODE_2' of second statement in top left of Figure 4 will be replaced by P1. Moreover, those symmetrical association rules will be unified as one. Note that some of association rules are axiomatic but useless (see the first association rule in the top of Figure 4 ), so they will be removed. Then the parameterized association rules will be instantiated by i and j, respectively. Finally, we build a dictionary to record all the left sides of association rules which have same right side. For each right side, we build an index to represent all the left sides. Note that each left side is a set. If one left side is the subset of another, then the index of that larger set will be removed. For example, if association rules p → r and p ∨ q → r are obtained, then after this step, only p → r will remain.
Selector, as its name implies, selects auxiliary invariants from the association rules. This step needs the help of Murphi. Although it is impossible to verify all the association rules for protocols with arbitrary sizes, we can check them in several small instances. To realize it, we construct a translator which translates the association rules into the Murphi language, so that we check them in Murphi. Then, these translated association rules together with the original instance from which the reachable set calculated are subjected to Murphi. Whenever an association rule fails to pass the model checking step, L-CMP removes it and continues to check the rest. When all the remaining association rules pass the verification, L-CMP will increase the size of instance and repeat the above process. This selection step proceeds until no association rules can be removed or the searching space is getting too large. Note that we apply multiprocessing to accelerate this step (as shown in Figure 5 ), each process checks a part of association rules, and returns whether they pass the verification. Then the main processor collects all the result and removes the failed ones from the association rule set. Finally, the remaining association rules are regarded as auxiliary invariants.
Phase Two
Before going into details, we need to elaborate the structure of protocol rules. A rule consists of two main parts: guard and action. If the predicates in guard are satisfied, the statements in action can be executed. As we can see, the guard is a conjunction of predicates, while the auxiliary invariants are in form of ϕ → ψ , where ϕ,ψ are sets of predicates. Thus, it is straightforward to add the conclusion (i.e., ψ ) of auxiliary invariants to the guard of rules if its antecedent (i.e., ϕ) is a subset of the guard. This strengthening step iterates until no more predicates can be added into the guard.
ruleset {parameters definition} do --for example, i : NODE rule "rule_name" guard part --conjunction of predicates ==> action part --a set of statements endrule; endruleset;
Phase 2 starts at partitioning the rules into four parts: definition, rule name, guard and action. Then we parse the guard into predicates and execute the above-mentioned strengthening process. The auxiliary invariants which are used to strengthen the guard will be recorded. Besides, a dictionary is exploited to map the antecedents of used auxiliary invariants to the corresponding conclusions. Next, the abstraction step is implemented by removing the predicates and statements relating to parameters in the definition part. For example, if a rule has two parameters i and j, at first, we remove those related to parameter i and generate the first abstracted rule, and do the same for parameter j. Further, those related to either i or j are all removed and a third new rule is generated. Hence, if a rule has one parameter, then after strengthening and abstraction steps, it will generate at most one new rule. While if it has two parameters, the answer will be three. It is noteworthy that if the right side of a statement is about to be abstracted, then the dictionary we build previously will be used to check whether the right part is a key. If it is a key, then it will be replaced by its corresponding value. This process prevents the loss of data during abstraction.
TOOL USAGE
Here is an example showing how L-CMP works. After downloading L-CMP and installing Murphi and Python, it is important to inlcude the path to Murphi into the file 'murphi_url.txt'. We provide several protocols in L-CMP. The help document is illustrated in Figure 6 . To verify FLASH, for example, we can simply type 'python3 main.py -p flash -n 3' and the verification will be executed automatically. Because FLASH is fairly large, so it takes some time to verify. After it finishes, the result will be printed out and several important files such as verified protocols, association rules, auxiliary invariants and other backup files will be saved in the corresponding folder. 
EXPERIMENTAL EVALUATION
We applied L-CMP to several typical parameterized protocols. Among them, MOESI, MESI, Mutual Exclusion (abbrv. MutualEx), Mutual Exclusion with data (abbrv. Mutdata) are small-scale protocols, while German and FLASH protocols are more complicated 1 . The size of instance for most protocols is set to be 2, while for FLASH, it is set to be 3. The experimental results for each of these protocols are summarized and presented in Table 1 . Each record includes protocol name, size of reachable sets, number of association rules, number of auxiliary invariants, number of used auxiliary invariants, running time, and result. We can see from the table that reachable sets of the first four protocols are rather small, followed by German, while the reachable set of FLASH is enormous comparing with the previous 1 The version of German and FLASH protocols we use are the same as those used in Chou et al.'s work [6] ones. As for running time, almost the first five protocols can be verified within about one minute, whereas FLASH takes about 11 hours. Most of the time is spent on selecting auxiliary invariants from association rules. This process can be accelerated by allocating more processors to L-CMP. If we allocate 16 processors to L-CMP, the total running time for verifying FLASH is approximate 6 hours.
CONCLUDING REMARKS
In this paper, we present an easy-to-use tool, L-CMP, which can verify parameterized protocols automatically. It provides straightforward and understandable invariants. Besides, it also has solid theoretical background. The verification results of typical benchmarks are reported in detail. Experiments demonstrate both feasibility and effectiveness of L-CMP. In the future, we plan to extend the ability of L-CMP to verify more general safety and liveness properties.
