Abstract. The aim of this second part is to compute explicitly the Lusztig restriction of the characteristic function of a regular unipotent class of a finite reductive group, improving slightly a theorem of Digne, Lehrer and Michel. We follow their proof but introduce new information, namely the computation of morphisms j G L; v defined in the first part when v is a regular unipotent element. This new information is obtained by studying generalizations of the variety of companion matrices which were introduced by Steinberg.
Introduction to the second part Hypotheses and notation. We retain only the hypotheses of the first part introduced up to the end of Section 4. For instance, unless otherwise specified, we assume neither that C supports a cuspidal local system, nor that F is an algebraic closure of a finite field. However, the following assumption will be added and will remain in force throughout this second part: v is a regular unipotent element of L.
Our aim here is to compute explicitly the Lusztig restriction of the characteristic function of a regular unipotent class of a finite reductive group. Digne, Lehrer and Michel proved in [10, Theorem 3.7] that this is again the characteristic function of a regular unipotent class, but they were not able to determine which one. We follow their strategy (using extensively the theory of character sheaves) and introduce the new ingredients developed in the first part. The key point is that we are able to compute explicitly the morphism j cases. Section 13 deals with the case of the special linear group while Section 14 deals with the four remaining 'small' cases. The last section §15 is concerned with the application to finite reductive groups (Lusztig restriction of characteristic functions of regular unipotent classes) of all material developed in these two parts. This was the original motivation for this work. We note that the final result (see Theorem 15.2 
Notation
We need further notation regarding the root system and the Lie algebra of G. Let r ¼ jDj and r 0 ¼ jD L j: thus r and r 0 are the semisimple ranks of G and L respectively. We set D ¼ fa 1 ; . . . ; a r g. Let w 0 denote the longest element of W (with respect to the length function on W defined by D) and let c denote the Coxeter element s a 1 . . . s a r of W . Let B À be the Borel subgroup of G opposite to B with respect to T and let U À be its unipotent radical. We denote by g; t; b; b À ; u, and u À the Lie algebras of G; T; B; B À ; U, and U À respectively. For each a A F, we fix an isomorphism x a : F ! U a and we set e a ¼ ðdx a Þ 1 ð1Þ A g so that e a is a non-zero element of the one-dimensional Lie algebra u a of U a . Let F 4 denote the coroot system of G relative to T, let F ! F
Preliminaries on regular elements
We collect here some well-known facts about regular elements in reductive groups. In §9.A, we gather some consequences of the regularity of v. In §9.B, we provide some conditions for regular elements lying in B to be conjugate in G.
9.A Regularity of v. First, since there is only one regular unipotent class in L, we have W G ðL; SÞ ¼ W G ðLÞ:
Thus u is a regular unipotent element of G. Without loss of generality, we may, and we will, assume that (c) If p is bad for G and if G is quasi-simple, then u B C U ðuÞ and A U ðuÞ is cyclic and generated by the image of u.
(d) C G ðuÞ is abelian, and therefore A G ðuÞ ¼ ZðGÞ Â A U ðuÞ is also abelian.
The following corollary shows that many results of Part I are valid in this situation.
Corollary 9.2. C G ðuÞ H P.
We now provide a description of the variety X using the Steinberg map '. Proof. By definition,
It follows from Lemma 1.6 that X is contained in ' À1 ð'ðZðLÞ ÞÞ. Conversely, let y A ' À1 ð'ðZðLÞ ÞÞ and let z be its semisimple part. We may assume that z A ZðLÞ . Now let G 0 ¼ C G ðzÞ and P 0 ¼ C P ðzÞ. Then y A G 0 , by [7, Corollary 11.12] . Moreover, by [11, Proposition 1.11] , P 0 is a parabolic subgroup of G 0 . Hence there exists g A G 0 such that g y A P 0 . But, since g centralizes z, the semisimple part of g y is equal to z. Consequently g y A zP 0 uni H ZðLÞ P uni . Hence y A X .
Proposition 9.4. X min is the set of elements of X which are regular in G.
Proof. We have dim C L ðvÞ ¼ dim T because v is regular in L.
9.B Regular elements in B.
If two elements of the Borel subgroup B are regular in G and conjugate under some element g A G, then it is often possible to conclude that g A B.
The next lemma provides three di¤erent conditions under which this conclusion is valid. (1) b is unipotent;
(2) g is unipotent;
(3) the derived group of G is simply connected.
Then g A B.
Proof. Let s (resp. s 0 ) be the semisimple part of b (resp. b 0 ). By Lemma 1.6 applied with L ¼ T and P ¼ B, s and s 0 are conjugate under U. Hence we may assume that s ¼ s 0 . In particular, g A C G ðsÞ. Let x (resp. x 0 ) denote the unipotent part of b (resp. b 0 ). Then x and x 0 are regular unipotent elements of C
ðv; u; gÞ 7 ! n 2 ðvn 1 ðu; gÞ; vÞ ¼ vugu
The result follows then since the map Proof. First, let us prove the result when G ¼ SL 2 ðFÞ and for the following choices: is an isomorphism of algebraic groups.
cU is a morphism of varieties and
To complete the proof of (a), we only need to show that o is injective. Let g; h be elements of w 0 ðTU Ã Þ V U _ c cU such that oðgÞ ¼ oðhÞ. Then, by Lemma 1.6 applied with L ¼ T and P ¼ B, we have 'ðgÞ ¼ 'ðhÞ. Since ' _ c c : 
Companion variety and Jordan decomposition
This section is concerned with the study of some varieties related to the companion variety. In order to use the strongest results of [15] and of the previous section, we need however to make the following hypothesis.
Hypothesis. In this section we assume that G is semisimple and simply connected.
For the convenience of the reader we recall this hypothesis in each result in §11.
11.A Companion variety and parabolic subgroups. Let l : T ! U and We consider here the varieties
The equality 
We denote by p _ c c :X X _ c c ! X _ c c the restriction of p. The squarẽ
is cartesian, and so p _ c c is a finite morphism. We denote by' ' _ c c :X X _ c c ! ZðLÞ the restriction of' ' :X X ! ZðLÞ . We also set
Note thatx x _ c c is well defined and independent of the choice of the representative _ w w 0 of w 0 . 
, we only need to prove that' ' _ c c is injective. Let g Ã P x and g 0 Ã P x 0 inX X _ c c be such that' ' _ c c ðg Ã P xÞ ¼' ' _ c c ðg 0 Ã P x 0 Þ ¼ z. We may, and we will, assume that x and x 0 belong to B. By Lemma 1.6, the semisimple parts of x and x 0 are conjugate. But, by Theorem 10. 
The injectivity of' ' _ c c follows and the proof of Theorem 11.2 is complete.
Example 11.3. We assume here, and only here, that P ¼ B, so that L ¼ T. In this case,
Theorem 11.2 proves that, if G is semisimple and simply connected, thenX X _ c c is isomorphic to T; the isomorphism is given byX X _ c c ! T, g Ã B x 7 ! p T ðxÞ. Moreover the diagramX
Remark 11.4. We assume in this remark, and only in this remark, that C supports a cuspidal local system E, and we use here the notation introduced in Sections 5, 6 and 7 (z; A; K; K; . . .). Let K _ c c be the restriction of K½Àdim X to X _ c c and 
whereK K _ c c denotes the restriction ofK K½Àdim X toX X _ c c . By Theorem 11.2, the morphism p _ c c :X X _ c c ! X _ c c is a finite morphism and the varietyX X _ c c is smooth. Therefore, by [12, Example after Definition 5. 4.4] , it is su‰cient to prove thatK K _ c c is a local system, that is, a complex concentrated in degree 0 whose 0th term is a local system. But X _ c c H X min and soX X _ c c HX X min . ThereforeK K _ c c is the restriction of the local systemK K min , and so it is a local system. 11.B Jordan decomposition. In order to obtain explicit information on the Jordan decomposition of companion matrices, we need to use Corollary 10.6 which is a partial result in this direction. We make the following hypothesis (the reader may check that the general case may be deduced from this particular one by slight modifications):
Hypothesis. We fix a subtorus S of T such that
We will construct an A L ðvÞ-equivariant isomorphismX X Define
Then y is a morphism of varieties, and, by construction, we have, for every ðz; tÞ AX X 
Let ðg; l; z; xÞ A _ X X _ c c . Then, by Lemma 1.6, the semisimple part of g ðlzvl À1 xÞ is conjugate to z, and so g ðlzvl À1 xÞ ¼ mðzÞ. In particular,
But zvðl À1 xl Þ and _ w w À1 0 o À1 ðzÞ _ w w 0 are regular elements of B having the same image (namely z) under p T . Since G is semisimple and simply connected, we get from Lemma 9.5 (3) that l À1 g À1 lðzÞ À1 _ w w 0 A B. Let t ¼ Sðg; l; z; xÞ be the projection of 
; ðg; l; z; xÞ 7 ! ðz; Sðg; l; z; xÞ; Aðg; l; z; xÞÞ:
It is straightforward that f 0 factorizes through the canonical quotient morphism By changing representatives, we may, and we will, assume that
By Lemma 9.5 (3), we deduce that Remark 11.6. Combining Theorems 11.2 and 11.5, we conclude that the diagram
'ðZðLÞ Þ is commutative. Each horizontal map is an isomorphism.
12 The morphism j G L,v for v regular We return to the general situation; thus we no longer assume that G is semisimple and simply connected. For applications to Gel'fand-Graev characters, we need to compute j G L; v explicitly for v regular and L cuspidal (see §12.A for the definition). We can only do this when p is good: the result is given in Table 1 . The proof is a case-by-case analysis, after reduction arguments from Part I. It involves explicit computations in the root system of G, which are necessary to determine the structure of the varietyX X We recall some results on cuspidal groups; for proofs we refer to [5, § §2, 3] for instance. Hypothesis. For the rest of the paper we assume that L is cuspidal and that p is good for G.
Remark. From [5] , if the regular unipotent class C of L supports a cuspidal local system, then L is cuspidal.
We start by proving ab initio a compatibility property of the family of morphisms j G L; v when L runs over the set of cuspidal Levi subgroups of parabolic subgroups of G. This property can also be checked using the explicit computation of these morphisms but it seems more interesting to give a proof avoiding the classification. This compatibility is crucial for the application to Gel'fand-Graev characters.
12.B Compatibility. Let P 0 be a parabolic subgroup of G containing P and let L 
On the other hand, from [5, (5.10)] we have
We can then define a morphism
It is easy to check that W is a well-defined morphism of varieties. Letũ u reg . We set
Then the image of W reg is contained inX X 0 0; þ . Moreover, by Corollary 1.5, we havẽ
Indeed, this follows from the fact that _ w w normalizes B L 0 ; V V L 0 and C L ðvÞ (see [5, §5] 12.C The classification. The Table 1 gives the values of the morphism j 1 denotes the minuscule weight associated to a 1 , and we identify it with its image in ZðGÞ, which is isomorphic to ZðLÞ in the unique situation where it appears.
Remark. It is explained in Section 4 that Table 1 is su‰cient to determine the morphism j G L; v for every reductive group G (not necessarily semisimple and simply connected) under the following hypotheses: v is regular, p is good for L, and L is cuspidal.
12.D Reductions. Before proving the results given by Table 1 we use results from Part I to reduce the number of cases to be treated. By Proposition 1.13 (b) and Corollary 4.7, it is su‰cient to deal with the following cases:
Case A. ðG; LÞ is of type ðA r ; A dÀ1 Â A dÀ1 Þ, with r ¼ 2d À 1 odd and p a d.
Case B. ðG; LÞ is of type ðB 3 ; A 1 Â A 1 Þ, and p 0 2.
Case C. ðG; LÞ is of type ðC 2 ; A 1 Þ, p 0 2, and the root of L is a long root for G. 
Remark. As noted in §12.D, it would be su‰cient to handle the case k ¼ 2. However the general case may be treated at little extra cost.
13.A Notation. We choose for B the group of lower triangular matrices of G, for T the group of diagonal matrices of G, and for _ c c the following matrix: Finally, we may, and we will, assume that
Actions of relative Weyl groups II
13.B The varieties T/W, U _ c c V _ c cU C and '(Z(L))
. Let F n ½x denote the set of monic polynomials P in the indeterminate x of degree n with coe‰cients in F and such that Pð0Þ ¼ ðÀ1Þ n . Then T=W is isomorphic to F n ½x and, via this isomorphism, the map ' is identified with ' : G ! F n ½x; g 7 ! detðxI n À gÞ:
For P A F n ½x and Q A F½x, we denote by Q P the class of Q in F½x=ðPÞ. Let MðPÞ denote the matrix of multiplication by x P in F½x=ðPÞ, computed in the basis
n , then 
Hence the map M : F n ½x ! U _ c c V _ c cU À is an isomorphism of varieties and is the inverse of ' _ c c .
Proposition 13.1. The variety 'ðZðLÞ Þ F X _ c c is smooth: it is isomorphic to the a‰ne space A kÀ1 ðFÞ.
Proof. With these identifications, 'ðZðLÞ Þ is isomorphic to the image of the morphism of varieties r : F k ½x ! F n ½x; P 7 ! P d :
To prove Proposition 13.1, it is su‰cient to prove that r induces an isomorphism between F k ½x and its image (which is a closed subvariety of F n ½x since the composite morphism ZðLÞ ! T ! T=W is finite as the composite of two finite morphisms). But, if 
Note that mðDðzÞÞ ¼ MðP z Þ (indeed, 'ðDðzÞÞ ¼ P z ), where m : T ! U _ c c V _ c cU À is the morphism defined at the beginning of Subsection 11.A (see also Remark 11.1). Proof. Let z A O. We denote by r z the map F½x=ðP z Þ ! F½x=ðP z Þ, a 7 ! x P z a. For 1 c i c k and 1 c j c d, we set
For each i let E i denote the subspace of F½x=ðP z Þ spanned by the family ðP
the above family is a basis of E i . Moreover E i is contained in the eigenspace corresponding to the eigenvalue z i of the endomorphism r z . Since z i 0 z i 0 if i; i 0 are distinct, and for dimension reasons, we have dim
and ðP P z z; r Þ 1crcn is a basis of F½x=ðP z Þ. It is immediately checked that the matrix of r z in this basis is equal to DðzÞv. On the other hand, MðP z Þ is the matrix of r z in the basis B P z . Therefore, writing j 0 ðzÞ for the transition matrix from the basis B P z to the basis ðP z; 1 P z ; . . . ; P z; n P z Þ, we have Since tðdðzÞ Àd Þ commutes with DðzÞv, we have jðzÞ ðDðzÞvÞ ¼ MðP z Þ. Moreover j : ZðLÞ reg ! GL n ðFÞ is a morphism of varieties. Hence, in order to prove Proposition 13.2, we only need to prove that jðzÞ A G for every z A O. This is equivalent to the following equality: det j 0 ðzÞ ¼ dðzÞ
ð13:1Þ
Proof of (13.1). For 1 c i c k and 1 c j c d, we put
Let GðzÞ be the transition matrix from the basis B P z to the basis ðQ z; 1 ; . . . ; Q z; n Þ. Since z 1 . . . z k ¼ 1, we have det GðzÞ ¼ det j 0 ðzÞ. For 1 c i c k and 1 c j c d, we put
Let HðzÞ be the transition matrix from the basis B P z to the basis ðR z; 1 ; . . . ; R z; n Þ. Obviously det HðzÞ ¼ 1 (indeed, HðzÞ is unipotent upper triangular). Let I ðzÞ be the transition matrix from the basis ðQ z; 1 ; . . . ; Q z; n Þ to the basis ðR z; 1 ; . . . ; R z; n Þ; it is equal to GðzÞ À1 HðzÞ. Hence the equality (13.1) is equivalent to det I ðzÞ ¼ dðzÞ 
This is a linear form on F½x and it factorizes through F½x=ðP z Þ. We still let C ðiÀ1Þdþj : F½x=ðP z Þ ! F denote the factorization of C ðiÀ1Þdþj . We have C r ðQ z; s Þ ¼ C r ðR z; s Þ ¼ 0; for 1 c r < s c n:
ð13:3Þ
and
This proves that the matrix I ðzÞ is lower triangular; hence its determinant of is the product of its diagonal entries d 1 ; . . . ; d n . The identities (13.3) and (13.4) give that, for all 1 c i c k and 1 c j c d,
This gives
as desired. This completes the proofs of (13.1) and Proposition 13.2.
If we mimic the proof of Theorem 11.5, we get But eðwÞ 1Àd ¼ eðwÞ dÀ1 because eðwÞ A f1; À1g, and Proposition 13.4 follows. 14 Small classical groups 14.A Reductions. We assume in this subsection that G is semisimple, simply connected, quasisimple, that L is a Levi subgroup of a maximal parabolic subgroup of G, and that L is cuspidal. We also assume that p 0 2, that p is good for G, and that the family ð _ s s a ; x a ; x Àa Þ a A D is chosen in such a way that Corollary 10.6 holds.
Lemma 14.1. Under the above hypotheses, the following assertions hold. number can be determined using Theorem 11.5 and easy computations in the root system. This fact will be used in the next subsections for completing the proof of the facts in Table 1. 14.B Case B. In this subsection we assume that G F Sp 4 
By Theorem 11.5, we havẽ X X 0 _ c c F fðz; tÞ A ZðLÞ Â S j w 2 ðzÞa 2 ðtÞ ¼ 1g Remark. The value of j G L; v ðsÞ in this case was obtained using a di¤erent method by J. L. Waldspurger [17, Lemma VIII.9] . See also Example 6.3.
14.C Case C. In this subsection we assume that G F Spin 7 ðFÞ, that L is of type A 1 Â A 1 , and that p 0 2. So G is semisimple and simply connected of type B 3 .
We label the basis D ¼ fa 1 ; a 2 ; a 3 g of F in such a way that its Cartan matrix is given by
In particular, D L ¼ fa 1 ; a 3 g. Note that w 0 ¼ ÀId. In this case, we get
Thus it follows from (10.1) that 
By (14.1) and Lemma 14.2, we conclude that j G L; v ðsÞ ¼ 1.
14.D Case D. In this subsection we assume that G F Spin 10 ðFÞ, that L is of type A 1 Â A 3 , and that p 0 2. So G is semisimple and simply connected of type D 5 . We label the basis D ¼ fa 1 ; a 2 ; a 3 ; a 4 ; a 5 g of F such that its Cartan matrix is given by
In particular, D L ¼ fa 1 ; a 3 ; a 4 ; a 5 g. Note that Àw 0 permutes the simple roots a 4 and a 5 and stabilizes the other simple roots. So ði 1 ; i 2 ; i 3 ; i 4 Þ ¼ ð1; 3; 4; 5Þ. We get
Now let y ¼ a we get that
Again, using Lemma 14.2, we get that j G L; v ðsÞ ¼ 1, as expected.
14.E Case E. This case is the easiest. Indeed, the invariance of the problem under the automorphism order 3 of G yields immediately the result, because 1 is the unique invariant element in ZðLÞ.
The proof of the results stated in Table 1 is now complete.
Lusztig restriction of characteristic functions of regular unipotent classes
Hypotheses and notation. For the rest of this paper we assume that we are in the situation of Section 8, so that G is defined over a finite field. We also assume that v is a regular unipotent element, that C supports a cuspidal local system, and that p is good for G. Consequently we can use all results proved in the first part and in earlier sections of this part. We fix an F -stable Levi subgroup M of a parabolic subgroup Q of G. For g A G F , we denote by g G g the class function on G F taking value jC G F ðgÞj on the conjugacy class of g and zero elsewhere.
As a consequence of these hypotheses, we may (and we will) identify A G ðuÞ with ZðGÞ via the canonical isomorphism.
The aim now is to compute the Lusztig restriction
M of the characteristic function of the G F -conjugacy class of u (which is a regular unipotent element of G). Here, M is an F -stable Levi subgroup of a parabolic subgroup of G. It is expected to be, up to a scalar, the characteristic function of the conjugacy class of some regular unipotent element u 0 A M F : this result has been proved whenever p is good and q is large enough for G (see [10] ).
We shall determine explicitly the M F -conjugacy class of u 0 . This information was not in [10] . However, like the theorem of Digne, Lehrer and Michel, our result is proved only for p good and q large enough.
This section is organized as follows. In §15.A, we recall the definition of a map from the set of G F -conjugacy classes of regular unipotent elements in G F to the cor-responding set in M F . This map was constructed in [2, p. 279] . We also gather some properties of this map which were announced in [2, Proposition 2.2] and proved in [5, §7] . In §15.B we prove a particular case of our main theorem. In §15.C, using transitivity of Lusztig functors and the previous case, we prove the main result, giving the computation of the Lusztig restriction of the characteristic function of the G Fconjugacy class of u. [2] or [5] . Let us first consider the easiest case: if Q is F -stable, we set
It is well known that r 
Using the above notation, we define the map res G M to be the composition
We recall some properties of these restriction maps; for proofs, see [5, §7] 
