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Summary
Nonlinear dynamic systems with Gaussian noise are widely used in applied fields.
Extended Kalman filter (EKF) and particle filter (PF) are two traditional methods
in estimating these systems. In the thesis, two algorithms called locally-linearized
particle filters are proposed. Both of them combine the idea of EKF and PF. In
the first algorithm, process noises are split into two parts. One part is realized in
random samples, leaving out a remaining system on which EKF is applied. In the
second algorithm, same procedure is conducted, but results from EKF are not the
final estimates. Instead, they are used to construct a sampling scheme that generate
samples from the target distribution. Results from simulation studies show that both
methods gain improvements over EKF and PF.
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Dynamic systems are widely used in applied fields such as signal processing, com-
puter vision and finance. Today, many real-world data analysis tasks involve esti-
mating dynamic systems from some inaccurate observations generated by the sys-
tem. In most cases, some prior information about the underlying dynamic system is
available. These problems are often formulated as Bayesian models, which consist
of a prior distribution about the unobserved model parameters and a likelihood that
links these unknown parameters with observations. Under Bayesian framework,
inference about the underlying system is based on the posterior distribution, which
can be obtained using Bayes’ theorem. Moreover, observations often come in a
sequential manner and one would like to make inference on-line, i.e., update the
posterior distribution whenever a new observation is available.
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When the underlying dynamic system is a linear one with Gaussian error, there is
an analytic expression for the posterior distribution. An algorithm to compute this
distribution was provided by Kalman (1960). However, for non-linear Gaussian
state-space model, there is no universal effective approach to on-line estimation.
Several methods have been proposed to surmount these problems. The effectiveness
of them depends on the nature of individual problems. These methods can be clas-
sified into two main streams. The first stream focus on approximating the system
with locally linear (sometimes higher order) functions and derive an analytic solu-
tion. Some well known algorithms are extended Kalman filter (Gelb, 1974), Gaus-
sian sum filters (Anderson and Moore, 1979) and iterated extended Kalman filter
(Jazwinski, 1970). The second stream of methods attempt to draw representative
samples directly from the posterior distributions and use these samples for infer-
ence. It began with the seminal paper introducing sequential Monte Carlo method
(also called particle filter) for filtering (Gordon, Salmond and Smith, 1993). Since
its origin, modifications and improvements have been suggested, including mixture
Kalman filter (Liu and Chen, 2000) and Rao-Blackwellization (Doucet, Godsill and
Andrieu, 2000).
In the thesis, two algorithms are proposed. We call them locally-linearized particle
filters (LLPF I and LLPF II). The motivation of them is splitting the process noise
into two parts, realizing part of system in a random sample and using approximation
algorithms to estimate the remaining part. In the first algorithm, approximation is
conducted using extended Kalman filter while in the second algorithm, results from
extended Kalman filter are not directly used as estimates. Rather, they are used to
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construct a sampling scheme to generate samples from the posterior distribution.
To evaluate the performance of the two methods, we conduct simulation studies.
1.2 Outline
The thesis consist of 8 chapters. Chapter 2 describes the general framework on
which we formulate our inference problem. Based on the framework, we then in-
troduce two classical methods to tackle the inference problem. In Chapter 3, we
review Kalman filter and its generalization, extended Kalman filter. In addition, we
derive extended Kalman filter based on second order approximation (the standard
approach uses linear approximation only). In Chapter 4, we give review on particle
filter. We build up the algorithm step by step, starting from the simplest Monte
Carlo method. The next two chapters are devoted to the development of two new
methods, locally-linearized particle filters. In Chapter 5, we introduce our first al-
gorithm, LLPF I and in Chapter 6, we introduce a modified particle filter which we
call LLPF II. Two simulation studies have been done and the results are summarized




We restrict ourselves to non-linear Markovian state-space models with Gaussian
noises. We assume that the unobserved(hidden) state {xt ; t ∈ N},xt ∈ Rk1 is a
Markov process with initial distribution p(x0) and transition equation xt = f (xt−1)+
wt , where f : Rk1→Rk1 is a smooth function and wt is the process noise having inde-
pendent k1-dimensional Gaussian distribution with mean 0 and covariance matrix
W . At each time t, an observation yt ∈ Rk2 is made according to yt = g(xt)+ vt ,
where g : Rk1 → Rk2 is smooth function and vt is assumed to be k2-dimensional
Gaussian white noise with zero mean and covariance matrix V . For sake of sim-
plicity, the dependence of structure of xt on xt−1 and yt on xt are assumed to be
time-independent. All algorithms described in the thesis can be easily generalized
to cases where the dependence structure are time-dependent.
To sum up, the model can be described as:
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xt = f (xt−1)+wt , (2.0.1)
yt = g(xt)+ vt , (2.0.2)
wt ∼iid N(0,W ), (2.0.3)
vt ∼iid N(0,V ). (2.0.4)
for t ≥ 1, where xt are k1-dimensional vectors that represent the unobserved state of
the system; yt are k2-dimensional observations. The process noise wt is a vector of
dimension k1, having multivariate Gaussian distribution with covariance matrix R;
the observation noise vt is a vector of dimension k2, having multivariate Gaussian
distribution with covariance matrix S. Note that the conditional density functions
p(xt |xt−1) and p(yt |xt) can be written out explicitly.
p(xt |xt−1) = |(2pi)k1W |− 12 exp{−12(xt− f (xt−1))
TW−1(xt− f (xt−1))},
p(yt |xt) = |(2pi)k2V |− 12 exp{−12(yt−g(xt))
TV−1(yt− f (xt))}.
We denote [x0,x1, ...,xt ] as x0:t and [y,y2, ...,yt ] as y1:t .
Our main task is to infer about the posterior distribution p(x0:t |y1:t) and its marginal




for some function h. Using Bayes theorem, the posterior distribution can be ex-
pressed as
p(x0:t |y1:t) = p(y1:t |x0:t)p(x0:t)´ p(y1:t |x0:t)p(x0:t)dx0:t
∝ p(y1:t |x0:t)p(x0:t).
By our model assumption, each xt only depends on its predecessor and each yt only
depends on xt . Therefore the posterior distribution can be factored as





The above expression looks simple, but making inference from it is a difficult task.
Moreover, we desire our estimates to be on-line. That is to say, when a new obser-
vation yt+1 comes in, we do not have to re-estimate. Instead, we only have to alter
our previous estimates to obtain new ones. For this reason, Markov Chain Monte
Carlo method is not suitable for these problems because it will have to sample from
the joint distribution p(x0:t |y1:t) at every time t. Information from previous runs is
not fully utilized.
In the next chapter, we will introduce the extended Kalman filter which approximate
the above distribution with one that is easier to handle. In Chapter 4, we introduce
particle filter that approximate this distribution by drawing representative sample
from it.
The following is an real example of such system.
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Example 1. Bearings-only Target Tracking
Consider a target that moving on the x− y plane according to the following model
xt = Φxt−1+Γwt ,




1 1 0 0
0 1 0 0
0 0 1 1










The first and the third entries of xt denote the coordinate of the target in a plane,
while the second and the fourth entries denote its velocity along the plane. Thus
all information about the position and velocity of the target at time t is contained
in xt . At each time t, there is a fixed sensor (observer) at origin who takes a noisy









This chapter aims at introducing extended Kalman filter and deriving its algorithm
based on second-order approximation. For illustration purpose, we first introduce
Kalman filter and show why it is optimal for linear systems with Gaussian noise.
The derivation of extended Kalman filter is thus straight forward, except that at
certain points we need to take approximations. This is done in Section 3.4 onwards.
3.1 Kalman filter
Consider the dynamic system described by 2.0.1 to 2.0.4. When both f and g are
linear functions, the system can be re-written as:
xt = F× xt−1+G+wt (3.1.1)
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yt = H× xt + J+ vt (3.1.2)
wt ∼ iid N(0,W ) (3.1.3)
vt ∼ iid N(0,V ) (3.1.4)
where F is a matrix of dimension k1 times k1, G is a vector of length k1, H is a
matrix of dimension k2 times k1, J is a vector of length k2, “×” denotes matrix
multiplication.
If the initial state x0 follows a Gaussian distribution, it is ready to see that the joint
distribution of yt and xt is Gaussian. Furthermore, the conditional distribution of
p(xt |yt) is Gaussian and can be represented by a mean vector xˆt|t and a covariance
matrix Pˆt|t .
Kalman filter gives out an explicit procedure to calculate these two quantities. Its
algorithm can be summarized as the followings:
1. Initializing: choose initial estimates xˆ0|0 and Pˆ0|0; set t = 1
2. Prediction:
(a) Predict state estimate: xˆt|t−1 = F× xˆt−1|t−1+G
(b) Predict estimate covariance: Pˆt|t−1 = F× Pˆt−1|t−1×FT +W
3. Updating:
(a) Innovation: y˜t = yt−H× xˆt|t−1
(b) Innovation covariance: Qt = H× Pˆt|t−1×HT +V
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(c) Optimal Kalman gain: Kt = Pˆt|t−1×HT ×Q−1t
(d) Updated state estimate: xˆt|t = xˆt|t−1+Kt× y˜t
(e) Updated estimate covariance: Pˆt|t = (I−Kt×Ht)Pˆt|t−1
3.1.1 Justification of Kalman filter
To show the optimality of Kalman filter, it suffices to show that the distribution
p(xt |y1:t) is Gaussian with mean xˆt|t and variance Pˆt|t . We shall prove this by induc-
tion.
By induction assumption, we have: xt−1|y1:t−1 ∼ N(xˆt−1|t−1, Pˆt−1|t−1).
Prediction step From 3.1.1, it is easy to see that xt |y1:t−1 is normally distributed
with mean and variance given by:








Comparing with the Kalman filter algorithm, we see that xˆt|t−1 and Pˆt|t−1 are exactly
the conditional expectation and conditional variance of xt |y1:t−1.
The next step is to compute the posterior distribution of xt |y1:t .
Updating step Observe that yt |xt is normally distributed with mean Hxt + J and
variance V . Hence conditioning on y1:t−1, (xt ,yt) has a joint normal distribution




























Var[xt |y1:t−1] Cov(xt ,yt |y1:t−1)








Using the formula for conditional distribution of normal random vector, we see that
xt |y1:t has a normal distribution with mean and variance given by:
E[xt |y1:t ] = E[xt |y1:t−1]+Cov(xt ,yt |y1:t−1)Var(yt |y1:t−1)−1(yt−E[yt |y1:t−1])
= xˆt|t−1+ Pˆt|t−1HT (HPˆt|t−1HT +V )−1(yt−Hxˆt|t−1+ J)
Var[xt |y1:t ] = Var[xt |y1:t−1]−Cov(xt ,yt |y1:t−1)Var(yt |y1:t−1)−1Cov(xt ,yt |y1:t−1)T
= Pˆt|t−1− Pˆt|t−1HT (HPˆt|t−1HT +V )−1HPˆt|t−1
Comparing with the Kalman filter algorithm, we see that in the algorithm xˆt|t and
Pˆt|t are exactly the posterior mean and variance of xt |y1:t . Since p(xt |y1:t) has a
normal distribution, we have shown that Kalman filter gives exact estimates of the
posterior distribution, under the assumption of linear system and Gaussian noises.
3.2 Extended Kalman Filter
Kalman filter requires the dynamic system, described in 2.0.1 to 2.0.4, to be linear.
However, there are often more complex systems that are highly non-linear, in which
case Kalman filters are not directly applicable. Extended Kalman filter is an gener-
alization of Kalman filter that can be applied to these problems. It is an algorithm
based on linear (or higher-order) approximations of the system. In this section, we
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derive the extended Kalman filter based on second-order approximation.
For sake of simplicity, we first demonstrate and derive the one-dimensional ex-
tended Kalman filter. This is a special case where xt and yt are both scalars. We
then generalize our algorithms to higher dimensional spaces later.
3.2.1 One-dimensional EKF
Consider the model described in Chapter 2, assume that xt and yt are of dimension 1
(k = 1). The one-dimensional extended Kalman filter can be implemented through
the following steps:
1. Initializing: choose initial estimates xˆ0|0 and Pˆ0|0; set t = 1
2. Prediction:
(a) Predict state estimate: xˆt|t−1 = f (xˆt−1|t−1)+ 12 f
′′(xˆt−1|t−1)Pˆt−1|t−1
(b) Predict estimate covariance:
Pˆt|t−1 = [ f ′(xˆt−1|t−1)]2Pˆt−1|t−1+ 12 [ f
′′(xˆt−1|t−1)]2[Pˆt−1|t−1]2+W
3. Updating:
(a) Innovation: y˜t = yt−g(xˆt|t−1)− 12g′′(xˆt|t−1)Pˆt|t−1
(b) Innovation covariance:
Qˆt = [g′(xˆt|t−1)]2Pˆt|t−1+ 12 [ f
′′(xˆt−1|t−1)]2[Pˆt|t−1]2+V
(c) Optimal Kalman gain: Kt = Pˆt|t−1×g′(xˆt|t−1)× Qˆ−1t
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(d) Updated state estimate: xˆt|t = xˆt|t−1+Kt× y˜t
(e) Updated estimate covariance: Pˆt|t = (1−Kt×g′(xˆt|t−1))Pˆt|t−1
where f ′ and f ′′ denote the first and second derivative of f
3.2.2 Derivation of Extended Kalman Filter
In this subsection, we derive the one-dimensional extended Kalman filter based
on second-order approximations.The derivation is similar to that of Kalman filter.
We make two crucial assumptions. First, the posterior distribution p(xt |y1:t−1) can
be approximated by a normal distribution. The second assumption is that the joint
distribution p(xt ,yt) can be approximated by a multivariate normal distribution. For
both distributions, we use Taylor expansion to estimate their means and variances.
Prediction Step Suppose at time t−1, we have obtained an estimate of xt−1 and
its covariance matrix, denoted as xˆt−1|t−1 and Pˆt−1|t−1. Assume that xt−1|y1:t−1 ∼
N(xˆt−1|t−1, Pˆt−1|t−1), we would like to estimate p(xt |y1:t−1). By our assumption,
this is a normal distribution. To estimate its mean and variance, we consider the
Taylor expansion of f (xt−1) around xˆt−1|t−1:
f (xt−1) = f (xˆt−1|t−1)+ f ′(xˆt−1|t−1)(xt−1− xˆt−1|t−1)+
1
2
f ′′(xˆt−1|t−1)(xt−1− xˆt−1|t−1)2+O(|xt−1− xˆt−1|t−1|3).
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Substitute into 2.0.1, we obtain:




+O(|xt−1− xˆt−1|t−1|3)+wt . (3.2.1)
Taking expectation on both sides yields:








here we are using the assumption that xt−1|y1:t−1 ∼ N(xˆt−1|t−1, Pˆt−1|t−1)
Ignoring the error term, we have:




To estimate the variance of p(xt |y1:t−1) we compute the variance of RHS of 3.2.1:
15




[ f ′′(xˆt−1|t−1)]2Var[(xt−1− xˆt−1|t−1)2]
+ f ′(xˆt−1|t−1) f ′′(xˆt−1|t−1)Cov[(xt−1− xˆt−1|t−1),(xt−1− xˆt−1|t−1)2]
+Var(wt)+O(|xt−1− xˆt−1|t−1|4)
= [ f ′(xˆt−1|t−1)]2Pˆt−1|t−1+
1
4
[ f ′′(xˆt−1|t−1)]2Var[(xt−1− xˆt−1|t−1)2]
+ f ′(xˆt−1|t−1) f ′′(xˆt−1|t−1)Cov[(xt−1− xˆt−1|t−1),(xt−1− xˆt−1|t−1)2]
+W +O(|xt−1− xˆt−1|t−1|4). (3.2.3)
To compute the second term in 3.2.3, note that xt−1|y1:t−1 ∼ N(xˆt−1|t−1, Pˆt−1|t−1)
implies that (xt−1− xˆt−1|t−1)2/Pˆt−1|t−1 has a Chi-square distribution with degree of
freedom 1, which has variance 2. Hence:
Var[(xt−1− xˆt−1|t−1)2] = 2[Pˆt−1|t−1]2 (3.2.4)
The covariance term (third term in 3.2.3) is 0 since:
Cov[(xt−1− xˆt−1|t−1),(xt−1− xˆt−1|t−1)2] = E[(xt−1− xˆt−1|t−1)3] = 0.
Ignoring higher order terms, we obtain an estimate of the variance of xt |y1:t−1:
Pˆt|t−1 = [ f ′(xˆt−1|t−1)]2Pˆt−1|t−1+
1
2
[ f ′′(xˆt−1|t−1)]2[Pˆt−1|t−1]2+W. (3.2.5)
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Comparing 3.2.5 with the extended Kalman filter algorithm, we see that xˆt|t−1
and Pˆt|t−1 in the algorithm are estimates of the posterior mean and variance of
p(xt |y1:t−1) respectively.
Updating Step Suppose now a new observation yt is available, we would like to
update the estimate of xt based on y1:t
We know that xt |y1:t−1 ∼ N(xˆt|t−1, Pˆt|t−1), where xˆt|t−1 and Pˆt|t−1 are given in 3.2.2













Var(xt |y1:t−1) Cov(xt ,yt |y1:t−1)
Cov(yt ,xt |y1:t−1) Var(yt |y1:t−1)

 .
To obtainp(xt |y1:t), we estimate the mean and variance of in the above expression
and use the formula for conditional distribution in normal random vectors. We al-
ready have the estimate of E[xt |y1:t−1] and Var[xt |y1:t−1], which are xˆt|t−1 and Pˆt|t−1
respectively. Our estimates of the remaining terms are based on Taylor expansion
of g(xt).





Substitute into 2.0.2, we have:
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Take expectation on both sides of 3.2.6 and ignore higher order terms, we obtain an





The conditional variance of RHS of 3.2.6 is estimated by:




Cov[(xt− xˆt|t−1),(xt− xˆt|t−1)2]+V +O(E|xt−1− xˆt−1|t−1|4). (3.2.8)
Var[(xt − xˆt|t−1)2] can be computed using similar method as in the computation of
3.2.4:
Var[(xt− xˆt|t−1)2] = 2[Pˆt|t−1]2 (3.2.9)
The covariance term in 3.2.8 is 0 since:
Cov[(xt− xˆt|t−1),(xt− xˆt|t−1)2] = E[(xt− xˆt|t−1)3] = 0 (3.2.10)
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Combining 3.2.8, 3.2.9 and 3.2.10, we have
Var[yt |y1:t−1] = [g′(xˆt|t−1)]2Pˆt|t−1+
1
2
[ f ′′(xˆt−1|t−1)]2[Pˆt|t−1]2+V +O(E|xt−1− xˆt−1|t−1|4)





Finally, we estimate the covariance of xt and yt :
Cov(xt ,yt) = Cov(xt− xˆt|t−1,yt)
= E{(xt− xˆt|t−1)[g(xˆt|t−1)+g′(xˆt|t−1)(xt− xˆt|t−1)+
1
2
g′′(xˆt|t−1)(xt− xˆt|t−1)2+ vt ]}+O(E|xt−1− xˆt−1|t−1|4)




By the assumption that xt ∼ N(xˆt|t−1, Pˆt|t−1), we have:
Cov(xt ,yt |y1:t−1) = g′(xˆt|t−1)Pˆt|t−1+O(E|xt−1− xˆt−1|t−1|4). (3.2.11)
Ignoring higher order term, we obtain an estimate of Cov(xt ,yt |y1:t−1):
ˆCov(xt ,yt |y1:t−1) = g′(xˆt|t−1)Pˆt|t−1. (3.2.12)
19












Pˆt|t−1 ˆCov(xt ,yt |y1:t−1)




where yˆt|t−1 = g(xˆt|t−1)+ 12g
′′(xˆt|t−1)Pˆt|t−1, ˆCov(xt ,yt |y1:t−1) = g′(xˆt|t−1)Pˆt|t−1 and
Qˆt = [g′(xˆt|t−1)]2Pˆt|t−1+ 12 [ f
′′(xˆt−1|t−1)]2[Pˆt|t−1]2+V .
Thus, conditioning on y1:t , xt has a normal distribution N(xˆt|t , Pˆt|t). Its mean and
variance is given by:
xˆt|t = xˆt|t−1+g′(xˆt|t−1)Pˆt|t−1(yt− yˆt|t−1)/Qˆt , (3.2.13)
Pˆt|t = Pˆt|t−1− [g′(xˆt|t−1)Pˆt|t−1]2/Qˆt . (3.2.14)
Comparing with the extended Kalman algorithm, we see that xˆt|t and Pˆt|t in the
algorithm correspond to the above estimates of mean and variance of p(xt |y1:t).
3.2.3 Multidimensional Extended Kalman Filter
In this subsection, we extend the result in 2.1 to the case when xt is of dimensional
k1 ≥ 1 and yt is of dimension k2 ≥ 1.
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Notation We use superscripts to denote each entry of xt , yt , f (xt) and g(xt).





T and f (xt) = [ f (1)(xt), ..., f (k1)(xt)]. The Jacobian
matrix of f (xt) is denoted as J f (xt), i.e., J f (xt) is an k1× k1 matrix with i, j-th
component being the partial derivative of f (i)(xt) with respect to x
( j)
t ; Jg(xt) is an
k1× k2matrix with i, j-th component being ∂ f
(i)(xt)
∂x( j)t
. The Hessian matrix of f (i)(xt)






which is the second order partial derivative of fi with
respect to xi and x j. tr(A) denotes the trace of a square matrix A. ei denotes a vector
of length k1 with the all entries being 0 except the i-th entry being 1.
Algorithm
1. Initializing: choose initial estimates xˆ0|0 and Pˆ0|0; set t = 0
2. Prediction:
(a) Predict state estimate: xˆt|t−1 = f (xˆt−1|t−1)+12 ∑
k1
i=1 eitr(H f (i)(xˆt−1|t−1)Pˆt−1|t−1)




(a) Innovation: y˜t = yt−g(xˆt|t−1)− 12 ∑k2i=1 eitr(Hg(i)(xˆt|t−1)Pˆt|t−1)
(b) Innovation covariance: Qˆt = Jg(xˆt|t−1)Pˆt|t−1[Jg(xˆt|t−1)]T + 12St +V




(d) Updated state estimate: xˆt|t = xˆt|t−1+Kt× y˜t
(e) Updated estimate covariance: Pˆt|t = (I−Kt× JTg (xˆt|t−1))Pˆt|t−1
where Rt is a k1× k1 matrix with the entry in i-th row j-th column given by
tr[H f (i)(xˆt−1|t−1)Pˆt|tH f ( j)(xˆt−1|t−1)Pˆt|t ],
St is a k2× k2 matrix with the component in i-th row j-th column given by
tr[Hg(i)(xˆt|t−1)Pˆt|t−1Hg( j)(xˆt|t−1)Pˆt|t−1].




Another approach to estimate the unobserved variable in a non-linear state-space
model is particle filter (or bootstrap filter, sequential Monte Carlo method), pro-
posed by Gordon et al. (1993). It is a simulation based method which uses discrete
samples to represent the target posterior distribution. Starting with basic Monte
Carlo method, we build up the particle filter algorithm step by step in this chapter.
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4.1 Basic Monte Carlo Method and Importance Sam-
pling
We begin our discussion by re-stating the state-space model in the following (equiv-
alent) way:
p(x0)
p(xt |xt−1) f or t ≥ 1 (4.1.1)
p(yt |xt) f or t ≥ 1 (4.1.2)
i.e., the unobserved state variable xt are modeled as a Markov process with ini-
tial distribution p(x0) and transition kernel p(xt |xt−1); the observations yt are as-
sumed to conditionally depend on each xt only, according to the distribution func-
tion p(yt |xt).
Of interest is the estimation of the state variables x0:t and related quantities when
the observations yt are available, for example the expectation of h(x0:t) conditioning
on y1:t , where h is some measurable function. Of particular interest is the case when
h(x0:t) = xt . According to West and Harrison (1989), the optimal estimate is given
by the Bayes solution:
´
h(x0:t)p(x0:t |y1:t)dx0:t . In addition, the computation of
the optimal solution must be on-line, i.e., when new data yt+1becomes available,
we are able to compute the new estimates by modifying the old ones. In contrast,
non-online estimations recomputes the desired quantities each time.
Basic Monte Carlo method approximate the optimal solution by generating iid
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samples (particles) directly from our target distribution p(x0:t |y1:t). Suppose that
we are able to generate random trajectories {X (1)0:t ,X (2)0:t , ...,X (N)0:t } independently
and identically according to the density function p(x0:t |y1:t), our desired quantity´















h(x0:t)p(x0:t |y1:t)dx0:t , as n→ ∞
In practice however, sampling directly from the target density p(x0:t |y1:t) can be
non-trivial. One solution is to apply importance sampling technique: generate i.i.d.
samples {X (i)} from another density function q(x0:t |y1:t) , which is called proposal






w(X (i))h(X (i)0:t )
where wt(X
(i)






















An advantage of importance sampling is that the normalizing constant for the tar-
get density f need not be known, which is extremely useful in practice, where the
computation of the normalizing constants is often difficult and time-consuming.
Suppose what we know is a multiple of the true density: pˆ = c× p, where c is an



























[p(x0:t |y1:t)/q(x0:t |y1:t)]× q(x0:t |y1:t)dx0:t = c. Applying the
Continuous Mapping Theorem, we see that (3.1) converges to
´
h(x0:t)p(x0:t |y1:t)dx0:t ,
which is our desired quantity.
4.2 Sequential Importance Sampling
The importance sampling method can be modified so that when a new observa-
tion yt+1 becomes available, the simulated trajectories {X (i)0:t } need not be changed.
Whenever a new observation comes in, new particles are generated and added to
each old trajectory {X (i)0:t }, and weights are updated accordingly. This method is
called sequential importance sampling.
Assume that our importance function q(x0:t+1|y1:t+1) can be decomposed in the
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following way:





That is, we generate {X (i)t+1} conditioning on observation yt+1 and past trajectories
{X (i)0:t }. Our new sample thus consists of {X (i)1:t+1}, which are the new trajectories up
to time t+1.
The target distribution p(x0:t |y1:t) can be decomposed as the following:










= wt× p(xt+1|xt)p(yt+1|xt+1)q(xt+1|x0:t ,y1:t+1) .
A convenient choice of the importance function is to use the transition density of
the process, i.e., q(xt+1|x0:t ,y1:t+1) = p(xt+1|xt). In this case, the weights have a
simple updating formula: wt+1 = wt × p(yt+1|xt+1). In the following sections, we
restrict ourselves to the use of the above choice of importance function.





(b) Sample {X (1)0 ,X (2)0 , ...,X (N)0 } from the initial distribution p(x0). Set all
weights to be equal, i.e. w(1)0 = w
(2)
0 = ...= w
(N)
0 = 1/N.
2. SIS step (at time t)
(a) for each i, sample X¯ (i)t+1 according to the transition equation 4.1.1, i.e.:
X¯ (i)t+1 ∼ p(X¯ (i)t+1|X (i)t ).
(b) update weights according to 4.1.2:
w¯(i)t+1 = w
(i)
t × p(Yt+1|X (i)t+1).
4.3 Particle Filter
Although SIS method works decently for some models, a major issue associated
with SIS is the weight degeneracy problem. In most scenarios, the variance of
the weights increases exponentially with the time parameter (Chopin 2004). A
common situation is that after a certain period of time, only a few (or even one) of
the particles has non-zero weights; the rest of the weights are virtually zero. As a
result, SIS is usually inefficient in high-dimensional problems (Robert and Casella,
2004).
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A remedy for the problem of weight degeneracy is to combine SIS with the idea of
resampling (Rubin 1987). The resulting algorithm, called particle filter, was first
proposed by Gordon et al. at 1993. It adds an additional resampling stage to the
SIS, where in this stage, particles are resampled with probability proportional to
their respective weights. The details of the resampling stage is the following:
1. Resampling step






(b) Sample independently with replacement from {X¯ (1)t+1, X¯ (2)t+1, ..., X¯ (N)t+1} ac-
cording to multinomial distributions; probabilities are equal to their nor-
malized weights.
(c) rename the new sample by {X (1)t+1,X (2)t+1, ...,X (N)t+1}; recover equal weights:
w(i)t+t = 1/N, for all i.
(d) Let t=t+1 and go to step 2.
Resampling does not have to take place at every iteration. It is more common to re-
sample only when the degeneracy is too high. The degeneracy is often measured by
effective sample size (ESS). ESS is defined as ESSt = 1/∑Ni=1(w
(i)
t )
2. It equals to 1
at the beginning, when all weights are equal, dereases during sequantial importance
sampling and recovers to 1 after resampling. In practice, certain threshould value
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for ESS can be set up before hand and when ESS falls below this value, resampling
is conducted.
4.4 Mixture Kalman Filter (Rao-Blackwellized PF)
For some models, where certain components of the state variables can be integrated
out, it is possible to device special algorithms that sample from a subspace of the
state spaces. This technique, called marginalization (or Rao-Blackwellization), is
an application of the Rao-Blackwell Theorem (Casella and Robert 2004). In this
subsection, we focus on a special type of state-space model, conditional dynamic
linear model (CDLM).
Conditional dynamic linear model has been widely use in practice (Liu and Chen
2000). It is defined as follows:
xt = Fλt (xt−1)+Gλt +wt
yt = Hλt (xt)+ Jλt + vt
where λt , is an unobserved indicator process with known probabilistic structure; it
can be either continuous or discrete; for each value λt takes, Hλt , Gλt , Hλt and Jλt
are matrices whose coefficients are known; wt and vt are Gaussian white noises:
wt ∼ N(0,W ), vt ∼ N(0,V ). Conditioning on each realization of λt , CDLM is a
linear system, and for such systems, Kalman filter can be used to obtain the exact
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posterior distribution. Therefore an efficient filter only have to sample from the
indicator space, i.e., generate samples from p(λ0:t |y1:t).




0:t ] are sampled from a trial distribution.
Conditioning on each realized trajectory λ (i)0:t , Kalman filter is applied to obtain the
posterior mean and posterior variance of xt . Denote the results from Kalman filter
applied on each trajactory as KF(i)t . The posterior distribution of xt can then be
esimated by a mixture of {KF( j)t , j = 1,2, ...N}.
The algorithm can summarized as follows:
1. Initializing step
Set t=0; sample {λ (1)0 ,λ (2)0 , ...,λ (N)0 } iid from p(λ0); increase t by 1.
2. Updating step
Generate {λ (1)t ,λ (2)t , ...,λ (N)t } from a trial distribution q(λt+1|λ0:t ,KF( j)t )
Conditioning on each trajectory {KF( j)t ,yt+1,λ ( j)t+1}, apply one-step Kalman
filter to obtain KF( j)t+1, the Kalman estimate at time t
Update the new weight as w( j)t+1 = w
( j)
t ×u( j)t+1, where
u( j)t+1 =
p(λ0:t+1|y0:t+1)
p(λ0:t |y0:t)q(λt+1|λ0:t ,KF( j)t )
. (4.4.1)
3. Resampling step
Resample from the trajectories{KF( j)t ,yt+1,λ ( j)t+1}, with probability propor-
tional to their respective weights.
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Chapter 5
Locally-linearized Particle Filter I
One of the major drawbacks of particle filter is the path degeneracy problem. Be-
cause particles with high weights are being multiplied each time, it may happen that
all particles come from the same ancestor after a few iterations.
In a hope to tackle this problem, we propose a new method, called locally-linearized
particle filter (LLPF I) that combines the idea of linearization and sequential impor-
tance resampling. In this new method, the dynamical noise wt is realized only
partially in a particle, leaving the unrealized part as a system that can be effectively
approximated by extended Kalman filter.
The method is motivated by observing that the process noise wt is a normal ran-
dom variable, which is equivalent to the sum of two independent normal random
variables. We start by rewriting the model equation 2.0.1 as:
xt = f (xt−1)+λt +ηt . (5.0.1)
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where λt and ηt are independent random variables with distributions given by:
λt ∼ N(0,ρ2W ) (5.0.2)
ηt ∼ N(0,(1−ρ2)W ) (5.0.3)
where ρ is a pre-determined parameter.
At each iteration, [λ (1)t , ...,λ
(N)
t ] are sampled according to 5.0.2. Conditioning on
each realization (treating each λt as a constant), extended Kalman filter is applied
to obtain the posterior estimates of E[xt+1] and Var(xt+1). This method can be
regarded as a variation of the mixture Kalman filter described in Chapter 4. The
only difference is that in mixture Kalman filter, conditioning on each λt , the exact
posterior distribution of xt can be obtained by Kalman filter; while in this new
method, we approximate the posterior distribution using extended Kalman filter.
The weights can be updated in a similar fashion. According to 4.4.1, the weights
are updated as




p(λ0:t |y0:t)q(λt+1|λ0:t ,KF( j)t )
=
p(λt+1|λ0:t ,y0:t)p(yt+1|λ0:t+1,y0:t)
q(λt+1|λ0:t ,KF( j)t )
where q(λt+1|λ0:t ,KF( j)t ) is sampling density of λt+1, which equals to p(λt+1|λ0:t ,y0:t).
Hence the weights are updated according to




p(yt+1|λ0:t+1,y0:t) can be obtained as a by-product of the extended Kalman filter (it
is the predicted variance of yt+1).
In summary, the locally-linearized particle filter can be implemented in the follow-
ing way1:
1. Initializing step
Set t=0; for j=0,...,n, sample initial values xˆ( j)0 and Pˆ
( j)
0 ; increase t by 1.
2. Updating step
Generate {λ (1)t+1,λ (2)t+1, ...,λ (N)t+1} from N(0,ρ2R)
Conditioning on each trajectory {KF( j)t ,yt+1,λ ( j)t+1}, apply one-step extended
Kalman filter by iteratively computing the following:





Pˆ( j)t+1|t = Pˆ
( j)
t|t +(1−ρ2)W
yˆ( j)t+1|t = g(xˆ
( j)
t+1|t)

















( j)]−1(yt− yˆ( j)t+1|t)














1for sake of simplicity, the extended Kalman filter used here is the first-order (linear) version. It
can be replaced by the second-order version described in Chapter 3
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Update the new weight as w( j)t+1 = w
( j)
t ×u( j)t+1, where





(yt+1− yˆt+1|t)T × ˆVar(yt+1)−1× (yt+1− yˆt+1|t))
(5.0.4)
3. Resampling step
Resample from xˆ( j)t+1, Pˆ
( j)
t+1 according to their respective weights; increase t by
1 and go to step 2.
Compare to particle filter, the process noise in LLPF I is not realized fully. The
unrealized part of the noise helps to “shift back” particles when they are too far
away from the target posterior distribution. In standard particle filter, some particles
might be generated at areas where the observations are unlikely to happen and those
particles are assigned low weights. This is a source of path degeneracy problem
because these particles are more likely to be discarded during resampling stage.
While in LLPF I, two things might help to reduce path degeneracy: first, since only
part of the process noise is realized, particles in areas where p(yt |xt) is low are less
likely to be generated, provided that our estimate at previous time perior is fairly
accurate; second, the unrealized part is approximated by extended Kalman filter.
When this approximate is close, the estimates of the state variable tends to shift
back towards the target area.
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Chapter 6
Locally-linearized Particle Filter II
In this chapter, we introduce another algorithm that combines the idea of extended
Kalman filter and particle filter. We call it LLPF II.
6.1 Motivation
Recall that in Chapter 5, we introduced the LLPF I, which is motivated by splitting
the process noise into two parts:
xt = f (xt−1)+λt +ηt
λt ∼ ρ2N(0,W )
ηt ∼ (1−ρ2)N(0,W )
Conditioning on each realization of λt , we applied the extended Kalman filter to the
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remaining system. When the remaining system is close to a linear one, this algo-
rithm can be effective. However, estimates from LLPF I might be biased because of
the approximation. To correct this bias, what we can do is to sample from the ap-
proximated posterior distribution given by extended Kalman filter, and assign each
particle a correct weight.
6.2 Algorithm
The algorithm of LLPF II can be implemented through the following steps:
choose ρ : 0 < ρ < 1 before initializing.
1. Initialize
For i=0,...,n, sample initial values x(i)0 and Pˆ
(i)
0 ; set w
(i)
0 = 1;set t = 1.
2. Particle filter update





For each x˜t (i) and Pˆ
(i)
t−1|t−1, perform extended Kalman filter in the following




i. Predict state estimate: xˆt|t−1 = x˜t (i)
ii. Predict estimate covariance: Pˆt|t−1 = Pˆt−1|t−1+(1−ρ2)W
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(b) Updating:
i. Innovation: y˜t = yt− Jg(xˆt|t−1)× xˆt|t−1
ii. Innovation covariance: Qt = Jg(xˆt|t−1)× Pˆt|t−1× Jg(xˆt|t−1)T +V
iii. Optimal Kalman gain: Kt = Pˆt|t−1× Jg(xˆt|t−1)T ×Q−1t
iv. Updated state estimate: xˆt|t = xˆt|t−1+Kt× y˜t
v. Updated estimate covariance: Pˆt|t = (I−Kt× Jg(xˆt|t−1))Pˆt|t−1
4. Sample from posterior









p(x(i)t |x˜t (i))p(yt |x(i)t )
q(x(i)t |y1:t , x˜t (i))
,
where the density functions are given by
p(x(i)t |x˜t (i)) = exp(−
1
2




t − x˜t (i)))




q(x(i)t |y1:t , x˜t (i)) = exp(−
1
2
(x(i)t − xˆ(i)t|t )T Pˆ−1t|t (x
(i)
t − xˆ(i)t|t ))
5. Resample
Resample x(i)t with probability proportional to their respective weights.
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6.3 Justification
We show that LLPF II is a variation of particle filter.
Let the sampling function in LLPF II be p∗ (xt |xt−1) and the weight function being
w∗ (xt |y1:t ,xt−1). Since
ˆ
p(xt |xt−1)p(yt |xt)dxt−1 = p(yt ,xt) ∝ p(xt |yt)
It suffices to show that p∗ and w∗ satisfy:
ˆ
p∗ (xt |xt−1)w∗ (xt |y1:t ,xt−1)dxt−1 =
ˆ
p(xt |xt−1)p(yt |xt)dxt−1
The next step is to write out an explicit expression of the sampling density p∗.
Let x˜t is the random variable generated in step 2 of the algorithm, p1(|xt−1) be
the density function of a Gaussian distribution with mean xt−1 and variance ρ2W
and p2(|x˜t) be the Gaussian density function with mean x˜t and variance (1−ρ2)W .
Note that
´
p1(x˜t |xt−1)p2(xt |x˜t)dx˜t = p(xt |xt−1).
We have x˜t ∼ p1(x˜t |xt−1). For each simulated x˜t , the Kalman update (step 3) pro-
duce a posterior distribution and draw xt from that distribution, denote the density of
this distribution as p3(xt |x˜t ,y1:t). Hence, the sampling function p∗ is the algorithm
can be expressed as:
p∗ (xt |xt−1) =
ˆ
p1(x˜t |xt−1)p3(xt |x˜t ,y1:t)dx˜t
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Observe that in the algorithm, the weight function w∗= p2(xt |x˜t)p(yt |xt)/p3(xt |x˜t ,y1:t),
we have:
ˆ
p∗ (xt |xt−1)w∗ (xt |y1:t ,xt−1)dxt−1
=
ˆ ˆ
p1(x˜t |xt−1)p3(xt |x˜t ,y1:t)dx˜tw∗ (xt |y1:t ,xt−1)dxt−1
=
ˆ ˆ





This shows that in LLPF II, the combination sampling function p∗ and weight func-
tion w∗ is a correct estimate of the posterior distribution function p(xt |yt).
6.4 Comment
The intuition why this method might work better than particle filter is that it uses
the approximated posterior distribution as proposal distribution. The approximated
posterior distribution might be closer to the actual posterior compared to the pro-
posal in particle filter. This is because the proposal in LLPF II takes account of the
observation at time t, whereas the proposal in particle filter uses information only
up to time t− 1. Therefore, LLPF II is a “looking ahead” method. The advantage
of looking into future is that it tends to propose values in areas where the poste-
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To evaluate the performance of our proposed algorithm, we conducted a simulation
study to compare the performance of extended Kalman filter, particle filter, LLPF
I and LLPF II. We used the following example for our numerical simulation. This
example has been used by Kitagawa (1987), Carlin et.al (1992) and Gordon et.al
(1993).















where xt , yt , wt and vt are all univaritate random variables.
In the study, we set the initial state x0 to be 0.1 and generated hidden state xt and
observations yt according to the model for 50 steps. To assess the performance of
each method, we need to have a true posterior. This is obtained by running particle
filter with a very large number of particles (10,000,000 particles). We treated the
estimated mean as the true posterior mean. For each method except the extended
Kalman filter, we use 1,000 particles and run 1,000 times and we set threshould for
resampling at 300, i.e., resample if the number of effective sample size became less
than 300.
For each run, we measure the difference between the estimated mean of the poste-
rior distribution and the “true” posterior mean at the last step, t = 50. Evaluation
was based on mean error, mean absolute error and mean squared error. Moreover,
the average number of resampling is presented to measure the degree of degeneracy
for each method (excluding EKF). Higher number of resampling indicates that ef-
fective sample size declines quickly and frequently falls below the threshould value.
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Finally, we use average computing times to assess the computational costs for each
method.
7.2 Results
Figure 7.2.1 shows the posterior estimates from one run at t = 50. The histogram
comes from the “true” posterior distribution. The red, green and blue lines are
density estimations from Particle filter, LLPF I and LLPF II respectively.
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Figure 7.2.2: Effective sample sizes for each filter with 1,000 particles and resam-
pling threshould 300



















Figure 7.2.2 shows how effective sample sizes changed in one run. The dotted grey
horizontal line is the resampling threshould (300).
Results from 1000 runs are summarized in Table 7.1:
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EKF 35.3032 1246.316 35.3032 NA 0.003
PF 0.0073 0.0487 0.1588 28.805 0.0493
LLPF I(ρ = 0.1) -0.2348 0.0551 0.2348 10.277 0.0519
LLPF I (ρ = 0.5) -0.22 0.0497 0.2201 9.602 0.0512
LLPF I (ρ = 0.9) -0.1068 0.0444 0.1281 11.085 0.0514
LLPF II (ρ = 0.1) 0.0006 0.0081 0.0697 19.691 0.0981
LLPF II (ρ = 0.5) 0.0002 0.0087 0.0702 19.348 0.0977
LLPF II (ρ = 0.9) -0.0038 0.008 0.0714 22.004 0.099
7.3 Remarks
In this example, the underlying dynamic system is highly non-linear. As a result,
the extended Kalman filter failed to produce the correct estimate of the posterior
distribution. LLPF I was negatively biased and bias decrease as the fraction coeffi-
cient ρ goes to 1. This was expected since when ρ approaches 1, LLPF I becomes
closer to particle filter. When ρ = 0.9, LLPF I even had smaller mean squared error
and mean absolute error than particle filter. The rest two methods, particle filter and
LLPF II are both unbiased. In terms of mean squared error and mean absolute error,
LLPF II outperformed classical particle filter.
The ESS plots shows that LLPF I and LLPF II suffered less from degeneracy prob-
lem as compared to particle filter. This was confirmed by the fact that their average
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resampling times are less than that of particle filter.
Finally, although LLPF II and LLPF I worked better than particle filter, they cost
more computational power to implement. On average, LLPF I took slightly more
time (5%) to implement than particle filter and LLPF II took twice as much time as
particle filter. However, because this is a simple univariate model, all computational





Example 3. Estimating non-linear DGSE models
xt−µ = φ(xt−1−µ)+wt
yt = g(xt)+ vt
wt ∼ N(0,σ2w)
vt ∼ N(0,σ2v )
In economics, the DGSE (stochastic general equilibrium) models can often fit into
the above framework. These models are used in modern macroeconomic theory
to explain and predict the co-movement of time series over the business cycle.
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The function g(xt) may have different forms, which come from different second-
order methods for approximating the DSGE model. Some examples of g(x) are
exp(x),x2,x and sin(x).
In our simulation study, we set σw = σv = 1, µ = 0.5, φ = 0.9 and g(x) = x2. We
first ran a particle filter with 10,000,000 particles and use that sample our “true”
posterior density. Like before, the estimated mean from this run was treated as the
true posterior mean. Performance of each method is measured by the estimated
mean minus the “true” mean. Except for extended Kalman filter, each method is
run 1,000 times with 1,000 particles each time.
8.2 Results
Figure 8.2.1 shows the posterior estimates from one run at t = 50. The histogram
comes from the “true” posterior distribution. The red, green and blue lines are
density estimations from Particle filter, LLPF I and LLPF II.
Results for each methods are summarized in Table 8.1.
8.3 Remarks
The results were similar to that of the first numerical example. Extended Kalman
filter failed because of the non-linearity of the system. LLPF I was still biased, but
when choosing ρ = 0.9, bias is less severe and in terms of squared errors and abso-
lute errors, it worked better than particle filter. LLPF II gave unbiased estimates for
49

























Figure 8.2.2: ESS for Example II






























EKF 2.7096 7.3419 2.7096 NA 0.001
PF -0.0389 0.4827 0.5577 24.099 0.0382
LLPF I(ρ = 0.1) 0.5096 1.1945 0.9082 6.005 0.0428
LLPF I (ρ = 0.5) 0.3125 0.2429 0.4047 8.404 0.0433
LLPF I (ρ = 0.9) -0.0118 0.1686 0.3261 13.93 0.0447
LLPF II (ρ = 0.1) 0.008 0.5415 0.3416 23.516 0.085
LLPF II (ρ = 0.5) 0.0154 0.3352 0.4521 20.324 0.0847
LLPF II (ρ = 0.9) -0.0331 0.1856 0.5593 17.627 0.0836
all ρ’s and overall it had smaller errors than particle filter. In terms of degree of de-
generacy, the ESS plot showed that LLPF I suffered least from degeneracy problem
and LLPF II slightly outperformed particle filter. This was further substantiated by
the average times of resampling for all three filters. Finally, both LLPF I and LLPF




In the thesis, we have proposed two algorithm, LLPF I and LLPF II, for estimating
non-linear dynamic systems. Both methods are based on splitting the process noise
into two parts. The first method, LLPF I, realizes the first part of noise in each
particle and uses linear (or higher-order) functions to approximate the remaining
system. The second method, LLPF II differs from LLPF I in that it draws random
samples from approximated distribution and uses an appropriate weight function to
produce the target sample. Our two numerical examples show that LLPF II gains
significant improvements over earlier methods such as extended Kalman filter and
particle filter and that LLPF I achieve desirable outcomes with proper choice of
tuning parameter ρ . The development of these two methods is an demonstration of
the flexibility and powerfulness of the sequential Monte Carlo framework.
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In this subsection, we extend the result in Section 3.2.2 to the case when xt is of
dimensional k ≥ 1.
Prediction Step By Taylor’s Theorem:






ei(xt− xˆt|t)T H fi(xˆt|t)(xt− xˆt|t)+HOT
where ei is a k1-dimensional vector which the i-th component is 1 and the rests are
0.
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Substitute in to 2.0.1:






ei(xt− xˆt|t)T H fi(xˆt|t)(xt− xˆt|t)+HOT +vk
(A.0.1)
We assume that xt+1, conditioning on y1:t , has a normal distribution. Estimate of
its mean and variance can be computed by A.0.1. For simplicity, in the rest of this
section, the expectation and variance are all conditioning on y1:t .
Taking expectation on A.0.1, we have (note that xt− xˆt|t ∼ N(0, Pˆk|k)):






eiE[(xt− xˆt|t)T H fi(xˆt|t)(xt− xˆt|t)]+HOT (A.0.2)
Since (xt− xˆt|t)T H fi(xˆt|t)(xt− xˆt|t) is a scalar, which equals to its trace, we have:
E[(xt− xˆt|t)T H fi(xˆt|t)(xt− xˆt|t)]
= E{tr[(xt− xˆt|t)T H fi(xˆt|t)(xt− xˆt|t)]}
= tr{E[H fi(xˆt|t)(xt− xˆt|t)(xt− xˆt|t)T ]}
= tr{H fi(xˆt|t)E[(xt− xˆt|t)(xt− xˆt|t)T ]
= tr{H fi(xˆt|t)Pˆt|t}
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Substitute into A.0.2, ignoring higher order term, we obtain as estimate of E[xt+1]:







To obtain an estimate of the covariance matrix of xt+1, we compute the covariance
matrix of RHS of A.0.1:






ei(xt− xˆt|t)T H fi(xˆt|t)(xt− xˆt|t)]+W+HOT
(A.0.4)
The first term is a k1× k1 matrix, where the component in i-th row, j-th column is
given by:
Cov(O fi(xˆt|t)T (xt− xˆt|t)+
1
2




(xt− xˆt|t)T H f j(xˆt|t)(xt− xˆt|t))
=Cov[O fi(xˆt|t)T (xt− xˆt|t),O f j(xˆt|t)T (xt− xˆt|t)]+
1
4
Cov[(xt− xˆt|t)T H fi(xˆt|t)(xt− xˆt|t),(xt− xˆt|t)T H f j(xˆt|t)(xt− xˆt|t)]+
1
2




Cov[O f j(xˆt|t)T (xt− xˆt|t),(xt− xˆt|t)T H fi(xˆt|t)(xt− xˆt|t)] (A.0.5)
Since xt − xˆt|t ∼ N(0, Pˆt|t) by assumption, the first term in A.0.5 can be computed
as:
Cov[O fi(xˆt|t)T (xt− xˆt|t),O f j(xˆt|t)T (xt− xˆt|t)]
= O fi(xˆt|t)TVar(xt− xˆt|t)O f j(xˆt|t)
= O fi(xˆt|t)T Pˆt|tO f j(xˆt|t)
To compute the second term, note that (xt − xˆt|t)T H fi(xˆt|t)(xt − xˆt|t) is a quadratic
form. The covariance of two quadratic forms can be computed:
Cov[(xt− xˆt|t)T H fi(xˆt|t)(xt− xˆt|t),(xt− xˆt|t)T H f j(xˆt|t)(xt− xˆt|t)]
= 2 · tr[H fi(xˆt|t)Var(xt− xˆt|t)H f j(xˆt|t)Var(xt− xˆt|t)]
= 2 · tr[H fi(xˆt|t)Pˆt|tH f j(xˆt|t)Pˆt|t ]
The rest two covariance terms in A.0.5 are essentially 0 (See Appendix 2), i.e.:
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Cov[O fi(xˆt|t)T (xt− xˆt|t),(xt− xˆt|t)T H f j(xˆt|t)(xt− xˆt|t)] = 0, (A.0.6)
Cov[O f j(xˆt|t)T (xt− xˆt|t),(xt− xˆt|t)T H fi(xˆt|t)(xt− xˆt|t)] = 0. (A.0.7)
Therefore A.0.5 can be rewritten as:
Cov(O fi(xˆt|t)T (xt− xˆt|t)+
1
2
(xt− xˆt|t)T H fi(xˆt|t)(xt− xˆt|t),O f j(xˆt|t)T (xt− xˆt|t)+
1
2
(xt− xˆt|t)T H f j(xˆt|t)(xt− xˆt|t))
= O fi(xˆt|t)T Pˆt|tO f j(xˆt|t)+
1
2
tr[H fi(xˆt|t)Pˆt|tH f j(xˆt|t)Pˆt|t ].
Combining the results for all i and all j, we rewrite (2.15) as:




where Ut+1 is a k× k matrix with the component in i-th row j-th column given by
tr[H fi(xˆt|t)Pˆt|tH f j(xˆt|t)Pˆt|t ].
Ignoring higher order terms, we obtain an estimate of Var(xt+1):





Updating Step Assume that xt+1 ∼ N(xˆt+1|t , Pˆt+1|t). Suppose a new observation
yt+1 is available, we would like to update our estimate of xt+1.
















Our optimal estimate will be the posterior distribution of xt+1 given yt+1, which is
a normal distribution by assumption. To compute the posterior mean and variance,
we would need to compute yˆt+1|t , Cov(xt+1,yt+1) and Var(yt+1). The computation













where Vt+1|t is a k× k matrix with the component in i-th row j-th column given by
tr[Hgi(xˆt+1|t)Pˆt+1|tHg j(xˆt+1|t)Pˆt+1|t ].
To obtain an estimate of Cov(xt+1,yt+1), we expand yt+1 by Taylor expansion, sim-
ilar to :
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ei(xt+1− xˆt+1|t)T Hgi(xˆt+1|t)(xt+1− xˆt+1|t)+HOT + vk. (A.0.11)
Thus:








ei(xt+1− xˆt+1|t)T Hgi(xˆt+1|t)(xt+1− xˆt+1|t)]+HOT.
The second term is essentially 0, by the argument in Appendix 1. Therefore, ignor-
ing higher order terms, we have:
ˆCov(xt+1,yt+1) = Jg(xˆt+1|t)Var(xt+1− xˆt+1|t) = Jg(xˆt+1|t)Pˆt+1|t . (A.0.12)
















where yˆt+1|t , ˆCov(xt+1,yt+1) and ˆVar(yt+1) are given in (2.20), (2.23) and (2.21)
respectively.
The posterior distribution xt+1|yt+1 is normal, its expectation and variance is given
by:
xˆt+1|t+1 = xˆt+1|t + Pˆt+1|tJTg (xˆt+1|t)[Var(yˆt+1|t)]
−1(yt− yˆt+1|t), (A.0.13)
Pˆt+1|t+1 = Pˆt+1|t− Pˆt+1|tJTg (xˆt+1|t)[Var(yˆk|k−1)]−1JTg (xˆt+1|t)Pˆt+1|t . (A.0.14)
Comparing with the extended Kalman filter algorithm in Section 3.2.3, we see that




Proof of A.0.6 and A.0.7
It suffices to show the following:
Suppose y is a k-dimensional vector having a multivariate normal distribution N(0,Σ),
where Σ is a k×k matrix, symmetric and positive definite. If A is a k×k symmetric
positive definite matrix, B is a k×1 vector, then:
Cov(yT Ay,By) = 0
Proof: denote the components of y as yi: y = (y1,y2, ...,yk)T . If yi are independent,
i.e., Σ is a diagonal matrix, then the result is trivial. Since the covariance will be
a linear combination of E[ymynyl], where 1 ≤ m ≤ n ≤ l ≤ k, which is 0 no matter
what m,n,l are chosen.
If yi are not independent, we can make a transformation:
Consider the eigen decomposition of Σ: Σ = QTΛQ. Where Q is orthogonal, i.e.,
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QT Q = I and Λ is a diagonal matrix.
Qy will have a normal distribution with mean 0 and variance=QΣQT =Λ. Therefore
the components of Qy are independent. Since:
Cov(yT Ay,By) =Cov[(Qy)T (QAQT )(Qy),(BQT )Qy]
we have the desired result.
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Appendix C


























































































































































































# sample from posterior
x.fit[i,]<-rnorm(n.samples,mean=x.ekf,sd=sqrt(P.fit))
weight<-weight*dnorm(y.t[i]-(x.fit[i,])^2,0,1)*dnorm(x.fit[i,],x.tilde,sqrt((1-rho^2)))/
dnorm(x.fit[i,],x.ekf,sqrt(P.fit))
weight<-weight/sum(weight)
sample.index<-sample(1:n.samples,size=length(x.fit[i,]),replace=T,prob=weight)
x.fit[i,]<-x.fit[i,sample.index]
P.fit<-P.fit[sample.index]
weight<-rep(1/n.samples,times=n.samples)
}
return(list(mean=apply(x.fit,1,mean), samp=x.fit[n.steps,]))
}
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