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INTRODUCTION
Let K be a field of characteristic 0 and n be a positive integer. For
every element s of the symmetric group S we putn
D s [ k 1 F k - n , ks ) k q 1 s . 4 .  .
Let D be the K-subspace of the group algebra KS generated by alln n
elements
 4d [ s D : 1, . . . , n y 1 . .D
sgSn
 .D s sD
w xBy a result of Solomon 7 , D is multiplicatively closed. Therefore D is an n
subalgebra of KS called Solomon's descent algebra. The Jacobson radicaln
of D is denoted by Rad D . In this paper we obtain a description of then n
 . j.descending Loewy series Rad D of D .n jG 0 n
Let N* be the free monoid over the alphabet N of positive integers. For
every q, r g N* we write qr for the concatenation of q and r. If q , . . . , q1 k
g N, q s q ??? q g N* and n s q q ??? qq , then q is called a decom-1 k 1 k
< <position of n, k its length, for which we use the notations q * n, q s k
 .resp. Let D be the linear span in the semigroup algebra K N* of alln
q g N* such that q * n. Clearly, dim D s 2 ny1 s dim D . The standardn n
Lie product ( in K N* is defined by
u(¨ [ u¨ y ¨u u , ¨ g K N* . .
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w x w x  w x w x. w xInductively, we set u 1 ( ??? (u h [ u 1 ( ??? (u h y 1 (u h for all
w x w x  j. .u 1 , . . . , u h g K N*, h G 2. For every j - n let R D be the K-linearn
span of the elements
q ( ??? ( q q ( ??? ( q ??? q ( ??? ( q .  .  .1 i i q1 i qi i q? ? ?qi q1 k1 1 1 2 1 ky jy1
where q g N, q ??? q * n, i q ??? qi s k. That is, the generators ofi 1 k 1 kyj
 j. .R D arise from the decompositions of n of length ) j by insertingn
 .exactly j ('s and bracketing accordingly . Obviously,
D s R0. D G R1. D G ??? G Rny1. D G 0, .  .  .n n n n
Rny1. D s 0 unless n s 1. .n
 . jThe aim of this paper is to prove that Rad D may be identified withn
 j. .R D . We construct a vector space isomorphism v of D onto D withn n n
 j. .  . j the property that R D v s Rad D for all j. This is a roughn n
.description of 2.5. An important intermediate result is a formula for the
product of the images v , v of two arbitrary decompositions r, q of nr q
 .under v 1.5 . This formula is the reason for the occurrence of the
standard Lie product in our description of the descending Loewy series
of D .n
There is a natural left action of S on the set of all q g N* of length k,k
viz.
s q ??? q [ q ??? q s g S . .1 k 1s ks k
q  .  < :In 1.3 we show that the image L q * n of s q s g S under v isK< q <
an indecomposable left ideal of D , and D is the direct sum of all thesen n
left ideals.
1. PRODUCTS OF BASIS ELEMENTS OF Dn
<If p is a function defined on a set B and if A : B, we write p for theA
 .restriction of p to A. An ordered partition of B is a tuple P s P , . . . , P1 k
where P , . . . , P are mutually disjoint non-empty subsets of B such that1 k
B s D P . For every n g N we write n for the set of all k g N such<jg k j 0<
w xthat 1 F k F n. In particular, 0 s B. Let n g N. As in 2, p. 3 we set<
X [ p p g S , 1p ) 2p ) ??? ) 1 - ??? - n y 1 p - np . . 4n n
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 .More generally, for every ordered partition P s P , . . . , P of n we put<1 k
<X [ p p g S , p has a unique relative minimum, for every j g k , 5P <P n j
PX [ p p g X , P p s P for all j g k . 4<P j j
 n.< .Then X s X s X . For any p g X , j g k, let< n. n P<
d p [ P l a y 1 .j j j <
<where a g P is the relative minimum of p , andPj j j
d p s d p . .  .P j
jgk <
 .1py1 y1  w x.Generalizing the definition of v s  y1 p see 2, p. 3 , wen p g X n
set
 .d pPv [ y1 p g KS , .P n
pgXP
 .d pP Pv [ y1 p g KS . . n
PpgX
 n.< . Then v s v s v . For every string q over an alphabet X of length n. n<
< < .  .q \ k , the jth letter of q will be denoted by q j g k . For every<j
decomposition q s q ??? q of n, the standard partition relative to q1 k
q  q q. qis defined to be the k-tuple P [ P , . . . , P where P [1 k j
 .q q ??? qq q q for all j g k. For brevity, we put<1 jy1 j <
X [ X q , X q [ X P
q
,q P
v [ v q , v q [ v P
q
.q P
q  .  . < <  . 4 <qFor all p g X we have d p s d p [ j j g n y 1 , jp ) j q 1 p<P
 .which is usually called the defect of p , for arbitrary p g S .n
In the free associative K-algebra KX* over an alphabet X,1 the K-
linear span of all products of length n over X is a KS -module via then
 .Weyl action on the positions of the letters which is given by
s x ??? x [ x ??? x x , . . . , x g X , s g S . .1 n 1s ns 1 n n
w xThe following identity was attributed to Grun in 6 :È
v x ??? x s x ( ??? ( x 1 .n 1 n 1 n
1 We write X* for the free monoid over the alphabet X.
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where we have used the same notation for the Lie product in KX* as we
.have introduced for K N* in our Introduction . We shall need the following
 .generalization of 1 :
v q x ??? x1 n
s x ( ??? ( x x ( ??? ( x ??? x ( ??? ( x .  .  .1 q q q1 q qq q q? ? ?qq q1 n1 1 1 2 1 ky1
for every q s q ??? q * n. 2 .1 k
Proof. Every p g X q has a representation as a product p ??? p where1 k
ip for i g P qj
ip [ i g n . .<j q i for i g n _ P< j
 .  .  . q  < q4We have d p s d p q ??? qd p . Let X [ p p g X for all j1 k j j
g k . Then<
v q x ??? x1 n
 .d ps y1 p x ??? x . 1 n
qpgX
 .d cs y1 c x ??? x .  1 n /qjgk< cgX j
s x ( ??? ( x x ( ??? ( x ??? x ( ??? ( x , .  .  .1 q q q1 q qq q q? ? ?qq q1 n1 1 1 2 1 ky1
 .by 1 .
We now establish a simple connection between v and v q. For everyq
q < qq * n let S be the set of all s g S such that s is increasing for allPn j
 < <. qj g k where k s q , called the Solomon system for q in S . Then S is a< n
q  < q qright transversal of the Young subgroup Y [ s g S P s s P for alln j j
4 q qqj g k in S . We put J [  s g KS . Then J s  d where< n s g S n T : Dq. T
 .  4D q [ q , q q q , q q q q q , . . . , q q ??? qq . By Moebius inver-1 1 2 1 2 3 1 ky1
sion, one has
<  . <D_D r rd s y1 J for all D : n y 1 . 3 .  . <D
r*n
 .D r :D
q  .Hence the elements J q * n form a K-basis of D . This basis wasn
w xintroduced by Solomon 7 . There is a strong connection with the character
q  .Snqtheory of S : For every q * n we write j for the Young character 1 .n Y
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There is an algebra epimorphism c of D onto the algebra of all classn
functions of S over K such thatn
c Jq s j q for all q * n. .
 .  . < D _ D  r . < rNow c d s  y1 j is the character of aD r * n , D  r .: D
certain skew representation of S , for all D : n y 1 . Moreover,<n
 . n, ny1yd c d is the Foulkes character x of S in the senseD n< <D:ny1 , D sd<
w x  4of Kerber 4, 6.5 , for any d g n y 1 j 0 . Details about the theory of<
w xFoulkes characters may also be found in 5, 5.8 .
In the following we shall deal with decompositions of decompositions:
 .  . < <For every r, s * n we put r * s if and only if D r = D s . Let l [ r ,
< <  .  .k [ s . Then D r = D s if and only if there is a decomposition t ??? t1 k
of l such that
r q ??? qr s s1 t 11
r q ??? qr s st q1 t qt 21 1 2
...
r q ??? qr s s .t q? ? ?qt q1 l k1 ky1
If r * s holds, then the decomposition t ??? t of l is unique, and we put1 k
r s [ r r ??? r * s for all j g k , .  . <j t q? ? ?qt q1 t q? ? ?qt q2 t q? ? ?qt j1 jy1 1 jy1 1 j
v v vI r [ r r ??? rr , .s 1 t q1 t q? ? ?qt q11 1 ky1
v v vF r [ r r ??? r , 4 .  .s t t qt l1 1 2
v .   . . i.e., I r F r resp. is the ordinary product obtained by multiplications s
.  .in N of all initial final resp. elements occurring in the subdivision of r
v v .  .  .  .induced by s. In particular, I r s r ??? r s F r , I r s r , F r s r .r 1 l r n 1 n l
 .Occasionally it will be convenient to write r* as a brief notation for I r ,n
²  .r for F r . Letn
S rr s [ S r l Y s , J rr s [ s .
rr ssgS
We observe
S rr sS s s S r , J rr sJ s s J r . 5 .
< <  .If J : n, l s J , then the unique increasing bijection of l onto J< <
induces a monomorphism w of S into S and hence of KS into KS . ForJ l n l n
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w xall a g KS let a J be the image of a with respect to w . We havel J
l
rr s r  s . sjJ s J P , 6 . j
js1
hence
l
r r  s . s sjJ s J P J . 7 . j
js1
A glance at the definition of v r shows that
l
r r  s . sjv s v P . 8 . j
js1
 .Since s s s s , we have in particularj j
l
s sv s v P . 9 . s jj
js1
 .1.1. PROPOSITION. Let q * n. Then the product mapping r, s ¬
 . q qrs r, s g S induces a bijection of X = S onto X . Furthermore,n q
v s v qJq.q
Proof. We have X q S q : X by the definition of S q. As S q is a rightq
transversal of Y q in S and X q : Y q, the restriction of the productn
mapping to X q = S q is injective. Let p g X and s be the permutationq
q q < < qwhich maps P increasingly onto P p , for all j g q . Then s g S , and<j j
y1 q q q q  .qps g X l Y s X . Hence X : X S . Moreover, d p sq q P
 y1 .  y1 .qd ps s d ps . ThereforeP
 .  .qd p d cq q Pv J s y1 p s s y1 c s v . .  .   q
q q cgXsgSpgX q
 .1.2. PROPOSITION. The elements v s * n constitute a K-basis of D .s n
Furthermore,
< < < <s r rv s y1 y1 F r J for all s * n. 10 .  .  .  .s s
r*s
In particular,
< <r ² rv s y y1 r J . 11 .  .n
r*n
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 .  .Proof. Equation 11 is obviously a special case of 10 . As the elements
r  .  .  .J r * n form a K-basis of D and F s / 0 for all s * n, 10 impliesn s
 .that the elements v s * n form a K-basis of D . Hence it suffices tos n
 . < < s s  .prove 10 . Let s * n, k [ s , C [ P = ??? = P . For all a s a , . . . , a1 k 1 k
k  s .  .  <g C let T [ D P l a y 1 and X a [ p p g X , a is thea js1 j j s s j<
< s 4relative minimum of p , for all j g k . ThenP <j
< <sp s d , d p s T for all p g X a . 12 .  .  .  T j T P a sa
 .  .pgX a T:D ss
We shall need a further technical remark: For every r * n we have
 .  .  .  .T : D s and D r : T j T if and only if D r _ T : T : D s , anda a
 .  .  .  .D r _ T s D s if and only if D r _ D s : T and r * s. Hencea a
< < <  . <T D sy1 s y1 for all r * n. 13 .  .  .  
agC  . agCT:D s
 .  .D r _T sD s . aD r :T jTa
Now we obtain our assertion in the following way:
 .d pPsv s y1 p .s
pgXs
 .d pPss y1 p . 
agC  .pgX as
< <Tas y1 d by 12 .  .  T j Ta
agC  .T:D s
< < < .  . <T T jT _D r ra as y1 y1 J by 3 .  .  .  
agC  . r*nT:D s
 .D r :T jTa
< < <  . <T y D r rs y1 J .  
agC  . r*nT:D s
 .D r :T jTa
<  . < < <D r T rs y1 y1 J .  .  
r*n agC  .T:D s
 .D r :T jTa
< < < <r q s rs y1 a a g C , D r _ D s : T ? J by 13 .  .  .  . 4 a
r*s
< < < <s r rs y1 ? y1 ? F r J , .  .  . s
r*s
 .the last equality being proved as follows: Let a s a , . . . , a g C and1 k
r * s; r q ??? qr s s , r q ??? qr s s , . . . , r q ??? qr1 t 1 t q1 t qt 2 t q? ? ?qt q1 l1 1 1 2 1 ky1
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 .  .s s , say. Then D r _ D s : T if and only if r q ??? qr - a F s ,k a 1 t y1 1 11
r q ??? qr - a F s , . . . , r q ??? qrt q1 t qt y1 2 2 t qt q? ? ?qt q1 t qt q? ? ?qt y11 1 2 1 2 ky1 1 2 k
- a F s . Thereforek k
a a g C , D r _ D s : T .  . 4a
vs s y r y ??? yr s y r y ??? yr .  .1 1 t y1 2 t q1 t qt y11 1 1 2
v ??? s y r y ??? yr .k t qt q? ? ?qt q1 t qt q? ? ?qt y11 2 ky1 1 2 k
s F r . .s
r  .Our next aim is to describe an arbitrary product J v r, q * n as aq
 .linear combination of the elements v s * n . It will turn out that thes
coefficient of v in that linear combination is different from 0 only ifs
s s s q for an appropriate s g S . The calculation of J rv will be based< q < q
  ..on 1.2. This will enable us to make use of a known formula see 14 for
r t  . w xthe product J J r, t * n which is essentially due to Solomon 7 and
w x w xmay be found explicitly in 3, Prop. 1.1 and 2, 4.3 . We introduce some
useful notation.
Let A be any k = l matrix over N . If e g k , d g l , we write A for< <0 e
d d  .the eth row, A for the dth column, A for the e, d -entry of A. For alle
 .   4.   4. ) d  .  ..e, d g k j 0 = l j 0 let A be the k y e = l y d matrix< < ) e
 . dq j - d  .  ..the i, j -entry of which is A , and A the k y e = d y 1 matrixeq i ) e
 . j ) d - dthe i, j -entry of which is A . Analogously we define A and A .eq i - e - e
G d ) dy1  .Furthermore, we set A [ A for all e, d g k = l , etc. For the< <) e ) e
 .  . j   .sum of the columns rows resp. of A we write c A [  A r A [jg l <
. A resp. . If A has at least one non-zero entry in each row and inig k i<
 .  .each column, c A and r A may be viewed as decompositions of the sum
of all entries of A.
 .For every string t of non-negative integers let w t be the string of
elements of N which is obtained by deleting all zeros in t. In particular, we
apply this to the concatenation A A ??? A of the rows of the matrix A1 2 k
and define
w A [ w A A ??? A . .  .1 2 k
Let M be the set of all matrices over N which have at least one0
non-zero entry in each row. Let M be the set of all matrices in M which
jhave at most one non-zero entry in each column. If A g M and A is a
 .non-zero column of A, we write i j for the unique row index such that
A j / 0.i j.
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For all strings t of non-negative integers we put
M [ A A g M , r A s t , 4 .t
moreover, for q, s g N*,
qM [ A A g M , c A s q , 4 .
* qM [ A A g M , c A * q , 4 .
M [ A A g M , r A * q , 4 .* q
M s [ A A g M , w A s s . 4 .  .
Intersections of these sets will be denoted by using simultaneously the
 .  .notations according to which sets are involved: M s [ M l M l M s ,q q
M * r [ M * r l M , etc.q q
The cardinality of a set of this kind will be denoted by replacing M by
r r . <  . <  . <  . <m, e.g., m s [ M s , m s [ M s . Now we are ready to recallq q * q * q
the above-mentioned formula:
J rJq s mr s J s q , r * n . 14 .  .  . q
s*n
There is a strong formal analogy with the formula which will be proved in
1.3, namely
r rJ v s m s v q , r * n . .  .q q s
s*n
We write s f q if there exists a permutation s g S such that s s s q.< q <
Clearly we have
r rm s / 0 m M s / B m s * r and s f q , .  .q q
 .  .and M is the disjoint union of the sets M q q f q . If q s q ??? q * nÇ Çq q 1 k
 .and q G ??? G q , then q is called a partition of n written q & n . The1 k
 .number of all partitions of n is denoted by p n . An easy consequence of
w x7, Theorem 1, Theorem 3 is
dim D rRad D s p n 15 .  .  .K n n
 w  .x.see also 2, 49 . A left ideal L of D is called one-headed if there is an
unique maximal element in the set of all left ideals of D properlyn
contained in L. Obviously, every one-headed left ideal is an indecompos-
able left ideal. A direct decomposition of D into indecomposable leftn
w x  w xideals has been described in 3, Theorem 4.3 . Note that in 3 products of
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.permutations are read from right to left. We give a different decomposi-
tion in the following result which is basic for the rest of this paper.
1.3. LEMMA. For all q * n let Lq [ D v . Then Lq is a one-headed leftn q
q  < : pideal of D . Moreo¨er, L s v q * n, q f q , and D s [ L . WeÇ Ç Kn q nÇ p& n
ha¨e
r rJ v s m q v for all r , q * n. 16 .  .Çq q qÇ
q*rÇ
qfqÇ
 .Proof. We first show that the equation 16 implies the other assertions
 . q  r < :  < :of 1.3: By 16 , we have L s J v r * n : v q * n, q f q andÇ ÇK Kq qÇ
q q qÇ Ç .J v s m q v for all q, q * n such that q f q, hence v g L asÇ Ç Çq q q qÇ Ç
qÇ .obviously m q ) 0. ThereforeÇq
q  < : q9L s v q * n , q f q s L for all q , q9 * n such that q f q9.Ç Ç KqÇ
By means of 1.2 we now obtain
D s Lq s L p . [n
p&nq*n
 p . .  . pWe conclude that dim L q Rad D rRad D s 1, by 15 . Hence LK n n
is one-headed.
 . < <We now proceed to prove 16 . Let q * n, k [ q . To each matrix
 .  .A g M we associate a system of k matrices A 1 , . . . , A k . Each of* q
them consists of adjacent columns of A, according to the partition of the
 .set of columns of A induced by q in the following way: Since r A * q,
there are uniquely determined integers b , b , . . . , b such that b is the0 1 k k
 bjy 1q1number of columns of A, 0 s b - b - ??? - b , and r A ,0 1 k
bjy 1q2 bj..A , . . . , A * q for all j g k . We put<j
A j [ Abjy 1q1 , . . . , Abj for all j g k . .  . <
q   ..Let A be the matrix with k columns, the jth column of which is c A j
 . qj g k . Then A g M .< q
q q .If A g M , then A g M , w A f q, and for every j g k the non-zero<
 .  .entries of A j form a row of A j .
r q < 4We now fix r, q * n and put U [ A A g M , A g M , V [* q
M r _ U. For all s * n we set* q
U s [ U l M s , V s [ V l M s , .  .  .  .
q<U s, q [ A A g U s , A g M q where q f q . .  .  .  . 4Ç Ç Ç
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 .  .Then U s, q is non-empty only if s * q * r, and U s is the disjoint unionÇ Ç
 . qof the sets U s, q . If s * q f q, the mapping A ¬ A induces a bijectionÇ Ç
r .  .   ..  .from U s, q onto M q . Moreover, we observe that F r A s F s forÇ Çq q qÇ
 .all A g U s, q . As a consequence, we haveÇ
<  . <r Ay1 F r A .  . . q
 .AgU s, qÇ
< <s rs y1 F s m q if s * q f q. 17 .  .  .  .Ç Çq qÇ
The main step of the proof is to show
<  . <r Ay1 F r A s 0 for all s * n. 18 .  .  . . q
 .AgV s
 .Let s * n. For every j g k let V be the set of all matrices A g V s for< j
 .  .which each of the matrices A 1 , . . . , A j y 1 has a unique non-zero row
 .  .but A j has at least two non-zero rows. Then V s is the disjoint union
 .  .of the sets V j g k . We now fix j g k and let l A be the number of< <j
 .columns of A j . We define an equivalence relation ; on V by puttingj
 .  .  4  .A ; B if A i s B i for all i g k _ j where A, B g V . Let K be an< j
 .equivalence class of ; . We obtain 18 by proving the following refine-
ment:
<  . <r Ay1 F r A s 0. 19 .  .  . . q
AgK
 .In order to prove 19 we subdivide K into three mutually disjoint subsets
 . l A. F, G, H. Let F be the set of all A g K such that A j i.e., the last
 ..column of A j has at least two non-zero entries. If A g K _ F, then
 . l A.  .A j contains a unique non-zero entry. Let e A be the index of the
 .row containing this element. Let d A g l A be minimal with the . <
 .) d A.  .) d A.property that A j , A j s 0. Then for every A g K _ F we) e A. - e A.
 .  .  .have d A - l A , and the matrix A j has the form
 .d AA j 0 ??? 0 . 1. . .
??? . . .. . . .d AA j 0 ??? 0 .  .e A y1
 .  .  .  .1 d A y1 d A d A q1 l AA j ??? A j A j A j ??? A j .  .  .  .  . .  .  .  .  .e A e A e A e A e A
 .d AA j 0 ??? 0 .  .e A q1 0. . .
??? . . .. . .
 .d A.q1  . l A.  .d A.  .where A j , . . . , A j / 0, and A j / 0 for an f / e A .e A. e A. f
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 <  .d A. 4  <We put G [ A A g K _ F, A j / 0 , H [ A A g K _ F,e A.¤ ¤d A. . 4  .A j s 0 . For all A g H let A be the matrix in K such that A i se A.
 .  4A i for all i g k _ j and<
 .d A¡ ¦ .A j 0 ??? 01. . .
??? . . .. . .
¤  .d A .A j 0 ??? 0 . .A j s .e A y1
 .  .  .  .1 d A y1 d A q1 d A q2 l A .  .  .  .  .A j ??? A j A j A j ??? A j .  .  .  .  .e A e A e A e A e A
 .d A .A j 0 ??? 0 .e A q1. . .¢ §??? . . .. . .
¤ .  .Then A j has l A y 1 columns, hence
¤
r A s r A y 1, 20 .  . .
¤ < 4and A A g H s F j G. We put
¤ ¤
< <H [ A A g H , A g F , H [ A A g H , A g G . 4  4F G
¤
Then A ¬ A induces a mapping of H onto F, and a bijection of H ontoF G¤ .  .G. For all A g H , the matrices A j , A j have identical last columns,G ¤  ..   ..hence F r A s F r A . Thereforeq q
<  . <r Ay1 F r A .  . . q
AgH jGG
¤
<  . < <  . <r A r As y1 q y1 F r A s 0, .  .  . .  . q
AgHG
 .by 20 . If B g F and m , . . . , m are the non-zero entries of the last1 h
 .column of B j , then there exist exactly h matrices C g H such thatF¤  .C s B. Their unique non-zero elements in the last column of C j are
m , . . . , m , resp. Hence1 h
F r B s F r C for all B g F . 21 .  .  . .  .q q
CgHF
¤
CsB
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We conclude that
<  . <r Ay1 F r A .  . . q
AgH jFF
<  . <r Bs y1 F r B q F r C .  .  . .  . q q /BgF CgHF
¤
CsB
<  . < <  . <r B r B q1s y1 F r B q y1 F r C s 0, .  .  .  . .  . q q /BgF Cg HF
¤
CsB
 .  .  .  .by 20 and 21 . This proves 19 and therefore 18 .
Now we have
< < < <q tr r tJ v s y1 y1 F t J J by 10 .  .  .  .q q
t*q
< < < <q t r ss y1 y1 F t m s J by 14 .  .  .  .  .  q t
s*r t*q
< < <  . <q r A ss y1 y1 F r A J .  .  . .  q
rs*r  .AgM s* q
< < <  . <q r A ss y1 y1 F r A J by 18 .  .  .  . .  q
s*q*r  .Ç AgU s, qÇ
qfqÇ
< < < <q s r ss y1 y1 F s m q J by 17 .  .  .  .  .Ç q qÇ
s*q*rÇ
qfqÇ
rs m q v by 10 . .  .Ç q qÇ
q*r
qfqÇ
In the following we write a for the number of rows of a matrix B.B
< <1.4. PROPOSITION. Let s, s g N* such that s f s, l [ s . ThenÇ Ç
l
a y1 if s s s s ??? s . ÇB l ly1 1y1 s . .  0 otherwise .BgM sÇs
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Proof. We put
¡ ¦0 sl
?~ ¥?M 9 [ M s _ . .Çs ? 0¢ §s 01
) j .If B g M s and B s O for all j g l , thenÇ <s G i j.
0 sl
?
?B s ? 0s 01
 .  .because i 1 s a , i 2 s a y 1, etc., B having no non-zero row. HenceB B
for every B g M 9 there exists a column index j such that B) j / O. ForG i j.
all j g l let<
< ) jM 9 j [ B B g M 9, j is minimal with the property that B / O . .  4G i j.
 .As M 9 is the disjoint union of the sets M 9 j , it suffices to prove that
aBy1 s 0 for all j g l . 22 .  . <
 .BgM 9 j
 .We construct a pairing of M 9 j such that the numbers of rows of any two
 .paired matrices differ by 1. Every B g M 9 j has the form
0 ??? 0 0¡ ¦
. . .. O . . ???. . .
j0 ??? 0 B ) ??? )i j.
.. .1 jy1B ??? B 0 . / O .i j.q1 i j.q1 . .
. .. .. .¢ §
??? 0 ) ??? )
 <  . ) j 4  .Let G [ B B g M 9 j , B s O , H [ M 9 j _ G. If B g G, theni j.
) j - j Ä .B / O and therefore B s O, by definition of M 9 j . Let B beG i j.q1 i j.q1
Äthe matrix such that a s a y 1 and the rows of B areÄB B
¡ B for i - i j .i~Ä B q B for i s i j .B s .i j. i j.q1i ¢ B for i ) i j .iq1
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&Ä ÄThen B g H. If B* g G and B*s B, then B* s B. Furthermore, the
Ä  .matrices B B g G range over all of H : If C g H, let B be the matrix
such that a s a q 1 and the rows of B areB C
¡ C for i - i j .i
jq1 lC y 0, . . . , 0, C , . . . , C for i s i j . .i j. i j. i j.~B s .i jq1 l0, . . . , 0, C , . . . , C for i s i j q 1 . .i j. i j.¢ C for i ) i j q 1 .iy1
Ä  .Then B g G and B s C. This yields 22 .
For every word w s w ??? w g N* we set w8 [ w ( ??? (w if l G 1,1 l 1 l
and w8 [ 0 if l s 0. Then w ¬ w8 extends to a linear endomorphism of
.K N* which is called the Dynkin mapping. We write D for the K-linearn
 .span in K N* of all q g N* such that q * n. By 1.2, the mapping q ¬ vq
 .q * n extends to a linear isomorphism
v : D ª D .n n
The image of an element ¨ g D under v will be denoted by v , i.e., wen ¨
define
v [ c v c g K . . c q q q qq * n q
q*n
For example, v s v s v y v . If q s q ??? q gq q .8q q ( q .q q q q q q q 1 k1 2 3 1 2 3 1 2 3 2 1 3
N*, we put
<a q [ i i g k , q s j for all j g N, 4 . <j i
q? [ a q ! ja jq. . . j
j
 .In the following result we make use of the notation introduced in 4 .
1.5. THEOREM. Let q * n. Then
rv v s m q I q v for all r s r ??? r * n. .  .Ç Çr q q r q r .8q r .8? ? ?q r .8 1 lÇ Ç Ç1 2 l
q*rÇ
qfqÇ
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In particular,
 .a v v s q?v for all q9 * n such that q9 f q,q9 q q9
 . < <b v v s q v s q v where k s q .n q 1 q8 1 q ( ? ? ?( q1 k
 . w xClearly, 1.5 b and 1.2 imply 2, 4.5 .
We prepare the proof by means of several preliminary remarks. Let
q s q ??? q g N*, and let T be the set of all elements t ??? t g Nk1 k 1 k 0
 4such that t g 0, q for all j g k. If t s t ??? t g T , let i , . . . , i g k be< <j j 1 k 1 h
 4the indices such that t s ??? s t s 0, and let j , . . . , j s k _<i i 1 kyh1 h
 4i , . . . , i . We may assume that i ) i ) ??? ) i , j - j - ??? - j ,1 h 1 2 h 1 2 kyh
and define
1 ??? h h q 1 ??? k
p [ g X .t ki ??? i j ??? j /1 h 1 kyh
We have
p q s q ??? q q ??? q , 23 .t i i j j1 h 1 kyh
w q y t s q ??? q . 24 .  .i ih 1
 < 4Let T [ t t g T , t s 0 , T [ T _ T , f : T ª T , q t ??? t ¬0 1 1 0 1 0 1 2 k
0 t ??? t , c : T ª X , t ¬ p . Then f, c are bijections, and it is easily2 k 1 k t
  . .seen using 24 for the last two parts that
p s p , w q y tf s w q y t q 1, d p s w q y t .  .  .  .t tf t
for all t g T . 25 .1
For example, if q s q q q q q q and t s 0q 00q 0 or t s q q 00q 0,1 2 3 4 5 6 2 5 1 2 5
1 2 3 4 5 6. Uthen p s and p q s q q q q q q . For every s s s ??? s g Nt 6 4 3 1 2 5 t 6 4 3 1 2 5 1 l 0
 .  .  <  44we define sum s [ s q ??? qs and E s s s ??? s j g l j 0 . If<1 l jq1 l
 .  .w s s ??? s g E s , let s [ s ??? s . Then s w s s for all w g E s .jq1 l _w 1 j _w
For any matrix A let A be the last row of A.²
 .  .  .We now prove the assertion b of 1.5. By 11 and 16 we have
< < < <r r² r ² rv v s y y1 r J v s y y1 r m q v , .  .  .Ç  n q q q qÇ
r*n qfq*n r*nÇ
and for all q * n such that q f q the following holds:Ç Ç
< < ar ² r Ay1 r m q s y1 sum A .  .  .Ç  .  q ²
rr*n r*n  .AgM qÇq
aAs y1 sum A .  . ²
 .AgM qÇq
aAs sum t y1 .  . 
tgT  .AgM qÇq .  .w t gE qÇ A st²
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a q1Bs sum t y1 .  . 
tgT  .BgM qÇ_w  t .w qy t . .  .w t gE qÇ
<  . <w qyts y sum t ? y1 , .  .
tgT
qsp qÇ t
 .by 1.4 and 23 . Therefore
<  . <w qyt
v v s sum t ? y1 v .  . n q qÇ
qfq*n tgTÇ
qsp qÇ t
<  . <w qyts sum t ? y1 v .  . p qt
tgT
<  . < <  . <w qyt w qytfs sum t ? y1 q sum tf ? y1 v .  .  .  . . p qt
tgT1
 .  .d p d pts q ? y1 v s q y1 v , .  . 1 p q 1 p qt
tgT pgX1 k
 .  .  .by 25 . By virtue of 1 , this proves b .
 .We may now exploit b to prove the main assertion of 1.5: If q * r sÇ
 .r ??? r , q f q, let P s P , . . . , P be the standard partition of k relativeÇ <1 l 1 l
<  . < <  . <  . P  .to the decomposition q r ??? q r g N* of k. Every p g X : SÇ Ç1 l k
w x w xhas a unique product representation of the form p P ??? p P where1 1 l l
 .p , . . . , p g X = ??? = X . We observe1 l < q r . < < q r . <Ç Ç1 l
 . PThe mapping p ¬ p , . . . , p is a bijection of X onto1 l
 .  .  . 26X = ??? = X , and d p s d p q ??? qd p .  .< q r . < < q r . < 1 lÇ Ç1 l
We now obtain
r r qÇ qÇv v s v v J by 1.1qÇ
r q r . r q r . r rÇ Çi is v P v P J P J  r i i i /  /  /i
ig l ig l ig l< < <
by 9 , 8 , 7 .  .  .
q r . q r . r rÇ Çi is v v J P J  /r ii /
ig l <
r rs v v P J by 1.1 . r q r . iÇ /i i
ig l <
r rs I q v P J by b .  .Ç r q r .8 iÇ /i
ig l <
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 .d c r rs I q y1 v P J by 1 .  .  .Ç  r c q r . iÇ i /ig l < cgX < q r . <Ç i
 .d p r ris I q y1 v P J by 26 .  .  .Ç  r p q r . iÇi i /
ig lP <pgX
 .d p p q r . r p q r . r ri Ç Çi i i is I q y1 v P J P J .  .Ç   r i i / /
ig l ig lP < <pgX
by 1.1
 .d p p q p q.r r rÇ Çs I q y1 v J J by 8 , 6 .  .  .  .Ç r
PpgX
 .d ps I q y1 v by 5 , 1.1 .  .  .Ç r p qÇ
PpgX
s I q v by 2 . .  .Çr q r .8? ? ?q r .8Ç Ç1 l
We conclude that
v v s v rJ rv by 1.1r q q
r rs m q v v by 16 .  .Ç q qÇ
qfq*rÇ
rs m q I q v . .  .Ç Ç q r q r .8? ? ?q r .8Ç Ç1 l
qfq*rÇ
q9 n .  .Finally we prove a . Let q9 * n such that q9 f q. Then m q9 s q js1
 .  . n ajq.a q !, and I q9 s q ??? q s  j . If q f q * q9, then q s q9.Ç Çj q9 1 k js1
Hence
q9v v s m q9 I q9 v s q?v . .  .q9 q q q9 q9 q9
 .Putting n [ 1rq? v for all q * n, we have the following conse-q q
 .quence of 1.5 a and 1.2:
<n q * n is a K-basis of D consisting of idempotent elements. 27 . 4q n
A different basis consisting of essentially idempotent elements I has beenq
w xfound by Garsia and Reutenauer in 3, 3.24 . We have
< < < <r q qy1 F r .  .q rn s Jq q?r*q
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while
< < < <r q qy1 .
rI s J ,q  r q .< <ig q ir*q <
w x  .for all q * n. It is interesting to compare 3, Theorem 4.1 with 16 .
1.6. COROLLARY. Let q * n. Then the elements v y v where q f q,Çq qÇ
q / q constitute a K-basis of Rad Lq.Ç
 .Proof. For all q, q9 * n such that q f q f q9 we have v v y v sÇ Ç q9 q qÇ
 .  .20, by a . In particular, v y v s 0. Hence v y v g Rad D , sinceq q q q nÇ Ç
w xD rRad D is a direct sum of fields, being semisimple and commutative 7n n
 w  .x. q  q.see also 2, 49 . By 1.3, dim Rad L s dim L y 1, which is the dimen-
 .sion of the K-linear span of the elements v y v q f q . The claimÇq qÇ
follows.
2. THE DESCENDING LOEWY SERIES OF Lq
In the following, minimal decompositions of decompositions will play an
< < < <important role: For q, r g N* we write q *? r if q * r and q s r q 1,
i.e., if r can be obtained from q by coalescing two adjacent letters of q.
< < <  . <Then there exists a unique index i such that 1 F i - q and q r s 2.i
 <  .  .4  4Then q q q s r and m m g N, a q ) a r s q , q . Further-i iq1 i m m i iq1
<more, we write q r if there exists a decomposition q9 f q such that q9 * r.
< < < < < <If q r and q s r q 1, we use the notation q ? r.
<2.1. PROPOSITION. Let q, r * n and q ? r. Let b, b be the letters of q
 <  .  .4  4such that m m g N, a q ) a r s b, b . We assume b G b. Let k [m m
< <q and
z [ g , i 1 F g - i F k , q s b , q s b , . 5g i
z [ g , i 1 F g - i F k , q s b , q s b , . 5g i
q? z z
f q , r [ y . .  /a q a q b .  . bb b
< < w x w x w x w x < w x <Let h F r and r 1 , . . . , r h g N* such that r s r 1 ??? r h , l [ r j forj
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all j g h . Then<
v vr w1x8? ? ? r w h x8 q
s f q , r v , .   r w1x8? ? ? r w jy1x8 r j , i: r w jq1x8? ? ? r w h x8
jgh igl j< <
w xr j sbqbi
 : w x w x  . w x w xwhere r j, i [ r j ( ??? ( r j ( b( b ( r j ( ??? ( r j . In particu-1 iy1 iq1 l j
lar,
a v v s f q , r v , .  . r q r ? ? ?r b( b. r ? ? ? r1 iy1 iq1 ky1
igky1<
r sbqbi
b v v s f q , r v . .  . r ( ? ? ?( r q r ( ? ? ?( r ( b( b.( r ( ? ? ?( r1 ky1 1 iy1 iq1 ky1
igky1 <
r sbqbi
We observe:
q?¡
if b / b~If q & n , then f q , r s . 28 .  .b¢
0 if b s b
 .Proof of 2.1. Our first aim is to show a . If b s b, then the right-hand
 .side in a is trivially 0, and the left-hand side is 0 by 1.5. Now let b / b. If
 . <  . <q f q *? r, let j q g k y 1 be defined by the condition that q r s 2.Ç Ç Ç< jq.Ç
We put
C [ q q f q *? r , q s b , q s b ,Ç Ç Ç Ç 51 jq. jq.q1Ç Ç
C [ q q f q *? r , q s b , q s b .Ç Ç Ç Ç 52 jq. jq.q1Ç Ç
 .   . .Then C l C s B, and interchanging the j q th and the j q q 1 thÇ Ç1 2
letter yields a bijection of C onto C . For every q g C there is aÇ1 2 1
r .bijection of M q onto the set of all those mappings a of k onto k y 1Ç < <q
 . y1  4which satisfy the following conditions: j q a s g, i where g - i andÇ
 4q s b, q s b, r s q for all f g k _ g, i . For fixed g, i, 1 F g - i F k,<g i fa f
n  .  .  .and q s b, q s b, there are exactly  a q !ra q a q surjectiveg i js1 j b b
r n .  . mappings of this kind which send g and i into j q . Hence m q s Ç Çq js1
v v .  .  ..  .a q !ra q a q z, and obviously we have I q s q ??? q rb. For allÇj b b r 1 k
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r n .   .  .  ..  .q g C we obtain similarly m q s  a q !ra q a q z, I q sÇ Ç Ç2 q js1 j b b r
v vq ??? q rb. By 1.5,1 k
r rv v s m q I q v q m q I q v .  .  .  .Ç Ç Ç Ç r q q r q r .8? ? ?q r .8 q r q r .8? ? ?q r .8Ç Ç Ç Ç1 ky1 1 ky1
qgC qgCÇ Ç1 2
q? z
s v q ? ? ?q b( b.q ? ? ?qÇ Ç Ç Ç1 jq .y 1 jq .q 2 kÇ Ça q a q .  . bb b qgCÇ 1
z
q v q ? ? ?q b( b.q ? ? ?qÇ Ç Ç Ç1 jq .y 1 jq .q 2 kÇ Ç /b qgCÇ 2
s f q , r v . .  r ? ? ?r b( b. r ? ? ?r1 iy1 iq1 ky1
igky1<
r sbqbi
We now prove the general equation of 2.1. Let l [ l ??? l and T [1 h
 < 4i i g k y 1 , r s b q b . We extend the alphabet N by a further element< i
x and put, for all i g T , r w i x [ r ??? r xr ??? r . This replacement1 iy1 iq1 ky1
w x w xof the ith letter of r by x also turns the factorization r 1 ??? r h of r into
w i xw x w i xw x w i x a factorization r 1 ??? r h of r where all factors but one remain
.unchanged . We obtain
w i xw x w i xw xr 1 8 ??? r h 8
igT
s v l r w i x by 2 .
igT
 .d p y1
y1 y1s y1 r ??? r xr ??? r .  1p  ip y1.p  ip q1.p ky1.p
ligT pgX
 .d p y1s y1 r ??? r xr ??? r . .  1p  jy1.p  jq1.p ky1.p
l jgky1<pgX
jpgT
We now replace x by b( b, apply the isomorphism v, and obtain the
following:
f q , r v .   r w1x8? ? ?r w jy1x8r w jq1x8? ? ?r w h x8
jgh igl< j<
w xr j sbqbi
 .d p y1s y1 f q , r v .  .  r ? ? ?r b( b. r ? ? ?r1p  jy1.p  jq1.p ky1.p
l jgky1<pgX
jpgT
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 .d p y1s y1 v v by a .  . p r q
lpgX
s v v by 2 . .r w1x8? ? ?r w h x8 q
 .This proves our claim, and b is a special case.
<2.2. COROLLARY. Let q, r * n and q ? r. Let b, b be the letters of q such
 <  .  .4  4that m m g N, a q ) a r s b, b . Let q9 be the partition of nm m
associate to q. Then
q  :v L s v v ,Kr r q9
and v v s 0 if and only if b s b.r q9
 .Proof.  , r ??? r b( b r ??? r s 0 if and only ifig ky1 ,r sbqb 1 iy1 iq1 ky1< i
 .  .b s b. Hence 2.1 a and 28 imply our claim.
< <2.3. LEMMA. Let q * n, k [ q . Let O be the K-linear span of theq
<elements  , v where q ? r * n andig ky1 ,r sb r .qb r . r ? ? ?r b r .( b r .. r ? ? ?r< i i 1 iy1 iq1 ky1
 .  .  <  .  .4b r , b r are the letters of q such that m m g N, a q ) a r sm m
  .  .4  .b r , b r . Let R be the K-linear span of the elements v q f q .Çq qy i, iq1.qÇ Ç
Then O s R .q q
Proof. The inclusion O : R is trivial. To show the reverse inclusion,q q
 . < 4we put A [ q, i q * n, q f q, i g k y 1 and prove the following:Ç Ç Ç <
v ' v mod O , for all q , i g A. .Çq  i , iq1.q qÇ Ç
 . < 4We assume that C [ q, i v k v mod O / B. Let s [Ç q  i, iq1.q qÇ Ç
 .  . X Xmax q q q and q9, h g C such that q q q s s. WithoutÇ Çq, i.g C i iq1 h hq1Ç
loss of generality we suppose that qX ) qX . By the definition of s weh hq1
have
v ' v mod O for all q , i g A such that s g q , q . 4 .Ç Ç Çq  i , iq1.q q i iq1Ç Ç
29 .
 . X XLet u ¨ resp. be the string which arises by deleting in q ??? q1 hy1
 X X . X < <q ??? q resp. all letters q which are equal to s. We put l [ u q 1hq2 k i
and set q0 [ uqX qX sasq.¨ . Then q0 f q, and a repeated application ofh hq1
 .29 shows that
v ' v , v ' v mod O .q9 q0 h , hq1.q9  l , lq1.q0 q
We conclude that
a q q 1 v . .s q9yh , hq1.q9
' a q q 1 v y v .  . .s q0  l , lq1.q0
 .  .a q a qs s
X X X Xj a q .y j j a q .y j' v y v mod O ,s s u s q q s ¨ u s q q s ¨ qh hq1 hq1 h
js0 js0
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 .again by 29 . But the last term is equal to
v r ? ? ?r b r .( b r .. r ? ? ?r1 iy1 iq1 ky1
igky1 <
 .  .r sb r qb ri
a q.q1swhere r s us ¨. Hence v g O , a contradiction.q9yh, hq1.q9 q
The intersection of all maximal submodules of a module M is denoted
by Rad M, and the descending Loewy series of M is the chain of the
submodules Rad  j .M defined by Rad 0.M [ M , Rad  j .M [
  jy1. .Rad Rad M for all j g N.
2.4. COROLLARY. Let q & n. Then for all j g N
Rad j.Lq s Rad jy1.Lr v . . q
r&n
<q;? r
Proof. We consider first the case j s 1. The claim is then the follow-
ing:
Rad Lq s Lrv . 30 . q
r&n
<q;? r
Using the notation of 2.3, we show that
Rad Lq s R . 31 .q
q  < :By 1.6, Rad L s v y v q f q = R . Conversely, if q f q, thereÇ ÇKq q qÇ
exists a permutation s g S such that q s s q. We may write s s t ??? tÇ< q < 1 l
 .where t , . . . , t are transpositions of the form i, i q 1 . Then1 l
v y vq qÇ
s v y v q v y v q ??? q v y v g R . .  .  .q t q t q t t q t ? ? ?t q s q ql l ly1 l 2 l
 .This yields 31 .
r  < < :  .Furthermore,  Lv s v v q;? r & n s O by 2.1 a andKq <;? r & n q r q q
 .  .28 . Now 30 is a consequence of 2.3.
 .The general case j ) 1 follows by observing that
Rad j.Lq s Rad jy1. Rad Lq .
 jy1. r  jy1. rs Rad Lv s Rad L v . . . q q
r&n r&n
< <q ;? r q ;? r
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For every ¨ g N*, the subspace of K N* generated by all elements
w x  .¨ g N* such that ¨ f ¨ will be denoted by K ¨ . Let L be the LieÇ Ç ;
 . ¨subalgebra of K N*, q, ( generated by the alphabet N, and L [ L l
w xK ¨ . It is well known that;
¨  < :L s ¨8 ¨ g N*, ¨ f ¨ , ¨ s ¨ for all ¨ g N*. 32 .Ç Ç Ç Ç K1 1
The Lie algebra L is the direct sum of the subspaces L¨, and it is freely
generated by N. Moreover,
< <1 ¨ rd ! .
¨dim L s m d for all ¨ g N*, 33 .  .< <¨  a ¨ rd ! . . .d jg N j
 .  . w xwhere d ranges over all common divisors of a ¨ , a ¨ , . . . 8 .1 2
< <  42.5. MAIN THEOREM. Let q * n, k [ q , and j g k j 0 . Then<
Rad j.Lq
 < :w x w x w x w xs v q 1 , . . . , q k y j g N*, q 1 ? ? ? q k y j f q Kqw1x8? ? ?qw kyj x8
s Lqw1x ??? Lqw kyj x v . /w x w xq 1 , . . . , q kyj gN*
w x w xq 1 ??? q kyj fq
 .Proof. The second equation follows easily from 32 . We now put
< w x w x w x w xL i , r [ v r 1 , . . . , r l y i g N*, r 1 ??? r l y i f r .  4r w1x8? ? ?r w lyi x8
 4  < <.for all r * n, i g l j 0 l [ r , and must show that<
 j. q  :Rad L s L j, q . . K
For j s 0 this is clear by 1.3. Obviously we may suppose that q & n. The
 j. q   .:inclusion Rad L : L j, q is proved by induction on j. Let j ) 0,K
<  jy1. r   .:q ; ? r * n, and assume inductively that Rad L : L j y 1, r .K
Then
 jy1. r  :  :Rad L v : L j y 1, r v : L j, q .  .  .K Kq q
 .by 2.1 and 32 . Now an application of 2.4 completes the inductive step.
In order to prove the reverse inclusion, we show that
 :L j, q : L j y 1, r v for all j g k 34 .  .  . <K q
r*n
<q ;? r
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 .  note that we suppose q & n . Let j g k and M [  L j y< q <;? r * n
.:  .  w x w x.1, r v . Let C be the set of all k y j -tuples q 1 , . . . , q k y j suchK q
w x w x w xthat q i g N*, q 1 ??? q k y j f q, and v f M. The assertionqw1x8? ? ?qw kyj x8
 .34 is equivalent to C s B. We first observe:
w x w xIf q 1 , . . . , q k y j g C and i g k y j such that . <
w x w x w x  4q i ) 1, then q i q q i g q , . . . , q . 35 .1 2 1 k
w x  w x w x . w x w x < w x <Otherwise let u i [ q i q q i q i ??? q i where l s q i and sup-1 2 3 l
w x w x  .pose w.l.o.g. that q i G q i . Then by 2.1 and 28 ,1 2
w xq i 2
v s v v g M ,qw1x8? ? ?qw kyj x8 qw1x8? ? ?qw iy1x8uw i x8qw iq1x8? ? ?qw kyj x8 qq?
a contradiction.
We now assume that C / B and put
w x w x w x w xq# [ max q i q q i q 1 , . . . , q k y j g C ,  .1 2
w xi g k y j such that q i ) 1 .4<
 .  4By 35 , q# g q , . . . , q . Furthermore,1 k
w x w xif q 1 , . . . , q k y j g C and q# is a letter of q i . .
w xfor some i g k y j , then q i s q#. 36 .<
 . w xFor 32 reduces the statement to the case that q# is the first letter of q i ,
 .and then it suffices to apply 35 .
We claim:
w x w x w x w xIf q 1 , . . . , q k y j g N* and q 1 ??? q k y j f q ,
w x 4h g k y j _ 1 and q h y 1 s q#, then<
v ' v mod M . 37 .qw1x8? ? ?qw kyj x8 qw1x8? ? ?qw hy2x8qw h x8q#qw hq1x8? ? ?qw kyj x8
w x w x w x w xWe set u [ q 1 8 ??? q h y 2 8, ¨ [ q h q 1 8 ??? q k y j 8, and consider
< w x < w xfirst the case that q h s 1, q h s b g N, say. As j ) 0, there exists an
 4 < w x < w xindex i g k y j _ h y 1, h such that q i ) 1. Let q i s wy where<
w g N*, y g N. Suppose that i ) h the case that i - h is only notation-
. w x w x w xally different . We put ¨ 9 [ q h q 1 8 ??? q i y 1 8 , ¨ 0 [ q i q 1 8 ???
w x  .q k y j 8. By 36 ,
v v g M .uq#b.8¨ 9w8 y¨ 0 , uq#b.8¨ 9 y w8¨ 0
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We reformulate these statements as follows:
v ' v mod Muq#b¨ 9w8 y¨ 0 ub q#¨ 9w8 y¨ 0
and
v ' v mod M .uq#b¨ 9 y w8¨ 0 ub q#¨ 9 y w8¨ 0
Hence
v ' v mod M .uq#b¨ 9w8( y .¨ 0 ub q#¨ 9w8( y .¨ 0
 .But w8( y s q i 8 so that our claim is shown in this case. it remains to
< w x <  . w xtreat the case that q h ) 1. By 32 , q#( q h 8 is a K-linear combination
 . w x < <of elements q#s 8 where s g N* and s f q h , in particular s G 2. For
 .  .any such s let w g N*, y g N such that s s wy. Then q#s 8 s q#w 8y y
 . < < < <  .y q#w 8. As w s s y 1 G 1, 36 implies that v , v g M,uq#w .8 y¨ u yq#w .8¨
hence v g M. We conclude that v g M. This completesuq# s.8¨ uq#( qw h x8.¨
 .the proof of 37 .
 w x w x. w x w xLet q 1 , . . . , q k y j g C such that q m q q m s q# for some1 2
w x w xm g k y j . Without loss of generality we may assume that q m ) q m .< 1 2
 .We put v# [ v and a [ a q . By shifting appropriately theqw1x8? ? ?qw kyj x8 q#
w x w xfactors which are equal to q# in the product q 1 ??? q k y j , we obtain a
w x w x w x a w x w x product of the form q l ??? q l q m q q l ??? q l where1 t ) tq1 kyjyaq1.
1 F l - ??? - l - m - l - ??? - l F k y j y 2, by virtue of1 t tq1 kyjyaq1.
 . w x w x w x w x36 . Let u [ q l 8 ??? q l 8, ¨ [ q l 8 . . . q l 8. A repeated1 t tq1 kyjyaq1.
 .application of 37 now yields
v# ' v n ayn mod M , for 0 F n F a. 38 .uq qw m x8q ¨) )
< w x <Let d [ q m . Then d G 2, and modulo M we have
w xq m 2
a0 ' v vuq#( qw m x ( ? ? ?( qw m x .q ¨ q3 d )q?
s v auqw m x8q ¨)
a
ny1 aynq v by 2.1 and 28 . uq#( qw m x ( ? ? ?( qw m x .q qw m x ( qw m x .q ¨3 d ) 1 2 )
ns1
v# if d ) 2
' , a q 1 v# if d s 2 .
 .  .by means of 38 , and using 36 additionally in the case d ) 2. Therefore
 .v# g M, a contradiction. We thus have proved 34 .
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 .  j. qWe may now show the inclusion L j, q : Rad L by induction on j.
 .  jy1. rFor the inductive step, suppose j ) 0 and L j y 1, r : Rad L for all
 .r * n. Applying 34 and 2.4, we obtain
 jy1. r  j. q :L j, q : L j y 1, r v : Rad L v s Rad L . .  .  . K q q
r&n r&n
< <q ;? r q ;? r
< <2.6. COROLLARY. Let q * n, k [ q .
 . qa If q s ??? s q , then Rad L s 0.1 k
 . k . q ky1. qb If q / q for some i, j g k , then Rad L s 0 and Rad L s<i j
 < :   ..v q f q * n . In particular by ¨irtue of 33 ,Ç Kq (Ç
1 krd ! .
ky1. q qdim Rad L s dim L s m d .k a q rd ! ??? a q rd ! .  . .  .1 nd
 .  .where d ranges o¨er all common di¨ isors of a q , . . . , a q .1 n
 j.  j. q  j.  j. .Since Rad D s [ Rad L , 2.5 implies that Rad D s R D vn n nq & n
as asserted in our Introduction. In particular, Radny1.D s 0 whilen
ny2.  .ny 2Rad D is the one-dimensional space generated by v n G 2 . An 21 .8
consequence is Atkinson's result that the nilpotency index of Rad D isn
w xn y 1 1 .
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