In cellular wireless communication systems, transmitted power is regulated to provide each user an acceptable connection by limiting the interference caused by other users. Several models have been considered including: (1) xed base station assignment where the assignment of users to base stations is xed, (2) minimum power assignment where a user is iteratively assigned to the base station at which its signal to interference ratio is highest, and (3) diversity reception, where a user's signal is combined from several or perhaps all base stations.
Introduction
In wireless communication systems, mobile users adapt to a time varying radio channel by regulating transmitter powers. This power control is intended to provide each user an acceptable connection by eliminating unnecessary interference. This work intends to unify and extend convergence results for cellular radio systems employing iterative power control methods. For a variety of systems, we show that interference constraints derived from the users' signal to interference ratio (SIR) requirements share certain simple properties. These properties imply that an iterative power control algorithm converges not only synchronously but also totally asynchronously 1] when users perform power adjustments with outdated or incorrect interference measurements.
This emphasis on meeting SIR constraints would appear to be particularly appropriate for the uplink of a CDMA system in which unsynchronized signals of other users can be modeled as interfering noise signals. Previous analyses of power control algorithms have assumed users' locations and radio channel characteristics are xed. However, proposed iterative algorithms have been designed for distributed implementation in dynamic systems with time varying radio channels.
Power control has been shown to increase the call carrying capacity of cellular systems for channelized systems 2{4] as well as single channel CDMA systems 5{7]. In 4, 5, 8{12], analytical approaches to attaining a common signal to interference ratio (SIR) or maximizing the minimum SIR are considered. In these works, the assignment of users to base stations is xed or speci ed by outside means. In 13{16], an integrated approach to power control and base station assignment is analyzed. Power control under the assumption that all users are received by all base stations is studied in 17] .
For the most part, analytical methods have derived convergence results for iterative power control algorithms that meet an SIR requirement for each user. In this work, we will see that for a broad class of power controlled systems, the users' SIR requirements can be described by a vector inequality of interference constraints of the form p I(p) (1) In this case, p = (p 1 ; : : : ; p N ) where p j denotes the transmitter power of user j and I(p) = (I 1 (p); ; I N (p)) where I j (p) denotes the e ective interference of other users that user j must overcome. We will say that a power vector p 0 is a feasible solution if p satis es the constraints (1) and that an interference function I(p) is feasible if (1) has a feasible solution. In addition, if under power vector p, p j I j (p), then we say user j has an acceptable connection.
For a system with interference constraints (1), we will examine the iterative power control algorithm p(t + 1) = I(p(t))
We will speak interchangeably of a system with interference constraints (1) or power control algorithm (2) . We will show that synchronous and totally asynchronous convergence of the iteration (2) can be proven when I(p) satis es three simple properties.
In section 2, we express the interference constraints of ve systems in the form of equation (1) and we identify the three properties common to these systems. In sections 3 and 4, we derive the synchronous and asynchronous convergence of the iteration (2). Section 5 shows how this framework permits a number of extensions. In particular, we will show how to incorporate maximum and minimum power constraints, hybrid interference functions, and a general form of the active link protection in 18].
General Interference Constraints
We assume N users, M base stations and a common radio channel. The transmitted power of user j is p j . Let h kj denote the gain of user j to base k. At base k, the received signal power of user j is h kj p j while the interference seen by user j at base k is P i6 =j h ki p i + k where k denotes the receiver noise power at base station k. Hence, under power vector p, the SIR of user j at base station k is p j kj (p) where
We now express the interference constraints of a number of systems in the form of (1).
Fixed Assignment We will denote by a j the assigned base of user j, which we assume to be xed or speci ed by outside means such as the received signal strength of base station pilot tone signals. The SIR requirement of user j at its assigned base a j can be written p j a j j (p) j . That is, we can write
Under xed assignment, 5, 8, 11] have considered the maxmin SIR problem in which j = for all j and the objective is to maximize subject to p I FA (p). In this work, the desired common SIR is embedded in the interference function I FA (p). For a xed SIR target and xed base station assignment, Grandhi An example of the MPA interference constraints are depicted in Figure 1 . In the MPA iteration p(t + 1) = I MPA (p(t)), user j is assigned to the base station k where minimum power is needed to attain the target SIR j , under the assumption that the other users hold their powers xed. The breakpoints of the constraints occur when the base station assignment changes. We observe that the set of feasible power vectors is nonconvex.
In this case we have
Limited Diversity We can also consider a strategy in which the received signal of user j is combined from d j base stations. We de ne K j (p) to be the d j element set with the property that for all k 2 K j (p); k 0 6 2 K j (p), kj (p) k 0 j (p). That is, K j (p) consists the d j base stations at which user j has highest SIR. When d j = 1 for all j, we have the ordinary MPA. When d j = M for all j, we have the macro diversity model. By using base stations k 2 K j (p) to receive the signal of user j, we can write the SIR constraint of user j as
Multiple Connection Reception In this approach, user j is required to maintain an acceptable SIR j at d j distinct base stations. To describe this method, we adopt the notation that hnimax k a k and hnimin k a k equal the nth largest and nth smallest elements of the set fa k g. Using this notation, the SIR requirement of user j can be written hd j imax k p j kj j . We can also express this constraint We adopt the convention that the vector inequality p > p 0 is a strict inequality in all components. The positivity property is implied by a nonzero background receiver noise. The scalability property implies that if p j I j (p) then p j I j (p) > I j ( p) for > 1. That is, if user j has an acceptable connection under power vector p, then user j will have a more than acceptable connection when all powers are scaled up uniformly. Note that positivity and convexity of I j (p) for all j implies scalability; however, the converse does not hold.
We note that kj (p) satis es
From Equations (10) and (11) Proof: Let p(0) = p and p(n) = I n (p). Feasibility of p implies that p(0) p(1).
Suppose p(n ? 1) p(n). Monotonicity implies I(p(n ? 1)) I(p(n)). That is, p(n) I(p(n)) = p(n + 1). Hence p(n) is a decreasing sequence of feasible power vectors. Since the sequence p(n) is bounded below by zero, Theorem 1 implies the sequence must converge to a unique xed point p . 2 Lemma 1 implies p p for any feasible vector p. That is, the xed point p is the solution of p I(p) corresponding to minimum total transmitted power. For the uplink in cellular radio systems, this is particularly desirable in that users may have limited battery power.
Lemma 2 If I(p) is feasible, then starting from z, the all zero vector, the standard power control algorithm produces a monotone increasing sequence of power vectors I n (z) that converges to the xed point p .
Proof: Lemma 2 Let z(n) = I n (z). We observe that z(0) < p and that z(1) = I(z) z. Suppose z z(1) ::: z(n) p , monotonicity implies p = I(p ) I(z(n)) I(z(n ? 1)) = z(n) (13) That is, p z(n + 1) z(n). Hence the sequence of z(n) is nondecreasing and bounded above by p . Theorem 1 implies z(n) must converge to p . 2 Theorem 2 If I(p) is feasible, then for any initial power vector p, the standard power control algorithm converges to a unique xed point p .
Proof: Feasibility of I(p) implies the existence of the unique xed point p . Since p j > 0 for all j, for any initial p, we can nd 1 such that p p. By the scalability property, p must be feasible. Since z p p , the monotonicity property implies We have shown that for any initial power vector p, the standard power control algorithm converges to a unique xed point whenever a feasible solution exists.
Asynchronous Power Control
In this section, we examine an asynchronous version of the standard power control algorithm using the totally asynchronous algorithm model of Bertsekas and Tsitsiklis 1]. The asynchronous iteration allows some users to perform power adjustments faster and execute more iterations than others. In addition, the asynchronous iteration allows users to perform these updates using outdated information on the interference caused by other users.
Let p j (t) denote the transmitted power of user j at time t so that the power vector at time t is p(t) = (p 1 (t); : : : ; p N (t)). We assume that user j may not have access to the most recent values of the components of p(t). This occurs when user j has outdated information about the received power at certain bases. At time t, let j i (t) denote the most recent time for which p i is known to user j. Note that 0 j i (t) t. If user j adjusts its transmitter power at time t, that adjustment is performed using the power vector 
We assume a set of times T = f0; Theorem 3 (Asynchronous Convergence Theorem) If there is a sequence of nonempty sets fX(n)g with X(n + 1) X(n) for all n satisfying the following two conditions: 1. Synchronous Convergence Condition: For all n and x 2 X(n), f(x) 2 X(n+1). If fy n g is a sequence such that y n 2 X(n) for all n, then every limit point of fy n g is a xed point of f.
2. Box Condition: For every n, there exists sets X i (n) 2 X i such that X(n) = X 1 (n) X 2 (n) X N (n).
and the initial solution estimate x(0) belongs to the set X(0), then every limit point of fx(t)g is a xed point of f. 
For all n, the set X(n) satis es the box condition. Lemmas 1 and 2 imply X(n+1) X(n) for all n and lim n!1 I n (z) = lim n!1 I n ( p ) = p . Hence any sequence fp(n)g such that p(n) 2 X(n) for all n must converge to p . Since the initial power vector p satis es p 2 X(0), the asynchronous convergence theorem implies convergence to the xed point p . 2 
Extensions to the Framework
In this section, we describe a number of extensions of the basic framework. Based on standard interference functions, it is possible to generalize a number of iterative power control enhancements. (p) and permits some consideration of systems in which each user is not required to minimize transmitted power.
Interference Alternatives

Maximum and Minimum Power Constraints
In real systems, transmitters may be subject to either maximum or minimum power constraints. In this section, we verify the convergence of power constrained iterations that are based on standard interference functions.
Before proceeding, we consider the trivial constant power control in which each user j maintains a xed power level q j > 0. We de ne I (q) (p) such that for all p 0, I (q) (p) = q. Although the convergence of p(t + 1) = I (q) (p(t)) is obvious, we will make use of the following simple observation.
Theorem 6 I (q) (p) is a standard interference function.
Given a standard interference function I(p) and a maximum power vector q, we can de ne the constrained interference functionÎ (q) (p) = (Î We de ne the standard constrained power control iteration as
Under the iteration (21), user j transmits with maximum power q j whenever its SIR requirement calls for transmitter power exceeding q j . The convergence of (21) has been considered in 25] under xed base station assignment and in 15] under the minimum power assignment. We note thatÎ (q) (p) is not truly an interference function in the sense that satisfying p Î (q) (p) does not imply that each user has an acceptable connection. However, we can verify the convergence of (21) We note that p Î (q) (p) always has the trivial feasible solution p = q. Hence, Theorems 2 and 7 imply the following corollary.
Corollary 1 From any initial power vector p, the standard constrained power control iteration always converges to a unique xed point.
We observe that the xed point p of (21) will satisfy p I(p ) i p I(p) has a feasible solution p that is bounded above by q. When this is not the case, p has the property that if user j is transmitting at power p j < q j , then user j will have its desired SIR j . Minimum power requirements can be incorporated in a similar way. Let denote a minimum power vector such that user j must transmit with power p j j . For a standard interference function I(p), we de neĨ ( ) (p) bỹ
In this case, the convergence of
is veri ed by the following theorem. , it is shown that under DPC-ALP, active users are guaranteed to remain active while each inactive user steadily raises its transmitted power in an e ort to become active. In this work, we generalize DPC-ALP to standard interference functions. We assume the SIR requirements 1 ; : : : ; N of the users are described by a standard interference function I(p). We express the standard ALP iteration as
where for a constant > 1 and a constant vector = ( 
In the de nition of DPC-ALP in 18], the constant vector was taken to be zero.
Here is assumed to be a very small positive vector whose sole purpose is to prevent p = 0 from being a xed point of the ALP iteration; otherwise, has no practical signi cance. We say that user j is active at time t if p j (t) I j (p(t)+ ). That is, an active user j achieves its required SIR j . During an ALP iteration, an inactive user j If the ALP iteration (24) converges, then it must converge to p = I(p + ). In this case, user j will have SIR j , exceeding the nominal required SIR j of the underlying standard interference function.
We now verify that an active link always stays active under the synchronous ALP iteration.
Theorem 10 If p j (t) I j (p(t) + ), then p j (t + 1) I j (p(t + 1) + ).
Proof: First, we observe that (25) We note that these results will also hold when we place maximum power constraints on either I ALP or the underlying I(p). In these cases, convergence is guaranteed but the active link protection property is ctitious in that a user transmitting at maximum power trivially satis es the requirements of the constrained interference function although that user's actual SIR requirement is not necessarily being met. Furthermore, although the ALP iteration (24) is guaranteed to converge asynchronously, the active link protection property holds only for the synchronous iteration.
Interference Averaging
To reduce uctuations in users' transmitter powers possibly due to inaccurate power measurements, it may be desirable to average a user's current power p j with the needed power I j (p). Given a standard I(p) and a constant 0 < 1, we de ne the standard interference averaging power control iteration as p(t + 1) = I(p(t)) = p(t) + (1 ? )I(p(t)) (29)
We call this approach interference averaging because p(t) is based on previous interference measurements. Note that p j and I j (p) may di er by several orders of magnitude. In this case, it may be more appropriate to to average log p j and log I j (p 
Discussion
When it is possible to provide each user an acceptable connection, as de ned by the interference function of the system, the synchronous and asynchronous standard power control algorithms will nd the minimum power solution. When I(p) is infeasible, then the constrained power control iteration of (21) is guaranteed to converge, permitting the system to detect the infeasibility.
The asynchronous convergence results give an indication of the robustness of the standard power control iteration. In addition, we observe that kj (p) can be expressed as
where R k (p) = P j h kj p j + k denotes the total received power at base k. Hence, the power controlled systems described in section 2 can be implemented by each user knowing only its own uplink gains and the total received power at each base station. It is not necessary to know all uplink gains or transmitted powers of the other mobiles. This suggests that these standard power control algorithms may be suitable for distributed asynchronous implementation in real systems in which users must perform updates with wrong or outdated interference measurements.
We believe that the properties of the standard interference function should hold for the uplink of any single channel interference based power controlled system. In addition, this framework is also valid under xed base station assignment for the downlink power control problem. However, we must emphasize that the standard interference function approach does have certain limitations. The monotonicity property implies that whenever a user can reduce its transmitted power, all other users will bene t from that power reduction. This property does not hold for all cases of interest. For example, in a multichannel system, a power reduction associated with user j changing from channel c to c 0 would create greater interference for mobiles currently using channel c 0 . For a second example, on the downlink of a system in which one base station must be chosen to transmit to each mobile, the power reduction associated with changing the base station assignment of user j from k to k 0 may create greater interference for those mobiles near base k 0 . We observe that this framework permits simple system comparisons to be made on the basis of interference functions. In particular, we observe that for all power vectors 
As expected, increasing diversity increases the space of feasible power vectors. However, it remains unclear whether these capacity improvements are signi cant in actual systems in which the interactions between user mobility, channel fading and power control must be considered. We hope this work provides a framework for understanding the convergence of common power control algorithms. As more sophisticated power control methods are developed, standard interference functions may be an aid in verifying the convergence properties of these methods.
