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ABSTRACT
CONTENT-BASED VIDEO COPY DETECTION USING
MULTIMODAL ANALYSIS
Onur Ku¨c¸u¨ktunc¸
M.S. in Computer Engineering
Supervisors: Prof. Dr. O¨zgu¨r Ulusoy and Assoc. Prof. Dr. Ugˇur Gu¨du¨kbay
July, 2009
Huge and increasing amount of videos broadcast through networks has raised
the need of automatic video copy detection for copyright protection. Recent
developments in multimedia technology introduced content-based copy detection
(CBCD) as a new research ﬁeld alternative to the watermarking approach for
identiﬁcation of video sequences.
This thesis presents a multimodal framework for matching video sequences
using a three-step approach: First, a high-level face detector identiﬁes facial
frames/shots in a video clip. Matching faces with extended body regions gives
the ﬂexibility to discriminate the same person (e.g., an anchor man or a political
leader) in diﬀerent events or scenes. In the second step, a spatiotemporal sequence
matching technique is employed to match video clips/segments that are similar
in terms of activity. Finally the non-facial shots are matched using low-level
visual features. In addition, we utilize fuzzy logic approach for extracting color
histogram to detect shot boundaries of heavily manipulated video clips. Methods
for detecting noise, frame-droppings, picture-in-picture transformation windows,
and extracting mask for still regions are also proposed and evaluated.
The proposed method was tested on the query and reference dataset of CBCD
task of TRECVID 2008. Our results were compared with the results of top-8 most
successful techniques submitted to this task. Experimental results show that the
proposed method performs better than most of the state-of-the-art techniques,
in terms of both eﬀectiveness and eﬃciency.
Keywords: copy detection, video processing, shot-boundary detection, video seg-
mentation, subsequence matching, face detection.
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O¨ZET
C¸OK KI˙PLI˙ ANALI˙Z I˙LE I˙C¸ERI˙K TABANLI VI˙DEO
KOPYA SEZI˙MI˙
Onur Ku¨c¸u¨ktunc¸
Bilgisayar Mu¨hendislig˘i, Yu¨ksek Lisans
Tez Yo¨neticileri: Prof. Dr. O¨zgu¨r Ulusoy ve Doc¸. Dr. Ugˇur Gu¨du¨kbay
Temmuz, 2009
Yu¨ksek ve artan oranlarda videonun c¸es¸itli agˇlarda serbestc¸e yayımlanması, telif
haklarının korunması ic¸in otomatik video kopya sezimi ihtiyacını beraberinde ge-
tirmis¸tir. C¸oklu ortam teknolojilerindeki gelis¸meler, ﬁligram yaklas¸ımına alter-
natif olarak ic¸erik tabanlı video kopya sezimi yo¨ntemini ortaya su¨rmu¨s¸tu¨r.
Bu tez c¸alıs¸masında video kliplerini es¸les¸tirmeyi sagˇlayan c¸ok kipli bir sis-
tem o¨nerilmektedir. I˙lk olarak bir yu¨z detekto¨ru¨ kullanılarak yu¨z ic¸eren video
bo¨lu¨mleri belirlenir. Yu¨z ve bedenin yu¨ze yakın belirli bir kısmını es¸les¸tirmek,
aynı kis¸iyi (o¨rnegˇin, sunucu veya politik lider) farklı olaylarda veya sahneler-
de ayırma esnekligˇi sagˇlar. I˙kinci olarak, harekete bagˇlı benzerligˇi olan video
bo¨lu¨mlerini es¸les¸tirmek ic¸in uzaysal ve zamansal dizileri es¸leyen bir teknik
kullanılır. Son olarak, yu¨z ic¸ermeyen video bo¨lu¨mleri du¨s¸u¨k seviyeli go¨rsel
o¨znitelikler ile es¸les¸tirilmektedir. Bunlara ek olarak, videoları bo¨lu¨tlemek ic¸in
kullanılan renk diklemlerinde bulanık mantıktan yararlanılmaktadır. Gu¨ru¨ltu¨leri,
silinen ﬁlm karelerini, ic¸ ic¸e gec¸mis¸ c¸erc¸eveleri tespit etmek ve duragˇan bo¨lgeler
ic¸in maske olus¸turmak ic¸in de yo¨ntemler o¨nerilmis¸tir.
Tanıtılan sistem, TRECVID 2008 yarıs¸masında I˙c¸erik Tabanlı Kopya Se-
zimi go¨revi ic¸in hazırlanan sorgu ve referans videoları u¨zerinde test edilmis¸,
sonuc¸larımız bu go¨reve katılan en iyi 8 teknikle kars¸ılas¸tırılmıs¸tır. Bu deneylerde
sistemimizin digˇer birc¸ok modern teknikten daha verimli ve etkili c¸alıs¸tıgˇı
go¨sterilmis¸tir.
Anahtar so¨zcu¨kler : kopya sezimi, video is¸leme, video bo¨lu¨tleme, altdizi es¸les¸tirme,
yu¨z tanıma.
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Chapter 1
Introduction
1.1 Overview
A recent study released by IDC [6] found that the total volume of digital content
added to digital universe was 487 billion gigabytes in 2008, meaning that there
are more than 90 GBs of data per person on Earth. This number was 281 billion
gigabytes in 2007 [11].
In this huge digital universe, each industry has its own share: manufactur-
ing and transportation industry is rapidly deploying digital surveillance cameras,
retail industry stores customer activities, governments process and store PBs of
satellite images, healthcare sector depends on medical imaging databases and
records, and so on. Among these industries, broadcasting, media, and entertain-
ment industry already generates 50% of the digital data today. When all TV
channels broadcast digitally and all the movies become digital within the next 10
years, the share of communication/media/entertainment industries will be higher
than today’s.
YouTube [14], which is the #1 largest video sharing site, contributes most of
the video streaming, sharing, and storage on the Internet today. Chad Hurley
(CEO and co-founder of YouTube) claims that online video broadcasting will be
1
CHAPTER 1. INTRODUCTION 2
the most accessible form of communication in the next decade [12]. In September
2008, 13 hours of video were being uploaded to YouTube every minute, and as
Hudley states, the volume will continue to grow exponentially. Today, 20 hours
of video are being uploaded to YouTube every single minute [16].
Even for the world’s lead video sharing website, detection of copyrighted ma-
terials is one of the biggest issues. Copyright holders constantly issue takedown
notices for the unauthorized clips of TV shows, movies and music videos. After
some organizations have issued lawsuits against YouTube, the website has intro-
duced a system called Video ID to copyright holders to check uploaded videos
against a database of copyrighted content for reducing violations [2, 15]. However,
the solution is not as simple as detecting watermarks; therefore, the problem of
video copy detection still remains an open-research area.
For identiﬁcation of copyrighted materials, content-based copy detection
(CBCD) was introduced as a new research ﬁeld alternative to the watermarking
approach. In addition to copyright protection issues, there are other applica-
tions of video copy detection. For instance, it allows the tracking of news stories
across diﬀerent sources [81, 39], measuring the novelty [75], tracking of known or
repeated sequences [24], and identiﬁcation of commercials [31]. Video copy de-
tection techniques also enhance the indexing, searching, and retrieval capabilities
of a multimedia database.
In this thesis, our aim is to propose a complete content-based video copy
detection framework that uses multimodal analysis based on facial detection,
spatio-temporal activity matching, and low-level visual feature similarity.
1.2 Challenges
Video copy detection is a challenging problem in computer vision due to some
reasons. First of all, the problem domain is exceptionally wide. Depending on
the purpose of a video copy detection system, diﬀerent solutions can be applied.
For example, a simple frame-based color histogram similarity approach could be
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enough for detecting exact duplicates of video segments or identifying commercial
breaks. On the other hand, matching news stories across diﬀerent channels (cam-
era viewpoints) is a totally diﬀerent problem, and will probably require interest
point-matching techniques. Therefore, no general solution can be proposed to
video copy detection problem.
Secondly, the problem space is extremely large, which often requires real-time
solutions. For the case of YouTube, the system needs to process 20 hours of video
content per second to ﬁnd an exact or near-duplicate segment of a copyrighted
material. Suppose that Warner Bros. Entertainment, Inc. wants to ﬁnd unau-
thenticated clips of their movies on YouTube. Warner Bros. owns more than 593
movies that are produced, co-produced, and/or distributed by the production
company [8]. If we take a movie about 2 hours, we can ﬁnd that we need to
compare 20 hours of video with ∼1200 hours of copyrighted movies per second.
More importantly, a video copy detection system is expected to mimic human
vision, understanding, and logic. However, the techniques, such as face detec-
tion, recognition, visual feature extraction, dimensionality reduction, similarity
calculation, etc. are still being developed today. This is, in fact, a limitation of
all copy detection and image/video retrieval systems.
1.2.1 TRECVID Copy Detection task
TREC Video Retrieval Evaluation (TRECVID) [71] is an organization focusing
on content-based analsis of video. Every year, participants of TRECVID test
their systems on spesiﬁc tasks, including automatic segmentation, indexing, and
content-based retrieval of video.
Beginning in 2008, TRECVID introduced content-based copy detection
(CBCD) as a new task to evaluate. Aim of the task is to determine the place of
each query video in the test collection accompanied with a decision score. A copy
is deﬁned as a segment of video derived from another video, usually by means of
various transformations such as addition, deletion, modiﬁcation (of aspect, color,
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contrast, encoding), camcording, etc.; so the queries are constructed according to
this deﬁnition.
1.2.2 Video Transformations
Each query video in TRECVID CBCD task is constructed by taking a segment
from the test collection, transforming and/or embedding it into some other video
segment, and ﬁnally applying one or more transformations to the entire query
segment [5]. Since the query set prepared for CBCD task is used for evaluation
purposes, we focus on the transformations in Table 1.1 [1]. These transformations
cover most of the video modiﬁcations in daily life (cf. Figure 1.1).
Table 1.1: The list of transformations used in the CBCD task.
# Transformation details
T1 Camcording
T2 Picture-in-picture Type 1
T3 Insertion of patterns (15 diﬀerent patterns)
T4 Strong re-encoding (change of resolution, bitrate)
T5 Change of gamma
T6 Combination of 3 transformations amongst: blur, gamma, frame dropping, contrast,
compression, ratio, noise (A)
T7 Combination of 5 transformations amongst (A)
T8 Combination of 3 transformations amongst: crop, shift, contrast, caption, ﬂip, in-
sertion of pattern, picture-in-picture Type 2 (original video is behind) (B)
T9 Combination of 5 transformations amongst (B)
T10 Combination of 5 transformations amongst all the transformations from 1 to 9
1.3 Summary of Contributions
We propose a complete content-based video copy detection framework that uses
multimodal analysis based on facial shot detection, spatio-temporal activity
matching, and low-level visual feature similarity. The overview of the CBCD
system is shown in Figure 1.2.
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
Figure 1.1: Transformations: (a) original frame, (b) picture-in-picture type 1,
(c) insertion of pattern, (d) strong re-encoding, (e) change of gamma, (f) letter-
box, (g) white noise, (h) crop, (i) shift, (j) caption/text insertion, (k) ﬂip, and
(l) picture-in-picture type 2.
The contributions of this thesis can be summarized as folows:
• Fuzzy color histogram method that is robust to illumination changes;
• Fuzzy color histogram based shot-boundary detection method for the videos
where heavy transformations (such as cam-cording, insertions of patterns,
strong re-encoding) occur;
• Mask extraction, picture-in-picture window detection, and noise detection
methods for content-based copy detection systems;
• An eﬀective facial shot detection and matching method for detecting copy
shots;
• A variable-weighted visual similarity calculation technique; and
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Figure 1.2: Overview of our CBCD system.
• Subsequence matching of activity time-series that is robust to many video
manipulations, such as ﬂip, picture-in-picture, re-encoding, and so on.
1.4 Outline of the Thesis
The thesis is organized as follows
• Chapter 2 describes the video segmentation of query and reference videos
along with the detection of various transformations; i.e., frame-dropping,
noise addition, text/logo insertion, and picture-in-picture transformation.
• Chapter 3 presents our CBCD framework with three steps multimodal anal-
ysis: ﬁrst, facial shots are identiﬁed and matched; in the second step, sim-
ilarities between activities of the query and reference video sequences are
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detected; and ﬁnally, similar non-facial shots are matched with low-level
MPEG-7 visual descriptors.
• Chapter 4 includes the evaluation of each proposed method, and the com-
parison of our CBCD framework with the state-of-the-art methods used in
TRECVID’08 CBCD task.
• Chapter 5 gives the conclusions and future research directions.
Chapter 2
Video Segmentation
The detection of shots, as in many video indexing and retrieval applications, is
the ﬁrst step of video analysis. Video is segmented (or frames are merged) into
temporal pieces as a result of shot-boundary detection (see Figure 2.1).
Frames
Shots
Video
Figure 2.1: Temporal segmentation of a video.
A shot is deﬁned as a series of related consecutive frames representing a contin-
uous action in time and space taken by a single camera [21]. A video is composed
of several shots combined with abrupt or gradual transitions (see Figure 2.2).
An abrupt transition, also known as hard-cut, is the most common and easy to
detect transition type. On the other hand, gradual transitions (fades, dissolves
and wipes) are spread over a number of frames, thus they are harder to detect.
Various shot-boundary detection algorithms have been proposed [21, 40, 35,
8
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Hard−cut
Dissolve
Fade in
Frame from
shot 1
Frame from
shot 2
Empty frame
Figure 2.2: Types of transitions between shots.
23, 79, 72] and compared [26, 58, 27, 22]; however, to the best of our knowl-
edge, no shot-boundary detection algorithm specialized for CBCD is found in the
literature. Our aim is to propose an automatic shot-boundary detection algo-
rithm for the videos on which various transformations are applied. In contrast to
most of the existing methods, we utilize fuzzy logic approach for extracting color
histogram to detect shot boundaries.
2.1 Related Work
2.1.1 Shot-boundary Detection
Studies on shot-boundary detection are typically based on extracting visual fea-
tures (color, edge, motion, and interest points) and comparing them among suc-
cessive frames. Truong et al. [72] propose techniques for cut, fade, and dis-
solve detections. An adaptive thresholding technique to detect peaks in the
color histogram diﬀerence curve is presented for detecting hard cuts. Locat-
ing monochrome frames and considering luminance mean and variance are the
steps for fade and dissolve detection. Danisman and Alpkocak [28] apply a
method based on color histogram diﬀerences in RGB color space and thresh-
olding for cut detection. They present skip frame interval technique, which re-
duces the computation time with a slight decrease in the precision. Dailianas [27],
Boreczky and Rowe [22] compare early shot-boundary detection algorithms. Lien-
hart [58] extends this comparison by taking newer algorithms into account, and by
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measuring their ability to detect the type and temporal extent of the transitions.
Cotsaces et al. [26] give an up-to-date review.
In recent years, researchers focus on detecting gradual transitions eﬀectively
and avoiding the false alarms caused by ﬂashlight and the motion of large objects
in the scene, since the recognition of hard-cuts is very reliable for most of the
methods. Huang et al. [40] propose an approach based on local keypoint match-
ing of video frames to detect abrupt and gradual transitions. By matching the
same objects and scenes using contrast context histogram (CCH) in two adja-
cent frames, the method decides that there is no shot change. Corana et al. [35]
propose a two-step iterative algorithm, unique for both cuts and gradual tran-
sitions detection, in the presence of fast object motion and camera operations.
Boccignone et al. [21] use a consistency measure of the ﬁxation sequences gen-
erated by an ideal observer looking at the video for determining shot changes.
A scene-break detection approach based on linear prediction model is proposed
in [23]. Shot-boundaries are detected using Bayesian cost functions, by compar-
ing original frame with the predicted frame, estimated using within video shot
linear prediction model (WLPM) and dissolve linear prediction model (DLPM).
Yuan et al. present a uniﬁed shot boundary detection system based on graph par-
titioning model [79]. The representation of the visual content, the construction
of the continuity signal, and the classiﬁcation of continuity values are handled in
this work. The evaluations show that the SVM-based active learning outperforms
both thresholding and nonactive learning.
2.1.2 Fuzzy Logic and Systems
Fuzzy logic introduced by Zadeh [80] is being used in many applications related
to image processing. Konstantinidis et al. [51] and Han and Ma [38] utilize fuzzy
logic for creating color histograms to be used in content-based image retrieval
systems. Chung and Fung [25] introduce fuzzy color quantization to color his-
togram construction, and evaluate its performance in video scene detection with
a very limited video dataset. Fang et al. [33] propose a fuzzy logic approach
for temporal segmentation of videos, where color histogram intersection, motion
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compensation, texture change and edge variances are integrated for cut detec-
tion. In [41], histogram diﬀerences of consecutive frames are characterized as
fuzzy terms, such as small, signiﬁcant and large, and fuzzy rules for detecting
abrupt and gradual transitions are formulated in a fuzzy-logic-based framework
for segmentation of video sequences. Das et al. [29] deﬁne a uniﬁed interval type-2
fuzzy rule based model using fuzzy histogram and fuzzy co-occurrence matrix to
detect cuts and various types of gradual transitions.
2.1.3 Methods used by Copy Detection Systems
In the ﬁeld of CBCD, representing video with a set of keyframes (one or more
representative frame for each shot) is a common approach. Some of the re-
cent studies on CBCD task of TRECVID 2008 employ the following techniques.
Llorente et al. [60] use an approach based on color histogram and thresholding, ex-
tended by [68] for detection of gradual transitions. Douze et al. prefer extracting
2.5 frames per second for query videos, and extracting only a few representative
keyframes for the dataset [30]. We also preferred extracting a ﬁxed number of
frames per time interval in our earlier CBCD system [52]. Studies in video copy
detection domain, therefore, do not necessarily use a shot-boundary detection
method.
2.2 Eﬀects of Video Transformations on Shot-
boundary Detection
The negative eﬀects of video transformations, and possible corrective actions
taken by our method are discussed in this section:
1. Frame dropping: Dropped frames should be ignored or estimated; otherwise
the shot-boundary detection algorithm decides each blank frame as a cut.
Such frames have the mean of intensity values near to zero.
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2. Picture-in-picture: Regardless of which type is applied to the video seg-
ment, detecting the window of picture-in-picture transformation (bound-
aries of the inner video) is crucial for feature extraction step of the CBCD
system [66]. With the extracted window, foreground and background frames
can be handled separately.
3. Insertion of patterns, caption: Although the insertion of a pattern or text
does not aﬀect the shot-boundary detection process strongly, a mask for
still regions, which includes the inserted pattern or text, will increase the
eﬀectiveness of a CBCD system. Unmasked patterns and captions introduce
new edges and regions of interests, and cause changes on color information.
4. Camcording, crop, shift: These transformations generally produce black
framings on one or more sides of the video segment. Since the framings are
also still regions, we can ignore these areas during the feature extraction.
5. Strong re-encoding, blur, change of gamma, contrast, compression: It is
important to use a keypoint detector invariant to these changes. These
changes have nearly no eﬀect on shot-boundary detection because they are
applied on the whole video with the same parameter values.
6. Noise: Since the detection of windows for picture-in-picture transformation
depends on edge detection, noisy shots should be discovered and handled
before further processing.
2.3 Shot-boundary Detection for Reference
Videos
Detecting shot-boundaries of reference videos is important, since we need to
extract visual features from reference keyframes in video copy detection part.
Compared to shot-boundary detection of query videos, the video segmentation
problem here is simpler (because the videos are not altered with heavy transfor-
mations), and yet can be solved with an easier approach.
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We used a conventional color quantization method in RGB color space, and
Chi-Square distance as the histogram comparison method:
DSqChi(H1, H2) =
b∑
i=1
(H1(i)−H2(i))2
H1(i) + H2(i)
(2.1)
Shot-boundary detection of reference videos was implemented using
OpenCV [10], and the system works with ∼100fps rate.
2.4 Method for Query Videos
We present a fuzzy color histogram-based shot-boundary detection algorithm spe-
cialized for content-based copy detection applications. The proposed method aims
to detect both cuts and gradual transitions (fade, dissolve) eﬀectively in videos
where heavy transformations (such as cam-cording, insertions of patterns, strong
re-encoding) occur. Along with the color histogram generated with the fuzzy
linking method on L*a*b* color space, the system extracts a mask for still re-
gions and the window of picture-in-picture transformation for each detected shot,
which will be useful in a content-based copy detection system. Experimental re-
sults show that our method eﬀectively detects shot boundaries and reduces false
alarms as compared to the state-of-the-art shot-boundary detection algorithms.
The parameters of the system are given in Table 2.1, and the overview of the
proposed algorithm is presented in Figure 2.3.
2.4.1 Detection of Frame-dropping Transformation
Handling frame-dropping transformation is one of the key features of a shot-
boundary detection system specialized for CBCD applications; since most of the
proposed algorithms consider missing frames as hard-cuts. A dropped frame is
either exactly or nearly a blank frame, which has a small overall intensity (less
than thbf = 0.0039). We deﬁne a binary function fd for a given video frame In
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Table 2.1: The parameters of the algorithm.
Parameters Description
θc Threshold for cut detection
θg Threshold for gradual transition detection
τ Timescale for central moving average ﬁlter
thbf Intensity threshold for blank frame detection
thn Average intensity-change threshold for noisy image
thsr Threshold for still regions
smf Size of median ﬁlter used in noise detection
as:
fd(In) =
⎧⎪⎪⎨
⎪⎩
1
h∑
i=1
w∑
j=1
Gn(i, j) < thbf
0 otherwise
(2.2)
where Gn is the grayscale intensity image of In, and (h, w) is the dimension of
the frame.
2.4.2 Noise Detection
CBCD applications should handle query videos with heavy noise transformations.
For our algorithms to work properly, noisy frames/shots should be identiﬁed
before any further operation that is based on edge detection or use standard
deviation of pixel intensity values.
In image processing, a nonlinear median ﬁlter is preferred over a linear ﬁlter
for cleaning salt & pepper and white noise. Based on this fact, we calculate the
average intensity change of an image In after a median ﬁlter of size smf × smf
is applied to the image. If the image slightly changes after the median ﬁlter, we
assume that less noise exists in the image. Otherwise, when the average intensity
change exceeds a threshold thn, it is regarded as noisy.
nf(In) =
⎧⎪⎪⎨
⎪⎪⎩
1
1
h× w
h∑
i=1
w∑
j=1
|Gn(i, j)−Mn(i, j)| > thn
0 otherwise
(2.3)
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Input frames
Fuzzy Color Histogram based
Shot Boundary Detector
Features of the dropped frame is
estimated with linear regression
Apply Median filter if the frame
is noisy
Generate a mask for inserted
patterns, logos, text, etc.
Extract the boundaries of
picture−in−picture transformation
Frame−dropping
Detector
Noise Detector
Mask Generator
Window Extractor
No frame−dropping
No noise
Shot boundaries
background
foreground
Figure 2.3: The overview of the proposed algorithm.
We evaluate the noise detection method and the impact of the parameters
(the size of the median ﬁlter and the threshold value) in Section 4.2.
2.4.3 Mask Generation
When a video segment is transformed with various types of transformations sum-
marized in Table 1.1, it clearly changes the content of the frames regarding color,
edge, and shape information. A content-based copy detection system should cut
out the artiﬁcially inserted texts, patterns, logos, etc., if possible. Besides, it
should ignore the bordering black areas produced by shift, crop, and letterbox
transformations. As a result, the probability of matching with the original video
segment is increased. See Figure 2.4 for a sample mask, and how it aﬀects the
color histogram.
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Figure 2.4: Mask generation and its eﬀect on color histogram. (a) original frame,
(b) color histogram of the frame, (c) query frame, (d) its histogram, (e) mask of
still regions for this query shot, (f) masked query frame, (g) its histogram, (h)
mask dilated with a disk structuring element of size 3x3, (i) masked query image,
and (j) its histogram. Euclidean distance between histograms are: D(Hb, Hd) =
0.142, D(Hb, Hg) = 0.026, and D(Hb, Hj) = 0.035.
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We create a mask of standard deviations greater than the threshold thsr = 0.01
for each shot representing still regions while detecting shot boundaries, assuming
that a pixel intensity varies from 0 to 1:
Mshot(i, j) =
⎧⎨
⎩ 1 σshot(i, j) > thsr0 otherwise (2.4)
The mean and standard deviation of the pixel intensity values within a video
shot of N frames are calculated with the Equations 2.5 and 2.6, respectively:
μshot(i, j) =
1
N
N∑
k=1
Gk(i, j) (2.5)
σshot(i, j) =
√√√√ 1
N
N∑
k=1
(Gk(i, j)− μshot(i, j))2 (2.6)
The problem here is that today’s computers have a limitation that can hold
up to a number of frames together in memory. Therefore, we employ the solution
for incremental standard deviation calculation discussed by Donald Knuth [50],
who cites Welford [74]:
μk(i, j) = μk−1(i, j) +
Gk(i, j)− μk−1(i, j)
k
(2.7)
sk = sk−1 + (Gk − μk−1)× (Gk − μk) (2.8)
σk(i, j) =
√
sk(i, j)/(k − 1) (2.9)
where μ1(i, j) = G1(i, j) and s1(i, j) = 0 initially. For a shot with n frames, we
save the mask Mshot = Mn and the standard deviation of the shot σshot = σn for
further use.
2.4.4 Detection of Picture-in-Picture Transformation
In order to detect the window of picture-in-picture transformation, black fram-
ings on the sides of the video segment generated by camcording, crop, or shift
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transformations should be extracted ﬁrst. We mark each row and column starting
from the beginning and from the end as border rows if
1
w
w∑
c=1
σshot(i, c) < thsr (2.10)
holds for that row. Similarly, blank columns from the beginning and from the end
are identiﬁed. If Equation 2.10 returns false for a row/column, we stop marking
borderlines for that edge. Figure 2.5 shows an example to border detection.
(a) (b) (c)
Figure 2.5: The detection of borders: (a) ﬁrst frame of a query video shot on
which both the picture-in-picture and crop transformations are applied, (b) the
standard deviation of the shot, and (c) the border shown in red.
The next step is to detect the vertical lines. We crop out the borders from
Mshot, and then ﬁnd the derivatives with a ﬁrst order diﬀerence from both + and
− x-axis using the Prewitt edge detector:
Eshot =
⎡
⎢⎢⎢⎣
−1 0 1
−1 0 1
−1 0 1
⎤
⎥⎥⎥⎦ ∗Mshot (2.11)
Strong vertical edges are extracted from Eshot using Hough lines [32]. Only
vertical lines are selected, and compared in order to form a rectangular window.
The candidate window(s) and the border information for each shot are stored.
Figure 2.6 displays examples of frames whose borders and windows are success-
fully detected.
CHAPTER 2. VIDEO SEGMENTATION 19
Figure 2.6: Detected borders and windows for query frames. The borders are
shown in red and the window frames are shown as green rectangles.
2.4.5 Fuzzy Color Histogram based Shot-boundary De-
tection
We use a color histogram-based method generated with the fuzzy linking method
on L*a*b* color space. A brief discussion on why L*a*b* color space is preferred,
how the dimensions are subdivided into regions, their ranges, and the results of
an experiment with popular colors, are provided in Section 2.5.
Fuzziﬁcation of the inputs is achieved by using triangular membership func-
tions for each component. L* is divided into 3 regions (white, grey, black), a*
is divided into 5 regions (green, greenish, middle, reddish, red), and b* also is
divided into 5 regions (blue, bluish, middle, yellowish, yellow). This is the ap-
proach used in [51]; however, we extracted new colors and found corresponding
fuzzy rules. Membership f unctions of the inputs and the output are shown in
Figure 2.7.
In conventional color histograms, each pixel belongs to only one histogram bin,
depending on whether the pixel is quantized into the bin or not. The conditional
probability Pi|j of the selected jth pixel belonging to the ith color bin is deﬁned
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Figure 2.7: Fuzzy membership functions for the inputs (L*, a*, b* ) and output.
as a binary equation:
Pi|j =
⎧⎨
⎩ 1 if the jth pixel is quantized into the ith histogram bin0 otherwise (2.12)
If L*a*b* color space was partitioned into 3x5x5 (for L*, a*, and b*, respec-
tively) subspaces in a conventional manner, this deﬁnition would lead to serious
boundary issues and problems related to the partition size. However, in the con-
text of fuzzy color histogram, the degree of association μij of jth pixel to ith bin
is calculated with fuzzy membership functions (see Figure 2.7). L* component
of a pixel might have both a degree of gray and white together, for instance.
Therefore, the color of a pixel is better-represented in fuzzy color histograms,
even with a small number of membership functions.
Three components are linked in a Mamdani-style fuzzy inference system [63],
according to 26 fuzzy rules (see Section 2.6). The ﬁnal color histogram is con-
structed using 15 trapezoidal membership functions for each bin of the output
color histogram. Because some colors (olive, purple, silver, lime, maroon) reside
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very close to the others in 3-d L*a*b* space, we selected the remaining 15 colors
out of 20 (see Section 2.5). Therefore, the ﬁnal fuzzy color histogram contains 15
bins. The overview of the proposed fuzzy inference system is shown in Figure 2.8.
Input L*
luminance
[0, 100]
Input a*
greenness−redness
[−86.18, 98.23]
Rule 2
Rule 3
Rule 26
If (L is black) and (b is bluish) then
(fuzzyhist is blue)
If (L is grey) and (a is NOT green)
and (b is blue) then (fuzzyhist is blue)
If (L is white) and (a is green) and (b 
is bluish) then (fuzzyhist is cyan)
Output
Fuzzy Color Hist.
with 15 bins
fuzzification of the
input variables
evaluation of the rules
using fuzzy reasoning
results of the rules are
combined and defuzzified
output is a
non−fuzzy number
Rule 1 If (L is black) and (a is amiddle) and(b is bmiddle) then (fuzzyhist is black)
Input b*
yellowness−blueness
[−107.86, 94.47]
Figure 2.8: The structure of the fuzzy color histogram.
The main advantage of the proposed fuzzy color histogram over a conventional
color histogram is its accuracy. Since the system is less sensitive to illumination
changes and quantization errors, it performs better on shot boundary detection.
Figure 2.9 displays three successive frames in a gradual transition with their fuzzy
and gray-scale histograms.
For frame-dropping transformations, we estimate the missing frames using
linear regression. The fuzzy color histogram of a dropped frame is predicted by
averaging the features of the previous two frames:
Hn =
⎧⎨
⎩ hn fd(In) = 0(Hn−1 + Hn−2)/2 otherwise (2.13)
The essential idea of using color histogram for shot-boundary detection is that
color content does not change rapidly within a shot. Therefore, shot changes
are detected when fuzzy color histogram diﬀerence exceeds a threshold. The
dissimilarity between color histograms of successive frames is calculated with
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Figure 2.9: Three successive frames in a gradual transition: three successive
frames (a, d, and g); grayscale histograms of the frames (b, e, and h); fuzzy color
histograms (c, f, and i).
Euclidean distance:
D(In, Im) =
√√√√ b∑
i=1
(Hn(i)−Hm(i))2 (2.14)
Although the diﬀerence between color histograms of successive frames in a
video is enough to detect hard-cuts, the detection of gradual transitions (i.e.,
dissolve and fade) requires special treatment since these transitions are less re-
sponsive. In our method, we extend color histogram diﬀerence by the algorithm
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proposed in [68].
dτ (t) =
1
τ
τ−1∑
i=0
D(t + i, t− τ + i) (2.15)
dτ detects the transitions of duration less than or equal to τ . We interpret peaks
in d2 greater than θc = 0.15 as hard-cuts, and the remaining peaks in d4, d8, and
d16 greater than θg = 0.09 as gradual transitions.
2.5 Experiments in L*a*b* Color Space
We have selected popular colors, and experimented with their values in L*a*b*
color space. L*a*b* is commonly preferred over RGB or HSV color spaces, be-
cause it is one of the perceptually uniform color spaces which approximates the
way that human perceive color. In L*a*b* color space, L* represents luminance,
a* represents greenness-redness, and b* represents blueness-yellowness.
a* and b* components have more weights than L* component. Therefore
the fuzzy linking method in [51] prefers to subdivide L* into 3 (dark, dim, and
bright), a* into 5 (green, greenish, middle, reddish, and red), and b* into 5 (blue,
bluish, middle, yellow, and yellowish) regions. We have used the same approach.
Range of L*a*b* color space is important for the fuzzy membership functions.
L* coordinate ranges from 0 to 100. The possible range of a* and b* coordinates
depends on the color space that one is converting from. When converting from
RGB, a* coordinate range is [-86.1813, 98.2352], and b* coordinate range is [-
107.8617, 94.4758]. We have selected 20 colors from List of Colors [7]. Table 2.2
shows L*, a*, b* values, as well as their fuzzy correspondences for each color.
2.6 Fuzzy Rules
Twenty-six fuzzy rules of the fuzzy inference system are listed in Figure 2.6.
These rules are generated according to the fuzzy correspondences of output colors
in Table 2.2.
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Table 2.2: The colors and their fuzzy correspondences.
Color L* a* b* fuzzy L* fuzzy a* fuzzy b*
Black 0.00 0.00 0.00 black amiddle bmiddle
Blue 32.30 79.19 -107.86 black+grey red blue
Brown 64.60 10.22 69.09 grey amiddle yellowish
Cyan 91.11 -48.09 -14.13 white greenish bmiddle
Magenta 60.32 98.24 -60.83 grey red bluish
Lime 87.74 -86.18 83.18 white green yellow
Grey 76.19 0.00 0.00 grey amiddle bmiddle
Maroon 39.03 63.65 53.41 grey reddish yellowish
Navy 22.38 62.93 -85.72 black reddish blue+bluish
Green 66.44 -68.49 66.10 grey green yellow+yellowish
Olive 73.92 -17.13 75.08 grey+white greenish yellow
Orange 83.91 3.43 82.63 white amiddle yellow
Pink 92.07 11.20 1.05 white reddish bmiddle
Purple 44.66 78.07 -48.34 grey red bluish
Red 53.24 80.09 67.20 grey red yellow+yellowish
Silver 89.53 0.00 0.00 white amiddle bmiddle
Teal 69.13 -38.22 -11.23 grey+white greenish bmiddle
Violet 50.46 89.85 -77.24 grey green blue
White 100.00 0.00 0.00 white amiddle bmiddle
Yellow 97.14 -21.55 94.48 white greenish yellow
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if (L is black) and (a is amiddle) and (b is bmiddle) then (fuzzyhist is black)
if (L is black) and (b is blueish) then (fuzzyhist is blue)
if (L is grey) and (a is NOT green) and (b is blue) then (fuzzyhist is blue)
if (L is white) and (a is amiddle) and (b is blueish) then (fuzzyhist is blue)
if (L is white) and (a is greenish) and (b is blueish) then (fuzzyhist is blue)
if (L is black) and (a is reddish) and (b is blue) then (fuzzyhist is navy)
if (L is grey) and (a is red) and (b is NOT blue) then (fuzzyhist is red)
if (L is grey) and (a is reddish) and (b is bmiddle) then (fuzzyhist is red)
if (L is black) and (a is reddish) and (b is yellowish) then (fuzzyhist is red)
if (L is grey) and (a is reddish) and (b is yellow) then (fuzzyhist is yellow)
if (L is white) and (a is amiddle) and (b is yellow) then (fuzzyhist is yellow)
if (L is white) and (a is greenish) and (b is yellow) then (fuzzyhist is yellow)
if (L is grey) and (a is reddish) and (b is blueish) then (fuzzyhist is magenta)
if (L is white) and (a is reddish) and (b is blueish) then (fuzzyhist is magenta)
if (L is grey) and (a is amiddle) and (b is yellowish) then (fuzzyhist is brown)
if (L is white) and (a is reddish) and (b is yellow) then (fuzzyhist is brown)
if (L is grey) and (a is amiddle) and (b is bmiddle) then (fuzzyhist is grey)
if (L is grey) and (a is greenish) and (b is yellow) then (fuzzyhist is green)
if (L is white) and (a is green) and (b is yellowish) then (fuzzyhist is green)
if (L is grey) and (a is greenish) and (b is bmiddle) then (fuzzyhist is teal)
if (L is grey) and (a is green) and (b is blue) then (fuzzyhist is violet)
if (L is white) and (a is red) and (b is yellow) then (fuzzyhist is orange)
if (L is white) and (a is reddish) and (b is bmiddle) then (fuzzyhist is pink)
if (L is white) and (a is amiddle) and (b is bmiddle) then (fuzzyhist is white)
if (L is white) and (a is greenish) and (b is bmiddle) then (fuzzyhist is cyan)
if (L is white) and (a is green) and (b is bluish) then (fuzzyhist is cyan)
Figure 2.10: Fuzzy rules.
Chapter 3
Content-based Copy Detection
With the rapid development of multimedia technologies and media-streaming,
copyrighted materials become easily copied, stored, and distributed over the In-
ternet. This situation, aside from enabling users to access information easily,
causes huge piracy issues. One possible solution to identify copyrighted media is
watermarking.
Digital watermarking [53] was proposed for copyright protection and ﬁnger-
printing. The basic idea is to embed an information into the signal of the media
(audio, video, or photo). Some watermarks are visible (e.g., text or logo of the
producer or broadcaster), while others are hidden in the signal, which cannot be
perceived by human eye. Today all DVD movies, video games, audio CDs, etc.
have ﬁngerprints that prove the ownership of the material.
As a disadvantage, watermarks are generally fragile to visual transformations
(e.g., re-encoding, change of the resolution/bit rate). For example, hidden data
embedded on a movie will probably be lost when the clip is compressed and
uploaded to a video sharing web site. Besides, temporal information of the video
segments (e.g., frame number, time-code) are also important in some applications.
Watermarking technique is not designed to be used for video retrieval by querying
with a sample video clip.
26
CHAPTER 3. CONTENT-BASED COPY DETECTION 27
Content-based copy detection (CBCD) is introduced as an alternative, or in
fact, a complementary research ﬁeld to watermarking approach. The main idea
of CBCD is that the media visually contains enough information for detecting
copies [36]. Therefore, the problem of content-based copy detection is considered
as video similarity detection by using the visual similarities of video clips.
Our aim is to propose a multimodal framework for content-based copy de-
tection and video similarity detection. The proposed method consists of three
parts: First, a high-level face detector identiﬁes facial frames/shots in a video
clip. Matching faces with extended body regions gives the ﬂexibility to discrimi-
nate the same person (e.g., an anchor man or a political leader) in diﬀerent events
or scenes. In the second step, a spatiotemporal sequence matching technique is
employed to match video clips/segments that are similar in terms of activity.
Finally the non-facial shots are matched using low-level visual features.
3.1 Related Work
3.1.1 Video Similarity Detection
There are notable works on video similarity detection in the literature. We pre-
ferred categorizing these work into groups based on the features used in the
methods. Comparative studies are examined as a separate category.
3.1.1.1 Methods based on Spatiotemporal Similarity Matching
Similarity of temporal activities of video clips has shown promising results in video
similarity detection. Techniques based on spatiotemporal sequence matching are
robust to many distortions caused by digitization and encoding. Furthermore,
they provide the precise temporal location of the matching video parts.
Mohan [65] presents a video sequence matching technique that partitions each
frame into 3× 3 image, and computes its ordinal measure to form a ﬁngerprint.
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The sequences of ﬁngerprints are compared for video similarity matching. It was
shown that matching with ordinal signatures over-performs the methods using
motion or color signatures. Kim and Vasudev [49] criticize the partition size used
in [65], stating that prior methods using partitions over 2× 2 do not consider the
eﬀects of asymmetrical changes in the partition values. They use ordinal measures
of 2×2 partitioned image, and also consider the results of various display format
conversions, i.e. letter-box, pillar-box, etc.
3.1.1.2 Methods Using Color Histograms
An early and naive method for detecting identical shots is proposed by Satoh
in [69]. Color histogram intersection is used for both detecting shot-boundaries
and the matching shots. Yeh and Cheng [78] use a method that partitions the im-
age into 4 regions, and then extract a Markov stationary feature (MSF)-extended
HSV color histogram. Visual features extracted from video (one frame per sec-
ond) are compared with an edit distance-based sequence matching method.
3.1.1.3 Methods Using MPEG Features
Some video similarity detection methods take the advantage of visual features
that can be directly extracted from compressed videos. Ardizzone et al. [17] use
MPEG motion vectors as an alternative to optical ﬂows, and show that proposed
motion-based video indexing method that does not require a full decomposition
of the video has a computational eﬃciency.
Bertini, Bimbo, and Nunziati [20] present a clip-matching algorithm that use
video ﬁngerprint based on standard MPEG-7 descriptors. An eﬀective combina-
tion of color layout descriptor (CLD), scalable color descriptor (SCD), and edge
histogram descriptor (EHD) forms the ﬁngerprint. Fingerprints are extracted
from each clip, and they are compared using an edit distance. Proposed ap-
proach can solve the problems like structural matching (identiﬁcation of dialogs
in movies, anchor man in news, commercials, etc.), duplicate detection (in video
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sharing web sites), and copy detection. Use of edit distance allows matching
re-edited clips, or clips with diﬀerent frame rates.
3.1.1.4 Methods Using Interest Points
Joly, Frelicot, and Buisson present a technique for content-based video iden-
tiﬁcation based on local ﬁngerprints in [45]. Local ﬁngerprints are extracted
around interest points detected with Harris detector, and matched with an ap-
proximate Nearest Neighbors search. In [43, 46], the same authors focus on the
retrieval process of the proposed CBCD scheme by proposing statistical similarity
search (S3) as a new approximate search paradigm. In [44], Joly et al. present
distortion-based probabilistic approximate similarity search technique (DPS2) to
speed-up conventional techniques like range queries and sequential scan method
in a content-based copy retrieval framework.
Zhao et al. [83] extract PCA-SIFT descriptors for matching with approximate
nearest neighbor search, and SVMs for learning matching patterns in their near-
duplicate keyframe identiﬁcation method.
3.1.1.5 Trajectory-based Methods
Law-To et al. present a video indexing approach using the trajectories of points
of interest along the video sequence in [56, 54]. Local ﬁngerprints are based on the
descriptors used in [43, 46, 45, 44]. The method is based on two steps: computing
temporal contextual information from local descriptors of interest points, and the
use of contextual information in a voting function for matching video segments.
Evaluations show that taking the labels into account in voting process improves
the precision.
Poullot et al. focus on enhancing the scalability of content-based copy detec-
tion methods in [67], for monitoring a continuous stream (a TV channel) against
a database of 250,000 hours of reference video in real-time. The method intro-
duces three improvements (Z-grid for building index, uniformity-based sorting,
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and adapted partitioning of the components) to the retrieval process.
3.1.1.6 Methods Using Combinations of Visual Features
Basharat, Zhai, and Shah present a video-matching framework using spatio-
temporal segmentation in [18]. Trajectories of SIFT interest points are used
for generating video volumes. Then, a set of features (color, texture, motion, and
SIFT descriptors) is extracted from each volume, and the similarity between two
videos is computed with a bipartite graph and Earth Mover’s Distance (EMD).
Can and Duygulu propose an automatic method that ﬁnds all repeating video
sequences inside a long video or video collection in [24]. This method uses HSV
statistics (mean and standard deviation of HSV bands for 5× 7 grid), and SIFT
features quantized with bag-of-features approach.
3.1.1.7 Comparative Studies
Hampapur and Bolle [36] compare some simple color histogram-based and edge-
based methods for detecting video copies. Another study by Hampapur, Hyun,
and Bolle [37] compares motion direction, ordinal intensity signature, and color
histogram signature matching techniques. As a result of this comparative study,
ordinal features seem to overperform other methods.
State-of-the-art copy detection techniques are evaluated in the comparative
study by Law-To et al. in [55]. Compared descriptors are categorized into 2
groups: global and local. Global descriptors use techniques based on the tem-
poral activity, spatial distribution and spatio-temporal distribution. Local de-
scriptors that are compared in this study are based on extracting Harris interest
points for keyframes with high global intensity of motion (AJ), for every frame
(ViCopT), and interest points where image values have signiﬁcant local varia-
tions in both space and time. It is stated that no single technique is optimal
for all the applications, but ordinal temporal measure is very eﬃcient for small
transformations.
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3.1.2 Applications of Video Similarity Detection
3.1.2.1 Topic tracking across diﬀerent channels
Tracking news topics across diﬀerent TV channels or stations is one of the promis-
ing applications of video similarity detection. Users may want to track news sto-
ries from multiple sources in order to obtain more objective and comprehensive
information.
Satoh et al. present a method to detect scene duplicates in order to identify
the same event reported in the diﬀerent programs in [70]. These types of dupli-
cates are composed of diﬀerent footages taking the same scene, same event at the
same time, but from diﬀerent viewpoints. The proposed method uses matching of
temporal pattern of discontinuities obtained from trajectories of feature points,
and is invariant to camera angle diﬀerence and diﬀerent video captions. Addi-
tionally, a two-stage approach is employed to accelerate the method: ﬁltering by
using temporal discontinuity patterns, and precise matching by normalized cross
correlation between inconsistency sequences of trajectories. Proposed technique
was extended by Wu et al. in [77].
Zhai and Shah propose a method that uses the combination of both visual
similarity and the spoken content to link news stories on the same topic across
multiple channels in [81]. The method tries to match facial keyframes by compar-
ing the 3D color histograms of body regions extended from the faces. Non-facial
frames are then matched using aﬃne transformation between keyframes. Tex-
tual information is extracted with an automatic speech recognition system, and
then the visual and textual information are fused in order to link the stories
semantically. Output of the system can be used in a story-ranking task.
Another framework that utilizes low-level similarity, visual near-duplicates
and semantic concepts for topic threading and tracking across diﬀerent channels
is proposed by Hsu and Chang [39]. Visual near-duplicates, obtained by modeling
and matching images with attributed relational graphs (ARGs), enhance story
tracking.
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3.1.2.2 News topic threading, novelty/redundancy detection
News topic threading is a video-similarity application for eﬀectively searching and
browsing news video clips. While threading a news story with video clips gathered
from diﬀerent TV channels or news networks, some reports include fresh textual
and visual content (novelty), some of them carry information that is already
known (redundancy). Reorganizing news stories by novelty along with avoiding
redundant ones promises a better usability and user experience.
Wu et al. present techniques for browsing the gradual change of a news topic
over time, identifying the novel story, as well as the evolving topic and redundant
story in [76]. For grouping time-evolving news stories, a co-clustering approach
is used in integrating textual and visual concepts. As a result, a topic structure
binary tree can be modeled to represent the dependencies among diﬀerent news
stories. A recent work [75] focuses on measuring novelty and redundancy of news
stories in multiple languages. All the mentioned studies use textual information,
extracted by speech recognition techniques, complementary to visual features in
order to detect video similarities and identify novel/redundant stories.
3.1.2.3 Commercial ﬁlm detection and identiﬁcation
There are important reasons for identifying commercials. Some companies may
want to verify that their commercials are broadcast. Consumers may need a
commercial management system for the classiﬁcation of commercials, and for
observing competitors behaviors.
Duan et al. [31] propose a multimodal scheme for identifying, categorizing
and ﬁnding commercials. Finding the product information with a text-processing
module, identifying boundaries of commercial by using both visual and audio fea-
tures, and SVM-based classiﬁer are the important parts of the proposed frame-
work.
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3.2 Detecting and Matching Facial Shots
The ﬁrst part of video similarity detection of our CBCD framework is to detect
facial shots in reference and query videos. Although the detection process for
reference videos does not require any speciﬁc adjustment, we need to consider
the video manipulations applied to query videos while detecting faces in query
videos. For example, a Median ﬁlter is applied on noisy query frames, a smaller
scale is selected for minimum face size within the window of picture-in-picture
transformation, and so on.
After obtaining faces from detected facial shots, we extract visual features
and match them to ﬁnd the matching video segments. The following subsections
give details of face detection, false-alarm elimination, feature extraction and the
matching parts of the method.
3.2.1 Face Detection with Haar-like Features
We use an object detector, proposed by Viola and Jones [73], improved by Lien-
hart and Maydt [59], for detecting faces in video frames/shots.
The face classiﬁer (named as cascade of boosted classiﬁers working with haar-
like features) is trained with positive and negative instances. Responses of Haar-
like features (shown in Figure 3.1) are extracted, and a decision tree-based classi-
ﬁer is trained for face samples. These features are speciﬁed by their shapes (e.g.,
a-1, b-2), position within the region of interest, and the scale.
In order to search for the face in the frame, the algorithm moves the search
window across the frame while checking each location using the classiﬁer. The
scan procedure is done several times at diﬀerent window scales for ﬁnding faces
with diﬀerent sizes. For this purpose, the classiﬁer is designed so that it can be
easily resized. A binary decision is generated as a result of the classiﬁer.
In our implementation, we preferred using Canny edge detector to reject some
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(a) Edge features
(b) Line features
(c) Center-surround features
Figure 3.1: Haar-like features.
image regions that contain very few or too much edges and thus cannot contain
faces. The particular threshold values are tuned for face detection and in this
case the pruning speeds up the processing. The detector ﬁnds faces with at least
20 × 20 pixels, and returns only the largest object (if any) in the image. For
the windows of picture-in-picture transformation, we use a smaller scale (10× 10
pixels), since the face are generally half-size of the ones in full frame.
3.2.2 Eliminating False Alarms by Tracking
The cascade of boosted classiﬁers working with haar-like features-based face detec-
tor in OpenCV [10] tends to generate many false alarms. From our observations,
these false alarms can survive very few frames.
We modiﬁed the face detection algorithm by taking spatial and temporal
information into account to eliminate false detections, so that face detection would
work more stable than the original method.
The method works in the following manner. Each detected face is considered
as a candidate. The candidate faces with a stable behavior both in time and
location (space) are assumed to be the real faces. To accomplish the aforemen-
tioned stability, we track candidate faces in successive frames. If a candidate face
appears at least fs successive frames, algorithm fuses multiple face detections and
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(a) (b) (c) (d) (e)
(f) (g) (h) (i) (j)
a
b
c
d
e
(k) Face detected
f h j
(l) No face reported
Figure 3.2: Examples of face detection with false alarm elimination.
marks as a face of the related shot.
Figure 3.2 shows two face detections, and how false alarms are eliminated in
detail. Red rectangles are candidate (unstable) detections, while green ones are
stable faces. Successive frames from diﬀerent video clips (a-e and f-j) are shown
in this ﬁgure. (k) and (l) are the spatial locations of detected faces over 5 frames
for each clip. Since candidate faces are spatio-temporally stable during (k), we
extract the last candidate face (e). However, in the second example, candidate
faces are not consecutive and spatially stable. Therefore, no face is extracted
from this sequence of video.
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 3.3: Point-spread functions designed with diﬀerence of oﬀset Gaussians.
All the parameters of Gaussian functions are adapted from [62]. (a) and (b)
are the spot ﬁlters, linear combinations of two circular concentric Gaussian func-
tions. (c-h) are the bar ﬁlters with diﬀerent orientations, designed with linearly
combining three oﬀset-identical Gaussian functions.
3.2.3 Improving the Accuracy of Facial Shot Detection
We have extracted all the facial shots with extended body regions from our ref-
erence videos. For testing purposes, 1000 faces are randomly selected from facial
shots, manually labeled as face or non-face. 75.5% of the extracted faces were
real faces with body regions, the rest were false alarms.
For increasing the accuracy of facial shot detection, we classiﬁed these images
according to their responses to spot and bar ﬁlters in diﬀerent orientations (see
Figure 3.3) proposed in [62]. Each facial region is divided into 4 patches, and
then the mean and variance of each ﬁlter response is calculated for each patch.
A 64-d feature vector is computed using the responses of 8 ﬁlters (4 patches x 8
ﬁlters x 2 values).
Each feature vector is normalized. Among a number of classiﬁers experi-
mented (i.e., k -nearest neighbor, decision tree, SVM, Naive Bayes); the Nearest
Neighbor (NN) classiﬁer gives the best accuracy. To evaluate the performance
of NN on this dataset, we tested with 10-folds cross-validation. 81.3% of the
instances were correctly classiﬁed. As a result of this classiﬁcation, we increased
the accuracy of facial shot detection from 75.5% to 86.2% (see Table 3.1).
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Table 3.1: The confusion matrix of the NN classiﬁcation of facial and non-facial
images using bar and spot ﬁlter responses.
Classified as
Face Non-face
Class Face 676 79
Non-face 108 137
3.2.4 Extracting Faces from Shots
Since our aim is not recognizing faces, label persons, etc., extracting only the
faces does not seem to be an eﬃcient way to match faces in video clips. Yet,
face matching has some well-known drawbacks, such as sensitivity to pose and
illumination changes. To overcome this problem, we employ the method proposed
by Zhai and Shah [82]. Instead of extracting visual features from the face, we
extend the detected region to cover the upper part of the body. Therefore, we can
match the shots with the same person (e.g., an anchor man or a political leader) by
considering the clothes or some background as well. Figure 3.4 displays detected
faces and their extended body regions.
3.2.5 Matching Facial Shots
After ﬁnding the facial shots from both query and reference videos, some vi-
sual features are extracted from the extended body region image of each face.
We preferred using color-based MPEG-7 descriptors (explained in detail in Sec-
tion 3.5.1). Edge-based methods are excluded because of the distortions applied
on query videos. Besides, homogeneous texture descriptor requires a minimum
of 128× 128 image, which is not the case for most of the extracted face images.
We give detailed evaluation of the method with diﬀerent visual features and their
combinations in Chapter 4.
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(a) Frames with detected faces
(b) Detected faces
(c) Extended body regions
Figure 3.4: Examples of extended body regions: ﬁrst ﬁve examples are faces of
the same person in diﬀerent events/scenes. Because our goal is to match shots
instead of faces, we use extended body regions (c). Solely the facial regions do
not give discriminative visual features; on the other hand, diﬀerences of clothing
help us identify the same person in diﬀerent scenes.
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3.3 Subsequence Matching of Activity Time-
Series
As we mentioned earlier, spatiotemporal sequence matching is a technique robust
to many distortions caused by digitization and encoding. In addition, it provides
the precise temporal location of the matching video parts. These two features
are crucial for a video copy detection system.
In contrast with the prior works [49, 65], we preferred using the numerical
intensity averages of partitions instead of their ordinal measures. The reason is
that when the length of the query video is small (query videos used in TRECVID
are between 3 seconds to 3 minutes [4]), there might be more than one video
sequence that have very similar ﬁngerprints.
3.3.1 Problem Deﬁnition
Here are some notions used in this section. V = {V [0], ..., V [n − 1]} represents
a video with n frames. V [i] = {V 1[i], V 2[i], V 3[i], V 4[i]} denotes ith frame with 4
features, which are the average intensity values of 4 partitions (for top-left, top-
right, bottom-left, and bottom-right regions). Then V j represents a sequence of
jth partition. A subvideo of video V with N frames is deﬁned as V [p : p+N −1],
where the ﬁrst frame is V [p].
The problem of subsequence matching of time-series can be deﬁned as follows:
Given a query video VQ with N frames, ﬁnd the matching subset of reference video
VR with M frames, if the dissimilarity between two video clips D(VQ, VR) is less
than a threshold .
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Figure 3.5: Average intensity values for reference (a) and query (b) videos. Nor-
malized average intensity values for reference (c) and query (d) videos.
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3.3.2 Activity Subsequence Matching Method
Figure 3.5 represents a reference video with 200 frames, and a query video with
40 frames. Although they look quite diﬀerent, we know that the query video VQ
is originated from subvideo VR[81 : 140].
Due to the manipulations in query generation process (changing quality,
gamma value, contrast, etc.), average intensity values of the query frames may be
higher or lower than the original video. Therefore, we need to normalize average
intensity values for both reference and query videos (see Figure 3.5). This is done
by adjusting the mean of the values to be the middle value of gray scale. The
procedure was referred as histogram equalization in [49].
After this point, the problem becomes matching time-series (signals) with
diﬀerent amplitudes. To overcome afromentioned diﬀerences in the amplitudes of
time-series, we deﬁne αX [i] as the maximum distance of a partition intensity value
to the center-point (c = 128) for the ith frame of video VX , and βX [p : p+N − 1]
as the maximum value of αX [i] for all frames of subvideo VX [p : p+N −1]. Then
βX is calculated for all frames of VX .
αX [i] = max
j
∣∣∣V jX [i]− c∣∣∣ , where j ∈ {1, 2, 3, 4} (3.1)
βX [p : p + N − 1] = max
i
αX [i], where i ∈ [p, p + N − 1] (3.2)
βX = βX [1 : M ] (3.3)
By using α and β functions, we calculate the dissimilarity between a query
video and a reference subvideo as:
D(VQ, VR[p : p + N − 1]) =
∑N
i=1
∑4
j=1
∣∣∣V jQ[i]− V jR[p + i]∣∣∣
N
(3.4)
V jQ[i] =
V jQ[i]− c
βQ/βR[p : p + N − 1] + c (3.5)
Therefore, the dissimilarity between a query and a reference video can be
deﬁned as the minimum of subvideo dissimilarities:
D(VQ, VR) = min
p
D(VQ, VR[p : p + N − 1])
N
, where p ∈ [1,M −N ] (3.6)
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If the dissimilarity D(VQ, VR) is less than a threshold value , we report that
the query video VQ can be a copy of VR starting from the frame number p with
a decision score of 1 − D(VQ, VR). Threshold value depends on the detected
transformations applied to the video. If the query video has noise, or picture-in-
picture transformation, the dissimilarity values would be higher. Therefore, we
increase the decision threshold  in such cases.
Activity series of four query videos originated from the same reference sub-
video is shown in Figure 3.6.
3.4 Non-facial Shot Matching with Low-level
Visual Features
The third step of our proposed method consists of extracting low-level visual
features from reference and query videos, and keyframe-based matching of video
segments. If a shot is marked as facial (i.e., a face was detected in one of the frames
of this shot), facial shot matching technique handles detecting the copies. Low-
level feature matching part is complementary to facial shot matching; however,
it uses low-level color and texture information of the whole frame.
3.4.1 Visual Features and Similarity Measures
The following MPEG-7 features (three color, and two texture-based descriptors)
are extracted and compared for image-to-image similarity. MPEG-7 visual de-
scriptors are explained in detail in [9, 64].
3.4.1.1 Scalable Color Descriptor
Scalable color descriptor (SCD) is a color histogram in the HSV color space,
encoded by a Haar transform. The histogram values are extracted, normalized
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Figure 3.6: Generation of the activity sequence: frames from query videos that
correspond to the same reference video (ﬁrst column), average intensity values
for 2x2 partitions (second column), spatio-temporal activities of frames (third col-
umn), and normalized spatio-temporal activities of frames (fourth column). The
ﬁrst query video is very similar to the original video, except for the logo inser-
tion. The second and the third videos have gamma-change and strong re-encoding
transformations. The fourth video is recorded with a camcorder. Although the
spatio-temporal activities and average intensity values are very diﬀerent, their
normalized intensity sequences are close to each other.
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and nonlinearly mapped into integer representation. This descriptor is scalable
in terms of bin numbers and bit representation accuracy. In our method, we used
the number of coeﬃcients (histogram bins) as 128. l1-norm based matching is
used for comparing scalable color descriptors.
3.4.1.2 Color Layout Descriptor
Color layout descriptor (CLD) is a compact and resolution-invariant color fea-
ture that eﬃciently represents spatial distribution of colors for high-speed image
retrieval applications. Input image is divided into 8 × 8 blocks, transformed by
discrete cosine transformation (DCT), and DCT coeﬃcients for the luminance
and the chrominance are extracted.
For matching two CLDs, {DY,DCr,DCb} and {DY ′, DCr′, DCb′}, the fol-
lowing distance measure is proposed in [64]:
D =
√∑
i
wyi(DYi −DY ′i )2+
√∑
i
wbi(DCbi −DCb′i)2+
√∑
i
wri(DCri −DCr′i)2
(3.7)
3.4.1.3 Color Structure Descriptor
Color structure descriptor (CSD) is a color feature descriptor that represents
an image by both color distribution (similar to color histogram) and the local
spatial structure of the color. An 8× 8 element is used to embed color structure
information into the descriptor. As an advantage over color histogram, CSD can
discriminate between two images, similar in terms of a given color, but diﬀerent
regarding the structure of the groups of pixels having that color. CSD uses the
l1-norm for matching as the similarity measure.
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3.4.1.4 Homogeneous Texture Descriptor
Homogeneous texture descriptor (HTD) is designed to search and browse through
large collections of similar patterns. The region texture is represented using the
mean energy and energy deviation in 30 frequency channels.
The similarity between a query image (TDquery) and a reference image
(TDreference) is measured by summing the weighted absolute diﬀerence between
two sets of vectors:
D(TDquery, TDreference) =
∑
k
∣∣∣∣∣TDquery(k)− TDreference(k)α(k)
∣∣∣∣∣ (3.8)
where the recommended normalization value α(k) is the standard deviation of
all TDreference(k) values. For intensity invariant matching, the ﬁrst component
is not used in computing the dissimilarity.
3.4.1.5 Edge Histogram Descriptor
Spatial distribution of ﬁve types of edges is calculated in edge histogram descrip-
tor (EHD). The image is divided into 4× 4 subimages, and then the edges in 16
subimages are categorized into ﬁve types: vertical, horizontal, 45◦ diagonal, 135◦
diagonal, and non-directional edges. As a result, 80 histogram bins are required.
For matching edge histograms, edge distribution for the whole image and
some horizontal and vertical semi-global distributions are required to improve the
performance. These global and semi-global histograms can be directly calculated
from the 80 local histogram bins. We use a total of 150 bins (80 for local, 5 for
global, 65 for semi-global), and l1-norm for similarity matching:
D(A,B) =
79∑
i=0
|hA(i)− hB(i)|+5×
4∑
i=0
|hgA(i)− hgB(i)|+
64∑
i=0
|hsA(i)− hsB(i)| (3.9)
where hA(i) and hB(i) represent the normalized local histogram bin values, h
g
A(i)
and hgB(i) represent the normalized bin values for the global edge histograms,
and ﬁnally hsA(i) and h
s
B(i) represent semi-global-edge histograms of image A
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Figure 3.7: Edge histogram descriptor: subsets of local edge histograms to gener-
ate semi-global edge histograms (a), and overall edge histogram with 150 bins (b).
and B, respectively. Semi-global edges and the overall edge histogram are shown
in Figure 3.7.
3.4.2 Extracting Features from Query and Reference
Videos
Selecting representative frames, namely keyframes, is a common approach for re-
ducing the amont of data to store and to index for eﬃcient content-based search.
In the preprocessing (oﬀ-line) stage, the visual features of each keyframe of ref-
erence videos are computed and stored in a structure. A keyframe is deﬁned as
the median frame of the shot in our system.
It is important to index the low-level visual features extracted during the oﬀ-
line step in order to accelerate the similarity search. We use k-d trees to store SCD
(128-d), CSD (64-d), and EHD (150-d) descriptors. Because these descriptors use
l1-norm as the similarity measure, exact and approximate nearest neighbor search
is highly eﬃcient using ANN [3] library. The remaining descriptors (CLD and
HTD) need to be compared one-by-one.
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Extracting features from query keyframes requires a mask for picture-in-
picture transformation window (if any), and the still regions. After discarding
patterns, texts, and other inserted videos from the query keyframes, the rest of
the frame represents the original content better. The overview of low-level feature
matching part is shown in Figure 3.8.
Preprocessing
k-d tree
Reference Video 1
Reference Video 2
Reference Video 3
MPEG-7 Visual
Feature Extractor
keyframes
SCD
CLD
CSD
HTD
EHD
QUERY
VIDEO
MPEG-7 Visual
Feature Extractor
keyframes
Approximate
Nearest Neighbor
Search
SCD, CLD
CSD, HTD, EHD
Weighting and
Scoring
matching video segments
Figure 3.8: The overview of the low-level feature matching algorithm.
3.4.3 Variable-weighted Feature Similarity Calculation
A common approach for visual feature weighting is to assign ﬁxed weights to
each visual feature, as used in [20]. However, in video copy detection, some
copies can be only identiﬁed by edge-based feature similarity, while another one
may better respond to color layout based similarity. This is simply a result of
various transformations applied on query videos. If noise is added to video, we
can use color structure information. If there occurs a change in the color (e.g.,
camcording, change of gamma, etc.), edge-based comparisons are likely to give
better matches. As a result, an automatic copy detection system cannot decide
which visual feature is appropriate for matching a query video. Most of the
content-based image/video retrieval systems prefer using ﬁxed weights for visual
features, or simply take the average of the similaries of diﬀerent features.
Our solution is to use a variable-weighted feature similarity calculation based
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on the success rate of the visual similarities of diﬀerent features. When ﬁnding the
matches between interest points of diﬀerent images for panoramic image stitching
applications, two closest matches are compared to each other. If two distances
are too close to each other, the algorithm discards the feature point. Based on
this idea, we deﬁne the success rate (weight) of a feature as the ratio of similarity
values of the most similar match to the 5th one. So the weights for each visual
feature are calculated for each query keyframe separately.
Keyframe-based similarities are calculated with variable weighted MPEG-7
visual features. Then the most similar and most voted matching reference videos
are reported as copy candidates.
3.5 Combining Results
Each method (facial shot matching, activity subsequence matching, and low-level
feature matching) returns the best matches for all the queries. When combining
the results, some of them point to the same reference video and similar temporal
locations. These candidate results are merged and reported with the rest of the
matching candidates. Consequently at most three copies are reported for each
query video.
Chapter 4
Evaluations and Experiments
4.1 TRECVID CBCD Task Dataset
4.1.1 Reference Dataset
The reference dataset consists of approximately 100 hours of Sound & Vision data
used as training and test videos for TRECVID 2007 search and HLF tasks, plus
another 100 hours of Sound & Vision data prepared for TRECVID 2008 search
and HLF tasks. In total there are 438 reference video ﬁles.
• TV 2007 Sound & Vision Development: 110 video ﬁles, 30.66GB,∼50 hours
• TV 2007 Sound & Vision Test: 109 video ﬁles, 29.27GB, ∼50 hours
• TV 2008 Sound & Vision Test: 219 video ﬁles, 59.9GB, ∼100 hours
4.1.2 Query Dataset
Query dataset prepared for TRECVID 2008 CBCD task is constructed using
∼200 hours of reference videos (see Section 4.1.1) and videos not in the reference
49
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Reference videos
Videos not in the
reference database
Step 1:
Selection
of segments
Step 2
Transformations
of segments
Trans. 1
Trans. 2
Trans. 3
Queries
Figure 4.1: Generation of query videos by INRIA-IMEDIA [4]
database (to test false positive rate). The 2007 BBC rushes video was used as
non-reference data. Some of the queries are composed of a segment of reference
videos, while some may contain no reference video segments. There are three
types of queries:
• Type 1: Query video is a transformed fragment of reference data;
• Type 2: Query video contains a transformed fragment of reference data;
• Type 3: Query video is a transformed fragment of a video not in reference
database.
67 video segments are prepared for each type. By applying 10 diﬀerent trans-
formations (cf. Table 1.1) to all generated videos, ﬁnal query videos are generated.
The process is depicted in Figure 4.1. As a result, there are total of 2010 MPEG-1
videos (34.17GB), which is about 80 hours of video segments with various trans-
formations applied. The important events that occur in query videos are shown
in Figure 4.2.
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Figure 4.2: The important events that occur in query videos: successive frames
with frame-dropping transformation (ﬁrst row), cut and dissolve transitions (sec-
ond row), fade-in transition (third row), shot-boundaries for a picture-in-picture
transformation-applied video, foreground changes at 1087, background at 1779
(fourth row ), fast moving object in the scene (last row). Shot-boundaries dur-
ing cut/gradual transitions (row 2-3), and for background and foreground videos
(row 4) are detected, while dropped frames (row 1) and fast object movements
are ignored.
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4.2 Evaluation of Noise Detection
We used the query video set of TRECVID 2008 CBCD task, and extracted 1
frame per 2 seconds for each of 2010 videos. After decoding the videos, 33 478
images are manually labeled as 1 or 0, indicating that the frame is highly noisy
or not.
Median ﬁlters of diﬀerent sizes are evaluated and compared in an ROC curve
(see Figure 4.3). It is shown through experiments that the setting with s = 3
and thn = 3.51 gives an accuracy of 90.9% with a false alarm rate of 14.8%.
Most of the false alarms are caused by query videos that have noise originally,
but not as a transformation. It should be noted that frames with sea, wavy water,
or a textured background generally give high noise detection outputs.
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Median filter with 7x7
Figure 4.3: The ROC curve of the noise detection method with diﬀerent median
ﬁlter settings.
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4.3 Evaluation of Picture-in-Picture Transfor-
mation Detection
Out of 2010 query videos, 545 of them include picture-in-picture transformation.
We obtained the scale and oﬀset information of all picture-in-picture transforma-
tions by processing the ground-truth data used for generating query videos.
Our method has reached 86.79% of recall rate, where false alarm rate is
16.93%. Missed picture-in-picture transformations are generally caused by com-
plex transformations, i.e., (8), (9), and (10) in Table 1.1.
4.4 Evaluation of Shot-boundary Detection Al-
gorithm
We selected a set of shot-boundary detection algorithms from the literature for a
comparative evaluation of our method. The factors we considered for the selec-
tion of these algorithms are the ease of their implementation and the presence of
distinct features to be used in comparison. The source codes for most of these
algorithms are not available. For the algorithms with available source code, the
frame-dropping transformation causes many false alarms with default settings.
Therefore, we decided to create our own implementations in order have a con-
sistent and fair evaluation of the algorithms. Since many design details are un-
speciﬁed in the literature, we tried to ﬁnd the optimum values for the parameters
experimentally.
The following algorithms are selected for our test:
1. Color histogram (CH): Short transitions and hard-cuts can be detected by
using simple color histogram-based methods. In this method, RGB and
L*a*b* color spaces are quantized into 27 equal subspaces. The histogram
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hn of image In is deﬁned as:
hn(b1 × b2 × b3) = |{p|p ∈ In(r, c)}|
h× w (4.1)
where pr/b = b1, pg/b = b2, pb/b = b3 for RGB color space. If the histogram
diﬀerence of two successive frames exceeds a threshold value, a shot bound-
ary is found. Details of such an algorithm are provided in [26, 58, 28, 27, 22].
2. Probabilistic block intensity (PBI): Probabilistic block intensity is a statis-
tical method based on the mean and standard deviation of the pixels in
image regions. This technique is discussed in [22], and implemented in [48].
Although its tolerance to noise is a great advantage, this method tends to
generate many false alarms. In our experiments, each frame is divided into
16 blocks.
3. Edge tracking (ECR): Edge change ratio based shot-boundary detection
methods are discussed in [58, 22]. The ratio of the edges that enter and
exit between two successive frames are used to determine shot boundaries.
Edge-based methods are less sensitive to illumination changes, and they
give better results in gradual transitions.
4. Local keypoint matching (KM): Recognizing the objects and scenes through-
out the video is the basic idea of the keypoint matching-based shot-
boundary detection methods. The algorithm proposed in [40] matches the
objects between consecutive frames, and determines if there is a shot bound-
ary. We use scale invariant feature transform [61] and a simple matching
algorithm for this purpose.
Our tests with 50 query videos, which represents each transformation type
with at least 4 videos, showed that fuzzy color histogram-based shot-boundary
detection method can achieve higher accuracy values, while reducing false alarms.
Table 4.1 gives the recall and precision values for the compared algorithms. F1
scores are also provided as a measure that considers both the precision and the
recall rates.
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Table 4.1: Experimental results of shot-boundary detection algorithms.
Method Recall Precision F1
RGB CH 0.6284 0.6862 0.6560
L*a*b* CH 0.5939 0.6624 0.6263
PBI 0.3218 0.0225 0.0421
ECR 0.5862 0.3542 0.4416
KM 0.4789 0.4496 0.4638
Fuzzy CH 0.7165 0.8348 0.7711
RGB CH       L*a*b* CH      PBI      ECR       KM      Fuzzy CH
1
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Figure 4.4: Recall values of shot-boundary detection algorithms for diﬀerent
transformation types.
It should be noted that the methods selected for comparison could perform
much better for detecting shot-boundaries of videos on which none of the trans-
formations listed in Table 1.1 are applied. Our test set consists of videos ma-
nipulated with these transformations. The challenge here is to detect all shots,
including background and foreground videos for picture-in-picture transforma-
tions, without being aﬀected by frame-dropping, noise, pattern insertion, strong
re-encoding, etc.
Methods have diﬀerent accuracy values depending on the transformation type.
Figure 4.4 shows the recall values of shot-boundary detection methods for 10
types of transformations. For most of the transformations, proposed fuzzy color
histogram-based method performs better than the other techniques.
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Transformations of T2, T8, T9, and T10 (see Table 1.1), which include picture-
in-picture transformation, are the most challenging ones. We increase the overall
recall rate in these transformations from 48.74% (best among others) to 62.18%
(Fuzzy CH). Our method also achieves a lower false alarm rate with a precision
of 93.67%, whereas the precision values of the other methods could only reach up
to 53.21%.
It may be expected that the proposed fuzzy color histogram-based method will
have some drawbacks when the processed videos/frames are in grayscale. In order
to evaluate the performance of the proposed method under this circumstance, we
converted the same 50 query video into grayscale, and then run the SBD algorithm
for these videos. Results are given as a confusion matrix in Table 4.2.
Table 4.2: The confusion matrix of fuzzy color histogram-based shot-boundary
detection method using the same 50 query videos, but with grayscale frames.
Classified as
SB Non-SB
Class SB 207 (tp) 85 (fn)
Non-SB 66 (fp) ∼
Experiments with grayscale videos show that the recall (70.8%) and the preci-
sion (75.8%) values are slightly aﬀected by this change. Although our method is a
color histogram-based technique, grayscale pixels can be defuzziﬁed into the col-
ors other than white/gray/black, depending on the results of 26 fuzzy rules. This
property provides enough ﬂexibility for the method to detect shot-boundaries of
grayscale videos. We also observed that the increase in false-alarm rate is mostly
because of the shot-boundaries detected close to the beginning of gradual transi-
tions. Nevertheless, the proposed method still outperforms other techniques.
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4.5 Evaluation of Facial Shot Matching
The color-based MPEG-7 descriptors used in facial shot matching method are
color structure (CSD), scalable color (SCD), and color layout (CLD) descriptors.
The number of correct detections obtained by using each descriptor is listed
in Table 4.3. Note that color descriptors are generally illumination-dependent
feature vectors. We were only able to implement the similarity function of CLD
illumination-invariant by ignoring DC components of the descriptor.
Table 4.3: Number of correct detections for facial shot matching method with
diﬀerent visual features. Total number of copies that can be detected for each
transformation type is 134.
Proposed Method
CSD SCD CSD+SCD CLD CSD+SCD+CLD
T1 0 0 0 18 18
T2 25 25 34 28 36
T3 38 40 46 42 48
T4 22 28 35 41 49
T5 24 21 30 49 54
T6 22 21 31 37 49
T7 12 14 16 47 51
T8 28 34 36 21 40
T9 26 25 31 10 32
T10 12 12 20 22 30
Out of 9,612 query faces and 32,597 reference faces, our method successfully
retrieved a total of 407 copies, which corresponds to ∼30% of the copies. We also
believe that detecting facial shots in reference videos improves the quality of a
video database and enables users to query the database with face samples.
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4.6 Evaluation of Activity Subsequence Match-
ing
Subsequence matching of activity time-series method is evaluated for the CBCD
task of TRECVID 2008. Among 2010 query videos, 1340 of them are originated
from a reference video. CBCD evaluation software generates the analysis reports
for each transformation type. The objective of the task is to detect all 134 copies
with the correct reference video and temporal locations.
Our activity matching method consists of three parts: detecting full-frame
copies, detecting copies of foreground videos generated with picture-in-picture
transformation (T2), and ﬂip transformation (T8-T9). We present the experi-
mental results of these parts separately. Subsequence matching based on ordinal
measure is taken as the baseline for our comparison. The results in terms of the
number of correct detections for each transformation type are given in Table 4.4.
Table 4.4: Number of correct detections for activity subsequence matching
method. Ordinal measure is taken as a baseline. Total number of copies that
can be detected for each transformation type is 134.
Baseline Proposed Method
Ordinal Normal Window Flip Normal+Window+Flip
T1 52 55 2 – 55
T2 2 2 36 – 37
T3 42 46 – 1 47
T4 74 76 – – 76
T5 67 70 – – 70
T6 73 74 – – 74
T7 65 62 – 2 63
T8 11 17 1 22 40
T9 2 2 – 20 22
T10 14 16 4 7 27
It is seen from the results that considering the activities of picture-in-picture
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transformation windows (for T2), and matching with the mirror of each query
video (for T8 and T9) increase the accuracy of the proposed method.
4.7 Evaluation of Low-level Feature Matching
Non-facial shot matching with low-level visual features is the most successful
matching part of the system for the transformations of text/logo insertion (T3),
strong re-encoding (T4), and gamma change (T5) (see Table 4.5).
Table 4.5: Number of correct detections for low-level feature matching method.
Total number of copies that can be detected for each transformation type is 134.
T1 T2 T3 T4 T5 T6 T7 T8 T9 T10
Correct detections 51 1 97 113 114 102 64 75 37 27
Although the matching resulted in low correct detection rates for camcording
(T1), picture-in-picture transformation (T2), and complex transformations (T9-
T10); shot matching with low-level features has a huge eﬃciency for detecting
video copies. We were able to represent ∼200 hours of reference videos with only
87,598 keyframes. Approximate Nearest Neighbor search on a k-d tree structure
for this number of feature vectors runs very eﬃciently.
As a future work, visual features of picture-in-picture windows can be ex-
tracted and compared with reference keyframes in order to increase the accuracy
of low-level feature matching method on transformations of T2. For improving
the results for camcording transformation (T1), illumination-invariant features
or similarity measures can be selected.
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4.8 Overall Results
Number of correct detections for each method and the combined results are com-
pared in Table 4.6. Note that there are some copies detected by more than one
method. The overall correct detections are not the sum, but the union of the
correctly detected query videos.
Table 4.6: Number of correct detections for each proposed method and their
combination.
Method 1 Method 2 Method 3
Matching Activity Low-level
Facial Subsequence Feature Combined Method
Shots Matching Matching Correct Hit Miss
T1 18 55 51 82 61.20% 38.80%
T2 36 37 1 60 44.78% 55.22%
T3 48 47 97 113 84.33% 15.67%
T4 49 76 113 126 94.03% 5.97%
T5 54 70 114 127 94.78% 5.22%
T6 49 74 102 122 91.05% 8.95%
T7 51 63 64 103 76.87% 23.13%
T8 40 40 75 103 76.87% 23.13%
T9 32 22 37 70 52.24% 47.76%
T10 30 27 27 58 43.29% 56.71%
All 407 511 681 964 71.94% 28.06%
The results given in Table 4.6 show that our video copy detection framework
achieves high correct detection rates for the transformations T3, T4, T5, and
T6, mostly because of the frame-dropping detection, mask generation, noise de-
tection, and border detection parts of the method. Similarly, a little complex
transformations like T7 and T8 have very promising results.
Detecting copies of query videos with camcording (T1) and picture-in-picture
transformation (T2) can be improved as a future work. Currently low-level fea-
ture matching method only works for the whole query frame; however, it can be
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modiﬁed in a way that visual features of the picture-in-picture transformation
window can be extracted and compared with the reference features.
The transformations of T9 and T10 are the most complex ones in this task;
yet, our framework was able to detect about half of the copies. Coordinators
of TRECVID states that “CBCD task should investigate more realistic transfor-
mations by dropping very complicated transformations that are a combination of
other transformations and found by this years result to be very diﬃcult to detect”
in their report for TRECVID 2008 [13].
4.9 Comparisons with other groups in TRECVID
2008
We compare our results with the best 8 runs of the groups participated in
CBCD task of TRECVID 2008. Three of the best results are submitted by
INRIA-IMEDIA team [47]. Joly is a combination of dissociated dipoles fea-
tures extraction [42] in sampled keyframes, features indexing and retrieval with
distortion-based similarity search structure [44], and spatio-temporal registra-
tion of retrieved features. ViCopT performs a tracking of visual local features
and index them diﬀerently according to some labels of behaviour [56], applies
distortion-based similarity search structure directly on the local features extracted
in keyframes [44], and uses a robust voting algorithm based on labels of behav-
ior [54]. The run named Joly+ViCopT is the combination of two approaches,
which is invariant to ﬂip, resize, strong noise, and picture-in-picture transforma-
tion. INRIA-IMEDIA group was also responsible for the query video generation
and CBCD evaluation software preparation in TRECVID 2008.
The method used by INRIA-LEAR [30] extracts SIFT features from
keyframes, and by using bag-of-features approach and Hamming Embedding they
generate image descriptors. The similarity scores between video clips are geomet-
rically veriﬁed and the scores are aggregated to generate video segment matches.
Orange Labs [34] uses visual features calculated around regions of interest, and
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an adaptive and parameter-free method for scoring the matches. Tsinghua Uni-
versity with Intel China Research Center [57] propose a CBCD system that uses
SURF descriptors [19] and ANN-based matching. Details of the CBCD systems
used by IBM T.J. Watson Research Center and Columbia University were not
published in the notebook papers of TRECVID 2008.
Our comparisons with other groups are based on the correct detection rate
(CDR), and the total query processing time (QPT) for all of the 2010 query
videos. Correct detection values of each transformation are calculated with the
CBCD evaluation software. Total QPTs are computed from the run ﬁles for other
groups.
Because we implemented each part of the method separately (for evaluation
and comparison purposes) rather than a complete copy detection system, our
query processing time is estimated. Recall that our copy detection framework
has a shot-boundary detection part (which also extracts masks for still regions,
window of picture-in-picture transformation, detects noise and frame-dropping
transformations) and three separate matching parts. In theory, while the shot-
boundaries are detected, facial-shot matching and low-level feature matching
parts can be run in parallel with the streaming outputs of shot-boundary de-
tection. Activity subsequence matching part does not depend on the shot-
boundaries; therefore, it can also work as a separate process.
To speed up the process, some techniques are applied to the methods. In
facial shot detection, the method skips to the end of the shot when a face is
detected and extracted. In activity subseqeunce matching, we employ a pruning-
like method in order to discard reference subvideos with very low similarities.
However, shot-boundary detection part should process each frame one-by-one,
and run with 100fps rate. Therefore we estimate the total QPT based on the
processing time of shot-boundary detector for 3,891,542 query frames, which can
be completed in 648 minutes.
The correct detection rates and total query processing time of each run are
compared in Table 4.7. The results of each transformation are sorted and visually
presented in Figure 4.5.
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(a) T1 (camcording)
	



	


	
 


!"#

(b) T2 (picture-in-picture)
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(c) T3 (insertion of patterns)
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(d) T4 (strong re-encoding)
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(e) T5 (change of gamma)
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(f) T6 (combination of 3 from A)
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(g) T7 (combination of 5 from A)
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(h) T8 (combination of 3 from B)
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(i) T9 (combination of 3 from B)
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(j) T10 (combination of 5 from T1-T9)
Figure 4.5: Correct detection of each transformation type for our method and
the best 8 groups participated in TRECVID’08 CBCD task.
Chapter 5
Conclusions
In this thesis, we ﬁrst propose a fuzzy color histogram-based shot-boundary de-
tection method for the videos where heavy transformations (such as cam-cording,
insertions of patterns, strong re-encoding) occur. In addition to detecting shot-
boundaries using fuzzy color histogram, we extract a mask for still regions and
the window of picture-in-picture transformation. Experimental results show that
the proposed method eﬀectively detects shot boundaries with a small false alarm
rate as compared to the state-of-the-art shot-boundary detection algorithms.
In the second part of the thesis, a multimodal framework for content-based
copy detection and video similarity detection is presented. The proposed method
consists of three steps for video segment matching: facial-shot matching, activity
subsequence matching, and low-level feature matching. We were able to make
a fair comparison by testing the method on the query and reference dataset of
CBCD task of TRECVID 2008. Our results were compared with the results of
top-8 most successful techniques submitted to this task. Experimental results
show that the proposed method performs better than most of the state-of-the-art
techniques, in terms of both eﬀectiveness and eﬃciency. It is clear that the system
already achieves high correct detection rates for the transformations of text/logo
insertion, strong re-encoding, gamma change, and noise addition; however, there
is still some potential for detecting queries with camcording and picture-in-picture
transformations.
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Our future extensions will focus on how to improve the eﬀectiveness in trans-
formations like camcording, picture-in-picture, and very complex ones. The re-
sults for camcorded query videos can be improved by translating the frames with
the camera parameters calculated automatically from the video, if the video in-
cludes camcording transformation. For picture-in-picture transformations, we
may need to improve picture-in-picture window extraction method, and consider
these windows in low-level feature matching part. Moreover, we plan to give the
evaluation results with a criterion that takes both misdetections and false-alarms
into account.
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