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Abstract— Stress analysis and assessment of affective states of
mind using ECG as a physiological signal is a burning research
topic in biomedical signal processing. However, existing litera-
ture provides only binary assessment of stress, while multiple
levels of assessment may be more beneficial for healthcare
applications. Furthermore, in present research, ECG signal for
stress analysis is examined independently in spatial domain or
in transform domains but the advantage of fusing these domains
has not been fully utilized. To get the maximum advantage of
fusing diferent domains, we introduce a dataset with multi-
ple stress levels and then classify these levels using a novel
deep learning approach by converting ECG signal into signal
images based on R-R peaks without any feature extraction.
Moreover, We made signal images multimodal and multidomain
by converting them into time-frequency and frequency domain
using Gabor wavelet transform (GWT) and Discrete Fourier
Transform (DFT) respectively. Convolutional Neural networks
(CNNs) are used to extract features from different modalities
and then decision level fusion is performed for improving the
classification accuracy. The experimental results on an in-house
dataset collected with 15 users show that with proposed fusion
framework and using ECG signal to image conversion, we reach
an average accuracy of 85.45%.
I. INTRODUCTION
ECG is non-invasive physiological signal that is easily
available even in commercial wearables such as Apple watch.
Studies in [1] and [2] show that ECG is a useful signal to
measure stress levels. The problem with the existing work is
that in most of the works binary classification is performed
to measure stress level. For instance, in the popular WESAD
dataset [1], when it comes to stress classification, the data is
only grouped into two labels, stress and no-stress.
Furthermore, most of the current studies utilize the classi-
cal supervised learning approach of feature extraction from
heart-rate variablity (HRV), followed by classification. The
rise of deep learning poses an interesting research question:
can deep learning result in improved detection of stress from
ECG? A recent study [3] reports improved stress assessment
utilizing Convolutional Neural Networks (CNN). However,
this study also utilizes a binary stress classification approach.
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Another shortcoming of the existing works is that ECG
signal for stress analysis is utilized independently in spatial
domain or in transform domains [4], but the benefit of fusing
these domains has not been realized. Our recent work in the
action recognition domain shows that fusing multidomain
modalities yield better results [5].
To address these shortcomings, in this paper, we introduce
a dataset with multiple stress levels and in order to classify
these levels, we introduce a novel deep learning approach
by converting ECG signal into signal images based on R-
R peaks without any feature extraction. In addition to this,
we made signal images multimodal and multidomain by
converting them into time-frequency and frequency domain
using Gabor wavelet transform (GWT) and Discrete Fourier
Transform (DFT) respectively. Convolutional Neural net-
works (CNNs) are used to extract features from different
modalities and then decision level fusion is performed for
improving the classification accuracy. Following are our key
contributions.
• We perform a user study with 15 users for multi-level
stress assessment during a dynamic VR roller coaster
experience. We collect multiple physiological sensor-
data, namely, ECG, respiration, and GSR. However, to
signify the simplicity and applicability of the proposed
approach, in this paper, we only utilize the ECG data.
• Instead of binary stress classification, we manually label
the data in 30-seconds intervals from the VR roller
coaster experience to five levels: very low, low, above
average, high, very high. Due to the varying intensity in
the VR experience, manual labeling results in a dataset
where there is a rigorous ground truth correspondence
between ECG and stress levels.
• Instead of traditional HRV-based feature extraction and
classification approach, we propose a novel deep learn-
ing approach, where ECG signals are converted to
images utilizing an image transformation based on R-R
peaks without any feature extraction, followed by CNN-
based classification. Conversion to image from 1D sig-
nals provides us with the opportunity to extract higher-
level abstract features such as edges and blobs, which
is not possible in 1D, as we have shown previously in
the action recognition domain [6].
II. RELATED WORK
Deep learning has recently found some success in stress
classification. In [3] acute cognitive stress is classified
from ECG signal using CNN. Experiments show that CNN
performed better than classical machine learning methods.
In [4], CNN is used for photoplethysmogram (PPG) based
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heart rate estimation. The input to CNN is the time-frequency
spectrum of the PPG-signal and tri-axial acceleration. In [7],
a temporal modeling scheme based on one dimensional CNN
and random forest is used to classify, detect and estimate
affective states (stress and meditation) ahead of time using
raw physiological and motion signals. For discussing the
challenges of physiology-based affective computing in the
wild, a multitask CNN is used in [8] to classify arousal,
State-Trait Anxiety Inventory (STAI), stress, and valence
self-reports. The results are then compared with the clas-
sical methods using F1 score. In [9], different biosignals
such as blood volume pulse (BVP), wrist-worn acceleration
signals, the ECG signal, electromyography (EMG signal)
and respiration are fed to multichannel CNN to improve
the classification and accuracy of different states of mind.
However, specifically for stress assessment, most of these
studies only utilize a binary label (stress/no-stress). In [10], a
deep learning based fusion framework is presented to process
multimodal-multisensory bio-signals. The late fusion scheme
is used in deep architecture fusion and model is evaluated
by cross validation. The classification results obtained are
used to explain the fact that the chest modalities contribute
more to the correct classification than the wrist modalities
and that the chest EDA has significant influence on the
model. Authors in [11] provided study survey about the
possibilities of detecting user-independently stress accurately
using commercial smart watches which do not include EDA
sensor. The effect of window-size on recognition accura-
cies of affective states is also investigated in the article.
Performance of different classifiers with different sensor
combinations is also tested and reported using the publicly
available WESAD dataset. However, no public dataset exists
in literature, which provides us with ground truth labeling of
multiple levels of stress, which can be useful for designing
dynamic multimedia/healthcare applications. Therefore we
collected an in-house dataset.
III. DATA COLLECTION
Fifteen participants experienced a 6-minute rollercoaster
simulation in a virtual reality environment. Rollercoasters
have been a means of inducing acute stress. In this exper-
iment we used a virtual reality simulation to recreate the
real life environment of such an acute stress stimulus. The
participants electrocardiogram (ECG), galvanic skin response
(GSR) and respiration signals were measured. However, in
this paper we only use ECG signal for experiment. ECG data
was collected at sampling frequency of 256 Hz and the the
sensor was placed around the subjects chest, while keeping
the electrodes in contact with the skin.
The data collected during the roller coaster simulation
was appropriately labeled through observation of the VR
experience. Each 30 second segment of the simulation was
assigned a label from 0 to 4 in order of increasing stress as
shown in Table I.
Such manual labeling solely focuses on the VR experi-
ence in hand to label the level of stress, providing a true
correspondence between physiological signals and stress.
Fig. 1. Schematic diagram of Proposed Multi-domain Fusion Framework
The collected dataset will be called the Ryerson Multimedia
Research Laboratory (RML) dataset for the rest of the paper.
The experimental procedures involving human subjects
described in this paper were approved by the Institutional
Review Board (REB # 2018-462).
IV. PROPOSED MULTI-DOMAIN FUSION FRAMEWORK
At the input of the proposed multi-domain fusion frame-
work, ECG signal is converted into signal images using
temporal correlation between each successive R-R inter-
val. Then, these signal images are made multidomain by
converting spatial domain information into frequency and
time-frequency domain by applying DFT and GWT using
equations 1 and 2 respectively. CNNs, whose structure is
laid out in Fig. 2, are engaged to pull out multi-domain
features from the modalities and then decision level fusion
is performed to improve the accuracy of stress levels classi-
fication. Schematic diagram of proposed muti-domain fusion
framework is shown in Fig. 1.
A. Discrete Fourier Transform
2D DFT transforms input spatial domain image f(m,n)
into frequency domain image F (k, l). Each point in fre-
quency domain is a representation of a particular frequency
contained in the spatial domain image.
F (k, l) =
a−1∑
m=0
b−1∑
n=0
f(m,n)e−j2pi(
km
a +
ln
b ) (1)
Where f(m,n) is the spatial domain image of size a× b.
B. Gabor Wavelet Transform
GWT transforms the images into time-frequency domain.
2D Gabor filter used for image conversion is bi-dimensional
Gaussian function centered at origin (0,0) with variance
σ modulated by a complex sinusoid with polar frequency
(F, ω) and phase θ described in equation 2.
GWT = Ae−piσ
2(x2+y2)e(j2piF (xcosω+ysinω)+θ) (2)
In equation 2, A represents magnitude of Gaussian envelope.
The signal image and its Fourier and Gabor wavelet
transform are shown in Fig. 6
TABLE I
GROUND TRUTH LABEL FOR ROLLER COASTER SIMULATION
Label Label Name Label Meaning
0 Very Low no stress, nominal conditions
1 Low very slight stress .i.e. the rollercoaster is in dull movement with no loops
2 Above Average roller coaster makes one or two loops
3 High roller coaster undergoes multiple events of high activity .i.e. continuous loops, twists, turns and underwater dives
4 Very High most intense segments .i.e. consisting of surprising jump scares
Fig. 2. CNN Architecture for Signal Images
Fig. 3. R-R Intervals of ECG signals
Fig. 4. Row by row stacking of ECG segments to form multivariate time
series.
C. Signal Image Formation from ECG
The ECG signal obtained from chest-worn sensor is a
univariate time series consists of large number of R-R
inervals as shown in Fig. 3. In order to convert univariate
time series into multivariate form, we make segments of time
series between each successive R-R intervals and stacked
these segments row wise as shown in Fig. 4.
Since the number of signal samples between successive
R-R interval are not the same, we perform interpolation to
make the number of samples equal between successive R-R
interval and hence to make row wise stacking possible. While
Interpolating, we take care of the fact that R-R interval and
HRV are preserved.
Multivariate time series obtained by row wise stacking
of segments between R-R intervals has a strong tempo-
ral correlation among its rows. Signal images are formed
by taking advantage of temporal correlation among these
stacked segments as shown in Fig. 5. These signal images
Fig. 5. Signal images of Five Stress labels of RML Dataset.
Fig. 6. Signal Image and its Fourier and Gabor Wavelet Transform.
are 2D representations carrying more semantic information
than original signal. Furthermore, converting 1D time series
data to 2D representation enables CNN to pull-out more
distinctive low level and high level features that are not
possible with ID signal.
D. Multidomain Fusion
CNNs are employed to extract multidomain features and
perform stress labels classification. Finally, we perform deci-
sion level fusion by using the scores generated by classifiers
to improve the classification performance as shown in Fig. 1.
V. EXPERIMENTAL RESULTS
For experiments, we divide the dataset into training and
testing parts by randomly splitting 85% data into training
TABLE II
TRAINING PARAMETERS FOR CNN
Training Parameters Values
Momentum 0.9
Initial Learn Rate 0.005
Learn Rate Drop Factor 0.5
Learn Rate Drop Period 10
L2 Regularization 0.004
MiniBatchSize 64
TABLE III
RESULTS OF EXPERIMENTS ON RML DATASET
Experiments Accuracy%
Raw ECG Signal with 1D CNN 64.8
Signal Images only 83.6
FFT Images only 74.5
Gabor Images only 78.1
Decision Level Fusion 85.45
samples and 15% data into testing samples. To facilitate the
design of CNN shown in figure 2, we resize our images
to 116 x 116. Size of training samples is increased by
performing data augmentation on signal images using the
same augmentation techniques described in [12]. Thus 1350
images are used for training while 55 images are used for
testing. We execute the random split 10 times and report the
average accuracy. We also perform a baseline experiment on
raw ECG signal using 1D CNN. The input is a vector of size
116 x 1. The accuracy obtained is shown in Table III. The
poor performance of 1D CNN on raw ECG data compelled
us to transform the raw 1D data into more informative i.e 2D
form. Thus to improve baseline experiments, we transform
raw ECG signal into signal images and utilize CNNs to
extract features as CNN is popular deep learning network to
perform exceptional on computer vision and image classifica-
tion applications. We train CNN on the signal images till the
validation loss stops decreasing further. The values of other
training parameters for CNN are shown in Table II. Table III
shows that convering the ECG signal to images results
in a higher accuracy compared to the baseline 1D CNN.
The accuracy obtained in transform domains is less than
spatial domain. The reason for this reduced accuracy is that
during transforms, we lose information that varies with time.
Furthermore in ECG signal, information or features varies
abruptly near R-R intervals and that abrupt changes cannot
be modeled accurately in transform domains. However, these
domains provide useful complementary features and hence
the overall accuracy is improved by decision level fusion.
VI. CONCLUSION
In this paper, we propose a novel deep learning approach
by converting input ECG signal into images based on R-R
peaks and temporal correlation. We transform spatial domain
signal images into transform domains by applying Discrete
Fourier Transform and Gabor wavelet transform respectively
and extract unique, complementary and multidomain features
using CNNs. Finally we perform decision level fusion to
enhance the accuracy of stress levels classification. We also
introduce a dataset with multiple stress levels that can be
more useful than the existing binary levels datasets for stress
analysis. Experimental results on an in-house dataset with
ground truth label of 5 different stess levels show that our
proposed fusion method achieves the highest accuracy of
85.45% compared with a baseline 1D CNN, and the separate
image modalities.
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