2 We consider hierarchical mixtures-of-experts (HME) models where exponential family regression models with generalized linear mean functions of the form ( + x T ) are mixed. Here ( ) is the inverse link function. Suppose the true response y follows an exponential family regression model with mean function belonging to a class of smooth functions of the form (h(x)) where h( ) 2 W 1 2;K 0 (a Sobolev class over 0; 1] s ). It is shown that the HME probability density functions can approximate the true density, at a rate of O(m ?2=s ) in Hellinger distance, and at a rate of O(m ?4=s ) in Kullback-Leibler divergence, where m is the number of experts, and s is the dimension of the predictor x. We also provide conditions under which the mean-square error of the estimated mean response obtained from the maximum likelihood method converges to zero, as the sample size and the number of experts both increase.
regression models.
Generalized linear models are widely used in statistical practice McCullagh and Nelder (1989) ]. One-parameter exponential family regression models see Bickel and Doksum (1977) , page 67] with generalized linear mean functions (GLM1) are special examples of the generalized linear models, where the probability distribution can be parameterized by the mean function. In the regression context, a GLM1 model proposes that the conditional expectation (x) of a real response variable y (the output) is related to a vector of predictors (or inputs) x 2 < s via a generalized linear function (x) = ( + T x), with 2 < and 2 < s being the regression parameters and ?1 ( ) being a link function. The inverse link function ( ) is often used to map the entire real axis to a restricted region which contains the mean response. For example, when y follows a Poisson distribution conditional on x, a log link is often used so that the mean is non-negative. In general, the GLM1 probability density function (pdf) of y conditional on x is parameterized by the conditional mean (x), having the form p(y; x) = expfa ( )y + b ( ) + c (y)g, where = (x) = ( + T x), and a ( ), b ( ) and c ( ) are some xed functions. Such models include Poisson, binomial and exponential regression models, as well as the normal and gamma regression models with dispersion parameters regarded as known. In Remark 4 (at the end of Section 3), we will discuss the situation when the dispersion parameter is also estimated.
A Mixtures-of-Experts model assumes that the total conditional density of the response is a local mixture of the conditional densities of several GLM1 experts.
It is important to note that such a model di ers from standard mixture models e.g., Titterington, Smith and Makov (1985) ] in that the mixing weights depend on the input. A generic expert labeled by an index J, proposes that the response y, conditional on the input x, follows a probability distribution with density p J (y; x) = (h J (x); y) = expfa ( J )y + b ( J ) + c (y)g, where J = (h J (x)) and h J (x) = J + T J x. The total probability density of y, after combining several experts, has the form p(y; x) = P J g J (x)p J (y; x), where the local weight g J (x) depends on the input x, and is often referred to as a gating function. The total mean response then becomes (x) = P J g J (x) J (x). An example of the HME model with two layers is given in Jordan and Jacobs (1994) , as illustrated in Figure 1 . Note that the HME is a probabilistic decision tree, where the gating networks determine the branching probabilities as a function of the covariate x, and the experts are identi ed with the leaves of the decision tree. A simple Mixtures-of-Experts model takes the expert label J to be an integer. An HME model takes J as an integer vector, with dimension equal to the number of layers in the HME decision tree.
In Figure 1 , adapted from Jordan and Jacobs (1994) , the expert label J is a two-component vector with each component taking either value 1 or 2; g i and g jji (i; j 2 f1; 2g) are logistic-type local weights see Section 2.3 and (2.6)] which are identi ed with the probabilities of decisions at the branches of the tree. Note that the product g i g jji gives a probability g J (x) = g i g jji for the path J = (i; j). At the leaves of the tree, each expert J = (i; j) proposes a conditional density, p J = p ij , say, with a corresponding conditional mean ij . Summing over all path J's gives the total conditional density of the conditional mixture model: p = P J g J p J . The corresponding summation of the conditional mean functions, = P J g J J , is presented in a recursive way in the original article of Jordan and Jacobs (1994) , by = P 2 i=1 g i i and i = P 2 j=1 g jji ij , and is illustrated It is demonstrated by Zeevi, Meir and Maiorov (1998) that one-layer mixtures of linear model experts can be used to approximate a class of smooth functions as the number of experts increases, and the least-squares method can be used to estimate the mean response consistently when the sample size increases. An interesting proposition is to extend this result to HME for GLM1s with non-linear link functions, and to consider the consistency of maximum likelihood estimation. Jiang and Tanner (1999) show that the HME for generalized linear mean functions can be used to approximate arbitrary smooth functions in a transformed Sobolev class. The present paper, in contrast, focuses on the denseness of HME density functions and on the consistency of the maximum likelihood learning. The maximum likelihood (ML) approach has two advantages over the conventional least-squares approach. We also note that the parameterization of the HME, as shown in the next section, is not identi able. Care is needed for statements about the parameter estimates, which are not unique.
2. Notation and De nitions. In the following, we brie y review the one-parameter exponential family regression model with generalized linear mean function (GLM1).
2.1. GLM1. We rst describe the one-parameter exponential family in a way that best ts the purpose of this paper. Let (A; F A ; ) be a general measure space. A probability density function (h; ) in the one-parameter exponential family is labeled by one real parameter h, and has the form We list some well-known properties of the one-parameter exponential models, which will be useful later:
(i) The moment generating function exists in some neighborhood of the origin, and thus moments of all orders exist{see Theorem 1.4.2, Lehmann (1991, p.31) .
(ii) For each positive integer k, (k) (h) = R A y k (h; y)d is di erentiable in h up to any order, due to the analyticity of a, b and Theorem 1.4.1 of Lehmann (1991, p.29) . In particular, we denote (1) (h) = (h) = and (2) (h) = (h) as the rst two moments. Note that the parameterization of a(h), b(h) and c(h) is not unique. For our purpose we require these functions to be de ned on the entire real line. Here we can take a(h) = h= 2 , b(h) = ?h 2 =(2 2 ), c(y) = ?y 2 =(2 2 ) ?
(1=2) log(2 2 ).
The GLM1 assumes that h = + T x, which introduces the dependence of y on an s-dimensional predictor x through the density function (h; y). In this context, the inverse of ( ) is called a link function (McCullagh and Nelder 1989) . For a speci c probability model of y (say, Poisson), there could be di erent choices of the link function. Our paper does not restrict the choice of the link function, as long as it is \smooth" on < and invertible. Note that the functions a, b and c in (2.1) correspond, respectively, to the functions a , b and c in notation of Section 1, where stands for composition. Now we introduce a target family of regression models which is more exible than the family of GLM1s, by allowing h( ) to be an arbitrary smooth function (of x) in a Sobolev class.
2.2. The Family of Target Functions. Let = 0; 1] s = s q=1 0; 1], the space of the predictor x, where stands for the direct product. Let A < be the space of the response y. Let (A; F A ; ) be a general measure space, ( ; F ; ) be a probability space such that has a positive continuous density with respect to the Lebesgue measure on , and ( A; F F A ; ) be the product measure space. Consider a random predictor-response pair (X (s 1) ; Y (1 1) ). Suppose X has a probability measure , and (X; Y ) has a probability density function (pdf) ' with respect to , where ' is a target function of the form '(x; y) = (h(x); y): (2.2) Here ( ; ) : < A 7 ! < has the one-parameter exponential form (2.1). In contrast to a GLM1 model, we allow a more exible h(x) in (2.2). for all x in . Sobolev classes of mean functions similar to W 1 2;K0 are also considered in Mhaskar (1996) and Zeevi et al: (1998) . Our family of mean functions is a transformed class (W 1 2;K0 ), where ?1 is the link function.
We have restricted the predictor x to = 0; 1] s to simplify the exposition. The theorems of this paper actually hold for being any compact subset of < s .
The compactness of is needed in the techniques of our proof. We also note that in the situation when is the direct product of s closed intervals, suitable re-centering and re-scaling of each of the s components of x can transform into 0; 1] s .
Denote the set of all pdfs '( ; ) = (h( ); ) de ned this way as . This is the set of target functions that we will consider to approximate. Now we de ne the hierarchical mixtures-of-experts (HME) for GLM1s. They are the functions which we use for approximating a function in .
2.3. The Family of HME of GLM1s. An approximator f in the HME family is assumed to have the following form:
where h J (x) = J + T J x, and ( ; ) is as de ned in Section 2.1. The parameters of this model include J 2 < and J 2 < s , as well as v which is some parameter for the gating function g J 's. We use the symbol to represent the grand vector of parameters containing all the components of the parameters v, J and J for all J 2 . In (2.4), is the set of labels of all the experts in a network, referred to as a structure. Two quantities are associated with a structure: the dimensioǹ = dim( ), which is the number of layers; and the cardinality m = card( ), which is the number of experts. An HME of`-layers has a structure of the form = `k =1 A k where A k = f1; : : : ; w k g, w k 2 N, and k = 1; : : : ;`. (We use N to denote the set of all positive integers.) Graphically, w k = card(A k ) represents the number of expert branches, or the number of \splits" at layer k, k = 1; : : : ;`. Note that in this paper we restrict attention to \rectangular-shaped" structures (corresponding to balanced trees). A generic expert label J in can then be expressed as J = (j 1 ; : : : ; j`) where j k 2 A k for each k.
To characterize a structure , we often claim that it belongs to a certain set of structures. We now introduce three such sets of structures, J , J m and S, which will be used later when formulating the results. The set of all possible HME structures under consideration is J = f : = `k =1 f1; : : : ; w k g; w k 2 N; k = 1; : : : ;`;`2 Ng. The set of all HME structures containing no more than m experts is denoted as J m = f : 2 J ; card( ) mg. We also introduce a symbol S to denote a generic subset of J . This is introduced in order to formulate a major condition for some results of this paper to hold. This condition, to be formulated in the next section, will be speci c to a generic subset S of HME structures. A trivial example of S is J . Another example of S is S L = f : 2 J ; dim( ) Lg, which includes all structures with L or less layers. In particular, S 1 represents the set of single-layer structures. A third example of S is S B = f : = `k =1 f1; 2g;`2 Ng, which represent the set of trees with binary splits.
Associated with a structure is a family of vectors of gating functions. Each member is called a gating vector and is labeled by a parameter vector v 2 V , V being some parameter space speci c to the structure . Denote a generic gating vector as G v; (g J ( ; v)) J2 . We assume the g J (x; v)'s to be nonnegative, with sum equal to unity, and continuous in x and v. Note that R A f (x; y; )d (y) = 1 is ensured. Let G = fG v; : v 2 V ; 2 Sg be the family of gating vectors de ned on the set of structures S, which will be referred to as a gating class de ned on S.
In the following we de ne the logistic gating class G = L on the set of all structures J . This class has been commonly used in literature see Jordan and Jacobs (1994) ]. Here, for each structure in J and each label J in , a gating function g J = g J ( ; v) is de ned recursively. Suppose J is an`-dimensional integer (j 1 ; j 2 ; : : : ; j`). Then, g J g j1j2:::j`= g j1 g j2jj1 : : : g j`jj1j2:::j`? 1 : (2.5)
Here, for each q, the factor g jqjj1:::jq?1 takes a multinomial logit form: would leave the probability density function f (x; y; ) unchanged. Note that the grand vector of \gating parameters" v includes all components of ( jqjj1:::jq?1 ; T jqjj1:::jq?1 ), where (j 1 ; : : : ; j q?1 ) 2 q?1 r=1 f1; : : :; w r g and j q 2 f1; : : : ; w q ? 1g; for all q = 1; : : : ;`. It is easy to see that dim(v) = (s+1)f(w 1 ?1)+w 1 (w 2 ?1)+: : :+w 1 : : : w`? 1 (w`?1)g = (s+1)(m?1); and the parameter space V for v is < (s+1)(m?1) , where m = w 1 : : : w`= card( ). Note that the gating functions constructed in this way are analytic for (v T ; x T ) 2 < (s+1)(m?1) < s . The space of regression parameters (or \expert parameters") ( J ; T J )'s, corresponding to structure , is < (s+1)m . The space of grand parameter 's, corresponding to structure , is~ = < (s+1)(2m?1) . Here the (2m ? 1)(s + 1) dimensional grand parameter includes all components of the gating parameters from v and the expert parameters from ( J ; T J ) J2 . Now we are ready to de ne the family of approximator functions. Let be the set of all function f 's of the form (2.4), speci c to a structure , which can be denoted as = ff ( ; ; ) : 2~ g. This set is the set of HME functions from which an optimal function is chosen by the maximum likelihood method to approximate the truth. It is assumed that a structure is chosen a priori.
In practice, people often analyze data using di erent choices of structures and select the best tting model see Fritsch, Finke and Waibel (1997) for an adaptive approach]. We consider in this paper choosing among the set of structures J m \S. This set, m;S , is the family of HME functions for which we examine the approximation rate in , as m ! 1. Note that this family of HME functions is speci c to m, the maximum number of experts, as well as to some subset S of HME structures, which will be speci ed later. We do not explicitly require that m;S be a subset of in this paper. Each HME density function f (x; y; ) generates a mean function (x; ) by The parameterization of the HME functions is not identi able, in the sense that two di erent parameters in~ can represent the same density function f in m;S . For example, the density functions are invariant under permutation of the expert label J's. Also, if two experts J and J 0 propose the same output, i.e., if J = J 0 and J = J 0, then the mixing proportions for these two experts can be arbitrary, as long as the sum of the two weights are unchanged. This can lead to the non-identi ability of some components of parameter v. Our description of the estimation procedure and the statement of the results will take these identi ability issues into account. The identi ability issues also suggest that it makes more sense to formulate the consistency problem in terms of the estimated mean response, rather than to look at the consistency of the parameter estimates.
2.4. The Method of Estimation. We will use the maximum likelihood method to train the architecture. Suppose we estimate the mean response (x) based on a data set of n predictor-response pairs (X i ; Y i ), X i 2 , Y i 2 A, i = 1; : : : ; n. Let the measure spaces ( ; F ; ) and (A; F A ; ) be as introduced in Section 2.2.
Assume that (X i ; Y i ), i = 1; : : : ; n are independent and identically distributed (i.i.d.) random vectors. The probability measure for X i is . The probability measure of Y i conditional on X i = x has a density '(x; ) de ned in (2.2)] with respect to the measure , for all x 2 .
The log-likelihood function based on the HME model is In this paper we choose ' 0 (X i ; Y i ) = e c(Yi) where c( ) is from (2.1). It turns out that such a choice makes the log-likelihood function uniformly convergent to its expectation, for almost all !, in any compact subset of parameters, as n ! 1.
De ne the maximum likelihood estimator (MLE)^ n; (!) to be a maximizer (can be one out of many) of L n; ( ; !) over a compact setB ~ , i.e., n; (!) = arg max 2B f L n; ( ; !)g:
(2.10)
The maximum likelihood method, in the large sample size limit, essentially searches for which minimizes the KL divergence KL(f ; ') between f = f ( ; ; ) 2 and ' = '( ; ) 2 , where
It turns out that the KL divergence KL(f ; ') is always well de ned (see Corollary 1 in Section 2.5). Due to the non-identi ability of the parameterization, there is a set of 's inB that minimize the KL divergence. Denote this set as , which could be expressed as = f 2B : = arg min 2B KL(f ( ; ; ); ')g: (2.12) Based on any MLE^ n; =^ n; (!), an estimated mean response can be constructed as (x;^ n; ). We do not explicitly require that for two di erent global MLEs the estimated mean responses be the same. The MSE of an estimated mean response is de ned by (MSE) n; = E Z f (x;^ n; ) ? (x)g 2 d (x); (2.13) where E is the expectation taken on the MLE^ n; , and and are de ned in (2.8) and (2.3), respectively. We will use these de nitions to formulate a major condition for our results to hold. In the following we introduce some measures of the discrepancy between a pdf f in of the form (2.4)] and a pdf ' in of the form (2.2)]. One of them is the KL distance KL(f; ') see (2.11)]. Another is the Hellinger distance
(2.14) This is a true distance, and is invariant under rescaling of the measures and see Devroye and Gyoer (1985) ]. A third description is the L 2 distance between the means: Proof: This is obvious from Lemma 1. Note that Q is nite, since it involves an integration of a continuous function over the compact space of input x. 2
In Section 4, we will use Lemma 1(c) on upper divergence to prove the denseness property of the HME densities in KL divergence.
3. Results and Conditions. In the following, we state some regularity conditions, as well as some results which hold under these conditions. see Devroye and Gyoer (1985) ]. The same rate in general L p distances (p 2) is derived in Jiang and Tanner (1998) (under Condition A S;p ), where an extra boundedness condition is required. All these results depend on a major condition A S;1 . The following remark claims that it is satis ed by certain gating functions de ned on certain structures. Condition A S;p can be proved. This implies that the approximation rates in the theorems stated above apply to HME of GLM1s with binary trees.
(b). Jiang and Tanner (1999) Lemma (Section 3)] show that Condition A S;p is
satis ed (for any p 2 N) by the logistic gating class L de ned on S s , which is the set of structures with no more than s layers, where s = dim(x). Moreover, due to Jiang and Tanner (1999) Remark (i) (Section 5)], Condition A S;p is also satis ed by the logistic gating class de ned on the set of single-layer structures S 1 (corresponding to the MEs), which implies that the approximation rates in the above theorems apply to ME of GLM1s. This condition is similar to a usual condition under correct model speci cation, requiring that the scope of ML search should contain the true parameter so as to make the MLE consistent. The di erence here is that there is no \true parameter", since the likelihood functions are constructed based on the HME densities, which can only be used to approximate the true pdf in . Condition 2 ensures that the ML searching area is big enough to contain an \optimal point"
(instead of the true parameter) which minimizes the KL divergence between the true density and the HME density. This feature will be useful when proving the consistency result of the ML approach under model misspeci cation, when the likelihood function is constructed from the HME approximations, instead of a pdf from the true family . Note that Condition 2 is hard to check in practice, although it looks plausible if a su ciently large scope of ML search is used.
The next theorem states that the maximum likelihood method based on the HME of GLM1 models is consistent in estimating the mean functions in (W 1 2;K0 ). The constant c's in the above theorems can be di erent.
Remark 4. (Unknown Shape Parameter) Up to now, we have been assuming that any shape parameter u of a GLM1 expert is known, or xed at a value which is equal to the shape parameter in the true pdf '. An example of the shape parameter is u = 1= 2 for a normal expert. Now suppose the shape parameter u is unknown and needs also to be estimated. We can either assume the same shape parameter for all experts, or allow it to di er. In either case, the grand parameter will be expanded to include additional component(s) from the u('s). We assume that the parameter space U of each component u is a compact subset of the positive real line. Lemma 1 (c) requires a small modi cation, i.e., a bound of the KL distance now requires an additional term proportional to the discrepancy between the true shape parameter in ' and the \proposed" shape parameter(s) in f. However, using similar techniques, it is straightforward to show that all theorems on denseness and consistency are still valid.
4. Proofs and secondary lemmas. In this section we will often use the following shorthand notation: g J = g J (x; v), h J = h J (x), J = (h J (x); y), f = P J g J J for the HME density (2. The last inequality is true since K is an upperbound for jh J (x)j and jh(x)j for all x in and all J in .
The following observations prove (c):
where h J is between h J and h. The \linear term" disappears due to Property (iii) in Section 2.1.] To prove inequality (iii), note that jh J j maxfjh J j; jhjg K since K is an upperbound for jh J (x)j and jh(x)j for all x in and all J in . where we choose ' 0 (x; y) = e c(y) c( ) is from (2.1)] . There could be more than one such maximizer and the set of such maximizers is just .
We will treat n; , which is used in (4.27), as a random variable depending on sample size n, since our choice of n; out of the set may depend on the MLE^ n; (!) that we adopt. Note that n; is a minimizer of the KL divergence, when the parameter varies in the scopeB . However, when Condition 2 holds, n; also minimizes the KL divergence over the entire parameter space~ , i.e., KLff ( ; ; n; ); '( ; )g = KLff ( ; ; KL ); '( ; )g = inf f2 KL(f; '): (4.28)
In the following, we formulate the convergence of MLE in a setting with nonidenti able parameterization. We rst state and prove a proposition on the uniform convergence of the log-likelihood function. This proposition leads to the following the lemma for the convergence of MLE.
Lemma 2. Let^ n; (!), n = 1; 2; : : :, be a sequence of global maximizers of L n; ( ; !) inB , as de ned in (2.10). Let be the set of minimizers of the KL divergence between the true density and the HME density, as de ned in (2.12).
We have: So^ n; (!) = arg max 2B L n; ( ; !) 6 2 B c " ( ), leading to the proof of ( ) and the lemma.
2
The next lemma shows that the \stochastic part" of the MLE goes to zero when the sample size increases.
Lemma 3. There is a sequence of n; 2 , n = 1; 2; : : :, possibly random, making S n; ! 0 as n ! 0, for any structure .
Proof of Lemma 3. Note that Lemma 2 implies that there exists a sequence n; (!) 2 ; n = 1; : : : ; such that E (^ n; (!); n; (!)) ! 0 for almost all !.
By the de nition in (2.8), ( ; ) is continuous on B , due to the continuity of the g J ( ; )'s and ( ). Hence, we have f (x;^ n; (!)) ? (x; n; (!))g 2 ! 0
for all x and almost all !. Next we show that f (x;^ n; (!)) ? (x; n; (!))g 2 is bounded above by an integrable function. This is because f (x;^ n; (!)) ? (x; n; (!))g 2 2f (x;^ n; (!))g 2 + 2f (x; n; (!))g 2 4M 2
where M sup x2 sup 2B j (x; )j < 1. Here (i) is due to Lemma 1(a), where the constant M I can be made independent of ' and f ( ; ; n; (!)), by using an upperbound K = maxf(s + 1)C; K 0 g, where C is the constant in Condition 2 and K 0 is the radius of the Sobolev ball in Section 2.2. Note that for all parameters inB , jh J (x)j is less than (s + 1)C, and for all ' in , jh(x)j is less than K 0 .] (ii) is due to Condition 2, and equation (4.28). (iii) is due to Theorem 2 and Condition A S;1 . 2
Now we are ready to prove the consistency theorem.
Proof of Theorem 3. Note that (MSE) n; 2D n; + 2S n; from (4.27).
For each in J m \ S, nd a (possibly random) sequence n; as in Lemma 3 such that S n; ! 0. Then sup 2Jm\S S n; ! 0 as n ! 1, since the cardinality of J m \ S is nite. Then we have (MSE) n; = 0: 2 5. Conclusions. We investigated the power of the HME for GLM1 experts in terms of approximating a exible class of density functions with conditional mean functions belonging to a transformed Sobolev class. We demonstrated that the approximation rate of HME density functions is of order O(m ?2=s ) in Hellinger distance, and of order O(m ?4=s ) in KL divergence. Here s is the dimension of the predictor, and m is the maximal number of experts in the network. We also showed that the maximum likelihood (ML) approach, which is associated with some optimal statistical properties and a convenient maximization algorithm, is consistent in estimating the mean response from data, as the sample size and the number of experts both increase. Moreover, the approximation rates and the consistency result can be achieved within the family of HME structures with binary trees, or within the family of HME structures with one layer of experts (the MEs). We do not claim that the O(m ?2=s ) rate is optimal. In fact, for the special case of mixing linear model experts in a single layer, Zeevi et al: (1998) have shown that a better rate for approximation of mean functions can be achieved if higher-than second-order continuous di erentiability of the target functions is assumed. Our work is di erent from Zeevi et al. (1998) 
