Abstract. Let G be a finite simple graph and J(G) denote its cover ideal in a polynomial ring over a field K. In this paper, we show that all symbolic powers of cover ideals of certain vertex decomposable graphs have linear quotients. Using these results, we give various conditions on a subset S of the vertices of G so that all symbolic powers of vertex cover ideals of G ∪ W (S), obtained from G by adding a whisker to each vertex in S, have linear quotients. For instance, if S is a vertex cover of G, then all symbolic powers of J(G ∪ W (S)) have linear quotients. Moreover, we compute the Castelnuovo-Mumford regularity of symbolic powers of certain cover ideals.
Introduction
Symbolic powers of ideals have been studied intensely over the last two decades. We refer the reader to [6] for a review of results in the literature. Let R = K[x 1 , . . . , x n ] be the polynomial ring in n variables over a field K and I be a squarefree monomial ideal in R. The k-th symbolic power of I, denoted by I (k) , is the intersection of all primary components of I k corresponding to minimal primes of I (cf. [18, Proposition 1.4.4] ). In this paper we study the symbolic powers of cover ideals of graphs.
Let G = (V (G), E(G)) denote a finite, simple (no loops, no multiple edges), undirected graph with vertex set V (G) = {x 1 , . . . , x n } and edge set E(G). A minimal vertex cover of G is a subset C ⊆ V (G) such that each edge has at least one vertex in C and no proper subset of C has the same property. For a graph G, by identifying the vertices with variables in R = K[x 1 , . . . , x n ], we associate squarefree monomial ideals, the edge ideal I(G) = (x i x j | {x i , x j } ∈ E(G)) and the cover ideal J(G) = x∈C x | C is a minimal vertex cover of G . The cover ideal of a graph G is the Alexander dual of its edge ideal, i.e., J(G) = I(G) ∨ = {x i ,x j }∈E(G) (x i , x j ). Recently, a dictionary between various combinatorial data of the graph G and the algebraic properties of corresponding ideals I(G) and J(G) has been set up by various authors (cf. [1, 3, 10, 11, 13, 14, 18, 19, 22, 24, 25, 28, 29, 30, 31] ).
Let I be a monomial ideal in R. A homogeneous ideal I is called componentwise linear if for each ℓ, the ideal generated by all degree ℓ elements of I has a linear resolution. Monomial ideals which are componentwise linear were introduced in [17] by Herzog and Hibi and have strong combinatorial implications [18] . Ideals with linear quotients were defined by Herzog and Takayama [21] in connection to their work on minimal free resolution of monomial ideals. A monomial ideal I ⊂ R is said to have linear quotients if there is an ordering u 1 < · · · < u m on the minimal monomial generators of I such that for every 2 ≤ i ≤ m the ideal (u 1 , . . . , u i−1 ) : (u i ) is generated by a subset of {x 1 , . . . , x n }. If a monomial ideal has linear quotients, then it has componentwise linear quotients, [23] , and hence it is componentwise linear. Componentwise linear ideals have a number of algebraic and combinatorial properties that make them interesting to study.
A graph G is said to be vertex decomposable if ∆(G) is a vertex decomposable, where ∆(G) denotes the independence complex of G (see Section 2 for definition). Vertex decomposability was first introduced by Provan and Billera [27] , in the case when all the maximal faces are of equal cardinality, and extended to the arbitrary case by Björner and Wachs [2] . We have the chain of implications: vertex decomposable =⇒ shellable =⇒ sequentially Cohen-Macaulay, where a graph G is shellable if ∆(G) is a shellable simplicial complex and G is sequentially Cohen-Macaulay if R/I(G) is sequentially Cohen-Macaulay. In [9] , Eagon and Reiner proved that G is Cohen-Macaulay if and only if J(G) has a linear resolution. Thereafter, Herzog and Hibi [17] and Herzog, Reiner and Walker [20] proved that G is sequentially Cohen-Macaulay if and only if J(G) has componentwise linear. In general it is hard to prove that an ideal is componentwise linear. We refer the reader to [18] and the references cited there for a review of results in the literature in this direction. In [13] , Francisco and Van Tuyl proved that if G is a chordal graph, then G is sequentially Cohen-Macaulay and hence J(G) has componentwise linear. In [19] , Herzog, Hibi, and Ohsugi gave a condition on homogeneous ideals having the property that all their powers are componentwise linear. They also conjectured that all powers of the vertex cover ideal of chordal graphs are componentwise linear. There have been some attempts on proving all powers of cover ideals have componentwise linear for the subclass of chordal graphs, see [17, 24] . In [25] , Fatemesh gave a combinatorial condition on a graph which guarantees that all powers of its vertex cover ideal are componentwise linear. Recently, Nursel [10] proved that if G is a (C 4 , 2K 2 )-free graph, then J(G) k has componentwise linear for all k ≥ 1.
In this context it is natural to ask what happens when we consider the symbolic powers of cover ideals? More precisely, given a (sequentially) Cohen-Macaulay graph, what can be said about the symbolic powers of its vertex cover ideal? In general, if G is sequentially CohenMacaulay, then symbolic powers of J(G) need not have componentwise linear (Example 4.4). Recently, Fakhari [29] proved that if G is a Cohen-Macaulay and very well-covered graph, then J(G) (k) has linear quotients and hence it is componentwise linear.
There has been a lot of work on how the combinatorial modification of the graphs would affect algebraic properties of its edge ideals/cover ideals. Generally, this question is interesting in the sense that we may start with a graph with "bad" algebraic properties, but with a slight modification, the edge ideal/cover ideal becomes much nicer. For example, Villarreal proved that if G is any graph, then W (G) is Cohen-Macaulay, where W (G) is the graph obtained by adding a whisker to each vertex of G, [30] . Dochtermann and Engström [7] and Woodroofe [31] independently showed that W (G) is a vertex decomposable graph. Cook and Nagel [5] generalized the whiskered idea and constructed the vertex clique-whiskered graph G π , see Definition 4.8, and proved that G π is unmixed and vertex decomposable. In [1] , Biermann et al., gave sufficient conditions on S ⊂ V (G) such that G ∪ W (S) is vertex decomposable, where G ∪ W (S) is the graph obtained from G by adding a whisker at each vertex in S (see also [11] ). Later, Hibi et al., [22] gave a generalization of Villarreal's result by showing that the graph obtained by attaching a complete graph to each vertex of a graph G is unmixed and vertex decomposable. In a different direction, several authors have studied similar phenomena (cf. [16, 26] ).
We consider the graph obtained by attaching a connected graph to some of the vertices of a graph. Let H be a graph and {x i 1 , . . . , x iq } ⊆ V (H). The graph G is obtained from H by attaching K(x i j ) to H at the x i j for all 1 ≤ j ≤ q, where K(x i j ) is a graph joining some complete graphs at one common vertex x i j . In this paper, we prove that all symbolic powers of the vertex cover ideals of such graphs with additional hypothesis have linear quotients and hence it is componentwise linear (Theorem 4.2, Theorem 4.3). The above results has a number of interesting consequence. For example, Corollary 4.7 says that if G is a Cameron-Walker graph, then J(G) (k) has linear quotients for all k ≥ 1. Also, we explore on how to add whiskers to a graph so that all symbolic powers of its cover ideal have linear quotients. We give some sufficient conditions on a subset S of the vertices of G so that all symbolic powers of J(G ∪ W (S)) have linear quotients (Corollary 4.5). Let G be any graph and π be any clique vertex-partition of G. Also, we prove that all symbolic powers of J(G π ) have linear quotients (Theorem 4.9). As an immediate consequence of the above results, we compute the Castelnuovo-Mumford regularity of symbolic powers of certain cover ideals (Corollary 4.11).
Our paper is organized as follows. In Section 2, we collect the necessary notation, terminology and some results that are used in the rest of the paper. We prove, in Section 3, several technical lemmas which are needed for the proof of our main results which appear in Section 4.
Preliminaries
In this section, we set up the basic definitions and notation needed for the main results. For a graph G, V (G) and E(G) denote the set of all vertices and the set of all edges of G respectively.
A complete graph is a graph in which each pair of graph vertices is connected by an edge. A subset U of V (G) is said to be a clique if the induced subgraph with vertex set U is a complete graph. A simplicial vertex of a graph G is a vertex x such that the neighbors of x form a clique in G.
For the notation, we shall use H \ {X ∪ Y } to also refer to H \ X.
Let G be a graph. For S ⊆ V (G), let G∪W (S) denote the graph on the vertex set V (G)∪{z x | x ∈ S} whose edge set is E(G ∪ W (S)) = E(G) ∪ {x, z x } | x ∈ S . An edge of the form {x, y}, where N G (y) = {x} is called a whisker of G.
We recall the relevant background on simplicial complexes. A simplicial complex ∆ on V = {x 1 , . . . , x n } is a collection of subsets of V such that:
Elements of ∆ are called the faces of ∆, and the maximal elements, with respect to inclusion, are called the facets. The link of a face F in ∆ is link
A simplicial complex ∆ is recursively defined to be vertex decomposable if it is either a simplex or else has some vertex v so that (i) both ∆ \ v and link ∆ (v) are vertex decomposable, and (ii) no face of link ∆ (v) is a facet of ∆ \ v.
The independence complex of G, denoted by ∆(G), is the simplicial complex on V (G) with face set ∆(G) = {F ⊆ V (G) | F is an independent set of G }. A graph G is said to be vertex decomposable if ∆(G) is a vertex decomposable simplicial complex. In [31] , Woodroofe translated the notion of vertex decomposable for graphs as follows.
Definition 2.2. [31, Lemma 4] A graph G is recursively defined to be vertex decomposable if G is totally disconnected (with no edges) or if
are both vertex decomposable, and
A shedding vertex of x is any vertex which satisfies either deg G (x) = 0 or Condition (2) of Definition 2.2.
Let G and H be graphs. If G and H disjoint graphs (i.e., V (G) ∩ V (H) = ∅), we denote the disjoint union of G and H by G H. For a graph G, the simplicial complex ∆ G with complete subgraphs (cliques) of G as its faces is called the clique complex of G.
Definition 2.4. A star complete, denoted by K(x)
, is a graph joining some complete graphs at one common vertex x.
is said to be pure star complete graph. Otherwise, K(x) is non-pure star complete graph. The graph given below on the right is a pure star complete graph while the graph on the left is not a pure star complete graph as ∆ K(a) has a facet with cardinality 2.
non-pure star complete pure star complete a b Figure 1 . star complete graph Let M be a graded R module. For non-negative integers i, j, let
Polarization is a process that creates a squarefree monomial ideal (in a possibly different polynomial ring) from a given monomial ideal, [18, Section 1.6]. If I is a monomial ideal in R, then the polarization of I denoted by I ⊆ R. In this paper, we repeatedly use the following properties of the polarization, namely: In the study of symbolic powers of cover ideals, Fakhari constructed a new graph G k whose cover ideal is strongly related to the k-th symbolic power of cover ideal of G [29] . This construction has proved to be quite powerful, which we shall make use of often. Construction 2.6. Let G be a graph with vertex set V (G) = {x 1 , . . . , x n } and k ≥ 1 be an integer. We define the new graph G k on new vertices
and the edge set of G k is
Throughout this paper, G k denotes the graph as in Construction 2.6. The following observation is an immediate consequence of the construction:
The following lemma, due to Fakhari, is used repeatedly throughout this paper
Vertex decomposable graph
Our aim in this section is to prove that G k is a vertex decomposable graph for all k ≥ 1 when G is a star complete graph. For this purpose, we need to get more details about the structure of the graph G k . As a first step towards this, we describe the simplicial vertices of G k .
. . , x jr,1 }. Since the neighbors of x i form a clique, the neighbors of x i,k form a clique. Hence x i,k is a simplicial vertex of G k . By Corollary 2.3(1), x l,1 is a shedding vertex of G k .
The following lemmas further reveals the structure of G k .
Lemma 3.2. Let H be a graph with vertices
where K m is a complete graph with vertices {y 1 = x 1 , y 2 , . . . , y m }.
Proof. (1) Since y m is a simplicial vertex of G, by Lemma 3.1, y m,k is a simplicial vertex of G k and hence by Corollary 2.3(1), y i,1 is a shedding vertex of
Two graphs G = (V (G), E(G)) and H = (V (H), E(H)) are said to be isomorphic (and written as G ≃ H) if and only if there exists a 1-1 and onto function φ :
Proof. (1) This follows directly from the Construction 2.6.
The following lemma is probably well-known. We include the proof for completeness. Proof. Let N G (x) = {y 1 , . . . , y t }, where t ≥ 1. It is enough to prove that G \ y 1 is vertex decomposable. Set The following result is crucial in obtaining our main results. Proof. Let V (G) = {x 1 , . . . , x n }. We prove the assertion by induction on k. If k = 1, then by [31, Corollary 7(2) 
We are now ready to state our main result of this section. Proof. Let G = K(x 1 ) and F 1 , . . . , F t be the facets of ∆ G . We split the proof into two cases.
where H i is a complete graph with vertex set F i \ {x 1 } for all 1 ≤ i ≤ t. Therefore, by Theorem 3.6, Ψ k is a vertex decomposable graph. By Lemma 3.4, it remains to prove that Ω i is a vertex decomposable graph for all 1
Note that {x 1,i+1 , . . . , x 1,k } are isolated vertices in Ω i . Set Ω ′ i = Ω i \ {x 1,i+1 , . . . , x 1,k } for all 1 ≤ i ≤ k. By Corollary 2.3(2), it is enough to prove that Ω ′ i is a vertex decomposable graph for all 1 ≤ i ≤ k. If G \ x 1 is totally disconnected, then so is Ω ′ i for all 1 < i ≤ k. Therefore Ω ′ i is vertex decomposable for all 1 ≤ i ≤ k.
is the disjoint union of complete graphs, by Theorem 3.6 and Corollary 2.3, Ω ′ i is a vertex decomposable graph. Case 2: Suppose K(x 1 ) is pure star complete. We prove by induction on k. If k = 1, then by [31, Corollary 7(2)], G is a vertex decomposable graph. Assume that k ≥ 2. Let F i = {x 1 , x i 1 , . . . , x ir i } for all 1 ≤ i ≤ t. Note that x 1,1 is a shedding vertex of G k and
] is totally disconnected and hence it is a vertex decomposable graph. It follows from Lemmas 3.2, 3. 
Proceeding as in the proof of Lemma 3.3, we can conclude that G ′ ≃ G ′′ . Hence the claim.
If G is a non-pure star complete graph, then by Case 1 of Theorem 3.7, A i is a vertex decomposable graph for all 1 ≤ i ≤ k. Suppose G is pure star complete. We prove the assertion by induction on k. 
Linear quotients
In this section, we prove that symbolic powers of cover ideals of certain vertex decomposable graphs have linear quotients. We begin by fixing the notation which will be used for the rest of the section.
Set-up 4.1. Let H be a graph and {x i 1 , . . . , x iq } ⊆ V (H). The graph
is obtained from H by attaching star complete K(x i j ) to H at the x i j for all 1 ≤ j ≤ q.
We are now ready to prove our first main result. Assume that n > 1, k > 2. If either q = n or q = n − 1, then by Lemma 3.3, either
Therefore by induction on m, G k−2 is vertex decomposable. Let F t 1 , . . . , F tr t be the facets of
. Let x t j l ,1 ∈ F t j for some 1 ≤ t ≤ q, 1 ≤ j ≤ r t . It follows from Lemma 3.2 that x t j l ,1 is a shedding vertex of G k \{A t , x t,1 , B t j , x t j 1 ,1 , . . . , x t j l−1 ,1 }, where
) and
By Lemma 3.3, we have for any 1 ≤ t ≤ n, 1 ≤ j ≤ r t ,
where L i is the complete graph with vertex set F t i \ {x t } for all 1 ≤ i = j ≤ r t . By induction on m, Theorem 3.6 and Corollary 2.3,
by Corollary 3.5, we get (4.1) is a vertex decomposable graph. Similarly, we can show that (4.2) is a vertex decomposable graph. Suppose q = n − 1. Now proceeding as in the above paragraph of the proof, one can show that for any 1 ≤ t ≤ n, Using techniques similar to the ones used in the proof of Theorem 4.2, Theorem 3.7 and Lemma 3.8, we prove our next main result. K(x i 1 ) , . . . , K(x ip ) are non-pure star complete graphs and K(x i p+1 ), . . . , K(x iq ) are pure star complete graphs for some p ≤ q. If V (H) \ {x i 1 , . . . , x ip } is an independent set of H, then J(G) (k) has linear quotients for all k ≥ 1. Proof. Let V (H) = {x 1 , . . . , x n }. By proof of Theorem 4.2, it is enough to prove that G k is vertex decomposable for all k ≥ 1. We prove this by induction on n. If n = 1 (since empty set is an independent set), then by Theorem 3.6, G k is vertex decomposable for all k ≥ 1.
It follows from Lemmas 3.2, 3.3 that z i is a shedding vertex of Ψ i−1 for all 1 ≤ i ≤ kp and Ψ kp = (G \ A) k , where A = {x i 1 , . . . , x ip }. Since V (H) \ A is an independent set of H, G \ A is the disjoint union of pure star complete graphs and isolated vertices. By Theorem 3.7 and Corollary 2.3(2), Ψ kp is a vertex decomposable graph. It remains to show that Ω i is vertex decomposable for all 1 ≤ i ≤ kp.
For some 1 ≤ j ≤ p and 1 ≤ l ≤ k, let
Since C is an independent set of H,
Let L be the induced subgraph of G over the vertices {y r,
By above arguments we can conclude that
By Theorem 3.6, Lemma 3.8 and Corollary 2.3(2), (K(
. . , b t,k+1−l are vertex decomposable graphs. By Corollary 2.3(2), it suffices to show that (G ′ ) k \ {z 1 , . . . , z (l−1)p+j−1 , S} is a vertex decomposable graph. In order to achieve this, we consider the following two cases.
we have H ′ is a disjoint union of isolated vertices. Hence G ′ is the disjoint union of pure star complete graphs and isolated vertices. By Theorem 3.7 and Corollary 2.3(2), (G ′ ) k is a vertex decomposable graph. Hence (G ′ ) k \ {z 1 , . . . , z (l−1)p+j−1 , S} is a vertex decomposable graph.
is an independent set of H ′ . By induction on n, (G ′ ) k is a vertex decomposable graph. By Lemma 3.2, z 1 , . . . , z (l−1)p+j−1 and S are neighbors of simplicial vertices. It follows from Corollary 3.5 that (G ′ ) k \ {z 1 , . . . , z (l−1)p+j−1 , S} is a vertex decomposable graph.
In both cases, we get (G ′ ) k \ {z 1 , . . . , z (l−1)p+j−1 , S} is a vertex decomposable. Hence Ω i is a vertex decomposable graph for all 1 ≤ i ≤ kp.
The following example shows that the hypotheses of Theorem 4.2 and Theorem 4.3 can not easily be weakened.
) and L = L ′ ∪ W (y 4 ) be the graphs as shown in figure, where
G L (2) is not a componentwise linear ideal. Therefore, by Corollary 2.5, J(G) (2) is not a componentwise linear ideal. Hence J(G) (2) has not linear quotients. Similarly we can show that J(L) (2) has not linear quotients.
The following is one of our main results which is a consequence of Theorem 4.3.
Corollary 4.5. Let G be a graph and S ⊆ V (G).
A matching in a graph G is a subgraph consisting of pairwise disjoint edges. The largest size of a matching in G is called its matching number and denoted by m(G). If the subgraph is an induced subgraph, the matching is an induced matching. The largest size of an induced matching in G is called its induced matching number and denoted by ν(G). A graph G satisfies ν(G) = m(G) is called a Cameron-Walker graph. Cameron and Walker [3] and Hibi et al., [22] gave a classification of the connected graphs with ν(G) = m(G): Note that G may have many different clique vertex-partitions, and every graph has at least one clique vertex-partition namely trivial partition, π = {{x 1 }, . . . , {x n }} where V (G) = {x 1 , . . . , x n }. For more details on clique vertex-partition, we refer the reader to [5] . Since w 1 , . . . , w t are simplicial vertices of G π , by Lemmas 3.1, 3.2, z i is a shedding vertex of Ψ i−1 for all 1 ≤ i ≤ r 1 + · · · + r t . Note that deg Ψ r 1 +···+r t (x i j ,k ) = 1 for all 1 ≤ i ≤ t, 1 ≤ j ≤ r i . Since {w i,1 , x i j ,k } ∈ E(Ψ r 1 +···+rt ) for all 1 ≤ j ≤ r i , by Corollary 2.3, w i,1 is shedding vertex of Ψ r 1 +···+rt . Hence z i is a shedding vertex of Ψ i−1 for all r 1 + · · · + r t ≤ i ≤ r 1 + . . . + r t + t. By Lemma 3.3, Ψ r 1 +···+rt+t ≃ G π k−2 ∪ { isolated vertices }. By induction on m, Ψ r 1 +···+rt+t is a vertex decomposable graph. It follows from Lemma 3.3 that for any 1 ≤ p, l ≤ t, 1 ≤ q ≤ r p , we have , by Corollary 3.5, Ω r 1 +···+r p−1 +q is a vertex decomposable graph. Similarly, we can show that Ω r 1 +···+rt+l is a vertex decomposable graph. Hence, by Lemma 3.4, G π k is a vertex decomposable graph for all k ≥ 1.
We conclude the paper by raising the following question. If G is a graph with satisfies the hypothesis Theorem 4.2 or Theorem 4.3 or Theorem 4.9, then G k is a vertex decomposable graph for all k ≥ 1. As a natural extension of these results, one tend to think that the same expression may hold true for vertex decomposable graphs. This is not the case (see, Example 4.4). Therefore, we would like to ask: Question 4.13. For which vertex decomposable graphs G, G k is a vertex decomposable graph for all k ≥ 2? More generally, for which (sequentially) Cohen-Macaulay graphs G, G k is a (sequentially) Cohen-Macaulay graph for all k ≥ 2?
