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Specht modules for an Ariki-Koike algebra Hrm have been investigated recently
in the context of cellular algebras (see, e.g., [GL] and [DJM]). Thus, these modules
are defined as quotient modules of certain “permutation” modules, that is, defined
as “cell modules” via cellular bases. So cellular bases play a decisive roˆle in these
work. However, the classical theory [C] or the work in the case when m = 1, 2
(i.e., the case for type A and B Hecke algebras) suggest that a construction as
submodules without using cellular bases should exist. Following our previous work
[DR], we shall introduce in this paper Specht modules for an Ariki-Koike algebra as
submodules of those “permutation” modules and investigate their basic properties
such as Standard Basis Theorem and the ordinary Branching Theorem, generalizing
several classical constructions given in [JK] and [DJ] for type A.
The second part of the paper moves on looking for modular branching rules
for Specht and irreducible modules over an Ariki-Koike algebra. These rules for
symmetric groups were recently established by Kleshchev [K], and were generalized
to Hecke algebras of type A by Brundan [B]. We shall restrict to the case whereHrm
has a semi-simple bottom in the sense of [DR]. This is because the classification
of irreducible modules is known in this case. Our Specht module theory and the
Morita equivalence theorem established in [DR] are the main ingredients in this
generalization.
We point out that this realization as submodules is actually very important
in the Specht/Young module theory for Ariki-Koike algebras and their associated
endomorphism algebras. See [CPS] for more details. We emphasise that our method
throughout the work is independent of the use of cellular bases. Moreover, in
the proofs of the main results (2.2), (3.6), (4.2) and (4.10), one will see how the
relevant level 1 results (i.e., the results for type A Hecke algebras) are “lifted” to
the corresponding level m results.
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supported by Sonderforschungsbereich 343 at the University of Bielefeld and the National Natural
Science Foundation in China. He wishes to thank the University of Bielefeld for its hospitality
during his visit.
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After a first manuscript of the paper was completed, the authors received a
preprint entitled “On the classification of simple modules for cyclotomic Hecke
algebras of type G(m, 1, n) and Kleshchev multipartitions” by S. Ariki. With this
latest development, one would expect the branching rules (4.10) holds in general.
1. Specht modules. Let Sr = S{1,··· ,r} be the symmetric group of all permu-
tations of 1, · · · , r with Coxeter generators si = (i, i + 1), and let Sλ denote the
Young subgroup corresponding the composition λ of r. (A composition λ of r is a
finite sequence of non-negative integers (λ1, λ2, · · · , λm) such that |λ| =
∑
i λi = r.)
Thus, we have
(1.1) Sλ = Sa = S{1,··· ,a1} ×S{a1+1,··· ,a2} × · · · ×S{am−1+1,··· ,r},
where a = [a0, a1, · · · , am] with a0 = 0 and ai = λ1 + · · ·+ λi for all i = 1, · · · , m.
We will denote by Dλ the set of distinguished representatives of right Sλ-cosets and
write Dλµ = Dλ ∩ D
−1
µ , which is the set of distinguished representatives of double
cosets Sλ\Sr/Sµ.
For later use, let Λ(r) (resp. Λ+(r)) denote the set of all compositions (resp.
partitions) of r. For λ ∈ Λ+(r), let λ′ be the dual partition of λ: thus λ′i = #{λj >
i}. There is a unique element wλ ∈ Dλλ′ with the trivial intersection property:
(1.2) Swλλ ∩Sλ′ = w
−1
λ Sλwλ ∩Sλ′ = {1}.
If we represent a partition by a Young diagram Y(λ), for example, Y(λ) =   
 
represents λ = (32), then wλ is defined by t
λwλ = tλ, where t
λ (resp. tλ) is
the λ-tableau obtained by putting the numbers 1, 2, · · · , r in order into the boxes
from left to right down successive rows (resp. columns): thus t(32) = 1 2 3
4 5
, and
t(32) =
1 3 5
2 4
.
An m-tuple λ = (λ(1), · · · , λ(m)) of partitions with r =
∑
i |λ
(i)| is called
a multi-partition or an m-partition of r. Define m-composition similarly. Let
λ′ = (λ(m)′, · · · , λ(1)′) denote the m-composition dual to λ. By concatenating the
components of λ, the resulting composition of r will be denoted by
λ¯ = λ(1) ∨ · · · ∨ λ(m).
Thus, the bar ¯ defines a map from the set Λ+m(r) of all m-partitions of r to Λ(r).
For each m-composition λ = (λ(1), · · · , λ(m)), define [λ] = [a0, a1, · · · , am] such
that a0 = 0 and ai =
∑i
j=1 |λ
(j)|. Recall from [DR, §1] that the set of all [λ] form a
poset Λ[m, r] which is isomorphic to the poset Λ(m, r) of all compositions of r with
m parts. Here the partial ordering on Λ[m, r] is given by 4: [ai] 4 [bi] if ai 6 bi,
i = 1, · · · , m, while Λ(m, r) has the usual dominance order E.
For any a = [ai] ∈ Λ[m, r], following [DR, (1.6)], let wa ∈ Sr be the element
defined by
(ai−1 + l)wa = r − ai + l for all i with ai−1 < ai, 1 6 l 6 ai − ai−1.
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For example, wa =
(
1 2 3 4 5 6 7 8 9
6 7 8 9 2 3 4 5 1
)
, if a = [0, 4, 8, 9]. Note that wa is the unique
distinguished double coset representative satisfying
(1.3) w−1a Sawa = Sa′ ,
where, for a = [a0, a1, · · · , am] ∈ Λ[m, r],
a′ = [r − am, r − am−1, · · · , r − a0]
(see [DR, (1.2)]), and Sa and Sa′ are the Young subgroups defined in (1.1).
We may also identify λ with its Young diagram Y(λ). For example, λ =
((31), (22), (1)) is identified with
Y(λ) =      
  
.
Let tλ be the λ-tableau obtained by putting the numbers 1, · · · , r in order into the
boxes in the Young diagram of λ from left to right down successive rows. From the
example above, we have
tλ = 1 2 3 5 6 9
4 7 8
.
We also define the λ-tableau tλ by putting the numbers from right to left down
successive columns as illustrated in the following example
tλ =
6 8 9 2 4 1
7 3 5
.
Now, associated to an m-partition λ = (λ(1), · · · , λ(m)) of r, we define the element
wλ ∈ Sr by t
λwλ = tλ. More precisely, if t
i (resp. ti) denote the i-th subtableau
of tλ (resp. tλw
−1
[λ]) and define w(i) by t
iw(i) = ti, then t
λw(1) · · ·w(m)w[λ] = tλ.
Likewise, if we define t˜i (resp. t˜i) the i-th subtableau of t
λw[λ] (resp. tλ) and w˜(i)
with t˜iw˜(i) = t˜i, then t
λw[λ]w˜(1) · · · w˜(m) = tλ. We have, therefore
(1.4) wλ = w(1) · · ·w(m)w[λ] = w[λ]w˜(m) · · · w˜(1), w
−1
[λ]w(i)w[λ] = w˜(m−i+1).
Note that w(i)w(j) = w(j)w(i) and w˜(i)w˜(j) = w˜(j)w˜(i) for i, j = 1, 2, · · · , m. Clearly,
by (1.2-3), we have the following trivial intersection property
(1.5) w−1λ Sλ¯wλ ∩Sλ¯′ = {1}.
The usual dominance order on Λ+(r) can also be generalized to Λ+m(r). For
m-partitions λ = (λ(1), · · · , λ(m)) and µ = (µ(1), · · · , µ(m)) with [λ] = [a0, · · · , am]
and [µ] = [b0, · · · , bm], we say that λ E µ if
i∑
j=1
aj +
l∑
k=1
λ
(i+1)
k 6
i∑
j=1
bj +
l∑
k=1
µ
(i+1)
k
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for all i = 0, 1, · · · , m−1 and all k. The following lemma follows immediately from
the definition.
(1.6) Lemma. Suppose λ,µ ∈ Λ+m(r) and [λ] = [µ]. Then λ E µ if and only if
λ(i) E µ(i) for all i.
Let W = (Z/mZ) ≀Sr be the wreath product of the cyclic group of order m and
the symmetric group Sr. Then W is not a Coxeter group except for m = 1, 2. The
Ariki-Koike algebra HR = H
r
mR over a commutative ring R with 1 is an Iwahori-
Hecke type algebra associated to W and parameters q, q−1, u1, · · · , um ∈ R: it is
associative with generators T0, T1, · · · , Tr−1 subject to the relations:
(1.7)


(T0 − u1) · · · (T0 − um) = 0,
T0T1T0T1 = T1T0T1T0,
(Ti − q)(Ti + 1) = 0, 1 6 i 6 r − 1
TiTi+1Ti = Ti+1TiTi+1, 1 6 i 6 r − 2
TiTj = TjTi, 0 6 i < j − 1 6 r − 2.
Note that HR is the group algebra ofW when q = 1 and u1 = ξ is a primitive m-th
root of unity and ui = ξ
i. Let HR = HR(r) denote the subalgebra of HR generated
by T1, · · · , Tr−1. Then HR = H
r
1R is the Iwahori-Hecke algebra associated to Sr.
We will denote by HR(Sλ) the subalgebra associated to the Young subgroup Sλ
of Sr. Let
(1.8) xλ =
∑
w∈Sλ
Tw and yλ =
∑
w∈Sλ
(−q)−l(w)Tw.
Then xλHR and yλHR define the associated q-permutation modules, and the Specht
module [DJ] associated to a partition λ of r is the submodule Sλ = xλTwλyλ′HR of
xλHR.
We now come to define the notion of Specht modules for HrmR. Let L1 = T0,
Li = q
−1Ti−1Li−1Ti−1 for i = 2, · · · , r, and put π0(x) = 1, πa(x) =
∏a
j=1(Lj − x)
for any x ∈ R and any positive integer a. We define, for a = [λ] = [a0, a1, · · · , am] ∈
Λ[m, r],
πa = πa1(u2) · · ·πam−1(um) and π˜a = πa1(um−1) · · ·πam−1(u1),
and, for λ ∈ Λ+m(r),
xλ = π[λ]xλ¯ = xλ¯π[λ] and yλ = π˜[λ]yλ¯ = yλ¯π˜[λ].
(1.9) Lemma. For any m-partition λ = (λ(1), · · · , λ(m)), the R-submodule
xλHyλ′ = Rzλ is free of rank 1, where zλ = xλTwλyλ′ .
Proof. From [DR, (2.8), (3.1)], we have xλHyλ′ = xλ¯H(Sa)vayλ¯′ where a = [λ]
and va = πaTwa π˜a′ . Since yλ¯′ = yλ(m)′∨···∨λ(1)′ and vayλ¯′ = yλ(1)′∨···∨λ(m)′ va,
we have, by [DJ, (4.1)], the R-submodule xλ(1)∨···∨λ(m)H(Sa)yλ(1)′∨···∨λ(m)′ is gen-
erated by the element Zλ¯ = xλ(1)∨···∨λ(m)Tw(1)···w(m)yλ(1)′∨···∨λ(m)′ . Therefore, by
[DR, (3.4)], the R-submodule xλHyλ′ is of rank 1, generated by zλ = xλTwλyλ′ =
Zλ¯va. 
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(1.10) Definition. The right HR-module
Sλ = xλHRyλ′HR = xλTwλyλ′HR
is called the Specht module associated to the m-partition λ. Similarly, the right
HR-module
S˜λ = yλHRxλ′HR = yλTwλxλ′HR
is called the twisted Specht module of HR associated to the m-partition λ.
The name will be justified in (2.5) since {Sλ | λ ∈ Λ+m(r)} is a complete set of
non-isomorphic simple modules for a semi-simple HR [DR, (5.1)].
2. The Standard Basis Theorem. The standard basis theorem for Hecke al-
gebra of type A refers to a basis for a Specht module Sλ indexed by the standard
λ-tableaux. Recall from [DJ, §1], a λ-tableau of the from tλw, w ∈ Sr, is called
standard if it has increasing rows and columns. The following theorem is due to
Dipper and James [DJ, (5.6)].
(2.1) Theorem. Let λ be a partition of r. Then the Specht module Sλ = zλHR
with zλ = xλTwλyλ′ is a free R-submodule with basis
{zλTd | d ∈ Sr, tλd is standard} = {zλTd | d ∈ Sr, t
λ′d is standard}.
We are now ready to generalize this result to Ariki-Koike algebras. Let λ be an
m-partition of r. A λ-tableau t is said to be standard if each λ(i)-subtableau has
increasing rows and columns.
(2.2) Standard Basis Theorem. Let λ be an m-partition of r. Then the
Specht module Sλ = zλHR with zλ = xλTwλyλ′ is a free R-submodule with basis
{zλTd | d ∈ Sr, tλd is standard } = {zλTd | d ∈ Sr, t
λ′d is standard }.
Proof. We first notice from the proof of (1.9) that
(2.3) zλ = Zλ¯v[λ] where Zλ¯ = xλ(1)∨···∨λ(m)Tw(1)···w(m)yλ(1)′∨···∨λ(m)′
Thus, [DR, (3.1)] implies zλHR = zλHR. Let λ = (|λ
(1)|, · · · , |λ(m)|). By (2.1),
the HR(Sλ)-module Zλ¯HR(Sλ) has basis {Zλ¯Td | d ∈ Sλ, tλd standard }. Since,
as HR-module, zλHR ∼= Zλ¯v[λ]HR(Sλ) ⊗HR(Sλ) HR (see [DR, (3.4)]), S
λ has a
basis {zλTdTw | d ∈ Sλ, tλd standard , w ∈ Dλ}. Note that w ∈ Dλ if and only if
(ai + 1)w, · · · , (ai+1)w is increasing for i = 0, · · · , m− 1, where [a0, · · · , am] = [λ].
Thus, for d ∈ Sλ, tλdw is standard for all w ∈ Dλ if tλd is standard, and vice-versa.
Therefore, this basis is the required basis. 
(2.4) Corollary. The module Sλ (resp. S˜λ) is an R-pure submodule of xλHR
(resp. yλHR).
Proof. This follows immediately from the purity of the type A Specht modules. 
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(2.5) Remark. The standard basis given in (2.2) can also be obtained by using
the Murphy type (or cellular) basis for xλHR. See [DS, (5.2.1)] for the case m = 2
and [DJM, (4.14)] in general. In these work, the bases are all defined for xλ′HR.
However, the ring automorphism
(2.6) Φ : HR → HR
defined by setting Φ(q) = q−1, Φ(ui) = um−i+1, for 1 6 i 6 m, Φ(Tj) = −q
−1Tj
for 1 6 j 6 r − 1 and Φ(T0) = T0 (cf. (1.7)), will turn such a basis for xλ′HR into
a basis for yλ′HR. Denote this basis by
{Y µ
ut
| µ D λ′, t ∈ Ts(µ), u ∈ Tss(µ,λ′)},
where Ts(µ) (resp. Tss(µ,λ′)) is the set of all standard µ-tableaux (semi-standard
µ-tableaux of type λ′). Note that, since Φ(πa) = π˜a and Φ(xλ¯) = yλ¯, Y
µ
ut
is of the
form hyµTd for some h ∈ HR and d ∈ Sr.
We now consider the homomorphism
(2.7) ϕ : yλ′HR → zλHR; yλ′h 7→ zλh = xλTw[λ](yλ′h).
we claim that if ϕ(Y µ
ut
) = xλTw[λ]Y
µ
ut
6= 0 then µ = λ′. Using [DR, (2.8)], we see
easily that ϕ(Y µ
ut
) 6= 0 implies [λ] 4 [µ′]. Since µ D λ′, we have [µ] < [λ′] and
hence [µ′] 4 [λ]. So [µ′] = [λ]. Thus, if we write Y µ
ut
= hyµTd as above, then,
by [DR, (3.1a,c)] and noting xλ¯Tw[λ] = Tw[λ]xλ(m)∨···∨λ(1) , we have xλTw[λ]Y
µ
ut
=
v[λ]xλ(m)∨···∨λ(1)h
′yµ¯Td for some h
′ ∈ HR(S[λ′]). Since [µ] = [λ
′], this is non-zero
implies, by [DJ, (4.1)], λ(m−i+1) E µ(i)′ for all i = 1, · · · , m. On the other hand,
by (1.6), µ D λ′ and [µ′] = [λ] implies λ(m−i+1)
′
E µ(i), 1 6 i 6 m. Hence
λ(m−i+1)
′
= µ(i) for all i, and therefore, µ = λ′. This proves that the image of the
cellular basis for the Specht module defined as the quotient of yλ′HR modulo the
submodule spanned by all Y µ
ut
with µ⊲λ′ is exactly the standard basis described in
(2.2). Using a similar argument, we see that the twisted Specht modules S˜λ defined
in (1.10) are isomorphic to those defined in [DJM, (3.28)] as quotient modules of
xλ′HR.
3. Branching rules, I. For a partition λ = (λ1, · · · , λm) of r, we identify the
boxes in the Young diagram Y(λ) with its position coordinates. Thus, we have
(3.1) Y(λ) = {(i, j) ∈ Z+ × Z+ | j 6 λi}.
The elements of Y(λ) will be called nodes. A node of the form (i, λi) (resp. (i, λi+
1)) is called removable (resp. addable) if λi > λi+1 (resp. λi−1 > λi). Let λ =
(λ(1), · · · , λ(m)) be an m-partition. Then its Young diagram Y(λ) is a union of the
Young diagram Y(λ(k)), 1 6 k 6 m. Thus, we have as a set of nodes
Y(λ) = {(i, j)k | i, j ∈ Z
+, j 6 λ
(k)
i , 1 6 k 6 m}.
A node of Y(λ) is said to be removable (resp. addable) if it is a removable (resp.
addable) node of Y(λ(k)) for some k. Let Rλ denote the set of all removable nodes
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of Y(λ). Then N = #Rλ =
∑m
i=1#Rλ(i) , and, if λ
′ = (λ(m)′, · · · , λ(1)′) is the m-
partition dual to λ, then we have a bijection τ : Rλ → Rλ′ ; (i, j)k 7→ (j, i)m−k+1.
The ordering on Rλ will be fixed from top to bottom and from left to right:
Rλ = {n1, · · · , nN}, let jn, n ∈ Rλ, be the number at the node n in tλ. Note that,
if [λ] = [ai] with ai =
∑
j6i |λ
(j)|, then
(3.2) jnNi+1 = r − ai, where N0 = 0, Ni = # ∪j6i Rλ(j) , 1 6 i 6 m− 1.
For example, for λ = ((31), (22), (1)),Rλ = {(1, 3)1, (2, 1)1, (2, 2)2, (1, 1)3}, and the
corresponding jn’s are 9,7,5,1. We have the following result. Recall for any i 6 j
the elements si,j =
(
i i+1 i+2 ··· j
j i i+1 ··· j−1
)
if i < j and si,i = 1.
(3.3) Lemma. Let n ∈ Rλ, and let λn denote the multi-partition associated to
the tableau obtained by removing n from Y(λ). Let Ts(λ) be the set of all standard
λ-tableaux. Then:
(a) The λn-tableau tλn is the same as the tableau obtained by removing the entry
r from tλsjn,r. Likewise, the λ
′
n-tableau t
λ′
n is the tableau obtained by removing
the entry r from tλ
′
sjn,r.
(b) wλ = sin,rwλnsr,jn, where in is defined by (in)wλ = jn.
(c) sjn,r ∈ Dλ¯′,(r−1,1) and S
sjn,r
λ¯′
∩Sr−1 = Sλ¯′
n
.
Moreover, we have
{d ∈ Sr | tλd ∈ T
s(λ)} =
⋃
n∈Rλ
{sjn,rx | x ∈ Sr−1, tλnx ∈ T
s(λn)}.
Proof. The statement (a) follows immediately from the definition of si,r. Since jn
is the number at n in tλ and in is the number at n in t
λ by (a), we see that tλn can
be obtained by removing the entry r at n from tλsin,r. On the other hand, since
tλwλ = tλ, it follows that (t
λsin,r)sr,inwλsjn,r = t
λwλsjn,r = tλsjn,r. Therefore,
sr,inwλsjn,r = wλn , proving (b). The first assertion in (c) follows from the relation
sr,jnsisjn,r =


si, if i < jn,
si−1, if i > jn,
sr,jn+1sjnsjn+1,r if i = jn.
For d with tλd ∈ T
s(λ), write d = d1x with x ∈ Sr−1 and d1 distinguished
relative to Sr−1. Then, d1 = si,r for some i. Since tλd1 is again standard, it forces
i = jn for some n ∈ Rλ. Thus, tλn is obtained by removing the entry r from tλd1.
Therefore, the tableau tλnx can be obtained from tλsjn,rx by removing the entry r.
Since tλsjn,rx is standard, tλnx is standard, too, proving the inclusion “⊆”. Since
tλsjn,rx is the tableau obtained from tλnx by adding the entry r at the node n,
tλsjn,rx is a standard tableau, proving the inclusion “⊇”. Therefore, the required
equality holds. 
(3.4) Lemma. (a) For positive integers j, k with 1 6 j, k 6 r − 1, we have
Tj,rLk =


LkTj,r, if k < j
Lk+1Tk,r − (q − 1)Lk+1Tk+1,r, if k = j
Lk+1Tj,r − (q − 1)Lk+1Tk+1,rTj,k, if k > j,
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where Ti,l = Tsi,l.
For a = [0, a1, · · · , am−1, r] ∈ Λ[m, r], let va = πaTwa π˜a′ . Then
(b) vaTi = T(i)w−1a va if i 6= r − aj for j = 1, · · · , m;
(c) vaLk = ujq
r−aj+1−kvaTk,r−aj+1Tr−aj+1,k, where j satisfies r−aj+1 6 k 6
r − aj−1.
Proof. For k < j, the result in (a) is clear. If k = j, then Tk,rLk = TkLkTk+1,r =
qLk+1T
−1
k Tk+1,r; if k > j, then
Tj,rLk = Tj,k+1LkTk+1,r = Tj,kTkLkTk+1,r
= qTj,kLk+1T
−1
k Tk+1,r = qLk+1Tj,kT
−1
k Tk+1,r.
Now the result (a) follows easily since qT−1k = Tk − (q − 1).
The statements (b) and (c) have been proved in [DR, (3.1)]. 
The Branching Theorem for symmetric groups can be found in [JK]. The follow-
ing is the q-version (see [Jo, 3.4]).
(3.5) Lemma. For any λ ∈ Λ+(r), let n1, · · · , nk be the removable nodes of Y(λ)
counted from top to bottom, and define M0 = 0 and Mt = zλTjnt ,rHR(Sr−1)+Mt−1
for t > 1. Then we have a filtration of HR(Sr−1)-submodules for S
λ
R = zλHR:
0 =M0 ⊂M1 ⊂ · · · ⊂Mk = S
λ
R
with sections of Specht modules: Mt/Mt−1 ∼= S
λnt
R .
We are now ready to prove the (ordinary) Branching Theorem for Ariki-Koike
algebra. A version of this result has been given by Ariki-Mathas [AM, 1.5] with
a proof using cellular basis. If we turn their result into a result for yλ′H using
(2.6) and apply the homomorphism ϕ given in (2.7), the theorem below follows
immediately from theirs. However, the proof supplied here can be viewed as a
proof in our context without using cellular bases, following the idea of lifting from
level 1 to level m. Recall from (2.2) that zλ = xλTwλyλ′ .
(3.6) Branching Theorem. Let λ be an m-partition of r, and let n1, · · · , nN
be the removable nodes of Y(λ) counted from top to bottom and from left to right.
Define M0 = 0 and Mt = zλTjnt ,rH
r−1
mR +Mt−1 for t > 1. Then these modules
form a filtration of Hr−1mR -submodules for S
λ
R = zλHR:
0 =M0 ⊂M1 ⊂ · · · ⊂MN = S
λ
R
with sections of Specht modules: Mt/Mt−1 ∼= S
λnt
R .
Proof. Let M0 = 0 and Mt = zλTjnt ,rHR(Sr−1) +Mt−1 for t > 1. We claim that
Mt = Mt for all t. Indeed, since Mt is a right HR(Sr−1)-module, we need only
prove
(3.7) zλTjnt ,rLk ∈Mt, ∀k 6 r − 1.
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Let [λ] = [a0, a1, · · · , am], and choose i such that r − ai+1 < jnt 6 r − ai. Thus,
by (3.2), nt is a removable node of the (i+ 1)-th Young subdiagram Y(λ
(i+1)). By
(2.3) and (3.4b), we have
zλTjnt ,rLk = Zλ¯v[λ]Tjnt ,rLk = zλ¯T(jnt )w
−1
[λ]
· · ·T(r−ai−1)w−1[λ]
v[λ]Tr−ai,rLk.
Put bj = r − aj for all j. By (3.4a,c), we have the following equalities:
(3.8) zλTjnt ,rLk =


ujq
bj+1−kzλTjnt ,rTk,bj+1Tbj+1,k, if k < bi, bj < k 6 bj−1
uizλTjnt ,r − h1, if k = bi
ujq
bj−kzλTjnt ,rTk,bjTbj ,k − h2, if k > bi, bj 6 k < bj−1
where
h1 = ui(q − 1)zλTjnt ,biTbi+1,r = ui(q − 1)zλTbi+1,rTjnt ,bi ,
h2 = ujq
bj−k(q − 1)zλTk+1,bj+1Tbj+1,rTjn,k.
Since Tk+1,bj+1Tbj+1,r ∈
∑
l>k>jn
Tl,rHR(Sr−1), and jn1 , · · · , jnN is decreasing, we
have h1, h2 ∈Mt−1 by induction, proving (3.7), and hence the claim.
Put zλ = v[λ]Z˜λ¯◦ (cf. (2.3)), where λ
◦ = (λ(m), · · · , λ(1)) and
Z˜λ¯◦ = Z˜λ(m)∨···∨λ(1) = xλ(m)∨···∨λ(1)Tw˜(m)···w˜(1)yλ(m)′∨···∨λ(1)′ .
Note that yλ(m)′∨···∨λ(1)′ = yλ¯′ . Since w˜(i) ∈ S{r−ai+1,··· ,r−ai−1} (see the definition
above (1.4)) and, for a < b, S
sa,b
{a+1,··· ,b}∩S{a,··· ,b−1} = S{a,··· ,b−1}, (3.3c) form = 1
implies that yλ¯′Tjnt ,r = h0Tjnt ,ryλ¯′nt
for some h0 ∈ HR(S{r−ai+1+1,··· ,r−ai}). On
the other hand, by (3.3b),
Tw˜(m)···w˜(1)h0Tjnt ,r
= Tw˜(m)···w˜(i+2)(Tw˜(i+1)h0Tjnt ,r−ai)(Tw˜(i)Tr−ai,r−ai−1) · · · (Tw˜(1)Tr−a1,r)
= Ty˜(m)···y˜(i+2) [(Tw˜(i+1)h0Tjnt ,r−ai)Tr−ai,r]Ty˜(i)···y˜(1) ,
where y˜(i) is the w˜(i) defined relative to λnt as in (1.4), and xλ(m)∨···∨λ(1)Tr−ai,r =
xλ(m)∨···∨λ(i+1)Tr−ai,rx˜λ(i)
nt
∨···∨λ
(1)
nt
, where x˜
λ
(i)
nt
∨···∨λ
(1)
nt
is the sum of Tw’s with w ∈
S{r−ai,··· ,r−ai−1−1} × · · · ×S{r−a1,··· ,r−1}. So, noting λ
(j) = λ
(j)
nt for all j 6= i+ 1,
we eventually see that
Zλ¯◦Tjnt ,r = Z˜λ(m)
nt
∨···∨λ
(i+2)
nt
[(x˜λ(i+1)Tw˜(i+1) y˜λ(i+1)′Tjnt ,r−ai)Tr−ai,r]Z˜λ(i)
nt
∨···∨λ
(1)
nt
,
where x˜ and y˜ are defined over S{r−ai+1+1,··· ,r−ai} and the last Z˜ is defined over
S{r−ai,··· ,r−ai−1−1} × · · · × S{r−a1,··· ,r−1}. By Lemma (3.5), we have an epimor-
phism from [(x˜λ(i+1)Tw˜(i+1) y˜λ(i+1)′Tjnt ,r−ai)Tr−ai,r]HR(S{r−ai+1+1,··· ,r−ai−1}) onto
z˜
λ
(i+1)
nt
HR(S{r−ai+1+1,··· ,r−ai−1}), where z˜λ(i+1)
nt
= x˜
λ
(i+1)
nt
Ty˜(i+1) y˜λ(i+1)
nt
is defined
over S{r−ai+1+1,··· ,r−ai−1}. This results in an epimorphism of HR(S[λ◦nt ]
)-modules
Z˜λ¯◦Tjnt ,rHR(S[λ◦nt ]
)։ Z˜λ¯◦
nt
HR(S[λ◦
nt
]), and hence, an epimorphism ofHR(Sr−1)-
modules Z˜λ¯◦Tjnt ,rHR(Sr−1)։ Z˜λ¯◦nt
HR(Sr−1). Observing from (3.5) the kernel of
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the first epimorphism above, we see the kernel of this epimorphism is the intersec-
tion Z˜λ¯◦Tjnt ,rHR(Sr−1)∩Nt−1, where Ni is defined as Ni = Z˜λ¯◦Tjni ,rHR(Sr−1)+
Ni−1 for i > 1, and N0 = 0. (Thus, Mi = v[λ]Ni for all i.) Since the left
multiplications by v[λ] and v[λnt ] induce isomorphisms by [DR, (3.4)], it yields
an epimorphism of HR(Sr−1)-modules zλTjnt ,rHR(Sr−1) ։ S
λnt with kernel
zλTjnt ,rHR(Sr−1) ∩Mt−1. Therefore, we finally obtain an HR(Sr−1)-module iso-
morphism ft : S
λnt → Mt/Mt−1 which maps zλnth to zλTjnt ,rh + Mt−1 for all
h ∈ HR(Sr−1).
By the claim, it remains to prove that ft is an H
r−1
mR -module isomorphism. We
first note from (3.4b,c) that (3.8) holds if zλTjnt ,r is replaced by zλnt and hi by
zeros. Also, note that, for any x ∈ Sr−1, TxT0 = Lkh for h ∈ HR(Sr−1). So we
have for some h′ ∈ HR(Sr−1)
ft(zλntTxT0) = ft(zλntLkh) = ft(zλnth
′h) = ft(zλnt )h
′h = ft(zλntTx)T0.
Therefore, ft is an H
r−1
mR -module isomorphism, and the theorem is proven. 
(3.9) Corollary. Let R be a field and assume that HrmR is semi-simple. Then
we have an isomorphism of Hr−1mR -modules: S
λ
R|Hr−1
mR
∼= ⊕n∈RλS
λn
R .
4. Branching rules, II. In this section, we shall describe the modular branching
theorem for an Ariki-Koike algebras H = HrmR over a field R which has a semi-
simple “bottom”, that is, satisfying the assumption
(4.1) fm,r =
m−1∏
i=1
m∏
j=i+1
r−1∏
k=1−r
(uiq
k − uj) 6= 0.
Let l be the smallest integer a such that 1 + q + · · · + qa−1 = 0. (Note that, if
q = 1, then l is the characteristic of R.) If such an integer does not exist, then we
set l =∞. A partition of r is said to be l-regular if λ has no non-zero part occurring
l or more times. An m-partition λ = (λ(1), · · · , λ(m)) is said to be l-regular if each
λ(i) is l-regular. Unless otherwise specified, we shall assume in this section that R
is a field containing the element u1, · · · , um and q 6= 0, and the subscript R in HR
etc. will be dropped for notational simplicity.
(4.2) Theorem. Let H be the Ariki-Koike algebra over a field R such that
fm,r 6= 0. Then the set {yλ′Twλ′ zλH | λ ∈ Λ
+
m(r) l-regular} is a complete set of
non-isomorphic simple H-modules.
Proof. With our hypothesis, recall from [DR, (3.9),(4.14)] that there exist orthog-
onal idempotents ea = vaTwa′ ca of H, (Note that ca is denoted za in [DR].)
a ∈ Λ[m, r], such that the categories of H-modules and ǫHǫ-modules are Morita
equivalent, where ǫ =
∑
a∈Λ[m,r] ea. Let D
λ = yλ′Twλ′xλTwλyλ′H. By the Morita
equivalence, it suffices to prove that the set
{Dλǫ | λ ∈ Λ+m(r) l-regular}
is a complete set of non-isomorphic simple ǫHǫ-modules.
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Suppose λ = (λ(1), · · · , λ(m)) is an l-regularm-partition and write a = [ai] = [λ].
Then, by (2.3), yλ′Twλ′ zλ = yλ′Twλ′Zλ¯va. Since vaH = eaH, we have by [DR,
(3.10),(3.8)]
(4.3)
Dλǫ = yλ′Twλ′Zλ¯(eaHea)
= π˜a′Twa−1(yλ(1)′∨···∨λ(m)′Tw(1)−1···w(m)−1Zλ¯)(eaHea)
= π˜a′Twa−1D
λ¯ea,
where Dλ¯ = (yλ(1)′∨···∨λ(m)′Tw(1)−1···w(m)−1Zλ¯)H(Sa). Now, it is known ([J, 8.1i]),
the H(S{ai−1+1,··· ,ai})-module D
λ(i) = yλ(i)′Tw−1
(i)
xλ(i)Tw(i)yλ(i)′H(S{ai−1+1,··· ,ai})
is simple for every i = 1, · · · , m, where xλ(i) and yλ(i) are defined as in (1.8) using
the subgroup S{ai−1+1,··· ,ai}. So D
λ¯ = Dλ
(1)
· · ·Dλ
(m)
is a simple H(Sa)-module,
and the set
(4.4) {Dλ¯ | λ ∈ Λ+m(r) l-regular, [λ] = a}
forms a complete set of non-isomorphic simple H(Sa)-modules.
Since ea = vaTwa′ c
−1
a , where Twa′ and ca are invertible and ca is in the center of
H(Sa), [DR, (3.4)] implies that the map D
λ¯ → Dλ¯ea sending x to xea for x ∈ D
λ¯
is an R-module isomorphism. Obviously, this is an H(Sa)-module isomorphism.
So Dλ¯ea is a simple H(Sa)-module. By (4.3), there is an epimorphism from D
λ¯ea
to Dλǫ = Dλea. Therefore, D
λǫ is a simple ǫHǫ-module, and consequently, by
(4.4), all Dλǫ form a complete set of non-isomorphic ǫHǫ-modules. 
To state the modular branching rule for Ariki-Koike algebra, we need the notion
of normal and good nodes. Since Ariki-Koike algebra is semi-simple if fm,r 6= 0
and l > r ([A1] or [DR, (5.2)]) and the branching rule in this semi-simple case has
been done in (3.9), we assume in the rest of this section l 6 r and fm,r 6= 0.
Recall from (3.1) that the boxes in the Young diagram Y(λ) can be identified
with its position coordinates, called nodes, n = (i, j). The node n = (i, λi) is called
a removable node of λ if λi > λi+1 and the node (i, λi+1) is called an addable node
if λi−1 > λi. The node n is called a removable (resp. addable) node for m-partition
λ = (λ(1), · · · , λ(m)) if it is a removable (resp. addable) node of λ(i) for some i.
For each node (i, j) of λ, define the l-residue of n
res(n) =
{
rem(j − i) if q = 1,
qj−i otherwise,
where rem(j − i) is the remainder when j − i is divided by l. A removable node n
of λ is called normal if for every addable node m with res(m) = res(n), there exists
a removable node n′(m) strictly between n and m with res(n′(m)) = res(n), and
m 6= m′ implies n′(m) = n′(m′). A removable node is called good if it is the lowest
among the normal nodes of a fixed residue. (A node (i, j) is lower than the node
(i′, j′) if i > i′.) Let Rnormal(λ) (resp. Rgood(λ)) be the set of all normal (resp.
good) nodes of λ ∈ Λ+(r). The following result, generalizing Kleshchev’s result [K]
for symmetric groups, is due to Brundan [B, 2.5-6].
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(4.5) Theorem. Let H(r) be the Hecke algebra of type A over the field R. If
λ ∈ Λ+(r) and µ ∈ Λ+(r − 1) are l-regular partitions, then
(a) HomH(r−1)(S
µ, Dλ|H(r−1)) =
{
R, if µ = λn for some n ∈ Rnormal(λ),
0, otherwise.
(b) HomH(r−1)(D
µ, Dλ|H(r−1)) =
{
R, if µ = λn for some n ∈ Rgood(λ),
0, otherwise.
.
Therefore, the socle of the restriction of Dλ to H(r − 1) is ⊕n∈Rgood(λ)D
λn .
We are going to generalize this result to the Ariki-Koike algebra H satisfying
(4.1).
Let λ be an m-partition of r and n = (i, j)k a node of λ. The residue of n is
defined as
res(n) =
{
rem(j − i)ξk if q = 1, uk = ξ
k
qj−iuk otherwise,
where rem(j − i) is defined as above and ξ is the m-th primitive root of unity. We
say that node (i, j)k is lower than the node (i1, j1)k1 if either k > k1 or k = k1 and
i > i1. Thus, any two removable nodes are comparable. So, we defined normal and
good (removable) nodes similarly as in the m = 1 case, and let Rnormal(λ) (resp.
Rgood(λ)) be the set of all normal (resp. good) nodes of λ ∈ Λ
+
m(r).
(4.6) Lemma. Let fm,r 6= 0 and let λ ∈ Λ
+
m(r). If n and n
′ are two nodes of
Y(λ) with same residues, then n, n′ are in Y(λ(k)) for some k. Therefore, n is a
normal (resp. good) removable node of Y(λ) with residue qiuk if and only if n is a
normal (resp. good) removable node of Y(λ(k)).
Proof. Suppose res(n) = qauk and res(n
′) = qa
′
uk′ with 0 6 a, a
′ 6 l − 1 and
1 6 k, k′ 6 m. Since fm,r 6= 0, ui/uj 6= q
b for any i 6= j, 1 6 i, j 6 m and
0 6 b 6 l−1 6 r−1. Thus, if n and n′ have the same residue, that is, qauk = q
a′uk′ ,
then k = k′ (and hence, a = a′). So they are in Y(λ(k)). The last assertion follows
immediately from the definition. 
In the proof of modular branching rules below, we shall follow the notations
used in [DR]. Thus, if a = [a0, a1, · · · , am] ∈ Λ[m, r], then we define [DR, (1.2)]
a′ = [0, r−am−1, · · · , r−a1, r], and a⊣ = [a0, a1, · · · , aj−1, r− 1, · · · , r− 1], where
j is the minimal index such that aj = r. We also define [DR, (1.9)]
ai = a⊣ + 1i, where 1i = [0, 0, · · · , 0︸ ︷︷ ︸
i−1
, 1, · · · , 1] ∈ Λ[m, 1].
(4.7) Lemma. Let H be the Ariki-Koike algebra over a commutative ring
R. For a ∈ Λ[m, r], write a⊣ = [b0, b1, · · · , bm] ∈ Λ[m, r − 1], and let Ui =
HπaiTbi+1,rTwa⊣ π˜(a⊣)′ for 1 6 i 6 m. Then
(a) U1 = Hva1 and Um = Hva⊣ , and
(b) Ui is a free R-submodule with basis {TwL
c
bi+1
πaiTbi+1,rTwa⊣ π˜(a⊣)′ | 0 6 c 6
i− 1, w ∈ Sr}. So the rank of Ui is i · r!.
If, in addition, R is an integral domain in which fm,r is a unit, then
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(c) Hva is a projective H-module, and, for each i = 2, · · · , m, we have short
exact sequence 0→ Ui−1 → Ui
ϕi
→ Hvai → 0. Therefore, Hva⊣
∼= ⊕mi=1Hvai .
Proof. By the definition, we have (a⊣)
′ = [0, r − 1 − bm−1, · · · , r − 1 − b1, r − 1].
So, if (a⊣)
′ = c⊣ for some c ∈ Λ[m, r], then
ci = [0, r − 1− bm−1, · · · , r − 1− bm−i+1︸ ︷︷ ︸
i−1
, r − bm−i, · · · , r − b1, r],
and therefore, (ci)
′ = [0, b1, · · · , bm−i, bm−i+1+1, · · · , bm−1+1, r] = am−i+1. Now,
using the Vi defined by c in [DR, (4.7)], we see that
(4.8) Ui = Φ(ι(Vm−i+1)),
where ι is the R-linear anti-involution on H sending Ti to Ti (see [GL, (5.5)]) and
Φ is defined in (2.6). Note that Φ(ι(vb)) = q
avb′ for some a ∈ Z. Thus, U1 =
Φ(ι(Vm)) = Φ(ι(vcmH)) = Hvc′m = Hva1 , and Um = Φ(ι(V1)) = Φ(ι(vc⊣H)) =
Hvc′
⊣
= Hva⊣ , proving (a). (Note that (a) can be also seen directly from the
definition of Ui.) The statements (b) and (c) follow from [DR, (4.7b),(4.12),(4.14)]
and the relation (4.8). 
Recall from the proof of (4.2) that we have the isomorphismDλǫ ∼= Dλ¯e[λ] of irre-
ducible ǫHǫ-modules. Since Dλ¯e[λ] = (yλ(1)′∨···∨λ(m)′Tw(1)−1···w(m)−1Zλ¯v[λ]H)e[λ],
where Zλ¯ is given in (2.3), the module in parentheses is irreducible, and hence
isomorphic to Dλ. In the rest of the section, we put
(4.9) Dλ = yλ(1)′∨···∨λ(m)′Tw(1)−1···w(m)−1Zλ¯v[λ]H.
Recall also that Λ+m(r) is the set of all m-partitions of r. The following result is
the modular branching rule for the Ariki-Koike algebra under the assumption (4.1),
i.e., fm,r 6= 0 in R.
(4.10) Theorem. Let Hrm be the Ariki-Koike algebra over a field R in which
fm,r 6= 0. If λ ∈ Λ
+
m(r) and ρ ∈ Λ
+
m(r − 1) are l-regular m-partitions, then
(a) Hom
H
r−1
m
(Sρ, Dλ|
H
r−1
m
) ∼=
{
R, if ρ = λn for some n ∈ Rnormal(λ),
0, otherwise.
(b) Hom
H
r−1
m
(Dρ, Dλ|
H
r−1
m
) ∼=
{
R, if ρ = λn for some n ∈ Rgood(λ),
0, otherwise.
.
Therefore, the socle of the restriction of Dλ to Hr−1m is ⊕n∈Rgood(λ)D
λn .
Proof. Because fm,r−1 is a factor of fm,r and fm,r 6= 0, we have fm−1,r 6= 0. So,
by [DR, (4.14c)], we have a Morita equivalence between the categories of Hr−1m -
modules and ǫHr−1m ǫ-modules, where ǫ =
∑
b∈Λ[m,r−1] eb. Note that {eb} is a set of
orthogonal idempotents. Using a standard result on Morita equivalence (see, e.g.,
[AF]) and noting [DR, (3.10)], we have, for M = Sρ or Dρ, the linear isomorphism
(4.11)
Hom
H
r−1
m
(M,Dλ|
H
r−1
m
) ∼= HomǫHr−1m ǫ(Mǫ,D
λǫ)
∼= Home[ρ]Hr−1m e[ρ](Me[ρ], D
λe[ρ]).
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Since e[ρ]H
r−1
m e[ρ] = e[ρ]H(S[ρ]) = H(S[ρ])e[ρ]
∼= H(S[ρ]) we may twist the ac-
tion on Me[ρ] via this isomorphism and obtain isomorphisms of H(S[ρ])-modules:
Sρe[ρ] = S
ρ¯e[ρ] ∼= S
ρ¯ and Dρe[ρ] = D
ρ¯e[ρ] ∼= D
ρ¯. So the calculation of the Hom
sets above is reduced to calculate the module Dλe[ρ].
From (4.9), we first have to manipulate the set v[λ]He[ρ] = v[λ]Hv[ρ]Twa′ c
−1
[ρ]
(see line 2 after (4.4)). Choose a ∈ Λ[m, r] such that a⊣ = [ρ]. Then v[λ]Hv[ρ] =
v[λ]Hva⊣ . Suppose v[λ]Hva⊣ 6= 0. Then, the isomorphism Hva⊣
∼= ⊕mi=1Hvai
in (4.7c) together with the orthogonal property [DR, (3.10)] implies that there
is a unique i such that [λ] = ai. Thus, v[λ]Hva⊣ = vaiHva⊣ = vaiUi, since
Ui ∼= ⊕
m
j=iHvaj . Now π˜a′iHπai = H(Sa′i)ι(vai) by [DR, (3.1)], it follows that
vaiUi = πaiTwai (π˜a′iHπai)Tbi+1,rTwa⊣ π˜(a⊣)′
= H(Sai)πaiTwai ι(vai)Tbi+1,rTwa⊣ π˜(a⊣)′
= H(Sai)vaiTwa′
i
πaiTbi+1,rTwa⊣ π˜(a⊣)′ .
Write πaiTbi+1,r = hiπa⊣ , where
hi = (Lbi+1 − ui+1)Tbi+1,bi+1+1 · · · (Lbm−1+1 − um)Tbm−1+1,r
=
m−1∏
j=i
(Lbj+1 − uj+1)Tbj+1,bj+1+1
(see [DR, (2.7b)]). Then, vaiHva⊣ = H(Sai)vaiTwa′
i
hiva⊣ , and therefore, D
λea⊣ =
Dλ¯vaiTwa′
i
hiea⊣ . Thus the isomorphism H(Sa⊣)
∼= ea⊣H
r−1
m ea⊣ = ea⊣H(Sa⊣)
will turn as above the ea⊣H(Sa⊣)-module D
λ¯vaiTwa′
i
hiea⊣ into anH(Sa⊣)-module
with the action
(4.12) (xvaiTwa′
i
hiea⊣) ∗ Tw = xvaiTw′ai
hiTwea⊣
for all x ∈ Dλ¯ and w ∈ Sa⊣ .
We now claim that this H(Sa⊣)-module is isomorphic to the H(Sa⊣)-module
Dλ¯Tbi+1,r. Indeed, write w = w1 · · ·wm, where wj ∈ S{bj+1,··· ,bj+1}. Since
sbj+1,bj+1+1S{bj+1,··· ,bj+1} = S{bj+2,··· ,bj+1+1}sbj+1,bj+1+1
and the product has length additivity, we have
Tbj+1,bj+1+1Twj = Tw∗j Tbj+1,bj+1+1
where w∗j = sbj+1,bj+1+1wjsbj+1+1,bj+1. Thus, from (4.12), we have by the com-
muting relations between Li’s and Tj ’s ([DR, (2.5)])
xvaiTwa′
i
hiTwea⊣ = xvaiTwa′
i
Tw1,···wi−1
m−1∏
j=i
(Lbj+1 − uj+1)(Tbj+1,bj+1+1Twj )
= xvaiTwa′
i
Tw1,···wi−1w∗i ···w∗mhi
= xTw1,···wi−1w∗i ···w∗mvaiTw′ai
hiea⊣ .
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Here the last equality follows from a repeated use of [DR, (1.8)] and [DR, (2.7a)]
noting w1, · · ·wi−1w
∗
i · · ·w
∗
m ∈ Sai . On the other hand, we have
(4.13) xTbi+1,rTw = xTw1,···wi−1w∗i ···w∗mTbi+1,r.
Therefore, the linear map
f : Dλ¯Tbi+1,r → D
λ¯vaiTwa′
i
hiea⊣
defined by sending xTbi+1,r to xvaiTw′ai
hiea⊣ is a surjective H(Sa⊣)-module ho-
momorphism, and hence an isomorphism by a comparison of dimensions, proving
the claim.
Let [λ] = ai = [c0, · · · , cm]. Then, cj = bj if 0 6 j 6 i − 1, or bj + 1 if
i 6 j 6 m. Since Dλ¯ = Dλ
(1)
· · ·Dλ
(m)
where Dλ
(j)
is the corresponding irreducible
H(S{cj−1+1,··· ,cj})-module, (4.13) implies the H(a⊣)-module isomorphism
Dλ¯Tbi+1,r
∼= Dλ
(1)
⊗ · · · ⊗Dλ
(i−1)
⊗ (Dλ
(i)
|H(Sbi−1+1,··· ,bi ))⊗ D˜
λ(i+1) ⊗ · · · ⊗ D˜λ
(r)
,
where Dλ
(i)
|H(S{bi−1+1,··· ,bi )} denotes the module by restricting the action from
H(S{ci−1+1,··· ,ci}) to H(Sci−1+1,··· ,bi), and D˜
λ(j) , for j = i+1, · · · , m, denotes the
irreducible H(S{bj−1+1,··· ,bj})-module obtained by twisting the H(S{cj−1+1,··· ,cj})-
module structure onDλ
(j)
through the canonical isomorphismH(S{cj−1+1,··· ,cj})
∼=
H(S{bj−1+1,··· ,bj}).
With what we obtained above, (4.11) becomes (recalling [λ] = ai)
(4.14)
Home[ρ]Hr−1m e[ρ](S
ρ¯e[ρ], D
λe[ρ]) ∼= HomH(S[ρ)])(S
ρ¯, Dλ¯Tbi+1,r)
∼= ⊗i−1j=1HomH(S{bj−1+1,··· ,bj})(S
µ(j) , Dλ
(j)
)
⊗HomH(S{bi−1+1,··· ,bi})(S
µ(i) , Dλ
(i)
|H(S{bi−1+1,··· ,bi}))⊗
⊗mj=i+1 HomH(S{bj−1+1,··· ,bj})(S
µ(j) , D˜λ
(j)
),
and similarly,
(4.15)
Hom
e[ρ]H
r−1
m e[ρ]
(Dρ¯e[ρ], D
λe[ρ]) ∼= HomH(S[ρ])(D
ρ¯, Dλ¯Tbi+1,r)
∼= ⊗i−1j=1HomH(S{bj−1+1,··· ,bj})(D
µ(j) , Dλ
(j)
)
⊗HomH(S{bi−1+1,··· ,bi})(D
µ(i) , Dλ
(i)
|H(S{bi−1+1,··· ,bi}))⊗
⊗mj=i+1 HomH(S{bj−1+1,··· ,bj})(D
µ(j) , D˜λ
(j)
).
Clearly, the Hom set in (4.14) (resp. (4.15)) is isomorphic to R if and only if µ(j) =
λ(j) for all j 6= i, and HomH(S{bi−1+1,··· ,bi})(S
µ(i) , Dλ
(i)
|H(S{bi−1+1,··· ,bi}))
∼= R (resp.
HomH(S{bi−1+1,··· ,bi})(D
µ(i) , Dλ
(i)
|H(S{bi−1+1,··· ,bi}))
∼= R). However, by (4.5), the
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latter is equivalent to µ(i) = λ
(i)
n for n ∈ Rnormal(λ
(i)) (resp. n ∈ Rgood(λ
(i))).
Now, applying (4.6), the theorem is proved. 
Using the very recent work [A2] on the classification of the irreducible modules,
we propose the following conjecture.
(4.16) Conjecture. Replacing the l-regular multipartitions by Kleshchev multi-
partitions, (4.10) holds in general.
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