ABSTRACT. -Let X be a real Lévy process and let X ↑ be the process conditioned to stay positive. We assume that 0 is regular for (−∞, 0) and (0, +∞) with respect to X. Using elementary excursion theory arguments, we provide a simple probabilistic description of the reversed paths of X and X ↑ at their first hitting time of (x, +∞) and last passage time of (−∞, x], on a fixed time interval [0, t], for a positive level x. From these reversion formulas, we derive an extension to general Lévy processes of Williams' decomposition theorems, Bismut's decomposition of the excursion above the infimum and also several relations involving the reversed excursion under the maximum. ∞, x]. De ces formules de reversion, on déduit une extension au cas des processus de Lévy généraux, des théorèmes de décomposition de Williams, du théorème de décomposition de Bismut de l'excursion au dessus du minimum, ainsi que plusieurs relations faisant intervenir l'excursion sous le maximum retournée.
Introduction
Let (X t ) t 0 be a real Lévy process, that is a real valued process with homogeneous and independent increments. The supremum (respectively infimum) of X on the time interval [0, t] is denoted by S t (respectively I t ). We assume that 0 is regular for (0, +∞) and (−∞, 0) with respect to X. A classical result says that X − I (respectively X − S) is a strong Markov process for which 0 is regular (see Bingham [5] or Bertoin [4] Chapter 6 for a proof). Let us denote by L (respectively L * ) the local time at 0 of X − I (respectively X − S): they are uniquely defined up to a multiplicative constant and their normalization is specified in Proposition 2.3.
As Rogers noticed in [17] , as soon as the Lévy measure charges the positive numbers, X −S may hit zero by X jumping across the level of its previous maximum. The classical 
= x).
We also prove in Theorem 4.5 a path decomposition of the excursion above the infimum similar to Bismut's decomposition of the Brownian excursion: we show that for any nonnegative measurable functionals G and D on the space of càdlàg paths with a finite lifetime and for any nonnegative measurable function f , where τ −x = inf{s 0: X s < −x} and where u * is the co-excessive version of the density of the potential measure associated with the subordinator U * . Section 4.3 is devoted to the proof of Theorem 4.10 that can be seen as an analogue for general Lévy processes of the second Williams' decomposition theorem that originally concerns the Brownian excursion split at its maximum. Let us describe our result: For any x > 0, we set τ Let us denote by X ↓ the process X conditioned to stay negative (that is defined in Section 2.2); we write g(ω) the instant when the excursion ω attains its maximum. Theorem 4.10 shows the law of ω g (ω) under N admits a density with respect to Lebesgue measure that we specify. Under N(· | ω g(ω) = x), the processes (ω s ; 0 s g(ω)) and (ω s+g(ω) ; 0 s ζ(ω) − g(ω)) are mutually independent. Furthermore, -the process (ω s ; 0 s g (ω) ) is distributed as (X ), where the function ϕ is specified.
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Preliminary results

Notation and basic assumptions
In this section we state our notation and the assumptions made at different stages of the paper. We also recall fondamental results of fluctuation theory that are our starting-point and we give some simple facts concerning excursion theory applied to Lévy processes, that is the main tool we use.
We begin with some notations concerning the canonical space. Let be the space of right-continuous functions with left limits from (0, +∞) to R (the so-called càdlàg functions space) endowed with the Skorokhod's topology. Let F stand for its Borel σ -algebra. For any path ω in we define its lifetime ζ(ω) by inf{t 0: ω(s) = ω(t), ∀s t}, with the usual convention inf ∅ = ∞. For any time t 0, we denote the jump of ω at t by ω(t) = ω(t) − ω(t−); we also define the path respectively stopped at t, stopped just before t, reversed at t and reversed just before t, by
ω(· ∧ t) = ω(s ∧ t); s 0 , ω(· ∧ t−) = ω(s ∧ t) − ω(t)1 [t,+∞) (s); s 0 , ω t = ω(t) − ω (t − s)−
with the convention ω(s−) = ω(0) for any non-positive real number s. When ζ(ω) is finite,ω ζ(ω) is well defined and simply denoted byω. We use a non-standard notation for the shifted path at time t defined by
For any x > 0, we denote by τ x (ω) and τ −x (ω) the first hitting time of respectively (x, +∞) and (−∞, −x):
(with the usual convention inf ∅ = +∞). For any time t > 0, we also denote by σ x (t, ω) and σ −x (t, ω) the last passage time in respectively (−∞, x] and [−x, +∞) on the time interval [0, t]:
(with the convention sup ∅ = +∞). We write σ x (ω) = lim t →+∞ σ x (t, ω), the limit being taken in [0, +∞]. Next, we denote respectively by g t (ω) and g t (ω), the last infimum time and the last supremum time of ω before t: 
We also write g(ω) = lim t →+∞ g t (ω) and g(ω) = lim t →+∞ g t (ω) (note that these quantities may be infinite). We denote by X the canonical process on : X t (ω) = ω(t) and we consider the probability measure P on ( , F) under which X is a Lévy process started at 0, with characteristic exponent ψ:
By the Lévy-Khintchine theorem, ψ has the form
where a is a real number, b is non-negative and the Lévy measure π is a Radon measure on R not charging 0, which satisfies
If J = {s 0: X s = 0}, then the point measure N (ds dr) = s∈J δ (s, X s ) is a Poisson measure with intensity ds π(dr). Let us recall some path-properties of Lévy processes. For any t 0, we have
(see Bertoin [4] ). This identity is refered to as the "duality property". In the whole paper (Section 3 excepted), we make the following assumption:
Assumption (A). -The point 0 is regular for (0, +∞) and for (−∞, 0) with respect to X.
(In particular X cannot be a subordinator or a compound Poisson process.) As a consequence of (A), we recall the following result (see Millar [15] ): For any t 0, the Lévy process X reaches its infimum (respectively supremum) on [0, t] at a unique instant that must be g t (X) (respectively g t (X)).
For every t 0, we write
It is well-known that X − S and X − I are strong Markov processes (see Bertoin [4] , Chapter 6). Assumption (A) implies that 0 is regular for itself with respect to both these processes. Rogers has shown in [17] that this implies and P ∃t ∈ (0, +∞):
Let us recall briefly the proof: we only need to show for any ε > 0
Apply the compensation formula (see Bertoin [4] , p. 7) to get
But the duality property implies for any s > 0, P(X s = I s ) = P(S s = 0) = 0, because 0 is regular for (0, +∞). A similar argument proves (2). ✷ We denote the local times of X − I and X − S at the level 0 by (L t ) t 0 and (L * t ) t 0 . They are uniquely determined up to a multiplicative constant specified in a forthcoming
is finite a.s., then it is exponentially distributed with parameter denoted by p (respectively p * ). Eq. (1) and the dual result P(∃t ∈ (0, +∞): X t − = S t − > X t ) = 0 imply that Pa.s. the sets {s 0: X s > I s } and {s 0: 
Let N and N * be the excursion measures of X above its infimum and under its supremum as defined in the first section. Observe that as soon as the Lévy measure π charges (−∞, 0) (respectively (0, +∞)), the set of excursions ω ending with a negative jump (respectively positive jump) has a positive N -measure (respectively N * -measure). But thanks to (1) and the dual result, we see that excursions above the infimum and under the supremum leave 0 continuously. 
(with the convention inf ∅ = ∞). Recall that P-a.s.
For any t 0 we define − βU * 1 (see Bertoin [4] , Chapter 6 for a detailed account). Next, we define the two potential measures U and U * associated with U and U * : 
where for convenience we write τ x instead of τ x (X). We prove the following simple lemma that will be used in Section 4. 
. Thanks to (A), we check path by path that
Denote by C the random set {x 0: X τ x = x} and define the measures µ and ν by Then,
For any positive number a,
By (2), it follows that τ x must be the end-point of some excursion interval of
Hence,
By combining this with the previous inclusion we get m(
s . But the Lévy-Itô representation of U * guarantees that P-a.s.
The desired result follows from (5) and the identity P(
Let us introduce some notations: for any positive time t and any path ω, we denote the pre-infimum and the post-infimum path on the interval [0, t] by:
We also denote the pre-supremum and post-supremum processes on 
Proof. -Let G be any nonnegative measurable functional on . We have
By (3) and by the definition of the excursions above the infimum, we have P-a.s.
Apply the compensation formula to get
and the following identities yield (i) and (ii):
and
. ✷
We now specify the normalization of L and L * thanks to the following proposition.
PROPOSITION 2.3. -Assume (A). Fix the normalization of L. Then, the normalization of L * can be chosen in order to have for any nonnegative measurable functional F on
and the dual identity
Proof. -We denote by X ← T the path X ← T reversed at its lifetime g T . Observe that
(we use the fact that the minimum of X over [0, T ] is attained P-a.s. at a unique time). We also denote by X → T the path X → T reversed at its lifetime T − g T . Similarly, we see
.
The duality property implies that
Let G be any nonnegative measurable functional on . Use Lemma 2.2 to get:
On the other hand, by replacing X with −X, we see that Lemma 2.2 also implies
Thus, for any α > 0
By letting α go to 0, we see that the ratio
does not depend on F , provided it is well-defined (that is the denominator is positive and finite). Furthermore this ratio coincides with
for any G such that the denominator is positive and finite. We can choose the normalization of N * , or equivalently L * , so that both ratios are equal to 1. ✷
In the spectrally positive case, the first identity of Proposition 2.3 has been proved by Le Gall and Le Jan in [12] by a different method.
Immediate applications of Proposition 2.3 are the following identities due to Silverstein (see [18] ), also mentioned in Rogers' paper [17] :
We can also derive from Proposition 2.3 the Wiener-Hopf factorisation of the ladder exponents:
Indeed, (3) gives the following decomposition:
Taking the expectations and using the compensation formula, we get
which yields the Wiener-Hopf factorization thanks to Proposition 2.3.
The Lévy process conditioned to stay positive or negative
We introduce now the process conditioned to stay positive, respectively negative, denoted by X ↑ , respectively X ↓ . Bertoin in [3] provides a pathwise construction of X ↑ and X ↓ from concatenation of the excursions of X in (0, +∞), respectively (−∞, 0). Let us recall briefly this construction whose details can be found in [3] , Section 3. Although Bertoin's construction holds in a general setting, we assume (A). We denote by (F t ) t 0 the natural filtration of X completed with the P-null sets of F . Then, X is a semimartingale. Its continuous local martingale part is proportional to a standard Brownian motion and is independent of the non-continuous part. Let us denote by its . Let x be a real number. We denote its positive part, respectively negative part, by x + , respectively x − . We define a new process X ↑ by
and by X ↑ t = +∞ if not. When X has no Brownian part, X ↑ can be viewed as the concatenation of the excursions of X in (0, +∞). Similarly, we define X ↓ by 
and 
Proof. -If X does not drift to −∞, it is easy to check that lim t →∞ A + t = ∞, P-a.s. and then, X ↑ t < ∞, t > 0. If X drifts to +∞, we have α
If X oscillates, we must consider to cases: Suppose first that π = 0, then,
If π is null, then by assumption (A) there is a Brownian component and lim t →∞ t = ∞ that yields the desired result. ✷
In particular cases, we recover "classical" definitions of the process conditioned to stay positive: -In the Brownian case,
and p + is the semigroup of the three-dimensional Bessel process started at 0. -In the spectrally positive case and the stable case, Chaumont has shown in [7] and [9] that if the Lévy process does not drift to −∞ and if 0 is regular for (0, +∞), then, for any bounded F t measurable functional F that is continuous for the Skorokhod topology on :
-In the spectrally negative case, Bertoin (see [3] ) gives another construction of X ↑ that generalizes Pitman's theorem for Brownian motion (see Pitman [16] ). Let us denote by X ← t the path X ← t reversed at its lifetime g t . We denote by (X
. We need the following theorem due to Bertoin that links the process conditioned to stay positive with excursion theory: THEOREM 2.4 (Bertoin [3] , Theorem 3.1). -For every t > 0, the following identity holds
Remark. -If X drifts to +∞, then, the previous identity holds with t = ∞ as to say that X ↑ has the same law as the post-infimum process (see Millar in [14] ).
In Section 4, we use another identity that is proved in [1] (see also [13] ). From now on until the end of this section, we assume that X does not drift to −∞. For any t > 0 we set 
Proof. -Although Bertoin in Lemma 4 of [1] only considers the case of X → +∞ (taking X ↑ as the post-infimum process), the proof can be adapted when X oscillates thanks to Theorem 2.4 and the arguments are exactly the same. ✷
The process X ↑ − J is a strong Markov process and 0 is a regular value. We denote by K its local time at 0 normalized in order it is distributed as L * . Let us denote by
↑ the excursion intervals of X ↑ − J above 0:
We define
Then, Lemma 2.5 implies that
is a Poisson point process with intensity dk N * (dw), where N * is the law of ω ζ under N * (dω). We use this result in Section 4.
Reversion formulas
Let x and t be two positive real numbers. We first decompose the law of X σ x (t ) on the event {X σ x (t ) > x} in terms of the law of X, the Lévy measure π and the function that is defined on (0, +∞) × (0, +∞) by (s, a) = P(I s −a). From classical fluctuation identities we have
We also write (a) for the limit lim s→+∞ (s, a) that is positive if and only if X drifts to +∞ (or equivalently p > 0). To simplify notations, we write P r for the law of the Lévy process started at r. We prove the first reversion formula:
THEOREM 3.1. -Assume that π charges (0, +∞). Then for any positive numbers x and t, and for any bounded measurable functional F on , 
Observe that P-a.s. σ x (t) = σ x for all t sufficiently large. Thus, P-a.s.
is smaller than 1, dominated convergence applies and we deduce from (9) that
(ii) By the duality property applied in the right side of Theorem 3.1, we see that under
Proof of Theorem 3.1. -Let ε be a positive real number and let (σ n ) n 0 be the increasing sequence of the jump times {s 0: X s > ε}. Recall that s∈J δ (s, X s ) is a Poisson measure with intensity dl π(dr). Let f be a bounded function on R. Consider the event A ε = {σ x (t) < ∞; inf s∈[σ x (t ),t ] X s > ε + x} and set
Observe that
Apply the Markov property at σ n in order to get
Then,
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Apply the compensation formula to get:
and by duality
(10) Next, observe that P-a.s.
(t )<∞;X σx (t) >x}
and complete the proof by letting ε go to 0 and using dominated convergence in the left side of (10) and monotone convergence in the right side. ✷ We get a similar result for the reversed path at τ x on the event {X τ x > x}:
-Assume that π charges (0, +∞). Then, for any positive real number x and for any bounded measurable functional F on ,
Remark. -In the subordinator case we get immediately the well-known formula:
where V denote the potential measure associated with X.
Proof of Theorem 3.2. -Let f be a bounded measurable function on R. Observe that
and the result follows by the duality property. ✷
Recall that if the Lévy measure charges (0, +∞), the excursion under the supremum may end with a jump. We now give a decomposition of the law of the excursion under the supremum reversed at its final jump time. THEOREM 3.3. -Assume (A) and that π charges (0, +∞) . Then, for any nonnegative measurable functional F on ,
Remark. -In the spectrally positive case, if we take L = −I , then, L −1
, the law of ω ζ − admits a density with respect to Lebesgue measure that is given by
Furthermore, under N * (· | ω ζ − = −x), the path ω ζ − is distributed as X ·∧τ −x under P(· | τ x < ∞). This result has been used by Bertoin in [2] and [1] .
Proof of Theorem 3.3. -For any nonnegative measurable function f on R, we have the following decomposition:
Observe that ω under N * is markovian with the transition kernel of the Lévy process killed in [0, +∞). We can apply the compensation formula to get
that yields the theorem thanks to Proposition 2.3. ✷
Applications
First Williams' decomposition theorem
From now on until the end of the present article, we assume (A) and we suppose that X does not drift to −∞. Let x be a positive real number. Williams has shown in [19] that the standard real Brownian motion reversed at the first hitting time of (x, +∞) is distributed as the three-dimensional Bessel process up to its last passage time at x. In this section, we extend Williams' result to general Lévy processes, the role of the three-dimensional Bessel process being played by the Lévy process conditioned to stay positive. In order to avoid cumbersome notation, we set for any positive real numbers x and t 
Similarly we denote
that is well-defined thanks to (7) 
are mutually independent and
Remark. -We assume that π charges (−∞, 0). Then, the excursion under the infimum may end with a negative jump. The dual form of the reversion formula of Theorem 3.3 gives
We assume moreover that d * > 0. By Lemma 2.1, it follows that under N(· ∩ {ω ζ < 0}), ω ζ − admits a density with respect to Lebesgue measure given by
By combining (11) with Lemma 2.1, Theorem 4.2 implies that for any x > 0,
This result is due to Chaumont in the stable case (see [7] ).
Proof of Theorem 4.1.
Set
We define the functional by
Deduce from (12) and from the fact that
Since
we deduce from the Markov property applied at τ x in the right member of (13) that Y → is independent of X ↑ ·∧γ and that Y → has the same distribution as X ↑ , which proves Theorem 4.1(ii) and also Theorem 4.2(ii) because
Next, we denote by K −1 the right-continuous inverse of K (recall notation from Section 2.2):
We need the following lemma: Proof. -We first index the excursions of X ↑ − J above 0 by the corresponding local time: for any t 0, we set
. We do the same thing for the excursions of X under its supremum and we set
We also write U
. We deduce from Lemma 2.5 that
with the same distribution as (L * −1 , U * ). There exists a measurable functional F such that
Let us explain more precisely how to recover X ↑ from the e
The Lévy-Ito decomposition for the subordinator K −1 implies that
In order to simplify notations, we set for any t 0:
Since (e t ; t 0) is a Poisson process and U * a subordinator, a simple time-reversal argument show that
Applying the Lévy-Ito decomposition for the subordinator L * −1 reversed at time x, it is easy to check that
x , a.s. and we conclude thanks to (15) . ✷ Let us prove now Theorem 4.1(i): Let F and G be two nonnegative measurable functionals and f be a nonnegative measurable function. Set
It is sufficient to show that
First observe that
Then by (8), we get
The previous lemma implies that
But we have a.s.
Then, the compensation formula combined with (17) achieve the proof of (16) . ✷ Proof of Theorem 4.2. -We only need to show (i). From Theorem 4.1, we deduce that So, we have for any x > 0:
We need the following lemma:
LEMMA 4.4. -Under the assumptions of Theorem 4.2, we have for any nonnegative measurable functional F
Proof. -We argue exactly as in Lemma 2.1 replacing, X by X ↑ , L * by K and τ x by σ ↑ x . ✷ Lemmas 2.1 and 4.4 imply that for any nonnegative measurable functional F , the set
is of full Lebesgue measure. We have to show that actually λ F = (0, +∞): Let x 0 > 0, let G be such that for any x > 0:
Then, Theorem 4.1(ii) (already proved) implies that
Since λ G is a set of full Lebesgue measure we can assume that x > x 0 is in λ G and consequently
where Z = X • θ τ x−x 0 . Applying the Markov property at time τ x−x 0 , we get that
which implies the desired result. ✷
Bismut's decomposition
As a consequence of Theorem 4.2 and Lemma 2.1, we extend to real Lévy processes Bismut's decomposition of the excursion above the infimum. 
Remark. -The spectrally positive case is due to Chaumont (see [9] ).
Proof. -Apply Markov property under N in order to get:
where, for any positive number
Then, by Proposition 2.3, we have
and we use Lemma 2.1 and Theorem 4.2 to complete the proof. ✷
We have seen in Section 3 that the excursion under the supremum may end with a jump if π charges (0, +∞). Then for any λ > 0, we have
The following theorem complements Theorem 3.3 by providing a reversion identity for the excursion under the supremum ending continuously. Proof. -We prove the following identity:
which easily leads to the statement of the theorem. First, observe that
After the change of variable s → ζ − s, the Markov property under N * combined with the latter observation give
By Proposition 2.3 and the dual version of Lemma 2.1, it follows that
Use Proposition 2.3 and Lemma 2.1 to get
that is the desired result. ✷
The second Williams' decomposition theorem
Williams has shown in [19] that the Brownian excursion splits at its maximum in two three-dimensional Bessel processes stopped at a certain hitting time. In this section, we extend this result to general Lévy processes. To simplify, we set
We first prove the following proposition. 
Thus, P(X
Remark. 
Remarks. -(i) We can actually show that the corollary remains true even if d * = 0. (ii) When X does not drift to −∞ the result is Theorem 5 of Chaumont [9] (see also [7] and [8] ).
Proof of Proposition 4.7. -Let T be independent of X and exponentially distributed with parameter α. Recall from Lemma 2.2 that for any nonnegative measurable functional H defined on ,
Let G and D be nonnegative measurable functionals on . Take
Apply the Markov property under N in order to get
where for any a > 0,
Next we need the following lemma:
LEMMA 4.9. -Let α > 0 and T α be independent of X and exponentially distributed with parameter α. Let F , G and K be three bounded measurable functionals on . Under the same assumptions as Theorem 4.1, we have
Proof. -It is sufficient to show the limit
We use the notation of Section 2.2. Recall that
. By (7), β < ∞. In order to avoid cumbersome notations, we denote by W and W respectively the pre-infimum process and the post-infimum process of 
Then by (21) and (22), we have
Consequently,
But lim s→∞ A + s = ∞. So lim s→∞ P(β A + s ) = 0 which yields the lemma. ✷ Let us achieve the proof of the proposition: Lemma 4.9 implies 
in (20). From Lemma 2.2, we note that
Thus, (20) gives
; τ → 
To get (ii), pass to the limit α → 0 in (23) using Lemma 4.9 to write:
We are now able to state the second Williams' decomposition theorem. Remark. -The spectrally positive case is due to Chaumont in [9] or [7] .
Proof. -Let G and D be two nonnegative measurable functionals on . From Proposition 4.7(i) and the corresponding dual equality, we get for any x > 0, where F (ω) and K(ω) depend continuously on the values of ω at some finitely many positive times. Assumption (A) implies that X attains continuously its supremum on any
