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Abstract
Building on previous work for 3D inverse scattering in the frequency domain, this
article develops the concept of topological derivative for 3D elastic and acoustic-
wave imaging of media of arbitrary geometry using data in the time domain. The
topological derivative, which quantifies the sensitivity of the cost functional associ-
ated with the inverse scattering problem due to the creation at a specified location
of an infinitesimal hole (for the elastodynamic case) or rigid inclusion (for the acous-
tic case), is found to be expressed in terms of the time convolution of the free field
and a supplementary adjoint field. The derivation of the topological derivative fol-
lows the generic pattern proposed in previous studies, which is transposable to a
variety of other physical problems. A numerical example, where the featured cost
function is defined in terms of synthetic data arising from the scattering of plane
acoustic waves by a rigid spherical inclusion, illustrates the utility of the topological
derivative concept for defect identification using time-varying data.
Key words: Topological derivative, Inverse scattering, Convolution, Linear
acoustics, linear elastodynamics, Adjoint field method
1 Introduction
Three-dimensional imaging of objects hidden in a solid using elastic waves is
a topic of interest in a number of applications ranging from nondestructive
material testing to underground object detection. Usually, such imaging is
performed by minimizing a cost function measuring the discrepancy between
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the experimental data and its computed counterpart for an assumed config-
uration of the hidden scatterer (or system thereof). Numerical minimization
techniques then require successive evaluations of the cost function for incre-
mentally updated such configurations, until convergence is reached. Each cost
function evaluation entails solving the forward elastodynamic problem for a
given scatterer. In the context of three-dimensional imaging, these approaches
bear substantial computational costs associated with the elastodynamic for-
ward solver. Computing time considerations in particular make optimization
methods based on global search currently impractical for three-dimensional
elastodynamic inverse scattering problems. More traditional gradient-based
optimization algorithms have been shown to be a computationally reason-
able alternative for this class of inverse problems, especially when enhanced
by analytical shape sensitivity estimates [1, 2]. However, performance of such
blind minimization techniques is dependent on choosing adequately the initial
guess (location, topology and geometry) of the hidden object(s), because of the
highly non-convex character of the cost function. As a result, their stand-alone
use may not be sufficient for robust 3D elastodynamic imaging.
These considerations have prompted the definition of preliminary probing
techniques, which aim at delineating in a computationally faster way the hid-
den object(s). Such techniques have been defined on the basis of either the
linear sampling [3, 4], an avenue not pursued here, or the concept of topological
derivative, whereby the sensitivity of a cost function with respect to the cre-
ation of an infinitesimal object of small characteristic radius ε at a prescribed
location xo inside the reference, i.e. cavity-free counterpart of the probed body,
is quantified as a function of xo. The concept of topological derivative first ap-
peared in [5] and [6] in the context of topological optimization of mechanical
structures (see [7] for a description of that subject), allowing to define algo-
rithms where “excess” material is iteratively removed until a satisfactory shape
and topology is reached [8]. Later, its rigorous mathematical formulation has
been established within the framework of elastostatic problems and Laplace
equation [8, 9]. However, beyond applications to the topology and shape opti-
mization of structures which were its initial motivation, the topological deriva-
tive is also expected to facilitate the minimization-based solution of inverse
scattering problems by providing, through a first-order approximation, a ratio-
nal basis for establishing initial “guesses” for hidden defects (in terms of their
number, location, and geometry). This idea has been considered in the context
of frequency-domain 3D elastodynamic scattering in semi-infinite and infinite
domains [10] and in bounded bodies [11]. Related studies include [12, 13] for
2D elastostatics and [14] for 2D linear acoustics.
This article, which builds on earlier works [10, 11], extends the concept of
topological derivative and its application to cavity identification to the case
of 3D time-domain elastodynamic and acoustic scattering in domains of arbi-
trary shape. The topological derivative T (xo) is hence established for objective
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functions having the form of an integral over the body’s external boundary
and the time interval of interest, and whose density involves the solution of the
forward scattering problem. This format constitutes a natural generalization
of the least-squares misfit function integrated in time, often used in identifi-
cation problems. The topological derivative is then established with the help
of a boundary integral equation (BIE) formulation of the scattering problem,
which facilitates the analysis of the limiting case of a cavity of vanishing size.
It is found to be given by a formula involving the time convolution of the free
field (the response of the reference body to the probing load) and the adjoint
field (the response of the reference body to the adjoint load, which is defined
in terms of the cost function density). A similar, simpler, formula is obtained
for the nucleation of infinitesimal rigid inclusions in 3D linear acoustic media.
The present study emphasizes the development of topological sensitivity as a
preparatory tool for more accurate, gradient-based solution algorithms. The
practical computation of the field T (xo) may be performed by any of the usual
numerical solution techniques, such as the finite element method (FEM), the
finite difference method (FDM) or the boundary element method (BEM). In
such framework, the computational cost entailed by the topological sensitivity
calculation is of the order of one forward elastodynamic solution, and therefore
modest compared to that of the subsequent minimization of a cost function.
Another possibility, not examined here, consists of defining an imaging algo-
rithm entirely based on the topological derivative, in which matter removal is
performed iteratively and T is updated after each matter removal step.
This article is organized as follows. Formulations and notation for the forward
and inverse elastodynamic problems of interest are reviewed in Section 2. The
concept of topological derivative for the present context is defined in Section 3.
A formula for the topological derivative expressed in terms of the free and
adjoint fields is established in Section 4 in the context of 3D elastodynamic
scattering. Then, in Section 5, a similar, simpler, formula is obtained for 3D
acoustic scattering. Additional issues are discussed in Section 6. A numerical
example demonstrating the utility of topological derivative, where an unknown
rigid spherical obstacle is sought from the acoustic pressure recorded at remote
sensors as a function of time, is presented in Section 7.
2 Forward and inverse problems
Let Ω denote a finite elastic solid (hereinafter referred to as the reference solid)
bounded by the external surface S and characterized by the shear modulus
µ, Poisson’s ratio ν and mass density ρ. Moreover, let ΩΓ denote a generic
cavitated solid having the same external boundary S as Ω and containing
a cavity system occupying the (possibly multiply-connected) region B with
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boundary Γ, so that ΩΓ = Ω \ B¯, where B¯ denotes the closure of B. On
assuming that (i) the cavity is stress-free, (ii) the cavitated solid is at rest
at initial time t = 0, and (iii) a traction distribution p(ξ, t) is applied on a
part SN of the external surface S, an elastodynamic state uΓ(ξ, t) arises which
satisfies the following set of field equations, boundary and initial conditions,
collectively referred to as P(Γ):
P(Γ) :


[L(C, ρ)uΓ] (ξ, t) = 0 (ξ ∈ Ω, t≥ 0),
t[uΓ](ξ, t) = p(ξ, t) (ξ ∈ SN, t≥ 0),
t[uΓ](ξ, t) = 0 (ξ ∈ Γ, t≥ 0),
uΓ(ξ, t) = 0 (ξ ∈ SD, t≥ 0),
uΓ(ξ, 0) = u˙Γ(ξ, 0) = 0 (ξ ∈ Ω)
(1)
where ξ denotes the position vector and L(C, ρ) is the governing partial dif-
ferential operator of linear elastodynamics, i.e.
[L(C, ρ)w] (ξ, t) = ∇·(C :∇w)(ξ, t)− ρw¨(ξ, t) , (2)
with (˙) indicating a partial derivative w.r.t. time. Here, the external surface
S is divided into complementary subsets SN and SD supporting prescribed
tractions and displacements, respectively; t[w] ≡ σ[w] ·n = (C : ∇w) ·n
denotes the traction vector associated with a generic displacement w through
Hooke’s law, and
C = 2µ
[
1 + ν
1− 2ν
J + K
]
(3)
is the isotropic elasticity tensor, where the fourth-order tensors J and K are
defined through
3J = I2 ⊗ I2, K = I −J (4)
with I2 and I symbolizing the second-order and symmetric fourth-order iden-
tity tensors, respectively. Recall that J and K are associated with the decom-
position of a second-order symmetric tensor into its spherical and deviatoric
parts, and have the well-known orthonormality properties
J :J = J , K :K = K, J :K = 0 (5)
Let us consider objective functions J(ΩΓ) having the generic format
J(ΩΓ) =
∫ T
0
∫
Sobs
ϕ
(
uΓ(ξ, t), ξ, t
)
dΓξ dt (6)
where Sobs ⊆ S (i.e. the support of the integral is a part of the external
boundary), and the function ϕ(w, ξ, t) is differentiable w.r.t. its first argu-
ment. Such objective functions, and their extremalization with respect to the
cavity system symbolized by Γ, may arise in connection with e.g. the opti-
mization of structures with respect to their shape [15] or topology [7], or with
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inverse problems in defect identification. In this article, cavity identification
inverse problems are considered for the sake of definiteness, but the main re-
sults will in fact pertain to any objective function of type (6) independently
of its practical motivation.
The identification of embedded objects (here, cavities) is usually based on
the availability of overdetermined data on the external boundary. Here, mea-
sured values uobs(ξ, t) of displacements are assumed to be available over the
measurement surface Sobs ⊆ SN. Ideally (i.e. assuming that the physics is
exactly described by the chosen linear elastodynamics setting and that no
measurement errors are present), the observations uobs(ξ, t) are the trace on
Sobs × [0, T ] of the elastodynamic displacement utrue which solves problem
P(Γtrue), where Γtrue symbolizes the (unknown) cavity system to be identified.
For such inverse problems, least-squares misfit functions of the form
JLS(ΩΓ) =
∫ T
0
∫
Sobs
|uΓ(ξ, t)− u
obs(ξ, t)|2 dΓξ dt (7)
i.e.
ϕ(w, ξ, t) = |w − uobs(ξ, t)|2
are typically considered. More elaborate misfit functions, which usually adhere
to the format (6), may involve norms other than the L2-norm or stem from
approaches based on e.g. Bayesian inference [16] or entropy maximization;
such variations will not be investigated in this article.
A vast array of algorithmic approaches is available for performing the mini-
mization (or, more generally, extremalization) of cost functions (6) or (7). Such
methods are iterative and require a number of evaluations of J(ΩΓ). Tradi-
tional gradient-based minimization techniques, such as the conjugate gradient
or the quasi-Newton methods, may converge after only a moderate number
of cost functions evaluations (if Γ can be described in terms of a few geo-
metrical parameters) but reach a local minimum which often depends on how
the necessary initial guess for Γ has been chosen. More recently, global search
techniques, e.g. evolutionary algorithms [17] or sampling methods based on the
Metropolis algorithm [16] have been proposed. They perform a global search
(i.e. identify absolute and/or multiple minima), but at the cost of very large
numbers of cost functions evaluations.
3 Topological derivative
The topological derivative is a mathematical tool aimed at quantifying the
sensitivity of a functional of type (6) to the appearance of a very small cavity
centered at a specified location xo in the reference body Ω. Moreover, this
sensitivity is to be sought as a function of the infinitesimal cavity location xo.
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To this end, let Bε(x
o) = xo + εB, where B ⊂ R3 is a fixed bounded open
set with boundary S and volume |B| containing the origin, define the region
of space occupied by a cavity of (small) size 0 < ε≪ Diam(Ω) containing a
specified sampling point xo. Following [8, 9], one seeks the asymptotic behavior
of J(Ωε) for infinitesimal ε > 0, where Ωε=ΩΓε =Ω\Bε(x
o), Γε is the boundary
of Bε and Bε(x
o) is the closure of Bε(x
o). The topological derivative T (xo) of
the cost functional J(Ω) at xo for a cavity-free body is hence defined through
the expansion:
J(Ωε) = J(Ω) + η(ε)|B|T (x
o) + o
(
η(ε)
)
(ε≪ Diameter(Ω), Bε(x
o) ⊂ Ω) (8)
where the function η(ε), which characterizes the asymptotic behaviour of
J(Ωε)−J(Ω), is expected to vanish in the limit ε→ 0 and is to be determined.
One may note that this definition is not restricted to spherical infinitesimal
cavities (for which B is the unit ball, S the unit sphere and |B| = 4π/3).
The value T (xo) is then expected to depend on the shape of B.
The evaluation of J(Ωε) requires the elastodynamic solution u
ε to the forward
problem P(Γε) defined by (1). To this end, it is convenient and customary to
decompose uε according to
uε(ξ, t) = u(ξ, t) + u˜ε(ξ, t) (9)
where u is the free field defined as the response of the void-free (reference)
solid Ω to the prescribed excitation (here, the traction p applied over SN), so
that
[L(C, ρ)u] (ξ, t) = 0 (ξ ∈ Ω, t≥ 0),
t[u](ξ, t) = p(ξ, t) (ξ ∈ SN, t≥ 0),
u(ξ, t) = 0 (ξ ∈ SD, t≥ 0),
u(ξ, 0) = u˙(ξ, 0) = 0 (ξ ∈ Ω)
(10)
and u˜ε denotes the scattered field, which solves the boundary-initial value
problem
[L(C, ρ)u˜ε] (ξ, t) = 0 (ξ ∈ Ωε, t≥ 0),
t[u˜ε](ξ, t) = −t[u](ξ, t) (ξ ∈ Γε, t≥ 0),
t[u˜ε](ξ, t) = 0 (ξ ∈ SN, t≥ 0),
u˜ε(ξ, t) = 0 (ξ ∈ SD, t≥ 0),
u˜ε(ξ, 0) = ˙˜uε(ξ, 0) = 0 (ξ ∈ Ω)
(11)
The scattered field is expected to vanish in the limit ε→ 0, i.e.
lim
ε→0
|u˜ε(x, t)| = 0 (x∈ΩΓ, x 6=x
o; t∈ [0, T ]) (12)
whereas the free-field, by its definition (10), does not depend on ε.
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On the basis of (12), one may expand the objective function density as
ϕ
(
uε(ξ, t), ξ, t
)
= ϕ
(
u(ξ, t), ξ, t
)
+
∂ϕ
∂u
(
u(ξ, t), ξ, t
)
·u˜ε(ξ, t) + o(|u˜ε(ξ, t)|)
so that the perturbation of the objective function caused by the nucleation of
an infinitesimal cavity of characteristic size ε located at xo is expressed as
J(Ωε)− J(Ω) =
∫ T
0
∫
Sobs
∂ϕ
∂u
(
u(ξ, t), ξ, t
)
·u˜ε(ξ, t) dΓξ dt+ o(|u˜
ε|) (13)
Definition (8) therefore requires that the topological derivative of J(Ω) and
the asymptotic behaviour η(ε) be identified on the basis of
∫ T
0
∫
Sobs
∂ϕ
∂u
(
u(ξ, t), ξ, t
)
·u˜ε(ξ, t) dΓξ dt = T (x
o)η(ε) + o(η(ε)). (14)
4 Adjoint field approach
As in more traditional parameter or shape sensitivity analysis, the purpose
of the adjoint field approach is to evaluate the topological sensitivity, i.e. the
limiting process defined by (14), without having to actually compute u˜ε(ξ, t),
the sensitivity of the primary field variable. For that purpose, it is useful to
interpret the integral in (14) in terms of a reciprocity identity.
4.1 Elastodynamic reciprocity identity
In the present context of linear elastodynamics in the time domain, it is well
known [18, 19] that any pair of elastodynamic displacement fields wa(ξ, t),
wb(ξ, t) defined over a regular domain V with boundary ∂V and satisfying
the homogeneous field equations
[L(C, ρ)wa] (ξ, t) = 0 , [L(C, ρ)wb] (ξ, t) = 0 , (ξ ∈ V, t≥ 0)
and initial conditions
wa(ξ, 0) = w˙a(ξ, 0) = 0 , wb(ξ, 0) = w˙b(ξ, 0) = 0 , (ξ ∈ V )
verifies the dynamical reciprocity identity
∫
∂V
{
t[wa] ⋆wb − t[wb] ⋆wa
}
(ξ, t) dΓξ = 0 (t≥ 0) (15)
where ⋆ denote the time convolution, defined for any time instant t≥ 0 by:
[a ⋆ b](ξ, t) =
∫ t
0
a(ξ, τ)·b(ξ, t−τ) dτ =
∫ t
0
a(ξ, t−τ)·b(ξ, τ) dτ (16)
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where the inner product appearing in the integral is defined according to the
order of the tensor fields a and b so that a·b is a scalar. The following property
of the time convolution is recalled for later reference:
[a¨ ⋆ b](ξ, t) = [a˙ ⋆ b˙](ξ, t) = [a ⋆ b¨](ξ, t) (17)
where the dot symbol (˙) indicates a partial derivative w.r.t. the time argument.
4.2 Objective function perturbation expressed in terms of adjoint field
Now, getting back to the topic of topological sensitivity analysis, define the
adjoint field uˆ as the solution of the elastodynamic boundary-initial value
problem
[L(C, ρ)uˆ] (ξ, t) = 0 (ξ ∈Ω, 0≤ t≤ T ),
t[uˆ](ξ, t) =
∂ϕ
∂u
(
u(ξ, T − t), ξ, T − t
)
(ξ ∈Sobs, 0≤ t≤ T ),
t[uˆ](ξ, t) = 0 (ξ ∈SN \S
obs, 0≤ t≤ T ),
uˆ(ξ, t) = 0 (ξ ∈SD, 0≤ t≤ T ),
uˆ(ξ, 0) = ˙ˆu(ξ, 0) = 0 (ξ ∈Ω)
(18)
On applying the reciprocity identity (15) over the punctured domain V =Ωε
with boundary ∂V = S ∪ Γε, at the particular time instant t= T , and for the
fields wa= uˆ and wb= u˜
ε, one obtains the identity
∫ T
0
∫
Sobs
∂ϕ
∂u
(
u(ξ, τ), ξ, t
)
·u˜ε(ξ, τ) dΓξ dτ
+
∫
Γε
{
t[uˆ] ⋆ u˜ε + t[u] ⋆ uˆ
}
(ξ, T ) dΓξ = 0 (19)
where use has been made of the boundary conditions featured in the sets of
governing equations (11) and (18), and of the fact that
∫
Sobs
{
t[uˆ] ⋆ u˜ε
}
(ξ, T ) dΓξ =
∫ T
0
∫
Sobs
t[uˆ](ξ, T − τ)·u˜ε(ξ, τ) dΓξ dτ
=
∫ T
0
∫
Sobs
∂ϕ
∂u
(
u(ξ, τ), ξ, t
)
·u˜ε(ξ, τ) dΓξ dτ
After substitution of (19), expansion (13) of J(Bε) hence takes the form
J(Ωε) = J(Ω)−
∫
Γε
{
t[uˆ] ⋆ u˜ε + t[u] ⋆ uˆ
}
(ξ, T ) dΓξ + o(|u˜
ε|) (20)
in which the scattered field now appears only through its trace on the vanishing
surface Γε.
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Now, the leading contribution of each integral in expansion (20) as ε → 0
needs to be evaluated. Noting that both the free-field and the adjoint field are
defined on the uncavitated domain Ω, the first integral in (20) can be recast
as a volume integral over Bε via the divergence formula:
∫
Γε
{
t[u] ⋆ uˆ
}
(ξ, T ) dΓξ = −
∫
Bε
∇·
{
(C :∇u) ⋆ uˆ
}
(ξ, T ) dVξ
= −
∫
Bε
{
∇u ⋆ (C :∇uˆ) + ρu˙ ⋆ ˙ˆu
}
(ξ, T ) dVξ
where the last equality makes use of the governing field equation (10a) for u
and the property (17) of the time convolution. In the limit of an infinitesimal
cavity, on therefore obtains
∫
Γε
{
t[u]⋆ uˆ
}
(ξ, T ) dΓξ = −ε
3|B|
{
∇u⋆ (C :∇uˆ)+ρu˙⋆ ˙ˆu
}
(xo, T )+o(ε3) (21)
To evaluate the leading contribution of the second integral in expansion (20),
it is necessary to determine the asymptotic behaviour on Γε of u˜
ε in the limit
ε→ 0.
4.3 Leading contribution of u˜ε on Γε as ε→ 0
To address this issue, it is convenient to reformulate the governing boundary-
initial problem (11) in terms of a boundary integral equation (BIE). The
standard displacement BIE formulation for problem (11), expressed here for
convenience as a pair of integral equations, reads [19–21]
1
2
u˜εk(x, t) + P.V.
∫
SN
T k(x, t, ξ;n) ⋆ u˜ε(ξ, t) dΓξ
−
∫
SD
U k(x, t, ξ) ⋆ t[u˜ε](ξ, t) dΓξ
+
∫
Γε
T k(x, t, ξ;n) ⋆ u˜ε(ξ, t) dΓξ
+
∫
Γε
U k(x, t, ξ) ⋆ t[u](ξ, t) dΓξ = 0 (x∈S, t≥ 0) (22)
1
2
u˜εk(x, t) + P.V.
∫
Γε
T k(x, t, ξ;n) ⋆ u˜ε(ξ, t) dΓξ
+
∫
Γε
U k(x, t, ξ) ⋆ t[u](ξ, t) dΓξ
+
∫
SN
T k(x, t, ξ;n) ⋆ u˜ε(ξ, t) dΓξ
−
∫
SD
U k(x, t, ξ) ⋆ t[u˜ε](ξ, t) dΓξ = 0 (x∈Γε, t≥ 0) (23)
where U k(x, τ, ξ) and T k(x, τ, ξ;n) are the elastodynamic fundamental so-
lution, i.e. the displacement and traction vectors at ξ and time τ due to a
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unit impulsive point force acting at x in the k direction and at time t = 0
in an unbounded elastic medium, and ‘P.V.’ indicates that the corresponding
integral, which is strongly singular at ξ=x, is defined in the Cauchy principal
value (CPV) sense. Numerical implementations based on either direct evalu-
ation of the CPV integrals [22] or indirect regularization based on rigid-body
identities [23, 24] are well documented and will not be discussed further here.
As was done in previous investigations for time-harmonic problems [10, 11],
equations governing the leading contribution of u˜ε on Γε as ε→ 0 are sought
as the asymptotic form of integral equations (22) and (23). For this purpose,
scaled coordinates x¯ = (x − xo)/ε and ξ¯ = (ξ − xo)/ε (where x¯, ξ¯ ∈ S ) are
introduced when x ∈ Γε or ξ ∈ Γε, respectively. In particular, one has
dΓξ = ε
2 dΓ¯ξ¯ (ξ ∈ Γε, ξ¯ ∈ S ) (24)
where dΓ¯ξ¯ denotes a differential element of the normalized surface S .
It is natural to assume tentatively that the traces of u˜ε on Γε and S have
asymptotic forms
u˜ε(ξ, t) = εdΓV (ξ¯, t) + o(εdΓ) (ξ ∈ Γε)
u˜ε(ξ, t) = εdSW (ξ, t) + o(εdS) (ξ ∈ S)
(25)
where the leading orders dΓ and dS of the expansions and the auxiliary fields
V (ξ¯, t), W (ξ, t) are to be determined.
Upon substitution of (25) and using (24), integral equation (22) takes the form
εdSLSS(W ) + ε
dΓ+2LSS (V ) = O(ε
3) (26)
where the estimate in the right-hand side stems from
−
∫
Γε
U k(x, t, ξ) ⋆ t[u](ξ, t) dΓξ
= ε3|B|
{
ρu˙(xo, t) ⋆ U˙ k(x, t,xo) +∇ξU
k(x, t,xo) ⋆ (C :∇ξu(x
o, t))
}
+ o(ε3)
which is established similarly to (21).
The asymptotic form of integral equation (23) also stems from a substitution
of (25). In addition, the scaled coordinates x¯, ξ¯ are introduced in the integrals
over Γε. At this point, a key remark is that the fundamental displacement and
traction can be shown to have the asymptotic behaviour
U k(x, t, ξ) ⋆ f(ξ, t) =
1
ε
U k(x¯, ξ¯)·f(xo, t) +O(1)
T k(x, t, ξ;n) ⋆ g(ξ, t) =
1
ε2
T k(x¯, ξ¯;n)·g(xo, t) +O(1)
(x, ξ ∈Γε, t≥ 0) (27)
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where U k(x¯, ξ¯) and T k(x¯, ξ¯;n) are, respectively, the displacement and trac-
tion associated with the elastostatic Kelvin fundamental solution. By virtue
of this property, the asymptotic form of integral equation (23) is thus
εdΓ
{
1
2
Vk(x¯, t) + P.V.
∫
S
T k(x¯, ξ¯;n)·V (ξ¯, t) dΓ¯ξ¯
}
+ εdS
{∫
SN
T k(xo, t, ξ;n) ⋆W (ξ, t) dΓξ −
∫
SD
U k(xo, t, ξ) ⋆ t[W ](ξ, t) dΓξ
}
= εσ(xo, t) :
∫
B
∇ξ¯U
k(x¯, ξ¯) dV¯ξ¯ + o(ε
min(dΓ,dS,1)) (x¯∈S , t≥ 0) (28)
(where σ(xo, t) = C : ∇ξu(x
o, t) is the stress tensor associated with the free
field), i.e. has the form
εdΓLS SV + ε
dSLSSW = O(ε) + o(ε
min(dΓ,dS,1)) (29)
where the linear operators LS S and LSS do not depend on ε and the estimate
in the right-hand side stems from
∫
Γε
U k(x, t, ξ) ⋆ t[u](ξ, t) dΓξ = −εσ(x
o, t) :
∫
B
∇ξ¯U
k(x¯, ξ¯) dV¯ξ¯ + o(ε)
Now, dΓ and dS must be chosen so that nonzero solutions V (ξ¯, t) andW (ξ, t)
are permitted in equations (26) and (29). Equation (29) then requires that
min(dΓ, dS) = 1. Moreover, since equation (26) with dS=1 implies thatW = 0,
one must have dΓ=1. Then, the lowest possible value for dS is dS=3.
Summing up this analysis, the asymptotic form of u˜ε(ξ, t) for ξ ∈ Γε is found
to have the form
u˜ε(ξ, t) = εV (ξ¯, t) + o(ε) (ξ¯ ∈ S ) (30)
where the auxiliary field V (ξ¯, t) solves the leading contribution to equa-
tion (28), which is found to be
1
2
Vk(x¯, t) + P.V.
∫
S
T k(x¯, ξ¯;n)·V (ξ¯, t) dΓ¯ξ¯
= σ(xo, t) :
∫
B
∇ξ¯U
k(x¯, ξ¯) dV¯ξ¯ (x¯∈S , t≥ 0) (31)
In fact, integral equation (31) turns out on inspection to be associated with
the exterior elastostatic problem for the normalized cavity bounded by S
embedded in an unbounded medium:
∇ξ¯ ·(C :∇ξ¯V ) = 0 (ξ¯ ∈ R
3 \B¯, t≥ 0),
(C :∇ξ¯V )·n = −σ(x
o, t)·n (ξ¯ ∈ S , t≥ 0)
(32)
where n is the normal on S outward to R3\B¯. Moreover, since the prescribed
boundary traction is defined in terms of the spatially constant stress tensor
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σ(xo, t), the solution to (32) can be conveniently recast as
V (ξ¯, t) = σkℓ(x
o, t)Vkℓ(ξ¯) (ξ¯ ∈ R3 \B¯, t≥ 0) (33)
in terms of the individual solutions Vkℓ(ξ¯) =Vℓk(ξ¯) to six canonical problems:
∇ξ¯ ·(C :∇ξ¯V
kℓ) = 0 (ξ¯ ∈ R3 \B¯),
(C :∇ξ¯V
kℓ)·n = −
1
2
(nkeℓ + nℓek) (ξ¯ ∈ S )
(34)
which are independent of xo, ε and time.
4.4 Topological derivative by the adjoint approach
It is now possible to complete the evaluation of the leading contribution to
the cost function expansion, equation (20). Using the results of Section 4.3,
and in particular employing (24), (30) and (33) one has
∫
Γε
{
t[uˆ] ⋆ u˜ε
}
(ξ, T ) dΓξ
= ε3
∫ T
0
∫
S
n(ξ¯)·σˆ(xo + εξ, τ)·V (ξ¯, T −τ) dΓ¯ξ¯ dτ + o(ε
3)
= ε3
∫ T
0
σˆij(x
o, τ)σkℓ(x
o, T −τ)
{∫
S
nj(ξ¯)V
kℓ
i (ξ¯) dΓ¯ξ¯
}
+ o(ε3) (35)
where σˆ=C :∇uˆ is the stress tensor associated with the adjoint field.
Now, collecting partial results (21) and (35), one finally obtains the sought
leading contribution to the expansion (20) of the objective function as a small
cavity of radius ε nucleates at a given location xo:
J(Ωε) = J(Ω) + ε
3|B|
{
σˆ ⋆ (A :σ) + ρu˙ ⋆ ˙ˆu
}
(xo, T ) + o(ε3) (36)
where the constant fourth-order tensor A is defined by
Aijkℓ =
1
2µ
[1− 2ν
1 + ν
Jijkℓ +Kijkℓ
]
−
1
|B|
∫
S
nj(ξ¯)V
kℓ
i (ξ¯) dΓ¯ξ¯. (37)
The only parameters affecting the solutions Vkℓ(ξ¯) are the shape of B and
the elastic tensor C of the reference medium. Hence, definition (37) implies
that the tensor A depends only on B and C: A=A(B,C).
On comparing expansion (36) to the definition (8) of the topological derivative
T (xo), one finds that T (xo) and the function η(ε) characterizing the asymp-
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totic behaviour of J(Ωε)−J(Ω) are
T (xo) =
{
σˆ ⋆ (A :σ) + ρu˙ ⋆ ˙ˆu
}
(xo, T ) (38)
η(ε) = ε3|B| (39)
It should be noted that the tensor A and the associated canonical prob-
lems (34) are the same as in the previous studies [10, 11] dealing with frequency-
domain elastodynamics. For an arbitrarily shaped infinitesimal cavity, these
canonical problems should in general be solved numerically. This is a modest
computational task, since in fact one only needs to solve six elementary static
exterior problems which do not depend on xo, for which the BEM is well
suited. For the particular case of a spherical infinitesimal cavity (for which B
is the unit ball, S is the unit sphere and |B|=4π/3), problems (34) have an
analytical solution, from which the following closed-form expression of A is
obtained [10]:
A =
1
2µ
[
3(1− ν)
2(1 + ν)
J +
15(1− ν)
7− 5ν
K
]
(40)
An alternative, equivalent, formulation for T (xo) involving the strains ε and
εˆ, rather than the stresses, associated with the free and adjoint fields is
T (xo) =
{
εˆ ⋆ (D :ε) + ρu˙ ⋆ ˙ˆu
}
(xo, T ) (41)
where the fourth-order tensor D is given by
D = C :A :C (42)
in the general case. In the particular case of a spherical infinitesimal cavity,
this definition is easily evaluated with the help of (3), (4) and (5), to obtain
the closed-form expression
D = 2µ
[
3(1− ν2)
2(1− 2ν)2
J +
15(1− ν)
7− 5ν
K
]
(43)
As explained in the previous study [11], in the case of ellipsoidal vanishing
cavities, the tensor A can be expressed in terms of the Eshelby tensor as-
sociated with a uniform initial strain prescribed over an ellipsoidal region of
same shape, providing exact expressions for A in all such cases. Moreover, on
considering the limiting cases of infinitely thin ellipsoidal cavities, one should
be able to establish topological sensitivity formulae for circular or elliptical
infinitesimal cracks.
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5 Formulation for scalar wave problems
The topological derivative of an objective function can be developed along the
same general lines as in Sections 3 and 4 for situations where the physics is de-
scribed by the scalar wave equation (e.g. inversion of acoustic measurements).
The main steps for this somewhat simpler setting are now summarized, in the
context of linear acoustics for definiteness.
The reference domain Ω is now filled by a homogeneous medium characterized
by the wave velocity c. The scattering of acoustic waves by rigid obstacles oc-
cupying a region B bounded by Γ is considered. The generic acoustic scattering
problem is thus defined by the following set of equations:
P(Γ) :


[L(c)uΓ] (ξ, t) = 0 (ξ ∈ Ω, t≥ 0),
∇uΓ(ξ, t).n(ξ) = p(ξ, t) (ξ ∈ SN, t≥ 0),
∇uΓ(ξ, t).n(ξ) = 0 (ξ ∈ Γ, t≥ 0),
uΓ(ξ, t) = 0 (ξ ∈ SD, t≥ 0),
uΓ(ξ, 0) = u˙Γ(ξ, 0) = 0 (ξ ∈ Ω)
(44)
where u(ξ, t) is the acoustic pressure field, the given excitation p(ξ, t) is pro-
portional to the normal wall acceleration, and L(c) is the governing partial
differential operator of linear acoustics, i.e.
[L(c)w] (ξ, t) = ∆w(ξ, t)−
1
c2
w¨(ξ, t) (45)
Objective functions of format (6) are again considered, in terms of densities
ϕ
(
uΓ(ξ, t), ξ, t
)
now dependent on the scalar acoustic pressure field uΓ(ξ, t).
With notations directly transposed from those of Sections 3 and 4, the topo-
logical derivative T (xo) is now to be identified on the basis of
∫ T
0
∫
Sobs
∂ϕ
∂u
(
u(ξ, t), ξ, t
)
u˜ε(ξ, t) dΓξ dt = T (x
o)η(ε) + o(η(ε)). (46)
Upon defining the adjoint solution uˆ through the initial-boundary value prob-
lem
[L(c)uˆ] (ξ, t) = 0 (ξ ∈ Ω, 0≤ t≤ T ),
uˆ,n(ξ, t) =
∂ϕ
∂u
(
u(ξ, T − t), ξ, T − t
)
(ξ ∈ Sobs, 0≤ t≤ T ),
uˆ,n(ξ, t) = 0 (ξ ∈ SN \S
obs, 0≤ t≤ T ),
uˆ(ξ, t) = 0 (ξ ∈ SD, 0≤ t≤ T ),
uˆ(ξ, 0) = ˙ˆu(ξ, 0) = 0 (ξ ∈ Ω)
(47)
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(where w,n =∇w ·n is the normal derivative of w) and using the reciprocity
identity ∫
∂V
{
wa,n ⋆ wb − wb,n ⋆ wa
}
(ξ, t) dΓξ = 0 (t≥ 0)
instead of (15) for the states u˜ε and uˆ in the same fashion than in Section 4,
one obtains
∫ T
0
∫
Sobs
∂ϕ
∂u
(
u(ξ, t), ξ, t
)
u˜ε(ξ, t) dΓξ dt
= −
∫
Γε
{
u,n ⋆ uˆ+ uˆ,n ⋆ u˜
ε
}
(ξ, T ) dΓξ + o(‖u˜
ε‖)
= ε3|B|
{
∇u ⋆∇uˆ+
1
c2
u˙ ⋆ ˙ˆu
}
(xo, T )−
∫
Γε
{
uˆ,n ⋆ u˜
ε
}
(ξ, T ) dΓξ + o(‖u˜
ε‖)
The asymptotic behaviour of u˜ε(ξ, t) is then found by seeking the limiting
form as ε→ 0 of the pair of integral equations
1
2
u˜εk(x, t) +
∫
SN
G,n(x, t, ξ) ⋆ u˜
ε(ξ, t) dΓξ −
∫
SD
G(x, t, ξ) ⋆ u˜ε,n(ξ, t) dΓξ
+
∫
Γε
G,n(x, t, ξ) ⋆ u˜
ε(ξ, t) dΓξ
+
∫
Γε
G(x, t, ξ) ⋆ u˜ε,n(ξ, t) dΓξ = 0 (x∈S, t≥ 0) (48)
1
2
u˜εk(x, t) +
∫
Γε
G,n(x, t, ξ) ⋆ u˜
ε(ξ, t) dΓξ +
∫
Γε
G(x, t, ξ) ⋆ u,n(ξ, t) dΓξ
+
∫
SN
G,n(x, t, ξ) ⋆ u˜
ε(ξ, t) dΓξ
−
∫
SD
G(x, t, ξ) ⋆ u˜ε,n(ξ, t) dΓξ = 0 (x∈Γε, t≥ 0) (49)
where G(x, τ, ξ) and G,n(x, τ, ξ) =∇ξG(x, τ, ξ)·n(ξ) are the time-impulsive
fundamental solution of the transient wave equation and its normal derivative.
The latter have the asymptotic behaviour
G(x, t, ξ) ⋆ f(ξ, t) =
1
ε
G(x¯, ξ¯)f(xo, t) +O(1)
G,n(x, t, ξ) ⋆ g(ξ, t) =
1
ε2
G,n(x¯, ξ¯)g(x
o, t) +O(1)
(x, ξ ∈ Γε; t≥ 0)
where G(x¯, ξ¯) is the fundamental solution of the Laplace equation. Note that,
unlike in the elastodynamic case, all integrals in (48) and (49) are weakly
singular at ξ=x.
The asymptotic form of u˜ε(ξ, t) for ξ ∈ Γε is found to have the form
u˜ε(ξ, t) = εV (ξ¯, t) + o(ε) (ξ¯ ∈ S ) (50)
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where the auxiliary field V (ξ¯, t) is given by
V (ξ¯, t) = u,k(x
o, t)Vk(ξ¯)
in terms of the individual solutions Vk(ξ¯) to three canonical problems
∆ξ¯V
k = 0 (ξ¯ ∈ R3 \B¯) , ∇ξ¯V
k ·n = −nk (ξ¯ ∈ S ) (51)
which are independent of xo, ε and time.
Finally, the topological derivative is given by
T (xo) =
{
∇u ⋆ (A·∇uˆ) +
1
c2
u˙ ˙ˆu
}
(xo, T ) (52)
with the second-order tensor A=A(B) defined by
Aik = δik −
1
|B|
∫
S
ni(ξ¯)V
k(ξ¯) dΓ¯ξ¯
while, again, η(ε) = ε3|B|. For the particular case of infinitesimal objects of
spherical shape (for which B is the unit ball, S the unit sphere and |B| =
4π/3), one finds
V (ξ¯) = −
1
2
ξ¯k (ξ¯ ∈S ) , A =
3
2
I2 (53)
6 Discussion
6.1 Choice of the reference body
The notions of void-free reference configuration and the associated free field
were postulated for clarity reasons but the applicability of topological sen-
sitivity is not restricted to such geometric configurations. For example, the
techniques developed in this study are equally applicable to reference solids
containing pre-existing cavities and, in particular, to iterative imaging algo-
rithms where the voids identified in a previous iteration are used to update
the reference configuration for the next step.
6.2 Formal similarities with parameter or shape sensitivity formulae
The topological sensitivity formulae (38) and (52) are formally analogous to
other formulae arising in parameter or shape sensitivity, which also feature
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an adjoint field and a time convolution. For instance, the formula expressing
the perturbation δJ of a cost function of the form (6) induced by a given
perturbation of the shape of the cavity boundary Γ is [25]
δJ =
∫
Γ
[
σΓ ⋆∇uˆΓ + ρu˙ ⋆ ˙ˆuΓ
]
(ξ, T ) δΓ(ξ) dΓξ
where the perturbed cavity shape is described through the mapping ξ → ξ +
δΓ(ξ)n(ξ) (ξ ∈Γ) and the forward and adjoint solutions u and uˆΓ are defined
over the cavitated solid ΩΓ, through equations (1) and (18) supplemented with
a traction-free boundary condition on Γ.
6.3 Explicit expression of T (xo) in terms of Green’s tensors
Expression (38) is implicit in that it relies upon solutions of initial-boundary
value problems on the reference body Ω. Explicit expressions for T (xo) are
obtained when the elastodynamic fundamental solution is a Green’s tensor for
Ω, i.e. when it satisfies the boundary conditions
U k(ξ, t,x) = 0 (ξ ∈SD, ξ 6=x ; t≥ 0),
T k(ξ, t,x;n) = 0 (ξ ∈SN, ξ 6=x ; t≥ 0)
In this case, the free and adjoint displacement fields are given by the explicit
formulae
u(x, t) =
∫
SN
U k(ξ, t,x) ⋆ p(ξ, t) dΓξ (54)
uˆ(x, t) =
∫
Sobs
U k(ξ, t,x) ⋆
∂ϕ
∂u
(
u(ξ, T − t), ξ, T − t
)
dΓξ (55)
and the expression (38) becomes explicit as well.
Such Green’s functions can be defined for bodies Ω of arbitrary shape, but
are analytically known only in a few cases. Such cases include infinite media,
for which formulae (54) still hold with a slightly different interpretation: the
free field is now created by distributed sources over a surface SN embedded in
Ω=R3, and the measurement surface Sobs is also embedded in Ω; besides, one
does not need to have Sobs⊆SN here.
Moreover, in cases where the free field does not satisfy radiation conditions at
infinity (e.g. u(ξ, t) is a plane wave), representation (54) is no longer valid but
the known free field can still be used in (38) together with the adjoint field
given by (55).
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6.4 Computational issues
Although integral equation formulations have been useful in establishing for-
mulae (38) or (52) for the topological derivative, they are by no means a
mandatory tool for practical applications of these formulae. Any solution
technique providing strain or stress distributions inside the medium can be
invoked. In particular, using domain discretization methods such as the FEM
or the FDM, the strain or stress distributions associated with the free and
adjoint fields can be readily obtained. In the post-processing phase of FEM,
recovery techniques may be used in order to enhance the accuracy of the
computed field T (xo).
Using BEMs, the computation of the topological derivative is a two-step pro-
cess requiring (i) the computation of the free and adjoint fields on the external
boundary S, followed by (ii) the evaluation of integral reprsentation formulae
at each search grid point xo. A very accurate evaluation of the field T (xo) can
be expected. Both steps may entail high computational costs for fine search
grids if traditional BEM techniques are utilized. Fast integral operator evalu-
ation techniques such as the fast multipole method, which have been recently
developed for time-domain scalar [26] and elastodynamic [27] wave problems,
have the potential of bringing considerable computational savings for both
steps (i) and (ii).
7 Numerical example
In this section, the application of the topological derivative to inverse prob-
lems based on the exploitation of measurements in the time domain is demon-
strated on a numerical example in the context of 3D scalar wave propagation.
A rigid spherical obstacle Btrue of radius a is embedded in an unbounded
acoustic medium with wave velocity c. The center of the obstacle is located
at (xtrue1 , x
true
2 , x
true
3 ) = (4, 8, 6)a. The time histories of acoustic pressure are as-
sumed to be recorded at point sensors located on the surface of a cube centered
at the origin, whose faces lie in the planes xi = ±25a (i = 1, 2, 3) (i.e. with
edges of length 50a). Three sensor configurations have been considered (here-
inafter labelled S(1), S(2), S(3)), where each face of the cube is divided into
1 × 1, 2 × 2 and 3 × 3 squares respectively and sensors are placed at all ver-
tices of the squares thus defined. Hence, S(1), S(2), S(3) feature NS=8, 26, 56
sensors, respectively.
Three incident fields uI(x, t) (I = 1, 2, 3) have been considered, where
uI(x, t) = u0 exp
(
−
1
2a2
(ct− xI)
2
)
(I = 1, 2, 3)
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Thus, uI(x, t) is a plane wave travelling along the positive I-direction, of Gaus-
sian shape, with a standard deviation equal to the radius of the sphere. More-
over, the time origin t=0 is such that the pulse has a maximum value at the
center of Btrue at this instant. The synthetic data consist of the total pressures
u˜obsI (x
m, t) at the sensor locations xm arising due to the interaction between
the incident waves uI(x, t) and the actual obsctacle B
true, for each incident
direction I = 1, 2, 3. The objective function is then defined by
J(ΩΓ) =
1
2
3∑
I=1
NS∑
m=1
∫ +∞
−∞
|u˜I,Γ(x
m, t)− u˜obsI (x
m, t)|2 dt =
3∑
I=1
JI(ΩΓ) (56)
where u˜I,Γ(x, t) denotes the total field arising due to the incident wave uI(x, t)
and an assumed obstacle of boundary Γ. Note that initial conditions are here
rejected to the infinite past, hence the infinite bounds appearing in the time
integral.
In the numerical results to follow, scattered fields at sensors have been evalu-
ated by means of a semi-analytical technique based on separation of variables.
Moreover, since the reference medium is unbounded and sensors are located
on a discrete set of points, the adjoint field uˆI(ξ, t) associated to each compo-
nent JI(ΩΓ) of J(ΩΓ) is a superposition of fields created by appropriate point
sources applied at the sensor locations:
uˆI(ξ, t) =
NS∑
m=1
1
4π|ξ−xm|
[
u˜I,Γ − u˜
obs
I
](
xm, T − t−|ξ−xm|/c
)
(57)
having used the fact that
G(x, t, ξ) =
δ(t− |ξ−x|/c)
4π|ξ−x|
is the time-impulsive fundamental solution for the full space, with δ(t) denot-
ing the 1D Dirac distribution.
Let T (ℓ)(xo) denote the topological derivative field associated with the sensor
configuration S(ℓ). The fields T (1)(xo) and T (2)(xo) have been computed on a
regular search grid G made of 101× 101× 101 points located on the vertices
of a cubic grid bounded by the planes xi=±20a (i=1, 2, 3), so that the grid
spacing along coordinate axes is ∆xo = 0.4a. The geometrical setup for this
example is schematically depicted in figure 1.
Define T
(ℓ)
min by
T
(ℓ)
min = min
x
o∈G
T (ℓ)(xo)
All computations performed led to T
(ℓ)
min < 0, as expected.
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Figure 2 shows iso-surfaces of the field T (1)(xo) computed on G corresponding
to T (1) = 0.2T
(1)
min and T
(1) = 0.6T
(1)
min (both values being negative). In both
cases, values of T (1)(xo) lower than the set isovalue are found to occur inside
the iso-surfaces. The second iso-surface is found to enclose a region of space
whose location agrees very well with that of the true obstacle, and of com-
parable size. This remark is emphasized by the iso-surface graphs of figure 3,
computed on a narrower and finer search grid Gcloseup made of 41×41×41 points
located on the vertices of a cubic grid whose center coincides with that of the
true obstacle and of half-width 2a, i.e. bounded by the planes xi = x
true
i ± 2a
(i = 1, 2, 3). The grid spacing along coordinate axes is now ∆xo = 0.1a. Iso-
surfaces defined in the same way, obtained for the field T (2)(xo), are shown in
figure 4 for the wide grid G and figure 5 for the narrow grid Gcloseup. Results are
similar, the main difference being in the improvement of the iso-surface corre-
sponding to T (2) = 0.2T
(2)
min compared to that corresponding to T
(1) = 0.2T
(1)
min
due to the increased number of sensors. To emphasize the above remarks, fig-
ures 2 to 5 feature projections onto the three coordinate planes of the true
scatterer (circles) and of the iso-surface (shaded zones).
Finally, figure 6 displays the fields T (ℓ)(xo) in the three planes parallel to the
coordinate planes and passing through the center of Btrue, for each sensor
configuration S(1), S(2), S(3). Results are qualitatively similar, and emphasize
the correct estimation of the location and size of Btrue.
8 Conclusions
In this study, the concept of topological derivative, that has its origins in elas-
tostatics and shape optimization, is extended to 3D elastic and acoustic-wave
imaging of media of arbitrary geometry using data in the time domain. On
taking the limiting form of the boundary integral equation governing the scat-
tered field caused by a cavity with diminishing size, the topological derivative,
which quantifies the sensitivity of the featured cost functional due to the cre-
ation of an infinitesimal hole (for the elastodynamic case) or rigid inclusion
(for the acoustic case), is found to be expressed in terms of the time convo-
lution of the free field and a supplementary adjoint field. This format, and in
particular the time convolution element, is strongly reminiscent of formulae
obtained elsewhere in connection with parameter or shape sensitivity analyses
featuring time-dependent physical fields.
The proposed derivation of the topological derivative follows the generic pat-
tern, already proposed in earlier investigations for 3D inverse scattering in
the frequency domain, which is transposable to a variety of physical prob-
lems described by (i) other linear field equations such as heat transfer, and
electromagnetics, or (ii) other types of infinitely small objects, such as inho-
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mogeneities or cracks.
A numerical example, featuring the analysis of synthetic data arising from the
scattering of plane acoustic waves by a rigid spherical inclusion, shows that
the spatial location of grid points where the topological derivative field reaches
its lowest negative values (indicative of the tendency of the featured cost func-
tion to decrease, as desired in the context of an inverse problem, as the result
of the nucleation of a small object at the corresponding search grid point) is
consistent with the location of the true obstacle, and provides a reasonable
estimation of the actual obstacle size. The information thus provided by anal-
ysis of the topological derivative field therefore appears to be useful in e.g.
providing a good initial guess for performing a full-fledged, iterative, inversion
procedure. If one accepts more qualitative results, topological derivative may
also be defined for defining stand-alone imaging techniques, computationally
faster than iterative inversion techniques.
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Fig. 1. Geometrical setup for the numerical example, viewed in the (x1, x3)-plane:
rigid spherical obstacle, region occupied by the search grids G (shaded, light) and
Gcloseup (shaded), sensor locations (configuration S(2).
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Fig. 2. Sensor configuration S(1): iso-surfaces of T (1)(xo) for T (1) = 0.2T
(1)
min (left)
and T (1) = 0.6T
(1)
min (right), computed on the wide search grid G (values of T
(1)(xo)
lower than the iso-value are inside the iso-surface).
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Fig. 3. Sensor configuration S(1): iso-surfaces of T (1)(xo) for T (1) = 0.2T
(1)
min (upper
left), T (1) = 0.4T
(1)
min (upper right), T
(1) = 0.6T
(1)
min (lower left) and T
(1) = 0.8T
(1)
min
(lower right), computed on the narrow search grid Gcloseup (values of T (1)(xo) lower
than the iso-value are inside the iso-surface).
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Fig. 4. Sensor configuration S(2): iso-surfaces of T (2)(xo) for T (2) = 0.2T
(2)
min (left)
and T (2) = 0.6T
(2)
min (right), computed on the wide search grid G (values of T
(2)(xo)
lower than the iso-value are inside the iso-surface).
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Fig. 5. Sensor configuration S(2): iso-surfaces of T (2)(xo) for T (2) = 0.2T
(2)
min (upper
left), T (2) = 0.4T
(2)
min (upper right), T
(2) = 0.6T
(2)
min (lower left) and T
(2) = 0.8T
(2)
min
(lower right), computed on the narrow search grid Gcloseup (values of T (2)(xo) lower
than the iso-value are inside the iso-surface).
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Fig. 6. Distribution of T (ℓ)(xo) in coordinate planes: ℓ=1 (top row), ℓ=2 (middle
row) and ℓ = 3 (bottom row); planes x3 = x
true
3 (left column), x2 = x
true
2 (middle
column) and x1= x
true
1 (right column).
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