We consider the problem of detecting e ciently whether a query simplex is collisionfree among polyhedral obstacles. If n is the number of vertices, edges and faces of the polyhedral obstacles, and m is the amount of storage we allocate for the data structure 
Introduction

Collision-free placements of simplices
Detecting intersections of objects is a basic problem in computational geometry PS85] Ede87] Meh84]. While intersection problems on the plane are more or less solved, for their three dimensional counterpart fewer results are known. Intersection of convex polyhedra in three-space can be detected in time logarithmic in the total number n of vertices, faces and edges, using data structures of linear size CD80, DK83, DK90]. Non-convex polygonal objects in 3-space are much harder from a computational point of view. If we have two terrains with the same vertical direction, Chazelle et al. CEGS89a] solve the intersection-detection problem in time O(n 4=3+ ). In MS85] the case of one convex and one non-convex polyhedra is considered. If we have two non-convex polyhedra or any set of non-convex polyhedra we can solve the intersection-detection problem in time O(n 8=5+ Pel93] . In this paper we are interested in detecting the intersection of a query simplex among a set of (possibly intersecting) non-convex polyhedral obstacles. We allow preprocessing of the obstacles and we answer on-line intersection queries in sublinear time. For this problem, a simple-minded extension of the approach of CD80, DK90] requires testing each obstacle with the query simplex independently. In the worst case we would have a linear number of simplex-obstacle pairs to consider. The intersection-detection results in CEGS89a, Pel93] are inherently o -line and do not immediately imply a solution for our on-line query problem.
The solution of this intersection-detection problem allows us to determine e ciently whether a placement of a polyhedral object of constant complexity within polyhedral obstacles is collision-free. Finding collision-free placements for objects is a basic problem for applications in robotics. There are many results for several variations of the free-placement problem (e.g. nding a collision-free path, nding the placement of the largest copy, etc.) for a polygonal object amidst polygonal obstacles in the plane (see LS87b, LS87a, GSS88] KS88, HO89] CK89] FHS89, Tol91], see SS89] for a survey).
In Hal91] some motion planning problems for systems with three degrees of freedom are considered. In this case the robot is mapped as a point in a suitable 3-dimensional parametric space and the obstacles are mapped as surfaces within this space. Also, recent work of Aronov and Sharir AS90, AS92] on the complexity of a cell in an arrangement of triangles in 3-space has applications to this kind of problem.
The main result of the paper is the following (Theorem 7): given a set of polyhedral obstacles with n vertices, edges and faces, we can build a data structure using m units of storage, with n 1+ m n 4+ , such that for any query simplex we can determine in time O(n 1+ =m 1=4 ) whether the simplex is collision-free 2 . To our knowledge no previous sublinear algorithm for collision-free placement queries among several non convex polyhedra has been known.
In 3-dimensional space, free-placement problems have a high intrinsic combinatorial complexity, therefore we tackle the simple problem of building a data structure for free-placement queries. On the other hand, our data structure is powerful because both the placement (six degrees of freedom) and the shape (as long as it is of constant complexity) of the robot are part of the query.
We consider rst a solution which, at the expense of large storage, answers the queries in logarithmic time. Applying the methods in CSW90, Mat91, AM92a] (see also AS91a]) we obtain a space/query-time trade-o . In Pel93, AS91a] algorithms for the following problem are presented: given a set of triangles, count (or report) the triangles intersected by any query ray or segment. One of the main building blocks for our collision-free data structure is a solution for the dual problem: given a set of segments in 3-space count (or report) the segments intersected by any query triangle. Dobkin and Edelsbrunner in DE84] solve the problem of counting the number of segments intersected by a query plane; but their approach does not seem to extend to query half-planes. Our approach is based on reducing the problem to halfspace range searching and it attains the goal of a data structure for half-plane queries. Once we have the solution for half-planes it easily extended to triangle queries.
The closest pair of lines in 3-space
Arrangements of lines in 3-space have been studied recently in computational geometry (e. 90] ). Some of the problems concerning lines can be classi ed as \incidence" or \order" problems. For example, the relative orientation of lines in space CEGS89a] is exploited in CEGS89a, Pel93, dBHO + 
91
] to solve ray-shooting problems, and in this paper to answer collision-free queries. Problems that involve a metric on the set of lines in R 3 can be classi ed as \neighbor" problems If a robot does not intersect any obstacle, the next natural question is to nd the obstacle closest to the robot. Thus, we are led to consider \neighbor" problems in 3-space. Neighbor problems for sets of points have been extensively studied in computational geometry Vai89, AESW91, PS85] also in connection with the well-studied Voronoi Diagrams (see Aur91] for a survey). Much less is known about neighbor problems in higher dimensional spaces for objects which are not points.
Neighbor problems for polyhedral objects in 3-space such as lines, segments and polyhedra are important for applications not only in robotics, but also for 3D-VLSI and CAD. In these two areas we often need to enforce a minimum separation distance among 3-dimensional objects.
In Sections 4.2 and 4.3 we describe algorithms for solving a few neighbor problems on lines in 3-space. We are interested in nding the shortest segment connecting two lines in a set of lines, under a variety of constraints. We give algorithms to nd the shortest vertical segment connecting two elements in a set of lines or segments which runs in O(n 8=5+ ) expected time. Surprisingly, we prove an expected time bound for nding the longest vertical segment that is only O(n 4=3+ ). We nd the shortest segment connecting two lines in a set of n lines in O(n 5=3+ ) expected time.
All the neighbor problems considered in this paper can be easily solved in O(n ). The main strategy used in this paper to solve closest pair problems is to build rst a data structure to answer closest line queries. In a second stage we transform the method for solving on-line queries into an o -line method by batching the queries. Since the online data structures can have a multilayer structure Meh84] we develop in Section 4.1 a general method called nested batching technique which is of independent interest (for more applications see Pel92]).
The paper is organized as follows. In Section 2 we give an overview of the geometric techniques used to obtain the results. In Section 3 we discuss the problem of detecting e ciently whether a placement of a simplex is collision-free. Section 4 deals with several neighbor problems: nding the shortest and longest vertical segments, and nding the shortest segment in a set of lines.
Geometric and algorithmic preliminaries
In this section we survey some geometric and algorithmic results which lay the groundwork for the main results of the subsequent sections. These results on cuttings are the basis of many divide-and-conquer algorithms in computational geometry (see Aga91] for a survey) .
Arrangements
On-line and o -line point location
The algorithms of Cla87] and CEGS89b] solve, in logarithmic time, on-line point location problems in arrangements of hyperplanes or algebraic varieties of xed degree. In several applications the queries are given o -line and we can batch them in order to speed up the overall computation.
In EGS90], Edelsbrunner et al. give a method for batched point-location which is generalized is Section 4.1 to deal with a vast class of o -line pont location problems. Given n surfaces and m points, we compute properties of the points which depend only on the locations of these points with respect to the arrangement of the given surfaces in expected time O 
Halfspace range searching
A problem intimately connected to the point-location problem is the half-space range searching problem. Given a set S of n points in R d , build a data structure such that, for every query half-space h + , the number of points in S \h + is computed e ciently. This problem is solved in CSW90, Mat91] using partition trees. In a partition tree, each node is associated with a region in R d such that only a fraction of the children intersect the hyperplane h supporting the query half-space. During the query we retrieve the number of points of S within the regions associated with children not intersected by h and we recurse the query on the children intersected by h. Partition trees are quite versatile and they can be used to set up multi-level data structures.
Multi-level data structures
Multilevel data structures are a basic paradigm in computational geometry Meh84]. They are used to search for elements satisfying a complex property. Usually the complex property is split into elementary properties and each elementary property is tested at a speci c level of the data structure. For example, in CSW90, Mat91] sets of points are organized in multilevel partition trees to answer simplex range queries, where each level of the data structure tests the position of the data points with respect to the hyperplane spanning a facet of the simplex. 
Parametric search
In some of the algorithms for nearest neighbor problems on lines we use Megiddo's parametric search technique Meg83, Col87] . Roughly speaking, this technique transforms an algorithm to test a property into an algorithm to nd the minimum value of a parameter for which the property is true, under quite general conditions.
More formally, suppose we have an algorithm P 0 to compute a predicate P(i; t), which depends on an input i and a real parameter t. The algorithm P 0 only uses the parameter t to perform branching tests based on the evaluation of xed degree polynomials which depend on i and t. Moreover, suppose that the predicate P(i; t) is monotone in t, meaning that for increasing values of t it never switches from false to true.
Megiddo's parametric search technique is a method that transforms P 0 into an algorithm P 00 for nding the minimum value of t for which the predicate P(i; t) is true.
As an intermediate step of the transformation we need a parallel version of the program P 0 , which we call P. The parallel time is T P and the number of processors is p. The new algorithm P 00 simulates sequentially P without specifying the value of t. When each of the p processors is stopped at a branching step which requires the evaluation of a polynomial in t we compute all the roots of the polynomials at the branching steps and we sort them. Then we use the sequential algorithm P 0 to perform a binary search on the sequence of roots in order to nd the interval where the minimum value t lies. Once we have this interval we can compute the sign of the branching polynomials at t . The algorithm branches accordingly to these values. The algorithm completes the simulation and determines a nal interval whose left endpoint is exactly t . The total time of the simulation is given by O(pT P +T P 0 T P log p A point in real 3-dimensional space has Cartesian coordinates (x; y; z) and homogeneous coordinates (x 0 ; x 1 ; x 2 ; x 3 ). The relations between the two systems of coordinates are given by the following equations: x = x 1 =x 0 , y = x 2 =x 0 and z = x 3 =x 0 . Two points x = (x 0 ; x 1 ; x 2 ; x 3 ) and y = (y 0 ; y 1 ; y 2 ; y 3 ) in 3-dimensional homogeneous coordinates de ne a line l in 3-space. The six quantities ij = x i y j ? x j y i for ij = 01; 02; 03; 12; 23; 31 are called Pl ucker coordinates of the line l (oriented from x to y). They correspond to the two-by-two minors of the two-by-four matrix formed by the coordinates of the point x (on the rst row) and y (on the second row).
The six parameters are not independent; they must satisfy the following equation (whose solution set constitutes the Pl ucker hypersurface or Klein quadric or Grassman manifold F 2 4
Sto89, Som51]):
: 01 23 + 02 31 + 03 12 = 0 (1) The incidence relation between two lines l and l 0 can be expressed using the Pl ucker coordinates of l and l 0 . Let a 1 ; b 1 (resp. a 2 ; b 2 ) be two points on l (resp. l 0 ) oriented as l (resp. l 0 ). The incidence between l and l 0 is expressed as the vanishing of the determinant of a four-by-four matrix whose rows are the coordinates of a 1 ; b 1 ; a 2 ; b 2 in this order from top to bottom. 
Lines in Space
In a seminal paper CEGS89a] Chazelle, Edelsbrunner, Guibas and Sharir use Pl ucker coordinates to obtain several results on problems involving polyhedral terrains in 3-space.
One of the problems discussed in CEGS89a] is the following: given a set L of n lines in R 3 , build a data structure so to answer e ciently whether a query line l is above every line in L. They give a data structure of size O(n 2+ ) to answer such queries in time O(log n). Since this data structure is the point of departure of the present article from previous work, we discuss it in full detail.
Given two non vertical lines l and l 0 , l is above l 0 if there exists a vertical line meeting both lines, and the intersection with l is above the intersection with l 0 . The objective is to express the above relation in terms of relative orientation. Let us consider the line parallel to l and passing through the point z 1 = (0; 0; 1; 0). The line l 0 is above l if it is "between" l and , therefore we require that:
Thus, we need to check the consistency of two linear inequalities. Let L = fl 1 ; ::; l n g be a set of n oriented lines. And let i be the line parallel to l i and through the point z 1 . Given query line l, we rst test if it is consistently oriented with respect to L, that is if l i = ?1 for all i. For a line l which is consistently oriented the aboveness test reduces to test membership of its corresponding Pl ucker point in the intersection of n Pl ucker halfspaces.
Chazelle et al. also observe that to decide if a line l is consistently oriented it is su cient to project l and L on the xy-plane and to test if the projection of l is clockwise with respect to the projections of all lines in L. Thus, there are 2n ways to orient the lines in L consistently such that any l is consistently oriented exactly for one orientation of L.
3 An incidence problem in 3-space 3.1 Rede ning the above relation
Our rst objective is to rede ne the above relation between lines in a form more suitable for algorithmic applications. We do so by generalizing in a more algebraic context the steps of the algorithm in Section 2.8. Let us x once and for all an orthogonal reference frame in 3-space with unit vectors (~i;j;k) forming a positively oriented triple according to the skew rule. And let (x; y; z) be the coordinates of a generic point in this reference frame.
Given a line l, a vectorṽ, and a line l 0 in R 3 we say that l is above l 0 in directionṽ (namely above(l; l 0 ;ṽ)) if moving l in directionṽ we eventually intersect l 0 .
Whenṽ is a vector parallel to the ?k-axis, we are in the situation described in CEGS89a].
In CEGS89a] the condition for a line to be above another line was given by the relative orientation of the two lines in Pl ucker space and by the relative orientations of the projections of the two lines on the xy-plane. Let ii) Ifṽ 6 = ?k, then we can apply a rigid transformation to our reference frame which takes ?k intoṽ. It is easy to check that such transformation does not change the value of l l 0 and tsp(l; l 0 ;ṽ), therefore we are back to case i) and the lemma is proved.
We say that a line l is above a set L in directionṽ if it is above every line in L, namely above(l; L;ṽ). From Lemma 1 we have: above(l; L;ṽ) =î Proof. We number the lines in L from 1 to n obtaining a sequence of lines L = l i ]. We construct the arrangement A 0 (L) of the hyperplanes in f 0 (l) j l 2 Lg. Consider a cell c of A 0 (L), and a point q 2 c. We de ne as the sign sequence of the cell c the sequence sign( 0 (l) q)jl 2 L]. We build for each region c a Pl ucker polytope using the negated sign sequence c as a guide for choosing the correct side of the Pl ucker hyperplanes.
Let (l 0 ;ṽ) be a query pair. First we locate the cell c in the arrangement A 0 (L) containing p 0 (l 0 ;ṽ). Then, we test for inclusion of the Pl ucker point p(l 0 ) in the Pl ucker polyhedron associated with c.
In order to obtain a space-e cient data structure we use a a plane partition approach to construct the arrangement in P 2 . Using the method in Mat91] we partition the plane into O(r 2 ) regions such that each region is cut by no more than n=r hyperplanes 0 (l). For at most O(n) hyperplanes 0 not cutting through a region c we build a corresponding point-inpolytope query data structure in Pl ucker space at the expense of at most O(n 2+ ) storage (see CEGS89a, Pel90] ). Then we recurse the construction in each region on the hyperplanes cutting through. The storage S(n) needed to construct the data structure satis es the following inequality:
). By choosing r = n for an appropriate value of , and by adding planar point location data structures, we can achieve O(log n) query time. Note that the data structure itself does not depend on any speci c directionṽ.
Corollary 1 Given a set L of n lines, there is a data structure D(L) of . We build the data structure of Theorem 2 reversing the roles of hyperplanes and points in P 2 . For a query line l we can detect e ciently if any line l i stored in the data structure hits l when moved in the associated directionṽ i . This is equivalent to detecting an intersection of l with all the half-planes stored in the datastructure. If a line l hits all the opposite halfplanes de ned by l i and ?ṽ i , then it misses all the halfplanes de ned by l i andṽ i .
The data structure of Corollary 2 is a generalization of the data structure in CEGS89a] which can detect intersections of lines and vertical halfplanes only. A data structure solving the same problem of Corollary 2 is in AM92b].
Triangle intersection queries on segments
Let S be a set of segments in 3-space. We build a multilevel data structure to solve the following problem: count the number of segments in S intersected by a query triangle. The general strategy is the following. Let t be a query triangle and let a (t) be the plane spanning t. The rst level of the data structure detects the segments of S which are intersected by a (t). Those segments meeting a (t) can be extended into full lines without introducing new intersections. The next three levels of the data structure are associated with the three edges of t. For each edge of t we consider the line spanning it and the half-plane of a (t) based on that line and containing t. We select the lines that meet this query halfplane. At the bottom of the multilevel data structures we count exactly the number of segments meeting t. Now we formalize the above strategy and we give bounds on the storage and query time.
Theorem 3 Given a set L of n lines, there is a data structure D(L) of size O(n 4+ ) that in time O(log n), for a query halfplane h, counts the number of lines in L intersected by h.
Proof. We follow the same general approach as in the data structure of Theorem 2. The main di erence is that for each planar region we associate a point-location data structure for the whole zone of the Pl ucker surface in the arrangement of Pl ucker hyperplanes Pel93]. This data structure requires O(n 4+ ) storage and we can locate a point within the Pl ucker arrangement in time O(log n). We prestore in each cell the number of data lines that satisfy the above condition with respect to the line supporting the query half-plane. We solve the same problem recursively on each planar region relatively to the lines such that 0 (l) crosses the planar region. The total storage is O(n 4+ ) and the total query time is O(log n).
Theorem 4 Given n segments there is a data structure of size O(n 4+ ) that counts segments intersected by a query triangle in time O(log n).
Proof. We dualize every segment in S into a double spatial wedge using a standard pointplane duality D Ede87]. Detecting the segments intersected by the plane a (t) is equivalent to locate the dual point D(a (t)) in the arrangement A(D(S)) of the wedges.
When we have obtained the set of segments intersected by a (t) as the disjoint union of sets stored in the rst level of the data structure we can extend the segments into lines without introducing any new intersection.
We consider now t as the intersections of three half-planes in 3-space. In the next three levels of the data structure we store the lines supporting the segments and we build halfplaneline intersection data structures of Theorem 3. At the last level, we can count the number of segments intersecting t. The total storage is O(n 4+ ) as follows from solving a sequence of inequalities similar to (7) and the query time is O(log n).
We can also report the intersections in time O(log n + k), using O(n 4+ ) storage, where k is the output size.
Linear storage and sublinear query time
In the previous section we have reduced the problem of counting the number of segments of S intersected by a query triangle to the problem of locating several query points within several arrangements of hyperplanes (Pl ucker hyperplanes in Pl ucker space or lines on a parametric plane). By doing so we compute e ciently, during the query, the relative position of the points with respect to the hyperplanes stored in the data structure.
As a matter of fact we could have interpreted the data structure as storing points and the query as halfspace range queries. The nal result is the same (i.e. checking the sign of polynomials) but the preprocessing is quite di erent because the data structure can now be constructed using less storage at the expenses of an increased query time.
We can rebuild the whole multilevel data structure of section 3.3 using an half-space range searching approach CSW90, AS91a, Mat91, AM92a] rather than the point-location approach. The half-space range query approaches in CSW90, Mat91] use a point location data structure as a subroutine, and in section 3.3 we have developed such subroutine for the triangle query problem.
When solving the half-space range problem in Pl ucker space we have to take into account the presence of the Pl ucker hypersurface. We have the property that all Pl ucker points are on the Pl ucker hypersurface and all Pl ucker hyperplanes are tangent to the Pl ucker surface. Adapting the analysis of the data structure in Mat91] to this special case and using a result Proof. Assume that we are given a set of polyhedral objects with a total of n edges and a simplex s in 3-space. We have to consider only four collision cases. For each collision case we describe a data structure that answers whether the query simplex s generates a collision of that type.
(i) An object is completely contained in s. We select one arbitrary point of each obstacle thus obtaining a set P of at most n points in R 3 . We build a data structure D 1 for simplex range searching on P using the methods in CSW90, Mat91], which satis es the the stated bound. We use the simplex s to query D 1 . If any point of P is in s then we have a clash of type (i).
(ii) An edge of s meets a face of some object. We take the facets of the obstacles and we triangulate them, obtaining a set T of O(n) triangles in 3-space. We build a data structure D 2 for ray-shooting on T using the method in AS91a] and its improvement in AM92a]. We take for each vertex v of s the rays from v containing the edges of s incident to v. Using the data structure D 2 we determine the rst triangle intersected by each ray. If for some ray the intersection point is closer to v than the second end-point of the segment spanned by this ray, then we have a collision of type (ii). We have a constant number of ray-shooting queries for each simplex s. The preprocessing and the query time are those stated Theorem 5.
(iii) A face of s meets an edge of some object. We take the edges of the obstacles obtaining a set S of O(n) segments in 3-space. We build a data structure D 3 for answering triangleintersection queries, using the method of Theorem 6. In turns we take the facets of s and we count the number of segments intersected by each facet. If we detect some intersection we have a collision of type (iii).
(iv) The query simplex s is completely contained within a polyhedral obstacle. This case is checked by using the data structure D 2 for ray-shooting queries. We take a ray from an arbitrary point of s in an arbitrary direction. If no obstacle is hit the simplex is not contained in any obstacle. Otherwise, we obtain the rst facet t hit by . If locally the ray hits t from the interior of the object containing t, then we have a collision of type (iv). Collision cases (i), (ii), (iii) and (iv) cover all possible collisions between a simplex and a set of polyhedral obstacles.
Neighbor problems for lines in space
To solve neighbor problems on a set of lines in 3-space we use the following general strategy.
Given a set of lines L we build a data structure D(L) that e ciently answers nearest-line queries for any query line l. The second step is to balance the preprocessing time and the query time by batching the queries, which we know in advance, over the data structure D(L).
On an abstract level we can think that a query is a pair (l; L), where l is any line and L a set of lines. Solving the query is equivalent to computing the truth value of a conjunction of several predicates which depend on l and on the elements of L. The data structure D(L) allows us to nd the truth value of many predicates e ciently in an implicit way and therefore allows us to solve the query problem. Once we have the data structure D(L), we can produce its batched version in a quite general way which we call nested batching technique. This technique is a generalization of an approach to batching computations in EGS88]. This technique has been used in several recent papers (e.g. Pel90, AS91b]) where the underlying predicate has only one conjunct. In Pel93] the technique has been used for a formula with two conjuncts. Here we generalize it in an abstract setting for any constant number of conjuncts. is mapped to a point or to a surface. We call the point and the surface dual to one another.
The nested batching technique
The following conditions must be also satis ed: ). Conditions (I) and (II) can be rephrased requiring that there is a 1=r-cutting of a certain size for the arrangement of surfaces (see Aga91] for a survey on cuttings). To be more precise we require a cutting covering the portion of space where the query points are con ned. If we do not have any condition on the points then the whole space must be covered. If the points are constrained to lie on a surface or within a convex polyhedron, only the surface or the polyhedron must be covered. . We dualize points and surfaces at level j, and we compute the partition (II) for a constant value of r. For each cell of the partition we have a set of n points contained it and a set of m surfaces cutting through. By the property (II), m cm=r log r for some constant c. For each cell the relative sign of the points in and the surfaces outside is similar for each point in . This implies that in time O(m) we can determine for all points in and for most surfaces the truth value of the predicate associated with the j-th level. For the surfaces intersecting we proceed recursively. Let T j (m; n) be the time needed to compute jC j (B; A)j From the above discussion T j (m; n) satis es this recurrence:
The following is the main theorem of this section:
Theorem 8 Proof. The proof is an induction on j and n inspired by similar argument is in EGS88]. For j = 0, C 0 = TRUE is satis ed by nm pairs. The product is computed in constant time. We consider j > 0 and we use the inductive hypothesis on T j?1 . Equation (8) ), and use inequality 10. We obtain
Now we eliminate the summation using rst the bound on m i and then the H olderMinkowsky inequality Mit70]. Corollary 3 It is possible to report the set C k (A; B) in time T k (m; n) + jC k (A; B)j. Corollary 4 Under the assumption that the cuttings at (I) and (II) for a constant value of r can be computed in parallel using polylogarithmic time and linearly many processors, then jC k (A; B)j can be computed in parallel using O(T k (m; n)) processors and polylogarithmic parallel time.
Proof. The algorithms of Lemma 3 and of Theorem 8 are based on taking a sample of the surfaces and computing a cutting. For each cell in the cutting we nd the points within the region, the surfaces intersecting the region and the surfaces on the positive side of the region. Corresponding to every phase of the sequential algorithm we allocate a processor for each pair point-region and for each pair surface-region. In constant time we can determine the input to the next phase. The number of processors we use is bounded by the number of pairs, which in turns is bounded by the sequential time. The parallel time is bounded by the number of phases of the sequential algorithm. This fact, with the hypothesis that we can compute cuttings in polylogarithmic time, gives us a total polylogarithmic query time.
If we use Clarkson's random sampling techniques Cla87] to compute the cuttings at (I) and (II) then it is easy to check that constant parallel time and a linear number of processors is su cient for the construction.
Finding the shortest vertical segment
We apply the general nested batching technique to the problem of nding the minimum length vertical segment whose end-points are on two distinct lines of L. The di erence between Theorem 9 and the result discussed in Section 2.8 is a subtle but important one. The data structure is based on locating Pl ucker points of the query line in a given Pl ucker polytope formed by the hyperplanes associated with the data lines in L. The point location data structure is built by taking a random sample of the hyperplanes and by triangulating the interior of the resulting polytope. In order to obtain the result of section 2.8 any triangulation would do. For the result of Theorem 9 Chazelle et al. carefully devise a triangulation so that, for every "triangle" produced, any Pl ucker point in the "triangle" would hit the same line in the random sample when translated downward. During the point location query we collect at most a logarithmic number of candidate data lines. Then in extra logarithmic time we select the data line immediately below the query line.
First we establish the following theorem:
Theorem 10 Given a set L of n lines in R   3 and any > 0, we can preprocess L into a data structure whose storage is O(n Proof. Using a data structure similar to that of Theorem 3, we can determine for a query line the lines in L above and below it. For these lines, which are represented as a disjoint union of canonical sets we apply the result of Theorem 9. We obtain a data structure that Proof. We divide the set of lines L into two sets L 1 and L 2 of roughly equal size. We solve the problem recursively for the two sets and then we consider the bichromatic problem (i.e. nding the minimum distance between a line in L 1 and a line in L 2 ). The total complexity is dominated by the solution for the bichromatic case.
We now apply the nested batching technique of Section 4.1 to the data structure of Theorem 10 (Corollary 3). L 1 is used as our data set of lines, L 2 as the query set for the algorithm of Theorem 10.
At the rst level of the data structure we have to compute the predicate tsp(l; l 0 ;ṽ), whereṽ is the vertical direction. The characteristic dimension of this test is d 1 = 1 (the vectorṽ is xed). At the second level we locate Pl ucker points in an arrangement of Pl ucker hyperplanes. From results in APS93] we have characteristic dimension for this test d 2 = 4. At the last level we use the special cutting of Theorem 9 with characteristic dimension d 3 = 2. At the last level, by locating the Pl ucker points within the regions of the cutting we are able to nd also the closest data line.
By applying the nested batching method to the data structure of Theorem 10 we would like to obtain for each line in L 1 the line in L 2 with the shortest vertical segment. Unfortunately the batched nested method does not quite produce such set of pairs.
At the second level of the algorithm we have sets of Pl ucker hyperplanes H(M ) and sets of Pl ucker points P(N ) such that the relative orientation is known and uniform (i.e. all lines in M are above all lines in N ). By batching the algorithm of Theorem 9 on M as data and N as points we obtain a set Q of pairs of lines, where each line in N is associated to the line in M immediately below. But, in order to use the nested batching technique, we must sometimes ip the roles of data and queries. Reversing the role of M and N we obtain a set of pairs Q 0 . The two sets Q and Q 0 can be very di erent one from the other. On the other hand if (l; l 0 ) 2 Q is the pair of lines with minimum connecting vertical segment, then (l 0 ; l) is an element of Q 0 and it is the pair of lines with minimum connecting vertical segment in Q 0 . Reversing the role of the two sets of lines we do not loose the information about the minimum connecting segment and the algorithm produces the correct answer. The time bound follows from Theorem 8.
We now extend the result of Theorem 11 to segments. It is enough to solve the bichromatic version of the problem where we are given two sets of segments R (red) and B (blue). The main idea is to nd a set of pairs of sets (R ; B ) with the following properties: a) For every , R R and B B. b) Every pair of red, blue segments whose xy-projections intersect is represented in one and only one pair . c) The xy-projection of every segment in R intersects the xy-projection of every segment in B .
For each pair we can safely extend the segments into full lines without introducing new vertical segments. We use the result of Theorem 11 on each pair and pick the minimum among the partial results.
In order to nd such set we need a few auxiliary de nitions. Given a segment s on the plane, let l s be the line supporting s, rhp(s) the right endpoint and lhp(s) the left endpoint. Slope(l) is the slope of line l. Proof. We build a multilevel data structure using the nested batching technique in order to nd pairs of red-blue segments whose xy-projection satis es the properties of Lemma 6 and Lemma 7. At the rst level we compare the slopes of the segments. This gives us a test of characteristic dimension d = 1. Once we have groups of segments whose relative slope is uniform we can test at the next levels the above/below relations using standard point/line duality in dimension d = 2. At the last level we obtain pairs of sets of segments (blue and red) such that all red segments meet all blue segments. We can extend the corresponding red-blue segments in 3-space into full lines without introducing any new and potentially dangerous candidates for the minimum vertical connecting segment test. At the last level we therefore add a data structure similar to those of Theorem 11. The characteristic dimension of the whole data structure is therefore dominated by d = 4. The time bound derives from the application of the nested batching technique of Theorem 8.
Finding the longest vertical segment
Suppose we want to nd the longest among the vertical segments connecting two lines in L.
Although this problem has a formulation similar to nding the shortest vertical segment, we obtain an asymptotically faster algorithm.
Theorem 12 Given a set L of n lines in R 3 , the maximum length vertical segment connecting two lines in L can be found in O(n 4=3+ ) randomized expected time.
Proof. We partition L into two subsets L 1 , and L 2 of equal size and we solve the problem recursively in each set. It is thus enough to solve the bichromatic case. Suppose without loss of generality the pair (l 1 ; l 2 ), with l 1 2 L 1 and l 2 2 L 2 , achieves the maximum and moreover l 1 is above l 2 . Let be the value of the maximum. If we shift every line in L 1 downward of a distance , we obtain a new set L 0 1 . From the fact that is the maximum distance follows that every line in L 0 1 is below every line in L 2 . The two sets L 0 1 and L 2 satisfy the towering property (see CEGS89a]) which can be tested in O(n 4=3+ ) randomized expected time. This algorithm can be seen as a special instance of the nested batching technique of Section 4.1. In this case we have a rst level to test the tsp condition with characteristic dimension d 1 = 1 and a second level to test the relative orientation with characteristic dimension d 2 = 2.
The algorithm for testing the towering property can be used as the oracle of Megiddo's parametric search method. A parallel version of the oracle can be devised using the inherent tree-structure of the nested batching scheme of section 4.1, as shown in Corollary 4. We obtain logarithmic parallel time using no more than O(n 4=3+ ) processors. The parametric search approach allows us to nd the value of which is the maximum bichromatic distance.
The result of Theorem 12 extends, with the same time bound, to sets of segments, since the characteristic dimension of each level is no more than d = 2, as follows from Lemma 6 and 7 and from the algorithm to test the towering property CEGS89b]. T(n) 2T (n=2) + T 0 (n=2; n=2) where T 0 (n; m) is the time su cient to solve the bichromatic version of the problem (i.e. nd the shortest segment connecting a \red" line with a \blue" line).
Finding the shortest segment
Let us denote as P 0 (R; B; t) the program that, given a set R of red lines and a set B of blue lines, counts the number of red lines at distance less than t from any blue line. Clearly P 0 (R; B; t) is monotone in t. Using a method in Pel93] we can easily check if P 0 (R; B; 0) = 0. Finding the shortest bichromatic distance is equivalent to nding the minimum value of t such that P 0 (R; B; t) > 0.
The oracle
In this subsection we give the algorithm underlying the program P 0 (R; B; t). The problem of counting pairs of lines within distance t can be seen as the problem of counting the number of intersections among the set R of lines and the set B 0 of cylinders of radius t whose axes are lines in B.
Lemma 8 Given a set of n lines and a set of m cylinders of the same radius, there is an algorithm that counts all line-cylinder intersections in time Proof. The algorithm of Lemma 8 (based on the data structure in CEGS89b]) and on the nested batching technique has a tree structure of logarithmic depth. It is relatively easy to transform the sequential algorithm into a parallel algorithm using corollary 4, as required by Megiddo's technique.
The oracle used in Theorem 13 is a counting oracle which counts the number of intersections. In order to solve the closest line problem is su cient for the oracle to test whether the number of incidences is greater than 0. It is likely that such an algorithm can attain a better asymptotic bound than the counting oracle. Such improved bound would imply a faster algorithm for nding the closest line. The improved time bound of CEGS92] is based on a similar observation.
Conclusions and open problems
Solving problems on lines in 3-space is often a necessary ingredient for solving problems on sets of polyhedra in 3-space. In this paper we solved an on-line intersection query problem for lines and half-planes in 3-space, which is an essential ingredient of a fast method for collision-free placement queries amidst polyhedral obstacles in 3-space. In the same spirit, we gave algorithms for solving a few neighbor problems on lines in 3-space. Here are a few open questions: Is it possible to extend the solution of neighbor problems of lines to segments and polyhedra? How can we combine neighbor information and collision free placements to plan a collision-free movement of a polyhedral object in a polyhedral environment? Is it possible to have a dynamic (under insertions and deletions) version of the data structure of Theorem 7? An initial result in the direction of solving this last question is in AM91].
