We examine the problem of detecting negative cycles in a dynamic graph, which is a fundamental problem that arises in electronic design automation and systems theory.
INTRODUCTION
Several problems in circuits and systems theory require the solving of constraint equations [I, 2, 31. Examples include VLSI layout compaction, computing maximum operational speed of circuits, and performance analysis of interactive (reactive) systems. Several problems of interest actually consist of the special case of difference constraints (each constraint expresses the minimum or maximum value that the difference of two variables in the system can take). These problems can be attacked by faster techniques than linear programming, such as by solving a shortest path problem on a weighted directed graph. A related problem is the detection of negative cycles in the graph, which would indicate in-feasibility of the corresponding constraint system. Considerable effort has been spent on finding efficient algorithms for negative cycle detection. Cherkassky and Goldberg [ l] have performed a comprehensive survey of existing techniques. Their study shows some This research was supported in part by the US National Science FountAlso with the University of Maryland Institute for Advanced Comdation Grant M734275 and NSF NYI Award MIP9457397 puter Studies.
interesting features of the available algorithms, e.g. for a large class of random graphs, the worst case performance bound is far more pessimistic than the observed performance.
There are also situations in which it is useful or necessary to maintain a feasible solution to a set of difference constraints as a system evolves. Typical examples of this would be real-time or interactive systems, where constraints are added or removed one (or several) at a time, and after some modifications, it is required to determine whether the resulting system has a feasible solution and if so, to find it. In these situations, it is often more efficient to adapt existing information to aid the solution of the constraint system. In the area of computer-aided system design, it is often easy to cast the problem of design space exploration in a way that benefits from this approach.
Several researchersI4, 5, 61 have worked on the area of incre-~C J Z~C Z I compirtatioiz. They have presented analyses of algorithms for the shortest path problem and negative cycle detection in 3-JlCZJnk graphs. These approaches have focussed on the incremental (single change) problem and cannot be extended to take advantage of multiple changes being made at the same time.
In this paper, 'we present an approach which generalizes the adaptive approach beyond single increments: we address multiple changes being made to the graph simultaneously. This solution is based on enhancing the Bellman-Ford algorithm for shortest paths, and is, to our knowledge, the first algorithm to attack the multiple change problem. We present simulation results comparing our method against the single-increment algorithm proposed in [?I. some sample applications requiring the solving of difference constraint problems, which therefore benefit from the application of our technique. We show how the ABF technique can be used to derive a fast implementation of Lawler's algorithm for the problem of computing the maximum cycle-mean (MCM) of a weighted directed graph. We present experimental results comparing this against Howard's algorithm [7, 31. which appears to be the fastest algorithm available in practice. We find that for graph sizes and node-degrees similar to those of real circuits, the ABF-based algorithm often outperforms Howard's algorithm.
We also present a search technique to compute efficient schedules for iterative dataflow graphs, that uses the adaptive negative cycle detection algorithm as a subroutine. We illustrate the use of this local search technique by applying it to a problem from highlevel synthesis, namely resource constrained scheduling for minimum power in the presence of functional units that can operate at multiple voltages.
In Section 2, we present our enhancements to the BellmanFord algorithm that enable it to work on multiple changes to a graph efficiently. Section 3 compares our algorithm against existTo illustrate the advantages of our adaptive approach, we present V-163 
delete subtree rooted at ' U if U was in the subtree deleted above then make w a child of U. {constructing subtree} return {completed: dist satisfies constraints} Q1 t Q2,QZ e q5 ing alternatives. Section 4 then gives details of the applications mentioned above. and presents some experimental results. Finally, we present our conclusions and examine areas that would be suitable for further investigation.
THE ADAPTIVE BELLMAN-FORD ALGORITHM
In this section, we propose our extensions to the Bellman-Ford algorithm which allow us to handle multiple changes adaptively.
We first note that the problem of detecting negative cycles in a weighted directed graph (digraph) is equivalent to finding whether or not a set of difference inequality constraints has a feasible solution. To see this, observe that if we have a set of difference constraints of the form z2 -z3 5 b,, we can construct a digraph with vertices corresponding to the zcz, and an edge ( e t J ) directed from the vertex corresponding to T* to the vertex for zJ such that uieight(e,,) = b,, . This procedure is performed for each constraint in the system and a weighted directed graph is obtained. Solving for shortest paths in this graph would yield a set of distances dist that satisfy the constraints on z, . This graph is henceforth referred to as the corzstroirzt graph.
The usual technique used to solve for dist is to introduce an imaginary vertex .PO to act as a source, and introduce edges of zeroweight from this vertex to each of the other vertices. In this way, we can use a single-source shortest paths algorithm to find dist from $0, and any negative cycles (infeasible solution) will occur only in the original graph, since the new vertex and edges cannot create cycles. This graph is referred to as the aiigrnerited graph [ 2 ] .
The algorithm for adaptive negative cycle detection presented in Alg. 1 is an adaptation of Tarjan's subtree disassembly method for negative cycle detection in static graphs [I] . We henceforth refer to this modified algorithm as the "Adaptive Bellman-Ford algorithm" or ABF algorithm, to stress that it adapts a solution to the original graph to obtain the solution to the constraints corresponding to the altered graph. The enhancements to the basic algorithm are in lines 2-6. This code initializes the set of active vertices to those involved in a constraint violation. By retaining information across calls to the routine, the computation here can be much less than when we start from scratch. After this, the normal operation of the Bellman-Ford algorithm follows. Because of the generality of the idea, other algorithms can also be used with the adaptive enhancements. Also, in most applications, it is possible for the higher level application to pass information to the routine that helps it to find those edges where a change has occurred, thus further saving some computation, though this will not change the overall complexity of the algorithm (the complexity is dominated by the actual negative cycle detection computation).
COMPARISON AGAINST OTHER APPROACHES FOR DYNAMIC GRAPHS
We compare the ABF algorithm against (a) the incremental algorithm developed in [2] for maintaining a solution to a set of difference constraints (referred to here as the RSJM algorithm), and (b) a modification of Howard's algorithm [7] . since it appears to be the fastest known algorithm to compute the cycle mean, and hence can also be used to check for feasibility of a system. Our modification allows us to use the adaptive technique to reduce the computation in this algorithm. Note that the RSJM algorithm from [2] uses Dijkstra's algorithm as its core routine. This implies that it cannot in principle be extended to handle multiple changes in the way that we have done with the Bellman-Ford algorithm. We have used the implementation of Howard's algorithm from the authors of [7] , and have tnl;en into account the modifications suggested by Dasdan 131.
We have restricted our attention to sparse graphs, or bnitrzded degree graphs. In particular, we have tried to keep the vertex-toedge ratio similar to what we may find in practice, as in. for example, the ISCAS benchmarks. Such graphs are relevant because real circuits tend to have properties like bounded fanout and small numbers of inputs. which result in graphs of small bounded degree.
We have implemented all the algorithms under the LEDA [SI framework for uniformity. The tests were run on random graphs. with several random variations perfomied on them thereafter. A "change" to the graph under consideration involved either addition or deletion of an edge. or changing the weight of an existing edge. We refer to such changes as "edge-change operations". Note that modifying a vertex can affect several edges. It is because of this that we restricted our focus to edge changes so that we could control the number of changes. We use the term "batch-size" to refer to the number of changes in a multiple change update. This is a useful parameter to understand the performance of the algorithms. Figure 1 shows a comparison of the running time of the 3 algorithms on random graphs. The graphs in question were randomly generated and had 1,000 vertices and 2.000 edges each. A sequence of 10.000 edge change operations (as defined above) was applied to each of them. Each point in the plot corresponds to an average over 10 runs using randomly generated graphs. The X-axis shows the batch-size ("granularity" of changes). Note that the delayed update feature is not used by algorithm RSJM. which uses the fact that only one change occurs per test to look for negative cycles. As can be seen, the algorithms that use the adaptive modifications benefit greatly as the batch size is increased, and even among these, the ABF algorithm far outperforms Howard's algorithm. This is because the latter actually performs most of the computation required to re-compute the maximum cycle-mean from scratch, which is far more than necessary. Figure 2 shows a plot of what happens when we apply 1000 batches of changes to the graph, but alter the number of changes per batch. so that the total number of changes actually varies from 1000 to 100.000. As expected, RSJM takes total time proportional to the number of changes. But the other algorithms take nearly constant time as the batch size varies. The overall performance for the adaptive algorithm is dominated by overhead corresponding to the bookkeeping operations. By reducing the number of updates in the adaptive computation, the run-time for the adaptive algorithm is almost constant. However, as may be expected, as the batchsize increases asymptotically, the run-time of the ABF algorithm also starts to increase, and when the number of changes is of the order of the number of edges, it becomes equivalent to computing negative cycles from scratch.
APPLICATIONS
In this section, we present two applications that make extensive use of algorithms for negative-cycle detection. In addition, these applications also present situations where we encounter the same dynamic graph with sequences of small modifications -either in the edge-weights (sec. 4.1 ) or in the actual addition and deletion of a small number of edges (sec. 4.2). As a result, these provide good examples of the type of applications that would benefit from the adaptive solution to the negative cycle detection problem.
Maximum Cycle Mean computation
The first application we consider is the computation of the Maximum Cycle-Mean (MCM) of a weighted digraph. This is defined as the maximum over all directed cycles of the sum of the arc weights divided by the number of "delay" elements on the arcs. This metric plays an important role in discrete systems and embedded systems [3, 91, since it represents the greatest throughput that can be extracted from the system. There are also situations where it may be desirable to recompute this measure several times on closely related graphs, for example for the purpose of design space exploration. The first extensive study of algorithmic alternatives for this problem has been undertaken by Dasdan et al.
[3]. This study concluded that the best existing algorithm in practice for this problem appears to be Howard's algorithm, which, unfortunately, does not have a known polynomial bound on its running time.
To model this application, the edge weights on our graph are obtained from the equation ueight(w. + v) = deZny(e) x Pezec_time(u) where uieight(e) refers to the weight of the edge e : U + U , deZny(e) refers to the number of delay elements (flip-flops) on the edge, ezec_ti7ne(u) is the propagation delay of the circuit element that is represented by the vertex, and P is the desired clock period that we are testing the system for. In other words, if the graph with weights as mentioned above does not have negative cycles, then P is a feasible clock for the system. We can perform a binary search in order to compute P to any precision we require. This approach is attributed to Lawler [ 101. Since computing power is cheaply available now, it is increasingly worthwhile to employ extensive search techniques for solving NP-hard design problems such as scheduling. An efficient adaptive negative cycle detection algorithm can make this process more profitable. We have demonstrated this by employing our ABF algorithm within the framework of a search strategy for multiple voltage scheduling. We have exanlined the scheduling formulation addressed by Snrrafzadeh and Raje [I I] to illustrate this. The problem is to schedule the graphs on a fixed architecture where a 5V adder takes 1 unit of time to execute, a 2V adder takes 2 units, and a multiplier takes either 1 unit or 2 units depending on the application. It is assumed that power consumed is proportional to If2, so scheduiing vertices on a 3.3V resource reduces the power consumption. We have attacked this problem by first scheduling each actor on its own resource, and then iteratively increasing resource sharing while maintaining a valid schedule till the resource constraint is met.
We have used only this schedule modification method, namely migrating vertices across processors. Further refinements could take into account the influence that a very basic search would have and try to implement some look-ahead. Already, the results match and even outperform that obtained in [ 1 I]. In addition, the ABFbased method has the benefit that it can h'andle any number of voltages/processors, and can also easily be extended to other problems, such as homogeneous processor scheduling [12] . Table 2 shows the power-savings that were obtained on the examples from [ 1 I]. S and R power saving indicates the power savings quoted in [ 1 I], while ABF power savings refers to the results obtained using the ABF-based scheduling approach. T is the overall timing constraint (the maximum iteration period bound that we are aiming for).
CONCLUSIONS
We have introduced an adaptive approach (the ABF algorithm) to negative cycle detection in dynamically changing graphs. Our technique explicitly addresses the common, practical scenario in which negative cycle detection must be periodically performed after intervals in which a small number of changes are made to the graph. We have shown by experiments that for reasonable sized graphs ( 10.000 vertices and 20.000 edges) our algorithm outperforms the incremental algorithm described in [2] even for changes made in groups of as little as 4-5 at a time.
We have also shown how our adaptive approach to negative cycle detection can be exploited to compute the maximum cycle mean of a weighted digraph, which is a relevant metric for many problems in the design and analysis of circuits and systems. We have compared our ABF-based MCM computation technique against the most efficient alternative, which is Howard's algorithm. We have shown that the ABF-based technique outperforms Howard's algorithm for sparse graphs which are commonly found in real circuits.
