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ABSTRACT 
We present novel optics and head-mounted display (HMD) pro-
totypes, which have the widest reported field-of-view (FOV), 
and which can cover the full human FOV or even beyond. They 
are based on lenses and screens which are curved around the 
eyes. While this is still work-in-progress, the HMD prototypes 
and user tests suggest a feasible approach to significantly expand 
the FOV of HMDs. 
Index Terms — Head-mounted displays, field-of-view, vir-
tual reality, 360° video, 3D interaction, visualization 
1. INTRODUCTION
Dioramas and stereoscopic image pairs have immersed the gen-
eral public in imagery since the early 19th century [28]. Numer-
ous stereoscopic and 3D displays try to imitate reality [4].  
Sutherland implemented the first head-mounted display 
(HMD) employing 3D graphics and head tracking [27]. HMDs 
are used to view synthetic computer graphics, virtual reality 
(VR) and cinematic, spherical 360°(horizontal)´180°(vertical) 
video (360° video). Such personal immersive displays have gen-
erated significant interest in the media and among the general 
public, and they have recently become feasible and affordable 
for consumer use. Smartphone-based VR viewers are increasing-
ly used for VR.  
A wide field-of-view (FOV) can improve the sense of im-
mersion, presence and performance in some tasks in virtual envi-
ronments. Currently popular HMDs have limited FOV (e.g., 
Oculus Rift ~80°´90°, HTC Vive ~100°´110°, Microsoft Holo-
Lens ~30°´ 17°), even though there are some HMDs with wider 
FOV. The natural human FOV is still much wider (~210°´135°). 
Usually both the lenses and the screens on an HMD are es-
sentially flat. Wide-angle optics for flat displays presents a seri-
ous design challenge. Recent advances in display technology 
(e.g., flexible OLED) have reduced the problem of low resolu-
tion and they can bring also other new opportunities for HMDs. 
Our contribution in this paper is to demonstrate improved 
super-wide FOV optical designs. We tested them with users, and 
also built functional proof-of-concept prototypes of super-wide 
FOV HMDs. One of them has the widest reported FOV.  
As a base, we use the idea by Rakkolainen et al. [22], which 
employs curved screens and curved lenses around the eyes. It 
can use flexible OLED or other curved displays, and thin Fresnel 
lenses or holographic optical elements (HOE) as lenses. The pro-
totypes presented in this paper show that the idea can be used for 
the peripheral areas of the human vision and for wide-FOV 
HMDs.  
We  first  present  issues  of  wide  FOV  and  previous  wide-
FOV HMDs, then present our HMD prototypes and user tests, 
discuss their limitations and potential improvements, and finally 
give some conclusions.  
2. WIDE FIELD-OF-VIEW
The precision area of human vision (foveal vision) is just a few 
degrees wide, but as the gaze can move around, humans perceive 
as if it were larger. Most of the time humans direct gaze towards 
the front, not to the low-precision extreme sides (peripheral vi-
sion). Also, binocular vision, color vision, light sensitivity and 
the ability to perceive shape and motion vary across the visual 
field. 
Wide-FOV displays convey peripheral information, im-
prove orientation, situational awareness, object avoidance and 
performance in some tasks and are generally preferred by audi-
ences. They also have an impact on perceptional issues, such as 
distance judgment, motion sickness, nausea and others [2], [16], 
[20], [13], [23], [24]. Even though super-wide FOV is generally 
conducive to simulator sickness, the FOV itself is not a problem, 
as the natural human FOV attests, but rather the insufficient im-
plementation of current HMDs and conflicts of various sensory 
stimuli. 
Interaction with VR and 360° video content is limited and 
difficult [25], partly because the FOV is fairly limited. Full-sur-
round display spanning the entire human FOV is an under-ex-
plored topic since there are currently few VR headsets that can 
support most of it. A recent study simulated HMD FOVs in user 
testing in the fully immersive, spherical Allosphere virtual envi-
ronment. It shows that people complete tasks faster with full hu-
man FOV than with a limited FOV [24]. 
3. PREVIOUS WIDE-FOV HMDS
VR headset design consists of many trade-offs between optical 
and electronic elements and their impacts on HMD properties 
[9]. Many requirements and parameters for an HMD need to be 
balanced; e.g., wide FOV and high resolution are contradictory 
goals, as a wide FOV distributes the available pixels over a wid-
er angle, reducing their spatial resolution. Other parameters are 
exit pupil size, latency, weight, price, etc. 
Hundreds of HMDs (commercial and military products, ac-
ademic prototypes and do-it-yourself devices by enthusiasts) 
have been published. Academic surveys show the multitude of 
the devices and various designs [7], [15]. Bungert [6] and Spec-
out1 maintain lists of numerous past and present HMDs. HMDs 
are currently being developed by companies such as Microsoft, 
Facebook, Google, Sony, Samsung, Magic Leap, etc. Also multi-
sensory HMDs have been proposed, e.g., mid-air tactile feed-
back [26], vibrotactile HMDs [18] and FeelReal VR Mask2.  
LEEP optics [11] was the first feasible way to deliver wide 
FOV for HMDs. Since then several wide-FOV HMDs have been 
proposed, e.g., FakeSpace Wide53. Baek et al. [3] attached LCD 
displays to the peripheral areas of an HMD without any optics. 
1 http://virtual-reality-headsets.specout.com/ 
2 http://feelreal.com/ 
3 http://www.fakespacelabs.com/Wide5.html 
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Oculus Inc. founder Palmer Luckey has built a 270° FOV 
HMD4. Tiled displays merge numerous lenses and micro-
displays seamlessly in order to increase FOV without reducing 
resolution [5], [8]. Other examples are StarVR5 and VRUnion 
Claire 12M6, which use flat Fresnel lenses for wide FOV. 
Usually HMDs use flat screen and flat optics, but it is then 
difficult to obtain wide FOV. Some HMDs use curved mirrors or 
prisms (e.g., [14], [17]), but the image source is not curved. Roy-
ole7 uses flexible OLEDs on their HMDs. Wearality Inc. makes 
custom wide–FOV Fresnel lenses for smartphone VR viewers8. 
Rakkolainen et al. [22] has presented a super-wide optical de-
sign, which curves both lenses and screen seamlessly around the 
eyes (see Figure 1). Curved Fresnel lenses for HMDs are men-
tioned also in some patent applications, e.g., US2012/0120498, 
US2015/049390, WO2015/077718 and US2012/120498. 
 
 
 
Figure 1. The basic idea of curved wide-FOV design [22] 
Other approaches for wide-area vision are to compress a 
wide FOV image to fit it into the FOV of an HMD [1], [19] or to 
augment parts of it to the natural FOV [10], or to amplify the 
head movement [12].  
4. WORLD’S WIDEST FOV FOR HMD 
We explore further the feasibility of the curved Fresnel optics for 
HMDs [22]. A typical bulk Fresnel lens works as a flat magnifier 
for a flat surface. We however curved the lens around the eyes. 
The optimal curvature of the lens appears to be perpendicular to-
wards the line of sight. As humans have two eyes, we made the 
Fresnel lenses to be fairly flat towards the front of the head, and 
more curved towards the sides. The side views do not need to be 
stereoscopic due to properties of the human vision. 
For our super-wide-FOV prototypes, we used a stack of two 
bulk quality Fresnel lenses for each eye, which functioned prom-
isingly. If the lenses of focal lengths f1 and f2 are thin, the com-
bined focal length f of the stacked lenses is given by the basic 
lens equation: 
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The lenses are made of flexible optical PVC plastic (100 ´ 
89  mm,  f=120  mm,  groove  pitch  0.3  mm,  thickness  0.4  mm).  
The optical centers of the lenses were matched with forward 
direction of each eye. The eye distance from the Fresnel lens is 
about 25 mm.  
The VR mask has a nominal FOV of 232°´130° (266° diag-
onal), which exceeds the human FOV. The effective FOV is 
limited by the anatomy of human eye and head, as nose, cheeks, 
eyebrows, etc., block the most extreme peripheral views. Though 
the  VR mask  prototype  is  fairly  compact,  it  is  pragmatic  to  re-
duce the FOV, lenses and screens slightly for typical use. 
The lens frame touches the skin (nose, eyebrow ridge and 
cheek). The weight of the lens construction is 40g. Figure 2 
shows the super-wide-FOV curved Fresnel VR mask prototype 
without image planes. 
                                                                                                     
4 http://www.roadtovr.com/oculus-rift-creator-built-120-and-270-degree-fov-hmd-prototypes/ 
5 http://www.starvr.com/ 
6 http://vrunion.com/ 
7 http://www.royole.com/ 
8 http://www.wearality.com/wearalitysky/ 
 
 
Figure 2. Super-wide-FOV curved Fresnel mask prototype 
Fresnel lenses have a black-out effect that occurs if the 
viewing angle is too acute, but our prototype design avoids such 
extreme viewing angles. The far side areas of the screen have 
small optical distortions, but that is not an absolute impediment, 
as the human eye cannot see there easily or with high precision.  
Flexible OLED displays, other curved displays, or projec-
tion with pico projectors would be good options for the curved 
image plane. Flexible OLED displays are not generally available 
at this point, and as our focus was on the feasibility of the optical 
idea, we simulated the curved image plane with images printed 
on curved paper or with three smartphones at 40° angles (see 
Figure  5).  They  were  in  focus  at  about  45  mm  away  from  the  
stacked lenses. 
The image quality (resolution, colors, etc.) is well preserved 
in all directions, and the quality is promising, considering that 
this was a proof-of-concept prototype with little custom design 
and with low-cost bulk components. To illustrate the achieved 
image quality, we took photographs from the eye position 
through the lens towards various directions (see Figure 3).  
 
   
 
Figure 3. Pictures from the eye position towards front and 65° to the side 
The user cannot see precise images in the peripheral area, 
but this is more vision-limited than optics-limited. The screen 
resolution does not need to be high in the peripheral areas, which 
also eases requirements on peripheral rendering and optics. Even 
peripheral lights without any image can improve perception and 
reduce motion sickness [13], [29].  
We tested the super-wide FOV with stereoscopic Cardboard 
VR  apps  on  an  LG  G39 smartphone, which has a 5.5” screen 
with a resolution of 1440´2560 pixels (515 ppi). The smart-
phone screen and also the Fresnel lenses in the front are fairly 
flat. The stereoscopic images for each eye matched quite well 
and provided stereoscopy in the same way as with any VR view-
er. The screen area at front near the nose appeared slightly out of 
focus for each eye, but the rest of it was in focus.  
We also extended the side lenses (see Figure 4 left) and cre-
ated an extreme FOV (318°´130°; 343° diagonal), which far 
exceeds the human FOV. It has the widest reported FOV, even 
though the excess beyond human FOV is not usable.  
                                                                                                     
9 http://www.lg.com/us/mobile-phones/g3 
   
 
Figure 4. Left: World’s widest FOV (343° diagonal). Right: Fresnel 
lenses curved around safety glasses (FOV: 293° diagonal) 
5. USER EXPERIMENT OF OPTICS 
Rakkolainen et al. [22] made a legibility user test with their VR 
glasses.  In  order  to  compare  our  VR mask  (Figure  2)  and  their  
glasses, we made similar VR glasses. We stacked two lenses 
(114´60 mm) for each eye, and attached them to frameless safe-
ty glasses (see Figure 4 right). This FOV of 272°´110° exceeds 
the  human  horizontal  FOV  and  is  close  to  vertical  FOV.  We  
constructed varying optical prototypes, and the VR mask and the 
VR glasses were the most promising ones. 
We conducted a user test with 10 participants (4 female, 6 
male; 25-49 years old; mean age: 37; normal vision). The image 
plane was a sheet of printed paper with random numbers at 8 pt 
font size at 10° intervals in two lines at the horizontal center. It 
was attached to a curved face-shield on a table and was well lit. 
With the optics in front of the eyes, we asked the participants to 
close the left eye and to position their head to the correct focus 
distance, with the right eye pointing directly to the center. They 
then read the numbers as far to the right as they could. Head 
rotation was not allowed, but eye rotation was allowed.  
The participants could read the numbers up to about 35°-
60° (mean 50°) to the side. There was some difference between 
the prototypes. The VR mask seemed to provide a slightly better 
legibility and clarity than the glasses. The participants could read 
the numbers with it in average 10° wider to the side than with 
the glasses. All participants except two also had the opinion that 
the VR mask was either slightly or clearly better than the VR 
glasses in terms of optical clarity to all directions.  
The specifications of the lenses on both the VR mask and 
the glasses are identical, apart from their size. One possible rea-
son for the better perceived results of the VR mask may be due 
to some construction details such as the lens curvatures, which 
are slightly different between the VR mask and the glasses.  
6. A FUNCTIONING WIDE-FOV HMD 
We constructed a functioning HMD prototype. As lenses, we 
tested both the VR mask and the VR glasses, and approximated a 
curved screen by using three smartphones (LG G3), one in front 
and two on the sides at 40° angles (see Figure 5). The flat image 
planes do not focus perfectly with the curved lenses, but they 
give an insight on the feasibility of the idea. The prototypes cov-
ered the full human horizontal visual field, but it has gaps of 
about 15° between the front and peripheral smartphones due to 
the screen frames. Fresnel lenses are also prone to stray light, so 
an HMD frame should be covered. Internally, adjacent screens 
may cause some glare on the lenses if not properly designed.  
The frontal image was fairly clear, but near the edges and 
the sides the screen was not always fully in focus, so the image 
was  a  little  soft  yet  comprehensible  on  those  areas.  Due  to  the  
lens magnification only about half of the side screens were need-
ed. For the side views of this prototype we used the half of stere-
oscopic rendering which was closer to the front display.  
 
 
Figure 5. Curved wide-FOV optics with an approximation of a curved 
screen (using 3 smartphones with stereoscopic apps at 40° angles). Only 
inner halves of the side screens were needed (visible).  
We tested the prototype by viewing 360° spherical videos. 
We employed a VR app Within (http://with.in/) set for Google 
Cardboard v2, and initially adjusted the images on the side 
smartphones by dragging them with finger so that all the three 
views matched together in static views. Even though the smart-
phones were not synchronized, the identical smartphones inter-
nally tracked their rotation movement in a coherent way for short 
periods of time and thus retained synchronized views.  
 
  
 
Figure 6. Pictures from the eye position towards front and 65° to the side 
The VR glasses provided visually better results than the VR 
mask, but this might be due to construction details and adjust-
ments. Again, to illustrate the achieved image quality, we took 
photographs from the eye position through the Fresnel lens to-
wards various directions (see Figure 6).  
7. DISCUSSION 
Several details can be improved in our proof-of-concept proto-
type. The construction is still fairly crude and could be more ro-
bust. Also image warping for the optics was not used. One of its 
limitations is that we approximated the curved image plane with 
printed paper (not a functional HMD) or with three smartphones 
(planar screens, heavy weight). Flexible OLED displays can be 
curved, have high resolution and contrast, low response time, are 
suitable for VR and entering the display market. The curved 
HMD concept may thus become relevant in the near future.  
Thin and flexible Fresnel lenses and OLED screens may en-
able integrated device structures for casual VR viewing, along 
the lines of Rakkolainen et al. [21], C1-Glasses10 or Speck Pock-
etVR11. When a Fresnel lens is directly touching the screen, it is 
fully transparent with no optical magnification and little optical 
artifacts. However, pop-up, pull-out, or foldable side displays 
and lenses, or possibly a dual-screen clamshell smartphone could 
enable compact, embedded and wide-FOV VR viewers. 
Preferably, the Fresnel lens would be optically custom-de-
signed, which could improve image quality significantly. Fresnel 
lenses in general are not as precise as traditional lenses, but they 
seem to be suitable at least for the peripheral human vision. Fres-
nel lenses are also employed in some HMDs, e.g., HTC Vive. 
The perceptual issues need to be taken into account and 
more user testing is needed. The various psychophysical effects 
of super-wide FOV provide interesting research opportunities. 
Curvature could be applied also vertically (to form a spheri-
cal, parabolic, etc. optical surface), but manufacturing such lens-
es (and matching spherical screens) would become more diffi-
cult, even though free-form optics can nowadays be printed. 
                                                                                                     
10 http://goggletech.net/ 
11 http://www.speckproducts.com/pocket-vr.html 
8. CONCLUSIONS 
We have further explored a super-wide FOV optical design for 
HMDs. Our proof-of-concept prototypes can cover the full hu-
man FOV with high resolution and have the world’s widest  re-
ported FOV. They are also fairly light-weight and compact. 
They produced satisfactory results, considering the low cost 
(optics costs under USD 1 for each eye) and bulk quality of the 
Fresnel lenses, and properties of the human eye and its peripher-
al vision.  
The prototypes suggest that wide-FOV HMDs may become 
feasible with curved optical design and emerging flexible display 
technologies. We will continue to develop the hardware and soft-
ware to test these issues further with better prototypes and larger 
user populations for various tasks. 
Super-wide FOV for HMDs can enhance the user experi-
ence by making it more immersive. VR, AR and 360° videos 
also enable new kinds of spatial 3D user interfaces. We conclude 
that the optical design of a wide FOV is an intriguing and prom-
ising option for HMDs.  
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