Introduction
Crop responses to environmental stress are multidimensional. First, there is a biological dimension whereby responses to stressors depend on the nature, timing, intensity and duration of stress, and previous growing conditions. Crops have species-specific time windows when critical yield components are particularly susceptible to stresses (Andrade et al. 2005; Dunn 2005; Sadras 2007) . Yield losses associated with extreme temperatures often relate to injury of reproductive structures including pollen grains, egg cells and ovules (Jain et al. 2007; Yang et al. 2007 ). Acclimatisation processes have been identified for extreme temperatures (Hubackova 1996; Wang and Li 2006) and other stresses (Amzallag 1996; Moulia et al. 2006; Wikbergi and Ogreni 2007; de Langre 2008) .
Second, location, topography and time of the year converge to determine a site and time-specific pattern of climatic conditions with potentially stressful effects on crops. For instance, the likelihood of a certain water deficit is directly linked to the patterns of rainfall and evaporative demand Sadras and Rodriguez 2007) , whereas frost and heat risk are related to the tails of the frequency distributions of temperatures (Snyder and MeloAbreu 2005) .
Modelling heatwaves in viticultural regions of southeastern Australia
The production of quality wine grapes is sensitive to heatwaves, especially at key phenostages such as flowering and ripening. Climatological models of heatwaves with application in viticulture need to account for (a) a range of meteorological variables, (b) intensity, (c) duration and (d) timing of events. The meteorological variable most commonly associated with heatwaves is maximum temperature; however, high minimum temperatures associated with heatwaves are also relevant for viticulture. Intensity should be expressible as either exceeding a categorical threshold such as 35°C or a relative threshold such as the 90th percentile. In addition to the chance of heatwaves of a given intensity and duration for the growing season (September to April), viticulturists are interested in monthly and fortnightly windows to account for the timing of critical phenostages. The model presented here is an attempt to meet these four requirements.
The model is stochastic and incorporates seasonality and daily persistence of temperature through a Markov process and implies that frequency (or the return period) of heatwaves decreases (increases) geometrically with each additional day of duration. The final model is expressed as a simple equation involving a single location-specific parameter, M, which relates to the maritime influence.
The model was tested over the viticultural regions of southeastern Australia by comparison with observed data, and by assessing the physical and climatological meaning of parameter M. Cross-validated model estimates of annual frequency of heatwaves were in good agreement with observations. The parameter M proved robust and physically meaningful: it is location-specific, its isopleths have the qualitative impression of sea-breeze or maritime influence and it is quantitatively related to the skewness of the summertime maximum temperature distribution.
Third, management practices often aim at reducing the likelihood of coincidence between crop-dependent critical periods for yield and quality formation, and environmentdependent stress profiles. For example, most grape varieties are chosen to match the sensitive period of ripening to cooler autumn conditions rather than mid-summer conditions (Webb et al. 2007) .
Fourth, heat stress may also create logistic problems in the harvest and post-harvest processing of produce. Within this context, this study (a) outlines current approaches to characterising heat stress, with emphasis on viticultural applications, (b) describes a new model of heatwaves that combines first principles and empirical relationships, (c) tests the model and (d) briefly illustrates its application in viticultural regions of southeastern Australia. This initial version of the model is not designed to accommodate non-stationarity in climate, but a later section discusses potential approaches to do so.
Heatwaves and heat stress
Heat stress in viticulture Temperature is a key determinant of whether wine grape production is possible in a region, the suitable varieties and the style of wine produced. Thermal indices commonly used in viticulture include growing season temperature, degree days and its variants, mean temperature of the warmest month and combined indices such as the difference between mean temperatures of hottest and coldest months (Gladstones 1992; . These indices generally focus on monthly or seasonal temperatures, and are more relevant to developmental rates than to heat stress and its consequences. The use of monthly rather than daily data further constrains the value of these indices for any analysis of extremes (Gladstones 2005) . Happ (1999) measured the heat load as the accumulation of degree hours during the growing season above 22°C, but did not account for hours that might be beneficially warm and hours that were harmfully hot. Gladstones (2005) proposed a Heat Stress Index (HSI) calculated as the difference between the mean monthly temperature over the long-term record and the average highest maximum daily temperature for that month. The index was averaged over January, February and March in the southern hemisphere and over July, August and September in the northern hemisphere to focus on berry development and ripening. For the wine regions in southern Australia, the HSI is high (17) compared to and . Gladstones (2005) attributed the high index in southeastern Australia to the presence of either hot northerly winds or cool southerly winds. This is consistent with the model of Grace and Curran (1993) outlined herein.
The HSI is a relative measure of heat stress as it measures the difference between the warmest day of the month and the mean temperature for that month and this may take into account the ability of the plant to acclimatise. However, it is conceivable for a cool region with an occasional warm spell to have a higher HSI than a hot region. Gladstones (1992) focussed on the month leading up to grape ripening as the critical stage for quality and suggested a range of maximum temperatures that should not be exceeded for ideal quality wine production. The maximum temperature ranged from 27°C for delicate sweet white wines to 33°C for medium-bodied dry or sweet wines, 36°C for full-bodied wines and 38°C for port styles. Belliveau et al. (2006) reported producer perception for Okanagan (Canada) that white grape varieties suffered a heat shock if maximum temperature exceeded 35°C in summer. White et al. (2006) set a threshold of 35°C for quality wine production in the USA. They separated growing and ripening periods and assumed that heat-tolerant varieties were able to cope with fourteen days in either the growing or ripening period but there was no calculation of consecutive days. Although fixed thresholds such as those above have some indicative value, they are unrealistic when the full complexity of the interactions between grapevine physiology, wine making technology and climate are taken into account Soar et al. 2008) . In southeastern Australia, the recent heatwaves of February 2004 and March 2008 had different impacts on wine grape production depending on the development stages. The earlier regions and varieties were harvested before the mid-March 2008 event. The Australian Bureau of Meteorology provides special reports on the meteorological conditions for these events and the historical ranking of the events (Bureau of Meteorology 2009), but there is no analysis with regard to return period as is available for other hazards such as floods and heavy rainfalls.
A quantification of the risk of heatwaves would contribute to the assessment of new sites or regions for vineyards and the design of irrigation systems for vineyards. In recent heatwaves, some wine grape growers were asking questions of the likely payback period for an extra irrigation pump. To answer this question, assumptions need to be made about the damage caused by a heatwave and the price of grapes, but the base information on the likelihood of heatwaves is currently unavailable. Wineries are expensive assets that have peak demand periods, and information on the likelihood of heatwaves would assist with the design of capacity and help to manage the logistical risk of heatwaves at harvest.
Heatwaves
Definitions of heatwaves generally comprise three components; a meteorological variable (usually maximum temperature), threshold, and duration. Threshold temperatures are either categorical, for example 30°C, or relative, for example the 90th percentile (Karl and Knight 1997; Robinson 2001) .
Although there are critical temperatures in the literature, heatwaves, like drought, are relative to what is considered normal in a region. It is common to use an arbitrary percentile, typically 90 per cent, based on all days of the year for a specified period of record (e.g. Tryhorn and Risbey 2006) . Seasonality has been further considered by basing the threshold percentile on three-monthly (Beniston and Stephenson 2004; Nasrallah et al. 2004; Abaurrea et al. 2007) or shorter windows (e.g. five days as in Alexander et al. 2007 ).
The duration of heatwaves is typically between two and six days (Nasrallah et al. 2004; Khaliq et al. 2007; Karl and Knight 1997; Sanchez et al. 2004; Alexander et al. 2007 In Australia, Collins et al. (2000) defined Hot Day Events as occurrences of 3, 4 or 5 consecutive days above 35°C and Relatively Warm Day Events as occurrences of 3, 4 or 5 consecutive days above a relative threshold. Tryhorn and Risbey (2006) defined a heatwave as a run of days with maximum temperature exceeding T 90 , the 90th percentile maximum temperature based on all days of the year. They developed four indices based upon this definition; T 90 itself, the number of runs of at least one day exceeding the threshold, average run length and maximum run length. A fifth index was based on minimum temperature.
All these indices and studies either explicitly or implicitly recognise the dilemma inherent in any quantification of the expectation of extremes: extreme events are by definition rare, and reliable quantification of their frequencies becomes more difficult as the events become more extreme with regard to threshold, duration or both. Most point out that a spread of indices is desirable.
The meteorology of the immediate cause of heatwaves in the wine grape growing regions of southeastern Australia is relatively straightforward. A heatwave is associated with a persistent high, or a series of highs, in the Tasman Sea that maintains a continental airstream over the region (Fig. 1) . In southern Australia during summer, the subtropical high pressure cells tend to favour either the Great Australian Bight region or the Tasman Sea. Depending on which cell predominates, the airstream over the region of interest is of either maritime or continental origin. For example, a greater than usual predominance of highs in the Bight results in a cool summer for South Australian and Victorian sites in particular. Grace and Curran (1993) formalised this conceptual model in summer bi-normal probability distribution functions (pdfs) resulting from the combination of maritime and continental normal distributions (Fig. 1) via the pdf
where T is daily maximum temperature and wm, µm, sm, wc, µ c and sc are the weighting, mean and standard deviation of the maritime and continental component distributions respectively. The method of maximum likelihood as detailed in Wilks (2006) was used to estimate the six parameters: there is no requirement to a priori allocate daily temperatures to maritime or continental regimes. Using a high-quality dataset of 103 stations over Australia, Trewin (2001) showed that the bi-normal distribution accurately modelled the monthly pdfs (including their tails) of maximum and minimum daily temperatures for nearly all those stations: 38 of the stations were in the States of South Australia (SA), Victoria and New South Wales (NSW). A hotter summer is associated with a greater than usual persistence of a high, or series of highs, in the Tasman Sea than in the Bight. The pdf of daily maximum temperatures for the hotter summer is not simply associated with a broad shift of the composite pdf to warmer temperatures. Rather, the bi-normal pattern is changed via an increased continental weighting and a decreased maritime weighting (Curran and Grace 1992) .
In general such a composite distribution is asymmetric. The moments of any distribution about its mean are related to the respective moments about any arbitrary origin (Spiegel 1980) . The first three moments either equate or relate directly to the mean, standard deviation and skewness respectively. By using the fact that the skewness of a normal distribution relative to its mean is zero, it is possible to show that the skewness of the composite bi-normal distribution is an explicit function of the six component parameters. Thus the skewness at a location may be regarded as being determined by the relative influence of each of the airstreams, or more broadly, by the interplay of the geography and the synoptic climate. Figure 1 uses four example stations to show the skewness of the maximum temperature distribution for the combined peak summer months of January and February changing from strongly positive at the coast to negative far inland. The skewness for all available stations, with at least fifteen years of record, is shown in spatial form in Fig.  2 . In the next section we develop the model of heatwave frequency and duration and in the following section we test it and show that there is a link between the main parameter of the model and the skewness.
Method
Target region and database Figure 1 shows the wine regions of southeastern Australia, the target region of this study. Data used in model development and testing were the daily maximum and minimum temperature record to the end of 2007 for all Australian Bureau of Meteorology stations within the States of South Australia, Victoria and New South Wales. The data were then allocated to 'summer years' from July to June. A complete, or near-complete, year of record at a station was regarded as one with no more than two missing observations, and the missing observations were substituted with in-are exceeded, and the ability of the model to accommodate these criteria is shown in passing.
A hot day is one with maximum temperature exceeding a threshold Tp; otherwise the day is defined as cool. The threshold is the pth percentile maximum temperature over the annual cycle (Tryhorn and Risbey 2006) . Hot and cool days are mutually exclusive, and a 'run' is a sequence of hot days bounded by cool days. The fraction f of days having a temperature exceeding Tp is f = 1 -0.01p, with 0 ≤ f ≤ 1.
The purpose of the model is to provide a relationship between the expected number of runs with the duration of the terpolated values. Only stations with at least fifteen complete or near-complete years (but not necessarily consecutive years) were retained and this resulted in a database of 245 stations.
Model development
The theoretical development of the model focuses on maximum temperature. However, the model is flexible enough to be applicable to maximum and minimum temperatures, or indeed both at the same time: it may be that the grape grower is more interested in runs of hot nights or in runs where thresholds for both minimum and maximum temperatures Fig. 1 (a) Schematic representation of airstream influences over much of the viticultural areas of southeastern Australia (shaded black) due to highs in favoured mid-summer positions in the Bight (left) and Tasman Sea (right). Adapted from Grace and Curran (1993) . When the Bight high predominates, it contributes a normal distribution of summertime daily maximum temperatures with relatively low mean and small standard deviation. When the Tasman Sea high predominates it contributes a normal distribution with higher mean and larger standard deviation; however, along the eastern seaboard the roles of the highs may be reversed. Together the two normal components add to give the observed bi-normal distribution at any location (Eqn 1 in main text) as illustrated for Nuriootpa in the Barossa Valley. (b) Probability distribution functions (pdf) of daily maximum temperatures for combined mid-summer months of January and February for four locations with increasing distance inland (from left to right): Robe, Coonawarra, Loxton and Walgett. Observed pdf shown by grey histogram; bi-normal model shown by black curve; and the two normal components, maritime and continental, shown by the left and right curves respectively. Typically, closer to the coast the maritime component becomes more dominant thereby increasing the skewness, S.
Accounting for a persistence-influenced regime, with the probabilities indicated in the lower panel in Fig. 3 , Eqn 2 becomes
In this context, the corresponding steady-state probability for a hot day is (Wilks 2006 )
Substituting Eqn 5 into Eqn 4 results in
In the absence of persistence, fhh = f and Eqn 6 reduces to Eqn 2. It is next assumed that there exists a 'strong' seasonality such that the sequence of D days consists of D w winter days and D s summer days, with no shoulder seasons. In winter it is further assumed that there are no hot days. During the summer, the fraction fs of the summer days are hot, and the corresponding value for fhh is fhh, s. Since there is no winter contribution to the total number of runs of hot days, then it follows that
But it is apparent that
If N denotes the annual number of runs, then
and so runs and the threshold temperature selected. It is assumed that temperature records for a location provide a chronological sequence of length D days and that D is sufficiently large so that the sequence is a fair representation of the long-term climate. The model estimate of the number of runs in the sequence with runs of duration ≥ j days is n(j), and N(j) is the corresponding estimate of the annual number of runs. Initially a season-less and memory-free regime is assumed in which f is the probability that a given day is hot and that f is independent of all previous days. In the example in the upper panel of Fig. 3 , the probability P of a run of at least three days starting from day d +1 , is given by the product (1 − f) f 3 , arising from the constraint that a run of three hot days (days d +1 , d +2 , d +3 ) must be preceded by a cool day (day d +0 ). Generalising to a run of at least j days, then Next, day-to-day persistence is incorporated with the simplest possible Markov process. The probabilities of a given day's temperature state (either cool or hot) in a two-state first-order Markov process is represented by the transition matrix
where fcc is the conditional probability that a cool day is followed by a cool day, fch is the probability that a cool day is followed by a hot day, etc. Here fcc + fch = fhc + fhh = 1. Equation 10 implies that for a given threshold the expected number of heatwaves reduces geometrically by the factor fhh, s for each additional day. In theory, just one observation point, namely N(1), suffices to calculate fhh, s; however our calculation procedure has been to take the logarithm of Eqn 10 and apply simple linear regression so as to use all the observed N values for the given f.
If fhh, s were a known function of f then Eqn 10 would suffice to provide expected likelihoods of occurrence of heatwaves for any f, that is, for any Tp value chosen as the threshold. Figure 4 shows the relationship between observed fhh, s and f. It is apparent that fhh, s consistently has the form
at least for 0.02 ≤ f ≤ 0.2, where M is an empirical locationspecific parameter. For the 245 stations, the correlation coefficient between fhh, s and f in a log-log scale varied from 0.89 to 0.99 indicating that the empirical relationship of Eqn 11 is robust. For most stations it tends to hold as far as f ≈ 0.5. When the empirical relationship described by Eqn 11 is applied to Eqn 10, the mathematical expression of the model is
For the special case of a memory-less and season-less environment applicable to Eqn 2, then fhh, s = f, and thus M =1, so that Eqn 12 reduces to Eqn 2. An alternative approach is to define N* as the number of runs where duration of the runs are exactly j days, as distinct from at least j days. Using a similar method to the derivation above, N* may be shown to be given by Eqn 12(a) which is presented below for the sake of completeness;
. From a station record, estimates of M are obtainable for any chosen f, at least up to ≈ 0.5. Ideally estimates of M for different values of f would be identical; in practice it is prudent to estimate M from a best straight-line fit of several estimates of fhh, s as illustrated by Fig. 4 . The model therefore uses all available information regarding the numbers of runs of all observed durations for all threshold temperatures between T 80 to T 98 in one percentile increments. Thus model estimates of the frequency of rare events are based upon all numbers of runs at all thresholds above T 80 , and so ought to be more reliable than estimates based solely upon the particular events in question.
As developed to this point, the model applies to the number of heatwaves during the whole of the summer season. For viticultural applications, however, narrower time windows are needed to account for critical phenostages (Soar et al. 2008) . The extension of the model to monthly and fortnightly periods was achieved by assuming that the number of heatwaves for a period, such as a month, is proportional to the number of hot days in the period. (This assumption is not tested directly; rather the results of the model which is based on this assumption are tested.)
Let f* be the long term probability of the daily temperature exceeding a threshold. In the model so far, over the course of the year f* is zero during winter and then constant during summer. More realistically f* rises from zero to a midsummer peak before returning to zero. In this extension to the model, the heatwave frequency is assumed proportional to the area A under the f* curve within the time window of concern. Thus the number of heatwaves for a time window is given by
If the time window is taken as the whole of summer, then A = 1 and Eqn 13 reduces to Eqn 12. The value of f* is known for sites with long reliable records; for many sites, however, an accurate estimate of f* may not be available. Using the relatively long record at Deniliquin, an empirical parametrisation of f* was arrived at by trial and error, and subsequently checked at all sites with at least 30 years of record. The only input data required is an estimate of the 12 mean monthly maximum temperaturesit is assumed that these values are available, either directly from the station data or by spatial interpolation. Assigning the mean monthly values to mid-month dates, the mean maximum temperature is then linearly interpolated to each Relationship of f (the probability of a hot day for any day of the year) and f hh,s (the probability of a hot day following a hot day during summer) shown by spot values with corresponding best-fit curves of Eqn 11. At the left of each plot is the value of M, and at the right is distance (km) from the coast. From top to bottom, sites are Walgett, Deniliquin, Nuriootpa and Robe. The log-log scale highlights the power relationship of Eqn 11.
calendar day. Equation 14 provides a parametrised estimate of f* from a presumed knowledge of mean monthly maximum temperatures as follows:
where T is mean maximum temperature linearly interpolated to each calendar day, Tam is the mean of the twelve monthly means, α = 1.5 + 0.05(p − 80), and p = 100 (1 -f ). Figure 5 illustrates the agreement between observed long-term frequency f* with the estimate from the parametrisation of Eqn 14 for Deniliquin (93 years). A similarly good agreement is evident for other thresholds, and likewise for the nine sites listed in Table 1 . For each of these sites and for each of the thresholds T 80 , T 85 , T 90 and T 95 , comparisons of observed mean monthly frequency of days above threshold temperature against that estimated by this method were performed using correlation of observed-estimated pairs excluding those where the observed frequency was zero. All correlation coefficients were above 0.98. For all inland sites with at least 30 years of record (88 sites) the minimum correlation coefficient was 0.95. The parametrisation was less useful for sites within an estimated 3 km of the coast and these did not form part of the set of 88 sites above.
The model is encapsulated by Eqn 13 and, as presented to this point, estimates the climatological frequencies of heatwaves with regard to timing, intensity and duration and chosen meteorological variable.
Model testing approach
Testing a model of rare events is challenging because of the intrinsically high variability of the observed rare events. To test the model, we performed (a) graphical comparisons, (b) cross-validated measures of model performance, and (c) quantitative assessment of the physical and climatological meaning of parameter M. The results are presented and discussed in the next section.
The cross-validation procedure entailed splitting the full data-sets for each station into halves by allocating summer years randomly, and without replacement, to either a training set or a test set. Using the training set, M was calculated and applied to the test set, and correlation coefficient r and root mean square relative error calculated. This was repeated 100 times and the means of the correlation coefficient and relative error obtained. This was done for whole of summer, monthly and fortnightly periods for the nine stations in Table  1 and for 31 long record stations (all stations with at least 50 years of record such that both training sets and test sets comprised at least 25 years of data). Monthly time windows tested were the calendar months; fortnightly windows were those beginning on the 1st and 15th of each month.
The correlation coefficient was calculated between nonzero observed and modelled pairs of frequencies; for the root mean square relative error calculation a further proviso was that there had to be at least ten observed events within the test data-sets. Correlation coefficients and relative error were determined using the thresholds of T 85 , T 90 and T 95 , in aggregate. Similar results were obtained for the individual thresholds but these are not presented here. The threshold T 85 typically corresponds to about the mean of the maximum temperature in January and February and so was judged to be a suitable lower limit for thresholds of practical interest.
Regression analysis was used to explore the associations between parameter M and latitude, distance to nearest coast, altitude, and the maritime and continental airstream components (w m , µ m , s m , w c , µ c and s c in Eqn 1) and the skewness of the summer-time maximum temperature. A qualitative comparison of the spatial distribution of M and skewness is also presented. Though the model does not rely on the assumption that the January-February pdfs are of a bimodal nature; it is our suggestion that the observed link between the skewness and the parameter M is due to the bimodal nature.
Model performance
For assessing and managing heat stress in vines, an ideal model of heatwaves would be: (a) statistically robust in dealing with rare events; (b) comprehensive enough to capture timing, intensity and duration of heat events and flexible as to the choice of parameter (maximum or minimum temperature or a combination) and the choice of threshold type (categorical or relative); (c) meteorologically meaningful; Relationship of observed (solid) frequency (f*) of days over T 85 , T 90 and T 95 (upper, middle and lower pairs respectively) at Deniliquin compared to the parametrisation (dashed) from Eqn 14.
(d) capable of application to locations with climate records of diverse quality and quantity; and (e) capable of identifying trends and of incorporating climate change projections.
Robustness
Modelled numbers of events per annum for T 85 , T 90 and T 95 were in close agreement with observed data (Fig. 6 , Table 1 ). For longer runs and rarer events, actual errors were larger, and model and observations diverged, particularly for Robe (Fig. 6) . The cross-validated estimates of correlation for summer for the nine stations in Table 1 were all at least 0.97 and the mean crossvalidated correlation coefficient for the long record stations was 0.98. For monthly and fortnightly windows, the cross-validated estimates of correlation for the nine stations were all at least 0.92, and the mean of the long record stations was at least 0.96. For the same sets of stations and for each of the time windows, (summer, monthly and fortnightly) skill score results of root mean square relative error for the training set and for the test set are presented and it is seen that there is a tendency for the cross-validated estimates of error to be slightly greater than those derived from the (dependent) training data-sets. We con- clude that the model is robust in the sense that the parameter M is not over-tuned to the data-sets on which it is based. Table  1 reveals that the cross-validated relative error was found to be about 0.15 for whole of summer and about 0.2 for monthly and fortnightly time windows.
Comprehensiveness and flexibility
For monthly and fortnightly periods, correlation coefficients were less than those for the whole summer but greater than 0.92 and relative error was typically ≈ 0.2. Figure 7 further illustrates the performance of the model for fortnightly periods in the middle of January, a peak month, and March, a shoulder month. Using data for Nuriootpa in the Barossa Valley, Fig. 8 illustrates the flexibility of the model to deal with categorical thresholds for maximum temperature ( Fig. 8(a) ), minimum temperature ( Fig. 8(b) ) and dual criteria of a daytime maximum temperature above a threshold followed by a nighttime minimum temperature above a threshold (Fig. 8(c) ). Similar results (not shown) were obtained for all other sites in Table 1 .
Relationship of model parameter, M, to geography and synoptic climatology So far, M has been discussed in the context of a single station. Its spatial variation was investigated by estimating M for all 245 stations and plotting, with kriging smoothing, onto a topographic map as shown in Fig. 9 . It is apparent that M is spatially coherent and exhibits a latitudinal and maritime-continental nature. Readily evident is that M tends to decrease (a) northward and (b) with distance inland, and further, that the rate of decrease inland is increased by mountain barriers. The topographic contours are set at 350, 400 and 450 m, about the height of sea-breezes, in order to highlight how the pattern of M isopleths appears to resemble isochrones of sea-breeze penetration. However, there appears to be no comprehensive study documenting the sea-breeze penetration to readily support this idea; nevertheless, it is long established that sea-breezes, albeit in degenerate form, penetrate 300 km or more inland in southern Australia (Clarke 1955; Reid 1957; Abbs and Physick 1992; Physick and Abbs 1992) .
For all 245 stations, the apparent relationship between M and the physical geography suggested in Fig. 9 was confirmed in quantitative analysis (Fig. 10) (Fig. 10) . In summary, M decreases equatorward, and with distance from the sea, and with altitude: M increases with the skewness (which is a function of the six component parameters).
Inspection of the M and skewness patterns (at Figs 9 and 2 respectively) shows a remarkable similarity of their main features, in particular the coastal and topographic modulation. Since the pattern of M is similar to the skewness pattern, which is a reflection of the synoptic and meso-synoptic climate of the region, then it is reasonable to suggest that the model, through its parameter M, is also a reflection of that climate. This gives greater confidence in the model's assumptions and relevance.
Application to sites with climate records of diverse quality and quantity For a whole of summer basis, model estimation of the number of heatwaves requires a knowledge of f and M (Eqn 12). The value of f corresponding to a given threshold temperature can be estimated from station records even in those cases with short or incomplete records. Alternatively, maps of T 85 , T 86 , T 87 , etc., may be compiled in a straightforward manner; from these, f for the threshold temperature of interest can be determined. Likewise, M can be taken from a map such as Fig. 9 . This means that the model may be used at sites with little or no record of observations.
To illustrate how the model may be used with limited data and or for the more extreme temperatures, albeit with the caution warranted when extrapolating any empirical or statistical model, we consider the case of Nuriootpa (Fig. 8(d) ). Although Nuriootpa has almost four decades of data, this is a relatively short period to assess the risk of extreme events. Over a 38-year period to 2007, with a threshold of 40ºC, there were no runs of three days or more: yet the model gives an es- In order to estimate the number of heatwaves occurring during shorter periods within the summer season, such as a selected month or fortnight, the additional knowledge required is f*, the variation over the summer of the frequency of days exceeding the selected threshold. In the absence of a suitable station record, a good estimate of this variation is obtained from the mean monthly temperatures and the empirical relationship in Eqn 14. Estimates of mean monthly timate for the frequency of runs of three days or more and for four days or more, etc. Similarly for a threshold of 41ºC, there were no runs observed of two or more days yet the model provides an estimate of the frequency of runs of two days or more. As it turned out, in the following summers, these longer runs did occur (e.g., maximum temperatures of 41.0°C or higher were recorded at Nuriootpa (Bureau of Meteorology station number 23373) for the five days 27 to 31 January 2009). temperatures are obtainable from incomplete records or from spatial interpolation. Then Eqn 13 can be utilised to provide estimates of heatwaves for selectable shorter periods. The comment above regarding the potential of the model to estimate frequencies of extreme or rare events (even those never observed) applies to stations, even those with ≈ 100 years of record, when the events concerned occur within a time window of a particular month or fortnight such that there will necessarily be only a few events, if any. This information is important for considering the spread of grape varieties that reach sensitive phenostages at different times.
Trends and other considerations
Although the model presented is limited to a stationary climate, it does provide a basis to investigate trends. Investigations could be carried out on a first half -second half basis: this could be for individual stations with suitable records or more broadly for the region. The model is capable of extension to non-stationary regimes in the manner of Coles (2001) who incorporated linear and non-linear trends of sea-level into the generalised extreme value model originally designed for stationary regimes. For example, the temperature record may be detrended using observed or assumed trends of mean temperatures or threshold temperatures. Another option for detrending is to use a sliding window to set the period of record over which the threshold T p value is obtained, to one or ten years, for example. An indirect approach would be to investigate any trends in skewness and relate any such trend to trends in the synoptic climatology. A preliminary investigation of the likely error in the calculation of the value of M due to the assumption of stationarity revealed that M was likely to be overestimated by about 1%.
For each station with at least 30 years of data, the temperature time series was detrended by subtracting the observed rate of increase over the past 30 years. The observed rate of increase was typically 0.1 to 0.2ºC/decade. The values of M calculated from the detrended series were typically lower than that for the non-detrended series by an amount in the range from about zero to about 0.005, being a relative change in M of between zero and −2%. Thus, the assumption of stationarity results in an overestimate of M of 1% compared to the detrended data. For the 31 sites with at least 50 years of record, a comparison of M calculated from the past 25 years and the prior 25 years revealed that the median change was about +1%. This was the case for either non-detrended data or data detrended separately over the two periods.
An overestimate (underestimate) of M implies, through Eqn 12, an underestimate (overestimate) of N. For f = 0.05, and runs of up to three days the values of N remain practically unchanged, but for longer runs the underestimate (overestimate) of N is ~5% for runs of ten days and ~10% for runs of fifteen days. However, a uniform warming of 1ºC across all daily temperatures by 2030, say, would typically increase f to about 0.07 which would have much greater impact as revealed graphically by close inspection (Figs 8(a) or 8(b) ).
The model has the potential to estimate future heatwave likelihoods if the past trends of M can be reliably quantified or shown to be minimal. The simplest way then to form estimates of heatwave likelihoods in 2030 would be to assume an unchanging M (calculated from detrended data) and apply it to a projected T p profile (the cumulative density function of daily maximum temperature). The projected T p profile could in the first instance be the current T p profile with a uniform warming, or with a non-uniform warming extrapolated from recent trends.
The model tended to underestimate the number of runs for durations in excess of ten days (Fig. 6 ). This effect was more pronounced for lower thresholds such as T 80 and for minimum temperature (Fig. 8(b) ). A possible reason for this bias is that as a run of hot days progresses, soil moisture is depleted and the ground more readily becomes a heat reservoir that attenuates the fall in night-time temperature. However, this hypothesis does not explain why the effect is less pronounced for the higher thresholds. Other possible reasons could involve model assumptions of climate stationarity (as outlined above), the uniform nature of the summer season or the applicability of a Markov process of only the first order.
Conclusions
A new model as encapsulated by Eqn 13 incorporating seasonality and persistence of daily temperature through a Markov process was developed. The model implies that frequency of heatwaves decreases geometrically with each additional day of duration by a factor f hh,s which is the conditional probability that a hot day follows a hot day during summer. An empirical relationship was found between f hh,s Fig. 9 Isopleths of parameter M. M has the subjective impression of a sea-breeze penetration; inhibited by the topography but tending to push in to the major valleys especially the Murray. Note the similarity to the pattern for skewness in Fig. 2 . The dark-blue line indicates the Murray River.
and f, the annual fraction or frequency of hot days. This enabled the model to be formulated as a simple equation (Eqn 12) involving a single location-specific parameter, M. Using an empirical parameterisation of the mean monthly maximum temperatures, the model was extended to estimate the climatological frequencies of heatwaves for monthly and fortnightly windows. The model allows for timing, intensity and duration of heatwaves required for applications in viticulture, and flexibly allows for a range of meteorological variables, e.g. maximum and minimum temperatures. Although designed for viticulture, this model could be applied to a wider range of industries within agriculture and to areas such as health or energy demand.
Model estimates of frequencies of heatwaves were compared to observed frequencies for selected wine region stations and 31 long record stations (those with at least 50 years of record such that cross-validation could be performed on 25 year training and test sets). Model estimates of occurrence of heatwaves on a 'whole of summer season' basis compared well with observations and were typically accurate to within In summary, the first four of the five ideal characteristics of a heatwave model for viticultural application as noted above have been attained: it remains to incorporate temporal climate change into the model.
