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1CHAPTER 1. OVERVIEW AND INTRODUCTION
The multi-environment conditional probability density function (MECPDF) model is a
mathematical description of the turbulent mixing of two streams of chemical reactants along
with the complex sequence of chemical reactions that follow. The processes of mixing and
chemical reactions can be intricately connected and complex, particularly when the rates of
both processes are nearly equal. Furthermore mixing has the potential to completely determine
the outcome of the chemical reactions. Mixing will have the strongest eﬀect on chemical
reactions when there are multiple reactions with competing pathways that proceed at diﬀerent
rates. As multiple reactions with competing pathways progress, with interaction of mixing,
the resulting dynamics are very non-linear and as a result have eluded accurate mathematical
description, except in the extreme case of using the world’s largest computers to simulate all
of the length scales of a turbulent ﬂow. It is proposed that the MECPDF model provides
a suﬃciently accurate description of these dynamics with a model that is computationally
practical for engineering work. The primary objectives of this thesis will be to describe the
MECPDF model and to demonstrate its use and eﬀectiveness.
In addition to the primary objectives listed above, I intend to present this material on a level
that any chemical engineering graduate student, who has completed the core course material,
could follow. My hope is that future students, and in particular students in Dr. Rodney Fox’s
research group, will be able to use this thesis a primer and as a reference. It is impossible
to provide all the background material in a graduate thesis. Some background theory will be
provided, but only references for most of it. A large part of my research is the derivation of
model equations, and for this reason most derivations will include every mathematical step (as
few steps omitted as possible,) excluding Chapters 3 and 4. Those chapters are modiﬁcations
2of journal publications. Another objective of this work is to provide a reference for myself, and
as such information that might appear tedious to others will still be included.
The layout of this thesis is not as obvious as one might wish due to the desire to re-
produce the published works, with few modiﬁcations, each as a chapter. The remainder of
this ﬁrst chapter contains a short summary of original contributions and an introduction to
combustion, Section 1.1, including a description of the phenomenology and motivation for its
study. Chapter 2 provides background theory, ﬁrst in Section 2.1, on mathematical model-
ing of transport phenomena in the statistical form of probability density functions (PDF).
Then in Sections 2.2-2.3, references are given for the ﬂamelet modeling approach, and a short
description of the conditional-moment closure approach is given in the context of the PDF
transport equation. Chapter 3 introduces a model for the closure of the reaction source terms
in higher-order conditional moment closure with a single reaction variable. Strictly speaking,
this model is unique from the MECPDF model, but in concept the model presented in that
chapter is a derivative of the former model and the concepts build up to the work that will
be presented in Chapter 4. It should also be mentioned that the reader unfamiliar with the
product diﬀerence algorithm should, while reading Section 3.4.3, refer to Appendix A. This
appendix is also provided as a reference for any reader interested in programming the product
diﬀerence algorithm, and as a reference for those in Dr. Fox’s group who use the program I
wrote an have distributed amongst them. Chapter 4 presents my derivation of the MECPDF
model. This derivation, based on Gaussian quadrature as an alternative to the presumed
multi-mode PDF, can also be applied to the direct quadrature method of moments (DQMOM)
model and this is demonstrated in Appendix B. This appendix is also provided for the reader
who wishes to ﬁrst navigate the mathematics without the complication of conditioning on the
mixture fraction. As part of the MECPDF model derivation in the ﬁrst half of Chapter 4, the
dependency between the mixture fraction PDF and the mixture fraction dissipation rate are
frequently mentioned but not explicitly addressed. Appendix C is given to complete the picture
and explicitly address this deﬁciency. While the ﬁrst half of Chapter 4 focuses on the model
derivation, the second half focuses on a detailed term by term validation of the MECPDF
3model by comparing it to the results of direct numerical simulations. Chapter 5 is presented
completely analogous to the ﬁrst half of Chapter 4, but the derivation of the MECPDF model
equations is shown for the much more complicating case of multiple reaction variables and vari-
able density. Finally, Chapter 6 starts with a study that gives upper-bounds on the number of
environments that would be required in the MECPDF model for multiple reaction variables.
This study is based on a set of direct numerical simulations that were speciﬁcally designed to
explore extinction and re-ignition in highly turbulent non-premixed combustion. Section 6.2
proposes a method for solving the weight equations, and gives a physical argument for why
a constant weight would not be physically realistic which has been the approximation used
to this point. The details presented in Appendix C become important for this section also.
Then Section 6.3 presents results of the full MECPDF model with multiple reaction variables,
variable density, and with non-constant weights. Admittedly, the solutions proposed in Chap-
ter 6 are not ideal. However, these are complex physical and mathematical issues, that were
thought at one time to possibly never have a satisfactory solution. Considering the diﬃculty
of the problems presented, I am pleased with the current state of the model. The ﬁnal two
sections give a discussion of the remaining unanswered questions and a complete description
of original contributions of this thesis research.
The following is a brief summary of the description given in Section 6.5 regrading the
original contributions of my thesis research. The original MECPDF model (Fox and Raman,
2004) predates my graduate research. It oﬀers a theoretical bridge between ﬂamelet modeling
(Peters, 1984) and conditional-moment closure(Bilger, 1993; Klimenko and Bilger, 1999). The
MECPDF model is based on the direct quadrature method of moments (Marchisio and Fox,
2005). None of these these theoretical approaches are original contributions of this thesis but
each will be described here for background. The ﬁrst original contribution presented in this
document is a model based on higher-order conditional-moment closure with a quadrature
method of moments (QMOM) closure for the reaction source term (Smith et al., 2007), given
here as Chapter 3. This model can be considered a variation on the MECPDF model limited to
avoid addressing the conditional dissipation terms. The next original contribution is a unique
4derivation of the MECPDF model based on Gaussian-quadrature and is given in Section 4.3.
This derivation oﬀers a fresh interpretation of some modeled terms and as result gives a method
to post-process direct numerical simulation results for analysis and validation of the model.
This term-by-term validation study, published as (Smith and Fox, 2007) and reproduced here
as Chapter 4, is and original contribution that also demonstrates the accuracy of the MECPDF
model.
All of the material in Chapters 5-6 is original, and is yet unpublished. Chapter 5 gives
the derivation of the MECPDF model for multiple scalars and variable density. Then, a non-
constant solution to the weights equation is proposed in Chapter 6. The solution to the weights
equation required a consistent conditional scalar dissipation as presented in Appendix C. None
of what is presented in Appendix C is original except SectionC.1.2 on the clipped-Gaussian
PDF, which although original is not signiﬁcant. Also in Chapter 6, a model is presented for
the environment dissipation ratio based on the log-normal PDF (the mathematical details for
this approach are described in Appendix D). It should also me mentioned in this discussion on
originality that use of the word “I” is intended to emphasize accomplishments, however much
of the credit does go to Dr. Fox. All of the work was completed under his immediate direction,
and most of the “original contributions” are plants grown from seeds given to me from him.
1.1 Combustion
Since few of Dr. Rodney Fox’s students study combustion directly, the remainder of this
chapter will be devoted to a brief introduction to that subject. What is combustion? Com-
bustion is a temperature-sensitive highly exothermic chemical reaction or chain of reactions
between fuel and oxygen. Most often the fuel is either an organic compound or molecular
hydrogen, but may include sulfur, nitrogen or in certain conditions, metals. While this deﬁ-
nition gives a basic description and includes nearly all conditions to which experts apply the
term ’combustion,’ it does not start to give an impression of the complexity of combustion
processes. In order to give a more detailed description of combustion, I must elaborate on its
diﬀerent types. Combustion reactions most commonly occur at either a gas-solid interface or
5completely within a gaseous phase (which is possible for both liquid and solid fuels as a result
of volatilization of the fuel into the gas phase at high temperatures.) While the combustion at
a gas-solid interface involves complex and interesting processes of chemical-species transport
to the interface and complex surface reactions, the focus of this dissertation is on gas-phase
transport with reactions. Furthermore, gas-phase combustion is categorized according to two
additional features. First, combustion is labeled laminar or turbulent according to the nature
of the gas ﬂow. Turbulence can have tremendous inﬂuence on the chemical reactions in com-
bustion. Most often turbulence speeds up the chemical reaction in turbulence by enhancing
diﬀusion of energy and species, however, in the extreme case turbulence can cause the energy
to dissipate so much that it cannot maintain the ignition of unburned fuel. In turn the chemical
reactions can inﬂuence the nature of the turbulence through the density. Second, combustion
is categorized according to the degree to which the fuel and oxygen have mixed before the
reactions are initiated. If the fuel and oxygen have completely mixed before reaction, it is
termed premixed combustion. This conﬁguration most often results in a ﬂame that propa-
gates through the mixture of fuel and oxygen at a rate that is only limited by the transport
of energy from the ﬂame into the unburned mixture, thus igniting it. A common example of
premixed combustion is a Bunsen burner. If on the other hand, the fuel and oxygen must
inter-diﬀuse before they can react, it is termed non-premixed combustion or less commonly is
referred to as a diﬀusion ﬂame. A common example of non-premixed combustion is a candle.
With these categorizations of gas-phase combustion, it is not hard to imagine the complex
processes involving species and energy transport combined with ﬂuid mechanics which may
include turbulence. Additionally, the number of reactions and intermediate species involved in
the chain reactions can number in the hundreds and thousands. In the end, the most important
aspect of combustion is that it frees the energy stored in the fuel.
Why study combustion? According to the Annual Energy Review (Energy Information
Administration, 2006), fossil fuels provided over 86 percent of the total 1.055 × 1015 kJ of
energy consumed in the US during 2005. Fossil fuels include coal (providing 22.9 percent of
the total energy), natural gas (22.7 percent,) and petroleum (40.5 percent.) The uses of this
6energy are primarily electricity generation and transportation, where virtually all of the fuel is
consumed as part of a combustion process to provide the energy. Combustion is most deﬁnitely
one of the foundation stones our society is built on.
The pollutants caused by combustion are becoming an ever increasing concern for society.
This does present an opportunity for combustion scientists and engineers to develop new,
beneﬁcial technologies. Historically the greatest concerns have involved nitrogen oxides, sulfur
compounds and mercury. The most recent concerns, concerning global warming and energy
independence, have focused on combustion eﬃciency and carbon emissions. A diverse set of
new ideas are being researched to solve these problems. Examples include pre-treating coal
and separation of oxygen from air to allow post-combustion carbon recapture, biological feed-
stocks to replace fossil fuels (including wood waste, municipal solid waste, ethanol production
from corn, ethanol production from cane, and capture of methane in situations where it has
previously been considered waste), and possibly the most talked about alternative - hydrogen.
In the end, there is no one ideal solution. But there is one surety, that combustion devices in
the future will require rapid design to satisfy the constantly changing demands of society and
that these devices will need to be both more ﬂexible with respect to fuel and more eﬃcient.
These design requirements can only be accomplished with improved combustion theory.
7CHAPTER 2. BACKGROUND THEORY AND REVIEW OF
LITERATURE
The mathematics described in this chapter is given to provide background for the work
presented in the following chapters and should not be considered to be an original contribution.
It is assumed that the reader is familiar with the governing transport equations of mo-
mentum, energy and scalars including their derivation and motivation and theory behind their
Reynolds averaged (RANS) form. Always a good reference for this background material is
Bird et al. (2002). It is also assumed that the reader has a suﬃcient background in probability
theory. This background should include the deﬁnition of probability functions, joint probabil-
ity functions, marginal probability functions and conditional probability functions. This leads
directly to the combination of probability theory with transport.
2.1 PDF Transport Equation
The use of probability methods to address problems in turbulence has a long history tracing
all the way back to Einstein and Kolmogorov with the beginnings of stochastic methods and
modern probability itself. However, the development of a transport equation for the velocity
and scalar PDFs was not an immediate result. Einstein (1905) and Langevin (1908) intro-
duced the ﬁeld of stochastic methods in a way that is immediately recognizable as a scalar
PDF method (all be it in a context of random molecular motion rather than turbulent motion).
Two good introductions into stochastic methods are a short simple book by Lemons (2002) and
the classic review paper by Chandrasekhar (1943). Further towards a PDF approach for tur-
bulence, a theory for density functional calculus was presented by Hopf (1952) that addressed
the inﬁnite-dimensional nature of this approach. It is in this context that Kraichnan (1962)
8deﬁnes the closure problem of turbulence. And although the well known Curl model (Curl,
1963) was ﬁrst published at this early time, it was presented in the context of mixing two liquid
phases and closes only a set of discrete homogeneous equations. One of the ﬁrst, in the context
of turbulence, to derive a transport equation for the PDF was Lundgren (1967). The focus
of that paper was not modeling but rather mathematical derivation that included a general
multi-point formulation, but did not include scalars. It was not long after Lundgren’s paper
that a variety papers started to appear proposing new closures and adding scalars. To me, it
the literature seems to unify around a common terminology and approach similar to that seen
in Pope (1976). A very complete picture of the theory of the PDF transport is summarized in
an often referenced paper by Pope (1985).
The scalar PDF transport equation is used to model the scalar composition, or more ac-
curately its PDF, in turbulent reacting ﬂows. This transport equation is derived directly from
the density, momentum and scalar transport equations. The common method of deriving the
equation relies heavily on the ﬁne-grained PDF as presented by many authors including Lund-
gren (1967); Pope (1976); Klimenko and Bilger (1999); Pope (2000). Alternatively, the PDF
transport equation will be derived independent of the ﬁne-grained PDF which is used only to
convert the conditional-diﬀusion term to conditional dissipation. The methodology is a simple
extension of that given in ﬁrst in Pope (1985) and readdressed in Fox (2003, in Sec. 6.2-6.3 on
pp. 244-251), for which density was assumed constant. I will follow the accepted convention of
ﬁrst, deriving the joint density-velocity-scalar PDF transport equation, and from it obtaining
the scalar-PDF transport equation.
The Joint density-velocity-scalar PDF transport equation
The mass balance for a continuous density ﬁeld, ρ(x, t), is gives the continuity equation as
∂ρ
∂t
+
∂ρUj
∂xj
= 0, or equivalently
Dρ
Dt
= −ρ∂Uj
∂xj
, (2.1)
9where U is a continuous mass-averaged velocity (summation is implied over paired indexes.)
This velocity is governed in ﬂuids by the momentum balance equations
ρ
DUi
Dt
=
∂ρUi
∂t
+
∂ρUjUi
∂xj
= − ∂p
∂xi
− ∂τij
∂xj
+ ρgi, (2.2)
where p is the pressure, τi,j is the viscous momentum ﬂux (negative viscous stress) and g is
the total body force per unit mass. A scalar, φα, with reaction source, Sα(φ), and molecu-
lar/thermal diﬀusion ﬂux of, Jj,α, is governed by the scalar transport equations:
ρ
Dφα
Dt
=
∂ρφα
∂t
+
∂ρUjφα
∂xj
= −∂Jj,α
∂xj
+ ρSα(φ), (2.3)
For convenience in the following derivation the right-hand sides of Eqs. 2.1-2.3 will be referred
to as:
Π ≡ −ρ∂Uj
∂xj
, (2.4)
Ai ≡ − ∂p
∂xi
− ∂τij
∂xj
+ ρgi, (2.5)
Θα ≡ −∂Jj,α
∂xj
+ ρSα(φ). (2.6)
The object is to derive a transport equation for the the joint probability density function of
density, velocity and general scalars. This joint PDF will be indicated by fρ,U ,φ(r,v,ψ;x, t),
where the ﬁrst three arguments are sample space variables of ρ, U and φ respectively. Notice
that the joint PDF is a function of space and time. The semicolon in the argument list separates
those that are sample space variables from the parameters of physical space and time. It should
be mentioned that this derivation is unique from the tradition approach used in stochastic
methods (Chandrasekhar, 1943) in that the position is used as a parameter from the Eulerian
point of view rather than as a random position used in the Lagrangian point of view, also the
density is stated explicitly as a random variable (it appears as a natural consequence of using
the Lagrangian approach, so is not written explicitly as an independent random variable). It
is also important to mention at this point that a PDF which can describe all of the dynamics
of the random variables in Equations 2.1-2.3 must include additional random variables that
prescribe all of the two point statistics. All these two point statistics will be lumped into
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a vector, z, and the general joint PDF will be indicated by fρ,U ,φ,Z(r,V ,ψ,z;x, t). In a
similar manner to the derivation of Reynolds transport theorem, the derivation starts with the
arbitrary “nicely-behaved” scalar function Q(ρ,U ,φ) of only the one-point random variables.
And further following the derivation of Reynolds the quantity
〈
DQ
Dt
〉
will be manipulated two
diﬀerent ways, and the two results will later be equated. Notice, however, that Q is not directly
a function of space or time, but that the expectation operator is an integral over sample space.
The ﬁrst manipulation makes use of linearity of the expectation operator and (algebraic)
independence of the variables x, t, r, V and ψ:〈
ρ
D
Dt
Q(ρ,U ,φ)
〉
=
〈
ρ
∂Q
∂t
+ ρUj
∂Q
∂xj
〉
=
〈
∂ρQ
∂t
+
∂ρUjQ
∂xj
〉
=
∂ 〈ρQ〉
∂t
+
∂ 〈ρUjQ〉
∂xj
=
∂
∂t
∞∫∫∫
−∞
rQfρ,U,φ dr dV dψ +
∂
∂xj
∞∫∫∫
−∞
rVjQfρ,U,φ dr dV dψ
=
∞∫∫∫
−∞
Q(r,V ,ψ)
(
∂rfρ,U,φ
∂t
+
∂rVjfρ,U,φ
∂xj
)
dr dV dψ.
(2.7)
The second way of manipulating the expectation makes use of the chain rule:
〈
ρ
D
Dt
Q(ρ,U ,φ)
〉
=
〈
ρ
∂Q
∂ρ
Dρ
Dt
+ ρ
∂Q
∂Ui
DUi
Dt
+ ρ
∂Q
∂φα
Dφα
Dt
〉
=
〈
ρ
∂Q
∂ρ
Π
〉
+
〈
∂Q
∂Ui
Ai
〉
+
〈
∂Q
∂φα
Θα
〉
(2.8)
In order to manipulate this expression further, we need to make use of the joint PDF which
includes the two point statistics, fρ,U,φ,Z . One can avoid dealing with the two point statistics
directly, if they are willing to accept that the random variables involving gradients will lead
to unclosed terms in the transport equation. The joint PDF can be decomposed into its
conditional PDF as:
fρ,U,φ,Z = fZ|ρ,U,φfρ,U,φ. (2.9)
Taking the last term on the far right hand side of 2.8, one can further manipulate it by applying
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2.9 and integration by parts:〈
∂Q
∂φα
Θα
〉
=
∞∫∫∫∫
−∞
∂Q(r,V ,ψ)
∂ψα
Θα(r,V ,ψ,z)fZ|ρ,U,φfρ,U,φ dr dV dψ dz
=
∞∫∫∫
−∞
∂Q
∂ψα
〈Θα|r,V ,ψ〉 fρ,U,φ dr dV dψ
= −
∞∫∫∫
−∞
Q
∂
∂ψα
(〈Θα|r,V ,ψ〉 fρ,U,φ) dr dV dψ.
(2.10)
The terms involving Π and Ai give similar results. Substituting these relations back into 2.8
gives:〈
ρ
D
Dt
Q(ρ,U ,φ)
〉
= −
∞∫∫∫
−∞
Q
[ ∂
∂r
(r 〈Π|r,V ,ψ〉 fρ,U,φ) + ∂
∂Vi
(〈Ai|r,V ,ψ〉 fρ,U,φ)
+
∂
∂ψα
(〈Θα|r,V ,ψ〉 fρ,Uφ)
]
dr dV dψ.
(2.11)
Finally, comparing Equations 2.7 and 2.11 reveals that if Q(ρ,U ,φ) is an arbitrary “nicely-
behaved” function then the integrands must equate. This results in the density-velocity-scalar
joint PDF transport equation:
∂rfρ,U,φ
∂t
+
∂rVjfρ,U,φ
∂xj
=− ∂
∂r
(
r
〈
−ρ∂Uj
∂xj
∣∣∣∣r,V ,ψ
〉
fρ,U,φ
)
− ∂
∂Vi
(〈
− ∂p
∂xi
− ∂τij
∂xj
+ ρgi
∣∣∣∣r,V ,ψ
〉
fρ,U,φ
)
− ∂
∂ψα
(〈
−∂Jj,α
∂xj
+ ρSα(ψ)
∣∣∣∣r,V ,ψ
〉
fρ,U,φ
)
.
(2.12)
2.12 describes the ﬂow ﬁeld and transport of scalars in turbulent reacting ﬂows, but it suf-
fers from the closure problem just like the better know Reynolds’ averaged scalar transport
equation. One important feature of this equation is that the reaction source term is closed.
The scalar PDF transport equation
The scalar PDF transport equation is simply a degenerate form of the joint density-velocity-
scalar PDF transport equation. This is clear if one recognizes that the scalar PDF is the
marginal of the joint velocity-scalar PDF:
fφ(ψ;x, t) ≡
∞∫∫
−∞
fρ,U,φ(r,V ,ψ;x, t) dr dV . (2.13)
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The deﬁnition of the conditional PDF, is needed:
fρ,U,φ(r,V ,ψ) = fρ,U |φ(r,V |φ = ψ)fφ(ψ). (2.14)
Using these two relations, the transport equation for the scalar PDF can be obtained by
integrating 2.12 over velocity sample space. Integrate term by term, starting with the ﬁrst:
∞∫∫
−∞
∂rfρ,U,φ
∂t
dr dV =
∂
∂t
∞∫∫
−∞
rfρ,U |φfφ dr dV =
∂
∂t
⎛
⎝ ∞∫∫
−∞
rfρ,U |φ dr dV fφ
⎞
⎠ = ∂ 〈ρ|ψ〉 fφ
∂t
.
(2.15)
Similarly, the second term is integrated as:
∞∫∫
−∞
∂rVjfρ,U,φ
∂xj
dr dV =
∂
∂xj
⎛
⎝ ∞∫∫
−∞
rVjfρ,U |φ dr dV fφ
⎞
⎠ = ∂ 〈ρUj |ψ〉 fφ
∂xj
. (2.16)
And the ﬁrst two terms on the right hand side of 2.12 are zero:
∞∫∫
−∞
∂
∂r
(〈Π|r,V ,ψ〉 fρ,U,φ) dr dV =
∫ ∞
−∞
[〈Π|r,V ,ψ〉 fρ,U,φ]r=∞r=−∞ dV = 0, (2.17)
∞∫∫
−∞
∂
∂Vi
(〈Ai|r,V ,ψ〉 fρ,U,φ) dr dV =
∫ ∞
−∞
[〈Ai|r,V ,ψ〉 fρ,U,φ]Vi=∞Vi=−∞ dr = 0. (2.18)
However the last term becomes:
∞∫∫
−∞
∂
∂ψα
(〈Θα|r,V ,ψ〉〉fρ,U,φ) dr dV = ∂
∂ψα
(〈
−∂Jj,α
∂xj
+ ρSα(ψ)
∣∣∣∣ψ
〉
fφ
)
. (2.19)
Equations 2.15 through 2.19 give the scalar PDF transport equation:
∂ 〈ρ|ψ〉 fφ
∂t
+
∂ 〈ρUj |ψ〉 fφ
∂xj
= − ∂
∂ψα
(〈
−∂Jj,α
∂xj
∣∣∣∣ψ
〉
+ 〈ρ|ψ〉Sα(ψ)fφ
)
. (2.20)
The second term on the left hand side of 2.20 is the turbulent scalar ﬂux and is unclosed. The
unclosed term of primary importance is the conditional diﬀusion term.
Common Approximations
At this point it will be useful to mention many of the most common approximations to
simplify or close terms in the joint-scalar PDF transport equation. First, the low Mach number
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approximation assumes that the pressure ﬂuctuations driving the velocity have negligible aﬀect
on the density. With this approximation
ρ(ψ) ⇒ 〈ρ|ψ〉 = ρ, and 〈ρUj |ψ〉 = ρ 〈Uj |ψ〉 . (2.21)
Also, one must write a model for the molecular/thermal diﬀusion ﬂux. The most commonly
used model is the mixture-averaged (pseudo-binary) Fickian diﬀusion ﬂux. In this case, the
scalars for which φα represents the mass fraction have diﬀusion (relative to a mass-averaged
reference velocity) of
Jj,α = −ρΓα,mix∂φα
∂xj
, (2.22)
where no summation is implied by the pairing of Γα,mix and φα. The thermal diﬀusion ﬂux
(relative to a mass-averaged velocity) for enthalpy per mass, Hˆ, is given by Fourier’s law. In
the case where the mass fractions are given by φα with α = 1, . . . , N − 1 and the enthalpy per
mass is given my φN , the thermal diﬀusion ﬂux is
Jj,N = qj = −λ ∂T
∂xj
+
N−1∑
α=1
H¯α
Mw,α
Jj,α, (2.23)
where H¯α is the partial molar enthalpy of species α (with no heat of mixing it is enthalpy per
mole of species α.) Additional approximations in common use include the assumption that the
diﬀusion coeﬃcients are constant and often it is even assumed that all the diﬀusion coeﬃcients
are equal. Finally, the most common closure for the conditional diﬀusion ﬂux is the PDF form
of the gradient diﬀusion model: 〈
u′j
∣∣ψ〉 = −DT
fφ
∂fφ
∂xj
, (2.24)
where
〈
u′j
∣∣∣ψ〉 = Uj − 〈Uj |ψ〉.
Conditional diﬀusion transformed into scalar dissipation
The standard method of handling the conditional diﬀusion terms is to convert them into
conditional scalar dissipation terms. The transformation is fairly involved, and I have not
seen a convincing version that considers variable density (and ﬂuctuations in the diﬀusion
coeﬃcient.) Klimenko and Bilger (1999) do have a derivation for variable density, however the
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density is handled in an unconvincing manner. For this reason, only the constant density case
is shown here. In order to rewrite the conditional diﬀusion term as a function of the scalar
dissipation rate, one needs to be able to handle the ﬁne-grained PDF (Klimenko and Bilger,
1999). The ﬁne-grained PDF for the scalar concentration is deﬁned as (Pope, 2000):
f ′φ(ψ
′;x, t) ≡
∏
j
δ(ψ′j(x, t)− ψj). (2.25)
Conceptually, the sample space of the ﬁne-grained PDF, ψ′(x, t), can be viewed as a single
experimental result, or a single realization, as a function of space and time. The ﬁne-grained
PDF itself, f ′φ(ψ
′;x, t), is a representation of the single realization in the sample space of the
random scalar variables. Just as a histogram can be created from a collection of experimental
results, the expectation of the ﬁne-grained PDF creates the scalar PDF:
〈f ′φ〉 =
∫ ∞
−∞
f ′φ(ψ
′;x, t)fφ(ψ′;x, t) dψ′ = fφ(ψ;x, t). (2.26)
This is a result of the sifting property of the delta function:
b> y∫
a<y
δ(x− y)g(x) dx = g(y). (2.27)
One more property of delta functions will be needed. It is developed as follows:
u ≡ x− y ⇒
∂δ(u)
∂x
=
∂δ(u)
∂u
∂u
∂x
=
∂δ(u)
∂u
∂δ(u)
∂y
=
∂δ(u)
∂u
∂u
∂y
= −∂δ(u)
∂u
⇒ ∂
∂x
δ(x− y) = − ∂
∂y
δ(x− y). (2.28)
In order to use the ﬁne-grained PDF to describe the conditional diﬀusion term, one needs
the ability to manipulate ∂∂xk
(
Γ ∂∂xk f
′
φ
)
. But before this term can be determined, the gradient
of the ﬁne-grained PDF must ﬁrst be calculated. This is done by applying both the product
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and chain rules, the deﬁnition of the ﬁne-grained PDF, then by applying the result of 2.28.
∂f ′φ
∂xk
=
∑
j
⎛
⎝∏
i=j
δ(ψ′i − ψi)
⎞
⎠ ∂
∂ψ′j
δ(ψ′j − ψ)
∂ψ′j
∂xk
= −
∑
j
⎛
⎝∏
i=j
δ(ψ′i − ψi)
⎞
⎠ ∂
∂ψj
δ(ψ′j − ψ)
∂ψ′j
∂xk
= −
∑
j
∂
∂ψj
(∏
i
δ(ψ′i − ψi)
∂ψ′j
∂xk
)
= −
∑
j
∂
∂ψj
(
f ′φ
∂ψ′j
∂xk
)
.
(2.29)
Now ∂∂xk
(
Γ ∂∂xk f
′
φ
)
can be calculated by using, again, the product rule and 2.29:
∂
∂xk
(
Γ
∂f ′φ
∂xk
)
= −
∑
j
∂
∂ψj
(
∂
∂xk
(
Γf ′φ
∂ψ′j
∂xk
))
= −
∑
j
∂
∂ψj
(
Γ
∂f ′φ
∂xk
∂ψ′j
∂xk
+ f ′φ
∂
∂xk
(
Γ
∂ψ′j
∂xk
))
=
∑
j
∂
∂ψj
(
Γ
∑
i
∂
∂ψi
(
f ′φ
∂ψ′i
∂xk
)
∂ψ′j
∂xk
)
−
∑
j
∂
∂ψj
(
f ′φ
∂
∂xk
(
Γ
∂ψ′j
∂xk
))
=
∑
j
∑
i
∂2
∂ψj∂ψi
(
Γf ′φ
∂ψ′i
∂xk
∂ψ′j
∂xk
)
−
∑
j
∂
∂ψj
(
f ′φ
∂
∂xk
(
Γ
∂ψ′j
∂xk
))
(2.30)
The desired relation can be obtained by multiplying this equation by fφ,Z and integrating.
Starting with the ﬁrst term
∞∫∫
−∞
∂
∂xk
(
Γ
∂f ′φ(ψ
′)
∂xk
)
fφ,Z(ψ′,z′) dψ′ dz′ =
∂
∂xk
(
Γ
∂fφ(ψ)
∂xk
)
. (2.31)
Using the deﬁnition of the conditional PDF and the conditional expectation, the second term
becomes:
∞∫∫
−∞
∂2
∂ψj∂ψi
(
Γf ′φ
∂ψ′i
∂xk
∂ψ′j
∂xk
)
fφ,Z dψ′ dz′ =
∂2
∂ψj∂ψi
∫ ∞
−∞
f ′φ
∫ ∞
−∞
Γ
∂ψ′i
∂xk
∂ψ′j
∂xk
fφ|Z dz′fφ dψ′
=
∂2
∂ψj∂ψi
∫ ∞
−∞
f ′φ
〈
Γ
∂φi
∂xk
∂φj
∂xk
∣∣∣∣φ = ψ′
〉
fφ dψ′
=
∂2
∂ψj∂ψi
(〈
Γ
∂φi
∂xk
∂φj
∂xk
∣∣∣∣φ = ψ
〉
fφ
)
(2.32)
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And similarly the third term becomes:
∞∫∫
−∞
∂
∂ψj
(
f ′φ
∂
∂xk
(
Γ
∂ψ′j
∂xk
))
fφ,Z dψ′ dz′ =
∂
∂ψj
∫ ∞
−∞
f ′φ
∫ ∞
−∞
∂
∂xk
(
Γ
∂ψ′j
∂xk
)
fφ|Z dz′fφ dψ′
=
∂
∂ψj
(〈
∂
∂xk
(
Γ
∂φj
∂xk
)∣∣∣∣φ = ψ
〉
fφ
)
.
(2.33)
Equating these three terms gives:
∂
∂xk
(
Γ
∂fφ(ψ)
∂xk
)
=
∂2
∂ψj∂ψi
(〈
Γ
∂φi
∂xk
∂φj
∂xk
∣∣∣∣ψ
〉
fφ
)
− ∂
∂ψj
(〈
∂
∂xk
(
Γ
∂φj
∂xk
)∣∣∣∣ψ
〉
fφ
)
(2.34)
This is the desired relation. The ﬁrst term on the right hand side involves the scalar dissipation
rate, which is deﬁned as
φiφj ≡ 2Γ
∂φi
∂xk
∂φj
∂xk
. (2.35)
The substitution relation for the conditional diﬀusion term becomes:
− ∂
∂ψj
(〈
∂
∂xk
(
Γ
∂φj
∂xk
)∣∣∣∣ψ
〉
fφ
)
=
∂
∂xk
(
Γ
∂fφ
∂xk
)
− 1
2
∂2
∂ψj∂ψi
(〈
φiφj
∣∣ψ〉 fφ) . (2.36)
Just for reference, the version that Klimenko and Bilger (1999) give for variable density is:
− ∂
∂ψj
(〈
∂
∂xk
(
ρΓ
∂φj
∂xk
)∣∣∣∣ψ
〉
fφ
)
=
∂2
∂xk∂xk
(〈ρΓ|ψ〉 fφ)− 12
∂2
∂ψj∂ψi
(〈
ρφiφj
∣∣ψ〉 fφ)− ∂
∂xk
(〈
∂ρΓ
∂xk
∣∣∣∣ψ
〉
fφ
)
. (2.37)
The conditional scalar dissipation term is still unclosed, however closure models for this term
are more common than for the conditional diﬀusion term in 2.20.
Final forms of the scalar PDF transport equation
Assuming constant density, the scalar PDF transport equation becomes:
∂fφ
∂t
+
∂ 〈Uj |ψ〉 fφ
∂xj
=
∂
∂xk
(
Γ
∂fφ
∂xk
)
− 1
2
∂2
∂ψiψj
(〈
φiφj
∣∣ψ〉 fφ)− ∂
∂ψj
(
Sj(ψ)fφ
)
. (2.38)
In order to close the turbulent scalar ﬂux term in 2.20 , the gradient diﬀusion model for
turbulent scalar transport is commonly used:
∂
∂xj
(〈uj |ψ〉 fφ) ≈ − ∂
∂xk
(
ΓT
∂fφ
∂xk
)
(2.39)
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Substituting Equations 2.36 and Gad diﬀusion into 2.20 and allowing the deﬁnition Γt ≡ Γ+ΓT
one arrives at the most commonly used form of the scalar PDF transport equation:
∂fφ
∂t
+ 〈Uj〉 ∂fφ
∂xj
=
∂
∂xk
(
Γt
∂fφ
∂xk
)
− 1
2
∂2
∂ψiψj
(〈
φiφj
∣∣ψ〉 fφ)− ∂
∂ψj
(
Sj(ψ)fφ
)
. (2.40)
The ﬁnal form, using Klimenko and Bilger’s relation for the scalar dissipation with variable
density, is:
∂
∂t
(〈ρ|y, ζ〉 fY,ξ) + ∂
∂xi
(〈ρUi|y, ζ〉 fY,ξ)
= − ∂
∂y
(〈ρSY (y, ζ)|y, ζ〉 fY,ξ)+ ∂2
∂xi∂xi
(〈ρΓ|y, ζ〉 fY,ξ)− ∂
∂xi
(〈
∂ρΓ
∂xi
∣∣∣∣y, ζ
〉
fY,ξ
)
− 1
2
∂2 〈ρY |y, ζ〉 fY,ξ
∂y2
− ∂
2 〈ρY,ξ|y, ζ〉 fY,ξ
∂y ∂ζ
− 1
2
∂2 〈ρξ|y, ζ〉 fY,ξ
∂ζ2
. (2.41)
2.2 Flamelets
Most readers will already be familiar with steady laminar ﬂamelet concepts. There is
insuﬃcient space or time to give the background and theory of ﬂamelet modeling here. Addi-
tionally, these models have not, from a historical perspective, been derived from the perspective
of probability transport. For all of these reasons ﬂamelet theory will be omitted here. The rec-
ommended references on this subject are (Peters, 1984, 1986, 2000; Cook et al., 1997). There
are many conceptual overlaps between ﬂamelet modeling and conditional moment closure.
2.3 Conditional Moment Closure
As a general outline, this derivation starts with the joint PDF transport equation for two
scalars. From the joint PDF transport equation, a transport equation for the marginal PDF of
the mixture fraction will be derived. Also from the joint PDF transport equation, a transport
equation for the mean of the reaction progress variable conditioned on the mixture fraction
will also be derived. This equation will have unclosed scalar dissipation terms, so the CMC
model assumptions will be introduced and the dissipation terms will be closed. This will result
in the CMC model equations.
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The joint mixture fraction - reaction progress variable PDF transport equation
Back to the joint PDF transport equation, allow one scalar to be referred to as the mixture
fraction, ξ. The mixture fraction is an inert scalar and as such its reaction source term is zero.
The second of the two scalars will be referred to as the reaction progress variable, Y. The
joint PDF of mixture fraction and reaction progress variable, fY,ξ(y, ζ;x, t) is transported in
space, x, time, t, and reaction progress variable and mixture fraction sample spaces, y and ζ
respectively. For this speciﬁc case the PDF transport equation can be rewritten as:
∂fY,ξ
∂t
+ 〈Ui〉 ∂fY,ξ
∂xi
=
∂
∂xi
(
Γt
∂fY,ξ
∂xi
)
− ∂
∂y
(
SY (y, ζ)fY,ξ
)
− 1
2
∂2 〈Y |y, ζ〉 fY,ξ
∂y2
− ∂
2 〈Y,ξ|y, ζ〉 fY,ξ
∂y∂ζ
− 1
2
∂2 〈ξ|y, ζ〉 fY,ξ
∂ζ2
,
(2.42)
where 〈U〉 is the mean velocity, Γt is the turbulent diﬀusion coeﬃcient given by a turbulent
scalar ﬂux model, SY is the reaction source term for y, and the scalar dissipations αβ are
deﬁned as:
αβ ≡ 2Γ ∂α
∂xk
∂β
∂xk
. (2.43)
Mixture fraction PDF transport equation
One can manipulate 2.42 to arrive at the transport equation for the marginal PDF of the
mixture fraction. Just as a reminder, the mixture fraction marginal PDF is deﬁned according
to
fξ ≡
∫
fY,ξ(y, ζ) dy. (2.44)
As this relation suggests, the transport equation for the marginal PDF of mixture fraction is
derived by integrating 2.42 across all y.∫ (
∂fY,ξ
∂t
+ 〈Ui〉 ∂fY,ξ
∂xi
)
dy =
∫
∂
∂xi
(
Γt
∂fY,ξ
∂xi
)
dy −
[
SY (y, ζ)fY,ξ
]y=∞
y=−∞
−
[
1
2
∂ 〈Y |y, ζ〉 fY,ξ
∂y
+
∂ 〈Y,ξ|y, ζ〉 fY,ξ
∂ζ
]y=∞
y=−∞
− 1
2
∫
∂2 〈ξ|y, ζ〉 fY,ξ
∂ζ2
dy.
(2.45)
Simplifying term by term: the ﬁrst term is integrated in a rather straight forward manner due
to its linear nature, ∫
∂fY,ξ
∂t
dy =
∂
∂t
∫
fY,ξ(y, ζ) dy =
∂fξ
∂ζ
. (2.46)
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The second term on the left hand side and the ﬁrst term on the right hand side of 2.45 are
simpliﬁed similarly due to their linear nature. The next term is also straight forward,
∫
∂
∂y
(SY (y, ζ)fY,ξ) dy =
[
SY (y, ζ)fY,ξ
]y=∞
y=−∞
= 0, (2.47)
because fY,ξ is zero in all of its limits. Similarly, the two terms involving Y and Y,ξ are zero.
The simpliﬁcation of the ﬁnal term, involving ξ, requires the following relations which come
from the deﬁnition of the conditional PDF
f,Y,ξ = f|Y,ξfY,ξ = fY |ξfξ. (2.48)
This allows one to conclude that∫
∂2 〈ξ|y, ζ〉 fY,ξ
∂ζ2
dy =
∂2
∂ζ2
(∫ ∫
ξf|Y,ξ dξfY,ξ dy
)
=
∂2
∂ζ2
(∫ ∫
ξf,Y |ξ dξ dyfξ
)
=
∂2 〈ξ|ζ〉 fξ
∂ζ2
.
(2.49)
The ﬁnal step is to substitute Equations (2.45) through (2.49) into 2.44, which gives the mixture
fraction PDF transport equation:
∂fξ
∂t
+ 〈Ui〉 ∂fξ
∂xi
=
∂
∂xi
(
Γt
∂fξ
∂xi
)
− 1
2
∂2 〈ξ|ζ〉 fξ
∂ζ2
. (2.50)
One common approach in turbulent reacting ﬂow is to presume the shape of the mixture
fraction PDF. The most common presumed form is the beta PDF (Girimaji, 1991). This
assumption is also made in the CMC approach (Klimenko and Bilger, 1999). 2.50 can be
further manipulated to give the transport equations for two of its parameters, the mean mixture
fraction and mixture fraction variance, both of which can also be derived by means of Reynolds’
decomposition.
CMC model equations (conservative form)
Next is the derivation of the transport equation for the mean of the reaction progress
variable conditioned on the mixture fraction. One can start with the decomposition of the
joint PDF transport equation into the PDF of the conditional reaction progress variable and
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the mixture fraction marginal PDF:
∂fY |ξfξ
∂t
+ 〈Ui〉
∂fY |ξfξ
∂xi
=
∂
∂xi
(
Γt
∂fY |ξfξ
∂xi
)
− ∂
∂y
(
SY (y, ζ)fY |ξfξ
)
− 1
2
∂2 〈Y |y, ζ〉 fY,ξ
∂y2
− ∂
2 〈Y,ξ|y, ζ〉 fY,ξ
∂y∂ζ
− 1
2
∂2 〈ξ|y, ζ〉 fY,ξ
∂ζ2
.
(2.51)
The next step is to multiply by y and integrate over all y:
∂
∂t
(∫
yfY |ξfξ dy
)
+ 〈Ui〉 ∂
∂xi
(∫
yfY |ξfξ dy
)
=
∂
∂xi
(
Γt
∂
∂xi
(∫
yfY |ξfξ dy
))
−
∫
∂
∂y
(
ySY (y, ζ)fY |ξfξ
)
dy +
∫
SY (y, ζ)fY |ξfξ dy
−1
2
∫
y
∂2 〈Y |y, ζ〉 fY,ξ
∂y2
dy −
∫
y
∂2 〈Y,ξ|y, ζ〉 fY,ξ
∂y∂ζ
dy − 1
2
∫
y
∂2 〈ξ|y, ζ〉 fY,ξ
∂ζ2
dy.
(2.52)
Again, simplifying this equation term by term starting from the left:
∫
y
∂fY ξfξ
∂t
dy =
∂
∂t
(∫
yfY ξfξ dy
)
=
∂ 〈Y |ζ〉 fξ
∂t
. (2.53)
The next two terms are simpliﬁed similarly. The following term is zero according to
∫
∂
∂y
(
ySY (y, ζ)fY |ξfξ
)
dy =
[
ySY (y, ζ)fY |ξfξ
]y=∞
y=−∞
= 0. (2.54)
All the remaining terms require an assumption for closure. The standard CMC assumption
(Klimenko and Bilger, 1999) is that fY ξ is a single valued function. This can be written two
ways:
fY |ξ = δ(y − 〈Y |ζ〉), φY (ζ) = 〈Y |ζ〉 . (2.55)
The direct results of this assumption are that:
∂φY
∂xi
=
∂ 〈Y |ζ〉
∂ζ
∂φξ
∂xi
, Y,ξ = ξ
∂ 〈Y |ζ〉
∂ζ
. (2.56)
One can now simplify the next term according to:
∫
SY (y, ζ)fY |ξfξ dy = SY
(〈Y |ζ〉 , ζ)fξ. (2.57)
And by the product rule, the following term is seen to be zero:
−1
2
∫
y
∂2 〈Y |y, ζ〉 fY,ξ
∂y2
dy = −1
2
∫
∂2
∂y2
(y 〈Y |y, ζ〉 fY,ξ) dy +
∫
∂ 〈Y |y, ζ〉 fY,ξ
∂y
dy
= −1
2
∂
∂y
[
〈Y |y, ζ〉 fY,ξ
]y=∞
y=−∞
+
[
y 〈Y |y, ζ〉 fY,ξ
]y=∞
y=−∞
= 0.
(2.58)
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The next term can also be simpliﬁed and closed by making use of the product rule and the
CMC assumptions:
−
∫
y
∂2 〈Y,ξ|y, ζ〉 fY,ξ
∂y∂ζ
dy = −
∫
∂
∂y
(
y
∂ 〈Y,ξ|y, ζ〉 fY,ξ
∂ζ
)
dy +
∫
∂ 〈Y,ξ|y, ζ〉 fY,ξ
∂ζ
dy
=
∂
∂ζ
[
y 〈Y,ξ|y, ζ〉 fY,ξ
]y=∞
y=−∞
+
∂
∂ζ
∫ ∫
Y,ξf|Y,ξfξ dY,ξ dy =
∂
∂ζ
(
〈ξ|ζ〉 fξ ∂ 〈Y |ζ〉
∂ζ
) (2.59)
Similarly,
− 1
2
∫
y
∂2 〈ξ|y, ζ〉 fY,ξ
∂ζ2
dy = −1
2
∂2
∂ζ2
∫ ∫
yξf|Y,ξfY,ξ dξ dy = −
1
2
∂2
∂ζ2
( 〈Y |ζ〉 〈ξ|ζ〉 fξ).
(2.60)
Substituting these relations back into 2.52 gives the conservative form of the CMC model
equations:
∂ 〈Y |ζ〉 fξ
∂t
+ 〈Ui〉 ∂ 〈Y |ζ〉 fξ
∂xi
=
∂
∂xi
(
Γt
∂ 〈Y |ζ〉 fξ
∂xi
)
+ SY
( 〈Y |ζ〉 , ζ)fξ
+
1
2
∂
∂ζ
(
〈ξ|ζ〉 fξ ∂ 〈Y |ζ〉
∂ζ
− 〈Y |ζ〉 ∂ 〈ξ|ζ〉 fξ
∂ζ
) (2.61)
CMC model equations (nonconservative form)
Multiply 2.50 by 〈Y |ζ〉 :
〈Y |ζ〉 ∂fξ
∂t
+ 〈Ui〉 〈Y |ζ〉 ∂fξ
∂xi
= 〈Y |ζ〉 ∂
∂xi
(
Γt
∂fξ
∂xi
)
− 1
2
〈Y |ζ〉 ∂
2 〈ξ|ζ〉 fξ
∂ζ2
. (2.62)
Apply the product rule to 2.61.
fξ
∂ 〈Y |ζ〉
∂t
+ 〈Y |ζ〉 ∂fξ
∂t
+ 〈Ui〉 fξ ∂ 〈Y |ζ〉
∂xi
+ 〈Ui〉 〈Y |ζ〉 ∂fξ
∂xi
= 2Γt
∂fξ
∂xi
∂ 〈Y |ζ〉
∂xi
+ fξ
∂
∂xi
(
Γt
∂ 〈Y |ζ〉
∂xi
)
+ 〈Y |ζ〉 ∂
∂xi
(
Γt
∂fξ
∂xi
)
+ SY
( 〈Y |ζ〉 , ζ)fξ
+
1
2
〈ξ|ζ〉 fξ ∂
2 〈Y |ζ〉
∂ζ2
+
1
2
〈Y |ζ〉 ∂
2 〈ξ|ζ〉 fξ
∂ζ2
. (2.63)
Subtract 2.62 from 2.63:
fξ
∂ 〈Y |ζ〉
∂t
+ 〈Ui〉 fξ ∂ 〈Y |ζ〉
∂xi
= 2Γt
∂fξ
∂xi
∂ 〈Y |ζ〉
∂xi
+ fξ
∂
∂xi
(
Γt
∂ 〈Y |ζ〉
∂xi
)
+ SY
( 〈Y |ζ〉 , ζ)fξ + 12 〈ξ|ζ〉 fξ ∂
2 〈Y |ζ〉
∂ζ2
. (2.64)
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The ﬁnal step is to divide by fξ:
∂ 〈Y |ζ〉
∂t
+〈Ui〉 ∂ 〈Y |ζ〉
∂xi
=
2Γt
fξ
∂fξ
∂xi
∂ 〈Y |ζ〉
∂xi
+
∂
∂xi
(
Γt
∂ 〈Y |ζ〉
∂xi
)
+SY
( 〈Y |ζ〉 , ζ)+1
2
〈ξ|ζ〉 ∂
2 〈Y |ζ〉
∂ζ2
.
(2.65)
This is the nonconservative form of the CMC model equation. This form should also be more
similar to the ﬂamelet equations.
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CHAPTER 3. MODELING AND VALIDATION USING DNS:
CONDITIONAL REACTION TERMS
The material in this chapter comes from the paper by Smith et al. (2007) with only slight
modiﬁcations. It is also re-typeset to conform to the format of this thesis.
Abstract A Gaussian-quadrature closure is introduced for the conditional reaction-source
term in conditional-moment closure, motivated by the desire to accurately model the dynamics
of homogeneous extinction and re-ignition in turbulent non-premixed fames. A priori analysis
of the quadrature model was performed using results of direct numerical simulations (DNS)
of isotropic turbulence which included a mixture fraction and reaction-progress variable with
a reversible chemical-source term. The DNS calculations for three Damko¨hler numbers, each
exhibiting a diﬀerent degree of extinction and all exhibiting re-ignition, were used to demon-
strate the shortcomings of the Taylor-series closure. A quantitative validation was completed,
and the quadrature closure showed signiﬁcantly less error than the Taylor-series closures for
all of the conditions considered.
3.1 Introduction
As the modeling of mixing and reactions in non-premixed turbulent combustion steadily
becomes more advanced, the diversity of physical phenomena that can be described accurately
is naturally broadened. The advancement from mixing-limited chemistry to equilibrium chem-
istry allowed the ability to model the chemical thermodynamics. Steady laminar ﬂamelets of-
fered the ability to model the overlap of mixing and reaction timescales, and consequently ﬂame
extinction could be modeled in a qualitative way. Unsteady ﬂamelets, conditional-moment clo-
sure (CMC) and the Lagrangian probability-density-function (PDF) approach have oﬀered, in
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diﬀerent ways, the ability to model the overlap of multiple reaction time scales with the mixing
time scale(s). Yet, the accurate prediction of homogeneous extinction and re-ignition are phe-
nomena that are challenging for even the most advanced combustion models. Stated simply,
extinction is the consequence of strong mixing overbalancing the chemical reactions. Physi-
cally, homogeneous re-ignition is the consequence of un-extinguished reaction zones interacting
with extinguished zones. Capturing this interaction is required to not only describe re-ignition,
but also to accurately describe the dynamics of extinction. As Bilger et al. (2005) stated, “In
ﬂames with signiﬁcant local extinction and re-ignition it has been found that [the] ﬁrst-order
closure is not suﬃciently accurate.” It is the opinion of the authors, of the current paper, that
higher-order CMC oﬀers the greatest potential to accurately model the dynamics of extinction
and re-ignition for a reasonable computational cost. However, the higher-order CMC methods
do require reﬁnement. The purpose of this paper is to propose an adjustment to one aspect of
the higher-order CMC model. More speciﬁcally, we suggest that the use of the Taylor series
as a closure for the conditional reaction-source term is unsuitable, and that the source-term
integral can be more accurately approximated by an appropriate Gaussian-quadrature formula.
3.2 Theory
The homogeneous, one-point, constant-density joint PDF, fY,ξ, of mixture fraction, ξ, and
reaction-progress variable, Y , evolves in time, t, according to Klimenko and Bilger (1999); Fox
(2003):
∂fY,ξ
∂t
= − ∂
∂y
(SY (y, ζ)fY,ξ)− 12
∂2 〈Y |y, ζ〉 fY,ξ
∂y2
− 1
2
∂2 〈ξ|y, ζ〉 fY,ξ
∂ζ2
− ∂
2 〈Y,ξ|y, ζ〉 fY,ξ
∂y ∂ζ
, (3.1)
where y and ζ are the sample-space variables for the reaction-progress variable and the mixture
fraction, respectively, SY is the chemical-reaction source term for the reaction-progress variable,
and the rates of dissipation by diﬀusion with molecular-diﬀusion coeﬃcient, Γ, are deﬁned as
Y ≡ 2Γ|∇Y |2, ξ ≡ 2Γ|∇ξ|2, Y,ξ ≡ 2Γ∇Y · ∇ξ. (3.2)
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The evolution equation for the homogeneous conditional moment of order α is derived by
contracting the joint-PDF transport equation with yα:
∂ 〈Y α|ζ〉 fξ
∂t
= α
〈
Y α−1SY (Y, ξ)
∣∣ζ〉 fξ − α(α− 1)2 〈Y α−2Y
∣∣ζ〉 fξ
− 1
2
∂2 〈Y αξ|ζ〉 fξ
∂ζ2
+ α
∂
〈
Y α−1Y,ξ
∣∣ζ〉 fξ
∂ζ
. (3.3)
The evolution of the ﬁrst conditional moment, α = 1, requires closure for the conditional
reaction-source term. It is through this term that the higher-order moments are coupled to
the evolution of the ﬁrst conditional moment. Consequently, in order to capture the dynamics
of extinction and re-ignition, the conditional source term must be approximated at a level of
accuracy that requires information from the higher-order conditional moments. For this reason,
the conditional reaction-source term plays a pivotal role in CMC modeling. The quadrature
model presented in this work addresses only the closure for the conditional reaction-source
term. The closure for the dissipation terms will is not addressed, but the proposed model
is compatible with any choice for the closure of those terms. The same can be said for the
inhomogeneous terms in CMC. The homogeneous case was considered, because it allowed us
to isolate reaction and mixing terms about which we were most concerned.
3.3 Direct Numerical Simulation Data
In order to analyze the validity of CMC models to describe such phenomena, we chose to
a priori test the models using the direct numerical simulations (DNS) of Sripakagorn et al.
(2004a). The DNS included the transport of two scalars: a passive mixture fraction and a
reaction-progress variable. The two scalars were injected into isotropic decaying turbulence.
The mixture fraction was initialized such that it was nearly segregated with a mean near
〈ξ〉 = 0.5, and the reaction-progress variable was initialized to the steady laminar ﬂamelet
solution. The reaction-progress variable evolved according to the following reaction-source
term:
SY (Y, ξ) = 2Da exp
( −β(1− Y )
1− α(1− Y ) −
β
α
)
× [(ξ − Y/2)(1− ξ − Y/2)− Y 2/K] , (3.4)
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where: Da is the Damko¨hler number, α = 0.87, β = 4.0 and K = 100. The two important
features to notice are the Arrhenius-temperature dependence and both forward- and reverse-
reaction terms. Also notice that the realizability region for the reaction-progress variable is
bounded below by Y = 0 and bounded above by the equilibrium limit of
YEq(ζ) =
1 +
[
1− 4(1− 4/K)(ζ − ζ2)]1/2
1− 4/K . (3.5)
Three DNS calculations were considered with diﬀering Damko¨hler numbers of 3.0×104, 8.0×104
and 1.3×105. The scatter plots of Fig. 3.1 show the relation between the mixture fraction and
the reaction-progress variable near the moment of greatest extinction in all three simulations.
In the case of very high Damko¨hler number the data approached a clear manifold. However,
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Figure 3.1 Scatter plots of mixture fraction vs. reaction-progress variable
from DNS at three values of Damko¨hler number for σξ = 0.3921.
From left to right the three ﬁgures correspond to Da = 1.3×105,
8.0× 104 and 3.0× 104.
as the Damko¨hler number decreased, the mixing prevented the reaction from progressing to
the manifold. This is the extinction phenomenon. The dynamics of the extinction can be seen
in where the mean of the reaction-progress variable conditioned on the stoichiometric mixture
fraction is shown as a function of a time-like variable. In Fig. 3.2 the symbols represent the
conditional means from Fig. 3.1. Here, the negative slope shows extinction, and the increasing
conditional mean is indicative of homogeneous re-ignition.
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Figure 3.2 Mean of the reaction-progress variable conditioned on the stoi-
chiometric mixture fraction as a function of a time-like variable
for: — Da = 3.0×104, - - - 8.0×104, and -·-· 1.3×105. Diamond
symbols indicate σξ = 0.3921.
3.4 Modeling
In the process of analyzing the “standard” higher-order CMC models, we were surprised
by how large the error was in the pivotal conditional reaction-source term. In this paper we
discuss the error of the closure for this term as presented by Klimenko and Bilger (1999).
Additionally, we present a new closure based on Gaussian-quadrature integration.
3.4.1 Taylor-Series Expansion
The standard higher-order CMC model for the conditional reaction-source term is derived
by ﬁrst expanding the expression for the reaction-source term in a Taylor series about the
conditional mean of Y . The Taylor series is
SY (Y, ξ) = SY (〈Y |ξ〉 , ξ) + Y ′′∂SY
∂Y
∣∣∣
Y =〈Y |ξ〉
+
1
2
Y ′′2
∂2SY
∂Y 2
∣∣∣
Y =〈Y |ξ〉
+O(Y ′′3), (3.6)
where Y ′′ ≡ Y − 〈Y |ζ〉. Next, the conditional expectation of the truncated Taylor series is
found:
〈SY |ζ〉 ≈ SY (〈Y |ζ〉 , ζ) + 12
〈
Y ′′2
∣∣ζ〉 ∂2SY
∂Y 2
∣∣∣Y =〈Y |ζ〉
ξ=ζ
. (3.7)
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Here we will limit ourselves to the the closure for α = 1 only, which is shown merely to
demonstrate the limitations of the method.
3.4.2 Gaussian Quadrature
More recently, Fox and Raman (2004) presented an alternative closure for the conditional
reaction-source term. The closure implemented a Gaussian-quadrature approximation for the
integration as follows:
〈
Y α−1SY
∣∣ζ〉 ≡ ∫ yα−1SY (y, ζ)fY |ξ dy ≈ NE∑
k=1
pk(ζ) 〈Y |ζ〉α−1k SY (〈Y |ζ〉k , ζ) . (3.8)
This involves the sum of weights, pk, multiplied by the integrand evaluated at abscissas, 〈Y |ζ〉k.
The weights and abscissas are obtained by the method of undetermined coeﬃcients; that
is, they are obtained from the conditional moments by inversion of the following nonlinear
relations:
NE∑
k=1
pk(ζ) 〈Y |ζ〉αk ≡ 〈Y α|ζ〉 , (3.9)
for all α = 0, 1, 2, . . . , 2NE−1. The advantages of this quadrature approximation are simplicity
and extensibility to higher order. However, the model of Fox and Raman required the use of
quadrature for all of the unclosed terms in Eq. (3.3). Here we present an algorithm that
allows one to use the model of choice for the dissipation closures, and still use quadrature for
the conditional reaction-source term. Those familiar with population balances will identify
this use of Gaussian quadrature as the quadrature-method of moments presented by McGraw
(1997), but adapted to conditional moments.
3.4.3 The Algorithm
In the process of evolving a number, Nmom, of lower-order conditional moments, a corre-
sponding set of reaction rates is required.
Step one: for an odd number of conditional moments, use the product-diﬀerence algo-
rithm (Gordon, 1968) to quickly and eﬃciently invert the nonlinear relation of Eq. (3.9) and
obtain the conditional weights and abscissas. The case where only two conditional moments
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are known is of particular interest, because it is by far the most common use of higher-order
CMC, and because the nonlinear relation of Eq. (3.9) can be inverted directly. This is done
by choosing weights, p1 and p2 such that p1 + p2 = 1, then the expression for the abscissas is:
〈Y |ζ〉1 = 〈Y |ζ〉 −
(
p2/p1
(〈
Y 2
∣∣ζ〉− 〈Y |ζ〉2))1/2
and 〈Y |ζ〉2 = 〈Y |ζ〉 /p2 − p1 〈Y |ζ〉1 /p2.
(3.10)
For two conditional moments, if the reaction-progress variable is bound to a realizable region,
not all choices for the weights will lead to abscissas within this region. If the minimum value,
Ymin(ζ), and/or maximum value, Ymax(ζ), are known then the following limits on the weights
are easily derived:〈
Y 2
∣∣ζ〉− 〈Y |ζ〉2
〈Y 2|ζ〉 − 2 〈Y |ζ〉Ymax(ζ) + Y 2max(ζ)
≤ p2(ζ) ≤ (〈Y |ζ〉 − Ymin(ζ))
2
〈Y 2|ζ〉 − 2 〈Y |ζ〉Ymin(ζ) + Y 2min(ζ)
. (3.11)
For the results presented in this paper, p2(ζ) was chosen as an average of its minimum and
maximum values (based on Y = 0 and Eq. (3.5)).
Step two: Calculate the conditional reaction-source terms for each conditional moment
evolution equation from the weights and abscissas by the quadrature formula, Eq. (3.8).
Step three: Use the conditional reaction-source term and additional closures for the dissi-
pation terms and for the turbulent ﬂux (in the inhomogeneous case) to advance the conditional
moments to the next time step and return to Step One.
3.5 Results and Discussion
3.5.1 Taylor-Series Approximation
Figure 3.3 shows the second- and third-order Taylor-series approximations to the reaction-
source term using the DNS at a time near extinction. One can see that for a complex
chemical-source term, the lower-order Taylor-series approximations, although accurate in the
region near the conditional mean, do not approximate the source term well across the realizable
region. This weakness is accentuated by the fact that the corresponding conditional PDF,
shown in Fig. 3.4, is largest in regions where the approximation is poorest. This problem will
be most acute during extinction and re-ignition, and particularly when the conditional PDF
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Figure 3.3 Reaction-source term at the stoichiometric mixture fraction
as a function of the reaction-progress variable from DNS for
Da = 3.0 × 104 at σξ = 0.3921: — exact source term, + sec-
ond-order Taylor-series, × third-order Taylor-series.
is bimodal. In contrast, Fig. 3.5 shows a plot of the conditional source term for the case with
the highest Damko¨hler number. Here the conditional PDF, again shown in Fig. 3.4, is nearly
unimodal, and although the Taylor series is most accurate in the region of highest probability,
the polynomials extend so far into the negative (in regions far from 〈Y |ζ〉) that the overall
conditional mean of the reaction-source term is negative. This is an unphysical result and
persists at many locations across the mixture-fraction space as will be described below.
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Figure 3.4 Conditional PDF of the reaction-progress variable at the stoi-
chiometric mixture fraction from DNS at σξ = 0.3921 for: —
Da = 3.0× 104, - - - 8.0× 104, and -·-· 1.3× 105.
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Figure 3.5 Reaction source term at the stoichiometric mixture fraction
as a function of the reaction-progress variable from DNS for
Da = 1.3 × 105 at σξ = 0.3921: — exact source term, + sec-
ond-order Taylor-series, × third-order Taylor-series.
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3.5.2 Gaussian-Quadrature Approximation
Examples of the conditional weights and abscissas calculated from Eq. (3.9) using the DNS
conditional moments are shown in Figs. 3.6-3.9. For Figs. 3.6 and 3.7, the ﬁrst two conditional
moments of the reaction-progress variable were required. Note that the two environments
approximately straddle the conditional mean, and the weights are nearly equal to 0.5. This
situation roughly corresponds to the model proposed by Fox and Raman (2004) where the
weights are held constant. For Figs. 3.8 and 3.9, the ﬁrst ﬁve conditional moments of the
reaction-progress variable were required (six with the consideration that the zeroth conditional
moment is know to be unity.) For this case, the second environment nearly coincides with the
conditional mean, and weights exhibit a non-trivial dependence on mixture fraction. In the
context of Fox and Raman (2004), these results suggest that a more sophisticated model will
be required for pn(ζ) in order to correctly capture its dynamics.
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Figure 3.6 Conditional abscissas for the quadrature method based on sec-
ond-order conditional moments from DNS for Da = 3.0 × 104
at σξ = 0.3921: - - - equilibrium limit, — conditional mean (for
reference),  ﬁrst conditional abscissa,  second conditional
abscissa.
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Figure 3.7 Conditional weights for the quadrature method based on sec-
ond-order conditional moments from DNS for Da = 3.0×104 at
σξ = 0.3921:  ﬁrst conditional weight,  second conditional
weight.
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Figure 3.8 Conditional abscissas for the quadrature method based on
ﬁfth-order conditional moments from DNS for Da = 3.0 × 104
at σξ = 0.3921: - - - equilibrium limit, — conditional mean (for
reference),  ﬁrst conditional abscissa,  second conditional
abscissa,  third conditional abscissa.
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Figure 3.9 Conditional weights for the quadrature method based on
ﬁfth-order conditional moments from DNS for Da = 3.0×104 at
σξ = 0.3921:  ﬁrst conditional weight,  second conditional
weight,  third conditional weight.
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3.5.3 Conditional Reaction-Source Term
The conditional reaction-source terms were calculated by the Gaussian-quadrature ap-
proximation and, for comparison, by the Taylor-series approximation. Figure 3.10 shows the
conditional source term and the approximations for α = 1 from the case where Da = 3.0×104.
Notice the convergence of the quadrature approximation for the sequence of second-, third- and
ﬁfth-order models. In contrast, the Taylor-series approximations were far from the mark. Fig-
ure 3.11 shows a similar plot for Da = 1.3×105, from where it can be seen that the quadrature
approximation was much more accurate than the Taylor series. Moreover, the Taylor-series
approximations yielded unphysical negative results for a large range of mixture fractions.
The conditional reaction-source term for α = 2 is shown in Figs. 3.12 and 3.13 for the
low and high Damko¨hler number cases, respectively. From these plots we can clearly observe
that ﬁfth-order quadrature agreed closely with the DNS. Although not shown, good agreement
was also obtained for α > 2. In comparison, second- and third-order quadrature showed larger
deviations. However, unlike the Taylor series, in all cases the quadrature approximation yielded
physically realistic values for the conditional source terms.
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Figure 3.10 Conditional reaction-source term and models from DNS for
Da = 3.0 × 104 at σξ = 0.3921: — conditional mean,
◦ ﬁrst-order closure,  second-order quadrature closure, 
third-order quadrature closure,  ﬁfth-order quadrature clo-
sure, + second-order Taylor closure, × third-order Taylor clo-
sure.
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Figure 3.11 Conditional reaction-source term and models from DNS for
Da = 1.3 × 105 at σξ = 0.3921: — conditional mean,
◦ ﬁrst-order closure,  second-order quadrature closure, 
third-order quadrature closure,  ﬁfth-order quadrature clo-
sure, + second-order Taylor closure, × third-order Taylor clo-
sure.
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Figure 3.12 Models and data of 2 〈Y SY |ζ〉 from DNS for Da = 3.0 × 104
at σξ = 0.3921: — conditional mean,  second-order quadra-
ture closure,  third-order quadrature closure,  ﬁfth-order
quadrature closure.
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Figure 3.13 Models and data of 2 〈Y SY |ζ〉 from DNS for Da = 1.3 × 105
at σξ = 0.3921: — conditional mean,  second-order quadra-
ture closure,  third-order quadrature closure,  ﬁfth-order
quadrature closure.
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As a quantitative measure of goodness of ﬁt, an average integral error was calculated as
E¯α =
Nt∑〈∣∣〈Y α−1SY ∣∣ξ〉DNS − 〈Y α−1SY ∣∣ξ〉model∣∣〉
Nt 〈Y α−1SY 〉DNS
, (3.12)
where Nt = 13 is the number of DNS time ﬁles for each of the three cases. We should note
that the error values computed in this manner are not meant to be representative of the errors
that would be observed in actual application. Nevertheless, they can be used to compare the
relative error between diﬀerent approximations for the conditional source term.
Average integral errors for α = 1 are shown in Table 3.1. Again the Taylor-series ap-
proximations are included for reference. The errors for α = 2 are shown in Table 3.2. The
errors for the higher-order conditional reaction-source terms were comparable in magnitude,
but have been omitted to save space. From the error values, it can be observed that the
quadrature approximations were much more accurate than the Taylor-series approximations
for all Damko¨hler numbers. Comparing the various quadrature approximations, it is clear that
ﬁfth order was much more accurate than third order for Da = 3 × 104, and about of equal
accuracy for Da = 1.3× 105.
Table 3.1 Average normalized error, E¯1 in Eq. (3.12), using six models for three
Damko¨hler numbers.
Da 1st Order 2nd Order Taylor 3rd Order Taylor 2nd Order Quad. 3rd Order Quad 5th Order Quad
30000 0.3508 1.4124 1.6703 0.6043 0.3570 0.0392
80000 2.0288 3.1688 1.5961 0.1197 0.1444 0.0711
130000 1.1002 1.6911 0.9989 0.2127 0.0916 0.1097
Table 3.2 Average normalized error, E¯2 in Eq. (3.12), using three quadrature mod-
els and for three Damko¨hler numbers.
Da 2nd Order Quad. 3rd Order Quad 5th Order Quad
30000 0.6192 0.4297 0.0173
80000 0.1418 0.1953 0.0685
130000 0.2153 0.1125 0.1107
3.6 Conclusions
Based on the a priori analysis using DNS data for a relatively complex kinetic expression,
we can conclude that the quadrature approximation for the conditional chemical-source term
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oﬀers a powerful approach for modeling the reaction-source term in higher-order CMC. In
practice, use of the quadrature approximation will require the numerical simulation of transport
equations for the conditional moments 〈Y α|ζ〉, where the maximum value of α depends on
the order of the approximation. For the case of two conditional moments (i.e., second-order
quadrature), we have provided an algorithm for computing the conditional reaction-source
term. For higher-order approximations, it may be advantageous to solve directly transport
equations for the weights and abscissas as described in Fox and Raman (2004).
Finally, it should be noted that the reaction-source term used in this work may be more
complex than what Klimenko and Bilger (1999) ever intended as an application of the Taylor-
series approximation. Indeed, Kronenburg et al. (1998) recommend using a presumed-shaped
conditional PDF such as β or Gaussian to close the reaction-source term. Cha and Pitsch
(2001) more recently analyzed the error of the presumed β conditional PDF compared to the
Taylor-series approximation. Presumed conditional PDF models were not considered in this
work, because they are both much more expensive and do not extend to higher order (greater
than second.)
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CHAPTER 4. MODELING AND VALIDATION USING DNS:
CONDITIONAL DISSIPATION TERMS
The material in this chapter comes from the paper by Smith and Fox (2007) with only
slight modiﬁcations. It is also re-typeset to conform to the format of this thesis.
Abstract The multi-environment conditional probability-density function (MECPDF) ap-
proach for modeling extinction and re-ignition in turbulent non-premixed reacting ﬂows is
analyzed. A unique derivation of the model is given, which makes use of numerical Gaussian
quadrature in addition to physical assumptions. The new derivation oﬀers insight into both the
physical meaning of model terms and oﬀers a more rigorous method for model validation. The
assumptions required to close the dissipation terms are validated term by term using data from
direct numerical simulations of an inert and a reacting scalar in decaying isotropic turbulence.
Results show convergence of the numerical quadrature with increasing number of quadrature
points. Also, good agreement is shown for the physical model assumptions required to close
the mixed dissipation, and the progress-variable dissipation terms. The MECPDF method is
also demonstrated to oﬀer the ﬂexibility to incorporate either micromixing or otherwise more
sophisticated models for the mixing between regions of the ﬂow that exhibit diﬀering degrees
of extinction.
4.1 Introduction
Extinction and re-ignition in non-premixed turbulent reacting ﬂows provide a complex
modeling problem, due to chemical transport with multiple-and-overlapping mixing and re-
action timescales. Even within a statistically homogeneous mixture, these various timescales
can lead to simultaneous occurrence of reacting zones of diﬀerent characteristics. Speciﬁcally,
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fully burning non-premixed zones can arise concurrently with non-premixed zones of diﬀering
degrees of extinction. Additionally, premixed propagation can occur at the same time, either
as a consequence of premixed/edge propagation or distributed engulfment/ﬂame-ﬂame inter-
action (Sripakagorn et al., 2004b). The modeling challenge is further ampliﬁed by the mixing
interactions between each of these zones. The interest in modeling extinction and re-ignition
has increased only recently, on account of both the extreme complexity of the problem and
escalating environmental concerns. Pollutant and particulate formation is often initiated in
these regions of complex ﬂame interaction. Furthermore, complete ﬂame extinction is the cause
of pollution through decreased combustion eﬃciency, and release of unburned hydrocarbons.
The multi-environment conditional PDF (MECPDF) model (Fox and Raman, 2004) was de-
veloped by Fox and Raman to extend conditional-moment closure (CMC) modeling to include
correlations between the conditional-dissipation rate and the conditional progress variable.
These correlations are one cause of local extinction, and can be described by most implemen-
tations of the ﬂamelets model (Peters, 1984, 2000). However, this correlation is not accounted
for in the ﬁrst-order CMC approach (Klimenko and Bilger, 1999). Additionally, the MECPDF
model was developed to describe mixing in the direction orthogonal to (in composition space)
the mixture fraction, which can cause re-ignition of ﬂuid elements. This process cannot be
modeled using standard ﬂamelet models, because that model neglects interactions between
ﬂamelets with diﬀering dissipation rates. The MECPDF model also has a very natural exten-
sion to conditional moments of order higher than two. It is true that the MECPDF model is
not alone in its ability to capture both of these eﬀects (both dissipation/progress-variable cor-
relations and mixing orthogonal to mixture fraction.) Some forms of the multiply-conditioned
CMC (Cha et al., 2001) capture both eﬀects, but at the added computational expense of re-
solving the higher-dimensional space, which includes both mixture fraction and its dissipation
rate and with the added requirement that additional a priori information about the system is
needed, i.e. joint PDFs. The MECPDF model seeks to capture these eﬀects in as computa-
tionally inexpensive manner possible.
The purposes of this paper are to readdress the MECPDF model from both the mathe-
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matical and physical points of view and to validate the major assumptions in the model, in
particular the assumptions related to the dissipation terms and how well they describe the
physics of extinction and re-ignition in non-premixed turbulent combustion. The validation
presented here gives a term-by-term comparison of the model to results of the direct numerical
simulations (DNS) database of Sripakagorn et al. (2004a), which includes the transport of a
passive mixture fraction and a progress variable undergoing a reversible reaction in isotropic
turbulence. The simulations were completed with three values of the Damko¨hler number, each
of which was included in this analysis. Emphasis is placed on the dissipation terms as the
reaction terms have been covered in detail elsewhere (Smith et al., 2007). The DNS used in
this validation study is limited to the evolution of a single progress variable at constant density
in a homogeneous ﬂow. We will limit the theory and modeling presented here accordingly. The
model that would result from including these eﬀects would not be amenable to validation with
these DNS data. However, it should also be noted that extension from the model presented
here to one that includes variable density and multiple progress variables in inhomogeneous
ﬂows is straightforward. More will be discussed on these extensions later.
This paper has the following layout. In order to ﬁt the model under current considera-
tion within its theoretical context, the evolution of the homogeneous higher-order conditional
moments is reviewed in Sec. 4.2. The model is developed in Sec. 4.3. Speciﬁcally, in Sec. 4.3-
4.3.1, both the theory and application of numerical quadrature as it applies to the conditional
moments is given with a discussion of the conservation properties of the approximations. In
Sec. 4.3-4.3.2, the remaining unclosed terms are modeled on a physical basis with emphasis
placed on the assumptions that require the most detailed validation. In Sec. 4.3-4.3.3, the
modeling assumptions are compiled to recover the MECPDF equations given by Fox and Ra-
man (2004), and comparison is made to ﬂamelet (Peters, 1984, 2000) and conditional-moment
closure (Klimenko and Bilger, 1999; Kim et al., 2003; Bray et al., 2005) models. In Sec. 4.4,
the DNS data and the methods used for processing them are described in detail. In Sec. 4.5,
validation results are given for both the quadrature approximation and for the physical as-
sumptions.
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4.2 Theory
In the mixture-fraction-based approach (Peters, 2000; Klimenko and Bilger, 1999; Fox,
2003) to turbulent non-premixed combustion, the progress variables (reaction variables) are
determined as functions of the mixture fraction and often as functions of one or more of the
additional variables: dissipation rate, time, and space. The MECPDF model follows this
approach. When restricted to a single progress variable, it is most common to use the scaled
temperature (Peters, 2000), however the selection of the scaled mass fractions of CO+CO2 has
well-known advantages for both non-premixed and premixed (Fiorina et al., 2003) modeling.
We choose not to rescale the progress variable at each value of the mixture fraction as discussed
by Bray et al. (2005), because (as they mention) this complicates the governing evolution
equation.
The concept of local extinction is illustrated in Fig. 4.1 by showing scatter plots of the
progress variable, Y , versus the mixture fraction, ξ, when the mixture-fraction standard devi-
ation is σξ = 0.3921. In the limit of high Damko¨hler number, almost every point in the ﬂame
lies on a single curve, which can be successfully modeled using the ﬂamelet approximation (Pe-
ters, 2000). On the other hand, when the eﬀect of the reaction rate is comparable to that of
the mean scalar-dissipation rate, local extinction is observed with large ﬂuctuations about the
mean (Sripakagorn et al., 2004a). Physically, this occurs because some ﬂuid elements are able
to mix fuel and oxidant on a molecular level faster than the chemical species can react (i.e. they
become partially premixed). The existence of ﬂuid elements that react immediately as they
mix, and simultaneously, ﬂuid elements that mix without reacting causes large ﬂuctuations
about the mean of the progress variable conditioned on the mixture fraction. As the burning
elements interact with the mixed but non-burning elements, re-ignition can occur. Figure 4.1
also shows scatter plots of this re-ignition, when σξ = 0.2549. The resulting non-ideal ﬂame
structure is composed of ﬂuid elements that are typical of both non-premixed and premixed
(ranging from rich to lean) combustion. In order to mathematically describe the ﬂuctuations
about the mean we will derive the evolution equation for the arbitrary-order moments of the
progress variable conditioned on the mixture fraction.
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Figure 4.1 Scatter data from the DNS showing mixture fraction and
progress variable for Da = 1.3 × 105 (left), 8 × 104 (center)
and 3 × 104 (right) at σξ = 0.3921 (top) and 0.2549 (bottom).
The equilibrium curve (dashed) and conditional mean (solid)
are included for reference.
We will start the derivation with the constant-density, homogeneous, one-point, joint scalar
PDF evolution equation (Fox, 2003) for the two scalars: mixture fraction and progress variable.
The joint PDF is denoted by fY ξ and evolves in time, t, mixture-fraction sample space, ζ, and
progress-variable sample space, y, according to
∂fY ξ
∂t
= − ∂
∂y
(
SY (y, ζ)fY ξ
)− 1
2
∂2 〈ξ|y, ζ〉 fY ξ
∂ζ2
− ∂
2 〈Y ξ|y, ζ〉 fY ξ
∂y ∂ζ
− 1
2
∂2 〈Y |y, ζ〉 fY ξ
∂y2
(4.1)
where the scalar-dissipation rates are deﬁned using the molecular diﬀusivity Γ (assumed to be
the same for both scalars) as
ξ ≡ 2Γ ∂ξ
∂xi
∂ξ
∂xi
, Y ξ ≡ 2Γ∂Y
∂xi
∂ξ
∂xi
, Y ≡ 2Γ∂Y
∂xi
∂Y
∂xi
. (4.2)
The conditional scalar-dissipation terms (or in their other form, the conditional diﬀusion terms)
are the root of the closure problem in PDF approaches. Examples of each of the conditional-
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dissipation terms appearing in Eq. 4.1 are given in Fig. 4.2. Note that 〈ξ|y, ζ〉 and 〈Y |y, ζ〉
are positive and symmetric with respect to the stoichiometric mixture fraction (ξst = 1/2),
and 〈Y ξ|y, ζ〉 is antisymmetric. And while the mixture-fraction dissipation conditioned only
on the mixture fraction itself (〈ξ|ζ〉) is independent of the reaction rate, this dissipation
rate conditioned on both the mixture fraction and the progress variable (〈ξ|y, ζ〉) is highly
dependent on the reaction rate.
In order to derive an evolution equation for the conditional moments of Y , we multiply
Eq. 4.1 by yα and integrate over all y. As an example of how this is done, the time derivative
term is integrated as∫
yα
∂fY ξ
∂t
dy =
∂
∂t
(∫
yαfY |ξ dyfξ
)
=
∂
∂t
(〈Y α|ζ〉 fξ), (4.3)
where fξ is the mixture-fraction PDF, fY |ξ is the conditional PDF of Y given ξ = ζ and 〈Y α|ζ〉
is the order α conditional moment of Y given ξ = ζ. The remaining four terms are integrated
similarly, but additionally require integration by parts to give
∂ 〈Y α|ζ〉 fξ
∂t
= α
〈
Y α−1SY (Y, ξ)
∣∣ζ〉 fξ
− 1
2
∂2 〈Y αξ|ζ〉 fξ
∂ζ2
+ α
∂
〈
Y α−1Y ξ
∣∣ζ〉 fξ
∂ζ
− α(α− 1)
2
〈
Y α−2Y
∣∣ζ〉 fξ. (4.4)
The four terms on the right-hand side of this equation are unclosed. Although from a physical
perspective the reaction source term is of chief importance among these, this work focuses
primarily on the dissipation terms. As shown below, the dissipation terms present a much
more challenging problem from a modeling perspective. The closure is accomplished on two
levels, ﬁrst by a numerical approximation and second by physical arguments that are closely
related to those used in other non-premixed and premixed models.
In accordance with other non-premixed modeling approaches, the mixture-fraction PDF
and the mixture-fraction conditional dissipation rate, 〈ξ|ζ〉, should be modeled in a consistent
manner in order to conserve the mixture fraction. The modeler can either presume the form of
the conditional dissipation rate and calculate the consistent form of the mixture-fraction PDF
(Chen et al., 1989), or presume the form of the PDF and calculate the consistent form of the
conditional dissipation rate (Girimaji, 1992b). Given either approach, the following discussion
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Figure 4.2 Contours of conditional dissipation rates 〈ξ|y, ζ〉 (top),
〈Y ξ|y, ζ〉 (center) and 〈Y |y, ζ〉 (bottom) from DNS for
Da = 8× 104 (left) and 3× 104 (right) at σξ = 0.3921. Positive
(solid) and negative (dashed) contours are spaced linearly in the
dependent variable, with ten contours in each plot. The range
of contour values is unique to each plot. For the left column
these ranges are, from top to bottom, [0.0, 1.1], [−0.45,−.45]
and [0.0, 0.7]; for the right column, [0.0, 1.0], [−0.2, 0.2] and
[0.0, 0.35]. The equilibrium curve (dashed) and conditional
mean (solid) are included for reference.
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regarding the MECPDF model assumes that the mixture-fraction PDF and the conditional
dissipation rate are known.
4.3 Multi-Environment Conditional PDF Model
4.3.1 First-Level Modeling
For the numerical closure we choose to integrate across y by Gaussian quadrature. The
Gaussian quadrature formula for the conditional expectation of the arbitrary but well-behaved
function g(y, ζ) is
〈g (Y, ξ)|ζ〉 ≡
∫
g(y, ζ)fY |ξ dy ≈
NE∑
k=1
pkg
(〈Y |ζ〉k , ζ), (4.5)
for any integer NE ≥ 1. In standard Gaussian quadrature theory the strictly nonnegative
pk are termed weights, and 〈Y |ζ〉k are termed abscissas. The abscissas 〈Y |ζ〉k should not be
considered conditional expectations in the strict sense even though they are only distinguished
from the conditional expectation by their subscript. Each abscissa is a location in progress-
variable space and is a function of the mixture fraction. The notation used here is inherited
from multi-environment modeling, where the abscissa is considered the average composition
within its speciﬁc environment. The numerical Gaussian quadrature approximation used here
is equivalent to the ﬁnite-mode PDF presumption:
fY |ξ ≈
NE∑
k=1
pkδ (y − 〈Y |ζ〉k) , (4.6)
which was used by Fox and Raman (2004). The use of Gaussian quadrature in the current
derivation oﬀers perspective on how the weights and abscissas can be determined from the
conditional moments.
Most readers will be familiar with a simpliﬁed form of Gaussian quadrature where the
weighting function, fY |ξ, is uniform over the interval (−1, 1), for which the abscissas are given
as the roots of the Legendre polynomial of order NE . In this simpliﬁed case, the weights are
subsequently calculated by the method of undetermined coeﬃcients, that is by solving the
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linear system
NE∑
k=1
pk 〈Y |ζ〉αk ≡ 〈Y α|ζ〉 , (4.7)
for all α = 0, 1, . . . , NE − 1. For the more general case of an arbitrary weighting function,
the abscissas cannot be determined from the Legendre polynomial. As discussed by Lanc-
zos (1988), both the weights and abscissas can be determined from Eq. 4.7. However, that
relationship becomes nonlinear when the abscissas are also unknown. In addition, for the
generalized case, Eq. 4.7 must be solved with an expanded set of moments, that is for all
α = 0, 1, . . . , 2NE − 1. The weights and abscissas can be calculated exactly from the moments
by the product-diﬀerence algorithm (Gordon, 1968). An examples of these weights and abscis-
sas, calculated from the scatter data in Fig. 4.1 at σξ = 0.3921 for NE = 2 and 3 are shown
in Figs. 4.3 and 4.4. As expected, the values of the weights and abscissas depend strongly on
the Damko¨hler number. Nonetheless, the weights are always non-negative and the abscissas
always lie in the realizable region of Y -ξ phase space (i.e., the region below the equilibrium
curve). In the context of combustion modeling, we can therefore interpret the abscissas as
representing “ﬂamelets” or reacting “environments”. As will be shown below, it is not always
necessary to perform the conditional moment inversion in Eq. 4.7. That is, the problem can
be restructured by considering the weights and abscissas as a variable transformation of the
conditional moments.
The quadrature approximation can be applied to all four of the unclosed terms in Eq. 4.4.
Application of the Gaussian quadrature formula, Eq. 4.5, to the reaction-source term integral
in Eq. 4.4 gives
〈
Y α−1SY (Y, ξ)
∣∣ζ〉 ≡ ∫ yα−1SY (y, ζ)fY |ξ dy ≈ NE∑
k=1
pk 〈Y |ζ〉α−1k SY (〈Y |ζ〉k , ζ) . (4.8)
This approximation is suﬃcient to close the conditional reaction source term (Fox and Raman,
2004; Smith et al., 2007). The remaining correlations of the conditional dissipation terms are
approximated as
〈Y αξ|ζ〉 ≡
∫
yα 〈ξ|y, ζ〉 fY |ξ dy ≈
NE∑
k=1
pk 〈Y |ζ〉αk 〈ξ|ζ〉k , (4.9)
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Figure 4.3 Weights, pk, conditioned on the mixture fraction from DNS for
Da = 1.3 × 105 (left), 8 × 104 (center) and 3 × 104 (right) at
σξ = 0.3921, and with NE = 2 (top) and 3 (bottom). k = 1,
down arrow. k = 2, up arrow. k = 3, left arrow.
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Figure 4.4 Abscissas, 〈Y |ζ〉k, conditioned on the mixture fraction from
DNS for Da = 1.3 × 105 (left), 8 × 104 (center) and 3 × 104
(right) at σξ = 0.3921, and with NE = 2 (top) and 3 (bot-
tom). k = 1, down arrow. k = 2, up arrow. k = 3, left arrow.
The equilibrium curve (dashed) and conditional mean (solid)
are included for reference.
〈
Y α−1Y ξ
∣∣ζ〉 ≡ ∫ yα−1 〈Y ξ|y, ζ〉 fY |ξ dy ≈ NE∑
k=1
pk 〈Y |ζ〉α−1k 〈Y ξ|ζ〉k , (4.10)
and 〈
Y α−2Y
∣∣ζ〉 ≡ ∫ yα−2 〈Y |y, ζ〉 fY |ξ dy ≈ NE∑
k=1
pk 〈Y |ζ〉α−2k 〈Y |ζ〉k , (4.11)
where we deﬁne the doubly-conditioned dissipation rates evaluated at the abscissas as
〈ξ|ζ〉k ≡ 〈ξ|y, ζ〉
∣∣
y=〈Y |ζ〉k , (4.12)
〈Y ξ|ζ〉k ≡ 〈Y ξ|y, ζ〉
∣∣
y=〈Y |ζ〉k , (4.13)
and
〈Y |ζ〉k ≡ 〈Y |y, ζ〉
∣∣
y=〈Y |ζ〉k . (4.14)
51
For NE = 1, Eqs. 4.9-4.11 reduce to the assumption that fY |ξ = δ(y − 〈Y |ζ〉), which is often
used in non-premixed combustion theory. Alternatively, quadrature theory suggests that these
approximations converge to the exact correlations as NE → ∞. For NE = 2, moments up
to α = 3 are required, and for NE = 3, up to α = 5, in order to determine the weights and
abscissas from the conditional moments in Eq. 4.7. Equations 4.9-4.11 should be interpreted
the following way: if one can accurately model the conditional dissipation rates (evaluated
at the abscissas), then they can approximate the correlations required to close the terms in
Eq. 4.4. Furthermore, the use of Gaussian quadrature oﬀers an optimal rather than an ad hoc
method for this closure.
The accuracy of the quadrature approximations (Eqs. 4.9-4.11) for the terms in Eq. 4.4
does have an eﬀect on the conservation of the mixture fraction. Substituting Eq. 4.9 into
Eq. 4.4 with α = 0 gives
∂fξ
∂t
= −1
2
∂2
∂ζ2
(〈ξ|ζ〉 fξ) ≈ −12
∂2
∂ζ2
(
NE∑
k=1
pk 〈ξ|ζ〉k fξ
)
. (4.15)
The conditional expectation of the mixture-fraction dissipation rate has been carefully con-
structed to be consistent with the mixture-fraction PDF. This is essential for the conservation
of the mixture fraction. In order to maintain the unity value of the zeroth moment of the
mixture-fraction PDF and to conserve the mixture-fraction mean, the model for the values of
the product 〈ξ|ζ〉 fξ and its derivative at the endpoints ζ = 0 and ζ = 1 must be consistent.
Also, the model must maintain consistency with the unconditional dissipation rate in order for
the mixture-fraction variance to decay correctly. A suﬃcient condition for maintaining these
conservation properties with the quadrature approximation is
〈ξ|ζ〉 =
NE∑
k=1
pk 〈ξ|ζ〉k . (4.16)
The DNS data are used to analyze the conservation conditions and convergence properties of
the quadrature approximations in Sec. 4.5-4.5.1.
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4.3.2 Second-Level Modeling
The ﬁrst-level modeling was accomplished using only the numerical approximation of the
conditional-expectation integral by Gaussian quadrature. However, additional closure is re-
quired for the doubly-conditioned dissipation rates, 〈ξ|ζ〉k, 〈Y ξ|ζ〉k and 〈Y |ζ〉k, given the
known variables of 〈ξ|ζ〉, 〈Y |ζ〉k and pk(ζ). This second-level modeling requires closures
based on physical interpretation.
For simplicity, the doubly-conditioned dissipation rate of the mixture fraction will be rewrit-
ten as
〈ξ|ζ〉k = hk(ζ) 〈ξ|ζ〉 . (4.17)
In this form, the constraint in Eq. 4.16 becomes
NE∑
k=1
pk(ζ)hk(ζ) = 1. (4.18)
The properties of hk(ζ) (which will be shown in Sec. 4.5) make them easier to model relative
to the conditional dissipation rate within each environment. Some forms of the higher-order
CMC model of Klimenko and Bilger (1999) assume that the progress variable, Y , and the
conditional-dissipation rate of the mixture fraction, ξ, are independent and thus give the
undesirable result that
〈Y αξ|ζ〉 = 〈Y α|ζ〉 〈ξ|ζ〉 . (4.19)
This assumption in the current framework (according to Eqs. 4.17 and 4.9) would imply the
limiting case of hk(ζ) = 1.
The model for 〈Y ξ|ζ〉k follows the mixed-dissipation term in CMC, but modiﬁed so it is
evaluated at the abscissas rather than the conditional mean:
〈Y ξ|ζ〉k = 〈ξ|ζ〉k
∂ 〈Y |ζ〉k
∂ζ
. (4.20)
Similarly to Y , as described in the following, a premixed contribution can be included for the
mixed dissipation. However the eﬀect of this contribution is absorbed into the other models,
because it becomes mathematically indistinguishable.
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The model for the conditional dissipation of the progress variable is more complicated. To
demonstrate this, consider the case where the mixture fraction takes a single value of ξ0, i.e.
fξ = δ(ζ − ξ0), then Eq. 4.4 integrates to
∂ 〈Y α|ξ0〉
∂t
= α
〈
Y α−1SY (Y, ξ)
∣∣ξ0〉− α(α− 1)2 〈Y α−2Y
∣∣ξ0〉 . (4.21)
This is the moment equation for premixed combustion under these speciﬁc conditions. The
dissipation in the premixed equation must go to zero as the conditional variance of the progress
variable goes to zero. Following this idea, the model for Y is decomposed into two terms:
Y = 
npm
Y + 
pm
Y . (4.22)
The ﬁrst term on the right-hand side, npmY , represents the non-premixed contribution and
its conditional expectation must go to zero with the variance of the mixture fraction. The
quadrature of Eq. 4.11 is still applied for the non-premixed contribution, and the model for〈
npmY
∣∣ζ〉
k
is given as 〈
npmY
∣∣ζ〉
k
= 〈ξ|ζ〉k
(
∂ 〈Y |ζ〉k
∂ζ
)2
. (4.23)
The second term on the right-hand side of Eq. 4.22, pmY , represents the premixed contribution
and its conditional expectation must go to zero with the conditional variance of the progress
variable.
There are two clear methods to model the premixed contribution. The ﬁrst of these methods
is based on a common approach from premixed combustion. The model for the premixed
contribution,
〈
Y α−2pmY
∣∣ζ〉, could be tabulated using precalculated ﬂame proﬁles (Fiorina et al.,
2005; Bray, 1995). This ﬁrst method is mentioned here to give insight into the physical
processes under consideration and to elucidate the ﬁnal form of the model equations, but
will not be analyzed any further. The second method for modeling the premixed contribution
is to follow Pope and Anand (1984) who discuss that this interaction can also be modeled,
in the distributed premixed-ﬂame limit, by a micro-mixing model. In the current context,
one must assume that the mixing associated with the premixed contribution is limited to y
space (no mixing in the ζ direction.) Then the premixed contribution to the progress-variable
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dissipation term in Eq. 4.4 can be re-written as a conditional diﬀusion term:
− α(α− 1)
2
〈
Y α−2pmY
∣∣ζ〉 = α 〈Y α−1DpmY ∣∣ζ〉 , (4.24)
where
DpmY ≡
[
∂
∂xi
(
Γ
∂Y
∂xi
)]pm
. (4.25)
This correlation can be approximated by the Gaussian quadrature as
〈
Y α−1DpmY
∣∣ζ〉 ≈ NE∑
k=1
pk 〈Y |ζ〉α−1k
〈
DpmY
∣∣ζ〉
k
. (4.26)
Consequently, micro-mixing models could be used, in a distributed ﬂame, to model this pre-
mixed contribution. For example, Fox and Raman (2004) recommend using, in this distributed
ﬂame regime, the conditional-interaction-by-exchange-with-the-mean (CIEM) model:
〈
DpmY
∣∣ζ〉
k
≈ 1
2
CY
〈ξ〉
〈ξ′2〉 (〈Y |ζ〉 − 〈Y |ζ〉k) (4.27)
for the conditional diﬀusion term (the ratio of 〈ξ〉 /
〈
ξ′2
〉
is given here simply as an inverse
turbulence time scale, and is obviously not intended to hold in the premixed or high Damko¨hler
limit.) By comparison, one can show that with α = 2 the CIEM model (Eqs. 4.7 and 4.24-4.27)
for the premixed contribution to the singly-conditioned dissipation rate of the reaction-progress
variable reduces to 〈
pmY
∣∣ζ〉 = CY 〈ξ〉〈ξ′2〉
〈
(Y − 〈Y |ζ〉)2
∣∣∣ζ〉 , (4.28)
which has a strong parallel to the model used in the CMC variance equation (Klimenko and
Bilger, 1999). The coeﬃcient CY should be constant in the distributed ﬂame regime with
fully-developed mixing, and should have a strong Da dependence otherwise.
4.3.3 The Model
Substituting Eqs. 4.7-4.11, 4.20, 4.22 and 4.23 into Eq. 4.4 gives, with manipulation,
NE∑
k=1
αpk 〈Y |ζ〉α−1k fξ
[
∂ 〈Y |ζ〉k
∂t
− SY (〈Y |ζ〉k , ζ)−
1
2
〈ξ|ζ〉k
∂2 〈Y |ζ〉k
∂ζ2
]
+
NE∑
k=1
〈Y |ζ〉αk
[
∂pkfξ
∂t
+
1
2
∂2
∂ζ2
(
pk 〈ξ|ζ〉k fξ
)]
= −α(α− 1)
2
〈
Y α−2pmY
∣∣ζ〉 fξ, (4.29)
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for all α = 0, 1, . . . , 2NE − 1. As mentioned regarding Eq. 4.7, the weights and abscissas
are simply a variable transformation of the conditional moments. Similarly, this now closed
evolution equation for the conditional moments can be transformed into evolution equations
for the weights and abscissas. This is accomplished by considering the left-hand side of Eq. 4.29
to be a matrix-vector product. The vector is a concatenation of the terms in square brackets,
ﬁrst the terms that govern the evolution of the abscissas for all k = 1, 2, . . . , NE ; and then the
terms that govern the evolution of the weights for all k = 1, 2, . . . , NE . The matrix is composed
of the coeﬃcients to the bracketed terms, where the value of α changes from row to row and
the value of k changes from column to column. The structure and properties of this matrix are
described in detail in the literature on the direct quadrature method of moments (DQMOM) of
Marchisio and Fox (2005), but applied to the conditional rather than unconditional moments.
The most important result being that the matrix is non-singular when all the abscissas are
unique. By multiplying each side by the inverse of the coeﬃcient matrix, we recover the model
given by Fox and Raman (2004):
∂ 〈Y |ζ〉k
∂t
= SY (〈Y |ζ〉k , ζ) +
1
2
〈ξ|ζ〉k
∂2 〈Y |ζ〉k
∂ζ2
+ Mk,
∂pkfξ
∂t
= −1
2
∂2
∂ζ2
(
pk 〈ξ|ζ〉k fξ
)
+ Gkfξ.
(4.30)
As a result of this variable transformation, we have obtained transport equations for the weights
and abscissas directly. In the context of DQMOM methods, the abscissas are often referred to
as “environments”, because of the mathematical correspondence between DQMOM and multi-
environment modeling. In the current context, each environment has a distribution across
mixture-fraction space.
According to this derivation, the interaction terms Mk and Gk can be deﬁned by the prod-
uct of the inverse matrix and the right-hand side of Eq. 4.29. More speciﬁcally, a micromixing
model can be used by simply assuming that the premixed dissipation has no mixing in the
mixture-fraction direction. By substituting Eq. 4.26 into Eq. 4.24 and subsequently substitut-
ing the result into the right-hand side of Eq. 4.29, one can easily derive the resulting interaction
terms as
Mk = −
〈
DpmY
∣∣ζ〉
k
and Gk = 0. (4.31)
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When the CIEM model is used for the conditional diﬀusion, these correction terms correspond
to those given by Fox and Raman (2004). However, the “conservation correction terms” are
neglected because conservation is obtained by enforcing Eq. 4.18 (or equivalently Eq. 4.16)
rather than forcing Eq. 4.30 to reduce to the CMC model equations, which were obtained
by making diﬀerent model assumptions. In this case, the model equations (Eqs. 4.30, 4.31,
4.27 and 4.17) are closed once given values of hk(ζ) and CY . As will be discussed in Sec. 4.5,
information regarding these variables is obtained from the DNS.
The ﬁrst observation is the similarities of Eq. 4.30 with the unsteady ﬂamelet model for
non-premixed combustion. The MECPDF model is eﬀectively a model of multiple unsteady
ﬂamelets with each experiencing a diﬀerent dissipation rate and each interacting/mixing with
the others through Mk. These ﬂamelets will distribute themselves across the sample (com-
position) space in an optimal way such that some may extinguish and some may continue
burning. These multiple ﬂamelets can also be combined in a rigorous mathematical way, using
pk, to reconstruct the conditional moments. Furthermore, while the dissipation rate of each of
these ﬂamelets is unique, Eqs. 4.17 and 4.18 give constraints relative to the known conditional-
mean dissipation rate such that both the mixture fraction and an inert progress variable are
conserved. The MECPDF model also has strong similarities with the Lagrangian ﬂamelet
model of Mitarai et al. (2004), however the MECPDF model focuses on mixing throughout the
mixture-fraction space rather than at the boundaries.
Even with these strong comparisons between ﬂamelet modeling and the MECPDF method,
it is still much more closely related to CMC models. The MECPDF method does oﬀer the
additional strength of being able to model the variations in dissipation rate across the progress-
variable space. This ability also solves a problem of the variance equation in CMC as described
by Sreedhara and Huh (2005), where the generation term for conditional variance is always
zero if the conditional variance is initially zero. The MECPDF model does oﬀer the ability
to generate conditional variance when, initially, it is zero. This occurs as a result of the
second term on the right-hand side of the environment transport equation in Eq. 4.30. If
the environments, which have initially the same values for the progress variable, experience
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diﬀerent dissipation rates they will diverge. This process is an important physical mechanism
for generation of conditional variance. Additionally, Fox and Raman (2004) have shown how
the MECPDF method can been extended to included physical-space transport for the spatially
inhomogeneous case as done in CMC methods.
Of the diﬀerent forms of doubly-conditioned CMC currently in the literature, the MECPDF
model is most closely related to that presented by Cha et al. (2001). The relationship between
these two approaches is illustrated by viewing the MECPDFmodel as Cha’s doubly-conditioned
CMC with Gaussian-quadrature integration across dissipation space. The consequence of this
integration is that the MECPDF method does not require resolution (in the sense of ﬁnite
diﬀerence) of this additional dimension. In contrast, the MECPDF method requires a model
for the environment dissipation rates (in this light, the abscissas of the Gaussian quadrature in
dissipation). In the context of PDF methods, the MECPDF model attempts to the close only
the one-point statistics with a closure on the level of two-point statistics. While the doubly-
conditioned CMC attempts to model the two-point statistics in the form of the dissipation
rate.
4.4 Direct Numerical Simulation Data and Analysis
The data used in this study to validate the MECPDF model were the DNS results of
Sripakagorn et al. (2004a). These simulations were of constant-density decaying isotropic
turbulence in a periodic box with the transport of an inert mixture fraction and a progress
variable with equal diﬀusion coeﬃcients. The latter of these variables had a reaction source
term given by
SY (Y, ξ) = 2Da exp
( −β(1− Y )
1− α(1− Y ) −
β
α
)(
(ξ − 12Y )(1− ξ − 12Y )− 1KY 2
)
, (4.32)
where α = 0.87, β = 4 and K = 100. The simulations were completed for three values of
Damko¨hler number: Da = 3 × 104, 4 × 104 and 1.3 × 105. The data were initialized so that
the mixture-fraction mean was near one-half, the mixture-fraction variance was slightly less
than its maximum of one-fourth. The reaction-progress variable was initialized to the steady
laminar ﬂamelet solution.
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The output data were a set of roughly 2 × 107 correlated samples of [Y, ξ, Y , Y ξ, ξ] for
each of the thirteen diﬀerent points in time corresponding to mixture-fraction standard de-
viations: σξ = 0.4610, 0.4563, 0.4515, 0.4477, 0.4320, 0.4219, 0.3921, 0.3618, 0.3325, 0.3052,
0.2803, 0.2549, and 0.2358. The data were analyzed by ﬁrst calculating the unconditional
statistics. Second, the data were sorted into thirty-two mixture-fraction bins. When analyzing
the conditional statistics, the mixture-fraction bins were evenly distributed in mixture-fraction
space. But for statistics that required integration over mixture-fraction space (such as 〈pk〉,)
the mixture-fraction bins were divided such that they each had equal probability in order to
determine the statistics more accurately. Within each mixture-fraction bin the conditional
statistics were calculated, speciﬁcally, the conditional moments of the progress variable, the
conditional mixture-fraction dissipation rate and the conditional correlations from the left-
hand sides of Eqs. 4.9-4.11. Third, the conditional weights and abscissas were calculated
from the conditional moments of the progress variable by the product-diﬀerence algorithm
(Gordon, 1968). These weights and abscissas for all three cases (Da = 3 × 104, 4 × 104 and
1.3 × 105) at σξ = 0.3921, with NE = 2 and 3 are shown in Figs. 4.3-4.4. Fourth, within
each mixture-fraction bin the data were sorted into sixteen equally-spaced progress-variable
bins. Contour plots of the doubly-conditioned scalar dissipation rates for Da = 3 × 104 and
4×104 at σξ = 0.3921 are shown in Fig. 4.2. The doubly-conditioned statistics at the abscissas
(Eqs. 4.12-4.14) were calculated by linear interpolation between the two nearest bins. As an
example of these variables, the dissipation rates at the abscissas for Da = 3× 104 and 4× 104
at σξ = 0.3921 when NE = 2 are shown in Fig. 4.5. Fifth, the model terms on the two levels
of modeling were calculated from the singly- and doubly-conditioned statistics. The values for
the mixing constant of the CIEM model, CY in Eq. 4.27 were determined by minimizing the
integral of the squared error.
It was not possible to decompose the DNS data for the progress-variable dissipation into
its premixed and non-premixed contributions exactly. Being the greater of the two, the non-
premixed part was analyzed ﬁrst by comparing its approximation, Eq. 4.23, to the total
progress-variable dissipation. Subsequently, the premixed contribution was analyzed by two
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Figure 4.5 Conditional dissipation rates from DNS for Da = 8× 104 (left)
and 3 × 104 (right) at σξ = 0.3921, and with NE = 2. Condi-
tional mean, solid line. k = 1, down arrow. k = 2, up arrow.
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approaches. In the ﬁrst approach, the conditional expectation of the premixed contribution
was approximated as
〈
pmY
∣∣ζ〉 ≈ 〈Y |ζ〉DNS − 〈npmY ∣∣ζ〉model = 〈Y |ζ〉DNS −
NE∑
k=1
pk 〈ξ|ζ〉k
(
∂ 〈Y |ζ〉k
∂ζ
)2
. (4.33)
This conditional expectation was compared to the CIEM model as expressed in Eq. 4.28 with
α = 2. To give a more general analysis of the premixed contribution, a second approach was
to determine the interaction terms Mk and Gk. Again, Eq. 4.23 was used to approximate the
premixed contribution as
〈
pmY
∣∣ζ〉
k
≈ 〈Y |ζ〉k −
〈
npmY
∣∣ζ〉
k
= 〈Y |ζ〉k − 〈ξ|ζ〉k
(
∂ 〈Y |ζ〉k
∂ζ
)2
. (4.34)
Additionally, a quadrature approximation was required for the right-hand side of Eq. 4.29:
〈
Y α−2pmY
∣∣ζ〉 = NE∑
k=1
pk 〈Y |ζ〉α−2k
〈
pmY
∣∣ζ〉
k
. (4.35)
An intermediate variable was deﬁned as
Hk ≡ pkMk + 〈Y |ζ〉k Gk, (4.36)
and corresponds to the interaction term in the model equation for pk 〈Y |ζ〉k fξ. Substituting
Eqs. 4.34-4.36 into Eq. 4.29 results in
NE∑
k=1
[
(1− α) 〈Y |ζ〉αk Gk + α 〈Y |ζ〉α−1k Hk
]
=
α(1− α)
2
NE∑
k=1
pk 〈Y |ζ〉α−2k
〈
pmY
∣∣ζ〉
k
. (4.37)
The variables Hk and Gk were determined by solving this linear system and then used to
calculate Mk. The use of the intermediate variable Hk was preferred because the left-hand
side of Eq. 4.37 is independent of pk; thus the linear system is well conditioned even in the limit
where any one pk is null. Finally, note that by deﬁnition (Eq. 4.37) the sums of Hk (α = 1)
and Gk (α = 0) over all environments are zero.
A simple model calculation was performed using Eq. 4.30 for the environment values of the
progress variable with NE = 2. Equation 4.32 was applied for the reaction source term, with
Da = 3×104. Following Fox and Raman (2004), the calculation of the weights was simpliﬁed by
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modeling only the average weight. In order to demonstrate its use, the engulfment mixing term,
Gk, was included. The result of averaging the evolution equations for the weights (Eq. 4.30) is
∂ 〈pk〉
∂t
= 〈Gk〉 . (4.38)
The value of 〈Gk〉 was input from the DNS. The environment values of mixture-fraction dissi-
pation were closed by Eq. 4.17 with the conditional dissipation rate calculated from the model
proposed by Fox (1994), with the unconditional dissipation speciﬁed as the corresponding DNS
values, and with hk speciﬁed by setting h2 = 0.6 (see Figure 4.9) and determining h1 from
Eq. 4.18. The CIEM model was applied for the inter-environment mixing term, Mk, with
a mixing constant value of CY = 2. The time history of the mixture-fraction variance was
calculated knowing that its time rate of change is the negative dissipation rate. Since engulf-
ment was included in this calculation, a correction term must be added to Mk to account for
micro-scale transport from one environment to another:
Mk =
1
2
CY
〈ξ〉
〈ξ′2〉 (〈Y |ζ〉 − 〈Y |ζ〉k) + Gcorr,k. (4.39)
The correction term does not apply to the environment that is being engulfed, only to the
environment that is engulﬁng. The correction to Mk due to engulfment is then
Gcorr,k =
⎧⎪⎪⎨
⎪⎪⎩
1
pk
Gk (〈Y |ζ〉other − 〈Y |ζ〉k) if Gk > 0,
0 if Gk ≤ 0.
(4.40)
The initial conditions were also determined directly from the DNS data. The numerical method
involved a simple second-order central ﬁnite-diﬀerence scheme for the second derivative with
respect to the mixture-fraction sample space with one-hundred nodes. An explicit Euler time
step was applied for all derivatives with respect to time. The time step was calculated as
one-half of that required by the stability criterion.
4.5 Validation Results
The weights and abscissas were calculated from the conditional moments and are shown
in Figs. 4.3-4.4 for both two and three environments. In the case of Da = 1.3 × 105, one of
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the weights is near unity, for two and three environments. This is not surprising, rather if a
weight reaches unity, the model will reduce to ﬁrst-order CMC. This limit is expected for high
Damko¨hler number. On the other hand, it is surprising that the abscissas show very little
dependence on Damko¨hler number, and the dependence is nearly limited to the weights. The
two-environment MECPDF method originally proposed by Fox and Raman (2004) assumed
the weights to be constant across the mixture fraction. Figure 4.3 shows this assumption to
be nearly true for the two cases with larger Damko¨hler numbers, but the weights in the case
of lowest Damko¨hler number show complex dependence on mixture fraction for both two and
three environments.
4.5.1 First-Level Modeling
The ﬁrst-level modeling was validated by quantifying the errors in the quadrature ap-
proximations. Figure 4.6 shows the conditional correlations of the progress variable and the
mixture-fraction dissipation 〈Y αξ|ζ〉 and the quadrature approximation from Eq. 4.9 used
in the conditional-moment evolution equation (Eq. 4.4). The values of Da = 3 × 104 and
σξ = 0.3921 correspond to the simulation with the lowest Damko¨hler just before the time of
greatest extinction and represent a “worst case,” where the worst case was chosen among all
three values of Damko¨hler number and all thirteen time ﬁles as the case for which the model
least accurately matches the data in Figures 4.6-4.11. For the case where α = 0, the applied
model will be exact by enforcing the constraint of Eq. 4.16, but the DNS data could not be
thus constrained. While the quadrature with NE = 2 does a good job of reproducing the DNS
data, with NE = 3 excellent agreement is obtained. That the errors for NE = 3 are less than
NE = 2 suggests convergence of the quadrature approximation. The two-environment case is
only predictive up to α = 3, and thus is not included for α > 3. As a metric to quantify the
errors for all three Damko¨hler numbers and to consider all of the time values, Nt, an average
normalized error was calculated as
E¯(g) =
Nt∑ 〈|〈g|ξ〉DNS − 〈g|ξ〉model|〉
Nt 〈|g|〉DNS
. (4.41)
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The average normalized errors for 〈Y αξ|ζ〉 are presented in Table 4.1. Convergence is observed
for the cases of Da = 3 × 104 and 4 × 104 but generally not for the case of Da = 1.3 × 105.
Also, the average normalized errors seemed to increase slightly with α, which is also seen as a
trend in Fig. 4.6. Similarly, the correlations of the progress variable and the mixed dissipation,〈
Y α−1Y ξ
∣∣ζ〉, are shown in Fig. 4.7. The results for α = 0 are omitted because it has no bearing
on the evolution of the conditional moments, Eq. 4.4. Again good agreement is obtained for
NE = 2 and the results for NE = 3 nearly reproduce the DNS data. The average normalized
error is shown in Table 4.2, where the convergence is similar to that shown in Table 4.1. Finally,
the correlations of the progress variable and its dissipation,
〈
Y α−2Y
∣∣ζ〉 are shown in Fig. 4.8
and the average normalized error is shown in Table 4.3. Again similar results are observed
as before. Overall, we can conclude that the numerical quadrature with N = 3 provides an
excellent approximation for ﬁrst-level modeling.
Table 4.1 Average normalized error, E¯(Y αξ) in Eq. (4.41) for the conditional
dissipation of the mixture fraction for all three Damko¨hler numbers
and with two and three environments.
NE = 2 NE = 3
α Da = 3× 104 Da = 8× 104 Da = 1.3× 105 Da = 3× 104 Da = 8× 104 Da = 1.3× 105
0 0.0457 0.0460 0.0579 0.0142 0.0365 0.0634
1 0.0745 0.0622 0.0677 0.0262 0.0499 0.0771
2 0.1338 0.0759 0.0737 0.0398 0.0575 0.0860
3 0.1859 0.0883 0.0756 0.0573 0.0607 0.0919
4 - - - 0.0767 0.0613 0.0957
5 - - - 0.0974 0.0609 0.0978
Table 4.2 Average normalized error, E¯(Y α−1Y ξ) in Eq. (4.41) for the mixed con-
ditional dissipation for all three Damko¨hler numbers and with two and
three environments.
NE = 2 NE = 3
α Da = 3× 104 Da = 8× 104 Da = 1.3× 105 Da = 3× 104 Da = 8× 104 Da = 1.3× 105
1 0.0834 0.0403 0.0332 0.0169 0.0342 0.0405
2 0.1425 0.0448 0.0327 0.0197 0.0407 0.0416
3 0.1913 0.0500 0.0341 0.0294 0.0448 0.0440
4 − − − 0.0473 0.0464 0.0460
5 − − − 0.0700 0.0466 0.0472
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Table 4.3 Average normalized error, E¯(Y α−2Y ) in Eq. (4.41) for the conditional
dissipation of the progress variable for all three Damko¨hler numbers and
with two and three environments.
NE = 2 NE = 3
α Da = 3× 104 Da = 8× 104 Da = 1.3× 105 Da = 3× 104 Da = 8× 104 Da = 1.3× 105
2 0.0666 0.0532 0.0268 0.0133 0.0385 0.0344
3 0.0875 0.0591 0.0273 0.0302 0.0504 0.0358
4 - - - 0.0457 0.0566 0.0363
5 - - - 0.0530 0.0592 0.0363
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Figure 4.6 Conditional correlations of the progress variable and the mix-
ture-fraction dissipation rate, 〈Y αξ|ζ〉, and approximation
(Eq. 4.9) for α = 0, 1, . . . , 5. Calculated from DNS for
Da = 3 × 104 at σξ = 0.3921. Conditional mean, solid
line. First-order quadrature, circles. Third-order quadrature,
squares. Fifth-order, stars.
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Figure 4.7 Conditional correlations of the progress variable and the mixed
dissipation rate,
〈
Y α−1Y ξ
∣∣ζ〉, and approximation (Eq. 4.10)
for α = 1, . . . , 5. Calculated from DNS for Da = 3 × 104 at
σξ = 0.3921. Conditional mean, solid line. First-order quadra-
ture, circles. Third-order quadrature, squares. Fifth-order,
stars.
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Figure 4.8 Conditional correlations of the progress variable and its dis-
sipation rate,
〈
Y α−2Y
∣∣ζ〉, and approximation (Eq. 4.11) for
α = 2, . . . , 5. Calculated from DNS for Da = 3 × 104 at
σξ = 0.3921. Conditional mean, solid line. Third-order quadra-
ture, squares. Fifth-order, stars.
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4.5.2 Second-Level Modeling
The values of hk(ζ) used to determine the mixture-fraction dissipation at the individual
abscissas, as deﬁned in Eq. 4.17, are shown in Fig. 4.9. These results, given for the lowest
Damko¨hler number and at σξ = 0.3921, suggest that these values are nearly constant across
the mixture fraction. Similar results where seen for the cases with larger Damko¨hler numbers,
but the results are inconclusive at later times (not shown) because the scalar gradients became
correlated and the statistics became too noisy to draw conclusions. Additionally, the sum on
the left-hand side of Eq. 4.18 is shown in Fig. 4.9 to illustrate how little the data deviate from
the ideal value of unity. Although hk(ζ) may be nearly constant in mixture fraction, the values
change gradually with time, presumably due to changes in the PDF of ξ as the turbulence
decays (Sripakagorn et al., 2004a) (i.e. the turbulent Reynolds number decreases with time).
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Figure 4.9 hk as a function of the mixture fraction from DNS for
Da = 3 × 104 at σξ = 0.3921, and with NE = 2 (left) and 3
(right). k = 1, down arrow. k = 2, up arrow. k = 3, left arrow.
The condition
∑NE
k=1 pkhk is included (solid line) for reference.
The model for the mixed dissipation conditioned on the mixture fraction within each en-
vironment, Eq. 4.20, is compared in Fig. 4.10 to the DNS data for Da = 3× 104 and 4× 104
at σξ = 0.3921 with NE = 2 and 3. The cases, again, were chosen to display the “worst case”
from all the data sets. The results show good agreement for the functional form with a trend
to over predict the magnitude. This over prediction is particularly evident in the extinguished
environments. The environments that experienced greater values of mixture-fraction dissipa-
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tion (environments for which hk > 1 in Fig. 4.9) showed lesser values (in magnitude) of mixed
dissipation.
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Figure 4.10 Conditional mixed dissipation, 〈Y ξ|ζ〉k (closed symbols),
and model using Eq. 4.20 (open symbols) from DNS for
Da = 8 × 104 (left) and 3 × 104 (right) at σξ = 0.3921, and
with NE = 2 (top) and 3 (bottom). k = 1, down arrow. k = 2,
up arrow. k = 3, left arrow.
As mentioned earlier, the DNS data could not be decomposed exactly into premixed and
non-premixed contributions of progress-variable dissipation. Consequently the model for the
non-premixed contribution (Eq. 4.23) is compared to the DNS data, which includes both
contributions. This comparison is shown in Fig. 4.11 for the “worst case.” In the model, the
dissipation must go to zero with the gradient of the abscissa. The magnitude of the DNS
at this point, where the abscissa is zero, is attributed entirely to the premixed contribution.
Qualitatively, the model shows valid results. Quantitatively, little can be inferred from this
comparison in the regions where the model value is less than the DNS data. However, it is clear
that the model for the non-premixed contribution gives an over prediction in the regions where
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its magnitude is greater than the DNS data, because the premixed contribution is necessarily
non-negative. One critiquing the model given in Eq. 4.30 might express concern that all of the
relevant physics are in the interaction terms, for which more egregious closure assumptions are
required. However, Fig. 4.11 shows that the majority of the progress-variable dissipation lies
with the non-premixed contribution. Additionally, the progress-variable dissipation is only one
of three dissipation terms and the overall model must be judged on the combined eﬀect of all
three terms. Furthermore, with even the simplest models for the interaction terms (or none
at all in some cases,) Eq. 4.30 reduces to other non-premixed combustion models for limiting
situations.
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Figure 4.11 Conditional dissipation of the progress variable, 〈Y |ζ〉k
(closed symbols), and non-premixed contribution of model, i.e.
Eq. 4.23 (open symbols), from DNS for Da = 8 × 104 (left)
and 3×104 (right) at σξ = 0.3921, and with NE = 2 (top) and
3 (bottom). k = 1, down arrow. k = 2, up arrow. k = 3, left
arrow.
The comparison of the CIEM model, Eq. 4.27, against Eq. 4.33 is shown in Fig. 4.12. The
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premixed contribution is poorly represented in the case of Da = 8 × 104 (and more so for
Da = 1.3 × 105 for the reasons discussed previously), because the non-premixed contribution
is over predicted near the peaks. This even gives a non-physical negative prediction for the
premixed contribution at the earlier time (σξ = 0.3921). However for the case of Da = 3×104,
the premixed contribution seems to be well represented, and rather good agreement is even
seen from the CIEM mixing model. The values of the optimal CY are shown in Fig. 4.13 as
a function of a time-like variable. All three of these curves decrease rapidly during the initial
equilibration time, and as mentioned the curves for the larger two Damko¨hler numbers are
poorly represented. Nevertheless, these data give a rather strong argument that a value of
CY ≈ 2 is appropriate for the lowest Damko¨hler number. (This value should not be considered
to be exactly 2 since the value varies based on the deﬁnition, i.e. deﬁned by minimizing the
integral squared error or otherwise.)
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Figure 4.12 Premixed contribution to the conditional dissipation of the
progress variable, 〈Y |ζ〉 (solid line), and premixed contribu-
tion of model (stars) from DNS for Da = 8 × 104 (left) and
3 × 104 (right) at σξ = 0.3921, and with NE = 2 (top) and 3
(bottom).
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Figure 4.13 Mixing constant in the CIEM model from DNS for
Da = 1.3 × 105 (dash-dotted), 8 × 104 (dashed) and 3 × 104
(solid), calculated with NE = 3.
The good agreement of the CIEM model in Fig. 4.12 and the nearly constant value of
CY might seduce one to think that for lower Damko¨hler numbers this micromixing model is
suﬃcient as a distributed-ﬂame approximation for the premixed contribution. However, for
that approach to be true, the interaction term for the weights must be approximately zero
(Eq. 4.31). The interaction terms Mk, Gk and Hk calculated by solving Eqs. 4.36 and 4.37
with NE = 2 are shown in Fig. 4.14. Just as the over prediction of the non-premixed
contribution causes too much noise in Fig. 4.12 for the larger Damko¨hler number, the same
problem occurs for the interaction terms. For this reason, only results for Da = 3 × 104 and
8 × 104 at σξ = 0.2549 are shown in Fig. 4.14. For both environments, we observe that Mk
always has the same sign, but the sign depends on the Damko¨hler number. For the lower
Damko¨hler number (Da = 3 × 104), Mk is negative and thus the interaction term for 〈Y |ζ〉k
in Eq. 4.30 will tend to enhance the dissipation term describing mixing in mixture-fraction
space. On the other hand, for the higher Damko¨hler number (Da = 8 × 104), Mk is positive
so that the interaction term in Eq. 4.30 will tend to counteract the mixing in mixture-fraction
space. This change in sign of Mk with increasing Damko¨hler number results in corresponding
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Figure 4.14 Interaction terms for the evolution of the weights and abscissas
approximated from DNS for Da = 8 × 104 (left) and 3 × 104
(right) at σξ = 0.2549, and with NE = 2. k = 1, down arrow.
k = 2, up arrow.
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changes in Gk and Hk. For example, the magnitude of Hk is approximately the same for
both Damko¨hler numbers; however, the sign of H1 is always the same as that of M1. Because
k = 1 has the highest dissipation rate, 〈Y |ζ〉1 is always smaller than 〈Y |ζ〉. Thus, the positive
value of H1 observed with the higher Damko¨hler number, along with the relatively small value
of G1, corresponds to the type of mixing that could be described by the CIEM model (i.e.,
Mk ∝ 〈Y |ζ〉 − 〈Y |ζ〉k). In contrast, with the lower Damko¨hler number both H1 and G1 are
negative and M1 is near zero. These values correspond to a mixing scenario that is diﬀerent
than the CIEM model. In this scenario the environment with positive Gk (i.e., k = 2) “engulfs”
the other environment (Fox, 2003). For environment 1, 〈Y |ζ〉1 remains constant (M1 = 0), but
its weight p1 decreases. The scalar conservation constraints (G1 + G2 = 0 and H1 + H2 = 0)
then ﬁx M2 < 0 such that 〈Y |ζ〉2 decreases to conserve 〈Y |ζ〉.
In summary, using the DNS data we have identiﬁed two mixing scenarios that correspond
to the interaction terms appearing in Eq. 4.30. In one scenario, micromixing between environ-
ments occurs primarily due to engulfment of the environment with the higher scalar dissipation
rate (k = 1) by the environment with the lower scalar dissipation rate (k = 2). In the other
scenario micromixing between environments occurs primarily due to interaction by exchange
with the conditional mean. In general, it is likely that both scenarios are present, but that
their relative importance depends on the Damko¨hler number and on the chosen value of the
time-like variable. Thus, in order to clearly discern the relative importance of the two scenar-
ios, it is of interest to observe how the weights evolve with time. In Fig. 4.15 the time-like
evolution of the average weights are shown for the two Damko¨hler numbers and for NE = 2 and
3. From the plots for the higher Damko¨hler number, it is clearly observed that the weight cor-
responding to the lowest scalar dissipation rate (largest k) dominates as the time-like variable
increases. Moreover, the rate of change of the weights (i.e., the engulfment rate) depends on
the Damko¨hler number. For the largest Damko¨hler number, the engulfment process occurs at
a nearly constant rate for the engulﬁng environment. In contrast, for the smaller Damko¨hler
number the weights change slowly before the weight with the lowest scalar dissipation rate
begins to increase. In our previous work (Fox and Raman, 2004) with Da = 0, it was found
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that the CIEM model provided an adequate description of the non-reacting case. The overall
body of results would therefore suggest that the relative importance of the engulfment scenario
increases with Damko¨hler number. In the context of scalar mixing, both mixing scenarios lead
to decay of the (conditional) reaction-progress variance. However, it is likely that when cou-
pled with re-ignition chemistry for the reaction-progress variable, the two scenarios will yield
qualitatively distinct behavior. In order to correctly model extinction and re-ignition, it will
thus be important to develop a Da-dependent engulfment model that can be combined with
the CIEM model to close Eq. 4.30.
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Figure 4.15 Average weights, 〈pk〉, from DNS for Da = 8 × 104 (left) and
3× 104 (right) and with NE = 2 (top) and 3 (bottom). k = 1,
down arrow. k = 2, up arrow. k = 3, left arrow.
Finally, the results of the model calculation are shown in Fig. 4.16. Even with just two
environments, the model is able to capture both the extinction and reignition phenomena
rather well. The extinction in the early part of the simulation is under-predicted. This is a
result of insuﬃcient dissipation in environment two during the equilibration mixing time. In
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this case the reignition is a result primarily of engulfment, as neither environment show much
increase at the ﬁnal moments of the simulation. This engulfment is consistent with Fig. 4.14.
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Figure 4.16 Results of model calculation showing 〈Y |ξst〉 (dashed) com-
pared to DNS (solid) for Da = 3× 104 and with NE = 2. The
environment values 〈Y |ξst〉k are also included for both model
calculation (open symbols) and DNS (closed symbols). k = 1,
down arrow. k = 2, up arrow.
4.6 Conclusions
It has been shown that the MECPDF model oﬀers the framework to mathematically de-
scribe the simultaneous occurrence of burning and extinguished (to diﬀerent degrees) regions
within a non-premixed ﬂame, caused by diﬀering scalar dissipation rates. The model also oﬀers
the potential to describe the complex mixing interaction between these disparate regions, such
as premixed/edge propagation and re-ignition by engulfment/ﬂame-ﬂame interactions. The
numerical error associated with the Gaussian quadrature approximations has been validated,
and some degree of convergence with respect to NE has been demonstrated. Of course, the
appropriate value for NE varies by application with the required degree of accuracy, but good
agreement can be obtained with NE = 2. It is concluded that hk can be accurately approxi-
mated as constant across the mixture fraction. However, it is left to future studies to determine
the model sensitivity and the values of hk, which are presumed to depend on the Reynolds,
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Schmidt and Damko¨hler numbers in addition to NE . Validation results have indicated good
agreement between the DNS data and the model for the mixed dissipation within each environ-
ment. Additionally, both the theory and DNS data suggest that it is appropriate to decompose
the progress-variable dissipation into premixed and non-premixed contributions. Furthermore,
the validation results indicate that the CIEM model may be suﬃcient to describe one part of
the intra-environment mixing, with the other part described by an engulfment model whose
rate depends on the Damko¨hler number.
Regarding the extension of the MECPDF model to include the eﬀects of variable den-
sity, multiple progress variables and inhomogeneous transport, the following opinions are of-
fered. The extension to inhomogeneous terms was demonstrated by Fox and Raman (2004)
as part of the initial presentation of this model. The treatment of complex reaction systems
is straightforward, and the resulting model is similar to that given in Eq. 4.30 with an addi-
tional subscript on the progress variable indicating species and with the Favre-PDF rather than
mixture-fraction PDF in the equation for the weights. This result is not too surprising, but
requires an additional assumption regarding the mixed joint-scalar dissipation rate. Another
subtle consequence of adding multiple progress variables is that it introduces a hierarchy of
conditional cross moments needed for multi-variate quadrature. This increases the complexity
(possibly beyond feasible limits) of term-by-term model/DNS comparison particularly for the
conditional-dissipation terms. Just as with other methods for treating complex chemistry (e.g.,
ﬂamelets) it will most likely be necessary to introduce simplifying assumptions to avoid solving
transport equation for a large number of moments.
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CHAPTER 5. MECPDF MODELING, MULTIPLE SCALARS AND
VARIABLE DENSITY
This chapter outlines the theory and model development of the MECPDF method with
variable-density and multiple-scalars. The model is derived two separate ways. The ﬁrst deriva-
tion starts with the evolution equation for the conditional moments and closes the equations
using Gaussian quadrature. The second derivation starts with a multi-mode PDF model for
the scalars conditioned on the mixture fraction and uses the conditional moments to specify
unknown source terms to the evolution of weights and abscissas. The use of two diﬀerent
methods is redundant, but is included here to facilitate deeper understanding and better com-
munication between two parties who diﬀer in their approach while each only seeing one method
of derivation.
5.1 Theoretical Starting Point
Start with the one-point, one-time joint-scalar PDF transport equation for the joint PDF,
fφ(ψ;x, t), of the random scalar ﬁeld, φ(x, t), in space and time. When mixture-averaged
Fickian diﬀusion is used for the diﬀusion ﬂux, with equal diﬀusion coeﬃcients (Γj,mix = Γ), the
resulting transport equation is similar to Equation (6.27) from Fox (2003), but with variable
density and no Reynolds decomposition:
∂ 〈ρ|ψ〉 fφ
∂t
+
∂ 〈ρUj |ψ〉 fφ
∂xj
= − ∂
∂ψj
(〈
∂
∂xk
(
ρΓ
∂φj
∂xk
)∣∣∣∣ψ
〉
fφ
)
− ∂
∂ψj
(〈ρ|ψ〉Sφj (ψ)fφ), (5.1)
where ρ is the density, U is the mass-averaged velocity, and Sφj is the rate of production of
scalar φj per mixture mass. Klimenko and Bilger give a transformation of the conditional
diﬀusion to the conditional dissipation in Equation (42) of their paper (Klimenko and Bilger,
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1999). Neglecting the inhomogeneous terms,
− ∂
∂ψj
(〈
∂
∂xk
(
ρΓ
∂φj
∂xk
)∣∣∣∣ψ
〉
fφ
)
= −1
2
∂2
∂ψj∂ψi
(〈
ρφiφj
∣∣ψ〉 fφ) , (5.2)
where the scalar-dissipation rates are deﬁned as
φiφj ≡ 2Γ
∂φi
∂xk
∂φj
∂xk
. (5.3)
Substituting Eq. 5.2 into Eq. 5.1, the homogeneous evolution equation is
∂ 〈ρ|ψ〉 fφ
∂t
= −1
2
∂2
∂ψj∂ψi
(〈
ρφiφj
∣∣ψ〉 fφ)− ∂
∂φj
(〈ρ|ψ〉Sφj (ψ)fφ). (5.4)
The vector of scalars will be mapped to a vector of progress variables, Y , and a mixture
fraction, ξ:
φ ⇒ [Y , ξ] . (5.5)
This is a unique mapping that, using the conservation of elements, reduces the degrees of
freedom. More will be discussed about this mapping later. For the density we will assume a
low Mach number approximation for which the density is only a function of the transported
scalars (and by extension a function of the progress variables and the mixture fraction):
〈ρ|y, ζ〉 = ρ(y, ζ) (5.6)
In other words, the pressure used in the equation of state is independent of the velocity. The
resulting PDF evolution equation is
∂ρfY ξ
∂t
= −1
2
∂2
∂ζ2
(ρ 〈ξ|y, ζ〉 fY ξ)−
NY∑
i=1
∂2
∂ζ∂yi
(ρ 〈Yiξ|y, ζ〉 fY ξ)
− 1
2
NY∑
i=1
NY∑
j=1
∂2
∂yi∂yj
(
ρ
〈
YiYj
∣∣y, ζ〉 fY ξ)− NY∑
i=1
∂
∂yi
(ρSYi(y, ζ)fY ξ) (5.7)
5.2 Model Derivation: Conditional Moments
For this derivation, we want a transport equation for the arbitrary moments of the progress
variables conditioned on the mixture fraction. So we will perform the operation
∫ NY∏
i=1
yαii · dy (5.8)
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on the PDF equation 5.4, where NY is the number of progress variables. Leaving out the inho-
mogeneous terms, the resulting evolution equation for the arbitrary moments of the progress
variables conditioned on the mixture fraction is
∂
〈
ρ
NY∏
i=1
Y αii
∣∣∣∣∣ζ
〉
fξ
∂t
= −1
2
∂2
∂ζ2
(〈
ρ
NY∏
i=1
Y αii ξ
∣∣∣∣∣ζ
〉
fξ
)
+
NY∑
m=1
αm
∂
∂ζ
(〈
ρY αm−1m
NY∏
i=m
Y αii Ymξ
∣∣∣∣∣ζ
〉
fξ
)
−1
2
NY∑
m=1
NY∑
n=m
αmαn
〈
ρY αm−1m Y
αn−1
n
NY∏
i=m,n
Y αii YmYn
∣∣∣∣∣ζ
〉
fξ−12
NY∑
m=1
αm(αm−1)
〈
ρY αm−2m
NY∏
i=m
Y αii Ym
∣∣∣∣∣ζ
〉
fξ
+
NY∑
m=1
αm
〈
ρY αm−1m
NY∏
i=m
Y αii SYm (Y , ξ)
∣∣∣∣∣ζ
〉
fξ. (5.9)
5.2.1 First-Level Modeling
The quadrature equation for the variable-density conditional moments is〈
ρ
NY∏
i=1
Y αii
∣∣∣∣∣ζ
〉
=
NE∑
k=1
pk(ζ)ρk(ζ)
NY∏
i=1
〈Yi|ζ〉αik , (5.10)
where the conditional-environment density is deﬁned as
ρk(ζ) ≡ ρ
(
P, 〈Y1|ζ〉k , 〈Y2|ζ〉k , . . . , 〈YNY |ζ〉k , ζ
)
, (5.11)
and can be determined directly from a thermodynamic equation of state. And as before, this
relation deﬁnes the weights and abscissas. However, it cannot be inverted by the product
diﬀerence algorithm, and a nonlinear solver must be used for in order to determine weights
from abscissas. The quadrature approximations for the unclosed conditional-moment terms
are 〈
ρ
NY∏
i=1
Y αii ξ
∣∣∣∣∣ζ
〉
≈
NE∑
k=1
pkρk
NY∏
i=1
〈Yi|ζ〉αik 〈ξ|ζ〉k , (5.12)
〈
ρY αm−1m
NY∏
i=m
Y αii Ymξ
∣∣∣∣∣ζ
〉
≈
NE∑
k=1
pkρk 〈Ym|ζ〉αm−1k
NY∏
i=m
〈Yi|ζ〉αik 〈Ymξ|ζ〉k , (5.13)
〈
ρY αm−1m Y
αn−1
n
NY∏
i=m,n
Y αii YmYn
∣∣∣∣∣ζ
〉
≈
NE∑
k=1
pkρk 〈Ym|ζ〉αm−1k 〈Yn|ζ〉αn−1k
NY∏
i=m,n
〈Yi|ζ〉αik 〈YmYn |ζ〉k , (5.14)
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〈
ρY αm−2m
NY∏
i=m
Y αii Ym
∣∣∣∣∣ζ
〉
≈
NE∑
k=1
pkρk 〈Ym|ζ〉αm−2k
NY∏
i=m
〈Yi|ζ〉αik 〈Ym |ζ〉k , (5.15)
and 〈
ρY αm−1m
NY∏
i=m
Y αii SYm (Y , ξ)
∣∣∣∣∣ζ
〉
≈
NE∑
k=1
pkρk 〈Ym|ζ〉αm−1k
NY∏
i=m
〈Yi|ζ〉αi SYm,k, (5.16)
where
SYm,k ≡ SYm
(〈Y1|ζ〉k , 〈Y2|ζ〉k , . . . , 〈YNY |ζ〉k , ζ) (5.17)
We deﬁne the doubly-conditioned dissipation rates evaluated at the abscissas just as before.
5.2.2 Second-Level Modeling
The ﬁrst-level modeling was accomplished using only the numerical approximation of the
conditional-expectation integral by Gaussian quadrature. However, additional closure is re-
quired for the doubly-conditioned dissipation rates, 〈ξ|ζ〉k, 〈Ymξ|ζ〉k, 〈YmYn |ζ〉k and 〈Ym |ζ〉k,
given the known variables of 〈ξ|ζ〉, 〈Ym|ζ〉k and pk(ζ). This second-level modeling requires
closures based on physical interpretation.
We will still rewrite the doubly-conditioned dissipation rate as
〈ξ|ζ〉k = hk(ζ) 〈ξ|ζ〉 . (5.18)
And we still have the constraint
NE∑
k=1
pk(ζ)hk(ζ) = 1. (5.19)
Also, the mixed dissipation terms are modeled similarly,
〈Y mξ|ζ〉k = 〈ξ|ζ〉k
∂ 〈Ym|ζ〉k
∂ζ
. (5.20)
As before, the model for YmYn is decomposed into two terms
YmYn = 
npm
YmYn
+ pmYmYn , (5.21)
for all m and n, even m = n. The non-premixed contribution is modeled as
〈
npmYmYn
∣∣ζ〉
k
= 〈ξ|ζ〉k
∂ 〈Ym|ζ〉k
∂ζ
∂ 〈Yn|ζ〉k
∂ζ
. (5.22)
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5.2.3 The Model
Sparing the details, this simpliﬁes to roughly the same model we had before.
NE∑
k=1
NY∑
m=1
αmpkρk 〈Ym|ζ〉αm−1k
NY∏
i=m
〈Yi|ζ〉αik fξ
[
∂ 〈Ym|ζ〉k
∂t
− 1
2
〈ξ|ζ〉k
∂2 〈Ym|ζ〉k
∂ζ2
− SYm,k
]
+
NE∑
k=1
NY∏
i=1
〈Yi|ζ〉αik
[
∂pkρkfξ
∂t
+
1
2
∂2
∂ζ2
(
pkρk 〈ξ|ζ〉k fξ
)]
= −1
2
NY∑
m=1
αm
⎛
⎝ NY∑
n=m
αn
〈
ρY αm−1m Y
αn−1
n
NY∏
i=m,n
Y αii 
pm
YmYn
∣∣∣∣∣ζ
〉
+ (αm − 1)
〈
ρY αm−2m
NY∏
i=m
Y αii 
pm
Ym
∣∣∣∣∣ζ
〉⎞⎠ fξ.
(5.23)
The ﬁnal MECPDF form would be
∂ 〈Ym|ζ〉k
∂t
=
1
2
〈ξ|ζ〉k
∂2 〈Ym|ζ〉k
∂ζ2
+ SYm,k + Mm,k,
∂pkρkfξ
∂t
= −1
2
∂2
∂ζ2
(
pkρk 〈ξ|ζ〉k fξ
)
+ ρkGkfξ.
(5.24)
5.3 Model Derivation: Finite-Mode Conditional PDF
The alternative derivation starts with a presumed ﬁnite-mode conditional PDF
fY ξ = fY |ξfξ and fY |ξ ≈
NE∑
k=1
pk
NY∏
i=1
δ (yi − 〈Yi|ζ〉k) . (5.25)
In this derivation we will manipulate the right- and left-hand sides of Eq. 5.7 individually.
The PDF evolution equation is written as
∂ρfY ξ
∂t
= P (y, ζ), (5.26)
where
P (y, ζ) ≡ −1
2
∂2
∂ζ2
(ρ 〈ξ|y, ζ〉 fY ξ)−
NY∑
i=1
∂2
∂ζ∂yi
(ρ 〈Yiξ|y, ζ〉 fY ξ)
− 1
2
NY∑
i=1
NY∑
j=1
∂2
∂yi∂yj
(
ρ
〈
YiYj
∣∣y, ζ〉 fY ξ)− NY∑
i=1
∂
∂yi
(ρSYi(y, ζ)fY ξ) . (5.27)
Also in order to complete this derivation, the properties of the delta function need to be
well understood, so I give a quick review. The delta function is deﬁned by its sifting property:∫
g(y)δ(y − Y ) dy = g(Y ). (5.28)
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We will also need to handle derivatives of delta functions.
∂
∂t
δ(y − Y (t)) = ∂δ
∂y′
∂y′
∂t
(where y′ ≡ y − Y )
=− δ(1)(y − Y )∂Y
∂t
where δ(n) ≡ ∂
n
∂y′n
δ(y′).
(5.29)
And we will need to understand integrals of these derivatives:∫
g(y)δ(1)(y − Y ) dy =
∫
g(y′ + Y )
∂
∂y′
δ(y′) dy′
=
∫
∂
∂y′
(
g(y′ + Y )δ(y′)
)
dy′ −
∫
∂g(y′ + Y )
∂y′
δ(y′) dy′
=−
∫
∂g(y)
∂y
δ(y − Y ) dy′ = −∂g(y)
∂y
∣∣∣
y=Y
.
(5.30)
Now, with these tools, we can substitute the multi-mode conditional PDF into the evolution
equation and manipulate the terms. Following the approach of the original MECPDF paper
of Fox and Raman (2004), the parameters of the ﬁnite-mode conditional PDF will be shown
to have the following evolution equations
∂pkρkfξ
∂t
= ak, and
∂ 〈Ym|ζ〉k
∂t
= bm,k. (5.31)
Using the ﬁnite-mode conditional PDF, the time derivative term becomes
∂
∂t
(
ρ
NE∑
k=1
pk
NY∏
i=1
δ (yi − 〈Yi|ζ〉k) fξ
)
=
NE∑
k=1
ρ
NY∏
i=1
δ (yi − 〈Yi|ζ〉k)
∂pkfξ
∂t
−
NY∑
k=1
ρpkfξ
NY∑
m=1
NY∏
i=m
δ (yi − 〈Yi|ζ〉k) δ(1) (ym − 〈Ym|ζ〉k)
∂ 〈Ym|ζ〉k
∂t
= P (y, ζ). (5.32)
Taking an arbitrary set of moments, as referred to in Eq. 5.8, of the evolution equation one
obtains
NE∑
k=1
ρk
NY∏
i=1
〈Yi|ζ〉αik
∂pkfξ
∂t
+
NE∑
k=1
pkfξ
NY∑
m=1
NY∏
i=m
〈Yi|ζ〉αik
∂ρyαmm
∂ym
∣∣∣
〈Y |ζ〉k
∂ 〈Ym|ζ〉k
∂t
= Pα, (5.33)
where Pα is the moment of the right-hand side P (y, ζ). The derivative with respect to ym in
this last equation can be rewritten as
∂ρyαmm
∂ym
∣∣∣
〈Y |ζ〉k
= 〈Ym|ζ〉αmk
∂ρ
∂ym
∣∣∣
〈Y |ζ〉k
+ αmρk 〈Ym|ζ〉αm−1k . (5.34)
The chain rule also tells us that
∂ρk
∂t
=
NY∑
m=1
∂ρ
∂ym
∣∣∣
〈Y |ζ〉k
∂ 〈Ym|ζ〉k
∂t
. (5.35)
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Substituting these last two expressions into Eq. 5.33 one obtains
NE∑
k=1
ρk
NY∏
i=1
〈Yi|ζ〉αik
∂pkfξ
∂t
+
NE∑
k=1
pkfξ
NY∏
i=1
〈Yi|ζ〉αik
∂ρk
∂t
+
NE∑
k=1
pkρkfξ
NY∑
m=1
αm 〈Ym|ζ〉αm−1k
NY∏
i=m
〈Yi|ζ〉αik
∂ 〈Ym|ζ〉k
∂t
= Pα. (5.36)
This equation can be further simpliﬁed by combining the ﬁrst two terms by the product rule
and substituting the deﬁnitions given in Eq. 5.31:
NE∑
k=1
NY∏
i=1
〈Yi|ζ〉αik ak +
NE∑
k=1
NY∑
m=1
αmpkρk 〈Ym|ζ〉αm−1k
NY∏
i=m
〈Yi|ζ〉αik fξbm,k = Pα. (5.37)
The next step is to determine the moment of the right hand side, P (y, ζ). Taking the
moments of the ﬁrst term on the right-hand side of Eq. 5.27:
∫
NY∏
i=1
yαii
∂2
∂ζ2
(ρ 〈ξ|y, ζ〉 fY ξ) dy
=
∂2
∂ζ2
∫
NY∏
i=1
yαii ρ 〈ξ|y, ζ〉 fY,ξ dy
=
∂2
∂ζ2
(∫
NY∏
i=1
yαii ρ 〈ξ|y, ζ〉
NE∑
k=1
pk
NY∏
j=1
δ
(
yj − 〈Yj |ζ〉k
)
dy
)
fξ
=
NE∑
k=1
∂2
∂ζ2
(
pkρk
NY∏
i=1
〈Yi|ζ〉αik 〈ξ|ζ〉k fξ
)
.
(5.38)
Taking the moments of the second term on the right-hand side of Eq. 5.27:
∫
NY∏
i=1
yαii
∂2
∂ζ∂ym
(ρ 〈Ymξ|y, ζ〉 fY ξ) dy
=− αm ∂
∂ζ
∫
yαm−1m
NY∏
i=m
yαii ρ 〈Ymξ|y, ζ〉 fY ξ dy
=− αm ∂
∂ζ
(∫
yαm−1m
NY∏
i=m
yαii ρ 〈Ymξ|y, ζ〉
NE∑
k=1
pk
NY∏
j=1
δ
(
yj − 〈Yj |ζ〉k
)
dyfξ
)
=− αm
NE∑
k=1
∂
∂ζ
(
pkρk 〈Ym|ζ〉αm−1k
NY∏
i=m
〈Yi|ζ〉αik 〈Ymξ|ζ〉k fξ
)
,
(5.39)
where
〈Ymξ|ζ〉k = 〈ξ|ζ〉k
∂ 〈Ym|ζ〉k
∂ζ
. (5.40)
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Taking the moments of the third term on the right-hand side of Eq. 5.27:
∫
NY∏
i=1
yαii
∂2
∂y2m
(ρ 〈Ym |y, ζ〉 fY ξ) dy
=αm(αm − 1)
∫
yαm−2m
NY∏
i=m
yαii ρ 〈Ym |y, ζ〉 fY ξ dy
=αm(αm − 1)
∫
yαm−2m
NY∏
i=m
yαii ρ 〈Ym |y, ζ〉
NE∑
k=1
pk
NY∏
j=1
δ
(
yj − 〈Yj |ζ〉k
)
dyfξ
=αm(αm − 1)
NE∑
k=1
pkρk 〈Ym|ζ〉αm−2k
NY∏
i=m
〈Yi|ζ〉αik 〈Ym |ζ〉k fξ,
(5.41)
where
〈Ym |ζ〉k = 〈ξ|ζ〉k
(
∂ 〈Ym|ζ〉k
∂ζ
)2
. (5.42)
Taking the moments of the fourth term on the right-hand side of Eq. 5.27:
∫
NY∏
i=1
yαii
∂2
∂ym∂yn
(ρ 〈YmYn |y, ζ〉 fY ξ) dy
=αmαn
∫
yαm−1m y
αn−1
n
NY∏
i=m,n
yαii ρ 〈YmYn |y, ζ〉 fY ξ dy
=αmαn
∫
yαm−1m y
αn−1
n
NY∏
i=m
yαii ρ 〈YmYn |y, ζ〉
NE∑
k=1
pk
NY∏
j=1
δ
(
yj − 〈Yj |ζ〉k
)
dyfξ
=αmαn
NE∑
k=1
pkρk 〈Ym|ζ〉αm−1k 〈Yn|ζ〉αn−1k
NY∏
i=m,n
〈Yi|ζ〉αik 〈YmYn |ζ〉k fξ,
(5.43)
where
〈YmYn |ζ〉k = 〈ξ|ζ〉k
∂ 〈Ym|ζ〉k
∂ζ
∂ 〈Yn|ζ〉k
∂ζ
. (5.44)
And ﬁnally, taking the moments of the ﬁfth term on the right-hand side of Eq. 5.27:
∫
NY∏
i=1
yαii
∂
∂ym
(ρSYm(y, ζ)fY ξ) dy
=− αm
∫
yαm−1m
NY∏
i=m
yαii ρSYm(y, ζ)fY,ξ dy
=− αm
∫
yαm−1m
NY∏
i=m
yαii ρSYm(y, ζ)
NE∑
k=1
pk
NY∏
j=1
δ
(
yj − 〈Yj |ζ〉k
)
dyfξ
=− αm
NE∑
k=1
pkρk 〈Ym|ζ〉αm−1k
NY∏
i=m
〈Yi|ζ〉αik SYm,kfξ.
(5.45)
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Substituting these equations (Eqs. 5.38-5.45) back into Eq. 5.27 gives
Pα = −12
NE∑
k=1
NY∏
i=1
〈Yi|ζ〉αik
∂2
∂ζ2
(
pkρk 〈ξ|ζ〉k fξ
)
+
NE∑
k=1
NY∑
m=1
αmpkρk 〈Ym|ζ〉αm−1k
NY∏
i=m
〈Yi|ζ〉αik fξ
(
1
2
〈ξ|ζ〉k
∂2 〈Ym|ζ〉k
∂ζ2
+ SYm,k
)
. (5.46)
Comparing this right-hand side with the left-hand side, Eq. 5.36, it is more convenient to
modify the deﬁnitions of ak and bm,k
a∗k = ak +
1
2
∂2
∂ζ2
(
pkρk 〈ξ|ζ〉k fξ
)
,
b∗m,k = bm,k −
1
2
〈ξ|ζ〉k
∂2 〈Ym|ζ〉k
∂ζ2
− SYm,k.
(5.47)
This results in the following linear system for the unknown source terms
NE∑
k=1
NY∏
i=1
〈Yi|ζ〉αik a∗k +
NE∑
k=1
NY∑
m=1
αmpkρk 〈Ym|ζ〉αm−1k
NY∏
i=m
〈Yi|ζ〉αik fξb∗m,k = 0. (5.48)
And accordingly, for a non-singular system the unique result is the trivial solution. This leads
to the evolution equations for the weights and abscissas:
∂ 〈Ym|ζ〉k
∂t
=
1
2
〈ξ|ζ〉k
∂2 〈Ym|ζ〉k
∂ζ2
+ SYm,k,
∂pkρkfξ
∂t
= −1
2
∂2
∂ζ2
(
pkρk 〈ξ|ζ〉k fξ
)
.
(5.49)
And it the mixing terms are added to this, it becomes identical to Eq 5.24.
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CHAPTER 6. MODEL CALCULATION
6.1 Sandia DNS and an Upper Limit on the Number of Environments
In order to demonstrate the MECPDF model and to validate it, in a form that incorporates
the eﬀects of multiple scalars and variable density, we have decided to use the direct numerical
simulations of Hawkes et al. (2007). In their work, they simulate a planar jet diﬀusion ﬂame
in the following conﬁguration. A planar layer of carbon-monoxide (CO) and hydrogen (H2)
fuel separates two layers of air. As a pilot, small ﬂamelet layer was initiated on each of the
two interfaces be the fuel layer and air. Also in the initial condition the fuel layer is given
momentum in a direction along the plane. The boundary conditions are periodic in the stream-
wise and span-wise directions, but outﬂow boundaries are used in the cross stream direction to
allow for expansion of the burning mixture. This conﬁguration is represented in Fig. 6.1. The
Configuration diagram: Heat release contours
Later time
Fuel
Air
Air
Spanwise BC:
periodic
Streamwise BC:
periodic
Initial condition
Figure 6.1 This diagram illustrates the conﬁguration of the DNS of
non-premixed planar jets as presented in Hawkes et al. (2007).
Figure by Evatt R. Hawkes, used with permission.
objective of using these DNS data is to validate Eq. 5.24 in much the same way that the work in
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Chapters 3 and 4 validated Eq. 4.30. However, there are additional (possibly insurmountable)
challenges that result from the including multiple progress variables and variable density. The
ﬁrst complication comes from the multivariate nature of the conditional PDF of progress
variables. As mentioned regrading Eq. 3.9, the weights and abscissas are determined from the
conditional moments of the progress variable and this nonlinear inversion is performed using
the product diﬀerence algorithm. No such algorithm exists unfortunately for the nonlinear
inversion of Eq. 5.10, in the multivariate case. Of course this can be calculated numerically
(by for example Newton’s method.) Such an inversion would need to be calculated for each
value of mixture fraction and at each time-step requiring a robust solution method. While
preparing this robust nonlinear solver, we have also found the need to address the question
of how many environments might be adequate for the multiple progress-variable problem.
We have hypothesized since two to three environments seem suﬃcient in the single progress-
variable case, and since this number of environments seems to provide a consistent heuristic in
multi-environment models and DQMOM, that having an array of environments consisting of
two to three in each direction:
2NY ≤ NE ≤ 3NY , (6.1)
would be a reasonable estimation. However, ﬂamelet and CMC theory argues that in the high
Damko¨hler regime, each the progress variables is a function of the mixture fraction (mean-
ing they are directly correlated). And although the regime of current interest involves lower
Damko¨hler number, certainly as the regime deviates from the ideal ﬂamelet, the dimensionality
of the progress variable space (conditioned on the mixture fraction) does not jump from zero to
NY . Along the lines of this argument, the number of progress variables, NY , in Eq. 6.1 should
be replaced by the number of independents (statistically uncorrelated) progress variables. This
reduction in dimensionality may immensely reduce the work of inverting Eq. 5.24.
In order to determine the dimensionality of the conditional progress variable space, a sin-
gular value decomposition was performed on one of the direct numerical simulations. The
singular values of at three diﬀerent time step are shown in Figures 6.2-6.4. Use of
roots is analogous to comparing standard deviation rather than variances. The ﬁgures show
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Figure 6.2 Results of singular value decomposition (conditioned on mixture
fraction) of the independent, normalized species mass fractions
from DNS at greatest extinction. Symbols indicate the square
root of singular values. Line indicates ten percent of greatest
singular value.
the singular values, roots given by symbols, relative to a cutoﬀ line, solid curve. It was pre-
determined that the cutoﬀ line would be set at ten percent of the greatest value and would
indicate statistical signiﬁcance. Each of these ﬁgures shows that only three values exceed the
cutoﬀ for a wide range of mixture fraction, indicating that for this case there are only three
signiﬁcant dimensions of conditional progress-variable space. This leads us to believe that the
number of environments should be between eight and twenty-seven. Two additional aspects
should be noted. First, singular-value decomposition is a linear analysis and the nonlinear ef-
fects under linear analysis have the potential to indicate higher dimensionality than is actually
the case. Second, this analysis applies to this single set of reactions at this set of experimental
conditions. The analysis can be repeated for diﬀerent results. Actually it may be possible to
apply this analysis to experimental data.
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Figure 6.3 Results of singular value decomposition (conditioned on mixture
fraction) of the independent, normalized species mass fractions
from DNS during re-ignition. Symbols indicate the square root
of singular values. Line indicates ten percent of greatest singular
value.
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Figure 6.4 Results of singular value decomposition (conditioned on mixture
fraction) of the independent, normalized species mass fractions
from DNS at greatest re-ignition. Symbols indicate the square
root of singular values. Line indicates ten percent of greatest
singular value.
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Initially the intent was to start with this determination of the number of environments, then
to perform the moments to weights and abscissas nonlinear inversion. Once the weights and
abscissas are determined, performing a validation study analogous to that shown in Chapter 3
would have been straight forward. However, the solution to the nonlinear set of equations
proved too elusive, particularly for the repeated process that would have been required here.
On the other hand, an analogous study to that shown in Chapter 4 proved impractical from the
start. The biggest reason for this is that the modeled dissipation rates of Eqs. 5.13-5.15 must be
conditioned on all of the progress variables in addition to the mixture fraction. For example, if
32 mixture fraction bins were used and 16 bins in each of the eight progress variable dimensions,
this leads to over 137 billion bins which is larger than the number of nodes used in the DNS.
It may be possible to reduce the dimensionality of this conditioning process through a model,
however I consider this to lead to a situation where no equivalent model/data comparison may
be made. It is unfortunate that the validation methods that address the model in the most
fundamental term-by-term way, such as the methods addressed in Chapters 3 and 4, are unable
to address the more physically realistic situation such as this hydrogen/carbon-monoxide ﬂame.
However, it is still possible to validate the model in a controlled way by running the model
and comparing results with the DNS.
There are still more subtle issues that need to be addressed before a complete model can
be used to simulate the hydrogen/carbon-monoxide ﬂame as given in the DNS. The ﬁrst of
these issues is the required consistency between the mixture fraction PDF and its conditional-
scalar dissipation rate, CDS, that has been brieﬂy described earlier. A much more detailed
discussion of this issue will be given. However, since this discussion addresses multiple modeling
options, each with a full derivation, it has been given its own dedicated space in Appendix C.
The next issue concerns the variations in the scalar-dissipation rate itself. These variations
have previously been lumped into a coeﬃcient, hk, introduced in Eq. 4.17. No method of
determining the values of these constants, theoretical or otherwise, has yet been given. Since
the MECPDF model is based on the single-point PDF, all multi-point statistics appearing
in the model equations must have a closure. The only multi-point statistics appearing in
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the MECPDF equations are the coeﬃcients, hk, and the unconditional-scalar dissipation rate,
〈ξ〉. The latter of these is provided by modeling done at the level of the computational ﬂuid
dynamics and is critical for determining the timescale of the mixing. On the other hand the
coeﬃcients, hk, are critical to the model because, with the abscissas, they provide the higher-
order conditional correlations between the progress variables and the scalar dissipation. It is
these higher-order correlations that appear in the unclosed higher-order conditional moment
transport equations (see Eq. 4.4). The beauty of the MECPDF model is that these higher-
order correlations evolve naturally from the model as long as accurate values of hk are supplied.
Currently, the best model for determining these constants is to use the log-normal model for
the conditional PDF of the mixture fraction. The details of how best to determine weights
and abscissas from a log-normal PDF is described in Appendix D. In the current context the
ratios, rk, given in that appendix provide values for hk, while the weights determined from
the Gaussian distribution provide initial conditions for the weights equations. The variance
of scalar dissipation is given by the parameter range 2 ≤ σ ≤ 4 (Fox, 2003), but this value is
known to be Reynolds number dependent (Sreenivasan, 2004). The hydrogen/carbon-monoxide
ﬂame DNS data set does exhibit a value of σ ≈ 2.7 in the reaction zone. The ﬁnal issues for
model calculation are given below.
6.2 Solution to the Weights Equations
Let me start with the evolution equation for the weights (Smith et al., 2007) (under
statistically-homogeneous and constant density conditions):
∂pkfξ
∂t
= −1
2
∂2
∂ζ2
(
pk 〈ξ|ζ〉k fξ
)
+ Gkfξ. (6.2)
The problem with this equation is that the negative second-derivative term is physically un-
stable and prevents any numerical solution. A zeroth-order modeling approach could be to
assume that Gk = 0 (the conditional-IEM model) and that pk(ζ) is constant in mixture frac-
tion. However, that approach may be unphysical. Allow me to present my argument for why
the weights cannot be constant in mixture fraction, and to propose an alternative solution. For
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these arguments I will start with the case where Gk = 0 and relax that condition afterward.
But ﬁrst, a result that will be needed later, if we integrate Eq. 6.2 over all ζ ∈ [0, 1] then
∂ 〈pk〉
∂t
= 〈Gk〉 , (6.3)
because the ﬁrst term on the right hand side of Eq. 6.2, once integrated, must go to zero to
conserve the probability and mean of the mixture fraction.
6.2.1 No Mixing of Probability (Gk = 0)
For the purpose of illustration, I will normalize Eq. 6.2 by 〈pk〉 and re-write it as
∂
k−
fξ
∂t
= −1
2
∂2
∂ζ2
(
〈ξ|ζ〉k
k−
fξ
)
, (6.4)
where the environment mixture-fraction PDF is deﬁned as
k−
fξ ≡ pk〈pk〉fξ. (6.5)
This variable
k−
fξ is unique to each environment (this is the reason for attaching the environment
label, k, to the over-bar.) It is important to recognize that Eq. 6.5 is identical to the mixture-
fraction PDF-evolution equation, and its solution will have the same form if hk(ζ) is constant
across ζ. Furthermore, the variance of
k−
fξ will decrease at a rate of hk 〈ξ〉 rather than 〈ξ〉.
So, let’s turn to an example to show the consequences of this idea. Consider a case where the
mixture-fraction mean is one-half and the initial variance is one-fourth (to keep things simple).
Consider solving Eq. 6.4 with two environments, 〈p1〉 = 〈p2〉 = 12 , and with h1 > 1. It is easy
to see that after some short period of time the environment PDFs and the overall mixture-
fraction PDF will look something like Fig. 6.5, because the variance for the environment 1
PDF must decrease faster than the variance for the environment 2 PDF. The β-PDF is used
to illustrate this example (Girimaji, 1991). It is easy to see in this plot (because the overall
mixture-fraction PDF is so close to uniformly distributed) that the weights are a function of
mixture fraction. Actually, the functional dependence is very similar to what we see in the DNS
results (Smith et al., 2007), more speciﬁcally there is a nearly ﬂat region in the middle with
sharp curves near the ends. Of course, the curves bleed into the interior as time progresses.
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The reasoning for why the weights cannot be constant in mixture fraction can be rephrased
another way. It is well known that the functional form of the mixture-fraction PDF cannot be
chosen independently from the functional form of the conditional mixture-fraction dissipation
rate, this is the mapping-closure concept (Chen et al., 1989). The same issue holds in this
this case of multi-environment modeling. The functional form of the weights, pk(ζ), cannot
be chosen independently from the functional form of the environment-dissipation coeﬃcients,
hk(ζ).
Figure 6.5 Hypothetical results for two environment PDFs and the overall
mixture-fraction PDF when 〈ξ〉 = 12 , for equal average weights
〈p1〉 = 〈p2〉 = 12 and h1 > 1 at a short time after the fully-segre-
gated initial condition. All three functions are β-PDFs, and the
variance of the overall PDF is consistent with the combination
of the two environment PDFs.
The proposed solution is this. First, choose the functional form of hk to be constant across
the mixture fraction as suggested by the DNS data (Smith et al., 2007) (this assumption is
easily relaxed later). Next, since Eq. 6.4 is identical to the mixture-fraction PDF transport
equation, solve for the environment PDFs accordingly. That is, solve a mean and variance
equation for each of the environments and reconstruct
k−
fξ from these environment means and
variances according to the appropriate functional form for the mixture-fraction PDF. For the
94
homogeneous case, the mean is simply
∂ 〈ξ〉k
∂t
= 0, where 〈·〉k ≡
∫
·
k−
fξ dζ. (6.6)
And the variance is given by
∂
〈
ξ′2
〉
k
∂t
= −
∫
〈ξ|ζ〉k
k−
fξ dζ = − hk〈pk〉
∫
pk 〈ξ|ζ〉 fξ dζ, (6.7)
where the last equality is based on the assumption of constant hk.
There are many advantages to this approach. One is that we solve the problem of negative
unstable diﬀusion. Also, the number of transported scalars decreases dramatically compared
to discretizing over the mixture fraction to solve for the weights. Furthermore, it is consistent
with the argument that the environments experience diﬀerent dissipation rates.
6.2.2 With Mixing of Probability (Gk = 0)
The proposed method can be generalized to nonzero Gk rather easily if one assumption is
made. The assumption is that
〈pk〉Gk = pk 〈Gk〉 . (6.8)
The reason for this assumption is obvious if Eq. 6.5 is substituted into Eq. 6.2 and rearranged
to
∂
k−
fξ
∂t
= −1
2
∂2
∂ζ2
(
〈ξ|ζ〉k
k−
fξ
)
+
1
〈pk〉
(〈pk〉
pk
Gk − ∂ 〈pk〉
∂t
)
k−
fξ (6.9)
You can see that if the assumption of Eq. 6.8 is true, then this reduces to Eq. 6.4. As a
result, Eq. 6.3 is required as an additional modeling equation. Of course, one must include
additional terms on the right-hand side of the evolution of the environment mixture-fraction
mean and variance, Eqs. 6.6-6.7, in order to maintain conservation. It may have been noticed
that moments of the mixture fraction greater than the second will not be conserved for the
environments particularly under mixing events, however this situation is no worse than for the
single presumed mixture-fraction PDF (only conserving mean and variance). Another way of
stating this is that while the mean weights, 〈pk〉, will continue to sum to unity, the weights as
a function of mixture fraction, pk(ζ), may not in general sum to unity at all values of mixture
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fraction. It is unknown whether this would be acceptable, or if it can be avoided by taking
another approach.
It may even be possible to use this method to model another long-standing problem in
combustion - that of remixing burned gas with the fuel and oxygen streams. For example,
consider the case where environment 1 has been given time to mix well while environment 2
has just started to mix. An example of this is shown in Fig. 6.6. The key point is that this
Figure 6.6 Hypothetical results for two environment PDFs and the overall
mixture-fraction PDF when 〈ξ〉 = 12 , for equal average weights
〈p1〉 = 〈p2〉 = 12 . Environment 1 has been given much more time
to mix than Environment 2. This ﬁgure diﬀers from Fig. 6.5
in that only the two environments are β-PDFs and the overall
mixture-fraction PDF is a linear combination of them.
approach oﬀers the mathematical ﬂexibility to describe the tri-modal nature of the mixture-
fraction PDF. And this is accomplished by physical modeling arguments rather than just by
some contrived mathematical technique.
6.2.3 With Non-Constant hk
Why would it be desirable to use a non-constant function for hk(ζ)? If the method described
above is used and environment PDFs are modeled and combined to determine a new mixture-
fraction PDF, then to maintain the consistency between the overall mixture fraction PDF and
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its CSD it would be easier to start with a situation where the each environment PDF has a
consistent CSD and these are combined to determine an overall CSD. Such an approach requires
non-constant functions for hk, but technically these would not need to be determined explicitly
as part of the algorithm. These properties and the use is demonstrated mathematically. Start
by considering the ﬁrst equality of Eq. 6.7. In general the average dissipation within one
environment is not equal to the overall unconditional-dissipation rate multiplied by the average
of hk within that environment:∫
〈ξ|ζ〉k
k−
fξ dζ = 〈ξ〉
∫
hk
k−
fξ dζ. (6.10)
Rather a correct ratio would be written as∫
hk
k−
fξ dζ =
∫ 〈ξ|ζ〉k
〈ξ|ζ〉
k−
fξ dζ, (6.11)
and this is not helpful in the slightest. It is better to deﬁne a new ratio:
rk ≡ 1〈ξ〉
∫
〈ξ|ζ〉k
k−
fξ dζ. (6.12)
This ratio gives, in the current context, the desirable property that
NE∑
k=1
〈pk〉 rk = 1. (6.13)
(Compare this sum to Eq. 4.18).
With these mathematical descriptions in place, it is possible to outline the algorithm for
application of this theory. Admittedly, the development of this approach has to this point
been rather complicated, but the underlying concept and application are simple. Step One,
input the unconditional-scalar dissipation rate, 〈ξ〉, from a computational-ﬂuid dynamics level
model and input the ratios rk from the procedure described in Appendix D. Step Two, use
the moments 〈ξ〉 and 〈ξ′2〉
k
(values at the current time step) along with the product rk 〈ξ〉
to determine new presumed environment CSD and PDFs as described in Appendix C. Step
Three, use these variables to advance 〈Ym|ζ〉k to the next time step. Step Four, evolve the
environment variance,
〈
ξ′2
〉
k
, to the next time step with
∂
〈
ξ′2
〉
k
∂t
= −rk 〈ξ〉 , (6.14)
with an additional term for engulfment correction if it is required.
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6.3 Results
The following results are given for the hydrogen/carbon-monoxide ﬂame to approximate
the conﬁguration of the DNS simulation. The initial and boundary conditions for the reac-
tion variables were input to match the DNS. The same reaction mechanism was used. The
conditional IEM mixing constant was set to CY = 2.0, while the mean dissipation rate was
input from the DNS calculation. For an initial calculation it was chosen to use NE = 3, but
for reasons that will become obvious it was determined that indeed no more environments
may necessarily be required. To avoid complications, the engulfment was Gk = 0. Each en-
vironment maintained consistency between its environment PDF and environment dissipation
rate through the mapping closure, as described in Appendix C.2. The environment dissipation
ratios, rk, and the initial conditions for the mean weights, 〈pk〉 (these actually do not change
in time, because there is no engulfment), were determined from the log-normal procedure de-
scribed in Appendix D using σ = 2.7 which was observed in the reaction zones of the DNS
calculation itself. The simulation was terminated before the extinction reached its greatest
degree, and long before reignition could take eﬀect, because the environment that experiences
the largest dissipation reached zero variance. The results shown here are just prior to this
termination, so the MECPDF results that average over the environments are skewed from the
environment with very large dissipation rate.
In Fig. 6.7, the reactants are shown by environment and as an average of the environments.
The third environment shows the largest amount of extinction, which correctly corresponds
to the environment with the highest dissipation rate. A completely extinguished environment
with no inter-environment mixing would appear in this ﬁgure as a straight line from the two
pure stream conditions. The fact that the ﬁrst two environments display such similar results
may indicate that two environments are suﬃcient, but it may also display the sensitivity of
this model to the mean dissipation rate and the inaccuracy of modeling this one-dimensionally
inhomogeneous conﬁguration with a homogeneous model. This comment applies to all of the
presented results (Figs. 6.7-6.10).
Figure 6.8 shows the products by environment and as an average of the environments. The
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Figure 6.7 Results of the three reactant species in the MECPDF model cal-
culation for the hydrogen/carbon-monoxide ﬂame. Molecular
hydrogen is blue. Molecular oxygen is green. Carbon monox-
ide is red. The left plot shows the concentrations as function of
mixture fraction for the individual environments. k = 1, dashed
line. k = 2, dotted line. k = 3, dash dotted line (environments
one and two show similar results). The right plot shows concen-
tration as a function of mixture fraction as a conditional mean
of the MECPDF model, solid lines, and shows the reference
values from the DNS calculation, symbols.
conditional average for the carbon dioxide is much less accurate than for the water vapor. And
the DNS values for the carbon dioxide are bounded between the extinguished environment
and the burning environments, while the average from the MECPDF model lies closer to the
burning environments. This is possibly an indication of the timescale diﬀerence between these
to reaction pathways for oxygen.
The two radical species in Fig. 6.9 were chosen because they are the species that show the
greatest qualitative diﬀerence between the MECPDF model calculation and the DNS results.
The DNS tends to indicate that the peak of the conditional means are closer to 0.3 with broader
curves, while the MECPDF model predicts approximately 0.4 or 0.5 depending on the species.
From the proﬁles for the individual environments, it can be seen that these high peak values
are seen for the environment experiencing extinction as well as the fully burning environments.
The plots showing the time evolution of the environments at ξ = 1/2 and their average
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Figure 6.8 Results of the two product species in the MECPDF model cal-
culation for the hydrogen/carbon-monoxide ﬂame. Water vapor
is blue. Carbon dioxide is green. The left plot shows the con-
centrations as function of mixture fraction for the individual en-
vironments. k = 1, dashed line. k = 2, dotted line. k = 3, dash
dotted line (environments one and two show similar results).
The right plot shows concentration as a function of mixture
fraction as a conditional mean of the MECPDF model, solid
lines, and shows the reference values from the DNS calculation,
symbols.
values are shown in Fig. 6.10. Presenting the data in this way is a strict test on the model.
The corresponding results for the average over mixture fraction smooth out much of the errors
from the conditional model, and depend primarily on correct values of the mixture fraction
variance. The few corresponding results in the literature (Kronenburg, 2004) are contented
to simply show qualitative trends. The most interesting observation from this ﬁgure is that
although the means show disappointing result, the results would be improved if only higher
weight were given to the environment experiencing extinction.
100
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
Mixture Fraction
C
on
ce
nt
ra
tio
n
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
Mixture Fraction
C
on
ce
nt
ra
tio
n
Figure 6.9 Results of two radical species in the MECPDF model calcula-
tion for the hydrogen/carbon-monoxide ﬂame. Atomic oxygen
is blue. The hydroxide radical is green. The left plot shows
the concentrations as function of mixture fraction for the indi-
vidual environments. k = 1, dashed line. k = 2, dotted line.
k = 3, dash dotted line (environments one and two show simi-
lar results). The right plot shows concentration as a function of
mixture fraction as a conditional mean of the MECPDF model,
solid lines, and shows the reference values from the DNS calcu-
lation, symbols.
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Figure 6.10 Results of ﬁve species in the MECPDF model calculation for
the hydrogen/carbon-monoxide ﬂame. Molecular hydrogen is
dark blue. Molecular oxygen is green. Water vapor is red.
Carbon monoxide is light blue. And carbon dioxide is purple.
The left plot shows the concentrations, conditioned on a mix-
ture fraction of one half, as function of time for the individual
environments. k = 1, dashed line. k = 2, dotted line. k = 3,
dash dotted line (environments one and two show similar re-
sults). The right plot shows conditional mean, conditioned on
a mixture fraction of one half, concentration of the MECPDF
model, solid lines, and shows the reference values from the
DNS calculation, symbols.
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6.4 The Remaining Unanswered Questions
The biggest remaining unanswered question is still: what is the correct way handling mixing
of weights, described as engulfment and as the premixed contribution to inter-environment
mixing. Is it possible for two environments that are based on a presumed PDF, each with its
own parameters, to mix probabilities and have the resulting PDFs be described by the same
presumed PDF and fully consistent with the conservation of probability? As this question
remains unanswered, it is elected to simplify the situation with the assumption that Gk = 0.
This does have practical implications of the usability of the model, not just from the point of
view that the assumption is only accurate in limiting situations. Also, since each environment
experiences diﬀerent dissipation rates, once the environment with the highest dissipation rate
reaches zero variance, the simulation is terminated.
Another unanswered question is whether or not variations in scalar dissipation rate using
the log-normal PDF and as described in Appendix D results in ratios, rk, that are accurate
enough considering the sensitivity of the model to these parameters. Is there a better approach
to obtaining values for these terms? In addition, and relating the the previous question, if
the average weights, 〈pk〉, change in time due to engulfment, then the implied description of
the PDF of the dissipation rate conditioned on the mixture fraction will also change (this
description is embodied in the weights, 〈pk〉, and the dissipation ratios, rk). So, should the
dissipation ratios be changed to maintain the intended moments?
6.5 Summary of Original Contributions
The MECPDF model was conceived and submitted for publication (Fox and Raman, 2004)
before I joined the group. This model is based on the direct quadrature method of moments
(Marchisio and Fox, 2005), which is also not an original contribution of this thesis, but is
repeated here only as background material. My ﬁrst original contribution was to complete
a unique derivation of the MECPDF model. This contribution appears in the thesis as Sec-
tion 4.3. The new derivation was based on the Gaussian-quadrature approach rather than the
presumed multi-mode conditional PDF. Although identical in its ﬁnal result, this derivation
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oﬀered insight and a new interpretation on the meaning of certain modeling terms. The in-
sight led directly to an original model based on the higher-order conditional-moment closure
with QMOM to close the reaction source term, which was published (Smith et al., 2007) and
appears in this thesis as Chapter 3. This closure for higher-order CMC relies on the product
diﬀerence algorithm (Gordon, 1968), which is reproduced in Appendix A and is of its self not
an original contribution. Although a new model was proposed, it is limited to a single reac-
tion variable. This paper was considered a stepping stone towards a complete understanding
of the MECPDF model, accordingly emphasis was placed on the validation of the Gaussian
quadrature approximation which applies equally to the model proposed in that paper and to
the full MECPDF model. I consider those validation results to be quite favorable indeed. The
second publication (Smith and Fox, 2007), reproduced here as Chapter 4, was also a result of
the Gaussian-quadrature derivation of the MECPDF model in that the new interpretation of
modeling terms identiﬁed a way of extracting those terms from the DNS directly. Once the
DNS gave explicit values for the modeling terms, a comparison could be made for validation
purposes and to give further insight into the model itself. This term-by-term validation study
was an original contribution that also demonstrated the accuracy of the MECPDF model. At
this point in the timeline, the model was still limited to a single reaction progress variable, the
weights were still approximated with a constant value, and the ratio of dissipation between
environments was completely unspeciﬁed. (Even with these shortcomings, the model proved
surprisingly accurate). Each of these issues in turn are addressed in Chapters 5-6, and each is
considered an original contribution. First, the derivation of the MECPDF model for multiple
scalars and variable density was derived in Chapter 5 as a parallel to the derivation in Sec-
tion 4.3. Then, a non-constant solution to the weights equation was proposed in Chapter 6.
The solution to the weights equation required a consistent conditional scalar dissipation as
presented in Appendix C. None of what is presented in Appendix C is original except Sec-
tionC.1.2 on the clipped-Gaussian PDF, which although original is not signiﬁcant. Also in
Chapter 6, a model is presented for the environment dissipation ratio based on the log-normal
PDF (the mathematical details for this approach are described in Appendix D). Admittedly,
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the solutions proposed in Chapter 6 are not ideal. However, these are complex physical and
mathematical issues, that were thought at one time to possibly never have a satisfactory solu-
tion. Considering the diﬃculty of the problems presented, I am pleased with the current state
of the model.
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APPENDIX A. PRODUCT DIFFERENCE ALGORITHM
This is a summary of the Product Diﬀerence (PD) algorithm as it was introduced by Gordon
(1968). We begin by deﬁning the nth moment, μ′n, of the probability density function, fφ(ψ),
of the random variable, φ, with corresponding sample space, ψ:
μ′n =
∫ ∞
−∞
ψnfφ(ψ) dψ. (A.1)
This problem also makes use of the Gaussian quadrature formula with error term:
∫ ∞
−∞
g(ψ)fφ(ψ) dψ =
m∑
i=1
wig(φi) +
f (2m)(ξ)
(2m)!
‖pm‖2, (A.2)
for any m = 1, 2, 3, . . . and for ξ ∈ R, where pm is the mth order orthogonal polynomial.
In standard Gaussian quadrature theory wi are termed the weights, and φi are termed the
abscissas. Application of the Gaussian quadrature approximation to the moments’ integral
gives:
μ′n ≈
m∑
i=1
wiφ
n
i . (A.3)
It is important to note that 2m of the moments given by A.3 will be exact. The standard
methodology is to deﬁne the values φi as the roots of the mth order orthogonal polynomial
(to fφ) and then deﬁne the values wi such that the the integral is exact for integration of any
polynomials of order n, n = 0, 1, . . . ,m−1. In this way integration of any polynomial of degree
n, n = m,m+1, . . . , 2m−1 will also be exact due to the orthogonality property. That is, there
are 2m degrees of freedom in choosing the weights and abscissas. In the case of moments the
weights and abscissas can be deﬁned by 2m lower order moments, according to
m∑
i=1
wiφ
n
i ≡ μ′n, for all n = 0, 1, 2, . . . , 2m− 1. (A.4)
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For this method A.3 will, by deﬁnition of the weights and abscissas A.4, return the exact values
for the lower order moments.
Clearly, if the weights and abscissas are know calculating the moments (referred to as direct
calculation) requires little eﬀort. On the other had the inverse calculation requires the solution
to a nonlinear set of equations. The PD algorithm is speciﬁcally an analytical inversion of the
direct calculation. The PD algorithm starts by deﬁning an array P who’s elements are given
by the explicit, recursive relation:
Pi,1 = δi,1, i = 1, 2, . . . , 2m
Pi,2 = (−1)i−1μi−1,
Pi,j = P1,j−1Pi+1,j−2 − P1,j−2Pi+1,j−1, j = 3, 4, . . . , 2m + 1
. (A.5)
The ﬁrst row of P is all that is required for the algorithm, and as a result the lower triangular
part of P need not be calculated a shown:
P =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 μ0 P1,3 P1,4 · · · P1,2m P1,2m+1
0 −μ1 P2,3 P2,4 · · · P2,2m 0
0 μ2 P3,3 P3,4 0 0
...
...
...
...
...
0 μ2m−2 P2m−1,3 0 · · · 0 0
0 −μ2m−1 0 0 · · · 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(A.6)
The second step in the PD algorithm is to construct the vector, α, the elements of which are
calculated according to the equation:
α1 = 0,
αj =
P1,j+1
P1,jP1,j−1
, j = 2, 3, . . . , 2m.
(A.7)
The third step in the PD algorithm is to construct two vectors, a and b, the elements of which
are calculated according to the equations:
aj = α2j−1 + α2j , j = 1, 2, . . . ,m
bj = −(α2jα2j+1) 12 , j = 1, 2, . . . ,m− 1
(A.8)
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The vector a is the main diagonal of a tridiagonal matrix, Jn, while both the upper and lower
diagonals are the vector b.
Jn =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a1 b1 0 · · · 0
b1 a2 b2
...
0 b2 a3
. . . 0
...
. . . . . . bm−1
0 · · · 0 bm−1 am
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (A.9)
The ﬁnal step in the PD Algorithm is to calculate the Eigenvalues of Jn, λJn,i for i = 1, 2, . . . ,m,
and the corresponding Eigenvectors, vi. The abscissas are equal to the Eigenvalues and the
weights are equal to the square of the ﬁrst elements of the Eigenvectors:
φi = λJn,i, i = 1, 2, . . . ,m
wi = μ0v2i,1.
(A.10)
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APPENDIX B. DERIVATION OF THE DQMOM EQUATIONS
The Direct Quadrature Method of Moments (DQMOM) equations can be viewed either in
the context of multi-environment models or in the context of Gaussian quadrature. These two
contexts each imply a unique set of assumptions and a unique method of deriving the equations,
yet both lead to the same results. As viewed in the context of multi-environment models, the
key assumption in used in DQMOM is that the joint scalar PDF can be approximated as a
sum of weighted delta functions in sample space:
fφ(ψ;x, t) =
Ne∑
n=1
pn
Ns∏
α=1
δ[ψα − 〈φα〉n (x, t)].
Here, the probability of environment n, its weight, is given by pn and the value of the α sample-
space variable in environment n, its abscissa, is given by 〈φα〉n. As a result of this assumption,
the chemical source term can be treated exactly and the derivation of the DQMOM equations
can be performed by ﬁrst substituting this presumed PDF into the PDF transport equation,
and then by integrating the equation as would be done for the moments. As viewed in the
context of Gaussian quadrature, DQMOM is seen as a multivariate extension to the Quadra-
ture Method of Moments (QMOM). The key assumption in this context is not that the joint
composition PDF is discontinuous; indeed this derivation assumes that it is continuous, how-
ever the source term is approximated by a quadrature formula. In this context the derivation
of the DQMOM equations are performed by simply substituting the weights and abscissas of
the quadrature formula into the moment-transport equations.
Since in the past, the DQMOM equations have been derived almost exclusively in the
context of multi-environment models, I will present it in terms of Gaussian quadrature. In
order to avoid confusion notation will remain the same.
Although the point of DQMOM is to extend QMOM to the multivariate case, I will start
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ﬁrst with the univariate case for simplicity. Start with the univariate moment transport equa-
tion for moments, μm.
∂μm
∂t
+ 〈Ui〉∂μm
∂xi
− ∂
∂xi
(ΓT
∂μm
∂xi
) = m
∫ ∞
−∞
(
Cφ
ε
k
(〈φ〉 − ψ) + S(ψ)
)
ψm−1fφ(ψ) dψ. (B.1)
Notice that the gradient diﬀusion model has been substituted for the turbulent scalar ﬂux term
and the IEM model has been substituted for the micro-mixing term, however DQMOM is not
restricted to the use of these models. In (B.1) the moments are deﬁned by:
μm =
∫ ∞
−∞
fφ(ψ)ψm dψ. (B.2)
Using a the Gaussian quadrature formula the univariate moments can written as:
μm =
Ne∑
n=1
pn 〈φ〉mn . (B.3)
Although the Gaussian quadrature formula is an approximation, in Eq. (B.3) a set of 2Ne
moments are used to deﬁne the weights, pn, and abscissas, 〈φ〉n, such that for those moments
Eq. (B.3) will be exact. In this way the weights and abscissas contain the same information as
the moments. In other words, the weights and abscissas are simply a variable transformation
of the moments. Based on this transformation, a method that transports the weights and
abscissas would be mathematically equivalent to a method that transports the moments. In
order to derive transport equations for the weights and abscissas Eq. (B.3) is substituted into
Eq. (B.1), and the right hand side is approximated using Gaussian quadrature giving:
∂
∂t
(
Ne∑
n=1
pn 〈φ〉mn ) + 〈Ui〉
∂
∂xi
(
Ne∑
n=1
pn 〈φ〉mn )−
∂
∂xi
(
ΓT
∂
∂xi
(
Ne∑
n=1
pn 〈φ〉mn )
)
= m
Ne∑
n=1
(
Cφ
ε
k
(〈φ〉 − 〈φ〉n) + S(〈φ〉n)
)
pn 〈φ〉m−1n . (B.4)
In order to save space, allow the right hand side to be rewritten as RGQ,m:
RGQ,m ≡ m
Ne∑
n=1
(
Cφ
ε
k
(〈φ〉 − 〈φ〉n) + S(〈φ〉n)
)
pn 〈φ〉m−1n , (B.5)
and allow the deﬁnition:
〈s〉n ≡ pn 〈φ〉n . (B.6)
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Substituting pn 〈φ〉mn = p1−mn 〈s〉mn , applying the product rule from calculus and collecting
like terms in Eq. (B.4) leads to:
Ne∑
n=1
[
(1−m)p−mn 〈s〉mn
∂pn
∂t
+mp1−mn 〈s〉m−1n
∂ 〈s〉n
∂t
+(1−m)p−mn 〈s〉mn 〈Ui〉
∂pn
∂xi
+mp1−mn 〈s〉m−1n 〈Ui〉
∂ 〈s〉n
∂xi
− (1−m)p−mn 〈s〉mn
∂
∂xi
(ΓT
∂pn
∂xi
)−mp1−mn 〈s〉m−1n
∂
∂xi
(ΓT
∂ 〈s〉n
∂xi
)
−m(m− 1)p3−mn 〈s〉m−2n ΓT
∂ 〈φ〉n
∂xi
∂ 〈φ〉n
∂xi
]
= RGQ,m. (B.7)
By grouping the pn and 〈s〉n transport terms together, the DQMOM equations (Fox, 2003) are
formed:
Ne∑
n=1
(
(1−m) 〈φ〉mn
[∂pn
∂t
+〈Ui〉∂pn
∂xi
− ∂
∂xi
(ΓT
∂pn
∂xi
)
]
+m 〈φ〉m−1n
[∂ 〈s〉n
∂t
+〈Ui〉∂ 〈s〉n
∂xi
− ∂
∂xi
(ΓT
∂ 〈s〉n
∂xi
)
])
= m(m− 1)
N∑
n=1
pn 〈φ〉m−2n ΓT
∂ 〈φ〉n
∂xi
∂ 〈φ〉n
∂xi
+ RGQ,m. (B.8)
The calculation procedure implied by this model is to ﬁrst, assume explicit knowledge of pn
and 〈φ〉n for the red terms in:
Ne∑
n=1
(
(1−m) 〈φ〉mn
[∂pn
∂t
+〈Ui〉∂pn
∂xi
− ∂
∂xi
(ΓT
∂pn
∂xi
)
]
+m 〈φ〉m−1n
[∂ 〈s〉n
∂t
+〈Ui〉∂ 〈s〉n
∂xi
− ∂
∂xi
(ΓT
∂ 〈s〉n
∂xi
)
])
= m(m− 1)
Ne∑
n=1
pn 〈φ〉m−2n ΓT
∂ 〈φ〉n
∂xi
∂ 〈φ〉n
∂xi
+ RGQ,m. (B.8a)
Second, RGQ,m is calculated using pn and 〈φ〉n in Eq. (B.5). Third a linear system is con-
structed from Eq. (B.8) where the unknowns are the terms in square brackets. Finally, pn and
〈φ〉n are transported.
The multivariate form of the derivation follows the same outline; however the multivariate
moments are deﬁned as:
μm1,m2,...,mNs =
∞∫∫
· · ·
∫
−∞
fφ(ψ)
Ns∏
α=1
ψmαα dψNs ...dψ2 dψ1. (B.9)
Which leads to the moment transport equation:
∂μm1,m2,...,mNs
∂t
+ 〈Ui〉
∂μm1,m2,...,mNs
∂xi
− ∂
∂xi
(ΓT
∂μm1,m2,...,mNs
∂xi
)
=
Ns∑
α=1
∞∫∫
· · ·
∫
−∞
∂
∂ψα
([
Cφ
ε
k
(〈φα〉 − ψα) + Sα(ψ)
]
fφ(ψ)
) Ns∏
β=1
ψmαβ dψNs ...dψ2 dψ1. (B.10)
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The multi-variate Gaussian quadrature formula leads to the relation
μm1,m2,...,mNs =
N∑
n=1
pn
Ns∏
α=1
〈φα〉mαn . (B.11)
Again, this relation is used to deﬁne the weights and abscissas for the predetermined moments
in order to return the exact values for those moments. This relation is substituted into Eq.
(B.10) with the quadrature approximation of the right hand side and with a new deﬁnition of
〈sα〉n.
〈sα〉n ≡ pn 〈φα〉n . (B.12)
Skipping the manipulations, the full DQMOM equations can be written as:
Ne∑
n=1
[(
1−
Ns∑
α=1
mα
) Ns∏
α=1
〈φα〉mαn
][∂pn
∂t
+ 〈Ui〉∂pn
∂xi
− ∂
∂xi
(ΓT
∂pn
∂xi
)
]
+
Ne∑
n=1
Ns∑
α=1
∂
∂ 〈φα〉n
( Ns∏
β=1
〈φα〉mβn
)([∂ 〈sα〉n
∂t
+〈Ui〉∂ 〈sα〉n
∂xi
− ∂
∂xi
(ΓT
∂ 〈sα〉n
∂xi
)
]
−pn[Cφ ε
k
(〈φα〉−〈φα〉n)+Sα(〈φ〉n)]
)
=
Ne∑
n=1
Ns∑
α=1
Ns∑
β=1
∂2
∂ 〈φα〉n ∂ 〈φβ〉n
( Ns∏
γ=1
〈φγ〉mγn
)
pnΓT
∂ 〈φα〉n
∂xi
∂ 〈φβ〉n
∂xi
. (B.13)
If only non-mixed moments are considered, and the degrees of freedom are reduced as to only
transport 〈sα〉n and to arbitrarily ﬁx pn, then the DQMOM equations can be simpliﬁed to:
Ne∑
n=1
〈φα〉mα−1n
([∂ 〈sα〉n
∂t
+〈Ui〉∂ 〈sα〉n
∂xi
− ∂
∂xi
(ΓT
∂ 〈sα〉n
∂xi
)
]
−pn[Cφ ε
k
(〈φα〉−〈φα〉n)+Sα(〈φ〉n)]
)
=
Ne∑
n=1
(mα − 1) 〈φα〉mα−2n pnΓT
∂ 〈φα〉n
∂xi
∂ 〈φα〉n
∂xi
. (B.14)
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APPENDIX C. CONSISTENCY BETWEEN THE SCALAR PDF AND
CSD
The purpose of this appendix is to demonstrate how consistency is maintained between
the probability density function (PDF) and conditional scalar dissipation (CSD) of an inert
scalar. The PDF and CSD are directly connected through the scalar PDF transport equation.
However there are two general cases. The shape of the PDF can be speciﬁed (presumed PDF,)
then there is a unique functional form of the CSD. Or if a model is speciﬁed for the CSD,
then a corresponding PDF is determined (by the mapping closure.) Since for each of these
approaches the connection between the CSD and the PDF is the the scalar PDF transport
equation, it will be given ﬁrst. The PDF, fξ , of a conserved scalar, ξ (with sample-space
variable ζ,) is transported by a constant density ﬂuid in space, xk and time, t, according to
∂fξ
∂t
+ 〈Uk〉 ∂fξ
∂xk
=
∂
∂xk
(
DT
∂fξ
∂xk
)
− ∂
∂ζ
(〈
∂
∂xk
(
D
∂ξ
∂xk
)∣∣∣∣ζ
〉
fξ
)
=
∂
∂xk
(
Deﬀ
∂fξ
∂xk
)
− 1
2
∂2 〈ξ|ζ〉 fξ
∂ζ2
,
(C.1)
where 〈Uk〉 is the mean ﬂuid velocity, DT is the turbulent diﬀusion resulting from the gradient
diﬀusion assumption, D is the molecular diﬀusion coeﬃcient (which is negligible relative to the
turbulent diﬀusion at high Reynolds numbers,) and Deﬀ ≡ DT + D is the eﬀective diﬀusion
coeﬃcient. The term
〈
∂
∂xk
(
D ∂ξ∂xk
)∣∣∣ζ〉 is referred to as the conditional diﬀusion (or when D is
constant, the conditional Laplacian.) The scalar dissipation is deﬁned as
ξ ≡ 2D ∂ξ
∂xk
∂ξ
∂xk
. (C.2)
113
C.1 Presumed Probability Density Functions
The methodology for determining the CSD (in its diﬀerent forms) from a presumed PDF
using the PDF transport equation is based on the work presented by Mortensen (2005a) (more
detail is given in his PhD Thesis (Mortensen, 2005b).)
As a prerequisite take the raw moments of Eq. C.1
∂ 〈ξα〉
∂t
+ 〈Uk〉 ∂ 〈ξ
α〉
∂xk
=
∂
∂xk
(
Deﬀ
∂ 〈ξα〉
∂xk
)
− α(α− 1)
2
〈
ξα−2ξ
〉
. (C.3)
This will be used in the middle of the following derivation. The main idea is that a presumed
PDF is most always parametrized, in the computational ﬂuid dynamics, by its moments. So
the following variable transformations can be made
∂fξ
∂t
=
∂fξ
∂ 〈ξα〉
∂ 〈ξα〉
∂t
,
∂fξ
∂xk
=
∂fξ
∂ 〈ξα〉
∂ 〈ξα〉
∂xk
, (C.4)
and
∂
∂xk
(
Deﬀ
∂fξ
∂xk
)
=
∂
∂xk
(
Deﬀ
∂fξ
∂ 〈ξα〉
∂ 〈ξα〉
∂xk
)
=
∂fξ
∂ 〈ξα〉
∂
∂xk
(
Deﬀ
∂ 〈ξα〉
∂xk
)
+ Deﬀ
∂
∂ 〈ξα〉
(
∂fξ
∂ 〈ξβ〉
∂
〈
ξβ
〉
∂xk
)
∂ 〈ξα〉
∂xk
.
(C.5)
Substituting Eqs. C.4 and C.5 into Eq. C.1 and isolating the very last term gives
−1
2
∂2 〈ξ|ζ〉 fξ
∂ζ2
=
∂fξ
∂ 〈ξα〉
∂ 〈ξα〉
∂t
+ 〈Uk〉 ∂fξ
∂ 〈ξα〉
∂ 〈ξα〉
∂xk
− ∂fξ
∂ 〈ξα〉
∂
∂xk
(
Deﬀ
∂ 〈ξα〉
∂xk
)
−Deﬀ ∂
∂ 〈ξα〉
(
∂fξ
∂ 〈ξβ〉
∂
〈
ξβ
〉
∂xk
)
∂ 〈ξα〉
∂xk
=
∂fξ
∂ 〈ξα〉
[
∂ 〈ξα〉
∂t
+ 〈Uk〉 ∂ 〈ξ
α〉
∂xk
− ∂
∂xk
(
Deﬀ
∂ 〈ξα〉
∂xk
)]
−Deﬀ ∂
∂ 〈ξα〉
(
∂fξ
∂ 〈ξβ〉
∂
〈
ξβ
〉
∂xk
)
∂ 〈ξα〉
∂xk
.
(C.6)
By substituting the moment transport equation, Eq. C.3, the desired result is obtained:
− ∂
∂ζ
(〈
∂
∂xk
(
D
∂ξ
∂xk
)∣∣∣∣ζ
〉
fξ
)
= −1
2
∂2 〈ξ|ζ〉 fξ
∂ζ2
=
− α(α− 1)
2
〈
ξα−2ξ
〉 ∂fξ
∂ 〈ξα〉 −Deﬀ
∂2fξ
∂ 〈ξα〉 ∂ 〈ξβ〉
∂
〈
ξβ
〉
∂xk
∂ 〈ξα〉
∂xk
, (C.7)
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(for the conditional diﬀusion the high Reynolds number assumption is applied, and the molecu-
lar diﬀusion coeﬃcient is negligible relative to the turbulent diﬀusion coeﬃcient.) This equation
is signiﬁcant because the term on the left hand side is required in the conserved form of the
transport equations for certain reacting scalars. Often however, it is the conditional diﬀusion
or CSD that is needed. These are easily determined by integrating Eq. C.7 once and twice
respectively
〈
∂
∂xk
(
D
∂ξ
∂xk
)∣∣∣∣ζ
〉
fξ =
α(α− 1)
2
〈
ξα−2ξ
〉 ∂Fξ
∂ 〈ξα〉 + Deﬀ
∂2Fξ
∂ 〈ξα〉 ∂ 〈ξβ〉
∂
〈
ξβ
〉
∂xk
∂ 〈ξα〉
∂xk
, (C.8)
〈ξ|ζ〉 fξ = α(α− 1)
〈
ξα−2ξ
〉 ∂IIξ
∂ 〈ξα〉 + 2Deﬀ
∂2IIξ
∂ 〈ξα〉 ∂ 〈ξβ〉
∂
〈
ξβ
〉
∂xk
∂ 〈ξα〉
∂xk
, (C.9)
where the cumulative distribution function and its integral are deﬁned as
Fξ(ζ) =
∫ ζ
0
fξ(ζ ′) dζ ′ and IIξ(ζ) ≡
∫ ζ
0
Fξ(ζ ′) dζ ′, (C.10)
(I’ve assumed the lower bound is based on the the ﬁnite support of ζ ∈ [0, 1].) Also notice
that the product of the CSD and the PDF has values of zero at the ends of the support, so
the constants of integration are zero. Regarding IIf as it is deﬁned in Eq. C.10 and used in
Eq. C.9, this variable can be rewritten, using integration by parts on the outer integral, as
IIξ(ζ) =
∫ ζ
0
Fξ(ζ ′) dζ ′ = ζFξ(ζ)−
∫ ζ
0
ζ ′fξ(ζ ′) dζ ′. (C.11)
Depending on the speciﬁc presumed PDF used, one of these forms may be easier to use than
the other. Although Eqs. C.7-C.9 use the raw moments as the parameters for the PDF, many
presumed PDFs are based on separate parameters. However, the separate parameters are then
functions of the moments and a variable transformation can be applied.
C.1.1 β-PDF
The β-PDF, has the following functional form:
fξ(ζ;α, β) =
1
B(α, β)
ζα−1(1− ζ)β−1, (C.12)
where B = Γ(α)Γ(β)/Γ(α+β) is the beta function, and the parameters α and β (I have taken
the liberty to change notation from the summed exponents above) can be determined from the
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mean 〈ξ〉 and variance 〈ξ′2〉 as
α = 〈ξ〉
(〈ξ〉 (1− 〈ξ〉)
〈ξ′2〉 − 1
)
and β = (1− 〈ξ〉)
(〈ξ〉 (1− 〈ξ〉)
〈ξ′2〉 − 1
)
. (C.13)
Determining the CSD from the presumed PDF can be challenging. We will start the conser-
vative term as described in Eq. C.7. The homogeneous part can be written analytically. This
requires several steps, but starts with Eq. C.7. The β-PDF is speciﬁed uniquely by the ﬁrst
and second moments, so
− 1
2
∂2 〈ξ|ζ〉 fξ
∂ζ2
= −〈ξ〉 ∂fξ
∂ 〈ξ2〉 (C.14)
And since the β-PDF is not parametrized directly by the moments, but by α and β (which are
functions of the moments,) the chain rule must be used
∂fξ
∂ 〈ξ2〉 =
∂fξ
∂ 〈ξ′2〉 =
∂fξ
∂α
∂α
∂ 〈ξ′2〉 +
∂fξ
∂β
∂β
∂ 〈ξ′2〉 (C.15)
This then requires the following change of variables
∂α
∂ 〈ξ′2〉 = −
〈ξ〉2 (1− 〈ξ〉)
〈ξ′2〉2 = −
α + 〈ξ〉
〈ξ′2〉
∂β
∂ 〈ξ′2〉 = −
〈ξ〉 (1− 〈ξ〉)2
〈ξ′2〉2 = −
β + (1− 〈ξ〉)
〈ξ′2〉
(C.16)
Now we must determine the derivatives of the PDF with respect to its parameters. For α we
have
∂fξ
∂α
=
(
Γ′(α + β)
Γ(α)Γ(β)
)
− Γ(α + β)Γ
′(α)
Γ2(α)Γ(β)
ζα−1(1− ζ)β−1 + Γ(α + β)
Γ(α)Γ(β)
ln(ζ)ζα−1(1− ζ)β−1
=
Γ(α + β)
Γ(α)Γ(β)
[ψ(α + β)− ψ(α) + ln(ζ)] ζα−1(1− ζ)β−1.
(C.17)
where ψ is the digamma (or psi) function and is deﬁned as ψ(α) ≡ Γ′(α)/Γ(α). Similarly, the
derivative of the PDF with respect to β is
∂fξ
∂β
=
Γ(α + β)
Γ(α)Γ(β)
[ψ(α + β)− ψ(β) + ln(1− ζ)] ζα−1(1− ζ)β−1 (C.18)
116
Substituting the change of variables (Eq. C.16) and the PDF derivatives (Eqs. C.17 and C.18)
into Eq. C.15 and substituting the result into Eq. C.14 gives
− ∂
∂ζ
(〈
∂
∂xk
(
D
∂ξ
∂xk
)∣∣∣∣ζ
〉
fξ
)
= −1
2
∂2 〈ξ|ζ〉 fξ
∂ζ2
=
= ([α + 〈ξ〉] [ψ(α + β)− ψ(α) + ln(ζ)] + [β + (1− 〈ξ〉)] [ψ(α + β)− ψ(β) + ln(1− ζ)]) 〈ξ〉〈ξ′2〉fξ.
(C.19)
This result is similar to that given by Girimaji (1992b) with one slight diﬀerence. By making
use of the digamma function, calculation of 〈ln(ξ)〉 and 〈ln(1− ξ)〉 is avoided.
With the result for the conservative term ﬁnished we can move on to the conditional
diﬀusion term. It of course is based on Eq. C.8, using only homogeneous part and the ﬁrst two
moments
〈
∂
∂xk
(
D
∂ξ
∂xk
)∣∣∣∣ζ
〉
fξ = 〈ξ〉 ∂Fξ
∂ 〈ξ2〉 = 〈ξ〉 〈ξ〉 (1− 〈ξ〉)
[
〈ξ〉 ∂Fξ
∂α
+ (1− 〈ξ〉)∂Fξ
∂β
]
/
〈
ξ′2
〉2
.
(C.20)
Since this cumulative distribution function is the normalized incomplete beta function, this
equation can be calculated two diﬀerent ways without much diﬃculty. The ﬁrst way is to use
a ﬁnite diﬀerence formula based on the ﬁrst equality. The incomplete beta function can be
calculated at pre-speciﬁed values of ζ using parameters α and β based on
〈
ξ′2
〉 − d 〈ξ′2〉 and
then calculated again using parameters based on
〈
ξ′2
〉
+ d
〈
ξ′2
〉
. These two values, calculated
using the diﬀerent variances, are subtracted in a central diﬀerence scheme that approximates
the derivative at each value of ζ. The second method is based on the second equality and uses a
fortran code that calculates all of the ﬁrst and second derivatives of the normalized incomplete
beta function (Boik and Robison-Cox, 1998) with respect to the parameters. These give the
conditional diﬀusion term.
The CDS itself will be calculated in a similar fashion to that outlined for the conditional-
diﬀusion term. Meaning it will be solved numerically, which was also suggested by Girimaji
(1992b). Start with the homogeneous part of Eq. C.9 using only the ﬁrst two moments
〈ξ|ζ〉 fξ = 2 〈ξ〉 ∂
∂ 〈ξ2〉
∫ ζ
0
Fξ(ζ ′) dζ ′ (C.21)
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The integral of the cumulative density function is approximated at pre-speciﬁed values of ζ
using numerical quadrature. The integrals are calculated twice, each time based on a diﬀerent
value of variance as with the conditional-diﬀusion term. Then the two integrals are subtracted
to approximate the derivative with a central diﬀerence scheme. This gives a solution to the
CSD.
C.1.2 Clipped-Gaussian PDF
The phrase “clipped-Gaussian” has diﬀerent meaning depending on the context, but it will
be used here to refer to a Gaussian (normal) PDF that is restricted to the ﬁnite support of
X ∈ [0, 1], with delta functions at either end to each having the equal weight as the clipped
tail (Smoot and Smith, 1985):
fξ(ζ;μ, σ) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
1
2
[
1 + erf
(
−μ√
2σ2
)]
δ(ζ), if ζ = 0,
1√
2πσ2
exp
(−(ζ−μ)2
2σ2
)
, if 0 < ζ < 1,
1
2
[
1− erf
(
1−μ√
2σ2
)]
δ(ζ − 1), if ζ = 1,
(C.22)
where the δ is the Dirac delta function, and erf is the error function deﬁned as
erf(ψ) ≡ 2√
π
∫ ψ
0
e−s
2
ds. (C.23)
With this PDF, the parameters μ and σ no longer represent the mean and standard deviation
as they did for the Gaussian PDF. So the ﬁrst task will be to determine the mean and variance.
Start by substituting the functional form of the PDF into the deﬁnition of the mean:
〈ξ〉 =
∫ 1
0
ζfξ(ζ;μ, σ) dζ
=(0)
(
1
2
[
1 + erf
( −μ√
2σ2
)])
+
∫ 1
0
ζ√
2πσ2
exp
(−(ζ − μ)2
2σ2
)
dζ
+ (1)
(
1
2
[
1− erf
(
1− μ√
2σ2
)])
.
(C.24)
The ﬁrst and last term in this equation’s second step result from the sifting property of the
delta function. Note the following derivative:
d
dx
e−x
2
=
deu
du
d(−x2)
dx
= −2xe−x2 , (C.25)
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which suggests an approach to integrating the second of the three terms in Eq. C.24
let u ≡ ζ − μ√
2σ2
, then ζ =
√
2σ2u + μ, and dζ =
√
2σ2du. (C.26)
The endpoints also need to be adjusted for this substitution:
when ζ = 0, then u =
−μ√
2σ2
, and when ζ = 1, then u =
1− μ√
2σ2
. (C.27)
With all of these elements in place Eq. C.24 becomes
〈ξ〉 =
∫ 1−μ√
2σ2
−μ√
2σ2
√
2σ2u + μ√
2πσ2
e−u
2
(√
2σ2
)
du +
1
2
[
1− erf
(
1− μ√
2σ2
)]
=
√
2σ2
π
∫ 1−μ√
2σ2
−μ√
2σ2
ue−u
2
du +
μ√
π
∫ 1−μ√
2σ2
−μ√
2σ2
e−u
2
du +
1
2
[
1− erf
(
1− μ√
2σ2
)]
=
√
σ2
2π
[
exp
(
−
[ −μ√
2σ2
]2)
− exp
(
−
[
1− μ√
2σ2
]2)]
+
μ
2
[
erf
(
1− μ√
2σ2
)
− erf
( −μ√
2σ2
)]
+
1
2
[
1− erf
(
1− μ√
2σ2
)]
.
(C.28)
Reorganizing the terms gives a slightly simpliﬁed form for the mean
〈ξ〉 =
√
σ2
2π
[
exp
(−μ2
2σ2
)
− exp
(−(1− μ)2
2σ2
)]
+
μ− 1
2
erf
(
1− μ√
2σ2
)
− μ
2
erf
( −μ√
2σ2
)
+
1
2
.
(C.29)
Now that the ﬁrst moment is determined, the second raw moment can be determined in a
similar manner. And the second central moment can be determined from them (
〈
ξ′2
〉
=〈
ξ2
〉−〈ξ〉2). Again substitute the functional form of the PDF into the deﬁnition of the second
moment:
〈
ξ2
〉
=
∫ 1
0
ζ2fξ(ζ;μ, σ) dζ
= (02)
(
1
2
[
1 + erf
( −μ√
2σ2
)])
+
∫ 1
0
ζ2√
2πσ2
exp
(−(ζ − μ)2
2σ2
)
dζ
+ (12)
(
1
2
[
1− erf
(
1− μ√
2σ2
)])
.
(C.30)
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The same substitution will be used, Eq. C.26,
〈
ξ2
〉
=
∫ 1−μ√
2σ2
−μ√
2σ2
2σ2u2 + μ
√
8σ2u + μ2√
2πσ2
e−u
2
(
√
2σ2) du +
1
2
[
1− erf
(
1− μ√
2σ2
)]
=
2σ2√
π
∫ 1−μ√
2σ2
−μ√
2σ2
u2e−u
2
du + μ
√
8σ2
π
∫ 1−μ√
2σ2
−μ√
2σ2
ue−u
2
du
+
μ2√
π
∫ 1−μ√
2σ2
−μ√
2σ2
e−u
2
du +
1
2
[
1− erf
(
1− μ√
2σ2
)]
.
(C.31)
The ﬁrst term after this equation’s ﬁnal equal sign can be determined using integration by
parts. Decompose the integrand into u and u exp(−u2), the latter of which has already been
shown to have an anti-derivative of −12 exp(−u2):∫
u2e−u
2
du =
∫
u
(
ue−u
2
)
du = −1
2
ue−u
2
+
1
2
∫
e−u
2
du = −1
2
ue−u
2
+
√
π
4
erf(u) + C.
(C.32)
This gives for the second moment
〈
ξ2
〉
=
2σ2√
π
[
−1
2
(
1− μ√
2σ2
)
exp
(
−
[
1− μ√
2σ2
]2)
+
√
π
4
erf
(
1− μ√
2σ2
)
+
1
2
( −μ√
2σ2
)
exp
(
−
[ −μ√
2σ2
]2)
−
√
π
4
erf
( −μ√
2σ2
)]
+ μ
√
8σ2
π
[
−1
2
exp
(
−
[
1− μ√
2σ2
]2)
+
1
2
exp
(
−
[ −μ√
2σ2
]2)]
+
μ2√
π
[√
π
2
erf
(
1− μ√
2σ2
)
−
√
π
2
erf
( −μ√
2σ2
)]
+
1
2
[
1− erf
(
1− μ√
2σ2
)]
.
(C.33)
This can be rearranged and written as
〈
ξ2
〉
=
√
σ2
2π
[
μ exp
(−μ2
2σ2
)
− (1 + μ) exp
(−(1− μ)2
2σ2
)]
+
1
2
(
σ2 + μ2 − 1) erf(1− μ√
2σ2
)
− 1
2
(
σ2 + μ2
)
erf
( −μ√
2σ2
)
+
1
2
.
(C.34)
The primary diﬃculty of using the clipped-Gaussian PDF is that the mean and variance are
written explicitly in terms of the parameters, μ and σ, but determining the values of these
parameters from the moments can be a diﬃcult task. The most common approach (Smoot
and Smith, 1985) is the tabulate the moments based on the values of the parameters, and then
to do an inverse look-up of the parameters based on the moments.
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An interesting consequence of using the clipped-Gaussian presumed PDF is that, for a
homogeneous model, the both the conditional diﬀusion term and the conditional scalar dis-
sipation are constant across the conserved scalar’s sample space, ζ, except at the end points
where they are zero.
〈ξ|ζ〉 =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
0 if ζ = 0,
a if 0 < ζ < 1,
0 if ζ = 1,
(C.35)
where a is used here as an unknown constant (will be determined in the following). This most
easily seen by running the homogeneous form of Eq. C.1 in the negative time direction from
the ﬁnal solution. By this I mean that the ﬁnal solution to homogeneous mixing is a delta-
function PDF with it peak located at the mean of the conserved scalar. So in the reverse time
simulation, the initial condition is a delta function. And if the conditional diﬀusion term is
constant, by extension the conditional scalar dissipation will be constant also, then the PDF
will evolve in the negative time direction as a Gaussian PDF. In addition, if the conditional
scalar dissipation goes to zero at the endpoints of the domain, then the PDF values will build
up there exactly as described by the clipped-Gaussian PDF.
This constant nature of the conditional scalar dissipation, may provide a mechanism for
mathematical simpliﬁcation of ones model equations. Furthermore it is known from scaling
arguments that as the scalar mixing approaches equilibrium, the dissipation rate will become
independent from the moments of the scalar itself. It is easy to see how that property is
maintained (or nearly maintained) for in this case. If the endpoints are neglected, then the
conditional scalar dissipation rate is constant, and the independence property is maintained
exactly. When the endpoint are considered, the property is never achieved exactly, but is
approached as the weight on the endpoints decrease.
Returning to the conditional scalar dissipation rate itself, and as implied by Eq. C.35, the
constant a should not simply be set equal to the unconditional scalar dissipation rate. This
constant can be determined by, again, substituting in the deﬁnition of the mean and applying
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the substitution from Eq. C.26:
〈ξ〉 =
∫ 1
0
〈ξ|ζ〉 fξ(ζ;μ, σ) dζ
=(0)
(
1
2
[
1 + erf
( −μ√
2σ2
)])
+
∫ 1
0
a√
2πσ2
exp
(−(ζ − μ)2
2σ2
)
dζ
+ (0)
(
1
2
[
1− erf
(
1− μ√
2σ2
)])
=
a√
2πσ2
∫ 1−μ√
2σ2
−μ√
2σ2
e−u
2
(√
2σ2
)
du
=
a
2
[
erf
(
1− μ√
2σ2
)
− erf
( −μ√
2σ2
)]
.
(C.36)
And this gives a value of the constant a that can be substituted into Eq. C.35 to give the ﬁnal
form of the conditional scalar dissipation rate:
〈ξ|ζ〉 =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
0 if ζ = 0,
2〈ξ〉
erf
„
1−μ√
2σ2
«
−erf
„
−μ√
2σ2
« if 0 < ζ < 1,
0 if ζ = 1,
(C.37)
C.2 Mapping Closure
The mapping closure was ﬁrst presented by Chen et al. (1989), and since then many au-
thors have expanded the topic including Pope (1991), Gao (1991), Girimaji (1992a), Mortensen
(2005a) along with Mortensen and Andersson (2006). I will try to present suﬃcient background
theory here while presenting the material as concise and clear as possible. My intended applica-
tion aligns most closely with that of Mortensen, so the development will follow his presentation.
Just for review, the following notation is used for the inert scalar: the random variable is
ξ, the sample space is ζ, its PDF is fξ(ζ; t) and its cumulative density function is Fξ(ζ; t). The
goal is to develop an accurate model for the PDF of the inert scalar as it mixes in a turbulent
ﬂow; and to additionally model the CSD, conditional diﬀusion or conservative dissipation term
in a way that is consistent with the PDF evolution equation. The general approach that is used
by the mapping closure is not very complicated if you understand two variables in addition to
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the inert scalar. These two variables are a Gaussian references ﬁeld and a mapping function.
They will be described ﬁst with all of their important properties.
The reference Gaussian ﬁeld will be given with the following notation: random variable Ψ,
sample space ψ (not to be confused with the digamma function used in the previous section,)
its PDF is fΨ(ψ; t), and its cumulative density function is FΨ(ψ; t). As implied by the name,
Ψ is normally distributed and has zero mean.
fΨ(ψ; t) =
1√
2π 〈Ψ2〉 exp
( −ψ2
2 〈Ψ2〉
)
and FΨ(ψ; t) =
1
2
[
1 + erf
(
ψ√
2 〈Ψ2〉
)]
, (C.38)
where
〈
Ψ′2
〉
is the variance (zero mean) and the error function is given in Eq. C.23.
There are, in the literature on mapping closures, two diﬀerent forms of the reference Gaus-
sian ﬁeld - a constant (stationary) ﬁeld and a time-evolving ﬁeld. From stochastic theory it is
known that for a constant Gaussian ﬁeld with zero mean, the conditional diﬀusion and CSD
are speciﬁed as
〈
∂
∂xk
(
D
∂Ψ
∂xk
)∣∣∣∣ψ
〉
= −1
2
〈Ψ〉
〈Ψ2〉ψ and 〈Ψ|ψ〉 = 〈Ψ〉 , (C.39)
where the dissipation of Ψ is deﬁned as
Ψ ≡ 2D ∂Ψ
∂xk
∂Ψ
∂xk
. (C.40)
Often for the constant reference ﬁeld the variance equals one and does not appear in the
equation.
In contrast, the time-evolving reference ﬁeld does not depend on the relation in Eq. C.39 for
the conditional diﬀusion, rather the same relation between conditional diﬀusion and conditional
dissipation is used for the reference ﬁeld as was done for passive scalar:
〈
∂
∂xk
(
D
∂Ψ
∂xk
)∣∣∣∣ψ
〉
=
1
2
∂ 〈Ψ|ψ〉 fΨ
∂ψ
but with 〈Ψ|ψ〉 = 〈Ψ〉 . (C.41)
And the dynamics of the reference ﬁeld are governed by
∂FΨ(ψ; t)
∂t
= −
〈
∂
∂xk
(
D
∂Ψ
∂xk
)∣∣∣∣ψ
〉
∂FΨ(ψ; t)
∂ψ
. (C.42)
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Consequently the rate of variance decay will equal the unconditional dissipation of the reference
ﬁeld. So with an initial variance of
〈
Ψ′2
〉
0
and a dissipation rate that is constant in time, the
variance of the time-evolving reference ﬁeld will be
∂
〈
Ψ2
〉
∂t
= −〈Ψ〉 ⇒
〈
Ψ2
〉
=
〈
Ψ2
〉
0
− 〈Ψ〉 t. (C.43)
The second variable to understand is the mapping function, which is simply a function that
relates the reference ﬁeld to the inert scalar, and is given as follows
X(Ψ; t) = ξ ⇒ X(ψ; t) = ζ. (C.44)
Clearly the domain of the mapping function must follow ψ ∈ (∞,∞), and the range must
follow X ∈ [0, 1]. For the mapping to be unique in both the forward and reverse directions,
it must be monotonic (we choose monotonically increasing.) As a side note, the mapping has
all the properties required to classify it as a cumulative density function. Using the change of
variables, the cumulative distributions and the PDFs of the reference ﬁeld can be related to
those of the inert scalar by
FΨ(ψ; t) = Fξ(X(ψ; t); t) ⇒ fΨ(ψ; t) = fξ(X(ψ; t); t)∂X
∂ψ
. (C.45)
The conditional diﬀusion and CSD of the reference variable Ψ can be related to those of the
scalar ξ through the following mapping
∂ξ
∂xk
=
∂X(Ψ; t)
∂xk
=
∂X
∂ψ
∂Ψ
∂xk
, (C.46)
and the resulting relations are〈
∂
∂xk
(
D
∂ξ
∂xk
)∣∣∣∣ζ
〉
=
〈
∂X
∂ψ
∂
∂xk
(
D
∂Ψ
∂xk
)
+ D
∂
∂ψ
(
∂X
∂ψ
∂Ψ
∂xk
)
∂Ψ
∂xk
∣∣∣∣X(ψ; t)
〉
=
〈
∂
∂xk
(
D
∂Ψ
∂xk
)∣∣∣∣ψ
〉
∂X
∂ψ
+
1
2
〈Ψ|ψ〉 ∂
2X
∂ψ2
.
(C.47)
and
〈ξ|ζ〉 =
〈
2D
∂ξ
∂xk
∂ξ
∂xk
∣∣∣∣ζ
〉
=
〈
2D
∂X
∂ψ
∂Ψ
∂xk
∂X
∂ψ
∂Ψ
∂xk
∣∣∣∣X(ψ; t)
〉
= 〈Ψ|ψ〉
(
∂X
∂ψ
)2
. (C.48)
With these two additional variables, the Gaussian reference ﬁeld and the mapping function,
deﬁned and their important properties given, the mapping closure can be outlined more clearly.
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The general idea is this - if the inert scalar assumed values over the entire inﬁnite support,
(∞,∞), then it is known that the Gaussian reference ﬁeld would be a fairly good (although not
perfect) model for the turbulent mixing. The advantages of the Gaussian ﬁeld can, however, be
transferred to the inert scalar ﬁeld on the ﬁnite support of [0, 1] though the mapping function.
There are additional beneﬁts that will be mentioned later. But ﬁrst, the mapping must be
determined.
Derive an equation for the evolution of X by taking the total derivative of Eq. C.45 (cu-
mulative density functions) with respect to time. The left-hand side is
dFξ(X; t)
dt
=
∂Fξ(ζ; t)
∂ζ
∂X
∂t
+
∂Fξ(X; t)
∂t
=
∂Fξ(ζ; t)
∂ζ
∂X
∂t
−
〈
∂
∂xk
(
D
∂ξ
∂xk
)∣∣∣∣X(ψ; t)
〉
∂Fξ
∂ζ
(C.49)
The right-hand side of Eq. C.45 has a zero derivative for the constant reference ﬁeld. And for
the time-evolving reference ﬁeld
dFξ(X; t)
dt
=
∂FΨ(ψ; t)
∂t
= −
〈
∂
∂xk
(
D
∂Ψ
∂xk
)∣∣∣∣ψ
〉
∂FΨ
∂ψ
= −
〈
∂
∂xk
(
D
∂Ψ
∂xk
)∣∣∣∣ψ
〉
∂Fξ
∂ζ
∂X
∂ψ
.
(C.50)
The evolution equation for the mapping function in a constant reference ﬁeld is obtained by
setting Eq. C.49 to zero, substituting the conditional-diﬀusion term with Eq. C.47, additionally
substituting Eq. C.39 and canceling fξ :
∂X
∂t
= −1
2
〈Ψ〉
〈Ψ2〉ψ
∂X
∂ψ
+
〈Ψ〉
2
∂2X
∂ψ2
. (C.51)
And the evolution equation for the mapping function in a time-evolving reference ﬁeld is
obtained by substituting Eq. C.47 into Eq. C.49, equating it to Eq. C.50 and canceling fξ:
∂X
∂t
=
〈Ψ〉
2
∂2X
∂ψ2
. (C.52)
Both of these equations can be solved analytically. The solution to Eq. C.51 is complicated,
but for a derivation see Gao (1991). The result is
X(ψ, t) =
1√
2π(1− e−2τ )
∫ ∞
−∞
X(s; 0) exp
(
−(√2ψ˜e−τ − s)2
2(1− e−2τ )2
)
ds, (C.53)
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where
ψ˜ =
ψ√
2 〈Ψ2〉 and τ =
〈Ψ〉 t
2 〈Ψ2〉 (C.54)
The solution to the mapping function in a time-evolving reference ﬁeld, Eq. C.52, is obtained
more easily. The procedure is to take the Fourier transform, and solve the resulting ﬁrst-
order ordinary diﬀerential equation. This solution (still in Fourier space) is the product of the
transforms of the initial conditions and the Gauss kernel. So, the inverse Fourier transform is
the convolution of the initial conditions over the Gauss kernel.
X(ψ; t) =
1√
2π 〈ψ〉 t
∫ ∞
−∞
X(s; 0) exp
(−(ψ − s)2
2 〈Ψ〉 t
)
ds. (C.55)
Because of is simplicity, I will use the solution to the time-evolving reference ﬁeld in the
remainder of this description.
C.2.1 Two-Stream Mixing
The initial conditions for X depend on the initial PDF of ξ. The two-stream mixing scenario
is based on the initial conditions of where the values of ξ are all either zero or one:
fξ(ζ; 0) = (1− 〈ξ〉) δ(ζ) + 〈ξ〉 δ(ζ − 1). (C.56)
In this situation, the values of X must also be either zero or one, and since X is monotonically
increasing it must then be the Heaviside function
X(ψ; 0) = H(ψ − α) =
⎧⎪⎪⎨
⎪⎪⎩
0 if ψ < α,
1 if ψ ≥ α.
(C.57)
The constant α is currently unknown, but it can determined rather easily and discussion of that
will be left for later. The two-stream mixing solution to X(ψ; t) is obtained by substituting
Eq. C.57 into Eq. C.54:
X(ψ; t) =
1√
2π 〈Ψ〉 t
∫ ∞
−∞
H(s− α) exp
(−(ψ − s)2
2 〈Ψ〉 t
)
ds
=
1√
2π 〈Ψ〉 t
∫ ∞
α
exp
(−(ψ − s)2
2 〈Ψ〉 t
)
ds.
(C.58)
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This is a well known result for conduction/diﬀusion in two semi-inﬁnite plates. The following
substitution can be used to re-write the integral in terms of the error function:
z =
ψ − s√
2 〈Ψ〉 t
⇒ dz = −1√
2 〈Ψ〉 t
ds, (C.59)
and
when s = α then z =
ψ − α√
2 〈Ψ〉 t
,
when s→∞ then z → −∞.
(C.60)
This gives
X(ψ; t) =
−√2 〈Ψ〉 t√
2π 〈Ψ〉 t
∫ −∞
ψ−α√
2〈Ψ〉t
e−z
2
dz
=
1√
π
(∫ 0
−∞
e−z
2
dz +
∫ ψ−α√
2〈Ψ〉t
0
e−z
2
dz
)
=
1
2
[
1 + erf
(
ψ − α√
2 〈Ψ〉 t
)]
,
(C.61)
It was mentioned earlier that the mapping function has the properties of a cumulative density
function. But it can be seen now that the mapping function for two-stream mixing results in
a cumulative density of a Gaussian with mean α and variance 〈Ψ〉 t. This comparison to a
Gaussian PDF will come in handy when taking the derivative of the mapping function.
With this solution to the mapping function we can determine the PDF, cumulative distri-
bution, CSD and conditional diﬀusion of inert scalar. However, the mapping function as given
in Eq. C.61 is parametrized by α and t rather than the moments as used in the presumed PDF
approach. The inert scalar PDF, CSD, etc. will be shown ﬁrst, they will be written in a form
that non-dimensionalizes the parameters, and then a procedure will be given to determine the
parameters from the moments of the inert scalar.
The gradient of the mapping function is
∂X(ψ; t)
∂ψ
=
1√
2π 〈Ψ〉 t
exp
(−(ψ − α)2
2 〈Ψ〉 t
)
. (C.62)
Using this the PDF of the inert scalar is determined by substitution into Eq. C.45. The result
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is
fξ(ζ; t) = fΨ(X−1(ζ; t); t)
(
∂X
∂ψ
)−1
=
1√
2π(〈Ψ2〉0 − 〈Ψ〉 t)
exp
( −[X−1(ζ; t)]2
2(〈Ψ2〉0 − 〈Ψ〉 t)
)√
2π 〈Ψ〉 t exp
(
[X−1(ζ; t)− α]2
2 〈Ψ〉 t
)
=
√
〈Ψ〉 t
〈Ψ2〉0 − 〈Ψ〉 t
exp
(
[X−1(ζ; t)− α]2
2 〈Ψ〉 t −
[X−1(ζ; t)]2
2(〈Ψ2〉0 − 〈Ψ〉 t)
)
=
√
2τ
1− 2τ exp
(
[X˜−1(ζ; t)− α˜]2
2τ
− [X˜
−1(ζ; t)]2
1− 2τ
)
,
(C.63)
where the inverse mapping (non-dimentionalized) is determined by solving Eq. C.61 for ψ˜ =
ψ/
√
2 〈Ψ2〉0 (when comparing with Mortensens results, his non-dimensional ψ does not have
a
√
2 in the denominator,) also
X˜−1(ζ; t) ≡ X
−1(ζ; t)√
2 〈Ψ2〉0
= α˜ +
√
2τ erf−1(2ζ − 1), (C.64)
and the non-dimensional parameters are given as
α˜ ≡ α√
2 〈Ψ2〉0
and τ ≡ 〈Ψ〉 t
2 〈Ψ2〉0
. (C.65)
The CSD is determined by substituting the gradient of the mapping function into Eq. C.48
〈ξ|ζ〉 = 〈Ψ|ψ〉
(
∂X
∂ψ
)2
=
1
2πt
exp
(−[X−1 − α]2
〈Ψ〉 t
)
=
1
2πt
exp
(−2[erf−1(2ζ − 1)]2) .
(C.66)
By substituting the inverse mapping X1 in the exponential, the time dependence of that factor
cancels. So the result is that the exponential term gives the dependence across the sample-
space ζ and the coeﬃcient describes the time dependence of the normalization. However, in
use we would like the time dependence to come from the unconditional scalar dissipation 〈ξ〉
. We can strip the time-dependent part if we re-normalize the CSD like this
〈ξ|ζ〉 = 〈ξ〉G(ζ)/ 〈G〉 , (C.67)
where G(ζ) is the exponential factor from Eq. C.66
G(ζ) ≡ exp
(−[X−1 − α]2
〈Ψ〉 t
)
= exp
(−2[erf−1(2ζ − 1)]2) . (C.68)
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The expectation of G can be determined analytically by integrating it over the PDF of the
reference ﬁeld. This required some algebra. Speciﬁcally, I had to combine the two exponential,
expand the squared binomial and combine like terms, re-complete the square, and use a variable
substitution to simplify the integral. My ﬁnal result is
〈G〉 =
√
〈Ψ〉 t
2 〈Ψ2〉+ 〈Ψ〉 t exp
( −α2
2 〈Ψ2〉+ 〈Ψ〉 t
)
. (C.69)
Now we can substitute this back into Eq. C.67, and also substitute the solution to the variance,
Eq. C.43 to get
〈ξ|ζ〉 = 〈ξ〉
√
2 〈Ψ2〉0 − 〈Ψ〉 t
〈Ψ〉 t exp
(
−2 [erf−1(2ζ − 1)]2 + α2
2 〈Ψ2〉0 − 〈Ψ〉 t
)
= 〈ξ〉
√
1− τ
τ
exp
(
−2[erf−1(2ζ − 1)]2 + α˜
2
1− τ
)
.
(C.70)
The conditional diﬀusion can be determined from the PDF and CSD with this relation〈
∂
∂xk
(
D
∂ξ
∂xk
)∣∣∣∣ζ
〉
=
1
2fξ
∂ 〈ξ|ζ〉 fξ
∂ζ
. (C.71)
Alternatively one could use Eq. C.48 (these two are equivalent for the time-evolving reference
ﬁeld.) The derivation only takes a little manipulation, so it won’t be shown. But the derivative
of the inverse error function is required:
d erf−1(u)
du
=
1
2
√
π exp
([
erf−1(u)
]2)
. (C.72)
With this derivative known, the resulting conditional diﬀusion term for the mapping closure
model is〈
∂
∂xk
(
D
∂ξ
∂xk
)∣∣∣∣ζ
〉
= −〈ξ〉
√
2π(1− τ)
[
X˜−1 − α˜
2τ
+
X˜−1
1− 2τ
]
exp
(
−[X˜−1 − α˜]2
2τ
+
α˜2
1− τ
)
.
(C.73)
Now the PDF, CSD and conditional diﬀusion have been written in terms of the two parame-
ters α˜ = α/
√
2 〈Ψ2〉0 and τ = 〈Ψ〉 t/2
〈
Ψ2
〉
0
. The ﬁrst of these can be determined analytically
from the mean of the scalar. The parameter α comes from the initial conditions, so evaluating
the cumulative distribution functions of the Gaussian reference ﬁeld, Eq. C.38, at α gives
FΨ(α; 0) =
1
2
[
1 + erf
(
α√
2 〈Ψ2〉0
)]
= Fξ(X(α); 0) = 1− 〈ξ〉 , (C.74)
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where the second equality results from applying Eq. C.45, and the last equality from Eq. C.56.
Now we can solve for α˜ as
α˜ = erf−1(1− 2 〈ξ〉). (C.75)
Determining the time based parameter is more diﬃcult. Since α˜ is based on the mean of the
inert scalar is seams reasonable that the other parameter would be based on the variance. So,
as suggested by Mortensen and Andersson (2006), the variance can be written as
〈
ξ′2
〉
=
〈
ξ2
〉− 〈ξ〉2 = 〈X2〉− 〈ξ〉2
=
∫ ∞
−∞
1
4
[
1 + erf
(
ψ − α√
2 〈Ψ〉 t
)]2
1√
2π(〈Ψ2〉0 − 〈Ψ〉 t)
exp
( −ψ2
2(〈Ψ2〉0 − 〈Ψ〉 t)
)
dψ − 〈ξ〉2
=
1
4
√
π(1− 2τ)
∫ ∞
−∞
[
1 + erf
(
ψ˜ − α˜√
2τ
)]2
exp
(
−ψ˜2
1− 2τ
)
dψ˜ − 〈ξ〉2 .
(C.76)
The good news is that this equation can be used to solve for the ﬁnal parameter. The bad
news is that the integral must be approximated by quadrature in each iteration of a numerical
nonlinear solver. I have found a good approximation for ﬁnding the initial guess to the solution
of Eq. C.76. When τ = 0, the following solution is obtained (the mapping function reverts to
the Heaviside function)
〈
ξ′2
〉
=
∫ ∞
α
fΨ(ψ) dψ − 〈ξ〉2 = 12[1− erf(α˜)]− 〈ξ〉
2 = 〈ξ〉 (1− 〈ξ〉), (C.77)
and when τ = 1/2, the following solution is obtained (the Gaussian becomes a delta function
at zero and the sifting property is used)
〈
ξ′2
〉
=
1
4
[1 + erf(−α˜)]2 − 〈ξ〉2 = 〈ξ〉2 − 〈ξ〉2 = 0. (C.78)
Using this information and the shape of the relation between
〈
ξ′2
〉
and τ , the following rational
approximation was formed
τ ≈
1
2(
〈
ξ′2
〉− 〈ξ′2〉
0
)2
(1− C)(〈ξ′2〉 − 〈ξ′2〉0)2 + C 〈ξ′2〉20
, (C.79)
where 〈
ξ′2
〉
0
= 〈ξ〉 (1− 〈ξ〉) and C = lim
τ→0
(
〈
ξ′2
〉
/
〈
ξ′2
〉
0
− 1)2
2τ
. (C.80)
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The easiest way to approximate C is to choose a small τ , determine the resulting
〈
ξ′2
〉
from
Eq. C.76 and substitute the result back into the equation for C.
Now that the mapping function, its theory and application have been described, I would like
to go back and reference some of subtleties of the mapping closure as they appear in diﬀerent
papers in the literature. Pope (1991) generalized the mapping relative to the work of Chen
et al. (1989) by requiring it to be identically distributed to the reference ﬁeld rather than using
the more restive requirement that the random variables be equal (as I have presented here).
Pope (1991) also gives reason, on a physical basis, why the mapping closure should not be used
for the scalar gradient. Girimaji (1992a) showed that the mapping closure can be simpliﬁed
greatly if a reference ﬁeld is used that evolves in a speciﬁc way (this is what was used here,)
but with a general time-evolving dissipation rate (the dissipation in the reference ﬁeld was
constant here.) Mortensen (2005a) with Mortensen and Andersson (2006) introduced the useful
assumptions that allow the solution for inhomogeneous problems, where the mapping closure
is used similarly to a presumed PDF (i.e. the moments of the inert scalar are transported in
the inhomogeneous ﬂuid mechanics problem, and the mapping closure is determined from the
moments.)
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APPENDIX D. THE LOG-NORMAL PDF WITH THE PD
ALGORITHM
The log-normal distribution is used extensively to model the PDF of the unconditional
scalar dissipation rate of a conserved scalar in two stream mixing. It is used in some imple-
mentations of the ﬂamelet model (Peters, 1984; Pitsch and Peters, 1998), and in one application
of the doubly conditioned conditional-moment closure (Cha et al., 2001). However, there are
diﬃculties using this model distribution in conjunction with a quadrature method of moments
or multi-environment model due to the log tail. These diﬃculties and their solution will be
presented here.
The log-normal distribution is derived by performing a variable transformation on the
normal, or Gaussian, distribution. Since the Gaussian distribution will also be use further on,
we will start there. The Gaussian distribution is
fX(x;μ, σ) =
1√
2πσ2
exp
(−(x− μ)2
2σ2
)
, (D.1)
with μ = 〈X〉, and σ2 = 〈X ′2〉. A monotonic and piecewise continuous variable transformation,
g, has the following PDF:
Y = g(X), then fY (y) = fX
(
g−1(y)
) | d
dy
g−1(y)|. (D.2)
The speciﬁc variable transformation for the log-normal distribution is
Y = g(X) = exp(X), so x = g−1(y) = ln(y), and
d
dy
g−1(y) =
1
y
. (D.3)
This gives the log-normal distribution as
fY (y;μ, σ) =
1
y
√
2πσ2
exp
(−(ln(y)− μ)2
2σ2
)
. (D.4)
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The mean and variance of this PDF are no longer μ and σ2 as they were with the normal
distribution. Rather μ and σ are simply parameters. On the other hand, μ is still equal to the
the mean of the logarithm of Y , but this is not equal to the logarithm of the mean of Y :
μ = 〈X〉 = 〈ln(Y )〉 = ln (〈Y 〉) . (D.5)
The log-normal distribution’s raw moment of order α and as a function of the parameters, μ
and σ, is
〈Y α〉 = exp
(
αμ +
1
2
(ασ)2
)
. (D.6)
Additionally, the mode of the PDF is given as
mode(Y ) = exp
(
μ− σ2) . (D.7)
For standard application in a quadrature method of moments, Eq. D.6 would give the
moments which in turn would be used to determine weights, pk, and abscissas, 〈Y 〉k. The
weights and abscissas in turn are used in the following quadrature approximation:
〈g(Y )〉 ≡
∫ ∞
0
g(y)fY (y;μ, σ) dy ≈
NE∑
k=1
pkg(〈Y 〉k), (D.8)
where NE is the number of abscissas (environments) which is related to the polynomial order
of accuracy of the approximation (order being 2NE−1). The weights and abscissas in Eq. D.8
are determined from the moments using the product diﬀerence algorithm. However, a problem
arises in the standard application of the quadrature method of moments to the log-normal
distribution. Due to the shape of its tail, the log-normal distribution always results in one
abscissa that is close to the mean with virtually all of the weighting. The remaining environ-
ments, all with nearly zero weight, take on extremely large values for the abscissa. This has
potential to make the log-normal distribution useless in applications based on the quadrature
method of moments.
An alternative approach is to consider the logarithm of the variable of interest, as written
here consider X in place of Y . The logarithm, having a Gaussian distribution, has well be-
haved moments that result in very descriptive weights and abscissas. The proposed approach
is to determine the moments of the Gaussian random variable, to determine the associated
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weights and abscissas, and then to transform the abscissas into the log-normal space (take the
exponential of the abscissas). The theoretical basis for this approach is that a PDF can be
completely described by its moment generating function. Additionally, a variable transforma-
tion will change the moment sequence, but of course the PDF obtained from the transformed
moments will, through an inverse transformation, give the original PDF exactly. The quadra-
ture method of moments is a simple truncation of the exact moment sequence, but in terms
of the cycle just described (PDF to moments, to transformed moments, to transformed PDF,
and back to original PDF) the truncation will occur for the transformed moments rather than
the original moments. To be as clear as possible this theoretical basis for the approach does
not address the resulting accuracy of the resulting quadrature approximation. Certainly this
is an additional approximation making the quadrature less accurate, additionally this approx-
imation will nullify many of the mathematically proved advantages of Gaussian quadrature.
However, in terms of the engineering application, a less accurate model that works is better
than a highly accurate model that does not.
To be completely explicit, the procedure used is as follows. Start with a set of moments,
〈X ′α〉, from the Gaussian distribution using arbitrary μ′ (best to not use μ′ = 0, because this
will cause problems in the next step), but using the speciﬁc value of σ for the log-normal
distribution of interest. The PD algorithm is used to calculate the weights, pk and abscissas,
X ′k. Then, a corresponding log-space variable is determined using
Y ′k = exp(X
′
k). (D.9)
These weights and abscissas will not currently be matching any moments of your target log-
normal distribution. To force a match of the mean, ﬁrst notice that the quadrature formula
for this mean would be 〈
Y ′
〉
=
∑
k
pkY
′
k. (D.10)
From this mean, a ratio of the individual abscissas to their combined mean can be created
rk =
Y ′k
〈Y ′〉 = exp
(
X ′k − ln
〈
Y ′
〉)
. (D.11)
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As shown, this ratio oﬀers a translation of the normally distributed variable X ′. The ratio itself
is what is used in the MECPDF model, but allow a complete demonstration of how this ratio
is just a variable transformation in X ′ and how the ratio is used to reproduce the exact mean
of the target log-normal distribution. If that mean, 〈Y 〉, is known, then the ﬁnal abscissas in
the log space can be determined as
Yk = rk 〈Y 〉 = exp
(
X ′k − ln
〈
Y ′
〉
+ ln 〈Y 〉) = exp(X ′k − ln
( 〈Y 〉
〈Y ′〉
))
. (D.12)
And casting this back into the X space, gives
Xk = ln(Yk) = X ′k + ln
( 〈Y 〉
〈Y ′〉
)
,
〈X〉 =
∑
k
pkXk =
〈
X ′
〉
+ ln
( 〈Y 〉
〈Y ′〉
)
.
(D.13)
This demonstrates how using an arbitrary μ′ to determine a set of ratios rk can be combined
with a known mean 〈Y 〉 to give a set of weights and abscissas that are consistent with the ﬁrst
moment of a log-normally distributed variable, while at the same time being consistent with
the the remaining set of higher-order moments from the corresponding Gaussian distributed
variable.
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