Abstract-Different from most of the previous works, this paper provides a thorough solution to the fundamental problems of linear-quadratic (LQ) control and stabilization for discretetime mean-field systems under basic assumptions. Firstly, the sufficient and necessary condition for the solvability of mean-field LQ control problem is firstly presented in analytic expression based on the maximum principle developed in this paper, which is compared with the results obtained in literatures where only operator type solvability conditions were given. The optimal controller is given in terms of a coupled Riccati equation which is derived from the solution to forward and backward stochastic difference equation (FBSDE). Secondly, the sufficient and necessary stabilization conditions are explored. It is shown that, under exactly observability assumption, the mean-field system is stabilizable in mean square sense if and only if a coupled algebraic Riccati equation (ARE) has a unique solution P and P satisfying P > 0 and P +P > 0. Furthermore, under the exactly detectability assumption, which is a weaker assumption than exactly observability, we show that the mean-field system is stabilizable in mean square sense if and only if the coupled ARE has a unique solution P andP satisfying P ≥ 0 and P +P ≥ 0. The key techniques adopted in this paper are the maximum principle and the solution to the FBSDE obtained in this paper. The derived results in this paper forms the basis to solve the mean-field control problem for continuous-time systems [18] and other related problems.
I. INTRODUCTION
In this paper, the mean-field linear quadratic optimal control and stabilization problems are considered for discrete-time case. Different from the classical stochastic control problem, mean-field terms appear in system dynamics and cost function, which combines mean-field theory with stochastic control problems. Mean-field stochastic control problem has been a hot research topic since 1950s. System state is described by a controlled mean-field stochastic differential equation (MF-SDE), which was firstly proposed in [14] , and the initial study of MF-SDEs was given by reference [16] . Since then, many contributions have been made in studying MF-SDEs and related topics by many researchers. See, for example, [7] - [11] and the references cited therein. The recent development for mean-field control problems can be found in [5] , [6] , [13] , [20] , [9] , [17] and references therein. Reference [20] dealt with the continuous-time finite horizon mean-field LQ control problem, a sufficient and necessary solvability condition of the problem was presented in terms of operator criteria. By using decoupling technique, the optimal controller was designed via two Riccati equations. Furthermore, the continuous-time mean-field LQ control and stabilization problem for infinite horizon was investigated in [13] , the equivalence of several notions of stability for mean-field system was established. It was shown that the optimal meanfield LQ controller for infinite horizon case can be presented via AREs.
For discrete-time mean-field LQ control problem, [9] and [17] studied the finite horizon case and infinite horizon case respectively. In [9] , a necessary and sufficient solvability condition for finite horizon discrete-time mean-field LQ control problem was presented in operator type. Furthermore, under stronger conditions, the explicit optimal controller was derived using matrix dynamical optimization method, which is in fact a sufficient solvability solution to the discrete-time mean-field LQ control problem [9] . Besides, for the infinite time case, the equivalence of L 2 open-loop stabilizability and L 2 closedloop stabilizability was studied. Also the stabilizing condition was investigate in [17] .
However, it should be highlighted that the LQ control and stabilization problems for mean-field systems remain to be further investigated although major progresses have been obtained in the above works [9] , [13] , [17] , [20] and references therein. The basic reasons are twofold: Firstly, the solvability for the LQ control was given in terms of operator type condition [9] , which is difficult to be verified in practice; Secondly, the stabilization control problem of the mean-field system has not been essentially solved as only sufficient conditions of stabilization were given in the previous works.
In this paper, we aim to provide a complete solution to the problems of optimal LQ control and stabilization for discretetime mean-field systems. Different from previous works, we will derive the maximum principle (MP) for discrete-time mean-field LQ control problem which is new to the best of our knowledge. Then, by solving the coupled state equation (forward) and the costate equation (backward), the optimal LQ controller is obtained from the equilibrium condition naturally, and accordingly the sufficient and necessary solvability condition is explored in explicit expression. The controller is designed via a coupled Riccati equation which is derived from the solution to the FBSDE, and posses the similarity with the case of standard LQ control. Finally, with convergence analysis on the coupled Riccati equation, the infinite horizon LQ controller and the stabilization condition (sufficient and necessary) is explored by defining the Lyapunov function with the optimal cost function. Two stabilization results are obtained under two different assumptions. One is under the standard assumption of exactly observability, it is shown that the mean-field system is stabilizable in mean square sense if and only if a coupled ARE has a unique solution P andP satisfying P > 0 and P +P > 0. The other one is under a weaker assumption of exactly detectability, it is shown that the mean-field system is stabilizable in mean square sense if and only if the coupled ARE admits a unique solution P and P satisfying P ≥ 0 and P +P ≥ 0.
It should be pointed out that the presented results are parallel to the solution of the standard stochastic LQ with similar results such as controller design and stabilization conditions under the same assumptions on system and weighting matrices. In particular, the weighting matrices R k and R k +R k are only required to be positive semi-definite for optimal controller designed in this paper. It is more standard than the previous works [9] , where the matrices are assumed to be positive definite.
A preliminary version of this paper was submitted as in [21] , in which the finite horizon optimal control for meanfield system was considered. In this paper, both the finite horizon control problem and infinite horizon optimal control and stabilization problems are investigated. The remainder of this paper is organized as follows. Section II presents the maximum principle and the solution to finite horizon meanfield LQ control. In Section III, the infinite horizon optimal control and stabilization problems are investigated. Numerical examples are given in Section IV to illustrate main results of this paper. Some concluding remarks are given in Section V. Finally, relevant proofs are detailed in Appendices.
Throughout this paper, the following notations and definitions are used.
Notations and definitions: I n means the unit matrix with rank n; Superscript ′ denotes the transpose of a matrix. Real symmetric matrix A > 0 (or ≥ 0) implies that A is strictly positive definite (or positive semi-definite). R n signifies the n-dimensional Euclidean space. B −1 is used to indicate the inverse of real matrix B. {Ω, F , P, {F k } k≥0 } represents a complete probability space, with natural filtration {F k } k≥0 generated by {x 0 , w 0 , · · · , w k } augmented by all the P-null sets. E[·|F k ] means the conditional expectation with respect to F k and F −1 is understood as {∅, Ω}.
Definition 1.
For random vector x, if E(x ′ x) = 0, we call it zero random vector, i.e., x = 0.
II. FINITE HORIZON MEAN-FIELD LQ CONTROL PROBLEM

A. Problem Formulation and Preliminaries
1) Problem Formulation:
Consider the following discretetime mean-field system
where
n×m , all the coefficient matrices are given deterministic. x k ∈ R n is the state process and u k ∈ R m is the control process. The system noise {w k } N k=0 is scalar valued random white noise with zero mean and variance σ 2 . E is the expectation taken over the noise {w k } N k=0 and initial state ξ. Denote F k as the natural filtration generated by {ξ, w 0 , · · · , w k } augmented by all the P-null sets.
By taking expectations on both sides of (1), we obtain
The cost function associated with system equation (1) is given by:
where Q k ,Q k , R k ,R k , P N +1 ,P N +1 are deterministic symmetric matrices with compatible dimensions. The finite horizon mean-field LQ optimal control problem is stated as follows:
To guarantee the solvability of Problem 1, the following standard assumption is made as follows.
Assumption 1. The weighting matrices in
(3) satisfy Q k ≥ 0, Q k +Q k ≥ 0, R k ≥ 0, R k +R k ≥ 0 for 0 ≤ k ≤ N and P N +1 ≥ 0, P N +1 +P N +1 ≥ 0.
2) Preliminaries:
In order to solve the above problem, a basic result is firstly presented as below.
Lemma 1. For any random vector
Proof. The proof is straightforward and is omitted here.
Remark 1. From Lemma 1, immediately we have 1)
For any x satisfying x = Ex = 0, i.e., x is deterministic,
2) For any random vector x satisfying Ex = 0 and
Remark 2. Note that Lemma 1 and Remark 1 also hold if "≥" in the conclusion is replaced by "≤", "<", ">" or "=".
B. Maximum Principle
In this subsection, we will present a general result for the maximum principle of general mean-field stochastic control problem which is the base to solve the problems studied in this paper.
Consider the general discrete-time mean-field stochastic systems
where x k and u k are the system state and control input, respectively. Ex k , Eu k are expectation of x k and u k . Scalar-valued w k is the random white noise with zero mean and variance
The corresponding scalar performance index is given in the general form
where φ(x N +1 , Ex N +1 ) is a function of the final time N + 1,
From system (4), we have that
The general maximum principle (necessary condition) to minimize (5) is given in the following theorem.
Theorem 1. The necessary conditions for the minimizing
where costate λ k obeys
with final condition
Proof. See Appendix A.
C. Solution to Problem 1
Following Theorem 1, it is easy to obtain the following maximum principle for system (1) associated with the cost function (3).
Lemma 2.
The necessary condition of minimizing (3) for system (1) can be stated as:
where costate λ k satisfies the following iteration
with final condition 
and Υ
(1)
are given as
while P k andP k in the above obey the following coupled Riccati equation for k = 0, · · · , N .
The associated optimal cost function is given by
Moreover, the costate λ k−1 in (11) and the state x k , Ex k admit the following relationship,
where P k obeys Riccati equation (20) ,P
Proof. See Appendix B. [20] and [9] for the mean-field LQ optimal control are given with operator type which is not easy to be verified in practice.
Remark 4.
It should be noted that the weighting matrices R k and R k +R k in cost function (3) are only required to be positive semi-definite in this paper which is more standard than the assumptions made in most of previous works where the matrices are required to be positive definite [9] , [20] . (16) - (19) and induction method, it is easy to know that Υ (73) and (21), we haveP
Remark
Refer to reference [3] , [4] and [12] , we know (13), (22) and (23) are exactly the solution to standard stochastic LQ control problem.
III. INFINITE HORIZON MEAN-FIELD LQ CONTROL AND STABILIZATION
A. Problem Formulation
In this section, the infinite horizon mean-field stochastic LQ control problem is solved. Besides, the necessary and sufficient stabilization condition for mean-field systems is investigated.
To study the stabilization problem for infinite horizon case, we consider the following time invariant system,
where A,Ā, B,B, C,C, D,D are all constant coefficient matrices with compatible dimensions. The system noise w k is defined as in (1) .
The associated cost function is given by
where Q,Q, R,R are deterministic symmetric weighting matrices with appropriate dimensions. Throughout this section, the following assumption is made on the weighting matrices in (25). Assumption 2. R > 0, R +R > 0, and Q ≥ 0, Q +Q ≥ 0.
Remark 6.
It should be pointed out that Assumption 2 is a basic condition in order to investigate the stabilization for stochastic systems, see [12] , [19] , and so forth.
The following notions of stability and stabilization are introduced. Following from references [12] , [22] and [23] , the definitions of exactly observability and exactly detectability are respectively given in the below.
Definition 4. Consider the following mean-field system
System (26) is said to be exactly observable, if for any
where the meaning of Y k = 0 and x 0 = 0 are given by Definition 1. For simplicity, we rewrite system (26) as (A,Ā, C,C, Q 1/2 ).
previous work [17] . In fact, [17] considers the mean-field system with different observation y k ,
As sated in [17] , system (27) is 'exactly detectable', if for any N ≥ 0, 
Note that
Equation (28) indicates that
and thus,
is 'exactly detectable' as defined in [17] , then (A,Ā, C,C, Q 1/2 ) would be exactly detectable as defined in Definition 5. [1] , [12] , [15] , and so forth.
The problems of infinite horizon LQ control and stabilization for discrete-time mean-field systems are stated as the following. 
B. Solution to Problem 2
For the convenience of discussion, to make the time horizon N explicit for finite horizon mean-field LQ control problem, we re-denote Υ (14) , (15) , (20) and (21) (23) are time invariant as in (24). The terminal weighting matrix P N +1 andP N +1 in (3) are set to be zero.
Before presenting the solution to Problem 2, the following lemmas will be given at first.
Lemma 3. For any
Proof. See Appendix C.
Lemma 4.
With the assumption R > 0 and R +R > 0, Problem 1 admits a unique solution.
Proof. From Lemma 3, we know that P k (N ) ≥ 0 and (16) and (18), we know that Υ (1) 
Apparently from Theorem 2, we can conclude that Problem 1 admits a unique solution for any N > 0. This completes the proof.
Lemma 5. Under Assumptions 2 and 3, for any
Proof. See Appendix D. (24) is stabilizable in the mean square sense, the following assertions hold:
Theorem 3. Under Assumptions 2 and 3, if system
where P andP satisfy the following coupled ARE:
while
2) P and P +P are positive definite.
Proof. See Appendix E.
We are now in the position to present the main results of this section. Two results are to be given, one is based on the assumption of exactly observability (Assumption 3), and the other is based on a weaker assumption of exactly detectability (Assumption 4). 
In this case, the stabilizable controller is given by
and M (2) are given by (32)-(35). Moreover, the stabilizable controller u k minimizes the cost function (25), and the optimal cost function is given by
Proof. See Appendix F. Proof. See Appendix G. [9] and [17] .
Remark 9. Theorem 4 and 5 propose a new approach to stochastic control problems based on the maximum principle and solution to FBSDE developed in this paper, and thus essentially solve the optimal control and stabilization for mean-field stochastic systems under more standard assumptions which is compared with previous works
IV. NUMERICAL EXAMPLES
A. The Finite Horizon Case
Consider system (1) and the cost function (3) with N = 4 and σ 2 = 1, we choose the coefficient matrices and weighting matrices in (1) and (3) to be time-invariant for k = 1, 2, 3 as:
It is noted that R k and R k +R k are semi-positive definite, while not positive definite for k = 1, 2, 3.
Based on (13)- (23) of Theorem 2, the solution to coupled Riccati equation (20)- (21) can be given as: (16) and (18) 
> 0, thus by Theorem 2, the unique optimal controller can be given as: 
B. The Infinite Horizon Case
Consider system (24) and the cost function (25) with the following coefficient matrices and weighting matrices:
the initial state x 0 ∼ N (1, 2), i.e., x 0 obeys the normal distribution with mean 1 and covariance 2. Note that Q = 2, Q +Q = 3, R = 1, R +R = 2 are all positive, then Assumption 3 and Assumption 4 are satisfied. By using coupled ARE (30)-(31), we have P = 5.6191 andP = 5.1652. From (32)-(35), we can obtain Υ (1) = 5.4953, M (1) = 6.5182, Υ (2) = 10.3152, and M (2) = 14.8765. Notice that P > 0 and P +P > 0, according to Theorem 4, there exists a unique optimal controller to stabilize meanfield system (24) as well as minimize cost function (25), the controller in (36) is presented as
Using the designed controller, the simulation of system state is shown in Fig. 1 . With the optimal controller, the regulated system state is stabilizable in mean square sense as shown in Fig. 1 . To explore the effectiveness of the main results presented in this paper, we consider mean-field system (24) and cost function (25) with
The initial state are assumed to be the same as that given above. By solving the coupled ARE (30), it can be found that P has two negative roots as P = −1.1400 and P = −0.2492. Thus, according to Theorem 4 and Theorem 5, we know that system (24) is not stabilizable in mean square sense.
Actually, when P = −1.1400, it is easily known that equation (31) has no real roots forP . While in the case of P = −0.2492,P has two real roots which can be solved from (31) asP = 7.0597 andP = −0.6476, respectively.
In the latter case, with P = −0.2492 andP = 7.0597, we can calculate K andK from (37) and (38) as K = 0.0640, K = 1.5939. Similarly, with P = −0.2492 andP = −0.6476, K andK can be computed as K = 0.0640,K = 131.8389. Accordingly, the controllers are designed as
Simulation results of the corresponding state trajectories with the designed controllers are respectively shown as in Fig. 2 and Fig. 3 . As expected, the state trajectories are not convergent. 
V. CONCLUSION
This paper proposes a new approach to stochastic optimal control with the key tools of maximum principle and solution to FBSDE explored in this paper. Accordingly, with the approach, the optimal control and stabilization problems for discrete-time mean-field systems have been essentially solved. The main results include: 1) The sufficient and necessary solvability condition of finite horizon optimal control problem has been obtained in analytical form via a coupled Riccati equation; 2) The sufficient and necessary conditions for the stabilization of mean-field systems has been obtained. It is shown that, under exactly observability assumption, the meanfield system is stabilizable in the mean square sense if and only if a coupled ARE has a unique solution P andP satisfying P > 0 and P +P > 0. Furthermore, under exactly detectability assumption which is weaker than exactly observability, we show that the mean-field system is stabilizable in the mean square sense if and only if the coupled ARE admits a unique solution P andP satisfying P ≥ 0 and P +P ≥ 0.
APPENDIX A PROOF OF THEOREM 1
Proof. For the general stochastic mean-field optimal control problem, the control domain for system (4) to minimize (5) is given by
We assume that the control domain U to be convex. Any u k ∈ U is called admissible control. Besides, for arbitrary u k , δu k ∈ U and ε ∈ (0, 1), we can obtain u We examine the increment in J N due to increment in the controller u k . Assume that final time N + 1 is fixed, by using Taylor's expansion and following cost function (5), the increment δJ N = J ε N − J N can be calculated as follows,
where O(ε 2 ) means infinitesimal of the same order with ε 2 . Another thing to note is the variation of the initial state δx 0 = δEx 0 = 0.
By (1) and (6), for δx k = x ε k − x k , the following assertion holds,
Thus the variation of δx k+1 can be presented as
wherẽ
.
Substituting (42) into (40) yields
Note the facts that
Also,we have
Therefore, (44) becomes
Furthermore, (49) can be rewritten as
where the following facts are applied in the last equality,
Since δu l is arbitrary for 0 ≤ l ≤ N , thus the necessary condition for the minimum can be given from (52) as
Now we will show that the equation (7)- (9) is a restatement of the necessary conditions (53)-(54).
In fact, substituting (9) into (7) and letting k = N , we have
which means that (55) is exactly (53). Furthermore, noting (8), we have that
Substituting (56) into (7), one has
which is (54). It has been proved that (7)-(9) are exactly the necessary conditions for the minimum of J N . The proof is complete.
APPENDIX B PROOF OF THEOREM 2
Proof. "Necessity": Under Assumption 1, if Problem 1 has a unique solution, we will show by induction that Υ
are all strictly positive definite and the optimal controller is given by (13) .
Firstly, we denote J(k) as below
Using system dynamics (1), J(N ) can be calculated as a quadratic form of x N , Ex N , u N and Eu N . By Assumption 1, we know that the minimum of (59) must satisfy J * (N ) ≥ 0. Let x N = 0, since it is assumed Problem 1 admits a unique solution, thus it is clear that u N = 0 is the optimal controller and optimal cost function is J * (N ) = 0. Hence, J(N ) must be strictly positive for any nonzero u N , i.e., for u N = 0, we can obtain
Following Lemma 1, clearly we have Υ
N > 0 and Υ
N > 0 from (60). In fact, in the case Eu N = 0 and u N = 0, equation (60) becomes
Thus Υ On the other hand, if u N = Eu N = 0, i.e., u N is deterministic controller, then (60) can be reduced to
Similarly, it holds from Lemma 1 and Remark 1 that Υ (2)
Further the optimal controller u N is to be calculated as follows.
Using (1) and (12), from (10) with k replaced by N , we have that
Note thatP
where Υ
N are given by (16)- (19) for k = N .
Therefore, taking expectations on both sides of (62), we have Υ
Since Υ
N , and Υ
N has been proved to be strictly positive, thus Eu N can be presented as
By plugging (64) into (62), the optimal controller u N given by (13) with k = N can be verified.
Next we will show λ N −1 has the form of (23) associated with (20)- (21) for k = N .
Notice (12) and (11), we have that
By using the optimal controller (13) and the system dynamics (1), each element of λ N −1 can be calculated as follows,
and
By plugging (66)-(69) into (65), we know that λ N −1 is given as,
whereP
N ,P 
N +1 = 0. Similarly, P N is given as
which is exactly (20) for k = N . Now we showP N =P
N obeys (21) . In fact, it holds from (71)-(74) that
N +1 =P N +1 has been inserted to the second equality of (75).
Thus, (23) associated with (20)- (21) have been verified for k = N .
Therefore we have shown the necessity for k = N in the above. To complete the induction, take 0 ≤ l ≤ N , for any k ≥ l + 1, we assume that: (16) and (18) are all strictly positive; • The costate λ k−1 is given by (23) , P k satisfies (20) and P
k ,P • The optimal controller u k is as in (13) . We will show the above statements are also true for k = l. Firstly, we show Υ By applying the maximum principle (10)- (11) and (1), we can obtain
Adding from k = l + 1 to k = N on both sides of the above equation, we have
Thus, it follows from (58) that
Note that (23) is assumed to be true for k = l + 1, i.e.,
where P l+1 follows the iteration (20) andP
l+1 ,P
l+1 is calculated as (71)-(73) with N replaced by l + 1, respectively, andP
l+1 =P l+1 , whereP l+1 is given as (21) . By substituting (77) into (76) and using the system dynamics (1), J(l) can be calculated as
where Υ Equation (58) indicates that x l is the initial state in minimizing J(l). Now we show Υ 
It follows from Assumption 1 that the minimum of J(l) satisfies J * (l) ≥ 0. By (79), it is obvious that u l = 0 is the optimal controller and the associated optimal cost function J * (l) = 0. The uniqueness of the optimal control implies that for any u l = 0, J(l) must be strictly positive. Thus, following the discussion of (60) for J(N ), we have Υ
> 0, the optimal controller can be given from (61)-(62) as (13) for k = l, and the optimal cost function is given as (22) for k = l. Now we will show that (23) associated with (20)- (21) are true for k = l. Since (23) is assumed to be true for k = l + 1, i.e., λ l is given by (77). By substituting (77) into (11) for k = l, and applying the same lines for (65)-(75), it is easy to verify that (23) is true with P l satisfying (20) andP
given as (71)-(73) with N replaced by l, furthermorē P
Therefore, the proof of necessity is complete by using induction method. k , k = 0, · · · , N are strictly positive definite, we will show that Problem 1 is uniquely solvable.
where P k andP k satisfy (20) and (21) respectively. It follows that
where K k andK k are respectively as in (14) and (15). Adding from k = 0 to k = N on both sides of (81), the cost function (3) can be rewritten as
Notice Υ
thus the minimum of J N is given by (22) , i.e.,
In this case the controller will satisfy that
Hence, the optimal controller can be uniquely obtained from (83)- (84) as (13).
In conclusion, Problem 1 admits a unique solution. The proof is complete. (20) can be calculated as
Notice from Assumption 1 that Q ≥ 0 andP N +1 (N ) = P N +1 = 0, (85) indicates that P N (N ) ≥ 0. Using induction method, assume P k (N ) ≥ 0 for l + 1 ≤ k ≤ N , by (85), immediately we can obtain P l (N ) ≥ 0.
Therefore, for any 0
Moreover, using similar derivation with (85), from (16)- (19) we have that
Thus, P k (N ) +P k (N ) can be calculated as
Since Q +Q ≥ 0 as in Assumption 1, and
Furthermore, using induction method as above, we conclude that P k (N ) +P k (N ) ≥ 0 for any 0 ≤ k ≤ N . The proof is complete.
APPENDIX D PROOF OF LEMMA 5
Proof. If follows from Lemma 3 that P k (N ) ≥ 0 and P k (N )+ P k (N ) ≥ 0 for all N ≥ 0. Via a time-shift, we can obtain P k (N ) = P 0 (N − k) . Therefore, what we need to show is that there existsN 0 > 0 such that
Suppose this is not true, i.e., for arbitrary N > 0, P 0 (N ) and P 0 (N ) +P 0 (N ) are both strictly semi-definite positive. Now we construct two sets as follows,
From Lemma 1 and Remark 1, we know that X Recall from Theorem 2, to minimize the cost function (3) with the weighting matrices, coefficient matrices being timeinvariant and final condition P N +1 (N ) =P N +1 (N ) = 0, the optimal controller is given by (13) , and the optimal cost function is presented as (22) , i.e.,
In the above equation, x * k and u * k represent the optimal state trajectory and the optimal controller, respectively.
For any initial state x 0 = 0 with Ex 0 = 0, (90) can be reduced to
By Lemma 1 and Remark 1, therefore we can obtain
which implies that P 0 (N ) increases with respect to N . On the other hand, for arbitrary initial state x 0 = 0 with x 0 = Ex 0 , i.e., x 0 ∈ R n is arbitrary deterministic, equation (90) indicates that
Note that x 0 is arbitrary, then using Remark 1, we have
which implies that P 0 (N ) +P 0 (N ) increases with respect to N , too. Furthermore, the monotonically increasing of P 0 (N ) and P 0 (N ) +P 0 (N ) indicates that
i.e., X
N . As {X (1) N } and {X (2) N } are both non-empty finite dimensional sets, thus
where dim means the dimension of the set.
Hence, there exists positive integer N 1 , such that for any N > N 1 , we can obtain
which leads to X 
Therefore, there exists nonzero
1) Let the initial state of system (24) be x 0 = x (1) , where x (1) is as defined in (87), then from (89) and using (93), the optimal value of the cost function can be calculated as
where Ex (1) = 0 has been used in the last equality. Notice that R > 0, R +R > 0, Q ≥ 0 and Q +Q ≥ 0, from (95), we obtain that
then we have x (1) = x 0 = Ex 0 = 0, which is a contradiction with
2) Let the initial state of system (24) be x 0 = x (2) , where
is given by (88), then by using (89) and (94), the minimum of cost function can be rewritten as
Using similar method with that in 1), by Assumption 3, we can conclude that x (2) = x 0 = Ex 0 = 0, which is a contradiction with x (2) = 0. In conclusion, there existsN 0 > 0 such that P 0 (N 0 ) > 0 and P 0 (N 0 ) +P 0 (N 0 ) > 0. Via a time-shift, hence we have, for any k ≥ 0, there exists a positive integer N 0 ≥ 0 such that
The proof is complete.
APPENDIX E PROOF OF THEOREM 3
Proof. 1) Firstly, from the proof of Lemma 5, we know that P 0 (N ) and P 0 (N )+P 0 (N ) are monotonically increasing, i.e., for any N > 0,
Next we will show that P 0 (N ) and P 0 (N ) +P 0 (N ) are bounded. Since system (24) is stabilizable in the mean square sense, there exists u k has the form
with constant matrices L andL such that the closed-loop system (24) satisfies
As (24), we can obtain
Following from (98) and (99), it holds
Therefore, there exists constant c such that
Since Q ≥ 0, Q +Q ≥ 0, R > 0 and R +R > 0, thus there exists constant λ such that
≤ λI, using (96) and (101), we obtain that
On the other hand, by (22) , notice the fact that
Now we let the state initial value be random vector with zero mean, i.e., Ex 0 = 0, it follows from (103) that
. Since x 0 is arbitrary with Ex 0 = 0, by Lemma 1 and Remark 1, we have
Similarly, let the state initial value be arbitrary deterministic i.e., x 0 = Ex 0 , (103) yields that
Therefore, both P 0 (N ) and P 0 (N ) +P 0 (N ) are bounded. Recall that P 0 (N ) and P 0 (N ) +P 0 (N ) are monotonically increasing, we conclude that P 0 (N ) and P 0 (N ) +P 0 (N ) are convergent, i.e., there exists P andP such that
Furthermore, in view of (16)- (19), we know that Υ (1) 
where 2) are given by (32)-(35). Taking limitation on both sides of (20) and (21), we know that P and P satisfy the coupled ARE (30)-(31).
2) From Lemma 5, for any k ≥ 0, there exists N 0 > 0 such that, P k (N 0 ) > 0 and P k (N 0 ) +P k (N 0 ) > 0, hence we have
This ends the proof.
APPENDIX F PROOF OF THEOREM 4
Proof. "Sufficiency": Under Assumptions 2 and 3, we suppose that P andP are the solution of (30)-(31) satisfying P > 0 and P +P > 0, we will show (36) stabilizes (24) in mean square sense.
Similar to (80), we define the Lyapunov function candidate
Apparently we have
We claim that V (k, x k ) monotonically decreases. Actually, following the derivation of (81), we have
where u k = Kx k +KEx k is used in the last identity. The last inequality implies that V (k, x k ) decreases with respect to k, also from (109) we know that
Let l be any positive integer, by adding from k = l to k = l + N on both sides of (110), we obtain that
Since V (k, x k ) is convergent, then by taking limitation of l on both sides of (111), it holds
Recall from (89) that
Thus, taking limitation on both sides of (113), via a timeshift of l and using (112), it yields that
Hence, it follows from (114) that
By Lemma 5, we know that there exists N 0 ≥ 0 such that P 0 (N ) > 0 and P 0 (N ) +P 0 (N ) > 0 for any N > N 0 . Thus from (115) and (116), we have
which indicates that lim l→+∞ E(x ′ l x l ) = 0. In conclusion, (36) stabilizes (24) in the mean square sense. Next we will show that controller (36) minimizes the cost function (25). For (110), adding from k = 0 to k = N , we have
Moreover, following from (108) and (117), we have that
Thus, taking limitation of N → +∞ on both sides of (118) and noting (25), we have
Note that Υ (1) > 0 and Υ (2) > 0, following the discussion in the sufficiency proof of Theorem 2, thus, the cost function (25) can be minimized by controller (36). Furthermore, directly from (119), the optimal cost function can be given as (39).
"Necessity": Under Assumptions 2 and 3, if (24) is stablizable in mean square sense, we will show that the coupled ARE (30)-(31) has unique solution P and P +P satisfying P > 0 and P +P > 0. The existence of the solution to (30)-(31) satisfying P > 0 and P +P > 0 has been verified in Theorem 3. The uniqueness of the solution remains to be shown.
Let S andS be another solution of (30)-(31) satisfying S > 0 and S +S > 0, i.e.,
Notice that the optimal cost function has been proved to be (39), i.e.,
For any initial state x 0 satisfying x 0 = 0 and Ex 0 = 0, equation (122) implies that
By Lemma 1 and Remark 1, we can conclude that P = S.
Moreover, if x 0 = Ex 0 is arbitrary deterministic initial state, it follows from (122) that
Hence we have S = P andS =P , i.e., the uniqueness has been proven. The proof is complete.
APPENDIX G PROOF OF THEOREM 5
Proof. "Necessity:" Under Assumption 2 and 4, suppose mean-field system (24) is stabilizable in mean square sense, we will show that the coupled ARE (30)-(31) has a unique solution P andP with P ≥ 0 and P +P ≥ 0.
Actually, from (89)-(92) in the proof of Lemma 5, we know that P 0 (N ) and P 0 (N )+P 0 (N ) are monotonically increasing, then following the lines of (96)-(103), the boundedness of P 0 (N ) and P 0 (N ) +P 0 (N ) can be obtained. Hence, P 0 (N ) and P 0 (N ) +P 0 (N ) are convergent. Then there exists P and P such that
From Lemma 3, we know that P k (N ) ≥ 0 and P k (N ) + P k (N ) ≥ 0, thus we have P ≥ 0 and P +P ≥ 0. Furthermore, in view of (16) 2) in (32)-(35) can be obtained. Taking limitation on both sides of (20) and (21), we know that P andP satisfy the coupled ARE (30) and (31). Under Assumption 2, Lemma 4 yields that Problem 1 has a unique solution, then following the steps of (120)-(122) in Theorem 4, the uniqueness of P andP can be obtained. Finally, taking limitation on both sides of (13) and (22) , the unique optimal controller can be given as (36), and optimal cost function is presented by (39). The necessity proof is complete.
"Sufficiency:" Under Assumption 2 and 4, if P andP are the unique solution to (30)-(31) satisfying P ≥ 0 and P +P ≥ 0, we will show that (36) stabilizes system (24) in mean square sense.
Following from (85)-(86), the coupled ARE (30)-(31) can be rewritten as follows:
in which K andK are respectively given as (37) and (38).
Recalling that the Lyapunov function candidate is denoted as in (108) and using optimal controller (36), we rewrite (110) as
whereQ=
Taking summation on both sides of (125) from 0 to N for any N > 0, we have that
in which P = P 0 0 P +P .
Using the symbols denoted above, mean-field system (24) with controller (36) can be rewritten as (26), i.e., (A,Ā, C,C, Q 1/2 ), implies that the following system is exactly detectable
i.e., for any N ≥ 0,
Now we will show that the initial state X 0 is an unobservable state of system (128) 
i.e., N k=0 E(X ′ kQ X k ) = 0. Thus, we can obtain
which means for any k ≥ 0,Ỹ k =Q 1/2 X k = 0. Hence, X 0 is an unobservable state of system (Ã,C,Q 1/2 ). On the contrary, if we choose X 0 as an unobservable state of (Ã,C,Q 1/2 ), i.e.,Ỹ k =Q 1/2 X k ≡ 0, k ≥ 0. Noting that (Ã,C,Q 1/2 ) is exactly detectable, it holds lim N →+∞ E(X ′ N +1 PX N +1 ) = 0. Thus, from (126) we can obtain that
Therefore, we have shown that X 0 is an unobservable state if and only if X 0 satisfies E(X ′ 0 PX 0 ) = 0. Next we will show system (24) is stabilizable in mean square sense in two different cases.
1) P > 0, i.e., P > 0 and P +P > 0. In this case, E(X ′ 0 PX 0 ) = 0 implies that X 0 = 0, i.e., x 0 = Ex 0 = 0. Following the discussions as above we know that system (Ã,C,Q 1/2 ) is exactly observable. Thus it follows from Theorem 4 that mean-field system (24) is stabilizable in mean square sense.
2) P ≥ 0. Firstly, it is noticed from (123) and (124) that P satisfies the following Lyapunov equation:
whereC (1) = C+DK 0 0 0 ,C (2) = 0 C+C+(D+D)(K+K) 0 0 andC (1) +C (2) =C. Since P ≥ 0, thus there exists orthogonal matrix U with U ′ = U −1 such that
Obviously from (131) we can obtain that Thus, by comparing each block element on both sides of (133) and noting P 2 > 0, we have thatÃ 21 = 0,C
21 =C
21 = 0 andQ 1 =Q 12 =Q 21 = 0, i.e.,
whereQ 2 ≥ 0,C 11 =C
11 +C
11 ,C 12 =C
12 +C
12 and C 22 =C 
22 } ′ P 2C
22 .
, where the dimension ofX (2) k is the same as the rank of P 2 . Thus, from (127) we have
i.e.,X
k+1 =Ã 11X
Next we will show the stability of (Ã 22 ,C 22 ). Actually, recall from (126) and (134), we have that
Similar to the discussions from (129) to (130), we concludē X
0 is an unobservable state of (Ã 22 ,C 22 ,Q 1/2
2 ) if and only ifX 2 ) is exactly observable as discussed in 1). Therefore, following from Theorem 4, we know that
i.e., (Ã 22 ,C 22 ) is stable in mean square sense.
Thirdly, the stability of (Ã 11 ,C 11 ) will be shown as below. We might as well chooseX (2) 0 = 0, then from (137) we havē X (2) k = 0 for any k ≥ 0. In this case, (136) becomes
where Z k is the value ofX From the exactly detectability of (Ã,C,Q 1/2 ), it holds
Therefore, in the case ofX i.e., (Ã 11 ,C 11 ) is mean square stable. Finally we will show that system (24) is stabilizable in mean square sense. In fact, we denoteÃ = Ã 11 0 0Ã 22 , C = C 11 0 0C 22 . Hence, (136)-(137) can be reformulated as
where U k is as the solution to equation (137) with initial condition U 0 = X
0 . The stability of (Ã 11 ,C 11 ) and (Ã 22 ,C 22 ) as proved above indicates that (Ã,C) is stable in mean square sense. Obviously from (139) it holds lim k→+∞ E(U ′ k U k ) = 0 and ∞ k=0 E(U ′ k U k ) < +∞. By using Proposition 2.8 and Remark 2.9 in [10], we know that there exists constant c 0 such that
Hence, lim k→+∞ E(X ′ kX k ) = 0 can be obtained from (145). Furthermore, it is noted from (142) that
Note that system (Ã,C) given in (127) is exactly mean-field system (24) with controller (36). In conclusion, mean-field system (24) can be stabilizable in the mean square sense. The proof is complete.
