Abstract. This article discusses estimates of variance for two-stage models. We present the sandwich estimate of variance as an alternative to the Murphy-Topel estimate. The sandwich estimator has a simple formula that is similar to the formula for the Murphy-Topel estimator, and the two estimators are asymptotically equal when the assumed model distributions are true. The advantages of the sandwich estimate of variance are that it may be calculated for the complete parameter vector, and that it requires estimating equations instead of fully specified log likelihoods.
Introduction
Numerous models have been presented in the literature in which one model is embedded in another. Such models are broadly known as two-step estimation problems and are characterized by Model 1 : E {y 1 |x 1 , θ 1 } Model 2 : E {y 2 |x 2 , θ 2 , E (y 1 |x 1 , θ 1 )} The overall model indicates that there are two parameter vectors to estimate. The first parameter vector θ 1 appears in both models, but the second parameter vector θ 2 appears only in the second model.
There are two standard approaches to estimation. The first approach is a full information maximum likelihood, FIML, model in which we specify the joint distribution f (y 1 , y 2 |x 1 , x 2 , θ 1 , θ 2 ) and maximize the joint log-likelihood function. Alternatively, we can adopt a limited information maximum likelihood, LIML, two-step procedure. In this approach, we estimate the first model, since it does not involve the second parameter vector. Subsequently, we estimate the second parameter vector conditional on the results of the first step estimation; we maximize the conditional log-likelihood L given by
ln f y 2i |x 2i , θ 2 , (x 1i , θ 1 )
Here, and throughout this article, we assume that there are n observations, x 1i is the ith row of the X 1 design matrix, x 2i is the ith row of the X 2 design matrix, and θ 1 is the maximum likelihood estimate obtained from the estimation of Model 1.
2 Murphy-Topel estimate of variance for two-stage models Greene (2000) gives a concise presentation of one of the results in Murphy and Topel (1985) . The presentation describes a general formula of a valid variance estimator for θ 2 in a two-stage maximum likelihood estimation model. This LIML estimation fits one model, which is then used to generate covariates for a second model of primary interest. Calculation of a variance estimate for the regressors θ 2 in the primary model of interest must address the fact that one or more of the regressors have been generated via (x 1 , θ 1 ).
In order to highlight the derivation and comparison to the sandwich estimate of variance, we assume that θ 1 is a q × 1 vector of unknown parameters associated with an n × q matrix of covariates X. In addition, θ 2 is a p × 1 vector of unknown parameters associated with an n × p matrix of covariates W.
Following Greene (2000) , the formula for the Murphy-Topel variance estimate for θ 2 is given by
where
We assume that V 1 and V 2 are calculated as the inverse matrix of negative second derivatives. This is not required (as indicated), and some researchers will substitute the outer product of the gradient instead. The asymptotic equivalence of these estimators is given by
The component matrices of the Murphy-Topel estimator are estimated by evaluating the formulae at the maximum likelihood estimates θ 1 and θ 2 . The presentation assumes the existence of a log likelihood for the first model L 1 (θ 1 ) and a conditional log-likelihood for the second (primary) model of interest L 2 (θ 2 |θ 1 ).
To gain a better appreciation and understanding of the formula in equation (1), we derive the sandwich estimate of variance for the same class of models. Our derivation assumes the first model has an estimating equation Ψ 1 (θ 1 ), and the second model has an estimating equation Ψ 2 (θ 2 |θ 1 ). The results we present follow from the lucid presentation of the theoretical justifications given in Stefanski and Boos (2002) . Our goal is to build the sandwich estimate of variance for Θ = (θ 1 , θ 2 ). We can partition the overall estimating equation as
Following Binder (1983) , we know that the sandwich estimate of variance
for the complete parameter vector Θ = (θ 1 , θ 2 ) can be written in terms of the partitioned matrices for the complete estimating equation,
Since the sandwich estimate of variance for estimating Θ = (θ 1 , θ 2 ) is given by V S = A −1 BA −T , the estimated sandwich variance matrix may be partitioned to emphasize that
It follows that the sandwich estimate of variance for the model of interest is the lower right p × p partition of V S .
Our presentation of the sandwich estimate of variance has thus far been under less restrictive assumptions than the presentation of the Murphy-Topel variance estimate. Thus far, we have only assumed the existence of two estimating equations. Stefanski and Boos (2002) point out that we are, in fact, building the variance estimate of an M-estimator as described in Huber (1967) ; the former reference gives the name partial M-estimator to our particular case. The two-stage models addressed by the Murphy-Topel estimator are, in fact, a special case of partial M-estimators.
For the sake of comparison of the sandwich and Murphy-Topel variance estimates, we now assume that the estimating equations are derived from models with valid loglikelihoods. Under this assumption, the estimating equations are derivatives of the model log-likelihoods,
Using the log-likelihood notation L, we calculate the sandwich estimate of variance in terms of the two log-likelihoods as
In equation 5, the upper right matrix entry of A is zero since θ 2 does not enter into L 1 . This is a common occurrence when a partial M-estimator for a model is specified from multiple estimating equations. The same result is seen in Liang and Zeger (1986) for generalized estimating equations.
Substituting the component matrices used in the calculation of the Murphy-Topel estimator, we have
The inverse of A is then given by
Our use of asterisks ( * ) as superscripts distinguishes similar matrix components. The asterisk appears when the component in the sandwich estimator differs from the corresponding component in the Murphy-Topel estimator. The difference is in the evaluation based on the two approaches described by equation (3). For example, the C matrix in the Murphy-Topel estimator is the outer product of the gradients, equation (2), while the C * matrix in the sandwich estimator is the inverse matrix of second derivatives; see the lower left matrix of equation (5).
We can carry out the matrix multiplication V S (Θ) = A −1 BA −T to see that the matrix elements of equation (4) are given by
The sandwich estimate of variance for θ 1 is the usual result for a single model. This is the expected result since the first model does not involve the second parameter vector.
As mentioned previously, this is the same result obtained for the case of generalized estimating equations (GEE). Looking at the variance estimate in this way highlights why the sandwich estimate of variance for the regression coefficients in GEE is said to be robust to misspecification of the assumed correlation structure-because the correlation parameters do not enter the calculation of the variance matrix for the regression coefficients (they only affect the efficiency of the coefficient estimates).
The sandwich estimate of variance for θ 2 given in equation (6) has a form that is similar to the Murphy-Topel variance estimate in equation (1). The differences are in the use of the sandwich estimators, V S1 and V S2 from the individual models, and the specification of the matrix of second derivatives estimator C * over the outer product of the gradient estimator C. Greene (2000) provides a model of consumer behavior. The dependent variable of interest is the number of derogatory reports for a sample of people applying for a credit card. This variable is a nonnegative integer that is zero for the majority of applicants, but values up to ten are not unusual. We address this dependent variable via a Poisson regression model. The original study included a secondary model for the outcome of the application. This outcome is binary and modelled using logistic regression. The predicted probability of the logistic model is used as one of the covariates in the Poisson model of interest.
Example
From the original study, the author makes 100 observations available for our use. The initial logistic model is in terms of z, an indicator of whether the application is accepted. This outcome is a function of age, the applicant's age in years; income, the annual income; ownrent, an indicator of whether the applicant owns their home; and selfemp, an indicator of whether the applicant is self employed. The model also includes a constant term.
A logistic model where z is the outcome (whether the application is successful) and X is the matrix of covariates has log likelihood given by
The results for fitting the logistic regression model are given by The second stage is the Poisson model of interest. We model y, the number of derogatory reports, as a function of age, the applicant's age in years; income, the applicant's annual income; expend, the monthly average expenditures of the applicant; and z, the predicted probability that the application for a credit card is accepted stored in zhat. The predicted probabilities are calculated from the fitted first stage logistic model. The logistic model also includes a constant term.
A Poisson model where y is the outcome (number of derogatory reports) and W is the matrix of covariates has log-likelihood given by This output includes the naive standard errors, which assume that there is no error in the generation of the z predictor in the first-stage logit regression model.
Obtaining estimates in Stata
Stata makes it relatively easy to obtain the Murphy-Topel variance estimates for a two-stage model. The powerful commands that we have at our disposal are the matrix accum and matrix vecaccum commands.
A do-file for generating the results of the two stage estimation proceeds as follows. In this construction, we will include the details for building the naive, Murphy-Topel, and robust variance estimates. We begin with the specification of the two models. /* Assumption: the data is already loaded */ logit z age income ownrent selfemp /* First stage: logit */ matrix V1 = e(V) /* First stage variance estimate */ logit z age income ownrent selfemp, robust matrix V1s = .99 * e(V) /* Undo the 100/(100-1) adjustment */ predict double zhat /* Covariate for second stage */ poisson y age income expend zhat /* Second stage: poisson */ matrix V2 = e(V) poisson y age income expend zhat, robust matrix V2s = .99 * e(V) /* Undo the 100/(100-1) adjustment */ predict double yhat scalar zz = _b [zhat] /* Coeff on generated variable */ With this much of the two-stage estimation specified, we obtain several of the pieces that we need to construct the desired estimates of variance. Thus far, we have V1, the variance of the first stage model; V1s, the robust variance of the first stage model; V2, the variance of the second stage model; and V2s, the robust variance of the second stage model. We note that V2 is the naive variance estimate of the two-stage estimation and V2s is the naive robust variance estimate. Both naive estimators assume that the zhat= z predictor from the first stage is without error.
Since Stata applies a small sample adjustment n/(n − 1) to the robust variance estimates, we undo that adjustment in defining those matrices. It is still left to calculate R, C, and C * . The first two matrices are relatively easy to calculate using the predict command to get intermediate results, and we apply the matrix accum command to generate the desired matrix. Continuing our development, the do-file is augmented with the following steps. The only trick we need to apply is that there is a constant in each of the two stages of estimation. The matrix accum command will (by default) add a constant to the end of the variable list. Instead, we generate our own constant variable, include it twice in the list, and specify the nocons option to prevent adding another constant to the list.
To highlight the calculation of these matrices with the matrix accum command, note that
where θ 2 z is the estimated coefficient in the second stage model for the generated predictor z. At this point, we have all of the necessary information for building the MurphyTopel variance estimate. However, we still need an estimate of C * for the sandwich variance estimate. This second derivative is complicated by the dependence on the fitted values from the first stage.
where I( z) is an (n × p) matrix; the column associated with the generated covariate z from the first stage is equal to one, and all other columns are zero. We can form this matrix using Stata's accumulation commands, but we address the two matrix products separately. Armed with the accumulated information, the Murphy-Topel estimate may now be calculated as matrix M = V2 + (V2 * (C*V1*C' -R*V1*C' -C*V1*R') * V2) and the Sandwich estimate may be calculated as matrix Ms = V2s + (V2 * (Cs*V1s*Cs' -R*V1*Cs' -Cs*V1*R') * V2)
Once the final estimates are formed, we can post them to the estimation areas and list them in the usual manner so that the variance estimates are available for testing. To post the Murphy-Topel estimates, we can append the following code to our do-file. 
Results
The results of the two-stage estimation problem along with standard errors are listed in Table 1 . Results for the Murphy-Topel and sandwich estimators are similar for this model, and both estimators are approximately double the size of the naive results.
Interested readers will note differences in the results for the Murphy-Topel standard errors listed here and the ones listed in the cited text (current results for the text are listed in the errata on the author's web site). The difference between the calculation used here and the calculation used in the text is for V 1 . The Murphy-Topel variance estimate specifies only that a valid variance estimate from the model should be used. We use the inverse matrix of negative second derivatives V 1 , while the text uses the outer product of the gradient V * 
Simulation
A simulation study is not possible for every type of two-stage model that we may encounter. Here, we simulate data for two models similar to the previously illustrated example. The initial model is a logistic regression described by y * i = Logit(γ 0 + γ 1 x 1i + γ 2 x 2i + γ 3 x 3i + γ 4 x 4i ). We simulate the covariates such that X 1 ∼ Uniform(−.5, .5), X 2 ∼ Normal(0, 1), X 3 ∼ Discrete Uniform{−1, 0, 1}, and X 4 ∼ Exponential(1) − 1. Logistic error is added to the calculation of the continuous outcome, and a binary outcome y i is then generated.
The second model is a linear regression model for which data are generated such that z i = β 0 + β 1 w 1i + β 2 x 2i + β 3 x 3i + β 4 y i where W 1 ∼ Uniform(−.5, .5). Normally, distributed error is added to the outcome z i . We estimate the regression model using the fitted values y i from the first-stage logistic regression.
We consider six different sample sizes, {20, 40, 60, 80, 100, 1000}, and we expect similar coverage probabilities for the two estimators when data are generated from the fitted models. In addition, we simulate error for the regression model that depends on the value of W 1 . Here, we wish to investigate the robustness properties in terms of the coverage probabilities for the variance estimators; especially that for the β 1 coefficient on W 1 . Results of the simulations are listed in Table 2 and Table 3 .
The coverage probabilities estimated from the simulations indicate that the MurphyTopel and sandwich estimates of variance have similar coverage probabilities when the models are correct. For the heteroskedastic regression model, the sandwich estimate of variance has coverage probability that is closer to the nominal level than the MurphyTopel estimate. This is especially true for large sample sizes where the Murphy-Topel underestimates the variance of the covariate on which the errors depend.
(Continued on next page) Carroll and Kauermann (2002) point out that the sandwich variance estimator is more variable than its naive counterpart. They provide a useful investigation of the model properties that affect this variability and make several suggestions for altering the usual calculation of test statistics and/or degrees of freedom.
Log(standard errors) for the coefficient on x1 Figure 1: In each of the four graphics, the left boxplot is for the the log of the 10,000 Murphy-Topel standard errors, and the right boxplot is for the log of the 10,000 sandwich standard errors. The left column shows results for data generated under the correct models, and the right column shows results for data generated under the heteroskedastic models. The top row shows results for sample size equal to 20, and the bottom row shows results for sample size equal to 100. We note that the sandwich estimator is more variable than the Murphy-Topel estimator for small samples, and that the difference in variability appears to diminish as the sample sizes increase.
Summary
The sandwich estimate of variance for two-stage maximum likelihood models has a form similar to the familiar Murphy-Topel estimator. The use of the C * matrix in the sandwich estimate of variance requires computing second derivatives of the second model's log likelihood. This is computationally more difficult than the corresponding matrix in the Murphy-Topel estimator. However, we gain three advantages with the sandwich estimator. First, we have an estimator with the same robustness properties of all sandwich estimates of variance. Second, we can easily calculate the full sandwich estimate of variance for the complete parameter vector using equation 4. Third, the full sandwich variance matrix admits Wald tests of hypotheses across the two models, which is not possible using the Murphy-Topel estimator.
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