This paper characterizes the distributions of power inverse Gaussian and others based on the entropy maximization principle (E.M.P.) and discuss the relationships of these distributions to the log-normal and the inverse Gaussian distributions. Moreover, the power Birnbaum-Saunders and the generalized Gumbel distribution are characterized under some constraints.
Introduction
The characterizations of the normal distribution by the E.M.P. are well known (see, for example, Kagan et al. (1973) ). That is, the normal distribution is the distribution that maximizes the entropy among the distributions that satisfy E[X] = µ and E[(X − µ) 2 ] = σ 2 for the given parameters µ and σ 2 . The main task for the characterization of a given distribution by E.M.P. is identifying the constraints that determine the class of distributions among which the given distribution takes the maximum entropy. The constraints discussed in this paper is of the form E[f i (X)] = c i , where integrable functions f i are expressed with appropriate parameters. In Section 2, we identify f i for the power inverse Gaussian distribution (Iwase and Hirano (1990) ) and the generalized inverse Gaussian distribution (see Seshadri (1993) ) and also discuss the relationships these distributions have to the log-normal, the inverse Gaussian, the reciprocal inverse Gaussian and the Halphen distributions (see Seshadri (1993) ). In Section 3, we characterize the power Birnbaum-Saunders and the generalized Gumbel distribution based on the M.E.P. In Section 4, we consider the meanings of the parameters in f i discussed in Sections 2 and 3.
Characterizations of the power and the generalized inverse Gaussian distributions
Let X be a continuous random variable with probability density function (pdf ) p(x), where support is the interval (a, b) 
Furthermore, suppose that f i , i = 1, 2 are integrable for (a, b) and c i > 0, i = 1, 2, and that the pdf p(x) satisfies the following constraints;
In applying E.M.P., we extensively use the information inequality K(p; q) ≥ 0, where K(p; q) is the Kullback-Leibler information defined by
and its consequence
where log(·) denoted the natural logarithm. We want to find the pdf q(x) which maximizes Shannon entropy
under constrains (2.1) and (2.2) above. In Birnbaum and Saunders (1969) it is shown that the normal and the exponential distributions are the answer to this question in the special cases of (2.1) and (2.2) (a = −∞, b = ∞, f 1 (x) = x and f 2 (x) = x 2 for the normal distribution and a = 0, b = ∞ and f 1 (x) = x for the exponential distribution). Also let X be a continuous random variable with the pdf p(x), whose support is the interval [a, b] , then the uniform distribution U (a, b) is the distribution found by maximizing the entropy. We note that some known distributions are obtained with appropriate a, b and f i based on E.M.P.
Power inverse Gaussian distribution
The power inverse Gaussian distribution parameterized by an arbitrarily fixed real number λ = 0 has the pdf given by
In particular, for λ = 1, λ = −1 we have the inverse Gaussian and the reciprocal inverse Gaussian distributions, respectively. Also when λ → 0, (2.4) reduces to a log-normal distribution. The power inverse Gaussian distribution above is denoted by P IG λ (µ, c 2 ).
Theorem 1.
For an arbitrarily fixed real number λ = 0, let X be a positive random variable having pdf that satisfies the following constraints with positive parameters µ and c ;
where
Under these constraints, the distribution of X which maximizes the entropy (2.3) (a = 0, b = ∞) is the power inverse Gaussian (2.4).
Proof. We first show that the power inverse Gaussian density q(x) satisfies the above constraints. Let X ∼ P IG λ (µ, c 2 ), then we obtain
by Iwase and Hirano (1990, p. 169) 
(see Iwase and Hirano (1990, p. 168) ). Then we have
where χ 2 (1) denotes the chi-square distribution with a degree of freedom. This implies that
Therefore, for any random variable X with the pdf p(x) that satisfies the constraints in Theorem 1, its holds that
where X P IG is a random variable that follows P IG λ (µ, c 2 ). On the other hand, according to information inequality, we get
Hence, the power inverse Gaussian distribution makes Shannon entropy the maximum.
Remark 1. By letting λ → 0, the pdf q(x) of the random variable X P IG converges pointwise to
which is known to be the pdf of the log-normal distribution. We can show in a similar way that X, a random variable with the log-normal distribution, maximizes the entropy among distributions that satisfy the constraints;
Also note that by letting λ → 0 in the constraints in Theorem 1, we obtain
Generalized inverse Gaussian distribution
The generalized inverse Gaussian distribution with parameters (µ, c 2 , λ) has the pdf given by
where K λ (·) denotes the modified Bessel function of the third kind and with index λ. In particular, for λ = −1/2, λ = 1/2 we have the inverse Gaussian and the reciprocal inverse Gaussian distributions, respectively. Also when λ = 0, the Halphen distribution which is a prototype of the generalized inverse Gaussian distribution is obtained. The generalized inverse Gaussian distribution above is denoted by GIG(µ, c 2 , λ).
Theorem 2. Let X be a positive random variable having pdf that satisfies the following constraints with positive parameters µ, c and real parameter λ ;
Under these constraints, the distribution of X which maximizes the entropy (2.3) (a = 0, b = ∞) is the generalized inverse Gaussian (2.5).
Proof. We show that the generalized inverse Gaussian density q(x) satisfies the above constraints. Let X ∼ GIG(µ, c 2 , λ), then we obtain
Moreover, we have
Therefore, for any random variable X with the pdf p(x) that satisfies the constraints in Theorem 2, it is obtained that
where X GIG is a random variable that follows GIG(µ, c 2 , λ). On the other hand, according to information inequality, we get
Hence, the generalized inverse Gaussian distribution makes Shannon entropy the maximum.
Characterizations of the some other distributions based on E.M.P.
In Subsection 3.1, a power Birnbaum-Saunders distribution (abbreviated as PB-S) defined by the formula (3.1) is characterized as one extension of the Birnbaum-Saunders (abbreviated as B-S) distribution (Birnbaum and Saunders (1969) ) known as a life distribution in reliability analysis. Furthermore, the relationship among this distribution, the B-S distribution and the log-normal distribution is discussed. In Subsection 3.2 a generalized Gumbel distribution defined in this paper is characterized under some constraints.
Power B-S distribution
For an arbitrarily fixed real number λ = 0, let a positive random variable X satisfy the following relation
where µ, c are real numbers with 0 < µ < ∞, 0 < c < ∞ and N (0, 1) denotes the standard normal distribution, and we call this distribution of X the power B-S distribution (P BS λ (µ, c 2 )) (see Iwase and Hirano (1990) ). The transformation
is one-to-one and as x varies from 0 to ∞, y varies from −∞ to ∞, and we have
Therefore, the pdf of the power B-S distribution is given by
In particular, when λ = 1 (3.1) corresponds to the case of the B-S distribution. Also when λ → 0, (3.1) reduces to the log-normal distribution (see Remark 1).
Theorem 3. For an arbitrarily fixed real number λ = 0, let X be a positive random variable having pdf that satisfies the following constraints with positive parameters µ and c ;
Under these constraints, the distribution of X which maximizes the entropy (2.3) (a = 0, b = ∞) is the power B-S (3.1).
Proof. We first show that the power B-S density q(x) satisfies the above constraints. Let X ∼ P BS λ (µ, c 2 ), then we obtain
Moreover, we have the following the relation
This implies that
Therefore, for any random variable X with the pdf p(x) that satisfies the constraints in Theorem 3, its holds that
where X P BS is a random variable that follows P BS λ (µ, c 2 ). On the other hand, according to information inequality, we get
Hence, the power B-S distribution makes Shannon entropy the maximum.
Generalized Gumbel distribution
where µ, c are real number with −∞ < µ < ∞, 0 < σ < ∞ and e(1) denotes the exponential distribution with the mean 1. Also the range of X is assumed to satisfy 1 + λ(X − µ)/σ > 0. We call this distribution of X the generalized Gumbel distribution (GG λ (µ, σ 2 )). The tranformation y = (1 + λ(x − µ)/σ) 1/λ is one-to-one, and we have
Therefore, the pdf of the generalized Gumbel distribution is presented by
It follows clearly that
e −y dy = 1 for λ > 0 and
In particular, when λ → 0 we have a Gumbel distribution.
Theorem 4. For an arbitrarily fixed real number λ = 0, let X be a random variable having pdf that satisfies the following constraints with real parameter µ and positive parameter σ ;
where the range of X is assumed to satisfy 1 + λ(X − µ)/σ > 0 and Γ (·) denotes digamma function. Under these constraints, the distribution of X which maximizes the entropy (2.3) (a = 0, b = ∞) is the generalized Gumbel (3.2).
Proof. We first show that the generalized Gumbel density q(x) satisfies the above constraints. Let X ∼ GG λ (µ, σ 2 ), then we obtain
Therefore, for any random variable X with the pdf p(x) that satisfies the constraints in Theorem 4, it is obtained that
where the range of x is 1 + λ(x − µ)/σ > 0 and X GG is a random variable that follows GG λ (µ, σ 2 ). On the other hand, according to information inequality, we get
where the range of x is 1 + λ(x − µ)/σ > 0. Hence, the generalized Gumbel distribution makes Shannon entropy the maximum.
Remark 2. By letting λ → 0, the pdf q(x) of the random variable X GG converges pointwise to
which is known as the pdf of the Gumbel distribution. We can show in a similar way that X, a random variable with the Gumbel distribution, maximizes the entropy among distributions that satisfy the constraints;
Also note that by letting λ → 0 in the constraints in Theorem 4, we obtain log 1 + λ X − µ σ 
Conclusion
In this paper, we discussed the characterizations of the distributions of power inverse Gaussian and others based on the entropy maximization principle. From a practical point of view, the meaning of the parameters is important. Based on this discussion, it is clear that the parameter µ in the set of parameters (µ, c) for the power inverse Gaussian, the generalized inverse Gaussian, and the power B-S distributions is the scale parameter of X. However, the parameter µ in the set of parameters (µ, σ) for the generalized Gumbel distribution is the location parameter of X. Moreover, the parameter µ in the distributions of the lognormal, the B-S, the power B-S, and the Halphen distributions is interpreted as the geometric mean.
In data analysis, it is important to take into consideration the constraints in the entropy maximization principle, because they reflect the information relevant to the assumed population distributions.
