In this note we continue our study of unidirectional solutions to hydrodynamic Euler alignment systems with strongly singular communication kernels φ(x) := |x| −(n+α) for α ∈ (0, 2). The solutions describe unidirectional parallel motion of agents governing multi-dimensional collective behavior of flocks. Here, we consider the range 1 < α < 2 and establish the global regularity of smooth solutions, together with a full description of their long time dynamics. Specifically, we develop the flocking theory of these solutions and show long time convergence to traveling wave with rapidly aligned velocity field.
Introduction and statement of main results
We consider the following hydrodynamic Euler Alignment System for density ρ(x, t) and velocity u(x, t) = (u 1 (x, t), . . . , u n (x, t)) :
subject to initial condition (ρ(·, t), u(·, t)) | t=0 = (ρ 0 , u 0 ). The system (1) arises as a macroscopic realization of the Cucker-Smale agent-based dynamics [4, 5] , which describes collective motion of N agents adjusting their directions to a weighted average of velocities of its neighbors:
. We refer to [9, 8, 10] for full details and rigorous derivations. Typical assumptions on φ(r) include monotonic decay at infinity and non-degeneracy, φ(r) > 0, thus reflecting the intuition that alignment becomes weaker, yet persistent, as the distance becomes larger. When communication remains sufficiently strong at infinity, expressed by the "fat tail" condition For models with singular kernels given by φ(x) = |x| −(n+α) for 0 < α < 2 the operator L φ ≡ L α becomes the (negative of) classical fractional Laplacian:
The corresponding alignment term on the right hand side of the momentum equation in (1) is then given by the following singular integral:
In view of no-vacuum condition (ρ 0 > 0) necessary to develop a well-posedness theory we consider the periodic domain T n , where a uniform lower bound on the density is compatible with finite mass. When dealing with the n-dimensional torus, the term (3) can be expressed in terms of the periodized kernel
which preserve the essential long range but less dominant interactions. In the rest of the paper, we assume that u(·, t)| T n and likewise ρ(·, t)| T n are extended periodically onto the whole space R n . The alignment term (3) then becomes a fractional elliptic operator:
with the density controlling uniform ellipticity. Written in this form, system (1) resembles the fractional Burgers equation with non-local non-homogeneous dissipation.
In [16, 17, 18] Tadmor and the second author proved global existence of smooth solutions for the one-dimensional system (1) with alignment term given by (3) in the full range 0 < α < 2, with focus on the most difficult critical case α = 1. In addition, the authors proved in [17] that all regular solutions converge exponentially fast to a so called flocking state, consisting of a traveling wave,ρ(x, t) = ρ ∞ (x − tū), with a fixed speedū, |u(·, t) −ū| X + |ρ(·, t) −ρ(·, t)| Y t→∞ − −− → 0,ū := P 0 M 0 .
Here the average velocity, u, is dictated by the conserved mass and momentum,
Parallel to these works, Do et.al. in [7] treated the case 0 < α < 1, where they proved global existence with the use of the modulus of continuity method as in Kiselev et. al. [11] . In either approach the problem requires utilization of refined tools from regularity theory of fractional parabolic equations, and reduces to verification of a continuation criterion either in terms of u x ∈ L 1 ([0, T 0 ); L ∞ ), [16] , or in terms of ρ x ∈ L 1 ([0, T 0 ); L ∞ ), [7] . Global well-posedness theory for these singular models has been developed only in 1D mainly due to presence of an additional conserved quantity (4) e := u x − Λ α (ρ), e t + (eu) x = 0, Thanks to these relations, one can compare the regularity of u and ρ and, using the compactness of the 1D torus, obtain a global-in-time positive lower bound on the density, thanks to which the "good" term on the right-hand side of (3) does not disappear. That method unfortunately fails in higher dimension. In multi-dimensional settings the corresponding quantity is given by
Lack of control on e in this case is part of the reason why in multiple dimensions the model has no developed regularity theory. The two exceptions are small initial data results proved in [15] and [6] . Although in 1D local existence for singular models appeared in the first papers by Shvydkoy, Tadmor [16] for α ≥ 1, and Do et. al. [7] for 0 < α < 1, it was not properly addressed in higher dimensions, with a proper continuation criterion. We fill this gap with the following result.
with ρ 0 (x) > 0 for all x ∈ T n . Then there exists time T 0 > 0 and a unique non-vacuous solution to
Moreover, any such solution satisfying (5) sup
One class of solutions that behaves like 1D is the class of unidirectional oriented flows introduced in [12] for the case of smooth kernels. These are given by
The same conservation law (4) holds for the entropy e := d · ∇u − Λ α (ρ), ∂ t e + d · ∇(ue) = 0, although in this case the entropy does not control the full gradient of the velocity. Let us make a couple of remarks about the unidirectional ansatz itself. First, by the maximum principle of the velocity field applied in any direction perpendicular to d one can see that the ansatz is preserved in time. Second, in view of rotational invariance of the Euler Alignment System, we can postulate that d points in the direction of the x 1 -axis. So, we can assume
Note that the non-trivial component u(x, t) may depend on all coordinates. So, our solutions exhibits features of a 1D flow, yet being on R n represent solutions of a multi-D system of scalar conservation laws:
. In this paper we will continue the study of unidirectional solutions initiated in [12] , now in the context of singular models. As in [16, 17, 18] , our methodology will be to extract quantitative enhancement estimates for the dissipation term, using an adaptation of the non-linear maximum principle as in Constantin and Vicol's proof for the critical SQG [2] , that yields global existence and, moreover, allows us to completely describe the long time behavior -exponential convergence towards a flocking state. The main result summarized in the following theorem covers the global regularity and flocking behavior for singular kernels in the range 1 < α < 2.
Then there exists a unique non-vacuous global in time solution to (6) in the class
Moreover, the solution obeys uniform bounds on the density
and strong flocking: ∃ρ ∈ H m+α such that
As before, the limiting velocityū is determined from the initial conditions due to conservation of mass and momentum.
There does not seem to be a rule in either 1D or our situation on how to determine the limiting density distribution of the flockρ -this appears to be an emerging quantity of the dynamics. However, the entropy estimates done in [13] show that, at least on the periodic domain the size of e directly controls how farρ is from the uniform distribution.
Notation: For convenience, to avoid clutter in computations, function arguments (time and space) will be omitted whenever they are obvious from context. Moreover, we use the notation f g when there exists a constant C > 0 independent of the parameters of interest such that f ≤ Cg. We also use | · | p , 1 ≤ p ≤ ∞, to denote the classical L p -norms, and · X to denote all other norms.
Organization: In Section 2 we prove a local existence and a continuation criterion result in Sobolev spaces with minimal requirements needed for what follows. In Section 3, as a direct application of the continuation criterion, we obtain a global existence result for unidirectional parallel motion, and provide higher order control estimates on solutions to prove a strong flocking result.
Local well-posedness and continuation criteria
We will be casting our regularity theory for singular models on the periodic domain T n and for non-vacuous solutions only. This is motivated by technical reasons rather than applications, although one can argue that periodic conditions are suitable for studying flocks in the bulk. The primary reason is that we require uniform parabolicity of the commutator (3) for estimates to go through. Such parabolicity depends on the pointwise bound ρ > c 0 > 0, which is consistent with finite mass of the flock only on bounded domains.
Necessity of the no-vacuum condition can be easily seen by the following example in 1D. Let us consider a local kernel for simplicity, supp φ ⊂ B 1 (0). Let initial density supp ρ 0 ⊂ B ε (0), while u 0 = 1 on B 10 (0), u 0 = 0 on R \ B 10+ε (0) and smooth in between. Then the density will remain in B 2 (0) for a time period of at least t < 1, due to u ≤ 1. During this time the momentum equation will remain pure Burgers, hence the solution will evolve into a shock at a time t ∼ ε < 1. A more subtle blowup can be constructed even for a global singular kernel on the periodic domain when the density vanishes at just one point [1] . Earlier [21] demonstrated growth of ρ C 1 as t → ∞ for a similar density configuration.
Performing energy estimates in the same fashion as for smooth models [12] will inevitably create a derivative overload on the density. Instead we consider another "almost conserved" quantity
which satisfies the equation
Let us derive it in general for the sake of completeness. Since φ α is a convolution kernel, we have
Taking the divergence of the velocity equation, we obtain
On one hand, combining (9) and (10), we obtain that
Adding and subtracting now (∇ · u) 2 produces (8) . It is clear that in 1D the right hand side of (8) vanishes, and one obtains a perfect continuity law. From the order of terms that enter into the formula for e, it is clear that the natural correspondence in regularity for state variables involved is
Our strategy will be very similar to the smooth case [12] , where we obtain local solutions via viscous regularization, and prove a continuation criterion via a priori estimates on Y m .
To actually produce local solutions we consider viscous regularization of the system (1) and we assume throughout that m > n 2 + 1 and 0 < α < 2.
So, let us start with (12) and consider the mild formulation
Let us denote by Z = (ρ, u) the state variable of our system and by T [Z](t) the right hand side of the mild formulation. In order to apply the standard fixed point argument we have to show that
is the ball of radius ε around initial condition Z 0 , and that it is a contraction. We limit ourselves to showing details for invariance as the estimates involved in proving Lipschitzness are similar. First we assume that ρ has no vacuum: ρ 0 (x) ≥ c 0 > 0. Since the metric we are using for ρ ∈ H m+α controls L ∞ norm, if δ > 0 is small enough then for any ρ − ρ 0 H m+α < δ one obtains
So, let us assume that Z ∈ C([0, T ); B δ (Z 0 )). It is clear that e εt∆ Z 0 − Z 0 < δ 2 provided time t is short enough. The Z has some bound Z ≤ C. Using that let us estimate the norms under the integrals. First, recall that Λ α e εt∆
provided T = T (δ, ε) is small enough. In the case α < 1, we combine instead one full derivatives with the heat semigroup, and the rest ∂ m+α gets applied to uρ, which produces a similar bound. Moving on to the u-equation, we have
As to the commutator form, for α ≤ 1 the computation is very similar: we combine one derivative with the heat semigroup and for the rest we use (11):
and the rest follows as before. When α > 1 we combine α derivatives with the semigroup, and the rest follows as before.
We have proved that T [Z](t)−Z 0 < δ, for a short time and hence, T leaves C([0, T (δ, ε)); B δ (Z 0 )) invariant. The obtained interval of existence of course depends on ε as it enters into all the estimates of the integrals. In order to conclude the local existence argument we still have to show that our apriori bound is independent of ε. This would allow us to extend T ε,δ to a time dependent on the initial condition only. Then the classical compactness argument would apply to pass to the limit as ε → 0 in the same state space C([0, T ); H m+α × H m+1 ). Now let us make a priori estimates for viscous solutions independent of ε. Note that the dissipation terms in all the following computations are negative and as such will be ignored.
First, evaluating the continuity equation at a point of minimum x − and denoting ρ = min ρ we readily obtain
Furthermore,
Let us continue with estimates on the e-quantity. We have (dropping integral signs)
In the first term we integrate by part and estimate |∂ m eu · ∇∂ m e| ≤ e 2Ḣ m |∇u| ∞ . For the next term we use the classical commutator estimate (14) |∂
Using Gagliardo-Nirenberg inequality we estimate the latter term as
and θ 2 = 2 2m−n . The two exponents add up to 1, so by the generalized Young inequality,
Next perform the main technical estimate on the velocity equation. We have
The transport term is estimated using the classical commutator estimate
, and using (14) we obtain
One end-point case, l = m + 1, gives rise to a dissipative term:
The first term is bounded by
which is the main dissipation term. The second is estimated as follows. Let us pick an ε > 0 so small that 1 + α 2 > α + ε. Then
where the first term is absorbed into dissipation. So,
Let us consider first the other end-point case of l = 0. In this case the density suffers a derivative overload. We apply the following "easing" technique:
Observe that
. Let us now integrate by parts in z:
Let us start with the J 2 first. By symmetrization,
Term J 2,1 will appear in a series of similar terms that we will estimate systematically below. The bound for J 2,2 is rather elementary:
Similar computation can be made for J 1 . Indeed, using that ∂ z φ α (z) is odd, by symmetrization, we have
Replacing |δ z u(x)| ≤ |z||u| ∞ , the rest of the term is estimated exactly as J 2,2 .
To summarize, we have obtained the bound
Let us now examine the rest of the commutators C α (∂ l u, ∂ m+1−l ρ) for l = 1, . . . , m. After symmetrization we obtain
Estimates on the new terms, J 1 , J 2 are a little more sophisticated as we seek to optimize distribution of L p -norms inside their components. Notice that the case l = 1 corresponds to the previously appeared term J 2,1 . So, let us assume that l = 1, . . . , m. We will distribute the parameters in J 1 as follows
where δ > 0 is a small parameter to be determined later, and (2, p, q, r) is a Hölder quadruple defined by
The existence of finite r is warranted by the strict inequality which is verified directly:
By the Hölder inequality,
. Let us apply the following Gagliardo-Nirenberg inequalities to all the terms
The exponents satisfy the necessary requirements
and in fact,
Now, we have
where Q is the conjugate to 2m 2m+α + θ 1 . We have θ 2 Q < 2 as long as
We in fact have even stronger inequality, θ 1 + θ 2 < 1 provided δ is small enough. So, we arrived at
Finally, moving on to J 2 , we distribute the exponents as follows
Here we choose (r, p, q, δ) as follows
and δ is small. With these choices we proceed with the Gagliardo-Nirenberg inequalities
Now to achieve the bound
we have to make sure that θ 1 + θ 2 ≤ 1, which is true for small δ.
We have proved the following a priori bound on u:
Together with the previously established bounds we obtain
This of course implies a Riccati inequality, provided m > n 2 + 1:
and provides a priori bound independent of the viscosity coefficient. Thus, we can extend it to an interval independent of ε as well. By the compactness argument similar to the smooth kernel case, we obtain a local solution in the same class as initial data and u ∈ L 2 ([0, T 0 );Ḣ m+1+α/2 ). In addition, we obtain a continuation criterion -as long as |∇ρ| ∞ , |∇u| ∞ , |e| ∞ remain bounded on [0, T 0 ) the solutions can be extended beyond T 0 . However everything is reduced to a control over the first two quantities, because |e| ∞ remains bounded as long as |∇u| ∞ is in view of (13). It is clear from the proof that (5) can be replaced with an integrability condition with some high power depending on m, n, α.
Global well-posedness and strong flocking
According to our local well-posedness Theorem 1.1 we already have a local solution (u, ρ) on time interval [0, T 0 ). We proceed in several steps. First, we establish uniform bounds (7) on the density which depend only on the initial conditions. So, such bounds hold uniformly on the available time interval [0, T 0 ). Next, we invoke results from the theory fractional parabolic equations to conclude that our solution gains Hölder regularity after a short period of time, and the Hölder exponent as well as the bound on the Hölder norm depend on the L ∞ bound of the solution. Finally, we establish a continuation criterion much weaker than that of Theorem 1.1 -claiming that any Hölder regularity of the density propels higher order norms beyond T 0 .
Paired with the density equation we find that the ratio q := e/ρ satisfies the transport equation (15) D Dt q = q t + uq 1 = 0.
Starting from sufficiently smooth initial condition with ρ 0 away from vacuum we can assume that
Step 1: bounds on the density. We start by establishing uniform bounds (7) on the density which depend only on the initial conditions. First, recall that q is transported (15) , and hence is bounded for all time with its initial value |q 0 | ∞ . So, we can write the continuity equation as
Let us evaluate at a point x + (t) where the maximum of ρ(·, t), denoted by ρ
where V n (r) denotes the n-dimensional volume of a ball of radius r. As V n (r) = C(n)r n , we get
Let us pick r small enough so that C(n)
which establishes the upper bound by integration.
As to the lower bound we argue similarly. Let ρ − (t) be the minimum value of ρ(·, t) and x − (t) a point where such value is achieved. We have
Note that at this point the global communication of the model is crucial
which establishes the lower bound by integration.
Step 2: bounds on the entropy. As an immediate consequence of the uniform bound on the density and (16) we have a uniform global bound on the entropy |e(t)| ∞ < ∞. This argument can be iterated to higher derivatives as follows. Let us start with one observation in the x 1 -direction. Note that if a quantity q is transported (15) , then the same transport equation governs q 1 /ρ D Dt
Consequently, if |q 1 |/ρ is bounded at initial time t = 0 it will remain bounded at later time t > 0. Unraveling the formulas, we obtain the bound
For the rest of derivatives of the entropy e i with i = 2, . . . , n, we have that
The proof is just a combination of the following two facts. On one hand, as q satisfies the transport equation (15), the first material derivative reduces to D t q i ≡ (D t q) i − u i q 1 = −u i q 1 . On the other hand, the second material derivative is just D t ρ ≡ ρ t + (uρ) 1 − u 1 ρ = −u 1 ρ thanks to the continuity equation of the density. Consequently, applying Grönwall's inequality in (17) give us the bound
x , using that q 1 /ρ is preseved in time. Let us note that in order to make pointwise evaluation possible in (18) one has to assume regularity ∇e ∈ H m−1 (T n ) ⊆ C(T n ) which guaranteed provided m > n 2 + 1.
Step 3: Hölder regularization. The parabolic nature of the density equation is an essential structural feature of the system that has been used in all of the preceding works in 1D. Using the e-quantity we can write
Similarly, one can write the equation for the momentum m = ρu:
Note that in both cases the drift u and the forcing eρ or em are bounded a priori due to the maximum principle stated above. Hence, the density and momemtum equations (19) , (20) falls under the general class of forced fractional parabolic equations with bounded drift and force:
with a diffusion operator associated with the singular kernel K(x, z, t) = ρ(x, t)|z| −(n+α) which is even with respect to z. The bounds on the density provide uniform ellipticity bounds on the kernel:
The most common assumption in the literature is that for all x and t, the kernel K is comparable pointwise in terms of z to the kernel for the fractional Laplacian.
Regularity of these equations has been the subject of active research in recent years. In particular, the result of Silvestre [19] , see also Schwab and Silvestre [14] , which provides Hölder regularization bound for some γ > 0 given by
where the latter inequality follows from (21) since ρ is bounded below. Since the right hand side of (21) and (22) is uniformly bounded on time we have obtained uniform bound on C γ -norm starting, by rescaling, from any positive time. These results apply in our case when 1 ≤ α < 2 since in this case we only need bounded drift and force. Due to futher limitations that will come later we will only proceed with 1 < α < 2, however, this initial regularization technically holds even for α = 1.
We now proceed to establishing that the solution fulfills the above continuation criterion (5):
, where [0, T 0 ) is a given local interval of existence.
Step 4.1: Control over |∇ρ| ∞ . So, let us start with ∂ρ ≡ ρ i for i ∈ {1, . . . , n}. Then, we have ∂ t ∂ρ + ∂∂ 1 (uρ) = 0, or expanding the non-linear part in higher and lower order terms, we arrive at
Evaluating at the maximum of |ρ i | and multiplying by ρ i again (we use the classical Rademacher theorem here to justify the time derivative) we obtain
Using the entropy e = u 1 −Λ α ρ, we write the remaining higher order term in a more convenient way.
In consequence, summing over indexes i ∈ {1, . . . , n} and using the upper and lower uniform bounds previously proved for the density, we obtain that the following estimate holds:
In additon, using the non-linear bounds from [2] the following pointwise bound holds
The above non-local maximum principle yields the following bound at the maximal point x ≡ x (t):
Due to the uniform bound from below on ρ, we arrive at
Step 4.2: Control over |∇u| ∞ . We continue with ∂u ≡ u i for i ∈ {1, . . . , n}.
We can rewrite the above expression as
Evaluating at the maximum of |u i | and multiplying by u i again (we use the classical Rademacher theorem here to justify the time derivative) we obtain
In consequence, summing over indexes i ∈ {1, . . . , n}, we obtain that the following estimate holds:
The dissipation term is bounded, as before by
In addition, it obeys another non-local maximum principle similar to (23) where instead of ∇u we replace it with ∇(u −ū), thus the denominator contain the amplitude A(t) rather than |u|:
As before, due to the uniform bound from below on ρ, we arrive at
Note that the remaining higher order term can be write as
To handle it, we split the integral into two parts:
where we use the alignment in the large scale part
To handle the small scale part, we fix a scale parameter 1 > r > 0 to be determined later, and split the integral into two different parts: small-small scale and small-middle scale. If we add and subtract ∇u(x) · z in the small-small scale part, we obtain
Then, we will study each term separately: I 1 -Term: The most singular part of (26) has to be handled in a way that utilizes dissipation. First, let us use the analogue of spherical coordinates in n-dimension to write the dissipation term in the following form:
where d S n−1 V = sin n−2 (θ 1 ) sin n−3 (θ 2 ) . . . sin(θ n−2 )dθ 1 dθ 2 . . . dθ n−1 is the volume element of S n−1 , which is the generalization of the ordinary sphere to spaces of arbitrary dimension. In the rest, we will use the notation
|δ rθ f (x)| 2 dr |r| 1+α to denote the inner radial integral of (28). Then, the dissipation can be write as
Combining (29), (30) and (31) we have proved that the following estimate holds:
The competition occurs only between the small and middle range terms. Optimizing over r we set
unless such expression is > 1, in which case we have an absolute bound on the dissipation and the proof proceeds trivially. With the established bounds we obtain the following pointwise estimate
Consequently, combining (32) and (27) into (26) we have proved the following estimate:
. Note that for α ∈ (0, 2) and γ > 0 we have that α−γ 2+α−2γ < α 2+α . So, we can use the generalized Young inequality to obtain
At this point, adding (34) to (33), we obtain
and plugging this into (25) we arrive at
Step 4.3: Control over |∇ρ| ∞ + |∇u| ∞ . In order to complete the proof of Theorem 1.2, we combine (24) and (35) to obtain that
The above expression emphasizes the fact that the point at which each D-term is evaluated is different. Notice that for α > 1, we can absorb the cubic terms in (36) simply by interpolation:
Therefore, we arrive at
To close the argument, we recall cf.
x which forces to have an apriori control in time for the gradient of the velocity. We bypass this obstacle taking into account the fact that the ratio q = e/ρ satisfies the transport equation (15) . Consequently, we get
In addition, by the definition of q and the uniform bounds previously proved for density and entropy, we trivially have that |∇e| ∞ |∇ρ| ∞ + |∇q| ∞ . Therefore, the quadratic term of (38) can be bounded directly as
Then, we have obtained uniform bound for ρ, u, q ∈ L ∞ ([0, T 0 );Ẇ 1,∞ ) by integration. This fulfills the continuation criterion (5) and the proof of global existence of (6) for 1 < α < 2 is complete.
Step 4.4: Strong Flocking. By the general result in multi-D proved in [20] , we have exponential alignment and flocking for any fat tail communication (2): Next, we complement this general result by a strong flocking statement of Theorem 1.2. This has so far been a 1D specific result, see [17, 18] , but we can extend it to the general multidimensional oriented flows and the use of the same entropy conservation. See our companion paper [12] for a similar resut in the smooth kernel case. The technical issue in applying the 1D strategy is that, again, e only controls ∂ 1 u and our goal is to extend such control to the full gradient and Hessian.
We already know from the previous step that |∇u| ∞ remains uniformly bounded. However, this argument does not provide a good quantitative estimate on |∇u| ∞ to conclude flocking. We will seek more precise estimates with the fact that now we already know that |∇ρ| ∞ remains uniformly bounded. So, we go back to Step 4.2 to improve our estimate and finally get
We absorb the cubic term simply by interpolation (37), which again gets absorbed by cost of adding another A 3α α−1 (t). In the end, we arrive at
and the result follows. In particular, it implies exponential rate of convergence to zero as t → ∞. Lastly, showing exponential decay of |∇ 2 u| ∞ follows similar estimates on the evolution of the norm |∇ 2 u| 2 ∞ , and will not be presented here for the sake of brevity. We refer to [17] for full details in 1D. Now to establish strong flocking for the density we have that the velocity alignment goes to its natural limitū = P/M. To do it, we pass to the moving frame x −ūt and write the continuity equation in new coordinates. Then,ρ(x, t) := ρ(x 1 + tū, x 2 , . . . , x n , t) satisfies ∂ tρ (x, t) +ρ(x, t) ∂ 1 u(x 1 + tū, x 2 , . . . , x n , t) + ∂ 1ρ (x, t)(u(x 1 + tū, x 2 , . . . , x n , t) −ū) = 0.
According to the established bounds we have that |∂ tρ | ∞ = E(t), where in what follows E(t) denotes a generic exponential decaying quantity. This shows thatρ(·, t) is Cauchy in t in the metric of L ∞ . Hence, there exists a unique limiting state ρ ∞ (·) such that |ρ(·, t)−ρ ∞ (·)| ∞ = E(t). Shifting x 1 this can be expressed in terms of ρ(x, t) andρ(x, t) := ρ ∞ (x 1 −tū, x 2 , . . . , x n , t) as |ρ(·, t)−ρ(·)| ∞ = E(t).
Since ∇ρ is uniformly bounded, this also shows thatρ is Lipschitz. Convergence in C γ with 0 < γ < 1 follows by interpolation.
