When using optimal linear prediction to interpolate point observations of a mean square continuous stationary spatial process, one often finds that the interpolant mostly depends on those observations located nearest to the predictand. This phenomenon is called the screening effect. However, there are situations in which a screening effect does not hold in a reasonable asymptotic sense, and theoretical support for the screening effect is limited to some rather specialized settings for the observation locations. This paper explores conditions on the observation locations and the process model under which an asymptotic screening effect holds. A series of examples shows the difficulty in formulating a general result, especially for processes with different degrees of smoothness in different directions, which can naturally occur for spatial-temporal processes. These examples lead to a general conjecture and two special cases of this conjecture are proven. The key condition on the process is that its spectral density should change slowly at high frequencies. Models not satisfying this condition of slow high-frequency change should be used with caution.
1. Introduction. The screening effect is the geostatistical term for the phenomenon of nearby observations tending to reduce the influence of more distant observations when using kriging (optimal linear prediction) for spatial interpolation [Journel and Huijbregts (1978) , Chilès and Delfiner (1999) ]. This phenomenon is often invoked as a justification for ignoring more distant observations when using kriging [Memarsadeghi and Mount (2007) , Emery (2009)] . Only in some very limited special cases is the effect exact in the sense that the more distant observations make no contribution to the krig-This is an electronic reprint of the original article published by the Institute of Mathematical Statistics in The Annals of Statistics, 2011 , Vol. 39, No. 6, 2795 -2819 . This reprint differs from the original in pagination and typographic detail. 1 ing predictor, so it is natural to use asymptotics as a way to study the screening effect. Let us set some notation. Write x·y for the inner product of commensurate vectors x and y. Suppose Z is a mean square continuous, stationary, mean 0 Gaussian process on R d with autocovariance function K(x) = E{Z(x)Z(0)} and spectral density f , so that K(x) = R d e iω·x f (ω) dω. When the mean is assumed known to be 0, kriging is often called simple kriging. Throughout this work, we assume that the problem of interest is to predict Z(0). For S ⊂ R d , write Z(S) for the vector of observations (in some order) of Z on S, and define e(S) to be the error of the best linear predictor, or BLP, of Z(0) based on Z(S). Let N ε and F ε be two classes of sets indexed by the parameter ε > 0, with N ε representing observations near 0 and F ε more distant observations. We will say that N ε asymptotically screens out the effect of
Ee(N ε ) 2 = 1. (1) Stein (2002) argues that a useful asymptotic approach is to let the smallest distance from the observations to the predictand tend to 0 as ε ↓ 0. Specifically, Stein (2002) proves (1) when, essentially, for some x 0 ∈ R d not in the integer lattice, F ε is all points of the form ε(x 0 + J) for J in the integer lattice, N ε is the restriction of F ε to some fixed region with 0 in its interior and f is regularly varying at infinity [Bingham, Goldie and Teugels (1987) ] in every direction with a common index of variation. The methods used in Stein (2002) make strong use of the gridded nature of the observations and are not applicable here. Furthermore, requiring f to be regularly varying at infinity with common index of variation in all directions excludes models for spatial-temporal phenomena that exhibit a different degree of smoothness in space than in time. Section 4 provides further discussion of these issues. Ramm (2005) , Chapter 5, takes a different approach to studying an asymptotic screening effect by considering a process observed with white noise everywhere in some domain and letting the variance of the white noise tend to 0. In this work, we take a closer look at how the set where Z is observed affects whether an asymptotic screening effect holds.
We will take the sets N ε and F ε to have a particular form that simplifies the asymptotic analysis. Suppose x 1 , . . . , x n are distinct nonzero elements of R d , y 1 , . . . , y m are distinct elements of R d and y 0 ∈ R d is nonzero. For the rest of this work, let N ε = {εx 1 , . . . , εx n } and F ε = {y 0 + εy 1 , . . . , y 0 + εy m }. Section 2 explores when (1) holds through a series of examples leading to a broad conjecture under a key assumption on the spectral density f of the random field: for every R < ∞, The examples will demonstrate that one generally needs a further condition on N ε depending on the mean square differentiability properties of the process. For nondifferentiable processes, no further assumptions on N ε may be needed. Indeed, for nondifferentiable processes on R, Theorem 1 in Section 3 has (1) as its conclusion under (2) and a mild additional condition on f . For nondifferentiable processes on R 2 , if one restricts the cardinality of N ε to 1 and of F ε to 2 (and sets y 2 = 0), then Theorem 2 proves (1) under (2) without any additional conditions on f .
Matérn models [Stein (1999a) ] appear in both the examples and the proof of Theorem 1. Define K ν to be the modified Bessel function of the second kind of order ν [Olver et al. (2010) ]. The Matérn model on R d has autocovariance function φ(α|x|) ν K ν (α|x|) for positive φ, α and ν. The parameter ν controls the smoothness of the process: Z has m mean square derivatives in any direction if and only if ν > m. The corresponding spectral density equals φ(α 2 + |ω| 2 ) −ν−d/2 times a constant depending on α, ν and d. All Matérn models satisfy (2).
Examples.
This section studies a number of examples to gain some insight into the conditions on f and N ε that are needed in order for (1) to hold. The derivations of these results are elementary but not necessarily easy. Rather than give detailed derivations of all of them, I will outline derivations in a few of the more difficult examples in Section 5.1.
To see why a condition like (2) is needed, let us first consider an example on R addressed in Stein and Handcock (1989) and Stein (1999a) , pages 67-69. Suppose n = 1, x 1 = 1, m = 2, y 0 = 1, y 1 = 0 and y 2 = 1; see Figure 1 . Consider K(x) = e −|x| , a Matérn model with smoothness parameter 1 2 . The corresponding process is mean square continuous but is not mean square differentiable, and it is easy to show Ee(N ε ) 2 ∼ 2ε as ε ↓ 0. This process is Markov, so that Ee(N ε ∪ F ε ) 2 = Ee(N ε ) 2 for all ε < 1 and (1) holds trivially. Next consider K(x) = (1 − |x|) + (where the superscipt + indicates positive part), for which f (ω) = 1−cos ω πω 2 , which does not satisfy (2). Stein and Handcock (1989) , page 180, give the BLP based on Z(N ε ∪ F ε ), from which it is not difficult to show that Ee(N ε ) 2 ∼ 2ε, just like for K(x) = e −|x| , but
The choice of y 0 = 1 is critical here: for y 0 = 1 but positive (keeping x 1 = 1, y 1 = 0, y 2 = 1), Ee(N ε ∪ F ε ) 2 /Ee(N ε ) 2 → 1 as ε ↓ 0. The anomaly for y 0 = 1 is related to the lack of differentiability of K(x) at x = 1, which is in turn re- lated to the oscillations at high frequencies in f . See Stein (2005) for further discussion on the relationship of the differentiability of K away from the origin and the high-frequency behavior of f .
Proposition 1 in Stein (2005) provides a second example showing why a condition like (2) is needed to have a screening effect. The following special case of this result suffices to illustrate the point. Suppose Z is a stationary process on R 2 with autocovariance function K(s, t) = e −|s|−|t| for s, t ∈ R. The corresponding spectral density f (ω 1 , ω 2 ) is proportional to
, which does not satisfy (2). Consider the situation pictured in Figure 2 , for which x 1 = (0, 1), y 0 = (1, 0), y 1 = (0, 1) and y 2 = (0, 0). Then using either direct calculation or Proposition 1 in Stein (2005) ,
The remaining examples all consider f satisfying (2). To see why an additional condition on N ε is needed for (1) to hold for differentiable processes, consider a Matérn model with smoothness parameter 3 2 : K(x) = e −|x| (1 + |x|), for which the corresponding process is exactly once mean square differentiable. For N ε = {ε}, F ε = {1} (top plot in Figure 3 ), straightforward calculations yield Ee(N ε ) 2 ∼ ε 2 and Ee(
as ε ↓ 0. Unlike the triangular case, there is nothing special about y 0 = 1 here and the more general result for y 0 > 0 is Ee(N ε ∪ F ε ) 2 /Ee(N ε ) 2 → 1 − y 2 0 /(e 2y 0 − 1 − 2y 0 − y 2 0 ). The reason the limit 
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is less than 1 is not because there is anything unusual about f , but rather that N ε is inadequate. Specifically, since Z(0) = Z(ε) − εZ ′ (0) + o p (ε) and cov{Z(ε), Z ′ (0)} → 0 as ε ↓ 0, it is apparent that having even a somewhat informative predictor for Z ′ (0) would provide useful information about Z(0) not contained in Z(ε). In fact, as ε ↓ 0, it is possible to show that Z ′ (0) = e e 2 −4
Z(1) is an asymptotically optimal predictor of Z ′ (0) based on (Z(ε), Z(1)) and, in turn, that Z(ε) − ε Z ′ (0) is an asymptotically optimal predictor of Z(0) based on (Z(ε), Z(1)). A screening effect does hold if 2ε is added to N ε (bottom plot of Figure 3) . Then it is possible to show that
is an asymptotically optimal predictor of Z(0) based on Z(N ε ∪ F ε ) and {Z(2ε) − Z(ε)}/ε is a consistent predictor of Z ′ (0). A reasonable conjecture for a process on R with exactly p mean square derivatives whose spectral density satisfies (2) is that any distinct x 1 , . . . , x n with n > p suffices to make (1) true.
It is helpful to consider this problem in the spectral domain. We need some further notation to proceed. For nonnegative-valued functions a and b defined on a common domain D, write a(
To each random variable of the form n j=1 λ j Z(s j ) there is a corresponding function n j=1 λ j e iω·s j , and the mapping is an isometric isomorphism in the sense that E{
f the fraction of Ee(N ε ) 2 attributable to the set of frequencies A. Write b(r) for the ball of radius r centered at the origin. For the scenario in Figure 3 (a), for any fixed ω 0 > 0, as ε ↓ 0,
so that an asymptotically nonnegligible fraction of Ee(N ε ) 2 is attributable to a fixed range of frequencies. Similar to the definition of η ε , let ψ ε be the function corresponding to e(N ε ∪ F ε ), so that Ee(N ε ∪ F ε ) 2 = ψ ε 2 f . Then (3) allows Z(1) to improve the prediction nonnegligibly by making |ψ ε (ω)| 2 /|η ε (ω)| 2 substantially smaller than 1 in a neighborhood of the ori-gin. In contrast, for the scenario in Figure 3( 
f as ε ↓ 0. In this case, making |ψ ε (ω)| 2 /|η ε (ω)| 2 substantially smaller than 1 in a neighborhood of the origin cannot yield a nonnegligible asymptotic impact on the mean squared prediction error. Thus,
dω must be bounded by some constant less than 1 as ε ↓ 0 for all ω 0 for (1) not to hold. The fact that f is well behaved at high frequencies [i.e., satisfies (2)] effectively precludes this possibility so that (1) holds. This line of reasoning forms the basis of the proof of Theorem 1; see Section 5.2.
It is interesting to reconsider the two cases pictured in Figure 3 , for a process that is not quite mean square differentiable: K(x) = |x|K 1 (|x|), a Matérn model with smoothness parameter 1, for which
log|x|) as x → 0 with γ being Euler's constant. The corresponding spectral density f is proportional to (1 + ω 2 ) −3/2 . Since the process has no mean square derivatives, I conjecture that (1) should hold for any nonempty N ε . For the scenario in Figure 3 (a), Ee(N ε ) 2 ∼ −ε 2 log ε and, for fixed ω 0 > 0,
as ε ↓ 0. Thus, the fraction of the Ee(N e ) 2 attributable to b(ω 0 ) tends to 0 as ε ↓ 0, although at only a logarithmic rate. Not coincidentally, direct calculation shows that for F ε = {1}, (1) holds and I would expect it to hold for more general F ε . In fact, Theorem 2 in Section 3 applies in this case and it follows that (1) holds when F ε has two points (and y 2 = 0). Next consider some settings for the Matérn model with ν = . Symbols as in Figure 1 .
is a consistent predictor of Z 1,0 (0, 0) and (1) holds; see Section 5.1. Now consider a model satisfying (2) for which the process is not equally differentiable in all directions. Stein (2005) gives an example of such a model. Specifically, consider a space-time model on R 3 × R with spectral density
Writing erfc for the complementary error function, the corresponding autocovariance function K is Stein (2005) K(x, t) = 1 16 for x = 0 and t = 0. For x = 0 or t = 0, we can define K by continuity. For t = 0, we get K(x, 0) = 1 8 π 2 e −|x| (1 + |x|), the Matérn model with ν = 3 2 , so the corresponding process is exactly once mean square differentiable in any spatial direction. Stein (2005) shows that
is not twice differentiable in t at t = 0, and the corresponding process is not mean square differentiable in time.
For (4), let us again consider the setting in Figure 4 (c) with the horizontal axis corresponding to the first spatial coordinate and the vertical axis corresponding to time. It now turns out that the two points in N ε off of the horizontal axis contribute negligibly to the BLP whether or not F ε is included. The problem is that the lack of differentiability of Z in the vertical direction implies that the BLP of Z 1,0 (0, 0) based on Z(N ε ) has asymptotic correlation 0 with Z 1,0 (0, 0). Consequently, the asymptotic results are the same as in Figure 3 
as ε ↓ 0 (Section 5.1).
Figure 5 displays two other settings we now consider for K as in (4). In Figure 5 (a), we have Ee(
e 2 −4 as ε ↓ 0. These two cases show that it is possible to have sets N ε ⊂Ñ ε yet have that (1) holds for the pair of sets (N ε , F ε ) but not (Ñ ε , F ε ), further complicating any search for a general result that applies to processes that are not equally smooth in all directions.
These examples demonstrate that any general theorem that encompasses all of them will need a condition on N ε that depends on f . The following conjecture is in accord with all of the examples presented here: Conjecture 1. Suppose f satisfies (2) and the following assumption:
Assumption A. for j = 1, . . . , n, all mean square derivatives of Z at the origin in the direction x j can be predicted based on Z(N ε ) with mean squared error tending to 0 as ε ↓ 0.
Then for all r > 0,
Note that here I have expanded the set of distant observations to include all locations more than r from the origin, which simplifies the statement of the result although undoubtedly complicates its proof (assuming it is true). It is somewhat unsatisfying to have the condition on N ε given in terms of properties of predictors of derivatives of Z rather than some purely geometric condition, but I see no way to accommodate the examples treated here for K as in (4) without a condition something like Assumption A. Verifying whether Assumption A holds in any particular setting may require a fair amount of work, although for N ε of fixed and finite cardinality as we consider here, it should generally be possible to make this determination. Note that if all mean square derivatives of Z at the origin can be consistently predicted based on Z(N ε ) as ε ↓ 0, then Assumption A holds for anyÑ ε = {εs 1 , . . . , εs ℓ } with {x 1 , . . . , x n } ⊂ {s 1 , . . . , s ℓ }.
In all of the examples for which (1) holds,
for all ω 0 > 0, and I suspect that Assumption A is equivalent to (5). Examining the proof of Theorem 1 in Section 5.2 [see (19)], one sees that (5) is essential to making the proof work.
3. Theorems. I do not know how to prove Conjecture 1 in anything like its full generality. Assuming Z is not differentiable in any direction simplifies matters considerably, because Assumption A then holds for any nonempty N ε . Theorem 1 considers nondifferentiable processes on R and Theorem 2 nondifferentiable processes on R 2 . Theorem 1. Suppose, for d = 1 and some α ∈ (0, 2),
and f satisfies (2). Then (1) holds.
Condition (6) is stronger than necessary to guarantee Z is not differentiable. Because part of the proof is to show that the low frequencies do not matter in the limit, (6) can likely be weakened to hold only for all ω sufficiently large. Removing (6) entirely would be more difficult.
The next theorem applies to nondifferentiable processes in R 2 and does not require any conditions on f beyond (2). However, it does restrict N ε to have only one point and F ε to have two. The theorem also assumes y 2 = 0, but this restriction does not meaningfully detract from the content of the result and, in any case, could be removed at the cost of a somewhat messier proof. Extending the result to R d is straightforward, but taking d > 3 is pointless in this setting because any 4 points in R d fall on a three-dimensional hyperplane, and even taking d = 3 provides no new insight beyond what is learned from the two-dimensional setting.
Theorem 2. Suppose Z has spectral density f satisfying (2) and that Z is not mean square differentiable in any direction. In addition, suppose N ε = {εx 1 } and F ε = {y 0 , y 0 + εy 1 }, where x 1 , y 0 and y 1 are all nonzero. Then (1) holds.
Note that the example referred to in Figure 2 satisfies the conditions on N ε and F ε in Theorem 2, and the process is not mean square differentiable in any direction, but f does not satisfy (2). As we have seen, (1) does not hold in this setting, so that Theorem 2 would be false if we removed (2).
Throughout this work we assume that Z has a known mean 0. It is common in practice to assume that Z has an unknown constant mean µ and then predict Z(0) by what is called the ordinary kriging predictor, which is just an example of the best linear unbiased predictor [Stein (1999a) ]. In all of the examples considered in Section 2, for which (1) holds for simple kriging, it still holds for ordinary kriging. Furthermore, Theorems 1 and 2 can be easily shown to hold for ordinary kriging by proving that, under the conditions of the theorems, the ordinary kriging predictor based on N ε is asymptotically optimal relative to the simple kriging predictor (see the ends of each proof in Section 5). Thus, if Conjecture 1 holds for simple kriging, then I would expect it also holds for ordinary kriging.
4. Discussion. The space-time process on R 3 × R considered in Section 3 with spectral density
is an example of a process with a different degree of differentiability in time than in space. It is a special case of the stochastic fractional heat equations studied by Kelbert, Leonenko and Ruiz-Medina (2005) , which are in turn a special case of a class of space-time processes suggested in Stein (2005) whose spectral densities are of the form
for
and c 1 , c 2 , α 1 , α 2 and a 2 1 + a 2 2 positive to ensure f is integrable. Because of the superficial similarity of this model to the Matérn model, we might call it doubly Matérn. All spectral densities of the form (7) satisfy (2) and thus, I conjecture, satisfy an asymptotic screening effect whenever Assumption A applies to N ε . At the same time, by adjusting the parameters α 1 , α 2 and ν, we can obtain processes with any desired degree of differentiability in time and any separate degree of differentiability in space [Stein (2005) ]. Note that f of the form (7) 
, the last two conditions being necessary and sufficient to make Z not mean square differentiable in any direction. Stein (2011) derives some results for the covariance structure when a 1 = a 2 = 0 and α 2 = 1.
Despite its flexibility, model (7) is still restrictive in some ways, in particular in exhibiting what Gneiting (2002) calls full symmetry, due to the fact that f (ω 1 , ω 2 ) = f (ω 1 , −ω 2 ), and hence the corresponding process has the same covariance structure with time running backwards as it does with time running forward. Thus, for example, this model is unsuitable for processes with a dominant direction of advection. Stein (2005) discusses possible approaches to extending this model to allow for asymmetries.
As noted in Section 3, (5), which says that only an asymptotically negligible fraction of Ee(N ε ) 2 can be attributed to some fixed frequency range, is crucial to obtaining a screening effect. This same property was also the key idea in Stein (1999b) to obtaining explicit results on the asymptotic efficiency of predictors based on an incorrect spectral density having similar behavior to the correct spectral density at high frequencies. The high-frequency behavior of a Gaussian process is also crucial to estimation of the covariance structure [Stein (1999a) ], and misspecification of this high-frequency behavior can lead to poor behavior of estimates, particularly if likelihood-based methods are used [Stein (1999a) , Chapter 6, and Stein (2008) ]. As statisticians strive to advance the statistical analysis of spatial-temporal processes, they should pay close attention to the spectral behavior of the models they use. In particular, models that do not satisfy (2) should be used with caution.
Proofs.
5.1. Examples. For a random vector Y , write cov(Y ) for the covariance matrix of Y , write 0 for a column vector of zeroes whose length is apparent from context and denote transposes by primes. The following result simplifies the calculations for several of the examples. Lemma 1. If there exists a(ε) > 0, δ ε ∈ R n+m and ∆ ε an (n + m) × (n + m) matrix such that
for some k > 0 and K positive definite, then
To prove the lemma, note that (8) and K positive definite imply cov{∆ ε Z(ε)} is positive definite for all ε sufficiently small. Thus, for all ε sufficiently small, the BLP of Z(0) based on Z(N ε ∪ F ε ) is the same as the BLP of Z(0) based on ∆ ε Z(N ε ∪ F ε ). Since matrix inverse is a continuous function in some neighborhood of K, using basic results on BLPs [e.g., Stein (1999a) 
as ε ↓ 0, and the lemma follows. To apply Lemma 1 to the setting in Figure 4 (a) with K(x) = e −|x| (1 + |x|), it suffices to show
To show, for example, that cov[ε −1 {Z(0, 2ε) − Z(0, ε)}, ε −1 {Z(1 + ε, 0) − Z(1, 0)}] → 0, define the functionK on [0, ∞) byK(r) = e −r (1 + r), which has bounded derivatives of all orders on [0, ∞). Then using a Taylor series,
and cov[ε −1 {Z(0, 2ε) − Z(0, ε)}, ε −1 {Z(1 + ε, 0) − Z(1, 0)}] → 0 follows. Lemma 1 can be applied to the setting in Figure 4 (c) with
Specifically, it is not necessary to consider Z(2ε, ε) and Z(2ε, −ε) separately: by symmetry, the BLP of Z(0, 0) based on Z(N ε ∪ F ε ) depends on Z(2ε, ε) and Z(2ε, −ε) only through Z(2ε, ε) + Z(2ε, −ε). As a final example, let us apply Lemma 1 to the setting in Figure 4 (c) with K given by (4). Again by symmetry, we can restrict to predictors that depend on Z(2ε, ε) and Z(2ε, −ε) only through Z(2ε, ε) + Z(2ε, −ε). For a and b fixed and positive, using a Taylor series and Olver et al. (2010) , page 162], it is possible to show
as ε ↓ 0. This result also holds when a or b equals 0. It follows that
is an asymptotically optimal predictor of Z(0, 0) based on N ε . Furthermore, for c 1 = 2/(e 2 − 4) and c 2 = −e/(e 2 − 4),
, and the conditions of Lemma 1 are satisfied.
Proof of Theorem 1. Theorem 3.1 in Xue and Xiao (2011) implies
as ε ↓ 0. Let us use (9) to show that n j=1 |φ jε | is bounded in ε as ε ↓ 0. If we define M ε = max(1, n j=1 |φ jε |) and x 0 = 0, we can write η ε (ω) in the form M ε n j=0 µ jε e iεωx j for appropriate µ jε 's, where, by construction, |µ jε | ≤ 1 for all j and ε. Thus, if we can show M ε bounded, then n j=1 |φ jε | is also bounded. By (6), there exists 0 < C 1 ≤ C 2 < ∞ such that
for all ω. Thus, making the change of variables ν = εω in the second step,
µ jε e iνx j 2 ν −α−1 dν for all ε < 1. Suppose M ε is unbounded. Then there exists a sequence {ε(k)} tending to 0 such that M ε(k) → ∞. Because the µ jε 's are bounded, there exists (µ 0 , . . . , µ n ) ∈ R n+1 and a subsequence of {ε(k)}, call it {ε(k ℓ )}, along which (µ 0ε(k ℓ ) , . . . , µ nε(k ℓ ) ) → (µ 0 , . . . , µ n ) as ℓ → ∞. Since α > 0, by domi-nated convergence, it follows that
as ℓ → ∞, which, together with (11), contradicts (9), so M ε and n j=1 |φ jε | must be bounded as ε ↓ 0. Now consider the behavior of η ε at low frequencies. Define p ε = 1/ j φ jε andη ε (ω) = 1 − p ε n j=1 φ jε e iεωx j . By (6) and (9), 1 0 |η ε (ω)| 2 dω ≪ ε α and, writing Re for real part,
as ε ↓ 0. Using |e ix − 1| ≤ |x| for all x ∈ R, for β ∈ [0, 1] and α ∈ (0, 2),
Straightforward algebra shows
The boundedness of the φ jε 's in ε implies ||φ ε (ω)| 2 − p −2 ε | 2 ≪ min(1, ε 2 ω 2 ) and |Re φ ε (ω) − p −1 ε | ≪ min(1, ε 2 ω 2 ), and it follows that
as ε ↓ 0, which, together with (12) and (15), yields
as ε ↓ 0. Thus,
as ε ↓ 0. Combining this bound with (13) and (14) implies that for all β ∈ [0, 1],
as ε ↓ 0. Note that the bound in (17) is o(ε α ) as ε ↓ 0 for all α ∈ (0, 2) and β ∈ (0, 1). Let Λ ε = (λ 1ε , . . . , λ mε ), and assume Λ ε = 0 hereafter, as the case Λ ε = 0 is trivial to handle. We next show the correlation of e(N ε ) and
Using the Cauchy-Schwarz inequality and (17), for β ∈ (0, 1),
as ε ↓ 0, uniformly in Λ ε . Next, define R k = 2πk/y 0 and k ε = ⌊y 0 ε −β /(2π)⌋. Then R kε ≤ ε −β and
the last step by the Cauchy-Schwarz inequality. Now consider I 3 in (20). Defining θ ε (ω) = η ε (ω)λ ε (ω), we can write θ ε in the form
|θ jε | ≤ (2M + 1)L ε for all ε sufficiently small. Integrating by parts,
for all ε sufficiently small. Setting β = 1 2 , inequalities (10) and (23) imply
for all ε sufficiently small. Similarly to (9), it is possible to show L ε ε α/2 ≪ λ ε f as ε ↓ 0, so that by (9) and (24),
as ε ↓ 0 uniformly in Λ ε . Since α < 2, this bound tends to 0 uniformly in Λ ε .
Applying (22) and (25) to (20) yields I 2 [defined in (18)] tending to 0 as ε ↓ 0 uniformly in Λ ε , which together with (18) and (19), implies
To finish the proof, it suffices to prove e(N ε ) is asymptotically uncorrelated with all linear combinations of Z(N ε ∪ F ε ). Specifically, defining Ξ ε = (ξ 1ε , . . . , ξ nε ), if we can show
then the theorem follows since
Because e(N ε ) is the error of a BLP based on N ε , corr{e(N ε ), Ξ ε · Z(N ε )} = 0 for all Ξ ε . Thus, (27) follows from (26) if
uniformly in Λ ε and Ξ ε . There is nothing to prove if Ξ ε = 0, so assume Ξ ε = 0 hereafter. Consider the Matérn spectral density f α (ω) = (1 + ω 2 ) −(α+1)/2 , for which the corresponding autocovariance function is K α (x) = c α |x| α/2 K α/2 (|x|), where c α = π 1/2 /{2 α/2−1 Γ((α + 1)/2)} [Stein (1999a) , page 31]. I will write the subscript α to indicate quantities such as variances calculated under K α . Since, by (6), f (ω) ≍ f α (ω), (28) is equivalent to
uniformly in Λ ε and Ξ ε , which is in turn equivalent to lim sup
. . , λ mε ). Using the series expansion for K α [Stein (1999a) , (15) 
ε . Now S α (ε) is nonnegative because m j=1λ jε = 0, and |x| α is a valid variogram for α ∈ (0, 2) [Stein (1999a) , page 37]. Furthermore, ifL ε = 0, S α (ε)/L 2 ε is trivially bounded from above. It is also uniformly bounded from below: if S α (ε)/L 2 ε tends to a limit along any sequence of ε values, then there is a further subsequence along whichΛ ε /L ε converges to someΛ = (λ 1 , . . . ,λ m ) = 0 and, along this subsequence, by dominated convergence,
Thus, no subsequence of S α (ε)/L 2 ε can have 0 as its limit and
which holds even ifL ε = 0. Again using the series expansion for K α , |cov α {Z(y 0 + εy 1 ),Λ ε · Z(F ε )}| ≪ ε αL ε , so that corr α {Z(y 0 + εy 1 ),Λ ε · Z(F ε )} → 0 uniformly inΛ ε = 0. Thus,
as ε ↓ 0, uniformly in Λ ε . Results similar to (31) and (32) 
. . ,ξ nε ) and consider
Since K α has a bounded second derivative outside of a neighborhood of the origin, it is straightforward to obtain the following bounds:
as ε ↓ 0. Applying these bounds to (33) gives
which is in (0, 1) for all y 0 = 0. And, since α < 2,
which, together with (32), (34) and (35), proves (30) and hence (27) and the theorem.
To prove that Theorem 1 also applies to ordinary kriging, note that by setting β = 1 2 , (13) and (16) together with (9) imply η ε 2 f ∼ η ε 2 f as ε ↓ 0. Sinceη ε corresponds to the error of a linear unbiased predictor under the constant mean model, we have that the mean squared error of the ordinary kriging predictor based on Z(N ε ) is at least η ε 2 f and at most η ε 2 f , so that if (1) holds for the simple kriging predictor it also holds for the ordinary kriging predictor.
Proof of Theorem 2.
Restricting N ε to one point and F ε to 2 allows us to make use of Lemma 1 to prove (1). Setting y 2 = 0 simplifies the calculations without changing any essential details. Specifically, defining
′ has limiting covariance matrix of the form given in (8), from which Theorem 2 readily follows. Let us consider the easier parts of the proof first. Independent of ε, the variances of the elements of W ε are 1, K(0), K(0) and 1, respectively. Since Z has a spectral density, K is continuous and |K(y)| < K(0) for all y = 0. Thus, cov(W ε2 , W ε3 ) → K(y 0 ) as ε ↓ 0, and the 2 × 2 matrix with K(0) on the diagonals and K(y 0 ) elsewhere is positive definite. Thus, it suffices to show that the other offdiagonal elements of the covariance matrix of W ε tend to 0 as ε ↓ 0. First, cov(W ε1 , W ε2 ) = 1 2
By the Cauchy-Schwarz inequality,
From (37)- (39), we will have cov(W ε1 , W ε3 ) → 0 as ε ↓ 0 if the right-hand sides of (38) and (39) tend to 0 as T → ∞. The integrability of f implies
, so consider the right-hand side of (38). Let A be the 2 × 2 matrix with first row given by x 1 , orthogonal rows and determinant of 1 and set
Up to a linear rescaling,f is the spectral density of the process Z along the x 1 direction, so it is integrable. In addition, because Z is not mean square differentiable in any direction,
If we can show that
then the right-hand side of (38) will tend to 0 as T → ∞. To prove (41), expand the square in the numerator and consider each term separately. First, by the Cauchy-Schwarz inequality,
Again by the Cauchy-Schwarz inequality,
which tends to 0 when one takes lim S→∞ lim T →∞ sincef is integrable. Finally,
(v 1 ) dv 1 , which tends to 0 as S → ∞, and (41) follows. Thus, cov(W ε1 , W ε3 ) → 0 as ε ↓ 0. Similarly, cov(W ε2 , W ε4 ) → 0 as ε ↓ 0.
We will need the following lemma to handle cov(W ε1 , W ε4 ):
Lemma 2. If Z is not mean square differentiable in the direction x, then lim ε↓0 ε 2 V (εx) = 0.
To prove the lemma, first note that the assumption on Z is equivalent to Define f 1 (ω) = min(f (ω), 1), and write cov 1 to indicate covariances calculated under the spectral density f 1 . Then (2) and f integrable imply that f (ω) = f 1 (ω) outside some bounded set, and it easily follows that cov{Z(0) − Z(εx 1 ), Z(y 0 ) − Z(y 0 + εy 1 )} (43) = cov 1 {Z(0) − Z(εx 1 ), Z(y 0 ) − Z(y 0 + εy 1 )} + O(ε 2 ).
Because Z is not mean square differentiable in any direction, Lemma 2 implies the O(ε 2 ) remainder in (43) makes no contribution to lim ε↓0 cov(W ε1 , W ε4 ).
We proceed by rotating coordinates so that one of the frequency axes points in the direction of y 0 . Specifically, let B be the 2× 2 orthogonal matrix with determinant 1 and first row equal to y 0 and set τ = (τ 1 , τ 2 ) ′ = Bω. Then, defining H ε (τ 1 , τ 2 ) = (1 − e iε(B −1 τ )·x 1 )(1 − e −iε(B −1 τ )·y 1 ), e −iω·y 0 (1 − e iεω·x 1 )(1 − e −iεω·y 1 )f 1 (ω)g(ω) dω.
By (2), g(ω) → 0 as ω → ∞. Thus, given δ > 0, we can find T < ∞ such that g(ω) < δ for |ω| > T . Then (43) and Lemma 2, implies lim ε↓0 cov{W ε1 , W ε4 } = 0. Theorem 2 applies to ordinary kriging as well. Specifically, Z(εx 1 ) is an asymptotically optimal linear predictor of Z(0) based on Z(N ε ∪ F ε ) when the mean of Z is assumed to be 0, so since it is a linear unbiased predictor when the mean is an unknown constant, Z(εx 1 ) must also be asymptotically optimal with respect to this more restricted class of predictors.
