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Abstract. This research is concerned with finding the roots of a function in an interval using
Chebyshev Interpolation. Numerical results of Chebyshev Interpolation are presented to show that
this is a powerful way to simultaneously calculate all the roots in an interval.
Key words. Chebyshev Interpolation, Chebyshev-Frobenius Matrix, Root Finding
1. Introduction. Classically, people use Newton’s iteration or secant method
to calculate the roots of a given function[2]. But the problem is that those methods
can only calculate one root at a time, and sometimes the method can fail if the initial
point is not chosen close to the solution. Here, we investigate a rootfinding method
that uses Chebyshev interpolation[1] and explore its capabilities in finding the roots
in an interval.
Let f(x) be an infinitely differentiable function defined on [a, b]. To compute
the roots of f(x) over [a, b], the first step is to replace the function by a polynomial
approximation fN (xˆ) in Chebyshev series form since the key idea is to interpolate the
function in Chebyshev coordinate and then transform back to ordinary coordinate.
In other words, let
f(x) ≈ fN (xˆ) = a0 + a1T1(xˆ) + a2T2(xˆ) + ...+ aNTN (xˆ)
Each Tn(xˆ) is the Chebyshev polynomial of the first kind of degree n. The next
step is to put the coefficient[3][4] of the series a1, a2, ... into a matrix called Chebyshev-
Frobenius matrix[1]. Then we calculate the eigenvalues of the matrix, and they are
all possibilities of the roots of the function. Finally, we can use Newton’s method to
refine and get rid of some spurious roots.
2. Chebyshev Interpolation.
2.1. Continuous Chebyshev expasion. A function f(x) can be approximated
in terms of Chebyshev polynomials as
(1) f(x) ≈ fN (xˆ) =
N∑
j=0
ajTj(xˆ)
where Tj(xˆ) is the Chebyshev polynomial of the first kind, N is the number of terms,
and xˆ = 2x−(a+b)b−a .
The Chebyshev polynomial of the first kind is defined as
(2) Tj(x) = cos(j arccos(x))
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Then we have
T0(x) = 1
T1(x) = x
T2(x) = 2x
2 − 1
...
Chebyshev polynomials are orthogonal and enjoy the following orthogonality re-
lation: ∫ 1
−1
Tj(x)Tk(x)(1− x2)−1/2dx = Njkδjk
with N00 = pi and Nrr =
1
2pi if r 6= 0. δjk is the Kronecker Delta function and defined
as: δjk = 1 if j = k and δjk = 0 if j 6= k
Multiplying the coefficient aj on both sides, we get∫ 1
−1
ajTj(x)Tk(x)(1− x2)−1/2dx = ajNjkδjk∫ 1
−1
f(x)Tk(x)(1− x2)−1/2dx = ajNjkδjk (f(x) = ajTj(x))∫ 1
−1
f(x)Tj(x)√
1− x2 dx = ajNjj (δjk = 0 if j 6= k)
a0 = pi
∫ 1
−1
f(x)√
1− x2 dx
aj =
pi
2
∫ 1
−1
f(x)Tj(x)√
1− x2 dx (for j 6= 0)
(3)
2.2. Discrete Chebyshev expasion. When the integral can not be evaluated
exactly, we can introduce a discrete grid and use a numerical formula. Chebyshev
polynomials are orthogonal and enjoy the following discrete orthogonality relation:
For i, j ≤ N ,
(4)
N∑
k=0
Ti(xˆk)Tj(xˆk) =

0 i 6= j
N/2 i = j 6= 0
N i = j = 0
where xˆk is the zero of Chebyshev polynomial at N-th degree and is defined as
xˆk = cos
pi(2k − 1)
2N
Since fN (xˆk) interpolates f at the N + 1 Chebyshev nodes, we have that at these
nodes f(xk) = fN (xˆk). Then we have
(5)
N∑
k=0
f(xk)Ti(xˆk) =
N∑
j=0
aj
[
N∑
k=0
Ti(xˆk)Tj(xˆk)
]
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Using (4), we can find that
a0 =
1
N
N∑
k=1
f(xk)
aj =
2
N
N∑
k=1
f(xk)Tj(xˆk) (for j 6= 0)
(6)
where xk is the zero of Chebyshev polynomia in the whole interval and can be calcu-
lated using xk =
1
2 (a+ b+(b−a)xˆk). f(xk) is the value of original function evaluated
at these zeros.
Tj(xk) is the value of Chebyshev polynomial Tj(x) at the zeros of TN (x). Using
equation (2), Tj(xk) can be found as
Tj(xk) = cos
j(2k − 1)pi
2N
2.3. Rate of Convergence. If we repeatedly integrate equation (3) by parts,
we get
an =
1
nm
2
pi
∫ 1
−1
f (m)(x)Tj(x)√
1− x2 dx
Thus, if f is m-times differentiable in [−1, 1], the above integral exists, and we can
conclude that an = O(n
−m), n = 1, 2, ....
Since Tj is bounded above by 1 on [−1, 1], it follows that the truncation error is
bounded by the sum of the absolute value of negelected coefficients:
| f(x)− fN (X) |≤
∞∑
n=N+1
| an |
Therefore, we can conclude that when a function f has m+ 1 continuous derivatives
on [1, 1],where m is a finite number, then | f(x)− fN (x) |= O(n−m) as n→∞ for all
x ∈ [1, 1]. If f is infinitely differentiable, then the convergence is faster than O(n−m)
no matter how large we take m.
3. Chebyshev-Frobenius matrix. From equation (1), we get a polynomial
expansion fN (xˆ) =
∑N
j=0 ajTj(xˆ) for f(x). If we multiply each basis function Tj(xˆ)
by xˆ, we get a new polynomial of degree j + 1. We can reexpand the polynomial as
xˆTj(xˆ) =
j+1∑
k=0
Hj,kTj(xˆ)
for some coefficients Hj,k.
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Define a vector ~T whose N elements are the basis functions. Then the first N
polynomials xTj(xˆ) can be organized in to a matrix equation,
H~T = xˆ ~T −HN,N+1TN (xˆ) ~eN
Note that the term HN+1TN (xˆ) ~eN arises because the product of the last term xTN−1
is a polynomial of degree N . However, TN 6∈ ~T . Therefore, we have to substract the
term to make both sides of the equation balance.
We can remove the extra TN term by adding qfN (xˆ) and substracting it from the
last row of the matrix, which becomes
N−1∑
k=0
HN,k+1Tk(xˆ)
=xˆTN−1(xˆ)−HN,N+1TN (xˆ) + q
aNTN (xˆ) +
N−1∑
j=0
ajTj(xˆ)
− qfN (xˆ)
If q = HN,N+1/aN , the TN term can be cancelled. Then the equation becomes
N−1∑
k=0
HN,k+1Tk(xˆ) = xˆTN−1(xˆ) +
HN,N+1
aN
N−1∑
j=0
ajTj(xˆ)− HN,N+1
aN
fN (xˆ)
N−1∑
k=0
{
HN,k+1Tk(xˆ)−HN,N+1 ak
aN
Tk(xˆ)
}
= xˆTN−1 − HN,N+1
aN
fN (xˆ)
If xˆ is the root of fN (xˆ), so fN (xˆ) = 0. Then the matrix problem becomes an
eigenvalue problem, H~T = xˆ ~T where the elements of M are
Mj,k = Hj,k j = 1, 2, ...N − 1
MN,k = HN,k −HN,N+1 ak−1
aN
k = 1, 2, ...N
Based on this, we can find the root using a special matrix called a Chebyshev-
Frobenius matrix. This is defined as
Ajk =

δ2,k j = 1, k = 1, 2, ..., N
1
2{δj,k+1 + δj,k−1} j = 2, ..., (N − 1), k = 1, 2, ..., N
(−1)ak−12aN + 12δk,N−1 j = N, k = 1, 2, ..., N
where δjk is the usual Kronecker Delta function.
For example, when the polynomial is 5-th degree, we can write the matrix as
0 1 0 0 0
1/2 0 1/2 0 0
0 1/2 0 1/2 0
0 1 1/2 0 1/2
(−1) a02a5 (−1) a12a5 (−1) a22a5 (−1) a32a5 + (1/2) (−1) a42a5

The eigenvalues of the matrix are roots of Chebyshev nodes in standard interval.
We only accept roots that are within 10−8 of real axis and within 10−6 of 1.
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Finally, we can convert the roots from standard interval to the whole interval
using x = 12 [a+ b+ (b− a)xˆ] and get all the roots in x ∈ [a, b].
4. Newton-Polishing. After calculating all possible roots, we can examine the
validity of each root locally by using one or two Newton iterations of f(x). Newton’s
iteration is defined as
x(n+1) = x(n) − f(x
(n))
df/dx(x(n))
Therefore, once we find a possible root, we can refine the root by finding a better
root close to it. For efficiency, it is important to stop when further iterations produce
no reduction in the correction.
5. Numerical Experiment. Chebyshev Rootfinder works very well for various
continuous functions. First we try to show how well Chebyshev approximation can
interpolate a certain function by comparing the graph of actual function and polyno-
mial obtained by certain N-th degree Chebyshev Interpolation. Then we try to show
how well Chebyshev Interpolation converges by comparing the roots obtained from
different N-th degree Chebyshev Interpolation.
5.1. Case 1: Trigonometrix function. For the first case, we use trigonometrix
function
f(x) = cos(x)
where x ∈ [−10, 10]. We compare 12-th degree Chebyshev Interpolation with
the real function since the difference becomes so small if we take more terms to
approximate the function. We also find all possible roots obtained using Chebyshev-
Frobenius matrix and all accepted roots. We only accept roots that are within 10−8
of real axis and within 10−6 of 1. Finally, we convert those roots to real axis and see
how those roots converge as we take more term to approximate the function. The
results are illustrated in Figure 1,2,3,4, and 5.
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Figure 1: Graph of actual function and Chebyshev approximation for N = 12.
Figure 2: All possible roots for N = 13.
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Figure 3: All possible roots for N = 20.
Figure 4: All possible roots for N = 30.
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Figure 5: All acceped roots in x ∈ [−10, 10] for different value of N .
As can be seen, when we take more Chebyshev terms to approximate the function,
the number of possible roots increases. Since we only accept roots in certain interval,
the number of accepted roots stays the same. Also, notice that the accuracy of the
actual results increases as we take more and more Chebyshev terms, which suggests
the convergence of Chebyshev approximation.
5.2. Case 2: Exponential function. For the second case, we use exponential
function
f(x) = ex
where x ∈ [−10, 10]. We compare 8-th degree Chebyshev Interpolation with
the real function for the same reason as the previous one. We also find all possible
roots obtained using Chebyshev-Frobenius matrix and all accepted roots. Finally, we
convert those roots to real axis and see how those roots converge as we take more
term to approximate the function. The results are illustrated in Figure 6,7,8,9, and
10.
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Figure 6: Graph of actual function and Chebyshev approximation for N = 8.
Figure 7: All possible roots for N = 13.
Figure 8: All possible roots for N = 20.
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Figure 9: All possible roots for N = 30.
Figure 10: All acceped roots in x ∈ [−10, 10] for different value of N .
As can be seen, when we only take only few terms to approximate the function,
it gave some spurious roots. However, when we take more and more terms to ap-
proximate the function, the number of spurious and eventually disappears, which also
suggests the convergence of Chebyshev approximation.
5.3. Case 3: Slightly complex function. Chebyshev approximation doesn’t
work very well some slightly complex function in that the number of calculated roots
may increase as we take more and more terms. For the last case, we use
f(x) = e(−0.5x
2)(12− 48x2 + 16x4)
where x ∈ [−10, 10]. We compare 30-th degree Chebyshev Interpolation with the
real function to understand why the number of calculated roots increase as the term
of Chebyshev Interpolation increases. We also find all possible roots obtained using
Chebyshev-Frobenius matrix and all accepted roots. Finally, we convert those roots
to real axis to show that the number of roots increases as the number of term in
Chebyshev Interpolation increases. The results are illustrated in Figure 11,12,13,14,
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and 15.
Figure 11: Graph of actual function and Chebyshev approximation for N = 30.
Figure 12: All possible roots for N = 10.
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Figure 13: All possible roots for N = 20.
Figure 14: All possible roots for N = 40.
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Figure 15: All acceped roots in x ∈ [−10, 10] for different value of N .
From the figure 11, we can see that there are oscillations near the end of bound-
aries. This phenomenon is know as Gibb’s phenomenon. Since Chebyshev approxi-
mation is a great tool to find all possible roots globally, we can use other interpolation
method like Newton’s method to get rid of those spurious roots and find the actual
roots locally.
6. Conclusions. As one can see, Chebyshev approximation has a really fast
convergence rate. Unlike Newton’s method, it is a great tool to compute all possible
roots at once globally. However, sometimes Chebyshev approximation can yield spu-
rious roots due to Gibb’s phenomenon, and it is a good idea to use Newton’s method
in the end to refine individual roots locally.
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