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Abstract
Let g be a Lie algebra over a field of characteristic zero equipped
with a vector space decomposition g = g− ⊕ g+, and let s and t
be commuting formal variables commuting with g. We prove that
the map C : sg−[[s, t]] × tg+[[s, t]] −→ sg−[[s, t]] ⊕ tg+[[s, t]] defined
by the Campbell-Baker-Hausdorff formula and given by esg
−
etg
+
=
eC(sg
−,tg+) for g± ∈ g±[[s, t]] is a bijection, as is well known when g is
finite-dimensional over R or C, by geometry. It follows that there exist
unique Ψ± ∈ g±[[s, t]] such that etg
+
esg
−
= esΨ
−
etΨ
+
(also well known
in the finite-dimensional geometric setting). We apply this to a Lie
algebra g consisting of certain formal infinite series with coefficients
in a Z-graded Lie algebra p, for instance, an affine Lie algebra, the Vi-
rasoro algebra or a Grassmann envelope of the N = 1 Neveu-Schwarz
superalgebra. For p the Virasoro algebra, the result was first proved
by Huang as a step in the construction of a geometric formulation of
the notion of vertex operator algebra, and for p a Grassmann envelope
of the Neveu-Schwarz superalgebra, it was first proved by Barron as
a corresponding step in the construction of a supergeometric formula-
tion of the notion of vertex operator superalgebra. In the special case
of the Virasoro (resp., N = 1 Neveu-Schwarz) algebra with zero cen-
tral charge the result gives the precise expansion of the uniformizing
1Supported in part by an NSF Mathematical Sciences Postdoctoral Research Fellowship
and by a University of California President’s Postdoctoral Fellowship
2Supported in part by NSF grant DMS-9622961
3Supported in part by NSF grants DMS-9401851 and DMS-9701150
1
function for a sphere (resp., supersphere) with tubes resulting from
the sewing of two spheres (resp., superspheres) with tubes in two-
dimensional genus-zero holomorphic conformal (resp., N = 1 super-
conformal) field theory. The general result places such uniformization
problems into a broad formal algebraic context.
1 Introduction
Recall that for a Lie algebra g over a field of characteristic zero and g1, g2 ∈ g,
the classical Campbell-Baker-Hausdorff formula (cf. [R]) gives a formal Lie
series C(g1, g2) in g1 and g2 such that e
g1eg2 = eC(g1,g2). In this paper we
prove the following factorization theorem (see Theorem 3.1 below): Let g be
equipped with a vector space decomposition g = g− ⊕ g+. Then the map
C : sg−[[s, t]]× tg+[[s, t]] −→ sg−[[s, t]]⊕ tg+[[s, t]] (1)
defined by the Campbell-Baker-Hausdorff formula and given by
esg
−
etg
+
= eC(sg
−,tg+) (2)
for g± ∈ g±[[s, t]] is a bijection; here s and t are commuting formal variables
commuting with g. The map C is just the Campbell-Baker-Hausdorff formula
inside the Lie algebra g[[s, t]], the coefficients s and t in (2) making this
possibly infinite Lie series well-defined. The content of our theorem is that
C−1 exists and is a factorization of formal exponentials with respect to this
vector space decomposition. (Note that in the domain of the map C in (1),
we have the cartesian product of the two spaces, while in the codomain we
of course have the same set but viewed as the vector space direct sum.)
In the case that g is a finite-dimensional Lie algebra over R or C, this
result is well known and is proved using the geometry of a corresponding
Lie group (see e.g. [V]). But in the case of infinite-dimensional Lie alge-
bras, since the theory of the corresponding group-like structures and of the
correspondence between Lie algebras and these group-like structures is not
developed, the argument proving in the finite-dimensional Lie algebra case
that for given h± ∈ g±[[s, t]], one can factor esh
−+th+ uniquely as esg
−
etg
+
for
some g± ∈ g±[[s, t]] cannot be generalized directly. Even more to the point,
in the case of the Virasoro algebra and the N = 1 Neveu-Schwarz (supercon-
formal) algebra, special cases of this result were indeed needed and proved
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in the very study of the correspondence between the infinite-dimensional
Lie algebras and the group-like structures (see [H1]-[H3] and [B1]-[B2]). To
our knowledge, the present general formal factorization result in the infinite-
dimensional case has not previously appeared in the literature. Regardless,
in the present work we are mainly concerned with applications of the result
(in the infinite-dimensional case).
We also give precise information about the form of the elements sg− and
tg+ in terms of sh− and th+ by defining universal formal series that we
call the “canonical factorization series” F±, which are certain formal infinite
linear combinations of “words” in sh−, th+ and the canonical projections
pi± : g[[s, t]] → g±[[s, t]], and showing that sg− = F−(sh−, th+; pi±) and
tg+ = F+(sh−, th+; pi±).
As a corollary of the factorization theorem stated above, we use (1) and
(2) to construct (see Corollary 3.12 below) a unique bijection:
Ψ : tg+[[s, t]]× sg−[[s, t]] −→ sg−[[s, t]]× tg+[[s, t]] (3)
such that for g± ∈ g±[[s, t]],
etg
+
esg
−
= esΨ
−
etΨ
+
(4)
with sΨ− = pi− ◦ Ψ(tg+, sg−) and tΨ+ = pi+ ◦ Ψ(tg+, sg−). We call this
result “formal algebraic uniformization,” for reasons about to be explained.
It follows from the information contained in the canonical factorization series
arising from the factorization theorem, and the Campbell-Baker-Hausdorff
theorem, that sΨ− and tΨ+ are equal to certain universal formal series of
words in sg−, tg+ and the projections pi±. We call these canonical series the
“formal algebraic uniformization series.”
In our applications, which we are about to describe, we use the existence
of the canonical factorization series and of the formal algebraic uniformization
series as steps in the proof. These formal series of words can be thought of
as analogues, in some sense, of the Campbell-Baker-Hausdorff series.
For p a Z-graded Lie algebra, we apply the formal algebraic uniformiza-
tion (and also factorization) results to a Lie subalgebra g of the Lie algebra
consisting of certain formal infinite series with coefficients in p (Corollary
4.1 below). In [H1], Huang proved Corollary 4.1 in the case where p is the
Virasoro algebra (see Application 4.3 below) by first establishing the result
in a certain representation of the Virasoro algebra, namely, the standard rep-
resentation given by Ln 7→ −x
n+1 d
dx
∈ End(C[x, x−1]) and c = 0, and then
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lifting to representations with general c, and extending to a modification of
the universal enveloping algebra. In [B1], Barron used a similar approach
to prove Corollary 4.1 in the case where p is a Grassmann envelope of the
N = 1 Neveu-Schwarz superalgebra (see Application 4.7 below). These two
cases are fundamental to the sewing operations in conformal and N = 1
superconformal field theory, respectively (see [H1]-[H3], [B1]-[B2]). In the
case of the Virasoro (resp., N = 1 Neveu-Schwarz) algebra with zero central
charge the result gives the precise expansion of the uniformizing function for
a sphere (resp., supersphere) with tubes resulting from the sewing of two
spheres (resp., superspheres) with tubes in two-dimensional genus-zero holo-
morphic conformal (resp., N = 1 superconformal) field theory. This paper
gives a unified proof of these two results and further shows that these are
special cases of a much more general result, namely, Corollary 4.1. This
corollary can in addition be applied to obtain the corresponding results for
a Grassmann envelope of the N > 1 Neveu-Schwarz algebras of supersym-
metries in N > 1 superconformal field theories, and also to such structures
as affine Lie algebras (see Application 4.2 below) and superalgebras. Since
Corollary 4.1 is in turn a special case of Corollary 3.12, we can perhaps view
Corollary 3.12 as a generalized and canonical formal algebraic version of such
uniformization.
To prove the results of the present paper, one might have hoped that the
method used in [H1] and [B1] to obtain the results in special representations
could be generalized directly to the universal enveloping algebra arising in
the formulations of our main results. However, the direct generalization of
that method to the universal enveloping algebra does not work because the
method in [H1] and [B1] uses properties of the special representations that
universal enveloping algebras do not have. In the present paper, instead
of working in the universal enveloping algebra, we work directly in the Lie
algebra (see Remark 3.10 below). In particular, we reformulate the desired
results as equations in the Lie algebra, and the method in [H1] and [B1] used
for special representations can now be applied in the Lie algebra to solve
these equations and thus obtain the results (see Remark 3.11 below). In fact
a crucial observation in this paper is that even though there is no setting
involving universal enveloping algebras to which the method of proof used in
[H1] and [B1] can be applied, one can in fact still find a very general setting
to which the method can be applied, a setting very different from the ones
in [H1] and [B1].
This paper is organized as follows. In Section 2, we give a review of
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the Campbell-Baker-Hausdorff formula, including some notation that will be
useful later. In Section 3, we prove the main theorem on the factorization of
formal exponentials, we establish a number of related results, and we use the
main theorem to prove the corollary giving formal algebraic uniformization.
We also introduce the canonical factorization series and the formal algebraic
uniformization series. In Section 4, we apply these results to Lie algebras
consisting of certain formal infinite series with coefficients in a Z-graded Lie
algebra. We then give several applications of the result for affine Lie algebras,
the Virasoro algebra and Grassmann envelopes of the N = 1 Neveu-Schwarz
superalgebra. For the latter two applications, we discuss the importance of
these results to conformal and superconformal field theory, and we point out
that the result also applies to Grassmann envelopes of the N > 1 Neveu-
Schwarz algebras.
2 The Campbell-Baker-Hausdorff formula
We begin with some review of the Campbell-Baker-Hausdorff formula, fol-
lowing [R]. Let F be a field of characteristic zero, and let a and b be two
formal noncommuting symbols. Let F〈a, b〉 be the F-algebra of formal linear
combinations of words in a and b, i.e., noncommutative polynomials in a and
b over F. A Lie polynomial in a and b is an element of the smallest F-subspace
of F〈a, b〉 containing a and b and closed under Lie brackets. For an element
S of the formal completion F〈〈a, b〉〉 of F〈a, b〉, write
S =
∑
n∈N
Sn,
where each Sn is homogeneous of total degree n in a and b. Then S is called
a Lie series if each Sn is a Lie polynomial. For any formal series S ∈ F〈〈a, b〉〉
with no constant term, its formal exponential
eS =
∑
n∈N
Sn
n!
is well defined.
The Campbell-Baker-Hausdorff theorem asserts the existence of a (unique)
Lie series C(a, b) ∈ Q〈〈a, b〉〉 such that
eaeb = eC(a,b). (5)
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We now recall the precise formula for C(a, b). Even though we will not
need the main information contained in it, it is nice to see the role that it plays
in our proof of the bijectivity of C in Theorem 3.1 below. For S ∈ Q〈〈a, b〉〉,
let S ∂
∂b
denote the derivation of Q〈〈a, b〉〉 that maps a to 0 and b to S. The
series C(a, b) is given by
C(a, b) = exp
(
H1
∂
∂b
)
(b), (6)
where
H1 =
(
ad b
ead b − 1
)
(a),
and H1 is the part of C(a, b) that is homogeneous of degree one with respect
to a. In particular, if we write
C(a, b) =
∑
j∈N
Hj (7)
where Hj is the part of C(a, b) that is homogeneous of degree j with respect
to a, then
Hj =
1
j!
(
H1
∂
∂b
)j
(b)
(cf. [R]). Furthermore, writing
Hj =
∑
k∈N
Hj,k, (8)
where Hj,k ∈ Q〈a, b〉 is homogeneous of degree j in a and degree k in b, we
note that
Hj,0 =
{
a if j = 1
0 otherwise
, H0,k =
{
b if k = 1
0 otherwise
(9)
and
H1,1 =
1
2
[a, b]. (10)
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3 Factorization of formal exponentials and for-
mal algebraic uniformization
In this section we state and prove the two main results of the paper: fac-
torization of formal exponentials (Theorem 3.1) and formal algebraic uni-
formization (Corollary 3.12). We also give precise information about the
form of the resulting elements (Theorem 3.6 and Corollary 3.13).
We work over our field F of characteristic zero. We fix a Lie algebra g.
We want to use the Campbell-Baker-Hausdorff formula, where the formal
symbols a and b in the series C(a, b) are now replaced by elements of g, and
we want to consider the resulting Lie series as an element of g rather than
as a formal series. In other words, we want to evaluate the brackets within
the Lie algebra g, but in general, the series might not be well defined in g
since it will typically contain infinitely many nonzero terms. However, let
us introduce commuting formal variables s and t commuting with g. We
consider the Campbell-Baker-Hausdorff series C(sg1, tg2) for any g1, g2 ∈
g. From (6), (7) and (8), we see that each Hj,k for j, k ∈ N in the Lie
series C(sg1, tg2) involves only finitely many brackets in g[[s, t]], and therefore
when we evaluate brackets in g, the coefficient of a given sjtk in C(sg1, tg2)
is well defined in g. Thus C(sg1, tg2) is a well defined element of g[[s, t]].
Furthermore, note that if, more generally, g1, g2 ∈ g[[s, t]], then for j, k ∈ N,
each Hj,k in the Lie series C(sg1, tg2) is a sum of terms of degree greater than
or equal to j in s and k in t, so that C(sg1, tg2) is still well defined in g[[s, t]].
Of course the exponentials esg1, etg2 and eC(sg1,tg2) are elements of the algebra
U(g)[[s, t]] of formal power series over the universal enveloping algebra U(g).
Fix a vector space decomposition of the Lie algebra g:
g = g− ⊕ g+, (11)
so that g[[s, t]] = g−[[s, t]]⊕ g+[[s, t]]. Let
pi± : g[[s, t]] −→ g±[[s, t]]
be the corresponding projection maps. Then we have:
Theorem 3.1 (The Factorization Theorem) The map
C : sg−[[s, t]]× tg+[[s, t]] −→ sg−[[s, t]]⊕ tg+[[s, t]] (12)
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defined by the Campbell-Baker-Hausdorff formula and given by
esg
−
etg
+
= eC(sg
−,tg+) (13)
for g± ∈ g±[[s, t]] is a bijection. The lowest order terms of C(sg−, tg+) are
described as follows:
C(sg−, tg+) = sg− + tg+ + st
1
2
[g−, g+] + stq(s, t), (14)
where q(s, t) ∈ g[[s, t]] and q(0, 0) = 0. Moreover, for h± ∈ g±[[s, t]], the
lowest order terms of
C−1(sh− + th+) = (sg−, tg+)
are described as follows:
g− = h− +
1
2
tpi−([h+, h−]) + tr−(s, t), (15)
g+ = h+ +
1
2
spi+([h+, h−]) + sr+(s, t), (16)
where r±(s, t) ∈ g±[[s, t]] and r±(0, 0) = 0.
Proof: For g± ∈ g±[[s, t]], the expression esg
−
etg
+
is well defined in
U(g)[[s, t]], and by the Campbell-Baker-Hausdorff theorem and the discussion
above, there exists a unique element C(sg−, tg+) ∈ g[[s, t]] such that (13)
holds; moreover, (14) also holds.
For g± ∈ g±[[s, t]], write g± =
∑
m∈N g
±
m where g
±
m is homogeneous of
degree m in s, and write
g±m =
∑
n∈N
g±m,n (17)
where g±m,n ∈ g
±[s, t] is homogeneous of degree m in s and degree n in t, i.e.,
g±m,ns
−mt−n ∈ g±. To prove that C is bijective, given h± ∈ g±[[s, t]], we will
use recursion on m and n to construct unique g± ∈ g±[[s, t]] such that
C(sg−, tg+) = sh− + th+. (18)
We will use the notation h±m and h
±
m,n, by analogy with (17).
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For g± ∈ g±[[s, t]], consider the series in g[[s, t]] given by the Campbell-
Baker-Hausdorff formula
C(sg−, tg+) =
∑
j,k∈N
Hj,k(sg
−, tg+) (19)
where Hj,k(sg
−, tg+) involves brackets containing exactly j of the elements
sg− and exactly k of the elements tg+, as in (7) and (8). In particular,
Hj,k(sg
−, tg+) is a sum of terms of degree greater than or equal to j in s and
degree greater than or equal to k in t. From (6),
C(sg−, tg+) = tg+ +
(
ad tg+
ead tg
+ − 1
)
(sg−) + p(s, t) (20)
where p(s, t) is a Lie series in sg− and tg+ whose terms have degree greater
than one in sg− and degree greater than zero in tg+, and in particular, whose
terms have degree greater than one in s and degree greater than zero in t.
We set C(sg−, tg+) = sh− + th+ in (20). Equating the terms of degree zero
in s is equivalent to the “initial conditions”
g+0 =
∑
n∈N
g+0,n =
∑
n∈N
h+0,n = h
+
0 . (21)
Moreover, equating the terms of degree zero in t is equivalent to the initial
conditions ∑
m∈N
g−m,0 =
∑
m∈N
h−m,0. (22)
Equating the terms of degree one in s in equation (20) and using the
initial conditions (21) amounts to the formula
sh−0 + th
+
1 = tg
+
1 +
(
ad th+0
ead th
+
0 − 1
)(
sg−0
)
= tg+1 +
(∑
k∈N
Bk
k!
(ad th+0 )
k
)(
sg−0
)
,
where Bk, k ∈ N, are the Bernoulli numbers, defined by the generating
function ∑
k∈N
Bk
k!
xk =
x
ex − 1
.
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Equivalently (using the decomposition (11)),
sg−0 = sh
−
0 − spi
−
(∑
k>0
Bk
k!
(ad th+0 )
kg−0
)
, (23)
tg+1 = th
+
1 − spi
+
(∑
k>0
Bk
k!
(ad th+0 )
kg−0
)
. (24)
Equating the terms of degree one in s and one in t in equations (23) and (24)
and using the initial conditions (22) is equivalent to the following information:
g−0,1 = h
−
0,1 − B1pi
−([th+0,0, h
−
0,0])
= h−0,1 +
1
2
tpi−([h+0,0, h
−
0,0]) (25)
and
g+1,0 = h
+
1,0 − sB1pi
+([h+0,0, h
−
0,0])
= h+1,0 +
1
2
spi+([h+0,0, h
−
0,0]). (26)
The conditions (21), (22), (25) and (26) are together equivalent to (15) and
(16).
We will use recursion on the subscripts to construct and uniquely de-
termine all the g±m,n by equating the coefficients of appropriate powers of s
and t in (18). So far, we have the following: Equating the coefficients of
s0tn (n ≥ 1) in (18) is equivalent to the information g+0,n−1 = h
+
0,n−1 (21);
the equation for smt0 (m ≥ 1) is equivalent to g−m−1,0 = h
−
m−1,0 (22); and
the equation for s1t1 is equivalent to (25) and (26), using the special cases
g+0,0 = h
+
0,0 and g
−
0,0 = h
−
0,0 of (21) and (22). Note that (23) and (24) do
not serve to uniquely construct g−0,n for n > 1 or g
+
m,0 for m > 1 as desired,
since we must still use the recursive procedure below to uniquely express the
components of g−0 on the right-hand sides of (23) and (24) in terms of h’s.
(The general recursion below will redo the cases g−0,1 and g
+
1,0, but we needed
the precise formulas (25) and (26).)
Let m,n > 0. Equating the coefficients of smtn in (18) is equivalent to
the equation
sg−m−1,n + tg
+
m,n−1 + lm,n = sh
−
m−1,n + th
+
m,n−1, (27)
10
where lm,n is an explicit linear combination, homogeneous of degree m in s
and of degree n in t, of brackets of two or more elements of the form sg−p,q and
tg+p,q (with at least one of each of these two types) with p < m and q < n.
We equivalently have
sg−m−1,n = sh
−
m−1,n − pi
−(lm,n)
and
tg+m,n−1 = th
+
m,n−1 − pi
+(lm,n).
Proceeding through the sequence (for example)
(m,n) = (1, 1); (1, 2), (2, 1); (1, 3), (2, 2), (3, 1); (1, 4), . . . ,
we see that we have an effective recursive procedure for uniquely computing
all the g±m,n in terms of the h
±
m,n, Lie brackets, and the projections pi
±. In
particular, the map C is bijective.
Problem 3.2 The map C−1 is given by a precise recursive procedure. We
propose the following problem: Find a closed form for this map. See also
Problem 3.7 below.
Remark 3.3 Theorem 3.1 and our method of proof, based on the decompo-
sition (11), generalize to the case of a decomposition of g into an arbitrary
finite number of subspaces.
The proof of Theorem 3.1 yields the following more precise information
about how the elements g± are built from the elements h± using commutators
and the projections pi±, under the assumption (which we will remove in
Theorem 3.6 below) that h± ∈ g, i.e., that the elements h± do not involve s
or t:
Proposition 3.4 In the setting of Theorem 3.1, suppose that h± ∈ g. Write
F〈h±; pi±〉 (resp., F〈sh−, th+; pi±〉) for the smallest Lie subalgebra of g (resp.,
g[[s, t]]) containing the elements h− and h+ (resp., sh− and th+) and closed
under the projections pi±, i.e., compatible with the decomposition (11) in the
sense that it is the direct sum of its intersections with g± (resp., g±[[s, t]]).
We have:
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(a) The Lie algebra F〈sh−, th+; pi±〉 is N × N-graded by means of the
decomposition
F〈sh−, th+; pi±〉 =
∐
m,n∈N
F〈h±; pi±〉m,ns
mtn, (28)
where F〈h±; pi±〉m,n is the subspace of F〈h
±; pi±〉 spanned by the elements built
from commutators involving exactly m elements h− and exactly n elements
h+, and from the projections pi±. (Warning: The subspaces F〈h±; pi±〉m,n
might not be disjoint; for instance, we might have, say, [h+, h−] = h+.)
(b) Consider the formal completion
F〈〈sh−, th+; pi±〉〉 =
∏
m,n∈N
F〈h±; pi±〉m,ns
mtn (29)
of F〈sh−, th+; pi±〉 in g[[s, t]], so that F〈〈sh−, th+; pi±〉〉 is naturally a Lie
subalgebra of F〈h±; pi±〉[[s, t]] stable under pi±. We have:
sg−, tg+ ∈ F〈〈sh−, th+; pi±〉〉. (30)
Proof: Part (a) is clear. To prove (b), it is sufficient to show that
(sg−)m,n, (tg
+)m,n ∈ F〈h
±; pi±〉m,ns
mtn (31)
for all m and n (using the notation (17) for homogeneous components of
elements of g[[s, t]]). We proceed through the proof of Theorem 3.1 and
indicate the special information that we have in this situation. Formula (18)
remains the same, but since the elements h± do not involve s or t, we do not
need to consider the components h±m or h
±
m,n. From (18) we find that (21)
and (22) become, respectively:
tg+0 = th
+, (32)
s
∑
m∈N
g−m,0 = sh
−, (33)
so that g+0 = h
+ is independent of s and t, and
∑
g−m,0 = g
−
0,0 = h
− and is
also independent of s and t. Also, (25) and (26) become, respectively:
sg−0,1 =
1
2
pi−([th+, sh−]), (34)
tg+1,0 =
1
2
pi+([th+, sh−]). (35)
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For m,n > 0, the right-hand side of (27) is 0, and (27) becomes:
sg−m−1,n + tg
+
m,n−1 + lm,n = 0, (36)
where lm,n is an (explicit) linear combination as indicated in the proof. Now
we just use the inductive procedure described in the proof to establish (31)
by induction on (m,n). The cases m = 0 and n = 0 are covered by (32)
and (33), respectively, and the case (1, 1) follows from (34) and (35); l1,1 is
a multiple of s1t1[h+, h−]. The general inductive step is clear, and the result
is proved.
Remark 3.5 The proof constructs sg− and tg+, using the Campbell-Baker-
Hausdorff series, as canonical formal series of “words” involving brackets of
sh− and th+, and the projections pi±, independently of the Lie algebra g or
of pi± or of the elements h±. Let us call these two formal series of words the
canonical factorization series and let us write them as
F±(sh−, th+; pi±). (37)
They are analogues, in some sense, of the Campbell-Baker-Hausdorff series.
Now we remove the assumption h± ∈ g in Proposition 3.4, using Prop-
sition 3.4 to obtain the corresponding information in the general case. We
write F〈sh−, th+; pi±〉 for the smallest Lie subalgebra of g[[s, t]] containing
sh− and th+ and closed under pi± and we define the formal completion
F〈〈sh−, th+; pi±〉〉 of F〈sh−, th+; pi±〉 to be the vector space of formal (possibly
infinite) linear combinations of “words” involving brackets of the elements
sh− and th+, and the projections pi±. This space is well defined because
there are only finitely many words involving smtn for fixed m,n ∈ N. The
space F〈〈sh−, th+; pi±〉〉 is clearly a Lie subalgebra of g[[s, t]] stable under
pi±. Note that this Lie algebra is an analogue of the Lie algebra F〈〈a, b〉〉
in Section 2. In the special case that h± ∈ g, this Lie algebra agrees with
the already-defined Lie algebra (29). We have the following generalization of
Proposition 3.4:
Theorem 3.6 In the general setting of Theorem 3.1 (in the absence of the
assumption h± ∈ g), we have:
sg−, tg+ ∈ F〈〈sh−, th+; pi±〉〉, (38)
13
and sg− and tg+ are given by the canonical factorization series (recall Remark
3.5):
sg− = F−(sh−, th+; pi±), tg+ = F+(sh−, th+; pi±). (39)
Moreover, the lowest-order terms in sg− and tg+ are given by:
sg− = sh− +
1
2
pi−([th+, sh−]) + u−(s, t), (40)
tg+ = th+ +
1
2
pi+([th+, sh−]) + u+(s, t), (41)
where u±(s, t) ∈ F〈〈sh−, th+; pi±〉〉± are formal (possibly infinite) linear com-
binations of words involving at least three occurrences of sh− and th+ (in-
cluding at least one of each).
Proof: Write h for the Lie algebra g[[s, t]] and apply Proposition 3.4 to
the Lie algebra h in place of g and h[[s1, t1]] in place of g[[s, t]], with s1 and
t1 new formal variables. We find that given our elements h
± ∈ g±[[s, t]], we
have that the formula
es1g
−
1 et1g
+
1 = es1h
−+t1h+ (42)
determines unique elements (by Theorem 3.1)
g±1 ∈ h[[s1, t1]], (43)
and by Proposition 3.4, for allm,n ∈ N, the coefficient of sm1 t
n
1 in s1g
−
1 and in
t1g
+
1 lies in F〈h
±; pi±〉m,n, where F〈h
±; pi±〉 and F〈h±; pi±〉m,n are defined as in
Proposition 3.4 in the present case. Moreover, s1g
−
1 and t1g
+
1 are expressed
by the canonical factorization series in terms of s1h
− and t1h
+, and pi±, and
the low-order terms with respect to s1 and t1 in g
±
1 are given by (15) and (16)
with s1 and t1 in place of s and t and with F〈h
±; pi±〉 in place of g. We may
set s = s1 and t = t1 in (42), and we see that the elements g
± are determined
from the elements
g±1 ∈ F〈h
±; pi±〉[[s1, t1]] (44)
(which are uniquely determined by the formula (42)), by the specialization
g± = g±1 |s1=s, t1=t. (45)
Moreover,
s1g
−
1 = s1h
− +
1
2
s1t1pi
−([h+, h−]) + s1t1r
−
1 (s1, t1), (46)
t1g
+
1 = t1h
+ +
1
2
s1t1pi
+([h+, h−]) + s1t1r
+
1 (s1, t1), (47)
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where
r±1 (s1, t1) ∈ F〈h
±; pi±〉±[[s1, t1]], r
±
1 (0, 0) = 0, (48)
and for all m,n ≥ 1 with either m or n ≥ 2, the coefficient of sm1 t
n
1 in
s1t1r
±
1 (s1, t1) is a linear combination of elements of F〈h
±; pi±〉 built according
to the canonical factorization series from commutators involving exactly m
elements h− and exactly n elements h+, and from the projections pi±. This
gives the desired result.
Problem 3.7 Find closed forms for the canonical factorization series F±.
(Cf. Problem 3.2 and the classical formula (6) for the Campbell-Baker-
Hausdorff series.)
Remark 3.8 Here we give an alternate, direct, simple proof of the unique-
ness of the factors in the product esg
−
etg
+
in (13) (i.e., the injectivity of the
map C in Theorem 3.1), under the extra hypothesis that the subspaces g±
are Lie subalgebras (but see the next remark for the removal of this extra
hypothesis). The following argument also works more generally for the anal-
ogous uniqueness when the Lie algebra g is given as a finite direct sum of
any number of Lie subalgebras. We use the Poincare´-Birkhoff-Witt theorem.
Write
P : U(g) −→ U(g−)
for the projection with respect to the decomposition
U(g) = U(g−)⊕ U(g−)U(g+)g+ = U(g−)⊕ U(g)g+,
coming from the decomposition
U(g) = U(g−)⊗ U(g+),
and extend P canonically to U(g)[[s, t]]. Given
esg
−
etg
+
= esg
−
1 etg
+
1 (49)
(g±1 ∈ g
±[[s, t]]), simply apply P to get esg
−
= esg
−
1 and hence g− = g−1 , and
from this, g+ = g+1 .
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Remark 3.9 Here we remove the extra hypothesis in Remark 3.8 that the
subspaces g± be Lie subalgebras, proving the uniqueness in Theorem 3.1 in
general; as in Remark 3.8, this argument works in the general setting of
Remark 3.3. Let
λ : S(g) −→ U(g)
be the standard symmetrization map—a linear isomorphism by the Poincare´-
Birkhoff-Witt theorem—determined by:
λ(g1 · · · gk) =
1
k!
∑
σ
gσ(1) · · · gσ(k),
where k ≥ 0, g1, . . . , gk ∈ g and σ ranges through the symmetric group on k
letters. Then by the Poincare´-Birkhoff-Witt theorem,
U(g) = λ(S(g−))⊗ λ(S(g+))
= λ(S(g−))⊕ λ(S(g−))λ(g+S(g+)).
Let
P : U(g) −→ λ(S(g−))
be the corresponding projection, and extend P canonically to the projection
P : U(g)[[s, t]] −→ λ(S(g−))[[s, t]].
Now with g− ∈ g−[[s, t]] as above, we have
esg
−
∈ λ(S(g−))[[s, t]]
(and similarly for tg+). Indeed, the coefficient of each monomial in s and t in
esg
−
coincides with the coefficient of the same monomial in a suitable finite
linear combination of powers of sg−, and for any k ≥ 0,
(sg−)k ∈ λ(S(g−))[[s, t]],
since the map λ extends canonically to the natural map
λ : S(g)[[s, t]] −→ U(g)[[s, t]],
and (sg−)k is the image of (sg−)k viewed as an element of S(g−)[[s, t]]. Given
(49), we can now apply P just as in Remark 3.8 to get esg
−
= esg
−
1 , giving
the uniqueness.
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Remark 3.10 Recall that the nontrivial part of the Campbell-Baker-Hausdorff
theorem is that the element C(a, b) (see formula (5)) of the universal envelop-
ing algebra of the free Lie algebra over a and b is in fact a Lie series. In the
proof of bijectivity in Theorem 3.1, in general, the operations take place
in U(g)[[s, t]]; however, the projections pi± are not defined on U(g)[[s, t]].
Rather, it is necessary to use the fact that C(sg−, tg+) is a Lie series, to take
brackets in the Lie algebra g[[s, t]], and then to project using pi±. One cannot
use (associative) words in g± to obtain C−1(sh−+ th+), in contrast with the
situation for C(sg−, tg+). However, Theorem 3.6 shows that C−1(sh−+ th+)
can be obtained using words in sh− and th+ and the canonical projections pi±,
i.e., the correct setting for C−1(sh− + th+) is F〈〈sh−, th+; pi±〉〉, as opposed
to U(g)[[s, t]] for C(sg−, tg+).
Remark 3.11 The method used to prove that the map C in Theorem 3.1 is
bijective is similar to the method used to prove the “formal uniformization”
result Theorem 2.2.4 in [H3] for a certain representation of the Virasoro
algebra, given by Ln 7→ −x
n+1 d
dx
∈ End(C[x, x−1]) and c = 0, and to prove
the analogous result, Theorem 2.3.4, in [B1], for an analogous representation
of the N = 1 Neveu-Schwarz algebra. The method is similar in that once one
has an appropriate equation involving formal series and one has appropriate
projections, one can solve the equation recursively. However, the settings
in the proofs for these two cases are very different from the setting in the
present proof: In [H3] and [B1] the proofs take place in certain formal function
algebras, whereas in the present paper the proof takes place in a certain Lie
algebra. Note the subtle issue that in a universal enveloping algebra or formal
extension there are no appropriate projections available for the use of this
method (recall Remark 3.10). In fact a crucial observation in this paper
is that even though there is no such setting involving universal enveloping
algebras, one can in fact find a very general setting to which the method
can be applied, a setting very different from the ones in [H3] and [B1]. As
a benefit, we are able to obtain the factorization results in [H3] and [B1]
in a uniform, simple way, without the need to pass to a central extension
(see Applications 4.3 and 4.7 below, Theorem 2.2.4, Proposition 4.2.1 and
Corollary 4.2.2 in [H3], and Theorem 2.3.4, Proposition 2.6.1 and Corollary
2.6.2 in [B1]).
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Corollary 3.12 (Formal Algebraic Uniformization) There exists a unique
bijection
Ψ : tg+[[s, t]]× sg−[[s, t]] −→ sg−[[s, t]]× tg+[[s, t]] (50)
such that for g± ∈ g±[[s, t]],
etg
+
esg
−
= esΨ
−
etΨ
+
(51)
with sΨ− = pi− ◦ Ψ(tg+, sg−) and tΨ+ = pi+ ◦ Ψ(tg+, sg−). Moreover, the
lowest order terms of the Ψ± are described as follows:
Ψ− = g− + tpi−([g+, g−]) + tP−(s, t) (52)
Ψ+ = g+ + spi+([g+, g−]) + sP+(s, t) (53)
where P±(s, t) ∈ g±[[s, t]] and P±(0, 0) = 0.
Proof: Let C ′ be the analogue of the map C (see (12), (13)) with the
roles of s and t and of g− and g+ reversed, and let σ be the isomorphism
given by
σ : tg+[[s, t]]⊕ sg−[[s, t]] −→ sg−[[s, t]]⊕ tg+[[s, t]]
(th+, sh−) 7→ (sh−, th+).
Then
Ψ = C−1 ◦ σ ◦ C ′ : tg+[[s, t]]× sg−[[s, t]] −→ sg−[[s, t]]× tg+[[s, t]]
is a bijection satisfying (51). The conditions given by equations (52) and
(53) for the lowest order terms follow from equations (14), (15), and (16).
Theorem 3.6 along with the Campbell-Baker-Hausdorff theorem of course
gives the corresponding additional information about the elements Ψ± in
Corollary 3.12:
Corollary 3.13 We have:
sΨ−, tΨ+ ∈ F〈〈sg−, tg+; pi±〉〉 (54)
and sΨ− and tΨ+ are given by canonical formal series, which we write as:
sΨ− = G−(sg−, tg+; pi±), tΨ+ = G+(sg−, tg+; pi±). (55)
18
The lowest-order terms are given by:
G−(sg−, tg+; pi±) = sg− + pi−([tg+, sg−]) + v−(s, t), (56)
G+(sg−, tg+; pi±) = tg+ + pi+([tg+, sg−]) + v+(s, t), (57)
where v±(s, t) ∈ F〈〈sg−, tg+; pi±〉〉± are formal (possibly infinite) linear com-
binations of words involving at least three occurrences of sg− and tg+ (in-
cluding at least one of each).
Problem 3.14 Let us call the two series G± the formal algebraic uniformiza-
tion series. They are essentially compositions, in a suitable sense, of the
Campbell-Baker-Hausdorff series and the canonical factorization series, in-
corporating the twist σ in the proof of Corollary 3.12. Find closed forms for
the formal algebraic uniformization series. (Cf. Problem 3.7.)
4 Applications to Z-graded Lie algebras
In this section we apply our formal algebraic uniformization result, Corollary
3.12, to the Lie algebra g consisting of certain formal infinite series with
coefficients in a Z-graded Lie algebra p. We then give applications for p an
affine Lie algebra, the Virasoro algebra and a Grassmann envelope of the
N = 1 Neveu-Schwarz algebra. For the latter two applications, we discuss
the importance of these results to conformal and superconformal field theory,
and we point out that the result also applies to Grassmann envelopes of the
N > 1 Neveu-Schwarz algebras.
We continue to work over our field F of characteristic zero. Let p =∐
j∈Z pj be a Z-graded Lie algebra. (Note that if, for example, p is given as
1
T
Z-graded for some positive integer T , then by regrading, we can always con-
sider p as Z-graded.) We consider the following vector space decomposition
of p:
p =
(∐
j<0
pj
)
⊕ p0 ⊕
(∐
j>0
pj
)
= p− ⊕ p0 ⊕ p
+.
Let Aj (resp., Bj) be commuting formal variables for j ∈ Z, and j > 0
(resp., j < 0). Consider the corresponding polynomial algebra F[A,B]. We
define the order of each Aj and each Bj to be one. This induces three gradings
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by nonnegative integers, called the order in the Aj’s, the order in the Bj’s
and the total order in the Aj’s and Bj’s, defined in the obvious ways.
Now consider the space p[A,B] of polynomials in the Aj’s and Bj ’s with
coefficients in p, equipped with the three gradings by order. Also consider
the corresponding space p[[A,B]] of formal power series. Make p[A,B] and
p[[A,B]] into Lie algebras in the canonical ways, and note that p[[A,B]] has
a vector space decomposition
p[[A,B]] = p−[[A,B]]⊕ p0[[A,B]]⊕ p
+[[A,B]] (58)
into three Lie subalgebras p−[[A,B]], p0[[A,B]] and p
+[[A,B]].
We are now ready to apply our results from the preceding section. We
want to exponentiate suitable elements of the form (p1, p2, ...) ∈
∏
j>0 pj ,
with possibly infinitely many pj ’s nonzero, and corresponding elements of∏
j<0 pj . But products of such exponentials are not well defined even if we
use formal variables such as s and t as in the previous section. However,
if we use an infinite number of formal variables, one for each homogeneous
subspace, then we can multiply the exponentials.
Therefore, fix
(p1, p2, ...) ∈
∏
j>0
pj and (p−1, p−2, ...) ∈
∏
j<0
pj, (59)
and define corresponding elements
g+ =
∑
j>0
Ajpj and g
− =
∑
j<0
Bjpj (60)
of p[[A,B]]. We will consider exponentials of these elements.
We will apply Corollary 3.12 and Corollary 3.13 to the Lie algebra p[[A,B]]
with the decomposition p[[A,B]] = p−[[A,B]]⊕ (p0[[A,B]]⊕ p
+[[A,B]]) with
corresponding projectins pi− : p[[A,B]] → p−[[A,B]], and pi0,+ : p[[A,B]] →
(p0[[A,B]] ⊕ p
+[[A,B]]), and then we will apply Theorem 3.6 to the Lie
algebra p0[[A,B]] ⊕ p
+[[A,B]] with the indicated decomposition and cor-
responding projections pi0 : p0[[A,B]] ⊕ p
+[[A,B]] → p0[[A,B]] and pi
+ :
p0[[A,B]]⊕ p
+[[A,B]]→ p+[[A,B]].
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Corollary 4.1 With the notation as above, there exist unique elements Ψ− ∈
p−[[A,B]], Ψ0 ∈ p0[[A,B]] and Ψ
+ ∈ p+[[A,B]] of the form
Ψ− =
∑
j<0
Bjpj +Q
−(A,B), (61)
Ψ0 = Q0(A,B), (62)
Ψ+ =
∑
j>0
Ajpj +Q
+(A,B), (63)
whereQ−(A,B) ∈ p−[[A,B]], Q0(A,B) ∈ p0[[A,B]] andQ
+(A,B) ∈ p+[[A,B]],
and these elements contain only terms of order at least one in the Aj’s and
order at least one in the Bj’s, such that
eg
+
eg
−
= eΨ
−
eΨ
+
eΨ
0
(64)
in U(p)[[A,B]]. (Note that the right-hand side of (64) is well defined for any
elements of the form (61)–(63).) Moreover,
Ψ−,Ψ0,Ψ+ ∈ F〈〈g−, g+; pi−, pi0, pi+〉〉 (65)
(using obvious notation), and we have
Ψ− =
∑
j<0
Bjpj +
∑
j>0, m<0
j + m < 0
AjBm [pj, pm] + P
−(A,B), (66)
Ψ0 =
∑
j>0
AjB−j [pj, p−j] + P
0(A,B), (67)
Ψ+ =
∑
j>0
Ajpj +
∑
j>0, m<0
j + m > 0
AjBm [pj, pm] + P
+(A,B), (68)
where P−(A,B), P0(A,B), P+(A,B) ∈ p[[A,B]] each contain only terms of
total order three or more in the Aj’s and Bj’s, with order at least one in the
Aj’s and at least one in the Bj’s.
Proof: The uniqueness of Ψ−, Ψ0 and Ψ+ is immediate from the argu-
ment in Remark 3.8, applied first to the decomposition
U(p) = U(p−)⊗ U(p+)⊗ U(p0)
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and the corresponding projection
U(p)[[A,B]] −→ U(p−)U(p+)[[A,B]].
This gives the uniqueness of the product eΨ
−
eΨ
+
, and the analogous consid-
eration of the decomposition
U(p−)U(p+) = U(p−)⊕ U(p−)U(p+)p+
inside U(p) then completes the uniqueness.
Note that g− ∈ p−[[A,B]] and g+ ∈ p+[[A,B]] ⊂ p0[[A,B]] ⊕ p
+[[A,B]].
By Corollaries 3.12 and 3.13, there exist unique elements Ψ˜− ∈ (p−[[A,B]])[[s, t]]
and Ψ˜0,+ ∈ (p0[[A,B]]⊕ p
+[[A,B]])[[s, t]] such that
etg
+
esg
−
= esΨ˜
−
etΨ˜
0,+
,
and sΨ˜−, tΨ˜0,+ ∈ F〈〈sg−, tg+; pi−, pi0,+〉〉 ⊆ F〈〈sg−, tg+; pi−, pi0, pi+〉〉, and
these elements satisfy (56) and (57), respectively, applied to this case. For
any element of F〈〈sg−, tg+; pi−, pi0,+〉〉, we can substitute 1 for both s and t
and the result is an element of p[[A,B]]. Thus Ψ− = sΨ˜− |s=t=1 and Ψ
0,+ =
tΨ˜0,+ |s=t=1 are well-defined elements of p
−[[A,B]] and p0[[A,B]]⊕p
+[[A,B]],
respectively, and eΨ
−
and eΨ
0,+
are well defined in U(p)[[A,B]]. Moreover,
Ψ− and Ψ0,+ satisfy the analogues of (56) and (57), respectively, applied to
this case, and thus Ψ− satisfies (66).
Now let h+ = pi+(Ψ0,+) and h0 = pi0(Ψ0,+). By Theorems 3.1 and 3.6,
there exist unique Ψ˜+ ∈ (p+[[A,B]])[[s, t]] and Ψ˜0 ∈ (p0[[A,B]])[[s, t]] such
that
esΨ˜
+
etΨ˜
0
= esh
++th0 ,
and sΨ˜+, tΨ˜0 ∈ F〈〈sh+, th0; pi+, pi0〉〉 and sΨ˜+ and tΨ˜0 satisfy (40) and (41),
respectively, applied to this case. Again we can substitute 1 for both s and t
and the result is an element of p[[A,B]]. Thus we have that Ψ+ = sΨ˜+ |s=t=1
and Ψ0 = tΨ˜0 |s=t=1 are well defined elements of p
+[[A,B]] and p0[[A,B]],
respectively, and eΨ
−
and eΨ
0,+
are well defined in U(p)[[A,B]]. Moreover,
Ψ+,Ψ0 ∈ F〈〈h+, h0; pi+, pi0〉〉 ⊆ F〈〈g−, g+; pi−, pi+, pi0〉〉, and by (40) and (41)
applied to this case, Ψ0 and Ψ+ satisfy (67) and (68), respectively.
Now we specialize to the following situations:
Application 4.2 Affine Lie algebras. Let l be a finite dimensional Lie alge-
bra equipped with an l-invariant symmetric bilinear form (·, ·) and consider
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the corresponding affine Lie algebra lˆ = l⊗C[x, x−1]⊕Cc, with commutation
relations
[g ⊗ xm, h⊗ xn] = [g, h]⊗ xm+n + (g, h)mδm+n,0k,
and k central. Consider also the natural Z-grading lˆ =
∐
n∈Z lˆn.
Fix hj ∈ l for j ∈ Z r {0} and let Aj for j > 0 and Bj for j < 0 be
commuting formal variables. We can now apply Corollary 4.1 with p = lˆ,
pj = lˆj for j ∈ Z and pj = hj ⊗ x
j for j ∈ Z r {0}. Thus
g+ =
∑
j>0
Aj hj ⊗ x
j and g− =
∑
j<0
Bj hj ⊗ x
j ,
and we have that there exist unique Ψ− ∈ lˆ−[[A,B]], Ψ0 ∈ lˆ0[[A,B]], and
Ψ+ ∈ lˆ+[[A,B]] satisfying (61) - (63) such that
exp
(∑
j>0
Aj hj ⊗ x
j
)
exp
(∑
j<0
Bj hj ⊗ x
j
)
= eΨ
−
eΨ
+
eΨ
0
. (69)
Also, formula (65) holds. Furthermore, we can write Ψ0 ∈ lˆ0[[A,B]] as Ψ
0 =
Ψ0
l
+Ψ0
k
where Ψ0
l
∈ l[[A,B]] and Ψ0
k
∈ (Ck)[[A,B]]. But since k is central,
we can write the last exponential in equation (69) as
eΨ
0
= exp
(
Ψ0
l
+Ψ0
k
)
= exp
(
Ψ0
l
)
exp
(
Ψ0
k
)
.
In addition, we have
Ψ− =
∑
j<0
Bj hj ⊗ x
j +
∑
j>0, m<0
j + m < 0
AjBm [hj , hm]⊗ x
j+m + P−(A,B), (70)
Ψ+ =
∑
j>0
Aj hj ⊗ x
j +
∑
j>0, m<0
j + m > 0
AjBm [hj , hm]⊗ x
j+m + P+(A,B), (71)
Ψ0
l
=
∑
j>0
AjB−j [hj , h−j] + P
0
l
(A,B), (72)
Ψ0
k
=
∑
j>0
AjB−j (hj, h−j) jk+ P
0
k
(A,B) (73)
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where P−(A,B), P+(A,B), P0
l
(A,B), P0
k
(A,B) ∈ lˆ[[A,B]] each contain only
terms of total order three or more in the Aj’s and Bj ’s, with order at least
one in the Aj ’s and at least one in the Bj ’s.
Application 4.3 The Virasoro algebra. Take p = v to be the Virasoro al-
gebra. With the usual basis, Lm for m ∈ Z and c, the commutation relations
for v are
[Lm, Ln] = (m− n)Lm+n +
1
12
(m3 −m)δm+n,0c,
[Lm, c] = 0
for m,n ∈ Z. Consider the natural Z-grading v =
∐
j∈Z vj , where vj = CLj
for j ∈ Z \ {0} and v0 = CL0 ⊕ Cc.
Now take pj = Lj for j ∈ Z r {0}, and as usual let Aj and B−j be
commuting formal variables for j ∈ Z, j > 0. (Note that we could take pj =
cjLj where cj are complex variables. However, in expressions such as AjcjLj ,
we can always absorb the complex variables cj into the formal variables Aj .
In fact, in applications such as in [H1] - [H3], under suitable conditions, one
eventually wants to specialize the formal variables to be complex numbers.
Thus we have not sacrificed any generality by setting cj = 1.)
Now take
g+ =
∑
j>0
AjLj and g
− =
∑
j<0
BjLj .
Applying Corollary 4.1, we see that there exist unique Ψ− ∈ v−[[A,B]],
Ψ0 ∈ v0[[A,B]] and Ψ
+ ∈ v+[[A,B]] satisfying (61) - (63), such that
exp
(∑
j>0
AjLj
)
exp
(∑
j<0
BjLj
)
= eΨ
−
eΨ
+
eΨ
0
, (74)
and formula (65) holds. Let us write
Ψ− =
∑
j<0
ΨjLj , Ψ
+ =
∑
j>0
ΨjLj
and
Ψ0 = Ψ0L0 + Γc
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where Ψj,Γ ∈ C[[A,B]] for j ∈ Z. Since c is central, (74) is equal to
exp
(∑
j<0
ΨjLj
)
exp
(∑
j>0
ΨjLj
)
eΨ0L0eΓc,
and for j > 0, we have
Ψ−j = B−j +
∑
m>j
A−j+mB−m(−j + 2m) + P−j(A,B), (75)
Ψj = Aj +
∑
m>0
Aj+mB−m(j + 2m) + Pj(A,B), (76)
Ψ0 =
∑
m>0
2AmB−mm+ P0(A,B), (77)
Γ =
∑
m>0
AmB−m
(m3 −m)
12
+ Γ0(A,B), (78)
where Pj(A,B),Γ0(A,B) ∈ C[[A,B]], for j ∈ Z, contain only terms of total
order three or more in the Am’s and Bm’s with order at least one in the Am’s
and at least one in the Bm’s.
Remark 4.4 In conformal field theory, equation (74) corresponds to calcu-
lating the uniformizing function to obtain a canonical sphere with tubes from
the sewing together of two canonical spheres with tubes in the moduli space
of spheres with tubes under global conformal equivalence. This moduli space
along with the sewing operation is the geometric structure underlying a ge-
ometric vertex operator algebra [H1] - [H3]. Equation (74) also corresponds
to a certain change of variables and “normal ordering” of the operators Lj
generated by the Virasoro element in an (algebraic) vertex operator algebra,
where by “normal ordering” we mean ordering the operators Lj so as to first
act by the operators Lj for j > 0 and then act by the operators Lj for j < 0.
The correspondence between these two procedures, one geometric and the
other algebraic, is necessary for the proof of the isomorphism between the
category of vertex operator algebras and the category of geometric vertex
operator algebras [H2].
Remark 4.5 The results about the formal series Ψj ,Γ ∈ C[[A,B]] for j ∈ Z,
given in equations (75) - (78) above—the explicit results about the lowest
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order terms and the qualitative information about the higher order terms—
are exactly the results necessary for the proof of the isomorphism between the
category of geometric vertex operator algebras and the category of algebraic
vertex operator algebras. Equivalent results were proved by Huang, first in
[H1] and then in Theorem 2.2.44, Proposition 2.2.55, Proposition 4.2.1 and
Corollary 4.2.2 of [H3]. However, the quantitative information in equations
(75) - (78) is much more explicit than the equivalent information given in
[H3]. The main difference between equations (75) - (78) and the analogous
results given in [H3] is that in (75) - (78), the terms of total order two in
the Aj’s and Bj ’s are given explicitly while in [H3] this information for the
Ψj’s and Γ is presented in (the corrected forms of) equations (2.2.11) and
(2.2.12) (see footnote 4) using the representation of the Virasoro algebra
given by Ln = −x
n+1 d
dx
∈ End(C[x, x−1]) and c = 0. In order to recover
equations (75) - (78) above from the results in [H3], one must perform several
operations, pick out coefficients, and then use Proposition 4.2.1 and Corollary
4.2.2 in [H3], allowing one to lift the results from the particular representation
to the algebra. For example, a shorter and more straightforward proof of
Proposition 3.5.2 in [H3] than that originally given can be obtained using
equations (75) - (78) above. This proposition states that the meromorphic
tangent space of the moduli space of spheres with one incoming tube and one
outgoing tube carries the structure of a Virasoro algebra with central charge
zero.
We now show how Corollary 4.1 can be applied to Lie superalgebras. We
will use the notion of a Grassmann envelope of a Lie superalgebra. These
are Lie algebras to which we will apply Corollary 4.1.
We will be interested in 1
2
Z-graded vector spaces also equipped with a
compatible Z2-grading. To distinguish, we will denote the Z2-grading using
superscripts. For a Z2-graded vector space V = V
0 ⊕ V 1, define the sign
function η on the homogeneous subspaces of V by η(v) = i for v ∈ V i,
i = 0, 1. If η(v) = 0, we say that v is even, and if η(v) = 1, we say that v is
odd.
4We take this opportunity to correct a misprint in the formulas (2.2.11) and (2.2.12)
of Theorem 2.2.4 in [H3]. The first two terms in the right-hand side of (2.2.11) should be
replaced by α−10 (f
(2)
B
)−1( 1
α0x
) and the first two terms in the right-hand side of (2.2.12)
should be replaced by (f
(1)
A,α0
)−1(x).
5There is a misprint in equation (2.2.27) of Proposition 2.2.5 in [H3]. The first term in
the right-hand side of (2.2.27) should be −α−j0 Bj.
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A superalgebra is an (associative) algebra A (with identity 1 ∈ A), such
that
(i) A is a Z2-graded algebra
(ii) ab = (−1)η(a)η(b)ba for a, b homogeneous in A.
For example, the exterior (or Grassmann) algebra
∧
(V ) over a vector space
V is naturally a superalgebra.
A Z2-graded vector space q is said to be a Lie superalgebra if it has a
bilinear operation [·, ·] such that for u, v homogeneous in q,
(i) [u, v] ∈ q(η(u)+η(v))mod 2
(ii) [u, v] = −(−1)η(u)η(v) [v, u] (skew-symmetry)
(iii) (−1)η(u)η(w)[[u, v], w] + (−1)η(v)η(u) [[v, w], u]
+ (−1)η(w)η(v)[[w, u], v] = 0. (Jacobi identity)
Remark 4.6 Given a Lie superalgebra q and a superalgebra A, (A0⊗ q0)⊕
(A1 ⊗ q1) is a Lie algebra with bracket given by
[au, bv] = (−1)η(b)η(u)ab[u, v] (79)
(with obvious notation), where we have suppressed the tensor product sym-
bol. Note that the bracket on the left-hand side of (79) is a Lie algebra
bracket, and the bracket on the right-hand side is a Lie superalgebra bracket.
If A =
∧
(V ) for some vector space V , then this Lie algebra is called the
Grassmann envelope of the Lie superalgebra q associated with A.
Consider a Lie superalgebra q that also has a compatible Z-grading. Fix a
Grassmann algebra A =
∧
(V ). We can now apply Corollary 4.1 to the Grass-
mann envelope of q associated with A. In addition, we can apply Corollary
4.1 to the Grassmann envelope of a 1
T
Z-graded Lie superalgebra associated
with A by regrading.
Application 4.7 The N = 1 Neveu-Schwarz algebra. The N = 1 Neveu-
Schwarz Lie superalgebra, ns, is a superextension of the Virasoro algebra.
Thus ns0 is the Virasoro algebra v as in Application 4.3, and for j ∈ Z+ 1
2
,
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we have nsj = CGj. The remaining supercommutation relations are[
Gm+ 1
2
, Ln
]
=
(
m−
n− 1
2
)
Gm+n+ 1
2[
Gm+ 1
2
, Gn− 1
2
]
= 2Lm+n +
1
3
(m2 +m)δm+n,0c[
Gm+ 1
2
, c
]
= 0
for m,n ∈ Z.
Take p = (A0 ⊗ ns0)⊕ (A1 ⊗ ns1), pj = Lj for j ∈ Z r {0}, and pj− 1
2
=
aj− 1
2
Gj− 1
2
for j ∈ Z where aj− 1
2
∈ A1. Let Aj and B−j be commuting formal
variables for j ∈ 1
2
Z, j > 0, and set
g+ =
∑
j∈Z+
(
AjLj +Aj− 1
2
aj− 1
2
Gj− 1
2
)
g− =
∑
j∈−Z+
(
BjLj + Bj+ 1
2
aj+ 1
2
Gj+ 1
2
)
(Z+ denoting the positive integers). By Corollary 4.1, there exist unique
Ψ− ∈ p−[[A,B]], Ψ0 ∈ p0[[A,B]] and Ψ
+ ∈ p+[[A,B]], satisfying (61) - (63)
such that
eg
+
eg
−
= eΨ
−
eΨ
+
eΨ
0
, (80)
and formula (65) holds. Since {Lj, Gj− 1
2
}j∈Z ∪ {c} is a basis for the Neveu-
Schwarz algebra, we can write
Ψ− =
∑
j∈−Z+
(
ΨjLj +Ψj+ 1
2
Gj+ 1
2
)
, Ψ+ =
∑
j∈Z+
(
ΨjLj +Ψj− 1
2
Gj− 1
2
)
and
Ψ0 = Ψ0L0 + Γc
where Ψj,Γ ∈ A[[A,B]] for j ∈
1
2
Z. Since c is central,
eΨ
0
= exp (Ψ0L0 + Γc) = exp (Ψ0L0) exp (Γc) , (81)
and for j ∈ Z+, we have
Ψ−j = B−j +
∑
m>j
(A−j+mB−m(−j + 2m) (82)
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− 2A−j+m− 1
2
B−m+ 1
2
a−j+m− 1
2
a−m+ 1
2
)
+ P−j(A,B),
Ψ−j+ 1
2
= B−j+ 1
2
a−j+ 1
2
+
∑
m>j
(
A−j+mB−m+ 1
2
a−m+ 1
2
(
−
j
2
+
3m
2
−
1
2
)
(83)
+ A−j+m− 1
2
B−m+1a−j+m− 1
2
(
−j +
3m
2
− 1
))
+ P−j+ 1
2
(A,B),
Ψj = Aj +
∑
m∈Z+
(Aj+mB−m(j + 2m) (84)
− 2Aj+m− 1
2
B−m+ 1
2
aj+m− 1
2
a−m+ 1
2
)
+ Pj(A,B),
Ψj− 1
2
= Aj− 1
2
aj− 1
2
+
∑
m∈Z+
(
Aj+m−1B−m+ 1
2
a−m+ 1
2
(
j
2
+
3m
2
− 1
)
(85)
+ Aj+m− 1
2
B−maj+m− 1
2
(
j +
3m
2
−
1
2
))
+ Pj− 1
2
(A,B),
Ψ0 =
∑
m∈Z+
(
2AmB−mm− 2Am− 1
2
B−m+ 1
2
am− 1
2
a−m+ 1
2
)
(86)
+ P0(A,B),
Γ =
∑
m∈Z+
(
AmB−m
(m3 −m)
12
(87)
− Am− 1
2
B−m+ 1
2
am− 1
2
a−m+ 1
2
(m2 −m)
3
)
+ Γ0(A,B),
where Pl(A,B), Γ0(A,B) ∈ A[[A,B]], for l ∈
1
2
Z, contain only terms of total
order three or more in the Am’s and Bm’s with order at least one in the Am’s
and at least one in the Bm’s, for m ∈
1
2
Z.
Remark 4.8 (cf. Remark 4.4) In N = 1 superconformal field theory, equa-
tion (80) corresponds to calculating the uniformizing function to obtain a
canonical supersphere with tubes from the sewing together of two canonical
superspheres with tubes in the moduli space of superspheres with tubes under
global superconformal equivalence. This moduli space along with the sewing
operation is the supergeometric structure underlying a supergeometric ver-
tex operator superalgebra [B1], [B2]. Equation (80) also corresponds to a
certain change of variables and “normal ordering” of the operators Lj , Gj− 1
2
,
j ∈ Z, generated by the Neveu-Schwarz element in an algebraic N = 1 ver-
tex operator superalgebra, where by “normal ordering” we mean ordering the
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operators Lj , Gj− 1
2
so as to first act by the operators Lj , Gj− 1
2
for j > 0 and
then act by the operators Lj, Gj+ 1
2
for j < 0. The correspondence between
these two procedures, one geometric and the other algebraic, is necessary for
the proof of the isomorphism between the category of N = 1 vertex operator
superalgebras and the category of N = 1 supergeometric vertex operator
superalgebras [B1].
Remark 4.9 (cf. Remark 4.5) The results about the formal series Ψj,Γ ∈
A[[A,B]], for j ∈ 1
2
Z, given in equations (82) - (87) above—the explicit re-
sults about the lowest order terms and the qualitative information about the
higher order terms—are exactly the results necessary for the proof of the iso-
morphism between the category of N = 1 vertex operator superalgebras and
the category of N = 1 supergeometric vertex operator superalgebras [B1].
Equivalent results were proved by Barron in Theorem 2.3.46, Proposition
2.3.6, Proposition 2.6.1 and Corollary 2.6.2 in [B1]. However, the quantita-
tive information in equations (82) - (87) is in a slightly different form than the
equivalent information given in [B1] and [B2]. In [B1] and [B2] “odd” formal
variables Mj− 1
2
(resp., N−j− 1
2
) are used instead of the composite expressions
Aj− 1
2
aj− 1
2
(resp., Bj+ 1
2
aj+ 1
2
) found in equations (82) - (87) and consisting of
an even formal variable and an odd Grassmann variable. The “odd” formal
variablesMj− 1
2
(resp., N−j+ 1
2
) carry the same information as the correspond-
ing composite expressions in the present work and are “odd” in the sense that
they anticommute with each other and odd elements of ns and commute with
even formal variables and even elements of ns. After taking into considera-
tion this notational change, one can see that the quantitative information in
equations (82) - (87) is much more explicit than the equivalent information
given in [B1]. The main difference between equations (82) - (87) and the
analogous results first proved in [B1] is that in (82) - (87), the terms of total
order two in the Aj’s and Bj ’s are given explicitly, while in [B1] this infor-
mation for the Ψj ’s and Γ is presented in (the corrected forms of) equations
6There is a misprint in formulas (2.49) and (2.50) of Theorem 2.3.4 in [B1]. In the
lowest order terms for F¯ (1), the first two terms of the even part and the first term and
last two terms of the odd part of the right-hand side of formula (2.49) should be replaced
by ϕF¯ (1)(x, ϕ)
∣∣
(A,M)=0
given in equation (2.45) of the theorem. And in the lowest order
terms for F¯ (2), the first two terms of the even part and the first three terms of the odd
part of the right-hand side of formula (2.50) should be replaced by ϕF¯ (2)(x, ϕ)
∣∣
(B,N )=0
given in equation (2.48) of the theorem.
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(2.49) and (2.50) (see footnote 6) using a representation of the N = 1 Neveu-
Schwarz algebra in terms of superderivations in End(C[x, x−1][ϕ]) with c = 0,
where x is a formal (commuting) variable and ϕ is a formal anticommuting
variable (see Proposition 2.4.1 in [B1]). In order to recover equations (82)
- (87) above from the results in [B1], one must perform several operations,
pick out coefficients, and then use Proposition 2.3.4 and Corollary 2.6.2 in
[B1], allowing one to lift from the particular representation to the algebra.
For example, a shorter and more straightforward proof of Proposition 3.11.1
in [B1] than that originally given can be obtained using equations (82) - (87)
above. This proposition states that the supermeromorphic tangent space of
the moduli space of superspheres with one incoming tube and one outgoing
tube carries the structure of an N = 1 Neveu-Schwarz algebra with central
charge zero.
Application 4.10 The Neveu-Schwarz algebras for N > 1. For Grassmann
envelopes of other superextensions of the Virasoro algebra, such as the N = 2
Neveu-Schwarz algebra and Neveu-Schwarz algebras for higher N , the results
of Corollary 4.1 similarly apply. These results have significance for the cor-
responding superconformal field theories and vertex operator superalgebras.
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