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The interest in quantum walks has been steadily increasing during the last two decades. It is still
worth to present new forms of quantum walks that might find practical applications and new physical
behaviors. In this work, we define discrete-time quantum walks on arbitrary oriented graphs by
partitioning a graph into tessellations, which is a collection of disjoint cliques that cover the vertex set.
By using the adjacency matrices associated with the tessellations, we define local unitary operators,
whose product is the evolution operator of our quantum walk model. We introduce a parameter,
called α , that quantifies the amount of orientation. We show that the parameter α can be tuned in
order to increase the amount of quantum walk-based transport on oriented graphs.
Keywords: quantum walk, quantum transport, staggered quantum walk, localization, standard devi-
ation, directed graph
1 Introduction
Quantum walk is an active research area due to its ability to simulate complex quantum systems [6, 5]
and its usefulness to build new quantum algorithms [18]. There are many versions of quantum walks,
which must obey some basic rules, such as, the position of the walker must be modeled by a graph, or
some discrete spatial structure, and the evolution operator itself must be local or is the product of local
operators, that is, the dynamics must obey a property that some authors call graph locality [26, 4]. The
definition of local operators (in the context of quantum walks) relies on the graph structure and can be
colloquially stated in the following way: An operator is local if its action on a walker that is on vertex
v shifts the walker to the neighborhood of v before evolving the walker’s state to vertices beyond the
neighborhood of v. In the discrete-time case, the walker moves to the neighborhood of the neighborhood
of v only after the action of at least two local operators, which are different in general, because the walker
stays trapped in a subgraph if we apply the same local operator repeatedly. In any case, the dynamics of
the quantum walk is a subcase of quantum dynamics, which is not constrained by graph structures.
One of the earliest attempts to define quantum walks on directed graphs was presented by Sev-
erini [25, 24], who defined the concept of a digraph of a unitary matrix and established the conditions
that the digraph must fulfill to be a digraph of a unitary matrix. He has also pointed out that the walker of
the coined model on a simple graph Γ proposed in [2] steps on the directed arcs of the complete digraph,
whose underlying graph is Γ. Ref. [17] has further explored the definition of quantum walks on directed
graphs by characterizing the notion of graph reversibility. Ref. [12] has used the concept of quantum
walk on directed graphs to enhance quantum transport on the line. Ref. [26] has analyzed continuous-
time quantum walk on directed bipartite graphs with the goal of suppressing quantum transport.
In this work, we propose a definition of a discrete-time quantum walk on oriented graphs (a directed
graph with no bidirected edges). In the continuous-time model, the most natural route to define quantum
walks on oriented graphs is to use the generalized adjacency matrix (zA− z∗AT ), where A is the original
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adjacency matrix and z is a complex number [11], as the model’s Hamiltonian H and evolution operator
U = exp(itH). The problem in discrete-time models is that U is nonlocal in general. We describe an
escape route by partitioning the vertex set into cliques1 and by using a sequence of adjacency matrices
A1, A2, etc. The evolution operator in this case is the product of local unitary operators U1, U2, etc., as is
unavoidable in the discrete-time case, where each local unitary Uk is exp(iθHk), where Hk = exp(iα)Ak−
exp(−iα)ATk , where α and θ are real parameters. The fact that each element of the graph partitioning is
a clique guarantees that Uk is local. The technique of partitioning the vertex set into cliques used in this
context is the same technique used to define staggered quantum walks [22, 21].
After defining the evolution operator of discrete-time quantum walks on oriented graphs, we analyze
quantum walks on oriented lines and oriented two-dimensional lattices with the focus on quantum trans-
port. Since parameter θ plays the same role of the namesake parameter in the staggered model, we focus
on parameter α , which tunes the amount of graph orientability: If α = 0, no orientation is taken and if
α = pi , the orientation is maximal. We show that quantum transport can be enhanced or decreased by
tuning parameter α .
The structure of this paper is as follows. Sec. 2 describes how to obtain a local operator based
on partitioning the vertex set into clique and shows why it is necessary at least two partitions. Sec. 3
describes the evolution operator of quantum walks on oriented graphs. Sec. 4 analyzes quantum walks
on the oriented line and presents analytical results for the quantum transport. Sec. 5 analyzes quantum
walks on the oriented two-dimensional lattice. Sec. 6 presents our conclusions.
2 A recipe to obtain the evolution operator
One of the main goals of studying quantum walks on a graph Γ is to provide tools for building Hamiltoni-
ans that describe the time evolution of quantum systems, whose structure is based on Γ. We are interested
in the class of quantum walks whose Hilbert space is spanned by the graph vertices, sometimes called
coinless quantum walks. Since locality is the key issue here, it is important to define what is a local
Hamiltonian in the quantum-walk context in order to distinguish from the term “local” used in quantum
computing. 2 If the walker is on a vertex v, a local Hamiltonian is one that drives the walker to a vertex
in the neighborhood of v. If w is a vertex that does not belong to the neighborhood of v or, let us say,
w is far from v, then the walker requires many steps (in the discrete-time case) or a long time (in the
continuous-time case) to move from v to w. If the time evolution is driven by only one local Hamiltonian
H (for instance, the adjacency matrix) and the unitary evolution operator is U = exp(iHt), then t must
be continuous because we have to use an infinitesimal time to counteract terms of order two or larger
in the Taylor expansion of the exponential function, which are nonlocal terms [18]. In the discrete-time
case, on the other hand, we have to employ at least two local Hamiltonians alternately, that is, the state of
the system at time t is
∣∣ψ(t)〉 =U t∣∣ψ(0)〉, where ∣∣ψ(0)〉 is the initial state, U is the evolution operator
that must be the product of local unitary operators U =U2U1, where U1 = exp(iθH1), U2 = exp(iθH2),
and H1, H2 are local Hamiltonians, θ is an angle. The area of quantum walks must provide recipes that
describe ways of obtaining H1 and H2. Let us review one of these recipes.
Let us focus our attention on how to obtain H1 in the discrete-time case. The first problem we face
is that (H1)2 is a term in the Taylor expansion of exp(iθH1). If (H1)2 or any other higher order term
is nonlocal then U1 is nonlocal. Can (H1)2 be local? To answer this question we need to understand
1A clique is a subset of vertices that induces a complete subgraph.
2If one implements the evolution operator of a quantum walk on a qubit-based quantum computer, the notion of locality
refers not to the qubit connectivity graph of the quantum computer, but to the graph that describes the walker’s position.
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Figure 1: Panel (a): Suppose that the walker is initially on vertex v0, and there are two cliques incident
to v0 (the remaining of the graph is not shown in this panel). Usually, the action of Hamiltonian H1 shifts
the walker to both cliques, as shown by the arrows. Panel (b): If we repeat the action of H1 again, the
position of the walker spreads even further, for instance, to vertices v3 and v4 as shown. The distance
between v3 and v4 is 4. This mean that (H1)2 is nonlocal because its action shifts the walker from v0 to v3.
Vertices v0 and v3 are not neighbors; the distance is 2. Since (H1)2 is nonlocal in this case, U1 = exp(iH1)
is also nonlocal and cannot be used in the definition of the evolution operator of a discrete-time quantum
walk.
what produces the nonlocality of (H1)2. The root of the problem lies in the fact that the action of H1
on a vertex v0 in general spreads the amplitudes of the wave function over vertices whose distance is 2
because it is possible to have vertices v1 and v2 in the neighborhood of v0 so that the distance between v1
and v2 is 2 (see Fig. 1a). If H1 spreads the wave function over vertices that have distance 2, then (H1)2
spreads the wave function over vertices whose distance is 4. Then, (H1)2 is nonlocal because there is a
vertex v3 in the neighborhood of v1 or v2 in the expression of (H1)2
∣∣v0〉 so that the distance between v0
and v3 is 2 (see Fig. 1b). The same argument shows that higher order powers of H1 are also nonlocal in
general.
To escape this bad fate (nonlocal U1), the action of H1 must spread the wave function over vertices
whose distance is 1, that is, if
H1
∣∣v0〉= α∣∣v0〉+β ∣∣v1〉+ γ∣∣v2〉+ · · ·
then the pairwise distance of vertices v0, v1, v2, etc. must be 1. Those vertices must be a clique, that is
v0, v1, v2, etc. must induce a complete subgraph of Γ. For instance, the set of vertices {v0,v1,v2,v3} in
Fig. 2a is a clique of size 4, and each encircled subsets of vertices are examples of cliques of sizes 1, 2,
3, and 4. Besides, for the sake of homogeneity, we have to demand that the action of H1 on a walker on
any vertex of the clique {v0,v1,v2,etc.} spread the position of the walker inside this clique. After these
demands, the problem shown in Fig. 1 does not arise, that is, (H1)2 is local.
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Figure 2: (a) Example of a partition of graph Γ into cliques. (b) Subgraph T1 obtained by deleting the
edges of Γ that do not belong the tiles of the partition.
To define H1, we partition the set of vertices into cliques (called tiles), which defines a subgraph T1
after erasing the edges of Γ that do not belong to the tiles (see Fig. 2b). H1 is the adjacency matrix of
T1, which is also denoted by A(T1). Note that (H1)k is local for any integer k because the walker never
leaves the neighborhood (there are no edges linking two different tiles). Then, U1 is local.
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(a) Γ (b) T2
Figure 3: Example of a second partition of the graph Γ of Fig. 2 into cliques. (b) Subgraph T2 obtained
by deleting the edges of Γ that do not belong the tiles of the second partition.
Now we understand why in discrete-time models we need more than one local unitary operator. The
recipe above generates a local unitary operator that traps the walker in tiles. The edges that do not belong
to the tiles play no role in the dynamic driven by U1. The way out is to obtain a second partition, as the
one described in Fig. 3a, which defines a subgraph T2 induced by the new tiles (see Fig. 3b), and H2 is
the adjacency matrix of T2. The recipe for this example is complete and the evolution operator of the
quantum walk is U =U2U1, where H1 = A(T1), H2 = A(T2), and
U1 = eiθA(T1),
U2 = eiθA(T2).
In many cases, it is desirable to use Hamiltonians whose square is the identity operator. This can be
accomplished by finding real numbers a,b such that H1 = aI + bA(T1) and (H1)2 = I. This way of
defining a discrete-time quantum walk is as close as possible to the continuous-time model.
The partition of a graph into cliques was studied in graph theory under the name of equivalence graph
and the union of the partitions under the name equivalence covering [3]. In the notation of the staggered
quantum walk model, a partition is called by tessellation and the union of the partitions by tessellation
cover [22, 1]. Note that there are graphs called k-tessellable for which it is necessary k > 2 partitions to
cover the graph edges, for instance, odd cycles. In the staggered model, there is an extra demand: H1
and H2 must be involutory, that is, (H1)2 = (H2)2 = I. In this case, H1 and H2 are Hermitian and unitary.
The partitioning of graph into cliques generalizes in some sense the discussion presented by Meyer [16]
for the one-dimensional lattice.
3 Oriented graphs
An oriented graph is a directed graph with no bidirected edges. The adjacency matrix of an oriented
graph is non-Hermitian [9]. This means that the recipe outlined in the previous section does not work
because the exponentiation of a non-Hermitian operator generates a non-unitary operator. The way out is
to consider both the oriented graph and its transpose (all arcs are reversed), also called converse. If A is
the adjacency matrix of an oriented graph~Γ then AT is the adjacency matrix of the transpose of~Γ. Note
that A+AT is the adjacency matrix of the symmetric directed graph Γ obtained from~Γ by converting all
arcs into bidirected edges. An interesting Hamiltonian associated with both~Γ and its transpose is
H = eiαA+ e−iαAT ,
where α is an angle. In this case, the operator U = exp(iH) is unitary but unfortunately nonlocal in the
general case. It is acceptable to use exp(iHt) in the context of continuous-time quantum walks [15, 10].
In the discrete-time case, we have to obtain a tessellation cover of the symmetric directed graph Γ, which
induces partitions of both ~Γ and its transpose. Suppose that Γ is 2-tessellable and let A1, A2 be the
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adjacency matrices of the oriented subgraphs of~Γ induced by the tessellations. We define
H1 = eiα A1 + e−iαAT1 ,
H2 = eiα A2 + e−iαAT2 .
The corresponding local unitary operators are
U1 = eiθH1 ,
U2 = eiθH2 ,
and the resulting evolution operator is U =U2U1.
From the viewpoint of graph theory, matrix (A−AT ) is called skew symmetric adjacency matrix of
an oriented graph [7] and matrix A′, where A′k` = −A′`k = i if there is an oriented arc from vk to v` and
A′k` = A
′
`k = 1 if there is an edge linking vk and v`, is called the Hermitian-adjacency matrix of mixed
graphs (directed graphs with arcs and edges) [14, 11]. It natural to consider the generalized adjacency
matrix (zA− z∗AT ) with z= θeiα ∈C for oriented graphs, which is also Hermitian. In the context of this
interpretation, we say that we have defined a discrete-time quantum walk on an oriented graph.
4 Oriented line
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Figure 4: An oriented line with weight eiα and its transpose with weight e−iα . The colors specify to
which tessellation the arcs belong.
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Figure 5: A second form of orientation of the line.
As first examples, let us consider two cases of oriented line, as shown in Fig. 4 and 5. The adjacency
matrices of the tessellations of the right-hand oriented line are
A+ =∑
x
∣∣2x〉〈2x+1∣∣, (1)
and
A− =∑
x
∣∣2x−1〉〈2x∣∣, (2)
where A+ refers to the blue tessellation and A− to the red tessellation.
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The calculations are simpler if we use the Fourier basis, which is given by [19]∣∣ψ0k 〉 = ∞∑
x=−∞
e−2xki
∣∣2x〉, (3)
∣∣ψ1k 〉 = ∞∑
x=−∞
e−(2x+1)ki
∣∣2x+1〉, (4)
where k ∈ [−pi,pi]. For a fixed value of k, those vectors define a subspace of the Hilbert space that is
invariant under the action of the adjacency matrices, that is
A±
∣∣ψ jk〉= 1∑
j′=0
〈
j′
∣∣a±∣∣ j〉∣∣ψ j′k 〉, (5)
where j ∈ {0,1} and a± are 2-by-2 matrices associated with A±, given by
a+ =
[
0 e−ik
0 0
]
, (6)
and
a− =
[
0 0
e−ik 0
]
. (7)
The reduced versions of the local operators associated with the tessellations are
u± = eiθ(e
iαa±+e−iα (a±)†), (8)
and the reduced version of the evolution operator is
u = u−u+,
which is given by
u =
[
cos2 θ − sin2 θ e2i(k−α) isin2θ cos(k−α)
isin2θ cos(k−α) cos2 θ − sin2 θ e2i(α−k)
]
. (9)
The eigenvalues of u are e±iλ , where
cosλ = cos2 θ − sin2 θ cos2(k−α). (10)
The non-trivial normalized eigenvectors of u are∣∣v±k 〉= 1√C±
(
sin2θ cos(k−α)
sin2 θ sin2(k−α)± sinλ
)
, (11)
where
C± = 2 sinλ (sinλ ± sin2 θ sin2(k−α)). (12)
The evolution operator acting on the Hilbert space spanned by the vertices is
U =∑
k
1
∑
j, j′=0
〈
j′
∣∣u∣∣ j〉∣∣ψ j′k 〉〈ψ jk ∣∣. (13)
32 DTQW on Oriented Graphs
The normalized eigenvectors of U associated with eigenvalues e±iλ are∣∣V±k 〉 = 1√C± (sin2θ cos(k−α) ∣∣ψ0k 〉+(sin2 θ sin2(k−α)± sinλ )∣∣ψ1k 〉) . (14)
The evolution operator analyzed in Ref. [19] is obtained if we take α = 0 and θ = pi/2 and the one
analyzed in Ref. [21] is obtained if we take α = 0.
Let us focus on the case described in Fig. 5. The adjacency matrices are
A± =∑
x
∣∣2x〉〈2x±1∣∣. (15)
The reduced adjacency matrices are
a± =
[
0 e∓ik
0 0
]
, (16)
and the reduced version of the evolution operator is
u =
[
cos2 θ − sin2 θ e2ik isin2θ cosk eiα
isin2θ cosk e−iα cos2 θ − sin2 θ e−2ik
]
. (17)
The eigenvalues of u are e±iλ , where
cosλ = cos2 θ − sin2 θ cos2k. (18)
The non-trivial normalized eigenvectors of u are∣∣v±k 〉= 1√C±
(
sin2θ cosk eiα
sin2 θ sin2k± sinλ
)
, (19)
where
C± = 2 sinλ (sinλ ± sin2 θ sin2k). (20)
4.1 Transport
One of the main transport measures is the first moment of the quantum walk, which specifies the motion
of the wave function. It is also important to have a standard deviation as small as possible. In this section,
we find what are the optimal values of α that maximizes the first moment and minimizes the standard
deviation. The optimal value of α usually depends on the initial condition, which we take localized at
most in two sites.
The first moment is defined as
〈x〉=
∞
∑
x=−∞
x
∣∣〈x∣∣ψ(t)〉∣∣2 , (21)
where
∣∣ψ(t)〉 is the state of the quantum walk after t steps. To calculate 〈x〉, we need to find the first
derivative at k = 0 of the characteristic function ϕX(k), which is the expected value of eikX , where X is
the position operator, that is, ϕX(k) =
〈
ψ(t)
∣∣eikX ∣∣ψ(t)〉. Using the methods outlined in [13] or [18, 23],
we obtain
〈x〉
t
= 2
( |a|2−|b|2 )(1− cosθ)+ isin(2θ)(a¯beiα −ab¯e−iα)
1+ |cosθ | +O
(
1
t
)
(22)
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for the initial condition is
∣∣ψ(0)〉= a∣∣0〉+b∣∣1〉. Similar calculations show that
〈x2〉
t2
= 4 (1−|cosθ |)+O
(
1
t
)
(23)
the even moments do not depend on α (they do depend on θ ). For a= b= 1/
√
2, the maximum transport
is obtained when α = pi/2 and cosθ = (
√
5− 1)/2. In this case 〈x〉 ≈ 0.60 t asymptotically, which is
the maximum possible value for this initial condition and the standard deviation σ =
√
〈x2〉−〈x〉2 is
minimum.
5 Oriented two-dimensional lattice
Let us consider an oriented two-dimensional lattice as described by the left-hand graph of Fig. 6. We
consider two kinds: infinite lattices and finite lattices with cyclic boundary conditions, where N = (2n)2
is the number of vertices, assuming that n > 1. The Hilbert space is spanned by {∣∣x,y〉 : 0 ≤ x,y < 2n}
in the finite case.
eiα e−iα
Figure 6: An oriented two-dimensional lattice with weight eiα and its transpose with weight e−iα . The
colors specify to which tessellation the arcs belong. By identifying the vectors with the same color at the
boundaries, we obtain a finite lattice with N = 16 and cyclic boundary conditions.
The adjacency matrices of the tessellations of the left-hand graph of Fig. 6 are
A±x = ∑
x+y=even
∣∣x,y〉〈x±1,y∣∣, (24)
A±y = ∑
x+y=odd
∣∣x,y〉〈x,y±1∣∣, (25)
where A±x refer to tessellations blue and red, respectively, and A±y refer to tessellations green and gray, re-
spectively. The adjacency matrices of the tessellations of the right-hand graph of Fig. 6 are the transpose
of A±x and A±y .
The calculations are simpler if we use the Fourier basis, which is given by [20]
∣∣ψ0k`〉 = 1√2n
n−1
∑
x,y=0
(
e2xk˜+2y ˜`
∣∣2x,2y〉+ e(2x+1)k˜+(2y+1) ˜`∣∣2x+1,2y+1〉) , (26)
∣∣ψ1k`〉 = 1√2n
n−1
∑
x,y=0
(
e2xk˜+(2y+1) ˜`
∣∣2x,2y+1〉+ e(2x+1)k˜+2y ˜`∣∣2x+1,2y〉) , (27)
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where k˜ = pik/n, ˜`= pi`/n, and variables k, ` run from 0 to 2n− 1. For fixed values of k and `, those
vectors define a plane that is invariant under the action of the adjacency matrices, that is
A±x,y
∣∣ψ jk`〉= 1∑
j′=0
〈
j′
∣∣a±x,y∣∣ j〉∣∣ψ j′k`〉, (28)
where j ∈ {0,1} and a±x,y are 2-by-2 matrices associated with A±x,y, given by
a±x =
[
0 0
e∓ik˜ 0
]
(29)
and
a±y =
[
0 e∓i ˜`
0 0
]
. (30)
The reduced versions of the local operators associated with the tessellations are
u±x,y = e
iθ(eiαa±x,y+e−iα (a±x,y)T) (31)
and the reduced version of the evolution operator is
u =−u−y u−x u+y u+x .
Figure 7: In red, plot of µ/t and in blue plot of σ/t as a function of α .
The evolution operator acting on the Hilbert space spanned by the vertices is
U =∑
k,`
1
∑
j, j′=0
〈
j′
∣∣u∣∣ j〉∣∣ψ j′k`〉〈ψ jk`∣∣. (32)
The evolution operator analyzed in Ref. [20] is obtained if we take α = 0 and θ = pi/4. The evolution
operator of this example is related to the evolution operator of the quantum walk analyzed in Ref. [8].
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5.1 Transport
In this section, we use again the first moment as the transport measure. The transport can be enhanced by
choosing an appropriate localized initial condition and by tunning parameter α . Fig. 7 shows the mean
µ =
√
〈x〉2+ 〈y〉2 and the mean square displacement σ =
√
σ2x +σ2y as a function of α for the initial
condition ∣∣ψ0〉= 12(∣∣0,0〉+ ∣∣1,0〉+ ∣∣0,1〉+ ∣∣1,1〉). (33)
The maximum of the mean µ is obtained when α = pi/2. For this choice of α , the mean is larger than
the corresponding one for α = 0 and the mean square displacement (for α = pi/2) is smaller than the
corresponding one for α = 0.
Figure 8: Probability distribution after 13 steps of a oriented quantum walk with the same initial condi-
tions of Fig. 7.
Fig. 8 show the probability distribution after 13 steps with α = pi/2 and the initial condition (33).
Note that the probability distribution is concentrated around the lower corner and is as far as possible to
the initial position.
6 Conclusions
We have defined a discrete-time quantum walk on oriented graphs, whose evolution operator is the prod-
uct of local operators obtained using partitions of the vertex set into cliques. In the discrete-time case,
the evolution operator is the product of at least two local operators, because a single local operator traps
the walker in cliques producing a trivial dynamics. In order to obtain interesting dynamics, we need to
employ at least a second local operator. The minimum number of local operators depends on the graph
structure. For instance, the two-dimensional lattice needs at least four local operators [1].
Using this newly defined quantum walk model on oriented graphs, we have analyzed the role played
by parameter α on the quantum transport on the oriented line and oriented two-dimensional lattice. We
have shown that the quantum transport can be enhanced or decreased by tuning parameter α .
As a future work, we intend to analyze other transport measures in order to compare with the one
we have used here. We also would like to check whether parameter α can be used to enhance quantum-
walk-based search algorithms [27] and its connection with time-reversal symmetry breaking [28].
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