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Abstract - - In  shape construction, it is often required for a curve to interpolate smoothly among 
given points and to be compatible with physical phenomena. A curve with the minimum strain energy 
is known as a smooth curve satisfying those requirements. Some interpolation methods have been 
developed to approximate he strain energy in a suitable way and to generate a curve for which the 
approximated strain energy is minimum. Nevertheless, generated curves ometimes contain "wiggles" 
or '%thmps." 
The purpose of this paper is to solve directly an equation to construct the C(1) piecewise curve 
with the minimum strain energy and to generate the curve with little "wiggles" or "bumps." For this 
purpose, the optimality equation for the minimum strain energy is established by applying dynnanic 
programming to the energy minimization problem. Then, the solution to the optimality equation is 
obtained by a numerical method and the curve with the minimum energy is generated. 
1. INTRODUCTION 
In shape construction, there are frequent occasions when n points (xi, fi), i = O, 1 , . . . ,  n - 1 are 
given and we are required to draw a curve which passes through those points. On such occasions, 
the problem is what curve is to be used to interpolate the given points. In drawing the curve 
with designated points by the physical spline, it is said that  the generated curve is of min imum 
strain energy, where the strain energy is given by 
f 
. ._, (y,,)2 
c = o {14- (y,)2}5/2 dx. (1.1) 
In computer graphics or CAD, it is usually required for the curve to be compatible with physical 
phenomena nd to contain no "wiggles" or "bumps." 
Curves minimizing e have been considered to be a good description for physical phenomena, 
in some sense, and furthermore, we can generate the curve with uniform curvature, since the 
variance of the curvature will be minimum by minimizing e. For these reasons, generating curves 
with the min imum strain energy has been paid attention to. However, it is popular to use CAD 
to approximate  by 
~ ':"-~(y") 2 dz (1.2) 
0 
and to generate the curve for which the approximation (1.2) is minimum, since an equation to 
generate the curve with the min imum energy is a nonlinear differential equation. This is what we 
call the natural  cubic spline. In the case of lY'I << 1, the natural  cubic spline curve is very close 
to the curve with the min imum strain energy. Otherwise, it is impossible to ignore the influence 
of the denominator,  and then the curve is no longer a good approximation and often contains 
many "wiggles." 
In the case under certain boundary conditions, Horn [1] gets a curve with the min imum strain 
energy by transforming x and y into functions defined on polar coordinates. However, that 
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solution contains the elliptic integral, and it is difficult to extend Horn's result into the case 
under general boundary conditions. Newbery and Garrett [2] approximate he interpolatory curve 
by the quintic polynomial and determine it so that the resulting quintic would minimize (1.1). 
Thus, known methods generate a curve with the minimum strain energy by approximating (1.1) 
by using certain function or making certain conditions on it and have not solved (1.1) directly 
under general circumstance. 
Their methods have been developed to get rigorous olutions for the problem, which seem to 
be impossible to generalize. Here, there is a possibility of changing the standpoint. We will try 
to solve this problem by algorithmic approach and numerical method. Although the combination 
of algorithmic approach and numerical method oes not yield an exact analytic solution for the 
problem, it offers a wide range of possibility for applying many techniques in numerical analysis 
for better solutions. 
Hence, in this paper, we solve directly an equation to generate the C (1) piecewise curve with 
the minimum strain energy by algorithmic approach and numerical method, and generate the 
curve with no extraneous "bumps" or "wiggles" on an interval. 
Generating the curve with the minimum strain energy may be considered as a problem to 
determine a sequential decision process made from a starting point toward an end-point. Many 
sequential decision processes lie within the scope of dynamic programming and our problem is 
such a process. For this purpose, we first consider a continuous model as the limit of a discrete 
model and establish the optimality equation for the minimum strain energy by applying dynamic 
programming tothe discrete model. Next, we approximate he optimality equation by a difference 
equation and find the solutions to the difference quation. Last, we generate the C O) piecewise 
curve with the minimum strain energy. 
2. ISSUES ON KNOWN INTERPOLATION METHODS AND 
THE PURPOSE OF THE RESEARCH 
In the Lagrange interpolation and the Hermite interpolation, polynomials which pass through 
the given points are generated. In other interpolations [3-5], we generate piecewise polynomials 
which pass through the given points and have C (1) continuity or C (2) continuity at joints between 
the successive curve segments. In known methods, the propriety of the interpolation at joints has 
been estimated, but that of the interpolation between joints has not been done. Consequently, a 
generated curve often contains unpleasant "bumps" or "wiggles." Thus, in order to remove those 
"bumps" or "wiggles," our problem is what criterion should be adopted to estimate the propriety 
of the interpolation between joints. The curve drawn by a physical spline is the one which 
minimizes the strain energy. So, from the viewpoint of compatibility with physical phenomena, 
minimizing strain energy has been generally considered to be a natural criterion. 
Mathematically, (1.1) involves mean squared curvature, which is also the variance of the cur- 
vature. We can make the variance of the curvature small and obtain the curve with uniform 
curvature in the whole interval by minimizing strain energy. Then, we can generate the curve 
containing less "bumps" or "wiggles" by minimizing (1.1). However, since an equation to gen- 
erate the curve with the minimum strain energy is a nonlinear differential equation, it has been 
popular to generate a curve minimizing the approximation function by approximating (1.1) using 
some function instead of solving (1.1) directly. Nevertheless, generated curves ometimes contain 
unpleasant "bumps" or "wiggles," since it is difficult to approximate (1.1) precisely, and we can 
not obtain the curve with the minimum strain energy. 
In this paper, our purpose is to solve (1.1) directly and to generate a C (1) interpolatory curve 
with the minimum strain energy so that the generated curve contains no extraneous "bumps" or 
"wiggles." 
3. FORMULATION OF THE PROBLEM 
Given n points (xi, fl), i = 0, 1, . . . ,  n -  1 and the slope di at each point computed by a suitable 
method, then the interpolatory piecewise curve y(z) which has the minimum strain energy and 
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belongs to C(D[z0, zn-1] can be generated by solving 
rain f~ , - i  (y-)~ dz (3.1) 
~(,) j.o {1 + (y,)2}5/2 
subject to y(zi) -- fi, yl(zi) - d,, i -- 0, 1 , . . . ,n  - 1. (3.2) 
However, it is difficult to establish the optimality equation of (3.1) and solve it under (3.2) 
because the dimension of the equation is not consistent with that of constraints. For this reason, 
we redefine the objective function by multiplying either constraint by the Lagrange multiplier and 
shifting it to the objective function so that the dimension of the optimality equation is consistent 
with that of constraints. Let hi be a Lagrange multiplier and shift the second constraint o the 
objective function, the objective function and constraints can be defined as follows: 
~et--I 
rain (3.3) ,,(~)f,o [(1+ (y')~(y,)~}6/2 +~',y'l d~ 
subject to Y(Zt) = fi, i = 0, 1,.-.  ,n - 1. (3.4) 
4. MODELL ING AND ANALYSIS OF THE OPT IMAL ITY  EQUATION 
TO MIN IMIZE STRAIN  ENERGY 
The fact that the general solution of (3.3 / contains the elliptic integral makes it difficult to 
determine the general solution which satisfies (3.4/. In this paper, we first consider a continuous 
model as the limit of a discrete model. Next, we establish the optimality condition in the form 
of a functional equation by applying dynamic programming to the discrete model, and derive 
the optimality equation satisfied by a curve with the minimum strain energy. Last, we find 
the solution satisfying both the optimality equation and the constraint (3.4/, and generate the 
piecewise curve y(z) which has the minimum strain energy and belongs to C(1)[x0, Xn_I]. For 
simplicity, we shall now restrict the discussion on the interval [zi, Xi+l]. 
~.1. Dynamic Programming Model of the Minimization Problem 
(3.3) can be rewritten as follows: 
mm/  y"(x)Jx, {1 + (y,)2}s/z + Aiy' dx, (4.1) 
since the problem to determine the piecewise curve y(z) on the interval [xi, xi+l] can be considered 
to be equal to the problem to determine y"(x) on the same interval. 
Let 
L(Y~, Y"; z) = (y,,)2 {1 + (y,)2}5/~ + ~'Y' 
and define xi+l 
f(yl, t) = rain L(y', y"; t) dz. (4.2) 
~"(~) .,~, 
(4.2) can be written as follows: 
f(y', z) -- min L(y', y";z) dx + min L(y', y";z)  dx , (4.3) 
y .  y~t Jz+£~x 
since if the decision made on the interval [z, z + Az] is optimal, it must also provide an optimal 
decision beginning at x + Ax for the problem on the interval [z + Az, Z~+l]. Substituting f(y~, x) 
from (4.2) into (4.3) and expanding f(y', z) into a series, we have 
[z"' 1 n i H f(y', ~) - rain (y ,  y ;x) d~ + I(Y' + Ay',~, + A~) ytt 
=rain L (y ' ,y" ;x )~ + O(A~l  + f (y ' ,x)  + -~. + O(A~I  . ytt 
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When Am goes to zero in this equation, we have 
0=min  (y ,y  ; )+  + (4.4) y,, ~ ~" 
Partially differentiating (4.4) with respect o y", we have 
OL Of 
07 + ~ = o. (4.5) 
Now, substituting y", which minimizes (4.2), into (4.4) and then partially differentiating with 
respect o y~, we have 
OL O2f ,, O2f 
0y" ÷0- '~  y + a-'~Ty ~ =0.  (4.6) 
Differentiating (4.5) with respect o m, we have 
d (OL) c92f ,, 02f 
d"~ ~ +~y~i 2y + OzOy - - - '~-0 '  (4.7) 
and subtructing (4.6) from (4.7), we get 
d(OL)  OL dS -~ --~y,,=o, (4.8) 
which is the Euler equation. Since function L is given by 
(y")~ 
L= )t ' {1+ (y')~}5/~ + ~Y' 
we finally get 
Now, 
SO 
In addition, 
y,, 5 ' ~{1 (y,)2}512. (4.9) 
-- 2 1 +~y,)2 (y,,)2 + + 
y# dd-~-~ ytt_...~l 
yl -- ~ -- y, ' 
~l  I yll l  
--" y - -~ .  
d 1 (y,,)2 d-':; 
dy I 2 = y" and 
d 1 5y I
dy' {1 + (y,)2}5/2 {1 + (y,)2}7/2" 
Applying these operations to (4.9) gives 
d (y")~ 
dy' {1 + (y,)2)5/2 = Ai, (4.10) 
and integrating (4.10) with respect o y', we get 
(ytt)2 = ~iY t + "/i, (4.11) 
{1 + (~,)~}5/~ 
where 7/is an integration constant. (4.9) is the optimality equation derived from the optimality 
condition (4.4). We can obtain the equation of the piecewise curve with the minimum strain 
energy by solving this equation under (3.4). 
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4.2. Difference Approzimation of the Optimality Equation 
In the case of the problem of generating the least energy curve connecting the point (-1,0) 
to the point (1, 0) with vertical initial and final orientation, Horn [1] solved (4.11) by taking z 
and y as functions defined on polar coordinates and generated the curve. However, it is difficult 
to apply the method proposed by Horn to the cases under general boundary conditions, because 
the result contains the elliptic integral. 
Our approach is to approximate (4.9) and the boundary conditions by difference equations and 
find the solutions atisfying both difference quations, instead of solving (4.9) directly under the 
boundary conditions. Then, we generate the curve which has the minimum strain energy and 
belongs to C(X)[z0,Z,_x] using those solutions. Let zi = k0 < kl < ... < k,~_l < k,, = xi+l be 
a partition of the interval [xl, xi+x] and Aj-x denotes the length of the j th subinterval. Here, let 
us assume that y" and yl, are approximated by y~ as follows: 
y"(ki) = Y'(kY+l) - Yl(ki) 
Ay 
ytH(kj) = y'(kj+2) - y ' (k j+l)  _ y ' (k j+l)  - y ' (k j )  
Ay+ A  (Ay)2 
Substituting the above equations into (4.9), we get 
5 y' (kj) mj-i-1 [yt(kj.}.l) _ yt(kj)]2 dl - yt(kj.}.l) _[_ ~ j l  [yt(kj+l) _ yt(kj)]  
y' (kj+2) = ~ 1 + [y'(kj)] 2 Aj 
+ ~---~-/Aj +I [1 + [y'(kj)]2] 5/2, j = 0, 1,... ,m - 3. (4.12) 
Now, y(k ) and are related by 
y(kj) = y(kj-1) + Aj- ly'(kj-1), j : 1, 2, . . . ,  m. (4.13) 
Substituting the boundary conditions into the above equation and computing recurrently, we get 
rn--2 
(fi+l - fl) - (A0di + A, - ld i+l)  = Z Ajyl(kj)' (4.14) 
j= l  
Then, we obtain the solutions atisfying both Equations (4.12) and (4.14), and generate the 
C (I) interpolatory piecewise curve with the minimum strain energy. 
5. ALGORITHM 
In this section, we put in order the algorithm for generating the curve. Initially, we assume 
that n points (xi,fi),i = 0, 1,... ,n - 1 are given. 
Step 1. Calculate the slope di at z = zi using a suitable method (e.g., central difference, 
Akima's method, etc.). 
Step 2. Divide the interval [xi, Zi+l] into m sections. 
Step 3. Represent y'(kj) in terms of y'(kl) and y'(k2) by computing the recurrence formula 
Aj+I y'(kj+2) = ~5 1 +Y'(kj)[yt(kj)] 2 AJ'I'--"~IAj [yt(kj+l) - yt(kj)]2 -1- yt(kjq-1) -[- -~j [yt(kj-t-1) - y'(]cj)] 
+ ~-L/Aj Aj+I [1 + [y'(kj )1215/2, 
where 
j = 1 , . . . ,m-  3, (5.1) 
y'(k2) - y'(ka) di 
)~i = 2 ~- - '~  [1".~c" ~ 2  -- 5 (1 -[- ¢~/)7/2(A1)2 [Y'(kl)  - di]2 
2 
-- (m0)2( 1 --1- ~i)5/2 [Y'(kl)  -- di]. 
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Step 4. Substitute y'(kj) obtained in Step 3 into 
m--2 
(fi+l -- fi) -- (Aodi "b A,n-ldi+l) -- E Ajy'(kj). (5.21 
j----1 
Step 5. Find y'(kl) and y~(k2) satisfying the equations obtained in Step 3 and Step 4. 
Step 6. Calculate y'(kj) by substituting the solution obtained in Step 5 into (5.1), and then 
compute y(kj) by substituting y~(kj) into (4.13). 
Step 7. Calculate the integration constant 7i(ki) in each subinterval [kj, kj+l] by 
{yt (k j+ l )  -- y t (k j )}  2 --  iyt(kj), 
71(&j) = A j [1  + {y,(kj)} Jb/2 j=O, 1,. . . ,m-2. 
Step 8. If [7i(kj+l) - 7i(kj)[(j = O, 1, . . . ,  m - 2) is within the absolute tolerance, then stop': 
otherwise change the number of partition m and repeat from Step 2 to Step 7. 
In this paper, we approximate y"(kj) and y'"(ki) by the difference equation defined in tern~ 
of y'(kj) and find y'(kj) satisfying (4.9). So, if y"(k/) and y"(kj) are not approximated reasonably 
well, the resulting solution y'(ki) is not so precise, and the curve y(z) generated from y'(kj) is 
not also so precise. For this reason, we need to check the accuracy of the solution yt(kj). 
Now, (4.11) is obtained by integrating (4.9) with respect o y'. Therefore, if y"(kj) and y'"(kjl 
are approximated reasonably well, integral constant 7 must be determined uniquely in conse- 
quence of substituting the solution obtained from Equations (4.12) and (4.14) into the difference 
approximation of (4.11). Accordingly, in Step 7 and Step 8 we confirm the accuracy of the solu- 
tion by substituting y'(kj) and y"(kj), which are computed from y~(kj), into the approximation 
and checking whether 7 is determined uniquely within the given tolerance or not. 
6. COMPARISON WITH SOME OTHER METHODS 
In this section, we compare the results from the algorithm described in the previous section 
with several other interpolation methods on three data sets. 
(1) The first data set is quoted from Akima [3], which is given by the next table. 
I 
x [ 0 I 2 3 4 5 6 7 8 9 I0 
y [ I0 I0  10 I0 I0 I0  10,5 15 50 60 85 
Y 
90 
80 
70 
60 
50 
40 
30 
20 
10 
0 
Figure 6,1(a) Polynomial interpolation. 
5 10 x 
t 
Figure 6.1(b) Fourier interpolation. 
Y 
90 
80 
7O 
60 
50 
40 
3~ 
20 
I 0  
0 
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Y 
90 
80 
70 
60 
50 
40 
30 
20 
10 
5 10 ~" 
Figure 6.1(c) Natural cubic spline. 
Y 
90 
80 
70 
60 
50 
40 
30 
20 
10 
5 10 x 
Figure 6.1(d) Akima's method. 
Y 
90 
80 
70 
60 
50 
40 
30 
20 
10 
0 * 
5 10 X 
Figure 6.1(e) Our method. 
First, the result generated a the tenth-degree polynomial, Fourier interpolation ~"~J° 0aj cos ~0 x , 
natural cubic spline and the method proposed by Akima are shown in Figures 6.1(a)-6.1(d), 
respectively. The result from our algorithm is shown in Figure 6.1(e), in which the slope at 
each point is determined by central difference and we set the number of partitions rn = 90 in 
interval [7,8], m = 200 in interval [8,9] and m = 30 in other intervals, respectively. 
The curves generated by Fourier and polynomial interpolation contain %viggles" on the whole 
interval. Natural cubic spline also contains those ones on interval [4,7]. Curves generated by 
Akima's method and our method contain no extraneous "bumps" or "wiggles." 
(2) The second data set is quoted from Fritsch and Carlson [4]. 
x 0 2 3 5 6 8 9 11 12 14 15 
y 10 10 10 10 10 10 10.5 15 50 60 85 
First, the result generated by the tenth-degree polynomial, Fourier interpolation 10 ~"~j=0 aj cos 
jTrz/15, natural cubic spline and the method proposed by Akima are shown in Figures 6.2(a)- 
6.2(d), respectively. Then, the result from our algorithm is shown in Figure 6.2(e), in which the 
slope at each point is determined by central difference and we set m = 350 in interval [12,14], 
m = 180 in interval [9,11] and m = 50 in other intervals, respectively. 
The curves generated by polynomial and Fourier interpolation are the same results as the 
previous example. Natural cubic spline curve contains "wiggles" on interval [6,11] and [12,14]. 
32 
Y 
90 
80 
70 
6O 
50 
40 
30 
20 
I0 
0 
15 
• ~ .  . . 
5 i0 
Figure 6.2(a) Polynomial interpolation. 
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90 
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70 
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40 
30 
20 
10 
0 
5 i0 
Figure 6.2(b) Fourier interpolation. 
Y 
90 
80 
70 
60 
50 
40 
30 
20 
10 
0 
. . . .  , . . . .  • . . . , 
5 I0 15 x 
Figure 6.2(c) Natural cubic spline. 
Y 
90 
80 
70 
60 
50 
40 
30 
20 
I0  
5 i0 15 
Figure 6.2(d) Akima's method• 
¥ 
90 
80 
70 
60 
50 
40 
30 
20 
10 
. . . .  i . . . .  , _ . 
5 i0 
Figure 6.2(e) Our method. 
15 × 
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The curve generated by Akima's method contains wiggles on interval [12,14], whereas the curve 
by our method contains no "wiggles." 
(3) The last data set is quoted from Newhery and Garrett [2]. 
0 0.3 1.5 2.3 2.5 3 5 5.5 5.75 7 8 9 10 
y 5 2.5 1.5 1.25 2.5 3.5 3.75 3.3 1 1 0.75 3.5 3.75 
The results generated by natural cubic spline and the method proposed by Akima are shown in 
Figures 6.3(a) and 6.3(b), respectively. The result from our algorithm is shown in Figure 6.3(c), 
in which the slope at each point is determined by central difl'erence and we set m = 350 in interval 
[0.3,2.3], [5,5.5], [5.75,7] and [9,10] and m = 100 in other intervals, respectively. 
Natural cubic spline curve contains "wiggles" on the whole interval. The curve generated by 
Akima's method doesn't contain those ones, but it is a little hit too straight and is not connected 
smoothly at joints. As compared with Akima's method, our method generates a little more 
rounded interpolation and connect smoothly at joints. 
y . . . .  . . . . .  Y 
5 5 
5 
I I i i 
10 x 
Figure 6.3(a) Natural cubic spline. 
i 
0 
. h I . . . .  
S 20  z 
Figure 6.3(b) Akima's method. 
I 
0 
n , . , . 
5 
Figure 6.3(c) Our method. 
I 0  z 
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7. CONCLUSION 
In this paper, we adopt the minimization of the strain energy in a curve as the criterion to 
estimate the propriety of the interpolation between joints. However, since an equation to generate 
the curve with the minimum energy is nonlinear differential, the minimization problem of (1.1) 
has not been solved directly under general boundary conditions. However, we made an attempt 
to solve it directly under general boundary conditions using dynamic programming. First, we 
consider a continuous model as the limit of a discrete model and establish the optimality equation 
to minimize the strain energy by applying dynamic programming to the discrete one. Then, we 
approximate the optimality equation by the difference equation and generate a curve by solving 
the difference equation. 
In computational results, it can be seen that the curve generated by our method has less 
"bumps" or '~viggles" than one generated by known methods for given data sets. Therefore, our 
method offers fine interpolation for computer graphics, CAD and the other fields which require 
the interpolation with the least "bumps" or '~viggles." 
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