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Mental State Estimation for Brain–Computer
Interfaces
Koel Das, Daniel S. Rizzuto, and Zoran Nenadic∗, Member, IEEE
Abstract—Mental state estimation is potentially useful for the
development of asynchronous brain–computer interfaces. In this
study, four mental states have been identified and decoded from
the electrocorticograms (ECoGs) of six epileptic patients, engaged
in a memory reach task. A novel signal analysis technique has been
applied to high-dimensional, statistically sparse ECoGs recorded
by a large number of electrodes. The strength of the proposed
technique lies in its ability to jointly extract spatial and tempo-
ral patterns, responsible for encoding mental state differences. As
such, the technique offers a systematic way of analyzing the spa-
tiotemporal aspects of brain information processing and may be
applicable to a wide range of spatiotemporal neurophysiological
signals.
Index Terms—Brain–computer interfaces (BCIs), classification,
curse of dimensionality, electrocorticograms (ECoGs), feature ex-
traction, mental states, small sample size problem.
I. INTRODUCTION
BRAIN–COMPUTER interfaces (BCIs) have received con-siderable attention in recent years. The primary function of
BCIs is to generate control signals for external devices based on
real-time analysis of measured brain signals. Since this can be
accomplished while bypassing the spinal cord and periphery, an
obvious potential of BCI technology lies in providing assistance
to individuals with severe motor disabilities, often resulting from
amyotrophic lateral sclerosis, brainstem stroke, and high cervi-
cal spinal cord injury [1]. While these patients have little or no
muscular control, their cognitive functions may be unaffected
by the paralysis. The goal of BCI is to convert these thoughts
into actions. Potential applications include computer interfaces
(e.g., virtual keyboard [2] or virtual reality environments [3]),
mobile robots [4], functional muscle stimulation [5], and many
more. The clinical success of BCI technology may, therefore,
significantly change the quality of life of severely paralyzed.
Successful demonstration of BCI control based on inva-
sive recording technologies has been documented in both ani-
mal [6]–[8] and human [9], [10] studies. Likewise, encouraging
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results have been reported in humans with noninvasive brain
recording technologies such as surface EEG [1], [2], [11], [12].
Despite these advances, a widespread clinical use of BCI tech-
nology has not been achieved [13]. For invasive BCI systems
based on single-neuron recordings, the biggest obstacle to their
clinical application is inability to record stable signals over long
periods of time [10]. Noninvasive BCIs, on the other hand, ex-
hibit highly variable subject-specific performances, and a sig-
nificant number of subjects are not able to achieve a purposeful
control of the device [14]. In addition, certain noninvasive BCIs
require a relatively long training process [12].
Real-world and clinical BCI applications will likely require
asynchronous operation, wherein the subject intentionally en-
gages the interface at his/her own pace. This subject-paced con-
trol is a more natural control mode than the commonly used
synchronous control, where the subject engages the interface
in response to externally supplied cues [15]. Birch et al. [16]
recorded EEG signals in response to subjects’ self-paced thumb
movements and were able to accurately classify single EEG tri-
als into idling and movement states. These results spurred an
interest in the development of asynchronous BCIs by several
groups [4], [17]–[22].
In a typical asynchronous BCI system, it is assumed that
the brain undergoes a series of transitions over a discrete set
of “brain states,” as the subject is engaged in mental tasks.
These brain states and corresponding transitions are defined by
changes in brain activity patterns. A classical example of a dis-
tinct neural pattern is the readiness potential (RP) [23], which
underlies the planning of voluntary movements. Perceptual and
cognitive states have also been identified with functional neu-
roimaging techniques [24]. To support communication and con-
trol, an asynchronous BCI system must be able to infer at least
two brain states from brain data. The finite-state machine (FSM)
diagram of one such system is shown in Fig. 1. At any time, the
system resides in one of the two states, idle or move1 and the
state transitions are initiated based on real-time analysis of con-
tinuously acquired brain data. Note that the present definition
of move state is ignorant of movement directions. If the system
is in move state, the direction of movement such as move left
or move right can be inferred subsequently through a separate
decoding process. Also note that a general BCI system can have
more than two states.
In this study, four mental states are estimated based on electro-
corticograms (ECoGs) of six patients with medically intractable
epilepsy. ECoGs have been considered as an alternative source
of control for BCI applications [9], [25]–[27], since they have
1These states are referred to as no control and intentional control by some
researchers [15], while state transitions are referred to as “brain switch.”
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Fig. 1. FSM diagram of the minimal asynchronous BCI system.
better spatial resolution than EEG signals and require less inva-
sive surgical procedures than the implantation of microarrays,
commonly used in invasive BCIs [8], [10], [28]. Failure to reli-
ably decode mental states may present a serious obstacle to the
development of real-world BCIs.
The paper is organized as follows. In Section II, technical
challenges associated with the analysis of high-dimensional, sta-
tistically sparse brain data are discussed. To handle these chal-
lenges while minimizing the number of assumptions, a novel
pattern recognition algorithm [29] is applied. Section III is con-
cerned with experimental setup and the details of the proposed
algorithm. The validation of the technique on high-dimensional
ECoG data is presented in Section IV, followed by discussion
and conclusion in Section V.
II. TECHNICAL CHALLENGES IN ANALYSIS OF MULTISENSOR
BRAIN DATA
Translation of brain signals into control variables for external
devices typically entails the selection of one or more variables
from a discrete set of controls [1], [30], [31].2 This is achieved by
compiling data over multiple trials into a training database. The
statistical differences of data under various stimulus or cogni-
tive conditions are then exploited so that novel brain data can be
classified into one of the existing classes (e.g., idle versus move),
and appropriate control signals are generated. The classification
of brain signals in BCI applications, however, is not straightfor-
ward, since data are typically high dimensional. For example,
500 ms of EEG data, sampled at 200 Hz and recorded with 19
electrodes of the 10-20 international standard, represent a vector
in 1900-dimensional (1900-D) space. Such a high-dimensional
space presents many challenges, most notably the small sample
size problem, which arises when the dimension of data exceeds
the size of the training database. Practically, this is always the
case in BCI applications, since the training time is limited.
In pattern recognition theory, these challenges are addressed
by reducing the dimension of data through extraction of a small
set of useful features. Numerous feature-extraction techniques
have been developed over time, ranging from classical discrim-
inant analysis tools [33] and their various extensions [34] to the
use of probabilistic measures [35], [36]. Ironically, a majority
of these techniques require data dimension be reduced before
features can be extracted.3
Common approaches to feature extraction in BCI appli-
cations rely on separation of spatial and temporal domains.
For example, EEG data are first processed spatially by the
2Exceptions are regression-based BCIs (see [32], for example); however,
signal processing challenges are quite similar.
3A notable exception is feature-extraction techniques used in face recognition
(see Section III-B for more details).
Laplacian filter [11], [12], [37], followed by temporal process-
ing such as filtering in various frequency bands (e.g., µ-band
or β-band [11], [12]). A common strategy used in conjunc-
tion with the aforementioned approaches is to handpick a small
subset of channels (typically in the vicinity of the Rolandic
C3 and C4 areas [12], [30]) according to their individual use-
fulness. While intuitive, this approach ignores joint statistical
properties of channels, which may lead to suboptimal perfor-
mances. In particular, based on classical results [38]–[40] from
pattern recognition theory, it is conceivable that combining a
“bad” channel with a good one may boost the performance. A
more adaptive approach is to use data-driven spatial processing
such as common spatial pattern (CSP) filtering [41], [42]. This
method allows the number of channels to be systematically
reduced (see [43] for review); however, spatial and temporal
processing remain separated [41]–[45].
A direct approach to joint extraction of spatial and temporal
features is to treat space and time simultaneously. As men-
tioned earlier, this normally gives rise to a severe small sample
size problem, where a direct implementation of classical dis-
criminant tools such as linear discriminant analysis (LDA) [33]
is not possible. The problem is ultimately caused by singular
covariance matrices. While regularization algorithms exist [46],
they do not solve the curse of dimensionality problem4 per se. It
should be noted that similar challenges are faced in the field of
image recognition, although image recognition techniques have
not been extensively tested outside of their primary application
domain.
In this paper, a computationally efficient, locally adaptive
feature extraction and classification algorithm [29], [48] is used
for mental state decoding. The algorithm does not invoke the
space–time separability assumption and avoids the pitfalls of
heuristic approaches such as channel handpicking. In addition,
the method provides an insight into the spatiotemporal aspects
of neural information processing.
III. MATERIALS AND METHODS
A. Experimental Setup
Experimental results reported in this paper are based on ECoG
recordings from the brains of six epileptic patients while they
were making directed arm movements to various locations on
a touch screen interface (see Fig. 2). A brief account of the
experiment is presented here. For original reference, see [49].
At the beginning of each trial, a fixation stimulus was pre-
sented in the center of the touch screen and the subject initiated
the trial by placing his right hand on the stimulus. This marked
the onset of a fixation period. After a short period, a peripheral
target was flashed on the screen at one of six or eight locations
(see Table I for details), which marked the onset of a target pe-
riod. The subjects were instructed not to move their eyes, but no
quantitative assessment of their eye movements was available.
The target period was followed by a memory period, whose onset
4Inversion and spectral decomposition of large matrices may not be feasible
with standard computer architectures. An efficient solution to this problem has
recently been proposed in [47].
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Fig. 2. Timeline of a single experimental trial.
TABLE I
SUBJECT-SPECIFIC INFORMATION: ELECTRODE TYPE, NUMBER OF ELECTRODES
Ne , DIMENSION OF 1 S OF DATA n, (SEE THE APPENDIX), NUMBER OF TRIALS
nt , AND NUMBER OF TARGET LOCATIONS Nt
was defined by extinguishing the peripheral target. The fixation
stimulus was extinguished after the memory period, which acted
as a cue for the participants to reach to the memorized location
and marked the onset of a reach period. Upon completion of the
reach, a beep indicated whether it was correct or not and a new
trial was initiated after a brief delay period. To prevent phase-
locked response, the durations of fixation, target, and memory
periods were randomized (uniform distribution between 1 and
1.3 s). The position of the peripheral target was parametrized
by an angle, e.g., 0◦ (right), 45◦ (top-right), 180◦ (left), etc., and
was randomly interleaved on a trial-by-trial basis. The number
of trials varied per target location and per subject. The ECoG
signals were amplified, sampled at 200 Hz, and bandpass filtered
(0.3–70 Hz).
Table I lists experimental details for each participant. Elec-
trode placement was determined by the neurologist so as to best
localize epileptogenic regions. A combination of grid and depth
electrodes was used for the study. Note that bilateral depth elec-
trodes were placed on both right (R) and left (L) hemispheres,
whereas grid electrodes covered a single hemisphere. Since the
seizure focus was often in the temporal regions, grid electrodes
were typically placed over these areas. The patients were kept
off antiepileptic medications for the duration of the study.
The state data were defined by pooling all data from a single
period, regardless of the target location. Since the durations of
individual periods were randomized, a 1-s-long segment of data
from each period was used in the process. This yielded training
datasets containing between 1532 and 1948 trials per subject
(cf., Table II). These datasets were used to decode the four
mental states (fixation, target, memory, reach) and quantify the
classification rates.
B. Classwise Principal Component Analysis
Classification of high-dimensional, statistically sparse data is
often encountered in the field of face (image) recognition, where
numerous techniques have been proposed (their comprehensive
TABLE II
CLASSIFICATION RATES (IN PERCENT) AND COMPUTATIONAL COST OF CPCA
AND COMPETING METHODS
review is outside the scope of this paper). Since spatiotemporal
ECoG data are essentially an image, it may be worthwhile to cast
a classification of ECoG data in the framework of image/face
recognition. However, when applied to ECoG data, several rep-
resentative face recognition techniques produced very modest
results [29], [48], [50]. The discrepancy in performance may be
attributed to relatively high levels of noise in electrophysiolog-
ical neural data.
Principal component analysis (PCA) is one of the most popu-
lar general-purpose dimensionality reduction techniques and is
capable of handling the small sample size problem. It is, how-
ever, ignorant of class-specific information, and so it can be
argued that PCA is suboptimal for data classification problems.
Motivated by this limitation, the authors have recently devel-
oped an algorithm that identifies and discards an uninformative
subspace in data by performing a classwise PCA (CPCA). The
residual space is then amenable to standard classification tech-
niques, since small sample size conditions and the curse of
dimensionality are no longer obstacles. A notable distinction of
the technique is that it is nonlinear, yet efficiently implemented.
The application of the algorithm will be demonstrated on the
four-state decoding problem introduced before, and the details
are given in the Appendix. For an in-depth exposition of CPCA
and its application to other types of statistical data, see [29].
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TABLE III
CPCA PERFORMANCE (IN PERCENT) BREAKDOWN BY THE FOUR STATES
IV. RESULTS
A. Performance Evaluation
The algorithm was tested against two face recognition tech-
niques: direct LDA (DLDA) [51] and PCA in conjunction with
LDA (PLDA) [52], and against two widely used BCI techniques:
CSP and regularized LDA (RLDA) with the 1-norm on the reg-
ularizer [53]. The multiclass extension of the CSP technique was
achieved using the one-versus-rest approach [54]. The quadratic
Bayesian classifier was used in conjunction with these feature-
extraction techniques, making them comparable to the CPCA
algorithm [cf., (4)]. In all methods, raw time series were used
as input data. The feature subspace dimension was limited to
m ≤ 4, as no significant change in performance was found in
higher dimensions. Note that as variants of LDA, the PLDA,
DLDA, and RLDA methods are limited to m ≤ 3. The number
of eigenvectors chosen for CSP was varied with a maximum of
4, i.e., two eigenvectors from both ends of the spectrum. The
performances of the methods, expressed as percent of correct
classification, were assessed through a tenfold cross-validation
(CV) [33].
For each feature subspace dimension, the performance of the
best technique is typeset in bold, and the best overall perfor-
mance per subject is marked by † (see Table II). In general, the
(optimal) subspace dimension should not be chosen based on
performance, otherwise overfitting may occur. In authors’ own
experience, restricting m to a low number (e.g., 2 ≤ m ≤ 4) is
sufficient for most practical applications. Table II also reports
the computational cost of the methods in terms of CPU time
per fold, i.e., time taken to train the algorithm based on 90%
of data and test the remaining 10% of trials. All computations
were performed on a workstation (Intel Xeon processor, CPU
speed 3.60 GHz, 8 GB RAM). The breakdown by the state
of the CPCA performance in 3-D feature subspace is given in
Table III.
B. Analysis of Results
The nonuniform electrode placement (dictated by patients’
medical condition), the use of different electrode types (grid
and depth), and intrinsic variability among subjects are likely
causes for the variation in performance. The CPCA algorithm is
highly competitive, as it achieves the best recognition rates on
four subjects, often with a significant margin. RLDA and CSP
perform best on subjects S006 and S004, respectively, whereas
DLDA and especially PLDA perform poorly. This is consistent
with previous studies [29], [48], [50], where these and other face
recognition techniques were found ill-suited for classification of
noisy biomedical data. Also note that the computational cost of
RLDA is an order of magnitude higher than those of the CPCA,
PLDA, and CSP techniques. Conversely, the computational cost
of DLDA is the lowest. Finally, note that with few exceptions, the
techniques performed better in 3-D/4-D subspaces. Especially
encouraging are the performances reported on subjects S008,
S007, and S005, with S008 achieving accuracy of more than
93%.
From Table III, it can be concluded that in most cases, fixation
and target are better predicted than the other two states, with the
best rates reaching as high as 97%. In general, the decoding of
the memory state was the most challenging, which is expected
given its purely cognitive nature. A notable exception is subject
S008, with a reported accuracy of more than 91%. The perfor-
mances on other subjects were comparatively lower, although
they were significantly better than chance (25%). The classifi-
cation accuracy for the reach state was also comparatively low,
with the exception of subjects S008 and S005, which perhaps
can be attributed to the self-paced nature of this state. Namely,
the state terminated whenever the subject reached the target, as
detected by the touch screen interface, and only the first 1 s of
data was used for training and decoding. Generally, the subjects
exhibited significant trial-to-trial reach time variability. In ad-
dition, subject S003 had an uneven distribution of reach times
over target positions.
In conclusion, CPCA is able to remove large portions of
uninformative data from the original space, with dimensions
as high as 25 200, and distill useful information down to
3-D/4-D features, thereby facilitating efficient mental state de-
coding. The algorithm is computationally simple and does not
require expensive optimization of free parameters, such as reg-
ularizing constant or subset of electrodes and frequency bands.
Unlike CSP, it is naturally defined in a multiclass setup and
does not require the pairwise extension of binary classifica-
tion problems. The biggest strength of the technique, how-
ever, is its ability to jointly extract information distributed in
space and time. Consequently, the method may be viewed as
a useful tool for analysis of spatiotemporal brain information
processing.
V. DISCUSSION AND CONCLUSION
A. Discussion
We discuss the following issues based on state decoder per-
formance. In general, from the classification rates, it follows that
subjects with depth electrodes or a combination of grid and depth
electrodes (S008, S007, S005) had a better performance than the
subjects having only grid electrodes. Since depth electrodes pro-
vide a better source localization and have higher signal-to-noise
ratio compared to the grid electrodes, this finding is not very sur-
prising. Furthermore, grid electrodes were placed mostly in the
temporal areas and over a single hemisphere, as opposed to bilat-
eral depth electrodes that were placed in temporal, parietal, and
frontal cortex, spreading over both right and left hemispheres.
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1) Application to Asynchronous BCIs: To facilitate asyn-
chronous BCI operation, brain data must be analyzed in real
time. Practically, this means that a data window of a fixed length
T is streamed to a computer for analysis, typically at a reason-
ably high rate (e.g., every 50 ms [12]). The choice of T is likely
to be subject- and application-dependent [43] (it is nominally
set to 1 s in this study). To classify a kth data window, the
classification rule (4) can be adapted as
P
(
ωj |fki
)
=
p
(
fki |ωj
)
P
(
ωj |fk−1i
)
p
(
fki
) , i, j = 1, 2, 3, 4
(1)
where fki = FTi xk is the projection of the data window xk to
the ith CPCA subspace (see the Appendix). Note that Fi and
the parameters of p(·|ωj ) are to be estimated during the training
process. Also note that the posterior probability P (ωj |fk−1i )
is used as a prior probability at iteration k. This implies that
the classification of present data depends on the classification
of previous data, and this step is commonly used in recursive
Bayesian filtering to smooth estimates over time [55]. It should
be noted that analyzed data window may fall between two states;
therefore, the performances reported in Table II and III may not
be achievable during online asynchronous operation. Due to
its simplicity and efficient implementation, the training of the
algorithm can be repeated as needed. The retraining of the signal
processing and classification algorithms may be necessary to
compensate for nonstationary effects caused by learning and
coadaptative processes [13], [56].
2) Space–Time Separability Assumption: As discussed in
Section II, many BCI studies separate data processing in
spatial and temporal domains. Since spatial filters, such as
Laplacian, common average reference, PCA, and CSP, give rise
to coefficients that remain constant in time, they are well suited
to analysis of waves that are space–time separable. However,
given the complex nature of brain waves governing processes
(nonstationarities, inhomogeneities, nonlinearities, etc.) [57],
the space–time separability assumption is unlikely to hold. To
illustrate this point, optimal spatial filters for subject S008 were
calculated. The filters were found through LDA, thereby max-
imizing the discriminant of the four states. To test whether a
spatial pattern persists over time, LDA was performed at each
instant using tenfold CV. Therefore, at each time point, LDA
was performed ten times, and the temporal evolution of the av-
erage lead eigenvector (filter) is shown in Fig. 3. Consistent
with the dynamics of ECoG signals [49], the invariance of the
spatial filters began to break on time scales as short as 25 ms,
and the trend was exacerbated over longer time scales. For ex-
ample, large coefficient variations in the vicinity of electrode 55
at ∼200 ms indicate that this brain region is much more impor-
tant for mental state decoding than the area around electrode 23.
Conversely, at ∼800 ms, the most prominent state differences
are found in the vicinity of electrode 23, while the importance
of electrode 55 is negligible, and falls well within the noise fluc-
tuations. Note that while the significant performance increase at
∼150 ms coincides with a sharp transition in the filter shape, the
performance in general is not a good measure of nonstationarity.
In particular, the performances at ∼200 and ∼800 ms are quite
Fig. 3. (Normalized) Average coefficients of LDA spatial filters for subject
S008. The solid line marks the classification accuracy (in percent), assessed
through tenfold CV. Tick marks are at 200 and 800 ms.
similar (∼70%), despite significantly different spatial filters. In
conclusion, fixed spatial filters are likely to produce state classi-
fication rates that are suboptimal. The proposed method, on the
other hand, avoids space–time separability assumption, and so,
if state differences are encoded by two, or more, brain areas at
different times, these differences will be jointly extracted into
low-dimensional features.
3) CPCA as Analysis Tool: While features arising in CPCA
are abstract, the corresponding filters (the columns of Fi) have
a clear physical interpretation. If the filter coefficients are or-
ganized into a spatiotemporal array (see the Appendix), they
will explicitly point to brain areas, time scales, and latencies
involved in encoding the mental state differences. For multidi-
mensional features, there will be one filter per feature; however,
if 1-D features are considered, filter analysis is considerably
simpler. Fig. 4 shows four spatiotemporal filters computed from
one of the folds of tenfold CV (see Section IV-A) for subject
S008. Due to the piecewise linear nature of CPCA, each filter is
locally adapted to a particular state: F1 (fixation), F2 (target),
F3 (memory), and F4 (reach). This state-specific information
is included in the filters through principal components WCPCAi
(see the Appendix). On the other hand, the similarities in the
filters may be attributed to matrices WB and TDFEi . Therefore,
information about all the states is present in all four filters, al-
though it is expected that the features of each state are best
extracted by their local filter, e.g., fixation by F1 .
By investigating the distribution of filter coefficients, an ad-
ditional insight into the spatiotemporal dynamics of brain state
representation is obtained. Within the first 150 ms, none of the
filters point to any important areas. This is consistent with the
latency of visual information processing [58], as all state tran-
sitions are triggered by visual cues (see Section III-A). All four
filters feature important coefficients in the period from 150 to
300 ms, with similar spatial distributions. In particular, based
on the coefficients of F2 , locally adapted to the target state,
the following important brain areas are identified: orbitofrontal
(OF) cortex, amygdala, and supplementary motor (SM) cortex.
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Fig. 4. Feature-extraction matrices Fi ∈ R18 200×1 arranged into spatiotemporal filters. Note that the feature subspace is 1-D. Coefficients with large absolute
value indicate spatiotemporal areas of importance. Electrodes were implanted over OF cortex, amygdala (A), hippocampus (H), anterior cingulate (AC) cortex,
SM cortex, and parietal (P) cortex. Prefix indicates the hemisphere: left (L) and right (R).
The discriminatory information present after 500 ms is equally
prominent in all four filters, especially in the SM areas.
Cortical potential studies have demonstrated that the SM areas
are responsible for planning movements in humans [59]–[61].
Several studies have shown that the RP, recorded from the
SM areas, appears as early as 2 s before voluntary move-
ments [23], [60], [62]. This potential, distinguished by its slow
wave-like behavior, occurs earlier in the SM areas than in any
other cortical area [60]. The RP drift is also noted in persons
imagining movements without actually executing any move-
ment [63]. These findings are consistent with our result, showing
that the SM areas carry significant state separability informa-
tion. In addition, prominent coefficients in the SM area toward
the end of the period may be movement-related. The latency
of 500 ms, which is the characteristic of these coefficients, is
consistent with the latency of motor response [64]. The OF cor-
tex is reported to be involved in decision making during many
decision-related tasks [65], [66], and these findings are also
consistent with our study. Moreover, decision-making latencies,
typically between 150 and 300 ms [64], are precisely aligned
with the onset of important coefficients in the OF cortex (see
Fig. 4). It is interesting to note that the contribution of the OF
cortex is not very prominent according to the filter F4 . This
could be a consequence of the subject having already made a
decision during the previous states: target and memory. Recent
studies have shown that the amygdala region is associated with
implicit learning and memory consolidation, when subjects are
presented with visual stimuli [67]. This is congruous with our
experimental protocol, where the subjects are given visual cues
and the experiments are repeated over time. Accordingly, the
amygdala region plays a significant role in the state discrimi-
nation process and shows up especially in F2 between 200 and
350 ms. It is interesting to note that the hippocampus and pari-
etal regions did not seem to carry significant state information,
as evidenced by the lack of important coefficients over these
areas. These areas, however, typically exhibit directionally se-
lective response and are, therefore, more suitable to decoding of
the target location [48], [50], [68].
B. Conclusion
A novel feature-extraction/feature-classification algorithm
[29] is applied to mental state estimation based on high-
dimensional, statistically sparse ECoG signals recorded from a
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large number of electrodes. The method takes a holistic approach
to data analysis, wherein discriminatory information, distributed
nonuniformly over time and space, is extracted jointly by low-
dimensional features. Parallels between the proposed method
and common BCI signal analysis tools are drawn, and impor-
tant differences are highlighted. By analysis of spatiotemporal
filters that are synthesized in the process, useful information can
be uncovered about the spatiotemporal dynamics of the state
encoding process. The method is applicable beyond BCI- and
classification-related studies, as long as data can be conditioned
upon two or more conditions such as stimulus versus baseline,
or stimulus A versus stimulus B, etc. The success of the tech-
nique in classification of diverse statistical data [29] suggests
that CPCA may be a suitable tool for other types of spatiotem-
poral brain data, such as functional magnetic resonance images
and magnetoencephalography.
APPENDIX
Definition of Variables: Let X ∈ RNe ×200 be a 1-s-long seg-
ment of ECoG signal, where Ne is the number of electrodes (see
Table I). Let x ∈ Rn be a vectorized version of X, where n =
Ne × 200. The vectorization scheme can be chosen arbitrary,
but must be applied consistently. Note that the n coordinates of
x contain both spatial and temporal information, which can be
recovered by applying the inverse of the vectorization scheme.
Let Ω be a state (label) random variable defined as Ω = ωi if x
belongs to statei (i = 1, 2, 3, 4). Let Xi be a collection of data
x conditioned upon ωi . Practically, Xi is obtained by pooling
data (over multiple target positions) from a single period, as out-
lined in Section III-A. The state mean µi ∈ Rn and covariance
Σi ∈ Rn×n are respectively defined as µi=1/|Xi |
∑
x∈Xi x and
Σi

=1/(|Xi | − 1)
∑
x∈Xi (x− µi)(x− µi)T , where | · | denotes
the cardinality of a set. The prior state probabilities are estimated
empirically, i.e., P (ωi) = |Xi |/
∑4
j=1 |Xj |.
The algorithm is a two-step procedure: feature-extraction ma-
trices are first estimated from training data, followed by classi-
fication of test data in the feature space.
Feature Extraction: For a four-state decoding problem,
the algorithm generates a family of feature subspaces
{S1 , S2 , S3 , S4}. Therefore, a notable distinction of the pro-
posed technique is that it yields nonlinear (piecewise linear)
features. However, since the individual subspaces are linear,
they can be found through elementary matrix manipulations,
implemented in MATLAB. Each subspace Si is spanned by the
columns of a feature-extraction matrix Fi ∈ Rn×m , where m
is the dimension of the feature space (chosen by the user).
The feature matrices are constructed through the following
factorization:
Fi =
[
WCPCAi |WB
]
TDFEi , i = 1, 2, 3, 4 (2)
where WCPCAi ∈ Rn×mi is a matrix whose columns are the mi
principal eigenvectors of Σi . The number mi is determined
by keeping the principal components with eigenvalues greater
than the mean eigenvalue of Σi . In general, mi depends on
data distribution under ωi and is likely to differ across states.
Sensitivity analysis, which is performed by comparing the re-
sults of keeping mi − 1, mi , and mi + 1 eigenvalues of Σi , re-
vealed very stable results (differences < 0.02%). The columns
of WB ∈ Rn×3 are chosen so that they form an orthonormal
basis for the range5 of the between-class matrix ΣB ∈ Rn×n ,
which is defined as ΣB

=
∑4
i=1 P (ωi) (µi − µ)(µi − µ)T [33],
where µ=
∑4
i=1 P (ωi)µi is the overall mean. Including WB in
the definition (2) ensures that differences in states with similar
covariance matrices Σi , but distinct means µi , are captured by
features [29], [48]. Finally, the matrix TDFEi ∈ R(mi +3)×m can
be any linear discriminant feature extraction (DFE) matrix (e.g.,
LDA). From this standpoint, the feature extraction defined by
(2) can be viewed as a two-step procedure. In the first step,
the matrix [WCPCAi |WB] provides a significant dimensionality
reduction (from n to mi + 3) by discarding a large noninfor-
mative subspace. In the second step, the class separability is
enhanced and the dimension is further reduced (from mi + 3
to m) through the matrix TDFEi . In this study, approximate in-
formation discriminant analysis (AIDA) [69] has been used to
calculate TDFEi . Similar but slightly inferior results were ob-
tained with LDA. Finally, the feature-extraction matrices Fi are
orthonormalized through the Gram–Schmidt procedure. Note
that the columns of Fi can be converted to spatiotemporal ar-
rays by the devectorization scheme.
Classification: Let x ∈ Rn be test data to be classified. Pro-
jecting x onto the subspace Si yields
fi = FTi x, i = 1, 2, 3, 4 (3)
where fi ∈ Rm are the features of x in the subspace Si . To find
which of the four subspaces is optimal for classification, statis-
tical tests need to be devised. In particular, by a straightforward
application of the Bayes rule, we have
P (ωj | fi) = p(fi |ωj )P (ωj )
p(fi)
, i, j = 1, 2, 3, 4 (4)
whereP (ωj | fi) is the posterior probability of the state ωj , given
the feature vector fi . Note that there are 16 such probabilities.
To complete the calculations in (4), p(fi |ωj ) is modeled as a
Gaussian probability density function with the mean FTi µj and
covariance FTi ΣjFi , whereas p(fi) =
∑4
j=1 p(fi |ωj )P (ωj ).
To assign x to one of the states, the maximum a posteriori
(MAP) rule is applied in each subspace
J(i) = arg max
1≤j≤4
P (ωj | fi), i = 1, 2, 3, 4
where J(i) is the index of the most likely state in Si . To find the
overall maximum, the MAP rule is applied once again
i∗ = arg max
1≤i≤4
P (ωJ (i) | fi).
This formally concludes the feature-extraction/feature-
classification procedure; the optimal subspace is Si∗ and the
optimal class assignment is “x belongs to stateJ (i∗) .”
5The range R(Σ)={y ∈ Rn : y = Σ x, ∀x ∈ Rn } of a matrix Σ ∈ Rn×n
is easily computed in MATLAB using the function orth.m.
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