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Auburn University and Nankai University
We study the Fourier expansion of the distribution density of
a Le´vy process in a compact Lie group based on the Peter–Weyl
theorem.
1. Introduction. Let G be a Lie group with identity element e and of
dimension d. A stochastic process gt in G, with right continuous paths having
left limits, is called a Le´vy process if it has independent and stationary
increments in the sense that for any s < t, g−1s gt is independent of F0s , the
σ-algebra generated by gu for u ∈ [0, s], and has a distribution depending
only on t−s. In this paper a Le´vy process gt will always be assumed to start
at e, that is, g0 = e, unless when explicitly stated otherwise.
Le´vy processes in noncompact semi-simple Lie groups possess interest-
ing limiting properties. These were studied in Liao (1998, 2002) motivated
by the results on Brownian motion in symmetric spaces by Dynkin and
Malliavia–Malliavin, and Lie group valued random walks by Furstenberg–
Kesten and Guivarc’h–Raugi. See the references in the above cited papers
and also Applebaum (2000a) for some of the other related results. Le´vy
processes in a compact Lie group possess completely different properties.
Instead of exhibiting any sample path convergence, the process is ergodic
and one would expect that its distribution converges to the normalized Haar
measure as time t→∞. The purpose of this paper is to study the Fourier
expansion of the distribution density of a Le´vy process in a compact Lie
group based on the Peter–Weyl theorem and from which to obtain the ex-
ponential convergence of the distribution of the process to the normalized
Haar measure.
Fourier transformation of bounded measures on locally compact groups
was studied in Heyer (1968) and a related central limit theorem was estab-
lished in Siebert (1981). Fourier method has been proved useful for studying
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random walks on finite groups and, in some special cases, on Lie groups. See,
for example, Diaconis (1988), Rosenthal (1994) and Klyachko (2000). This
paper may be regarded as a first attempt at applying this useful method to
study a general Le´vy process in a compact Lie group.
We will now describe a little more precisely the content of this paper. In
the next section after a discussion of the generator of a Le´vy process, we
first establish the existence of L2 distribution density under a nondegener-
acy condition. We then study the Fourier expansion of the L2 density of a
general Le´vy process gt in terms of matrix elements of irreducible unitary
representations of G. It is shown that the Fourier series converges abso-
lutely and uniformly on G, and the coefficients tend to 0 exponentially as
time t→∞. In Section 3, for Le´vy processes invariant under the inverse
map, the distribution density is shown to exist, and the exponential bounds
for the density, as well as the exponential convergence of the distribution
to the normalized Haar measure, are obtained. The same results are proved
in Section 4 for conjugate invariant Le´vy processes. In this case the Fourier
expansion is given in terms of irreducible characters, a more manageable
form of Fourier series. In Section 5 Fourier coefficients are identified more
explicitly using Weyl’s character formula.
The rest of this section is devoted to a brief discussion of Fourier series of
L2 functions on a compact Lie group G based on the Peter–Weyl theorem.
See Bro¨cker and Dieck (1985) for more details on the representation theory
of compact Lie groups and Helgason (2000) for the related Fourier theory.
Let U be a unitary representation of G on a complex vector space V
of complex dimension n= dimC(V ) equipped with a Hermitian inner prod-
uct. Given an orthonormal basis {v1, v2, . . . , vn} of V , U may be regarded
as an unitary matrix valued function U(g) = {Uij(g)} given by U(g)vj =∑n
i=1 viUij(g) for g ∈G. Let Irr(G,C) denote the set of all the equivalence
classes of irreducible unitary complex representations. The compactness of G
implies that Irr(G,C) is a countable set. For δ ∈ Irr(G,C), let U δ be a unitary
representation belonging to the class δ and let dδ be its dimension. We will
denote by Irr(G,C)+ the set Irr(G,C), excluding the trivial one-dimensional
representation given by U δ = 1. For any measure µ and measurable function
f on G, we may write µ(f) for the integral
∫
f(g)µ(dg). The normalized Haar
measure on G will be denoted either by l or by dg. Let L2(G) be the space
of functions f on G with finite L2-norm ‖f‖2 = [l(|f |2)]1/2 = [
∫ |f(g)|2dg]1/2,
identifying functions which are equal almost everywhere under l.
By Peter–Weyl theorem [see II.4 and III.3 in Bro¨cker and Dieck (1985)],
the family
{d1/2δ U δij; i, j = 1,2, . . . , dδ and δ ∈ Irr(G,C)}
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is a complete orthonormal system on L2(G). The Fourier series of a function
f ∈L2(G) with respect to this orthonormal system may be written as
f = l(f) +
∑
δ∈Irr(G,C)+
dδTrace(AδU
δ) with Aδ = l(fU
δ∗)(1)
in L2 sense, that is, the series converges to f in L2(G), where U δ∗ = U δ
′
with the overline denoting the complex conjugate and the prime “ ′ ” the
matrix transpose. The L2-convergence of the series in (1) is equivalent to
the convergence of the series of positive numbers in the following Parseval
identity.
‖f‖22 = |l(f)|2 +
∑
δ∈Irr(G,C)+
dδTrace(AδA
∗
δ).(2)
The character of δ ∈ Irr(G,C) is
χδ =Trace(U
δ),(3)
which is independent of the choice of the unitary matrix U δ in the class
δ and is positive definite in the sense that
∑k
i,j=1χδ(gig
−1
j )ξiξj ≥ 0 for any
finite set of gi ∈ G and complex numbers ξi. The normalized character is
ψδ = χδ/dδ . The positive definiteness of χδ implies that |ψδ| ≤ ψδ(e) = 1. By
IV, Theorem 1.6, in Helgason (2000), for any u, v ∈G,∫
ψδ(gug
−1v)dg = ψδ(u)ψδ(v).(4)
A function f on G is called conjugate invariant if f(hgh−1) = f(g) for
any g,h ∈ G. Such a function is also called a class function or a central
function in the literature. Let L2ci(G) denote the closed subspace of L
2(G)
consisting of conjugate invariant functions. The set of irreducible characters,
{χδ ; δ ∈ Irr(G,C)}, is an orthonormal basis of L2ci(G); see II.4 and III.3 in
Bro¨cker and Dieck (1985). Therefore, for f ∈ L2ci(G),
f = l(f) +
∑
δ∈Irr(G,C)+
dδaδχδ with aδ = l(fψδ )(5)
in L2 sense.
2. Le´vy processes in compact Lie groups. Le´vy processes in a Lie group
G have been defined earlier. Such a process gt is a Markov process with a
Feller transition semigroup, hence, its distribution is completely determined
by its generator. The generator Lmay be defined by Lf(g) = limt→∞(1/t){E[f(gg t)]−
f(g)} for any continuous function f on G vanishing at infinity, such that
the limit exists under the norm ‖f‖∞ = supg∈G |f(g)|, and the set of such
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functions is the domain D(L) of L. An explicit expression for L is obtained
in Hunt (1956).
In this paper we will consider exclusively Le´vy processes in compact Lie
groups. Therefore, in the rest of this paper gt will be a Le´vy process in a
compact connected Lie group G. In this case D(L) contains C2(G) and L is
completely determined by its restriction to C2(G). To state Hunt’s formula,
let g be the Lie algebra of G and let {X1, . . . ,Xd} be a basis of g. There
are functions x1, . . . , xd ∈C∞(G) such that xi(e) = 0 and Xixj = δij . These
functions form a local coordinate system at e and, hence, will be called a set
of coordinate functions associated to the basis {X1, . . . ,Xd}. Note that they
are not uniquely determined by the basis. We will write |x|2 =∑di=1 x2i . For
g ∈ G, let Lg and Rg be, respectively, the left and right translations on G
defined by Lg(h) = gh and Rg(h) = hg for h ∈G. For X ∈ g, let X l and Xr
denote, respectively, the left invariant and right invariant vector fields on
G given by X l(g) =DLg(X) and X
r(g) =DRg(X), where D applied to a
mapping denotes its differential. Hunt’s formula says that for any f ∈C2(G)
and g ∈G,
Lf(g) = 12
d∑
i,j=1
aijX
l
iX
l
jf(g) +X
l
0f(g)
+
∫ [
f(gh)− f(g)−
d∑
i=1
xi(h)X
l
if(g)
]
Π(dh),
(6)
where aij are constants forming a nonnegative definite symmetric matrix,
X0 ∈ g and Π is a measure on G satisfying the following condition:
Π({e}) = 0, Π(V c)<∞ and
∫
|x|2 dΠ<∞(7)
for some neighborhood V of e. Here V c denotes the complement of V in
G. Note that the above condition on Π is independent of the choice of the
neighborhood V , the basis {X1, . . . ,Xd} and the coordinate functions xi.
The measure Π is called the Le´vy measure of the process gt and is, in fact,
the characteristic measure of a homogeneous Poisson random measure on
R+ × G which counts the jumps of the process, hence, Π vanishes if and
only if the process gt is continuous.
When Π has a finite first moment, that is, if
∫ |x|dΠ<∞, then for any f ∈
C2(G), the integral
∫
[f(gh)−f(g)]Π(dh) exists and by suitably changing X0
in (6), Hunt’s formula takes the following simpler form:
Lf(g) = 12
d∑
i,j=1
aijX
l
iX
l
jf(g) +X
l
0f(g) +
∫
[f(gh)− f(g)]Π(dh).(8)
Note that if the Le´vy measure Π is finite, then it has a finite first moment.
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For any two probability measures µ and ν on G, their convolution µ ∗ ν
is a probability measure on G defined by µ ∗ ν(B) = ∫gh∈B µ(dg)ν(dh) for
any Borel subset B of G. Let µt be the distribution of gt for each t ∈ R+.
Then µt+s = µt ∗ µs for any s, t ∈R+. We note that (d/dt)µt(f)|t=0 = Lf(e)
for f ∈C2(G).
The density of a measure on G will always mean the density function with
respect to the normalized Haar measure dg unless when explicitly stated
otherwise. Suppose µt has a density pt ∈L2(G) for t > 0. Then pt+s = pt ∗ps,
where the convolution of two functions f1 and f2 in L
2(G) is defined by f1 ∗
f2(g) =
∫
f1(gh
−1)f2(h)dh or, equivalently, f1 ∗ f2(g) =
∫
f1(h)f2(h
−1g)dh
for g ∈G.
Lemma 1. Let µ and ν be two probability measures on G such that one
of them has a density p. Then µ ∗ ν has a density q with ‖q‖2 ≤ ‖p‖2. In
particular, if pt is a density of µt for t > 0, then ‖pt‖2 ≤ ‖ps‖2 for 0< s < t.
Proof. We will only consider the case when p is the density of µ. The
other case can be treated by a similar argument. For any f ∈C(G), by the
translation invariance of dg,
µ ∗ ν(f) =
∫ ∫
f(gh)p(g)dg ν(dh)
=
∫ ∫
f(g)p(gh−1)dg ν(dh)
=
∫
f(g)
[∫
p(gh−1)ν(dh)
]
dg.
Hence, q(g) =
∫
p(gh−1)ν(dh) is the density of µ ∗ ν. It is easy to see, by the
Schwarz inequality and the translation invariance of dg, that ‖q‖2 ≤ ‖p‖2.
Note that using the Ho¨lder inequality instead of the Schwarz inequality, we
can prove the same conclusion with ‖ · ‖2 replaced by Lr-norm ‖ · ‖r for
1≤ r ≤∞. 
The Le´vy process gt will be called nondegenerate if the symmetric matrix
a= {aij} in (6) is positive definite. Let σ be a d×d matrix such that a= σ′σ
and let
Yi =
d∑
j=1
σijXj for 1≤ i≤ d.(9)
Then the second-order differential operator part of the generator L given by
(6) may be written as (1/2)
∑d
i=1 Y
l
i Y
l
i . Let Lie(Y1, Y2, . . . , Yd) be the Lie sub-
algebra of g generated by Y1, Y2, . . . , Yd. The following weaker nondegeneracy
condition is sufficient for most results in this paper.
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(H) Lie(Y1, . . . , Yd) = g.
A continuous Le´vy process satisfying the hypothesis (H) is a hyper-elliptic
diffusion process in G. It is well known that such a process has a smooth
transition density function for t > 0. In this case, µt has a smooth density
pt for t > 0.
Theorem 1. Let gt be a nondegenerate Le´vy process with a finite Le´vy
measure. Then each distribution µt of gt has a L
2 density pt for t > 0.
Proof. Because the Le´vy measure Π is finite, the Le´vy process gt may
be constructed from a continuous Le´vy process xt by interlacing jumps at
exponentially spaced time intervals. The precise meanings of this construc-
tion are as follows. Let xt be a continuous Le´vy process in G whose gen-
erator is given by (8) with Π = 0, let {τn} be a sequence of exponential
random variables with a common rate λ=Π(G) and let {σn} be a sequence
of G-valued random variables with a common distribution Π(·)/Π(G). We
will assume all these objects are independent. Let Tn = τ1 + τ2 + · · · + τn
for n ≥ 1 and set T0 = 0. Let g0t = xt, let g1t = g0t for 0 ≤ t < T1 and g1t =
g0(T1)σ1x(T1)
−1xt for t≥ T1, and, inductively, let gnt = gn−1t for t < Tn and
gnt = g
n−1(Tn)σnx(Tn)
−1xt for t≥ Tn. Here, for typographical convenience,
we have written gn(t) for gnt . Define gt = g
n
t for Tn ≤ t < Tn+1. A similar
construction is carried out in Applebaum (2000b). It can be shown that gt
is a Le´vy process in G with generator given by (8).
Let (Ω,F , P ) be the underlying probability space. For any real or complex
valued random variable X on Ω and B ∈F , we will write E[X;B] = ∫BX dP
and E(X) =E[X;Ω]. Note that Tn has a Gamma distribution with density
rn(t) = λ
ntn−1e−λt/(n − 1)! with respect to the Lebesgue measure on R+.
Let qt denote the smooth density of the distribution of xt for t > 0. For
f ∈C(G) and t > 0, using the independence, we have
µt(f) =E[f(xt); t < T1]
+
∞∑
n=1
E[f(gt);Tn ≤ t < Tn + τn+1]
=E[f(xt)]P (T1 > t)
+
∞∑
n=1
∫ t
0
rn(s)dsE[f(g
n−1
s σnx
−1
s xt)]P (τn+1 > t− s).
(10)
We now show that for n≥ 1 and 0≤ s < t,
E[f(gn−1s σnx
−1
s xt)] =
∫
f(g)ps,t,n(g)dg
(11)
for some ps,t,n with ‖ps,t,n‖2 ≤ ‖qt/2n‖2.
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To prove (11) for n = 1, first assume s ≥ t/2. We have E[f(g0sσ1x−1s xt)] =
E[f(xsσ1x
−1
s xt)] = µ∗ν(f), where µ and ν are, respectively, the distributions
of xs and σ1x
−1
s xt. By Lemma 1, µ ∗ ν has a density ps,t,1 with ‖ps,t,1‖2 ≤
‖qs‖2 ≤ ‖qt/2‖2. If s≤ t/2, then we may take µ and ν to be the distributions
of xsσ1 and x
−1
s xt, respectively, and still obtain a density ps,t,1 of µ ∗ ν
with ‖ps,t,1‖2 ≤ ‖qt/2‖2. This proves (11) for n = 1. Now using induction,
assume (11) is proved for n = 1,2, . . . , k for some positive integer k. This
implies, in particular, that the distribution of gkt has a density p
k
t with
‖pkt ‖2 ≤ ‖qt/2k‖2. Consider E[f(gksσk+1x−1s xt)] = µ ∗ ν(f), where µ are ν are
taken to be the distributions of gks and σk+1x
−1
s xt, respectively, if s ≥ t/2,
and those of gksσk+1 and x
−1
s xt if s≤ t/2. By an argument similar as above
using Lemma 1, we can show that µ ∗ ν has a density whose L2-norm is
bounded by
‖pks‖2 ≤ ‖qs/2k‖2 ≤ ‖qt/2k+1‖2
if s≥ t/2, and bounded by ‖qt/2‖2 if s≤ t/2. In either case, the L2-norm of
the density of µ ∗ ν is bounded by ‖qt/2k+1‖2. This proves (11) for any n≥ 1.
By (10) and the fact that P (τn > t) = e
−λt for t > 0, we see that µt(f) =∫
f(g)pt(g)dg with
pt = qte
−λt +
∞∑
n=1
∫ t
0
rn(s)ds e
−λ(t−s)ps,t,n
and
‖pt‖2 ≤ ‖qt‖2e−λt +
∞∑
n=1
∫ t
0
rn(s)ds e
−λ(t−s)‖ps,t,n‖2
≤ ‖qt‖2e−λt +
∞∑
n=1
∫ t
0
rn(s)ds e
−λ(t−s)‖qt/2n‖2.
(12)
It is well known that the density of a nondegenerate diffusion process xt
on a d-dimensional compact manifold is bounded above by Ct−d/2 for small
t > 0, where C is a constant independent of t. See, for example, Chapter 9 in
Azencott (1981). Therefore, |qt| ≤ Ct−d/2 and ‖qt/2n‖2 ≤ C(2n/t)d/2. Since∫ t
0 rn(s)ds≤ (λt)n/n!, it is easy to see that the series in (12) converges. This
proves pt ∈ L2(G).

We note that if all the eigenvalues λi of a square matrix A have negative
real parts Reλi, then e
tA→ 0 exponentially as t→∞ in the sense that for
any λ > 0 satisfying maxiRe(λi)< −λ < 0, there is a constant K > 0 such
that
∀ t ∈R+ {Trace[etA(etA)∗]}1/2 ≤Ke−λt.(13)
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To prove this, let A=Qdiag[B1(λ1),B2(λ2), . . . ,B(λr)]Q
−1 be the Jordan
decomposition of A, where Q is an invertible matrix and Bi(λi) is a Jordan
block of the following form
B(λ) =


λ 1 0 0 · · · 0
0 λ 1 0 · · · 0
0 0 λ 1 · · · 0
· · · · · · · · · · · · · · · · · ·
0 0 0 0 · · · λ

 .
A direct computation shows that
etB(λ) =


eλt teλt t2eλt/2! t3eλt/3! · · · tk−1eλt/(k − 1)!
0 eλt teλt t2eλt/2! · · · tk−2eλt/(k − 2)!
0 0 eλt teλt · · · tk−3eλt/(k − 3)!
· · · · · · · · · · · · · · · · · ·
0 0 0 0 · · · eλt

 .
Let bij(t) be the element of the matrix e
tA = Qdiag[etB1(λ1), etB2(λ2), . . . ,
etBr(λr)]Q−1 at place (i, j). From the above expression for etB(λ), it is easy
to see that bij(t) =
∑r
m=1 pijm(t)e
λmt, where pijm(t) are polynomials in t.
Then Trace[etA(etA)∗] =
∑
i,j |
∑
m pijm(t)e
λmt|2 and from this (13) follows.
We note that if A is a Hermitian matrix, that is, if A∗ =A, then Q is unitary
and all Bi(λi) = λi are real.
Theorem 2. Let gt be a Le´vy process in a compact connected Lie group G
with generator L. Assume the distribution µt of gt has a density pt ∈ L2(G)
for t > 0. Then the following statements hold:
(a) For t > 0 and g ∈G,
pt(g) = 1+
∑
δ∈Irr(G,C)+
dδTrace[Aδ(t)U
δ(g)],(14)
where
Aδ(t) = µt(U
δ∗) = exp[tL(U δ∗)(e)],(15)
and the series converges absolutely on G and uniformly for (t, g) ∈ [η,∞)×G
for any fixed η > 0. Moreover, all the eigenvalues of L(U δ∗)(e) have nonpos-
itive real parts.
(b) If the hypothesis (H) holds, then all the eigenvalues of L(U δ∗)(e) have
negative real parts. Consequently, pt→ 1 uniformly on G as t→∞.
Remark 1. The uniform convergence of the series in (14) implies that
the map (t, g) 7→ pt(g) is continuous on (0,∞)×G. The matrix-valued func-
tion δ 7→Aδ(t)∗ = µt(U δ) is the (noncommutative) Fourier transform of the
measure µt discussed in Heyer (1968).
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Proof of Theorem 2. For f = pt, the series in (14) is just the Fourier
series in (1) with Aδ =Aδ(t) = l(ptU
δ∗) = µt(U
δ∗). We have µ0(U
δ∗) = I , the
dδ × dδ identity matrix, and
µt+s(U
δ∗) =
∫
µt(dg)µs(dh)U
δ(gh)∗
=
∫
µt(dg)µs(dh)U
δ(h)∗U δ(g)∗
= µs(U
δ∗)µt(U
δ∗).
Therefore, µt(U
δ∗) = etY for some matrix Y . Because (d/dt)µt(U
δ∗)|t=0 =
L(U δ∗)(e), we see that Y = L(U δ∗)(e).
We now prove the absolute and uniform convergence of series in (14). Note
that by the Parseval identity, ‖pt‖22 = 1+
∑
δ dδ Trace[Aδ(t)Aδ(t)
∗], where the
summation
∑
δ is taken over δ ∈ Irr(G,C)+. For any η > 0 and ε > 0, there is
a finite subset Γ of Irr(G,C)+ such that
∑
δ∈Γc dδTrace[Aδ(η/2)Aδ(η/2)
∗]≤
ε2. By the Schwarz inequality and the fact that U δ is a unitary matrix, for
any finite Γ′ ⊃ Γ and t > η,∑
δ∈Γ′−Γ
dδ|Trace[Aδ(t)U δ ]|
=
∑
δ∈Γ′−Γ
dδ |Trace[Aδ(η/2)Aδ(t− η/2)U δ ]|
≤
∑
δ∈Γ′−Γ
dδ{Trace[Aδ(η/2)Aδ(η/2)∗]}1/2
× {Trace[Aδ(t− η/2)Aδ(t− η/2)∗]}1/2
≤
{ ∑
δ∈Γ′−Γ
dδ Trace[Aδ(η/2)Aδ(η/2)
∗]
}1/2
×
{ ∑
δ∈Γ′−Γ
dδTrace[Aδ(t− η/2)Aδ(t− η/2)∗]
}1/2
≤ ε‖pt−η/2‖2 ≤ ε‖pη/2‖2,
where the last inequality above follows from Lemma 1. This proves the
absolute and uniform convergence stated in part (a).
To complete the proof, we will show that all the eigenvalues of the matrix
L(U∗)(e) have nonpositive real parts, and if (H) holds, then all these real
parts are negative. Note that this implies that Aδ(t)→ 0 exponentially for
δ ∈ Irr(G,C)+ and, combined with the uniform convergence of the series in
(14), the uniform convergence of pt to 1 as t→∞.
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Write U = U δ and n= dδ for δ ∈ Irr(G,C)+. Consider the quadratic form
Q(z) = z∗[L(U∗)(e)]z for z = (z1, . . . , zn)
′, a column vector in Cn. Since the
eigenvalues of L(U∗)(e) are the values of Q(z) with |z|= 1, it suffices to show
that Re[Q(z)] ≤ 0 for all z ∈ Cn, and Re[Q(z)] < 0 for all nonzero z ∈ Cn
if (H) holds. For X ∈ g, let X˜ = X l(U∗)(e). Then X˜ is a skew-Hermitian
matrix, that is, X˜∗ =−X˜ , and U(etX )∗ = exp(tX˜). Moreover,
X l(U∗)(g) =
d
dt
U(getX )∗
∣∣∣∣
t=0
=
d
dt
U(etX)∗U(g)∗
∣∣∣∣
t=0
= X˜U(g)∗.
Therefore, Y lX l(U∗)(e) = Y l[X˜U∗](e) = X˜Y˜ for Y ∈ g, and if Z = [X,Y ]
(Lie bracket), then Z˜ = [Y˜ , X˜]. Let Yi be defined in (9). Then
∑d
i,j=1 aijX
l
iX
l
jU
∗(e) =∑d
i=1 Y˜iY˜i =−
∑d
i=1 Y˜
∗
i Y˜i and by (6),
L(U∗)(e) =−12
d∑
i=1
Y˜ ∗i Y˜i+ Y˜V −
∫
V c
[I −U(g)∗]Π(dg) + rV ,(16)
where V is a neighborhood of e, Y˜V = X˜0 −
∫
V c
∑d
i=1 xi(g)X˜iΠ(dg) and
rV =
∫
V
[
U(g)∗ − I −
d∑
i=1
xi(g)X˜i
]
Π(dg)→ 0 as V ↓ {e}.
Because z∗Wz = 0 for any skew-Hermitian matrix W ,
Q(z) =−12
d∑
i=1
|Y˜iz|2 −
∫
V c
z∗[I −U(g)∗]zΠ(dg) + z∗rV z.(17)
Since U(g)∗ is unitary, |z|2 ≥ |z∗U(g)∗z|, it follows that Re[z∗(I−U(g)∗)z]≥
0. This shows that Re[Q(z)] ≤ 0. If Re[Q(z)] = 0 for some nonzero z ∈ Cn,
then Y˜iz = 0 for 1≤ i≤ d. For Y = [Yi, Yj], we have Y˜ z = [Y˜j, Y˜i]z = Y˜j Y˜iz−
Y˜iY˜jz = 0. If (H) holds, then Y˜ z = 0 for any Y ∈ g. Because U(etY )∗ =
exp(tY˜ ), U(g)∗z = z for all g ∈G. This implies that U(g) leaves the subspace
of Cn that is orthogonal to z invariant for all g ∈G. By the irreducibility of
the representation U , this is impossible unless n= 1. When n= 1, U(g)∗z =
z would imply that U is the trivial representation, which contradicts the
assumption that δ ∈ Irr(G,C)+. Therefore, Re[Q(z)]> 0 for nonzero z ∈Cn.

The total variation norm of a signed measure ν on G is defined by ‖ν‖tv =
sup |ν(f)|, with f ranging over all Borel functions on G with |f | ≤ 1. The
following result follows easily from the uniform convergence of pt to 1 and
the Schwarz inequality.
Corollary 1. If (H) holds in Theorem 2, then µt converges to the
normalized Haar measure l under the total variation norm, that is,
‖µt − l‖tv → 0 as t→∞.
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3. Le´vy processes invariant under the inverse map. For a measure µ on
G and a Borel measurable map F :G→ G, let Fµ be the measure on G
defined by Fµ(f) = µ(f ◦F ) for any f ∈C(G). The measure µ is said to be
invariant under the map F or F -invariant if Fµ = µ. The Le´vy process gt
will be called invariant under F or F -invariant if Fµt = µt for all t ∈ R+.
This means that the process F (gt) has the same distribution as that of gt.
In this section we will show that if gt is a Le´vy process invariant under
the inverse map
J :G→G given by g 7→ g−1
and satisfying the hypothesis (H), then its distribution µt has an L
2 density
for t > 0 and converges exponentially to the normalized Haar measure l as
t→∞. Some simple implications of the J -invariance of the Le´vy process gt
are summarized in the following proposition.
Proposition 1. Let gt be a Le´vy process in a compact Lie group G. The
statements (a) and (b) are equivalent. Moreover, they are also equivalent to
statement (c) if the Le´vy measure has a finite first moment.
(a) gt is invariant under the inverse map J on G.
(b) L(U δ∗)(e) is a Hermitian matrix for all δ ∈ Irr(G,C)+.
(c) The Le´vy measure Π is J-invariant and the generator L of gt is given
by
Lf(g) = 12
d∑
i,j=1
aijX
l
iX
l
jf(g) +
∫
[f(gh)− f(g)]Π(dh)(18)
for g ∈G and f ∈C2(G).
Proof. We note that L(U δ∗)(e) is a Hermitian matrix for all δ ∈ Irr(G,C)+
if and only if Aδ(t) = exp[tL(U
δ∗)(e)] is a Hermitian matrix for all δ ∈
Irr(G,C)+ and some (hence, all) t > 0. Since Aδ(t)
∗ = µt(U
δ) = µt(U
δ∗ ◦ J)
and {d1/2δ U δij} is a complete orthonormal system on L2(G), we see that the
above is also equivalent to the J -invariance of µt for all t > 0, that is, the
invariance of the Le´vy process gt under the inverse map. This proves the
equivalence of the statements (a) and (b).
Suppose the Le´vy measure Π of the Le´vy process gt has a finite first
moment. Then its generator is given by (8). Assume the vector X0 in (8)
vanishes. Then the generator L takes the form (18). Using the notation in
the proof of Theorem 2,
L(U∗)(e) =−12
d∑
i=1
Y˜ ∗i Y˜i−
∫
(I −U∗)dΠ
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and (1/2)
∑d
i=1 Y˜
∗
i Y˜i is a Hermitian matrix. It is easy to see that if Π is
J -invariant, then
∫
(I −U∗)dΠ is a Hermitian matrix and, hence, L(U∗)(e)
is a Hermitian matrix. This shows that the process gt is J -invariant. Con-
versely, if gt is J -invariant, then L(f ◦ J)(e) = Lf(e) for any f ∈ C2(G).
Since X l(f ◦ J)(e) =−X lf(e) for any X ∈ g, by (8),
−X l0f(e) +
∫
[f(h)− f(e)]JΠ(dh) =X0f(e) +
∫
[f(h)− f(e)]Π(dh)
for any f ∈ C2(G). This implies that JΠ= Π and X0 = 0. This proves the
equivalence of (a) and (c). 
The main result of this section is the following theorem.
Theorem 3. Let G be a compact connected Lie group and let gt be
a Le´vy process in G invariant under the inverse map and satisfying the
hypothesis (H).
(a) For t > 0, the distribution µt of gt has a density pt ∈ L2(G) and for
g ∈G,
pt(g) = 1+
∑
δ∈Irr(G,C)+
dδTrace{Qδ diag[exp(λδ1t), . . . , exp(λδdδt)]Q∗δU δ(g)},
(19)
where the series converges absolutely and uniformly for (t, g) ∈ [η,∞) ×G
for any fixed η > 0, Qδ is a unitary matrix and λ
δ
1 ≤ · · · ≤ λδdδ < 0.
(b) There is a largest number −λ< 0 in the set of negative numbers λδi for
δ ∈ Irr(G,C)+ and 1≤ i≤ dδ, and for any η > 0, there are positive constants
c and C such that for t > η,
‖pt − 1‖∞ ≤Ce−λt, ce−λt ≤ ‖pt − 1‖2 ≤Ce−λt
and
ce−λt ≤ ‖µt − l‖tv ≤Ce−λt.
Proof. Suppose first that µt has a density pt ∈ L2(G) for t > 0. Be-
cause L(U δ∗)(e) is a Hermitian matrix for all δ, Aδ(t) =Qδ diag[exp(λ
δ
1t), . . . ,
exp(λδdδ t)]Q
∗
δ , where Qδ is a unitary matrix, and λ
δ
1 ≤ · · · ≤ λδdδ are the eigen-
values of L(U δ∗)(e). It now follows from Theorem 2 that all λδi < 0 and the
series in (19) converges to pt(g) absolutely and uniformly.
The series in (19) also converges in L2(G). Because Qδ is unitary, by the
Parseval identity,
‖pt − 1‖22 =
∑
δ∈Irr(G,C)+
dδ
dδ∑
i=1
exp(2λδi t).(20)
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If (H) holds and gt is continuous, then pt is smooth and is given by (19).
Using the notation in the proof of Theorem 2, we will write U =U δ , n= dδ ,
Q(z) = z∗L(U∗)(e)z andQ0(z) = z
∗[−(1/2)∑di=1 Y˜ ∗i Y˜i]z =−(1/2)∑di=1 |Y˜iz|2
for z ∈Cn regarded as a column vector. Note that −(1/2)∑di=1 Y˜ ∗i Y˜i is a Her-
mitian matrix. By assumption, so is L(U∗)(e). Thus, Q1(z) =Q(z)−Q0(z)
is a Hermitian quadratic form. Letting V ↓ {e} in (17), we see that Q1(z) =
− ∫ z∗(I − U∗)z dΠ, where the integral exists as the limit of ∫V c z∗(I −
U∗)z dΠ as V ↓ {e}. Because |z| ≥ |z∗Uz|, Q1(z) ≤ 0 and, hence, Q(z) ≤
Q0(z) for z ∈Cn.
It is known that the eigenvalues λ1 ≤ λ2 ≤ · · · ≤ λn of an n×n Hermitian
matrix A possess the following min–max representation:
λi =min
Vi
max
z∈Vi,|z|=1
z∗Az for 1≤ i≤ n,(21)
where Vi ranges over all i-dimensional subspaces of C
n, see, for example,
Theorem 1.9.1 in Chatelin (1993). Let λ1 ≤ · · · ≤ λn and λ01 ≤ · · · ≤ λ0n be the
eigenvalues of L(U∗)(e) and −(1/2)∑di=1 Y˜ ∗i Y˜i, respectively. Then λi ≤ λ0i
for all i.
Now suppose gt is not necessarily continuous. Then the series in (20)
still converges because λδi can only become smaller and, hence, the series
in (19) defines a function pt ∈ L2(G), which may also be written as pt =
1 +
∑
δ dδ Trace[µt(U
δ∗)U δ]. Any f ∈ L2(G) has Fourier series f = l(f) +∑
δ dδ Trace[l(fU
δ∗)U δ]. By the polarized Parseval identity,
l(fpt) = l(f) · 1 +
∑
δ
dδ Trace[l(fU
δ∗)µt(U
δ)]
= µt
{
l(f) +
∑
δ
dδ Trace[l(fU
δ∗)U δ]
}
= µt(f).
This shows that pt is the density of µt and proves (a).
By Theorem 2, if (H) holds, then λδi ’s are all negative. From the conver-
gence of the series in (20), it is easy to see that λδi should converge to −∞ as
δ leaves any finite subset of Irr(G,C)+. This implies that there is a largest
number, denoted by −λ, in the set of negative numbers λδi for δ ∈ Irr(G,C)+
and 1≤ i≤ dδ . By the computation proving the absolute and uniform con-
vergence of the series in (14) in the proof of Theorem 2, replacing Γ′−Γ and
η/2 there by Irr(G,C)+ and η, respectively, we can show that for t > η > 0,
|pt − 1| ≤
∑
δ∈Irr(G,C)+
dδ|Trace[Aδ(t)U δ ]|
≤ ‖pη‖2
{ ∑
δ∈Irr(G,C)+
dδ Trace[Aδ(t− η)Aδ(t− η)∗]
}1/2
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= ‖pη‖2
{ ∑
δ∈Irr(G,C)+
dδ
dδ∑
i=1
exp[2λδi (t− η)]
}1/2
≤ ‖pη‖2
{
e−2λ(t−2η)
∑
δ∈Irr(G,C)+
dδ
dδ∑
i=1
exp(2λδi η)
}1/2
≤ e−λte2λη‖pη‖2‖pη − 1‖2,
where the last inequality above follows from (20). This proves the inequality
for ‖pt − 1‖∞ in (b).
By this inequality, ‖pt − 1‖2 ≤ Ce−λt for t > η. On the other hand, by
(20), ‖pt − 1‖22 ≥ dδ exp(2λδi t) for any δ ∈ Irr(G,C)+ and 1 ≤ i ≤ dδ . This
proves the inequalities for ‖pt − 1‖2.
By ‖pt− 1‖2 ≤Ce−λt and the Schwarz inequality, ‖µt− l‖tv ≤Ce−λt. On
the other hand, since |U δii| ≤ 1 and l(U δii) = 0 for δ ∈ Irr(G,C)+,
‖µt − l‖tv ≥ |µt(U δii)|= |Aδ(t)ii|=
dδ∑
j=1
|(Qδ)ij |2eλ
δ
j t.
For any j, (Qδ)ij 6= 0 for some i and this completes the proof of (b). 
4. Conjugate invariant Le´vy processes. For h ∈G, let ch :G→G be the
conjugation map defined by ch(g) = hgh
−1. Its differential at e is the linear
map Ad(g) =DLg ◦DRg−1 :g→ g. This induces an action of G on its Lie
algebra g: G× g ∋ (g,X) 7→Ad(g)X ∈ g, called the adjoint action of G on g
and denoted by Ad(G). For X ∈ g, define the linear map ad(X) :g→ g by
ad(X) = [X,Y ]. Then Ad(eX) = ead(X), where ead(X) is the exponential of
the linear map ad(X).
Recall that a function f on G is called conjugate invariant if f ◦ ch = f
for any h ∈G. A measure µ is called conjugate invariant if chµ= µ for any
h ∈ G. A Le´vy process gt in G with distributions µt is called conjugate
invariant if each µt is conjugate invariant. This is equivalent to saying that
for any h ∈G, the process hgth−1 has the same distribution as gt.
Let gt be a conjugate invariant Le´vy process in G. Then its generator L
is also conjugate invariant. This means that if f ∈D(L), the domain of L,
then f ◦ ch ∈D(L) and L(f ◦ ch) = (Lf) ◦ ch for any h ∈ G. In particular,
this implies that for any f ∈C2(G) and h ∈G, [L(f ◦ ch)] ◦ c−1h =Lf .
Note that for g,h ∈G, X ∈ g and f ∈C1(G),
X l(f ◦ ch)(c−1h (g)) =
d
dt
(f ◦ ch)(h−1ghetX )
∣∣∣∣
t=0
=
d
dt
f(getAd(h)X)
∣∣∣∣
t=0
= [Ad(h)X]lf(g).
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By (6), we can write down L(f ◦ ch)(c−1h (g)) for f ∈ C2(G) explicitly as
follows.
L(f ◦ ch)(h−1gh)
= 12
d∑
i,j=1
aij [Ad(h)Xi]
l[Ad(h)Xj ]
lf(g) + [Ad(h)X0]
lf(g)
+
∫ {
f(gσ)− f(g)−
d∑
i=1
[xi ◦ c−1h ](σ)[Ad(h)Xi]lf(g)
}
(chΠ)(dσ).
(22)
Note that {Ad(h)X1, . . . ,Ad(h)Xd} is a basis of g and xi ◦c−1h are associated
coordinate functions. It is proved in Hunt (1956) that in the expression (6) of
a Le´vy process generator, the Le´vy measure Π and the second-order differ-
ential operator
∑d
i,j=1 aijX
l
iX
l
j are completely determined by the generator
L, and are independent of the choice of the basis {X1, . . . ,Xd} of g and the
associated coordinate functions xi. It follows that if the Le´vy process gt is
conjugate invariant, then chΠ=Π and
d∑
i,j=1
aijX
l
iX
l
j =
d∑
i,j=1
aij [Ad(h)Xi]
l[Ad(h)Xj ]
l(23)
for any h ∈G. In particular, the Le´vy measure Π is conjugate invariant.
A Lie group G is called simple if its Lie algebra g does not contain any
proper ideal. It is called semi-simple if g does not contain any nonzero abelian
ideal. The center of g is {0} in semi-simple case.
Recall ψδ = χδ/dδ is the normalized character. In a neighborhood of e,
we may use a set of coordinate functions x1, . . . , xd as local coordinates
and regard ψδ as a smooth function of these variables. We may assume
that in a neighborhood of e, the coordinate functions xi are given by g =
exp[
∑d
i=1 xi(g)Xi]. Then they satisfy xi(g
−1) = −xi(g). The positive defi-
niteness of ψδ implies that Re[ψδ(g
−1)] = Re[ψδ(g)]. From this it follows that
all the first-order partial derivatives of Re(ψδ) with respect to xi vanish at
e. Because ψδ(e) = 1, this shows that
|Re(ψδ)− 1|=O(|x|2),
therefore, by (7), the integral
∫
(1−Reψδ)dΠ in the following theorem exists.
Because |ψδ| ≤ 1, this integral is in fact nonnegative.
Theorem 4. Let G be a compact connected Lie group and let gt be a
conjugate invariant Le´vy process in G satisfying the hypothesis (H).
(a) For t > 0, the distribution µt of gt has a density pt ∈ L2(G) and for
g ∈G,
pt(g) = 1+
∑
δ∈Irr(G,C)+
dδaδ(t)χδ(g) with aδ(t) = µt(ψδ ) = e
tL(ψδ )(e),(24)
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where the series converges absolutely and uniformly for (t, g) ∈ [η,∞) ×G
for any fixed η > 0, and
|aδ(t)|= e−[λδ+
∫
(1−Reψδ)dΠ]t
with λδ =−
∑d
i,j=1 aijX
l
iX
l
jψδ(e)> 0.
(b) Let
λ= inf
{[
λδ +
∫
(1−Reψδ)dΠ
]
; δ ∈ Irr(G,C)+
}
.
Then λ = [λδ +
∫
(1 − Reψδ)dΠ] > 0 for some δ ∈ Irr(G,C+), and for any
η > 0, there are positive constants c and C such that for t > η,
‖pt − 1‖∞ ≤Ce−λt, ce−λt ≤ ‖pt − 1‖2 ≤Ce−λt
and
ce−λt ≤ ‖µt − l‖tv ≤Ce−λt.
(c) If G is semi-simple and the Le´vy measure Π has a finite first moment,
then
aδ(t) = e
−[λδ+
∫
(1−ψδ )dΠ]t.
Remark 2. The above expression for aδ(t), together with (30) and The-
orem 5 in the next section, is essentially a type of Le´vy–Khintchine formula,
similar to that obtained on symmetric spaces by Gangolli (1964).
Proof of Theorem 4. Suppose that the distribution of gt has an L
2
density pt for t > 0. Then pt is conjugate invariant and, hence, by (5), may be
expanded into a Fourier series in terms of irreducible characters as in (24) in
L2-sense with aδ(t) =
∫
pt(g)ψδ(g)dg = µt(ψδ ). By the conjugate invariance
of µt and (4),
aδ(t+ s) = µt+s(ψδ )
=
∫
ψδ(uv)µt(du)µs(dv)
=
∫
ψδ(gug−1v)µt(du)µs(dv)dg
=
∫
ψδ(u)ψδ(v)µt(du)µs(dv)
= aδ(t)aδ(s).
This combined with limt→0 aδ(t) = ψδ(e) = 1 implies that aδ(t) = e
ty for
some complex number y. We have y = (d/dt)µt(ψδ )|t=0 = Lψδ(e) and, hence,
aδ(t) = exp[tL(ψδ )(e)].
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As in the proof of Theorem 2, for fixed δ ∈ Irr(G,C)+, write U = Uδ and
n = dδ , and let X˜ =X
l(U∗)(e) for X ∈ g and let Yi be defined in (9). By
(16),
L(ψδ )(e) =
1
n
Trace[L(U∗)(e)]
=
1
n
Trace
[
−1
2
n∑
i=1
Y˜ ∗i Y˜i+ Y˜V −
∫
V c
(I −U∗)dΠ+ rV
]
,
(25)
where rV → 0 as V ↓ {e}. Since Y˜V is skew-Hermitian, Trace(Y˜V ) is purely
imaginary. It follows that
|aδ(t)|= exp{tRe[L(ψδ )(e)]}
= exp
{
−
[
1
2n
n∑
i=1
Trace(Y˜ ∗i Y˜i) +
∫
(1−Reψδ)dΠ
]
t
}
= exp
{
−
[
λδ +
∫
(1−Reψδ)dΠ
]
t
}
,
(26)
where
λδ =−1
2
d∑
i,j=1
aijX
l
iX
l
jψδ(e) =
1
2n
d∑
i=1
Trace(Y˜ ∗i Y˜i)
is nonnegative and is zero only when Y˜i = 0 for all i. Under the hypothesis
(H) and the irreducibility of δ ∈ Irr(G,C)+, some Y˜i is nonzero. Therefore,
λδ > 0.
If gt is continuous and satisfies the hypothesis (H), then its distribution
µt has a smooth density pt for t > 0, for which (24) holds in L
2 sense.
By the Parseval identity, ‖pt‖22 = 1+
∑
δ d
2
δ |aδ(t)|2 = 1+
∑
δ d
2
δ |aδ(2t)|. Since
χδ(e) = dδ , the series in (24) evaluated at e is equal to 1+
∑
δ d
2
δaδ(t). We see
that it actually converges absolutely at e. As a positive definite function on
G, |χδ(g)| ≤ χδ(e) for any g ∈G, it follows that the series in (24) converges
absolutely and uniformly on G. In this case, the integral term in (26) does
not appear because Π = 0.
Now assume that Π is not equal to zero, but the hypothesis (H) is still
satisfied by the second-order differential operator part of the generator L. We
can still write down the series in (24) with aδ(t) = exp[tL(U
δ∗)(e)]. Because
Re(1− ψδ)≥ 0, we see that |aδ(t)| becomes smaller when Π 6= 0, hence, the
series in (24) still converges absolutely and uniformly on G. Let pt be its
limit. As in the proof of Theorem 3, we can show that pt is the density of
µt using the polarized Parseval identity. By (26), it is easy to see that the
series in (24) also converges uniformly in t for t > η > 0. We have proved
(a).
The convergence of the series in (24) at e implies that [λδ+
∫
(1−Reψδ)dΠ]→
∞ as δ leaves any finite subset of Irr(G,C)+. In particular, this implies that
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the set of positive numbers [λδ +
∫
(1 − Reψδ)dΠ], δ ∈ Irr(G,C)+, has a
smallest number λ > 0.
For t > η > 0, |pt − 1| ≤ e−λ(t−η)
∑
δ dδ|aδ(η)χδ | ≤ e−λ(t−η)
∑
δ d
2
δ |aδ(η)| ≤
e−λ(t−η)‖pη/2‖22, this proves the inequality for ‖p1 − 1‖∞ in (b), and from
which the upper bounds for ‖pt−1‖2 and ‖µt− l‖tv follow. The lower bounds
follow from ‖pt−1‖22 ≥ d2δ |aδ(t)|2 and ‖µt− l‖tv ≥ |µt(ψδ)|= |aδ(t)|. Part (b)
is proved.
If Π has a finite first moment, then the generator L is given by (8). The
equation (22) now takes form
L(f ◦ ch)(h−1gh)
= 12
d∑
i,j=1
aij [Ad(h)Xi]
l[Ad(h)Xj ]
lf(g) + [Ad(h)X0]
lf(g)
+
∫
[f(gσ)− f(g)](chΠ)(dσ).
The conjugate invariance of L implies that the element X0 satisfies Ad(h)X0 =
X0 for any h ∈G and, hence, X0 belongs to the center of g, which is {0} if
G is semi-simple. In this case,
L(ψδ )(e) =
1
2n
d∑
i=1
Trace(Y˜iY˜i) +
∫
(ψδ − 1)dΠ=−λδ −
∫
(1− ψδ)dΠ.
This proves (c). 
5. Application of Weyl’s character formula. We will now describe Weyl’s
character formula which provides important information about irreducible
representation of a compact Lie group G. The reader is referred to Bro¨cker
and Dieck (1985) for more details. Let T be a maximal torus of G, that is,
a maximal connected abelian subgroup of G, with Lie algebra t. It is known
that any g ∈G is conjugate to an element of T , that is, ∃h ∈ G such that
ch(g) ∈ T . The normalizer and the centralizer of T are the closed subgroups
N(T ) = {g ∈G; cg(T ) = T} and C(T ) = {g ∈G; cg(t) = t for all t ∈ T} of G,
respectively. It is known that C(T ) = T . The quotient group W =N(T )/T
is finite and is called the Weyl group of G associated to the maximal torus
T . The Weyl group W acts on T via W × T ∋ (gT,u) 7→ cg(u) ∈ T and on t
via W × t ∋ (w,X) 7→w(X) = Ad(g)X ∈ t with w = gT .
For g ∈G and X ∈ g, the linear maps Ad(g) and ad(X) extend naturally
to the complexification gC of g. Let t
′ be the dual of t, the space of real-
valued linear functionals on t. There is a finite subset Λ of nonzero elements
α of t′, called real roots, such that gα
C
= {X ∈ gC; ad(H)X = 2piiα(H)X for
any H ∈ t} is nonzero, where i=√−1. Moreover, gC = tC⊕
∑
α∈Λ g
α
C
(direct
sum). Note that if α ∈ Λ, then Ad(eH)X = e2piiα(H)X for H ∈ t and X ∈ gα
C
.
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The hyper-planes determined by the equations α = 0 for α ∈ Λ divide
t into several convex conic regions, called the Weyl chambers. Fix a Weyl
chamber t+. A real root α is called positive if α > 0 on t+. Let Λ+ be the
set of all positive real roots. Note that if α ∈ Λ is not positive, then it must
be negative, that is, −α ∈ Λ+.
The integral lattice I is the kernel of the exponential map restricted to t,
that is, I = {X ∈ t; exp(X) = e}. The lattice I ′ of integral forms is the set of
elements β ∈ t′ that maps I into the set Z of integers, that is, β(I)⊂ Z. Let
〈·, ·〉 be an Ad(G)-invariant inner product on g. Its restriction to t induces
an inner product on t′, denoted also by 〈·, ·〉, given by 〈α,β〉= 〈Hα,Hβ〉 for
α,β ∈ t′, where Hα ∈ t represents α in the sense that α(H) = 〈H,Hα〉 for
H ∈ t. Let I ′+ = {β ∈ I ′;Hβ ∈ t+}, where t+ is the closure of t+ in t. Note
that I ′ and hence, I ′+ are countable.
Let ρ= (1/2)
∑
α∈Λ+ α, the famous half sum of positive roots. For β ∈ t′,
let
fβ =
∑
w∈W det(w)e
2pii(β+ρ)◦w
e2piiρ
∏
α∈Λ+(1− e−2piiα)
,(27)
where det(w) is the determinant of w regarded as a linear transformation on
t and is equal to ±1 because W is known to be generated by the reflections
about the hyper-planes α= 0 for α ∈ Λ. This is a function defined on t off the
set Γ =
⋃
α∈Γα
−1(Z), where both the denominator and the numerator in (27)
vanish. It can be shown that for any β ∈ I ′, there is a unique continuous
function Fβ on T such that Fβ(e
X) = fβ(X) for X ∈ t − Γ. Moreover, if
β ∈ I ′+, then Fβ is the restriction to T of an irreducible character χβ of G.
The Weyl character formula provides a one-to-one correspondence be-
tween the sets I ′+ and Irr(G,C), where the latter may be identified with the
set of the irreducible characters. The correspondence is given by
I ′+ ∋ β 7→ δ ∈ Irr(G,C) with χδ = χβ.(28)
The complex dimension dδ of δ ∈ Irr(G,C)+ corresponding to β ∈ I ′+ will
be denoted by dβ and is given by
dβ =
∏
α∈Λ+
〈α,β + ρ〉
〈α,ρ〉 .(29)
Note that 0 ∈ I ′+ corresponds to the one-dimensional trivial representation
with χ0 = 1.
It is known that a Lie group G is semi-simple if and only if its Killing
form, defined by B(X,Y ) = Trace[ad(X) ad(Y )], a bilinear form on g, is
nondegenerate. The Killing form is always invariant under any Lie algebra
automorphism on G. When G is compact and semi-simple, its Killing form
20 M. LIAO
is negative definite, and, hence, induces an Ad(G)-invariant inner product
〈X,Y 〉 = −B(X,Y ) on g. This inner product on g = TeG induces a left
invariant Riemannian metric on G, under which the Laplace–Beltrami op-
erator is given by ∆ =
∑d
i=1X
l
iX
l
i , where {X1, . . . ,Xd} is an orthonormal
basis of g.
Proposition 2. Let G be a compact connected simple Lie group and
let gt be a conjugate invariant Le´vy process in G. Then the second-order
differential operator part of the generator, (1/2)
∑d
i,j=1 aijX
l
iX
l
j , is equal to
c∆ for some constant c≥ 0.
Proof. We may assume the basis {X1, . . . ,Xd} is orthonormal. Then
Ad(g) is an orthogonal transformation on g. By (23), the symmetric bilin-
ear form Q(x, y) =
∑d
i,j=1 aijxiyj on g≡ Rd is Ad(G)-invariant. Because G
is simple, g contains no proper Ad(G)-invariant subspace, hence, this action
is irreducible. By Appendix 5 in Kobayashi and Nomizu (1963), any sym-
metric bilinear form on Rd that is invariant under an irreducible action of a
subgroup of the orthogonal group O(d) is equal to a multiple of the standard
Euclidean inner product on Rd. It follows that the symmetric matrix {aij}
is equal to a multiple of the identity matrix I . This proves L= c∆ for some
c≥ 0. 
By (16) in Helgason (2000), V.1, if G is semi-simple and simply connected,
then for β ∈ I ′+,
∆χβ =−(〈β + ρ,β + ρ〉 − 〈ρ, ρ〉)χβ .(30)
Note that 〈β + ρ,β + ρ〉 − 〈ρ, ρ〉= 〈β,β〉+2〈β, ρ〉> 0 because ρ > 0 on t+.
The formula (30) in fact holds without the simple connectedness assump-
tion. To see this, note that any compact connected Lie group G is covered
by a simply connected G¯ which has the same Lie algebra g. The roots are
determined by g with a choice of a maximal abelian sub-algebra t. The Weyl
group is also determined by g because it is generated by the reflections about
the walls of Weyl chambers. Through the covering map, any irreducible rep-
resentation of G can be lifted to be such a representation of G¯, hence, in a
neighborhood V of e, an irreducible character χβ of G may be regarded as
one for G¯. Therefore, (30) holds in V and thus must hold on the whole G
because a Lie group is an analytic manifold. Note that G and G¯, in general,
have different I , I ′ and I ′+, but this will not affect validity of (30) on G.
It is now easy to obtain the following result.
Theorem 5. In Theorem 4(c), assume (1/2)
∑d
i,j=1 aijX
l
iX
l
j = c∆ for
some constant c ≥ 0. Note that by Proposition 2 this assumption is auto-
matically satisfied if G is simple. Then
λδ = c(〈β + ρ,β + ρ〉 − 〈ρ, ρ〉),
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where β ∈ I ′+ corresponds to δ ∈ Irr(G,C)+ in Weyl ’s character formula.
Example. Let G= SU(2), the group of 2× 2 unitary matrices of deter-
minant 1. This is a simple Lie group with Lie algebra g consisting of traceless
2×2 skew-Hermitian matrices. A direct computation shows that the Killing
form is B(X,Y ) =−4Trace(XY ∗). We will take 〈X,Y 〉= 4Trace(XY ∗) to
be the Ad(G)-invariant inner product on g. The representation theory of
SU(2), as a special case of that of SU(n), is discussed in Bro¨cker and Dieck
(1985), VI.5. The set T = {diag(e2piiθ, e−2piiθ); θ ∈R} is a maximal torus with
Lie algebra t consisting of H = 2piidiag(θ,−θ) for θ ∈R. The roots are ±α
with α(H) = 2θ. We have ρ= (1/2)α, where I consists of these H with in-
teger θ and I ′ = {kρ; k ∈ Z}. Because θ = ρ(H) = 〈H,Hρ〉= 4Trace(HH∗ρ ),
it is easy to see that Hρ = idiag(1,−1)/(16pi) and
〈kρ+ ρ, kρ+ ρ〉 − 〈ρ, ρ〉= [(k+1)2 − 1]〈ρ, ρ〉
= [(k+1)2 − 1] · 4Trace(HρH∗ρ ) =
(k+1)2 − 1
32pi2
.
It also follows that I ′+ = {kρ;k = 0,1,2, . . .}. The irreducible representations
are indexed by integer k ≥ 0 with dimension dk = k+1 and character χk(θ) =
sin[2pi(k +1)θ]/ sin(2piθ).
It follows from Theorems 4 and 5 that if gt is a continuous Le´vy process
in G= SU(2) with generator L= c∆ for some constant c > 0, then its dis-
tribution µt has a density pt for t > 0, which may be regarded as a function
pt(θ) of θ, and
pt(θ) =
∞∑
n=1
n exp
[
−c(n
2 − 1)
32pi2
t
]
sin(2pinθ)
sin(2piθ)
.(31)
This formula can also be obtained by a direct and elementary computation,
which is contained in author’s forthcoming book an Le´vy processes in Lie
groups.
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