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A necessary and suﬃcient condition is given for embedding a uni-
tal into a projective plane as a polar unital. A strengthened ver-
sion of the condition is introduced and is shown to be necessary
for a classical unital. Using the strengthened condition and results
of Wilbrink (1983) and Grundhöfer, Stroppel and Van Maldeghem
(2013), a new intrinsic characterization of the classical unital is
given without assuming the absence of O’Nan conﬁgurations. Fi-
nally, a unital of even order satisfying the ﬁrst two intrinsic charac-
terization conditions of Wilbrink is shown to satisfy the strength-
ened condition by an elementary (combinatorial-geometric) proof
and without invoking deep results from group theory.
© 2013 The Authors. Published by Elsevier Inc.
1. Introduction
A unital of order n is a design with parameters 2–(n3 + 1,n + 1,1) (see [2]). If π is a projective
plane of order m, i.e. a 2–(m2 +m+1,m+1,1) design, and if a unital U is isomorphic to a subdesign
of π , then we call U an embedded unital. If the points and lines of a unital U of order n embedded in
a projective plane π of order n2 are respectively the absolute points and (restrictions of) non-absolute
lines of a unitary polarity of π , then we call U a polar unital. The design deﬁned by a polar unital for
which the ambient plane is the classical plane PG(2,n2) is called a classical unital. The set of absolute
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points of a unitary polarity in PG(2,n2) is called a Hermitian curve (see [6,7]). Since all unitary polar-
ities in PG(2,q2) are projectively equivalent, a polar unital in the classical plane is the classical unital.
In this paper we formulate a necessary and suﬃcient condition (p) for embedding a unital U of
order n as a polar unital in a projective plane of order n2. Recall that a spread of a unital U is a set
of n2 − n + 1 mutually disjoint lines of U , which necessarily partition the n3 + 1 points of U . The
condition is as follows:
(p) Let L1, L2, . . . , Ln4−n3+n2 be the lines of U . There exists a family of lines M = {ML1 , ML2 , . . . ,
MLn4−n3+n2 } satisfying the following properties:
i. For i = 1,2, . . . ,n4 − n3 + n2, MLi ∪ {Li} is a spread and Li /∈MLi .
ii. For i = j, Li ∈ML j if and only if L j ∈MLi .
iii. For any two disjoint lines Li and L j , there exists a line Lk such that Lk ∈MLi and Lk ∈ML j .
In Section 2, we prove our ﬁrst main result:
Theorem 1.1. A unital U satisﬁes (p) if and only if it is a polar unital.
Since there exist non-classical polar unitals [8,9], a classical unital must satisfy a condition stronger
than (p). We thus impose restriction on the spreads in the ﬁrst property of (p). The restriction is an
intrinsic version of the necessary and suﬃcient condition for perpendicularity in a classical unital
introduced in [14] given in Deﬁnition A.1, and is repeated here:
Deﬁnition 1.2. A set of lines M ∪ {L}, with L /∈M, is special with respect to L, or simply special, if for
any point x on L, M can be partitioned into n − 1 subsets Mx1, . . . ,Mxn−1, each of cardinality n, and
the set of lines on x, except L, can be partitioned into n−1 subsets N 1x , . . . ,N n−1x , each of cardinality
n + 1, such that if M ∈Mxi and N ∈N jx , then M and N intersect if and only if i = j.
Note that if the order n of the unital is greater than two, a special set is a spread by Lemma A.2.
From now on we consider unitals of order n > 2. Accordingly we call a special set a special spread (see
Fig. 1).
Note also that there exist spreads which are not special. For example, in the Figueroa unital U (for
background see the reference section of [8]), take a type I line L of U and the set of unital lines M
through the pole of L, then M∪{L} is a non-special spread. (Indeed, by the proof of Lemma 5.1 of [8],
for any type I line M ∈M, if L1 and L2 are respectively type I and type II lines on a type I point on
L meeting M , then L2 does not meet the type II lines of M that L1 meets. See [8] for details.)
Using the notion of a special spread given by Deﬁnition 1.2, we strengthen (p) to (P ), as follows:
(P) (p) holds such that for i = 1,2, . . . ,n4 − n3 + n2, MLi ∪ {Li} is a special spread.
In Section 3, we prove that (P ) is necessary for a unital to be classical:
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In particular, a classical unital admits special spreads with respect to any line. In order to give
examples of unitals which do not satisfy (P ), we ﬁrst recall Wilbrink’s [16] intrinsic characterization
of the classical unitals.
In a unital a conﬁguration of four lines intersecting in six points is called an O’Nan conﬁguration.
O’Nan [11] observed that in the classical unital there exist no such conﬁgurations. Piper [13] con-
jectured that this is a suﬃcient condition for a unital to be classical [13]. In [16] Wilbrink gave an
intrinsic characterization of the classical unital by adding two further conditions. Given a unital U of
order n, two lines L and M missing a point x are called x-parallel if they intersect the same lines
through x. If L and M are x-parallel we write L‖xM . Wilbrink’s conditions on U are as follows:
(I) O’Nan conﬁguration does not exist.
(II) Let x be a point, L a line through x, and M a line not through x, such that L and M intersect. For
any point y′ on L which is different from x, there exists a line M ′ which is x-parallel to M .
(III) Let x be a point, L1, L2 and L3 three lines through x, and yi , zi points on Li (i = 1,2,3). If y1.y2
and z1.z2 are x-parallel, and y1.y3 and z1.z3 are x-parallel, then y2.y3 and z2.z3 are x-parallel.
Call x in (II) a (II)-vertex, and x in (III) a (III)-vertex.
To relate (P ) to Wilbrink’s conditions, we introduce the following strengthened version of (II):
(IIS ) (II) holds such that if y′1, y′2 are different points on L, then M ′1 and M ′2 are non-intersecting.
Call x in (IIS) a (IIS)-vertex. Note that (I) and (II) imply (IIS ); otherwise, suppose M ′1 meets M ′2 at,
say z. Take a point w1 on M ′1 different from y′1 and z. Let N be the line joining x and w1. Then N
must meet M ′2 by (II). The lines L, M ′1, M ′2 and N constitute an O’Nan conﬁguration, contradicting (I).
Condition (IIS ) appeared in [9] as (II) in strong form.
In Section 3, we prove that (P ) implies (IIS ). In fact, we have the following stronger result:
Theorem 1.4. If U is a unital which admits a family of linesM satisfying the ﬁrst property of (p)with special
spreads and the second property of (p), then it satisﬁes (IIS ).
In Lemma 5.1 of [8] it is shown that the Figueroa unital does not satisfy (II). In view of Theo-
rem 1.4, the Figueroa unital does not satisfy (P ). For the same reason the Ganley unital in the Dickson
semiﬁeld plane fails to satisfy (P ). We refer to [9] for the details. Since both the Figueroa unital and
the Ganley unital are non-classical, it is natural to ask whether there exist non-classical unitals which
satisfy (P ). In Section 3, we conjecture that such examples do not exist.
Recently Grundhöfer, Stroppel and Van Maldeghem [5] provided another intrinsic characterization
of the classical unital in terms of the existence of particular automorphisms. An automorphism of a
unital is called a translation with center c if it ﬁxes the point c and each line through c. The set of
translations with the same center forms a group which acts semi-regularly on the points except c.
Furthermore, in a unital of order n, if there are n translations with center c, then the translation
group with center c is of order n and acts regularly on L \ {c} for each line L through c. Call such c a
GSV-center. Clearly, all vertices of a classical unital are GSV-centers.
In [5], it is shown that if a unital has three non-collinear GSV-centers then it is classical. The key
step of the proof is to show that if U has three non-collinear GSV-centers, then Aut(U ) is doubly
transitive on points. By [10], U is either the classical unital or the Ree unital; and in [5] it is shown
that the Ree unital does not have non-trivial translations.
In Section 3, we prove that if a unital has three non-collinear (IIS)-vertices which are also
(III)-vertices, then it has three non-collinear GSV-centers, hence it is classical, thus giving an intrinsic
characterization of the classical unital without assuming the absence of O’Nan conﬁgurations:
Theorem 1.5. A unital is classical if and only if it has three non-collinear (IIS )-vertices which are also
(III)-vertices.
42 A.M.W. Hui, P.P.W. Wong / Journal of Combinatorial Theory, Series A 122 (2014) 39–52Fig. 2. An overall picture.
In Section 4 we summarize results we need from the theory of inversive planes, recall Wilbrink’s
constructions of the inversive plane I(x) and the partitions “ALi j” for each point x and line L of a
unital which satisﬁes (I) and (II), and prepare some lemmas.
In Section 5, we prove that if a unital of even order satisﬁes (I) and (II) then it satisﬁes (P ), using
the geometry of inversive planes instead of deep results from group theory:
Theorem 1.6. Let U be a unital of even order n satisfying Wilbrink’s conditions (I) and (II). Then U satisﬁes
condition (P ).
In Appendix A, a synthetic proof is given of Theorem 3.3 of Taylor [14], which characterizes the
relation of perpendicularity (see Appendix A for the deﬁnition) between blocks of a classical unital of
order n in terms of the incidence structure. A superﬂuous hypothesis in the original theorem, namely,
“that any point of Ω not incident with L is incident with just one line of M”, is also removed when
n 3. We state the result in our terminology:
Theorem1.7. Let H be a classical unital, andL its set of lines. Let L ∈L andM be the set of lines perpendicular
to L. ThenM ∪ {L} is special with respect to L. Conversely, if n  3, and if the set of linesM ∪ {L} is special
with respect to L, thenM is the set of lines perpendicular to L.
Results obtained in Appendix A are used in Section 3.
Fig. 2 gives an overall picture.
2. An intrinsic characterization of a polar unital
In this section, we prove that (p) is necessary and suﬃcient for embedding a unital into a projec-
tive plane as a polar unital.
For a unital U we denote by X its set of points and L its set of lines. For any point x in U , let Lx
be the pencil of lines on x and Lx the set of lines not on x.
Lemma 2.1. Suppose U is a unital with a family of linesM satisfying the ﬁrst two properties of (p). For any
point x, the subfamily of lines {ML | L ∈Lx} is a partition of Lx.
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MLi1 ∩MLi2 for some i1, i2 ∈ {1,2, . . . ,n2} with i1 = i2, then by property ii of (p), Li1 and Li2 are
both in ML j . This is impossible since by property i of (p), ML j ∪ {L j} is a spread, whereas Li1 and
Li2 intersect at x. Now since |Lx| = n4 − n3 = n2(n2 − n) and |MLi | = n2 − n for i = 1,2, . . . ,n2, so
indeed we have a partition. 
The result in Lemma 2.1 can be interpreted as follows. A packing of U is a collection of n2 mutually
disjoint spreads, which necessarily partition the n2(n2 − n + 1) lines of U . The following result is
immediate:
Corollary 2.2. {ML ∪ {L} | L ∈Lx} is a packing.
We now prove Theorem 1.1, which states that (p) is necessary and suﬃcient for a unital to be
polar.
Proof of Theorem 1.1. First we note that (p) is necessary for a unital to be polar. Indeed, given a polar
unital in a projective plane deﬁned by a unitary polarity ρ , if for any line L, ML is taken to be the
set of unital lines through Lρ , then it is readily veriﬁed that properties i and ii of (p) are satisﬁed.
If Li, L j are the lines in property iii of (p), then we can take Lk to be zρ , where the non-absolute
point z is the intersection of Li and L j in the projective plane.
We now assume that U satisﬁes (p) and complete U to a projective plane π of order n2. Let X
and L= {L1, L2, . . . , Ln4−n3+n2 } be respectively the sets of points and lines of U .
For the n4 +n2 + 1 points of π , we take the set of points X of U , and introduce for every Li ∈L a
point denoted by [Li]. For the n4 + n2 + 1 lines of π , we ﬁrst take the set of lines L of U , where for
each line Li , we add to it n2 −n points [L j] for L j ∈MLi according to the incidence prescribed below
and using property ii of (p). For the remaining lines we introduce for every x ∈ X a line denoted
by [x]. Incidence is extended from that for U to π as follows. For the point [Li], the lines incident on
it are the n2 −n lines in MLi and the lines [x j], j = 1,2, . . . ,n+1, where the x j ’s are the points of X
on L. For the line [x], the points incident on it are the points [L j], j = 1,2, . . . ,n2, where the L j ’s are
the lines of L on x, and the point x. Since there is now a total of n4 + n2 + 1 points and n4 + n2 + 1
lines and there are n2 + 1 points on each line, to show that π is a projective design with parameters
2–(n4 + n2 + 1,n2 + 1,1), we need only to show that there is at least one line incident on any two
points.
Consider a point x ∈ X and a point [Li] where Li ∈ L. We look for a line in π incident on these
two points. If x is on Li , then the line is [x]. If x is not on Li , then by (p), there is a spread MLi ∪{Li}.
So, x is on a line L j ∈MLi and L j is the line we want. In case the two points are [Li] and [L j] where
Li, L j are in L, then either Li and L j meet in a point of X or they do not. In case they do, say, at x,
then the line [x] is incident on both [Li] and [L j]. In case they do not, then by (p), there is a line
Lk ∈L such that Lk ∈MLi and Lk ∈ML j . This means that Lk is incident on both [Li] and [L j].
We thus have a projective plane π of order n2 containing the subdesign U of order n. It should
now be clear that U is a polar unital in π . Indeed, the polarity deﬁning U is given by [ ], i.e. the
polarity α on π whereby xα = [x] for x ∈ X and Liα = [Li] for Li ∈ L. Note that if [Li] is incident
on L j , then L j ∈ MLi and so by (p), Li ∈ ML j , i.e. [L j] is incident on Li . The other cases follow
immediately from the deﬁnition of incidence in π . So α is a polarity. Finally, since every x ∈ X is
absolute by deﬁnition, and every [Li] for Li ∈L is never absolute, also by deﬁnition, we conclude that
U is a polar unital. 
3. An intrinsic characterization of the classical unital
In this section we study (P ). We ﬁrst prove Theorem 1.3, which states that (P ) is necessary for a
unital to be classical:
44 A.M.W. Hui, P.P.W. Wong / Journal of Combinatorial Theory, Series A 122 (2014) 39–52Proof of Theorem 1.3. It suﬃces to consider the classical unital H deﬁned by a unitary polarity,
say, α, in PG(2,n2). Let L1, L2, . . . , Ln4−n3+n2 be the unital lines. For i = 1,2, . . . ,n4 − n3 + n2, take
MLi to be the unital lines through Liα . Since H is a polar unital, by Theorem 1.1, H satisﬁes (p) with
M = {ML1 ,ML2 , . . . ,MLn4−n3+n2 }. Furthermore, by Theorem A.4, MLi ∪ {Li} is a special spread for
each i. Hence, H satisﬁes (P ). 
We ask whether (P ) is suﬃcient for a unital to be classical. First note that if a unital U of order n
satisﬁes (P ), then by Theorem 1.1, we can construct a projective plane π of order n2 and a unitary
polarity ρ of π such that U is isomorphic to the unital deﬁned by ρ . If π is isomorphic to PG(2,n2),
then U is classical. We prove the converse.
Theorem 3.1. Let U be a unital of order n which satisﬁes (P ). If U is classical, then the plane π constructed in
the proof of Theorem 1.1 is isomorphic to PG(2,n2).
Proof. Let U = (X,L). Let ϕ be an isomorphism between U and the classical unital H in PG(2,n2)
deﬁned by a unitary polarity, say, α. We extend ϕ to an isomorphism ϕ˜ between π (we refer to the
proof of Theorem 1.1 for the notations used in the construction of π ) and PG(2,n2), as follows: for
x ∈ X , let [x]ϕ˜ = xϕα ; for Li ∈L, let [Li]ϕ˜ = Liϕα . We verify that ϕ˜ is an isomorphism. Since the other
cases follow more or less immediately from the deﬁnitions, we check only the case when the incident
point-line pair is ([Li], L j), i.e. L j ∈MLi ; we want to show that ([Li]ϕ˜ , L jϕ) is an incident point-line
pair. If L j ∈ MLi , then L jϕ ∈ MLiϕ . Since U satisﬁes (P ), MLiϕ ∪ {Liϕ} is a special spread. Now it
follows from Theorem A.6 that MLiϕ is the set of lines through Liϕα . Thus, L jϕ is on Liϕα . In other
words, ([Li]ϕ˜ , L jϕ) is an incident point-line pair, as we wished. 
Next we prove that (P ) implies (IIS). In fact we prove Theorem 1.4, a stronger result using
Lemma 2.1, which is independent of property iii of (p).
Proof of Theorem 1.4. Let x be a point and M be a line missing x. Let N be the set of lines on x
meeting M . By Lemma 2.1, there is a line L on x such that M ∈ML . Since ML ∪ {L} is special, ML
can be partitioned into n − 1 subsets Mx1, . . . ,Mxn−1. Suppose M ∈Mxi . Then N =N ix , and so the
lines of Mxi are the required lines. 
So every point of a unital U satisfying (P ) except perhaps property iii of (p) is a (IIS)-vertex. Now
recall the result of [5] described in Section 1, namely, that if U has three non-collinear GSV-centers
then it is classical. We ask whether a (IIS )-vertex is a GSV-center.
Lemma 3.2. Let x be a point of a unital. If x is a (IIS )-vertex as well as a (III)-vertex, then x is a GSV-center.
Proof. Let y, z be points different from x such that x, y, z are collinear. Following Wilbrink (see Sec-
tion 3 of [16]), we deﬁne an automorphism τ := τ xy,z ﬁxing x and every line through x, and mapping
y to z, as follows: Let xτ = x. If u is a point not on the line through x and y, denoted by x.y, then
uτ is the point of intersection of x.u and the x-parallel of y.u through z. If v is a point on x.y and
v = x, take a point u /∈ x.y and deﬁne vτ to be the point of intersection of x.y and the x-parallel
of u.v through uτ . Since x is a (III)-vertex, this deﬁnition is independent of the choice of u. Let
x.y = {x, y, z1, z2, . . . , zn−1} and z0 = y. Then τ xy,zi , i = 0, . . . ,n − 1 are n automorphisms making x a
GSV-center. 
Using the result of [5], it is straightforward to deduce Theorem 1.5, which provides an intrinsic ge-
ometric characterization of the classical unital without assuming the absence of O’Nan conﬁgurations.
Proof of Theorem 1.5. Let U be a unital of order n. By [5], U is classical if there are three non-
collinear GSV-centers. By Lemma 3.2, a point of U which is a (IIS)-vertex as well as a (III)-vertex is a
GSV-center. Hence U is classical. The converse is clear. 
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if (P ) implies (III), then the unital is classical. Thus we make the following conjecture.
Conjecture 3.3. If a unital satisﬁes (P ), then it satisﬁes (III).
Equivalently, we make the following conjecture.
Conjecture 3.4. If a unital satisﬁes (P ), then it is classical.
4. Wilbrink’s conditions and the geometry of inversive planes
We ﬁrst recall the facts we need from the theory of ﬁnite inversive planes [2].
A ﬁnite inversive plane of order n is a 3–(n2+1,n+1,1) design. The blocks of an inversive plane are
called circles. Geometrically, an inversive plane is a set of points and a system of non-empty subsets
called circles satisfying the following axioms:
(i) Any three distinct points are contained in exactly one circle.
(ii) If x and y are points and if C is a circle containing x but not y, then there is a unique circle D
such that x, y ∈ D and C ∩ D = {x}.
(iii) There are four points not on a common circle.
For example, take the points of an ovoid O in the three-dimensional projective space PG(3,q), and
consider as circles the secant plane intersections of the ovoid. Then one obtains an inversive plane
I(O) of order q. An inversive plane is called egglike if it is isomorphic to I(O) for some ovoid O.
Concerning egglike inversive planes, there is the following classical result of Dembowski (Theo-
rem 1 of [1]):
Theorem 4.1. Every even order inversive plane is egglike.
Following Dembowski [2], in an inversive plane I , a bundle of circles with carriers x and y is the
set of all circle through two distinct points x and y, and is denoted by (x, y). A pencil with carrier x is
any maximal set of mutually tangent circles through x. Any point x and any circle C where x is on C
determine a unique pencil, denoted by 〈x,C〉. A ﬂock F with carriers x and y is a set of mutually
disjoint circles such that, with the exception of the carriers, every point of I is on a circle of F .
The following result is contained in [3]; see also (6.2.11), (6.2.12) with footnote on p. 267, and
(6.2.13), of [2].
Lemma 4.2. In an even order inversive plane, for any points x and y, there is a ﬂock with carriers x and y
which is the set of circles tangent to every circle in the bundle (x, y).
Consider the egglike inversive plane I(O). Let L be an external line of O. The set of intersections
of O by secant planes on L is a ﬂock of I(O) with carriers the contact points on O of the tangent
planes on L. Such a ﬂock is called linear. Concerning linear ﬂocks, there is the following theorem
([12,15]; see also [4]):
Theorem 4.3. Every ﬂock of an egglike inversive plane is linear.
Since in PG(3,q), any two tangent planes of an ovoid O meet in an external line of O, every
ﬂock in an egglike inversive plane is uniquely determined by its carriers. Denote by F(x, y) the ﬂock
with carriers x and y in this case. Similarly, since any secant plane of O and any tangent plane of O
with contact point not on that secant plane intersect in an external line of O, we have the following
corollary:
Corollary 4.4. Let I be an egglike inversive plane with a circle C and a point x not on C . Then there exists a
unique ﬂock with x a carrier and C a member of the ﬂock.
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(III) is classical; and if n is even, (III) is a consequence of (I) and (II). The method begins with the
construction of an inversive plane I(x) for every point x, and from it a partition ALi j of lines meeting
a line L for every L ∈Lx . We summarize below the facts we need from these constructions.
The construction of I(x) is possible for U satisfying only conditions (I) and (II) [16, Lemmas 1, 2
and Corollary 3]. The ﬁrst step is to construct a 2–(n2,n + 1,n) design. The point set of the design
is Lx , the block set is Cx , which is the set of ‖x-equivalence classes on Lx , and incidence is deﬁned
as follows: a point L is incident with a block C if and only if L meets one (hence all) lines of C . The
inversive plane I(x) is to be constructed so as to have this design as its external (residual) structure.
Thus a new point, ∞x , is introduced, and the pencil of blocks on ∞x is deﬁned to be the set Cx
consisting of blocks of the form Cx(L, L′)∪{∞x}, where for any L, L′ ∈Lx , Cx(L, L′) = {L, L′}∪{L′′ ∈Lx |
no line of Lx meets L, L′ and L′′}. It is shown that if N,N ′ are in Cx(L, L′), then Cx(L, L′) = Cx(N,N ′).
Then I(x) = (Lx ∪ {∞x},Cx ∪ Cx) is an inversive plane of order n.
Finally, we recall the deﬁnition of the sets Ai j , 1 i, j  n + 1 [16, Corollary 5].
Let L be a line of U . Let x1, x2, . . . , xn+1 be the points on L. For each i ∈ {1,2, . . . ,n + 1}, the lines
in Lxi\{L} are partitioned into n + 1 sets of cardinality n − 1, called Ai j , where j ∈ {1,2, . . . ,n + 1},
as follows.
Consider the bundle (L,∞x1 ) in the inversive plane I(x1). Denote the circles in this bundle by{L,∞x1 } ∪ A1 j , where j = 1,2, . . . ,n + 1. Thus, each A1 j contains n − 1 lines on x1, and (it fol-
lows from the deﬁnition of this type of circles that) any line on L\{x1} meets at most one line in
each A1 j . We have deﬁned A11,A12, . . . ,A1,n+1. Next, for each j ∈ {1,2, . . . ,n + 1}, consider the
pencil 〈L, {L,∞x1} ∪ A1 j〉 in I(x1). Denote by C jk , k = 1,2, . . . ,n − 1, the remaining circles in the
pencil. For i ∈ {2,3, . . . ,n + 1}, consider the n − 1 lines on xi which correspond respectively to these
n − 1 circles C jk ’s. Denote this set of lines by Ai j . Thus, for each i ∈ {2,3, . . . ,n + 1}, each line in Ai j
represents a circle of type Cx1 . We have deﬁned A2 j,A3 j, . . . ,An+1, j , for j = 1,2, . . . ,n + 1.
The deﬁnition of the Ai j ’s given by the process above apparently depends on the choice of the
point x1 ∈ L. We note that this is not the case.
Lemma 4.5. Up to a permutation of the index j, the partition {Ai j | 1  i, j  n + 1} is independent of the
choice of x1 .
Proof. Suppose the partition of lines meeting L is given by the above process but starting with the
point x2. To prove the lemma it suﬃces to show that {L,∞x2} ∪A2 j is a circle (of type Cx2 ) in I(x2),
for each j = 1,2, . . . ,n+1. It follows from the deﬁnition that any line on x1 and not belonging to A1 j
meets only one line of A2 j . As for lines on, say, x3, and not belonging to A3 j , the same is true since
any such line is ‖x2 -parallel to a line on x1 not belonging to A1 j . This completes the proof of the
lemma. 
Remark 4.6. The deﬁnition of the Ai j ’s concerns lines meeting L. As we shall need to consider par-
titions of lines meeting a line other than L, we shall on such occasion emphasize the dependence
of Ai j on L by adopting the notation ALi j . Also, we shall denote Ai j by Axj if x = xi .
The following two results are stated in the forms that we need. They are contained either explicitly
or implicitly in [16]. In any case the proofs are straightforward veriﬁcations and will be omitted.
(Compare Corollary 5 in [16].)
Lemma 4.7. Let x, y be two points on a line N, and let L,M be two lines respectively meeting N at x and y.
Suppose L ∈ANxj for some j ∈ {1,2, . . . ,n + 1} and M does not meet any line inANxj . Then M ∈ANyj .
Lemma 4.8. Let x, y be two points on a line N, and let L,M be two lines respectively meeting N at x and y.
Then L‖zM for some point z on N if and only if L ∈ANxj and M ∈ANyj for some j ∈ {1,2, . . . ,n + 1}.
The following observation is quite useful, as we shall see in Section 5.
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′
i j′ \{L} =ALi j\{L′}.
Proof. In I(xi), the two circles, {L,∞xi }∪ALi j and {L′,∞xi }∪AL
′
i j′ , are both incident on L, L
′ and ∞xi ,
hence they are the same circle. It follows that AL′i j′ \{L} =ALi j\{L′}. 
5. Relation with Wilbrink’s conditions
In this section, U is a unital of even order n satisfying Wilbrink’s conditions (I) and (II). We show
that such a unital must also satisfy condition (P ). This is immediate from Theorem 1.3 and the result
of Wilbrink [16], which states that such a unital must be classical. However, the proof of Wilbrink’s
theorem is highly non-trivial and uses deep results from group theory. Our purpose therefore is to
give a direct proof using combinatorial arguments and the circle geometry of egglike inversive planes.
We ﬁrst prove that for any line L in such a unital, there exists a special spread ML ∪ {L} with
respect to L. Recall from Section 4 that every even order inversive plane is egglike, and every ﬂock in
an egglike inversive plane is uniquely determined by its carriers.
Lemma 5.1. Let U be a unital of even order n satisfying Wilbrink’s conditions (I) and (II). Let x be a point on a
line L. Then there exists a unique setMxL ⊂Lx with the property thatMxL can be partitioned into n−1 subsets
Mx1, . . . ,Mxn−1 , each of cardinality n, and Lx\{L} can be partitioned into n− 1 subsetsN 1x , . . . ,N n−1x , each
of cardinality n + 1, such that if M ∈Mxi and N ∈N jx , then M and N meet if and only if i = j.
Proof. In the egglike inversive plane I(x), consider the unique ﬂock F(L,∞x). Let ci = {Ni,1, . . . ,
Ni,n+1 | Ni, j ∈ Lx, j = 1, . . . ,n + 1}, i = 1, . . . ,n − 1, be the circles of F(L,∞x). Since ci is a circle
of type Cx , it determines uniquely a ‖x-parallel class {Mi,1, . . . ,Mi,n} of lines in Lx . Take Mxi =
{Mi,1, . . . ,Mi,n} and N ix = {Ni,1, . . . ,Ni,n+1} for i = 1,2, . . . ,n − 1. 
Note that the above proof depends only on the fact that I(x) is egglike for each x.
In order to show that MxL ∪ {L} is a special spread with respect to L, we need to remove the
dependence on the choice of the point x on L. To this end, we characterize the set MxL by parallelism.
First we prepare a lemma which holds for n of either parity.
Lemma 5.2. Let x be a point on a line L, c ∈ Cx a circle represented by a line M ∈Lx. Suppose c meets a circle d
in the bundle (L,∞x) at N = L. Then c is tangent to d if and only if there exists z ∈ N such that L‖zM.
Proof. Let d = {L,∞x} ∪ALxk . Since c meets d at N , M meets N at some point y. Suppose c is tangent
to d, then M misses ALxk\{N}. By Lemma 4.9, ALxk\{N} =ANxj\{L}. Hence M misses ANxj . By Lemma 4.7,
M ∈ANyj , and so by Lemma 4.8, there exists a point z ∈ N such that L‖zM .
Conversely, suppose there exists z ∈ N such that L‖zM . Note that y = x since L‖zM . Now M is
in ANyj for some j, and since L‖zM , L ∈ANxj by Lemma 4.8. By the deﬁnition of ANij , if M is in ANyj ,
then it misses ANxj . On the other hand, N is in ALxk for some k, and so by Lemma 4.9, ALxk\{N} =
ANxj\{L}. Thus M is tangent to the circle {L,∞x} ∪ALxk at N . 
We now characterize the set MxL by parallelism:
Lemma 5.3. Let U andMxL be as in Lemma 5.1. Let M be a line not meeting L, and let N1,N2, . . . ,Nn+1 be the
lines inLx meeting M. Then M ∈MxL if and only if there exists zk ∈ Nk such that L‖zkM for k = 1,2, . . . ,n+1.
Proof. Let c be the circle in Cx deﬁned by M . By Lemma 5.1, M is in MxL if and only if c is in the
ﬂock F(L,∞x). By Lemma 4.2, this is equivalent to c being tangent to every circle in (L,∞x). The
result follows by repeated applications of Lemma 5.2. 
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Lemma 5.4. Let MxL and MyL respectively be given by Lemma 5.1 for two points x and y on L. Then
MxL =MyL .
Proof. Let M ∈ MxL . Let N = {N1,N2, . . . ,Nn+1} and N ′ = {N ′1,N ′2, . . . ,N ′n+1} respectively be the
lines on x, y meeting M . By Lemma 5.3, there exists zk ∈ Nk such that L‖zkM for k = 1,2, . . . ,n+1. By
the same lemma, it suﬃces to show that there exists z′k ∈ N ′k such that L‖z′k M for k = 1,2, . . . ,n + 1.
Note that for each k, the line y.zk meets M since y ∈ L and L‖zkM . Hence y.zk ∈N ′ . We claim that
y.zk = y.zk′ if k = k′ . If the claim is true, then N ′ = {y.zk | k = 1,2, . . . ,n + 1} where, without loss of
generality, we may assume that N ′k = y.zk , k = 1,2, . . . ,n + 1. Taking z′k = zk , we have z′k ∈ N ′k and
L‖z′k M , as we wished.
To prove the claim, suppose y.zk = y.zk′ for k = k′ . Let x.zk , x.zk′ , and y.zk = y.zk′ , respectively,
meet M at xk , xk′ , and xk′′ . Then the six points, x, xk , zk , xk′ , zk′ , xk′′ , and the four lines, x.xk , x.xk′ ,
xk.xk′′ , y.zk , constitute an O’Nan conﬁguration, contradicting (I). 
Lemma 5.5. LetML beMxL given by Lemma 5.1 for a point x on L. ThenML ∪ {L} is a special spread with
respect to L.
Proof. This follows from Lemmas 5.1 and 5.4. 
Finally we show that U satisﬁes (P ). Again we employ the method of parallelism.
Lemma 5.6. Suppose n is even. For any two lines L and M with no points incident on both, there exists a point z
such that L‖zM.
Proof. Let x be a point on L. In the inversive plane I(x), consider the bundle (L,∞x) consisting of
the circles {L,∞x} ∪ALxi of type Cx , where i = 1,2, . . . ,n + 1. Now M represents a circle c of type Cx
and so it meets every circle in F(L,∞x) in at most two points. Since there are n + 1 points on c,
which is odd, there exists some j such that c is tangent to {L,∞x} ∪ALxj at, say N . Thus N ∈ALxj is
a line on x meeting M at, say y, with the remaining n lines on x meeting M not belonging to ALxj .
Now let ANxk contain L. Then by Lemma 4.9, ALxj\{N} =ANxk\{L}. It follows that M misses ANxk , so that
M ∈ANyk , by Lemma 4.7. By Lemma 4.8, there exists z ∈ N such that L‖zM . 
We can now prove Theorem 1.6.
Proof of Theorem 1.6. By Lemmas 5.1 and 5.5, U admits a family M satisfying property i of (p) with
special spreads. Furthermore, M satisﬁes property ii of (p) since by Lemma 5.3, for any two lines Li
and L j , whether or not L j ∈MLi is determined by parallelism, which is an equivalence relation as
seen in Section 4.
Finally, we show M satisﬁes property iii of (p). Let Li and L j be two disjoint lines. By Lemma 5.6,
there exists a point z such that Li‖z L j . In the inversive plane I(z), both Li and L j represent the same
circle, say, c, of type Cz . By Theorem 4.1 and Corollary 4.4, there exists a point Lk of I(z) such that c
is a circle in the ﬂock F(Lk,∞z). As a result, Li ∈MLk and L j ∈MLk . By property ii of (p), Lk ∈MLi
and Lk ∈ML j , as we wished. 
The above theorem and its proof suggest that circle geometry may play a role in the study of our
conjectures.
Remark 5.7. In case of odd order, the inversive plane I(x) need not be egglike and the above approach
is not applicable. However, there is no known example of a non-egglike inversive plane. So suppose
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can determine MxL for every L and x. To remove the dependence on the choice of x on L a new proof
is required since the intersection of a ﬂock with a bundle in the odd order case is different from
the even order case [3]. Note that in this case the ﬂock is still characterized, although indirectly, by
tangency, and Lemma 5.2 is still applicable. Thus it is of interest to discover possible obstruction to
proving that conditions (I) and (II) are suﬃcient for (P ).
Appendix A. A synthetic proof of a theorem of Taylor on perpendicularity in a classical unital
A.1. Introduction
Deﬁnition A.1. Let U = (X,L) be a unital of order n. Let L ∈ L and M be a set of lines in L not
containing L. The set M ∪ {L} is special with respect to L, or simply special, if the following holds: For
any point x on L, M can be partitioned into n − 1 subsets Mx1, . . . ,Mxn−1, each of cardinality n, and
the set of lines on x, except L, can be partitioned into n−1 subsets N 1x , . . . ,N n−1x , each of cardinality
n + 1, such that if M ∈Mxi and N ∈N jx , then M and N meet in a point if and only if i = j.
The above deﬁnition is an intrinsic version of the condition introduced in Theorem 3.3 of Tay-
lor [14].
Next we recall that a set of lines of U is a spread if they partition the set of points X of U . We
show that a special set is a spread.
Lemma A.2. Let n 3. A set of linesM∪ {L} special with respect to L is a spread of U .
Proof. First, observe that any line M ∈ M does not contain any point of L. Indeed, if there exists
M ∈M such that M ∩ L = x ∈ X , then M meets a line of N jx , for each j = 1, . . . ,n− 1, at the point x.
This means that M is in Mxi , for each i = 1, . . . ,n − 1 because M ∪ {L} is special with respect to L.
This is impossible since n  3 and the Mxi ’s partition M. Next we show that any two lines of M
never meet in a point of X . This proves the lemma since then the number of points of X in M is
given by (n2 − n)(n + 1), and together with the n + 1 points of X in L, all n3 + 1 points in X are
accounted for.
So suppose M1,M2 are two lines in M meeting at a point y ∈ X . Let x1, . . . , xn+1 be the points
of X on L. Let N1 = x1.y. Then N1 ∈N j1x1 for some j1 and so M1,M2 ∈Mx1j1 . Repeating the argument
we conclude that M1,M2 ∈Mx1j1 ∩ · · · ∩M
xn+1
jn+1 . This means that if N ∈Nxi meets M1 at a point of X
then it also meets M2 at a point of X .
Now let z be a point of X on M1 distinct from y. For i = 1,2, . . . ,n + 1, the line through xi and
z meets M2 at a point, say, zi ∈ X . Clearly these points are all distinct and different from y, since L
does not meet any line in M and z = y. We now have n + 2 points of X on M2, which is one too
many and this contradiction ﬁnishes the proof of the lemma. 
Let U = (A,L) be a polar unital of order n deﬁned by a polarity ρ in a projective plane π of
order n2, where A is the set of absolute points and L the set of non-absolute lines of ρ . Two non-
absolute lines L,M are called perpendicular if the pole Lρ of L is incident with M (equivalently, if the
pole Mρ of M is incident with L).
Let {a1, . . . ,an+1} be the set of absolute points and {x1, . . . , xn2−n} the set of non-absolute points
on L. Then the pencil of lines on the pole, Lρ , of L, consists of the n + 1 absolute lines aρi , i =
1, . . . ,n+ 1, and the n2 −n non-absolute lines xρj , j = 1, . . . ,n2 −n. Let M be the set of these n2 −n
non-absolute lines. Then clearly, M is the set of lines perpendicular to L and M ∪ {L} is a spread
of U .
If U is the classical unital H embedded in PG(2,n2), Taylor [14] has shown that the relation of
perpendicularity can be described in terms only of the incidence structure of the classical unital H as
a unitary block design. The proof makes use of the coordinates provided by the Galois ﬁeld GF(n2). In
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this appendix, we give a coordinate-free proof of Taylor’s theorem. In addition, we remove a superﬂu-
ous hypothesis in the original theorem.
A.2. The necessary condition
Let H = (A,L) be the classical unital embedded in PG(2,n2) deﬁned by a unitary polarity α. In
this section, we derive a necessary condition for perpendicularity. Given L ∈ L, we determine the set
M⊂L of lines perpendicular to L.
To derive a necessary condition for perpendicularity we ﬁrst establish a lemma which is a con-
sequence of the conﬁguration of Desargues, namely, any two centrally perspective triangles in the
classical projective plane are axially perspective.
Lemma A.3. Let x be a point on aα , where a ∈ A and x = a. Let M1 , M2 be two lines on x different from aα and
N1 , N2 be two lines on a different from xα . Let M1∩N1 = b1 , M1∩N2 = b2 , M2∩N1 = c1 , and M2∩N2 = c2 .
If b1,b2, c1 ∈ A, then c2 ∈ A.
Proof. Since M1 = b1.b2, Mα1 = bα1 ∩ bα2 . Since x ∈ M1, Mα1 ∈ xα . So Mα1 = bα1 ∩ bα2 ∈ xα . Similarly,
Nα1 = bα1 ∩ cα1 ∈ aα , Mα2 = xα ∩ cα1 , and Nα2 = aα ∩ bα2 . Now c2 = M2 ∩ N2, so cα2 = Mα2 .Nα2 . We want to
show that c2 ∈ Mα2 .Nα2 (see Fig. 3). Note that triangles b1c1N1α and b2c2N2α are perspective from
the point x. (For example, the computations above show that Nα1 and N
α
2 are both in a
α , so x,Nα1 ,N
α
2
are collinear; we shall keep such similar arguments implicit below.) Since PG(2,n2) is Desarguesian,
these triangles are perspective from a line, i.e. a = b1.c1 ∩b2.c2, Mα1 = bα1 ∩bα2 = b1.N1α ∩b2.N2α , and
c1.Nα1 ∩ c2.Nα2 are collinear. Equivalently, c1.Nα1 ∩ c2.Nα2 ∈ a.Mα1 = xα . But c1.Nα1 = cα1 and cα1 ∩ xα =
Mα2 . It follows that c1.N
α
1 ∩ c2.Nα2 = Mα2 . In particular, c2,Mα2 ,Nα2 are collinear, i.e. c2 ∈ Mα2 .Nα2 , as we
wished. 
We now prove that the spread given by the set of lines M ∪ {L}, where L ∈ L and M is the set
of lines perpendicular to L, is a special set.
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Theorem A.4. Let L ∈ L andM be the set of lines perpendicular to L. ThenM ∪ {L} is special with respect
to L.
Proof. In the previous section we determined that M is given by the lines xαj , j = 1, . . . ,n2−n, where
x j , j = 1, . . . ,n2−n, are the non-absolute points on L. Take the line xα1 , say, and let b1, . . . ,bn+1 be the
absolute points on it. Let N 1a = {a.b1, . . . ,a.bn+1}. Let {b1,2, . . . ,b1,n} be the remaining absolute points
on a.b1. Consider {Lα.b1,2, . . . , Lα.b1,n} ⊂M. By Lemma A.3, each a.bi , i = 2, . . . ,n + 1, continues to
meet each Lα.b1, j , j = 2, . . . ,n, at an absolute point. Let Ma1 = {a.b1, Lα.b1,2, . . . , Lα.b1,n}. Next take
a line in M\Ma1 and repeat the argument to obtain N 2a and Ma2, and so on. This ﬁnishes the proof
of the theorem. 
A.3. The suﬃcient condition
In this section we study the suﬃciency for perpendicularity. We maintain the notations of Ap-
pendix A.2. Thus let α be a unitary polarity in the classical plane PG(2,n2). Consider the classical
unital H = (A,L), where A is the set of absolute points and L the set of non-absolute lines of α.
Let M∪ {L} be a special set. By Lemma A.2, every point of A which is not on L is on just one line
of M. This is the superﬂuous hypothesis in Theorem 3.3 of [14] when n 3, which we have removed.
We are now ready to establish a suﬃcient condition for perpendicularity. In order to streamline
the proof we prepare the following lemma:
Lemma A.5. Let n 3. If the set of linesM∪{L} is special with respect to L, then for each i ∈ {1,2, . . . ,n−1},
the lines inMai ⊂M are concurrent at a point of aα .
Proof. Let {a1, . . . ,an+1} be the points of A on L. Consider the point, say, a1. Let M1 ∈Ma11 meet aα1
at the point x. Let {b1, . . . ,bn+1} be the points of A on M1. By Lemma A.2, these are distinct from
the absolute points on L. Joining a1 to the absolute points on M1 we obtain the n + 1 lines in N 1a1 .
Joining x to the remaining n − 1 points of A on a line, say, N1 ∈ N 1a1 we obtain n − 1 lines, say,
M2, . . . ,Mn . By Lemma A.3, each of these lines continues to intersect each of the remaining n lines
in N 1a1 at a distinct point of A. We claim that M
a1
1 = {M1, . . . ,Mn}. It suﬃces to show that any line
M ∈Ma11 \{M1} is some Mi , i = 2, . . . ,n. This is immediate since M has to intersect each of the n+ 1
lines in N 1a1 in a point in A\{a1} (thus 1 out of n possibilities for each line) and there are n + 1 such
points on M . It follows that M contains at least two points of some Ma1i , where i = 2, . . . ,n. Now two
points determine a line. 
We have the following theorem (suﬃciency part of Theorem 3.3 of [14]):
Theorem A.6. Let n  3. If the set of lines M ∪ {L} is special with respect to L, then M is the set of lines
perpendicular to L.
Proof. We use the setup in the proof of Lemma A.5. Consider the point a2 and the n2 − 1 lines
in Na2 . Since there are n(n + 1) points of A on Ma11 and n2 − 1 < n(n + 1), there is some line N
in, say, N 1a2 passing through two of these n(n + 1) absolute points on different lines through x, say,
Mi and M j . Then Mi,M j ∈Ma21 . By Lemma A.5, they are concurrent at a point, say, y on aα2 . Thus
x = y = aα1 ∩ aα2 = Lα . As a result, all lines in M are incident on Lα . 
Remark A.7. The case n = 2 is easily treated. The superﬂuous hypothesis for case n 3 now becomes
the characterization condition.
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