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An expression is derived for angle-resolved photocurrent from a semi-infinite correlated system.
Within the sudden approximation, the photocurrent is proportional to the spectral function of a
one-particle two-time retarded Green’s function G of an operator that creates an electron in a special
quantum state χ localized at the surface. For a system described by a many-body single-band model
we present an analytical expression that relates the Green’s function G with the Green’s function
of an infinite crystal Gb,k(ω) in Wannier representation. The role of final states and of the crystal
surface is analysed for a model Green’s function of the infinite crystal with a three-peak spectral
function typical of a Mott-Hubbard metal. The momentum dependence of both the quasiparticle
pole position and the spectral weight of the incoherent band manifest themselves in the shape of
the photocurrent energy distribution curve.
PACS numbers: 79.60.-i, 71.27.+a, 71.10.Fd, 73.20.-r
I. INTRODUCTION
Angle-resolved photoemission spectroscopy (ARPES)
has proved an indispensable tool to study the electronic
structure of solids1–4. It has become especially impor-
tant with the discovery of high-Tc cuprate supercon-
ductors, when the enhanced experimental and theoret-
ical effort was put into the studies of strongly corre-
lated electron systems (SCES)5,6. Mean-field-based ap-
proaches fail to describe the valence band of SCES, so
ARPES becomes a crucial source of information about
the electronic structure and a verification tool for many-
body theories7. However, the interpretation of ARPES in
terms of one-electron many-body spectral function (SF)
may be sufficient only when the energy dispersion per-
pendicular to the surface is of the order of or smaller than
the experimental energy resolution. This is the case in
the layered cuprates2,4 or perovskite-type vanadates8–11,
which have a quasi-two-dimensional valence and conduc-
tion bands despite their cubic lattice. Still, most of cor-
related compounds have a three-dimensional electronic
structure6, and the photohole dispersion normal to the
surface requires a more thorough theoretical analysis of
the ARPES.
A conclusive interpretation of the ARPES experiment
depends on the knowledge of final states of the photoe-
mission process. In the sudden approximation12, the final
states are time-reversed low-energy electron diffraction
(LEED) states13, which decay into the interior of the
solid in accord with the surface sensitivity of ARPES.
To be realistic, a proper calculation of the photocur-
rent should allow for changes of the electronic structure
near the surface and include the excitation probabilities.
The most elaborate theoretical framework to deal with
ARPES is the one-step theory13–18. It describes the ex-
citation, the transport of the photoelectron to the crys-
tal surface, and the escape into the vacuum as a sin-
gle quantum-mechanical process including all multiple-
scattering events. This approach allows to perform re-
alistic photocurrent calculations based on Kohn-Sham
eigenfunctions, and it is implemented in several computer
codes17,19,20.
The one-step approach was also formulated for nonlo-
cal potentials21,22, and in Refs. 23 and 24 it was com-
bined with the dynamic mean field theory (DMFT)25–27
within the Korringa-Kohn-Rostoker multiple scattering
formalism. It was recently applied for the interpreta-
tion of photoemission spectra of 3d metals28–30. Most
of studies of SCES are, however, performed within the
basis of localized Wannier functions31–33, as originally
proposed by P.W. Anderson34 and J. Hubbard35. The
Wannier representation is quite natural here, since the
largest Coulomb interaction term – the so-called Hub-
bard interaction, which is responsible for electron corre-
lations in d or f shells of transition metals – is diagonal
in this basis35. The theoretical many-body bulk SFs are
often directly compared with ARPES spectra36–38, thus
ignoring the role of the final states and the effect of the
surface. The surface effects in SCES were considered
in Refs. 39–43, and their influence on ARPES was dis-
cussed on a qualitative level. Thus, the formulation of
the one-step approach in the localized basis is highly de-
sirable as it would enable a quantitative comparison of
many-body calculations results with the state-of-the-art
ARPES data44.
According to the classification of Ref. 45, the strongly
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2correlated transition metal compounds may be divided
into two categories depending on the relation between
Coulomb interaction U within the d-shell and the charge
transfer energy ∆ between the metal ion and surround-
ing anions. In the Mott-Hubbard systems, ∆  U , the
valence band may be described by a one-band Hubbard-
type model35, while for charge-transfer systems, ∆ U ,
an explicit account of the anion states is necessary46.
In this paper, we formulate the one-step approach in
the localized basis (Sec. II), and consider its application
to Mott-Hubbard systems. In Sec. III, starting from
the bulk Green’s function (GF), we derive the GF of the
semi-infinite system. After a short discussion of ARPES
of layered systems in Sec. III A, we find an analytical
formula for the photocurrent from a system with tan-
gible dispersion in the direction normal to the surface
(Sec. IV). In Sec. V, we discuss how the formula reflects
the role of final states and of the surface and give some
illustration of its application. Technical details of the
derivation are given in the Appendix.
II. ARPES CALCULATION FOR LOCALIZED
BASIS
In this section we revisit the one-step theory of pho-
toemission in order to formulate it in the Wannier repre-
sentation for initial states. The localized basis is ideally
suited for the electronic structure of SCES, and at a cer-
tain level of approximation it allows an elegant inclusion
of surface effects.
A. Sudden approximation
We consider a semi-infinite crystal that extends over
the half-space z ≤ z0, with a perfectly flat surface.
The solid is irradiated with light given by the vector
potential A (x, t) = A (x) cos Ωt (we choose the gauge
in which the scalar potential is zero). Within the sud-
den approximation12, the interaction between the excited
electron and the photohole is neglected. Then the de-
scriptions of the initial state and of the final state can
be separated from each other. The steady radial pho-
tocurrent j (qˆ, E) of electrons emerging from the solid
along the observation direction defined by the unit vec-
tor qˆ with energies between E and E + dE is then given
by15,16
j (qˆ, E) =
1
2pi
lim
X′→X,
X→∞
(
∂
∂X ′
− ∂
∂X
)
×
¨
d3x1d
3x2G (X,x1, E) Oˆ (x1)
×G+ (x1,x2, E − ~Ω) Oˆ (x2)G∗ (x2,X′, E) ,
(1)
where the vector X = Xqˆ points in the direction of the
detector, and G (X,x, E) is the retarded propagator of
the outgoing electron,
G(x,x′, ω) =
〈〈
ψˆ(x)|ψˆ†(x′)
〉〉
ω
.
In general, the anticommutator two-time retarded GF of
two operators Aˆ and Bˆ is defined as〈〈
Aˆ|Bˆ
〉〉
ω
≡ −i
ˆ ∞
0
〈{
Aˆ(t), Bˆ(0)
}〉
eiωtdt,
where
{
Aˆ, Bˆ
}
≡ AˆBˆ + BˆAˆ, the time-dependent op-
erator Aˆ(t) is Aˆ(t) = exp(itHˆ)Aˆ exp(−itHˆ), and the
angular brackets denote the thermodynamic average〈
Aˆ
〉
≡ Tr
[
exp
(
−βHˆ
)
Aˆ
]
/Tr
[
exp
(
−βHˆ
)]
. The op-
erator ψ(x) annihilates an electron at the point x, and
G+ (x1,x2, ω) is the “lesser” function
15,16 for the initial
state
G+ (x1,x2, ω) ≡ −2if (E + Φ)G′′ (x1,x2, ω) , (2)
where Φ is the work function, the vacuum level is at
E = 0, and f(ω) = 1/
(
eβω + 1
)
is the Fermi distribution
function. We consider a non-magnetic solid and drop the
spin index. Throughout the text the double prime de-
notes the imaginary part of a complex value, e.g., G′′ ≡
ImG. The operator Oˆ (x) = 12c [A (x) ·P+P ·A (x)]
is the electron-light coupling, with P = −i∇ being the
electron momentum operator and c the light velocity.
The atomic units ~ = e = me = 1 are used. In reso-
nant photoemission47–50 or in the presence of microscopic
fields due to the dielectric screening51,52 the operator Oˆ
is more involved, which complicates the calculation of
matrix elements M
(
k‖, E
)
in Eq. (20), but the theory
presented below remains fully applicable
Following Ref. 16, we use the asymptotic formula for
G (X,x, E),
G (X,x, E) −−−−→
X→∞
1
2pi
exp
(
iX
√
2E
)
X
ϕ> (x, qˆ, E) , (3)
where ϕ> (x, qˆ, E) is the LEED wave function. The in-
elastic scattering due to electron-electron interaction in
the propagation of the outgoing electron may be taken
into account phenomenologically by introducing an ab-
sorbing optical potential into the effective Schro¨dinger
equation for the function ϕ> (x, qˆ, E)
53–55. Thereby the
LEED function becomes a superposition of evanescent
Bloch waves. Substitution of (3) and (2) into Eq. (1)
gives
3j (qˆ, E) = −
(
1
2pi
)3 [
2f (E + Φ)
√
2E
X2
]
×
¨
d3x1d
3x2ϕ> (x1, qˆ, E) Oˆ (x1)G
′′ (x1,x2, E − ~Ω) Oˆ (x2)ϕ∗> (x2, qˆ, E) . (4)
Note that the initial states are confined inside the solid,
so that the integration over x1 and x2 in (4) is essentially
restricted to the crystal half-space, xi ⊂ S, i.e.,
ˆ
x⊂S
d3x1 . . . ≡
¨ ∞
−∞
dxdy
ˆ z0+∆z
−∞
dz . . . ,
which assumes that initial states vanish at a distance
∆z from the surface. With this in mind, and using the
symmetry relation
G(x1,x2, ω) = G(x2,x1, ω), (5)
we make an important next step (the details are given in
the Appendix), and rewrite (4) in the form
j (qˆ, E) =
[
f (E + Φ)
√
2E
(2piX)
2
]
A (qˆ, E − ~Ω) , (6)
A (qˆ, ω) = − 1
pi
ImG (qˆ, ω + i0) , (7)
G (qˆ, ω) =
〈〈
Cˆ|Cˆ†
〉〉
ω
, (8)
where the operator
Cˆ† (qˆ, E) ≡
ˆ
d3xψˆ†(x)χ (x, qˆ, E) (9)
creates an electron in a state with the wave function
χ (x, qˆ, E) = Oˆ (x)ϕ∗> (x, qˆ, E) , x ⊂ S (10)
= 0, otherwise
Equation (7) gives an explicit form of the SF to be cal-
culated to obtain the photocurrent.
B. Non-interacting electrons
In a mean-field approach, the initial states are de-
scribed by an effective one-particle Hamiltonian. In the
basis of its eigenfunctions Ψi (x), it reads
Hˆmf =
∑
i
Eia
†
iai, (11)
where index i incorporates all quantum numbers that
define a quantum state of the system, Ei being its en-
ergy. Then the electron annihilation operator is ψˆ (r) =
∑
i Ψi (x) ai, and the operator conjugate to Cˆ
† of Eq. (9)
is
Cˆ (qˆ, E) =
∑
i
Miai,
Mi =
ˆ
x⊂S
d3xϕ> (x, qˆ, E) Oˆ (x) Ψi (x)
=
ˆ
d3xχ∗ (x, qˆ, E) Ψi (x) .
The last integration may be extended over the whole
space, as both functions χ and Ψ are confined inside the
solid. The GF of Eq. (8) that defines the photocurrent is
G (qˆ, ω) =
∑
i
MiM
∗
j
〈〈
ai|a†j
〉〉
ω
.
The GFs in the right-hand side are trivially calculated
Gij(ω) ≡
〈〈
ai|a†j
〉〉
ω
=
δij
ω − Ei . (12)
We see that the SF (7) reduces to the density of states
(DOS) projected on the function χ (x, qˆ, E)
A (qˆ, ω) =
∑
i
|Mi|2 δ (ω − Ei) . (13)
Substituting Eq. (13) into Eq. (6), we recover the well-
known expression for the photocurrent in the mean-field
one-step approach13–19,56,57. Note that the Hamilto-
nian (11) describes a semi-infinite crystal, which makes
the calculation of the eigenvalues Ei and eigenfunctions
Ψi (x) highly non-trivial even in the mean-field approxi-
mation.
C. Interacting electrons
For the non-interacting systems, the photoexcitation of
an electron from a single-determinant N -electron eigen-
state of the Hamiltonian (11) creates an (N −1)-electron
eigenstate of the same Hamiltonian. The electron-
electron interaction complicates the picture of the pho-
toexcitation. On the mean-field level, the removal of an
electron from an N -electron system changes the mean-
field, but these changes are negligible for a macroscopic
number of electrons. More important is the interaction
beyond the mean-field: the two-particle (four-fermion op-
erator) terms in the Hamiltonian, which account for the
4residual interaction, i.e., are the part of the bare Coulomb
interaction responsible for the correlations in the electron
motion5. In contrast to the bare Coulomb interaction,
the residual interaction is a short-ranged one. It is often
introduced on the model level via Hubbard-like terms,
which are conveniently represented in the localized basis
of Wannier functions35.
In SCES, the Hubbard terms are comparable with ma-
trix elements of kinetic energy. This makes it impossible
to present an N -electron eigenstate as a single determi-
nant. The removal/addition of an electron from/to this
state produces an (N − 1)-/(N + 1)-electron state that
is a combination of a large number of eigenstates with
different energies. As a consequence, the GF describing
electron removal and additional spectra does not have
the simple pole form of Eq. (12) but acquires a com-
plex self-energy in the denominator. As a result, the SF
−G′′ii(ω+ i0)/pi is not anymore a single δ-function, but it
may have humps that come from the branch cut singu-
larities of the self-energy, and that are called incoherent
bands. These bands coming from the self-energy of the
initial states are observed in ARPES as “satellites” that
appear at binding energies different from the energies of
“main peaks” of the mean field theory. For a proper
interpretation of the experiment, the many-body GF de-
scribing the initial states should be incorporated into the
one-step approach.
Note that the only approximation we have used to de-
rive Eq. (6) is the sudden approximation, and that Eq. (6)
is fully general and applicable for a wide range of systems
including strongly correlated systems. The role of the fi-
nal state ϕ∗> (x, qˆ, E) (the time reversed LEED state) is
clear from Eqs. (9) and (10): it defines the form of the
operator Cˆσ (qˆ, E), and, thus, the SF (7), which is our
ultimate aim. Thus, the angular and energy dependence
of the photocurrent cannot be understood solely from the
structure of the initial states. On the one hand, this com-
plicates the interpretation of ARPES experiments, but,
on the other hand, it allows to learn about final states
from the measured spectra58.
We assume that the target crystal has two-dimensional
(2D) lattice periodicity. Inside the solid, the time re-
versed LEED function may be written as
ϕ∗> (x, qˆ, E) = e
ik‖x‖U
(
x‖, z, qˆ, E
)
, (14)
where x‖ is the radius-vector component parallel to the
surface, x = x‖ + zn, with n being the unity vector
normal to the surface. The surface-parallel momentum
component q‖ = k‖ + G‖ is the sum of the momentum
vector in the first Brillouin zone k‖ and 2D reciprocal
lattice vector G‖. The function U
(
x‖, z, qˆ, E
)
is periodic
in x‖ and may be written as a combination of evanescent
waves [cf. Eq. (37) of Ref. 16]:
U
(
x‖, z, qˆ, E
)
=
∑
m
ϕ∗m
(
x,k‖, E
)
, (15)
ϕ∗m
(
x,k‖, E
) ≡ eik⊥,m(z−z0)um (x,k‖, E) , (16)
where m is the band index and k⊥,m
(
E,k‖
)
= k′z,m −
ik′′z,m (k
′
z,m, k
′′
z,m > 0) is the complex momentum com-
ponent in the direction perpendicular to the surface.
The functions um have the periodicity of the 3D crys-
tal, with the Bravais lattice vectors R = R‖+ lcn, where
l ≤ z0/c is an integer and c is the lattice period in z
direction. For both x and x + R inside the solid it is
um
(
x+R,k‖, E
)
= um
(
x,k‖, E
)
. Inside the crystal,
the function produced by the perturbation Oˆ acting on
the final state ϕ∗> in Eq. (10) is, clearly, also a combina-
tion of evanescent waves
χ (x, qˆ, E) =
∑
m
χm
(
x,k‖, E
)
,
χm
(
x,k‖, E
)
= Oˆ (x) eik‖x‖ϕ∗m
(
x,k‖, E
)
.
Thus, the function χ (x, qˆ, E) is localized at the surface,
which reflects the surface sensitivity of the photoemission
spectroscopy. If one of the waves dominates the sum in
Eq. (15) its localization can be expressed by the “inelas-
tic mean free path” L ∼ 1/2k′′z
(
E,k‖
)
.
In order to proceed further, we chose a basis of lo-
calized functions suitable for the description of the ini-
tial state. For example, it may be the basis of Wannier
functions for a set of bands within some energy window
around ω = E − ~Ω. We write the electron annihilation
operator for the initial state in the form
ψˆ(r) =
∑
R,α
wα (r−R− s) aR,α,
where aR,α annihilates an electron in the state wα(r −
R − s) localized at the lattice site R + s, where s is a
basis vector of the unit cell, and α accumulates s and all
the relevant quantum numbers. For the operator Cˆ of
Eq. (9) we obtain (see Appendix)
5Cˆ (qˆ, E) =
√
N‖
∑
l,s,α
ˆ
dz
¨
d2x‖ϕ> (x, qˆ, E) Oˆ (x)wα
[
x‖ + (z − lc)n− s
]
ak‖,l,α (17)
=
√
N‖
∑
m,α
Mm,α
(
k‖, E
)∑
l
e−ik
∗
⊥,m(lc−z0)ak‖,l,α, (18)
=
√
N‖
N⊥
∑
m,α
Mm,α
(
k‖, E
)∑
p
eipz0∆m,pak‖,p,α, (19)
Mm,α
(
k‖, E
) ≡ ˆ d3xχ∗m (x,k‖, E)wα [x− z0n− s] , (20)
∆m,p ≡
z0/c∑
l=−∞
e−i(k
∗
⊥,m−p)(lc−z0) =
{
1− ei(k∗⊥,m−p)c
}−1
, (21)
where we have introduced the Fourier transforms
ak‖,l,α =
1√
N‖
∑
R‖
e−ik‖R‖aR‖,l,α, (22)
ak,α = ak‖,p,α =
1√
N⊥
∞∑
l=−∞
e−iplcak‖,l,α. (23)
Here N‖ is the number of sites in the plane, N⊥ is the
number of planes in the system, and k = k‖+ pn. Oper-
ator ak‖,l,α annihilates an electron in a layer Bloch state
wk‖,α (r− lcn) =
1√
N‖
∑
R‖
eik‖R‖wα
[
x‖ −R‖ + (z − lc)n− s
]
, (24)
localized at l-th layer, while ak,s,α annihilates an electron
in a bulk Bloch state
wk,α (r) =
1√
N⊥
∑
l
eiplcwk‖,α (r− lcn)
=
1√
N‖N⊥
∑
R
eikRwα (r−R− s) .
Equation (17) expresses the conservation of the momen-
tum parallel to the surface. The expression (19) for Cˆ
shows that, generally, all states with different perpen-
dicular momenta p contribute to the photocurrent for a
given k‖ and E. In Ref. 16, it was pointed out that
the factor ∆m,p (21) is sharply peaked at k
′
⊥,m = p if
k′′⊥,mc  1 [cf. Eqs. (42)-(47) of Ref. 16]. In this par-
ticular case, the crystal momentum is conserved also in
z direction. In Sec. IV we will return to this discussion.
Equations (18) and (19) allow to write the GF of
Eq. (8) in the form
G (qˆ, ω) = N‖
N⊥
∑
m1,m2,\α1,α2
Mm1,α1M
∗
m2,α2
×
∑
l1,l2
eik⊥,m2 (l2c−z0)−ik
∗
⊥,m1 (l1c−z0)Gk‖,l1,l2,α1,α2(ω)
(25)
=
N‖
N⊥
∑
m1,m2,\α1,α2
Mm1,α1M
∗
m2,α2
×
∑
p1,p2
ei(p1−p2)z0∆m1,p1∆
∗
m2,p2Gk‖,p1,p2,α1,α2 (ω) ,
(26)
Gk‖,l1,l2,α1,α2(ω) ≡
〈〈
ak‖,l1,α1 |a†k‖,l2,α2
〉〉
ω
. (27)
The GF of semi-infinite crystal
Gk‖,p1,p2,α1,α2 (ω) ≡
〈〈
ak‖,p1,α1 |a†k‖,p2,α2
〉〉
ω
(28)
depends on the pair of perpendicular momenta because of
the broken translational invariance in the surface-normal
direction.
III. SEMI-INFINITE MOTT-HUBBARD
SYSTEM
Now we consider a system whose valence band spec-
trum may be described by an effective one-band Hamil-
tonian Hˆeff on a Bravais lattice, i.e., we have only one
sort of orbitals φ(r−R) at the lattice sites R = R‖+zn.
For an infinite crystal, the GF is diagonal in the k-space〈〈
ak1 |a†k2
〉〉
ω
= δk1,k2Gb,k(ω), (29)
Gb,k(ω) =
1
ω − εk − Σk,ω , (30)
6where k = k‖+ pn. Here we do not specify the Hamilto-
nian Hˆeff but assume only that the mean-field energy εk
and the self-energy Σk,ω may be calculated for the bulk
system with the full account of many-body effects. The
momentum-dependent SF
Ab(k, ω + i0) = −ImGb,k(ω + i0)/pi (31)
is the main characteristic of the electronic structure of
SCES. It contains information both about the quasipar-
ticle energy dispersion and about the incoherent bands.
A. ARPES from a layered system
Many systems of current interest are built of weakly
coupled layers or chains: High-Tc cuprates and Fe-
based superconductors, quasi-one-dimensional magnetic
systems, ruthenites, iridates, etc. If the surface coin-
cides with the two-dimensional layer or is built of one-
dimensional (1D) chains we can neglect the dispersion in
the surface-normal direction. Then the planes become
decoupled, and the GF of Eq. (27), does not depend on
l1 and l2. For the Mott-Hubbard system we can write
Gk‖,l1,l2,α1,α2(ω) = δl1,l2Gb,k‖(ω). Equation (25) then
yields
G (qˆ, ω) =
〈〈
Cˆσ|Cˆ†σ
〉〉
ω
∝ Gb,k‖(ω),
A (qˆ, ω) ∝ Ab (k, ω)
Thus, for systems with a negligible dispersion normal to
the surface ARPES directly measures the SF of the elec-
tron GF.
B. Account of the surface in a 3D system
However, the actual crystals are three-dimensional.
Even in quasi-1D or quasi-2D systems the chains or the
layers are coupled, and the energy of the photohole dis-
perses with k⊥. This dispersion may be small compared
with the dispersion parallel to the surface, but with the
progress in angular and energy resolution44 it becomes
measurable, which calls for a more thorough theoretical
analysis of the surface-normal degree of freedom, which
is proposed below.
In the equation of motion for the GF
ω
〈〈
ak1 |a†k2
〉〉
ω
= δk1,k2 + (εk + Σk,ω)
〈〈
ak1 |a†k2
〉〉
ω
,
which straightforwardly follows from Eqs. (29) and (30),
we perform in both sides the Fourier transform ak‖,l =(
1/
√
N⊥
)∑
p e
iplcak inverse to (23) and obtain the equa-
tion of motion for the “interlayer” GF of Eq. (27)
ωGk‖,l1,l2 (ω) = δl1,l2 +
∑
l
hl1,l(k‖, ω)Gk‖,l,l2 (ω) , (32)
hl,l2(k‖, ω) ≡
1
N⊥
∑
p
eip(l−l2)c (εk + Σk,ω) . (33)
Equation (32) has the form of an equation of motion
for an effective 1D tight-binding system with an energy-
dependent (and generally non-Hermitian) Hamiltonian
hˆ(k‖, ω) =
∑
l1,l2
hl1,l2(k‖, ω)a
†
k‖,l1
ak‖,l2 (34)
with hopping amplitudes given by Eq. (33).
Now we proceed with a semi-infinite crystal. The sur-
face may be introduced as a perturbation Vˆ that breaks
an infinite crystal into two non-interacting parts. In
Refs. 41 and 59 the coupling between the two parts
is eliminated by means of a non-diagonal perturbation
Vl,l2 = −hl,l2 . We achieve the same result using the di-
agonal perturbation of the form
Vˆ = ε0
∑
i
a†k‖,iak‖,i, (35)
where i enumerates the atomic planes of a slab that di-
vides the crystal into two semi-infinite parts. The width
of the slab should be equal or larger than the maximal
distance (l − l2) c for which the hopping integrals hl,l2
in Eq. (32) are non-zero. In the limit ε0 → ∞ the two
half-spaces are separated by an infinite barrier. Similar
approaches are used for the description of vacancies60, in
the cavity method of DMFT25, and for the hard-core con-
straint for magnon pairs in acute-angle helimagnets61,62
(the bound states of magnons being analogues of the sur-
face states).
Note that the perturbation Vˆ leads to a relaxation
of the system, which changes the effective Hamiltonian
hˆ(k‖, ω). These changes are expected to be localized at
the surface and, in principle, can be taken into account
in a self-consistent way. Here we neglect it and consider
the simplest case when only adjacent planes are coupled
by hˆ(k‖, ω)
εk = εk‖ − 2tk‖ cos pc, (36)
Σk,ω = Σk‖,ω − 2τk‖,ω cos pc, (37)
c being the inter-plane distance. Then we may retain in
Eq. (35) only the term with zi = 0. The assumption (36)
is natural for a narrow-band system, and the local char-
acter of the self-energy (37) is also a commonly accepted
approximation25,26,38. Note that we do not make any as-
sumptions about the k‖- dependence of the self-energy,
which may be quite strong38,63–65. We then obtain the
bulk GF of Eq. (30) in the form
Gb,k(ω) =
[
ω − σk‖,ω + 2Tk‖,ω cos pc
]−1
, (38)
where we have included the dispersion parallel to the
surface εk‖ into the real part of the self-energy: σk‖,ω ≡
εk‖ + Σk‖,ω and Tk‖,ω ≡ tk‖ + τk‖,ω.
The equation of motion for the GF of the perturbed
system then reads
ωGk‖,l1,l2 = δl1,l2 +
(
εk‖ + Σk‖,ω
)
Gk‖,l1,l2
− Tk‖,ω
(
Gk‖,l1+1,l2 +Gk‖,l1−1,l2
)
+ δl1,0ε0Gk‖,0,l2 , (39)
7We perform the double Fourier transform
Gk‖,p1,p2(ω) =
1
N⊥
∑
l,l′
e−i(p1l+ip2l
′)cGk‖,l,l′(ω),
in both sides of Eq. (39) to obtain for the GF of Eq. (28)
Gk‖,p1,p2(ω) = Gb,k1(ω)
(
δp1,p2 +
ε0√
N⊥
G0
)
, (40)
where we have defined
Gl ≡ Gk‖,l,p2 =
1√
N⊥
∑
p
eiplcGk‖,p,p2 . (41)
Now we substitute (40) into the left hand side of Eq. (41)
for l = 0 and find
G0 =
1√
N⊥
Gb,k2(ω)
1− ε0gk‖(ω)
,
gk‖(ω) ≡
1
N⊥
∑
p
Gb,k(ω). (42)
Finally, Eq. (40) gives the GF of the perturbed system
Gk‖,p1,p2(ω) = Gb,k2(ω)
{
δp1,p2 +
ε0Gb,k1(ω)
N⊥
[
1− ε0gk‖(ω)
]}
(43)
−−−−→
ε0→∞
Gb,k2(ω)
{
δp1,p2 −
Gb,k1(ω)
N⊥gk‖(ω)
}
.
(44)
Thus, we have found the GF of the Hamiltonian
hˆ1(k‖, ω) = hˆ(k‖, ω) + ε0a
†
k‖,0
ak‖,0. Equation (44) is the
desired result: it gives the GF for the semi-infinite crys-
tal that extends over the half-space z ≤ z0 = −c, which
is necessary for the calculation of ARPES via Eqs. (6)
and (26).
Note that the approximations given by Eqs. (36) and
(37) may be easily relaxed by using a thicker slab in
Eq. (35). In this case, the GF may be found by suc-
cessively applying this trick60–62: based on Eq. (43) we
find the GF of the Hamiltonian hˆ2(k‖, ω) = hˆ0(k‖, ω) +
ε0a
†
k‖,c
ak‖,c with two perturbed planes and employ it to
find the GF for three perturbed planes, etc.
A similar technique may be used to account for the sur-
face relaxation of the system. In this case, the charge self-
consistency may require the diagonal terms hl,l(k‖, ω)
(33) to be l-dependent39,40, and also the non-diagonal
terms hl,l2(k‖, ω) of the effective Hamiltonian (34) may
depend on both indices l and l2 rather than on their
difference. These deviations from the Hamiltonian (34)
obtained from the bulk values of εk + Σk,ω are expected
to have local character, and, thus, can be treated by Eqs.
(39) - (43). Thereby, the problem is reduced to the prob-
lem of a few impurities in a 1D chain. These changes will
perturb the electronic structure near the surface, and sur-
face states may emerge. As mentioned above, the surface
states that decouple from the bulk continuum have close
analogy to the bound states of magnons in 1D magnets61.
IV. ARPES FROM A 3D MOTT-HUBBARD
SYSTEM
In this section we consider the case when one of the
waves dominates the sum in Eq. (16), so the time-
reversed LEED function ϕ∗> (x, qˆ, E) (14) inside the solid
may be approximated by a single evanescent wave:
ϕ∗> (x, qˆ, E) ≈ ei[k‖x‖+k⊥(z−z0)]u
(
x,k‖, E
)
, (45)
where k⊥ = k′z − ik′′z . Then Eq. (26) acquires the form
G (qˆ, ω) ≡
〈〈
Cˆ (qˆ, E) |Cˆ† (qˆ, E)
〉〉
ω
=
∣∣M (k‖, E)∣∣2×
× N‖
N⊥
∑
p1,p2
ei(p1−p2)z0∆p1∆
∗
p2Gk‖,p1,p2(ω), (46)
where we define ω ≡ E−~Ω. Substituting the expression
(44) for the GF of the semi-infinite system into Eq. (46)
and setting there z0 = −c (the surface layer) we have
G (qˆ, ω) = ∣∣M (k‖, E)∣∣2N‖ [I1 (k‖, ω)− I2 (k‖, ω)] ,
(47)
where
I1
(
k‖, ω
)
=
1
2pic
pi/cˆ
−pi/c
|∆p|2Gb,k(ω)dp, (48)
I2
(
k‖, ω
)
=
1
gk‖(ω)
I21(k
′
z)I21(−k′z), (49)
I21(k
′
z) =
1
2pic
pi/cˆ
−pi/c
∆pe
−ipcGb,k(ω)dp. (50)
Here Gb,k(ω) is given by Eq. (38) with k = k‖ + pn,
∆p = {1− exp [i (k′z − p)− k′′z ] c}−1. The integrand of
I1 is defined by the bulk GF of Eq. (30), and I2 comes
from the surface term of (44).
The integrals (48) and (50) are calculated using the
residue theorem (see the details in Appendix)
I =
pˆi
−pi
R(cosϕ, sinϕ)dϕ
=
˛
|z|=1
R0(z)dz = 2pii
n∑
m=1
Resz=zmR0(z), (51)
where R(u, v) is a rational function of u and v, and zm,
m = 1, . . . , n are poles of rational function R0(z) =
− izR
[
1
2
(
z + 1z
)
, 12
(
z − 1z
)]
that lie inside the circle |z| <
1. We have two residues for I1,
I1
(
k‖, ω
)
= R1
(
k‖, ω
)
+R2
(
k‖, ω
)
, (52)
which are given by Eqs. (A10) and (A11) and one residue
for I21 (A12). The final expression is
G (qˆ, ω) = K (k‖, E)F (k, ω − σk‖,ω) , (53)
8where
K
(
k‖, E
)
=
∣∣M (k‖, E)∣∣2N‖
1− e−2k′′c ,
F (k, ) =
1
− k,ω −B2k,ωgs(, Tk‖,ω)
, (54)
k,ω ≡ −2Tk‖,ωe−k
′′
z c cos k′zc,
B2k,ω ≡ T 2k‖,ω
(
1− e−2k′′z c
)
,
and the function
gs(, b) ≡
〈〈
a0|a†0
〉〉

= 1/
{
− b2/ [− b2/ (− · · · )]} (55)
= 1/
(
− b2gs(, b)
)
(56)
=
{
− sgn [Re ()]
√
2 − 4b2
}
/2b2 (57)
is the GF for the states localized at the edge of
a semi-infinite chain described by the tight-binding
Hamiltonian66,67 hˆ = b
∑
l≥0 a
†
l al+1.
Equation (55) represents the function F (k, ) in a
continued-fraction form. This ensures the correct ana-
lytic properties of G (qˆ, ω), see Eq. (47), as a function of
complex energy  = ω−σk‖,ω = ω−εk‖−Σk‖,ω. The GF
is an analytic function in the whole complex energy plane
with the exception of the real axis, where it may have
poles and branch cuts66. In the upper (lower) half-plane
it coincides with the retarded (advanced) GF. It is easy
to see that the function F
(
k, ω − σk‖,ω
)
coincides with
the bulk GF of Eq. (38) in the so-called direct-transitions
limit k′′z → 0. In this limit it is k,ω → −2Tk‖,ω cos k′zc
and B2k,ω → 0, and finally Eq. (54) becomes
F (k, ω) −−−−→
k′′z→0
Gb,k‖+k′zn(ω).
A pole of the bulk GF Gb,k‖+k′zn(ω) may occur if both
Σk,ω is real and the energy ω0 (k) satisfies the equation
ω0 (k) = σk‖,ω0 − 2Tk‖,ω0 cos k′zc. (58)
In the vicinity of this energy it is Gb,k‖+k′zn(ω) ≈
Zk(ω0)/(ω − ω0) with the residue Zk(ω) =
[1− ∂Σk,ω/∂ω]−1. For k′′z c 1 the pole transforms into
a resonance of a Lorentzian form
Fr ≈ Zk (ωr) (1 + k
′′
z c)
2k′′z c [ω − ωr + iΓ]
, (59)
Γ ≈ 2Zk (ωr)
∣∣Tk‖,ωr ∣∣ k′′z c√(k′′z c)2 + sin2 k′zc (60)
≈ k′′z vh, vh ≡ 2Zk (ωr)
∣∣Tk‖,ωr sin k′zc∣∣ c, (61)
where the energy of the resonance satisfies the equa-
tion ωr − σk‖,ωr = −2Tk‖,ωr cos k′zc/ cosh k′′z c, which for
a small decay index k′′z c gives ωr (k) ≈ ω0 (k) Equa-
tion (61) is the well-known expression for the resonance
width Γ58,68,69 in terms of the the group velocity of the
hole quasi-particle vh = ∂ω0/∂k
′
z. Formula (60) shows
that this expression is valid only in the middle of the
quasi-particle band, where k′z  k′′z . The expression for
Fr for arbitrary values of k
′′
z c is given in the Appendix
(A13).
The energy dependence of the final state (45) leads
to the energy dependence of the GF of Eq. (53) via the
functions K
(
k‖, E
)
, k′z
(
k‖, E
)
, and k′′z
(
k‖, E
)
. Now let
us assume that the matrix element slowly varies with
energy ∣∣M (k‖, E)∣∣2 ≈ ∣∣M (k‖, E0)∣∣2
and concentrate on the role of the decay of the final states
into the solid. For the analysis of photoemission in the
next section we introduce the normalized GF
G˜ (qˆ, ω) = G(qˆ, ω)
K
(
k‖, E0
) (62)
=
K
(
k‖, E
)
K
(
k‖, E0
)F (k, ω − σk‖,ω) (63)
and its SF
A(ω) = − 1
pi
ImG˜ (qˆ, ω) = A1(ω)−A2(ω), (64)
A1(ω) =
(
1− e−2k′′0 c
)(
− 1
pi
ImI1
)
, (65)
A2(ω) =
(
1− e−2k′′0 c
)(
− 1
pi
ImI2
)
. (66)
Here A1 and A2 give the contributions to the photocur-
rent from the bulk and the surface terms of the GF of
Eq. (44), respectively. This normalization facilitates the
comparison with the bulk SF Ab(k, ω), which is normal-
ized to unity.
V. DISCUSSION
In this section, we study the behavior of the GF (62)
and the relevant SFs (64)–(66), which define the shape
of the photocurrent energy distribution curve (EDC)
through the expression (7). We neglect the ω-dependence
of the effective hopping in the normal direction, and in
Eq. (38) we set Tk‖,ω ≡ T . We assume that T is real
and positive, and take it as the unit of energy. We
chose the value of the parallel momentum k‖ that gives
εk‖ = −2.2T , in order to have the quasiparticle peaks
close to the lower Hubbard band for our model of the
initial state self-energy, see see next subsection. This
choice highlights the quasiparticle band narrowing and
the dispersion of the lower Hubbard band weight in the
surface-normal direction.
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(31) for εk‖ = −2.2T , k′zc = 0, 0.3pi, 0.5pi, 0.7pi, pi (from
bottom to the top), and the imaginary part of its self-energy
ImΣk‖,ω+iη/pib
2 (67); b1 = 5T , b2 = b = T . Here and below
a small imaginary constant iη, η = 0.001 is added to the en-
ergy argument in order to visualize the coherent δ-function
peaks in the spectral densities. Dark red dotted line shows
the quasi-particle dispersion kz = arccos
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(σk‖,ω − ω)/2T
]
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A. Initial states
We adopt a simple analytic expression for the self-
energy of the bulk GF, see Eq. (37):
Σk‖,ω = b
2t2b(ω), (67)
t2b(ω) = 1/
{
ω − b21/
[
ω − b22/
(
ω − b21t2b(ω)
)]}
=
ω2 − b21 + b22 + st
√
(ω2 − b21 − b22)2 − 4b21b22
2ωb22
,
where st(ω) = −sgn
[
Re
(
ω2 − b21 − b22
)]
. By choosing
b1 > b2 and an appropriate value for b we construct the
function Gb,k(ω), Eq. (38), with a three-peak structure of
the SF characteristic of a Mott-Hubbard metal37. It has a
central coherent peak at ω = ω0(k), see Eq. (58), and two
incoherent bands over the energy intervals (b1 − b2)2 <
ω2 < (b1 + b2)
2
. Figure 1 shows the SF (31) for sev-
eral values of kz and b1 = 5T , b2 = b = T . Note
that the quasi-particle band is narrower than in the non-
interacting case Σk‖,ω = 0, where its width is 4T . This
follows from Eq. (58) because within the Hubbard gap
the self-energy is approximately Re (Σk,ω) ∼ −αω, with
a positive coefficient α being weakly dependent on ω (see,
e.g., Fig. 2c of Ref. 37). Then Eq. (58) gives a renormal-
ization of the dispersion ω0 (k) ∼ εk/(1 + α).
The incoherent bands originate from the self-energy
branch cuts, where its imaginary part is a negative defi-
nite function, see the dashed line in Fig. 1. Its position
does not depend on kz because we have chosen the co-
efficients b1 and b2 to be kz-independent. Nevertheless,
its intensity is pronouncedly momentum dependent. This
dependence has the same origin as the quasiparticle band
narrowing. It comes from the spectral weight redistribu-
tion, which is the consequence of the coupling between
the quasi-particle and the incoherent bands. To show
this, we note that the SF obeys the sum rule
ˆ ∞
−∞
ωAb(k, ω + i0)dω = εk.
At a fixed momentum k, the spectral density has one
coherent peak situated at ω0(k) between two incoherent
bands
Ab(k, ω + i0) = Zk(ω0)δ(ω − ω0) +Ainc(k, ω),
Ainc(k, ω) = Alhb(k, ω) +Auhb(k, ω),
where Alhb(k, ω) and Auhb(k, ω) are the low and the
upper Hubbard band SFs, respectively, that yield the
humps at the energies ωlhb/uhb ∼ ±b1. Then, for the
incoherent bands we obtain
ˆ ∞
−∞
ωAinc(ω)dω ∼ ωlhbWlhb(k) + ωuhbWuhb(k) (68)
∼ ω0(k) (1 + α− Zk) . (69)
The spectral weights Wlhb(k) and Wuhb(k), obviously
depend on k. In Eq. (68), we approximated the in-
tegrals
´∞
−∞ ωAi(ω)dω by ωiWi(k), where “i” is “lhb”
or “uhb”. The momentum dependence of the incoher-
ent band weight was recently observed in ARPES ex-
periments and in the DMFT calculations for vanadates
SrxCa1−xVO38,9.
It is instructive to calculate the DOS projected on the
2D Bloch sum of Wannier functions, Eq. (24), in the layer
10
z = lc:
Al = − 1
pi
ImGk‖,l,l(ω), (70)
Gk‖,l,l ≡
〈〈
ak‖,l|a†k‖,l
〉〉
ω
=
1
N⊥
∑
p1,p2
ei(p1−p2)lcGk‖,p1,p2(ω),
where Gk‖,p1,p2(ω) is the GF of the semi-infinite system
given by Eq. (44). The integrals over p1 and p2 are cal-
culated using Eq. (51), and the result looks very simple:
Gk‖,l,l = gk‖ (ω)
{
1− [Tgs (ω − σk‖,ω, T )]2|l|} ,
where gs(ω) is given by Eq. (57). The function gk‖ (ω),
Eqs. (42) and (A9), is the bulk value of the layer function
Gk‖,l,l, l → ∞. Figure 2 shows the result for layers at
different depths. We see that the projected DOS has
rather peculiar dependence on l (cf. Sec. 4 and Fig. 1 of
Ref. 67), and its convergence to the bulk shape is slow.
Strong oscillations of the DOS near the surface were also
documented in ab initio calculations, see, e.g., Fig. 4(d)
in Ref. 70.
B. Final states
In order to take into account the inelastic scattering
of electrons in the LEED experiment Slater53 proposed
to add an imaginary term to the potential energy. The
Schro¨dinger equation then reads[
−1
2
∇2 + V (x)− iVi
]
ϕ> (x) = Eϕ> (x) , (71)
where V (x) is the periodic potential inside the solid. The
optical potential Vi may be considered an approximation
for the imaginary part of the electron self-energy.
Following Ref. 71, we start from the solution of the
unperturbed problem[
−1
2
∇2 + V (x)
]
ϕ0 (k,x) = (k)ϕ0 (k,x)
in Wannier representation
ϕ0 (k,x) =
1√
N‖N⊥
∑
R
eikRwf (x−R)
and search the solution of the perturbed problem (71) in
the form
ϕ> (x) =
∑
R
Ψ(R)wf (x−R) .
Then the modulating function Ψ(R) is the solution of
the equation
[ˆ (−i∇)− iVi] Ψ (x) = EΨ (x) . (72)
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FIG. 3. (Color online) The spectral density A(ω + iη) (64)
compared with the spectral density Ab(k, ω + iη) (31) of the
bulk Green’s function (38) shown in Fig. 1 for (a) Vi = 0.1T
and (b) Vi = T . The parameters are (k0) = ~Ω − 2.86T ,
εk‖ = −2.2T ′z = 10T/c, k0c = 0.36pi. The contributions
coming from the bulk [A1(ω + iη), Eq. (65)], and the surface
[A2(ω + iη), Eq. (66)] terms of the Green’s function (44)
are also shown. Thin cornflower blue line in the upper panel
shows the spectral density behavior near the (δ-functional)
coherent peak of the bulk Green’s function Lorentzian (59)
Here ˆ (−i∇) is a differential operator obtained from the
function (k) by the substitution k → −i∇. Thus,
Eq. (72) is a Schro¨dinger equation for Ψ (x), in which
the perturbation −iVi is the potential energy, while the
kinetic energy operator is derived from the band struc-
ture (k) of the unperturbed problem.
Substituting Ψ(x) = exp (ikx) with complex k = k‖−
(k′z + ik
′′
z )n (in LEED, k⊥ points into the crystal), we
obtain

[
k‖ − (k′z + ik′′z )n
]
= E + iVi, (73)
which allows to find the components of complex k-vector
from the analytical continuation of the function (k) into
the complex energy plane.
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FIG. 4. (Color online) The spectral density A(ω+ iη) (64) for
different photon energies ~Ω. The lowest curve corresponds
to k0c = 0, and the topmost one to k0c = pi. The energy
step between the curves is ~∆Ω = 0.89T and Vi = T . The
notation is the same as in the previous figures.
C. Final state energy far from the gap
When the energies of photoelectrons E are far from
the gaps in the unoccupied spectrum (k), we may write

[
k‖ − (k′z + ik′′z )n
] ≈ (k0) + ′z (δ + ik′′z )
k0 ≡ k‖ − k0n,
′z ≡ −
∂ (k)
∂kz
|k=k0 > 0,
δ ≡ k′z − k0.
Equation (73) then gives kz with a constant imaginary
part and a real part that linearly depends on energy
k′z = k0 +
E − (k0)
′z(k0)
, (74)
k′′z =
Vi
′z(k0)
. (75)
Figures 3 and 4 show typical EDCs in this regime
in comparison with the bulk SF. The coherent peaks,
which are δ-functions in our approximation for the initial
states, transform into Lorentzians, whose width accord-
ing to Eq. (61) is proportional to k′′z and to the quasi-
particle group velocity perpendicular to the surface68,69.
The broadening is invisible for the incoherent part, but
the dependence of the real part of the wave vector k′z on
energy (74) leads to deviations of the EDC shape from
the SF as a result of the dispersion of the intensity of the
incoherent part with k′z.
D. Final states near the Bragg gap
Now we consider the case when the energy of pho-
toelectrons is close to a gap in the spectrum (k), i.e.
k = k‖ +
(
G
2 + δ
)
n is near a Brillouin zone boundary,
Gn being a reciprocal lattice vector. Then (k) can be
approximated as
(k) ≈ EG ±
√
W 2 + (′z)
2
δ2,
where EG and W are the center and the half-width of
the gap, and ′z is some positive value, which plays the
role of a “bare group velocity” in the absence of coupling
between waves with k and k + Gn. Equation (73) now
gives
k′z =
G
2
+ δ, (76)
δ = sgn(∆E)
√
R(∆E) + (∆E − V 2 −W 2)
′z
,
k′′z =
√
R(∆E)− (∆E − V 2 −W 2)
′z
, (77)
∆E ≡ E − EG,
R(∆E) ≡
√
(∆E − V 2 −W 2)2 + 4V 2 (∆E)2.
Figure 5(a) shows that both real and imaginary parts of
kz become energy dependent. The dependences (76) and
(77) are smoothed by the optical potential Vi. Figure
5(b) shows that for small values of Vi the EDC from the
incoherent band may substantially deviate from the SF.
This may be important for the interpretation of the low-
energy ARPES, where the inelastic scattering is relatively
weak.
E. Small inelastic mean free path.
It is instructive to consider the limit k′′z c → −∞, in
which case the final state is strongly localized near the
surface. Let us consider the bulk contribution I1 to the
GF, see Eq. (47). In this limit, the only non-vanishing
part is R2, see Eqs. (52) and (A11), which yields
I1 =
Sω√(
ω − σk‖,ω
)2 − 4T 2 ,
where
Sω ≡ sgn
[
Re
(
ω − σk‖,ω
)]
. (78)
For the coherent band, the self-energy is real. Then the
SF A1, which is proportional to the imaginary part of
I1, see Eq. (65), is nonzero for
(
ω − σk‖,ω
)2 − 4T 2 < 0.
Near the points ω − σk‖,ω = ±2T , the bulk contribution
A1 to the SF has horn-like singularities typical of the 1D
density of states (cf. the lowest curve in Fig. 2). These
“horns” are cancelled by the same singularities in the
surface term, see Eq. (49):
I2 =
Sω
[
ω − σk‖,ω − Sω
√(
ω − σk‖,ω
)2 − 4T 2]2
4T 2
√(
ω − σk‖,ω
)2 − 4T 2 .
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FIG. 5. (Color online) a) k′z (76) - thin lines, and k
′′
z (77) - thick lines for various values of “optic potential” Vi; EG = ~Ω−5T ,
εk‖ = −2.2T , W = 0.5T , ′z = 10T/c. The spectral density A(ω + iη) compared with the spectral density of the bulk Green’s
function (38) shown in Fig. 1 for b) Vi = 0.1T , and c) Vi = T . The energy E0 = ~Ω is used for the normalization in Eqs.
(64)-(66)
Substituting both expressions into (47), we obtain
G (qˆ, ω) ∝ (I1 − I2)
=
ω − σk‖,ω − Sω
√(
ω − σk‖,ω
)2 − 4T 2
2T 2
. (79)
It is clear that the imaginary part of this expression as
a function of ω has the semi-elliptical form of the local
DOS at the edge site of a semi-infinite chain (cf. the
topmost curve in Fig. 2). Equation (79) follows from the
general formula (53) in the limit e−k
′′
z c → 0. Figure 3(b)
demonstrates that a similar cancellation happens also for
finite k′′z . Thus, the account of surface terms in the initial
state GF of Eq. (44) is crucial for the coherent contribu-
tion but less important for the incoherent band.
VI. CONCLUDING REMARKS
In strongly correlated systems, the conventional under-
standing of the solid as a Fermi-liquid of quasiparticles
breaks down in the sense that a considerable part of the
spectral weight transfers from the quasiparticle peak to
the incoherent band. This occurs because the removal
of an electron from an N -electron state creates a super-
position of (N − 1)-electron eigenstates with a spread of
energies. Thus, the electronic structure of strongly cor-
related system is described by a momentum-dependent
spectral function Ab(k, ω) (31) rather than a quasipar-
ticle energy εk. The incoherent bands in the spectral
function of the ground state come from the correlated
motion of electrons expressed as the imaginary part of
the self-energy. In ARPES, these bands are observed as
structureless humps apart from pronounced quasiparticle
peaks.
ARPES data provide the information about both ini-
tial and final states of the photoemission process. Both
kinds of states characterize the solid under study, and
they are solutions of the Schro¨dinger equation with the
same Hamiltonian. Using the sudden approximation, we
have shown how the spectra depend on physical prop-
erties of the initial and final states. First, we recast
the well-known mean-field theory expression for the pho-
tocurrent in the one-step approach as a formula for a
DOS-function projected onto a surface-localized electron
state χ, Eq. (10). The wave function χ(r) decays into
the solid owing to the spatial decay of the time-reversed
LEED function, and, at the same time, it rapidly vanishes
in the vacuum owing to the confinement of the initial
states. Then the many-body calculation of the ARPES
intensity in the one-step approach reduces to the calcu-
lation of a spectral function of the two-time retarded GF
for an operator that creates an electron in the state χ.
Further, we make use of the Wannier representation
and obtain the GF for a semi-infinite system out of the
GF of an infinite system. This approach is especially
advantageous for strongly correlated systems. For the
simplest case of a one-band Mott-Hubbard system and
neglecting the modification of the crystal potential at the
surface we have obtained an analytical result. Combined
with modern numerical methods, our approach is fully
applicable to realistic models of surfaces.
Furthermore, for the present model we have obtained
an analytical expression for the photocurrent assuming
that the inelastic scattering in the final state can be de-
scribed by a mean free path. Here we approximated the
LEED function inside the solid by a single evanescent
wave. This is not a serious limitation, which may be eas-
ily lifted within the present formalism. Expressions (7)
and (53) explicitly relate the energy distribution of the
photocurrent to the bulk electronic structure.
The analysis of the expressions reveal the following
features of the photocurrent: (i) As in the mean-field
theory58,68,69, the quasi-particle pole of the bulk Green’s
functions gives rise to a resonance, whose width is pro-
portional to the imaginary part of the wave vector k′′z and
to the group velocity of the hole perpendicular to the sur-
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face. (ii) For the incoherent band, even if its energy range
is k-independent, as is the case in most DMFT theories,
its spectral weight turns out momentum-dependent8,9.
Apart form the obvious k‖-dependence of the intensity,
this manifests itself in the photon energy dependence of
the EDC. This reflects in the first place the k-dependence
of the initial-state spectral function Ab(k, ω), Eq. (31),
but it may also involve more complicated matrix element
effects. This happens already in the simplest case when
the final-state decay rate k′′z is constant over the whole
EDC energy range. However, when the energy passes
through a gap in the final-state spectrum, where k′′z
rapidly changes with energy, EDC becomes dramatically
distorted with respect to the underlying spectral func-
tion Ainc(k, ω). Furthermore, interesting interference ef-
fects are expected when the LEED function has several
evanescent components with different decay rates72.
In this work, we have considered rather simple mod-
els of both initial and final states. The present for-
malism opens a way to study ARPES for more realis-
tic models of strongly correlated electron systems, such
as LDA+DMFT26,36, LDA + Gutzwiller method73–75,
LDA-based many-band Hubbard model76,77, embedded-
cluster quantum chemistry calculations78,79, etc. In ad-
dition, a more accurate treatment of final-state effects
can be implemented57,58,72. Owing to the simplicity of
the Wannier representation, the present formalism can
be straightforwardly extended to two-photon and pump-
probe photoemission80,81.
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Appendix A: Details of derivation
Let us consider the double integral in Eq.(4)
I =
¨
d3x1d
3x2 [ϕ
′
1 + iϕ
′′
1 ] Oˆ1G
′′
1,2Oˆ2 [ϕ
′
2 − iϕ′′2 ]
=
¨
x1,2⊂S
d3x1d
3x2
[
ϕ′1Oˆ1G
′′
1,2Oˆ2ϕ
′
2 + ϕ
′′
1Oˆ1G
′′
1,2Oˆ2ϕ
′′
2 + i
(
ϕ′′1Oˆ1G
′′
1,2Oˆ2ϕ
′
2 − ϕ′1Oˆ1G′′1,2Oˆ2ϕ′′2
)]
(A1)
where we use the simplified notations ϕi ≡ ϕ> (xi, qˆ, E), Oˆi ≡ Oˆ (xi), G1,2 ≡ G (x1,x2, E − ~Ω). The term in the last
row, i.e. the imaginary part of the integral, vanishes because of the GF symmetry property (5), and the restriction of
the integration ranges by the region inside the solid. The obtained expression we compare with
ImI2 = Im
(¨
d3x1d
3x2ϕ1Oˆ1G1,2Oˆ2ϕ
∗
2
)
=
¨
x1,2⊂S
d3x1d
3x2
[
−ϕ′1Oˆ1G′1,2Oˆ2ϕ′′2 + ϕ′′1Oˆ1G′′1,2Oˆ2ϕ′′2 + ϕ′1Oˆ1G′′1,2Oˆ2ϕ′2 + ϕ′′1Oˆ1G′1,2Oˆ2ϕ′2
]
=
¨
x1,2⊂S
d3x1d
3x2
(
ϕ′1Oˆ1G
′′
1,2Oˆ2ϕ
′
2 + ϕ
′′
1Oˆ1G
′′
1,2Oˆ2ϕ
′′
2
)
= I,
where we have again exploit the property (5), and the restriction of the integration range by the volume inside the
solid due to confinement of the initial state. We thus obtain
I = ImG (E − ~Ω) , (A2)
where
G (qˆ, ω) ≡
〈〈ˆ
d3x1ϕ> (x1, qˆ, E) Oˆ (x1) ψˆ(x1)|
ˆ
d3x2ψˆ
†(x2)Oˆ (x2)ϕ∗> (x2, qˆ, E)
〉〉
ω
=
〈〈
Cˆ|Cˆ†
〉〉
ω
with Cˆσ given by Eq. (9) , ω ≡ E − ~Ω.
Now we can use the expression (14) for ϕ> (xi, qˆ, E) to write
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Cˆ =
∑
R‖,l,α
¨
d2x‖
ˆ
dze−ik‖x‖U
(
x‖, z, qˆ, E
)
Oˆ (x)wα
[
x‖ −R‖ + (z − lc)n− s
]
aR‖,l,α
=
∑
R‖,l,α
¨
d2x‖
ˆ
dze−ik‖(x‖+R‖)U
(
x‖, z, qˆ, E
)
Oˆ (x)wα
[
x‖ + (z − lc)n− s
]
aR‖,l,α
=
∑
l,α
ˆ
dz
¨
d2x‖ϕ> (x, qˆ, E) Oˆ (x)wα
[
x‖ + (z − lc)n− s
]∑
R‖
e−ik‖R‖aR‖,l,α, (A3)
and obtain Eq. (17).
Substituting the Eq. (15) into (17) we rewrite it in the form
Cˆ =
√
N‖
∑
m,l,α
ˆ
dz
¨
d2x‖e
−i[k‖x‖+k∗⊥,m(z−z0)]um
(
x,k‖, E
)
Oˆ (x)wα
[
x‖ + (z − lc)n− s
]
ak‖,l,α
that gives Eqs. (18), (19)
For the one-band model considered in Sec. III, and the final sate given by Eq.(45) we have
Cˆ =
√
N‖
N⊥
M
(
k‖, E
)∑
p
eipz0∆pak‖,p,α.
For the GF of Eq. Eq.(26) we have
G (qˆ, ω) = ∣∣M (k‖, E)∣∣2N‖
{
1
N⊥
∑
p
|∆p|2Gb,k(ω)− 1
N2⊥gk‖(ω)
∑
p1,p2
ei(p1−p2)z0∆p1∆
∗
p2Gb,k1(ω)Gb,k2(ω)
}
, (A4)
where ki = k‖+ pin, Gb,k(ω) is given by Eq. (38). Usual substitution (1/N⊥)
∑
p · · · → (1/2pic)
´ pi/c
−pi/c · · · dp gives Eq.
(47). The integrals I1 (48), and I21(50) are calculated using the substitution
z = eipc, dz = iceipcdp, dp = −idz
cz
, (A5)
then
I1
(
k‖, ω
)
= − i
2pi
˛
|z|=1
dz
(1− zkz) (z − z∗k)
1
ω − σk‖,ω + Tk‖,ω
(
z + 1z
)
= − i
2pi
˛
|z|=1
dz
(1− zkz) (z − z∗k)
z
Tk‖,ω (z − zS) (z − z−S)
, (A6)
where zk ≡ e−ik′z−k′′z c, σk‖,ω ≡ εk‖ + Σk‖,ω,
z±S = −
ω − σk‖,ω ∓ Sω
√(
ω − σk‖,ω
)2 − 4T 2k‖,ω
2Tk‖,ω
, (A7)
function Sω is given by Eq. (78). Noting that |zk|, |zS | < 1, we find two poles lying inside the circle |z| < 1: z1 = z∗k,
and z2 = zS . This gives Eq. (52), with
R1 =
1
1− |zk|2
z∗k
Tk‖,ω (z
∗
k − z−S) (z∗k − zS)
=
1
1− |zk|2
1
ω − σk‖,ω + Tk‖,ω
(
z∗k +
1
z∗k
) ,
R2 =
1
(1− zkzS) (zS − z∗k)
zS
Tk‖,ω (zS − z−S)
.
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Similarly, we have
I21(k
′
z) = −
i
2pi
˛
|z|=1
dz
(1− zkz)
z
Tk‖,ω (z − zS) (z − z−S)
=
1
(1− zkzS)
zS
Tk‖,ω (zS − z−S)
.
Then
I2 =
1
gk‖(ω)
I21(k
′
z)I21(−k′z) =
1
(1− zkzS)
Tk‖,ω (zS − z−S)
(1− z∗kzS)
[
zS
Tk‖,ω (zS − z−S)
]2
,
I = R1 +R2 − I2 = 1
Tk‖,ω (1− |zk|2) (z∗kzS − 1) (z−S − zk)
(A8)
Above, we have taken into account that
gk‖(ω) =
1
Tk‖,ω (zS − z−S)
=
Sω√(
ω − σk‖,ω
)2 − 4T 2k‖,ω . (A9)
Substituting zk and z±S into the above expressions, we obtain the formulas for various contributions into (47):
R1
(
k‖, ω
)
=
{(
1− e−2k′′z c
) [
ω − σk‖,ω + 2Tk‖,ω cos (k′zc+ ik′′z c)
]}−1
, (A10)
R2
(
k‖, ω
)
=
SωTk‖,ωe
k′′z c[
2Tk‖,ω cosh k
′′
z c+
(
ω − σk‖,ω
)
cos k′zc+ iSω sin k′zc
√(
ω − σk‖,ω
)2 − 4T 2k‖,ω]√(ω − σk‖,ω)2 − 4T 2k‖,ω ,
(A11)
I2
(
k‖, ω
)
=
2SωT
2
k‖,ω[(
ω − σk‖,ω + Sω
√(
ω − σk‖,ω
)2 − 4T 2k‖,ω) (ω − σk‖,ω + 2Tk‖,ωe−k′′z c cos k′zc)− 2T 2k‖,ω (1− e−2k′′z c)]
(A12)
× 1√(
ω − σk‖,ω
)2 − 4T 2k‖,ω .
On the other hand, we note that
zS = −Tk‖,ωgs
(
ω − σk‖,ω, Tk‖,ω
)
, z−S = −
ω − σk‖,ω
Tk‖,ω
− zS ,
then the denominator of the second fraction of the right-hand side of (A8) is
z∗kzSz−S − |zk|2zS − z−S + zk =
=
ω − σk‖,ω + 2Tk‖,ωe−k
′′
z c cos k′zc− T 2k‖,ω
(
1− e−2k′′z c
)
gs
(
ω − σk‖,ω, Tk‖,ω
)
Tk‖,ω
,
and G is given by Eq. (53).
The behavior near the resonance frequency ωr is described by the expression
Fr
(
k‖, ω
)
=
Z (ωr) e
k′′z c
(ω − ωr) cosh k′′z c+ iΓ
(A13)
Γ = 2Z (ωr)
∣∣Tk‖,ωr ∣∣ tanh k′′z c√sinh2 k′′z c+ sin2 k′zc (A14)
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