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We study the evolution of structural disorder under cooling in supercooled liquids, focusing on
covalent networks. We introduce a model for the energy of networks that incorporates weak non-
covalent interactions. We show that at low-temperature, these interactions considerably affect the
network topology near the rigidity transition that occurs as the coordination increases. As a result,
this transition becomes mean-field and does not present a line of critical points previously argued
for, the “rigidity window”. Vibrational modes are then not fractons, but instead are similar to
the anomalous modes observed in packings of particles near jamming. These results suggest an
alternative interpretation for the intermediate phase observed in chalcogenides.
The physics of amorphous materials is complicated by
the presence of structural disorder, which depends on
temperature in supercooled liquids, and on system prepa-
ration in glasses. As a result, various properties of amor-
phous solids are much less understood than in their crys-
talline counterparts, such as the non-linear phenomena
that control plasticity under stress [1, 2] or the glass tran-
sition [3], or even linear properties like elasticity. Con-
cerning the latter, glasses present a large excess of soft
elastic modes, the so-called boson peak [4], and their re-
sponse to a point perturbation can be heterogeneous on a
scale lc larger than the particle size [5–8]. Recent progress
has been made on these questions for short-ranged parti-
cles with radial interactions [9]. A central aspect of these
systems is the contact network made by interacting par-
ticles, and its associated average coordination z. Scaling
behaviors [9] are observed at the unjamming transition
where z → zc, where zc = 2d is the minimal coordi-
nation required for stability [10] in spatial dimension d.
As this bound is approach most of the vibrational spec-
trum consists of strongly-scattered but extended modes
[11, 12] coined anomalous modes [13], whose characteris-
tic onset frequency ω∗ vanishes [12, 13] and length scale
lc diverges [7, 12] at threshold. Surprisingly, these critical
behaviors can be computed correctly by mean-field ap-
proximations, which essentially assume that the spatial
fluctuations of coordination are small [14–16]. Likewise,
some detailed aspects of the structure of random close
packing are well captured by infinite dimensional calcu-
lations [17, 18]. However, it is unclear if these results,
which assume that structural fluctuations are mild, ap-
ply generically to glasses.
In particular, it is generally believed that fluctua-
tions in the structure are fundamental in covalent glasses
such as chalcogenides. In these systems the degree
of bonding z plays a role analogous to coordination,
and can be changed continuously in compounds such as
SexAsyGe1−x−y, allowing to go from a polymeric, under-
coordinated glass (x = 1, y = 0) to well-connected struc-
tures. Around a mean valence zc = 2.4 one expects the
network to become rigid [19, 20]. Near zc there is a range
of valence, called the intermediate phase [21–25], where
the supercooled liquid is strong and the jump of spe-
cific heat is small [26, 27], and where the glass almost
does not age at all [21–25]. Theoretically, at least three
distinct scenarios were proposed to describe this rigid-
ity transition, see Fig. 1. Fluctuations are important
in the first two. The rigidity percolation model [28–31]
assumes that bonds are randomly deposited on a lat-
tice. This leads to a second order transition at some zcen
where a rigid cluster (a subset of particles with no floppy
modes) percolates. Near zcen vibrational modes are frac-
tons [32, 33]. This model does not take into account that
rigid regions cost energy, and thus corresponds to infinite
temperature. To include these effects self-organizing net-
work models were introduced [34–37], where rigid regions
are penalized. A surprising outcome of these models is
the emergence of a rigidity window: a range of valence
for which rigidity occurs with a probability 0 < p(z) < 1,
even in the thermodynamic limit. This rigidity window
was proposed to correspond to the intermediate phase
observed experimentally [34]. Finally, in the mean-field
or jamming scenario, fluctuations of coordinations are
limited, and p(z) jumps from 0 to 1 at zc. The rigid clus-
ter at zc is not fractal, and is similar to that of packings
of repulsive particles. Specific protocols to generate such
networks were used to study elasticity [38, 39] as well as
the thermodynamics and fragility of chalcogenides [40].
In this Letter we introduce an on-lattice model of net-
works, and study how structure and vibrational modes
evolve under cooling. Unlike previous models supporting
the existence of a rigidity window [35, 36], our model in-
cludes weak interactions (such as Van der Waals), always
present in addition to covalent bonds. We show numer-
ically and justify theoretically that the rigidity window
is not robust: it disappears at low temperature as soon
as weak interactions are added. At zero temperature the
rigidity transition is then well described by the mean field
scenario, and the vibrational modes consist of anomalous
modes and not fractons.
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FIG. 1. Three distinct scenarios for the rigidity transition
in chalcogenide glasses. Bonds in blue, green, red corre-
sponds respectively to floppy (under-constrained), isostatic
(marginally-constrained) and over-constrained regions. p(z)
is the probability that a rigid cluster (made of green and red
bonds) percolates, as a function of the valence z. (a) Rigid-
ity percolation model where bonds are randomly deposited on
a lattice. Percolation occurs suddenly and p(z) jumps from
0 to 1 at zcen < zc. At zcen, the rigid network is fractal.
(b) The self-organizing network model at zero temperature.
Over-constrained regions are penalized energetically and are
absent for z < zz. For z ∈ [ziso, zc], 0 < p(z) < 1 even
in the thermodynamic limit. (c) Mean-field scenario, where
p(z) jumps from 0 to 1 at zc, and where the rigid cluster at
zc is not fractal.
Our model shares similarity to glasses of polydisperse
particles, but it is on-lattice, and particles are replaced
by springs. Specifically, in the spirit of [31] we consider a
triangular lattice with slight periodic distortion to avoid
straight lines (non-generic in disordered solids), as shown
in Fig. 2. The lattice spacing between neighboring nodes
i and j is r〈i,j〉 = 1 + δ〈i,j〉 where the periodic distortion
δ〈i,j〉 is specified in S.I. Springs of identical stiffness k can
jump from an occupied to an unoccupied link, as shown
in Fig. 2. Their number is controlled by fixing the coor-
dination z. The rest length lγ of the spring γ positioned
on the link 〈ij〉 is lγ = r〈i,j〉+ǫγ , where ǫγ is taken from a
Gaussian distribution of zero mean and variance ǫ2 [41].
kǫ2 is set to unity as the energy scale. To mimic Van
der Waals interactions, we add weak springs of stiffness
kw between second neighbors, so that the coordination
a) b)
FIG. 2. Illustration of our model. The triangular lattice
is slightly distorted as shown in the inset of (a), and weak
springs connecting all second neighbors are present, as shown
in blue in the inset of (b). Our Monte-Carlo considers the
motion of strong springs such as that leading from (a) to (b).
of weak springs is zw = 6. For a given choice of spring
location, indicated as Γ ≡ {γ ↔ 〈i, j〉}, forces are unbal-
anced if the positions of the nodes are fixed. Instead we
allow the nodes to relax to a minimum of elastic energy
H(Γ), which depends only on the location of the springs
Γ:
H(Γ) = min
{~Ri}
∑
γ
k
2
[
||~Ri − ~Rj || − lγ
]2
+
∑
〈i,j〉2
kw
2
[
||~Ri − ~Rj || −
√
3
]2
(1)
where ~Ri is the position of node i and 〈i, j〉2 labels second
neighbors. How the minimization of Eq.(1) is performed
in practice is described in S.I. Having defined an energy
functional on all possible network structures Γ, we per-
form a Monte Carlo simulation using Glauber dynamics
(illustrated in Fig. 2) at temperature T .
Our model has two parameters: the temperature T and
α ≡ (zw/d)(kw/k) characterizing the relative strength
of the weak forces, estimated from experiments to be of
order α = 0.03 [40]. We find that we can equilibrate
networks in the vicinity of the rigidity transition for T ≥
α. As we shall see below, for T ≫ 1 we naturally recover
rigidity percolation. When α = 0 and T ≪ 1, a rigidity
window appears, as previously reported in [31, 34, 35, 42],
which we exemplify below using T = 3×10−4 and α = 0.
We refer to this condition as strong-force regime. Finally,
our main contention is that for α > 0 and for T ≤ α, the
rigidity window disappears, and the rigidity transition is
mean-field. We show that this is already the case for
extremely weak additional interactions α = T = 0.0003,
a condition we refer to as weak-force regime.
Percolation probabilities: the probability p(z) to have
a rigid cluster spanning the system, and the probability
P∞(z) for a bond to belong to this cluster are key quan-
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FIG. 3. P∞ vs (z − zc)N
1/dν in the weak-force condition (a)
and for T = ∞ (b). p vs δz ≡ z − zc in the weak-force
(c) and strong-force (d) conditions. The black squares are
extrapolations of the finite N spline curves, as detailed in the
main text. In (c), the gray line is a step function at z = zc,
whereas in (d) it corresponds to the result of [35].
tities to distinguish scenarios. They can be computed for
the network of strong springs using the Pebble Game al-
gorithm [43]. For rigidity percolation and infinite system
size N →∞, P∞(z) ∼ (z− zcen)β . For finite N one then
expects [44] P∞(z,N) = N
−β/dνfRP ((z − zcen)N1/dν),
where fRP is a scaling function and ν the length scale
exponent. As shown in Fig. 3(b), we recover this result
for T =∞, with zcen = zc − 0.04, β = 0.17 and ν = 1.3,
which perfectly matches previous works [45]. Here the
Maxwell threshold is set to zc = 4 − 6/N , as expected
in two dimensions with periodic boundary conditions. In
mean-field, the transition is discontinuous at zc and one
therefore expects P∞(z,N) = fJ((z − zc)N1/dν). Our
first key evidence that the weak-force regime is mean-
field is shown in Fig. 3(a), where this collapse is satisfied
with ν = 1.0 - an exponent consistent with the prediction
of [14].
Our second key evidence considers p(z), which varies
continuously [34–36] in the rigidity window scenario, but
abruptly in mean-field, see Fig. 1. For finite size systems,
it turns out to be easier to extract the inverse function
z(p), proceeding as follows. We first compute p(z,N) for
various z and N . For each N we use a spline interpola-
tion to obtain continuous curves, as shown in Fig. 3(c,d).
We then extract z(p) by fitting the following correction
to scaling |z(p)− z(p,N)| ∼ N−1/dν. Our central result
is that for the weak-force regime, p(z) discontinuously
jumps from 0 to 1 at zc (which simply corresponds to the
crossing of the spline lines) as shown in Fig. 3(c), again
supporting that the mean-field scenario applies. By con-
trast, in the strong force regime this procedure predicts
a rigidity window for z ∈ [zc − 0.06, zc]. This result is
essentially identical to previous work using much larger
N [35] (which is impossible in our model).
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FIG. 4. D(ω) at z − zc = −0.05 and various T indicated
in legend for (a) α = 0 and (b) α = 0.0003. Gray dashed
lines are numerical solution of mean-field networks generated
in [38]. (c) Boson peak frequency ω∗ vs coordination z for the
weak-interaction regime. ω∗ is defined as the peak frequency
of D(ω)/ωd−1, a quantity shown in (d).
Density of vibrational modes (DOS) D(ω, T ): The
DOS is a sensitive observable to characterize network
structure. In the mean-field scenario, anomalous modes
appear above a frequency ω∗ ∼ |z − zc| [14, 46], above
which the DOS displays a plateau: D(ω) ∼ ω0, as ob-
served in packings [12]. By contrast, at rigidity percola-
tion the rigid cluster is fractal and the spectrum consist
of fractons, leading to D(ω) ∼ ωd˜−1 [32, 33], where
d˜ is the fracton dimension. Numerically we compute the
DOS associated with the network of strong springs by di-
agonalization of the stiffness matrix. Within the rigidity
window, we find that the DOS is insensitive to temper-
ature for α = 0 as shown in Fig. 4(a), supporting that
normal modes are fractons in the rigidity window, with
d˜ ≈ 0.75 [33]. By contrast, already at small α = 0.0003,
a key observation is that the DOS evolves under cool-
ing toward the mean-field prediction, as illustrated in
Fig. 4(b). At low-temperature, one recovers a frequency
scale ω∗ ∼ |z − zc| as shown in Fig. 4(c,d), supporting
further that the mean-field scenario applies. Note that
there is a very narrow region around zc where the mean-
field prediction does not work well and instead one finds
4ω∗ ≈ 0 (see discussion below).
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FIG. 5. Shear modulus of the strong network G vs δz ≡ z−zc
for parameters indicated in legend. The total shear modulus
Gtot including the effect of weak springs is represented for the
weak-interaction regime. Inset: same plot in log-log scale, the
horizontal axis is z−zc for low-temperatures conditions (blue
and green), and z − zcen at T =∞ (red).
Shear modulus G(z): Lastly, we compute the shear
modulus for the strong network numerically, as shown
in Fig. 5. As expected, we find for T = ∞ the rigidity
percolation result G(z) ∼ (z − zcen)f , with f ≈ 1.4 [47].
In the weak-interaction regime, we find that the mean-
field result [20] G(z) ∼ δz holds, supporting further our
main claim. In the strong interaction regime, we find that
the shear modulus is zero up to zc. However no power
law scaling is found near zc, and G is much lower than in
mean-field, in agreement once again with previous models
that observed a window [48].
We have shown numerically that the weak interaction
regime is well-described by the mean-field scenario. To
explain this fact, we argue that this scenario is stable if
α > 0, but unstable if α = 0. Consider the elastic en-
ergy per unit volume Ep. Qualitatively this quantity is
expected to behave as Ep ∼ Gtotǫ2, where Gtot is the
total shear modulus that includes weak interactions, also
shown in Fig. 5. The central point is that in mean-field,
if α = 0 then Ep(z) linearly grows for z > zc and is
strictly 0 for z < zc. It implies that there is no penalty
for increasing spatial fluctuations of coordination as long
as z < zc locally. Thus large fluctuations of coordination
are expected, the mean-field scenario is not stable and
one finds a rigidity window instead. By contrast, Ep(z)
is strictly convex for all z as soon as α > 0. Then spatial
fluctuations of coordination are penalized energetically,
and they disappear at low T . In S.I., Fig. S2, we find nu-
merically that in our model, fluctuations of coordination
indeed decay under cooling only if α > 0.
It is apparent from Fig. S2 that this process of ho-
mogenization is already playing a role at temperatures
of order T ∼ 10α. In practice the glass transition Tg is
of order α (the typical covalent bond energy is between
1 and 10ev, Van der Waals interactions are of between
0.01 and 0.1ev, and the glass transition temperature Tg
is of order 100 to 1000K, which is about 0.01 to 0.1ev),
supporting that spatial fluctuations of coordination are
strongly tamed due to the presence of weak interactions
in real covalent glasses.
To conclude, we have argued that weak interactions in-
duce a finite cost to spatial fluctuations of coordination,
which therefore vanish with temperature. As a conse-
quence, the rigidity transition is mean-field in character,
if equilibrium can be achieved up to T = 0. In this light,
the mean-field scenario is a convenient starting point to
describe these materials.
However, as T increases fluctuations must be included
in the description, as appears in Fig. 4(b). Since cova-
lent networks freeze at some Tg > 0, one still expects a
finite amount of fluctuations in the glass phase. Indeed
one must cross-over from rigidity percolation at T = ∞
to a mean-field scenario at T = 0. We shall investigate
this cross-over in detail elsewhere, and instead speculate
on its nature here. We expect this cross-over to be con-
tinuous, implying that at any finite temperature, there is
a narrow region around zc where fluctuations still play a
role, and where the transition lies in the rigidity perco-
lation universality class. The size of this region vanishes
with vanishing temperature but is finite at Tg. Inside
this region, one expects the boson peak to be dominated
by fractons, whereas outside the mean-field approxima-
tion holds and anomalous modes dominate the spectrum.
Fig. 4(c) supports this view since already at the very
low-temperature considered, there is a narrow region for
which ω∗ ≈ 0, at odds with the mean-field prediction.
As expected, this effect is stronger as Tg increases (as
occurs in our model when α increases), as illustrated in
Fig. S3 of S.I. This qualitative difference in elasticity is
likely to affect thermodynamic and aging properties near
the glass transition, since these properties are known to
be strongly coupled [40, 49]. The region surrounding
the rigidity transition where fluctuations are important
is thus a natural candidate for the intermediate phase
observed in chalcogenides, which would then result from
a dynamical effect, namely the freezing of fluctuations at
the glass transition.
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Supplementary Information
A. Periodic distortion of triangular lattice.
In our model, we introduce a slight distortion of the
lattice to remove the straight lines that occur in a tri-
angular lattice, in the spirit of [31]. Such straight lines
would lead to unphysical localized floppy modes orthog-
onal to the lines. In [31] random disorder is introduced
to achieve this goal. Instead, we seek to distort the
lines while avoiding frozen disorder (the only disorder
we use corresponds to the polydispersity of the spring
rest length, but it does not break translational symme-
try because springs can move). We group nodes by four,
labeled as A B C D in Fig. S1. One group forms a cell of
our crystalline lattice. Each cell is distorted identically
as follows: node A stays in place, while nodes B, C, and
D move by some distance δ: B along the direction per-
pendicular to BC, C along the direction perpendicular to
CD, and D along the direction perpendicular to DB, as
illustrated in the figure. δ is set to 0.2.
6δ
A B
C D
A B
C D
FIG. S1. Illustration of distortion of the triangular lattice,
performed to remove straight lines.
B. Numerical computation of the elastic energy.
The energy H(Γ) of a given spring configuration Γ ≡
{γ ↔ 〈i, j〉} is defined in Eq.(1) of the main text as a
minimization on the positions of the nodes. This mini-
mum can be calculated using conjugate gradient meth-
ods. However for small mismatches ǫ, it is more efficient
to use linear algebra [40], as we now recall. Consider a
displacement field δ ~Ri ≡ ~Ri− ~Ri0, where ~Ri0 is the posi-
tion of the node i in the crystal described in the previous
section. We define the distance ||~Ri0 − ~Rj0|| ≡ r〈i,j〉. At
first order in δ ~Ri, the distance among neighboring nodes
can be written as:
||~Ri − ~Rj || = r〈i,j〉 +
∑
k
S〈i,j〉,kδ ~Rk + o(δ ~R2) (S1)
Where S is the structure matrix, which gives the linear
relation between displacements and changes of distances,
as indicated in Eq.(S1). Minimizing Eq.(1) in the main
text leads to [40]:
H(Γ) =
k
2
∑
γ,ρ
ǫγGγ,ρǫρ + o(ǫ3) (S2)
where G = S(StS + αI)−1St, and •t is our notation for
the transpose of a matrix. In practice, we solve Eq.(S2)
for every configuration Γ our Monte Carlo considers. One
issue with Eq.(S2) is that the inverse in the expression for
G is ill-defined when α = 0 if floppy modes are present
in the network. To study the case α = 0, we imple-
ment the Pebble Game algorithm [31, 43] to distinguish
stressed, hyperstatic clusters from floppy or isostatic re-
gions. Since only the stressed regions can contribute to
the energy, we reduce the matrix S to this associated
subspace, and solve Eq.(S2) in this subspace. We have
compared this method and a direct minimization via con-
jugate gradients; the two results coincide within 1% as
long as ǫ . 0.01. In the main text our results are based
on Eq.(S2), and thus hold as long as ǫ is small enough.
In this case the choice of ǫ only affects the energy scale.
C. Removal of fluctuations under cooling: numerical
evidence
The mean coordination number of the whole network
is fixed in our model; in this section we denote it as
z¯. To characterize spatial fluctuations of coordination,
we divide the network into four identical blocks of size
N∗ = N/4 sites. We then measure the coordination num-
ber z in each block, and in many configurations equili-
brated at some temperature T . We then compute the
variance 〈(z − z¯)2〉, where the average is over all blocks
and configurations. Fig. S2 shows this quantity ver-
sus temperature for three choices of excess coordination
δz = z¯ − zc, corresponding to a) below c) above and b)
near the rigidity transition. For all these choices we find
that the amplitude of fluctuations does not vary for low
temperatures when α = 0. By contrast when α > 0, fluc-
tuations of coordination are smaller at low temperature,
where they continue to decay under cooling.
D. Effect of frozen-in fluctuations of coordination at
Tg
To study the role of frozen-in spatial fluctuations of
coordination, we increase Tg in our model, which can be
achieved by increasing the strength of weak interactions
α. We can equilibrate our system up to temperatures
of order T = α, and in what follows we fix these two
parameters to be equal. We then study the vibrational
properties of the network of strong springs by comput-
ing the boson peak frequency ω∗, defined as in the main
text as the maximum of D(ω)/ωd−1. If we observe no
maximum in this quantity we posit that ω∗ = 0. Re-
sults are shown in Fig. S3. The key point is that as Tg
increases, a broader region appears in the vicinity of zc
where mean-field predictions do not apply. Instead one
finds that for a range of coordination, ω∗ ≈ 0, consistent
with the presence of fractons.
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FIG. S2. Fluctuations of coordination 〈(z − z¯)2〉 vs temperature T for different α as indicated in legend. The network size is
N = 256 and the block size is N∗ = 64. Mean coordination number corresponds to a) z¯ − zc = −0.383, b) z¯ − zc = −0.055, c)
z¯ − zc = 0.523.
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FIG. S3. Boson peak frequency ω∗ as a function of excess
coordination δz = z−zc for different α as indicated in legend,
at temperatures T = α. ω∗ = 0 indicates that no maximum
was observed in D(ω)/ωd−1, consistent with the presence of
fractons at very low frequency.
