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Abstract 
Carbon Capture and Storage (CCS) is considered a technology which can help ease the 
emissions associated with the use of fossil fuels for energy and industrial processes. In 
Qatar, rapid industrial expansion has established a need for CCS. Here, saline aquifers 
represent a potential sink for geologically storing the associated CO2 emissions. CCS is an 
important component of meeting carbon emission targets; CO2 storage in the carbonate 
reservoirs of the Middle East and elsewhere will become increasingly important. CO2 can 
also be used for enhanced oil recovery (EOR), which consequently brings an economic 
benefit. 
However, we know little about how CO2 behaves when it is mixed with reservoir fluids 
(hydrocarbons, water, brines) or with carbonate rocks; so we need more research in this 
area.  In particular, the injection of CO2 into these reservoirs/aquifers depends crucially on 
the viscosity of the fluids involved.  Hence the focus of this research has been on 
determining experimentally the viscosity and density of aqueous fluids with dissolved CO2. 
This thesis details the design, construction, testing and utilisation of a new experimental 
apparatus for performing measurements at high pressure and high temperature (HPHT). 
Measurements were made at temperatures between (274.15 and 448.15) K, and at 
pressures up to 100 MPa in the single-phase compressed liquid region. The vibrating-wire 
technique was used for viscosity determination, with simultaneous measurements of 
density by means of a vibrating-tube densimeter. Wetted parts were made from Hastelloy-
C276 and Pt-Ir alloy, chosen to resist corrosion. 
Measurements were first performed on the system (water + CO2). Following this, mixtures 
of salt solutions with dissolved CO2 were measured and the results correlated in useful 
models which allowed for comparison with literature data where this was possible. Salts 
investigated include NaCl(aq), CaCl2(aq), each at two different concentrations, and lastly, a 
synthetic Qatari reservoir brine. A correlation based on the Vogel-Fulcher-Tammann (VFT) 
equation for viscosity is presented which represents all the data to within ±3%, including the 
pure Qatari brine and its modification by dissolved CO2. Density is correlated using the 
partial molar volume of CO2 and gives the densities of the mixtures to within ±0.1 %. 
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The results presented in this thesis extend our knowledge of the viscosity of CO2-water-
brine systems to significantly higher temperatures and pressures than are currently 
available in the literature.  The effect of temperature on density and viscosity is significant 
whereas pressure effects are relatively small. Since rigorous theories for gas-saline mixtures 
are not yet available, semi-empirical correlations with some underlying physicochemical 
basis have been used to represent the new results.  These are capable of estimating the 
density and viscosity of the fluid mixtures involved to an accuracy that is more than 
adequate for the design and control of CCS and EOR subsurface processes. 
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A  Amplitude 
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h  Planck constant; Height 
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n  End correction factor; Number of moles 
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  Pseudo-radial distribution function 
  Stream function 
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1. Introduction 
1.1 Energy Demand and Climate Change 
Since the beginning of the industrial revolution, in the latter part of the 18th century, 
greenhouse gas (GHG) emissions into the atmosphere have been increasing due to human 
activity. In particular, carbon dioxide (CO2) gas is emitted in a large quantity from the 
burning of fossil fuels for both industrial and domestic power requirements, in addition to 
the combustion of fuel in transportation.  
Emerging economies such as the “BRIC” countries (Brazil, Russia, India and China) are 
embracing newly advanced economic development, and their total population accounts for 
around 40% of the total population globally. This prosperity is raising a significant 
proportion of people out of poverty. As a result, energy demand is increasing and so this will 
lead to a significant increase in global emissions. 
It is widely accepted within the scientific community and the general public that climate 
change results from the activity of man and the continuing use of fossil fuels. In 2011, 33.1% 
of global energy usage was sourced from oil and 23.7% from natural gas. The Middle East is 
a region with a large abundance of these two crucial energy sources containing 48.1% and 
38.4% of recoverable oil and recoverable gas reserves respectively [1]. 
There are two main types of oil companies; International Oil Companies (IOCs) such as Shell, 
Exxon Mobil, BP etc. and National Oil Companies (NOCs) such as Saudi Aramco and Qatar 
Petroleum (QP). NOCs contribute around 55% to the global supply. In 2010, NOCs accounted 
for 55% global oil production despite controlling the highest percentage of proven reserves; 
IOCs contributed the remaining production even though their total combined portfolio only 
accounts for around 6% of global estimated reserves [2]. This indicates that global supply in 
the future will have to be met with an increasing contribution from NOCs. 
Energy companies, in general, are realising the importance of diversifying their supply and 
so they are investing in renewable technologies such as solar, wind and hydroelectric 
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power. Such technologies will perhaps become the dominant way of producing energy in 
the longer term; however, it will take considerable time and also major investments to make 
the transition to a renewable economy. 
CO2 is a fluid commonly used in the chemical and petroleum industries. It plays an 
important role in the refrigeration industry as a replacement in some niche applications for 
hydrochlorofluorocarbons (HCFCs) which have a high global warming potential (GWP) [3]. It 
is also used in extraction and purification processes involving supercritical fluids and in 
environmental engineering for waste treatment of industrial liquids [4]. It is also proposed 
for use in oilfield process engineering as a fluid for enhanced oil recovery (EOR) [5, 6].  
However, even though CO2 has a lower GWP relative to CFCs, it is still classified as a 
greenhouse gas due to the volumes which are emitted annually from anthropogenic 
sources. Thus, capture of CO2 resulting from fossil fuel combustion, and its subsequent 
geological storage, is currently considered a favourable option for reducing emission levels. 
1.2 Carbon Capture and Storage (CCS) 
 
Figure 1.1: Integrated CCS chain from capture, transport and storage of CO2 [7] 
In the short to medium term, it is widely anticipated that carbon capture and storage (CCS) 
will help facilitate and make the transition to a renewable economy possible. Figure 1.1 [7] 
outlines the CCS chain: Capture – Transport – Storage. CCS describes an emerging industry 
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which focuses on producing a concentrated stream of CO2 gas from a power production 
plant (either pre- or post-combustion) which can be stored over a geological time-scale and 
thus help reduce emissions. CO2 can be stored underground in saline aquifers, disused oil 
and gas reservoirs or unmineable coal seams.  
Saline aquifers are estimated to have the largest storage potential of up to an estimated 
10,000 Gt of CO2  [8, 9] globally. Potential aquifer depths range from 1000 m to 3000 m [10] 
making some easier to access than others. However, their geology is not very well known 
and there is presently no economic incentive. A global carbon market would have to exist 
for this option to be viable whereby one tonne of CO2 would have a cost associated with it 
and so companies could trade internationally. This is a likely scenario over the coming 
decade though it will depend on the outcome of global climate talks.  
Depleted oil and gas reservoirs are a preferred option as their geology is very well known 
and mapped out. There is also the economic benefit that CO2 can enhance oil recovery in 
brown field sites. This has in fact been done for many years with the main objective being to 
get more oil out of the ground for more revenue, rather than sequestering the CO2.  
Unmineable coal seams can utilise CO2 for enhanced coal bed methane (CH4) recovery. CO2 
preferentially adsorbs onto the surface of the coal and so displaces the CH4 which can be 
brought to the surface and used as a raw material. This can all be done in-situ and so the 
mine does not need to be opened up. This is a popular technology which is on the increase 
in countries such as USA, Australia and China. 
“Carbon sequestration” is another description for “carbon storage.” It is a crucial industry 
because it will help pave the way for a period of transition to a renewable energy 
infrastructure whilst permitting the continued use of fossil fuels in a more non-polluting 
setting.  
1.3 Qatar and Its Industrial Development 
Some of the most energy-rich nations in the world are in the Middle East. Qatar has the 
highest CO2 emissions per capita in the world at 14.58 tons in 2008 [11] which is nearly 
three times greater than the USA (4.90 tons) coming in at 12th place. The surge in emissions 
over the past decade stems from rapid growth of the energy industry within the country 
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after the development of the North-Dome/South Pars gas condensate field. This field was 
discovered in 1971 and lies between Qatar and Iran in the Arabian Gulf as shown in Figure 
1.2. The South Pars Field lies within Iranian waters and holds an estimated 7.9 Tm3 (280 Tcf) 
of recoverable gas reserves, whilst the North Dome field within Qatari waters holds more 
than 25.5 Tm3 (900 Tcf) of proven natural gas reserves and is the world’s largest non-
associated natural gas field.  
Typically, Middle Eastern countries have exported crude oil and natural gas for use as raw 
materials in industries elsewhere in the world. Liquefied Natural Gas (LNG) technology 
means that a new global market is emerging for trading gas as it can be transported further; 
the country is no longer restricted to trading with nearby countries where gas is transported 
via pipeline. 
The end-products can actually fetch a greater price at market and so there has been a shift 
in the industry of the Middle East with the promotion of downstream industries that utilise 
natural gas as a feedstock. For example, Qatar Petroleum (QP) has launched a joint 
partnership with Royal Dutch Shell to establish the Pearl Gas-To-Liquids (GTL) project 
onshore in Qatar. These plants consist of large gasifiers to convert natural gas from the 
North-Dome field into syngas (hydrogen (H2) and carbon monoxide (CO)). This is then used 
in reactors to synthesize longer-chained naphtha and transport fuels. It signified the first 
ever integrated GTL operation; upstream natural gas production integrated with onshore 
conversion operations [12]. QP has favoured involvement with foreign IOC’s such as Shell 
and Exxon because of their experience with large-scale integrated projects and the 
technology associated with them. 
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Figure 1.2: Map showing location of the North Dome and South Pars field [12] 
Natural gas produced from the North Field has an average density of 0.8 kg/m3 comprising 
3.5 wt% of CO2 [13]. Thus, this corresponds to an annual production of 2.54 million tonnes 
of CO2 [14]. Property development in the country has also driven up demand for cement 
which has had an impact on emissions. Energy demand is also high because the country gets 
nearly 100% of its water supply from the desalination of seawater which is an extremely 
energy intensive process. So, the main contribution to CO2 emissions comes from the 
burning of fossil fuels. Therefore, efforts for carbon abatement are crucial, especially since 
Qatar is a country identified as being one of the most at risk from the impact of rising sea 
levels due to anthropogenic climate change [15]. Sequestering CO2 is being investigated as a 
viable option for reducing industrial emissions.  
Currently, desalination plants use water from the Gulf as an input and this water has a high 
salinity [14]  where it is then discharged back into the Gulf as a convenient way to deal with 
the brine waste stream [16]. Thus, Gulf seawater is more saline than typical seawater and 
Arabian Gulf 
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this has increased since the mid-90s during the recent spurt in wealth and prosperity. This is 
detrimental to the marine environment [17]. Furthermore, it also reduces the efficiency of 
the desalination plants thereby increasing production costs [18]. A solution to this problem 
is to utilise formation water from saline aquifers in Qatar as a feed to the desalination 
plants. The formation water has a salinity which is an order of magnitude less than that of 
the Gulf seawater [14]. Formation water can be produced from a saline aquifer whilst 
simultaneously injecting CO2. This has the added advantage of alleviating some of the 
pressure in the reservoir. Therefore, using formation water can have a positive 
environmental impact by reducing the salinity of the discharge water and also a positive 
economical affect by improving the efficiency of the desalination process and reducing costs 
[14]. 
Saline aquifers represent the most likely location for the storage of CO2 in Qatar. Deep 
saline aquifers can have a large storage capacity, but may not always be located near CO2 
sources. Thus, there is an interest in shallow aquifers and this applies to Qatar which brings 
the added benefits previously outlined. 
1.4 Qatar Carbonates and Carbon Storage Research Centre (QCCSRC) 
QP is investing in developing its reservoirs with as low an environmental impact as possible 
and is looking to deploy large scale carbon sequestration along with its GTL and LNG 
activities. Shell and QP are developing a technology partnership within the Qatar Science 
and Technology Park (QTSP) which aims to provide the foundation for new CO2 storage 
technologies that can be applied in Qatar, elsewhere in the Middle East and beyond. 
Imperial College has been the first academic institution to join the collaboration with the 
establishment of the Qatar Carbonates and Carbon Storage Research Centre (QCCSRC). This 
is an interdisciplinary research programme between the Department of Chemical 
Engineering and the Department of Earth Science and Engineering at Imperial funded jointly 
by QP, QSTP, and Shell, who will contribute together up to $70 million over a 10-year period 
which is expected to end with a field scale demonstration project towards the end of the 
decade. 
A large research effort is required because the reservoirs of the Middle East differ 
significantly from many elsewhere in the world because they comprise of predominantly 
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carbonate rock. The reservoirs in the North Sea, for example, are sandstone. Sandstone is an 
easier rock to handle and characterise because it has a greater structural integrity; 
carbonate is more prone to fracture than sandstone and is also reactive with acid gases. This 
makes injection of CO2 more difficult. The research focus of the QCCSRC has been on 
characterising carbonate reservoirs in detail and developing computer models and 
simulations to establish an in-depth knowledge of carbonate rock structures and the way 
fluids like oil, CO2, brine and natural gas move within them. This is leading towards a better 
understanding of how these rocks can trap fluids and so will help with CO2 management 
plans and CO2 enhanced oil recovery (EOR). In addition, it will aid in identifying the best 
formations for potentially storing the CO2 emitted from the industrial activity of Qatar and 
the Middle East. 
 A shallow saline aquifer is one possible demonstration site. This has focused the research 
efforts to consider salt solutions with dissolved CO2. The research focus of this sub-project 
is thermophysical property measurements, specifically viscosity and density, on the key 
fluids of interest. The focus of this thesis has been to design and construct a new piece of 
experimental apparatus for performing viscosity and density measurements at high pressure 
and high temperature (HPHT). Mixtures of salt solutions with dissolved CO2 have been 
measured and the results fitted to correlation equations which allows for comparison with 
literature data and interpolation. 
1.5 Sub-surface Processing 
CCS processes involve the injection of CO2 in to the sub-surface with the aim of leaving it 
underground to avoid it getting in to the atmosphere and affecting global warming. The 
technology and methodology for CO2 storage processes will closely follow similar processes 
currently in use for CO2 enhanced oil recovery (EOR) projects, some of which have been 
established in the United States. 
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Figure 1.3: Illustration of CO2-EOR process [19] 
Oil production starts to decline in a field when the natural reservoir pressure has reduced. 
Up to 60% of the original oil in place (OOIP) can still be left behind [19]. Waterflooding is a 
process where water is pumped down selected injection wells in order to push a portion of 
the remaining oil out of the rock towards the producing wells. This process usually results in 
only a slight increase in production, perhaps another 10% of the OOIP.  The next step, if 
viable, can be to try CO2 EOR. 
When CO2 is injected into an oil reservoir, it becomes mutually soluble with the residual 
crude oil as light hydrocarbons from the oil dissolve in the CO2 and the CO2 dissolves in the 
oil. This occurs more readily when the CO2 is compressed and therefore has a high density 
and when the oil contains a significant volume of light hydrocarbons (typically a low-density 
crude oil). Below some minimum pressure, CO2 and oil will no longer be miscible. As the 
temperature increases (and the CO2 density decreases, or as the oil density increases as the 
light hydrocarbon fraction decreases), the minimum pressure needed to attain oil/CO2 
miscibility increases. For this reason, oil field operators must consider the pressure of a 
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depleted reservoir when evaluating its suitability for CO2 EOR. Low pressurised reservoirs 
may need to be re-pressurised by injecting water. 
When the injected CO2 and residual oil are miscible, the physical forces holding the two 
phases apart (interfacial tension) effectively disappears. This enables CO2 to displace the oil 
from the rock pores, pushing it towards a producing well. As CO2 dissolves in the oil it swells 
the oil and reduces its viscosity. This also serves to improve the efficiency of the 
displacement process. 
Darcy's law is a phenomenologically derived constitutive equation that describes the flow of 
a fluid through a porous medium. It is a simple proportional relationship (Equation 1.1) 
between the instantaneous discharge rate through a porous medium, the viscosity of the 
fluid and the pressure drop over a given distance. 
L
pAk
Q





                 (1.1) 
Here, Q is the total discharge, k is the absolute permeability, A is the cross sectional area, μ 
is the viscosity, Δp is the pressure drop and L is the length over which the pressure drop is 
taking place.  Equation 1.1 applies to single-phase fluid flow when referring to natural 
ground water or formation fluid flow. It is extended to multiple phases by adding an index 
for each phase and replacing the k by the relative permeability, kr. The capillary pressure is 
the pressure difference across the interface between two immiscible fluids (Equation 1.2). 


cos
2



r
pc                  (1.2) 
Here σ is the surface tension, r is the pore throat radius and θ is the wetting angle. Between 
0o and 90o, the fluid would be wetting and between 90o and 180o the fluid would be termed 
non-wetting. 
Figure 1.3 shows an overview of the processes involved for CO2 EOR. CO2 floods involve the 
injection of volumes of CO2 alternated with volumes of water: water alternating gas (WAG) 
floods. This approach helps to mitigate the tendency for the lower viscosity CO2 to finger its 
way ahead of the displaced oil, a condition known as “viscous fingering”. Here, the interface 
of two fluids bypasses sections of reservoir as it moves along, creating an uneven (or 
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fingered) profile [20]. Fingering is a relatively common condition in reservoirs with water-
injection wells. The result of fingering is an inefficient sweeping action that can bypass 
significant volumes of recoverable oil and, in severe cases, an early breakthrough of water 
into adjacent production wellbores. Once the injected CO2 breaks through the producing 
well, any gas injected afterwards will follow that path, thereby reducing the overall 
efficiency of the injected fluids to sweep the oil from the reservoir rock. 
Detailed planning is performed prior to exploiting a reservoir in order to come up with an 
optimum injection and extraction strategy. This applies when using CO2 to produce more oil 
from a reservoir and also when considering strategy for injecting CO2 for geological 
sequestration.  
Understanding the multiphase flow properties of CO2 and water in porous media is 
essential for successful large-scale geologic CO2 storage. Optimising the design and 
operation of injection projects will depend on expectations about the distribution of CO2 in 
the subsurface, knowledge of injectivity, and estimates of the capacity of permanent 
trapping processes.  
It is increasingly understood that the capillarity of the CO2–water system in porous media 
cannot be ignored for accurate simulations ranging from the sub-core scale to the basin 
scale [21]. The distribution of CO2 in the subsurface, including column height in contact with 
the caprock and the surface extent of the plume, is dependent on capillary pressure-
saturation relationships, and the relative permeability function [22]. Small variations in 
relative permeability can lead to a wide range in injectivity, and will contribute in 
determining the number of wells required to meet an overall injection goal [23]. Low 
injectivity is a well-known but poorly understood phenomenon in CO2 EOR processes, and 
may be due to poorly characterized relative permeability functions [24].  
Accurate viscosity data for reservoir fluids is therefore crucial because they allow for better 
reservoir flow simulations when modelling likely flow pathways when testing different 
configurations of injection and producing wells scenarios. One of the ultimate aims of the 
QCCSRC is to deliver a reservoir flow simulator for the sponsors which can be used for 
developing an injection strategy for a demonstration site to prove carbon storage viability in 
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Qatar and the Middle East. This is how the data produced from this project helps underpin 
this.  
1.6 Thermophysical Properties  
1.6.1 Oil and Gas Industry 
In oil and gas production, decisions on whether to produce a reservoir and turn it from a 
resource into a reserve are based on how easy the hydrocarbons contained within are to 
recover and then process. Alongside the nature of the reservoir rock, this is dictated by 
fundamental thermophysical properties of the fluids such as their phase behaviour, viscosity 
and density.  
In broad terms, high density fluids tend to have a high viscosity. If a fluid has a high viscosity 
then it is often described as “heavy”. Conversely, if it has a low viscosity then it is described 
as “light”. Therefore, understanding these properties is one major component in 
deciphering how easy it will be to extract hydrocarbons from a potential reserve; alongside 
an improved understanding of the geological structure and relating these technical aspects 
to the economics.  
The types of fluids which can be found underground will comprise a complex mixture of 
hydrocarbons and can exist in any state: gaseous (raw natural gas/gas condensates), liquid 
(crude oils) or solid (coal). Coal is derived from the degradation of plant matter over a 
geological time scale, whereas crude oil is the result of plankton degradation. In ocean 
based exploration for energy reserves it is the latter which is of interest; crude oil with 
associated gas. Furthermore, there also exist independent gas fields (or so-called “non-
associated gas”) of which, as previously mentioned, the North-Dome field in Qatar is the 
largest example in the world.  
Natural gas condensates comprise a mixture of straight-chain alkanes, cyclohexane, thiols 
and aromatics [25, 26]. This gas condensate can be cleaned and separated to give raw 
natural gas as a feedstock for the GTL projects in Qatar to synthesise products of a higher 
market value. 
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Production of a reservoir utilises very expensive drilling equipment which has to endure very 
harsh conditions underground to first secure access. Initial tests are performed with wireline 
logging tools to infer properties of the fluids downhole and make decisions about drilling 
and production operations. These properties will dictate the rate of production and 
associated engineering tasks, each of which have a cost. It is by knowing such properties 
that an optimum drilling and production procedure can be established to ensure safety and 
environmental considerations are maintained to the highest standard.  
1.6.2 CCS Industry  
Accurate measurements throughout the CCS process (Figure 1.1) are vital for the operation 
of CCS schemes; physical properties impact all of the CCS measurement chain. A detailed 
understanding of the phase behaviour of CO2 with likely impurities from the capture 
process is important for reliable flowmetering technologies to know the purity of a CO2 
stream. This is crucial for knowing the volume of CO2 being transported and thus, the mass 
injected into a reservoir which consequently determines values reported for reporting and 
monitoring purposes.  
At the end of the production life of an oil or gas reservoir, the behaviour of the field is well 
understood as well as the properties of the fluids which it had contained. It is possible to 
have a good idea of how CO2 will behave when injected. There are several principle CO2-
trapping mechanisms: (1) the physical trapping of CO2 in a gaseous, liquid or critical state in 
a subsurface formation; (2) solubility trapping, which is the trapping of CO2 by dissolution 
within a brine, hydrocarbon or subsurface liquid; (3) hydrodynamic trapping, which is the 
residual saturation of disconnected CO2 within individual pores and (4) mineral trapping – 
the process of forming in-situ, interstitial carbonate minerals from CO2, the host rock and 
formation waters [27]. Figure 1.4 [28] graphically outlines the differences in these 
mechanisms and their corresponding timescales.  
Saline formations are not readily explored or assessed for CO2 storage; information is not 
extensively available. The injection of CO2 into saline formations is similar, in principle, to 
injection of water or CO2 during hydrocarbon recovery in oil and gas fields.  
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Figure 1.4: Differences between various CO2 trapping mechanisms in geological media: (a) 
operating timeframe, and (b) contribution to storage security [28] 
When CO2 is injected into an aquifer, its dissolution into the brine increases the density of 
the brine. Figure 3.1 in chapter 3 shows a simulation of this process graphically. Natural 
convection occurs due to the buoyancy effects of the CO2-dense brine sinking to the bottom 
of the reservoir. This process allows the CO2 to become more dispersed in the water and so 
it accelerates the rate of dissolution of CO2 thereby decreasing the time scale for the 
storage of CO2 [4] due to solubility trapping. But, the CO2 is less viscous than the formation 
water and so not all of it will dissolve; that which remains free-phase migrates upwards 
through permeable pathways in the rock by a process called viscous fingering. The extent of 
CO2 migration in the aquifer is determined by the interplay between the dissolved CO2 and 
the free-phase CO2 before it is trapped either residually, or, in solution.  
Knowledge of the thermophysical properties of the fluids of interest, at reservoir conditions, 
is vital for three principle reasons: characterising their behaviour in the subsurface, 
developing predictive models for use in reservoir simulators, and for monitoring post-
injection. In particular, it is crucial to know properties over a large temperature and 
pressure range to encompass conditions across reservoirs of varying depths.  
Hence, it is important to know in detail the densities and viscosities of these fluid mixtures 
across the pressure and temperature range of interest as they are needed when evaluating 
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the storage capacity of reservoirs. Moreover, it is possible to infer the rate of immobilisation 
of the CO2 and therefore the length of time injection can occur. These two properties of an 
aquifer are particularly important for matching CO2 sources to CO2 sinks. 
Over-pressurisation of the reservoir can lead to fracturing of the seal or closure structure 
which would permit upwards migration of the CO2. It is vital that aquifers used for drinking 
water are not at risk of being contaminated should any leakage occur. It should be noted 
that this is not an issue in Qatar, as previously outlined, due to the use of desalination plants 
for drinking water purposes. It is also important for experimental measurements to be 
performed on salt and CO2 mixtures so as to understand design requirements for field 
development and developing accurate models. 
1.6.3 Definition of Transport Properties 
Transport properties of fluids are important across the whole spectrum of densities. All 
chemical processes make use of fluids in process streams or in heat exchangers to heat and 
cool such streams. For the 50 million pure chemicals known of, it would take over 100 billion 
man-years to determine experimentally all such temperature and pressure dependent 
transport properties. Therefore, industry’s need for physical property data must be fulfilled 
with a combination of modelling and experimental data acquisition of important fluids of 
interest. This can be achieved through a variety of mechanisms from empirical estimations 
based on observed properties, detailed correlations based on available experimental data, 
to predictive methods which extend beyond the possible range of experiments and, 
sometimes, use underlying fluid theory.  
A simple way of understanding the transport of mass, momentum and energy through a 
fluid is by considering phenomenological laws. They relate empirical observations of 
phenomena to one another in a way which is consistent with fundamental theory, but not 
directly derived from it. 
Mass, momentum and energy transfers are a result of molecular motion and molecular 
interaction. The mean free path is defined as the distance travelled by one molecule in unit 
time divided by the number of collisions it underwent in that time [29]. In a densely packed 
solid, the mean free path of the molecules is very limited; there is limited transport due to 
  1. Introduction 
15 
 
strong intermolecular interactions. In the low-density gas phase, free molecular motion 
contributes mostly to transport, and molecular collisions are relatively rare events involving 
only two molecules at any one time. The nature of the collision is determined by the forces 
exerted between a pair of molecules. Consequently, a gradient of molecular concentration, 
flow velocity or temperature in a gas will determine the magnitude of the flux of mass, 
momentum or energy induced.  
The fluxes, J, of the transport quantities and the imposed gradients,  , are normally related 
via simple, phenomenological, linear laws such as those of Fick (diffusion), Newton 
(momentum) and Fourier (heat) [30]: 
YXJ                               (1.3) 
In Equation 1.3, X is the transport property associated with the particular process under 
consideration. The transport coefficient will reflect interactions between the molecules of 
the dilute gas since itself may be a function of temperature and density of the fluid. As the 
density of a fluid increases, the mean free path becomes smaller. The specific details of the 
interactions between molecules become less important compared to the fact that so many 
interactions are taking place. The transport property behaviours are then determined more 
by the behaviour of clusters and their size. Transport coefficients describe the process of 
relaxation to equilibrium from a state perturbed by application of temperature, pressure, 
density, velocity or composition gradients. Values for such coefficients can be arrived at by 
considering underlying theories and models which have been developed using the 
underpinning science and are described further in Chapters 2 and 3 for viscosity and density 
respectively. 
1.6.4 Industrial Application of Thermophysical Properties 
Produced formation water from an oil reservoir is sometimes re-injected to improve oil 
recovery. Recent field investigations have shown that it is possible to gain an increase of 5% 
oil recovery simply by reducing the salinity of the formation water to fresh water; recovery 
methods are improved by changing water quality. Oil and gas companies invest a lot of time 
and money into teams who work using models and reservoir simulators to identify 
opportunities for getting more out of an asset. 
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It is therefore crucial to have accurate and reliable models and reservoir simulators. 
Industrialists look to publications for new and improved models of which there are many to 
choose from. It can be difficult to decipher which sources to choose from and, generally, 
care is taken within publications not to discredit the work of others but rather to remain 
impartial. There are numerous packages which are used for modelling the behaviour of 
thermophysical properties of underground systems. The reservoir simulator PHREEQC-2 
developed by the United States Geological Survey (USGS) is sometimes used for modelling a 
variety of reactions, kinetics and processes in natural waters. However, it is primitive in 
thermodynamics and so more specialized packages are available. Many more parameters 
are involved when dealing with electrolyte systems as one has to consider varying salt types, 
compositions and also concentrations. Industrial researchers ideally want to have one 
equation of state which encapsulates all this.  
OLI is a package specifically used for thermophysical modeling of electrolyte systems and 
contains two models: the Aqueous (AQ) model and the Mixed Solvent Electrolyte (MSE) 
model [31, 32]. These can be accessed via the OLI add-in for Aspen simulation software. The 
MSE model is seeking to establish one equation of state (EOS) which is valid for all salts. This 
is a governing model which is currently of interest for use in industry; however the available 
experimental data underpinning it is sparse. Models can be continually improved by 
including new experimental data. When new sources become available, the data can be 
regressed in the package and included.  
 
  2. Viscosity 
17 
 
2. Viscosity 
2.1 Importance of Viscosity Measurements 
Crude oil once produced is processed downstream via fractional distillation columns which 
separates hydrocarbons according to their boiling points. Viscosity describes the ease of 
flow of a fluid. This chapter considers experimental techniques available for measuring 
viscosity as well as some methods used for correlating/modelling viscosities of fluids.  
Viscous fluids with longer chained molecules are more difficult to process. Figure 2.1 
illustrates how the ease of fluid flow decreases with increasing viscosity. 
 
Figure 2.1: Depiction of fluids [33] with increasing viscosities from left to right  
For the past few decades, production and reservoir engineers have sought to characterise 
the thermophysical properties as well as the flow properties of the fluids within a well-bore. 
Fluid characterisation of viscosity in oil-rich areas would traditionally have been performed 
in vertical wells utilising a single, centrally positioned spinner to establish fluid velocity. This 
was in fact the main fluid-logging tool for many years [34]. 
Energy reserves are developed in more challenging environments now as the exploration for 
hydrocarbons continues. Advancements in technology means more efficient drilling 
mechanisms are available and it can be quite common to have horizontal wells now 
stretching out to a field many kilometres away. It is important to have sensors which are 
small and robust, yet have a reasonably high accuracy and reliability for in-situ property 
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measurement of the fluids.  Such instruments need to be calibrated against reference 
standards, and so accurate measurement techniques within the laboratory are required to 
provide such data. 
Viscosity is defined according to Newton’s Law of Viscosity in Equation 2.1.  
dy
du
   ;                    (2.1) 
Where τ is the shear stress, η is the dynamic (or absolute) viscosity of the fluid and   ̇ is the 
rate of strain in the fluid. Viscosity itself is the transport property reflecting momentum 
transfer in a fluid and it relates the rate of deformation of a fluid to the force (shear stress) 
applied to it.  
Equation 2.1 is a constitutive equation; it is not a fundamental law which hold for all fluids, 
but it is a reasonable first approximation that holds in some materials under certain 
conditions of stress and strain rate. A fluid can be described as Newtonian if the viscosity is 
independent of shear rate, shear stress and time. When viscosity is dependent on such 
quantities, then the fluid can be described as non-Newtonian. Most, but not all, oil systems 
can be regarded as Newtonian. 
Viscosity appears in the Navier-Stokes equation (Equation 2.2) and also Darcy’s Law 
(Equation 2.3) for flow in porous media [35].  
uuu
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u                       (2.3)  
In Equation 2.2, ρ is the fluid density, u the fluid velocity, p is the pressure components and 
g is gravitational effects. In Equation 2.3,  ̅ is the pore volume average velocity,  ̅ is the pore 
volume average pressure and K is the permeability of the porous media.  
Kinematic viscosity (ν) is defined in Equation 2.4: 


                   (2.4) 
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Many viscosity measurement techniques are only able to measure the kinematic viscosity 
and so the density of the fluid must be known in order to deduce the dynamic viscosity.  
Two principal categories of viscometers exist: primary and secondary. Primary viscometers 
are backed by rigorous working equations and give absolute viscosity as well as a detailed 
knowledge of corrections. Secondary viscometers require calibration against viscosity 
standards. It is the aim of the laboratory to produce such standards for industry and thus 
the methods deployed for viscosity measurement are all primary. Secondary viscometers 
will not be considered further; descriptions of such viscometers can be found by Van Wazer 
[36]. In the first section of this chapter, a number of methods will be outlined and their 
relative strengths and weaknesses discussed. Subsequently, techniques for modelling 
viscosity will be reviewed. 
2.2 Methods for Measuring Viscosity 
Table 2.1 summarises the most common viscometer possibilities along with an example of 
their application in literature. Primary viscometers have been described in more detail 
because they can provide measurements of the absolute viscosity. 
Table 2.1: Summary of Viscometer Types 
   Experimental Application of Viscometer in Use 
Viscometer 
Method 
Classification Absolute/ 
Relative 
P Range T Range Best Achievable 
Accuracy 
Ref 
Capillary Primary Absolute Up to 30 
MPa 
213 K to 423 K ±1.3%  to +3% [37]  
Falling-body Primary Relative Up to 500 
MPa 
298 K to 373 K ±3% [38]   
Rotational Primary Relative 0.1 MPa 200 K to 410 K ±10% [39]   
Oscillating 
body 
Primary Relative 5 MPa to 
30 MPa 
Up to 373 K ±0.3%  to +1.5% [40]   
Vibrating Plate Primary Relative   ±10% [41]   
Vibrating Wire Primary Absolute 
or Relative 
Up to 100 
MPa 
Up to 423 K ±3%  (abs), ±0.5% 
(relative) 
[42]  
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2.2.1 Capillary Viscometers 
Capillary viscometers are a very popular method for the measurement of the viscosity of 
fluids in a laboratory. They offer a simple method for making measurements and are 
especially effective in the liquid phase. Liquid is forced through a narrow tube (capillary) of 
known length and diameter due to a pressure differential applied across the tube. Figure 2.2 
shows an example of a U-Tube capillary viscometer where A and B are timing marks, C is a 
filling mark and L is the capillary length: 
 
Figure 2.2: U-Tube Capillary Viscometer  
Equation 2.5 details the working equation  [43, 44] for obtaining the values: 
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                      (2.5)                
Where R is the radius of the capillary, Δp is the pressure drop along the capillary, Q is the 
volumetric flow rate, L is the capillary length, ρ is the fluid density, and m is the kinetic-
energy correction factor and n the end-correction factor. Equation 2.5 is arrived at due to 
the following underlying assumptions: 
1. The capillary is straight and has a uniform cross-section. 
2. The fluid is incompressible and of constant density. 
3. The fluid is Newtonian and the viscosity gradient due to the pressure drop is negligible. 
4. The temperature of the fluid is constant and is not affected by viscous dissipation. 
5. The flow is laminar and steady. 
A 
B 
C L 
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6. No slip condition applies to the fluid at the capillary wall. 
This device is limited in its accuracy when it is operated as an absolute viscometer as values 
are not always in-line with theory. Two correction factors are included; m applies because 
the flow is not fully developed at the inlet (there is jet-like flow at the exit) and n applies due 
to additional pressure drops at the inlet and outlet of the capillary. Alternatively, relative 
measurements can be taken by calibrating the viscometer with a reference fluid [45].  
The devices are suitable for HPHT application, however, they require a lot of ancillary 
aspects to ensure reliable and accurate measurements can be recorded. Examples include 
devices to ensure constant fluid flow, differential pressure measurement, and also a method 
for balancing the pressure across the capillary wall.  
Okubo et al. [37] performed measurements using a capillary viscometer on HFC-134a from 
213 K to 423 K and pressures up to 30 MPa. They obtained accuracies ranging from ±1.3% to 
+3% after correction, however, assumption 5 was broken due to extension of theory to 
turbulent region when accounting for conditions which went beyond the critical Reynolds 
number of the capillary. Therefore, claiming accuracy as low as ±1.3% is contentious 
because correction factors are only derived from calibration curves as opposed to a 
theoretical model. 
2.2.2 Falling-Body Viscometers 
Falling-body viscometers use Stoke’s law to make absolute measurements of viscosity in 
conditions where the law is valid. They utilise a solid of revolution, either a sphere or a 
cylinder, falling through the fluid of interest under the influence of gravity. Absolute 
measurements are typically only possible with the smallest of spheres in the highest 
viscosity fluids. Generally this is not used because it is not practical. However, when 
calibrated against a reference fluid, they can be used for relative measurements of very 
viscous fluids or under high pressure.  
The disadvantage is that they do not have a rigorous working equation. This is important for 
characterising deviations from analytical solutions.  
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If a cylindrical configuration is used in predictions then a better result closer to theory can 
be obtained by making the cylinder hollow and/or choosing appropriate values for 
geometry. Equation 2.6 and Equation 2.7 define the working equations for the devices [46]: 
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Where tf is the time of fall through distance Lt, ρ is the density of the fluid and ρs the density 
of the falling body of mass m, length Ls and radius r1, while r2 is the radius of the cylindrical 
container. Absolute fluid viscosity measurements can be made when the instrument 
constant, C, can be sufficiently determined from known parameters in addition to making 
the following assumptions: 
1. The Reynolds number must be <<1. 
2. The body falls at constant velocity. 
3. The fluid flow is entirely laminar axially, cylindrically symmetric and fully developed.  
It is difficult in reality to obtain such accurate measurements as operation with a real 
instrument deviates from the simplified model described by Equations 2.6 and 2.7. Hence, 
the above expression for C is simplified to an empirical expression and the falling-body 
viscometer is operated in a relative manner; the reference fluids will have a known viscosity 
and density within the range of interest. Correction factors may also be necessary due to 
compressibility and thermal-expansion. Commonly, C does not have as high a dependency 
on high fluid viscosities as it does at lower values. Thus, C is often expressed at    
  (     ⁄ ) as the results from a number of different liquids can be superimposed [47]. 
Table 2.1 gives the example of the use of a falling-body viscometer by Dymond et al.  [38] in 
a pressure range up to 500 MPa and temperatures from (298 to 373) K. This is extremely 
high pressure. 
Even though the instrument can be used in a wide range of fluids over a broad range of 
conditions, the departure from the working equation conditions limits accuracy to ±3% 
because of the empirical nature of C. 
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2.2.3 Rotational Viscometers  
Figure 2.3 depicts a simplified schematic of a Brookfield-type rotational viscometer where 
the device measures viscosity at fixed rotation speeds by driving a measurement tool (a 
spindle) immersed in the test fluid using a calibrated torsion spring. Viscous drag of the fluid 
against the spindle causes the spring to deflect, and this deflection is correlated with torque 
from which the viscosity can be determined from the calculated shear rate. 
 
Figure 2.3: Schematic of a Rotational Viscometer 
In general, rotational viscometers measure the torque, M, of a fluid via a strain gauge on a 
fixed surface between two rotationally symmetric surfaces arranged coaxially with one of 
them rotating at a constant angular velocity, ω. The space between the two surfaces is filled 
with the fluid being measured.  
Another example of this viscometer is the cone-and-plate where the viscosity is determined 
by Equation 2.8 [47, 48]: 

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
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Where r is the radius of the cone base. This equation also applies for cone angles less than 
3o because for these small values the rate of shear is essentially constant for constant ω. 
Another example is the concentric-cylinder viscometer governed by Equation 2.9 [47, 48] for 
viscosity determination: 
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Where l is the length of the cylinders and ri and ro are the radii of the inner and outer 
cylinders respectively.  
Equations 2.8 and 2.9 are not rigorous working equations. However, these are well defined 
geometries capable of rigorous mathematical analysis performed by Walters [49]. 
Correction terms are available and, when used properly, this viscometer can give accurate 
results. 
2.2.4 Oscillating-Body Viscometers 
In ‘oscillating-body’ viscometers measurements are achieved by observing the decay of 
torsional oscillations of an axially symmetric body suspended from an elastic wire. The 
principle advantage of this instrument is that is permits the measurement of both viscosity 
and density simultaneously. This is accomplished because the torque on the body (caused 
by the surrounding fluid) acts to reduce the amplitude of oscillation of the elastic wire and 
increases the period of oscillation from that in vacuo.   
Bodies which are frequently used include disks, cylinders, cups and spheres. Equation 2.10 
defines the angular displacement of the body  r  is: 
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Where M(τ) is the torque exerted by the fluid on the body, I is the moment of inertia of the 
oscillating body, ω0 is the angular frequency of oscillation in vacuo, τ is a dimensionless time 
and Δ0 the logarithmic decrement in vacuo. The Laplace transform can then be used to find 
the formal solution to Equation 2.10, the details of which can be found in [50], to finally 
arrive at Equation 2.11 and Equation 2.12: 
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     02 0  sD             (2.11) 
     01 220  sD            (2.12) 
Where   
  
 ⁄  is the ratio of the period in vacuo to that in the fluid, Δ0 is the logarithmic 
decrement in the fluid and D(s) is an expression for the torque in the Laplace domain. The 
expression of D(s) may be either theoretical or empirical depending on the body of 
oscillation. Furthermore, it contains viscosity implicitly and so either one of the two working 
equations can be solved to arrive at the solution. Though,       (   ) may contain 
large uncertainties since   is very close to unity which would make Equation 2.11 for the 
real part less accurate and so the imaginary equation (Equation 2.12) is preferred [50]. It is 
the fact that both equations could potentially be used to solve the viscosity which means 
that the density can be solved for simultaneously. Equation 2.11 can be used for solving for 
viscosity provided that the period measurements are sufficiently accurate, or, it can be used 
as a consistency check.  These equations were derived under the following assumptions: 
1. The frequency and amplitude are sufficiently small to neglect secondary flows. 
2. The suspension wire is perfectly elastic, hence the body weight must not impose a large axial 
tension on the strand. 
3. The linearised Navier-Stokes equations for an incompressible fluid apply. 
Assumption 1 does not imply the effects of secondary flows can be completely ignored; one 
must account for them through correction factors. Other effects which need to be 
accounted for include edge effects on non-spherical bodies, thermal expansion and 
compressibility effects. Wakeham et al. indicate that for the viscosity and density to be 
measured accurately in the laboratory to within ±0.1%, the logarithmic decrement must be 
accurate to ±10-6 and period to ±10 μs [50]. 
A study by Krall et al. [40] on the viscosity and density of toluene states an accuracy of 
±0.3% for both properties for their instrument up to 125 oC in the pressure range (5 to 30) 
MPa, beyond which error increases to +1.5%. This positive increase in error in viscosity is 
likely due to the fact that liquid water used for calibration becomes less accurate at 150 oC.   
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2.2.5 Vibrating Viscometers 
Vibrating viscometers work on the same underlying theory as oscillating-body viscometers 
except that they perform transverse oscillations as opposed to torsional oscillations i.e. the 
solid body itself is periodically distorted when surrounded by the fluid. It is the effect of the 
fluid on the amplitude and period of vibration which permits viscosity measurements to be 
made. In general, there are three types of this viscometer of which are listed in Table 2.2: 
Table 2.2: Types of Vibrating Viscometers 
Type of Vibrating Viscometer Description Reference 
Vibrating Wire Viscometer (VWV) Transverse vibrations of a stretched thin 
cylinder. 
[51, 52]   
Torsional Crystal Viscometer (TCV) 
or Piezoelectric Crystal Viscometer 
(PCV) 
Cylinder or thin plate is vibrated in a 
torsional mode. 
[53-57]  
Vibrating Plate Viscometer (VPV) Similar to VWV but uses a clamped plate 
instead of a stretched wire. 
[41]    
 
The TCV cannot be considered as a primary device as the theory is based on simple 
approximations and also there is no analysis available to correct for the errors arising from 
the approximations. Since only primary viscometers have been considered because of their 
higher accuracy, this technique will not be described further. In addition, the VPV is not an 
accurate device as indicated by a series of experiments by Goodwin et al. yielded an overall 
accuracy of only ±10% [41]. Some of the important features of the VWV are listed: 
1. Reasonably compact due to its mechanical simplicity and low fluid volume requirement. 
2. Potentially robust to high pressure and high temperature along with corrosion. 
3. Versatile as it is independent of orientation and require no bulk movement of the fluid since 
it is the wire itself which vibrates. 
4. Allow a fast acquisition time and remote operation.  
5. Suitable accuracy: ±1% (absolute measurement) and ±0.5% (relative measurement). Smooth 
circular wires produced from centreless grinding technique can be sometimes used. Also, it 
is possible to measure their diameters with good absolute accuracy using a laser 
micrometer. Both of these points have led to an improvement in the absolute accuracy of 
this technique.  
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The VWV has been the chosen method for deducing viscosity in this course of study. It was 
important to minimise the volume of the system being designed and since the viscometer is 
reasonably compact, this was an appropriate choice. Measurements needed to be 
performed to HPHT in conditions typically encountered in an underground reservoir or 
aquifer. Accurate measurements were a primary aim and so this option allows for a link 
between the fluid mechanics and the theory of the instrument. A more detailed discussion 
on the theory of vibrating-wire instruments is covered in Chapter 4. Also, we have had 
significant experience and success using this device in the laboratory and so could leverage 
this in this project. 
2.3 Viscosity Modelling 
2.3.1 Kinetic Theory 
Kinetic theory aims to relate the observable (macroscopic) properties of a system to the 
microscopic properties of the individual molecules and their interaction potential. For each 
pure fluid, there are approximately thirty properties which are of technological significance, 
of which twelve are transport properties that are functions of temperature and pressure 
[58]. Elementary kinetic theory considers a gas composed of hard spheres and can be used 
to describe low-density transport properties.  
The dependence of a transport property X(ρ,T) can always be written as the sum of three 
contributions: 
       TXTXTXTX c ,,,
0             (2.13) 
Where X is either viscosity (η), thermal conductivity (λ), the product of molar density and 
diffusion (ρD) or the product of molar density and thermal diffusivity (ρa). The quantity 
X(0)(T) is the dilute gas value of the property, ΔX(ρ,T) is the excess property and ΔXc(ρ,T) is 
the property critical enhancement. Equation 2.13 can also be written as Equation 2.14 in the 
following form: 
     TXTXTX c ,,,                 (2.14) 
where  ̅(   )   ( )   Δ (   ) is the background or regular value of the property.  
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Low-density properties can be described very well as well as critical enhancements. The 
excess contribution is less well understood theoretically. 
2.3.2 Dilute Gas 
The kinetic theory of gases describes a gas as a large number of small particles (atoms or 
molecules), all of which are in constant, random motion; momentum is transferred from 
free, binary collisions of the particles. By knowing the intermolecular potential, it is possible 
to calculate the transport properties and this is only possible at the moment for inert gases, 
N2, CO, CO2, CH4 and H2O [59]. 
The hard-sphere theory at a basic level centres on the assumption that the molecules are 
treated as identical hard spheres which only exchange forces upon collision in continuous 
random motion. Enskog theory [29]  is an approximation that gives the viscosity of a hard-
sphere fluid up to moderate densities. It is possible from the Maxwell-Boltzmann Law and 
taking a momentum balance on each molecule to derive an expression [29] for the dilute 
gas viscosity, η0 outlined in Equation 2.15: 
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Where σ is the rigid sphere diameter, m is the mass, T is the temperature, k is the 
Boltzmann’s constant and fη is equal to 1 in the first approximation. Various modifications of 
the Enskog theory can be used to establish effective correlations of experimental results. 
For instance, to account for the intermolecular forces that real molecules exert during 
binary collisions, it is possible to advance the elementary kinetic theory to the rigorous 
kinetic theory by inclusion of a collision integral Ω(T).  
A collision cross section of a molecule is defined as the area perpendicular to the direction 
of motion within which the centre of a second molecule must lie if a collision between the 
two is to occur [29]. Ω(T) is a temperature-dependent effective cross-section which is 
related to the intermolecular potential through a multidimensional integral and reduces to 
πσ2 for hard spheres. A dimensionless reduced collision integral can be defined (   
 (   )⁄  and substituted into Equation 2.15 to account for real effects. 
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The viscosity of a dilute gas does not depend on the density of the gas and is only a function 
of pressure. Hence, it is defined as the viscosity at zero-density. This is only relevant 
experimentally at low pressures. At higher pressure, the density increases so the 
momentum is principally transferred via collision rather than solely by free motion. The 
increase in collision is proportional to the number density and so the density does increase 
at elevated pressures and thus it is this property which is the important independent 
theoretical variable.  
Equations 2.15 and 2.16 describe viscosity determination for dilute, monoatomic gases. 
Polyatomic molecules are more complicated to compute, but, this is becoming achievable as 
significant computational power is required. They are difficult because they interact through 
non-spherically symmetric intermolecular pair potentials and also possess rotational and 
vibrational modes of motion. Such molecules are said to exhibit ‘roughness’; the ability to 
transfer rotational as well as translational momentum on collision. An exchange of 
translational and internal energy increases the likelihood of inelastic collisions which 
seriously complicates the kinetic theory of polyatomic gases. But, extensions can be made to 
this existing theory and is discussed later on when considering dense fluid mixtures. 
Equation 2.16 accurately describes viscosity from inelastic collisions when the collision 
integral is modified. It is only when considering thermal conductivity does further 
consideration need to be made to internal energy transfer; this is not so significant for 
viscosity and diffusion. 
It should be noted that the kinetic theory of Chapman and Enskog can be extended to 
determine the viscosity of low-pressure multi-component gas mixtures [29].  
2.3.3 Dense Fluids and Density Dependence of Viscosity 
The density dependence of viscosity can be expressed as a power series in terms of density 
to give the second virial coefficient in viscosity, Bη, when truncating at the first term in 
density shown in Equation 2.17: 
 ...10   B               (2.17) 
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The theory of Rainwater and Friend gives the most modern model from which the second 
transport property virial coefficients may be calculated. It treats the moderately dense gas 
as a mixture of monomers and dimers which interact according to the Lennard-Jones (12,6) 
potential, but, this is limited to modest densities.  
Most theoretical developments make use of Enskog’s dense gas theory [60]. Enskog 
modified the Boltzmann equation, which considers only binary collisions, by taking into 
account the finite size of the molecules and higher collision rates. Enskog assumed (a) the 
molecules are hard spheres and (b) collisions are uncorrelated. Assumption (a) means that 
only binary collisions need to be considered as collisions take an infinitely short time, and so 
no molecule is simultaneously in collision with two others. Assumption (b) means that we 
can simply scale the low-density collision frequency. The link between dilute gas and dense 
system can be expressed as [58]: 
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Where ηE is the Enskog expression for viscosity, η0 is strictly the hard sphere dilute gas 
viscosity given by Equation 2.16,   ( ) is the radial distribution function at contact [61] for 
spheres of diameter σ and        
  ⁄ . Enskog simply assumed that a dense hard 
sphere system behaves like a low density system except that the collision rate is higher than 
expected from consideration of density change alone.  
As density increases, the Enskog theory becomes a less useful tool to describe complex 
interactions between molecules. Hard-spheres in random motion no longer holds and the 
motion of the molecules become correlated as they start to have an apparent ‘memory’ of 
the previous collision [62]. This effect is important and can be assessed with computer 
simulations for hard spheres. A more accurate assumption which accounts for the real 
shape of the molecule is necessary [63]. Thorne extended the applicability of Enskog theory 
to deal with binary mixtures [64].  
2.3.4 Dense Fluid Mixtures 
Dense fluid mixtures comprise molecules which cannot properly be approximated 
theoretically as spheres without the need for modifications since momentum transfer is 
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complex. The nature of the intermolecular forces is complicated and plays a crucial role 
because there are rotational and vibrational modes of motion which consist of a repulsive 
short range effect and an attractive long range effect. 
There is not a unique method to compute viscosity of liquid mixtures. Over time, numerous 
theories have been developed with resulting models arising, each of which are better at 
predicting transport property values over a set range of conditions. Some of these theories 
have been discussed further. 
2.3.5 Hard Sphere Theory 
Alder et al. [65] found that correlated molecular collisions at high pressure are very 
important which are not considered in Enskog theory. They calculated some corrections for 
self-diffusion, viscosity and thermal conductivity based on molecular dynamics simulation of 
systems containing 108 or 500 molecules. This work showed that the corrections were 
functions only of (Vm/V0), where Vm is the molar volume and V0 is the molar volume for close 
packed spheres which can be calculated from Equation 2.19. 
2
3
0
ANV                   (2.19) 
Dymond and Assael [66, 67] developed further this idea and introduced a dimensionless 
quantity V0= Vm/V0 to express the viscosity as Equation 2.20. 
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It is possible to further substitute in the dilute gas viscosity to obtain Equation 2.21. 
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Where M is the molar mass, NA is the Avogadro number and R is the universal gas constant. 
Since η* is a function of Vm/V0 only, it is possible to write Equation 2.21 as Equation 2.22: 
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Where (η/ηE)MD is the computed correction from molecular dynamics simulation and (ηE/η
0) 
is given by modified Enskog theory. It is possible to plot         
  versus log (V/V0) where, 
using the corrected Enskog theory, ηcalc=ηE(ηMD/ηE). Furthermore, experimental plots of 
       
  versus log V can be plotted. It was found that these two curves could be 
superimposed by appropriate selection of the hardcore diameter onto a universal curve for 
a number of monoatomic liquids [68]. To account for the ‘roughness’ of non-spherical 
molecules, a correction term is introduced to equations for reduced viscosity to give 
Equation 2.23: 
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Where    are constants independent of chemical structure of the fluids which can be found 
in literature and Rη is temperature independent for pseudo-spherical molecules. If V0 and Rη 
are known for a given substance at a state point of interest then η* can be calculated from 
the universal curve (Equation 2.24) and thus the viscosity from Equation 2.23.  
For inert gases and light alkanes, the model can also be applied to mixtures with simple 
linear mixing rules in mole fraction: 
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These rules give accuracies in prediction of correlated transport properties to ±5%. 
However, the scheme is very sensitive to density changes and the range of validity 
(1.5≤VM/V0≤5.0 for viscosity) is not sufficient for current applications.  
The range of validity of the model has recently been extended i.e. dilute gas region 
(Vm/V0>5) and very dense fluid region (Vm/V0<1.5) [58]. Caudwell proposed a modification of 
Equations 2.23 and 2.24 (with roughness) [42]: 
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Where Δη is the excess viscosity which is now correlated and so, as   →  as (    ) → , 
the system reproduces the correct viscosity in the zero-density limit. Caudwell succeeded in 
illustrating that the model fits very well in the dilute gas region such that Vm/V0 →  can be 
adequately modelled. Ciotta [69] extended the models by fitting high density and high 
viscosity data to the excess hard sphere scheme so it would work within the very dense fluid 
region by finding a new set of parameters for Equation 2.26 above. He extended the lower 
range of validity to Vm/V0<1.2.  
2.3.6 Corresponding-States Theory 
Transport properties are calculated in reduced form because they are only universal 
functions of reduced state variables and the previously described hard-sphere theory is an 
example of this with a universal correlation between reduced viscosity and reduced molar 
volume. Viscosity can also be achieved through Equation 2.28: 
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Where m is the mass of one molecule, ε is the maximum-attractive energy of the molecules 
and σ is the separation at zero intermolecular potential energy.  
The theory assumes molecules will interact with a spherically symmetric pair wise additive 
two-parameter potential energy function. Furthermore, it treats translational motion with 
classical mechanics, and states that rotational and vibrational modes do not contribute to 
energy or momentum transport. 
This theory has been used to modify the Lohrenz, Bray and Clark (LBC) correlation which is 
commonly used in industry to predict fluid viscosities downhole leading towards improved 
results and lower absolute average deviations. The LBC theory correlation expresses gas and 
oil viscosities as a fourth degree polynomial in reduced density and was developed only for 
dense gas mixtures in 1964 [70].  LBC is accurate for gas viscosity prediction, but not very 
good for oil prediction. By modifying and fine-tuning the correlation using data from 
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Corresponding-States theory, more accurate predictions can be obtained. Due to the 
simplicity and flexibility, the LBC correlation is one of the most widely used viscosity models, 
especially in most commercial compositional simulators [70, 71]. 
2.3.7 Absolute Reaction Rate Theory 
This class of theories, sometimes called Eyring Theories,  assumes that molecular motion is 
confined largely to vibrations of each molecule within a ‘cage’ formed by nearest 
neighbours as a result of the close packing [72]. Equation 2.29 details estimation for 
viscosity based on the idea that a ‘cage’ is represented by the activation energy barrier and 
molecules escape by jumping into a neighbouring ‘cage’ to give fluid flow: 
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Where   is the distance travelled per jump, δ is the distance between separate layers in the 
liquid, h is the Planck constant, V is the molar volume and T is the temperature. This theory 
is still used for the description of mixture viscosities. Fang et al. [73] have recently 
developed this model further which can give satisfactory results for size-asymmetric 
mixtures containing large and small molecules. However, it should be noted that computer 
studies on hard-sphere and square-well fluids clearly indicate that this description of 
molecular motion based on the van der Waals model is physically much more realistic for 
real dense fluids than descriptions based upon the activation-energy model [58]. Thus, 
many feel this approach is now discredited as there is little molecular evidence that 
activated processes are involved.   
2.3.8 Vesovic-Wakeham (VW) Model 
The VW prediction method expresses the viscosity of a multi-component fluid mixture 
viscosity in terms of the viscosities of each pure species (ηi) and is based on the rigid sphere 
kinetic theory for dense fluid mixtures. This method is based on Enskog theory. 
Furthermore, it is an interpolation method that estimates the viscosity of a mixture from the 
viscosity of the pure species. The properties of the pure species are calculated at the 
mixture temperature and mixture mass density. Important molecular parameters include 
the diameter, σ, of the spherical segment and the chain length, L. These two parameters are 
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related to the excluded volume (σα and Lα) and radial distribution function (σχ and Lχ) in the 
analysis with the mixing rule approximated by the excluded volume of two spherocylinders.  
The molecules of the fluid are approximated by chains of equal-sized, tangentially jointed 
rigid spheres. Recently, it has been possible to account for the effects of molecular shape 
[63]. This method sometimes suffers from the accuracy of the viscosity of pure species 
which is required as an input which can sometimes be quite low. Nevertheless, it is a 
powerful tool to compute the viscosity of mixtures as it relies on a solid theoretical 
description. 
The scheme has successfully been used previously with mixtures of linear and cyclic 
hydrocarbons [74], polyatomic gases [75, 76]   and refrigerants  [77]. Dr Nicolas Riesco and 
Rudolf Umla are developing the VW model further to increase its applicability with 
concentrated brines as well as a wider range of hydrocarbons with CO2 for the QCCSRC 
programme. The experimental data collected from this project on water and CO2 in 
particular was used by the group for testing extensions to the theory for modelling aqueous 
systems. 
2.3.9 Mixed Solvent Electrolyte Model 
The models mentioned previously have shown to be capable of representing viscosities of a 
number of binary and some ternary mixtures. However, results which are not accurate 
enough are sometimes obtained for some specific systems, particularly those with polar 
components such as aqueous mixtures [78]. To overcome this, Lencka et al. [79]   developed 
a comprehensive model for calculating the viscosity of aqueous electrolyte solutions 
applicable for concentrated solutions up to 30 molal and temperatures up to 573 K.  
The model builds on a limiting law for viscosity developed by Onsager et al. [80] from 1932 
which originated from the model proposed by Jones et al. [81] in 1929 for the relative 
viscosity: 
BcAcr 
21
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Where η0 is the viscosity of pure water, c is the molar concentration and Ac
1/2 term is 
identical to that obtained from a limiting-law theory of long-range electrostatic interactions 
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in a dielectric continuum [79, 80]. This model was extended by Kaminsky [82] to include a 
quadratic term to fit viscosity measurements at higher concentrations.  
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Equation 2.31 fails to accurately represent systems involving more than one salt and is not 
able to represent concentrations above (1 to 3) mol.kg-1. Equation 2.30 is useful as the B 
coefficients can be related to the properties of ions [83]. The model developed by Lencka et 
al. [79] builds on this characteristic and gives a clear distinction among the long-range 
electrostatic term ( LRr ), contributions of individual ions (
s
r , quantified by B coefficients) 
and contributions of interactions between ions or neutral species ( ssr
 ): 
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Equation 2.32 is still only applicable to electrolyte solutions in any single solvent. In 2004, an 
effort was made by Wang et al. [84] to use the methodology by Lencka et al. to develop a 
comprehensive model for mixed-solvent electrolyte (MSE) systems by establishing new 
mixing rules which relate the viscosities of solvent mixtures, ηmix, to those of pure 
components using modified volume fractions outlined in [84]. In MSE systems, it is 
necessary to take into account the effects of changing solvent composition on the 
contributions of individual ions on the interactions between species.  The authors modify 
Equation 2.32 by removing the use of the reduced viscosity as it is not an obvious measure 
of electrolyte effect. Instead, the difference between the viscosity of the solution (η) and 
the solvent mixture ( 0
mix ) is used as it shows regular and monotonic variations for both 
electrolyte and solvent concentrations [84].  
sssLR
mix
  0            (2.33) 
Specific details and how to calculate the individual components are described further in 
[84].  
Although the model does not account for dissolved fluids and does not incorporate the 
effects of pressure which are important in reservoirs, it has since successfully been 
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implemented in software for simulating both thermodynamic and transport properties of 
electrolyte systems [84, 85] and is currently used commercially.  
2.3.10 Empirical Equations 
In the absence of molecular theory to underpin models, correlations can be developed 
which are purely empirical in nature and based solely on experimental reference data. Some 
are semi-empirical where they have some theory underpinning their form.  
The Vogel-Fulcher-Tammann (VFT) equation is one such equation which accurately 
describes the temperature dependence of viscosity through incorporating an Arrhenius type 
term. This has formed the basis for the correlation used for viscosity to underpin 
measurements made in this work and is further described in Chapter 7. 
Predictive molecular approaches for viscosity are not yet sufficiently well established for 
systems as complex as those measured in this work and, hence the need here to adopt a 
more empirical approach. 
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3. Density 
3.1 Importance of Density Measurements 
Having outlined one important property being investigated in this work, this chapter will 
describe experimental techniques for measuring density as well as common methods used 
for correlating/modelling data.  
In chemical engineering, calculations for chemical process flow conditions, material 
throughput and hydrostatic stresses require gas and liquid density data. In the 
transportation of gas and crude oil in pipelines, it is important to know the density of the 
fluids flowing in the pipes for metering purposes. Different types of sensors are included in-
situ in pipelines depending on the fluids being measured. Quantification of the mass or 
volume of fuel flowing in a pipeline allows a financial cost to be attributed to the fuel as it is 
being processed.  
Density meters are also used in refineries for blending and controlling the quality of multi-
product pipelines, separating different densities into different storage tanks. This ensures 
minimum contamination of one product by another. They are also used for monitoring 
gases in a flare stack and for the mass flow metering of aviation fuel onto an aircraft. 
Density is also important property for modelling and predicting how CO2 will interact in the 
subsurface during injection for carbon storage. Understanding this property in particular 
allows for a better knowledge of the mechanisms involved in CO2 storage, and consequently 
the time required for effective containment.  
An understanding of the density allows for characterisation of the likely flow patterns which 
will be encountered. Again, this would be important for knowing the optimum regions to 
penetrate a reservoir for the most effective injection strategy. Convective flow vs. gravity 
flows determining the shape of the evolving CO2 plume. The density of CO2 relative to brine 
and/or oil phases at different stages of dissolution drives the mixing process, fluids rise in 
the reservoir towards the caprock against falling lower in the reservoir later as gravity driven 
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flows take over. This essentially leads to a mixing of the reservoir. Simulations by Pau et al. 
[86] illustrate this in Figure 3.1. 
 
Figure 3.1: Simulation of CO2 diffusion into brine with arrows indicating direction of flow 
[86].  
CO2 diffuses into the brine and so causes the density to increase. As more CO2 dissolves in 
to the formation water, the resulting layer of carbonic acid is now less buoyant than the 
formation water beneath it. Since its relative density has increased, it sinks and churns up 
fresh brine and so a convective process commences which significantly increases the rate of 
CO2 uptake. 
There are numerous techniques available for measuring density which have been discussed 
in this first section of this chapter. Following this, some modelling techniques are 
considered. 
3.2 Methods for Measuring Density  
The following sections outline a mixture of methods for determining density, some very 
accurate and others are very rough. The preferred method for this work was a u-tube 
densimeter (a vibrating body technique) as it gives very high accuracy and is the most 
suitable technique for high pressure, high temperature measurements. It has been 
summarised at the end of this section. 
3.2.1 Weighing Technique 
This is a very simple method for deducing density directly by passing the fluid in question 
through a vessel of known mass and volume. By measuring the change in mass of the 
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system from its unfilled state to its filled state, the density can be determined. One 
implementation of this ideology is a horizontal, vibration free U-tube which is has flexible 
inlet and outlet ends which can pivot at these points. The fluid is passed through the U-tube, 
and the density is deduced based on either the displacement of the system from the 
horizontal or the force required to maintain its original position (either electrically or 
pneumatically).  
This device can handle corrosive products because it can be fabricated from suitable 
materials. It can only be used with dense fluids as the tube must have a low mass and high 
internal volume to retain good sensitivity implying a thin wall [45]. Furthermore, it is only 
suitable at low pressures (around 0.1 MPa) because of the effects of dilation.  
3.2.2 Buoyancy Technique 
Instruments using this technique operate on the Archimedes principle. The common mode 
of operation is to determine the force required to maintain a sinker at a null-point while it is 
totally submerged within the fluid of interest so as to avoid interfacial tension effects.  
Alternatively, a sinker mechanically attached to a chain can be utilised for density 
determination. As the density fluctuates, the height of the sinker will change. It is possible 
to determine the density directly by monitoring when the sinker reaches a new stable 
position from the linear displacement. This type of instrument is good for liquid levels in a 
tank. Though, it is not used for flowing media and automatic process control purposes. The 
instruments have to be mounted in a vibration-free zone and the time-constant of response 
to density fluctuations is too long for good process control. 
3.2.3 Hydrostatic Head Technique 
This technique involves measuring the pressure difference by a head of fluid within a 
gravitational field to determine the density via Equation 3.1: 
   Tp
gh
p
Tp gas ,,  

                (3.1) 
Where ρ is the fluid density, Δp the pressure differential over a height h, and g is the 
gravitational field strength. ρgas accounts for the density of the head of the gas exposed to 
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the reference side of the differential pressure transducer. A common application for this is 
measuring the density from the outflow of a tank of fluid. A differential pressure transducer 
is mounted near the base of a process tank which has a fixed height overflow.  
3.2.4 Centrifugal Technique 
This technique is the first of the indirect methods being considered as potential methods for 
deducing the density of a substance. Density is obtained by measuring the pressure 
difference (Δp) generated when a fluid is exposed to an angular velocity ω at radius r from 
Equation 3.2: 
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Figure 3.2 from Wakeham et al. [45]  shows a schematic of such a device. Systematic errors 
can arise from the flow rate of the process stream fluid through the densimeter if it is too 
high. It must be at a rate which is representative of the fluid within the actual process 
stream. A compromise must be reached for the flow rate.  
 
Figure 3.2: A densimeter based on the centrifugal technique [45]  
3.2.5 Ultrasonic Technique 
The thermodynamic speed of sound u in a homogeneous liquid is given by: 
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where κS is the isentropic compressibility. Analysis of sound-speed data to obtain density is a 
complicated process involving thermodynamic integration, subject to initial values, over a 
pressure-temperature surface and so it is not a single point technique.  
3.2.6 Refractive Index Technique 
Measurements of the optical refractive index and the application of Snell’s law can be used 
to determine the fluid density for polar and non-polar fluids. Knowledge of the mixture 
composition is important because this technique uses a coefficient which depends upon it. 
This technique can be used for hydrocarbon mixtures because they comprise the same 
major components most of the time and so a rough density measurement can be deduced 
within a few % of accuracy. 
3.2.7 Nuclear Attenuation Technique  
Nuclear radiation is used in this technique to deduce density measurements.  
 
Figure 3.3: A densimeter based on nuclear attenuation [45]  
Figure 3.3 shows it functions by the attenuation of a radioactive source by a fluid sealed 
between a source and a detector. Attenuation occurs across the pipe diameter and either γ-
rays or other nuclear radiation can be used.  The method is used to determine the average 
density of two immiscible phases i.e. liquid and gas. Low radiation sources can be used to be 
exempt from licence requirements, but, the disadvantage is that several minute integration 
times are required to obtain good statistics for working out the fluid density.  
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3.2.8 Piezometer and Bellows Volumetry 
A piezometer is a device for measuring the pressure of a fluid or the degree of 
compressibility of a substance when subjected to such pressure. Traditional methods for 
measuring pressure typically use mercury as a pressure transmitting medium. Mercury is 
toxic and its use is restricted due to its environmental impact. Modern piezometers use no 
or minimal volumes of it. They can be divided into three categories [45]: fixed volume 
devices measuring mass or amount of substance contained; variable volume devices 
monitoring the change in pressure from changing the volume; and devices which utilise one 
or more expansions from one volume to another.  
A prime example of a piezometer is a bellows volumometer described by Woolf in [45]  
where the fluid to be compressed is fully contained within the measuring cell and is 
prevented from contamination via a pressuring medium. 
The cell can be entirely or partially flexible bellows that transmits a pressure to the fluid and 
its linear movement is measured to determine the resulting compression on the fluid via 
Equation 3.4 whereby the density can be obtained from Equation 3.5: 
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Where A(pr) and L(pr) are the effective cross-sectional bellows area and length and V(pr) is 
the volume of the measuring cell corresponding to such dimensions at reference pressure 
pr. This is usually taken as 0.1MPa. V(p) and L(p) are the volume and length at new pressure, 
p, respectively. Corrections are necessary for the effect of the pressure on the cell 
components and the pressure vessel itself.  
Bellows volumometers have been designed and constructed which can function up to 450 K 
and 1200 MPa [87]. If the cell is constructed to a high specification and there is a good 
determination of the bellows motion, accuracies of ±0.1% or better may be achieved; 
comparable to those of absolute piezometers  [45]. 
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3.2.9 Isochoric Methods 
The isochoric method involves filling a high-pressure cell with a specific amount of fluid 
which is compressed using a compressor; the cell being immersed in a thermal bath for 
accurate temperature control [45]. This gives a closed system whereby there is a fixed 
volume. The volume needs to be determined at the initial reference conditions because the 
cell expands as the temperature and pressure are increased [88]. The temperature and 
pressure can be varied and the density can be calculated from the volume of the cell and 
the amount of fluid contained within. Variations can be accounted for via the thermal 
expansion and compression factors of the cell material yielding an accuracy of ±0.1% or 
better over wide ranges of temperatures and pressures. 
3.2.10 Vibrating Body Techniques 
The vibrating wire method introduced in Section 2.2.5 for viscosity determination can also 
be used for simultaneous density measurements. This is only possible when the vibrating 
wire is connected to a sinker which permits sensitivity to the buoyancy effects on the wire 
from the surrounding fluid. The density can be obtained from the working equations. This 
has been discussed in more detail in Chapter 4.  
An apparatus referred to as the vibrating-wire-sinker (VWS) installation was already 
commissioned in the laboratory at the beginning of this project. It has been used in the past 
for measurements on a variety of systems [69]. This equipment was used as an induction 
into vibrating-wire systems and some measurements were performed on the hydrocarbon, 
2,6,10,15,19,23-Hexamethyltetracosane (squalane).  
The principal vibrating-wire sensor used in this work is only used for viscosity determination. 
This is because the wire is rigidly clamped at both ends and is not attached to a sinker as in 
the VWS device; the sensitivity to buoyancy effects is removed. Therefore, simultaneous 
density determination was not possible as the governing equations do not allow density to 
be calculated independently for this end-condition of the wire.  
The density was determined separately using the vibrating tube densimeter technique. This 
method was used as it was possible to buy off-the-shelf and has a high accuracy. The 
particular model used in this work was the Anton Paar DMA HPM. This was connected in 
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series with a custom designed pressure vessel which contained the VWV. This gave accurate 
density measurements of the fluids in question and so permitted an input to the working 
equations (see Section 4.3 in Chapter 4) for the viscosity to be calculated. Other reasons for 
selecting this device were because the densimeter could be installed in series in the 
flowlines; it has a chamber fabricated in HC276 which accounted for corrosion problems; 
the fluid inventory requirement is small and so this did not add a significant value to the 
overall volume of the system; and lastly, we have experience in the laboratory using this 
instrument. The apparatus designed and commissioned in this project is referred to as the 
vibrating-wire, vibrating-tube (VW-VT) installation. The techniques discussed below relate to 
the methods used in the laboratory. 
3.2.10a Tensioned Wire, Rod or Tube 
The tensioned wire is the most commonly used mechanism and the VWS previously 
mentioned utilises this technique. The vibrating wire is tensioned by adding a weight 
(sinker) attached to its lower end to enable measurement of both the density and viscosity 
of the fluid [51, 52, 89-92]. 
The density is determined via the hydrostatic weighing principle where the vibrating wire 
acts as a force sensor to detect the apparent weight of the sinker when both are fully 
immersed in the fluid to be tested. There will be a difference between the measured 
resonance frequency when it is immersed in the fluid and when it is not. This will be the 
buoyancy force which is exerted on the sinker by the fluid. Consequently, this reduces the 
tension in the wire thereby lowering its resonance frequency; from this the density can be 
measured [89, 90]. 
The vibrating wire with a tensioning weight is an excellent device for practical, laboratory 
measurements of viscosity and density; the method can be used to measure the absolute 
viscosity of substances. However, this set up was not used in this project for aqueous media 
measurements as the instrument is very sensitive and so it can be difficult to perform 
experiments. Instead, a densimeter based on the U-tube principle was utilised. 
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3.2.10b U-Tube 
Figure 3.4 illustrates the concept of a vibrating twin tube densimeter. These vibrating tubes 
are usually operated electromagnetically in the lateral mode.  
 
Figure 3.4: Vibrating twin-tube densimeter [45] 
This set up involves two identical parallel straight tubes which are clamped at each end. 
Care needs to be taken to ensure the tubes do not couple together. Therefore, they are 
driven at the lowest order mode frequency to guarantee that the centres of the tubes move 
in opposition to one another, so as to reduce systematic errors due to the support recoiling 
in response to the motion of the tube [40]. 
Alternatively, a single U-shaped tube can be used and this is connected to a large support 
block. Conversely, this is operated at a higher order frequency mode with the same purpose 
to reduce the coupling of the tube to the support. Figure 3.5 shows a schematic of the single 
U-shaped tube used in this work: 
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Figure 3.5: Top view and side view schematic of the vibrating-tube densimeter used [93] 
In both instances, the set-up could be affected by vibrations from the process stream or the 
mounting arrangement. The tube assembly is connected to the process stream with flexible 
couplings aiming to reduce external vibrational effects.  
Vibrating tubes are insensitive to orientation relative to gravitational field, and they are also 
unaffected by changes in viscosity. Even though they can be operated at high pressures (140 
MPa), they are not suitable for use in industry in reservoir conditions. A design trade-off is 
required between a thin-wall tube for sensitivity versus a thick-walled tube for high pressure 
operation. Furthermore, the vibrating tube is often placed in a vacuum to prevent corrosion 
and also dampening of the tube by air. The simplifications applied to the theory means the 
instrument requires frequent and meticulous calibration to account for aging and shock 
effects. Therefore, these points all imply that vibrating tube densimeters are not suitable for 
downhole measurements; they are more suited for precise measurement of density 
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differences in either static or sample flowing mode in the laboratory. The Anton Paar DMA 
HPM densimeter was the densimeter of choice because it only required a small fluid sample, 
had an internal heating loop for passing a separate heating fluid and most importantly, it 
was compatible with concentrated brine solutions. Moreover, it has an extremely high 
accuracy and had been used successfully in another installation in the laboratory.  
3.3 Density Modelling 
Density is generally correlated using an appropriate equation of state. An equation of state 
for a pure fluid relates the various equilibrium thermodynamic properties to one another, 
and is usually a semi-empirical function which, at its limits, will approach theoretical values. 
Most equations of state are empirical modifications of the ideal gas equation of state or the 
van der Waal’s equation. Purely theoretical equations of state are usually unable to 
represent measured data to within their experimental accuracy [58]. The equations allow 
for the conversion of pressure and temperature data into density values at given 
temperatures. 
3.3.1 Ideal Gas Law 
The simplest equation of state is that for the ideal gas shown in Equation 3.6: 
nRTpV                     (3.6) 
Where p is pressure (absolute), v is volume, n is the number of moles of substance, R is the 
universal gas constant and T is the absolute temperature. This equation has been used as a 
basis for the development of two major different types of equations: cubic equations of 
state and virial equations of state. The ideal gas law itself is a combination of Boyle’s law 
and Charles’s law.  
3.3.2 Van der Waals Equation of State 
Van der Waals modified the ideal gas law to include two new parameters to give Equation 
3.7: 
  RTbV
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Here Vm is the molar volume, “b” accounts for the volume occupied by the molecule, and 
the term (a/V2) accounts for intermolecular forces [58]. The constants a and b have positive 
values and are characteristics of the individual gas. It gives a good representation of the 
behaviour of certain fluids and so has formed the basis for the development of much more 
accurate, modern cubic equations of state which are discussed further later on. 
3.3.3 Virial Equations of State 
The compressibility factor of a fluid, Z is given by Equation 3.8: 
RT
p
Z

                  (3.8) 
The virial equation for gases expresses this factor as a power series either in inverse volume 
or in pressure which reduces to the ideal gas law at the limit of zero pressure. Equations 3.9 
and 3.10 outline the expansions: 
...1
32

V
D
V
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V
B
RT
pV
Z              (3.9) 
  ...''1 2  pCpBRTPVZ                        (3.10) 
The virial coefficients themselves are functions of temperature only; B arises from the 
interactions between pairs of molecules, C from triplets etc. The expansion is often 
truncated to either second or third term and used to represent the properties in the gas 
phase. Given the pressure and temperature, either the volume or density can be calculated 
iteratively using an appropriate numerical method. Many extensions of this form of 
equation continue to be made, leading to the most accurate equations available which 
represent all the equilibrium thermodynamic properties to within their experimental 
accuracy for a limited number of pure fluids. These equations include the Helmholtz energy 
functions and pressure factor functions [58]. 
3.3.4 Cubic Equations of State 
Cubic equations of state are very flexible given the additional number of parameters and are 
probably the most extensively used EOSs used in industry, and quite extensively in academia 
when dealing with complex mixtures. They are best used when correlated with extensive, 
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accurate experimental data. Van der Waals equation is good for a qualitative description for 
the behaviour of molecules but it fails to quantitatively predict many saturation and single-
phase properties of many fluids with sufficient accuracy.  
Redlich and Kwong [94] significantly improved the performance of the equation by 
introducing a weak temperature dependence for the attractive term as shown in Equation 
3.11: 
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p            (3.11) 
Volumetric predictions were improved, especially in liquid region. It was still not adequate 
enough though to count for all fluids. 
The Soave-Redlich-Kwong (SRK) and the Peng-Robinson (PR) equations denote the best 
advancement in cubic equations in the 1970s whereby they were well received by 
engineers. Equation 3.12 outlines the SRK equation: 
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where      ccr pTRTkTa 22
2211142747.0   
2176.0574.148.0 k , 
  and      cc pRTb 08664.0              (3.12) 
Here parameter a is now temperature dependent and is fitted to a third parameter for pure 
hydrocarbons, the acentric factor ω. This appears in the expression for a but the b 
parameter is constant.  
Equation 3.13 outlines the PR equation which extends the denominator of the attractive 
term: 
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where        ccr pTRTkTa 22
2211145724.0   
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226992.054226.137464.0 k , 
 and       cc pRTb 0778.0              (3.13) 
These equations tend to be used when dealing with hydrocarbon systems. The introduction 
of ω greatly improved the fit to the saturation properties of hydrocarbons for both 
equations. The choice of equation will depend on the hydrocarbon being considered and the 
desired property prediction.  
3.3.5 Tait Equation 
The modified Tait equation is one of the more widely used methods for obtaining densities 
of complex fluids. It can reproduce densities over wide ranges of temperature and pressure 
(or density) due to the number of adjustable parameters it possesses. It is one of the 
simplest empirical equations for fitting liquid density data of pure components. The general 
expression is given in Equation 3.14 [95]: 
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C

             (3.14) 
Here, C and B are adjustable parameters ascertained from fitting pressure and density data. 
ρ0 is the density at a reference pressure p0 usually taken as 0.1 MPa or the saturation 
pressure. The parameter C is fairly independent of temperature over a wide range of 
pressures, but the B parameter is usually correlated with a second-degree polynomial as 
shown in Equation 3.15: 
2
rr cTbTaB                (3.15) 
Here, Tr is a reduced temperature. A crucial advantage of the equation is that it continues to 
give reasonable accurate density results when extrapolated to higher pressures outside the 
experimental range. Values for both parameters for a number of substances have been 
extensively covered in literature [95-97]. 
Al-Ghafri et al. [98, 99] under the QCCSRC have performed an extensive study on the density 
of pure brines to high temperature, pressure and salinity. Here, the density results have 
been correlated using the modified Tait equation. A model is presented for determining the 
density of mixed brines based on the densities of the single electrolyte solutions. 
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4 Vibrating Instruments 
4.1 Development of the Vibrating Wire 
Having decided to use vibrating devices for both viscosity and density as described in the 
previous two chapters, I now go on in this chapter to describe in more detail the principles, 
design and working equations for these devices.  
The vibrating wire originates from early research on pendulums into the effects of different 
media on the oscillation period. Why did the vibration period increase when moving from 
vacuum to air? This fundamental idea that a fluid surrounding a solid vibrating body will 
affect its natural mode of oscillation underpins the theory of the vibrating wire. Bessel 
recognised in 1830 the buoyancy and inertia effect of air would cause an increase in the 
period of vibration and, additionally, the viscosity of the fluid. In 1901, Stoke applied the 
Navier-Stokes’ equations [100] to the pendulum system and established a solution for the 
system which relates viscosity and density effects on the period of vibration. He developed 
this further, and came up with a solution when he applied his theory to an infinitely long 
cylindrical rod vibrating in an infinite fluid. This formed the basis for developing vibrating 
wire instruments for determining viscosities and densities of fluids. 
The first practical device was fabricated in 1963 by Tough et al. [101, 102]  and successfully 
used for measuring the viscosity of Helium; they combined the hydrodynamic theory with 
the mechanical theory for a stretched wire having no flexural stiffness. The time lag for 
establishing a working device was due to the necessity to have advanced electronics which 
could detect the very small movements of the wire.  
The properties the material of choice for a vibrating wire must possess are high hardness, 
high density, high tensile strength and high melting temperature. Tungsten is an appropriate 
material of choice. This has a high flexural stiffness, thus, Retsina et al. [51, 52] updated the 
theory of vibrating-wire over twenty years later in 1986/87. Here, the vibrating wire was 
remodelled as a prismatic rod with flexural stiffness. Rigorous design criteria were also given 
which permitted the design of a functioning device where the operating limits were well 
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defined. This allows the selection of the best wire diameter, appropriate dimensions for the 
sensor and therefore pressure vessel as well.   
Alternative wire materials are possible. Stainless steel wires have been used in some 
studies. It is also possible to use thermocouple wire and in this work a (90 mass% platinum + 
10 mass% iridium) composite was used.  
There are two principal types of vibrating wire sensors. One type of instrument involves the 
use of a tensioning sinker where the wire is suspended vertically. This weight gives an 
increased sensitivity to density since a buoyancy force is introduced to the working 
equations when the sinker is surrounded by fluid; viscosity and density can be determined 
simultaneously. 
The second type of viscometer involves clamping a wire rigidly between two end supports 
which are fixed. The sensitivity to density is lost and so another method for density 
determination is required, as previously mentioned in Chapter 2. However, this permutation 
of the viscometer is relatively robust. It is interesting to note that it is independent of 
orientation and so it is similar to the design which is being tested for wireline logging of 
viscosity in industry [103].  This project has made use of this viscometer design and the 
theory and working equations of the instrument will be discussed in this chapter. 
4.2 Theory of the Vibrating Wire 
The theory behind the vibrating wire system considers two main contributions; the motion 
of the wire and the mechanics of the surrounding fluid. Here, an outline is presented of the 
key working equations with their derivation to convey the working range of practical 
devices. A detailed analysis on the full working equations and theoretical constraints on 
their validity are presented elsewhere [51, 52].  
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4.2.1 Mechanics of the Vibrating Wire 
 
Figure 4.1: Ideal model of the vibrating wire 
Figure 4.1 depicts a wire subjected to an axial tension, T, which is forced into oscillation in 
this two dimension coordinate system. The wire can be considered to be a stiff string.  This 
is an intermediate case between the ideal string and the ideal bar. In the former, the only 
restoring force is due to tension and, in the latter it is due to flexure stiffness. Practical 
vibrating wires are indeed this intermediate solution where tension provides the dominant 
restoring force but flexure stiffness is significant.  
Morse et al. [104] can be consulted for a more detailed description of transverse waves on a 
stiff string. In the simplest case, the wire is considered to be a piece of stretched string (i.e. 
no flexure stiffness) which is free to vibrate in the transverse directions, as pictured in Figure 
4.1, in a plane symmetric about the centre line. The normal forces acting on the string can 
be considered by taking an infinitesimal element of the string in the plane and performing a 
force balance for them as shown in Figure 4.2: 
L L TT
y, ξ
z, ζ
R
r σ
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Figure 4.2: Force balance on an infinitesimal element of a piece of string 
Here, the assumption is made that angles θ1 and θ2 are small and so a first order Taylor 
series expansion can be applied to give Equations 4.1 and 4.2: 
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 11 tan                  (4.1) 
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Equation 4.3 gives the normal force acting on the wire in a direction away from its rest 
position, F: 
dz
t
y
mF sa 2
2


                   (4.3)
   
where ms is the mass per unit length of the wire. Using the relationship θ ≈ sinθ to equate 
the forces in the y-direction and setting the resultant force equal to zero for free vibration, 
Equation 4.4 for the force balance on a string obtained: 
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where T is the tension in the wire. Metallic materials used for the vibrating wire such as 
tungsten have significant flexure stiffness. Hence, an assumption of no flexure stiffness as is 
y
z
T
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the case when considering a vibrating string is not valid; the small element will also be 
subjected to shear forces and bending moments as well as shown in Figure 4.3. 
 
Figure 4.3: Additional flexural stiffness components 
Using a first order Taylor series expansion and equilibrating the forces in the y-direction 
gives Equation 4.5: 
dz
z
V
Fy


                  (4.5) 
where V is the shear force. From the bending moment equilibrium about z + dz: 
dz
z
M
Vdz


                  (4.6) 
where M is the bending moment. Additionally, the relationship in Equation 4.7 is obtained 
from flexural theory: 
dz
z
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EIM a 2
2


                  (4.7) 
where E is the modulus of elasticity of the element and Ia is its second moment of inertia. 
Equations 4.6 and 4.7 are then substituted into Equation 4.5 to give an expression for the 
force arising from flexure stiffness, Equation 4.8. 
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This force can then be accounted for in the force balance on the string by substituting 
Equation 4.8 into Equation 4.4 to give Equation 4.9. 
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Lastly, the effects of damping and added mass due to the fluid surrounding the wire must be 
taken into account. The damping force is given by Equation 4.10: 
  dz
t
y
ddF fd


 0               (4.10) 
where df is the viscous damping of the fluid to be determined by the fluid mechanics and d0 
is the internal damping for the wire not being perfectly elastic. The force required to 
displace the surrounding fluid is given by Equation 4.11:  
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2

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               (4.11) 
where mf is the inertial mass of the fluid, again determined by fluid mechanics. mf 
incorporates the mass of fluid the wire must displace as well as the inertia of accelerating 
and decelerating the fluid as it is displaced. Incorporating Equations 4.10 and 4.11 into 4.8 
gives Equation 4.12 for free transverse oscillations.  
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Equation 4.13 shows the result for forced oscillations where F(z,t) is the amplitude of the 
force per unit length, and eiωt describes how the function behaves with time. The 
exponential form is used for mathematical simplicity as only the real part is physically 
significant; the imaginary part can be ignored. Both these force balances neglect the 
presence of rotary inertia effects or shearing deformations which arise from distortion of 
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the planes of the tube. This is valid under the condition that the length of the wire is 
significantly greater than its radius. At higher frequencies the length is subdivided into 
shorter portions between nodes and so failure of this assumption may be important [105]. 
4.2.2 Fluid Mechanics 
It is useful to describe the fluid mechanics of a general system, to be able to better 
understand the theoretical constraints on operating a vibrating wire viscometer and hence 
highlight its working range. Figure 4.4 shows the coordinate system for the analysis of the 
fluid mechanics. 
 
Figure 4.4: Cross-section of the wire showing the co-ordinate system for fluid mechanics 
analysis 
It is assumed that a vibrating wire of radius R is in a configuration of a cylinder of radius Rc 
which is infinitely long and undergoing periodic transverse oscillations in an unbounded 
fluid. The oscillations are of amplitude εR and frequency ω. The fluid is an incompressible, 
Newtonian fluid of density ρ and viscosity η. The mass conservation equation for an 
incompressible fluid and the Navier-Stokes’ equations are given by Equations 4.14 and 4.15 
respectively: 
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  0
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
p
t
                   (4.15) 
where t is time, ρ is the density of the fluid, v is the velocity vector, f is the stress tensor, p is 
the pressure and g is the gravity vector. In choosing this configuration, some assumptions 
need to be made to simplify the analysis in order to obtain an exact solution:  
1) Steady-state condition 
2) Incompressible fluid 
3) Stokes’s hypothesis valid for Newtonian fluids 
4) Linearization of the Navier –Stokes’ equation 
5) No-slip condition at the cylinder surface 
Assumptions 1 and 2 are valid if the velocity of oscillation is small compared to the speed of 
sound in the fluid. Therefore, there is a constraint on the Mach number, 1 cRMa  . 
From this, Equation 4.14 reduces to Equation 4.16. 
0 v               (4.16) 
Assumption 3 applies for any Newtonian fluid and allows f to be expressed in terms of the 
dynamic viscosity of the fluid (Stokes’ law) through Equation 4.17: 
  Tvvf                (4.17) 
where superscript T denotes the transpose of v .  
Assumption 4 is valid when flow is significantly laminar. The Reynolds’ number is the ratio of 
nonlinear inertial to viscous forces given by Equation 4.18. 

 2
Re
R
               (4.18) 
The ratio of linear inertial forces to viscous forces is defined by quantity Ω through Equation 
4.19. 

 Re2

R
              (4.19) 
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Hence, linearization of the Navier-Stokes’ equation is valid when Equations 4.20 are met. 
This neglects nonlinear inertial effects while retaining viscous and linear inertial effects. 
1~  and 1~Re              (4.20) 
The amplitude of the oscillations is much smaller than the radius of the wire. If the above 
conditions are met then Equation 4.15 can be simplified by omitting the nonlinear inertial 
term and incorporating the gravitational term into the pressure term to give Equation 4.21. 
v
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                   (4.21) 
Assumption 1 also implies that v will have no z component since the cylinder is infinitely 
long. Likewise, p, vr and vθ are independent of z. A stream function can be defined for the r 
and θ components of the velocity in Equation 4.22. 
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By defining Equation 4.21 in terms of the stream function and cross differentiating, Equation 
4.23 can be obtained. 


































2
2
4
4
3
3
4
4
32
3
222
4
2
32
2
3 1
2
1221
rrr
r
rrrrrrtr
r
trtr











   









2
2
32
41


rrr
                  (4.23) 
A steady state periodic solution is sought which is symmetric about the plane x=0. A set of 
boundary conditions must be imposed. At infinity, the fluid would be stationary and so: 
0rv and 0v as r            (4.24) 
In order to satisfy 4.22 and 4.24, ψ should tend to an arbitrary constant such as 0 as r  
0 as r               (4.25) 
Assumption 5 implies there is no flow into the cylinder at the moving surface of the cylinder. 
The velocity of the fluid at this point must be the same as that of the cylinder; the mean free 
path and correlation length of the molecules are small with respect to both the cylinder 
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radius and the viscous penetration depth. The velocity at the moving surface is given by the 
differentiation of displacement with time. It is possible to again use eiωt for the periodic 
motion multiplied by the amplitude of displacement (εR). As it has been assumed that ε<<1 
(Equation 4.20), the boundary conditions for the average position of the cylinder are given 
in Equation 4.26. 
  cosRe tir iv            and         

 sinRe
tiiv              at r = R          (4.26) 
Hence, from the definition of the stream function (Equation 4.22) 
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             at r = R          (4.27) 
In order to solve Equation 4.23 subject to the boundary conditions 4.25 and 4.27, it is 
convenient to adopt dimensionless variables defined in 4.28.  
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Using the above relations in Equation 4.23 gives Equation 4.29. 
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The boundary conditions for this equation are given in 4.30. 
              

 cos

 iie  and 

 s in

 iie  at σ = 1 and 0 as                   (4.30) 
Motivated by the boundary conditions in 4.30 a solution of the form in 4.31 is desired. 
    sin ief               (4.31) 
By substituting Equation 4.31 into Equations 4.29 and 4.30, Equation 4.32 is established. 
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The boundary conditions for 4.32 are given in 4.33. 
if  ,            i
d
df


      at 1     and 0f     as            (4.33) 
Equation 4.32 has the general solution given in Equation 4.34 [51]: 
    iDiKiiCJBAf 

11              (4.34) 
where J1 is a Bessel function of the first kind and K1 is a modified Bessel function of the 
second kind. Because 0f as  , B = 0 and C = 0, otherwise f would become 
unbounded. Equation 4.35 gives the solution for this case: 
  iDiKAf 

1                                   (4.35) 
where A and D are obtained from the boundary conditions from Equation 4.33 to give 4.36.  
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           (4.36) 
Having obtained the solution to the dimensionless stream function, φ, the force per unit 
length in the direction of oscillation that the wire exerts on the fluid is given by Equation 
4.37:  
   

 
2
0
s incos Rrrrr RdpF                         (4.37) 
where τrr and τrθ are stresses acting on the surface of the wire. Equation 4.37 can be 
expressed in terms of the function φ and then solved to give Equation 4.38.  
 iAeRF ti 21              (4.38) 
The force per unit length can also be expressed in the form given in Equation 4.39: 
 'ReRe22 kikRF titi              (4.39) 
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where acceleration due to gravity is given by 
ti Re2 and the velocity by 
tii  Re . 
Thus, the quantities mf and df required by the wire mechanics Equation 4.13 can be given by 
those in 4.40: 
kRm f
2      and   '
2 kRd f              (4.40) 
where k and k’ are found by equating Equations 4.38 and 4.39 to give the relations in 4.41. 
 Ak  21  and   Ak  2'                     (4.41) 
Here,  A  and  A denote the imaginary and real parts of A respectively. 
4.2.3 Working Equations 
The fluid mechanical expressions for the force on the wire per unit length (Equation 4.40) 
can be substituted with the equation for the motion of the wire (Equation 4.13). Equations 
4.42 to 4.45 define some dimensionless variables which can be introduced. 
2
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1
RIa                (4.42) 
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                   (4.44) 
  214~ as EILm                (4.45) 
Equation 4.13 can therefore now be rewritten in the form detailed in Equation 4.46 [52]. 
         

  02'~1 
tieD                    (4.46) 
The mechanical problem can then be solved by the given boundary conditions. This method 
has been described elsewhere [42] and gives the solution detailed in Equation 4.47. 
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Here, ω=2πf  and f0 is the resonance frequency in vacuum. 
The tensioned wire is placed in a permanent magnetic field and a sinusoidal current is 
passed through it using PTFE coated copper lead wires connected to a lock-in amplifier. 
Consequently, this excites the wire as a Lorentzian force acts on the wire which sets it into 
motion. This motion induces a voltage across the wire due to Faraday’s Law which is 
measurable also from copper lead wires to the sensor. A detailed derivation for the 
mathematical expression relating the experimental voltage developed to the fluid 
properties can be found in [42]. Equation 4.48 expresses Faraday’s Law. 
 
1VBuz
t
BA



              (4.48) 
It has been shown in [106] that the induced voltage developed across the wire is given by 
Equation 4.49. The expression is arrived at by taking the average along the length of the 
wire, and substituting the expression for the velocity obtained by differentiation of Equation 
4.48 with respect to time as well as the equation for the force per unit length acting on the 
wire: 
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where L is the half-length of the wire, Lm the half-length of the magnet, B the magnetic field 
strength and I the amplitude of the current in the wire. Parameter Λ is determined 
experimentally since assumptions are made in deriving the above expressions and also 
quantities such as B cannot be measured with sufficient certainty.  
Multiplying top and bottom of Equation 4.49 by –i and rearranging gives Equation 4.50. 
     
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12' 2200
21 ffif
f
V                     (4.50) 
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The voltage developed can be considered in terms of its real and imaginary contributions by 
equating Equation 4.51 below to Equation 4.50 to give Equations 4.52 and 4.53 for the real 
and imaginary parts respectively. 
iYXV 1               (4.51) 
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The amplitude of the voltage is given by Equation 4.54 where, with the substitution of 
Equations 4.52 and 4.53, it is possible to obtain Equation 4.55.  
22
1 YXV                (4.54) 
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The bandwidth of the resonance is defined in Equation 4.56: 
  fffb               (4.56) 
where f+ and f- are the frequencies at which the amplitude of V1 is 21 of that at 
resonance. Therefore, Equation 4.57 can be inferred. 
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              (4.57) 
Replacing f with f± and fr as appropriate in Equation 4.55 allows Equation 4.58 to be written 
for the bandwidth. 
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The VWV sensor operates by inducing transverse oscillations of a stretched thin cylinder in a 
surrounding fluid. Electrical drive is achieved by virtue of a lock-in amplifier to provide a 
constant sinusoidal drive source. The wire needs to be placed within a magnetic field 
perpendicular to its axes in order for the alternating drive current to induce motion. When 
there is a constant current passing through the wire, the resulting motion in the magnetic 
field induces a voltage according to Faraday’s law, which, in turn is detected by the lock-in 
amplifier. This signal is amplified in a narrow bandwidth; noise sources at other frequencies 
are eliminated in the lock-in amplifier. 
Figure 4.5 shows a comparison of the typical response from the oscillating wire under a 
constant sinusoidal current when in a gas or a liquid (air and water respectively). The 
broader profile in water arises from the viscous damping effect of the fluid. 
 
Figure 4.5: Comparison of resonance curves in different fluids 
The resonance curve (V) in Figure 4.5 comprises of two voltage contributions: one arises 
from the motion of the wire (V1) and the other from the electrical impedance of the 
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stationary wire (V2) as approximated in Equation 4.59 below. V1 has been defined previously 
in Equation 4.49 and V2 is approximated in Equation 4.60.  
21 VVV                (4.59)
      
icfbiaV 2               (4.60) 
Equation 4.60 is an approximation relevant to the case here in which the wire behaves as 
the series combination of a resistance and an inductance. Figure 4.5 shows the real and 
imaginary components of V as a function of the frequency f for frequencies near the 
resonance frequency (f0) in the fluid of interest. In Equation 4.60, a, b and c are real 
constants which account for the electrical impedance of the wire and absorb the off-sets in 
the lock-in amplifier to ensure that the voltage signal is detected in the most sensitive 
range. With these constants along with the logarithmic decrement (Δ0), viscosity and density 
can be simultaneously fitted by using equations described previously. Further details on the 
system for signal processing is explained in section 5.5 and 5.6 in Chapter 5.  
4.3 Vibrating U-Tube Densimeter – Working Equations 
Equation 4.61 details the expression for the period, τ, of the vibrator for oscillations at the 
resonance frequency in the fundamental harmonic mode: 
21
2 




 

C
Vm tc              (4.61) 
where C is a force constant proportional to the Young’s modulus of the tube material as well 
as depending on the size and shape of the tube. mt and Vt are the mass and inner volume of 
the tube respectively, and ρ the density of the fluid contained within the tube. The density 
of a fluid can be written explicitly as a linear function of the square of the period as in 
Equation 4.62. 
BA  2               (4.62) 
Differentiation of Equation 4.62 with respect to the period leads to the expression in 
Equation 4.63. 
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This is related to the sensitivity of the instrument. The derivative is minimised so as to 
maximise the change in the period responding to a change in density. Parameters A and B, 
given by Equations 4.64 and 4.65 respectively, are both temperature and pressure 
dependent.  
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,                (4.65) 
A and B cannot be calculated directly from these expressions since the pressure and 
temperature dependence of C and Vt cannot be expressed exactly. Empirical and semi-
theoretical models exist [45, 93, 107] linking density with the period of oscillation. Single 
state point calibration involves calibrating the instrument with a reference fluid of well-
known properties, which are similar to the samples to be measured, at the same 
temperature and pressure. If one assumes that the stiffness term C(T,p) is actually only a 
function of T, then A and B have the same pressure dependence and so B can be eliminated 
in terms of the vacuum period and the corresponding density difference is then obtained 
from Equation 4.66: 
 22 rr A               (4.66) 
where subscript r refers to the reference fluid. Parameter A is the only calibration constant 
obtained as a slope of the ρ=ρ(τ2) dependence.  
Alternatively, a calibration which is wide ranging in temperature and pressure can be 
performed and the data correlated differently to enable density determination at any given 
state point. Here, Equation 4.66 can be expressed instead as Equation 4.67: 
 202   A               (4.67) 
where τ0 is the vacuum period and can be expressed as a function of temperature. 
Parameter A is then correlated as a function of temperature and pressure. Thus, a detailed 
model for fitting the density can be arrived to satisfy calibration of the instrument. 
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Measurements in vacuum and water were performed for the calibration in this work and 
the results are discussed further in Chapter 6.  
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5. Experimental Design 
5.1 Introduction 
Following on from the previous sections which outline the background of the project and 
theory which underpins the selection of vibrating devices, this chapter describes in detail 
the Vibrating-Wire, Vibrating-Tube (VW-VT) apparatus, which was designed and 
commissioned specifically for this project. The primary purpose of the equipment is to 
measure the viscosity and density of aqueous solutions with dissolved CO2. This has been 
possible by using corrosion resistant materials such as Hastelloy-C276 for all wetted parts in 
the design. Pure brine solutions at moderate concentrations were measured, specifically 
NaCl(aq) and CaCl2(aq). A synthetic mixed brine based on a Qatari standard was also measured.  
In addition, these brines were measured with small concentrations of dissolved CO2. 
Mixtures of other reservoir fluids such as hydrocarbons could also be measured, however 
these were not considered in this course of work; the principle focus has been on brines 
since mixtures of these fluids are of most interest to the sponsors. 
The equipment is rated for operation in pressure range (0.1 to 100) MPa and in the 
temperature range (274.15 to 448.15) K. These ranges encapsulate the typical reservoir 
conditions encountered in a shallow reservoir in the Middle East. Moreover, they extend 
well beyond the likely temperature and pressures here and thus are potentially applicable 
for deep saline aquifer sequestration also. An extensive range is necessary for providing 
data for modelling requirements and the development of values available in literature. 
Figure 5.1 outlines a schematic of the experimental set-up. A more detailed piping and 
instrumentation diagram (P&ID) is presented in Figure 5.16 at the end of this chapter.  
Corrosion problems are exacerbated at HPHT conditions. The principle advantage of using 
Hastelloy-C276 is that it is an alloy which is the material of choice for extreme conditions in 
industry such as piping on oil rigs offshore. The material in such a location is exposed to 
salty sea conditions. It has been reported that it withstands pitting corrosion and, 
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additionally, it is used in the manufacturing of rotor blades in continuous stirred tank 
reactors for hydrogen chloride production [108].   
Hastelloy-C276 is very expensive and lead times on fabrication and delivery of parts can be 
quite long. Some parts of the apparatus were fabricated by a specialist company in 
Switzerland, Sieber-Sitec. Detailed engineering drawings for all components can be found in 
Appendix B. 
 
Figure 5.1: Schematic of VW-VT apparatus designed and commissioned in this project 
5.2 Pressure Vessel  
The sensor is contained with a pressure vessel made from Hastelloy-C276 which was 
designed in-house and the design ratified by Sitec. The overall maximum possible operating 
pressure of this vessel is 100 MPa based on design calculations. The vessel was also 
fabricated by Sitec. The High Pressure Technology Association (HPTA) safety code is used to 
establish equipment integrity and is a useful resource for evaluating the proposed design of 
a new vessel. The part of the code relevant to this design makes the following assumptions 
[109]. 
1. The vessel is axisymmetric. 
2. The vessel is classified as “thick-walled” which is defined as the ratio of the outer to inner 
diameter of the vessel, K, and is greater than 1.2. 
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3. The vessel is made from ductile material having an ultimate tensile strength, σU, of less than 
1000 MPa and a tensile yield strength, σy, of less than 85% of σU over the entire temperature 
range experienced by the pressure vessel.  
The detailed design calculation has been outlined next. The temperature was measured 
using a Pt100 sensor located in a thermowell at the side of the pressure vessel. Figure 5.2 
shows the drawing of the vessel which can be found in Appendix B. 
 
Figure 5.2: Schematic of design for VW Pressure Vessel 
5.2.1 Material Properties and Stress Relationships 
The design of the VWV P Vessel was carried out using guidelines and criteria set out in [109] 
with the specifications of Hastelloy-C276 material outlined in Table 5.1. 
Table 5.1: Material Properties of Hastelloy-C276 
Material Yield Stress (σy)/MPa Ultimate Tensile Strength 
(σu)/MPa 
Hastelloy-C276 262 673 
 
For monobloc vessels, of known origin but free from cross-bores and welding, for use under 
creep-free and fatigue free conditions Equations 5.1 to 5.3 detail pressure relations [109]:  
bw pp 42.0max,                   (5.1) 
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vesselofdiameterOuter
K               (5.3) 
Where pw,max is the maximum allowable working pressure, pb is the ultimate bursting 
pressure and K is the ratio between the outer (o.d) and inner (i.d) diameter of the vessel. 
5.2.2 Body of VWV Pressure Vessel 
pw,max is set at 100 MPa and this gives a design pressure, pd, of 120 MPa. Setting the 
maximum working pressure at this value gives a value of K and therefore by fixing the 
internal diameter, the thickness of the vessel body can be arrived at. It is desired to 
maintain a K ratio of approximately 3.  Since the inner diameter was required to be 11.8 mm 
for holding the VWV holder, this implied the neck of the vessel to house the plug ends 
required a minimum of 16 mm. This gave a minimum outside diameter of 48 mm. As 
previously mentioned, fabrication was outsourced and the manufacturer, Sieber-Sitec, was 
asked to review the design and safety guarantee for rated pressure. They amended the 
outer diameter of the body to 53 mm. 
The integrity of the system was assessed by means of a hydraulic pressure test. The 
pressure test was performed at half the ultimate bursting pressure [109]. The test pressure 
was ptest = 155.5 MPa. 
The value of the yield pressure was computed using the Equation 5.4 given in the High 
Pressure Safety Code [109]: 

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y

                 (5.4) 
The yield pressure relates to the stress at which material strain changes from elastic 
deformation to plastic deformation, causing it to deform permanently. For the K value 
above, this related to a py of 116.4 MPa. The py of the final design after amendment by Sitec 
was 118.2 MPa. 
5.2.3 Plug Closure of VWV Pressure Vessel 
The total force at maximum operating pressure which the plug closure would have to 
maintain was calculated to be 17670 N based on the required diameter of the plug (D=15.8 
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mm) so as to fit inside the neck of the vessel. A thread length of 20mm was chosen which 
gave a thread area of 1200 mm2 based on the mean diameter, dmean of 19.1 mm. This gave a 
force per unit area of 14.7 Nmm-2 which was less than the computed maximum force of 31.3 
Nmm-2 at the screw thread. This latter value was computed based on the diameter of the 
leg of the plug enclosure, d, 9.53 mm (or 3/8”). Figure 5.3 illustrates the Bridgeman seal 
arrangement.  
 
Figure 5.3: Bridgeman seal arrangement in the VW Pressure Vessel 
The length of the plug head initially used in the safety calculation was 12 mm. However, this 
would be difficult to machine and so it was increased to 22 mm. Three sealing rings were 
chosen to accompany the plug head; 3 mm PTFE, 3 mm Torlon and 5 mm stainless steel. 
PTFE seals were chosen as they have no issue with CO2 and the O-rings all give compression 
as they are expandable. The Torlon seal is necessary as it is an anti-extrusion ring. Sitec 
included a 25% glass filled PTFE O-ring and again altered some of the selected lengths for 
these seals so they would sign off on it as being safe for operation at the desired pressure (4 
mm PTFE 25% GF, 4 mm Torlon and 14 mm stainless steel). 
A final drawing of the completed design can be found in the engineering drawings in 
Appendix B. 
5.3 Magnetic Circuit and Electrical Connections 
The pressure vessel was mounted on a base plate which is described in Section 5.10. Two 
N35SH permanent magnets (Magnet Sales) of dimensions (50x50x100) mm were mounted 
onto a steel C-shaped yoke. The magnets were sized to give a magnetic flux density of 0.38T 
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along their centreline. Figure 5.4 illustrates the magnet design showing the flux lines of high 
density. 
 
Figure 5.4: Dipole Assembly of two N35SH magnets mounted onto a steel yoke 
The yoke was held onto the base plate using two M8 x 20 screws. The pressure vessel is 
located between the two poles of the magnet and the vibrating wire rests along the 
centreline of the magnetic flux so as to suppress higher harmonics. The wire sensor is 
rotated in-situ in order to align the vibrating wire within the magnetic field to excite at the 
highest frequency orthogonal mode of the oscillation.  
Electrical connections were made to the vibrating wire sensor using two pairs of PTFE 
insulated silver-plated copper wires. These wires were 28 AWG each containing 7 strands. 
The PTFE insulation was stripped from the ends and each pair was soldered onto a solder 
tag. Each solder tag was firmly screwed onto the ends of the sensor using an M2x6 screw. 
All electrical connections were passed to the outside of the pressure vessel using a special 
high pressure 4-pin feedthrough (Greene Tweed 5672-4592-002). The feedthrough 
measured 23.75 mm in length and 6.3 mm in diameter and was rated for pressures up to 
172 MPa and temperatures up to 477 K. Figure 5.5 outlines the electrical circuitry with 
connections to the vibrating wire. 
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Figure 5.5: Electrical circuit for connections across the vibrating wire 
The feedthrough was contained within a custom designed housing unit made in Hastelloy-
C276 outsourced to Hi-Pro Pressure for fabrication. The pressure seal between the electrical 
feedthrough and the housing unit was obtained by a pair of O-rings (FKM, 95 DURO) on the 
electrical feedthrough.  
5.4 Vibrating Wire Viscometer 
Chapter 2 introduced the concept of the vibrating wire viscometer (VWV), and the theory 
was considered in Chapter 4. This section details the sensors used in this project and 
developments which have been made. 
5.4.1 Initial Viscometer Design  
The initial development of the vibrating wire sensor used for measurements in this work has 
been described elsewhere [106, 110]. Figure 5.6 depicts the sensor.  
 
Figure 5.6: Clamped VWV utilised in project 
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The viscometer sensor comprised a ceramic tube with end pieces made from Monel K-500. 
These end pieces contained pins which were used for aligning clamping plates, and the wire 
along the centreline of the flow tube for clamping under axial tension. The main body of the 
sensor is made from Shapal-M ceramic which has a thermal expansion coefficient of 4.4x10-6 
K-1. The flow tube was 52 mm in length and the outer diameter 11.5 mm. The end pieces 
were attached using epoxy resin (Stycast 2850 FT – Catalyst 9). End-plates also made of 
Monel K-500 were used as the clamping faces. The clamped length of the wire inside the 
flow tube when assembled was 50 mm. Six M2x6 Monel K-500 screws were used for 
clamping the end plates and securing the solder tags for electrical connections. The flow 
tube contained a pair of O-rings (Kalrez Spectrum 7090) with an inner diameter of 9.5 mm, 
outer diameter 12 mm and length 1 mm so as to maintain the sensor at a fixed position in 
the pressure vessel. They were also designed to prevent the metallic end-pieces touching 
the inside wall of the vessel so as to prevent short circuiting. 
Electrical connections have been described in the previous section. In this four wire circuit, 
one pair of wires is used to deliver the constant sinusoidal drive current and the second pair 
measures the voltage developed across the vibrating wire. One pair of wires is fed through 
the base of the flow tube, each via two concentric holes in the end pieces to extend to the 
opposite end of the sensor. The circuitry and signal detection are described further later on. 
Tungsten wire is a material which is usually used for the vibrating wire as it is hard, has a 
high tensile strength, high density and a high melting point. Previous studies have 
investigated the quality of the machining of the wire with as-drawn versus centreless 
ground being recently compared [111]. Gold plated tungsten wire has also been used in 
other studies. 
Initially, tungsten was used at the beginning in this work. However, results were not 
satisfactory. There were problems obtaining reproducible results on the viscosity of pure, 
deionised water. There was an increasing deviation with both time and temperature. Gold 
plated tungsten wire was tried, but this did not work and the same problem persisted. 
Equation 5.5 shows the general reaction of tungsten with water. 
  2x2 xHWOOxHW                                     (5.5) 
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Here, reaction with water vapour or humid air in the temperature range (20 – 500) oC 
results in the formation of a WO3 layer [112]. It was thought that perhaps there was 
reaction on the surface of the wire thereby causing a build-up of oxide and thus increasing 
the radius during a series of experiments. A sample of tungsten wire was heated using a hot 
iron to form a thermal oxide layer on the surface. Following this, the wire was tested, but 
the same problem existed. 
An alternative wire material was sought ensuring the properties outlined above were 
retained.  Table 5.2 outlines the alternatives considered. 
Table 5.2: VW Material Options
 
Thermocouple wire comprising predominantly platinum (90% by weight) and either 10% 
Iridium or 10% Rhodium were purchased. It was found the Rhodium option could not be 
used as it was not hard enough and so kept slipping when installing the wire in the sensor. 
Thus, the Pt/Ir (90/10 wt %) option was selected and was used successfully in (water + CO2) 
measurements.  
Figure 5.7a to 5.7c gives the details on how to successfully assemble the sensor and install a 
wire with reference to the following instructions: 
1) Use clamp stand to vertically mount sensor. Make a 90o bend in top of VW. Feed through 
sensor and rest bend on top pin with VW being tangential to the RHS of top pin. This is made 
easier if sensor is tilted around 5o anti-clockwise. 
2) Add top clamp ensuring VW is located at centre of clamping face. Screw in place tightly using 
M2 screws. 
3) Use a lab jack stand to raise weight to base of VW sensor. Ensure clamp stand is secured to 
the bench.  
4) Adjust sensor to be tilted 5o clockwise. Open jaws of tool and insert VW. Tighten tool making 
sure teeth grip on VW at the centre point. Make sure VW is tangential to LHS of bottom pins. 
Metal
Melting 
Temperature/oC
Density/(kg.m-3)
Tensile 
Strength/MPa
Hardness 
Tungsten 3410 19.25 1920 (Hard) 500 (Vickers Hard)
Pt90/Ir10 1800 21.56 380-620 130-190 (Brinell) (<200 Vickers)
Pt90/Rh10 1830-1855 19.97 320-620 60-165 (Brinell)
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5) Carefully, lower the level of the lab jack. This will leave the weights suspended thereby 
putting the wire under tension. N.B. If the wire is not gripped tightly enough then the wire 
will slip during this step. 
6) Leave the wire to stabilise and come to rest. Add bottom clamp and screw into place. 
7) Straighten out one pair of lead wires to pass along the base of the VW ensuring there is 
excess length for soldering purposes. Tie a knot in one end. This prevents the wires kinking 
when inserting into the pressure vessel. 
8) Screw two M2 solder tags onto the ends of the sensor. 
9) Pass the wires through the push on end cap at the LHS and pass through the sensor. Pull the 
wires through using a pair of tweezers and solder to the solder tag at the RHS.  
10) Solder on the remaining lead wire pair at the LHS. Push on the end caps. 
11) Pass sensor through brass piece for aligning with central bore of the pressure vessel.  
12) Use the fork tool for feeding in the lead wires ahead of the sensor. Take care not to damage 
the PTFE coating on the wires. 
13) Engage fork on top side of the sensor and gently push into the vessel. Pushing sensor 114 
mm up to the marker on the fork will ensure sensor lies at the centre of the magnetic field. 
Fork can be used for tuning the sensor into the correct position when testing in the magnetic 
field and keeping RHS P Vessel leg off. 
14) Once tuned, add the RHS leg to the pressure vessel. 
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Figure 5.7a: Installing a VW adding tension 
 
Figure 5.7b: Wiring sensor with lead wires and end caps 
(1) (2) (3)
(4) (5) (6)
(7) (8)
(9)
(10)
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Figure 5.7c: Inserting VW sensor into pressure vessel 
In some instances, it may be preferable to first install the red lead wires prior to installing 
the vibrating wire. Once the VW sensor is inside the pressure vessel it can be tuned using 
the fork tool.  
The sensor used in this work to collect (water + CO2) data was based on a design developed 
in a previous project. Shortly after commencing the first measurements on brine, a black 
suspension was found in the waste stream from the installation (Figure 5.8). A sample was 
analysed using inductively-coupled plasma atomic emission spectroscopy (ICP-AES) to check 
for its elemental composition. The presence of large amounts of copper indicated that 
corrosion of the sensor had occurred since Monel-K500 contains copper in its chemical 
composition whereas Hastelloy-C 276 does not. The vessel was opened and it was 
discovered the sensor had heavily corroded as can be seen from Figure 5.8.  
 
(11) (12)
(13)
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Figure 5.8: New, clean VWV (LHS), corrosion products from dirty, used VWV (RHS) 
A new design was embarked upon for a viscometer to overcome the problems encountered. 
5.4.2 Spring Loaded Viscometer 
A new vibrating wire viscometer was designed and commissioned. Figure 5.9 outlines the 
drawing for the new viscometer and an image of the manufactured pieces. 
 
Figure 5.9: Design of new spring-loaded vibrating wire viscometer 
As previously mentioned, the materials used in the previous viscometer lead to corrosion at 
high temperature when initial experiments in concentrated NaCl(aq) were performed. 
Chemical analysis of black particles produced in the waste showed high levels of copper 
which originated from the Monel K-500 end plates.  Therefore, an effort was made in the 
new design to use more corrosion resistant materials. Titanium was used for all metal parts 
in the viscometer. The design also incorporated end-caps to reduce stray electrical 
conduction through the brine. The main body and end-caps were made from PEEK.  
The design involved a new method for making electrical contact with the vibrating wire. In 
this design, in place of clamping a wire under tension with a mass suspended from it, thin 
walled titanium tubing was used to crimp the wire. Detailed engineering drawings can be 
  5. Experimental Design 
83 
 
found in Appendix B. The wire was first crimped onto the crimping pieces using a three 
point crimping tool. Then, one crimping piece was secured inside the spring loaded end 
using a 1/16” titanium ferrule (Vici, Thames Restek) and the back nut. The RHS was loaded 
into the viscometer body and a compressing tool was used to place the spring under tension 
and secured in place temporarily to the holes in the side of the viscometer using a set of 
grub screws. 
The threaded fitting was then screwed into the LHS of the viscometer and the other 
crimping piece was passed through the centre. This piece was secured into position using 
the back nut. By carefully unscrewing the grub screws, the compression piece could be 
slowly released and the wire tensioned by virtue of the in-situ spring. One pair of lead wires 
was passed along the centre of the external recess and under the O-rings. The lead wires are 
crimped using a hand crimping tool onto the opposite ends of the crimping pieces holding to 
complete the circuit to the vibrating wire. 
Initially, the signal was not reliable; the resonance curves produced were erratic with a lot of 
noise in the signal. However, even though they did not have the nice symmetric shape of 
the previous design, there seemed to be potential for development of the sensor. There was 
not a smooth baseline signal, the tails of the signal were discrepant and the amplitude of 
the wave was not as high as would be received with the same drive voltage in the previous 
design.  It was thought that the baseline problem and the problem with the tails were due 
to oscillation of the end pieces. It was assumed from the smaller amplitude that the system 
would require a larger drive voltage for achieving similar amplitudes as previously. This 
would not have been a problem, but could also be indicating loss of energy in the system 
through very small vibrations of the end pieces. An attempt was made to make a firmer fit 
of the end pieces by using PTFE tape on the threaded fitting and wedges in the side of the 
spring loaded piece. The sensor was eventually made to give a good quality resonance curve 
in air and, subsequently, it was used to take a reading of the viscosity of water on the bench 
within ±2%, However, this was after numerous attempts, such that it was concluded that 
further modifications to the design were required to increase the robustness of the sensor. 
The sensor, in its pilot state, was too fragile and prone to detuning.  It was decided to revert 
back to the clamping viscometer and modify the design slightly for an improved sensor, as 
we did not feel it would be possible to ever achieve a resonance curve which would be as 
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ideal as that produced when having a rigidly clamped wire between two solid end-plates, 
themselves fixed in place, and free of motion. 
5.4.3 Modified Clamping Viscometer 
The main reason the original viscometer failed was due to the material properties of Monel 
K500; the sensor corroded when exposed to high salinity brine and conditions cycled from 
low to high temperatures. In the new modified clamping viscometer cell Titanium (Grade II, 
Ti-Tek) was used for all metallic parts including the end-pieces, end-clamps and screws. The 
end-pieces were reduced in diameter to create a step between them and the body which 
was again made out of ceramic. Detailed drawings can be found in Appendix B. There is a 
design criterion in which the outer boundary of the fluid, provided by a wall, is distant from 
the wire. This implies that such that the ratio of the cross sectional radius to the radius of 
the wire (
r
rc* ) must be greater than 33, based on the work of Retsina et al. [51, 52] 
investigating different wire diameters.  In the previous design, σ* was 50 based on the 150 
μm diameter wire typically used. In the new design, the internal diameter of the ceramic 
was reduced to be able to accommodate smaller end pieces and the aforementioned step. 
This gave a new σ* of 40. 
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Figure 5.10: Cross section of modified VW sensor with wire installed 
Improved corrosion resistance was obtained by heating the titanium parts in an oven at 800 
oC for 40 minutes [113] to create a protective thermal oxide film on the metal. This provided 
an electrically insulating layer when tested with a multimeter. Some titanium coupons were 
sent off to a company for annodisation. However, this did not successfully insulate the 
samples and so the thermal approach was used instead. The surface was simply scratched 
with a scalpel in order to make electrical contact with the vibrating wire and solder tags. 
Figure 5.10 shows a cross section of the modified design with a wire installed. The design 
also incorporates end caps which did not exist in the original design. Figures 5.7a to 5.7c 
detail instructions involving the new, modified sensor. All these modifications resulted in a 
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very reliable sensor which was much quicker to install. There was a greater success rate of 
obtaining a properly tuned wire near enough first installation. Whilst this technique does 
need to be practiced to be perfected, the instructions given previously in this chapter and 
the pictures in the Figures 5.7a to 5.7c should provide a useful guide for quickly getting a 
functioning and useable sensor. 
5.5 Wire Excitation and Signal Detection 
Passing a sinusoidal current through a wire placed in a magnetic field will set the wire into 
forced oscillation and thereby cause it to vibrate. The oscillations are caused due to a 
Lorentzian force of alternating direction acting upon the wire. The motion of the wire in a 
magnetic field induces a voltage according to Faraday’s Law, and the detection of this 
voltage was achieved using a lock-in amplifier (Stanford Research Systems SR380 DSP). 
Inside this device, the inputs were amplified then mixed with a reference frequency, 
demodulated and filtered to give a DC voltage. This technique is known as phase sensitive 
detection (PSD) and gives a very narrow bandwidth. High amplification of the small signal is 
possible while ignoring signals at other frequencies [114].   
 
Figure 5.11: Signal detection of vibrating wire (modified from [42]) 
Figure 5.11 illustrates signal detection for the vibrating wire system. The lock-in amplifier 
also provided a constant amplitude sinusoidal drive voltage. This constant voltage was 
converted to a constant current using a 1 kΩ fixed resistor (Rs) located in series with the 
vibrating wire which itself had a resistance of less than 1 Ω. The signal across the wire was 
A
A OUT
F
GPIB
sync
VW Rs
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amplified (A) and then output (OUT) to a display unit which can be read across a GPIB 
interface to a computer. All connections from the lock-in amplifier were shielded to 
minimise electrical interference from other sources.  
5.6 Signal Processing 
Detailed working equations have been outlined in Chapter 4 for obtaining the viscosity from 
the resonance curve sampled by the lock-in amplifier; the curve must be fitted to these 
equations. The resonance curve contains the voltage contribution from the wire motion as 
well as the electrical contribution from the wire. The fitting equation is expressed in 
Equation 5.6.  
21 VVV                   (5.6) 
   ifff
fi
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0
222
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21 



                       (5.7) 
cfibiaV 2                  (5.8) 
Here, V is the voltage sampled by the computer comprising from two contributions. V1 is the 
voltage produced by the wire motion (Equation 4.50 in Chapter 4) and V2 is the voltage 
developed from passing a current through the impedance of the wire and offsets on the 
lock-in amplifier. In Equation 5.8, coefficients a, b and c account for the electrical impedance 
of the wire and absorb the offsets in the lock-in amplifier to ensure the voltage signal is 
detected in the most sensitive range.  
In the case of a wire clamped at both ends and immersed in a fluid of known density, six 
parameters need to be adjusted in order to fit the experimental and theoretical resonance 
curves. These include the fluid viscosity η, wire amplitude Λ, vacuum resonance frequency 
f0, and background contributions a, b and c. The system of equations is highly non-linear and 
so it is important to have accurate initial estimations in order to converge to the correct 
solution. A Lorentzian function with constant background was used to firstly fit the 
experimental resonance curve and, combined with the assumption c=0, starting values for 
the convergence procedure could be obtained [42]. 
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Here, fr is typically bound to within the minimum step size on the lock-in amplifier (±0.1Hz) 
by using a first order finite difference approximation to evaluate the differential equation 
shown in Equation 5.10. 
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                         (5.10) 
The maximum of Equation 5.10 occurs at the resonance frequency. 
2
4
bfr
fdf
dV 
               (5.11) 
This approach of using the differential of the voltage with respect to frequency is used as it 
eliminates the background terms and can also be used in the presence of larger background 
signals than by simply locating the maximum of Equation 5.9. The bandwidth was found in a 
similar manner by linearly interpolating to find the frequencies. 
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 fff rb 2               (5.13) 
After deducing fr and fb, Λ could be obtained from Equation 5.11 and the constants a and b 
by subtracting the Lorentzian function from the voltage sampled. 
To estimate the fluid viscosity and resonance frequency in vacuum for known density, the 
approximations given in Equations 5.14 and 5.15 can be used relating the resonance 
frequency and bandwidth of the signal obtained as shown previously were used [106, 115]. 























 s
r
br
f
fRf
1
6
22
             (5.14) 
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Here,   can be calculated from the known ρ and estimated η. The amplitude must also be 
recalculated as the simplified Lorentzian function has a different form to the exact working 
equation. 
     rr fVfV 2               (5.16) 
The fitting procedure used was a Chi-squared minimisation technique and improved upon 
by the Marquardt method to speed up convergence, described in detail by Bevington [116]. 
A similar procedure is given by Mehl [117] for a resonance problem involving complex 
numbers.  
A typical result from this fitting procedure is shown in Figure 5.12 for measurements in 
water at 298.15 K and 0.1 MPa.  
 
Figure 5.12: Signal obtained in water at 298.15 K and 0.1 MPa: ∆ in-phase voltage, ○ 
quadrature (out-of-phase) voltage,                  fitted in-phase voltage,               fitted 
quadrature voltage 
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5.7 Injection System 
Solvents were injected from a syringe pump (Quizix Q5000-20k) made of Hastelloy-C276 
with a cylinder capacity of around 5.2 cm3 and a maximum working pressure of 138 MPa. 
CO2 was introduced directly to the system from a gas bottle fitted with a filter by-passing a 
syringe pump. The pressure of the system was monitored using a pressure transducer 
(Honeywell model TJE) having a full-scale range of 104 MPa (15000 psi) located downstream 
between the VWV and densimeter. The pressure at the syringe pump was monitored from a 
pressure transducer in the head of the pump.   
5.8 Circulation Pump 
The circulation pump (CP) shown in Figure 5.13 is a pneumatically operated reciprocating 
pump similar in design to that of Peleties et al. [118] Figure 5.13 shows the pump after 
commissioning. 
 
 
Figure 5.13: Comparison of 3D Solidworks design and final fabrication of the circulating 
pump 
This design is considered the best option for promoting mixing between liquids and/or gas 
circulating in closed loop in high-pressure systems [118]. The principle advantage of this 
pump over other designs is that it allows for a continuous and reasonably smooth flow as 
opposed to intermittent strokes. Furthermore, the all-metal wetted parts are free from 
elastomeric seals and lubricants. Such seals degrade when in contact with CO2 at high 
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pressure and they disintegrate due to desorption and expansion of dissolved CO2 when they 
are depressurised. 
The CP was vertically mounted on a backplate which has two 300 W, 240 V silicon rubber 
pads (Watlow) stuck onto the backplate using epoxy resin (Stycast 2850 FT – Catalyst 9) 
operated using a PID controller (TC Ltd). The temperature was monitored using an adhesive 
thermocouple (RS Components). A large box lined with silicon rubber sponge insulation (AD-
16, Advanced Silicon) was made which created an enclosure for the CP and backplate 
meaning temperatures of up to 448.15 K could be achieved. This is the maximum operating 
temperature for the oven which is limited from the grease used in the bearings for the CP.  
The piston was made in-house and the design incorporated a soft iron core contained in a 
polyphenylene sulfide (PPS) sleeve. This was housed in a high-pressure Hastelloy-C276 
nipple fabricated by Sitec, and the piston was magnetically coupled to the outside from a 
permanent magnet which was made to order by Magnet Sales. The nipple had its internal 
surface honed to ± 0.5 mm for a smooth finish and the ends were counterbored to prevent 
the piston becoming stuck at the end of each stroke.  The end piece of the piston was sealed 
using epoxy resin after insertion of the soft iron core. The design incorporated check valves 
in a vertical orientation to prevent back flow. Hastelloy-C276 tubing (60-9H4-HC276) was 
used in the system with o.d. of 6.35 mm and i.d. 2.1 mm sourced from Staffordshire 
Hydraulic Services Ltd.  
Operation of the pump was achieved via a pneumatic cylinder with drive piston, solenoid 
valves and two microswitches (SMC Components) which were positioned adjacent to the 
magnet carrier plate at opposite ends. When the pneumatic piston reached the end of a 
stroke, the microswitch reversed the flow of air through the pneumatic cylinder by 
communicating with the solenoid valves and thus the pneumatic drive piston retracted.  
5.9 Heat Exchanger/Temperature Control System 
The heat exchanger sleeve made from aluminium was designed and fabricated in-house. Its 
purpose was to permit Si oil to pass around the outside of the vessel. The thermal loop was 
connected in parallel with the densimeter heating lines using high temperature flexible 
rubber hoses. The heat exchanger and densimeter surfaces were insulated with a silicon 
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rubber sponge (AD-16, Advanced Silicon) which has a low thermal conductivity so heat 
losses were minimised, and good thermal equilibration and control could be achieved. 
Rubber hoses were insulated with another layer of nitrile rubber foam insulation to further 
minimise heat loss from the heat transfer fluid. Figure 5.14 shows an image of the HE 
designed and utilised. 
 
Figure 5.14: Heat Exchanger sleeve on the body of the VW Pressure Vessel 
The PID controller used to control the temperature of the CP box also contained seven 
additional channels for ancillary heating purposes. This allowed for the tubing lines to be 
heated to 323 K to speed up the drying process. 
5.10 Support Structure 
6.35 mm (1/4”) Hastelloy-C276 tubing has been used for the flow lines. Tubing of this 
dimension is very strong and was able to hold a substantial weight between fittings without 
the need for additional supports. A few additional supports were included within the design 
to fully accommodate the weight of the VWV pressure vessel. By designing and 
incorporating struts as supports, a sagging effect on the tubing was prevented. The struts 
have a threaded end to engage the baseplate and so this gave a degree of freedom in the 
positioning within the vertical plane. The engineering drawing can be found in Appendix B. 
The baseplate was made from a piece of aluminium measuring (600 x 600) mm with a 
thickness of 6 mm. This plate acted as the main platform from which all components were 
connected and to which the relevant supports were screwed down. It was raised off the 
ground at a height of 25 mm by a set of four M8, anti-vibration levelling feet purchased 
from RS Components.  
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The plate also included a 2 mm deep recess for the circulating pump box cover to engage 
which was screwed down to the baseplate to ensure it passes electrical safety 
requirements.  The engineering drawing can be found in Appendix B. 
The backplate was again constructed from aluminium with dimensions (500 x 400 x 6) mm. 
This plate had the circulating pump mounted onto it and also had silicon heater pads 
attached to the back side of the plate. The entire set up was contained within an insulated 
box to allow the chamber to be heated to 448 K.  
5.11 Vibrating U-Tube Densimeter 
The VT used was an Anton Paar DMA HPM vibrating U-tube densimeter which consisted of 
an interface module which generated and measured the period of oscillation. It could be 
used in a temperature range of (263.15 to 473.15) K and operated at a pressure range of 0 
MPa to 138 MPa. An evaluation unit (mPDS 2000V3) was connected to the densimeter to 
display the measuring parameters (Figure 5.15). 
 
 
Figure 5.15: Image of the Anton Paar DMA HPM vibrating tube densimeter and evaluation 
unit [119] 
 There was an internal heating loop through which a fluid could be passed for heating and 
cooling purposes. A circulating thermostatic bath (Huber Petit-Fleur, Tango) which has an 
overall operable temperature range of (233.15 to 473.15) K was used for achieving heat 
requirements. Silicon oil (M20.235.20) with an operating range of (293.15 to 500.15) K was 
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used in this application as the heat transfer fluid. The temperature of the densimeter was 
measured using a platinum resistance thermometer (Sensing Devices Ltd, Ceramic Capsule 
PT100/1P Band 5) located in a thermowell at the centre of the instrument.  
5.12 Piping & Instrumentation Diagram (P&ID)/Schematic 
Figure 5.1 shows a simplified schematic of the VW-VT system which comprises three main 
sections; injection (blue), flow loop (green) and discharge (black). A detailed P&ID can be 
found in Figure 5.16.  The system includes three Quizix Q5000-20k injection pumps which 
were used for the delivery of fluids. Homogenisation of these fluids was achieved through 
operation of a circulating pump and the inclusion of the flow loop as measurements were 
performed in the compressed liquid region. Gas was dissolved into the liquid phase by 
increasing the system pressure through injecting more solvent; fresh solvent came into 
contact with the pre-filled gas in the system and therefore increased the rate of dissolution. 
The mixture to be measured flowed through the VWV where its viscosity was measured and 
then through the vibrating U-tube densimeter in series where its density was determined. 
The solution was either returned during mixing, or, discharged to waste line.  
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Figure 5.16: P&ID for VW-VT Apparatus
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6. Operating Procedure 
6.1 Introduction 
After having designed the installation, this chapter serves to outline the experimental 
procedures necessary for obtaining accurate, reproducible results using the VW-VT 
installation designed and constructed as part of this project. This work builds on previous 
studies which, combined, have developed the tools and methods for successful 
implementation of the vibrating wire theory to practical, working devices [42, 69, 106, 115]. 
The calibration of the vibrating wire and U-tube densimeter is described in detail as well as 
the calibration of the temperature sensors and pressure transducer. For performing 
measurements with dissolved CO2, it was necessary to have an accurate knowledge of the 
system volume to be able to accurately know the composition of the mixtures.  
6.2 Operating Setting 
6.2.1 Sampling Methodology 
As previously described, the wire is set into motion by passing an alternating current 
through the wire which sets it into transverse oscillation. The presence of the permanent 
magnetic field means there is a voltage developed across the wire which is measured by 
means of a lock-in amplifier. The steady-state frequency response of the oscillating wire was 
measured in the vicinity of the fundamental transverse mode resonance. The lock-in 
amplifier was programmed to measure the induced voltage at incremental frequency steps 
which become closer in the vicinity of the resonance peak. Equations 6.1 and 6.2 detail the 
expressions used for determining the frequencies sampled: 
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where fr is the resonance frequency, fb is the bandwidth and n is the number of bandwidths 
to scan. To prevent the step size tending to zero when f1 tends to fr, a value of 1.01 has been 
used to maintain a minimum step size near the resonance.  Caudwell [42] found a frequency 
range of four band-widths is an optimum sampling configuration in terms of sampling time 
and quality of data obtained. In this work, a bandwidth of three was found to be sufficient 
and so was adopted for sampling.  
The lock-in amplifier and the vibrating wire needed to come to steady state following each 
step change in frequency. In order to achieve this, a wait time between points was required. 
The wait time used was fifteen times the filter constant on the lock-in amplifier which itself 
was normally set to 30ms for fluid measurements or 1s for those in vacuum. Measurements 
were made in two directions; firstly increasing frequency and then decreasing frequency. 
This helped ensure the accuracy of the voltage sampled by averaging out the effects of slow 
drifts in temperature or pressure.  
6.2.2 Drive Voltage 
The lock-in amplifier provided a constant voltage source which was converted to a constant 
current source by using a 1 kΩ resistor in series with the vibrating wire. By altering the drive 
voltage, this resulted in changes to the current in the wire thus allowing for variations of the 
amplitude of oscillations and in heat dissipation in the wire. A low driving voltage leads to 
low oscillation amplitude and hence a low signal-to-noise ratio which means signal 
detection difficulties. A high driving voltage would result in larger amplitude which could 
break the constraint of small displacements of the wire. Therefore, an optimum value for 
the driving voltage ensures a signal of amplitude which is large enough to be detected but 
not so large that it invalidates assumption (4) in section 4.2.2. Wilhelml et al. [120] have 
discussed the importance of the driving voltage on the measured value of viscosity of gases 
in detail and Caudwell [42] has discussed the implications for liquids. The results obtained in 
the latter show that errors become significant when Re>1. Thus, the amplitude of the 
induced voltage was maintained in the range (50 to 150) µV to guarantee ratio A/R << 1. 
Figure 6.1 illustrates the measurement circuit and wiring connections for the sensor. 
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Figure 6.1: Measurement circuit and wiring connections 
When tungsten was used as the wire material when testing the sensor, it was found that 
there was an increasing deviation with time and temperature. It was thought that there 
could be an electrochemical effect on the wire from the aqueous media. A modified circuit 
(Figure 6.2) was implemented involving using a 1.5 V battery in series with the same resistor 
and vibrating wire [121]. A switch was also included in parallel with the battery so that the 
former circuit set-up could still be used. The aim of this was to achieve a potential across the 
wire which would serve to cancel out any electrochemical effects. However, this was not 
successful and, as previously discussed, the increasing deviation was rectified by changing 
wire material to Pt/Ir.  
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Figure 6.2: Modified circuit diagram with 1.5 V battery 
6.3 Calibration 
6.3.1 Vibrating Wire 
Equation 4.47 in section 4.2.3 defines the working equation of the vibrating wire. It contains 
three quantities which are characteristic of the instrument and independent from the 
surrounding fluid: the logarithmic decrement of the wire in vacuum, Δ0, radius, R and the 
density of the wire material, ρs (from wire supplier). The determination of Δ0 and R allows 
the measurement of the viscosity for a fluid of known density at any temperature or 
pressure via the resonance curve.  
The logarithmic decrement of the wire in vacuum could be determined by direct 
measurement by sampling the voltage in vacuum. However, it is difficult to get a good 
vacuum in the system and so instead Δ0 was inferred from measurements in air using 
Equation 6.3 [69]: 
B
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where Δ0' is the logarithmic decrement in air, β' is for ambient air and the viscosity and 
density values were obtained from Kaye et al. [122]. 
The calibration for the radius is carried out at a single point of temperature and pressure in 
a fluid of known viscosity and density. Since measurements were to be made in aqueous 
solutions, pure, deionised water was chosen as the reference calibration fluid. The viscosity 
of pure water has been well described in [123] and likewise the density is well correlated by 
the IAPWS-2005 equation of state [124]. The NIST Standard Reference Database uses these 
correlations for the values it gives for water and so this resource was used for first obtaining 
the data. Table 6.1 outlines the characteristics of the Pt/Ir wire used for this work. 
Table 6.1: Physical properties of Pt/Ir (90/10 wt %) material used for VW 
Melting Temperature/oC 1800 
Density/(g.cm-3) 21.56 
Tensile Strength/MPa 380 – 620 
Hardness 130 – 190 (Brinell) (<200 Vickers) 
Coefficient of thermal expansion/K-1 8.7 X 10-6 
 
The thermal expansion coefficient for the wire material was necessary to ensure that R was 
corrected for thermal expansion as the temperature changed. After having obtained the 
properties at the single point calibration, check measurements were performed in water 
across the temperature and pressure window of the equipment. Figure 6.3 shows viscosity 
obtained to within ± 1.5%.  
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Figure 6.3: Viscosity calibration validation in pure water 
6.3.2 Vibrating U-Tube Densimeter 
An Anton-Paar DMA HPM u-tube densimeter was used to determine the density of fluids in 
this work. The working range of the instrument in temperature is (263.15 to 473.15) K and 
(0.1 to 140) MPa in pressure. The upper pressure was limited to 100 MPa in this work due to 
the pressure vessel design using Hastelloy-C276 which has been described in section 5.2. 
The instrument reports the period of oscillation, τ, with seven digit accuracy.  
Calibration is necessary to relate such values from a fluid being studied to give a density 
value. For convenience, the calibration method used has again been summarised. The  
method was developed by Lagourette et al. [107] and later modified by Comuñas et al. 
[125]. Here, ρ is related to τ by Equation 6.4: 
     pTBpTApT ,,, 2                            (6.4) 
where A(T,p) and B(T,p) are characteristic parameters which are determined during the 
calibration process from two fluids of well-known density across the T and p range. 
Lagourette et al. [107] proposed to perform calibration using one reference fluid and to 
determine the period of oscillation under vacuum (τ0) as it is difficult to obtain two 
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reference fluids of well-known density over the wide T and p range. Since ρ = 0 kg.m-3 under 
vacuum, from Equation 6.4 we obtain ratio B/A = τ0
2 is a function of temperature only. Thus, 
calibration was performed both under vacuum and in deionised, degassed pure water at 
equal intervals in temperature and pressure spanning the range to be studied. Parameters A 
and B are given by Equations 6.5 and 6.6: 
 
 
   TpT
pT
pTA
w
w
2
0
2 ,
,
,
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where subscript “w” denotes either density or vacuum period in deionised water, and “0” 
denotes that in vacuum at a given temperature and pressure (if applicable). The density 
values for water at different temperatures (274.15 to 448.15) K and pressures (up to 100 
MPa) were obtained from the equation of state of Wagner and Pruss [124].  
Parameters A and τ0 were then expressed as polynomial equations where the coefficients 
can be found in Table 6.2. 
  
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Thus, ρ was obtained at any point from measuring T, p and τ and using the relation in 
Equation 6.9.  
       TpTApT 202*,,                  (6.9) 
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Table 6.2: Coefficients of Equations 6.7 and 6.8 
Coefficients of  τ0 (Ci) Coefficients of A (aij) 
C0 6484896.686 a0,0 0.002579313 a2,0 1.046562*10
-12 a1,3 9.54928*10
-16 
C1 1658.3386 a1,0 -2.343762*10
-8 a2,2 3.547556*10
-16 a0,3 -1.094*10
-13 
C2 0.7961513 a1,2 -3.511841*10
-13 a0,2 -2.90323*10
-11 a2,1 -3.01486*10
-14 
C3 -1246571*10
-4 a0,1 -7.663829*10
-7 a1,1 2.151682*10
-11 a2,3 -1.06795*10
-18 
 
Figure 6.4 shows the high quality of the calibration where the density of water was returned 
to within ±0.01 %. 
 
Figure 6.4: Density of water from calibration of densimeter 
6.3.3 Pressure Transducer 
The Honeywell TJE pressure transducer used for measuring the system pressure was 
calibrated against a hydraulic pressure balance (DH Budenberg Model 580EHX). This 
involved using a set of weights with a piston-cylinder unit which had a range of 260 MPa. 
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The voltage signal from the pressure transducer was converted to a pressure reading using a 
digital read out unit. Figure 6.5 shows the output from the calibration.  
 
Figure 6.5: Calibration of Pressure Transducer 
During the course of the experimental measurement program, sensor drift was inspected by 
comparing the pressure measurement at ambient pressure with a digital barometer in the 
same laboratory. The sensor did exhibit drift over time, and this was accounted for by using 
corrective constant offsets in subsequent experiments. 
6.3.4 Temperature Sensors 
The platinum resistance thermometers (PRTs) used in this work were calibrated in the range 
(273.15 to 473.15) K at 50 K intervals in a constant-temperature bath by comparison with a 
master standard PRT located at the centre of the bath having an expanded uncertainty of 2 
mK in the temperature range used. A detailed description of the calibration procedure is 
given by Len [126]. The relationship between the temperature of the standard and the 
resistance of the calibrated PRTs is accurately modelled by the Callendar-van-Dusen 
equation given in Equation 6.10:  
y = 19.994x + 0.0864
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where 0RRW T is the ratio of the thermometer resistance at temperature T to the 
resistance at 273.15 K and α and δ are calibration coefficients.  
Table 6.3 gives the constants for the two PRTs. 
Table 6.3: Constants in the Callendar-van-Dusen Equation 
PRT R0/Ω δ/
oC α/°C-1 
Densimeter 
#12-01  100.001 1.5309 3.8538x10-3 
Viscometer  
#10-04  100.0051 1.4675 3.8560x10-3 
 
The estimated expanded uncertainty of the temperature was 0.05 K with a coverage factor 
of k=2. Neither the temperature sensors nor the pressure transducers within the syringe 
pumps were calibrated using our facilities.  
6.3.5 System Volume 
The volume of the system was calibrated in order to be able to determine the composition 
of systems with dissolved CO2. The piston of the syringe pump was fully extended and both 
the fill and delivery valves were closed. The system was evacuated using vacuum pump at 
outlet (Figure 5.1 in Chapter 5).  
The temperature was controlled at 298.15 K both in the system and at the syringe pump. A 
sample of pure deionised water was connected to the delivery line to the syringe pump. It 
was degassed by mixing under vacuum with a magnetic stirrer until no air bubbles were 
present in the sample. The delivery tube was lowered to beneath the liquid level and the 
sample was re-pressurised to ambient pressure by removing the tube to the vacuum pump. 
The fill valve was opened and the piston was retracted to around four-fifths to take up the 
fluid. This valve was closed and the fluid in the barrel was compressed to 1 MPa. The volume 
of the cylinder was zeroed on the Pumpworks control software. The delivery valve was 
opened and the piston was driven forward to inject the fluid but stopped just before the 
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end of the stroke. The delivery valve was closed, the cylinder was re-compressed to 1 MPa 
and the volume injected was recorded. The pressure of barrel was set to 0.1 MPa and the fill 
valve was opened once this was reached. New fluid was taken up and this process was 
repeated until the system pressure reached 1 MPa, with the volume of water injected from 
each stroke recorded. On the last stroke, the pump was set to constant pressure mode so as 
to control the pressure of the system. Once equilibrium was reached, the volume of the 
final stroke was noted. 
The volume of the system at 298.15 K was found to be 44.09 ± 0.01 cm3. 
6.4 Experimental Methodology 
6.4.1 Filling Procedure 
The fluid to be measured was stored in a glass beaker (Schott) which was compatible with 
vacuum conditions and had a vacuum tight cap. This fluid reservoir was connected to the fill 
valve of the syringe pump, and the piston of the syringe pump was fully extended to the end 
of the stroke. The fluid was degassed by mixing under vacuum with the delivery valve of the 
syringe pump closed (Figure 5.1) and fill valve open. This would ensure any air within the 
delivery tube to the syringe pump and within the cylinder itself was removed. Meanwhile, 
the system itself was evacuated using another vacuum pump connected to the outlet of the 
system. The temperature of the system and was controlled to the temperature of the 
laboratory (294.15 K) to ensure isothermal filling. At this point, the filling procedure 
followed depended on the measurements to be made. Single component fluid 
measurements are outlined in section A and solutions with dissolved CO2 in section B. 
6.4.1A Single Component Fluids 
The outlet valve of the system was closed and the vacuum pump used for evacuation was 
turned off, thereby creating a closed system under vacuum. The delivery tube was lowered 
into the fluid reservoir and the vacuum pump used for degassing was switched off. The 
reservoir was carefully re-pressurised to ambient thus causing the fluid to be taken up into 
the cylinder. The piston was retracted so as to fill the cylinder and the fill valve closed. The 
pump was put into constant rate cycled mode and the fluid was injected stepwise to fill up 
the system whilst simultaneously monitoring the system pressure from the logging software 
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(Agilent VEE). As the system approached 1 MPa, the pump was switched into constant 
pressure mode control mode and the system was left to equilibrate. 
At this point, the lock-in amplifier was used to scan for the resonance signal manually. When 
located, the software was used to perform a quickscan around the resonance to understand 
the properties of the signal in terms of amplitude and width. The main program could be 
executed to scan the resonance curve to obtain the density and viscosity of the fluid. 
Generally, all measurements were performed starting at 1 MPa. Pressure would be 
increased along an isotherm up to a maximum of 100 MPa. The system would be returned 
to 1 MPa, allowed to equilibrate and a measurement re-performed at this state point. After 
completing an isotherm, the set point temperature would be changed for the next set of 
measurements increasing to a maximum of 448.15 K. The temperature was returned to 
296.15 K and some spot check measurements performed. The system could then be 
cleaned, dried and made ready for the next fluid system to be measured. 
6.4.1B Solutions with Dissolved CO2 
Preparation of the system under vacuum and fluid degassing was followed as per section A. 
However, when performing measurements involving CO2, the gas was introduced into the 
system first. The initial filling pressure of CO2 from the gas cylinder was required to 
determine the mass of CO2 injected from an equation of state [127] once equilibrium was 
reached. The regulator of the gas bottle allowed for filling pressures ranging from (0.1 to 5) 
MPa of CO2. Initial charging pressures of CO2 were chosen for an experiment based on 
plotting the CO2-Water/Brine solubility curve from the improved model by Duan et al. 
[128], originally developed in [129]. Since the VW sensor can only operate in the single 
phase compressed liquid region, it was important not to introduce an excess of CO2. 
The aqueous fluid was then injected step-wise following the same procedure outlined in the 
calibration for the system volume, except it was injected at 15 MPa. Once this pressure was 
reached, the mixture was homogenised using the circulating pump. The total volume 
injected was monitored and noted using the control software. It took around 3 h to achieve 
a homogeneous mixture. At this point, the volume of the final stroke was recorded to know 
how much fluid had been injected. It was possible to work out the mole fraction of CO2 
contained within the system. Measurements were performed with the pressure kept above 
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the minimum solubility pressure to ensure readings were taken in the single phase 
compressed liquid region. Again, measurements were performed along an isotherm 
increasing the pressure before heating up to the next temperature. In some cases, it was 
necessary to increase the pressure above 15 MPa before increasing the temperature to 
avoid entering the two phase region. It was possible to know these temperatures in advance 
by observing the solubility curves from Duan’s model. The solubility curves for water and 
brines measured in this work can be found in Figures 7.1 to 7.4 in Chapter 7. To verify this 
was accurate, the two-phase zone was deliberately entered at 15 MPa at 448 K in (water + 
CO2) measurements and indeed the viscosity value obtained was greater than the values 
obtained at higher pressures. This was an incorrect measurement with the error being due 
to the presence of bubbles around the wire as the gas came out of solution. Simply 
increasing pressure returned the system back to a single phase and measurements could be 
continued. 
6.4.2 Cleaning/Drying 
At the end of a series of measurements, the system was thoroughly washed with deionised 
water. This was achieved by setting the pump into constant rate cycled mode. Water was 
injected into the system and the circulating pump was operated. The outlet valve was 
opened and a back pressure regulator was used to ensure system pressure was maintained 
at 1 MPa. Fluid would only be purged out from the system when the pressure exceeded this 
value. The procedure allowed for a fluid to be displaced by washing with many system 
volumes worth of water. The displacement could be tracked by monitoring the density of 
the fluid in the system; the density would gradually reduce to that of water when the salt 
was washed out. Figure 6.6 shows this transition. 
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Figure 6.6: Density transition from 0.77 mol.kg-1 NaCl(aq) to pure water during cleaning 
The small increase in densities denote forward stroke of the Quizix pump when the system 
is pressurised from 0.1 MPa to 1 MPa due to the presence of the back pressure regulator. 
Once water was the fluid resident within the system, some spot measurements would be 
performed on it to make sure everything was functioning well with the vibrating wire and 
the densimeter. The water was then blown out using CO2. The temperature of the system 
was raised to 393.15 K and the lines were heated to 323.15 K. The vacuum pump at the 
outlet was switched on to remove the water from the system. Closing the outlet valve, CO2 
was again introduced to the system and allowed to blow out any water to the waste bottle. 
Numerous cycles of gas blowing and vacuum were used to drive off the water. The system 
was left under vacuum overnight drying. The next day some more cycles of gas 
discharge/vacuum were used. The system was maintained under vacuum and cooled to 
296.15 K. The vacuum period was checked at this temperature to ensure no shift had 
occurred in the densimeter. The resonance in air was also used as a quality check to make 
sure there had been no significant changes.   
6.5 Uncertainty Analysis 
It is important to properly quantify potential sources of error in order to get a good 
understanding of the quality of data produced, and for comparing with the literature 
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sources available. Most of the resulting errors can be corrected for, minimised or eliminated 
by appropriate instrument design and/or procedure, whilst others cannot and will lead to 
systematic deviations from the expected behaviour.  
6.5.1 Sources of Error 
Errors in the measurement of viscosity and density can arise as a result of the following [42]: 
 Inappropriate instrument design (with respect to the theoretical constraints); 
 Inaccurate instrument calibration; 
 Excessive noise levels; 
 Non-steady state conditions; and 
 Sample and/or system contamination. 
The deviation of the instrument design from the stated theory can produce considerable 
systematic error. The main sources of error for the wire for viscosity measurements stem 
from the boundary effects on the wire and over-excitation. This is overcome in the design 
stage by having the previously mentioned requirement that σ* must be greater than 33. 
Retsina et al. [51, 52] indicate that by making the radius of the ceramic flow tube 80 times 
greater than that of the wire the systematic error in neglecting the outer boundary 
condition is of the order 0.05 % in viscosity.  
Background noise can lead to a significant error in the viscosity measurement. The lock-in 
amplifier was used to filter out background effects by using the phase sensitive detection 
technique that extracts a signal with a known carrier wave from a noisy environment. The 
measured resonance signal from the vibrating wire was of maximum amplitude 50 μV. Over-
excitation was minimised by using a drive voltage which ensured an off-set baseline of 0 V 
could be achieved when far away from the resonance. The background noise was further 
minimised by scanning the resonance curve once upwards in equal increments of frequency 
(0.1 Hz) and then in reverse, in equal decrements. Two sets of data were obtained and the 
average was used to carry out the fit, thereby reducing the noise effect [106] and 
minimising the uncertainty in f.  
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6.5.2 Uncertainty of Measured Quantities 
The uncertainty in the measured quantities (T, p, x and τ) are expressed in this section. The 
differential forms of the working equations and correlation for viscosity (Chapter 7) are 
presented in Equations 6.11 to 6.20.  
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Equations 6.11 to 6.20 give explicit analytical derivations of these expected uncertainties 
due to random errors. For temperature measurements using the PRTs, the estimated 
expanded uncertainty of the temperature was 0.05 K and considering the observed 
fluctuations for pressure measurements and the uncertainties in the transducer calibration, 
the total pressure standard measurement uncertainty was found to be 0.04% of reading. 
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Both had a coverage factor of k=2; the uncertainty in temperature had the most significant 
effect on the viscosity uncertainty whereas density was most affected by uncertainty in τ. 
Both properties were not significantly affected by uncertainties in pressure. Table 6.4 details 
the uncertainty taken for each variable. 
Table 6.4: Uncertainty of variables 
U(τo) /μs 0.01 
U(τw) /μs 0.01 
U(τ) /μs 0.01 
U(ρw) /(kg∙m
-3) 0.01 
U(T)/K 0.05 
U(p)/MPa 0.10 
U(x) various 
U(b)/(mol∙kg-1) 0.05 
 
The uncertainty analysis has been performed for each state point considering the 
correlations presented in Chapter 7 which describes the datasets. The relevant partial 
derivative from Equations 6.11 to 6.20 was multiplied by the uncertainty in the associated 
variable from Table 6.4. Then, the overall uncertainty for each state point was calculated by 
summing the square of these individual uncertainties. A coverage factor of 2 was also 
included. 
The uncertainties for each measurement are given in the experimental results tables in 
Tables A.1 to A.22 in Appendix A. The largest uncertainty for viscosity was for 2.5 mol∙kg-1 
CaCl2 with x = 0.0064 at 274 K with (3.4744 ±0.0124) mPa∙s, or 0.35%. This would be 
expected since this denotes the conditions where the highest viscosities in this project were 
measured. The approximate overall uncertainty in density across all points measured is ± 0.5 
kg.m-3, or around ± 0.05%.  
Thus, the measurements appear to be within the estimated experimental uncertainty for 
both density and viscosity. These estimations do not include any errors arising from 
impurities in the sample or unexpected sample contamination.  
  6. Operating Procedure 
113 
 
From previous studies utilising this design of a vibrating wire sensor and a vibrating tube 
densimeter [105, 114], the combined relative errors from the working equations are quoted  
give the overall uncertainty in the measured viscosity as ± 2% and in density as ± 0.2%. 
These studies involved measurements in hydrocarbons where conductivity effects are not 
present. Since this is the first time to our knowledge that the vibrating wire has been used 
for viscosity determination of conductive aqueous fluids, a larger uncertainty of ± 3% has 
been established for removing outlier data. Density has been kept at ±0.2%. 
6.5.3 Uncertainty of Calibrated Quantities 
The uncertainty in the calibrated quantities (R, Δ0, ρ, and volume of system V) as well as 
values obtained from literature (thermal expansion of wire αw and the density of the wire 
ρs) are discussed in this section. 
Table 6.5: Sensitivity of the viscosity to the key fitting parameters 
Parameter Value Perturbation/% ηdev/% 
R/μm 73.2 1 2 
Δ0/x10
-6 29.9 50 0.1 
ρs/(kg∙m
-3) 21560 [130] 1 1.5 
αw/ x10
-6 K-
1 
8.7 [130] 1 0.05 
ρ/(kg∙m-3) 998.06 1 -0.7 
 
Table 6.5 shows the sensitivity of the viscosity to the key fitting parameters. It is possible to 
measure the radius of wire with sufficient accuracy using a laser micrometer. However, this 
is optimum when the wire is produced via centreless grinding which gives a smooth, 
uniform wire. Ciotta et al. discuss this further [111]. In this work, the wire was supplied as-
drawn, on a reel and so it was not possible to use the laser micrometer for direct 
measurement since the coiled wire did not rest adequately in the holding piece. Thus, an 
effective radius was obtained through calibration in pure, deionised water where any 
uncertainty associated with the density of the wire was absorbed into the effective radius 
obtained. R denotes the parameter with the largest scope for uncertainty. Intermediate 
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verification measurements were performed in pure, deionised water in between each 
system. This has been discussed further in section 6.5.4.  
For density, the densimeter accuracy is dictated by the quality of the calibration procedure. 
This determines parameters A and B for the calibration equations. In this work, the 
calibration was performed in vacuum and in pure, DI water. The density of water is known 
with high precision where the uncertainty is lower than 0.03 kg.m-3 in the range up to 100 
MPa [131]. Also, the calibration fluid should have similar properties to the fluids to be 
measured. Since the measurement program involved aqueous fluids with dissolved CO2, it 
was decided that water was a good choice for calibration fluid. It also served as a base 
reference fluid to measure for quality checks. Lastly, (water + CO2) was an ideal pre-cursor 
system for progressing on to brines with dissolved CO2. When measuring the pure brines, 
check measurements were also performed on a separate Anton Paar DMA HPM instrument 
at atmospheric pressure and 296.15 K. These values were generally found to be in 
agreement within ± 0.01%. 
The dominant error in deducing the composition of the system is estimated to stem from 
the volume determination of the system. Three separate volume calibrations were 
performed and all gave the same volume to within ± 0.05 cm3. Test measurements were 
performed on the same system composition with same dissolved CO2 content. The same 
filling procedure was followed twice, on separate occasions. The viscosities and densities 
measured were found to be in good agreement thereby showing any error in composition 
was not a dominant factor in overall accuracy of the measurements. The procedures utilised 
are discussed further in the following results chapter. The maximum estimated uncertainty 
in x is 0.0006 which changes the density by around ±0.06 kg∙m-3 when doubled. However, 
this has a negligible effect on the viscosity. The maximum estimated uncertainty for b is 0.05 
mol∙kg-1 and this has a negligible effect on both viscosity and density.  
As mentioned, the system was calibrated using vacuum and water. Validation 
measurements performed on pure water in Figures 6.3 and 6.4 give an indication of the 
experimental estimate of the absolute uncertainty to be ± 1.5% in viscosity and ± 0.01% in 
density from the maximum deviations shown.  
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6.5.4 Reliability, Repeatability and Reproducibility 
Detailed instructions have been presented in section 5.4 outlining how to properly assemble 
the vibrating wire device. If this has been followed successfully according to these 
procedures, then the device shows very good reliability. One wire can be used to carry out a 
multitude of measurements, provided there is no corrosion of the sensor. Measurements 
were made in this work within the overall stated uncertainties quoted in section 6.5.5. 
The vibrating wires used in the work had good repeatability. One wire was used for the 
(water + CO2) measurements and one for all the pure brine and (brine + CO2) systems. The 
reason for a different wire was due to the aforementioned problems with corrosion of the 
original sensor. When measuring any given system at a given isotherm, a measurement was 
repeated when returning to low pressure from high pressure. Viscosity and density were 
repeatable to within ±0.5% and ±0.05% respectively at one fixed state point and at one 
temperature with pressure cycling. If differences were observed greater than ±1% in 
viscosity then the sample was discarded and the experiment was repeated with a fresh 
sample [106]. After one thermal cycle from 296 K to 448 K and returning to 296 K, the 
agreement was within 1% for viscosity and, again, 0.05% for density.  
The following describes the effect from measuring brine created from different standards 
and also the effect of measuring a composition of CO2 created in two different experiments.  
When brine measurements were commenced, pure NaCl at 0.77 mol.kg-1 was measured 
twice in two separate sets of experiments from two different standards prepared 
gravimetrically. The agreement within values obtained was within ±0.05 % for viscosity and 
negligibly different for density. Likewise, measurements on the first mole fraction of CO2 at 
x = 0.0079 were equally acceptable. However, it should be noted that values can sometimes 
be affected by passage of time, different samples of nominally the same fluid, different 
wires and moving between isotherms. This would indicate some lack of repeatability which 
is not normally observed in measurements of hydrocarbons with the vibrating wire.  
Reproducibility was good between isotherms and for both sensors used was found to be    
±1%. 
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Random errors would be encountered in the work, sometimes caused by entering the two 
phase region. Random errors were very obvious due to the large numerical difference in 
viscosity and density values obtained, and also when trends did not progress in the 
expected direction. There was an instance where the density of pure brine solution 
decreased upon addition of CO2, which was clearly not the known/expected trend (this has 
been discussed further in Chapter 7). Effects from degradation of the sensor have been 
highlighted in Chapter 5. 
6.5.5 Overall Uncertainty 
The estimated overall uncertainty in viscosity is obtained by a combination of the above 
reproducibility with the individual uncertainties arising from the two main sources of error: 
the calibration procedure and the temperature control mode. The thermostatic circulating 
heater allowed temperature control to within ±0.1 K. Factoring in the figures previously 
quoted, an overall estimated uncertainty of ±3% has been taken for the viscosity 
measurements. A figure of ±0.2% has been taken for density.  
6.5.6 Systematic Errors 
The measurements presented in Chapter 7 have been subject to unknown systematic errors 
in viscosity. We know this because unreasonable large deviations have been found when 
compared with literature (especially at high temperatures) even when factoring in the 
known sources of uncertainty. These could be due to electrical conductivity. This is the first 
time we are aware that the vibrating wire has been used in highly conductive aqueous 
media. Even though a concerted effort was made to ensure no ancillary conduction 
pathways existed, these could perhaps have played a part should they have been present. 
However, it has been shown that this systematic error is substantially independent of 
pressure and CO2 mole fraction. This means that the coefficients of pressure and CO2 mole 
fraction for log viscosity are not compromised (at least not too much) and so the salient 
effects of CO2 dissolution on brine can still be brought out. This has allowed for good 
correlation models to be established for both viscosity and density where the experimental 
data are reproduced within the experimental uncertainty. 
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7. Results 
7.1 Introduction 
Having presented the design of the VW-VT installation and how it is operated, this chapter 
will present the results from the measurements performed as part of this project.  
Simultaneous viscosity and density measurements have been made with the vibrating wire 
device amd the vibrating U-tube densimeter on aqueous solutions at zero to near-saturated 
conditions with dissolved CO2(g). The binary systems measured include (H2O(l) + CO2(g)), 
(NaCl(aq) + CO2(g)), and (CaCl2(aq) + CO2(g)), where the viscosity and density of the pure 
solutions have also been measured. A synthetic mixed brine representative of a Qatari 
reservoir brine has also been measured; QP Brine (High Salinity). Additionally, 
measurements have also been made on this synthetic brine with dissolved CO2(g). 
Measurements have been performed in the temperature range (274.15 to 448.15) K, at 
pressures up to 100 MPa. For each system, different compositions of CO2 were investigated 
at increasing amounts of CO2. The estimated expanded relative uncertainties of the 
measurements were ±3% for viscosity and ±0.2% for density, with a coverage factor of 2. 
This chapter presents the data points measured along with correlations developed as a 
result of them. A significant gap in the literature was identified at the beginning of the 
project for aqueous fluids with dissolved CO2. Where possible, comparisons have been 
made with the available literature data. The raw data are presented in Appendix A. 
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7.2 Chemicals 
The salts used in this work were sourced from Sigma Aldrich with their purities listed in 
Table 7.1.  
Table 7.1: Chemicals used in this project 
Chemical Purity/mass% Supplier 
CO2 99.95% BOC Gas 
NaCl(s) ≥99.5% Sigma Aldrich 
CaCl(2) ≥99.0% Sigma Aldrich 
QP Brine Various Sigma Aldrich 
 
Solutions were made gravimetrically utilising pure, deionised water obtained from a 
millipore (Milli-Q Direct) with a resistivity of 18.2 MΩ.cm at 298 K.  
CP Grade CO2 gas was obtained from BOC (11095-Y) in a bottle pressurised to 6 MPa. A 
regulator was fitted which allowed for charging pressures up to 10 MPa thereby allowing 
the maximum pressure of the bottle to be used. However, the maximum charge pressure 
used was 3 MPa.  
7.3 Systems Investigated 
Table 7.2 summarises the systems which have been measured in this project. 
The monovalent salt NaCl(aq) was chosen as this comprises the largest percentage 
composition of brine found in saline aquifers globally. CaCl2(aq) was chosen as a divalent 
brine for investigation as this also comprises a significant percentage of the composition, 
albeit significantly less than NaCl(aq).  Two salinities for each of salt have been measured. 
Initial measurements were performed in 0.77 mol.kg-1 NaCl(aq) since this reflects the 
elevated salinities of sea water in the Arabian Gulf [14, 132].  
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Table 7.2: Systems investigated in project 
 
7.3.1 Creating Aqueous Solutions with Dissolved CO2 
The model of Duan et al. [128, 129] was used prior to measurements in order to pre-
determine the amount of CO2 which could be dissolved in a solution for the binary 
measurements, based on the operating range of the equipment. Figure 7.1 shows the 
solubility curves for CO2 dissolved in water according to the model. 
System b /(mol.kg-1) x T range p  range
Water 0 0
Water + CO2 0 0.008
Water + CO2 0 0.017
Water + CO2 0 0.027
NaCl 0.77 0
NaCl + CO2 0.77 0.0079
NaCl + CO2 0.77 0.0124
NaCl + CO2 0.77 0.0161
NaCl 2.5 0
NaCl + CO2 2.5 0.0046
NaCl + CO2 2.5 0.0085
NaCl + CO2 2.5 0.0126
CaCl2 1 0
CaCl2 + CO2 1 0.0053
CaCl2 + CO2 1 0.0096
CaCl2 + CO2 1 0.0139
CaCl2 2.5 0
CaCl2 + CO2 2.5 0.0064
Qatari Synthetic Brine 1.9 (High) 0
Qatari Synthetic Brine + CO2 1.9 (High) 0.0043
Qatari Synthetic Brine + CO2 1.9 (High) 0.0085
Qatari Synthetic Brine + CO2 1.9 (High) 0.0123
(274 to 448) K (1 to 100) MPa
(274 to 422) K (1 to 100) MPa
  7. Results 
120 
 
 
Figure 7.1: Solubility curves for (water + CO2) according to Duan’s Model [128, 129] 
Systems involving measurements with dissolved CO2 were created by firstly cleaning the 
system with pure, DI water. The system was then dried by raising the temperature to 383 K 
and heating the lines to 323 K and applying vacuum overnight. The system would then be 
cooled to 296 K and left for the temperature to equilibrate, with the vacuum pump still kept 
on. At equilibration, the vacuum period would be checked to ensure it was in line with 
calibration and no drift had occurred. The system was allowed to re-pressurise to ambient 
pressure by turning off the vacuum pump and disconnecting the outlet. Any drift in the 
pressure sensor against the measured pressure of the laboratory would be checked and 
addressed by altering the off-set in the software. The outlet was then reconnected and 
vacuum was reapplied with a check to make sure a pressure drop of 0.1 MPa was achieved, 
indicative of a good vacuum. CO2 was introduced at 296 K and the chosen charging 
pressure: between 1 MPa and 3 MPa for water, 0.5 MPa and 2 MPa for brines. After 
equilibration, the final temperature and pressure of the CO2 were noted. Brine was 
degassed by mixing under vacuum whilst connected to the inlet of the syringe pump. The 
syringe pump piston was fully retracted. After degassing, the delivery tube was lowered in 
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to the brine reservoir and the bottle re-pressurised by slightly opening the lid. Brine was 
taken in to the syringe pump. The fill valve was closed and the piston was set to a constant 
pressure of 15 MPa where the volume was set to 0 ml. The delivery valve was opened and 
the brine injected in to the system. Near the end of the stroke, the pump was stopped, 
delivery valve closed and the cylinder pressurised to 15 MPa. The volume injected was 
noted down and the fill valve was opened and the process repeated until system started to 
raise pressure. The volume of the cylinder barrel was around 5 ml. When the system 
pressure was approaching 15 MPa, the final stroke was injected in constant pressure mode. 
Meanwhile the circulating pump was turned on in order to begin mixing the mixture. The 
Quizix Pumpworks software was used to plot the volume displacement of the piston whilst 
the system was left to homogenise. Mixing took around 3 hours to achieve and this could be 
observed when no more brine was being injected in to the system from the volume 
displacement. The final volume of brine injected was recorded and, with the measurements 
taken, the mole fraction of CO2 in the system could be determined. 
An initial indicator of a successful composition creation would be an increase in the period 
of oscillation of the vibrating tube densimeter upon addition of CO2 compared to the pure 
fluid (and therefore an increase in the density of the mixture). This occurred with 
measurements in (water + CO2) and (NaCl + CO2) at 0.77 mol.kg-1. However, when 
measurements were commenced on (NaCl + CO2) at 2.5 mol.kg-1, the initial measurements 
with 0.5 MPa charging pressure showed a decrease in the density of the fluid. The system 
was cleaned thoroughly and measurements repeated with the same trend observed. 
Measurements were repeated on the pure brine. The density of this could be obtained on a 
separate densimeter (Anton Paar DMA 5000) and also using correlation developed by Al-
Ghafri et al. [98]. It was noticed that the density obtained upon filling was slightly lower 
than the density in the reservoir. Flushing with the reservoir brine obtained the correct 
density. This indicated a problem was now occurring with the procedure which had been 
used previously; residual water was remaining in the system and so reducing the molality of 
the brine. The procedure was therefore changed for subsequent measurements. After 
cleaning with DI water, the system was wetted with the brine to be measured. As much of 
this brine as possible was removed from the system by alternating between blowing with 
CO2 and applying vacuum. This meant that any fluid left behind would not alter the molality 
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of the injected brine.  Measurements were resumed using this new amended procedure and 
gave an increase in the density of the solution and so it was used for the rest of the 
experiments. Since the volume of brine injected in the measurements involving (water + 
CO2) and (NaCl + CO2) at 0.77 mol.kg-1 was close to the calibrated system volume, it was 
concluded that there were no problems in these measurements and the results remained 
valid. Determination of x was amended based on adjusted procedure adopted to account 
for volume of residual brine remaining in the system after wetting the lines. 
Measurements were performed in the single-phase, compressed liquid region i.e. above the 
bubble curves. The presence of bubbles around the vibrating wire would not give 
meaningful values. This trait was verified by deliberately entering the two phase region in 
the (water + CO2) system. A value was returned which was not in agreement with the linear 
shown in the plots presented in the next section, thus indicating the formation of CO2 
bubbles around the wire which had come out of solution.  
Figure 7.2a and 7.2b shows the CO2 solubility curves for the (NaCl + CO2) at 0.77 mol.kg
-1 
and 2.50 mol.kg-1 NaCl respectively. 
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Figure 7.2a and 7.2b: Solubility curves for (NaCl + CO2) at 0.77 mol.kg-1 and 2.5 mol.kg-1 NaCl 
respectively. 
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Figure 7.3a and 7.3b: Solubility curves for (CaCl2 + CO2) at 1 mol.kg
-1 and 2.5 mol.kg-1 CaCl2 
respectively 
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The effect of moving from water to salt as the aqueous medium can be seen by comparing 
the differences between Figure 7.1 and 7.2a/b. The salt ions have a salting out effect on the 
solution and so, when a binary component such as CO2 is introduced, it is not possible to 
dissolve as much as is possible in pure water. When comparing for the same brine, as the 
concentration increases, the salting out effect increases as well. Thus, less CO2 can be 
dissolved in higher concentrated salts. This is evident when comparing between Figures 7.2a 
and 7.2b for NaCl. For divalent brines, this effect is even more pronounced and can be seen 
when considering the possible operating window for measurements on CaCl2 (Figures 7.3a 
and 7.3b). 
The Duan Model could also be used for predicting the solubility curve for the synthetic 
Qatari Brine. Figure 7.4 shows the CO2 compositions.  
 
Figure 7.4: Solubility curves for (Qatari Brine + CO2) at high salinity. 
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7.4 Water 
After calibration, measurements were first performed in water as the base system for the 
project. Throughout the measurement program, repeat measurements were performed in 
water in between brine and (brine + CO2) measurements as a quality check to ensure there 
was no drift or deterioration in the instruments with time. This required the system to be 
flushed with water for cleaning, dried and evacuated and refilled with fresh water to ensure 
no air bubbles were present in the system. 
Literature values for the viscosity of pure water were obtained from the IAPWS-2008 
formulation [123] and density values were obtained from the IAPWS-95 equation of state 
[124]. These properties were accessed from the National Institute for Standards and 
Technology (NIST) “RefProp” database. 
Figure 7.5 and 7.6 show results for viscosity and density respectively performed after 
calibration of the instruments and therefore the expected accuracy at which experiments 
can be achieved.  
 
Figure 7.5: Deviation in the experimental viscosity of pure water from IAPWS-2008 
formulation 
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Figure 7.6: Deviation in the experimental density of pure water from IAPWS-95 EoS 
7.5 Water + CO2 – Viscosity 
The (water + CO2) system was studied as a preliminary system before introducing 
dependency on salt concentration. Four different compositions of water (1) + CO2 (2) were 
studied with x2 = (0, 0.008, 0.017 and 0.027). The viscosities and densities of each mixture 
were measured along isotherms at nominal temperatures of (274.15, 298.15, 323.15, 
348.15, 373.15, 398.15, 423.15 and 448.15) K, with pressures up to 100 MPa. The results are 
given in Table A.3 and A.4 in Appendix A. Experimental temperatures given in the tables 
differed slightly from the nominal values but were constant to ±0.02 K during a 
measurement and across each isotherm. 
7.5.1 Viscosity Plots 
Figure 7.7a and 7.7b show the viscosity values obtained at low temperature (296 K) and high 
temperature (448 K).  
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Figure 7.7a: Viscosity of (water + CO2) at 296 K 
 
Figure 7.7b: Viscosity of (water + CO2) at 448 K  
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When x = 0, the value shown is that of pure water at the y-intercept. Hence, increasing the 
amount of dissolved CO2 leads to an overall increase in the viscosity of the aqueous 
solution. This effect is more pronounced at low temperature. Here, increasing CO2 
concentration to near saturation increases the viscosity of the mixture by about 10% from 
that of pure water. However, at high temperature the effect is an increase of just over 1%. 
However, as the temperature increases, the fluids become less viscous and so more 
compressible; the relative effect of pressure on the fluids increases, albeit remaining a 
relatively nominal effect. 
7.5.2 Viscosity Correlation  
A reasonably accurate empirical representation of the η(T,p,x) surface can be obtained by 
using the modified the Vogel-Fulcher-Tamman (VFT) equation outlined in Equation 7.1: 
                    
 
 
  xTTee
TT
ppdc
ppbasmPa 1exp
1
ln 021
0
0
0 


              (7.1) 
where η is the viscosity, p is the pressure in MPa, p0 = 1 MPa, T is the temperature, x is the 
mole fraction of dissolved CO2 and a, b, c, d, e1, e2 and T0 are parameters. This form of this 
equation is used extensively for modelling the effects of temperature and pressure on 
viscosity. An example of this is the work by Peleties et al. [110] for correlating experimental 
results of Di-isodecyl Phthalate (DIDP). In this work we have introduced the fourth term to 
describe the effects of CO2.  
The structure of this additional term was devised by firstly collating all the experimental 
data for each temperature from all brines. A switching function was used for fitting the 
logarithm of the measured viscosity using the regression tool in Excel. This generated 8 
parameters for each temperature and so established a floating intercept for the viscosity in 
the absence of CO2 for each brine. Outlier data beyond the estimated experimental 
uncertainty of ±3% was then removed. These parameters were collected and then plotted 
as a function of temperature, which is discussed later. 
The data for (water + CO2) was regressed for the individual parameters to get coefficients 
for a surface fit. The parameters were determined by a non-linear optimisation that 
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minimised the absolute average relative deviation defined for a property X by [69, 133] as 
defined in Equation 7.2. 
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                 (7.2) 
Here, Xi is an experimental datum, Xi,fit is calculated from the correlation applied at the same 
state point, and N is the total number of points.  The standard deviation, S, was also 
calculated according to Equation 7.3: 
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where n is the number of fitted constants in the correlation.  
The logarithm of the experimental viscosity was regressed to produce a series of coefficients 
for each temperature. These coefficients at each temperature gave a very good fit to the 
data – well within ± 1%, with no obvious systematic deviations across the T, p, x space. 
Figure 7.8 illustrates this.  
 
Figure 7.8: Deviation of correlation optimised at each temperature for (water + CO2) 
measurements. 
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These parameters were collated and plotted as a function of T in order for expressions to be 
obtained which would best describe the behaviour of the p and x coefficients. The 
coefficients of the log of the viscosity of pure water (ln η0) were regressed against a-(c/(T-
T0)); coefficients of  p were regressed against β = b+(d/(T-T0)); and coefficients of x against 
e1*exp(-e2((T-T0)/T0)). Figures 7.9a to 7.9c show how well the parameters can be fitted. 
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Figures 7.9 a to c: Fitting of parameters (Table 7.3) as a function of temperature for VFT 
equation applied across (water + CO2)  
When fitted to the experimental data for (water + CO2), the parameters given in Table 7.3 
were obtained. 
Table 7.3: Parameters in Equation 7.1 for (water + CO2) 
a c b d e1 e2 T0 / K 
-3.705013 3.98950 0.00289258 -0.00326 65.55968 2.46811 141.5 
 
From Figure 7.8 it can be seen that the equation fits the data well to within ± 0.6%. 
7.5.3 Viscosity Literature Comparison 
The IAPWS-2008 equation for the viscosity of pure water [123] is based on a critical review 
of literature sources for pure water viscosity values. Therefore, for pure water, comparison 
of the current data is restricted to this only. For the system (water + CO2), the results 
reported represent a significant addition to the body of data available in the literature with 
only one reliable source identified. The measurements performed by Kumagai et al. [134] 
agree to within 2% of the model as shown in Figure 7.10a and 7.10b.  
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Figure 7.10a and b: Comparison with literature for (water + CO2) viscosity measurements 
using Equation 7.1 and fitting parameters in Table 7.3
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It should be noted there exists a second data set by Uchida et al. [135] however, this study 
gives very large deviations (up to 50%). The dynamic light scattering method used is not a 
conventional method for viscosity determination and they quote an uncertainty of ± 6% in 
their experiments. Thus, the data from this study have been deemed inadequate to include 
for comparison. 
7.6 Brine + CO2 – Viscosity  
The brines studied in this work have already been outlined previously in Table 7.2 as well as 
the corresponding mole fractions of CO2 obtained.  The viscosities and densities of each 
mixture were measured along isotherms at nominal temperatures of (274.15, 298.15, 
323.15, 348.15, 373.15, 398.15, 423.15 and 448.15) K, with pressures up to 100 MPa.  
7.6.1 Viscosity Plots 
Figure 7.11 shows a logarithmic plot of viscosities measured for 50 MPa isobars.  
 
Figure 7.11: Experimental viscosities at 50 MPa for all brines measured plotted on a 
logarithmic scale. 
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It can be seen from Figure 7.11 that the concentration range measured for the individual 
brines bounds the viscosity of the synthetic mixed brine. Experimental data points for 
temperature and pressure ranges measured can be found in Appendix A. For NaCl, data can 
be found in Tables A.5 and A.9; for CaCl2, in Tables A.13 and A17; and for Qatari Synthetic 
Brine in Table A.20. 
7.6.2 Viscosity Correlation 
The limited data available in the literature on the effect of dissolved CO2 concentration and 
pressure on brine viscosity suggest that this may be independent of salt type and 
concentration.  In this section we investigate the validity of this hypothesis. This was tested 
by applying Equation 7.1 across the whole data set collected and fitting the log of the 
viscosity in the absence of CO2 (ln η0)  for each salt type and molality. Figure 7.12 below 
shows that an agreement to within ± 4% was obtained when parameters were regressed for 
each temperature.  
 
Figure 7.12: Deviation of experimental data from Equation 7.1 optimised at each isotherm  
The parameters generated from the fit were compared against those obtained from the 
(water + CO2) data. Figures 7.13a to 7.13c show a comparison of these parameters against 
the fits previously presented for the (water + CO2) data presented in Figures 7.9a to 7.9c 
before.  
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Figures 7.13a to c: Fitting of parameters as a function of temperature for VFT equation 
applied across (brines + CO2) 
Parameters a and c were optimised for each brine and values obtained. Thus, this gives a 
total of 17 parameters for Equation 7.1 when applied to the full data set: values for a and c 
for each fluid (12 parameters) and values for b, d, e1, e2 and T0 (5 parameters) which apply 
globally.  The quality of the fit was polished by fitting the entire data set and optimising all 
the parameters. This gave a relative standard deviation of 1.7%. However, by constraining b, 
d, e1, e2 and T0 to the values obtained for (water + CO2) and optimising only on a and c, a 
relative standard deviation of 1.8% was returned. Thus, there is some merit in using the 
values obtained from (water + CO2) system.  
Here, we can relate the results to the main hypothesis being tested. If we apply the 
hypothesis that the effect of dissolved CO2 is independent of salt type and molality then the 
AAD is almost unchanged from a free fit. This is in fact not the strongest test. It would be 
better to fit each salt type and molality separately and compare the coefficient of x for each 
vs. temperature. However, for ease of simplicity and for tending towards a global set of 
parameters, Table 7.4 presents the recommended coefficients for Equation 7.1 to represent 
all the CO2-brine viscosity data, with a relative standard deviation of 1.8%. 
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Table 7.4: Parameters for Equation 7.1 for (brines + CO2) 
Fluid m 
Parameters 
a c b d e1 e2 T0 
Water 0 -3.68481 3.955026 0.002893 -0.00326 65.55968 2.468115 141.5 
NaCl 0.77 -3.4616 3.788231 
 
  2.5 -3.15391 3.686601 
CaCl2 1 -3.11763 3.685689 
  2.5 -2.64608 3.690853 
QP 1.9 -3.25179 3.802622 
  
Figures 7.14a to 7.14c show the deviation of all the experimental viscosities from the 
viscosity correlation in terms of x, p and T respectively. 
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Figures 7.14a to c: Deviation of experimental data from Equation 7.1 using parameters from 
Table 7.4 
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Figure 7.15 shows a histogram which outlines the distribution of the deviation of the data. 
 
Figure 7.15: Distribution of the deviation of the experimental data from Equation 7.1 using 
parameters in Table 7.4 
7.6.3 Viscosity – Literature Comparison  
Data were available in the literature for measurements of the viscosity of pure brine 
allowing comparison to be made with the current measurements and correlations. 
Molalities in the literature varied compared with those studied in this work and so we 
needed a method for interpolating between molalities of the individual brines in order to be 
able to compare. This has been achieved using the Jones-Dole type equation [81] (Equation 
7.4): 
bcbc
w
b
r  2
21
11


                (7.4) 
where ηb is the viscosity of the brine, ηw is the viscosity of pure water, b is the molar 
concentration and c1 and c2 are coefficients optimised for both NaCl and CaCl2.  
The Jones-Dole equation provided a way of achieving this and it expresses the relative 
viscosity (ηr) as a function of the molar concentration of a substance. The brine viscosity in 
the absence of CO2 was obtained by taking the exponent of the values obtained for the 
logarithm of the viscosity of the pure brine from the surface fit (Figure 7.13a (ln η0 vs T)). ηw 
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was obtained from the surface fit also. ηb/ηw as a function of b was then be plotted to give 
rise to Figures 7.16 a and 7.16b.   
 
Figure 7.16a and b: Plot for ratio of brine viscosity to water viscosity as a function of molality 
for working out coefficients for Equation 7.5 
In order to fit the brine data the Jones-Dole equation needed to be adjusted to include 
temperature; Equation 7.4 was therefore modified slightly to Equation 7.5.  
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Equation 7.5 could then be used at each isotherm to determine a value for ηb and this could 
then be compared against experimental value. Taking the sum of the squares of the 
difference between these values and optimising on c1, c2 and c3 for each brine gave the 
coefficients for the fit. These values are listed in Table 7.5 for each brine.    
Table 7.5: Parameters for Equation 7.5 
 NaCl CaCl2 
c1 0.291015724 0.359884781 
c2 -0.119318366 -0.203010965 
c3 0.190911976 0.669087029 
 
The works of Kestin et al [136-140] are widely referenced sources for NaCl data with an 
extensive dataset, beyond the molalities measured in this work up to near saturation. A 
comparison was done using the model presented by Kestin et al. [140]  to determine the 
viscosity of pure NaCl compared against values obtained in this work. Figure 7.17 shows this 
comparison. 
 
Figure 7.17: Experimental points of for viscosity of 0.77 mol.kg-1 NaCl against inverse 
temperature compared against the model of Kestin et al.[140] 
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The high temperatures are to the left hand side of the graph. Here, we can see that 
experimental points measured deviate from this and there is generally a good agreement at 
lower temperature. Thus, it would appear there is an increasing deviation with temperature. 
This trend can also be seen when comparing Kestin’s data using the Jones-Dole coefficients 
obtained from the measurements in this work. 
Figure 7.18 shows the deviation of the Kestin’s literature data from Equation 7.5 using the 
appropriate coefficients for NaCl from Table 7.5. 
 
Figure 7.18: Deviation of data from Kestin et al. [136, 137, 139, 140] from Equation 7.5 
Equation 7.5 from this project is valid up to 2.5 mol∙kg-1 and has been extrapolated for 
comparison in Figure 7.18 beyond 2.5 mol∙kg-1.  The work performed by Goncalves et al. 
[136]  (another Kestin source) and Kestin et al. [139] in 1977 cover up to 323 K and 313 K 
respectively, and both agree well with this work to within ±3%, i.e. within the overall 
expected uncertainty, even when Equation 7.5 is extrapolated to over twice the molality 
measured. The data with up to 10% deviation denote the increasing deviation with 
temperature; these sources cover up to 423 K and half of the molalities are beyond the 
validity of Equation 7.5, greater than 2.5 mol∙kg-1. Thus, earlier data from Kestin’s work 
agree within the mutual uncertainty of ±3%, even when extrapolated whilst subsequent 
studies from the lab deviate beyond the mutual uncertainties, even below 2.5 mol∙kg-1. 
-10%
-5%
0%
5%
10%
15%
0 1 2 3 4 5 6
((
η
co
rr
-η
li
t)
/η
li
t)*
10
0
b / mol.kg-1
NaCl
Kestin et al. (1978)
Kestin et al. (1984)
Kestin et al. (1977)
Goncalves et al. (1977)
  7. Results 
144 
 
Kestin’s work considers the effect of the pressure coefficient on viscosity. It was interesting 
to plot this coefficient against those obtained in this work. Figure 7.19 shows a comparison 
of the β coefficient from Kestin against those determined in this work for all the data. 
 
Figure 7.19: Comparison of β for data measured with those from model from Kestin et al 
[140] for 0.77 mol.kg-1 NaCl 
Figure 7.19 illustrates that the effect of pressure on viscosity is not significant on the whole, 
but has a larger affect at high temperature, albeit still relatively small. 
From Figure 7.17, we have a clear indication that the results are affected by a systematic 
error that gets worse with increasing temperature. The comparison of β with Kestin et al. in 
Figure 7.19 shows that the error is not substantially dependent on pressure and so 
therefore it will not be substantially affected by x either, and thus the coefficient of x is still 
good. 
A further comparison was made with other literature sources based on subsequent studies 
which have been performed since Kestin’s studies in the late 70s/early 80s. These include 
data which extrapolate beyond the molalities measured in this work. Figure 7.20 shows 
comparison of Equation 7.5 with other literature sources available. 
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Figure 7.20: Deviation of other literature sources for NaCl from Equation 7.5 
From Figure 7.20, it can be seen there is relatively good agreement for the range in which 
Equation 7.5 is valid, with data mostly agreeing to within ±4%. There does seem to be a 
systematic trend, with the other data lower at low molalities and then higher at 
intermediate before going lower again at high molality. The correlation again serves to 
conveniently express data when extrapolated to the higher molalities. The data from these 
sources [136, 141-146] were mostly performed at lower temperatures with none extending 
to the high temperature of Kestin et al. [137, 138, 140]. Whilst still within ±3%, it is 
interesting to note the spread of Semenyuk et al.[144]. Here, the increasing deviation at the 
molalities considered is due to increasing temperature, Likewise, the deviation of Ozbek et 
al. [146] can also be attributed to this. Deviation with increasing temperature could be 
coupled with unknown systematic errors relating the electrical conductivity of the fluids. At 
high temperature, the brines are more conductive since the ions in solution have greater 
kinetic energy and so, perhaps, the source of deviation is exacerbated.  
The data from the individual brines was used to establish some mixing rules for deducing 
the viscosity of the Qatari brine, which is discussed later on. Therefore, this good agreement 
at low temperature at higher molalities has been viewed as an additional benefit for this 
work.  
There is a smaller data set available for CaCl2 for comparison [145, 147-150]. Figure 7.21 
shows this comparison against Equation 7.5.  
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Figure 7.21: Deviation of CaCl2 literature data from Equation 7.5 
Most of the literature data lie within ±5%. There is excellent agreement around where 
measurements were performed at 1 and 2 mol.kg-1 where the data are within around ±2%. 
This suggests that more measurements at other molalities could be of benefit. There are 
some cases where there is a larger deviation, such as Abdulagatov et al. [150] where 
measurements were performed to high temperatures. No adequate models were provided 
to allow for a similar comparison with this work. However, a similar trend is seen at each 
molality as was seen in Kestin’s work for NaCl whereby there is an increasing deviation with 
temperature. Therefore, it is clear there is a systematic error present in this work which 
increases with temperature. Since the brines are better conductors at higher temperatures 
due to better mobility of ions, this error increases with conductivity i.e. with reducing 
viscosity. However, since trends have been found with increasing viscosity upon addition of 
CO2 it can be inferred that this systematic error is neither a strong function of pressure, salt 
type nor mole fraction of dissolved CO2. This work has added value from having determined 
the effect of dissolved CO2. We have an unfortunate systematic error, but would argue that 
it does not invalidate our conclusion in respect of CO2. 
It can be seen from the analysis which follows that the molality contribution from the 
divalent ions in the Qatari brine is more than sufficiently covered by the molalities 
measured in this work program.  
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Literature was significantly sparse for (brine + CO2) viscosity measurements. Data was very 
limited in literature and so a quantitative comparison has only been possible in a restricted 
range of the state points measured in this work, highlighting the value of the results 
obtained, especially given the wide temperature and pressure window over which 
measurements have been performed.  
Bando et al. [151] investigated the effects of CO2 dissolution on NaCl(aq). Very weak 
concentrations of NaCl(aq) were utilised and mass fractions of CO2 were not well quantified. 
However, the same qualitative behaviour as this work was found whereby viscosity of the 
brine increased upon dissolution of CO2. Likewise, Fleury et al. [152] and Kumagai et al. 
[153] also reported the same behaviour, and both studies were also performed in a 
restricted temperature and pressure window. Fleury presented data in graphical form which 
made it difficult for extracting accurate values for their data points. Thus, a comparison has 
firstly been made with the data of Bando et al. and Kumagai et al. in Figures 7.22a to c using 
coefficients determined from the (water + CO2) parameters in Table 7.3. 
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Figures 7.22a to c: Deviation of (NaCl + CO2) viscosity literature data from Equation 7.1 
using parameters from Table 7.3 
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Figures 7.22a to c show there is a significant gap in literature for the data required for brines 
with dissolved CO2. Data has been measured in a limited range for (T, p, b and x). Deviations 
are large when using the (water + CO2) coefficients. The data has been fitted and optimised 
to obtain a and c parameters for each molality, with the coefficients presented in Table 7.6. 
Figures 7.23a to c show the deviation agrees to within ±2.5%. This indicates that Equation 
7.1 gives a good description for the behaviour of aqueous fluids with dissolved CO2.  The 
figures also illustrate graphically how little data there are so that this work is really opening 
up new parameter space. 
Table 7.6: Parameters for Equation 7.1 for literature (NaCl+CO2) 
Fluid m 
Parameters 
a c b d e1 e2 T0 
NaCl 0 -4.21776 5.051901 0.002512 -0.00363 43.09691 3.292537 
135.5
4 
 0.173 -4.18466 5.033593 
 
 0.529 -4.10515 4.987236 
 0.324 -3.98687 4.629835 
 0.599 -3.71909 4.380349 
 0.856 -3.80825 4.485166 
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Figures 7.23a to c: Deviation of (NaCl + CO2) viscosity literature data from Equation 7.1 
using parameters from Table 7.6 
This behaviour for the addition of CO2 to aqueous fluids is well known and the ranges which 
have been measured in this program will help underpin an understanding of what is likely to 
happen in the timescales immediately following injection into a saline reservoir. During this 
period, the system will be undersaturated with CO2. Beyond this, the mechanics may 
change once the solution has reached saturation and starts becoming supersaturated. This 
work has significantly extended the data available in the literature. As previously 
mentioned, this work in particular serves to aid the development of molecular models and 
reservoir simulations specific to the Qatari subsurface. The following section serves as a 
platform for bringing together the data in this work and applying it to the Qatari brine. It 
also allows for a comparison with literature data available for pure brines. 
7.7 Mixed Brine – Viscosity  
A set of mixing rules have been established in order to deduce the viscosity of the mixed 
Qatari brine based on the viscosities of the individual brines measured. In order to be able 
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to do this, we needed a method for interpolating between state points measured for the 
individual brines, and this was achieved using the Jones-Dole Equation 7.5. 
Table 7.7 outlines the composition of the individual ions for the mixed synthetic high salinity 
(1.9 mol.kg-1) Qatari brine measured. 
Table 7.7: Composition of the High Salinity Synthetic Qatari Brine 
Salt b / mol.kg-1 
NaCl 1.514 
CaCl2 0.276 
MgCl2 0.080 
KCl 0.012 
Na2SO4 0.011 
SrCl2 0.004 
NaHSO3 0.003 
Total 1.90 
 
Equation 7.6 details the mixing rule which has been used to determine the viscosity of the 
mixed brine based on the experimentally determined values of the individual brines.  
   bpT
b
b
bpT i
i
i
mix ,,,,   





               (7.6) 
96% of the 1.9 mol.kg-1 of the Qatari salt measured comprised NaCl and CaCl2. Other salts 
made up the remaining 4%. In order to develop a mixing rule for the brine, the contribution 
to the molality from salts was combined in to either NaCl or CaCl2 i.e. the monovalent brines 
were combined with NaCl and the divalent brines with CaCl2. This gave an equivalent 
molality of 1.53 mol.kg-1 for NaCl and 0.37 mol.kg-1 for CaCl2 (bi in Equation 7.6). By using the 
coefficients from the Jones-Dole fit, the viscosities for NaCl and CaCl2 at 1.9 mol.kg
-1 could 
be obtained across the state points involved in the Qatari brine experimental 
measurements. Figure 7.24 shows a comparison between the predicted values from the 
mixing rule and the experimental data points.  
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Figure 7.24: Deviation of viscosity of the Qatari brine from the viscosity mixture correlation 
The model gives good agreement to within ±3%. This makes this a very useful tool for 
predicting the viscosity of complex brine mixtures, particularly the Qatari brines of interest 
to our sponsors in their design of CO2 storage processes in brine aquifers. 
7.8 Water + CO2 – Density 
7.8.1 Density – Plots 
Figures 7.25a and 7.25b show the density values obtained at low temperature (296 K) and 
high temperature (448 K) for (water + CO2) measurements.  
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Figure 7.25a: Density of (water + CO2) at 296 K 
 
Figure 7.25b: Density of (water + CO2) at 448 K 
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Table A.4 in Appendix A lists the data points measured. The results show an increasing linear 
dependence of density with increasing mole fraction of dissolved CO2.   
7.8.2 Density – Correlation 
The density has been correlated to allow for ease of comparison with literature data 
available. Figure 7.26 shows that the molar volume at infinite dilution is a linear function in 
the range investigated. 
 
Figure 7.26: Linear dependence of the molar volume at infinite dilution of CO2 at 70 MPa 
Thus, it has been assumed that the partial molar volume of CO2 (VCO2) is independent of x as 
shown in Equations 7.7 and 7.8. 
 BAxV m                 (7.7) 
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                  (7.8) 
Equation 7.7 gives the molar volume of the solvent (pure water), Vw = B. Figure 7.27 shows 
VCO2 as a function of temperature.  
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Figure 7.27: Partial molar volume of CO2 for (water + CO2) mixture 
From this, a six parameter correlation has been established for VCO₂(T, p) in Equation 7.9, 
linear in pressure and quadratic in temperature. The values for the coefficients can be found 
in Table 7.8.  
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Table 7.8: Coefficients of Equation 7.9 
Coefficients of aij 
a0,0 51.19124229 a2,0 29.65961342 
a1,0 -46.72405593 a1,1 0.165078544 
a0,1 -0.060708295
 a2,1 -0.109027294 
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The final model for the density of a mixture ρ(T, p, x) is based on the IAPWS-95 EOS for pure 
water [124] and Equation 7.10: 
wCO
wCO
)1(
)1(
2
2
VxxV
MxxM


             (7.10) 
Figure 7.27 illustrates that as the temperature increases, VCO2 has an increasing dependence 
on pressure. This effect is less pronounced at low temperature. It is possible to compare 
VCO2 with data from literature.  
Figure 7.28 shows through comparison with numerous literature sources [154-160] that the 
data obtained in this study agree within the spread of values from other researchers at the 
same nominal temperature i.e. literature data agree with our values within the mutual 
uncertainties.  
 
Figure 7.28: Comparison of the experimental partial molar volume of CO2 with literature 
values. 
Equation 7.9 was used to check the deviation of the experimental density data in Tables A.3 
and A.4 in Appendix A. Figure 7.29 shows the density of any under-saturated mole fraction 
of CO2 in water can be obtained from the correlation of Equations 7.9 and 7.10 to within ± 
0.04% 
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Figure 7.29: Deviation of experimental data from density correlation Equations 7.9 and 7.10.
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7.8.3 Density – Literature Comparison 
It has been possible to do a comparison with literature for the density measurements [161-
163].  
 
-0.30%
-0.10%
0.10%
0.30%
0.50%
0 0.01 0.02 0.03 0.04
Δ
ρ
/ρ
x
This work
Hebach et al. (2004)
King et al. (1992)
Li et al. (2004)
-0.30%
-0.10%
0.10%
0.30%
0.50%
280 330 380 430
Δ
ρ
/ρ
T / K
This work
Hebach et al. (2004)
King et al. (1992)
Li et al. (2004)
-0.30%
-0.10%
0.10%
0.30%
0.50%
0 20 40 60 80 100
Δ
ρ
/ρ
p / MPa
This work
Hebach et al. (2004)
King et al. (1992)
Li et al. (2004)
Figure 7.30: Comparison with literature for (water + CO2) density measurements – 
deviations from the correlation of Equation 7.10. 
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Figure 7.30 shows the deviation of literature density data from the present correlation. 
Most data points agree within ± 0.2% which is within good agreement for the measurement 
technique used in this work and the uncertainty of the literature data. However, some data 
lie outside these limits, suggesting some of the data in the literature are unreliable, 
particularly those of Li et al. [163].  
7.9 Brine + CO2 – Density 
7.9.1 Density – Plots 
Figure 7.31 shows a plot of densities measured for 50 MPa isobars. 
 
Figure 7.31: Experimental densities at 50 MPa for all brines measured. 
It can be seen from that the concentration range measured for the individual brines bounds 
the density of the synthetic mixed brine. Experimental data points for temperature and 
pressure ranges measured can be found in Appendix A. For NaCl, data can be found in 
Tables A.5 and A.9; for CaCl2, in Tables A.13 and A17; and for Qatari Synthetic Brine in Table 
A.19.  
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Dissolution of CO2 into brine follows a similar trend to that of dissolution in water; it 
increases the density of the fluid. Figures 7.32a to 7.32c show the effects on each of the 
brines considered at 296 K.  
 
Figure 7.32a: Effect of dissolution of CO2 on density of NaCl(aq) at 0.77 mol.kg
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Figure 7.32b: Effect of dissolution of CO2 on density of CaCl2(aq) at 1 mol.kg-
1 
 
Figure 7.32c: Effect of dissolution of CO2 on density of Qatari brine at low temperature 
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Increasing the salinity of a brine does not alter the overall trend of increasing density with 
increasing dissolution of CO2. This can be seen when comparing Figure 7.32d for 2.5 mol.kg-
1 NaCl(aq) with Figure 7.32a for 0.77 mol.kg
-1. Similar traits with the results from the (water + 
CO2) can also be noted when comparing the effect at low temperature (Figure 7.32c) and 
high temperature (Figure 7.32e).  
 
Figure 7.32d: Effect of dissolution of CO2 on density of NaCl(aq) at 2.5 mol.kg
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Figure 7.32e: Effect of dissolution of CO2 on density Qatari brine at high temperature 
7.9.2 Density – Correlation  
The same hypothesis applied to viscosity was applied to density i.e. the effect of CO2 
addition to an aqueous fluid would be unaffected by salt type or salt molality. By virtue of 
this, the correlation approach applied to (water + CO2) was considered for (brine + CO2) 
measurements. 
As with (water + CO2), adding CO2 to a pure brine increased the density of the fluid, as 
would be expected. This can be seen in Figures 33a to 33b which show selected plots of the 
molar volume of the mixture Vm as a function of x.  
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Figure 7.33a and b: Molar volume of the mixture as a function of x for 0.77 mol.kg-1 NaCl at 
274 K and 423 K 
 The partial molar volume of CO2 (VCO2) was obtained from the experimental data for the 
brines by linear regression considering Equation 7.8. Figures 7.34a to 7.34e show the 
evolving effect of pressure on the measurements with VCO2 plotted as a function of 
temperature for each fluid considered.  
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Figure 7.34a to e: Partial molar volume of CO2 as a function of temperature for each brine 
at increasing pressure  
VCO2 was correlated using a linear fit in pressure and a quadratic fit in temperature, the 
same as (water + CO2) in Equation 7.7. The parameters were optimised for each brine and 
then combined to obtain values for a global fit for obtaining the density of the brines via 
Equation 7.11. 
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Values optimised for global fit gave an AAD of 0.04 %. When using values obtained from 
(water + CO2) in Table 7.8, the AAD was 0.05 %. Figures 7.35a to 7.35c show the deviations 
of experimental data from the correlation against x, p and T respectively.  
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Figures 7.35a to c: Deviation of experimental data from global fit of the density correlation 
(Equation 7.11) as a function of x, p and T respectively 
It can be seen from Figures 7.35a to 7.35c that the correlation represents the experimental 
surface well, giving results to within ± 0.3 %. 
7.9.3 Density – Literature Comparison 
The data produced in this work serves to give an understanding of the effects of CO2 when 
added to aqueous fluid. Vm was obtained from the linear fit of the experimental 
measurements. In order to get a complete model for density of a solution at any given T, p, 
b and x, we need a correlation for the molar volume (or density) of the brine as a function of 
T, p and b. Work performed by Al-Ghafri et al. [98, 99] produced reliable correlations for 
single-salt brine densities based on the Tammann-Tait equation. The publications can be 
consulted for further detailed information on the model used and coefficients required. 
This model proved to be a useful resource for this work for verifying the correct brine 
molality had been made up by comparing with the correlation. Additionally, measurements 
were performed at atmospheric pressure on the same instrument used for the work by Al-
Ghafri et al. 
Figures 7.36a and 7.36b show a comparison of the fractional deviation of the densities 
measured in this work compared to the model. 
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Figure 7.36a: Deviation of experimental NaCl(aq) points from correlation by Al Ghafri et al. 
[98] 
 
Figure 7.36b: Deviation of experimental CaCl2(aq) points from correlation by Al Ghafri et al. 
[98] 
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There is an overall acceptable agreement with the correlation by Al Ghafri et al. [98]. This 
correlation was developed using a temperature range from (298.15 to 473.15) K. Thus, 
measurements taken in this work at 274.15 K lie outside this range. This correlation has 
been compared extensively against available literature and has yielded very good results 
within ± 0.1 %. Since measurements from this work lie within this range, no further 
comparison has been made with other literature sources.  
7.9.4 Density – Mixed brine 
Al-Ghafri et al. [98, 99] also included a mixing rule in their work which allowed for the 
density of any brine to be obtained at any given T, p or b. This correlation was used to get 
the values of the Qatari brine at the state points measured. Figure 7.37 compares the 
experimental values with those obtained from the mixing rule and the pure brine density 
correlation. 
 
Figure 7.37: Devaition of experimental Qatari Brine points from the mixing rule produced 
from the work of Al-Ghafri et al. [98, 99] 
Thus, it is recommended that the model of Al-Ghafri et al. [98, 99] should be used for 
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CO2 correlations obtained in this work. This will allow for the calculation of solution 
densities at any given T, p, x and b for aqueous fluids with dissolved CO2. 
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8 Conclusions 
8.1 Conclusions 
The main aim of this work was to investigate the effect of dissolved CO2 on the viscosity and 
density of aqueous fluids.  Specifically, concentrated brine solutions likely to be encountered 
during carbon sequestration in Qatar were considered. The study was accompanied by the 
development of mathematical models for quantification and prediction of viscosity and 
density.  
A new experimental installation was designed, fabricated, commissioned, and tested as part 
of this work for performing measurements. Wetted parts were made from the alloy 
Hastelloy-C276 to ensure a high resistance to corrosion. Viscosity and density were 
measured using the vibrating wire viscometer and U-tube densimeter methods respectively, 
in a temperature range from (274.15 to 448.15) K and at pressures up to 100 MPa. There is 
relatively little experience reported in literature using the vibrating wire viscometer to 
measure brine solutions. 
The viscosity and density of water with dissolved CO2 was studied initially as a base system 
before moving on to brine solutions. For pure brines, NaCl and CaCl2 solutions were 
measured, each at two concentrations. A mixed, synthetic Qatari brine prepared in the lab 
was also measured at moderate salinity. Measurements were performed on each of these 
systems with increasing amounts of dissolved CO2. Measurements were performed in the 
single phase, compressed liquid region of the aqueous fluid-CO2 phase diagram so as to 
ensure no bubble formation; this would give rise to incorrect results. Thus, a model by Duan 
et al. [128, 129] for CO2 solubility was used to predict the possible window of operation.  
Initial measurements using the traditional wire material tungsten for the vibrating wire 
resulted in deviations with increasing temperature when performing test measurements in 
water. It was thought that perhaps a reaction was happening on the surface of the wire in 
high humidity conditions. Thus, the wire material was replaced with a Platinum/Iridium 
(90/10 wt%) composite wire and this resolved the problem.  
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Correlations are presented for each property measured which fit the experimental data. For 
viscosity for (water + CO2), this fit is to within ±2% and increases to around ±3% for the pure 
brines and mixtures with CO2. This is within the estimated experimental uncertainty. 
Systematic errors were discovered to be present in the viscosity data which increased with 
temperature. However, the effects of CO2 dissolution into the brine could still be pulled out 
from the data collected since this error did not appear to be a function of mole fraction of 
dissolved CO2, pressure or even salt type. The data was correlated using a Vogel-Fulcher 
Tammann (VFT) type equation where the Jones-Dole equation was then used for 
interpolation between molalities. This allowed for comparison with literature sources where 
the systematic deviation with temperature was observed.  The effect of dissolved CO2 leads 
to an increase in both the viscosity and density of aqueous fluids. The viscosity 
measurements are not of high absolute accuracy, but we have resolved the effect of CO2 all 
the same within an estimated uncertainty of ±3% for viscosity and ±0.2% for density.  
Mixing rules were used to determine the viscosity of the Qatari brine from the individual 
measurements. The model gave the viscosity of this brine to within ±3% of the values 
determined experimentally.  
The densities of (water + CO2) mixtures have been correlated using the partial molar 
volume of CO2 with a fit to within ±0.02%. The densities of pure brines measured agree well 
with a correlation developed by Al Ghafri et al.[98]. A similar correlation was used to fit the 
brines with dissolved CO2 which was similar to the (water + CO2) system and this gave 
results to within ±0.1%., which is within the estimated experimental uncertainty of ±0.2%.  
The body of data available in literature for aqueous fluids with dissolved CO2 is very limited. 
Thus, much of the data in this work has contributed significantly to the data available. 
Increasing the amount of CO2 dissolved in an aqueous fluid resulted in an increase in both 
the viscosity and density of the mixture, despite the molality of the brine or the brine type. 
Generally, this effect is less pronounced at higher temperatures. The approximation has 
been made that the effect of dissolved CO2 is independent of salt type and molality. From 
the correlations developed in this work, it is estimated that the effects of dissolved CO2 on 
viscosity and density can be obtained to an accuracy of ±3% for viscosity and ±0.2% for 
density, assuming that the brine viscosity and density are known accurately. 
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The data and the correlations derived from them will find direct application in the design 
and control of new CO2 reservoir injection processes for enhanced oil recovery and carbon 
storage.  They will also provide the basis for developing and testing new molecular based 
models for predicting the density and viscosity of complex brine mixtures and their 
modification by dissolution of CO2. 
8.2 Future Work 
This work has been carried out with a view to better understanding the behaviour of fluids 
involved in carbon sequestration. Experimentally measuring such fluids allows for better and 
more accurate predictive models to be developed. Alternative designs of vibrating wire 
viscometers were considered in this work and it was deduced that the clamping end-plate 
mechanism is the best and most optimum design for achieving high quality resonance 
curves. Electrolyte systems present problems with corrosion, especially when cycling to high 
temperatures and using high salinities and so it is important that corrosion resistant 
materials are used for sensor design. Measuring very high salinities near saturation was not 
possible since the wire would not function in the highly conductive media to give 
meaningful readings. PEEK end caps were introduced to the viscometer to reduce the 
exposed surface area for ancillary circuit conduction. However, the vibrating wire worked 
well at low to medium salinity and has given reliable results. It is suggested that an 
investigation focussed on determining the behaviour of the vibrating wire in electrolyte 
solutions is performed in order to better understand the effect on the mechanics of the 
wire. 
The measurements collected in this work present a platform for using the data to calibrate 
and test physiochemical predictive models, particularly for viscosity. This would be a good 
step for future work. Such models will help reservoir simulators be made more precise and 
therefore help investment and strategic decisions going forward in terms of how best to 
develop the CCS industry, especially in the Middle East.  
There is a relatively large abundance of data in literature for hydrocarbons with dissolved 
CO2, when compared to that available for (brine + CO2). A potential future investigation 
could be to consider mixtures of (hydrocarbon + brine + CO2). This would allow for 
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convergence to real life, in-situ reservoir fluids, particularly when considering CCS 
application to underground sinks other than saline aquifers. 
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A. List of Experimental Results of 
Aqueous Fluids with dissolved CO2 
 
Table A.1: Experimental viscosities of H2O(l) 
  η / (mPa.s)   η / (mPa.s) 
p / MPa T = 298.13 K p / MPa T = 373.24 K 
0.96 0.8927 0.97 0.2802 
50.23 0.8870 50.23 0.2944 
96.40 0.8888 96.41 0.3069 
0.96 0.8953 0.98 0.2806 
p / MPa T = 447.91 K 
  
0.99 0.1562 
  
50.24 0.1672 
  
96.42 0.1771 
  
4.99 0.1577     
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Table A.2: Experimental densities of H2O(l) 
  ρ / (kg.m-3) U(ρ)   ρ / (kg.m-3) U(ρ) 
p / MPa T = 296.16 K 
 
p / MPa T = 323.42 K 
 1.00 997.91 ±0.47 1.03 988.35 ±0.47 
15.11 1004.21 ±0.47 15.14 994.39 ±0.46 
30.20 1010.72 ±0.46 30.23 1000.66 ±0.46 
50.31 1019.18 ±0.46 50.32 1008.74 ±0.46 
70.40 1027.28 ±0.46 70.40 1016.52 ±0.45 
100.67 1038.87 ±0.45 100.72 1027.58 ±0.46 
1.02 997.90 ±0.45 1.07 988.32 ±0.45 
p / MPa T = 348.34 K 
 
p / MPa T = 373.43 K 
 1.04 975.05 ±0.47 1.07 958.38 ±0.47 
15.15 981.21 ±0.47 15.17 964.85 ±0.47 
30.25 987.59 ±0.46 30.26 971.50 ±0.46 
50.35 995.76 ±0.46 50.37 979.99 ±0.46 
70.45 1003.51 ±0.46 70.46 988.09 ±0.46 
100.73 1014.70 ±0.45 100.77 999.60 ±0.45 
1.08 975.04 ±0.46 1.10 958.36 ±0.46 
p / MPa T = 398.51 K 
 
p / MPa T = 423.9 K 
 1.05 938.84 ±0.47 1.07 916.50 ±0.47 
15.16 945.88 ±0.46 15.19 924.33 ±0.47 
30.26 953.04 ±0.46 30.28 932.20 ±0.46 
50.35 962.11 ±0.46 50.39 942.10 ±0.46 
70.45 970.73 ±0.46 70.48 951.40 ±0.46 
100.77 982.84 ±0.45 100.80 964.46 ±0.45 
1.09 938.83 ±0.46 1.12 916.53 ±0.47 
p / MPa T = 449.16 K 
 
p / MPa T = 296.17 K 
 1.12 891.25 ±0.46 1.09 997.87 ±0.47 
15.23 900.10 ±0.45 50.39 1019.10 ±0.46 
30.33 908.95 ±0.45 100.80 1038.72 ±0.46 
50.42 919.96 ±0.45 
  
 70.48 930.17 ±0.44 
   
100.81 944.30 ±0.45 
   
1.11 891.25 ±0.46       
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Table A.3: Experimental viscosities of H2O(l) + CO2 (x) 
p / MPa η/ (mPa.s) U(η) p / MPa η/ (mPa.s) U(η) p / MPa η/ (mPa.s) U(η) 
x = 0.009 
T = 294.30 K 
 
T = 322.93 K 
 
T = 373.13 K 
 
15.1 1.0130 ±0.0025 15.0 0.5596 ±0.0011 15.0 0.2863 ±0.0006 
30.2 1.0140 ±0.0026 30.1 0.5642 ±0.0011 30.1 0.2912 ±0.0006 
50.3 1.0115 ±0.0026 50.2 0.5682 ±0.0011 50.2 0.2968 ±0.0006 
70.3 1.0080 ±0.0026 70.2 0.5734 ±0.0011 70.3 0.3020 ±0.0006 
96.4 1.0076 ±0.0027 96.3 0.5817 ±0.0012 96.4 0.3082 ±0.0007 
T = 397.98 K 
 
T = 424.03 K 
 
T = 448.93 K 
 
30.1 0.2307 ±0.0005 30.1 0.1896 ±0.0005 30.0 0.1623 ±0.0005 
50.2 0.2364 ±0.0006 50.2 0.1942 ±0.0005 50.1 0.1668 ±0.0005 
70.3 0.2415 ±0.0006 70.2 0.1989 ±0.0005 70.2 0.1719 ±0.0005 
96.4 0.2477 ±0.0006 96.4 0.2053 ±0.0005 96.3 0.1780 ±0.0005 
x = 0.017 
T = 294.27 K 
 
T = 322.91 K 
 
T = 373.03 K 
 
15.1 1.0492 ±0.0027 15.0 0.5681 ±0.0011 30.1 0.2932 ±0.0006 
30.2 1.0443 ±0.0027 30.1 0.5726 ±0.0011 50.2 0.2989 ±0.0006 
50.2 1.0444 ±0.0028 50.2 0.5778 ±0.0012 70.2 0.3040 ±0.0007 
70.2 1.0407 ±0.0028 70.2 0.5844 ±0.0012 96.2 0.3111 ±0.0007 
96.3 1.0462 ±0.0029 96.2 0.5924 ±0..001 
   
T = 397.88 K 
 
T = 422.91 K 
 
T = 448.29 K 
 
30.1 0.2332 ±0.0005 30.0 0.1922 ±0.0005 30.0 0.1626 ±0.0005 
50.2 0.2379 ±0.0006 50.1 0.1963 ±0.0005 50.1 0.1680 ±0.0005 
70.2 0.2438 ±0.0006 70.2 0.2019 ±0.0005 70.1 0.1729 ±0.0005 
96.3 0.2498 ±0.0006 96.2 0.2076 ±0.0005 96.2 0.1785 ±0.0005 
x = 0.027 
T = 294.31 K 
 
T = 323.12 K 
 
T = 374.09 K 
 
30.3 1.0961 ±0.003 70.4 0.6059 ±0.0012 70.3 0.3090 ±0.0007 
50.3 1.0951 ±0.003 96.5 0.6148 ±0.0013 96.4 0.3178 ±0.0007 
70.4 1.0969 ±0.003 
      
96.5 1.0995 ±0.0031 
      
T = 398.98 K 
 
T = 423.82 K 
 
T = 448.71 K 
 
50.2 0.2413 ±0.0006 50.2 0.1982 ±0.0005 50.2 0.1685 ±0.0005 
70.2 0.2453 ±0.0006 70.3 0.2040 ±0.0005 70.2 0.1728 ±0.0005 
96.3 0.2535 ±0.0006 96.5 0.2098 ±0.0005 96.4 0.1789 ±0.0005 
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Table A.4: Experimental densities of H2O(l) + CO2 (x) 
p / MPa ρ / (kg.m-3) U(ρ) p / MPa ρ / (kg.m-3) U(ρ) p / MPa ρ / (kg.m-3) U(ρ) 
x = 0.008 
T = 274.73 K 
 
T = 296.17 K 
 
T = 323.45 K 
 15.01 1012.01 ±0.65 15.10 1008.55 ±0.61 15.02 998.42 ±0.59 
30.11 1019.02 ±0.64 30.20 1015.01 ±0.62 30.13 1004.71 ±0.59 
50.24 1028.08 ±0.63 50.26 1023.36 ±0.62 50.25 1012.76 ±0.59 
70.36 1036.81 ±0.62 70.33 1031.35 ±0.61 70.36 1020.55 ±0.59 
100.67 1049.26 ±0.61 100.65 1042.86 ±0.61 100.72 1031.64 ±0.59 
T = 348.32 K 
 
T = 373.42 K 
 
T = 398.55 K 
 15.05 984.81 ±0.57 15.09 967.84 ±0.54 15.06 948.27 ±0.51 
30.15 991.25 ±0.56 30.18 974.62 ±0.54 30.17 955.59 ±0.51 
50.27 999.47 ±0.56 50.28 983.24 ±0.54 50.29 964.90 ±0.51 
70.37 1007.32 ±0.56 70.39 991.49 ±0.54 70.39 973.68 ±0.51 
100.71 1018.55 ±0.57 100.71 1003.15 ±0.54 100.71 986.02 ±0.52 
T = 423.92 K 
 
T = 449.20 K 
   
 15.07 925.86 ±0.48 15.08 900.70 ±0.46 
  
 30.18 934.04 ±0.48 30.19 909.91 ±0.46 
  
 50.30 944.18 ±0.48 50.31 921.29 ±0.46 
  
 70.42 953.75 ±0.49 70.42 931.79 ±0.47 
  
 100.71 967.08 ±0.50 100.71 946.41 ±0.48 
  
 x = 0.017 
T = 274.77 K 
 
T = 296.19 K 
 
T = 323.43 K 
 
15.08 1017.26 ±0.68 15.07 1013.31 ±0.66 15.06 1002.53 ±0.63 
30.19 1024.11 ±0.65 30.17 1019.71 ±0.63 30.18 1008.80 ±0.59 
50.31 1033.00 ±0.64 50.30 1027.94 ±0.62 50.30 1016.90 ±0.59 
70.43 1041.56 ±0.63 70.41 1035.92 ±0.61 70.42 1024.64 ±0.59 
100.71 1053.86 ±0.61 100.73 1047.29 ±0.60 100.72 1035.74 ±0.59 
T = 348.38 K 
 
T = 373.46 K 
 
T = 398.55 K 
 30.20 994.85 ±0.57 30.19 977.75 ±0.54 30.19 958.21 ±0.51 
50.32 1003.18 ±0.57 50.32 986.53 ±0.54 50.33 967.75 ±0.52 
70.45 1011.10 ±0.57 70.45 994.89 ±0.54 70.46 976.73 ±0.53 
100.74 1022.42 ±0.57 100.74 1006.73 ±0.55 100.73 989.38 ±0.53 
T = 423.93 K 
 
T = 449.20 K 
  
 30.20 935.70 ±0.48 30.21 910.82 ±0.46 
  
 50.34 946.22 ±0.48 50.36 922.59 ±0.46 
  
 70.46 955.99 ±0.49 70.47 933.45 ±0.47 
  
 100.73 969.69 ±0.50 100.74 948.38 ±0.48 
  
 x = 0.027 
T = 274.72 K 
 
T = 296.18 K 
 
T = 323.43 K 
 30.29 1030.13 ±0.65 30.25 1025.26 ±0.63 70.46 1029.61 ±0.60 
50.41 1038.82 ±0.64 50.36 1033.40 ±0.62 100.78 1040.74 ±0.60 
70.53 1047.19 ±0.63 70.44 1041.24 ±0.62 
  
 100.77 1059.24 ±0.62 100.76 1052.61 ±0.61 
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T = 348.33 K 
 
T = 373.38 K 
 
T = 398.48 K 
 70.58 1015.34 ±0.57 70.59 998.24 ±0.54 50.47 970.04 ±0.52 
100.78 1026.79 ±0.58 100.80 1010.31 ±0.55 70.60 979.26 ±0.51 
      
100.80 992.09 ±0.52 
T = 423.84 K 
 
T = 449.17 K 
   
 50.46 947.96 ±0.48 50.45 923.56 ±0.46 
  
 70.58 958.10 ±0.49 70.57 934.86 ±0.47 
  
 100.81 972.13 ±0.50 100.80 950.30 ±0.48       
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Table A.5: Experimental viscosities and densities of NaCl(aq) at b = 0.77 mol.kg
-1 + CO2 (x = 0) 
  
η / 
(mPa.s) U(η) ρ / (kg.m-3) U(ρ)   η / (mPa.s) U(η) 
ρ / 
(kg.m-3) U(ρ) 
p / MPa Tη  = 274.54 K Tρ = 274.83 K p / MPa Tη  = 296.20 K Tρ = 296.22 K 
1.29 1.8008 ±0.006 1033.05 ±0.47 1.30 0.9974 ±0.0024 1028.28 ±0.47 
15.21 1.7738 ±0.006 1039.38 ±0.47 15.22 0.9948 ±0.0024 1034.12 ±0.47 
30.12 1.7491 ±0.006 1045.95 ±0.47 30.11 0.9930 ±0.0024 1040.25 ±0.47 
49.95 1.7223 ±0.006 1054.41 ±0.47 49.93 0.9920 ±0.0024 1048.04 ±0.47 
69.81 1.7017 ±0.006 1062.53 ±0.47 69.81 0.9925 ±0.0025 1055.61 ±0.46 
99.82 1.6752 ±0.006 1074.13 ±0.46 99.84 0.9868 ±0.0025 1066.51 ±0.46 
1.34 1.7936 ±0.006 1033.05 ±0.46 1.37 0.9991 ±0.0024 1028.26 ±0.46 
p / MPa Tη  = 323.47 K Tρ = 323.33 K p / MPa Tη  = 348.36 K Tρ = 348.22 K 
1.33 0.5860 ±0.0011 1017.81 ±0.47 1.35 0.4182 ±0.0008 1004.36 ±0.47 
15.26 0.5916 ±0.0011 1023.47 ±0.47 15.26 0.4206 ±0.0008 1010.15 ±0.47 
30.16 0.5949 ±0.0011 1029.36 ±0.46 30.18 0.4260 ±0.0008 1016.18 ±0.46 
49.98 0.6037 ±0.0012 1036.98 ±0.46 50.00 0.4295 ±0.0008 1023.83 ±0.46 
69.84 0.6108 ±0.0012 1044.30 ±0.46 69.88 0.4326 ±0.0008 1031.26 ±0.46 
99.89 0.6169 ±0.0012 1054.90 ±0.46 99.92 0.4480 ±0.0009 1041.89 ±0.46 
1.36 0.5869 ±0.0011 1017.79 ±0.46 1.40 0.4191 ±0.0008 1004.38 ±0.45 
p / MPa Tη  = 373.33 K Tρ = 373.25 K p / MPa Tη  = 398.26 K Tρ = 398.98 K 
1.38 0.3197 ±0.0007 988.08 ±0.47 1.43 0.2573 ±0.0006 969.18 ±0.46 
15.31 0.3258 ±0.0007 994.18 ±0.46 15.37 0.2611 ±0.0006 975.70 ±0.46 
30.22 0.3281 ±0.0007 1000.44 ±0.46 30.26 0.2650 ±0.0006 982.49 ±0.46 
50.06 0.3343 ±0.0007 1008.50 ±0.46 50.08 0.2709 ±0.0006 991.06 ±0.46 
69.93 0.3397 ±0.0007 1016.20 ±0.46 69.95 0.2758 ±0.0006 999.13 ±0.46 
99.96 0.3491 ±0.0007 1027.15 ±0.45 99.99 0.2847 ±0.0007 1010.69 ±0.45 
1.43 0.3225 ±0.0007 988.10 ±0.45 1.48 0.2580 ±0.0006 969.15 ±0.45 
p / MPa Tη  = 423.40 K Tρ = 423.73 K p / MPa Tη  = 448.39 K Tρ = 448.98 K 
1.45 0.2217 ±0.0005 947.66 ±0.46 1.46 0.1901 ±0.0005 923.90 ±0.46 
15.37 0.2205 ±0.0006 954.86 ±0.46 15.38 0.1881 ±0.0005 932.02 ±0.46 
30.27 0.2220 ±0.0006 962.29 ±0.46 30.29 0.1910 ±0.0005 940.31 ±0.46 
50.11 0.2294 ±0.0006 971.57 ±0.46 50.12 0.1964 ±0.0005 950.53 ±0.45 
69.96 0.2326 ±0.0006 980.32 ±0.45 69.98 0.2014 ±0.0006 960.05 ±0.45 
100.00 0.2385 ±0.0006 992.59 ±0.45 100.00 0.2078 ±0.0006 973.43 ±0.45 
1.45 0.2217 ±0.0005 947.66 ±0.45 1.47 0.1897 ±0.0005 923.76 ±0.45 
p / MPa Tη  = 296.17 K Tρ = 296.21 K           
1.46 1.0079 ±0.0024 1028.21 ±0.47           
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Table A.6: Experimental viscosities and densities of NaCl(aq) at b = 0.77 mol.kg
-1 + CO2 (x = 
0.0079) 
  
η / 
(mPa.s) U(η) ρ / (kg.m-3) U(ρ)   
η / 
(mPa.s) U(η) 
ρ / 
(kg.m-3) U(ρ) 
p / 
MPa Tη  = 274.59 K 
Tρ = 274.93 
K   
p / 
MPa Tη  = 296.21 K Tρ = 296.22 K 
15.19 1.8021 ±0.0064 1042.09 ±0.58 15.17 1.0112 ±0.0025 1036.86 ±0.57 
30.11 1.7832 ±0.0064 1048.54 ±0.57 30.09 1.0144 ±0.0026 1042.90 ±0.56 
49.98 1.7656 ±0.0064 1056.88 ±0.56 49.94 1.0087 ±0.0026 1050.70 ±0.56 
69.86 1.7658 ±0.0065 1064.93 ±0.55 69.82 1.0035 ±0.0026 1058.23 ±0.56 
99.90 1.7466 ±0.0065 1076.47 ±0.54 99.84 1.0260 ±0.0027 1069.13 ±0.55 
15.22 1.8044 ±0.0064 1042.10 ±0.53 15.27 1.0135 ±0.0025 1036.70 ±0.55 
p / 
MPa Tη  = 323.48 K Tρ = 323.34 K 
p / 
MPa Tη  = 348.36 K Tρ = 348.20 K 
15.21 0.5985 ±0.0012 1026.01 ±0.52 15.18 0.4200 ±0.0008 1012.35 ±0.52 
30.14 0.6028 ±0.0012 1031.96 ±0.52 30.09 0.4237 ±0.0008 1018.37 ±0.50 
50.01 0.6066 ±0.0012 1039.57 ±0.55 49.96 0.4283 ±0.0008 1026.19 ±0.50 
69.89 0.6133 ±0.0012 1046.90 ±0.55 69.86 0.4414 ±0.0009 1033.63 ±0.53 
99.87 0.6240 ±0.0013 1057.49 ±0.54 99.89 0.4454 ±0.0009 1044.33 ±0.53 
15.26 0.5999 ±0.0012 1025.93 ±0.56 15.27 0.4176 ±0.0008 1012.33 ±0.53 
p / 
MPa Tη  = 373.32 K Tρ = 373.22 K 
p / 
MPa Tη  = 398.27 K Tρ = 398.38 K 
15.26 0.3194 ±0.0007 995.81 ±0.50 15.26 0.2575 ±0.0006 976.74 ±0.48 
30.15 0.3222 ±0.0007 1002.18 ±0.48 30.18 0.2570 ±0.0006 983.60 ±0.47 
50.03 0.3271 ±0.0007 1010.37 ±0.48 50.06 0.2634 ±0.0006 992.35 ±0.47 
69.91 0.3334 ±0.0007 1018.13 ±0.51 69.92 0.2682 ±0.0007 1000.65 ±0.49 
99.91 0.3421 ±0.0007 1029.24 ±0.51 99.93 0.2788 ±0.0007 1012.39 ±0.51 
15.29 0.3227 ±0.0007 995.77 ±0.51 15.31 0.2532 ±0.0006 976.65 ±0.51 
p / 
MPa Tη  = 423.41 K Tρ = 423.73 K 
p / 
MPa Tη  = 448.36 K Tρ = 448.94 K 
15.28 0.2128 ±0.0006 955.17 ±0.47 15.29 0.1820 ±0.0005 931.52 ±0.47 
30.20 0.2092 ±0.0006 962.72 ±0.46 30.21 0.1846 ±0.0005 940.01 ±0.47 
50.07 0.2179 ±0.0006 972.37 ±0.47 50.08 0.1897 ±0.0005 950.72 ±0.46 
69.94 0.2226 ±0.0006 981.27 ±0.47 69.94 0.1948 ±0.0005 960.53 ±0.46 
99.93 0.2303 ±0.0006 993.88 ±0.49 99.94 0.2002 ±0.0005 974.22 ±0.46 
15.32 0.2118 ±0.0006 955.09 ±0.49 15.32 0.1824 ±0.0005 931.37 ±0.46 
p / 
MPa Tη  = 296.16 K Tρ = 296.17 K           
15.19 1.0177 ±0.0026 1036.89 ±0.56           
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Table A.7: Experimental viscosities and densities of NaCl(aq) at b = 0.77 mol.kg
-1 + CO2 (x = 
0.0124) 
  
η / 
(mPa.s) U(η) 
ρ / 
(kg.m-3) U(ρ)   
η / 
(mPa.s) U(η) ρ / (kg.m-3) U(ρ) 
p / 
MPa Tη  = 274.63 K Tρ = 274.99 K 
p / 
MPa Tη  = 296.18 K 
Tρ = 296.20 
K 
 15.23 1.9061 ±0.0066 1042.91 ±0.59 15.21 1.0510 ±0.0026 1037.53 ±0.58 
30.15 1.8876 ±0.0066 1049.29 ±0.57 30.13 1.0549 ±0.0026 1043.57 ±0.56 
50.04 1.8585 ±0.0066 1057.53 ±0.56 50.01 1.0489 ±0.0026 1051.36 ±0.56 
69.90 1.8478 ±0.0067 1065.51 ±0.55 69.88 1.0615 ±0.0027 1058.94 ±0.56 
99.95 1.8312 ±0.0067 1077.01 ±0.54 99.94 1.0663 ±0.0027 1069.76 ±0.55 
15.29 1.9107 ±0.0066 1042.99 ±0.53 15.26 1.0516 ±0.0026 1037.62 ±0.55 
p / 
MPa Tη  = 323.48 K Tρ = 323.34 K 
p / 
MPa Tη  = 348.36 K Tρ = 348.19 K 
15.23 0.6168 ±0.0011 1026.63 ±0.51 30.20 0.4358 ±0.0008 1018.83 ±0.50 
30.17 0.6211 ±0.0012 1032.56 ±0.52 50.08 0.4412 ±0.0008 1026.61 ±0.50 
50.04 0.6278 ±0.0012 1040.12 ±0.55 69.94 0.4474 ±0.0008 1034.12 ±0.53 
69.92 0.6320 ±0.0012 1047.45 ±0.55 99.98 0.4603 ±0.0008 1044.82 ±0.54 
99.93 0.6431 ±0.0012 1058.01 ±0.54 30.26 0.4356 ±0.0008 1018.85 ±0.55 
15.29 0.6197 ±0.0011 1026.67 ±0.56   
   
 p / 
MPa Tη  = 373.34 K Tρ = 373.23 K 
p / 
MPa Tη  = 398.24 K Tρ = 398.31 K 
30.30 0.3302 ±0.0006 1002.43 ±0.48 30.27 0.2655 ±0.0006 983.55 ±0.47 
50.22 0.3348 ±0.0007 1010.56 ±0.48 50.18 0.2698 ±0.0006 992.36 ±0.47 
70.10 0.3404 ±0.0007 1018.40 ±0.51 70.08 0.2732 ±0.0006 1000.71 ±0.49 
100.12 0.3509 ±0.0007 1029.50 ±0.51 100.10 0.2807 ±0.0006 1012.48 ±0.50 
30.30 0.3301 ±0.0007 1002.41 ±0.53 30.32 0.2620 ±0.0006 983.54 ±0.49 
p / 
MPa Tη  = 423.36 K Tρ = 423.62 K 
p / 
MPa Tη  = 448.33 K Tρ = 448.85 K 
30.28 0.2232 ±0.0005 962.24 ±0.46 30.29 0.1891 ±0.0005 938.96 ±0.47 
50.17 0.2268 ±0.0005 971.93 ±0.47 50.19 0.1927 ±0.0005 949.84 ±0.46 
70.08 0.2298 ±0.0006 981.10 ±0.47 70.08 0.1983 ±0.0005 959.96 ±0.47 
100.03 0.2367 ±0.0006 993.79 ±0.48 100.04 0.2055 ±0.0005 973.74 ±0.46 
30.30 0.2168 ±0.0005 962.26 ±0.48 30.31 0.1865 ±0.0005 938.93 ±0.46 
p / 
MPa Tη  = 296.17K Tρ = 296.18 K           
15.31 1.0522 ±0.0026 1037.70 ±0.56           
  
  A. Experimental Results Tables 
195 
 
Table A.8: Experimental viscosities and densities of NaCl(aq) at b = 0.77 mol.kg
-1 + CO2 (x = 
0.0161) 
  
η / 
(mPa.s) U(η) 
ρ / 
(kg.m-3) U(ρ)   
η / 
(mPa.s) U(η) ρ / (kg.m-3) U(ρ) 
p / MPa Tη  = 274.64 K Tρ = 274.98 K 
p / 
MPa Tη  = 296.16 K Tρ = 296.17 K 
15.23 1.9660 ±0.0069 1046.29 ±0.58 15.16 1.0703 ±0.0026 1040.89 ±0.57 
30.15 1.9674 ±0.0069 1052.60 ±0.57 30.08 1.0905 ±0.0027 1046.89 ±0.56 
50.06 1.9398 ±0.0069 1060.79 ±0.56 49.97 1.0864 ±0.0027 1054.60 ±0.56 
69.94 1.8903 ±0.0069 1068.70 ±0.55 69.84 1.0919 ±0.0027 1062.15 ±0.56 
99.99 1.9033 ±0.0069 1080.07 ±0.54 99.94 1.0955 ±0.0028 1072.95 ±0.56 
30.18 1.9593 ±0.0069 1052.59 ±0.54 15.25 1.0722 ±0.0026 1040.87 ±0.55 
p / MPa Tη  = 323.46 K Tρ = 323.32 K 
p / 
MPa Tη  = 348.34 K Tρ = 348.20 K 
30.18 0.6379 ±0.0012 1035.45 ±0.55 50.21 0.4534 ±0.0008 1029.34 ±0.53 
50.07 0.6430 ±0.0012 1043.09 ±0.55 70.10 0.4563 ±0.0008 1036.87 ±0.54 
69.97 0.6499 ±0.0012 1050.47 ±0.55 99.99 0.4663 ±0.0009 1047.70 ±0.54 
99.98 0.6603 ±0.0013 1061.04 ±0.54 50.27 0.4547 ±0.0008 1029.33 ±0.54 
50.22 0.6405 ±0.0012 1043.09 ±0.54   
   
 
p / MPa Tη  = 373.29 K Tρ = 373.22 K 
p / 
MPa Tη  = 398.16 K Tρ = 398.29 K 
50.23 0.3421 ±0.0007 1013.05 ±0.51 50.24 0.2796 ±0.0006 994.62 ±0.49 
70.12 0.3463 ±0.0007 1020.96 ±0.51 70.11 0.2792 ±0.0006 1003.10 ±0.51 
100.00 0.3570 ±0.0007 1032.18 ±0.52 99.99 0.2800 ±0.0006 1015.01 ±0.49 
50.25 0.3400 ±0.0007 1013.09 ±0.52 50.26 0.2742 ±0.0006 994.70 ±0.51 
p / MPa Tη  = 423.28 K Tρ = 423.62 K 
p / 
MPa Tη  = 448.20 K Tρ = 448.82 K 
50.23 0.2274 ±0.0005 973.86 ±0.47 50.25 0.1977 ±0.0005 951.37 ±0.46 
70.11 0.2345 ±0.0006 983.13 ±0.47 70.14 0.2054 ±0.0005 961.71 ±0.46 
100.00 0.2413 ±0.0006 996.08 ±0.49 100.00 0.2144 ±0.0005 975.91 ±0.46 
50.27 0.2253 ±0.0005 973.82 ±0.50 50.25 0.1954 ±0.0005 951.45 ±0.46 
p / MPa Tη  = 296.14 K Tρ = 296.17 K           
50.25 1.0807 ±0.0069 1054.61 ±0.56           
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Table A.9: Experimental viscosities and densities of NaCl(aq) at b = 2.5 mol.kg
-1 + CO2 (x = 0) 
  η / (mPa.s) U(η) 
ρ / 
(kg.m-3) U(ρ)   
η / 
(mPa.s) U(η) ρ / (kg.m-3) U(ρ) 
p / 
MPa 
Tη  = 
274.61 K 
±0.0071 
Tρ = 274.97 K 
p / 
MPa Tη  = 296.20 K 
Tρ = 296.20 
K 
 1.32 2.1051 ±0.0071 1098.36 ±0.49 1.30 1.2002 ±0.0029 1090.53 ±0.49 
15.26 2.0594 ±0.0072 1103.81 ±0.49 15.24 1.2016 ±0.0029 1095.73 ±0.49 
30.19 2.0971 ±0.0072 1109.50 ±0.49 30.16 1.2124 ±0.0029 1101.16 ±0.49 
50.04 2.1412 ±0.0072 1116.83 ±0.49 50.02 1.2256 ±0.003 1108.18 ±0.49 
69.93 2.1269 ±0.0072 1123.92 ±0.48 69.88 1.2020 ±0.003 1115.02 ±0.49 
99.99 2.0994 ±0.0071 1134.12 ±0.48 99.98 1.2497 ±0.0031 1124.82 ±0.49 
1.36 2.1077 ±0.0071 1098.36 ±0.48 1.37 1.2005 ±0.0029 1090.53 ±0.49 
p / 
MPa Tη  = 323.53 K Tρ = 323.30 K 
p / 
MPa Tη  = 348.46 K Tρ = 348.21 K 
1.36 0.7586 ±0.0013 1077.97 ±0.48 1.34 0.5425 ±0.0009 1064.15 ±0.48 
15.29 0.7609 ±0.0013 1083.20 ±0.48 15.27 0.5446 ±0.001 1069.47 ±0.48 
30.22 0.7671 ±0.0014 1088.58 ±0.48 30.20 0.5496 ±0.001 1075.01 ±0.48 
50.06 0.7802 ±0.0014 1095.53 ±0.48 50.06 0.5568 ±0.001 1082.15 ±0.48 
69.95 0.7899 ±0.0014 1102.24 ±0.48 69.96 0.5552 ±0.001 1089.02 ±0.48 
100.01 0.8017 ±0.0015 1111.99 ±0.48 100.02 0.5710 ±0.001 1098.91 ±0.48 
1.40 0.7682 ±0.0013 1077.92 ±0.48 1.38 0.5320 ±0.0009 1064.09 ±0.48 
p / 
MPa Tη  = 373.43 K Tρ = 373.22 K 
p / 
MPa Tη  = 398.33 K Tρ = 398.29 K 
1.37 0.3985 ±0.0008 1047.79 ±0.48 1.37 0.3269 ±0.0007 1029.60 ±0.48 
15.31 0.4089 ±0.0008 1053.49 ±0.48 15.30 0.3359 ±0.0007 1035.58 ±0.48 
30.23 0.4137 ±0.0008 1059.36 ±0.48 30.23 0.3353 ±0.0007 1041.92 ±0.48 
50.09 0.4221 ±0.0008 1066.79 ±0.48 50.08 0.3416 ±0.0008 1049.89 ±0.48 
69.96 0.4246 ±0.0009 1073.94 ±0.48 69.98 0.3419 ±0.0008 1057.41 ±0.47 
100.04 0.4351 ±0.0009 1084.13 ±0.47 100.05 0.3595 ±0.0008 1068.15 ±0.47 
1.40 0.4050 ±0.0008 1047.59 ±0.47 1.41 0.3229 ±0.0007 1029.56 ±0.47 
p / 
MPa Tη  = 423.46 K Tρ = 423.62 K 
p / 
MPa Tη  = 448.40 K Tρ = 448.85 K 
1.39 0.2925 ±0.0007 1009.27 ±0.48 1.39 0.2365 ±0.0006 987.47 ±0.48 
15.33 0.2796 ±0.0007 1015.81 ±0.48 15.33 0.2348 ±0.0006 994.66 ±0.48 
30.25 0.2780 ±0.0007 1022.75 ±0.48 30.26 0.2413 ±0.0007 1002.41 ±0.47 
50.10 0.2841 ±0.0007 1031.25 ±0.47 50.11 0.2468 ±0.0007 1011.56 ±0.47 
69.99 0.2895 ±0.0007 1039.38 ±0.47 69.99 0.2528 ±0.0007 1020.26 ±0.48 
100.05 0.2929 ±0.0008 1050.77 ±0.47 100.05 0.2614 ±0.0006 1032.59 ±0.47 
1.42 0.2650 ±0.0007 1009.21 ±0.47 1.44 0.2347 ±0.0006 987.32 ±0.47 
p / 
MPa Tη  = 296.19 K Tρ = 296.17 K           
1.31 1.2123 ±0.0029 1090.35 ±0.49           
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Table A.10: Experimental viscosities and densities of NaCl(aq) at b = 2.5 mol.kg
-1 + CO2 (x = 
0.0046) 
  
η / 
(mPa.s) U(η) 
ρ / 
(kg.m-3) U(ρ)   
η / 
(mPa.s) U(η) ρ / (kg.m-3) U(ρ) 
p / MPa Tη  = 274.56 K Tρ = 274.89 K 
p / 
MPa Tη  = 296.20 K Tρ = 296.17 K 
 15.19 2.1439 ±0.0076 1105.72 ±0.65 15.21 1.2534 ±0.003 1097.44 ±0.62 
30.11 2.1581 ±0.0076 1111.39 ±0.64 30.13 1.2749 ±0.003 1102.88 ±0.62 
49.99 2.1744 ±0.0076 1118.74 ±0.63 50.02 1.2705 ±0.0031 1109.85 ±0.62 
69.85 2.1622 ±0.0076 1125.78 ±0.63 69.90 1.2383 ±0.0031 1116.68 ±0.61 
99.91 2.1766 ±0.0076 1135.93 ±0.62 99.94 1.2749 ±0.0032 1126.53 ±0.61 
15.24 2.1321 ±0.0076 1105.57 ±0.62 15.23 1.2393 ±0.003 1097.37 ±0.61 
p / MPa Tη  = 323.52 K Tρ = 323.29 K 
p / 
MPa Tη  = 348.44 K Tρ = 348.18 K 
15.22 0.7530 ±0.0014 1084.35 ±0.61 15.24 0.5365 ±0.001 1069.97 ±0.61 
30.15 0.7571 ±0.0014 1090.05 ±0.61 30.17 0.5439 ±0.001 1075.82 ±0.61 
50.02 0.7677 ±0.0014 1097.17 ±0.60 50.04 0.5619 ±0.001 1083.40 ±0.60 
69.91 0.7807 ±0.0015 1104.02 ±0.60 69.93 0.5786 ±0.001 1090.55 ±0.60 
99.91 0.7909 ±0.0015 1113.77 ±0.61 99.95 0.5663 ±0.0011 1100.56 ±0.61 
15.26 0.7580 ±0.0014 1083.93 ±0.60 15.27 0.5462 ±0.001 1069.93 ±0.60 
p / MPa Tη  = 373.42 K Tρ = 373.22 K 
p / 
MPa Tη  = 398.30 K Tρ = 398.26 K 
15.25 0.4015 ±0.0008 1053.30 ±0.48 15.29 0.3406 ±0.0007 1035.09 ±0.49 
30.18 0.4205 ±0.0008 1059.51 ±0.56 30.20 0.3413 ±0.0007 1041.53 ±0.53 
50.07 0.4286 ±0.0008 1067.45 ±0.57 50.08 0.3494 ±0.0008 1050.02 ±0.54 
69.95 0.4342 ±0.0009 1074.88 ±0.57 69.96 0.3634 ±0.0008 1057.85 ±0.55 
99.95 0.4424 ±0.0009 1085.53 ±0.58 99.97 0.3671 ±0.0008 1068.97 ±0.55 
15.30 0.4021 ±0.0008 1053.36 ±0.58 15.32 0.3360 ±0.0007 1035.14 ±0.49 
p / MPa Tη  = 423.43 K Tρ = 423.60 K 
p / 
MPa Tη  = 448.39 K Tρ = 448.83 K 
15.31 0.3055 ±0.0007 1015.02 ±0.51 30.26 0.2498 ±0.0006 1000.91 ±0.48 
30.23 0.2845 ±0.0007 1021.84 ±0.50 50.14 0.2543 ±0.0007 1010.75 ±0.49 
50.10 0.2908 ±0.0007 1030.95 ±0.52 70.02 0.2580 ±0.0007 1020.09 ±0.51 
69.97 0.3002 ±0.0008 1039.25 ±0.53 99.97 0.2653 ±0.0007 1032.73 ±0.52 
99.97 0.3029 ±0.0007 1051.18 ±0.54 30.30 0.2428 ±0.0006 1001.06 ±0.48 
30.28 0.2825 ±0.0007 1022.00 ±0.50   
   
 p / MPa Tη  = 296.19 K Tρ = 296.16 K           
30.20 1.2711 ±0.003 1102.26 ±0.62           
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Table A.11: Experimental viscosities and densities of NaCl(aq) at b = 2.5 mol.kg
-1 + CO2 (x = 
0.0085) 
  
η / 
(mPa.s) U(η) 
ρ / 
(kg.m-3) U(ρ)   
η / 
(mPa.s) U(η) ρ / (kg.m-3) U(ρ) 
p / MPa Tη  = 274.52 K Tρ = 274.82 K 
p / 
MPa Tη  = 296.19 K Tρ = 296.17 K 
 15.19 2.1864 ±0.0079 1107.66 ±0.62 15.21 1.2473 ±0.0031 1099.23 ±0.60 
30.12 2.1871 ±0.0079 1113.28 ±0.62 30.13 1.2536 ±0.0031 1104.63 ±0.60 
49.99 2.2462 ±0.0079 1120.56 ±0.61 49.99 1.3057 ±0.0032 1111.65 ±0.60 
69.87 2.2992 ±0.0079 1127.55 ±0.61 69.85 1.3023 ±0.0032 1118.42 ±0.59 
99.89 2.2965 ±0.0079 1137.66 ±0.60 99.88 1.3353 ±0.0031 1128.22 ±0.59 
15.27 2.2022 ±0.0079 1107.68 ±0.60 15.24 1.2413 ±0.0031 1099.22 ±0.59 
p / MPa Tη  = 323.54 K Tρ = 323.33 K 
p / 
MPa Tη  = 348.44 K Tρ = 348.18 K 
15.21 0.7567 ±0.0014 1086.43 ±0.59 15.25 0.5424 ±0.001 1072.35 ±0.59 
30.15 0.7680 ±0.0014 1091.83 ±0.59 30.19 0.5494 ±0.001 1077.96 ±0.59 
50.02 0.7836 ±0.0015 1098.77 ±0.58 50.05 0.5622 ±0.001 1085.14 ±0.58 
69.90 0.7815 ±0.0015 1105.56 ±0.59 69.92 0.5577 ±0.001 1092.02 ±0.59 
99.90 0.7973 ±0.0015 1115.24 ±0.59 99.93 0.5733 ±0.0011 1101.93 ±0.59 
15.25 0.7590 ±0.0014 1086.40 ±0.58 30.23 0.5487 ±0.001 1077.95 ±0.58 
p / MPa Tη  = 373.42 K Tρ = 373.21 K 
p / 
MPa Tη  = 398.31 K Tρ = 398.27 K 
30.22 0.4207 ±0.0008 1061.89 ±0.55 30.22 0.3426 ±0.0008 1043.86 ±0.52 
50.09 0.4328 ±0.0009 1069.52 ±0.56 50.11 0.3503 ±0.0008 1052.07 ±0.53 
69.96 0.4334 ±0.0009 1076.78 ±0.56 69.97 0.3474 ±0.0008 1059.94 ±0.54 
99.92 0.4438 ±0.0009 1087.06 ±0.57 99.91 0.3528 ±0.0008 1070.72 ±0.54 
30.26 0.4231 ±0.0008 1061.85 ±0.58 30.24 0.3425 ±0.0008 1043.86 ±0.52 
p / MPa Tη  = 423.41 K Tρ = 423.58 K 
p / 
MPa Tη  = 448.40 K Tρ = 448.45 K 
30.23 0.2826 ±0.0007 1024.02 ±0.49 30.23 0.2485 ±0.0006 1002.87 ±0.48 
50.11 0.2925 ±0.0007 1032.84 ±0.51 50.10 0.2505 ±0.0007 1012.72 ±0.49 
69.99 0.2965 ±0.0007 1041.28 ±0.52 69.97 0.2605 ±0.0007 1021.84 ±0.51 
99.90 0.3078 ±0.0008 1052.86 ±0.53 99.90 0.2653 ±0.0007 1034.31 ±0.51 
30.25 0.2839 ±0.0007 1024.03 ±0.51 30.26 0.2488 ±0.0006 1003.04 ±0.49 
p / MPa Tη  = 296.18 K Tρ = 296.15 K           
30.15 1.2402 ±0.0031 1104.40 ±0.60           
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Table A.12: Experimental viscosities and densities of NaCl(aq) at b = 2.5 mol.kg
-1 + CO2 (x = 
0.0124) 
  
η / 
(mPa.s) U(η) 
ρ / 
(kg.m-3) U(ρ)   
η / 
(mPa.s) U(η) ρ / (kg.m-3) U(ρ) 
p / MPa Tη  = 274.51 K Tρ = 274.82 K 
p / 
MPa Tη  = 296.19 K 
Tρ = 
296.16 K 
 15.20 2.2440 ±0.0082 1109.09 ±0.63 15.15 1.2711 ±0.0032 1100.63 ±0.61 
30.10 2.2498 ±0.0083 1114.75 ±0.63 30.07 1.2994 ±0.0033 1106.11 ±0.61 
49.97 2.2565 ±0.0083 1121.91 ±0.62 49.92 1.3181 ±0.0033 1113.06 ±0.61 
69.82 2.2501 ±0.0083 1128.98 ±0.61 69.78 1.2969 ±0.0033 1119.81 ±0.60 
99.78 2.2498 ±0.0083 1139.04 ±0.61 99.78 1.3357 ±0.0034 1129.64 ±0.60 
15.22 2.2438 ±0.0082 1108.99 ±0.60 15.23 1.2706 ±0.0032 1100.59 ±0.60 
p / MPa Tη  = 323.50 K Tρ = 323.23 K 
p / 
MPa Tη  = 348.44 K Tρ = 348.18 K 
49.99 0.7824 ±0.0015 1100.09 ±0.59 50.10 0.5463 ±0.001 1086.37 ±0.59 
69.85 0.7937 ±0.0015 1106.92 ±0.59 69.97 0.5702 ±0.0011 1093.31 ±0.59 
99.82 0.8068 ±0.0016 1116.77 ±0.59 99.87 0.5682 ±0.0011 1103.30 ±0.59 
50.12 0.7795 ±0.0015 1100.06 ±0.60 50.14 0.5495 ±0.001 1086.42 ±0.60 
p / MPa Tη  = 373.42 K Tρ = 373.20 K 
p / 
MPa Tη  = 398.30 K Tρ = 398.25 K 
50.14 0.4282 ±0.0009 1070.50 ±0.56 50.16 0.3512 ±0.0008 1052.85 ±0.53 
70.00 0.4379 ±0.0009 1077.82 ±0.56 70.03 0.3594 ±0.0008 1060.74 ±0.54 
99.85 0.4707 ±0.0009 1088.58 ±0.58 99.87 0.3890 ±0.0008 1071.64 ±0.55 
50.27 0.4295 ±0.0009 1070.45 ±0.56 50.19 0.3529 ±0.0008 1052.93 ±0.53 
p / MPa Tη  = 423.41 K Tρ = 423.58 K 
p / 
MPa Tη  = 448.38 K Tρ = 448.81 K 
50.17 0.2958 ±0.0007 1033.46 ±0.51 50.16 0.2572 ±0.0007 1012.85 ±0.50 
70.03 0.3014 ±0.0007 1042.15 ±0.53 70.02 0.2608 ±0.0007 1022.50 ±0.51 
99.87 0.3101 ±0.0008 1053.83 ±0.53 99.85 0.2687 ±0.0007 1035.18 ±0.51 
50.18 0.2990 ±0.0007 1033.94 ±0.53 50.18 0.2536 ±0.0007 1013.40 ±0.49 
p / MPa Tη  = 296.20 K Tρ = 296.18 K           
50.06 1.2814 ±0.0033 1113.12 ±0.61           
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Table A.13: Experimental viscosities and densities of CaCl2(aq) at b = 1 mol.kg
-1 + CO2 (x = 0) 
  
η / 
(mPa.s) U(η) ρ / (kg.m-3) U(ρ)   
η / 
(mPa.s) U(η) ρ / (kg.m-3) U(ρ) 
p / 
MPa Tη  = 274.74 K Tρ = 274.87 K 
p / 
MPa Tη  = 296.21 K Tρ = 296.18 K 
 1.26 2.1804 ±0.0073 1088.31 ±0.49 1.26 1.2538 ±0.003 1082.41 ±0.49 
15.18 2.1773 ±0.0073 1094.18 ±0.49 15.17 1.2749 ±0.003 1087.93 ±0.48 
30.07 2.1546 ±0.0074 1100.27 ±0.49 30.07 1.2467 ±0.003 1093.68 ±0.48 
49.88 2.1723 ±0.0074 1108.27 ±0.48 49.90 1.2308 ±0.0031 1101.19 ±0.48 
69.75 2.1966 ±0.0074 1115.89 ±0.48 69.75 1.2919 ±0.0032 1108.40 ±0.48 
99.73 2.1375 ±0.0074 1126.88 ±0.48 99.73 1.2907 ±0.003 1118.84 ±0.48 
1.29 2.1892 ±0.0073 1087.93 ±0.48 1.30 1.2535 ±0.003 1082.37 ±0.47 
p / 
MPa Tη  = 323.40 K Tρ = 323.31 K 
p / 
MPa Tη  = 348.41 K Tρ = 348.19 K 
1.24 0.7644 ±0.0014 1071.75 ±0.48 1.30 0.5477 ±0.001 1058.96 ±0.48 
15.19 0.7698 ±0.0014 1077.19 ±0.48 15.22 0.5503 ±0.001 1064.57 ±0.48 
30.07 0.7764 ±0.0014 1082.81 ±0.48 30.10 0.5528 ±0.001 1070.33 ±0.48 
49.88 0.7789 ±0.0014 1090.06 ±0.48 49.93 0.5653 ±0.001 1077.65 ±0.48 
69.76 0.7911 ±0.0015 1097.04 ±0.48 69.79 0.5854 ±0.0011 1084.72 ±0.47 
99.75 0.7973 ±0.0015 1107.20 ±0.47 99.77 0.5828 ±0.0011 1094.89 ±0.47 
1.30 0.7500 ±0.0014 1071.60 ±0.47 1.34 0.5462 ±0.001 1058.82 ±0.47 
p / 
MPa Tη  = 373.44 K Tρ = 373.22 K 
p / 
MPa Tη  = 398.33 K Tρ = 398.27 K 
1.32 0.4283 ±0.0008 1042.90 ±0.48 1.32 0.3364 ±0.0007 1024.96 ±0.48 
15.23 0.4190 ±0.0008 1048.82 ±0.48 15.23 0.3420 ±0.0008 1031.20 ±0.48 
30.13 0.4256 ±0.0009 1054.88 ±0.48 30.12 0.3477 ±0.0008 1037.76 ±0.48 
49.94 0.4340 ±0.0009 1062.61 ±0.48 49.94 0.3509 ±0.0008 1045.99 ±0.47 
69.79 0.4360 ±0.0009 1070.00 ±0.47 69.78 0.3669 ±0.0008 1053.70 ±0.47 
99.79 0.4519 ±0.0009 1080.38 ±0.47 99.79 0.3575 ±0.0008 1064.71 ±0.47 
1.33 0.4204 ±0.0008 1042.78 ±0.47 1.36 0.3388 ±0.0007 1024.80 ±0.47 
p / 
MPa Tη  = 423.45 K Tρ = 423.60 K 
p / 
MPa Tη  = 448.42 K Tρ = 448.83 K 
1.34 0.2964 ±0.0007 1004.51 ±0.48 1.36 0.2430 ±0.0006 982.22 ±0.48 
15.25 0.3208 ±0.0007 1011.30 ±0.48 15.27 0.2632 ±0.0007 989.78 ±0.48 
30.15 0.2955 ±0.0007 1018.56 ±0.47 30.16 0.2519 ±0.0007 997.78 ±0.47 
49.95 0.2976 ±0.0008 1027.46 ±0.47 49.98 0.2618 ±0.0007 1007.39 ±0.47 
69.82 0.3033 ±0.0008 1035.71 ±0.47 69.83 0.2663 ±0.0007 1016.54 ±0.47 
99.81 0.3093 ±0.0007 1047.43 ±0.47 99.81 0.2728 ±0.0006 1029.19 ±0.47 
1.36 0.2857 ±0.0007 1004.42 ±0.47 1.38 0.2495 ±0.0007 982.19 ±0.47 
p / 
MPa Tη  = 296.21 K Tρ = 296.18 K           
1.25 1.2554 ±0.003 1082.56 ±0.49           
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Table A.14: Experimental viscosities and densities of CaCl2(aq) at b = 1 mol.kg
-1 + CO2 (x = 
0.0053) 
  
η / 
(mPa.s) U(η) ρ / (kg.m-3) U(ρ)   
η / 
(mPa.s) U(η) ρ / (kg.m-3) U(ρ) 
p / MPa Tη  = 274.91 K Tρ = 274.92 K 
p / 
MPa Tη  = 296.20 K Tρ = 296.17 K 
 15.20 2.2379 ±0.0077 1095.94 ±0.63 15.18 1.3087 ±0.0031 1089.67 ±0.60 
30.10 2.2554 ±0.0078 1102.20 ±0.63 30.11 1.2985 ±0.0032 1095.40 ±0.61 
49.96 2.2737 ±0.0078 1110.12 ±0.62 49.95 1.2913 ±0.0032 1102.90 ±0.60 
69.81 2.1927 ±0.0078 1117.84 ±0.61 69.79 1.3255 ±0.0033 1110.07 ±0.59 
99.77 2.1685 ±0.0078 1128.61 ±0.61 99.79 1.3346 ±0.0033 1120.45 ±0.59 
15.25 2.2512 ±0.0077 1095.97 ±0.60 15.25 1.3148 ±0.0031 1089.56 ±0.59 
p / MPa Tη  = 323.29 K Tρ = 323.30 K 
p / 
MPa Tη  = 348.12 K Tρ = 348.17 K 
15.23 0.7960 ±0.0014 1078.35 ±0.58 15.26 0.5632 ±0.001 1065.09 ±0.54 
30.14 0.7932 ±0.0015 1084.08 ±0.58 30.15 0.5711 ±0.001 1071.00 ±0.54 
49.98 0.8056 ±0.0015 1091.43 ±0.59 50.00 0.5960 ±0.0011 1078.60 ±0.56 
69.83 0.8092 ±0.0015 1098.43 ±0.59 69.83 0.5831 ±0.0011 1085.75 ±0.56 
99.77 0.8338 ±0.0016 1108.64 ±0.59 99.78 0.5984 ±0.0011 1096.01 ±0.57 
15.27 0.7900 ±0.0014 1078.21 ±0.59 15.29 0.5681 ±0.001 1065.03 ±0.54 
p / MPa Tη  = 373.38 K Tρ = 373.22 K 
p / 
MPa Tη  = 398.30 K Tρ = 398.22 K 
15.25 0.4391 ±0.0008 1049.20 ±0.49 15.28 0.3527 ±0.0008 1031.25 ±0.48 
30.16 0.4371 ±0.0009 1055.45 ±0.54 30.18 0.3565 ±0.0008 1037.93 ±0.48 
49.99 0.4456 ±0.0009 1063.39 ±0.54 50.02 0.3568 ±0.0008 1046.43 ±0.52 
69.85 0.4435 ±0.0009 1070.85 ±0.55 69.88 0.3578 ±0.0008 1054.29 ±0.53 
99.81 0.4617 ±0.0009 1081.45 ±0.55 99.81 0.3864 ±0.0008 1065.50 ±0.53 
15.29 0.4209 ±0.0008 1049.18 ±0.54 15.31 0.3492 ±0.0008 1031.22 ±0.53 
p / MPa Tη  = 423.44 K Tρ = 423.57 K 
p / 
MPa Tη  = 448.43 K Tρ = 448.84 K 
15.28 0.2835 ±0.0007 1011.16 ±0.48 15.28 0.2525 ±0.0007 989.24 ±0.49 
30.19 0.2784 ±0.0007 1018.37 ±0.48 30.19 0.2596 ±0.0007 997.10 ±0.49 
50.03 0.3053 ±0.0007 1027.67 ±0.51 50.03 0.2639 ±0.0007 1007.25 ±0.47 
69.86 0.3085 ±0.0008 1036.13 ±0.51 69.89 0.2807 ±0.0007 1016.39 ±0.50 
99.81 0.3164 ±0.0008 1048.13 ±0.51 99.83 0.2770 ±0.0007 1029.42 ±0.47 
15.30 0.2931 ±0.0007 1011.18 ±0.51 15.33 0.2524 ±0.0007 989.29 ±0.47 
p / MPa Tη  = 296.21 K Tρ = 296.20 K           
15.23 1.3054 ±0.0031 1089.28 ±0.60           
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Table A.15: Experimental viscosities and densities of CaCl2(aq) at b = 1 mol.kg
-1 + CO2 (x = 
0.0096) 
  
η / 
(mPa.s) U(η) 
ρ / 
(kg.m-3) U(ρ)   
η / 
(mPa.s) U(η) ρ / (kg.m-3) U(ρ) 
p / 
MPa Tη  = 274.97 K Tρ = 275.00 K 
p / 
MPa Tη  = 296.24 K Tρ = 296.22 K 
 15.22 2.3053 ±0.0081 1097.80 ±0.63 15.18 1.3181 ±0.0033 1091.31 ±0.61 
30.13 2.2866 ±0.0082 1104.28 ±0.63 30.08 1.3167 ±0.0033 1097.05 ±0.61 
49.98 2.2800 ±0.0082 1111.83 ±0.62 49.92 1.4010 ±0.0034 1104.48 ±0.60 
69.82 2.2040 ±0.0081 1119.49 ±0.61 69.77 1.3384 ±0.0035 1111.60 ±0.60 
99.79 2.3415 ±0.0082 1130.36 ±0.61 99.79 1.3741 ±0.0033 1122.03 ±0.59 
15.26 2.3253 ±0.0081 1098.03 ±0.60 15.24 1.3200 ±0.0033 1091.36 ±0.59 
p / 
MPa Tη  = 323.24 K Tρ = 323.31 K 
p / 
MPa Tη  = 348.04 K Tρ = 348.17 K 
15.25 0.8028 ±0.0015 1080.19 ±0.58 15.27 0.5761 ±0.001 1066.97 ±0.55 
30.15 0.8103 ±0.0015 1085.85 ±0.58 30.17 0.5756 ±0.001 1072.80 ±0.55 
50.01 0.8123 ±0.0015 1093.16 ±0.59 50.02 0.5783 ±0.0011 1080.25 ±0.56 
69.86 0.8216 ±0.0016 1100.23 ±0.59 69.87 0.5827 ±0.0011 1087.40 ±0.56 
99.83 0.8344 ±0.0016 1110.37 ±0.59 99.82 0.6154 ±0.0011 1097.65 ±0.57 
15.27 0.8025 ±0.0015 1080.18 ±0.59 15.32 0.5692 ±0.001 1067.07 ±0.56 
p / 
MPa Tη  = 373.25 K Tρ = 373.21 K 
p / 
MPa Tη  = 398.29 K Tρ = 398.24 K 
15.29 0.4426 ±0.0009 1051.17 ±0.54 15.29 0.3521 ±0.0008 1033.24 ±0.52 
30.20 0.4421 ±0.0009 1057.23 ±0.54 30.20 0.3567 ±0.0008 1039.69 ±0.53 
50.04 0.4490 ±0.0009 1064.97 ±0.55 50.04 0.3620 ±0.0008 1048.04 ±0.53 
69.88 0.4543 ±0.0009 1072.37 ±0.56 69.88 0.3670 ±0.0008 1055.85 ±0.52 
99.81 0.4652 ±0.0009 1083.00 ±0.54 99.82 0.3589 ±0.0009 1066.96 ±0.53 
15.32 0.4302 ±0.0009 1051.13 ±0.55 15.32 0.3512 ±0.0008 1033.18 ±0.53 
p / 
MPa Tη  = 423.42 K Tρ = 423.59 K 
p / 
MPa Tη  = 448.39 K Tρ = 448.85 K 
15.31 0.2931 ±0.0007 1013.21 ±0.51 15.31 0.2562 ±0.0007 991.09 ±0.5 
30.21 0.2967 ±0.0007 1020.20 ±0.52 30.21 0.2573 ±0.0007 998.83 ±0.5 
50.05 0.3141 ±0.0008 1029.25 ±0.51 50.04 0.2632 ±0.0007 1008.86 ±0.5 
69.88 0.3104 ±0.0008 1037.70 ±0.51 69.88 0.2668 ±0.0007 1017.95 ±0.5 
99.82 0.3193 ±0.0007 1049.43 ±0.52 99.82 0.2756 ±0.0007 1030.76 ±0.5 
15.33 0.2921 ±0.0007 1013.09 ±0.51 15.31 0.2561 ±0.0007 991.10 ±0.5 
p / 
MPa Tη  = 296.22 K Tρ = 296.24 K           
15.32 1.3211 ±0.0033 1091.31 ±0.61           
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Table A.16: Experimental viscosities and densities of CaCl2(aq) at b = 1 mol.kg
-1 + CO2 (x = 
0.0139) 
  
η / 
(mPa.s) U(η) 
ρ / 
(kg.m-3) U(ρ)   
η / 
(mPa.s) U(η) ρ / (kg.m-3) U(ρ) 
p / 
MPa Tη  = 274.90 K Tρ = 274.92 K 
p / 
MPa Tη  = 296.25 K Tρ = 296.22 K 
 15.17 2.3725 ±0.0085 1099.49 ±0.62 15.16 1.3925 ±0.0034 1092.91 ±0.60 
30.05 2.3647 ±0.0085 1105.68 ±0.63 30.05 1.3572 ±0.0034 1098.64 ±0.59 
49.90 2.3122 ±0.0086 1113.62 ±0.62 49.90 1.3525 ±0.0035 1106.02 ±0.59 
69.74 2.3419 ±0.0086 1121.01 ±0.61 69.73 1.3428 ±0.0035 1113.19 ±0.59 
99.68 2.4250 ±0.0086 1131.95 ±0.61 99.71 1.3755 ±0.0036 1123.55 ±0.59 
30.08 2.3475 ±0.0085 1105.81 ±0.60 15.26 1.4028 ±0.0034 1092.98 ±0.59 
p / 
MPa Tη  = 323.21 K Tρ = 323.27 K 
p / 
MPa Tη  = 347.99 K Tρ = 348.14 K 
30.06 0.8156 ±0.0016 1087.27 ±0.58 50.00 0.6036 ±0.0011 1081.42 ±0.55 
49.93 0.8156 ±0.0016 1094.62 ±0.59 69.89 0.5832 ±0.0011 1088.69 ±0.56 
69.77 0.8259 ±0.0016 1101.66 ±0.59 99.71 0.5927 ±0.0011 1099.04 ±0.57 
99.68 0.8385 ±0.0017 1111.85 ±0.59 50.07 0.5801 ±0.0011 1081.47 ±0.55 
50.04 0.8181 ±0.0016 1094.47 ±0.59   
   
 p / 
MPa Tη  = 373.10 K Tρ = 373.19 K 
p / 
MPa Tη  = 398.26 K Tρ = 398.20 K 
50.06 0.4491 ±0.0009 1066.06 ±0.54 50.07 0.3639 ±0.0008 1048.80 ±0.53 
69.91 0.4567 ±0.0009 1073.59 ±0.55 69.91 0.3683 ±0.0008 1056.81 ±0.54 
99.71 0.4668 ±0.001 1084.28 ±0.56 99.73 0.3668 ±0.0009 1067.97 ±0.53 
50.10 0.4493 ±0.0009 1066.11 ±0.55 50.11 0.3630 ±0.0008 1048.79 ±0.54 
p / 
MPa Tη  = 423.42 K Tρ = 423.56 K 
p / 
MPa Tη  = 448.36 K Tρ = 448.79 K 
50.08 0.2915 ±0.0008 1029.60 ±0.50 50.10 0.2613 ±0.0007 1008.87 ±0.5 
69.93 0.2990 ±0.0008 1038.30 ±0.52 69.95 0.2649 ±0.0007 1018.34 ±0.5 
99.73 0.3207 ±0.0008 1050.48 ±0.50 99.76 0.2774 ±0.0007 1031.47 ±0.5 
50.11 0.2891 ±0.0008 1029.70 ±0.52 50.12 0.2573 ±0.0007 1009.13 ±0.5 
p / 
MPa Tη  = 296.23 K Tρ = 296.21 K 
        
  
50.05 1.3508 ±0.0034 1105.89 ±0.59   
   
 15.26 1.4185 ±0.0035 1092.98 ±0.59           
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Table A.17: Experimental viscosities and densities of CaCl2(aq) at b = 2.5 mol.kg
-1 + CO2 (x = 0) 
  
η / 
(mPa.s) U(η) ρ / (kg.m-3) U(ρ)   
η / 
(mPa.s) U(η) ρ / (kg.m-3) U(ρ) 
p / 
MPa Tη  = 275.03 K Tρ = 274.99 K 
p / 
MPa Tη  = 296.26 K Tρ = 296.22 K 
 1.29 3.4670 ±0.0117 1202.49 ±0.52 1.32 2.0152 ±0.0048 1192.90 ±0.52 
15.21 3.6676 ±0.0117 1207.74 ±0.52 15.24 2.0799 ±0.0048 1197.73 ±0.52 
30.10 3.1981 ±0.0118 1212.77 ±0.52 30.13 1.9535 ±0.0049 1202.82 ±0.52 
49.93 3.5228 ±0.0118 1219.37 ±0.52 49.96 2.1253 ±0.005 1209.46 ±0.52 
69.77 3.3519 ±0.0119 1225.90 ±0.52 69.78 2.0355 ±0.0051 1215.91 ±0.51 
99.75 3.4057 ±0.0117 1235.53 ±0.52 99.74 2.0495 ±0.0048 1225.32 ±0.52 
1.31 3.3628 ±0.0117 1201.94 ±0.52 1.34 1.9647 ±0.0048 1192.72 ±0.52 
p / 
MPa Tη  = 323.14 K Tρ = 323.22 K 
p / 
MPa Tη  = 348.19 K Tρ = 348.19 K 
1.26 1.2384 ±0.0023 1179.52 ±0.52 1.29 0.8893 ±0.0016 1165.12 ±0.52 
15.18 1.2566 ±0.0023 1184.63 ±0.52 15.22 0.8964 ±0.0016 1170.56 ±0.52 
30.06 1.2390 ±0.0024 1189.89 ±0.52 30.11 0.9005 ±0.0017 1175.97 ±0.52 
49.91 1.2840 ±0.0024 1196.52 ±0.52 49.95 0.9236 ±0.0017 1182.84 ±0.52 
69.77 1.2666 ±0.0025 1202.94 ±0.52 69.79 0.8460 ±0.0018 1189.55 ±0.52 
99.73 1.3448 ±0.0023 1212.15 ±0.52 99.79 0.9535 ±0.0016 1199.01 ±0.52 
1.30 1.1972 ±0.0023 1179.08 ±0.52 1.35 0.8955 ±0.0016 1166.56 ±0.52 
p / 
MPa Tη  = 373.42 K Tρ = 373.20 K 
p / 
MPa Tη  = 398.32 K Tρ = 398.25 K 
1.33 0.6734 ±0.0014 1151.76 ±0.52 1.34 0.5505 ±0.0012 1134.99 ±0.51 
15.25 0.6799 ±0.0014 1156.76 ±0.51 15.27 0.5586 ±0.0012 1140.45 ±0.51 
30.14 0.7176 ±0.0014 1161.97 ±0.51 30.16 0.5612 ±0.0013 1146.01 ±0.51 
49.96 0.7022 ±0.0015 1168.74 ±0.51 49.97 0.5697 ±0.0013 1153.12 ±0.51 
69.82 0.7107 ±0.0015 1175.25 ±0.51 69.82 0.5244 ±0.0012 1159.89 ±0.51 
99.78 0.7319 ±0.0014 1184.69 ±0.51 99.80 0.5330 ±0.0012 1169.63 ±0.51 
1.37 0.6771 ±0.0014 1151.70 ±0.51 1.37 0.5467 ±0.0013 1134.87 ±0.50 
p / 
MPa Tη  = 423.44 K Tρ = 423.60 K 
p / 
MPa Tη  = 448.41 K Tρ = 448.83 K 
1.35 0.4474 ±0.0012 1116.35 ±0.52 1.33 0.3892 ±0.0011 1096.41 ±0.52 
15.26 0.4308 ±0.0012 1122.22 ±0.51 15.25 0.3944 ±0.0011 1102.89 ±0.51 
30.15 0.4850 ±0.0012 1128.37 ±0.51 30.15 0.3923 ±0.0011 1109.65 ±0.51 
49.98 0.4900 ±0.0013 1136.00 ±0.51 49.97 0.4051 ±0.0011 1117.84 ±0.51 
69.81 0.4882 ±0.0012 1143.19 ±0.51 69.82 0.4154 ±0.0012 1125.62 ±0.51 
99.79 0.4873 ±0.0012 1153.51 ±0.51 99.83 0.4180 ±0.0012 1136.51 ±0.51 
1.36 0.4713 ±0.0012 1116.31 ±0.50 1.38 0.3944 ±0.0011 1096.27 ±0.50 
p / 
MPa Tη  = 296.28 K Tρ = 296.24 K           
1.27 1.9497 ±0.0048 1192.69 ±0.52           
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Table A.18: Experimental viscosities and densities of CaCl2(aq) at b = 2.5 mol.kg
-1 + CO2 (x = 
0.0064) 
  
η / 
(mPa.s) U(η) ρ / (kg.m-3) U(ρ)   
η / 
(mPa.s) U(η) ρ / (kg.m-3) U(ρ) 
p / 
MPa Tη  = 275.27 K Tρ = 275.25 K 
p / 
MPa Tη  = 296.28 K 
Tρ = 
296.23 K 
 15.23 3.4744 ±0.0124 1208.35 ±0.53 15.18 2.1139 ±0.0051 1198.97 ±0.55 
30.11 3.5154 ±0.0124 1213.62 ±0.54 30.09 2.0304 ±0.0052 1204.08 ±0.55 
49.95 3.5263 ±0.0125 1220.48 ±0.55 49.94 2.1359 ±0.0052 1210.33 ±0.53 
69.79 3.4882 ±0.0125 1227.11 ±0.55 69.79 2.1047 ±0.0053 1216.84 ±0.54 
99.77 3.4827 ±0.0126 1236.71 ±0.55 99.79 2.1419 ±0.0054 1226.16 ±0.53 
15.26 3.6872 ±0.0124 1208.39 ±0.56 15.26 2.0853 ±0.0051 1198.77 ±0.52 
p / 
MPa Tη  = 323.19 K Tρ = 323.28 K 
p / 
MPa Tη  = 347.79 K Tρ = 348.12 K 
15.20 1.3300 ±0.0024 1185.97 ±0.56 15.24 0.9421 ±0.0017 1172.51 ±0.59 
30.10 1.3397 ±0.0024 1190.97 ±0.54 30.17 0.9274 ±0.0017 1177.70 ±0.58 
49.96 1.3136 ±0.0025 1197.57 ±0.54 50.01 0.9857 ±0.0017 1184.37 ±0.56 
69.83 1.3231 ±0.0025 1203.93 ±0.54 69.87 0.8081 ±0.0018 1190.88 ±0.55 
99.80 1.3772 ±0.0024 1213.12 ±0.53 99.79 1.0108 ±0.0017 1200.11 ±0.54 
15.27 1.2915 ±0.0024 1185.80 ±0.53 15.29 0.9554 ±0.0017 1172.50 ±0.52 
p / 
MPa Tη  = 372.82 K Tρ = 373.21 K 
p / 
MPa Tη  = 398.26 K Tρ = 398.23 K 
15.26 0.7540 ±0.0015 1157.36 ±0.52 15.28 0.5663 ±0.0013 1140.85 ±0.52 
30.16 0.6615 ±0.0015 1162.72 ±0.53 30.17 0.5764 ±0.0013 1146.52 ±0.52 
50.01 0.7339 ±0.0015 1169.65 ±0.53 50.02 0.5826 ±0.0013 1153.84 ±0.52 
69.86 0.7452 ±0.0015 1176.32 ±0.54 69.86 0.5907 ±0.0013 1160.68 ±0.52 
99.82 0.7309 ±0.0015 1185.83 ±0.54 99.80 0.6253 ±0.0013 1170.61 ±0.53 
15.29 0.6833 ±0.0015 1157.27 ±0.54 15.29 0.5505 ±0.0013 1140.86 ±0.53 
p / 
MPa Tη  = 423.41 K Tρ = 423.56 K 
p / 
MPa Tη  = 448.40 K Tρ = 448.83 K 
15.28 0.5440 ±0.0013 1122.76 ±0.52 15.28 0.3956 ±0.0011 1103.53 ±0.53 
30.19 0.5193 ±0.0013 1128.81 ±0.52 30.18 0.4888 ±0.0011 1109.76 ±0.51 
50.03 0.5183 ±0.0013 1136.63 ±0.52 50.03 0.3593 ±0.0011 1118.26 ±0.52 
69.86 0.4986 ±0.0013 1144.01 ±0.52 69.86 0.3934 ±0.0011 1126.13 ±0.52 
99.81 0.4850 ±0.0013 1154.33 ±0.52 99.82 0.4525 ±0.0011 1137.12 ±0.52 
     
15.31 0.3588 ±0.0011 1103.23 ±0.51 
p / 
MPa Tη  = 296.22 K Tρ = 296.20 K           
15.20 2.0965 ±0.0052 1198.86 ±0.56           
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Table A.19: Experimental viscosities and densities of QP Synthetic Brine (1.9 mol.kg-1) 
  
η / 
(mPa.s) U(η) 
ρ / 
(kg.m-3) U(ρ)   
η / 
(mPa.s) U(η) ρ / (kg.m-3) U(ρ) 
p / MPa Tη  = 276.82 K Tρ = 275.12 K 
p / 
MPa Tη  = 296.21 K 
Tρ = 
296.19 K 
 1.24 2.0687 ±0.0066 1093.70 ±0.49 1.25 1.2285 ±0.0029 1086.74 ±0.49 
15.16 2.1137 ±0.0066 1099.33 ±0.49 15.17 1.2227 ±0.0029 1092.13 ±0.49 
30.04 2.0876 ±0.0066 1105.23 ±0.49 30.05 1.2403 ±0.0029 1097.65 ±0.48 
49.86 2.0450 ±0.0066 1112.72 ±0.49 49.85 1.2281 ±0.003 1104.88 ±0.49 
69.71 2.1597 ±0.0067 1120.03 ±0.49 69.70 1.2424 ±0.003 1111.88 ±0.48 
99.66 2.1296 ±0.0067 1130.69 ±0.49 99.66 1.2872 ±0.0029 1121.95 ±0.48 
1.29 2.1170 ±0.0066 1093.78 ±0.48 1.28 1.2372 ±0.0029 1086.58 ±0.48 
p / MPa Tη  = 321.96K Tρ = 322.89 K 
p / 
MPa Tη  = 345.91 K Tρ = 347.87 K 
1.25 0.7370 ±0.0014 1074.04 ±0.48 1.24 0.5361 ±0.0009 1059.83 ±0.48 
15.16 0.7565 ±0.0014 1079.67 ±0.48 15.15 0.5404 ±0.001 1065.62 ±0.48 
30.05 0.7692 ±0.0014 1085.36 ±0.48 30.04 0.5416 ±0.001 1071.52 ±0.48 
49.86 0.7568 ±0.0014 1092.50 ±0.48 49.85 0.5540 ±0.001 1078.99 ±0.48 
69.71 0.7780 ±0.0015 1099.45 ±0.48 69.72 0.5609 ±0.001 1086.13 ±0.48 
99.67 0.7845 ±0.0015 1109.30 ±0.48 99.71 0.5717 ±0.001 1096.15 ±0.48 
1.27 0.7423 ±0.0014 1073.78 ±0.48 1.27 0.5384 ±0.0009 1059.89 ±0.48 
p / MPa Tη  = 370.13 K Tρ = 372.68 K 
p / 
MPa Tη  = 394.01 K Tρ = 397.61 K 
1.26 0.4072 ±0.0008 1043.47 ±0.48 1.26 0.3384 ±0.0007 1025.16 ±0.48 
15.18 0.4169 ±0.0008 1049.74 ±0.48 15.17 0.3328 ±0.0007 1032.03 ±0.48 
30.07 0.4218 ±0.0008 1056.14 ±0.48 30.07 0.3405 ±0.0007 1039.15 ±0.48 
49.88 0.4334 ±0.0008 1063.99 ±0.48 49.87 0.3451 ±0.0007 1047.39 ±0.48 
69.72 0.4263 ±0.0008 1071.40 ±0.48 69.73 0.3554 ±0.0008 1055.21 ±0.48 
99.70 0.4553 ±0.0009 1081.76 ±0.47 99.72 0.3576 ±0.0008 1066.03 ±0.48 
1.27 0.4170 ±0.0008 1043.71 ±0.47 1.28 0.3390 ±0.0007 1025.34 ±0.47 
p / MPa Tη  = 418.47 K Tρ = 422.98 K 
p / 
MPa Tη  = 296.22 K Tρ = 296.22 K 
1.28 0.2743 ±0.0006 1004.62 ±0.48 1.28 1.2354 ±0.0029 1086.58 ±0.49 
15.18 0.2777 ±0.0007 1012.39 ±0.47   
   
 30.08 0.2835 ±0.0007 1020.01 ±0.48   
   
 49.88 0.2889 ±0.0007 1028.90 ±0.47   
   
 69.74 0.2972 ±0.0007 1037.21 ±0.47   
   
 99.69 0.3059 ±0.0007 1048.91 ±0.47   
   
 1.29 0.2743 ±0.0006 1004.99 ±0.47           
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Table A.20: Experimental viscosities and densities of QP Synthetic Brine (1.9 mol.kg-1)+ CO2 
(x = 0.0043) 
 
η / 
(mPa.s) U(η) ρ / (kg.m-3) U(ρ) 
 
η / 
(mPa.s) U(η) ρ / (kg.m-3) U(ρ) 
p / 
MPa Tη  = 276.10 K Tρ = 275.23 K 
p / 
MPa Tη  = 296.12 K 
Tρ = 296.12 
K 
 15.16 2.1617 ±0.0072 1100.04 ±0.69 15.16 1.2255 ±0.0031 1092.69 ±0.67 
30.06 2.1478 ±0.0072 1105.89 ±0.68 30.07 1.2346 ±0.0031 1098.24 ±0.67 
49.89 2.1473 ±0.0073 1113.41 ±0.67 49.91 1.2494 ±0.0031 1105.43 ±0.67 
69.73 2.2068 ±0.0073 1120.70 ±0.67 69.73 1.2456 ±0.0032 1112.39 ±0.66 
99.69 2.0965 ±0.0073 1131.15 ±0.65 99.70 1.2450 ±0.0032 1122.52 ±0.65 
15.21 2.1263 ±0.0072 1100.13 ±0.64 15.20 1.2162 ±0.0031 1092.60 ±0.65 
p / 
MPa Tη  = 321.98 K Tρ = 323.06 K 
p / 
MPa Tη  = 346.01 K Tρ = 347.70 K 
15.20 0.7479 ±0.0014 1080.57 ±0.66 15.20 0.5322 ±0.001 1067.03 ±0.61 
30.09 0.7684 ±0.0014 1086.10 ±0.64 30.11 0.5410 ±0.001 1072.76 ±0.66 
49.92 0.7583 ±0.0015 1093.22 ±0.65 49.94 0.5504 ±0.001 1079.96 ±0.63 
69.75 0.7636 ±0.0015 1100.07 ±0.64 69.77 0.5563 ±0.001 1086.95 ±0.62 
99.68 0.7910 ±0.0016 1109.98 ±0.65 99.70 0.5670 ±0.0011 1096.88 ±0.63 
15.21 0.7630 ±0.0014 1080.55 ±0.64 15.23 0.5305 ±0.001 1067.02 ±0.63 
p / 
MPa Tη  = 370.04 K Tρ = 372.62 K 
p / 
MPa Tη  = 393.25 K Tρ = 397.61 K 
15.21 0.4218 ±0.0008 1051.53 ±0.67 15.24 0.3366 ±0.0007 1033.99 ±0.57 
30.13 0.4166 ±0.0008 1057.38 ±0.58 30.14 0.3347 ±0.0007 1040.31 ±0.56 
49.97 0.4269 ±0.0008 1064.83 ±0.60 49.99 0.3444 ±0.0008 1048.17 ±0.55 
69.82 0.4301 ±0.0009 1072.00 ±0.59 69.82 0.3505 ±0.0008 1055.66 ±0.53 
99.75 0.4286 ±0.0008 1082.33 ±0.60 99.76 0.3553 ±0.0008 1066.46 ±0.55 
15.26 0.4087 ±0.0008 1051.52 ±0.61 15.27 0.3392 ±0.0007 1033.99 ±0.53 
p / 
MPa Tη  = 417.80 K Tρ = 422.93 K 
p / 
MPa Tη  = 296.15 K Tρ = 296.15 K 
15.25 0.2875 ±0.0007 1014.20 ±0.56 15.18 1.2538 ±0.0031 1092.68 ±0.67 
30.15 0.2795 ±0.0007 1021.14 ±0.51   
   
 50.00 0.2912 ±0.0007 1029.58 ±0.50   
   
 69.83 0.2970 ±0.0007 1037.47 ±0.48   
   
 99.79 0.2890 ±0.0007 1048.87 ±0.50   
   
 15.28 0.2853 ±0.0007 1014.10 ±0.48           
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Table A.21: Experimental viscosities and densities of QP Synthetic Brine (1.9 mol.kg-1) + CO2 
(x = 0.0085) 
  
η / 
(mPa.s) U(η) 
ρ / 
(kg.m-3) U(ρ)   
η / 
(mPa.s) U(η) ρ / (kg.m-3) U(ρ) 
p / MPa Tη  = 276.33 K Tρ = 275.26 K 
p / 
MPa Tη  = 296.20 K 
Tρ = 
296.18 K 
 15.20 2.1765 ±0.0074 1102.78 ±0.66 15.18 1.3801 ±0.0032 1095.39 ±0.64 
30.10 2.1087 ±0.0075 1108.56 ±0.64 30.08 1.3014 ±0.0032 1100.95 ±0.64 
49.95 2.2611 ±0.0075 1116.06 ±0.64 49.91 1.2767 ±0.0032 1108.14 ±0.63 
69.79 2.1400 ±0.0075 1123.30 ±0.63 69.78 1.2968 ±0.0033 1115.03 ±0.63 
99.73 2.0764 ±0.0075 1133.67 ±0.62 99.75 1.3425 ±0.0032 1125.13 ±0.62 
15.24 2.1672 ±0.0074 1102.87 ±0.61 15.23 1.3055 ±0.0032 1095.29 ±0.62 
p / MPa Tη  = 322.16 K Tρ = 323.06 K 
p / 
MPa Tη  = 346.07 K Tρ = 347.73 K 
15.25 0.7715 ±0.0015 1083.08 ±0.63 15.22 0.5697 ±0.001 1069.35 ±0.63 
30.14 0.7784 ±0.0015 1088.59 ±0.61 30.12 0.5539 ±0.001 1074.98 ±0.60 
49.97 0.7818 ±0.0015 1095.73 ±0.62 49.97 0.5537 ±0.001 1082.28 ±0.60 
69.82 0.7868 ±0.0015 1102.50 ±0.61 69.81 0.5687 ±0.001 1089.17 ±0.60 
99.73 0.8134 ±0.0016 1112.50 ±0.62 99.75 0.5843 ±0.0011 1099.21 ±0.59 
15.24 0.7609 ±0.0015 1083.08 ±0.61 30.17 0.5531 ±0.001 1074.90 ±0.59 
p / MPa Tη  = 369.94 K Tρ = 372.57 K 
p / 
MPa Tη  = 393.30 K Tρ = 397.48 K 
30.20 0.4429 ±0.0008 1059.33 ±0.58 30.18 0.3511 ±0.0007 1041.41 ±0.55 
50.03 0.4376 ±0.0009 1066.89 ±0.57 50.03 0.3491 ±0.0008 1049.27 ±0.54 
69.86 0.4416 ±0.0009 1074.04 ±0.58 69.85 0.3577 ±0.0008 1056.69 ±0.53 
99.78 0.4563 ±0.0008 1084.44 ±0.57 99.75 0.3692 ±0.0008 1067.05 ±0.52 
30.17 0.4333 ±0.0009 1059.25 ±0.57 30.18 0.3648 ±0.0007 1041.15 ±0.54 
p / MPa Tη  = 417.69 K Tρ = 422.85 K 
p / 
MPa Tη  = 296.21 K Tρ = 296.19 K 
30.17 0.3035 ±0.0007 1021.88 ±0.50 15.26 1.3258 ±0.0032 1095.29 ±0.64 
50.03 0.3096 ±0.0007 1030.18 ±0.50   
   
 69.87 0.3070 ±0.0007 1037.95 ±0.48   
   
 99.77 0.3205 ±0.0007 1049.27 ±0.50   
   
 30.21 0.3370 ±0.0007 1021.58 ±0.48           
  
  A. Experimental Results Tables 
209 
 
Table A.22: Experimental viscosities and densities of QP Synthetic Brine (1.9 mol.kg-1) + CO2 
(x = 0.0123) 
  
η / 
(mPa.s) U(η) 
ρ / 
(kg.m-3) U(ρ)   
η / 
(mPa.s) U(η) ρ / (kg.m-3) U(ρ) 
p / MPa Tη  = 276.39 K Tρ = 275.15 K 
p / 
MPa Tη  = 296.16 K 
Tρ = 296.17 
K 
 30.06 2.1941 ±0.0078 1110.15 ±0.65 15.18 1.2637 ±0.0033 1096.93 ±0.63 
49.89 2.1021 ±0.0079 1117.59 ±0.64 30.07 1.3068 ±0.0033 1102.49 ±0.63 
69.72 2.2145 ±0.0078 1124.82 ±0.64 49.88 1.2680 ±0.0034 1109.71 ±0.64 
99.65 2.3822 ±0.0079 1135.20 ±0.64 69.75 1.2503 ±0.0035 1116.60 ±0.63 
50.02 2.2475 ±0.0079 1117.54 ±0.62 99.66 1.2814 ±0.0033 1126.57 ±0.62 
     
15.18 1.3281 ±0.0033 1096.85 ±0.62 
p / MPa Tη  = 322.01 K Tρ = 323.02 K 
p / 
MPa Tη  = 345.63 K Tρ = 347.71 K 
50.00 0.7853 ±0.0015 1097.04 ±0.62 50.07 0.5759 ±0.001 1083.30 ±0.61 
69.84 0.7894 ±0.0016 1103.97 ±0.62 69.88 0.5666 ±0.0011 1090.33 ±0.60 
99.65 0.8143 ±0.0016 1113.91 ±0.62 99.65 0.5799 ±0.0011 1100.42 ±0.60 
50.03 0.8079 ±0.0016 1097.05 ±0.62 50.08 0.5764 ±0.001 1083.15 ±0.60 
p / MPa Tη  = 369.61 K Tρ = 372.49 K 
p / 
MPa Tη  = 393.09K Tρ = 397.51 K 
50.03 0.4287 ±0.0009 1067.78 ±0.58 50.06 0.3739 ±0.0008 1050.61 ±0.48 
69.87 0.4570 ±0.0009 1075.09 ±0.57 69.90 0.3605 ±0.0008 1058.21 ±0.55 
99.66 0.6346 ±0.0009 1085.63 ±0.58 99.67 0.3780 ±0.0008 1068.84 ±0.54 
50.02 0.4310 ±0.0009 1067.81 ±0.58 50.05 0.3939 ±0.0008 1050.36 ±0.52 
p / MPa Tη  = 417.44 K Tρ = 422.80 K 
p / 
MPa Tη  = 296.19 K Tρ = 296.23 K 
50.05 0.3123 ±0.0007 1030.77 ±0.50 15.22 1.2813 ±0.0033 1096.79 ±0.63 
69.92 0.3090 ±0.0007 1038.92 ±0.50   
   
 99.67 0.3131 ±0.0007 1049.96 ±0.50   
   
 50.07 0.3129 ±0.0007 1030.39 ±0.50           
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B. Engineering Drawings 
 
 
 
Figure B.1: Engineering Drawing of Boxing Support for Backplate 
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Figure B.2: Engineering Drawing of Vertical Backplate 
Figure B.3: Engineering Drawing of Horizontal Baseplate
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Figure B.4: Engineering Drawing of Box Enclosure for Circulating Pump/Backplate 
Figure B.5: Engineering Drawing of Boxing Support for Legs of Densimeter Platform 
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Figure B.6: Engineering Drawing of Top Plate for Densimeter Platform 
Figure B.7: Engineering Drawing of Densimeter 
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Figure B.8: Engineering Drawing of Tube for Housing Piston of Circulating Pump 
Figure B.9: Engineering Drawing of Body of Heat Exchanger
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Figure B.10: Engineering Drawing of End Caps for Heat Exchanger 
Figure B.11: Engineering Drawing of Rail Runner for Microswitches on Circulating Pump
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Figure B.12: Engineering Drawing of Rail for Microswitches of Circulating Pump 
Figure B.13: Engineering Drawing of Support for Manual Valve
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Figure B.14: Engineering Drawing of Permanent Magnet 
Figure B.15: Engineering Drawing of Vibrating Wire Pressure Vessel 
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Figure B.16: Engineering Drawing of Support for VW Pressure Vessel 
Figure B.17: Engineering Drawing of Back Nut of New VWV Design
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Figure B.18: Engineering Drawing of Body for New VW Viscometer Design 
Figure B.19: Engineering Drawing of End Cap for New VW Viscometer Design
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Figure B.20: Engineering Drawing of Crimping Piece 
Figure B.21: Engineering Drawing of Spring Loaded Fitting
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Figure B.22: Engineering Drawing of Threaded Side Fitting 
Figure B.23: Engineering Drawing of Modified VW Viscometer
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Figure B.24: Engineering Drawing of Modified VWV Square Clamps 
Figure B.25: Engineering Drawing of Modified VWV End Pieces
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Figure B.26: Engineering Drawing of Modified VWV End Caps 
 
