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We present a new approach to construction of recursion operators for multidimensional integrable sys-
tems which have a Lax-type representation in terms of a pair of commuting vector fields. It is illustrated
by the examples of the Manakov–Santini system which is a hyperbolic system in N dependent and N+4
independent variables, where N is an arbitrary natural number, the six-dimensional generalization of
the first heavenly equation, the modified heavenly equation, and the dispersionless Hirota equation.
1 Introduction
Existence of an infinite hierarchy of local or nonlocal symmetries usually indicates integrability of a PDE
system. A standard tool to produce such hierarchies is a recursion operator, see e.g. [3, 29, 42]. In essence, if
one has an auxiliary linear system and a class of its coefficients for which the inverse scattering problem can
be solved, then using a recursion operator it is usually possible to write down the most general nonlinear
system whose solutions can be obtained using the inverse scattering problem in question, cf. e.g. [1, 26].
Recursion operators can be sought for in a variety of ways, depending on the definition used. For
instance, a typical recursion operator in (1+1) dimensions is a pseudodifferential operator which maps
symmetries into symmetries [28] and can be derived from the Lax pair, see e.g. [28, 17, 18] and references
therein. However, these definitions and methods do not immediately extend to higher dimensions [42].
Instead, a higher-dimensional equation may admit a bilocal recursion operator as introduced by Fokas and
Santini, see e.g. [11, 12, 13], and [19]; a prototypical example here is the Kadomtsev–Petviashvili equation.
From a different perspective, recursion operators are Ba¨cklund auto-transformations of a linearized
equation. They first appeared in this form in several works by Papachristou [30, 31, 32]. The idea is that
symmetries are essentially solutions of the linearized equation and Ba¨cklund transformations are the most
general transformations that relate solutions to solutions.
However, as pointed out by one of us [23], the same point of view applies to Guthrie’s [16] generalized
recursion operators in (1+1) dimensions. Guthrie introduced them to avoid difficulties connected with the
lack of rigorous interpretation of action of pseudodifferential operators on symmetries.
The recursion operators which are auto-Ba¨cklund transformations of linearized systems appear to exist
only for a certain class of integrable systems, which has yet to be characterized in full generality. Such
recursion operators are closely related to zero curvature representations whenever the latter exist, see
e.g. [24] and references therein.
By a zero curvature representation for a system of PDEs F = 0 we mean a one-form α =
∑
iAi dx
i
which satisfies DxjAi−DxiAj+[Ai, Aj ] = 0 on the solution manifold of F = 0; here x
i are the independent
variables and Ai belong to some matrix Lie algebra. Then the operators Dxi − adAi commute and we can
define a matrix pseudopotential Ψ by setting
Ψxi − [Ai,Ψ] = ∂UAi, (1)
where ∂U denotes linearization along a symmetry U (see Section 2 below for details).
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For the majority of integrable systems in (1+1) dimensions the pseudopotentials Ψ provide nonlocal
terms of inverse recursion operators, whereas local terms thereof are, as a rule, limited to zero-order ones
at most. This approach applies to multidimensional systems whenever a zero curvature representation is
available. For instance, the recursion operator found by Papachristou in [30] is easily seen to be of this kind.
Now turn to dispersionless multidimensional systems which can be written as a commutativity condi-
tion for a pair of first-order linear scalar differential operators with no free terms (i.e., vector fields) and
no derivatives with respect to the spectral parameter; see e.g. [43, 21, 4, 22, 8] and references therein for
more information on such systems. The systems of this kind are a subject of intense research as they arise
in a multitude of areas from self-dual gravity, see e.g. [14, 27, 38, 8], hyper-Ka¨hler [15], symplectic [7] and
conformal [6] geometry to fluid dynamics and related fields, cf. e.g. [35, 9, 10]. Even though the recursion
operators for some of these systems were found, see e.g. [30, 36, 27, 22, 37, 38], they were obtained using
either various ad hoc methods or the partner symmetry method, both of which can be applied only under
fairly restrictive assumptions.
Below we present a method for finding recursion operators which is based on a generalization of
pseudopotentials (1) using the adjoint representation of the Lie algebra of vector fields. We are convinced
that our approach applies to a considerably broader class of dispersionless systems than the methods
mentioned in the previous paragraph. Moreover, our method is also more algorithmic: given a Lax-type
representation for the system under study, finding a recursion operator of the type described in our paper,
if it exists, is an essentially algorithmic task while e.g. the partner symmetry approach involves a non-
algorithmic subproblem of representing the linearized equation as a two-dimensional divergence.
The paper is organized as follows. In Section 2 we present a general construction of recursion operators
which are auto-Ba¨cklund transformations of linearized systems, and Sections 3 and 4 illustrate its appli-
cation on the examples of the Manakov–Santini system and the dispersionless Hirota equation. Finally,
in Section 5 we give a modification of the construction from Section 2 for the case of Hamiltonian vector
fields and provide some further examples.
2 The general approach
Let F = 0 be a system of PDEs in n independent variables xi, i = 1, . . . , n, for the unknown N -com-
ponent vector function u = (u1, . . . , uN)T , where the superscript ‘T ’ denotes matrix transposition. Denote
uαi1...in = ∂
i1+···+inuα/∂(x1)i1 · · ·∂(xn)in; in particular, uα00···0 ≡ u
α. As usually in the formal theory of
PDEs [29, 5, 3], xi and uαi1...in are considered as independent quantities and can be viewed as coordinates
on an abstract infinite-dimensional space (a jet space). By a local function or a function on the jet space
we shall mean any function of a finite number of xi and u and their derivatives. We denote
Dxj =
∂
∂xi
+
N∑
α=1
∞∑
i1,...,in=0
uαi1...ij−1(ij+1)ij+1...in
∂
∂uαi1...in
the usual total derivatives, which can be naturally viewed as vector fields on the jet space. The condition
F = 0 along with its differential consequences Di1
x1
· · ·DinxnF = 0 determines what is called a solution
manifold, which in general is an infinite-dimensional submanifold of the jet space. In what follows we
tacitly assume that the total derivatives are restricted on the solution manifold; these restrictions are
tangent to the latter.
As usual, the directional derivative along an N -component vector U = (U1, . . . , UN )T , where the
superscript T indicates the transposed matrix, is the vector field
∂U =
N∑
α=1
∞∑
i1,...,in=0
(Di1
x1
· · ·DinxnU
α)
∂
∂uαi1...in
.
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The total derivatives as well as the directional derivative can be applied to (possibly vector or matrix)
local functions P . Recall [29, 5] that U is a (characteristic of a) symmetry for the system F = 0 if U
satisfies ∂UF = 0 on the solution manifold.
Assume now that the system F = 0 can be written as a commutativity condition [X1, X2] = 0, where
Xi =
∑n
j=1 ξ
j
iDxj are vector fields, [ · , · ] is the usual Lie bracket thereof, and the coefficients ξ
j
i are local
functions that may further depend on a spectral parameter λ.
Further consider a vector field Z of the same form, i.e., Z =
∑n
j=1 ζ
jDxj , except that we do not insist
that ζj are local functions. However, we assume that the total derivatives can be extended to ζj, see below.
The main idea of the present paper is that we look for an N × n matrix A = (aαj ) such that
U˜
α =
n∑
j=1
aαj ζ
j
are components of a symmetry U˜ whenever Z satisfies
[Xi, Z] = ∂UXi, i = 1, 2. (2)
We shall write U˜ = RA(U) when such a matrix A = (a
α
j ) 6≡ 0 exists; this is precisely a recursion
operator of the type described in Introduction, i.e., a Ba¨cklund auto-transformation for the linearized
system ∂UF = 0. Here and below we assume for simplicity that the entries a
α
j of A are local functions;
however, in principle, nothing prevents them from being nonlocal.
Note that we do not insist that the vector fields Xi necessarily involve any spectral parameter, but we
do exclude the case when they involve derivatives with respect to the spectral parameter.
The condition (2) is a system of first-order partial differential equations in the unknowns ζj. To show
that the system is compatible we check the Jacobi identity
[X1, [X2, Z]] + [X2, [Z,X1]] + [Z, [X1, X2]] = [X1, ∂UX2]− [X2, ∂UX1] = ∂U [X1, X2] = 0
since [X1, X2] = 0 is equivalent to F = 0 and U is a symmetry.
As a rule, the system (2) is not solvable in terms of local functions. Therefore, strictly speaking, U˜
are not necessarily symmetries of the system F = 0. Instead, they are nonlocal symmetries (or shadows
in the sense of [20, 5]). This naturally leads to introduction of pseudopotentials (for instance, ζ i and
their derivatives) and subsequent extension of the total derivatives to include the terms coming from
pseudopotentials. To simplify notation we shall, however, denote the extended total derivatives by the same
symbol Dxi. Note that when applied to local functions the original and extended total derivatives coincide.
Note that in a number of examples, where the recursion operators are already known, e.g. the Pavlov
equation [34, 22], our method produces the recursion operators which are inverse to the known ones. More-
over, the inverses of our recursion operators often have simpler structure of nonlocal terms; in particular,
this holds for all systems discussed below. Thus, it is often appropriate to invert the operator RA resulting
from the above construction in order to obtain a simpler recursion operator; the inversion is an algorithmic
process described in [16].
Let us also mention that, in sharp contrast with the case of (1+1)-dimensional systems where one usu-
ally can make a clear distinction among positive (local) and negative (nonlocal) hierarchies (see, however,
[2]), the multidimensional hierarchies we have been able to generate contain, an eventual inversion of the
recursion operator notwithstanding, only a few local symmetries. The same phenomenon occurs for the mul-
tidimensional hierarchies generated using bilocal recursion operators, see e.g. [25, 40] and references therein.
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3 The Manakov–Santini system
Consider the Manakov–Santini system [21] in (N + 4) independent variables x1, . . . , xN , y1, y2, z1, z2 and
N dependent variables ui,
uiy1z2 − u
i
y2z1 +
N∑
j=1
(uj
z1
uiz2xj − u
j
z2
uiz1xj ) = 0, i = 1, . . . , N. (3)
As usual, the subscripts refer to partial derivatives.
System (3) can be written [21] as a commutativity condition of the vector fields
Xi = Dyi + λDzi +
N∑
k=1
ukziDxk , i = 1, 2. (4)
Assume that Z has the form
Z =
N∑
j=1
V jDxj , (5)
(no terms involving Dyi and Dzk are actually needed).
It is straightforward to verify that the following assertion holds for any natural N : ifU = (U1, . . . , UN )T
is a characteristic of symmetry for (3) then so is V = (V 1, . . . , V N)T , where V j are determined from the
equations (2) with Xi and Z given by (4) and (5), that is,
V iys + λV
i
zs +
N∑
j=1
ujzsV
i
xj =
N∑
j=1
uizsxjV
j − U izs, i = 1, . . . , N, s = 1, 2. (6)
To emphasize the dependence on λ, the recursion operator given by formula (6) will be denoted Rλ.
Applying Rλ to local symmetries yields a highly nonlocal ‘negative’ hierarchy of the Manakov–Santini
system. In order to obtain the ‘positive’ hierarchy with simpler nonlocalities, we look for the inverse R−1λ .
Inverting the recursion operator Rλ amounts to solving (6) for U
i
zj
. The inverse operator R−1λ sends
V = (V 1, . . . , V N)T to U = (U1, . . . , UN)T , where U i are determined from the relations
U izs = −V
i
ys − λV
i
zs −
N∑
j=1
ujzsV
i
xj +
N∑
j=1
uizsxjV
j , i = 1, . . . , N, s = 1, 2.
Upon multiplying by −1 and removing the trivial contribution λV from U , we end up with the recursion
operator R = −R−1λ − λ Id, which no longer depends on λ. The components of U = R(V ) are defined by
the relations
U izs = V
i
ys +
N∑
j=1
ujzsV
i
xj −
N∑
j=1
uizsxjV
j, i = 1, . . . , N, s = 1, 2. (7)
The symmetries generated using this recursion operator are complicated nonlocal expressions; the explicit
form for symmetries obtained by applying (7) to the Lie point symmetries of (3) is given in the appendix.
4 Dispersionless Hirota equation
Consider the equation [41, 6]
auxuyt + buyuxt + cutuxy = 0, a + b+ c = 0. (8)
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It has a Lax pair [41] of the form
ψy =
λuyψx
ux
, ψt =
µutψx
ux
,
where µ = (a+ b)λ/(aλ + b).
The vector field Z now can be chosen in the form Z = ζDx. An easy computation shows that the
corresponding recursion operator is given by the formula
Rλ(U) = uxζ.
Here U is a symmetry for (8) and ζ is defined by the following equations:
ζt
µ
=
ut
ux
ζx −
(
ut
ux
)
x
ζ +
utUx − uxUt
u2x
,
ζy
λ
=
uy
ux
ζx −
(
uy
ux
)
x
ζ +
uyUx − uxUy
u2x
.
The inverse recursion operator W = R−1λ (U) is given by the formulas
Wy =
uyWx
ux
+
uyUx
ux
−
Uy
λ
−
λ− 1
λ
uxy
ux
U, Wt =
utWx
ux
+
utUx
ux
−
Ut
µ
−
µ− 1
µ
uxt
ux
U.
If we replace W by W − U , we obtain a somewhat simpler recursion operator W = R˜(U), where R˜ =
R
−1
λ + Id, so W can be determined from the compatible equations
Wy =
uy
ux
Wx +
λ− 1
λ
(
Uy −
uxy
ux
U
)
, Wt =
ut
ux
Wx +
µ− 1
µ
(
Ut −
uxt
ux
U
)
.
Let us apply R˜ to the Lie point symmetries, which are X(x)ux, Y (y)uy, T (t)ut, and F (u). To start
with, we find R˜(0) = F (u), where F is an arbitrary smooth function. Upon having agreed to remove this
trivial contribution from the results, we readily find
R˜(Xux) = 0, R˜(Y uy) =
λ− 1
λ
Y uy, R˜(Tut) =
µ− 1
µ
Tut.
Thus, Xux, Y uy, Tut are eigenvectors of R˜. To the best of our knowldege, this is a first known example of
local eigenvectors for a nontrivial recursion operator.
Finally,
R˜(F (u)) = Fp+
∂F
∂u
q,
where p, q are nonlocal variables defined by the following equations which are compatible by virtue of (8):
py =
uy
ux
px −
λ− 1
λ
uxy
ux
, pt =
ut
ux
px −
µ− 1
µ
uxt
ux
, qy =
uy
ux
qx +
λ− 1
λ
uy, qt =
ut
ux
qx −
µ− 1
µ
ut.
5 The case of Hamiltonian vector fields
If the Lax pair for the system under study consists of Hamiltonian vector fields, it is natural to apply
the ideas from Section 2 to the algebra of functions endowed with the Poisson bracket rather than to the
algebra of vector fields.
Namely, suppose that the Lax pair for the system under study can (up to the obvious renumbering of
independent variables) be written as
ψxn−1 = aψxn−2 + {H1, ψ}, ψxn = bψxn−3 + {H2, ψ}. (9)
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Here {·, ·} denotes the Poisson bracket in question (usually w.r.t. the independent variables x1, . . . , xn−4
only), and a, b are some constants, which are typically proportional to the spectral parameter λ.
Instead of ζj introduce a single nonlocal variable Ω defined by the formulas
Ωxn−1 = aΩxn−2 + {H1,Ω}+ ∂UH1, Ωxn = bΩxn−3 + {H2,Ω}+ ∂UH2, (10)
where a, b are some constants which are often proportional to the spectral parameter λ.
Then we shall seek for a recursion operator in the form
U˜ = R(U) = A0Ω +
n−2∑
i=1
AiΩxi . (11)
where now Aj = (a
1
j , . . . , a
N
j ), j = 0, . . . , n−2, are N -component vectors whose entries are local functions.
If necessary, the terms containing higher-order derivatives can be also included.
As an example, consider the following six-dimensional generalization of the first heavenly equation, see
e.g. [7, 33]:
uxp = −uyq + uxtuyz − uxzuyt. (12)
It admits [7] a Lax representation of the form (9), namely,
ψp = λψy + {uy, ψ}, ψq = −λψx + {−ux, ψ},
with the Poisson bracket given by
{f, g} = Dz(f)Dt(g)−Dt(f)Dz(g).
It is readily verified that (12) possesses a recursion operator of the form U˜ ≡ R(U) = Ω, where the
nonlocal variable Ω is defined via (10), that is,
Ωp = λΩy + {uy,Ω}+ Uy ≡ λΩy + uyzΩt − uytΩz + Uy,
Ωq = −λΩx + {−ux,Ω} − Ux ≡ −λΩx − uxzΩt + uxtΩz − Ux.
Upon inversion we obtain a simpler recursion operator U˜ = (R−1 + λ Id)(U), where U˜ is defined by the
formulas
U˜x = −uxzUt + uxtUz − Uq, U˜y = −uyzUt + uytUz + Up. (13)
For another example, consider the modified heavenly equation [7],
uxz = uxyutt − uxtuyt, (14)
which has [7] a Lax representation of the form (9),
ψx = {ux/λ, ψ}, ψz = λψt + {−ut, ψ},
with the Poisson bracket given by
{f, g} = Dy(f)Dt(g)−Dt(f)Dy(g).
It is readily seen that (14) admits a recursion operator U˜ ≡ R(U) = Ω, where the nonlocal variable Ω is
now defined by the formulas
Ωx = {ux/λ,Ω}+ Ux/λ ≡ uxyΩt/λ− uxtΩy/λ+ Ux/λ,
Ωz = λΩt + {−ut,Ω} − Ut ≡ λΩt + uttΩy − uytΩt − Ut.
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Inversion again leads to a simpler recursion operator U˜ = (R−1−λ Id)(U), with U˜ defined by the formulas
U˜x = uxtUy − uxyUt, U˜t = uttUy − uytUt − Uz. (15)
To the best of our knowledge, the recursion operator (13) has not yet appeared in the literature, while
(15) is a special case of the recursion operator for the so-called asymmetric heavenly equation found in [37]
using the partner symmetry approach. Note that (13) also could have been obtained within the partner
symmetry approach [37]. On the other hand, the recursion operators for the second heavenly and Husain
equations, which were found in [27, 38], can be easily recovered using the approach of the present section.
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Appendix: Symmetries of the Manakov–Santini system
In this section we use the standard convention on summation over repeated indices. The indices r, s run
from 1 to 2, the others run from 1 to n.
The symmetries of the Manakov–Santini system can be routinely computed as solutions U of the
linearized equation ∂UF = 0 which must hold only on the solution manifold of (3); here F
i stands for the
left-hand side of ith equation of (3).
The simplest of symmetries, the Lie point ones, are characterized by the property that U i are linear in
the first derivatives. A computer-aided computation reveals fourteen Lie point symmetries for (3), namely,
η1, η2, ζ1, ζ2, α, β11, β12, β21, β22, γ, χ1, χ2, fξ, gφ,
where fξ, gφ each depend on N arbitrary functions of the coordinates x
i, yj, i, j = 1, . . . , N ; the left-hand-
side subscripts indicate the arbitrary functions these symmetries depend on.
The generators of these Lie point symmetries read
ηkr = u
k
yr , ζ
k
r = u
k
zr , α
k = ysukzs, (β
r
s )
k = yrukys + z
rukzs, γ
k = uk + ysukys,
(χr)k = yruk + yrysukys + z
rysukzs, fξ
k = fk(x, y), gφ
k = −gj(x, y)ukxj +
∂gk(x, y)
∂xj
uj +
∂gk(x, y)
∂ys
zs.
This notation is to be read as follows: for instance, the symmetry gφ has a characteristic (gφ
1, . . . , gφ
N)
and the associated evolutionary vector field is
∑N
ν=1 gφ
ν∂/∂uν .
Let us investigate the action of the recursion operator (7) on the above symmetries. Obviously, equa-
tions (7) determine Uk uniquely up to adding the Lie symmetry we denoted fξ (we could also write
fξ = R(0)). Like the integration constants, this term will be omitted in what follows.
Four classical symmetries, namely ξ, ζ1, ζ2, α, are mapped to local symmetries again:
R(fξ) = fφ, R(ζr) = ηr, R(α) = γ.
The others are mapped to nonlocal symmetries, sharing the same set of nonlocal variables u(2)k, k =
1, . . . , N , subject to the equations
u
(2)k
zr = u
k
yr +
N∑
i=1
uizru
k
xi. (16)
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The system (16) is compatible by virtue of the Manakov–Santini system (3). Eq.(16) determines a
covering in the sense of [5], but this covering is infinite-dimensional. Each successive application of R
requires one more level of nonlocal variables u(q)k, subject to the compatible equations
u
(q+1)k
zr = u
(q)k
yr +
N∑
i=1
uizru
(q)k
xi
. (17)
Thus we have obtained an infinite hierarchy of successive coverings.
Upon denoting η
(q)
r ≡ Rq(ηr) = R
(q+1)(ζr) ≡ ζ
(q+1)
r , we routinely generate
η
(1)k
r = ζ
(2)k
r = u
(2)k
yr − u
k
xi
uiyr ,
η
(2)k
r = ζ
(3)k
r = u
(3)k
yr − u
(2)k
xi
uiyr − u
k
xi
u
(2)i
yr + u
k
xi
ui
xj
ujyr ,
η
(3)k
r = ζ
(4)k
r = u
(4)k
yr − u
(3)k
xi
uiyr − u
(2)k
xi
u
(2)i
yr − u
k
xi
u
(3)i
yr
+u
(2)k
xi
ui
xj
ujyr + u
k
xi
u
(2)i
xj
ujyr + u
k
xi
ui
xj
u
(2)j
yr − u
k
xi
ui
xj
uj
xh
uhyr ,
etc. If we assign level one to the local variables, i.e., uk = u(1)k, we observe that the sum in the above
formulas runs over all homogeneous monomials of the same level. We conjecture that this pattern holds
for η
(q)
r with any natural q.
In terms of these, we observe the following general formula for β(q) ≡ Rq(β):
(β(q)rs )
k = yrη(q)ks + z
rζ (q)ks .
Likewise, for γ(q) ≡ Rq(γ) = Rq+1(α) ≡ α(q+1) we obtain the expressions
γ(1)k = α(2)k = 2u(2)k − uiuk
xi
+ ysη
(1)k
s ,
γ(2)k = α(3)k = 3u(3)k − u
(2)k
xi
ui − 2uk
xi
u(2)i + uk
xi
ui
xj
uj + ysη
(2)k
s ,
γ(3)k = α(4)k = 4u(4)k − u
(3)k
xi
ui − 2u
(2)k
xi
u(2)i − 3uk
xi
u(3)i
+u
(2)k
xi
ui
xj
uj + uk
xi
u
(2)i
xj
uj + 2uk
xi
ui
xj
u(2)j − uk
xi
ui
xj
uj
xh
uh + ysη
(3)k
s ,
γ(4)k = α(5)k = 5u(5)k − u
(4)k
xi
ui − 2u
(3)k
xi
u(2)i − 3u
(2)k
xi
u(3)i − 4uk
xi
u(4)i + u
(3)k
xi
ui
xj
uj + u
(2)k
xi
u
(2)i
xj
uj
+2u
(2)k
xi
ui
xj
u(2)j + uk
xi
u
(3)i
xj
uj + 2uk
xi
u
(2)i
xj
u(2)j + 3uk
xi
ui
xj
u(3)j − u
(2)k
xi
ui
xj
ujxgu
g − uk
xi
u
(2)i
xj
ujxgu
g
−uk
xi
ui
xj
u
(2)j
xg u
g − 2uk
xi
ui
xj
ujxgu
(2)g + uk
xi
ui
xj
ujxgu
g
xh
uh + ysη
(4)k
s .
Here another pattern can be observed. Namely, the sum again runs over all homogeneous monomials with
the coefficient at each monomial equal, up to the sign, to the level of the nonlocal variable which is not
differentiated. It would be interesting to find out whether this pattern holds for all natural q.
In terms of γ(q) we have the following general formula for χ(q) ≡ Rq(χ):
(χr)(q)k = yrγ(q)k + zrα(q)k.
Finally, we have gφ
(q) ≡ Rq(gφ) = R
(q+1)(gξ) ≡ gξ
(q+1),
gφ
k = gξ
(1)k = −ukxig
i +
∂gk
∂xi
ui +
∂gk
∂ys
zs,
gφ
(1)k = gξ
(2)k = −u
(2)k
xi
gi +
∂gk
∂xi
u(2)i + ukxj
(
−uj
xi
gi +
∂gj
∂xi
ui +
∂gj
∂ys
zs
)
+
1
2
(
∂2gk
∂xi ∂xj
uiuj + 2
∂gk
∂xi ∂ys
uizs +
∂2gk
∂yr ∂ys
zrzs
)
.
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