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Abstract
A code C is called formally self-dual if C and C? have the same weight enumerators.
There are four types of nontrivial divisible formally self-dual codes over F2, F3, and F4.
These codes are called extremal if their minimum distances achieve the Mallows-Sloane
bound. S. Zhang gave possible lengths for which extremal self-dual codes do not exist.
In this paper, we de¯ne near-extremal formally self-dual (f.s.d.) codes. With Zhang's
systematic approach, we determine possible lengths for which the four types of near-
extremal formally self-dual codes as well as the two types of near-extremal formally
self-dual additive codes cannot exist. In particular, our result on the nonexistence of
near-extremal binary f.s.d. even codes of any even length n completes all the cases
since only the case 8jn was dealt with by Han and Lee.
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11 Introduction
Self-dual codes have received an enormous research e®ort since the discovery of the famous
codes including the extended binary Hamming code of length 8, the extended binary Golay
code of length 24, and the extended ternary Golay code of length 12. One can refer to [8] for
the most recent survey on self-dual codes over small ¯elds. Self-dual codes satisfy the Gilbert-
Varshamov type bound [13], [15] and sometimes self-dual codes turn out to be optimal or
near-optimal linear codes [4].
Self-dual codes also have close connections to other mathematical structures such as t-
designs [1], lattices [3], modular forms [12], and sphere packings [2]. Formally self-dual codes
have been investigated in order to have larger minimum distances than self-dual codes have.
There often exist designs in extremal formally self-dual codes [10]. We begin with basic
de¯nitions and some facts from coding theory. We refer to [9] for details.
A linear [n;k] code C of length n and dimension k over the Galois ¯eld GF(q) with q
elements is a k-dimensional subspace of GF(q)n. An element of C is called a codeword. The
weight wt(u) of a vector u = (u1;:::;un) is the number of nonzero coordinates in it and the
minimum distance d of a code C is de¯ned by d = minfwt(u ¡ v) j u;v 2 C;u 6= vg. An
[n;k] linear code C with minimum distance d is called an [n;k;d] code.
The dual C? of a linear code C consists of all vectors u = (u1;:::;un) 2 GF(q)n such
that u ¢ v = u1v1 + ¢¢¢ + unvn = 0 for all v = (v1;:::;vn) 2 C. A code C is called self-
dual if C = C?. Over GF(q2) one can also consider the Hermitian inner product, i.e., for
u = (u1;:::;un) and v = (v1;:::;vn) in GF(q2)n, hu;viH = u¢v = u1v1+¢¢¢+unvn, where
x = xq for x 2 GF(q2).
The weight distribution of a code C is the sequence (A0;A1;:::;An), where Ai is the
number of codewords of weight i. The weight enumerator of C is the polynomial WC(X;Y ) = Pn
i=0 AiXn¡iY i: A code C is called formally self-dual (f.s.d.) if WC?(x;y) = WC(x;y). Of
course any self-dual code is an f.s.d. code but an f.s.d. code is not necessarily self-dual.
A code C is divisible by ± provided all codewords have weights divisible by an integer ±,
called a divisor of C; the code is called divisible if it has a divisor ± > 1. There are essentially
four types of divisible f.s.d. codes by the Gleason-Pierce-Ward theorem described below. Let
C be an [n; n
2] divisible f.s.d. code over GF(q) with divisor ± > 1. Then either ± = 2 and C
is equivalent to the code over Fq with generator matrix [In=2 In=2] for any q, or else one of
the following holds:
(i) q = 2 and ± = 2,
(ii) q = 2, ± = 4, and C is self-dual,
(iii) q = 3, ± = 3, and C is self-dual, or
(iv) q = 4, ± = 2, and C is self-dual under the Hermitian inner product.
The codes in part (i) are called binary f.s.d. even, the codes in part (ii) are called Type II,
the codes in part (iii) are called Type III, and the codes in part (iv) are called Type IV.
The minimum distance d of a formally self-dual code in one of the four types satis¯es
the Mallows-Sloane bound [16]:
2(i) binary f.s.d. even code: d · 2[n
8] + 2 and 2jn.
(ii) Type II code: d · 4[ n
24] + 4 and 8jn.
(iii) Type III code: then d · 3[ n
12] + 3 and 4jn.
(iv) Type IV code: then d · 2[n
6] + 2 and 2jn.
A formally self-dual code is called extremal if its minimum distance d meets the Mallows-
Sloane bound. An extremal formally self-dual code does not exist as the code length n
increases. S. Zhang [17] shows that there is no extremal formally self-dual code with code
length n for:
(i) binary f.s.d. even code: n = 8i (i ¸ 4);n = 8i+2 (i ¸ 5);8i+4 (i ¸ 6);8i+6 (i ¸ 7),
(ii) Type II code: n = 24i (i ¸ 154);24i + 8 (i ¸ 159);24i + 16 (i ¸ 164),
(iii) Type III code: n = 12i (i ¸ 70);12i + 4 (i ¸ 75);12i + 8 (i ¸ 78),
(iv) Type IV code: n = 6i (i ¸ 17);6i + 2 (i ¸ 20);6i + 4 (i ¸ 22).
Since binary formally self-dual codes share interesting properties with formally self-dual
additive codes over F4, we introduce basics of additive codes over F4. We refer to [6, 9, 15]
for details.
An additive code C of length n over F4 is an additive subgroup of Fn
4. The trace in-
ner product of two vectors u = (u1;u2;¢¢¢ ;un) and v = (v1;v2;¢¢¢ ;vn) in Fn
4 is given by
hu;viT =
Pn
i=1(uiv2
i + u2
ivi) (mod 2): We de¯ne the dual of the code C with respect to the
trace inner product by C? = fu 2 Fn
4 j hu;ciT = 0 for all c 2 Cg. If C = C?, then C is
called self-dual. If WC?(x;y) = WC(x;y), then C is called a formally self-dual additive code.
A formally self-dual additive code C over F4 is even if all the weights of codewords of C are
divisible by 2, and odd if some of the weights of codewords of C are not divisible by 2. It
can be proved that a formally self-dual additive even code C is self-dual [6].
In this paper, we introduce the de¯nition of near-extremal formally self-dual codes. With
Zhang's systematic approach, we determine possible lengths for which the four types of near-
extremal formally self-dual codes as well as the two types of near-extremal formally self-dual
additive codes cannot exist. In particular, our result on the nonexistence of near-extremal
binary f.s.d. even codes of any even length n completes all the cases since only the case 8jn
was dealt with in [5].
2 Nonexistence of near-extremal formally self-dual codes
In this section, we are interested in the six types of formally self-dual codes, i.e., binary
f.s.d. even codes, Type II codes, Type III codes, Type IV codes, additive self-dual even
codes over F4, and formally self-dual additive odd codes over F4. We begin with the following
de¯nition.
3De¯nition 2.1. A formally self-dual code of length n with minimum distance d below is
called near-extremal.
(i) binary f.s.d. even code: d = 2[n
8],
(ii) Type II code: d = 4[ n
24],
(iii) Type III code: d = 3[ n
12],
(iv) Type IV code: d = 2[n
6],
(iv)0 additive self-dual even code over F4: d = 2[n
6],
(v) formally self-dual additive odd code over F4: d = [n
2].
Now we state the main theorem of this section.
Theorem 2.2. There is no near-extremal code with length n for
(i) binary f.s.d. even code: if n = 8i (i ¸ 9);8i+2 (i ¸ 12);8i+4 (i ¸ 13);8i+6 (i ¸ 14),
(ii) Type II code: if n = 24i (i ¸ 315);24i + 8 (i ¸ 320);24i + 16 (i ¸ 325),
(iii) Type III code: if n = 12i (i ¸ 147);12i + 4 (i ¸ 150);12i + 8 (i ¸ 154),
(iv) Type IV code: if n = 6i (i ¸ 38);6i + 2 (i ¸ 41);6i + 4 (i ¸ 43),
(iv)0 additive self-dual even code over F4: if n = 6i (i ¸ 38);6i+2 (i ¸ 41);6i+4 (i ¸ 43),
(v) formally self-dual additive odd code over F4: if n = 2i (i ¸ 8);2i + 1 (i ¸ 10).
Before going into the proof of Theorem 2.2, we provide the idea of our proof by giving
the di®erence between Zhang's idea [17] with ours. We begin with some notations. The
weight enumerators W(X;Y ) of the six types of formally self-dual codes in Theorem 2.2 are
generated by the following Gleason polynomials respectively [7], [9], [15].
(i) binary f.s.d. even code: f = X2 + Y 2; g = X2Y 2(X2 ¡ Y 2)2,
(ii) Type II code: f = X8 + 14X4Y 4 + Y 8; g = X4Y 4(X4 ¡ Y 4)4,
(iii) Type III code: f = X4 + 8XY 3; g = Y 3(X3 ¡ Y 3)3,
(iv) Type IV code: f = X2 + 3Y 2; g = Y 2(X2 ¡ Y 2)2,
(iv)0 additive self-dual even code over F4: f = X2 + 3Y 2; g = Y 2(X2 ¡ Y 2)2,
(v) formally self-dual additive odd code over F4: f = X + Y; g = Y (X ¡ Y ).
In the following, we omit Type (iv)0 additive self-dual even codes over F4 as they have
the same Gleason polynomials as Type IV self-dual codes so that the proofs of (iv) and (iv)0
are the same.
To obtain a uni¯ed notation for all the above types we de¯ne R =
degg
degf, S = degf, and
j = S=n. And then we replace X by 1 and Y w by y in the generating polynomials for the
weight enumerator, and give the following de¯nition: f = 1+®y+±y2;g = y(1¡y)w, where
4(i) binary f.s.d. even code: w = 2;R = 4;S = 2;® = 1;± = 0,
(ii) Type II code: w = 4;R = 3;S = 8;® = 14;± = 1,
(iii) Type III code: w = 3;R = 3;S = 4;® = 8;± = 0,
(iv) Type IV code: w = 2;R = 3;S = 2;® = 3;± = 0,
(v) formally self-dual additive odd code over F4: w = 1;R = 2;S = 1;® = 1;± = 0.
First we describe Zhang's approach as follows. Suppose C is an extremal formally self-
dual code. Then one can choose ai in the weight enumerator W(1;y) of C such that
W(1;y) =
m X
k=0
akf
j¡Rkg
k = 1 +
[n=w] X
k=m+1
Awky
k;
where ak (0 · k · m) are uniquely determined. Then it follows that
Aw(m+2) < 0 if and only if n ¸ n0;
where n0 is the smallest value in Zhang's theorem in the introduction. Hence the nonexis-
tence of extremal self-dual codes follows.
Now we explain our approach. Suppose C is a near-extremal formally self-dual code.
Then we can choose ai in the weight enumerator W(1;y) of C such that
W(1;y) =
m X
k=0
akf
j¡Rkg
k = 1 +
[n=w] X
k=m
Awky
k;
where ak (0 · k · m ¡ 1) are uniquely determined but am is not. Since Aw(m+2) depends
on am, we do not know the sign of Aw(m+2). But if we assume that Aw(m+1) ¸ 0, we have
Aw(m+2) · ¡®m+2 + ®m+1E(m;v);
and
¡®m+2 + ®m+1E(m;v) < 0 if and only if n ¸ n0;
where n0 is the smallest value in Lemma 2.9. Therefore the nonexistence of near-extremal
self-dual codes will follow. Now we start the proof of Theorem 2.2.
Proof. With the above uni¯ed notation, Gleason's theorem and its generalization state that,
in all ¯ve types, the weight enumerator of a near-extremal code C of length n = Sj is given
by
W(1;y) =
m X
k=0
akf
j¡Rkg
k = 1 +
[n=w] X
k=m
Awky
k;
where m = [j=R] = [n=(RS)] and ak is a constant. Using the BÄ urmann-Lagrange theorem
[14], we have
f
¡j =
m X
k=0
ak
³ g
fR
´k
¡ f
¡j
[n=w] X
k=m
Awky
k =
1 X
s=0
®s'
s;
5where ' =
g
fR, ®0 = 1, and for s ¸ 1
®s =
¡j
s!
ds¡1
dys¡1
"
® + 2±y
(1 + ®y + ±y2)j+1¡Rs(1 ¡ y)ws
#
y=0
: (1)
We note as = ®s(s = 0;1;2;:::;m ¡ 1). We have
1 X
s=m
®sf
j¡Rsg
s = amf
j¡Rmg
m ¡
[n=w] X
k=m
Awky
k: (2)
Let v = j ¡ Rm. Note that v 2 f0;1;2;:::;R ¡ 1g. We denote the coe±cient of ym as
[ym]. Then in the left hand side of Equation (2), we have
[y
m] = ®m;
[y
m+1] = ®mfv® ¡ wmg + ®m+1;
[y
m+2] = ®m
n
v± +
µ
v
2
¶
®
2 ¡ wmv® +
µ
wm
2
¶o
+ ®m+1f(v ¡ R)® ¡ w(m + 1)g + ®m+2:
In the right hand side of Equation (2), we have
[y
m] = am ¡ Awm;
[y
m+1] = amfv® ¡ wmg ¡ Aw(m+1);
[y
m+2] = am
n
v± +
µ
v
2
¶
®
2 ¡ wmv® +
µ
wm
2
¶o
¡ Aw(m+2):
Therefore,
Awm = am ¡ ®m;
Aw(m+1) = Awmfv® ¡ wmg ¡ ®m+1; (3)
Aw(m+2) = Awm
n
v± +
µ
v
2
¶
®
2 ¡ wmv® +
µ
wm
2
¶o
¡®m+1f(v ¡ R)® ¡ w(m + 1)g ¡ ®m+2: (4)
Note that Aw(m+1) ¸ 0 and that v®¡wm < 0 for any code length n given in Theorem 2.2.
From Equation (3) we have
Awm ·
®m+1
v® ¡ wm
: (5)
Note that v± +
¡v
2
¢
®2 ¡ wmv® +
¡wm
2
¢
¸ 0 for any code length n given in Theorem 2.2. By
Equations (4) and (5), we have
Aw(m+2) ·
®m+1
v® ¡ wm
n
v± +
µ
v
2
¶
®
2 ¡ wmv® +
µ
wm
2
¶o
¡®m+1f(v ¡ R)® ¡ w(m + 1)g ¡ ®m+2
= ¡®m+2 + ®m+1
(
1
v® ¡ wm
³
v± +
µ
v
2
¶
®
2 ¡ wmv® +
µ
wm
2
¶´
+(R ¡ v)® + w(m + 1)
)
:
6Let
E(m;v) =
(
1
v® ¡ wm
³
v± +
µ
v
2
¶
®
2 ¡ wmv® +
µ
wm
2
¶´
+ (R ¡ v)® + w(m + 1)
)
:
As noted in [17, p. 281], ®m+1 < 0. In fact we show ®m+1 < 0 for completeness. From
Equation (1) we have
®m+1 =
¡j
(m + 1)!
dm
dym
"
® + 2±y
(1 + ®y + ±y2)j+1¡R(m+1)(1 ¡ y)w(m+1)
#
y=0
=
¡j
(m + 1)!
dm
dym
"
® + 2±y
(1 + ®y + ±y2)v¡R(1 ¡ y)w(m+1)
#
y=0
=
¡j
(m + 1)!
dm
dym
"
(® + 2±y)(1 + ®y + ±y
2)
R¡v
³ 1 X
i=0
y
´w(m+1)
#
y=0
:
Note that the coe±cient of ym in (® + 2±y)(1 + ®y + ±y2)R¡v
³P1
i=0 y
´w(m+1)
is positive.
Hence ®m+1 < 0. Using this fact we have the following lemma.
Lemma 2.3. Let m, v, and w be as above. If
®m+2
®m+1
< E(m;v), then Aw(m+2) < 0.
Let
A(y;v) = (® + 2±y)(1 + ®y + ±y
2)
R¡v¡1;
B(y;v) = (® + 2±y)(1 + ®y + ±y
2)
2R¡v¡1;
and
D(m;v) =
(w + 1)w+1
ww
B( m+1
(w+1)(m+2)¡(1+±)(2R¡v);v)
A(
m+2¡(1+±)(R¡v)
(w+1)m+w¡1 ;v)
: (6)
Lemma 2.4. Let m and v be as above.
®m+2
®m+1
< D(m;v): (7)
Proof. For the ¯rst four types in Theorem 2.2, Equation (7) was proved in [17, Lemma 2.2].
The ¯fth type (formally self-dual additive odd code over F4) also can be proved the same
way using the same notation in Lemma 2.2 in [17].
Lemma 2.5. If m ¸ 5, then D(m;v) · D(m ¡ 1;v) for each v.
Proof. For the ¯rst four types in Theorem 2.2, Lemma 2.5 was proved in [17, Lemma 2.4]. For
the ¯fth type(formally self-dual additive odd code over F4), we can directly prove Lemma 2.5
by the following. From Equation (6), we have
D(m;v) = 4 ¢
(3m+1+v
2m+v )3¡v
(3m+v
2m )1¡v :
7Hence for v = 0 and v = 1, we have
D(m;0) =
1
3
³
3 +
1
m
´3
and
D(m;1) = 4
³3
2
+
1
4m + 2
´2
;
both of which are decreasing in m, and the lemma follows.
Now we ¯nd the smallest m0 for each type and for each v = 0;1;2;:::;R ¡ 1 such that
D(m0;v) < E(m0;v). Using Maple, we have the following results.
Lemma 2.6. D(m0;v) < E(m0;v) for
(i) binary f.s.d. even code: if m0 = 21;19;18;18 while v = 0;1;2;3, respectively,
(ii) Type II code: if m0 = 336;332;331 while v = 0;1;2, respectively,
(iii) Type III code: if m0 = 157;157;158 while v = 0;1;2, respectively,
(iv) Type IV code: if m0 = 48;46;46 while v = 0;1;2, respectively,
(v) formally self-dual additive odd code over F4: if m0 = 13;13 while v = 0;1, respectively.
Lemma 2.7. Let m0 and v be the values in Lemma 2.6. If m ¸ m0, then E(m;v) ·
E(m + 1;v).
Proof. Let E1(m;v) = E(m;v) ¢ (v® ¡ wm). So, we have
E(m + 1;v) ¡ E(m;v)
=
E1(m + 1;v)
(v® ¡ w(m + 1))
¡
E1(m;v)
(v® ¡ wm)
=
E1(m + 1;v)(v® ¡ wm) ¡ E1(m;v)(v® ¡ w(m + 1))
(v® ¡ w(m + 1))(v® ¡ wm)
:
Note that (v® ¡ w(m + 1))(v® ¡ wm) > 0 as v® ¡ wm < 0 by the remark following
equation (4). By direct calculation, we have
E1(m + 1;v)(v® ¡ wm) ¡ E1(m;v)(v® ¡ w(m + 1))
=
1
2
w
3m
2 + (¡w
2v® +
1
2
w
3)m ¡
1
2
wv® ¡
1
2
w
2v® + wv± +
1
2
wv
2®
2 ¡
1
2
wv®
2:
This is a quadratic function in m, and one can check that it takes positive values if m ¸ m0.
This completes the proof.
Lemma 2.8. Let m0 and v be the values in Lemma 2.6. If m ¸ m0, then
®m+2
®m+1 < E(m;v).
Proof. By Lemma 2.4, 2.5, 2.6, 2.7, we have
®m+2
®m+1
< D(m;v) · D(m0;v) < E(m0;v) · E(m;v):
8Further we calculate directly
®m+2
®m+1
¡ E(m;v) for smaller values of m. Below are the
results.
Lemma 2.9.
®m+2
®m+1
< E(m;v) for
(i) binary f.s.d. even code: if m = 11 ¡ 20;12 ¡ 18;13 ¡ 17;14 ¡ 17 while v = 0;1;2;3,
respectively,
(ii) Type II code: if m = 315 ¡ 335;320 ¡ 331;325 ¡ 330 while v = 0;1;2, respectively,
(iii) Type III code: if m = 147 ¡ 156;150 ¡ 156;154 ¡ 157 while v = 0;1;2, respectively,
(iv) Type IV code: if m = 38 ¡ 47;41 ¡ 45;43 ¡ 45 while v = 0;1;2, respectively,
(v) formally self-dual additive add code over F4: if m = 9 ¡ 12;10 ¡ 12 while v = 0;1,
respectively.
To complete the proof of Theorem 2.2, we need the following lemma.
Lemma 2.10. (i) binary f.s.d. even code: There is no near-extremal code with n = 72;80.
(ii) f.s.d.a. odd code over F4: There is no near-extremal code with n = 16.
Proof. For (i), the results comes from [5, Theorem 6]. Now we prove (ii). Let m = 8. By
the result in [6], we have
¡2
m¡1 · am · 2
m¡1:
By (1) we have ®m = ¡4538 and ®m+1 = ¡34320. Finally it follows from (3) that
Am+1 · m(®m + 2
m¡1) ¡ ®m+1 = ¡960 < 0:
Therefore, combining Lemma 2.3 with Lemmas 2.8, 2.9, 2.10, we complete the proof of
Theorem 2.2.
3 Conclusion
In this paper, we have extended Zhang's result on the nonexistence of extremal formally
self-dual codes to the nonexistence of near-extremal formally self-dual codes by explicitly
¯nding code lengths for which Aw(m+2) is negative under the natural condition Aw(m+1) ¸ 0.
Our result has also included near-extremal formally self-dual additive codes over F4. In
particular, our result on the nonexistence of near-extremal binary f.s.d. even codes of any
even length n is given, which includes the case when 8jn in [5].
As future work, one might want to consider \near-near extremal codes" (meaning, for
example, the binary f.s.d. even codes with d = 2[n
2]¡2). Similarly, it is worth while to note
the result of Mallow et. al. [11]: If b is any constant, then a Type II (resp. Type III) code
of length n with minimum nonzero weight ¸ 4[ n
24] + 4 ¡ 4b (resp. 3[ n
12] + 3 ¡ 3b) does not
exist, for all su±ciently large n. One might try to calculate such (reasonably small) values
of n for each b ¸ 2, which seems to be nontrivial.
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