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1 Introduction {#sec001}
==============

The ubiquitous presence of vacuum fluctuations is arguably one of the most surprising effects of quantum theory. Their existence is indirectly observable via the modification of the electron's magnetic moment \[[@pone.0229382.ref001]\] or the Lamb shift of an atomic spectrum \[[@pone.0229382.ref002]\]. A more direct access could be accomplished by converting the virtual particles into directly observable real ones. Such particle creation is predicted to take place under various conditions such as the dynamical Casimir effect \[[@pone.0229382.ref003], [@pone.0229382.ref004]\] and related circumstances \[[@pone.0229382.ref005]\], during the expansion of the universe \[[@pone.0229382.ref006]\], or due to the presence of a black hole's event horizon \[[@pone.0229382.ref007]\]. While the dynamical Casimir effect has been experimentally verified \[[@pone.0229382.ref008]\], direct experimental investigations for the two latter theoretical predictions are more challenging. Black hole analogues were first considered by W. Unruh \[[@pone.0229382.ref009]\] as a means to overcome this difficulty. He discovered that the propagation of sound waves in an irrotational fluid is governed by an effective metric matching that of a gravitating spherical, non-rotating massive body in Painlevé-Gullstrand coordinates \[[@pone.0229382.ref010]\] with line element $$\begin{array}{r}
{ds^{2} = - \left\lbrack c_{s}^{2} - v^{2}\left( r \right) \right\rbrack dt^{2} + 2v\left( r \right)drdt + dr^{2} + r^{2}d\Omega^{2}} \\
\end{array}$$ with the speed of sound *c*~*s*~ and flow speed *v*(*r*) of the fluid. Similarly, physical systems \[[@pone.0229382.ref011]--[@pone.0229382.ref015]\] giving rise to an effective metric matching the Friedmann-Lemaître-Robertson-Walker line element $$\begin{array}{r}
{ds^{2} = - c^{2}dt^{2} + a^{2}\left( t \right)d\mathbf{r}^{2}} \\
\end{array}$$ can mimic a universe that expands according to the scale factor *a*(*t*).

A vast number of analogue systems have been investigated, such as black hole analogues in liquid Helium \[[@pone.0229382.ref016]\], dc-SQUID transmission lines \[[@pone.0229382.ref017]\], electromagnetic wave-guides \[[@pone.0229382.ref018]\], water waves \[[@pone.0229382.ref019]--[@pone.0229382.ref021]\], hydrodynamic microcavity polariton flow \[[@pone.0229382.ref022]\], optical set-ups \[[@pone.0229382.ref023], [@pone.0229382.ref024], [@pone.0229382.ref024]--[@pone.0229382.ref026]\] and Bose-Einstein condensates \[[@pone.0229382.ref027], [@pone.0229382.ref028]\]. Systems analogue to particle creation in the dynamical Casimir effect \[[@pone.0229382.ref029], [@pone.0229382.ref030]\] and in an expanding universe \[[@pone.0229382.ref013], [@pone.0229382.ref014], [@pone.0229382.ref031]\] have also been proposed in systems ranging from trapped ions and BEC to photonic crystal fibers.

In this paper, we present an experimental set-up (see [Fig 1](#pone.0229382.g001){ref-type="fig"}) with features resembling both analogues of a black hole \[[@pone.0229382.ref016]--[@pone.0229382.ref020], [@pone.0229382.ref022]--[@pone.0229382.ref027]\] and of an expanding universe \[[@pone.0229382.ref011]--[@pone.0229382.ref015]\] and discuss particle creation in this system. We investigate the 1-dimensional propagation of surface acoustic waves (SAWs) on a piezoelectric p-type semiconducting substrate with an inhomogeneous 2-dimensional electron gas (2DEG) \[[@pone.0229382.ref032]--[@pone.0229382.ref034]\]. These systems have been widely used, e.g. to probe quantum effects in 2DEGs \[[@pone.0229382.ref035]\], as well as for electron transport \[[@pone.0229382.ref036], [@pone.0229382.ref037]\]. SAWs have also been proposed as a quantum computation platform \[[@pone.0229382.ref038]\] and for quantum simulations \[[@pone.0229382.ref039]\]. An attached gate allows for a controlled spatial modulation of the 2DEG density \[[@pone.0229382.ref040]\]. Similar to Unruh's proposal \[[@pone.0229382.ref009]\], this introduces a space-dependent modulation of the SAW speed. For an observer moving along the SAWs the substrate corresponds to a flowing medium carrying excitations. In the rest frame of the moving observer the SAW propagation will be described by an effective metric giving rise to a sonic horizon for SAWs at the crossover between subsonic and supersonic propagation. This indicates particle creation in form of piezoelectric phonons. A possible implementation of a moving particle detector using dynamic quantum dots (DQDs) is also discussed.

![Partial sketch of the experimental set-up.\
The formation of the sonic horizon for surface acoustic waves on the upper GaAs layer is due to the inhomogeneous two-dimensional electron gas (2DEG) induced by the attached gate. The electrons in the dynamic quantum dots (DQDs) on the lower GaAs layer serve as detector for the created particles in form of piezoelectric phonons: The thermal occupation of the two electron-spin states in the DQDs is expected to be altered due to their spin-orbit interaction with the created phonons. A Stern-Gerlach (SG) gate allows for the readout of the electronic spin. The arrangement of the interdigitated transducers (IDTs) serves as a storage ring for the DQDs in order to provide enough time for interaction. Not shown is the cryogenics.](pone.0229382.g001){#pone.0229382.g001}

This paper is organized as follows. In Sec 2 we demonstrate the existence of a sonic horizon present for a moving observer due to a modulation of the speed of sound in a piezoelectric substrate, and describe how such a modulation can be achieved using a biased gate. In Sec 3 we describe a measurement set-up using dynamic quantum dots and argue that they equilibrate to a non-thermal state when in contact with a zero-temperature phonon bath. This is attributed to particle creation in form of piezoelectric phonons. In Sec 4 we present concluding remarks.

2 Building blocks {#sec002}
=================

In this section, we will describe the fundamental requirements to generate a sonic horizon for SAWs. In adapting the original proposal of Ref \[[@pone.0229382.ref009]\] to solid-state devices, the difficulty lies in designing a moving medium for wave propagation. This can be circumvented by having a space- (and time-) dependent wave speed *c*(*x*, *t*). An observer moving with a proper speed *v* along the waves will eventually experience the crossover between subsonic and supersonic propagation---a direct route for the formation of a sonic horizon. Consequently, this opens up the necessity of a moving detector for measuring the created phonons. Here, the local modulation of the SAW speed can be achieved by exploiting its dependence on the substrate conductivity \[[@pone.0229382.ref032], [@pone.0229382.ref041]--[@pone.0229382.ref045]\], which can be changed locally by biasing a thin gate attached to the piezoelectric p-type semiconducting substrate (see, e.g. Ref \[[@pone.0229382.ref040]\]): Biasing the gate with a voltage induces a 2DEG in the surface of the substrate in the vicinity to the gate, changing the substrate conductivity. A properly moving detector experiences a sonic horizon for SAWs. The detector comprises of dynamic quantum dots (DQDs) transporting photogenerated electrons and propagating in an adjacent substrate (labeled as measurement substrate in [Fig 1](#pone.0229382.g001){ref-type="fig"}). A magnetic field along the \[001\] axis leads to a Zeeman-splitting of the electron-spin states. Due to spin-orbit interaction between the electrons and the created piezoelectric phonons, the thermal occupation among the spin states is expected to be altered and can be read out by a Stern-Gerlach (SG) gate \[[@pone.0229382.ref038], [@pone.0229382.ref046]\], which converts spin into current paths via the Stern-Gerlach effect. The arrangement of interdigitated transducers (IDTs) serves as storage ring for the electrons and enables for a sufficiently long interaction time required for equilibration (estimated to ∼ 1 s, see Sec 3).

We will now derive the effective metric and present set-up details.

2.1 Effective metric {#sec003}
--------------------

We consider the 1-dimensional propagation of SAWs along the *x*-direction with a space-dependent speed of sound *c*(*x*). With *u* denoting the SAW amplitude, the dynamics follows the usual wave equation (see, e.g. \[[@pone.0229382.ref047]\]) \[[@pone.0229382.ref048]\] $$\begin{array}{r}
{\frac{\partial^{2}u}{\partial^{2}t} = \frac{\partial}{\partial x}\left( c^{2}\left( x \right)\frac{\partial u}{\partial x} \right).} \\
\end{array}$$ This equation describes wave propagation in a space-time with line element given by $$\begin{array}{r}
{ds^{2} = - c^{2}\left( x \right)dt^{2} + dx^{2}.} \\
\end{array}$$ The Galilean transformation to the reference frame of an observer moving at speed *v* along the *x*-direction is accomplished by the substitutions $$\begin{array}{r}
\left. t\rightarrow t, x\rightarrow x + vt \right. \\
\end{array}$$ $$\begin{array}{r}
\left. \frac{\partial}{\partial t}\rightarrow\frac{\partial}{\partial t} - v\frac{\partial}{\partial x},\frac{\partial}{\partial x}\rightarrow\frac{\partial}{\partial x} \right. \\
\end{array}$$ in [Eq 3](#pone.0229382.e003){ref-type="disp-formula"}. Note that *c* is now a function of *x* and *t*. The effective metric describing the SAW dynamics in the moving reference frame leads to the line element $$\begin{array}{r}
{ds^{2} = - \left\lbrack c^{2}\left( x - vt \right) - v^{2} \right\rbrack dt^{2} + 2vdtdx + dx^{2},} \\
\end{array}$$ revealing a sonic horizon where *c*^2^ − *v*^2^ = 0. Note that the wave equation and the associated effective metric are given in the rest frame of the substrate. In this coordinate system the effective metric is (only) space-dependent stemming from the space dependence of the speed of sound. The Galilean boost into the frame of the DQDs introduces the time-dependence in the new coordinate system.

This effective metric has features in common with Painlevé-Gullstrand's metric and the Friedmann-Lemaître-Robertson-Walker metric revealing its potential for particle creation, which is supported by calculations using the Bloch-Redfield equations in Sec 3. However, we note that the present set-up does not strictly simulate either of both systems, as [Eq 7](#pone.0229382.e007){ref-type="disp-formula"} does not match their respective metric precisely.

2.2 SAW dynamics {#sec004}
----------------

The propagation of SAWs can be controlled by their interaction with a 2DEG in the substrate \[[@pone.0229382.ref032], [@pone.0229382.ref041]--[@pone.0229382.ref045]\]. Here we follow Ref \[[@pone.0229382.ref044]\], which presents a detailed calculation of SAW propagation on a piezoelectric semiconductor with a *homogeneous* electron gas, and extend their results to the inhomogeneous case.

Due to the piezoelectric effect the SAW is accompanied by an electric field, thus interacting with the 2DEG and inducing currents that dissipate energy due to Ohmic losses. The piezoelectric effect is taken into account by introducing a space dependent charge density *n*~*s*~ that obeys Maxwell's equation $$\begin{array}{r}
{\frac{\partial D}{\partial x} = - qn_{s}} \\
\end{array}$$ in one dimension with the elementary charge denoted by *q* = \|*q*\| (*e* will be reserved for the piezoelectric constant) and where *D* is the electric displacement field. The induced current density is given by $$\begin{array}{r}
{j\left( x,t \right) = - q\left\lbrack n_{\text{2DEG}}\left( x \right) + fn_{s}\left( x,t \right) \right\rbrack\mu E\left( x,t \right),} \\
\end{array}$$ where *μ* denotes the electron mobility, *f* accounts for the part of the induced space charge being in the conduction band (for a calculation of *f*, see \[[@pone.0229382.ref044]\]), *n*~2DEG~ denotes the *time-independent* density of the 2DEG induced by an attached gate and *E*(*x*, *t*) is the electric field. The time-independence of *n*~2DEG~ is necessary in order to recover the usual wave equation for the SAW amplitude. Diffusion currents $\sim k_{B}T\frac{\partial}{\partial x}\left( n_{2\text{DEG}} + fn_{s} \right)$ due to spatial inhomogeneous charge distribution can be neglected in the low-temperature limit we propose to work in. The total charge density contributing to the electric current is given by $$\begin{array}{r}
{\rho = - q\left\lbrack n_{\text{2DEG}} + fn_{S} \right\rbrack.} \\
\end{array}$$ Using the continuity equation for the charge current and density $$\begin{array}{r}
{\frac{\partial\rho}{\partial t} + \frac{\partial j}{\partial x} = 0} \\
\end{array}$$ and the time-independence of *n*~2DEG~, one can derive an equation relating *D* and *E*, $$\begin{array}{r}
{- \frac{\partial^{2}D}{\partial x\partial t} = \mu\frac{\partial}{\partial x}\left( \left\lbrack f\frac{\partial D}{\partial x} - qn_{\text{2DEG}} \right\rbrack E \right).} \\
\end{array}$$ Using a plane-wave ansatz $$E = {E_{0}\mspace{360mu}\text{exp}\mspace{360mu}\left\{ i\left( k\left( x \right) - \omega t \right) \right\}}$$ $$D = {D_{0}\mspace{360mu}\text{exp}\mspace{360mu}\left\{ i\left( k\left( x \right) - \omega t \right) \right\},}$$ and neglecting terms with the product *E* ⋅ *D* \[[@pone.0229382.ref049]\], one can write *D* = *ε*~eff~ *E* with an effective permittivity $$\begin{array}{r}
{\varepsilon_{\text{eff}} = \frac{\mu q}{\omega}\left\lbrack \frac{\partial_{x}n_{\text{2DEG}}}{\partial_{x}k} + in_{\text{2DEG}} \right\rbrack,} \\
\end{array}$$ where ∂~*x*~ abbreviates the spatial derivative. The equations of state for a piezoelectric material $$T = {dS - eE}$$ $$D = {eS + \varepsilon E,}$$ where *T* and *S* denote stress and strain constants, *d* is the elastic constant and *e* is the piezoelectric constant, can be simplified to *T* = *d*~eff~ *S* with an effective elastic constant $$\begin{array}{r}
{d_{\text{eff}} = d\left\lbrack 1 + \frac{e^{2}}{\varepsilon d}\left( 1 - \frac{\varepsilon_{\text{eff}}}{\varepsilon} \right)^{- 1} \right\rbrack.} \\
\end{array}$$ This equation illustrates the effect of piezoelectric stiffening, i.e. a dressed elastic constant due to the piezoelectric effect \[[@pone.0229382.ref050]\]. The equation of motion for the SAW amplitude *u* is given by $$\begin{array}{r}
{S = \frac{\partial u}{\partial x}\text{and}\frac{\partial T}{\partial x} = \rho\frac{\partial^{2}u}{\partial t^{2}},} \\
\end{array}$$ leading, with [Eq 18](#pone.0229382.e019){ref-type="disp-formula"}, finally to the wave equation of [Eq 3](#pone.0229382.e003){ref-type="disp-formula"} with the SAW speed given by $$\begin{array}{r}
{c\left( x \right) = \text{Re}\left( \sqrt{\frac{d_{\text{eff}}}{\rho}} \right).} \\
\end{array}$$ Note that the RHS of [Eq 20](#pone.0229382.e021){ref-type="disp-formula"} also depends on the SAW speed via ∂~*x*~*k*(*x*) = *ω*/*c*(*x*). Thus, solving [Eq 20](#pone.0229382.e021){ref-type="disp-formula"} for *c*(*x*) gives, in principle, an expression for the SAW speed in terms of the 2DEG density. An approximate solution is given in [S1 Appendix](#pone.0229382.s001){ref-type="supplementary-material"}.

2.3 2DEG density modulation {#sec005}
---------------------------

In this section we describe the charge distribution in the 2DEG which is induced by the attached gate biased with a voltage *V*~*G*~ ∼ 10 V. As a bare approximation the 2DEG is assumed to distribute homogeneously over the area of the gate, $$\begin{array}{r}
{n_{0}\left( x \right) = n_{\text{max}}H\!\left( - x \right)\;,} \\
\end{array}$$ with a density amplitude *n*~max~ proportional to the applied gate voltage *V*~*G*~ \[[@pone.0229382.ref040]\], and the Heaviside step function *H*(*x*). However, the actual 2DEG is smeared out and its density *n*~2DEG~ is smoothed close to the gate's edge (illustrated in [Fig 2](#pone.0229382.g002){ref-type="fig"}). We take this into account by convoluting the approximated density *n*~0~(*x*) and a Gaussian with FWHM denoted by $\kappa_{s}^{- 1}$, reading $${G\left( x \right)} = {A\mspace{360mu}\text{exp}\mspace{360mu}\left\lbrack - \left( \kappa_{s}x \right)^{2} \right\rbrack,}$$ $${n_{\text{2DEG}}\left( x \right)} = {\left( G*n_{0} \right)\left( x \right)}$$ $$= {\frac{n_{\text{max}}}{2}\left\lbrack 1 - \text{erf}\left( \kappa_{s}x \right) \right\rbrack,}$$ where "\*" denotes the convolution operation. The normalization coefficient *A* guarantees charge conservation, $$\begin{array}{r}
{\int\limits_{- \infty}^{\infty}\left\lbrack n_{\text{2DEG}}\left( x \right) - n_{0}\left( x \right) \right\rbrack dx = 0.} \\
\end{array}$$

![Spatial profiles around the gate's edge.\
Shown are the densities of the approximate (dashed red) and actual, smeared out (solid red) charge distribution of the induced 2DEG. The latter one arises from the first one due to screening effects inside the semiconducting substrate, which smoothen the charge density in a narrow region of approximate thickness $4\kappa_{s}^{- 1}$ around the gate's edge with the screening length $\kappa_{s}^{- 1}$. The corresponding SAW speed *c*(*x*) (black) according to [Eq 20](#pone.0229382.e021){ref-type="disp-formula"} takes the values *c*~0~ and *c*~0~(1 + *K*^2^/2) with the piezoelectric coupling constant *K*^2^ in the region with high and low 2DEG density, respectively, and approximately aligns linearly in the transition region.](pone.0229382.g002){#pone.0229382.g002}

The phenomenological parameter $\kappa_{s}^{- 1}$ should be of the order of the screening length of the substrate material which, for moderate doping of the p-type semiconducting substrate, is typically of the order of 10^−8^ m \[[@pone.0229382.ref051], [@pone.0229382.ref052]\]. This is the density that will modulate the speed of sound for the SAWs in [Eq 20](#pone.0229382.e021){ref-type="disp-formula"}.

3 Particle creation and detection {#sec006}
=================================

The comparison of the two effective metrics with line elements Eqs [7](#pone.0229382.e007){ref-type="disp-formula"} and [4](#pone.0229382.e004){ref-type="disp-formula"} shows that a sonic horizon is present only in the reference frame of the moving observer. Consequently, particle creation is expected to occur and to be measured only in the moving reference frame as well. This is a result of the observer dependent notion of particles (see, e.g. \[[@pone.0229382.ref053]\]) \[[@pone.0229382.ref054]\]. For this purpose, we propose to use moving electrons trapped in the lateral piezoelectric potentials accompanying SAWs, also known as dynamic quantum dots (DQDs), as proposed in \[[@pone.0229382.ref055], [@pone.0229382.ref056]\]. The DQDs move on the measurement substrate, so that their speed *v* is constant and does not follow the speed profile *c*(*x*) of the upper substrate (see [Fig 1](#pone.0229382.g001){ref-type="fig"}). In this section we show that the DQDs reach a non-thermal steady-state, even when interacting with a zero-temperature phononic bath, which we argue is due to the particle creation in the moving frame.

We choose a coordinate system with axes *x* and *z* pointing along the \[100\] and \[001\] axes of GaAs. Applying a magnetic field *B* ∼ 1 T \[[@pone.0229382.ref057], [@pone.0229382.ref058]\] along the *z* axis leads to Zeeman-splitting of the two electron-spin states denoted by \|↑〉 and \|↓〉, respectively, with an energy separation *E*~↑~ − *E*~↓~ = *E*~0~ = *gμ*~*B*~ *B*. The Dresselhaus spin-orbit coupling \[[@pone.0229382.ref059]\] is the dominant process for spin-flip transitions between the Zeemann sublevels in the DQD \[[@pone.0229382.ref056], [@pone.0229382.ref060]\].

For a motion of the DQD in *x* direction, **v** = *vê*~*x*~, the Hamiltonian approximately describing the electron-spin while interacting with the piezoelectric phonons can be written as *H* = *H*~*S*~ + *H*~SB~ + *H*~*B*~ with the spin Hamiltonian \[[@pone.0229382.ref061]--[@pone.0229382.ref066]\] $$\begin{array}{r}
{H_{S} = E_{0}\sigma_{z} + \Delta E\sigma_{y},} \\
\end{array}$$ the phonon bath Hamiltonian $$\begin{array}{r}
{H_{B} = \sum\limits_{q}\hslash\omega_{q}\left( b_{q}^{\dagger}b_{q} + \frac{1}{2} \right)} \\
\end{array}$$ and their mutual interaction Hamiltonian $$\begin{array}{r}
{H_{\text{SB}} = \sigma_{x}\sum\limits_{q}M_{q}e^{iqvt}\left( b_{- q}^{\dagger} + b_{q} \right).} \\
\end{array}$$ Here, Δ*E* originates from a motion induced constant magnetic field, and the spin-phonon coupling is due to a motion induced magnetic noise originating from the electric noise due to the piezophonons \[[@pone.0229382.ref061], [@pone.0229382.ref062]\]. Details about the parameters and their dependence on the DQD speed and the material constants can be found in Ref \[[@pone.0229382.ref061]\] and references therein. Using this model Hamiltonian, the dynamics of the DQD spin while interacting with the phonon system can be calculated using the Bloch-Redfield equations, which read \[[@pone.0229382.ref067]\] $$\begin{array}{r}
{{\overset{˙}{\rho}}_{\mu\nu}\left( t \right) = - i\omega_{\mu\nu}\rho_{\mu\nu}\left( t \right) + \sum\limits_{\kappa\lambda}R_{\mu\nu\kappa\lambda}\rho_{\kappa\lambda}\left( t \right).} \\
\end{array}$$ Here, *R*~*μνκ*λ~ are the elements of the Redfield tensor and the *ρ*~*μν*~ are the elements of the reduced density matrix of the DQD in the eigenstate basis of *H*~*S*~ denoted by \|0〉 and \|1〉 for the ground and excited state, respectively. For eigenstates \|*μ*〉 and \|*ν*〉 of *H*~*S*~ with eigenenergies *E*~*μ*~ and *E*~*ν*~, respectively, *ω*~*μν*~ is defined as *ω*~*μν*~ = (*E*~*μ*~ − *E*~*ν*~)/ℏ. The Redfield tensor has the form \[[@pone.0229382.ref067], [@pone.0229382.ref068]\] $$\begin{array}{r}
{R_{\mu\nu\kappa\lambda} = \Gamma_{\lambda\nu\mu\kappa}^{+} + \Gamma_{\lambda\nu\mu\kappa}^{-} - \delta_{\nu\lambda}\sum\limits_{\alpha}\Gamma_{\mu\alpha\alpha\kappa}^{+} - \delta_{\mu\kappa}\sum\limits_{\alpha}\Gamma_{\lambda\alpha\alpha\nu}^{-}} \\
\end{array}$$ with the rates given by \[[@pone.0229382.ref067], [@pone.0229382.ref068]\] $$\begin{array}{ccl}
 & & {\Gamma_{\lambda\nu\mu\kappa}^{+} = \hslash^{- 2}\int\limits_{0}^{\infty}dt\left\langle \left\langle \lambda \middle| H_{I,\text{SB}}\left( t \right) \middle| \nu \right\rangle\left\langle \mu \middle| H_{I,\text{SB}}\left( 0 \right) \middle| \kappa \right\rangle \right\rangle_{\text{bath}}e^{- i\omega_{\mu\kappa}t}} \\
\end{array}$$ $$\begin{array}{ccl}
 & & {\Gamma_{\lambda\nu\mu\kappa}^{-} = \hslash^{- 2}\int\limits_{0}^{\infty}dt\left\langle \left\langle \lambda \middle| H_{I,\text{SB}}\left( 0 \right) \middle| \nu \right\rangle\left\langle \mu \middle| H_{I,\text{SB}}\left( t \right) \middle| \kappa \right\rangle \right\rangle_{\text{bath}}e^{- i\omega_{\lambda\nu}t},} \\
\end{array}$$ where 〈⋅〉~bath~ is the expectation value of the bath observable and *H*~*I*,SB~ is the interaction Hamiltonian in the interaction picture with respect to the bath Hamiltonian, $${H_{I,\text{SB}}\left( t \right)}{= \mspace{600mu}\text{exp}\left\{ iH_{B}t/\hslash \right\} H_{\text{SB}}\mspace{600mu}\text{exp}\left\{ - iH_{B}t/\hslash \right\}}$$ $$\begin{array}{ccl}
 & & {= \mspace{600mu}\sigma_{x}\sum\limits_{q}M_{q}e^{iqvt}\left( b_{- q}^{\dagger}e^{i\omega_{q}t} + b_{q}e^{- i\omega_{q}t} \right).} \\
\end{array}$$ Using $\langle b_{- q}^{\dagger}b_{l}\rangle = \delta_{- q,l}n\left( \omega_{q} \right)$ with the Bose-Einstein distribution *n*(*ω*) the rates can be expressed as $$\begin{array}{r}
\left. \Gamma_{\lambda\nu\mu\kappa}^{+} = M_{\lambda\nu\mu\kappa}\sum\limits_{q} \middle| M_{q} \middle| {}_{2}\int\limits_{0}^{\infty}dt\left\{ e^{i\lbrack qv + \omega_{q} - \omega_{\mu\kappa}\rbrack t}n\left( \omega_{q} \right) + e^{i\lbrack qv - \omega_{q} - \omega_{\mu\kappa}\rbrack t}\left( n\left( \omega_{q} \right) + 1 \right) \right\} \right. \\
\end{array}$$ $$\begin{array}{r}
\left. \Gamma_{\lambda\nu\mu\kappa}^{-} = M_{\lambda\nu\mu\kappa}\sum\limits_{q} \middle| M_{q} \middle| {}_{2}\int\limits_{0}^{\infty}dt\left\{ e^{i\lbrack qv - \omega_{q} - \omega_{\lambda\nu}\rbrack t}n\left( \omega_{q} \right) + e^{i\lbrack qv + \omega_{q} - \omega_{\lambda\nu}\rbrack t}\left( n\left( \omega_{q} \right) + 1 \right) \right\}, \right. \\
\end{array}$$ where *M*~λ*νμκ*~ = ℏ^−2^ 〈*λ*\|*σ*~*x*~\|*ν*〉 〈*μ*\|*σ*~*x*~\|*κ*〉.

For a subsonic motion, *v* \< *c*, these rates are given by $$\begin{array}{r}
{\Gamma_{\lambda\nu\mu\kappa}^{+} = \frac{\pi}{2}M_{\lambda\nu\mu\kappa}\left\{ \begin{array}{lr}
{\frac{J\left( \omega_{\kappa\mu}^{-} \right)}{1 - v/c}\left\lbrack n\left( \omega_{\kappa\mu}^{-} \right) + 1 \right\rbrack + \frac{J\left( \omega_{\kappa\mu}^{+} \right)}{1 + v/c}\left\lbrack n\left( \omega_{\kappa\mu}^{+} \right) + 1 \right\rbrack} & {,\omega_{\kappa\mu} > 0} \\
{\frac{J\left( \omega_{\mu\kappa}^{+} \right)}{1 + v/c}n\left( \omega_{\mu\kappa}^{+} \right) + \frac{J\left( \omega_{\mu\kappa}^{-} \right)}{1 - v/c}n\left( \omega_{\mu\kappa}^{-} \right)} & {,\omega_{\mu\kappa} > 0} \\
\end{array}\operatorname{} \right.} \\
\end{array}$$ $$\begin{array}{r}
{\Gamma_{\lambda\nu\mu\kappa}^{-} = \frac{\pi}{2}M_{\lambda\nu\mu\kappa}\left\{ \begin{array}{lr}
{\frac{J\left( \omega_{\lambda\nu}^{-} \right)}{1 - v/c}\left\lbrack n\left( \omega_{\lambda\nu}^{-} \right) + 1 \right\rbrack + \frac{J\left( \omega_{\lambda\nu}^{+} \right)}{1 + v/c}\left\lbrack n\left( \omega_{\lambda\nu}^{+} \right) + 1 \right\rbrack} & {,\omega_{\lambda\nu} > 0} \\
{\frac{J\left( \omega_{\nu\lambda}^{+} \right)}{1 + v/c}n\left( \omega_{\nu\lambda}^{+} \right) + \frac{J\left( \omega_{\nu\lambda}^{-} \right)}{1 - v/c}n\left( \omega_{\nu\lambda}^{-} \right)} & {,\omega_{\nu\lambda} > 0} \\
\end{array}\operatorname{}, \right.} \\
\end{array}$$ with $\omega_{\alpha\beta}^{\pm} = \omega_{\alpha\beta}/(1 \pm v/c)$ and where $J(\omega) = \sum\limits_{q}\left| M_{q} \right|^{2}\delta(\omega - \omega_{q})$ denotes the spectral density and it was used that ${\int_{0}^{\infty}\text{e}^{\text{i}\omega t}}\text{d}t = \pi\delta(\omega)$, where the imaginary parts resulting from principal value integrals are neglected as they manifest themselves as Lamb shifts.

For a supersonic motion, *v* \> *c*, and a vanishing temperature of the phonon bath, the rates are given by $$\begin{array}{ccl}
 & & {\Gamma_{\lambda\nu\mu\kappa}^{+} = \frac{\pi}{2}M_{\lambda\nu\mu\kappa}\left\{ \begin{array}{lr}
\frac{J\left( \omega_{\kappa\mu}^{+} \right)}{v/c + 1} & {,\omega_{\kappa\mu} > 0} \\
\frac{J\left( \omega_{\mu\kappa}^{-} \right)}{v/c - 1} & {,\omega_{\mu\kappa} > 0} \\
\end{array}\operatorname{} \right.} \\
\end{array}$$ $$\begin{array}{ccl}
 & & {\Gamma_{\lambda\nu\mu\kappa}^{-} = \frac{\pi}{2}M_{\lambda\nu\mu\kappa}\left\{ \begin{array}{lr}
\frac{J\left( \omega_{\lambda\nu}^{+} \right)}{v/c + 1} & {,\omega_{\lambda\nu} > 0} \\
\frac{J\left( \omega_{\nu\lambda}^{-} \right)}{v/c - 1} & {,\omega_{\nu\lambda} > 0} \\
\end{array}\operatorname{}. \right.} \\
\end{array}$$

From Eqs [37](#pone.0229382.e043){ref-type="disp-formula"}, [38](#pone.0229382.e044){ref-type="disp-formula"}, [39](#pone.0229382.e048){ref-type="disp-formula"} and [40](#pone.0229382.e049){ref-type="disp-formula"}, respectively, the Redfield tensor [Eq 30](#pone.0229382.e035){ref-type="disp-formula"} can be computed for each corresponding case.

For the steady state solution of the Bloch-Redfield [Eq 29](#pone.0229382.e034){ref-type="disp-formula"} one finds vanishing off-diagonal matrix elements, *ρ*~10~ = *ρ*~01~ = 0, in both sub- and supersonic cases, as expected due to spin decoherence. The diagonal matrix elements can be expressed as $$\begin{array}{r}
{\frac{\rho_{11}}{\rho_{00}} = \frac{\Gamma_{12}}{\Gamma_{21}}} \\
\end{array}$$ with the absorption rate $\Gamma_{12} = R_{1111} = \Gamma_{1221}^{+} + \Gamma_{1221}^{-}$ and the emission rate $\Gamma_{21} = R_{1122} = \Gamma_{2112}^{+} + \Gamma_{2112}^{-}$.

For subsonic motion, *v* \< *c*, these rates explicitly read $$\begin{array}{ccl}
 & & {\Gamma_{12} = \frac{\pi}{2}M_{1221}\left\{ \frac{J\left( \omega_{21}^{+} \right)}{1 + v/c}n\left( \omega_{21}^{+} \right) + \frac{J\left( \omega_{21}^{-} \right)}{1 - v/c}n\left( \omega_{21}^{-} \right) \right\}} \\
\end{array}$$ $$\begin{array}{ccl}
 & & {\Gamma_{21} = \frac{\pi}{2}M_{1221}\left\{ \frac{J\left( \omega_{21}^{+} \right)}{1 + v/c}\left\lbrack n\left( \omega_{21}^{+} \right) + 1 \right\rbrack + \frac{J\left( \omega_{21}^{-} \right)}{1 - v/c}\left\lbrack n\left( \omega_{21}^{-} \right) + 1 \right\rbrack \right\}.} \\
\end{array}$$ The steady state [Eq 41](#pone.0229382.e050){ref-type="disp-formula"} is clearly non-thermal in the sense that the effective temperature *T*′ of the DQD, given via $$\begin{array}{r}
{\frac{\rho_{11}}{\rho_{00}} = \text{exp}\left( - \frac{\hslash\omega_{10}}{k_{B}T^{\prime}} \right),} \\
\end{array}$$ does not in general coincide with the temperature of the phonon bath the DQD is in contact with, *T* ≠ *T*′. In this scenario the rates and thus the non-thermality can be easily explained via the Doppler-effect: Phonons participating in transitions in the DQD have a frequency in the rage Ω = \[*ω*~10~ − Δ*ω*/2, *ω*~10~ + Δ*ω*/2\] with the line width Δ*ω*. As these frequencies are measured in the reference frame of the DQD, and the speed of sound *c* and the speed of the DQD add up/subtract leading to a Doppler-shift *ω* → (1 ± *v*/*c*)*ω*, there are in fact two frequency ranges involved in transitions, namely Ω/(1 ± *v*/*c*) measured in the bath frame. Each of them contribute to the absorption and emission rate in the usual manner, where the prefactors (1 ± *v*/*c*)^−1^ are due to the Doppler-shifted line width. Furthermore, for a zero temperature phonon bath the absorption rate also vanishes, Γ~12~ = 0, since there are no phonons present which could excite the DQD and thus the DQD equilibrates with the phonon bath by relaxing to its ground state and thus having vanishing effective temperature.

In the case of supersonic motion, *v* \> *c*, where we restricted the analyses to a vanishing bath temperature *T* = 0, the absorption and emission rates are now given by $$\begin{array}{ccl}
 & & {\Gamma_{12} = \pi\frac{M_{1221}}{v/c - 1}J\left( \omega_{21}^{-} \right)} \\
\end{array}$$ $$\begin{array}{ccl}
 & & {\Gamma_{21} = \pi\frac{M_{1221}}{v/c + 1}J\left( \omega_{21}^{+} \right).} \\
\end{array}$$ Even though the bath is at zero temperature, the effective temperature of the DQD given via [Eq 44](#pone.0229382.e055){ref-type="disp-formula"} is non-vanishing, because the absorption rate does not vanish. We argue that this motion-enhanced character of the density matrix can be attributed to the presence of excess particles in form of piezophonons originating from particle creation, which excite the DQD and lead it to a steady state which is not in thermal equilibrium with the bath.

The use of Stern-Gerlach gates or other spin-to-charge conversion methods allows for the readout of the electron spin from which the effective DQD temperature can be computed. Equilibration is expected to be achieved after a time Γ~12~ + Γ~21~ (see, e.g. \[[@pone.0229382.ref069]\]), where the Γ-terms denote the rate for a spin-flip with emission and absorption of a piezophonon, respectively. An upper bound for the equilibration time is given by the rate for spontaneous emission of a piezophonon. A rough estimation of this rate for the present set-up is given by Eq (8) of Ref \[[@pone.0229382.ref060]\], but with an additional factor exp {−2*d*(*gμ*~*B*~ *B*)/(ℏ*c*)}, where *d* denotes the distance between the two substrates, taking into account the exponential decay of the piezoelectric field accompanying the piezophonons \[[@pone.0229382.ref032], [@pone.0229382.ref070]\], and the energy conservation, ℏ*ck* = *gμ*~*B*~ *B* \[[@pone.0229382.ref071]--[@pone.0229382.ref074]\]. For a magnetic field *B* = 1 T, the equilibration rate is of the order of 1 s^−1^. The steady state of the electron spin could be achieved while the electrons are stored in a storage ring as it is shown in [Fig 1](#pone.0229382.g001){ref-type="fig"}. Efficient electron transport over macroscopic distances has been shown in \[[@pone.0229382.ref075]\]: The lengths *l*, *L* of the storage ring can be chosen arbitrarily in the sub-mm regime. Future conveyor belts for electrons using serpentine-shaped SAW waveguides \[[@pone.0229382.ref076], [@pone.0229382.ref077]\] could provide an alternate route to reach equilibration. In comparison, however, the present set-up details make the proposed storage ring more feasible.

We note that the use of quantum field theory for the SAW field whose propagation is described by the metrics with line elements given in Eqs [4](#pone.0229382.e004){ref-type="disp-formula"} and [7](#pone.0229382.e007){ref-type="disp-formula"}, respectively, is a more natural route to study particle creation in this system. A Bogoliubov transformation can be computed from the two sets of positive and negative frequency modes used for the reference frame of the substrate and the moving observer, respectively. Particle creation occurs if positive (or negative) frequency modes from one set appears as mixture of both positive and negative frequency modes from the other set. We do not use this approach as it is out of scope of the present study and leave it for future work.

4 Conclusion {#sec007}
============

We have presented a new semiconductor analogue system to simulate quantum effects in general relativity. Particle creation in this system is expected for a DQD moving with constant speed in the measurement substrate. The detailed steps to achieve this are discussed, including the charge density modulation of a two dimensional electron gas which is responsible for the change in speed of sound for SAWs travelling on the substrate. This in turn leads to a sonic horizon for SAWs seen by the DQD.

We analyzed a measurement scheme to detect the created particles using the DQDs, whose steady-state spin populations differ from that of a thermal state due to their interaction with the created piezophonons. We stress that a number of different alternatives to observe the evanescent waves could be pursued, as their detection is well developed in fields such as biosensing \[[@pone.0229382.ref078]\]. However, these schemes must be adapted to allow for the characterization of the quantum nature of the associated SAW phonons.

We note that the origin of the excess phonons in the moving frame is not clear. Further work to determine the cosmological nature of this radiation is still required.
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