Classically, artificial intelligence systems required that perception in general and vision in particular create as accurate and detailed a model of physical reality as possible. There are inherent difficulties with this methodology, and so part of the artificial intelligence community has broken away from the traditional approach and founded the sub-discipline known as reactive planning.
Introduction
Classically, artificial intelligence systems required that sensing in general and vision in particular create as accurate and detailed a model of physical reality as possible. Were it to succeed, this "reconstructive" vision approach would allow the independent development of the perceptual and reasoning components of an intelligent system. Artificial intelligence researchers believed the problems to be separable, and therefore conducted their research by initially assuming the existence of just such a perfect world model, trusting that the vision researchers would eventually be able to provide the required perceptual system to construct an adequate model.
To that end, there is a large and growing literature describing various techniques for the recovery of information concerning a scene from an image. These techniques, such as shape from shading 13 and depth from stereo, 23 can deliver rough estimates of objective aspects of a scene such as surface-tilt and 3D-depth. These computations are accomplished by exploiting constraints imposed on the possible configurations of the scene by the physical world. 19 These constraints must be used by the visual system, due the inherent complexity of the visual problem; otherwise the problem is underconstrained. Yet even with the use of these constraints, and despite considerable effort, current visual systems are not capable of delivering an accurate, objective three-dimensional model of a realistically complex scene from image data.
Moreover, the artificial intelligence community found that even given an unrealistically accurate world model, their systems were incapable of even rudimentary planning and action in a marginally realistic dynamic environment, and that the planning problem in general is undecidable even in static environments. 5 As a result, some of the artificial intelligence community broke away from the traditional approach and founded the sub-discipline known as reactive planning. 3 Reactive planning systems don't engage in reasoning as traditionally viewed by AI; all actions are performed by reflex. That is to say, system itself doesn't decide what do, the decisions about what to do are determined by the system designer, and the system simply executes the action based on the current sensor readings. Reactive systems, therefore, do not maintain a comprehensive world model in the sense of that which has been traditionally viewed as the goal of vision. This calls into question the long-assumed purpose of visual systems.
A number of advantages and computational simplifications can be obtained by considering the tasks to which vision is applied. 2 As a complement to searching for additional constraints which might further enable the construction of a world model, one might consider relaxing the demands on the visual system by reducing the requirements of the resulting world model. In the limit, one would consider the visual component of a reactive system, i.e., no world model at all. In this case, the role of vision is reduced to recognition of the object at the current point of fixation. The requirements of the visual system remain substantial in order to perform the recognition, but the threedimensional position of objects need not be retained.
The argument forwarded here and by others elsewhere 6, 2 is that the purpose of vision is to enable an agent to do the right thing, and so the labels assigned by the visual system must be relevant to some task. Perception and action are so intertwined that they must be studied in conjunction with one another. This means that in order to effectively investigate perception beyond the lowest level mechanisms, one must do so with respect to a task to be performed by some agent.
At this stage of research in computer vision, the most fruitful research will therefore emerge from the combination of several approaches in a visual system used by an active agent, rather than the invention of a new isolated technique. Research will be best if organized around a set of high-level tasks to be accomplished, rather than around low-level techniques. This requires a task domain in which an agent has one or more goals to satisfy; and where several visual techniques must be combined and brought to bear on a given problem. New low-level techniques would be developed only as needed, driven by the requirements of the high-level task, rather than the techniques being developed in a vacuum.
Beyond reflex action
The successes of the reactive planning approach have shown that it can elicit complex quasi-intelligent appearing behavior without resorting to use of any memory or model of the environment.
Reactive systems sometimes exhibit competence on tasks that may previously have been deemed to require a world model. An often cited example of a biological reactive system due to Simon 27 is an ant; its movements appear to be complex, but the real complexity is that of the environment, and the apparent complexity of the ant's behavior is the result of a small set of responses to the varied environment. One should therefore be extremely cautious when claiming that a task can only be accomplished via the use of an internal model of the environment.
But there are fundamental limits on the capabilities of systems that do not retain some information concerning their environment. Consider the problem of occlusion of an object in a dynamic environment. If an object moves behind some other object, it might be advantageous to remember its existence. For example, if rabbit sees a bobcat hide behind a rock, it would be unhealthy for the rabbit were it to move too close to that particular rock. But in a totally reactive system, the bobcat stimulus would end the instant the bobcat became occluded by the rock. In the absence of that stimulus, the rabbit could not know to avoid the dangerous area. In order to behave "intelligently" in this situation, the rabbit must retain some state about the location of the bobcat. Furthermore, given the potentially hazardous nature of rabbit-bobcat encounters (for the rabbit) the rabbit would benefit from having a notion of where a bobcat might be hiding, even if no bobcat had yet been seen.
In order to cope effectively with this situation, the rabbit needs a notion of "nearby places I haven't yet seen that could conceal a bobcat." This in turn requires the rabbit to remember the places that it has seen. Rather than represent these "unknown areas" explicitly in a complex world model, I
am interested in how sparse the representation can be in order to perform the task efficiently.
Another problem that arises in this context is the way in which the model is constructed. We only want to represent those aspects of the environment that are task-relevant, so a perceptual strategy is needed extract the important elements of the situation from the images of the scene. Moreover, since computational power is bounded, and not all of the scene can be analyzed completely, focus of attention strategies are needed to concentrate the resources where they are most likely to produce useful results. Even those tasks that are possible to accomplish through reflex action only can be done more efficiently and effectively through the use of a world model. An example of this case is navigation. A series of reflex actions can sometimes be contrived to allow the agent to move through the environment in a way that can appear to be the result of navigational planning. But efficient and effective navigation in a complex environment requires some representation of the environment. This representation may not take the form of a complete three-dimensional model of the environment; in fact the maintenance of a complete model is not feasible in a dynamic world. Given that it is intractable to maintain a completely current and accurate world model in a dynamic world with multiple agents, what visual attention strategies are effective for developing and maintaining an adequate world model for a given task? To what extent is a world model necessary for accomplishing given tasks, and what is the form of that model? These are the questions I will attempt to answer in this research program. The approach will be to avoid simply building a model for its own sake, but instead only add those things that are directly task relevant. Moreover, this world model is not assumed to be pre-existing; the agent must develop and maintain it. The perceptual strategies needed to maintain a useful form of world model will therefore be investigated, in addition to the investigation of the form of the model itself. One of the constraints placed on the contents of the world model must be whether the information can be realistically obtained and kept current.
A task-oriented approach
Any system that operates autonomously in a complex environment must have some strategy for dealing with the spatial properties of the world around it. I do not mean to imply this requires a world model as traditionally defined. But a limited amount of state can induce behavior that, to the external observer, appears to be the result of the use of a complex world model. I propose to investigate the world model question with respect to a task that must be solved for agents in real threedimensional environments to perform effectively: finding and avoiding objects in the presence of 6 occlusion. The importance of the search and avoidance tasks derives from the fact that their solutions may be applicable to a wide range of tasks, from looking for car keys to avoiding surface-toair missiles. Superficially, the avoidance task contrasts with the search task in regards to its importance relative to a world model. The search task can often be achieved by relying on a random walk to cover the space. This strategy will not work for the avoidance task in the presence of occlusion, however, since our random walk may cause the agent to stumble into an ambush. Yet even the search task can be constructed in such a way that a world model is useful, if, for example, movement is taken to be an expensive operation and resources are limited.
Arguments such as the rabbit-bobcat example given above make it clear that some state is necessary to perform some tasks efficiently. The pertinent question is "how much?" Obviously, this question can only be answered with respect to a given task. Moreover, since the question is more a matter of degree than an absolute decision, specific parameters of the task must be taken into consideration. In the case of the search/avoidance task, examples of the relevant parameters are: "how difficult is it to find things?", "how dangerous are the things we are avoiding?", "how densely populated is the space with respect to search targets, avoidance targets, and obstacles?", "how expensive is movement?", and "how much time do we have?" For many parameter settings, a purely reactive system may be adequate. But as the world becomes more complex and the problems more difficult, increasingly complex strategies requiring additional state must be employed. Accordingly, the approach I will take is to construct an environment in which the relevant parameters can be adjusted to modulate the difficulty of the tasks as desired. At "easy" parameter settings, a purely reactive system to accomplish the goals can be constructed. Parameter settings can then be adjusted to increase the difficulty of the problems, so that the reactive system is no longer adequate. Some amount of spatial memory can then be added to the agent, thereby increasing its efficacy. Parameters may then be altered again to further increase the difficulty of coping with the environment, thereby requiring a more complex agent. This procedure can be iterated indefinitely, eventually producing an agent that can successfully achieve its goals in a difficult and hostile environment.
Unfortunately, identifying the point at which the reactive system is no longer adequate is a subjective determination, due to the complex nature of the problems we are exploring. Environments in which this "breaking-point" is objectively and provably identifiable would be so impoverished as to bear no relevance to the real-world problems we seek to solve. Moreover, such a proof would tell us once again that some state is needed, but not indicate how much.
However, by creating a purely reactive system, the performances of the two systems can be compared objectively. Much of the argument in favor of the reactive approach lies in the claim that they simply "work better" than traditional planning systems. I propose to invoke this argument in return by showing the agent to work better with a representation of local space than the purely reactive agent. The system I create will also work better than traditional planners in the environment I will create, since that environment will include several elements that cause traditional planners to fail (incomplete information obtained via real visual processes and a dynamic, unpredictable environment).
As indicated above, the search/avoidance task is widely applicable, but for the purposes of a research program, a specific concrete example must be chosen. I will use the example that has been alluded to earlier, that of a cluttered environment containing agents such as small herbivorous animals (e.g., rabbits) and predators (e.g., bobcats), along with static objects such as food (e.g., plants) and obstacles (e.g., rocks). This is similar to the environment in which Lin, 17 investigated reinforcement learning in reactive agents although the environment used here will be vastly more complex perceptually. The task of the herbivore is to stay alive indefinitely by finding and consuming enough food to survive, while also avoiding being eaten by a predator. Additional complications could be introduced by having distracter items such as inedible or poisonous plants, or external agents that are benign (unlike predators). Examples of specific parameters that can be adjusted in this environment are the densities of food, predators, and distracters in the space, the amount of food needed to stay alive, the effectiveness of the predators, and the topology of the landscape with respect to rocks, trees, valleys, streams, etc.
This domain exhibits several properties that make it interesting with respect to the problems I intend to study. The first is the purely perceptual problem of extracting information from images of a three-dimensional environment that exhibits occlusion. Chapman 7 investigated visual strategies for operating in a complex environment, but only addressed the problem at the level of intermediate vision, and did not attempt to solve the problems associated with using an early vision system, such as occlusion and the underconstrained nature of the early vision problem. I propose to use real early vision techniques to sense the environment. The relationship between perception and action will serve to mutually constrain the problems; the only information that must be extracted by the visual system is that which is needed to perform the task, and the tasks that can be accomplished will be constrained by the availability of information from the visual system. The second feature exhibited by the "rabbit" problem is the dynamic environment created by the existence of predators which move about in the world. The presence of predators causes problems for purely reactive planners, as discussed in the original example of the predator hiding behind a rock. Any sufficiently wily predator will easily defeat a hard-wired stimulus-based strategy. The predator also causes problems for the a traditional planner, since classical planners assume a static environment, and cannot take into account the unpredictable movements of an independent agent. Moreover, traditional planners generally take a long time to produce a plan (after all, planning is undecidable) and the predator is likely to eat the agent before a plan is constructed.
The final property of the rabbit domain in which we are interested is the existence of multiple goals, namely finding food and avoiding predators. These goals can be conflicting, since moving about to find food may cause the agent to encounter a predator; moreover food may grow most densely around the very rocks and trees behind which a predator could hide. The agent must therefore mediate among the goals based on the current likelihoods of starvation and being eaten. The multiple goals also provide an additional environmental parameter that can be adjusted: the relative impor-tance of finding food and avoiding predators. If both food and predators are scarce, finding food should take precedence, whereas if there is a high density of both, avoiding predators would be more important. A given agent should adjust its strategy to account for both situations.
These three aspects of the rabbit world: real visual input, a dynamic environment, and multiple goals, make it an excellent setting in which to study the important questions with regard to using representations of local space to solve realistic problems.
Solving rabbit problems
This section describes specific problems that arise in our rabbit domain and some proposed solutions that entail the use of a representation of local space. Our solutions will draw heavily on the work of Ullman, 29 Pylyshyn, 26 Major contributions of this work include the application of these concepts in a three-dimensional context, and the use of spatial memory to retain deictic representations of objects not currently visible. These applications are described below relative to specific tasks.
Exhaustive search of a region of space
We imagine a world with uneven terrain, rocks, and trees; all of which contribute to the visual occlusion. The rabbit cannot see the entire space at once, and must therefore move through it in order to search for food. As mentioned previously, a random walk may suffice for simple worlds, but here we will assume that this approach is inadequate. We also assume that the agent is not given a complete map of the space beforehand. We must seek our solution somewhere between these extremes of zero information and complete information, just as is the case in the real world.
If there is no food currently visible, we must choose a direction to go in search of it. A simple reactive approach would use current sensor information to choose a heading and then send the agent off in that direction. This process repeats until food is found. The problem with this approach is that there is nothing to prevent the rabbit from oscillating between two locations, since there is no memory of where it has been so far.
A better solution can be found in applying the distributed map representations introduced by Mataric. 20 Some modifications the Mataric's original scheme may be necessary. Specifically, we assume there is no initial map of the space, so in order to perform the search task, the agent is most interested in the part of the space that is not on the map. The representation may need to be augmented to meet the needs of our task. Also, in our world a major stumbling block for this approach may be in the identification of landmarks. Mataric's system looks for walls and corridors in a building, whereas it is unclear as to whether the technique will apply to the natural settings encountered in rabbit world.
Even if the Mataric representations suffice for the large-scale mapping problem, we are still left with a local search problem in the three-dimensional space. I believe that this local space problem is fundamentally different from that addressed by the Mataric work, and local space is the main target for this research. In a three-dimensional world such as rabbit world, from any given viewpoint, there is some portion of the space that in not currently visible, due to occlusion. The rabbit agent should identify those areas and investigate them.
If we assume the agent has a complete representation of all the currently visible surfaces, then we can imagine a solution in which the agent examines that representation to find all of the "holes" in it caused by occlusion. The agent then moves around the space in such a way that the previously hidden areas become exposed. This could be done by moving towards the "farther" side of the occlusion boundary; for example if the nearer side of a vertical occlusion boundary is on the left, then by moving our point if view forward and to the right of the occlusion boundary, we will move behind the "occluder" on the left. As new areas are exposed to the agent, the holes in the internal representation are filled in. When the representation is complete (or the holes are small enough), the agent knows the entire local space has been explored, and can move on to the next large-scale region of space. Unfortunately for this approach, we do not believe a detailed model of the local space such as that employed above can be efficiently constructed and maintained.
However, an obvious and practical alternative may be to represent the holes, rather than the rest of the space. Moreover, for the purposes of the task, these holes can be represented simply as a rough position and possibly a size. The algorithm now consists of first identifying occluded areas of sufficient size by examining the occlusion boundaries, marking those areas, and then investigating them in turn. The markers serve to form a deictic representation of local space, and are registered with such indexical-functional aspects such as a-place-I-haven't-yet-seen-and-want-to-investigate and the-place-I'm-investigating-right-now. Markers are checked-off as the space they are in is examined, and we are done when all the markers are checked. Basic continuity properties of the physical world enable this algorithm to work, since they allow us to restrict ourselves to the consideration of a portion of space small enough that the number of markers is manageable. A "frontier" can be maintained which separates the searched and unsearched portion of space. A portion of the unsearched region can be further distinguished as the region being actively searched at present, and this active region can be kept small enough that the number of markers needed in it is small. Basic differences from previous uses of markers are that they are in three space, and also that they are not attached to an object, but to a region in space. Moreover, we cannot see these regions, in fact we merely hypothesize their existence.
Navigation in a complex three-space
As an agent moves through a realistic space, it needs to contend with obstacles and uneven terrain.
Rather than using vision to construct a complete model of the scene and applying analytical techniques to plan a path, we are interested in the extent to which a minimal amount of state information can be used to steer the agent. In this approach, the world largely serves as its own model, and vision is used to query the world to answer specific questions. In this application, the queries are relevant to the path planning task, such as "is there anything between me and where I want to go?", "is there plenty of free space on my left?", "what is the nearest point of the nearest obstacle?", or "where can I safely take my next step?"
The results of such queries would be in the form of markers and regions, which would then be used at input to a primitive path planner. Chapman 6 poses the question as to what the coordinate system for these objects should be when applied in a three dimensional context, i.e., are they to be in two or three space? This is a question we expect to investigate in the course of the research. But once the markers are returned, further task-dependent questions can be asked of them, such as "which marker is closest?"
Humans are more likely to use this approach than the full internal model approach. Consider for example, a situation in which a tall person walks down a flight of stairs over which is a low ceiling.
The model based approach would have the person examine the steps and ceiling, construct a model of it, and generate a plan for the correct posture needed to negotiate the stairs which is then executed. The scene need only be analyzed once. But this is not what people do; they continually shift their gaze back and forth between the stairs and the overhang until the overhang is passed. I suggest that the person is querying the world, in this case first asking questions such as "is there an object near my head?" This question might be asked continually over the entire visual field. When it returns true, it places a marker on the object, in this case the overhang. Another process might continually be looking for uneven terrain (such as stairs), and return a marker on the location of the stairs. Questions can then be asked with respect to the markers, such as "is my head getting too close to the overhang?" and "am I putting my foot in the right place?" These last two questions are the queries being made as the person's gaze shifts between the ceiling and the stairs. Much more could be learned about gaze strategies for locomotion in humans from controlled psychophysical experiments that track a person's gaze while walking.
For the rabbit domain, navigation would work at follows: first determine a target location in the distance and place a marker on it. Then query the region of space between the target and the current location for obstacles. If there are obstacles, then put a marker on the first one. Draw a line from the current location to the target location through the obstacle, and determine on which side of the line the obstacle extends the least (assume for the moment it is the right side). Place a marker on the far right edge of the obstacle and then move in a direction to the right of the marker to establish an intermediate destination point, or sub-goal, if you will. This strategy is a three dimensional extension of that used by Chapman's Sonja 6 , but it remains to be seen whether this extension will be effective in 3D. In some cases, it may be possible to accomplish this entirely in the image plane, without resorting to three-dimensional reasoning at all. For example, further locations are higher in the image plane, so we need only look for obstacles below the target location in the image. But in other cases, this is inadequate; for example, consider paths that take the agent out of sight of the goal due to occlusion.
Investigating a potential ambush
The rabbit will also need to investigate potential locations behind which a predator might lurk.
Much of the same strategy used in exhaustively searching an area for food could apply here as well, although only "large" hidden areas need to be identified, and the action is to give these areas a wide-berth, rather than head straight for them. One aspect of the problem that was not pointed out in the previous description of the food search task is the fact that the appearance of the potential ambush hiding place changes as we move around it. In some sense, the only distinguishing characteristic of the hidden area is where it is, rather than what it looks like. The marker must therefore retain some positional information. Another point to be made here is the conflicting goals of finding food and avoiding predators. In one case, we want to go to the hidden place, and in the other we want to avoid it. The agent will need to resolve this difficulty by balancing the relative risks and utilities of alternative courses of action.
Running from a predator
In this situation, the rabbit is in being attacked by a predator. The rabbit must run through uneven terrain with obstacles, while still reliably going away from the predator. The fact that the rabbit must watch where it's going prevents it from always looking at its attacker, and the terrain prevents it from going in a straight line. The rabbit therefore needs to be able to place a marker on the location of the predator and roughly maintain its position while moving and changing direction. It might also need a sense of the accuracy of the marker's location, so that as the accuracy inevitably becomes worse, the rabbit can take a quick glance to update it. Hopefully, the accuracy has not degraded to the point that a complete visual search for the predator needs to be made, i.e., the rabbit glances back to where it thinks the predator is, and the predator will actually be visible within the field of view. Simultaneously with running from the predator, the rabbit needs to be searching for potential hiding places in which to escape. This may involve reasoning spatially about places it can't be seen, or places it can fit that a bobcat won't.
Simulating a three-dimensional environment
The University of Virginia (UVa) currently has available the hardware and software necessary for creating complex, real-time, three-dimensional virtual reality (VR) environments. Also at hand are hardware and software for high-speed visual processing. An opportunity exists for connecting the VR system to the visual processor and thereby create a virtual laboratory for the study of visual processes. UVa is uniquely qualified to pursue this methodology of task-based perception research due to its existing active VR and vision research communities.
The alternatives to the virtual laboratory are of two types: simple synthetic images and real imaging. Simple synthetic images are often used in the study of early vision processes, such as texture discrimination and depth from stereo or motion. The clear advantage of the virtual vision lab over this approach is the availability of a far richer environment for the study of high level visual tasks in a complex 3D environment, and the interaction of perception and action.
The other alternative is the use of real imaging from a physical camera. The most obvious advantage of the VR/Vision lab over real images is purely practical; it is faster and cheaper to build and test virtual systems than real ones. There is also a more subtle advantage to the virtual environment.
Since it has been entirely constructed by the computer, the locations of all objects in the virtual environment are known exactly. The performance of the perceptual system can therefore be evaluated easily and automatically with respect to this ground truth. Establishing and maintaining this ground truth in a real environment is considerably more difficult, and may require analyzing the images by hand. This point is particularly important for providing feedback to learning algorithms.
The disadvantage of the virtual vision lab with respect to real data is straightforward: the eventual goal is to construct a system that is effective in the physical world; the virtual environments may not be rich or realistic enough for the virtual system's capabilities to transfer to real environments.
Virtual environments have been shown to be perceptually convincing to humans, but nevertheless, the VR results must be verified to some extent with real images.
Rabbit world
Certainly, I do not intend to create a completely realistic simulation of a rabbit and its environment within a virtual reality. However, the simulation must retain those characteristics of the rabbit world which are pertinent to the questions I intend to address in this research program. This section describes the detail of the proposed simulation, pointing out how the important properties of the environment have not been lost in the abstraction.
The static portion of the environment will consist of a large, yet bounded flat plane representing the ground, with several obstacles upon it. Most of these obstacles will be simple shaded polyhedra representing rocks, embedded in the ground plane and randomly distributed throughout the area.
The VR system also provides a library of other objects that may be used, in particular, a stylized tree is available, and will be used to provide another kind of obstacle. The obstacles will be largely distinguishable from the background by their color (e.g., gray rocks and brown tree-trunks on a green surface), not simply by their brightness, due to varying illumination conditions. The treetops, on the other hand, will be close to the same color as the ground plane, complicating the early vision problem in a way not usually addressed in simulations. Depending on the availability of imaging hardware, the various surfaces may also be textured, further complicating early vision.
Agents will not be able to move through obstacles. Implementing this necessary feature will entail the development of collision detection software, which unfortunately is not available in the current version of the virtual reality software.
The food items being searched for will consist of small red spheres representing berries, that come into existence probabilistically in certain regions of the space. They will be more likely to appear near rocks and trees, in order to increase the probability of introducing an occlusion. Berries will appear slowly enough that the rabbit agent will not be able to stay in one place and feed on them as they appear; the rabbit must instead move about in the space searching for food. Uneaten berries will eventually disappear after a certain amount of time, to prevent a concentration of them from building up in any one area. On the other hand, berries will grow quickly enough that there is always a supply available in some region of the space, thereby theoretically enabling the rabbit agent to survive indefinitely. The predator agents will be represented as moving, textured, rectangular parallelepipeds. In addition to movement, they also will be distinguishable primarily by their color, probably a tan color that may be confounded with the brown color of trees, depending on lighting conditions. They will also have markings which distinguish a "front" from a "back" end. Their motions will be random except if a rabbit is "visible," when it will instead move towards the rabbit. Since I don't intend to build an entire visual system for the predators, "visible" for predators will be defined as follows.
The predator will have limited access to a "bird's-eye-view" of the area (Figure 1) . If a rabbit within some distance d is inside the 90˚ wedge extending from the front of the predator, the rabbit is potentially visible, subject to occlusion. Occlusion is determined by extending lines from the center of the predator to each "edge" of the rabbit, where the edge of the rabbit is determined by its center plus or minus its radius. If both lines intersect an obstacle, the rabbit is occluded. Given the behavior of the predator, the rabbit can evade the predator by moving outside the field predator's field of view, or hiding behind an obstacle. Once the predator can no longer "see" the rabbit, it stops the chase entirely, resuming its random motion. If the predator touches the rabbit, the rabbit is likely to be killed with some fixed probability. This probability, along with the relative speeds of the rabbit and predator, will be set depending on the desired level of difficulty. In addition to the predators, other randomly moving objects, possibly representing herbivores, will be placed in the space, so that additional visual work beyond motion detection will need to be done to identify predators. These agents will be smaller and have different coloring from the predator. I do not intend to simulate the kinematics of rabbit motion at all, or implement extensive control theoretical models, since it would be difficult and irrelevant to the main content of the thesis. I will therefore make several simplifying assumptions in regard to locomotion of the agents. Specifically, I will assume that all agents can instantaneously accelerate or decelerate to any speed between zero and their maximum speed. This also implies instantaneous change in direction when desired.
Moreover, the rabbit agent will be able to turn its head instantaneously to look in any desired direction. The rabbit will get its food simply by colliding with it and stopping for some short fixed interval.
The rabbit agent will have an energy level which is increased by some fixed amount by eating food, up to a maximum level. Energy will decrease over time if no food is eaten. Moreover, the energy decrease will accelerate proportional to the agent's speed when the agent moves. If this energy level decreases to zero, the agent dies. Success is measured by how long the agent can survive, avoiding predators and finding food as needed.
The field of view of the rabbit will be dictated by the virtual reality software; I will not attempt to modify it. When the rabbit detects food or a predator via its visual system, it may set its speed and heading appropriately. While moving, the rabbit can change its viewing direction as desired to further assess the situation. Collision with obstacles will cause an energy decrease.
Several parameter values have been left unspecified, because since the virtual environment has not yet been built, it is impossible to determine reasonable values at this point. In order to determine the proper parameter values, the system will initially be built with an interface with which the a human can play the role of the rabbit. The simulation will be built so that it is possible but not trivial (as determined subjectively) for a human player to survive indefinitely. The computerized agent will then be built that will take the place of the human, hopefully without changing the virtual environment from that in which the human succeeded, although some changes may be necessary. I will attempt to keep all such changes to a minimum, especially those which impact issues which are relevant to the main thesis research.
The environment described above retains all of the elements required to pursue the objectives we have said this program of research will address: real visual input, a dynamic environment, and multiple goals. The visual input is virtual, rather than real, of course, but the particular visual complications in which we are interested-occlusion and segmentation problems in a 3D world-are exhibited in the virtual reality. The predators, additional herbivores, and growing berries provide the dynamic environment, while the need to search for food and the need to avoid predators provide the multiple goals.
Rabbit architecture
A prominent approach to building reactive systems is to use the subsumption architecture proposed by Brooks. 3 In accordance with the task-oriented philosophy, the subsumption architecture uses a set of layered control systems, each of which is competent in a specific task. The lowest layer system implements a simple control strategy based directly on sensor input; additional layers perform additional tasks. Each system may use information generated by the lower levels, as well as direct sensor input. System layers can also inject data into lower layer systems. The individual layers are implemented via a set of augmented finite state machines (AFSMs). Each AFSM consists of a set of input and output lines, some instance variables, and a set of states with rules for changing state based on the inputs and instance variables. States can also have the side-effects of changing an instance variable or generating an output. In this approach, a strictly horizontal architecture is maintained, organized along task oriented boundaries.
Kaelbling and Rosenschein 14 suggest an alternative vertical architecture, in which the division between perception and action is maintained. They argue that a vertical organization facilitates an architecture in which various elements of the system combine freely to produce complex behaviors, thereby more efficiently utilizing both hardware/software subsystems and programmer effort.
They go on to point out that this organization permits two development strategies: iterative refinement and strict divide-and-conquer. The divide-and-conquer strategy brings one back to the situation of developing perception and action components independently-a position argued against in the introduction to this proposal; I will use an iterative refinement approach to system development.
There are arguments for and against both horizontal and vertical organizations, but the two aren't necessarily mutually incompatible. I will adopt a strategy that draws on both approaches, in which an overall vertical organization is overlaid with horizontal structures corresponding to individual task-oriented behaviors. Moreover, the horizontal and vertical organizations are conceptual only; the individual components of the actual system will be made up of processes which implement functions that may transcend both organizations. The crux of the matter is that any sufficiently complex system can be analyzed along several more or less orthogonal dimensions. In the remainder of this section, I will attempt to clarify the details of the proposed organization via the example of the particular system I propose to build to solve the problems in the "rabbit world" elaborated in the previous section.
Horizontal organization
In their discussion of horizontal organization, Kaelbling and Rosenschein 14 distinguish a split between perception and action components of the system, with state (memory) a sub-module of perception. A primary focus of my research is on the role of spatial memory in the agent, and so I choose to elevate the memory to a major system. Naively, we can think of the three systems as operating as follows: the perceptual system extracts information from the environment, constructing representations which are delivered to the memory system. The memory system stores this information to the extent that it is necessary and capable, and makes it available to the circuitry in the action module that determines the action to take. The action module then sends the appropriate commands to operate the effectors which alter the environment. Perception re-evaluates the environment, thereby closing the control loop (see Figure 2 ). In the rabbit world agent, the control loop described above will have the following form. In the perceptual system, bottom-up processes will create early maps of various aspects, such as color, depth, motion, etc. Task-relevant aspects of the world will be extracted from these maps, and these will be sent to the memory system as markers which make up a deictic representation of the environment. The memory system, rather than being a passive storage device, will contain processes which maintain the information as necessary, for example, by updating the marker positions and the estimated accuracy of those positions as the agent moves through the environment. The action module will then perform some arbitration to mediate among goals and determine the action to perform.
The horizontal organization described above corresponds to the traditional approach to perception and action, but is naive in a number of ways. First of all, the imposition of the memory system between the action and perception components is unnecessary. For efficiency reasons, perceptual output may directly influence the action system, bypassing the memory system. Moreover, in extremely urgent situations, the arbitration system may be bypassed as well, giving perception direct access to the effectors (e.g., when someone accidentally puts their hand on a hot stove, the hand is removed before conscious consideration of whether this action is a good idea). Secondly, the information flow described above is strictly left-to-right, but one of the tenets of active vision is that the action component influences the perceptual component depending on task-dependent considerations, so there are top-down (or in the case of this figure, right-to-left) perceptual processes driven by the action system. The action system may also affect the memory system, for
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Environment example, to record a decision having been made by the arbitration module. These considerations give rise to the somewhat more complicated diagram below. 
Vertical organization
Superimposed over the horizontal structure in the proposed architecture is a task-oriented vertical organization. When viewed from this perspective, layers in the system correspond to sets of mechanisms necessary to accomplish given tasks. For the rabbit world agent, the layers may be those depicted in the figure below. Within each of these layers, sub-structures could be identified which correspond to perception, memory, and action. The vertical system organization diagram is also somewhat naive, in that it implies that the layers are completely distinct and that each builds entirely on the next. But in many cases, there will be commonality between layers; for example, some perceptual processes may be shared among sev- In fact, the layers shown here correspond mostly to the order in which I intend to tackle the problems (from bottom to top), rather than any underlying software architecture.
Underlying software architecture
The actual construction of the agent will be out of many small interacting components with specific simple functions and interfaces. This architecture, which has been used in other reactive agents (e.g., Connell's 8 "colony architecture"), is inspired by Minsky's 21 "society of mind" theory of artificial intelligence. Minsky refers to these individual components as agents, but to avoid confusion with the overall agent, I will call them actors. Individual actors may often be assigned to categories that respect both horizontal and vertical organizations (e.g., a "predator detector" actor might be part of the perception slice of the "evade predators" layers). Actors may be implemented as procedures, classes, or lightweight processes, depending on the need. It is at this level of organization that one can find actors which correspond to the specific visual processing techniques mentioned in the introduction, such as shape from shading or depth from motion or stereo. These techniques will be employed as necessary to implement functions of the agent. At this point we are ready to see in detail how this will be done. The next section will finally describe the construction of the agent and how the pieces fit together.
Rabbit construction
This section is written in the order in which I have said I intend to construct the rabbit: from bottom to top of the layers of the task-oriented vertical organization. Perceptual processes from the literature are introduced as necessary.
Stay away from objects
The immediate difficulty in solving this problem is to determine where the objects are, using only vision (rather than laser or sonar range data). A major simplification can be made by determining the visual properties (color, texture, etc.) of the ground, and segmenting the image into "ground"
and "not ground." These regions can define a potential field 15 in which "ground" regions are attractive, and the rest are repulsive. The resulting forces cause the agent to move to the centroid of the local "ground" region. This approach has been found to be successful in the visually guided physical robots. 12 The segmentation itself will be accomplished using modified versions of known region growing/merging techniques, e.g., Nazif and Levine 22 discuss an extensive list of segmentation heuristics.
This strategy will be implemented by a collection of actors with simple functions. The first of these is a perceptual actor, a ground-finder that simply performs the retinotopic segmentation in the currently visible scene. The next is a panner actor that "looks around" by panning the eyes/camera to find a direction in which there are a lot of ground pixels; this is necessary in case the agent is initially facing directly towards an obstacle. When panner is satisfied that there is sufficient navigable ground in the direction it is facing, it can enable a move-to-open-area actor, which sets the agent's velocity to move in the direction indicated by the potential field defined in the current retinotopic image.
Wander
This behavior will use a three-dimensional marker to track a destination point. In general, all such marker using behaviors will require three steps for their execution: generate markers, maintain markers, use markers. These steps roughly correspond to the perception, memory, and action modules of the horizontal organization.
We will begin the perception phase by visually locating a destination point in the distance, and placing a marker on it. Rather than pick an arbitrary point in space, the task can be simplified by attaching the marker to an identifiable object; in this domain, a tree-top is a good candidate, since it is visible from a distance. The tree will be found using a simple feature-based object recognition scheme. The choice of which particular tree to use as a reference point may involve arbitration among several actors, taking into consideration such things as where the agent has been so far, and how sparsely distributed food is. Once the destination point is chosen, we establish an approximation of its coordinates, using a stereo vergence algorithm to determine the distance to the object. In this situation, the coordinate system is spherical (azimuth, elevation, radius) and centered on the agent, so when the agent is looking at it, the destination object's coordinates are (0, 0, d), where d is the distance computed via the stereo algorithm. These coordinates are stored with the marker.
Once generated, the marker is assigned a track-position actor to maintain its position. The actor monitors the movements of the agent, periodically updating the position of the marker via a simple coordinate transformation. In the spherical coordinate system, as opposed to a cartesian coordinate system, the rotation transformation is more efficient in spherical coordinates, whereas the translation transformation is more efficient in cartesian coordinates. For a situated agent, rotation occurs faster and effects salient aspects of the coordinates of distant objects more strongly. Moreover, the spherical coordinate system is more suited for use by the agent for many tasks, including deciding which direction to go.
Still, this sort of dynamic, agent-centered (deictic) 3D tracking is an expensive operation, and is therefore not applicable to a large number of markers. It is therefore limited to maintaining the position of the agent relative to one or a very few high interest points in the world as necessary.
Additional local space information, such as the positions of most objects, would be stored relative to each other (possibly in a distributed map similar to the Mataric work), rather than the relative to the agent, so that it need not be updated as the agent moves. To find the position of the agent relative to an arbitrary object, the agent's position is mapped into the world using the deictic 3D markers (or better yet, by just looking at something), and then the distributed 3D map is traversed to find the desired arbitrary object.
Since the initial position determined by the stereo algorithm is approximate, and errors in the update procedure may cause the position to drift, the marker position may deteriorate over time.
The track-position actor may also maintain an estimate of the current error in the position, and when it gets high enough, direct the agent to look at the destination object to re-establish its position. "High enough" is task dependent; e.g., moving to a distant object may not require much accuracy, but going down the stairs with an overhang may require more accuracy.
Finally, the marker position must be used. This is done by introducing a go-to-marker actor that modifies the behavior of the "stay away from objects" agents. Firstly, it restricts panner to looking in the general direction of the target. If necessary, go-to-marker will also modify the potential field used by move-to-open-area, increasing the attraction towards the target destination.
The strategy described above will work for simple situations, but when maneuvering around obstacles, the agent still has no sense of the existence of an "obstacle" that needs to be circumvented; so the method may be inefficient in some cases. An alternate strategy is that discussed previously, in which an obstacle is identified and the agent is directed around it. The approach is similar to that used by Chapman's Sonja, and involves identifying the obstacle's extent. Chapman used a simple flood fill to accomplish this, but color based flood fill will fail in realistic visual environments. We need to determine the occlusion boundary of the object, which may require more sophisticated visual processing to detect depth discontinuities. Techniques we can bring to bear on this problem are color, stereo disparity, 23 focus, 24 texture, 18 occlusion, 10 and motion parallax. 28 Some of these techniques have been successfully employed in combination to segment images. Poggio 25 used a Markov Random Field technique, but purely deterministic regularizations are possible within this framework. Discontinuities detected using one or more of these techniques can be used to assert potential occlusion boundaries in the image, then a flood fill starting from a known obstacle point can be initiated, bounded by the regions of discontinuity.
These techniques will work well only if the environment is textured, so textures must be included in the simulation. Moreover, the virtual reality system does not provide focus information (everything is in focus), so the focus techniques would involve modifying the simulation significantly. I will avoid this unless absolutely necessary, confining the techniques to discontinuities in stereo disparity, texture, in motion parallax caused by ego motion. An actor will be associated with each of these visual aspects which constructs an early map on these dimensions. Another actor will use these maps, in combination with the current goals of the agent, to achieve the desired segmentation.
Find food
Certainly, if the agent happens to encounter food in its wanderings (and it's hungry), then it will eat it. In order to accomplish this, the agent needs a food-detector actor, which in this case will simply be looking for small bright red objects in the scene. Optionally, in more a complex environment, it would be useful for food-detector to remember where it sees food by entering the information in a distributed map. Then, if for some reason it doesn't eat the food immediately (it may not be hungry, or be busy running from a predator) the agent can come back for the food sometime later.
Another actor will be assigned to keep track of the current degree of hunger. The strength of hunger will be inversely proportional to the agent's current energy level. As it becomes stronger, hunger will be able to motivate the agent to move over to any currently visible food and eat it. When yet more strong, hunger can direct panner to search for food in the immediate vicinity. Finally, when it is most strong, hunger can direct the agent to perform the active search described previously, using a collection of markers to direct the agent to look behind objects. Also, if food-detector has remembered the location of some uneaten food, hunger can direct the agent to move towards it.
Evade predators
The first thing needed to accomplish this task is a predator-detector actor. This actor will have several sub-actors which each search for different types of evidence of the presence of the predator.
One of these will be used to simply look for the predominant color of the predator. Another will be looking for objects of the general shape of the predator, possibly by looking for collections of edges that could be part of a projection of a parallelepiped for a model-based recognition technique.
Another will be looking for motion of a predator. This motion detection agent is different from that used to facilitate segmentation. The segmentation agent is looking for motion discontinuities in the visual field caused by ego motion, whereas this agent will be looking for visual motion when the agent is not moving. A simple solution is to only engage the agents depending on whether the agent is moving; a more rigorous approach to computing optic flow 11 may be necessary.
The predator-detector actor will accumulate the evidence provided by the sub-actors to provide an estimate of the position of any predators in the area. Before any detection has been made, predator-detector may also direct panner to look in various directions to scout out the general vicinity.
Once a predator has been detected, a rough estimate of the distance to the predator can be made from the size of its projection in the image. "Close" predators will immediately cause the agent to begin the escape behavior previously described, placing a marker on the predator's position and running away from it. This "panic-mode" behavior requires use of the dynamically tracked marker, so any current use of a dynamically tracked marker as a wander destination will be lost. Predators deemed far enough away that they are not immediately threatening can be dealt with using less drastic strategies.
Project Evaluation
In the task-oriented approach I have outlined, the objective performance measure is the degree of success in achieving the task. In the specific case of this project, the task is to prolong the survival of the autonomous agent in a hostile environment. The content of this dissertation is to investigate the extent to which a model of spatial reasoning facilitates accomplishing this goal in particular, with implications for three-dimensional perception and action in general. I intend to show that the agent performs "better" with a model of spatial reasoning than without it, (where better needs to be quantified). I will therefore build a purely reactive agent, (with no spatial reasoning capability or memory for the location of objects), and compare its performance with that of the same agent augmented with the spatial reasoning mechanisms described above. In the following paragraphs, I
will first define the criteria for evaluating an agent, then describe the specific methodology for comparing three agents: a trivial random-walk agent, a reactive agent, and the eventual spatially-aware agent. Finally, I will then defend the general approach against some potential criticisms.
I have said that the environment will be parameterized along several dimensions, such as energy consumption rate, density of food, obstacles, and predators, the speed of predators, etc. These parameters define a high-dimensional space; an agent can be evaluated in any point in that space.
If we have some criteria for success, then for a given agent, the parameter space is divided into a volume in which the agent is successful, and its complement. One agent is better than another if its success volume is significantly larger than that of the other agent. To the extent that we are comparing apples to apples, we might further require that the inferior agent's success volume be a proper subset of the success volume of the superior agent. I now have only to define a measure of success and also how to say how much larger is "significantly larger." Since I have no experience with the model at this point, the definitions I put forward here are arbitrary and subject to change.
One might say that the criteria for success is whether the agent survives for some arbitrary amount of real-world time. But this is dependent on the simulation hardware and its environment, so I will define success in terms of "simulation time" instead. The amount of time should be long enough to require that the agent exhibit some survival behaviors; I will therefore define the time interval in terms of some of the parameters themselves, namely the resting energy-consumption rate (R) and the maximum total energy (E max ). An agent will be said to be successful for a given parameter setting if T avg ≥ k t E max / R, where T avg is the average survival time, and k t is a constant greater than one. I will arbitrarily take k t to be two, meaning that the agent must survive twice as long as it would take for its energy to deplete if it were to just sit in one place. This will require the agent to successfully find and consume food to be considered successful. Given the above definition of success, we can now define what it means for one agent to be "better than" another. Agent A will be considered better than agent B if V A > k v V B , and V B ⊂ V A , where V x is the success volume of agent x, and k v is an arbitrary constant greater than or equal to one. I will arbitrarily choose k v to be two also. In the following paragraphs, the phrase "better than" is taken to be defined in this way.
Given the definitions above, procedure is simple. The first step is to build a baseline random-walk agent. This agent will simply pick a random heading and move in that direction until an object is encountered. If the object is food, the agent eats it, and if it is an obstacle, the agent picks a new heading. There is no predator avoidance strategy at this level. The next step is to build a reactive agent that is better than the random walk agent, and the final step is to build a spatially-aware agent that is better than the reactive agent.
One might question whether this evaluation method measures the interesting aspects of the agents.
But this question is not meant to be addressed at this level of the analysis. The relevance of the performance measure was addressed when choosing the task in the first place. In our case, we are interested in the spatial reasoning of the agent, so I chose a task with a high spatial content. If a different aspect of the agent is of interest, then one needs to choose a different task. Another criticism may be that since the goal of this dissertation is to demonstrate the utility of a particular spatial model, then comparing the spatially-aware agent with a reactive agent of my own construction is somewhat dubious. I may build a reactive agent that is so crippled that any strategy will perform better. The first response to this criticism is that the establishment of the random-walk baseline prohibits the reactive agent from being trivial. Also, since the spatially-aware agent will be constructed by augmenting the reactive agent, any fatal flaws in the reactive agent will carry over to the spatial agent. The contention is that given any reactive agent, I can add the spatial reasoning machinery to it, and thereby improve its performance. The particular starting point used here is therefore not important.
Perception and intelligence
To date, reactive planning research can be said to be an attempt to model an insect level intelligence. With the incorporation of a limited world model, one might think of this step as elevating the intelligence of the agent from the level of an insect to the level of a rodent. Laboratory rats have been shown to have neurons which respond to positions in three-dimensional space. 9 This would indicate that these animals maintain some sort of spatial representation. The biological data may serve as a source of inspiration for the spatial modelling research in artificial agents.
At the foundation of the proposed research program lies the contention that perception and action cannot be studied independently. The decoupling of the two was a simplifying assumption that allowed the problem to be decomposed into more manageable pieces, so in that sense it is unfortunate that the assumption turned out to be false. Be we should not despair that the problem is so complex that we cannot analyze its parts independently. The new approach to artificial intelligence advocated by the reactive planners merely requires us to re-examine the dimensions along which the divisions are made. The divisions are now task-oriented, rather than function-oriented. As the tasks become increasingly complex, additional representations (such as world models) may need to be developed within the task-oriented framework. Representations have long been held to be important to intelligent processes. The central importance of representation has been challenged by the reactive planning community, 4 but as argued above and elsewhere, 16 representations are required for many tasks. The contribution of the reactive planners is to assert the centrality of tasks, rather than that of representations. Representation is not banished altogether, but remains to the extent that it facilitates some task.
It has been said that the main task of perception is to create useful representations from the input stimuli, thereby making explicit the important relationships in the environment. 19 But once these representations have been created, they serve as input to additional perceptual processes, allowing the creation of additional representations, etc. Given the relationship of representation to perception and intelligence, one might view intelligence as an extension to perception, and intelligence as an emergent property of a collection of perceptual processes. If we accept this premise, and further accept task-orientedness as the main organizing principle, the path to the development of a general artificial intelligence is clear. Increasingly complex tasks require layers of representation which are created by perceptual processes. By beginning with a small task domain in which perception plays a central role, intelligence is built by requiring an agent to perform increasingly complex tasks. We often describe an intelligent person as being "perceptive." While this is meant metaphorically, there may be more truth in the comparison of perception to intelligence than originally supposed.
