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A new algorithm for function minimization is presented. The new algorithm 
is based upon homogeneous functions rather than quadratic models. A con- 
sequence of this is that (n + 2) step convergence is obtained for homogeneous 
functions and that no one-dimensional search is required. Preliminary numerical 
tests indicate that on general functions the algorithm is superior to the well- 
known Fletcher and Powell method. 
1. INTRODUCTION 
Quasi-Newton methods for finding the unconstrained minimum of a 
scalar function F(x), where x is an n vector, are based on a quadratic model of 
the form 
F(x) = 4 (x - j?)‘Q(x - /3) + w. (1) 
Here Q is an n x n, constant, positive definite matrix, /I the location of the 
minimum of F(x), and c;, the minimum value. Numerous quasi-Newton 
methods are extant in the literature (e.g., Davidon (1959), Fletcher and 
Powell (1963), Broyden (1967), Davidon (1968), Murtagh and Sargent (1970)), 
of which Fletcher and Powell’s method is probably the most widely used. 
In this paper we develop a new algorithm which is based on the homoge- 
neous model 
F(x) = $ (x - P)‘g(x) + w, (2) 
where y is the degree of homogeneity, p the location of the minimum, w 
the minimum value and 
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Clearly, the quadratic gi\-en by Eq. (I) : i, a s xxial .l case of the homogeneous 
function (2) with y :~ 2. 
Note that in Eq. (I ) the second derivative matrix OFF/&? : : 0 is constant 
while no such assumption is made in (2). Consequently, the algorithm 
presented here converges to the minimum of a homogeneous function in 
(n + 2) steps, while quasi-Newton methods do not have finite step conver- 
gence except for the special case of quadratic functions. The class of functions 
defined by (2) is quite large and includes, for exzample, 
F(x) = [3 (.v - /I)7 Q(s - p-)1” (4) 
where p 13 1. For p > 1, F(x) has a singular second derivative matrix at its 
minimum causing quasi-Newton methods to behave particularly poorly. 
2. PROPERTIES OF HOMOGENEOUS FUNCTIONS 
It is instructive to explore the relationship of Newton’s method to homo- 
geneous functions. To this end, differentiate (2) assuming that the second 
derivative of F(x) exists: 
g(x) =$ G(x) (x - ,8) + $g(r), 
where 
G@) 2 %$ . 
(5) 
(6) 
Assume that G(x) is invertible. Then Eq. (5) yields 
fi = .x - G(x)-lg(x) (y - 1). (7) 
Thus the minimum can be reached with a single Newton step scaled by a 
factor of (y - I).1 In the quadratic case, y = 2, and the standard Newton 
method therefore converges in one step. Quasi-Newton methods which 
recursively estimate G(x) or G(x)-‘, and which necessarily assume G(x) 
constant, do not converge in a finite number of steps for homogeneous func- 
tions, even if scaled by (y - 1). This scaling factor could easily account for 
the observed superiority of modified Newton methods over the conventional 
Newton method. 
1 This appears to be unknown in the function minimization literature. However 
in 1870, SchrGder obtained a similar scalar result for the closely related problem of 
finding multiple roots of a polynomial; see Ostrowski (1966). 
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The algorithm presented here is based directly on Eq. (2) and is not 
concerned with estimating G(X). Th e method converges in (n + 2) steps for 
homogeneous functions regardless of the behavior of G(x), provided certain 
vectors are linearly independent. 
The algorithm is just one example of the use of the homogeneous model 
and other, possibly more attractive, methods might be proposed. In addition, 
we have not proved convergence of the algorithm for general functions but 
only descent. Nevertheless, we feel that the new approach to function 
minimization based on homogeneous functions is sufficiently important to 
warrant presentation of the algorithm in its current form. 
3. BASIS FOR NEW ALGORITHM 
From Eq. (2), 
yF(s) = (x - /?)‘g(x) + yw. 
If we define w = ye and rearrange terms in (8) we have 
Define 
(9) F&J + YQ4 - cJJ = XT&) 
v a x’g(x) 
YT ii [f&(x), - II, (10) 
cyT 2 [BT, y, WI, 
(8) 
then (9), evaluated at some point xi+r , can be written in vector form as 
z’i+l 
T T 
= O1 Yi+1 = Yi+la (11) 
where cu and yi+r are (n + 2) vectors. The vector OL, which consists of the 
location of the minimum 8, the degree of homogeneity y, and the scaled value 
of the minimum W, is unknown and must be determined. To this end we will 
propose a new algorithm which is based on Householder’s formula for 
inverting a matrix. 
If we evaluate v and y at (n + 2) distinct points x1 ,..., x,,+~ so that the 
resultant yi’s are linearly independent, we can write 
Yl' i 1 ; bl = Yn+2 Vl I:1 . 9 %+2 (12) 
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or in matrix form 
where 
(13) YIT y 2 i [ 1 and p-2 y’ . T Yn+2 [ 1 %2 
Since the yi’s are linearly independent, Y is invertible and we can solve for 
the unknown vector cy: 
o1 = I'-lb' (14) 
It is desirable to carry out the inversion recursively as new yi and vi are 
evaluated. We do this by defining Pi’ = I, an (n + 2) x (n + 2) matrix, 
and V, = 01~) an (n + 2) vector, where cya is given. At each iteration of the 
algorithm we successively replace corresponding rows and elements of P;’ 
and I’,, with calculated values of yi and vi; i.e., 
Ptyl = Pi1 + e,(y,‘,l - ejTPP;‘), (15) 
Vjtl = r’j + ej(vj+, - ejTVi), (16) 
where ej is a unit vector having unity as thej-th element, zeros elsewhere, and 
j = i + 1. Using Householder’s formula, 
p, = p- _ Piej(YT+;,Pi - ejT) 
z+1 1 
YT+lPiej ’ 
Successive estimates of the vector (Y are given by 
(17) 
(18) 
It is shown in Section 5 that, under certain assumptions, for a homogeneous 
function, Pn,2 = Y-l and 01,~~ = LY. Thus the algorithm finds the minimum, 
the degree of homogeneity, and the value of the minimum after (n + 2) 
iterations. 
4. NEW ALGORITHM FOR GENERAL FUNCTIONS 
From Eq. (14) it is clear that a set of (n + 2) linearly independent yi’s 
is sufficient to find the exact location of the minimum of homogeneous 
functions. In the case of more general functions, this is not true. Before 
stating the algorithm for general functions we require some introductory 
remarks. 
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A desirable property of a minimization procedure is that it reduce the 
function at each step (sometimes called stability), 
F(ri+,) <%), if II &i)l/ > 0. (19) 
To this end, consider the step 
Xi+l = xj + piaj(xi - pi). (20) 
If I (TV I = 1 and the sign of oi is chosen so that ui(xi - /3i)Tg(xJ < 0, then 
by Taylor’s theorem the direction ui(xi - /$) is a descent direction and there 
exists a pi > 0, and sufficiently small, such that (19) is satisfied. One could 
determine pi by finding the minimum value of F(x) along the direction 
ai(xi - pi) as is done in the Fletcher-Powell algorithm. However, one advan- 
tage of the method proposed here is that a minimum is not required. The 
following procedure for obtaining a suitable pi is used. Initially, set 
Pi = min[l, YiCFLB - F(xi))lu4xi - AIT &!(%)I, (21) 
where FLB is a lower bound for F(x) and where it is assumed that yi > 0. (If 
yi < 0, set yi = 2 in (21)). IfF,, were the minimum of F(x) along ui(zci - pi) 
and F(x) were homogeneous in pi of degree yi along this direction, then (21) 
would yield the exact minimizing pi . Equation (21) is simply a generalization 
of the first step used by Fletcher and Powell (1963) in finding the minimum 
along a line. In the Fletcher and Powell paper, yi is replaced by 2, indicating 
that a quadratic model is used. If pi given by (21) causes (19) to be satisfied, 
the next iteration of the algorithm is begun; if not, then cubic interpolation 
is used repeatedly until a function decrease (i.e., satisfaction of (19)) is ob- 
tained. It is interesting to note that if one uses FLB = c;ii and ui = - 1, 
or even FLB = - co, i.e., complete ignorance about the function, Eq. (21) 
will generate pi = 1. 
Note that on general functions one cannot expect convergence in (n + 2) 
steps, but that at the (n + 2)nd step the last row of PO’ has been replaced 
with yz+*. Thus, the index j must be reset to unity so that replacement of 
rows starts over again. In fact, it is convenient in what follows to adopt the 
convention that at any iteration we have (n + 2) y’s and that these y’s cor- 
respond to the rows of Pi’. Thus initializing Pi’ to the unit matrix corres- 
ponds to assuming that our initial (n + 2) y’s are the e’s. Using this con- 
vention, it is necessary that the (n + 2) most current y’s be linearly inde- 
pendent. Otherwise, P;’ will be singular and yT+,Piej = 0 causing the failure 
of Eqs. (17) and (18). To guard agains this possibility, j yiT,lP,ej 1 is checked 
at each iteration and if I yr+T+,Piej I < r/S , where ~a > 0 and small, the algo- 
rithm is restarted with a conventional steepest descent step. Also, if 
I(% - Bi)Tg(.%)l < 74 > where r/4 is a small positive number, the direction 
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ui(xi - pi) will most likely not yield a respectable reduction in F(x) and the 
algorithm is restarted. 
With these comments in mind we now state the complete algorithm: 
1. Assume x,, given; set y0 = 2; ~a = 0; i = 0. 
2. Set xl = s,, - psg(x,) where pa is predicted by Eq. (21) with uO(xu - &,) 
set equal to -g(xa). If F(xr) < F(x,), go to 3; else use cubic interpolation 
repeatedly until F(x,) < F(x,) and go to 3. 
3. Setor,T=[xlT,Yo,Wo];Po”~;j”l. 
4. If Ilg(xitl)ll << vr or j F(x,+J - F(xj)l < 77s , stop; else go to 5. 
5. Calculate yi+r and vui+r . If / yT+rPiej I < 1s , set x,, = xi+r and go to 1; 
else use (17) and (18) to calculate Pi+l and aifl , and go to 6. 
6. Seti=i+l.Ifj=n+2,resetj=l;elsesetj=j+l. 
7. If 16% - PiY&i)l < 774 9 set x0 = xi and go to 1; else go to 8. 
8. Set xi+1 = xi + ppi(xi - pi), w h ere oi = - sign(x, - fli)rg(xi) and 
pi is determined as follows: Use (21) to predict pi; if yi < 0, use yi = 2 in 
(21). If F(x,+r) < F(xi), go to 4; else use cubic interpolation repeatedly until 
F(x,+r) <F(xi), and go to 4. 
The cubic interpolation formula which is used here is found in Fletcher 
and Powell’s paper (1963). Note that we take a gradient step prior to updating 
the ai’s recursively; i.e., we set LY,, = x1 . One could actually set 0~~ = x0 and 
commence the algorithm immediately. In other words, we could use yO, which 
is evaluated at x,, , to calculate 01~ . This procedure would result in (n + I) 
step convergence on homogeneous function. However, on most functions, 
the initial gradient step causes Ij x1 - x,, [/ to be quite large, and it is doubtful 
that 0~~ based on y0 would be a meaningful estimate of 01. Therefore, we prefer 
simply to initialize 01~ to x1 . 
5. SOME PROPERTIES OF THE ALGORITHM 
In this section we will prove several properties of the algorithm and discuss 
their significance. 
LEMMA 1. If the (n + 2) most current y’s are linearly independent, then 
there exists a j, 1 <j < n + 2, such that yF+lPiej # 0. 
Proof. Since the y’s are linearly independent, Pi is nonsingular and 
hence YT+~P~ will have at least one nonzero element (for nonzero yi+r). By 
choosing j to correspond to a nonzero element of y&Pi, the product 
yfV+lPiej # 0. Q.E.D. 
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The lemma ensures that (17) and (18) can in fact be calculated. Of course, 
one may have to use the samej (i.e., replace the same row of P;l) repeatedly. 
In order to avoid this we simply increment j by one on successive iterations 
and reset j = 1 every (n + 2) iterations. If 1 y,T+rZ’iej 1 falls below a prescribed 
tolerance at any iteration, the algorithm is restarted with a steepest descent 
step. 
THEOREM 1. If F(x) is a homogeneous function as dejined by Eq. (2) and 
1) y1 ,..., yi , eifl ,..., enf2 are linearly independent, i < n + 2, then 
4+1Yk = v, , Vk<i+l, 
and consequently CL,,+~ = 01 and P,,+-:! = Y-l. 
Proof. 
dtlYi+l = YLl%+l = YiT+l% + gg (T&l - yyiT+pJ; j = i + 1. 
Since, by l), yi+lPiei+l f 0, it follows that 
T 
%+1Yi+1 = vi+1 * 
Also, 
LY;+lyi = yiTcxi+l = YiTcxi + yjTP,4vj+l - d&J 
YT+lpiej 
; j=i+l. 
Now 
eiTptT1 = yiT - yiTPi z eiT, 
andj = i+ 1, so that 
yiTPiej = eiTei+, = 0. 
. T . . clj+lyi = cq'y, = Zli . 
Proceeding in a similar manner, 
Since 
a;+lyr = aiTy, = *.* = Q’y, =.zlk. 
T k = l,..., n + 2, 
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it follows that ay,+a = (Y. Also, since 
and P&x = V,,,, , it follows that P,l+z = I’-‘. Q.E.D. 
LEMMA 2. Let F(x) be continuously differentiable in En and F(x) -+ CO as 
11 N 11 -+ co. Assume that the sequence {F(xJ} is monotone decreasing. Then, each 
cii is jinite. 
Proof. At any stage of the computation, ai satisfies (n + 2) simultaneous 
equations; i.e., Pi& = Vi . Consequently, if the elements of Vi are bounded 
and det(P;l) # 0, there exists a finite solution for 0~~ . But the elements of 
Vi are bounded since F(x) is differentiable and F(x) + CO only as Ii .2: I/ + 03. 
Also 
det(Pri) = yirP,-lej-l * det(Pzi). 
Since, I yiTPi-lej-, I > r/a > 0, and det(P;l) = 1, it follows that I det(P;l)I > 0. 
Therefore, a finite solution for ai exists. 
THEOREM 2. Let F(x) be a twice continuously d#erentiable function defined 
on En and let F(x) + co as II x /I ---f CO. Furthermore, let F(x) have a unique 
stationary point x* which is also its unique minimum. Then the algorithm 
generates a monotone decreasing sequence {F(xJ} and {xi> is bounded. 
Proof. Assume that F(x,,), F(x,),..., F( x are monotone decreasing. Then i) 
by our assumptions on F(x), x0, xi ,..., xi are bounded. Set .G = xi and 
E = F(i). Then either E = F(x*) 2 F*, in which case the minimum has 
been found or E > F*. Assume that the latter is true. Then by Taylor’s 
theorem, 
F(x) - F(T) = gT(f) (x - a) + 4 (x - a)T G(& + (1 - 0)~) (x - a), 
o<e<1. 
If f is not the minimum, g(s) + 0. Then, there exists an x in a neighborhood 
of P such that g(R)T (x - 9) # 0 an d such that (x - 2) is sufficiently small to 
make the first order term in the Taylor expansion dominate. A step of the 
form a(x - a), where 1 o 1 = 1 and o has appropriate sign will therefore 
cause F(x) <F(P). The algorithm generates the direction (2 - &), or if 
1 gr(4) (a - ;)I < r/4) the direction - g(g). Since B is finite (Lemma 2), the 
step u(x - 2) = pu@ - 6) or - pg(k) will cause F(r) < F(F) for u of appro- 
priate sign and p sufficiently small. Hence the sequence F(xO), F(x,),..., F(x~+~) 
is monotone decreasing. The theorem follows by induction. Q.E.D. 
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One of the central assumptions of the algorithm is that the yi’s which are 
generated will be linearly independent. In actual usage of the algorithm, this 
assumption is not critical, since the method will simply restart with a gradient 
step if a pair of linearly dependent yi’s is generated. Nevertheless, one would 
like to feel that such restarts will not occur frequently and if they should 
occur one would like to know the cause. To this end we will present a plausi- 
bility argument to show that one might reasonably expect independent yi’s 
on a general function. Define L&+~ 2 aif - 01~ and assume that yi ,..., y1 
are linearly independent. For the moment, let i < II + 2. Then we can show 
that dor,+r will be linearly independent of dori ,..., da, as follows: 
Au~+~ = kPiei+l , 
where K is a constant different from zero, 
P~lAiu~+~ = kei+l , 
e.Tp:lAa. 3 2 - 0 E-Cl - t Vj<iSl, 
which implies that 
yiTAai+l = 0, Vj<i+ 1. 
Therefore AU~+~ is orthogonal to yi ,..., yr and not orthogonal to ya+i . 
Similarly, da,,, is orthogonal to yk ,..., y1 for all k < i and not orthogonal to 
yp+r . Since the y’s are linearly independent, this implies that Ao~,+~ is linearly 
independent of Ac++~ , Vk < i, and, in fact, all the da’s are linearly independ- 
ent. It is easy to extend the argument to the case i > 71 + 2 by simply assum- 
ing the (n + 2) most current y’s to be linearly independent and showing that 
AO~~+~ ,..., AoL~+~-(~+~) will be independent. 
Recall that A&, = [A/3,T,, , Ayi , Au,], and thus if we have (i + 1) 
linearly independent da’s we have at least (i + 1) - 2 linearly independent 
A/3’s. (After the first (n + 2) steps we always have (n + 2) independent da’s 
and n linearly independent A,B’s.) We would next like to argue that if 
ABi ,**-y Aa, (i < II + 1) as well as the sequence of points xi ,..., xl are 
linearly independent, then xi+r will be independent of the previous x’s and 
thus yi+i (which depends largely on the gradient at xi) will be linearly inde- 
pendent of the previous y’s. To this end, recall that /3,, = x1 and that 
Ax, = x1 - x0 = & - x0 , 
Ax, = x2 - x1 
= Xl - El@1 - a> - Xl, 9 A - PlUl 
= - +i - 6% - PCJ - A) 
= 44 - &Is,) - 4% - l%o) 
= 4% - PO). 
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Similarly, 
= x2 - E&V2 - p2) - x2 
= GQ2 -- pl) - E&Q - &) 
= Qop, - E*[(.‘Cp - aj) + (.q - /31)] 
= E~A/~, - E~Ax~ - 62~~1 - (A - PO) - PO1 
And in general, 
As, = ,B, - x,, , 
AX~+~ = C ,ijA/3j , i 
j=l 
We can write 
Then 
if1 
xi+1 = c Ax, + Ax, + x,, , 
k-=2 
x'l = &l 9 
which can be written as 
I 
B 0% 
Xjfl = 
i Aj’APj + & 7 
j=l 
= l,... . 
i = l,... . 
i = l,..., 
i = I,... . 
If we now assume that /Jo is linearly independent of A/3, ,..., A/$ it follows that 
zci+i will be linearly independent of xi , Vj < i, where i < n - 1. 
Since YF+l = [gr(%+l),F(xi+l), - 11, one might reasonably expect yitl 
to be linearly independent of the previous y’s, if the x’s are linearly inde- 
pendent. (One might certainly expect this to be true on a quadratic function, 
for example.) 
Obviously, the preceding argument depends on a number of assumptions. 
However, we simply wish to point out that one should not expect to encounter 
linearly dependent y’s frequently. In any case, the independence is not critical 
in actual use of the algorithm, and we might mention that we have newer 
had to restart any of our numerical examples due to dependent y’s. 
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6. COhlPUTATIONAL RESULTS 
The algorithm has been tested on an homogeneous function of four 
variables and on several well-known test functions found in the literature. 
For purposes of comparison, all the test problems were also run using the 
IBM System/360 Scientific Subroutine Package version of Fletcher and 
Powell’s algorithm. This program is readily available and provides a standard 
against which other algorithms can be tested. We feel that this is a very 
important point as the performance of algorithms programmed by different 
persons is nonuniform; for example, compare certain of our results using the 
IBM versions of Fletcher and Powell with those quoted by Murtagh and 
Sargent (1970). 
All of our computations were performed in double precision, in FORTRAN 
IV, on an IBM 360/65 computer. The tolerances which were referred to in 
Section 4 were set as follows: vi = 10m4, r/* = 1O-8, r/a = 10-z4, r/4 = 10-16. 
Since for general functions, the stop criterion is usually arbitrary, we used 
two alternate stop criteria, namely, jj g(xi+l)lI < ql , or 1 F(xi+l) - F(xi)l < 7je .
The results for both criteria are tabulated. Since all the test functions had a 
minimum value of zero, FLB = 0 was used for predicting the step size along 
the search direction. In order to reduce the effects of round-off error, the 
last element of the y vector was scaled from - 1 to - Q so as to make it 
comparable in magnitude to the other elements of y near convergence. Con- 
sequently, the estimates of the last element of 01 were scaled by I/Q . In the 
results listed below, one “evaluation” refers to an evaluation of the pair 
(F(x), dx)). 
The following seven test functions were run: 
EXAMPLE 1 (homogeneous quartic). 
F(x) = [Q x=Qx + b=x + 0.2512 
The quadratic form which is squared comes from Huang and Levy (1969). 
The starting point was (4,4,4,4) and the function has a minimum of zero at 
(.5, -.5, .5, 0). 
RxAnWr.E 2 (Rosenbrock’s function; Fletcher and Powell, 1963). 
F(x) = 100(x,* - x2)* + (1 - x1)*. 
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The starting point was (- 1.2, 1) and the function has a minimum of zero at 
(1, 1). 
EXAMPLE 3 (helical valley; Fletcher and Powell, 1963) 
F(x) = loo[(x, - 108)s + (r - l)“] + X32, 
where 
2nB = W-Yx214 x1 > 0 
177 + tan-l(x,/x,), Xl <o, 
r = (x12 + x22)l’2. 
The starting point was (- 1, 0, 0) and the function has a minimum of zero 
at (1, 0, 0). 
EXAMPLE 4 (quartic with singular hessian; Fletcher and Powell, 1963). 
F(x) = (x1 + 10X,)2 + 5(X, - x4)2 + (X2 - 2X,)4 + 10(x, - X4)4. 
The starting point was (3, -1, 0, 1) and the function has a minimum value 
of zero at (0, 0, 0, 0). 
EXAMPLE 5 (four-dimensional banana; Coleville, 1968). 
F(x) = lOO(X,a - x2)2 + (1 - Xl)” + 90(X,2 - X4)2 + (1 - X3)2 
+ lO.l[(x, - 1)2 + (x4 - 1)2] + 19.8(x, - 1) (x4 - 1). 
This function is a four-dimensional version of Rosenbrock’s function. The 
classical starting point is (-3, - 1, - 3, - 1) and the function has a minimum 
of zero at (1, 1, 1, 1). In addition to the classical starting points, five other 
starting points which are listed in Table II were also used. 
EXAMPLE 6 (Fletcher and Powell’s function of many variables; Fletcher 
and Powell, 1963). 
F(X) = zl [Ei - gl (Aij sin Xj + Bij COs Xj)] : 
The matrix elements of A and B were generated as random integers between 
- 100 and + 100 and the values of the variables xi , i = l,..., 71 were generated 
randomly between --n and W. For these values, Ei was computed to satisfy 
the equation 
n 
Ei = 1 L4,j sinxj + Bij cosxj, i = l,..., 71. 
j=l 
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The method was started from a perturbed point (xi + .l&) where the &‘s 
were randomly generated between --?T and 7r. The criterion for convergence 
was that every xi should be found to accuracy .OOOl. The problem was run 
for n = 5, 10, and 20. 
EXAMPLE 7 (A 4th-order function of many variables). 
F(x) = i Ei - f (Aij sin xj f Bij COS $) 4. 
i=l j=l I 
This function is identical to Example 6 with the terms raised to the fourth 
power, rather than squared. 
A comparison of the new algorithm with Fletcher and Powell’s method on 
the first four test problems is given in Table I. The comparison is based 
on the number of evaluations of (F(x),g(x)). 
TABLE I 
(Stop criteria) 
New algorithm Fletcher and Powell 
I AF / < 1O-8 jig II < lo-’ ( AF 1 < 1O-8 /Ig II < lo-* 
1. Homogeneous 14 14 65 46 
quartic 
2. Rosenbrock’s 69 69 167 167 
function 
3. Helical 34 36 76 76 
valley 
4. Qua&c with 46 64 80 80 
singular hessian 
A few comments about the results in Table I are appropriate. On the homo- 
geneous qua&c, the new algorithm had satisfied the usual stop criteria after 
only (n + 1) steps, and on the (n + 2)nd step (15 evaluations) reduced 
11 g(xi)lj to zero. In contrast, Fletcher and Powell required 222 evaluations to 
reduce llg(~J]l to .2 x IO-la. This slow convergence of the Fletcher-Powell 
method is not surprising since the second derivative matrix of this function 
vanishes at the minimum. 
On Rosenbrock’s function, the IBM Fletcher-Powell routine performed 
poorly compared to some results for this function which are found in the 
literature. The large number of evaluations resulted from the fact that the 
IBM routine uses a linear search which brackets the minimum before using 
cubic interpolation. Even if we use the Fletcher and Powell figure quoted in 
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the literature, e.g., RIurtagh and Sargent’s 80 evaluations, the new algorithm 
performs well. 
Test problem 4 (quartic with singular hessian) indicates the importance of 
the type of stop criterion used. Even though the function values changed by 
less than 1O-8 after 46 evaluations, an additional 18 evaluations were required 
to reduce 11 g /I to lo-“. This is a result of the fact that the function has a 
flat minimum. 
It might also be pointed out that yi , the estimates of the degree of homo- 
geneity, converged to approximately 2 for problems 2 and 3, and to 4 for 
problems 1 and 4. 
We feel that numerical comparisons of algorithms are only of limited value, 
particularly when applied to test problems using a single starting point. 
Consequently, Example 5 was tested using the classical starting point as well 
as five other points. The results are tabulated in Table II. The stop criterion 
used for problem 5 was 
Ilg(xi)l/ < 10-a. 
TABLE II 
Example 5 (Four Dimensional Banana) 
Starting point 
__- 
-3, -1, -3, -II” 
-3, 1, -3, 1 
3, 1, 3, 1 
1, -l,l, -1 
-1.2, 1, 1.2, 1 
-1.2, 1, -1.2, 1 
Total 
New algorithm Fletcher and Powell 
135 161 
154 595 
37 37 
51 174 
103 138 
192 648 
612 1753 
a Classical starting point. 
As is evident from Table II the choice of starting point is quite important. 
However, the new algorithm is always competitive with Fletcher and Powell’s 
method and does almost three times as well over all. Note that the last starting 
point corresponds to the classical starting point for Rosenbrock’s function 
in four dimensions. This means that the algorithm must actually follow the 
banana-shaped ridge to the minimum; hence, the poor performance of 
Fletcher and Powell’s method. In contrast, the third starting point is in the 
same orthant as the minimum and quite near it; hence the excellent perform- 
ance of both methods. 
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Table III shows a comparison of the new algorithm and Fletcher and 
Powell’s method for Example 6. At first glance, these results are discouraging. 
However, as Fletcher and Powell point out in their paper, their method 
obtains an excellent approximation to the second derivative matrix after II 
iterations, and then only requires about .5n additional iterations to find the 
minimum of this function. Since their method requires n iterations for the case 
of an exact quadratic, it is clear that Example 6 fits their quadratic assump- 
tion quite well and is, in fact, an extremely simple test problem for their 
algorithm; moreover, this function appears to be very susceptible to conjugate 
search directions. 
TABLE III 
Example 6 
Dimension (n) New algorithm Fletcher and Powell 
5 40 44 
10 64 53 
20 152 92 
This conclusion is confirmed by Example 7 which is simply the Fletcher 
and Powell function with each term raised to the 4th power instead of being 
squared. The results are presented in Table IV, and clearly indicate the 
superiority of the new algorithm. From Table IV it would also appear that the 
number of function evaluations varies linearly with the dimension of the 
problem. 
TABLE IV 
Dimension (n) New algorithm Fletcher and Powell 
5 
10 
20 
a Solution accurate to .OOl. 
b Solution accurate to .Ol. 
54 164 
107 >1130” 
204 > 709b 
Some runs were also made based on homogeneous models in which y 
was kept fixed (e.g., y = 2) and Al, was eliminated, i.e., the minimum value 
of the function was assumed to be zero. Even though this reduces conver- 
gence to n steps for a homogeneous function, the performance of the algo- 
rithm was in general not enhanced. It appears advisable to allow y and CT, 
to adapt as the algorithm iterates. It should also be pointed out that the 
algorithm never needed to be restarted. 
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7. CONCLUSIONS 
We have presented an algorithm which is based on a homogeneous, rather 
than a quadratic, model and has the following advantages: 
1. Converges in (n + 2) iterations on homogeneous functions; 
2. Does not require that a minimum along a line be found; 
3. Does not require evaluation or estimation of second derivatives; 
4. Is extremely robust on general functions; i.e., no restarts; 
5. Is superior to Fletcher and Powell’s algorithm on the classical test 
functions. 
APPENDIX 
There are several parenthetical observations and remarks which we have 
reserved for the appendix. The first of these is that the algorithm presented in 
the body of this paper is only one of an entire class of algorithms. In particular, 
any algorithm of the form 
PiLl 
%+l = OIi + 
%+;lpi5i+l 
Cvi+l - YF+1%), 
where &+r is a vector and Pi a matrix such that 
YjTpi5i+l = O, Vj ,< i, 
YLlpiSi+l f O 
(Al) 
w 
will converge in (n + 2) steps on a homogeneous function. A specific example 
is the algorithm where ci+r = yi+i and Pi is the projection matrix into the 
subspace orthogonal to that spanned by the y’s; i.e., 
%+l = OLi + piyi+l (ITif - y;+pi), 
YT+1PiYi+1 
pi+l = pi - y+;-yy , p, = I. 
2+1 I a+1 
(A31 
This algorithm has its origin in Kalman filtering and has been used by 
Mayne (1966) in connection with the computation of the pseudo-inverse of a 
matrix. It is easy to show that, if the y’s are linearly independent, 
ai=yyle = Z’k ) Vk < i, 
YT+lpiYi+l > O, 
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and thus, for a homogeneous function, 01,+a = OL and P,,+2 = 0. Because of 
this last condition, P must be reinitialized to the unit matrix every (n + 2) 
steps for a general function. It can also be shown that the changes in OLi 
produced at each iteration have minimum norm and that the dol’s are mutually 
orthogonal. Since the rank of Pi is reduced at each iteration, this algorithm 
is susceptible to round-off error near convergence. Numerical tests indicate 
that this algorthm is not quite as good as the one presented in the body of 
the paper, but that it is superior to Fletcher and Powell’s method. 
The second item we would like to comment on concerns stepping along the 
searchdirection. Obviously, there are many alternatives to the procedure which 
has already been presented, e.g., minimizing along the line; setting pi = 1 
and reducing it successively until a function decrease is obtained; using a 
quadratic rather than a homogeneous step prediction; etc. Many such alter- 
natives were tested and these performed quite well, although the procedure 
described in the paper yielded the overall best results. The step predictor is 
quite important, and if it could be modified to guarantee a function decrease 
on every step, the algorithm’s performance would probably be improved 
by 500/,. 
There are a few additional variations of the algorithm. One possibility is 
to use a differenced model, i.e., 
rm+d - YWJ = (Xi+1 - w&,,I> - (Xi - W&i) 
and thereby eliminate the unknown W. Even though this reduces the dimen- 
sionality of the problem to (n + I), this model is not equivalent to that given 
by Eq. (8) and did not in general perform as well. 
Another modification would be to require a reduction in (1 g (1 , rather than in 
F(x), at each step. Even though this approach was not tested, it seems that it 
should improve performance on “flat” functions and might also be useful 
in finding saddle points. 
We would also like to give a word of warning with regard to using cubic 
interpolations. If the function is very steep, the interpolated minimum may 
fall quite close to the point from which the interpolation was started. A 
function decrease may be obtained at the interpolated point and thus the one- 
dimensional search would terminate without actually having made significant 
progress. 
The following, alternative, stepping scheme is more robust than this, 
though it may be slower on “nice” functions: 
Set pi = 1 
A) If W-i + p&i - A)) - F(xi) + , y, f;- 2 ~(xi - w’g(xi)l < o t 
409/38/3-z 
accept pi and continue with main algorithm: else, set pi : p,i2 and repeat .4). 
It appears that this type of step size rule, which ensures a decrease in F(s) 
of definite size, is necessary in order to prove convergence of the algorithm. 
See Polak (1971). 
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