The system identification of digital Infinite Impulse Response (IIR) filter, as a key knowledge domain, is an important research subject in the automatic control field. However, the error surface of digital IIR filter is usually nonlinear and multimodal, which makes the cost function rather difficult to minimize. Whilst some global optimization techniques such as metaheuristic algorithms are essential for avoiding local minima encountered in conventional IIR modeling mechanisms. In this paper, Artificial Raindrop Algorithm (ARA), a metaheuristic approach recently developed as a member of the family of nonlinear optimization, is applied to identify the unknown parameters in the design of digital IIR filter. The ARA is inspired by the phenomenon of natural rainfall, whose components include the generation of raindrop, the descent of raindrop, the collision of raindrop, the flowing of raindrop and the updating of vapor. The paper studies algorithm's performance by a comparative law, aiming at eight primal intelligence optimization algorithms, as some state-ofthe-art models, and eight improved metaheuristic algorithms. The experimental results show that ARA can more accurately identify the parameters as most of chosen and widely used cases and may become a promising candidate for digital IIR filter.
Introduction
The design of Digital IIR filter, as a subject of pinnacle priorities in the science and engineering fields, has recently aroused wider concern in the circle since it can usually incur less computational cost and presents a much better performance than its equivalent Finite Impulse Response (FIR) filter [1] . To our knowledge, it has many important applications in the disciplines of communication [2] , image processing [3] , control systems [4] , signal processing [5] , and so on.
However, the optimization of error surface on digital IIR filter is usually quite challenging, which makes the cost function difficult to minimize. Traditionally, the gradient-based design approaches such as the Least Mean Square (LMS) and its variants [6] have been widely used as optimization tools for IIR model identification where it features the simplicity implementation and low complexity. However, the error surface of IIR filter model is usually nonlinear and multimodal in terms of the filter coefficients, which may easily plunge these conventional gradient-based algorithms into local optimum. That is, they can only get the local optimal solution instead of global one in most cases. As a result, it is of great necessity to find or design an effective and robust global optimization algorithm in order to better identify the digital IIR filter models.
Everyone knows that the system identification of digital IIR filter can be essentially defined as a multidimensional optimization which is characterized as nonlinearity and multimodality. In this case, it is very natural for researchers to apply metaheuristic algorithms instead of gradient-based approach to capture these difficult optimization solutions by taking the advantage of its global search capacity. Some metaheuristic algorithms have recently been applied for this solution.
Typically, Seeker Optimization Algorithm (SOA) [6] , based on the concept of human search behavior simulation, is proposed for the purpose of design on digital IIR filter [7] , Gravitational Search Algorithm (GSA) [8] , based on the law of gravity and mass interactions, is used for 116 identification of such IIR filter [9] , Cuckoo Search (CS) [10] which combines the breeding behaviors of Cuckoos with the L´evy flight which has been widely observed in some species, is applied to it [11] .
But beyond that, some other models, such as Particle Swarm Optimization (PSO) [12] , Artificial Bee Colony (ABC) [13] , Flower Pollination Algorithm (FPA) [14] , Teaching-LearningBased Optimization (TLBO) [15] , and Differential Evolution (DE) [16] , have also been used as the optimization tools for the system identification of digital IIR filter [17] [18] [19] . According to the No Free Lunch Theorem (NFLT) [20] , however, there is no explicit approach to be used for all optimization solutions.
In the current workspace, the artificial raindrop algorithm (ARA), a recently developed metaheuristic approach, has been used as a new optimization tool for optimal parameter preference in the design of digital IIR filters, which is inspired by the natural rainfall phenomenon. The basic idea of ARA was first proposed in [21] , and its availability has been proven in the parameter identification of nonlinear chaotic systems [22] and in the benchmark functions [23] . It has been found that ARA is a promising meta-heuristic approach, which has motivated researchers to apply it to optimization of digital IIR filters. The purpose of the paper is to show the performance and potentials of ARA to capture practical solutions. The NFLT also supports the research motivation since a new optimizer may perform the optimization better than other algorithms on the digital IIR filters.
The rest of this paper is outlined as follows: In Section 2, the problems occurred in the design of digital IIR filter are presented. In Section3, ARA and its implementation are briefly described.
Then, in Section 4m, ARA is applied to the digital IIR filter, and the corresponding experimental results are obtained. Finally, in Section 5, the conclusion are drawn.
Design formulation
Consider the following IIR filter with the input-output relationship formulated by a difference equation [7] : It is generally known that the transfer function of the filter model can be depicted as follows:
As a consequence, the frequency response of IIR filter can be calculated as below: 
where is the cut-off frequency of the LP and HP filters, and are the upper and the lower pass band/stop bland edge frequencies of the BP and BS filters, respectively.
In order to have better control on the transition width and achieve higher stop band attenuation, the frequency cost function proposed in [7] is adopted and given in Eq. (11) .
119 where, and are the ripples in the pass band and in the stop band, and are pass band and stop band, respectively.
Therefore, the parameter identification for a digital IIR filter can be formulated as follows: stop band normalized cut off frequencies, and are the numbers of samples used in the pass band and in the stop band, respectively.
Therefore, the parameter identification for a digital IIR filter can be formulated as follows:
It is obvious that parameter identification of digital IIR filter is a multi-dimensional   
Artificial raindrop algorithm
The basic physical principle is that ARA is inspired by the phenomenon of natural rainfall. The flow of the algorithm, as is intuitive and straightforward, follows the closed-loop journey of finite raindrops. The core idea is to trace the raindrops to where they are found in the lowest energy state but with the largest number-the Raindrop Pool (RP). And more specifically, the fitness value of a raindrop in ARA is evaluated at an appropriate altitude, and the lowest altitude corresponds to the optimal solution. The entire operating process of ARA can be divided into six phases: raindrop Like other population-based meta-heuristic algorithms, ARA starts by randomly placing some vapors in a search space, and each vapor corresponds to a point of the search space, as shown below:
where N is the number of vapors (i.e. population size), D is the dimension of problem, and
is the position of the ith vapor in the dth dimension.
At a specific time t , the position of raindrop generation is considered as the geometric center of ambient vapors, which is defined as follows:
When the effect of external factors is not considered, the 
where  is a uniform random number in the range  
if it locates at the lower elevations.
When the new raindrop falls to the ground, it will be split into a number of small raindrops because of the speed and the weight. Then these small raindrops will be splashing in all directions.
During iteration, the number of these small raindrops is assumed to be equal to the population size in order to keep the stability of population scale, and the raindrop collision operator is depicted below:
are the index of ith small raindrop and the corresponding dimension, respectively. Under the action of gravity, these small raindrops will flow from high altitude to low altitude, and most of them eventually stop at thel lower altitude location (i.e. the better solutions). In the process of the evolution of the algorithm, these better solutions can provide additional information about the promising progress direction.
As a result, a RP is designed to track these lower positions found so far during the search, and the updating operation of RP is made as follows:
RP is initiated to any feasible solution of search space;
The optimal solution of current population is added to the raindrop pool after each iteration;
If the raindrop pool exceeds population N in size, then some solutions in the raindrop pool will be randomly deleted in order to keep the size of raindrop pool being stable and reduce calculation amount. , which are further denoted as follows: Therefore, the descent operator of raindrop can be defined as follows: 4. Optimal design for digital IIR filter using ARA
Identification principle
In this section, the design of digital IIR filter discussed in Section 2 is converted to an ARA based optimization. More specifically, the estimated parameter vector of the IIR model is represented by N vapors in the search space, which are assigned by random initialization. The positions of the vapors are adjusted or updated using ARA to minimize the error occurred during evaluation of the IIR model. Besides the identification principle of digital IIR filter using an evolutionary algorithm can be illustrated in Figure 3 .
As explained above, the procedures of ARA for digital IIR filter are given below:
Step 1. Initialize and set the control parameters of ARA:
Step 2. Randomly generate the initial population:
Step 3. Evaluate the initial population:
by the Eq.(11);
Step 4. Set       In order to thoroughly evaluate the performance of ARA on digital IIR filter, the results from ARA are compared with that of eight primal intelligence algorithms and eight improved metaheuristic algorithms for some typical problems arisen from IIR filter. The following sections first describe the problems about the test on IIR filter, performance metrics, and test settings used in this study. Then the paper presents and explores the identification results.
Problems of IIR filter
Example 1: In this example [24] , the transfer function of unknown plant is unknown and the specifications are given in Table 1 . In this test, the filter orders for IIR LP, HP, BP and BS are set to 8, and the number of samples is set to 128.
Example 2: In this example, a second-order IIR filter is taken from [25] , and its transfer function is defined below: 
In this test, the input   k x in the system and in the filter is a white noise sequence, which is 100  L in length.
Example 3: In this example, a second order IIR plant is considered [26] , and its transfer function is stated as follows:
In the case, a second order plant can be estimated by a first order IIR filter defined in Eq. (24):
In this test, the input   k x in the system and in the filter is a white-noise sequence, whose length 127 L is set to 100.
Example 4: In this example, a third order IIR plant (taken from [17] ) is considered, and its transfer function is defined as below:   
In the case, the third order plant   z H can be modelled using a third order IIR filter   
In this test, the system input is   k x , a unit-variance of white Gaussian pseudonoise sequence, whose length L is set to 100.
Example 5: In this example, a third order IIR plant (taken from [7] ) is considered, and its transfer function is defined as follows:
In the case, the third order plant 
In this test, the system input   " ‡", " †", and " §" denote that the performance of ARA is better than, worse than, and equivalent to that of the other algorithm, respectively. linearly decreasing inertia  from 0.9 to 0.4 is adopted for the search, and the acceleration coefficients 1 c , 2 c are both set to 1.49445 in PSO. For DE, as suggested in [29] , the scaling factor F and crossover probability CR are set to 0.4717 and 0.8803, respectively. The parameters of other algorithms agree well with the original literatures. " ‡", " †", and " §" denote that the performance of ARA is better than, worse than, and equivalent to that of the other algorithm, respectively. 
Results of simulation and comparisons
In this section, the performance of ARA is compared with eight primal intelligence algorithms and eight improved metaheuristic algorithms. The statistical results, in terms of the mean value (Jmean) and standard deviation (Std) obtained from 25 independent tests by each algorithm, are reported in Table 1 and in Table 2 , respectively. The test results are listed in the last three rows of Table 1 and Table 2 . It is obvious that the best statistical results among nine algorithms in each table are highlighted in boldface.
The ARA is compared to eight primal intelligence algorithms named SOA [6] , GSA [8] , CS [10] , PSO [12] , ABC [13] , FPA [14], TLBO [15] and DE [16] . The statistical results are listed in When the ARA is compared to eight improved metaheuristic algorithms: in order to comprehensively evaluate the performance of ARA, here come the other eight improved intelligence algorithms called teaching-learning-based optimization with dynamic group strategy (DGSTLBO) [30] , adaptive gbest-guided gravitational search algorithm (AGGSA) [31] , improved mine blast algorithm (IMBA) [32] , adaptive differential evolution (JADE) [33] , modified artificial bee colony (MABC) [34] , one rank cuckoo search algorithm (ORCS) [35], quantum-behaved particle swarm optimization (QPSO) [36] and social learning particle swarm optimization (SLPSO) [37] . It is worth mentioning that JADE proposed by J. Q. Zhang and A. C. Sanderson is a more popular and efficient algorithm in the area. In JADE, a novel mutation strategy "DE/current-topbest" with optional external archive can improve optimization performance. From the statistical results of Table 2 , it is clear that the ARA performs significantly better than DGSTLBO, AGGSA, IMBA, JADE, MABC, ORCS, QPSO and SLPSO after the Wilcoxon's rank sum test. To make it more concrete, ARA outperforms DGSTLBO by six, AGGSA by six, IMBA by seven, JADE by six, MABC by five, ORCS by four, QPSO by five, and SLPSO by six out of eight problems simulated on the IIR filter, respectively. Instead, DGSTLBO, AGGSA, IMBA, JADE, MABC, ORCS, QPSO, SLPSO perform better than ARA only in one, two or three aspects, respectively.
From the above results from comparison, the overall performance of ARA is the best among the sixteen intelligence algorithms in the terms of calculation accuracy. It is suggested that ARA have a better exploration and exploitation capacities. However, what we must point out is that ARA has a higher time complexity than some popular heuristic algorithms such as PSO and DE [23] .
But beyond that, in order to intuitively show the effectiveness of ARA, there are some classic 135 simulations of ARA and other competitive algorithms, as shown in Figure 3 and in Figure 4 , from where we can see that ARA has a faster convergence speed than that of other algorithms, and can identify the system characteristics quite well.
Conclusion
The ARA is a recently developed meta-heuristic optimization algorithm based on simulating the flow process of raindrop. The result shows that ARA can be considered as a new computation tool for various designs and optimization tasks. In this paper, a design approach for ARA-based digital filter has been proposed, and some benefits of ARA for designing digital IIR filters have been explored. The simulation and comparison results reveal that ARA has overall better performance than eight primal intelligence algorithms and eight improved meta-heuristic algorithms so that it is best for most of the chosen and widely used cases in this paper. Thus, it is believed that ARA will become a promising candidate for design process of digital IIR filter.
In the future, much work remains on the table. Some important and interesting research problems include (i) the ARA is applied to solve other benchmark functions for further testing its performance, and (ii) the ARA is streamlined to solve multi-objective optimization problems.
