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a b s t r a c t
Single row facility layout is theNP-hardproblemof arrangingndepartments of given lengths
on a line so as to minimize the weighted sum of the distances between department pairs.
In this paper, we define a polytope associated to the problem and present a partial linear
description whose integral points are the incidence vectors of a layout. We propose a new
lower bound for the problem by optimizing a linear program over the partial description
given and using some valid inequalities, which are introduced here, as cutting planes.
Several instances from the literature as well as new large instances with size n = 33 and
n = 35 are considered in the computational tests. For all the instances tested, the proposed
lower bound achieves the cost of an optimal layout within reasonable computing time.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
In the single row facility layout problem (SRFLP) we are given n departments, which should be arranged on a straight
line in a given direction. We are also given (i) an n × n symmetric matrix C = [cij], where cij is the average daily traffic
between departments i and j; and (ii) the length li of each department i ∈ N = {1, . . . , n}. The distance zij between two
departments is supposed to be taken between their centroids. By multiplying cij by zij, we obtain the communication cost
between departments i and j. Then, the objective is to find a permutation pi of the departments so as to minimize, the total
communication cost summed over all department pairs, i.e.:
min
pi
n−1∑
i=1
n∑
j=i+1
cijzpiij
where zpiij is the distance between departments i and jwith respect to the permutation pi .
The SRFLP (also known as the one-dimensional space allocation problem) has several practical applications, including the
arrangement of rooms on a corridor in buildings such as hospitals and supermarkets [20]; the arrangement of books on a
shelf [18]; or the layout of machines in manufacturing systems [10].
The SRFLP is NP-hard because it is a generalization of the minimum linear arrangement problem which was proved NP-
hard [8]. The solution approaches proposed in the literature for the SRFLP are mostly heuristic (e.g. [9,16,6,10,19,11,12,14,
7,22]).
Exact approaches also have been proposed for the problem. A branch-and-bound algorithm was described by Simmons
[20,21]; dynamic programming algorithms were presented by Karp and Held [13] and Picard & Queyranne [18]; a nonlinear
model (with absolute values in the objective function and constraints) was presented by Heragu and Kusiak [11]; and linear
mixed-integer programs were proposed by Love and Wong [15] and Amaral [1,2].
Recently, Anjos et al. [4] and Anjos & Vanelli [5] have considered a semidefinite programming (SDP) relaxation, which
gives a lower bound on the optimal cost of the SRFLP; and a heuristic procedure that extracts a feasible solution to the
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problem from the optimal solution to the SDP relaxation. The lower bound of [4] is based on the SDP relaxation only and,
thus, requires much smaller running times; while themore computationally expensive (andmore accurate) bound given by
Anjos and Vanelli [5] consists of augmenting the SDP relaxation with cutting planes.
After augmenting the SDP relaxation with a few hundred constraints, [5] report that they were able to obtain globally
optimal layouts for SRFLP instances with n ≤ 25 in less than 10 h; and with n ≤ 30 in several dozen hours on a 2.0 GHz
computer. In particular, when letting the computation run for up to 52 h, they obtained optimal solutions for traditional
instances in the literature with up to 30 departments, some of which had remained unsolved since 1988.
Amaral and Letchford [3] achieved quick and meaningful bounds for the SRFLP based on linear programming. The bound
of [3] is comparable to the bound of [4], whilst the results to be presented here are comparable to the more accurate bounds
of [5].
In this paper, we define a polytope associated to the SRFLP and present a partial linear description for this polytope.
Then, we propose a new lower bound for the problem by optimizing a linear program over the partial description given or
augmented, if necessary,with some extra valid inequalities. The computational results demonstrate that, for the all instances
tested, the proposed lower bound is equal to the cost of an optimal layout.
In the next section, we briefly review some aspects about polyhedral theory. In Section 3, we introduce a polytope, which
is the convexhull of the incidence vectors of SRFLP arrangements. In Section 4,wepresent valid inequalities for that polytope.
In Section 5, we describe a new lower bound and introduce a new linear 0–1 integer programming formulation for the
problem. Computational results are presented in Section 6, followed by the conclusions section.
2. Preliminaries
A polyhedron is the set of solutions of a finite system of linear inequalities. A polyhedron is a polytope if it is bounded. The
polytope P associated with a combinatorial optimization problem min{wT x|x ∈ T }, where T ⊆ Zm+ , is one whose vertices
correspond to the feasible solutions of the problem. If we know a description for P , say P = {x|Gx ≤ h}, we can solve the
problem by solving the linear program: min{wT x|Gx ≤ h}.
In practice, a complete description for P is very difficult to obtain. However, a partial description, say {x|Ax ≤ b} ⊇ P , is
already valuable as it can be used to compute a bound on the optimal value of the problem. The closer the partial description
approximates P themore useful it is. Preferably, an inequality aT x ≤ x0 ofAx ≤ b should be facet-defining, i.e. it should induce
a face F = P ∩ {x|Ax ≤ b} of dimension dim(P)− 1.
Different theoretical arguments can lead to classes of inequalities in a partial description. Details about some methods
for generating valid inequalities can be found in the book by Nenhauser and Wolsey [17].
3. Introducing the polytope Pn
We shall assume that n ≥ 4 throughout the paper. Denote a permutation of the departments by pi = (pi1, pi2, . . . , pin);
and let pi−1i denote the position of department i in the permutation pi . Each permutation pi can be represented by a 0–1
vector ζ pi = (ζ piijk) such that:
ζ piijk =
{
1, if pi−1i < pi
−1
k < pi
−1
j
0, otherwise
(i, j, k ∈ N, i 6= j 6= k 6= i).
Then, we associate with the SRFLP a polytope denoted by Pn and defined as the convex hull of all vectors ζ pi , i.e.
Pn = {ζ pi ∈ {0, 1}n(n−1)(n−2) : pi is a permutation of the departments }.
Due to symmetry, one 0–1 vectorwill correspond to exactly two permutations, therefore the number of vertices of Pnis given
by n!/2.
4. Valid inequalities for Pn
We do not intend to find a complete description of Pn as a system of linear inequalities and/or equalities. In fact, we are
interested in partial descriptions of Pn.
The trivial inequalities
0 ≤ ζijk ≤ 1, for all {i, j, k} ⊆ N (1)
are clearly valid for Pn since Pn ⊆ [0, 1]n(n−1)(n−2).
For any subset {i, j, k} ⊆ N , we have that: either (a) department k lies between i and j; or (b) department j lies between
i and k; or (c) department i lies between j and k. These three possibilities are mutually exclusive and hence the following
equation is valid for Pn:
ζijk + ζikj + ζjki = 1 for all {i, j, k} ⊆ N. (2)
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For any subset {i, j, k, d} ⊆ N in a permutation, we have that: If department d is between departments i and k (ζikd = 1),
then either (a) department d lies between departments i and j or (b) department d lies between departments j and k, but
not both (a) and (b). Thus, that the inequality
ζijd + ζjkd − ζikd ≥ 0 for all {i, j, k, d} ⊆ N (3)
is valid for Pn.
From the previous discussion, it is clear that the three variables {ζijd, ζjkd, ζikd} cannot all assume the value one at the
same time in a permutation, implying that the inequality:
ζijd + ζjkd + ζikd ≤ 2 for all {i, j, k, d} ⊆ N (4)
is valid for Pn.
The partial description of Pn given by the valid inequalities that were derived in this section will be convenient for our
purposes of obtaining lower bonds for the SRFLP.
5. New lower bounds for the SRFLP
First we observe that Pn can be decomposed into two congruent halves, each a mirror image of the other. It is sufficient
for us to consider just one of these and, thus, by using the transformation:
ζijk = ζjik(1 ≤ i < j ≤ n, j 6= k 6= i) (5)
one half of the variables is immediately eliminated from consideration.
This transformation amounts to obtaining a projection P¯n of Pn contained in [0, 1]n(n−1)(n−2)/2. Now inequalities (1) and
(2) introduced in Section 4 can be projected on the space of the variables ζijk(1 ≤ i < j ≤ n, i 6= k 6= j) yielding
0 ≤ ζijk ≤ 1, 1 ≤ i < j ≤ n, i 6= k 6= j (6)
ζijk + ζikj + ζjki = 1 1 ≤ i < j < k ≤ n. (7)
Consider the set S = {p, q, r, s} ⊆ N , p < q < r < s. When inequalities (3) are projected we obtain:
−ζijd + ζjkd + ζikd ≥ 0 S ⊆ N, {d} ⊆ S, {i, j, k} ⊆ S\{d} (8a)
ζijd + ζjkd − ζikd ≥ 0 S ⊆ N, {d} ⊆ S, {i, j, k} ⊆ S\{d} (8b)
ζijd − ζjkd + ζikd ≥ 0 S ⊆ N, {d} ⊆ S, {i, j, k} ⊆ S\{d}. (8c)
Finally, when Inequalities (4) are projected we obtain:
ζijd + ζjkd + ζikd ≤ 2 1 ≤ i < j < k < d ≤ n. (9)
In order to formulate the SRFLP as a linear program it is necessary to find an appropriate objective function to evaluate
each point in P¯n. The next proposition shows that the distance between the departments i and j can be expressed as a linear
function of the variables ζijk(1 ≤ i < j ≤ n, i 6= k 6= j).
Proposition 1. The distance zij between the centroids of departments i and j can be expressed as:
1
2
(li + lj)+
n∑
k6=i,
k6=j
lkζijk (1 ≤ i < j ≤ n). (10)
Proof. Let F(i, j) be the set of departments that are placed between departments i and j in some feasible arrangement. In
order to calculate the distance between the centroids of departments i and j, we have to add the lengths of each department
k, k ∈ F(i, j). Then, we should add the half-lengths of departments i and j, i.e.:
1
2
(li + lj)+
n∑
k∈F(i,j)
lk (1 ≤ i < j ≤ n). (11)
The result follows since expression (11) is obtained from (10) bymaking ζijk = 1when department k is between departments
i and j and ζijk = 0 otherwise. 
Thus, we have defined the objective function:
∑
1≤i<j≤n
cij
1
2
(li + lj)+
n∑
k6=i,
k6=j
lkζijk
 .
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Lower bounds for the SRFLP can then be obtained by optimizing the linear program:( ∑
1≤i<j≤n
cij
2
(li + lj)
)
+Min

∑
1≤i<j≤n
cij
n∑
k6=i,
k6=j
lkζijk : (6)–(9)
 . (12)
Besides the trivial inequalities (6), the linear program (12) has n(n− 1)(n− 2)/2 variables,
(
n
3
)
equations given by (7),
3
(
n
3
)
(n − 3) inequalities (with right-hand side 0) given by (8) and
(
n
3
)
(n − 3) inequalities (with right-hand side 2) given
by (9). However, we shall observe that the number of variables under consideration can be further reduced. Note that we
can eliminate one-third of the current variables by using the transformation:
ζijk = −ζikj − ζjki + 1 for all i, j, k ∈ N, i < j < k. (13)
Then, the number of variables is reduced to (n(n− 1)(n− 2)/2)−
(
n
3
)
= n(n− 1)(n− 2)/3. This transformation amounts
to attaining a projection ¯¯Pn of P¯n contained in [0, 1]n(n−1)(n−2)/3. Let,
ζ ′ = (ζijk) i < j, k < j, k 6= i,
then we shall now consider the polytope given by:
Un = {ζ ′ ∈ Rn(n−1)(n−2)/3|ζ ′ satisfies the versions of (6)–(9) projected according to (13)}.
Proposition 2. When projected according to transformation (13) the SRFLP objective function of the linear program (12) can be
expressed as:
K +
∑
i<j
n∑
k<j
(cijlk − ciklj)ζijk (14)
where K is a constant given by
∑
i<j
( cij
2 (li + lj)+
∑n
k>j cijlk
)
.
Proof. After being projected according to transformation (13), the SRFLP objective function of the linear program (12) can
be written as:
∑
i<j
 cij
2
(li + lj)+
n∑
k>j
cijlk(1− ζjki − ζikj)+
n∑
k<j,
k6=i
cijlkζijk

⇔
∑
i<j
 cij
2
(li + lj)+
n∑
k>j
cijlk −
n∑
k>j
cijlk(ζjki + ζikj)+
n∑
k<j,
k6=i
cijlkζijk

⇔
∑
i<j
 cij
2
(li + lj)+
n∑
k>j
cijlk −
n∑
k<j,
k6=i
ciklj(ζkji + ζijk)+
n∑
k<j,
k6=i
cijlkζijk
 (since the matrix (cij) is symmetric)
⇔
∑
i<j
 cij
2
(li + lj)+
n∑
k>j
cijlk −
n∑
k<j
cikljζijk +
n∑
k<j,
k6=i
cijlkζijk

( since we are in a projected space after transformation (5))
⇔
∑
i<j
(
cij
2
(li + lj)+
n∑
k>j
cijlk +
n∑
k<j
(cijlk − ciklj)ζijk
)
⇔
∑
i<j
(
cij
2
(li + lj)+
n∑
k>j
cijlk
)
+
∑
i<j
n∑
k<j
(cijlk − ciklj)ζijk.
Setting
∑
i<j
( cij
2 (li + lj)+
∑n
k>j cijlk
) = K , the result follows. 
Therefore, a valid lower bound for the SRFLP is given by the optimal value of the linear program:
K +Min
{∑
i<j
n∑
k<j
(cijlk − ciklj)ζijk : ζ ∈ Un
}
. (15)
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Note that the integral points of Un are exactly the incidence vectors of the permutations of {1, 2, . . . , n} (SRFLP
arrangements). Thus, if the optimal solution of the linear program (15) turns out to be integral, then it represents an optimal
SRFLP arrangement.
Also, it follows that
K +Min
{∑
i<j
n∑
k<j
(cijlk − ciklj)ζijk : ζ ∈ U ,nζ ∈ {0, 1}n(n−1)(n−2)/2
}
(16)
is a complete integer programming formulation of the SRFLP.
Whenever the linear relaxation of an integer program is not integral, then one can try to find cuts, i.e. valid inequalities
that can separate a fractional solution from the set of integer feasible solutions. The integer problem may well be solved
after some rounds of cuts have been added to the initial continuous relaxation within the framework of a fractional cutting
plane algorithm; even supposing the (realizable) cuts added do not solve the integer problem, at least a stronger relaxation
bound can be obtained in the process.
In what follows, we shall present a class of valid inequalities that may be added to (15) as cuts –when necessary.
Proposition 3. For a positive even integer β ≤ n, consider the set of indices S = {ip}1≤p≤β such that: 1 ≤ i1 < i2 < · · · <
iβ−1 < iβ ≤ n. Let (S1, S2) be a partition of S \ {r} such that |S1| = β/2; then the inequality:∑
p<q
p,q∈S1
ζp,q,r +
∑
p<q
p,q∈S2
ζp,q,r ≤
∑
p<q
p∈S1,q∈S2
ζp,q,r (17)
is valid for Pn.
Proof. Consider an integer λ(0 ≤ λ ≤ |S1|) and let ( ^ζ i,j,k)1≤i<j≤n,i6=k6=j be a feasible solution to the SRFLP; then,∑
p<q
p,q∈S1
^
ζ p,q,r +
∑
p<q
p,q∈S2
^
ζ p,q,r = λ(|S1| − λ) ≤ λ|S2| =
∑
p<q
p∈S1,q∈S2
^
ζ p,q,r . 
Note that (8) is a particular case of (17) with β = 4. Therefore, our cuts may be those Inequalities (17) with β ≥ 6, after
these have been projected according to transformation (13). We can now describe an algorithm that constructs stronger
relaxations for the SRFLP from the initial relaxation (15).
Algorithm 1. Step 0. Set LP to be the linear program (15).
Step 1. Solve LP . If the solution of LP is not integral go to Step 2. Otherwise, stop.
Step 2. Find by enumeration inequalities (17) with β = 6 that are violated by the solution of LP . If none can be found, stop.
Otherwise, add all the violated inequalities to LP and go to Step 1.
Define LB1 as the lower bound returned by Algorithm 1. This completes the description of the proposed lower bound. In
general, Algorithm 1 will generate a sequence of successively stronger lower bounds for the SRFLP, culminating with LB1.
It is important to note that, for a given β , the number of Inequalities (17) is given by β
(
β − 1
(β/2)
) (
n
β
)
. That is, the number of
inequalities in (17) is polynomial for fixed beta.
6. Computational results
For solving linear programs we used the Barrier algorithm in the CPLEX 10.1 callable library and an Intel Core Duo, 1.73
GHz PC with 1 GB of RAM and the Windows XP operating system.
The quality of the proposed bound (LB1) is evaluated on a number of SRFLP instances from the literature as described
next.
6.1. Seven classical SRFLP instances
In this subsection, we consider seven instances that are often used in the comparison of heuristics (e.g. [14]). Table 1
gives, for each instance, the name, the reference, the number of departments and the optimal cost. The optimal solutions
for the instances with n ≤ 11 were calculated by Amaral [1]. For the instances H20 and H30 the optimal solutions were first
provided by Anjos & Vannelli [5]. Table 1 also shows the lower bound LB1, its computing time and its percentage deviation
from the optimum (GAP). It can be seen that the proposed bound LB1 produces GAP = 0% for all seven instances and its
computation is rather quick. In particular, we have been able to conclude the optimality of the solutions to the instances
H20 and H30 much faster than [5]—even if we do not take into account that their machine (2.0 GHz Dual Opteron) is faster
than ours.
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Table 1
Computational results for seven classical SRFLP instances
Problem LB1
Name Reference n Optimal cost Value Time (s) GAP (%)
S5 Simmons [20] 5 151.0 151.0 0.05 0
S8H 8 2,324.5 2,324.5 0.06 0
S10 10 2,781.5 2,781.5 0.17 0
S11 11 6,933.5 6,933.5 0.31 0
LW11 Love and Wong [15] 11 6,933.5 6,933.5 0.33 0
H20 Heragu and Kusiak [11] 20 15,549.0 15,549.0 30.80 0
H30 30 44,965.0 44,965.0 1,654.77 0
Table 2
Computational results for six SRFLP instances in the literature
Problem LB1
Name Reference n Optimal cost Value Time (s) GAP (%)
S8 Simmons [20] 8 801.0 801.0 0.06 0
S9 9 2,469.5 2,469.5 0.09 0
S9H 9 4,695.5 4,695.5 0.11 0
P15 Amaral [1] 15 6,305.0 6,305.0 2.83 0
P17 Amaral [2] 17 9,254.0 9,254.0 8.36 0
P18 18 10,650.5 10,650.5 13.28 0
Table 3
Computational results for eight SRFLP instances with clearance requirements
Problem LB1
Name Reference n Optimal cost Value Time (s) GAP (%)
Cl_5 Heragu & Kusiak [10] 5 1.100 1.100 0.20 0
Cl_6 6 1.990 1.990 0.06 0
Cl_7 7 4.730 4.730 0.06 0
Cl_8 8 6.295 6.295 0.05 0
Cl_12 12 23.365 23.365 0.63 0
Cl_15 15 44.600 44.600 3.17 0
Cl_20 20 119.710 119.710 40.06 0
Cl_30 30 334.870 334.870 4338.77 0
6.2. Other SRFLP instances in the literature
Here we consider six instances that can be found in the literature: three instances introduced by Simmons [20] and three
instances introduced by Amaral [1,2]. The results are shown in Table 2. The optimal solutions for the two largest instances
in Table 2 were calculated by Amaral [2] and for the remaining instances by Amaral [1]. It can be noted that the proposed
bound LB1 quickly produces a zero gap for all these six instances.
6.3. Instances with clearance requirements
We also consider eight instances presented by Heragu & Kusiak [10] in the context of the layout of machines in an
automated manufacturing system. For these instances, it is required to observe a clearance of 0.01 unit length between
adjacent departments (machines). Note that, as the required clearances are all equal, it is easy to accommodate them by just
adjusting the department lengths as appropriate. The results in Table 3 show that LB1 achieves a zero gap for all of these
instances within relatively short computing times.
6.4. Anjos and Vannelli’s [5] instances
Recently Anjos and Vannelli [5] introduced ten instances of the SRFLP with sizes n = 25 and n = 30 and provided
their optimal solutions. Table 4 shows that for all ten instances the proposed bound produced GAP = 0%. The bound’s
computation required up to 2.5 h for problems with 30 departments and shorter computing times for the other instances in
Table 4.
6.5. Comparison with the times taken to achieve a zero gap in [5]
Here, we compare the times taken by LB1 with the times in [5] corresponding to a zero gap. All the instances used by
Anjos and Vannelli [5] and the times reported by them to achieve a zero gap are shown in Table 5, followed by the computing
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Table 4
Computational results for ten large SRFLP instances of [5]
Problem LB1
Name n Optimal cost Value Time (s) GAP (%)
N25_01 25 4,618.0 4,618.0 225.50 0
N25_02 25 37,116.5 37,116.5 598.70 0
N25_03 25 24,301.0 24,301.0 289.25 0
N25_04 25 48,291.5 48,291.5 618.78 0
N25_05 25 15,623.0 15,623.0 227.20 0
N30_01 30 8,247.0 8,247.0 1,540.95 0
N30_02 30 21,582.5 21,582.5 1,363.16 0
N30_03 30 45,449.0 45,449.0 1,394.13 0
N30_04 30 56,873.5 56,873.5 8,962.38 0
N30_05 30 115,268.0 115,268.0 3,936.00 0
Table 5
Comparing LB1 times with the times to achieve a zero gap in [5]
Instance n Time taken to achieve a zero gap (s)
LB1a Ref. [5]b
S8H 8 0.06 0.20
S10 10 0.17 3.40
S11 11 0.31 32.60
H20 20 30.80 1,613.50
H30 30 1,654.77 57,057.00
Cl_5 5 0.20 0.10
Cl_6 6 0.06 0.40
Cl_7 7 0.06 1.20
Cl_8 8 0.05 1.80
Cl_12 12 0.63 32.80
Cl_15 15 3.17 352.60
Cl_20 20 40.06 2,483.30
Cl_30 30 4,338.77 184,012.70
N25_01 25 225.50 13,478.40
N25_02 25 598.70 30,141.80
N25_03 25 289.25 14,691.10
N25_04 25 618.78 20,901.00
N25_05 25 227.20 17,427.40
N30_01 30 1,540.95 27,666.10
N30_02 30 1,363.16 38,513.10
N30_03 30 1,394.13 70,321.00
N30_04 30 8,962.38 111,790.50
N30_05 30 3,936.00 71,646.60
a Intel Core Duo, 1.73 GHz PC with 1 GB of RAM.
b 2.0 GHz Dual Opteron with 16 GB of RAM.
times of the bound proposed here (LB1). From the results in the table, it is clear that LB1 consumedmuch less time to achieve
a zero gap than the semidefinite-based bound of [5], particularly for the larger instances (and recall that their machine, a
2.0 GHz Dual Opteron, is faster than ours).
6.6. New SRFLP instances with size n > 30
Here, we introduce six new instances of the SRFLP with n = 33 and with n = 35 (data for these instances are available
from the author). We use these instances to further test the bound LB1. The results presented in Table 6 show that while for
these instances the proposed bound achieves a zero gap, we nowmay observe computing times in excess of five hours, e.g.
for instance P5. Recall that the largest computing time observed for problems with size n ≤ 30 was of about 2.5 h. These
tests suggest that LB1 is adequate for problemswith up to 35 departments. For larger problems, the linear programs become
too large and too difficult to solve with the currently available LP solvers.
7. Conclusions
In this paper, we introduced a polytope associated to the SRFLP and presented its partial linear description, one whose
integral points are the incidence vectors of a layout. A new lower bound for the problem was then obtained through a
cutting plane algorithm that (a) starts by optimizing a linear program over the partial description given; (b) uses some valid
inequalities introduced here as cutting planes; (c) may terminate if the solution of a linear program turns out to be integral
(if so, we know that the algorithm has found an optimal solution to the SRFLP).
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Table 6
Computational results for six large SRFLP instances with 33 or 35 departments
Problem LB1
Name n Optimal cost Value Time (s) GAP (%)
P1 33 60,704.5 60,704.5 4,557.30 0
P2 33 67,684.0 67,684.0 9,322.31 0
P3 33 69,942.5 69,942.5 8,552.00 0
P4 35 69,439.5 69,439.5 5,703.88 0
P5 35 61,712.0 61,712.0 19,654.47 0
P6 35 69,002.5 69,002.5 8,272.14 0
The computational results demonstrated that for all the instances tested (n ≤ 35) the proposed lower bound was equal
to the cost of an optimal layout and could be computed relatively fast.
Additionally, as a by-product of this work, a new integer programming formulation of the SRFLP was given.
Future research might concentrate on the study of new classes of valid inequalities for the introduced polytope, possibly
culminating with the design of a full branch-and-cut algorithm for the single row facility layout problem.
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