Handwritten digit recognition is of great value for application in the field of Image Processing and Pattern Recognition. For ensuring better recognition accuracy and speeding up classification process, this paper proposes a fast handwritten digit recognition method based on improved SVM. The new method uses the Separability Measure (SM) between classes in a high dimensional feature space to determine the best kernel parameters, it can fast train SVM classifiers to recognize handwritten digits. The computation of Separability Measure is a simple iterative process, thus the time required for computing SM is far less than that for training SVM classifiers in traditional parameter optimization methods. Therefore, the time for kernel parameters selection will be reduced greatly, the training process will be speeded up accordingly, and the recognition speed will be improved finally. Our experiments in the MNIST database demonstrate that the improved algorithm is feasible and effective.
Introduction
Handwritten digits recognition is a branch of Optical Character Recognition (OCR), its goal is to make computer automatically recognize handwritten Arabic numerals written on paper [1] . At present, handwritten digits recognition technology is widely applied in the fields of zip code, financial statements, statistical reports and bank notes, etc. It is a hot research topic of Image Processing and Pattern Recognition. Traditional handwritten digits recognition technologies, such as artificial classification, neural network and decision tree, they generally have the problems of slow recognition speed and low recognition accuracy. Thus, this paper proposed a fast handwritten digit recognition algorithm based on Support Vector Machine (SVM) [2] . And then we do experiments on MNIST dataset, the experimental results show that the proposed method can speed up SVM training process, improves recognition speed of handwritten digits and obtains better recognition accuracy.
Recognition Principle of Handwritten Digits
Handwritten digit recognition is an interdisciplinary complex problem [3] . It concerns many fields, such as Image Processing, Pattern Recognition and Machine Learning, etc. Its recognition system usually includes three parts: image preprocessing, feature extraction and classification recognition, as shown in Figure 1 . Fig. 1 Recognition principle of handwritten digits Image Preprocessing. The first step of handwritten digits recognition is image preprocessing. Usually, the identifying handwritten digit images which are obtained by scanning have some noises. Because the scanning resolution is different, the image quality is also different. In addition, we also needs to split handwritten digits included document images correctly. After segmenting，the digits' After image preprocessing, we use feature extraction algorithm to extract essential properties of digit image for recognizing. Generally, handwritten digital features include: statistical characteristic and structural characteristic. Statistical characteristic can be obtained by using mathematical transformation methods to process binary or grey scale image. And Structural characteristic mainly describe geometric structure of handwritten digits, it focuses on properties that can reflect digit's structure. In practical applications, we usually combine various feature extraction methods for obtaining the optimal feature vector.
Classification Recognition. Classification recognition is to use trained classifier to recognize handwritten digits after feature extraction. Classifier recognition principle is that defining a group of curved surfaces or hyper surfaces in feature space, and use them to divide feature space into different areas for achieving classification. At present, the commonly used classifiers include: classifier based on distance, neural network classifier and SVM classifier.
SVM classifier is to select a group of feature subsets called support vector to recognize. It makes the linear classification for support vector sets equal to segmentation for the whole data set, so as to achieve lower computation complexity and ensure the better classification accuracy [2] . Thus, we choose SVM classifier to recognize handwritten digits. Furthermore, in order to speed up training process, improve classification speed and obtain the better recognition accuracy, we use Separability Measure (SM) of each class in feature space to determine the optimal kernel parameters.
A Fast Handwritten Digit Recognition Algorithm Based on Improved SVM
Handwritten digits recognition is a multi-class classification problem(10 categories), but SVM was originally designed for binary classification. Thus, we need to extend it for multi-class classification. Currently, there are two types of approaches for multi-class SVM [4] . One is by constructing and combining several binary classifiers while the other is by directly considering all data in one optimization formulation. Because the latter one is time consuming, we usually use the first one. In general, there are four approaches for constructing SVM multi-class classifiers: 1-a-r (1-against-rest), 1-a-1 (1-against-1), DAG-SVM and Binary tree SVM. We use 1-a-1 to solve the handwritten digits classification. 1-a-1 method need to construct k (k-1)/2 ( k（k>=2）is the number of classes) SVM classifiers where each one is trained on data from two classes. And then we use each SVM classifier trained to recognize an unknown digit sample. Finally, we use "voting" to determine its category.
SVM is a machine learning method based on kernel. Therefore, we need to determine the kernel and its parameters in SVM [5] . This will directly affect the performance of SVM classifiers [6] . Among three common kernels, Gaussian kernel has been shown to give competitive learning ability, thus, we choose Gaussian kernel as SVM Mercer kernel. The next is to how to determine kernel parameters. Currently, Grid Search is the commonly used method to optimize kernel parameters. It obtains a 2 dimension grid by estimating the variation of kernel parameters, and each node in the grid will be seen as a set of candidate parameters. Then it uses Cross Validation method to achieve according classification accuracy of each candidate parameter, and select the combination of parameters which has the best classification accuracy as the optimal kernel parameter. However, Grid Search method has the problem that optimization process is very slow, and the real-time processing cannot be realized yet.
In order to improve optimization speed, this paper uses the Separability Measure of each class in high dimensional feature space to determine the optimal kernel parameter. Due to not training corresponding SVM model, the proposed method could save training time, speeds up training process, and improves the handwritten digital recognition speed.
Given two handwritten digit instances in input space 1 x , 2 x , where 1 x and 2 x are the feature vectors of handwritten digit instances, then we use the kernel function φ to map them into a higher dimensional Hilbert feature space, and get:
. Thus, the dot product of input samples in Hilbert feature space should be expressed as:
Accordingly, the Euclidean distance between 1 x and 2 x in Hilbert space is:
Its class center m φ in feature space is: , then we use φ to map them into a higher dimensional feature space, and we will get two class centers: m φ and m φ ′ . Thus, the Euclidean distance between m φ and m φ ′ in Hilbert space is:
Accordingly, the Euclidean distance between training instance x and its class center m φ in Hilbert space is:
Thus, we define Separability Measure (SM) between class i and class j in feature space as:
is the maximum of distances between each point and its class center, representing the compactness of one class.
The fast kernel parameters optimization algorithm (given training set is L , validation set is M , testing set is N , and K ( 2 K ≥ ) is the total number of handwritten digit categories): Step1: Predefine a set of candidate kernel parameters. For each candidate parameter, compute the defined Separability Measure 
Experiments and Analysis
In our experiment, all handwritten digit instances considered are from MNIST. MNIST is a database provided by NIST, and it is specially used for handwritten digit recognition (download link: http://yann.lecun.com/exdb/mnist/).
We randomly select 1000 handwritten digit instances as training samples, 600 instances as validation samples, and 400 instances as testing samples. The instance vector dimension is 20*20=400. In the experiment, we use 5-fold cross-validation to obtain validation accuracy, use SMO to train SVM classifiers, and use 1-a-1 method to solve handwritten digit multi-class classification problem. LIBSVM [7, 8] The experimental results indicate that, compared to the Grid Search method, the improved kernel parameters optimization algorithm can obtain better classification accuracy, saves training time efficiently, and improves handwritten digit recognition speed accordingly.
Conclusions
In this paper, we introduce the principle of handwritten digit recognition firstly, and then we propose a fast handwritten digit recognition algorithm based on improved SVM. The proposed method uses the Separability Measure of each class in feature space to determine the optimal kernel parameters. Compared to the traditional Grid Search method，the computation of Separability Measure is very simple and doesn't need iteration, therefore, the new method could effectively save training time, enjoys much faster training, increases handwritten digits recognition speed, and achieves better classification precision. Experiments on MNIST demonstrate that the improved algorithm is feasible and effective. The next work is how to preset reasonable parameter search scope so as to shorten kernel parameters optimization time further.
