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Abstract
We consider the most general SU(3) singlet space of gauged N = 8 supergravity in
four-dimensions. The SU(3)-invariant six scalar fields in the theory can be viewed in terms
of six real four-forms. By exponentiating these four-forms, we eventually obtain the new
scalar potential. For the two extreme limits, we reproduce the previous results found by
Warner in 1983. In particular, for the N = 1 G2 critical point, we find the constraint surface
parametrized by three scalar fields on which the cosmological constant has the same value.
We obtain the BPS domain-wall solutions for restricted scalar submanifold. We also describe
the three-dimensional mass-deformed superconformal Chern-Simons matter theory dual to
the above supersymmetric flows in four-dimensions.
1 Introduction
The three-dimensional N = 6 U(N) × U(N) Chern-Simons matter theory with level k has
been constructed in [1]. This theory can be regarded as the low energy limit of N M2-branes
at C4/Zk singularity. The coupling of this theory may be thought of as
1
k
and so this theory
is weakly coupled for large k. On the other hand, for k = 1, 2, the full N = 8 supersymmetry
is preserved and this theory becomes strongly coupled one.
The renormalization group(RG) flow between the ultraviolet fixed point and the infrared
fixed point of the three-dimensional field theory can be obtained from gauged N = 8 super-
gravity theory in four-dimensions via AdS/CFT correspondence. The holographic RG flow
equations connecting N = 8 SO(8) fixed point to N = 2 SU(3) × U(1) fixed point were
found in [2, 3](See also [4]) and the other holographic RG flow equations from N = 8 SO(8)
fixed point to N = 1 G2 fixed point also were studied in [3, 5, 6](See also [7, 8]). The exact
solutions to the M-theory lift of these RG flows were constructed in [9, 5].
The mass deformed U(2) × U(2) Chern-Simons matter theory with level k = 1 or k = 2
preserving N = 2 SU(3)×U(1) symmetry was studied in [10, 11, 12, 13] and the corresponding
mass deformation for N = 1 G2 symmetric case was described in [14] and moreover in [15]
the nonsupersymmetric RG flow equations preserving SO(7)± have been discussed. Very
recently, in [16], the holographic RG flow equations connecting N = 1 G2 fixed point to N = 2
SU(3) × U(1) fixed point were found. Furthermore, the N = 4 and N = 8 supersymmetric
flows have been studied in [17].
The gauged N = 8 supergravity in four-dimensions has a scalar potential which is a
function of 70 scalars, in general [18]. For one possible embedding of SU(3) where the de-
compositions of three basic eight-representations of SO(8) into SU(3) representations are
8v, 8s, 8c → 3+ 3+ 1+ 1, all of the 35-dimensional representations of SO(8) decompose into
8+6+6+3+3+3+3+1+1+1. Then the set of 70 scalars in gauged N = 8 supergravity
contains six singlets of SU(3). For the other embeddings of SU(3) where 8v, 8s, 8c → 8, all of
the 35-dimensional representations of SO(8) decompose into 27+ 8. This implies that there
exist no SU(3) singlets in the scalar sector.
It is known in [7] that SU(3) singlet space with a breaking of the SO(8) gauge group
into a group which contains SU(3) may be written in terms of the action of SU(2) × U(1)
subgroup of SU(8) on 70-dimensional representation. The SU(2) group element is realized
by usual three Euler angles. Surprisingly, the scalar potential is independent of two of three
angles and depends on only four parameters.
In this paper, we would like to revisit this SU(3) sector of gauged N = 8 supergravity
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in four-dimensions. Although there are six singlets of SU(3), the known scalar potential is
parametrized by only four. There is a room for the existence of two additional parameters
leading to six fields(which are the same number of SU(3) singlets). Instead of possessing the
SU(2) group as a subgroup, one can take any 2×2 unitary matrix U(2). Then this U(2) group
element is realized by four real parameters and moreover, there are two real parameters(i.e.,
U(1) angle and one real parameter): there exist six fields.
In section 2, we review the construction of scalar potential given in [7] for SU(2)× U(1)
subgroup of SU(8) of gauged N = 8 supergravity. The main difference between this paper
and the result of [3] is that we take the scalar manifold with explicit two Euler angles.
Recall that in [3] we put those values to zero from the beginning. Although A1 tensor of the
theory depends on one of the Euler angles, after diagonalizing the A1 tensor, this dependence
disappears and two eigenvalues play the role of superpotential for a scalar potential which is
the same as the one in [7].
In section 3, we construct a new scalar potential for U(2) × U(1) subgroup of SU(8) of
gauged N = 8 supergravity. Although A1 tensor of the theory depends on the parameters
on U(2) group, after diagonalizing the A1 tensor, the two eigenvalues become simple and
they can be obtained from the eigenvalues of section 2 by field redefinitions. Eventually
one obtains a new scalar potential which has also alternative form that can be read off
from the scalar potential in section 2. We describe some properties of all the critical points
behind this scalar potential and discuss some of the implications of our results. We focus
on the nontrivial supersymmetric critical points and obtain the BPS domain-wall solutions
for restricted scalar submanifold from direct extremization of energy-density. The three-
dimensional mass-deformed Chern-Simons matter theory is also discussed.
In section 4, we summarize what we obtain in this paper and make some comments on
the future directions.
In the Appendix, we present the detailed computations in section 2 and section 3.
2 The SU(3)-invariant sector of gauged N = 8 super-
gravity with four scalar space
Let us define the complex coordinates zj(j = 1, 2, 3, 4) on R
8 and xj(j = 1, 2, · · · , 8) is a set
of cartesian coordinates in the vector representation of SO(8) of gauged N = 8 supergravity:
z1 = x
1 + ix2, z2 = x
3 + ix4, z3 = x
5 + ix6, z4 = x
7 + ix8. (2.1)
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One takes the SO(6) subgroup of SO(8) which rotates xj (j = 1, 2, · · · , 6) and stabilizes x7
and x8 and let SU(3) be the subgroup of SO(6) which rotates zj(j = 1, 2, 3) and preserves
the complex structure defined by i
2
∑3
j=1 dzj ∧ dzj on R6. The complex conjugation of zj ,
denoted by zj, can be obtained as usual from (2.1). One defines the two complex structures
on the vector representation of SO(8) as follows [7, 16]:
J± =
i
2
(
3∑
j=1
dzj ∧ dzj
)
± i
2
dz4 ∧ dz4. (2.2)
Then two of the scalar SU(3) singlets can be obtained by F±1 with (2.2) while the remaining
four of the scalar SU(3) singlets are defined by F±2 + iF
±
3 [7, 16]:
F±1 = J
± ∧ J±,
F+2 + iF
+
3 = dz1 ∧ dz2 ∧ dz3 ∧ dz4,
F−2 + iF
−
3 = dz1 ∧ dz2 ∧ dz3 ∧ dz4. (2.3)
The SU(3) subgroup leaves all these six forms invariant and there are two U(1)’s which rotate
zj(j = 1, 2, 3) and z4 respectively. The F
±
3 are not invariant under these U(1) actions. These
six real four-forms(half of them are self-dual and others are anti-self-dual) can be regarded as
six scalar fields in gauged N = 8 supergravity and they live in the coset [16][
SU(1, 1)
U(1)
]
×
[
SU(2, 1)
SU(2)× U(1)
]
, (2.4)
as a submanifold of
E7(7)
SU(8)
which provides 70 real, physical scalars in gauged N = 8 supergrav-
ity. Within SO(8), the SU(3) commutes with U(1)× U(1). Within SU(8), the SU(3) com-
mutes with SU(2)×U(1)×U(1). Within E7(7), the SU(3) commutes with SU(2, 1)×SU(1, 1).
One parametrizes the scalar manifolds (2.4) using three complex scalar fields wm(m = 1, 2, 3)
with E7(7) components [16] as follows:
φijkl =
3∑
m=1
[
(Re wm) F
+
m + (Im wm) F
−
m
]
. (2.5)
Let us consider the parametrization of [7, 19] for the SU(3) singlet space
φijkl = λ cosα F
+
1 + λ sinα F
−
1 + λ
′ cos φ cos(θ + ψ) F+2 + λ
′ sin φ cos(θ − ψ) F−2
+ λ′ cosφ sin(θ + ψ) F+3 − λ′ sinφ sin(θ − ψ) F−3 , (2.6)
where the six four-forms (2.3) are given explicitly by
F±1 = ε±
[
(δ1234ijkl ± δ5678ijkl ) + (δ1256ijkl ± δ3478ijkl ) + (δ3456ijkl ± δ1278ijkl )
]
,
F±2 = ε±
[−(δ1357ijkl ± δ2468ijkl ) + (δ2457ijkl ± δ1368ijkl ) + (δ2367ijkl ± δ1458ijkl ) + (δ1467ijkl ± δ2358ijkl )] ,
F±3 = ε±
[
(δ2467ijkl ∓ δ1358ijkl )− (δ1367ijkl ∓ δ2458ijkl )− (δ1457ijkl ∓ δ2368ijkl )− (δ2357ijkl ∓ δ1468ijkl )
]
, (2.7)
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where ε+ = 1 and ε− = i and + gives the scalars and − gives the pseudoscalars 1. Recall
that the three angles φ, θ and ψ parametrize a general SU(2) matrix in (2.4) and the angle α
parametrizes the U(1) matrix in the first factor of (2.4). Originally, an arbitrary four-form,
φijkl, is written as a product of SU(8) element, which has four angle parameters, with seven
canonical self-dual four forms that have two independent real parameters λ and λ′. This comes
from the fact that an arbitrary four-form, in principle, can be written as a product of SU(8)
element which has 63 parameters and 7 canonical self-dual four-forms leading to 70 self-dual
four-forms [20]. It is easy to check (2.6) by performing the SU(8) action on 70-dimensional
representation in the space of self-dual complex four-forms. One has the following relations 2
between (2.5) and (2.6):
w1 = λe
iα,
w2 = λ
′ (eiφ cos θ cosψ − e−iφ sin θ sinψ) ,
w3 = λ
′ (eiφ cos θ sinψ + e−iφ sin θ cosψ) . (2.9)
Note that in [3], we put the constraints θ = 0 = ψ at the beginning, which lead to the
vanishing of F±3 term in (2.6), due to the fact that the scalar potential does not depend on
these values. In this paper, we relax these conditions and want to see how those variables
appear in the various places we describe. Actually these features are crucial for describing the
additional nonzero F±3 term in the next section when we turn on the more general four-forms.
Let us contract the φIJKL (2.6) with the gamma matrices Γ
I . We use Γ1 = 18×8 and
SO(7) gamma matrices ΓJ where J = 2, 3, · · · , 8 [21]. Let us introduce gamma matrices Γ˜I =(
0 14×4
14×4 0
)
ΓI
(
0 14×4
14×4 0
)
and define the following quantity which was introduced
in [22] with new gamma matrices
SAB ≡ φIJKL(Γ˜IJKL)AB. (2.10)
Then one obtains the real part of (2.10) as follows: λ cosα16×6 06×1 06×101×6 −3λ cosα + 4λ′ cosφ cos(θ + ψ) 4λ′ cosφ sin(θ + ψ)
01×6 4λ′ cosφ sin(θ + ψ) −3λ cosα− 4λ′ cosφ cos(θ + ψ)
 .(2.11)
1In [19], the similar construction of the scalar and pseudoscalar singlets of SU(3) is found. However, their
SU(3) rotates zj( j = 2, 3, 4) and therefore the nontrivial aspect appears in the first two indices rather than
the last two. This is the reason why the explicit form for four-forms is different from each other. See also the
equation (3.1) of [19] corresponding to (2.7).
2 Note that the general SU(2) matrix element is given by(
eiφ cos θ cosψ − e−iφ sin θ sinψ −eiφ cos θ sinψ − e−iφ sin θ cosψ
eiφ sin θ cosψ + e−iφ cos θ sinψ −eiφ sin θ sinψ + e−iφ cos θ cosψ
)
=
(
w2
λ′
−w3
λ′
w3
λ′
w2
λ′
)
. (2.8)
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The supergravity scalar or pseudoscalar field corresponds to the mass terms of (77) plus (88)
components as well as (78) component for nonzero θ and ψ in the boundary theory. The
imaginary part of (2.10) can be written as −3λ sinα− 4λ′ sinφ cos(θ − ψ) 4λ′ sin φ sin(θ − ψ) 01×6−4λ′ sinφ sin(θ − ψ) −3λ sinα + 4λ′ sin φ cos(θ − ψ) 01×6
06×1 06×1 λ sinα16×6
 . (2.12)
We want to see how the supergravity fields in (2.11) and (2.12) map onto the corresponding
boundary field theory objects.
It is convenient to represent the six scalars with a 56× 56 matrix, the 56-bein, V(x):
V(x) = exp 1
2
√
2
(
0 φijkl(x)
φijkl(x) 0
)
. (2.13)
The singlet φijkl (2.6) is a 28 × 28 matrix and it consists of one 4 × 4 block diagonal matrix
and three 8×8 block diagonal matrices. For nonzero values for θ and ψ, the previous six 4×4
block diagonal matrices [3] where θ = 0 = ψ are generalized to be the present three 8 × 8
block diagonal matrices. Let us look at (2.13) closely. One can select some matrix elements
from 56× 56 matrix of (2.13) in the exponent. Let us choose the (row, column)-elements
(1, 29), (1, 30), (1, 31), (1, 32), (2, 29), (2, 30), (2, 31), (2, 32),
(3, 29), (3, 30), (3, 31), (3, 32), (4, 29), (4, 30), (4, 31), (4, 32), (2.14)
which are the first 4× 4 block diagonal of φijkl. Similarly, one selects
(29, 1), (29, 2), (29, 3), (29, 4), (30, 1), (30, 2), (30, 3), (30, 4),
(31, 1), (31, 2), (31, 3), (31, 4), (32, 1), (32, 2), (32, 3), (32, 4), (2.15)
which are the first 4 × 4 block diagonal of φijkl. For the computation of (2.13), we need to
know the multiple product of the exponent. Then it is easy to see that when we compute the
multiple product for the submatrix which consists of (2.14) and (2.15) with zero elements for
other components, the relevant matrix elements which contribute to the final closed expression
of (2.13) in the exponent are given by
(1, 1), (1, 2), (1, 3), (1, 4), (2, 1), (2, 2), (2, 3), (2, 4),
(3, 1), (3, 2), (3, 3), (3, 4), (4, 1), (4, 2), (4, 3), (4, 4), (2.16)
and the last one is
(29, 29), (29, 30), (29, 31), (29, 32), (30, 29), (30, 30), (30, 31), (30, 32),
(31, 29), (31, 30), (31, 31), (31, 32), (32, 29), (32, 30), (32, 31), (32, 32). (2.17)
Therefore, one takes the 8 × 8 block diagonal matrix as (2.16) for one-one block, (2.14) for
one-two block, (2.15) for two-one block and (2.17) for two-two block. After exponentiating
this submatrix, then we redistribute them in 56× 56 matrix and finally read off the 28-beins.
In this way, one can also construct three 16× 16 block diagonal matrices.
Then the exponent of (2.13) leads to a single 8×8 block diagonal matrix and three 16×16
block diagonal matrices. Since four submatrices in the exponent are block diagonal in 56×56
matrix, we do not need the nontrivial Baker-Hausdorff formulae here and the above 56-bein
(2.13) can be decomposed into four independent exponential factors where each exponent
commutes with each other. Let us compute these factors explicitly. First, one can easily get
the 8× 8 matrix by exponentiating a single 8× 8 block diagonal matrix in the first exponent
after using the mathematica command “MatrixExp”. Secondly, in order to obtain the other
factors of 56-bein, we compute the eigenvalues and eigenvectors for each 16×16 block diagonal
matrix in the last three exponents. Then one takes each 16 × 16 matrix U as a transpose of
eigenvectors. That is, each U has 16 column vectors that are 16 × 1 matrices respectively.
Moreover, one obtains the 16×16 matrix D easily by exponentiating a single 16×16 diagonal
matrix which is obtained from the eigenvalues using “MatrixExp” command. Then the each
16 × 16 matrix component can be determined by UDU−1 where U−1 is an inverse matrix of
U . Also one can check that this UDU−1 is equal to the original 16×16 block diagonal matrix
in the last three exponents.
Therefore, the 56-bein (2.13) can be written as
V(x) =
(
u IJij (x) vijKL(x)
vklIJ(x) uklKL(x)
)
, (2.18)
where the 28-beins uIJKL and vIJKL are given in (A.1), (A.2), (A.3), (A.4) and (A.5) of the
Appendix A. Let us define SU(8) T-tensor which is manifestly antisymmetric in the indices
[ij] and SU(8) covariant:
T kijl =
(
uijIJ + v
ijIJ
) (
u JKlm u
km
KI − vlmJKvkmKL
)
. (2.19)
In particular, A1 tensor is symmetric in (ij) and A2 tensor is antisymmetric in [ijk] as follows:
A ij1 = −
4
21
T ijmm , A
ijk
2l = −
4
3
T
[ijk]
l . (2.20)
The former appears in the variation of the gravitino of the theory while the latter appears in
the variation of 56 Majorana spinor of the theory.
It turns out that A1 tensor has four distinct complex values, zˆ1, zˆ2, zˆ3 and zˆ4 with degen-
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eracies 6, 1, 1 and 2 respectively and has the following form
A IJ1 =

zˆ1 0 0 0 0 0 0 0
0 zˆ1 0 0 0 0 0 0
0 0 zˆ1 0 0 0 0 0
0 0 0 zˆ1 0 0 0 0
0 0 0 0 zˆ1 0 0 0
0 0 0 0 0 zˆ1 0 0
0 0 0 0 0 0 zˆ2 zˆ4
0 0 0 0 0 0 zˆ4 zˆ3

, (2.21)
where zˆ1 is a function of λ, λ
′, α and φ and zˆ2, zˆ3 and zˆ4 depend on these as well as θ:
zˆ1 = e
−2i(α+φ) [pq(e3iαp+ q)r2t2 + e4iφpq(e3iαp+ q)r2t2
+ ei(α+2φ)(q3 + 2q(2 + 3q2)r2t2 + eiαp(1 + q2 + 2(1 + 3q2)r2t2))
]
,
zˆ2 =
1
4
e−2i(α+2φ)
[
4e2i(α+2φ)(p3 + e3iαq3)(1 + t4) + 4e2i(θ+2φ)t2
×(2(p3 + e3iαq3) + 6eiαpq(p+ eiαq)r2 sin 2φ+ (p3 + e3iαq3)t2 cos 4φ
− i cos 2θ(6eiαpq(p+ eiαq)r2 sin 2φ+ (p3 + e3iαq3)t2 sin 4φ))] ,
zˆ3 =
1
4
e−2i(α+2φ)
[
4e2i(α+2φ)(p3 + e3iαq3)(1 + t4) + 4e2i(θ+2φ)t2
×(6eiα(p+ eiαq)pqr2(cos 2φ+ i cos 2θ sin 2φ)
+ (p3 + e3iαq3)(2 + t2(cos 4φ+ i cos 2θ sin 4φ))
]
,
zˆ4 =
1
4
ie−2i(α+2φ)(e4iθ − 1)(e4iφ − 1)t2 [6ei(α+2φ)pq(p+ eiαq)r2
+ (p3 + e3iαq3)(1 + e4iφ)t2
]
. (2.22)
Here let us introduce the following quantities
p ≡ cosh
(
λ
2
√
2
)
, q ≡ sinh
(
λ
2
√
2
)
, r ≡ cosh
(
λ′
2
√
2
)
, t ≡ sinh
(
λ′
2
√
2
)
.(2.23)
The zˆ1 does not contain the field θ or ψ and coincides with the one by putting the constraints
θ = 0 = ψ [3]. It is easy to see that zˆ4 becomes zero when θ = 0 due to a factor (e
4iθ − 1).
One obtains the two eigenvalues z2 and z3 for 2×2 matrix with matrix elements by zˆ2, zˆ3 and
zˆ4 in (2.21) and it turns out, together with (2.22), that
z2(λ, λ
′;α, φ) = zˆ2|θ=0, and z3(λ, λ′;α, φ) = zˆ3|θ=0. (2.24)
Furthermore, as noted in [16], the eigenvalues z2 and z3 are related to each other by
z3(λ, λ
′;α, φ) = z2(λ, λ
′;α, φ)|λ′→−λ′,φ→−φ. (2.25)
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Finally, the scalar potential from the general expression of [23]
V = −g2
(
3
4
∣∣A ij1 ∣∣2 − 124 ∣∣A i2 jkl∣∣2
)
,
can be written, by adding all the components of A1, A2 tensors, as
V (λ, λ′;α, φ) = −g2
[
3
4
× (6|zˆ1|2 + |zˆ2|2 + |zˆ3|2 + 2|zˆ4|2)
− 1
24
× 6
(
4
4∑
i=1
|yi|2 + 12
9∑
i=5
|yi|2 + 6|y10|2 + 3
12∑
i=11
|yi|2 + 6|y13|2
) ]
=
1
2
g2
(
s′4
[
(x2 + 3)c3 + 4x2v3s3 − 3v(x2 − 1)s3 + 12xv2cs2 − 6(x− 1)cs2 + 6(x+ 1)c2sv]
+2s′2
[
2(c3 + v3s3) + 3(x+ 1)vs3 + 6xv2cs2 − 3(x− 1)cs2 − 6c]− 12c) , (2.26)
where we introduce
c ≡ cosh
(
λ√
2
)
, s ≡ sinh
(
λ√
2
)
, c′ ≡ cosh
(
λ′√
2
)
, s′ ≡ sinh
(
λ′√
2
)
,
v ≡ cosα, x ≡ cos 2φ. (2.27)
Therefore, we explicitly show that the scalar potential does not depend on the two angles θ
and ψ of SU(2) matrix in (2.4).
As shown in [3], one can write the scalar potential in terms of a superpotential as follows:
V (λ, λ′;α, φ) = g2
[
16
3
∣∣∣∣∂z3∂λ
∣∣∣∣2 + 4 ∣∣∣∣∂z3∂λ′
∣∣∣∣2 − 6 |z3|2
]
, (2.28)
with a superpotential from (2.24), i.e., more explicitly,
z3(λ, λ
′;α, φ) = 6ei(α+2φ)p2qr2t2 + 6e2i(α+φ)pq2r2t2 + p3(r4 + e4iφt4)
+e3iαq3(r4 + e4iφt4), (2.29)
where we use simplified notations of (2.23). Note that due to the property (2.25), when we
replace z3 with z2 in the right hand side of (2.28), we obtain the same expression for the
scalar potential in terms of other superpotential z2. That is, there are two candidates for
superpotential.
We expect to have the kinetic terms which contain θ and ψ dependence as well as others.
The resulting Lagrangian of scalar-gravity sector takes the form∫
d4x
√−g
[
1
2
R − 3
8
(∂µλ)
2 − 3
4
s2 (∂µα)
2 − 1
2
(∂µλ
′)2 − s′2 (∂µφ)2 − T − V (λ, λ′;α, φ)
]
(2.30)
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with (2.27) and (2.26) where θ and ψ dependent terms of kinetic energy are given by
T = 4r2t2(1 + 2t2)2(∂µψ)
2 + 4r2t2(1 + 4r2t2 cos2 2φ)(∂µθ)
2
+ 8r2t2(1 + 2t2)2 cos 2φ(∂µθ)(∂µψ). (2.31)
By substituting the usual domain-wall ansatz into the Lagrangian (2.30), the Euler-Lagrangian
equations for this are related to those for the energy functional E. Here the energy-density
per unit area transverse to r-direction is given by reorganizing the kinetic energy and the
potential energy through usual squaring-procedure. Since the remaining four kinetic terms
plus the scalar potential in (2.30) depend on only λ, λ′, α and φ and do not depend on θ and
ψ, one can recombine those four kinetic terms with the corresponding scalar potential parts
in terms of the squares of the four derivatives of superpotential as in [3]. Then we are left
with (2.31) which appears in the integrand of functional.
How do we get the consistent BPS equations we have found in [3] eventhough there exists
the equation (2.31)? According to the observation of (A.7), the above T (2.31) can be written
as a+G
2
+ + a−G
2
−. In order to have the BPS bound, inequality of the energy-density, one
should have G± = 0 where a± and G± are defined through (A.7). Then it is easy to check
that the solutions for these provide ∂rθ = 0 = ∂rψ. Therefore, one can take θ = 0 = ψ which
are the same as the expectation values of N = 8 SO(8) maximal supersymmetric case, along
the whole RG flow.
For the supersymmetry counting, one considers, for example, the variation of spin 3
2
field.
The variation of this gravitino contains gravitino, supersymmetry parameter and the compo-
nent of A1 tensor. Recall that one should multiply the 2 × 2 matrix M , obtained from the
eigenvectors in the submatrix of nondiagonal A1 tensor(characterized by zˆ2, zˆ3, zˆ4 in (2.22)),
and its inverse M−1 like as A˜1 = MA1M−1 in (2.24), to diagonalize it. Moreover, one gets
the corresponding transformed gravitino ψ˜i and supersymmetry parameter ǫ˜i. After this
procedure, one can go through the steps we did in [3] and it is clear that there exists the
supersymmetric bosonic background consistent with the above BPS bound.
3 The SU(3)-invariant sector of gauged N = 8 super-
gravity with six scalar space
Let us introduce three complex fields
w1 = λe
iα, w2 = λ
′eiφ, w3 = ρe
iϕ (3.1)
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instead of (2.9). In terms of 2× 2 U(2) group element, w2 and w3 are located at(
λ′eiφ −ρeiϕ
ρe−iϕ λ′e−iφ
)
compared with the one in (2.8) in previous section. Let us consider more general SU(3) singlet
space parametrized by six fields
φijkl = λ cosαF
+
1 + λ sinαF
−
1 + λ
′ cosφF+2 + λ
′ sinφF−2 + ρ cosϕF
+
3 + ρ sinϕF
−
3 , (3.2)
where six four-forms are given in (2.7). Starting from (2.13), one can read off a single 8 × 8
block diagonal matrix and three 16× 16 block diagonal matrices from (3.2). Then the corre-
sponding 8×8 matrix and three 16×16 matrices can be obtained by using the exponentiating
procedure we described in previous section exactly. Then one arrives at the 56-bein given by
(2.18). The complete expression for u and v is given in (B.1), (B.2), (B.3), (B.4) and (B.5)
of Appendix B.
The real part of (2.10) can be computed as follows: λ cosα16×6 06×1 06×101×6 −3λ cosα+ 4λ′ cosφ 4ρ cosϕ
01×6 4ρ cosϕ −3λ cosα− 4λ′ cosφ
 , (3.3)
which is traceless. Note that there exist the off-diagonal terms due to the factor ρ cosϕ which
vanishes as ρ goes to zero. The imaginary part of (2.10) is given by −3λ sinα− 4λ′ sinφ −4ρ sinϕ 01×6−4ρ sinϕ −3λ sinα + 4λ′ sin φ 01×6
06×1 06×1 λ sinα16×6
 (3.4)
which is also traceless and the off-diagonal terms arise in (12)-component and (21)-component
and they vanish as ρ goes to zero. We would like to see how the supergravity fields (3.3) and
(3.4) map onto the corresponding boundary field theory objects in this parametrization also
and the correspondence will appear at the end of this section.
The A1 tensor has four distinct complex values, zˆ1, zˆ2, zˆ3 and zˆ4 with degeneracies 6, 1, 1
and 2 respectively and has the following form
A IJ1 =

zˆ1 0 0 0 0 0 0 0
0 zˆ1 0 0 0 0 0 0
0 0 zˆ1 0 0 0 0 0
0 0 0 zˆ1 0 0 0 0
0 0 0 0 zˆ1 0 0 0
0 0 0 0 0 zˆ1 0 0
0 0 0 0 0 0 zˆ2 zˆ4
0 0 0 0 0 0 zˆ4 zˆ3

, (3.5)
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where zˆ1, zˆ2, zˆ3 and zˆ4 are functions of λ, λ
′, ρ, α, φ and ϕ as follows. The diagonal terms in
(3.5) are (11), (22), (33), (44), (55) and (66)-component
zˆ1 =
e−2iα
ρ2 + λ′2
[
eiα(eiαp(1 + 2r2t2 + q2(1 + 6r2t2)) + q(4r2t2 + q2(1 + 6r2t2)))(ρ2 + λ′2)
+ 2pq(q + e3iαp)r2t2(λ′2 cos 2φ+ ρ2 cos 2ϕ)
]
, (3.6)
and the (77)-component
zˆ2 =
e−4i(φ+ϕ)
(ρ2 + λ′2)2
[
e2iφ(ei(3α+2φ)q3t4ρ4 + e2iφp3t4ρ4 + e3i(α+2ϕ)q3t4ρ2λ′2 + ei(3α+2ϕ)q3t4ρ2λ′2
+ e2iϕp3t4ρ2λ′2 + e6iϕp3t4ρ2λ′2 + 6e2i(α+φ+ϕ)pq2r2t2ρ2(ρ2 + λ′2)
+ 6ei(α+2(φ+ϕ))p2qr2t2ρ2(ρ2 + λ′2) + 6e2i(α+2ϕ)pq2r2t2λ′2(ρ2 + λ′2)
+ 6ei(α+4ϕ)p2qr2t2λ′2(ρ2 + λ′2) + ei(3α+2φ+4ϕ)q3(ρ4 + t4ρ4 + 2ρ2λ′2 + λ′4 + 2t2(ρ2 + λ′2)2)
+ e2i(φ+2ϕ)p3(ρ4 + t4ρ4 + 2ρ2λ′2 + λ′4 + 2t2(ρ2 + λ′2)2))
+ 2e2i(φ+ϕ)(p3 + e3iαq3)t4λ′2(e2iφρ2 + e2iϕλ′2) cos 2φ
]
, (3.7)
and (88)-component
zˆ3 =
e−2iϕ
(ρ2 + λ′2)2
[
e2iϕpρ4 + e2iϕpq2ρ4 + ei(3α+2ϕ)q3ρ4 + 2e2iϕpρ2λ′2 + 2e2iϕpq2ρ2λ′2
+ 2ei(3α+2ϕ)q3ρ2λ′2 + e2iϕpλ′4 + e2iϕpq2λ′4 + ei(3α+2ϕ)q3λ′4 + 2e2iϕt2(ρ2 + λ′2)(p(ρ2 + λ′2)
+ pq2(ρ2 + 3e2i(α+ϕ)ρ2 + λ′2 + 3e2i(α+φ)λ′2) + eiαq(e2iαq2(ρ2 + λ′2)
+ 3p2(e2iϕρ2 + e2iφλ′2))) + t4(e2iϕρ2 + e2iφλ′2)((p3 + e3iαq3)ρ2 + e4iϕ(p3 + e3iαq3)ρ2
+ 6ei(α+2ϕ)pq(p+ eiαq)(ρ2 + λ′2) + 2e2iϕ(p3 + e3iαq3)λ′2 cos 2φ)
]
. (3.8)
There exist nondiagonal terms, (78)-component and (87)-component,
zˆ4 =
e−i(φ+3ϕ)
(ρ2 + λ′2)2
(−e2iφ + e2iϕ)t2ρλ′ [(p3 + e3iαq3)t2ρ2 + e4iϕ(p3 + e3iαq3)t2ρ2
+ 6ei(α+2ϕ)pq(p+ eiαq)r2(ρ2 + λ′2) + 2e2iϕ(p3 + e3iαq3)t2λ′2 cos 2φ
]
, (3.9)
which vanishes for ρ = 0 or λ′ = 0 which corresponds to the fact that zˆ4 vanishes when θ = 0
in section 2. Here we introduce the hyperbolic functions, for simplicity, as in previous section
p ≡ cosh
(
λ
2
√
2
)
, q ≡ sinh
(
λ
2
√
2
)
, r ≡ cosh
(√
λ′2 + ρ2
2
√
2
)
, t ≡ sinh
(√
λ′2 + ρ2
2
√
2
)
.(3.10)
Compared to (2.23), the first two are the same and the last two are different in the sense that
λ′ is replaced by
√
λ′2 + ρ2.
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One obtains the two eigenvalues z2 and z3 for 2× 2 matrix with matrix elements by zˆ2, zˆ3
and zˆ4 in (3.7), (3.8), and (3.9) and it turns out that
3
z2(λ, λ
′, ρ;α, φ, ϕ) = z2(λ, λ
′;α, φ)|
λ′→
√
λ′2+ρ2, φ→ 1
2
cos−1
h
λ′2 cos 2φ+ρ2 cos 2ϕ
λ′2+ρ2
i,
z3(λ, λ
′, ρ;α, φ, ϕ) = z3(λ, λ
′;α, φ)|
λ′→
√
λ′2+ρ2, φ→ 1
2
cos−1
h
λ′2 cos 2φ+ρ2 cos 2ϕ
λ′2+ρ2
i, (3.11)
where z2(λ, λ
′;α, φ) and z3(λ, λ′;α, φ) are the two eigenvalues of previous section (2.24) and
two candidates for the superpotential. Furthermore, the eigenvalues z2 and z3 for six fields
are related to each other by
z3 = z2|√λ′2+ρ2→−√λ′2+ρ2, 1
2
cos−1
h
λ′2 cos 2φ+ρ2 cos 2ϕ
λ′2+ρ2
i
→− 1
2
cos−1
h
λ′2 cos 2φ+ρ2 cos 2ϕ
λ′2+ρ2
i. (3.12)
This feature occurs also in (2.25) of previous section. Of course, the eigenvalue zˆ1 (3.6) can be
obtained from the zˆ1 (2.22) in section 2 by same transformation as (3.11). From the relations
(2.9), by replacing λ′ and φ of section 2 with χ and β respectively, one has
χ2 = |w2|2 + |w3|2 = λ′2 + ρ2,
cos 2β =
|w2|2 cos(2Arg w2) + |w3|2 cos(2Arg w3)
|w2|2 + |w3|2 =
λ′2 cos 2φ+ ρ2 cos 2ϕ
λ′2 + ρ2
, (3.13)
where we use (3.1).
The scalar potential can be obtained from the general procedure, like as in (2.26), and it
leads to
V (λ, λ′, ρ;α, φ, ϕ) =
1
(ρ2 + λ′2)2
2
[
(1 + 2q2)((−3 + 8(−1 + 5p2q2)r2t2 + 2(7 + 76p2q2)r4t4)ρ4
+2(−3 + 4r2t2(−2 + 3r2t2 + 2p2q2(5 + 18r2t2)))ρ2λ′2 + (−3 + 8(−1 + 5p2q2)r2t2
+2(7 + 76p2q2)r4t4)λ′4) + 2r2t2(12pq(ρ2 + λ′2) cosα((2r2t2 + 3q4(1 + 2t2)2
+3(q + 2qt2)2)(ρ2 + λ′2) + 2(r2t2 + q4(1 + 2t2)2 + (q + 2qt2)2)(λ′2 cos 2φ+ ρ2 cos 2ϕ))
+4p3q3 cos 3α((ρ2 + λ′2)2 + 4r2t2(λ′2 cos 2φ+ ρ2 cos 2ϕ)2)
+(1 + 2q2)(12p2(q + 2qt2)2(ρ2 + λ′2) cos 2α(λ′2 cos 2φ+ ρ2 cos 2ϕ)
+r2(t + 2q2t)2(λ′4 cos 4φ+ 4ρ2λ′2 cos 2φ cos 2ϕ+ ρ4 cos 4ϕ)))
]
, (3.14)
3We emphasize here the notations for z3(λ, λ
′, ρ;α, φ, ϕ) and z3(λ, λ
′;α, φ). The former is parametrized
by six fields (3.11) and the latter is parametrized by four fields (2.29). The other forms for these can be
written as z2 =
1
2
(
zˆ2 + zˆ3 −
√
zˆ2
2
+ 4zˆ2
4
− 2zˆ2zˆ3 + zˆ23
)
and z3 =
1
2
(
zˆ2 + zˆ3 +
√
zˆ2
2
+ 4zˆ2
4
− 2zˆ2zˆ3 + zˆ23
)
in the
eigenvalue calculation. One can check that these are equal to (3.11).
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with (3.10). Although the structure of this scalar potential seems to be very complicated, it
is obvious that this leads to the following result, by simply taking the subtraction between
these two,
V (λ, λ′, ρ;α, φ, ϕ) =
1
2
g2
(
s′4
[
(x2 + 3)c3 + 4x2v3s3 − 3v(x2 − 1)s3 + 12xv2cs2 − 6(x− 1)cs2 + 6(x+ 1)c2sv]
+2s′2
[
2(c3 + v3s3) + 3(x+ 1)vs3 + 6xv2cs2 − 3(x− 1)cs2 − 6c]− 12c) , (3.15)
where the redefined quantities are given by
c ≡ cosh
(
λ√
2
)
, s ≡ sinh
(
λ√
2
)
, c′ ≡ cosh
(√
λ′2 + ρ2√
2
)
, s′ ≡ sinh
(√
λ′2 + ρ2√
2
)
,
v ≡ cosα, x ≡ cos 2β ≡ λ
′2 cos 2φ+ ρ2 cos 2ϕ
λ′2 + ρ2
. (3.16)
Compared to (2.27), the first two are the same, the next two are different in the sense that λ′
is replaced by
√
λ′2 + ρ2 and the last one has nontrivial expression. If ρ goes to zero, then x
in (3.16) becomes x in (2.27) or if ϕ = φ, then one has a coincidence between two expressions.
One sees the symmetry between (λ′, φ) and (ρ, ϕ) behind this scalar potential. That is, the
scalar potential is invariant under λ′ ↔ ρ and φ ↔ ϕ. In other words, the critical points
for ρ = 0 are exactly the same as those for λ′ = 0. From the explicit form for the four-form
fields (2.7), there is a symmetry between the index 7 and the index 8. If we exchange them,
then F±2 goes to F
±
3 up to signs and vice versa. By comparing (3.15) with (2.26), one realizes
that there exists simple relation between the potential (3.15) here and the potential (2.26)
appeared in previous section. More explicitly, one obtains 4
V (λ, λ′, ρ;α, φ, ϕ) = V (λ, λ′;α, φ)|
λ′→
√
λ′2+ρ2, φ→ 1
2
cos−1
h
λ′2 cos 2φ+ρ2 cos 2ϕ
λ′2+ρ2
i, (3.17)
where the field transformations in the right hand side is exactly the same as the one in (3.13).
Although the components of A1 and A2 tensors are not transformed from those in section 2
via (3.13), the scalar potential, coming from the sum of the squares of absolute value of these,
is transformed via (3.13) and is summarized by (3.17).
From the first derivatives of scalar potential V (λ, λ′, ρ;α, φ, ϕ) with six fields for the critical
points
∂V
∂λ
= 0,
∂V
∂λ′
= 0,
∂V
∂ρ
= 0,
∂V
∂α
= 0,
∂V
∂φ
= 0,
∂V
∂ϕ
= 0, (3.18)
4Let us denote V (λ, λ′, ρ;α, φ, ϕ) by either (3.14) or (3.15) parametrized by six fields and V (λ, λ′;α, φ) by
(2.26) parametrized by four fields as we write the arguments explicitly.
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it is easy to show that there exists, for the scalar field V (λ, λ′, ρ;α, φ, ϕ),
λ′√
λ′2 + ρ2
(
∂V
∂λ′
)
+
ρ√
λ′2 + ρ2
(
∂V
∂ρ
)
= 0. (3.19)
The left hand side in (3.19) coincides with the expression of ∂V (λ,λ
′;α,φ)
∂λ′
with the substitutions
λ′ → √λ′2 + ρ2 and φ → 1
2
cos−1
[
λ′2 cos 2φ+ρ2 cos 2ϕ
λ′2+ρ2
]
as in (3.13). Similarly, one obtains a
relation, for the scalar field V (λ, λ′, ρ;α, φ, ϕ),
− λ
′2 + ρ2
2λ′2 sin 2φ
(
∂V
∂φ
)
+
λ′2 + ρ2
2ρ2 sin 2ϕ
(
∂V
∂ϕ
)
= 0. (3.20)
In this case, the left hand side in (3.20) is equal to the expression of ∂V (λ,λ
′;α,φ)
∂ cos 2φ
with the above
replacements for λ′ and φ as in (3.19). Of course, it is obvious that (3.19) and (3.20) are
satisified automatically if (3.18) is satisfied. It is obvious that the first relation of (3.18) is
the same as the expression of ∂V (λ,λ
′;α,φ)
∂λ
while the fourth relation of (3.18) is equal to the
expression of ∂V (λ,λ
′;α,φ)
∂α
, with the above replacements for λ′ and φ after doing these derivatives.
Therefore, from the critical point conditions for four scalar fields,
∂λV (λ, λ
′;α, φ) = ∂αV (λ, λ
′;α, φ) = ∂λ′V (λ, λ
′;α, φ) = ∂φV (λ, λ
′;α, φ) = 0, (3.21)
one obtains the corresponding critical point conditions for six fields. In other words, instead
of using (3.18) directly, one uses some linear combinations of them (3.19) and (3.20). Then
we need to check whether there are further constraints on the six fields as well as the results
from (3.21) by looking at (3.18) and exhausting the remaining vanishing conditions.
Now we describe the critical points for the scalar potential (3.14) we have found by looking
at those for the scalar potential (2.26) and finding the further constraints on the remaining
fields.
• Nonsupersymmetric SO(7)− critical point
One [24] has the following critical values
λ =
√
2 sinh−1
(
1
2
)
=
√
λ′2 + ρ2, α =
π
2
=
1
2
cos−1
(
λ′2 cos 2φ+ ρ2 cos 2ϕ
λ′2 + ρ2
)
, (3.22)
after solving the four conditions characterized by (3.19), (3.20) and the first and the fourth
of (3.18). We explicitly write the β given in (3.16) here in order to emphasize the existence
of the number of independent fields above. Now we have to check other conditions in the
sense that we are dealing with six fields. Then it is straightforward to check the remaining
second, third, fifth and sixth equations of (3.18) satisfy under the condition λ′ cosφ = 0. This
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implies, under the condition for nonzero λ′(When λ′ = 0, then we end up with the case which
was discussed in section 2), that
φ =
π
2
= ϕ, (3.23)
by eliminating the ρ field from two equations (3.22). Therefore, the additional field ϕ is fixed
as the φ field while the λ′ field is not fixed but the square sum λ′2 + ρ2 is fixed according to
(3.22). This result is summarized in Table 1 where the five fields among six fields are fixed.
Since the angles α, φ and ϕ are equal to pi
2
via (3.22) and (3.23) and from (3.2), the only
anti-self-dual four-forms F−1 , F
−
2 and F
−
3 are survived.
• Nonsupersymmetric SO(7)+ critical point
One [25] obtains the critical values
λ =
√
2 sinh−1
(√
1
2
(
3√
5
− 1)
)
=
√
λ′2 + ρ2,
α = 0 =
1
2
cos−1
(
λ′2 cos 2φ+ ρ2 cos 2ϕ
λ′2 + ρ2
)
, (3.24)
after solving the four conditions characterized by (3.19), (3.20) and the first and the fourth
of (3.18). Then it is clear to check the remaining second, third, fifth and sixth equations of
(3.18) satisfy under the condition λ′ sinφ = 0. This implies, under the condition for nonzero
λ′(For λ′ = 0, then we end up with the case discussed in section 2), that
φ = 0 = ϕ, (3.25)
by eliminating the ρ field from two equations (3.24). Therefore, the additional field ϕ is fixed
as the φ field and the λ′ field is not fixed but the square sum λ′2 + ρ2 is fixed according to
(3.24). This result is summarized in Table 1 where the five fields are fixed. Since the angles
α, φ and ϕ are equal to zero via (3.24) and (3.25) and from (3.2), the only self-dual four-forms
F+1 , F
+
2 and F
+
3 are survived.
• N = 1 G2 critical point
One [26] has the critical values
λ =
√
2 sinh−1
(√
2
5
(
√
3− 1)
)
=
√
λ′2 + ρ2,
α = cos−1
√
3−√3
2
=
1
2
cos−1
(
λ′2 cos 2φ+ ρ2 cos 2ϕ
λ′2 + ρ2
)
. (3.26)
Then it is straightforward to check the remaining second, third, fifth and sixth equations of
(3.18) satisfy without any further constraints on the fields. Therefore, the additional field ϕ is
not fixed and the λ′ field is not fixed but the square sum λ′2 + ρ2 is fixed according to (3.26).
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Let us introduce F (λ′, φ, ϕ) defined by
F ≡
λ′2 cos 2φ+
([√
2 sinh−1
√
2
5
(
√
3− 1)
]2
− λ′2
)
cos 2ϕ[√
2 sinh−1
√
2
5
(
√
3− 1)
]2 − cos(2 cos−1
√
3−√3
2
) (3.27)
by eliminating the ρ field from (3.26) and we present this three-dimensional contour plot for
F (λ′, φ, ϕ) = 0 in the Figure 1. The maximal value of λ′ is given by
λ′max =
√
2 sinh−1
√
2
5
(
√
3− 1) = 0.73 (3.28)
when ρmin = 0 in (3.26) and the corresponding φ is given by φ = cos
−1
√
3−
√
3
2
= 0.97 by
substituting ρmin = 0 in the second equation of (3.26). On the other hand, the minimum
value of λ′ is
λ′min = 0 (3.29)
when ρmax =
√
2 sinh−1
√
2
5
(
√
3− 1) = 0.73 through (3.26) at which the ϕ is given by ϕ =
cos−1
√
3−
√
3
2
= 0.97 similarly. For λ′min < λ
′ < λ′max with (3.28) and (3.29) corresponding
to nonzero ρ except the above two extreme limits, any point on the surface can give the G2
critical point. The self-dual four-forms F+1 , F
+
2 and F
+
3 and anti-self-dual four forms F
−
1 , F
−
2
and F−3 are present. This result is summarized in Table 1 where the three fields among six
fields are fixed. Further constraints on these three remaining fields can be found by requiring
either the possibility of scalar potential in terms of superpotential or the existence of BPS
domain-wall solutions later.
• Nonsupersymmetric SU(4)− critical point
One [27] gets the following critical values
λ = 0,
√
λ′2 + ρ2 =
√
2 sinh−1 (1) ,
1
2
cos−1
(
λ′2 cos 2φ+ ρ2 cos 2ϕ
λ′2 + ρ2
)
=
π
2
, (3.30)
after solving the four conditions characterized by (3.19), (3.20) and the first and the fourth
of (3.18). Then it is straightforward to check the remaining second, third, fifth and sixth
equations of (3.18) satisfy under the condition λ′ cosφ = 0. This implies, under the condition
for nonzero λ′(For λ′ = 0, then we end up with the case which was discussed in section 2),
that
φ =
π
2
= ϕ, (3.31)
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Figure 1: The three-dimensional contour plot for F (λ′, φ, ϕ) = 0 defined by (3.27). The
maximal value of λ′ is given by λ′max =
√
2 sinh−1
√
2
5
(
√
3− 1) = 0.73 when ρmin = 0 in
(3.26) and the corresponding φ is given by φ = cos−1
√
3−
√
3
2
= 0.97. On the other hand, the
minimum value of λ′ is λ′min = 0 when ρmax =
√
2 sinh−1
√
2
5
(
√
3− 1) = 0.73 at which the ϕ
is given by ϕ = cos−1
√
3−
√
3
2
= 0.97 similarly. For λ′min < λ
′ < λ′max corresponding to nonzero
ρ, any point on the surface can give the G2 critical point.
by eliminating the ρ field from two equations (3.30). Therefore, the additional field ϕ is fixed
as the φ field via (3.31) and the λ′ field is not fixed but the square sum λ′2 + ρ2 is fixed
according to (3.30). This result is summarized in Table 1 where the four fields among six
fields are fixed. Since the angles φ and ϕ are equal to pi
2
via (3.30) and (3.31) and λ = 0, from
(3.2), the only anti-self-dual four-forms F−2 and F
−
3 is survived.
• N = 2 SU(3)× U(1) critical point
One [4] has the following values
λ =
√
2 sinh−1
(
1√
3
)
,
√
λ′2 + ρ2 =
√
2 sinh−1
(
1√
2
)
,
α = 0,
1
2
cos−1
(
λ′2 cos 2φ+ ρ2 cos 2ϕ
λ′2 + ρ2
)
=
π
2
, (3.32)
after solving the four conditions characterized by (3.19), (3.20) and the first and the fourth
of (3.18). Then it is straightforward to check the remaining second, third, fifth and sixth
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equations of (3.18) satisfy under the condition λ′ cosφ = 0. This implies, under the condition
for nonzero λ′(For λ′ = 0, then we end up with the case discussed in section 2), that
φ =
π
2
= ϕ, (3.33)
by eliminating the ρ field from two equations (3.32). Therefore, the additional field ϕ is fixed
as the φ field via (3.33) and the λ′ field is not fixed but the square sum λ′2 + ρ2 is fixed
according to (3.32). Since the angles φ and ϕ are equal to pi
2
via (3.32) and (3.33), and α = 0,
from (3.2), the self-dual four-form F+1 and anti-self-dual four forms F
−
2 and F
−
3 are survived.
We summarize the analysis for the critical points in Table 1.
Symmetry s, s′, α, φ ϕ W = |z3| V
SO(8) s = 0 = s′ many 1 −6g2
SO(7)− s = ±1
2
, s′ = 1
2
, α = pi
2
= φ ϕ = pi
2
3×53/4
8
−25
√
5
8
g2
SO(7)+ s =
√
1
2
( 3√
5
− 1) = s′, α = 0 = φ ϕ = 0 3
2
× 5−1/8 −2 × 53/4g2
G2 s = ±
√
2
5
(
√
3− 1), s′ =
√
2
5
(
√
3− 1),
α = cos−1
√
3−
√
3
2
= β many
√
36
√
2×31/4
25
√
5
−216
√
2×31/4
25
√
5
g2
SU(4)− s = 0, s′ = 1, φ = pi
2
ϕ = pi
2
3
2
−8g2
SU(3)× U(1) s = 1√
3
, s′ = 1√
2
, α = 0, φ = pi
2
ϕ = pi
2
33/4
2
−9
√
3
2
g2
Table 1. Symmetry group, vacuum expectation values of fields, superpotential and cosmolog-
ical constants. The s, s′ and β are defined as (3.16). Compared to the section 2 parametrized
by four fields, the main difference arises as the fact that these critical points except G2 sym-
metric case have ϕ = φ which is fixed while for G2 symmetric case, the fields φ and ϕ are not
fixed but constrained to the surface equations (3.26). The field λ′ is replaced by
√
λ′2 + ρ2
which is common to all of these. These vacuum expectation values are only obtained from
the criticality of scalar potential.
Are these critical points for the scalar potential those for the superpotential also? The
superpotential is given by
W (λ, λ′, ρ;α, φ, ϕ) = |z3|,
z3(λ, λ
′, ρ;α, φ, ϕ) = 6ei(α+2β)p2qr2t2 + 6e2i(α+β)pq2r2t2 + p3(r4 + e4iβt4)
+e3iαq3(r4 + e4iβt4), (3.34)
with (3.10) and (3.16). One can take the superpotential as z2 via (3.12). Then it is obvious
that the conditions for the critical points of the superpotential are given by
∂W
∂λ
=
∂W
∂λ′
=
∂W
∂ρ
=
∂W
∂α
=
∂W
∂φ
=
∂W
∂ϕ
= 0, (3.35)
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and we have checked that the above G2 critical point for the scalar potential are also the
critical points for the superpotential satisfying (3.35). For other critical points except the
SO(8) case, they are not critical points of superpotential. Note that when we compute ∂W
∂ρ
or ∂W
∂λ′
, the denominator contains
sin2 2β =
√
1−
(
λ′2 cos 2φ+ ρ2 cos 2ϕ
λ′2 + ρ2
)2
(3.36)
with (3.16). Then at the SO(7)−, SO(7)+, SU(4)− and SU(3) × U(1) critical points, the
above (3.36) vanishes because the values φ = ϕ are either zero or pi
2
. This implies that the
derivatives of W with respect to ρ or λ′ at these critical points are infinite. This is rather
different feature from the previous results in [3]. This is due to the fact that the above β is
a function of λ′, ρ, φ and ϕ and when the derivatives of W with respect to the fields λ′ or
ρ are performed, the above phenomenum corresponding to (3.36) occurs. Although we have
not found the scalar potential in terms of a superpotential for generic six fields explicitly at
the moment, we know that the derivative terms of W with respect to the six fields at the
G2 critical point vanish(recall that this critical condition does not provide the infinity of the
derivative W with respect to λ′ or ρ, contrary to the feature in (3.36) because (3.36) is not
equal to zero. See the Table 1.) and there exists a relation V = −6g2W 2 at the critical
points. This implies that if the scalar potential is made of derivative terms of W with respect
to the six fields(together with very complicated coefficient functions which depend on them)
and square of W , the supersymmetry preserving vacua have negative cosmological constant
and the critical points of W yield supersymmetric stable AdS4 vacua in gauged N = 8
supergravity.
Are there any BPS domain-wall solutions? As long as the field ϕ approaches the field φ,
a simple relation between the scalar potential and superpotential arises. When
ϕ(r) = φ(r), (3.37)
from (3.16), one obtains ϕ = φ = β and the scalar potential and its superpotential depend
on λ,
√
λ′2 + ρ2, α and φ. Of course, the above critical points satisfy this condition and in
particular, the G2 critical point has other solutions for ϕ 6= φ(See the Figure 1). Then it is
straightforward, from the experience of previous section, to check that the scalar potential,
under the condition (3.37), is
V (λ, λ′, ρ, α, φ, ϕ)|ϕ=φ = g2
16
3
∣∣∣∣∂z3∂λ
∣∣∣∣2 +
∣∣∣∣∣
√
λ′2 + ρ2
λ′
∂z3
∂λ′
+
√
λ′2 + ρ2
ρ
∂z3
∂ρ
∣∣∣∣∣
2
− 6 |z3|2
(3.38)
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where z3 is given by (3.11) or (3.34) together with the constraint (3.37). From the kinetic
terms (B.6), one realizes that one recombines the first four kinetic terms of (B.7) with the
corresponding scalar potential parts (3.38) in terms of the squares of the four derivatives of
superpotential with some algebraic relations. Then we are left with the last term of (B.7)
which can appear in the integrand of functional. In order to have the BPS bound, inequality
of the energy-density, one should have λ′∂µρ = ρ∂µλ′. Then it is easy to check that the
solution provides
λ′(r) = ρ(r). (3.39)
Therefore, one should take λ′(r) = ρ(r) along the whole RG flow. Then one can check the
following scalar potential
V (λ, λ′, ρ, α, φ, ϕ)|ϕ=φ,ρ=λ′ = g2
[
16
3
∣∣∣∣∂z3∂λ
∣∣∣∣2 + 2 ∣∣∣∣∂z3∂λ′
∣∣∣∣2 − 6 |z3|2
]
, (3.40)
where z3 is given by (3.11) or (3.34) together with the constraints (3.37) and (3.39). This
can be done by substituting the conditions (3.37) and (3.39) into the scalar potential and
superpotential and then looking for the relation between them, in order to get the correct
coefficient 2 in (3.40), rather than by using (3.38) directly. By analyzing the energy-density
from the kinetic terms (B.7) and scalar potential (3.40), as done in [3], one arrives at the
following first order differential equations
dλ
dr
= ±8
√
2
3
g∂λW,
dλ′
dr
= ±
√
2g∂λ′W =
dρ
dr
,
dα
dr
= ±
√
2
3p2q2
g∂αW,
dφ
dr
= ±
√
2
4r2t2
g∂φW =
dϕ
dr
,
dA
dr
= ∓
√
2gW, (3.41)
where W = |z3| as in (3.34) with the constraints (3.37) and (3.39), the relations (3.10)
with these constraints are used and the scale factor A(r) in the last equation appears in the
four-dimensional metric ds2 = e2A(r)ηµνdx
µdxν + dr2 with three-dimensional metric ηµν =
(−,+,+). The superpotential W appearing in (3.41) has almost the same as the one in [3]
except the factor
√
2 in front of λ′(or ρ) for the hyperbolic functions of (3.10). This is the
reason why the second equation of (3.41) is different from those of [3] and moreover, there
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are extra two first order differential equations on ρ and ϕ. Note that these BPS equations
hold for the restricted submanifold by (3.37) and (3.39) when we have SU(3)-singlet space
characterized by (3.2).
The deformation analysis in three-dimensional boundary field theory can be done by re-
calling that there exist generalized four-forms given in (2.7) and adding the right fermion
mass terms as we did in [14]. We expect to have the additional terms in the fermionic mass
term due to the presence of F±3 . Then by requiring the appropriate number of supersymme-
try one can impose some constraints on the supersymmetry parameter. By looking at the
bosonic and fermionic mass terms, one can construct the variation of the bosonic mass term
and fermionic mass term. Then the final bosonic mass term can be determined by vanishing
of this variation of Lagrangian. In N = 1 superspace notation, the deformed superpotential
looks like
∆W =
1
2
m7TrΦ
2
7 +
1
2
m8TrΦ
2
8 +
1
2
m78 TrΦ7Φ8. (3.42)
We turn on the mass perturbation in the UV and flow to the IR. This maps to turning on
certain fields in the AdS4 supergravity where they approach to zero in the UV and develop a
nontrivial profile as a function of r as one goes to the IR. Note that from (3.3), the (78)- and
(87)-component are given by ρ cosϕ. For nonzero ρ and nonzero cosϕ, this provides the mass
term of cross terms for (3.42). For the N = 2 SU(3)×U(1) supersymmetric flow(m7, m8 6= 0)
in which ϕ = pi
2
at the IR fixed point from the Table 1, the boson mass matrix can be
diagonalized. For the N = 1 G2 supersymmetric flow(m7 = 0 or m8 = 0) in which ϕ can have
any values on the constrained surface (3.27)(even if ϕ = φ in (3.37), this value is not equal
to pi
2
but 0.97) at the IR fixed point from the Table 1, the degenerate vacua imply the above
mass term of cross terms of (3.42). Therefore, the additional supergravity fields (ρ, ϕ) in this
section correspond to and are dual to the mass term m78 of cross terms in the N = 1 or
N = 2 superconformal Chern-Simons matter theory. See the reference [28] for more details.
4 Conclusions and outlook
By considering the most general SU(3) singlet space of gauged N = 8 supergravity, we
have found the new scalar potential (3.14). The critical points of the scalar potential are
summarized in Table 1. Although the critical values of the scalar potential are the same as
the ones in section 2, one, two, or three of six fields is not determined completely. In other
words, there are infinite solutions to provide the same cosmological constant. In particular,
for the N = 1 G2 critical point, the constraint surface parametrized by three scalar fields(i.e.,
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three fields are fixed) on which the cosmological constant has same value is drawn in Figure 1.
The BPS domain-wall solutions for restricted scalar submanifold are presented in (3.41). The
three-dimensional mass-deformed superconformal Chern-Simons matter theory is discussed in
(3.42).
• An eleven-dimensional lift
It is interesting to uplift the four-dimensional gauged supergravity we described here to
eleven-dimensions. This has been done in [9] or [5]. According to [26], one can construct the
eleven-dimensional metric from the metric of the solutions to four-dimensional gauged N = 8
supergravity. The nontrivial task is how to find out the correct expression for the internal
four-form flux which will be present for the the most general SU(3) singlet space of gauged
N = 8 supergravity we described here.
• The applications of this SU(3) invariant sector
In [29], the G2 sector of noncompact SO(7, 1) gauging, the SU(3) sector of noncompact
SO(6, 2) gauging, the G2 sector of nonsemisimple Inonu-Wigner(IW) contraction CSO(7, 1)
gauging, and the SU(3) sector of nonsemisimple IW contraction CSO(6, 2) gauging are stud-
ied. It would be interesting to find whether there exist any new critical points of the scalar
potential restricted to the SU(3)-singlet sector we studied in this paper for the SO(p, 8− p)
and CSO(p, 8− p) gaugings.
• Any BPS equations for arbitrary λ, λ′, ρ, α, φ, ϕ
In this paper, we have only considered the BPS equations (3.41) for ϕ = φ, λ′ = ρ in
which the kinetic terms are simple and the scalar potential can be written in terms of a
superpotential. It is natural to ask whether there are any BPS equations for general vacuum
expectation values or not. In [16], for the kinetic terms, three complex fields are introduced.
Moreover, the supergravity potential on the SU(3) invariant sector was given in terms of
the derivatives of superpotential with respect to these complex fields. The first step in this
direction is to find out the simplest kinetic terms by using the change of variables and the
next step is to rewrite a scalar potential in terms of a superpotential for arbitrary vacuum
expectation values.
• Geometric superpotential
One can go to the SL(8,R) basis [30] and rotate the 28-beins (B.1), (B.2), (B.3), (B.4),
and (B.5) using SO(8) generators. Then geometric T-tensor can be written in terms of
rectangular coordinates in R8. Then it is straightforward to construct the corresponding A1
tensor and its geometric superpotential can be read off. This will provide some hints for the
eleven-dimensional lift for the metric and solutions.
• The RG flow connecting N = 1 G2 fixed point to N = 2 SU(3)× U(1) fixed point
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As mentioned in the introduction, the results of [16] show that there exists an N = 1
supersymmetric flow from the G2 symmetric point to the SU(3) × U(1) symmetric point
under the parametrization of section 2. So it is natural to ask what happens for the RG flow
connecting N = 1 G2 fixed point toN = 2 SU(3)×U(1) fixed point under the parametrization
of section 3. It would be interesting to find the right superpotential depending on only three
variables (λ, λ′, ρ) and the other angle variables (α, φ, ϕ) should be written in terms of λ′ and
ρ.
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Appendix A The 28 × 28 matrices u and v, A2 tensor, ki-
netic terms of section 2
The 28-beins uIJKL and v
IJKL fields, which are elements of 56× 56 V(x) of the fundamental
56-dimensional representation of E7(7) through (2.18), can be obtained by exponentiating the
vacuum expectation values φijkl (2.5) via (2.13). These 28-beins have the following single
4×4 block diagonal matrix u1 and v1 and three 8×8 block diagonal matrices ui and vi where
i = 2, 3, 4 respectively:
uIJKL = diag(u1, u2, u3, u4), v
IJKL = diag(v1, v2, v3, v4). (A.1)
Each hermitian(for example, (u1)
78
12 = ((u1)
12
78)
∗ = BK2) submatrix is 4× 4 matrix or 8× 8
matrix and we denote antisymmetric index pairs [IJ ] and [KL] explicitly for convenience.
For simplicity, we make an empty space corresponding to lower triangle elements that can
be read off from the corresponding upper triangle elements by hermiticity. Then the 4 × 4
submatrix and 8× 8 submatrices lead to the following expression
u1 =

[12] [34] [56] [78]
[12] A B B K−2B
[34] A B K−2B
[56] A K−2B
[78] A
 ,
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u2 =

[13] [24] [57] [68] [14] [23] [58] [67]
[13] C −D −EK−1 E∗K−1 0 0 −FK−1 −F ∗K−1
[24] C EK−1 −E∗K−1 0 0 FK−1 F ∗K−1
[57] C −DG∗ −KF −KF 0 −DH
[68] C KF ∗ KF ∗ −DH 0
[14] C D E∗K−1 EK−1
[23] C E∗K−1 EK−1
[58] C DG
[67] C

,
u3 =

[15] [26] [37] [48] [16] [25] [38] [47]
[15] C −D EK−1 −E∗K−1 0 0 FK−1 F ∗K−1
[26] C −EK−1 −E∗K−1 0 0 −FK−1 −F ∗K−1
[37] C −DG∗ KF KF 0 −DH
[48] C −KF ∗ −KF ∗ −DH 0
[16] C D −E∗K−1 −EK−1
[25] C −E∗K−1 −EK−1
[38] C DG
[47] C

,
u4 =

[17] [28] [35] [46] [18] [27] [36] [45]
[17] C −DG∗ −KE∗ KE∗ 0 −DH −KF −KF
[28] C KE −KE −DH 0 KF ∗ KF ∗
[35] C −D −FK−1 −F ∗K−1 0 0
[46] C FK−1 F ∗K−1 0 0
[18] C DG KE KE
[27] C KE∗ KE∗
[36] C D
[45] C

, (A.2)
where we introduce some quantities that are functions of λ, λ′, α, φ, θ, and ψ with (2.23) as
follows:
A ≡ p3, B ≡ pq2, C ≡ pr2, D ≡ pt2,
E ≡ [cosφ cos(θ + ψ) + i sin φ cos(θ − ψ)] qrt,
F ≡ [cosφ sin(θ + ψ) + i sin φ sin(θ − ψ)] qrt,
G ≡ (cos 2φ+ i cos 2θ sin 2φ), H ≡ i sin 2θ sin 2φ, K ≡ eiα, (A.3)
and
v1 =

[12] [34] [56] [78]
[12] K−1L K−1M K−1M KM
[34] K−1L K−1M KM
[56] K−1L KM
[78] K3L
 ,
24
v2 =

[13] [24] [57] [68] [14] [23] [58] [67]
[13] JK−1 −NK−1 −P ∗ P 0 0 −Q∗ −Q
[24] JK−1 P ∗ −P 0 0 Q∗ Q
[57] KJR∗ −KN −Q −Q −KJS 0
[68] KJR Q∗ Q∗ 0 −KJS
[14] JK−1 NK−1 P P ∗
[23] JK−1 P P ∗
[58] KJR KN
[67] KJR∗

,
v3 =

[15] [26] [37] [48] [16] [25] [38] [47]
[15] JK−1 −NK−1 P ∗ −P 0 0 Q∗ Q
[26] JK−1 −P ∗ P 0 0 −Q∗ −Q
[37] KJR∗ −KN Q Q −KJS 0
[48] KJR −Q∗ −Q∗ 0 −KJS
[16] JK−1 NK−1 −P −P ∗
[25] JK−1 −P −P ∗
[38] KJR KN
[47] KJR∗

,
v4 =

[17] [28] [35] [46] [18] [27] [36] [45]
[17] KJR∗ −KN −P ∗ P ∗ −KJS 0 −Q −Q
[28] KJR P −P 0 −KJS Q∗ Q∗
[35] JK−1 −NK−1 −Q∗ −Q 0 0
[46] JK−1 Q∗ Q 0 0
[18] KJR KN P P
[27] KJR∗ P ∗ P ∗
[36] JK−1 NK−1
[45] JK−1

, (A.4)
where some quantities that are also functions of λ, λ′, α, φ, θ and ψ with (2.23) are given by
J ≡ qt2, L ≡ q3, M ≡ p2q, N ≡ qr2,
P ≡ [cosφ cos(θ + ψ) + i sin φ cos(θ − ψ)] prt,
Q ≡ [cosφ sin(θ + ψ) + i sin φ sin(θ − ψ)] prt,
R ≡ (cos 2φ+ i cos 2θ sin 2φ), S ≡ i sin 2θ sin 2φ. (A.5)
The lower triangle part of (A.2) and (A.4) can be read off from the upper triangle part
by hermitian property. Also, the other kinds of 28-beins u KLIJ and vIJKL are obtained by
taking a complex conjugation of (A.2) and (A.4). The complex conjugation operation can
be done by raising or lowering the indices: (u KLIJ )
∗ = uIJKL and etc using (A.1), (A.2),
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(A.4), (A.3) and (A.5). The above u1 and v1 were obtained from the computation the 8 × 8
block diagonal matrix that is given by (2.16), (2.14), (2.15), and (2.17) explained in section
2. That is, u1 is two-two block diagonal while v1 is two-one block diagonal. Of course, the
complex conjugations of these appear as one-one block diagonal and one-two block diagonal
respectively.
The final expression of kinetic terms, by counting the correct multiplicities, 1
96
|A ijklµ |2 is
given by
3
8
(∂µλ)
2 + 3p2q2(∂µα)
2 +
1
2
(∂µλ
′)2 + 4r2t2
[
(∂µφ)
2 + (1 + 2t2)2(∂µψ)
2 + (1 + 2r2t2)(∂µθ)
2
]
+8r2(∂µθ)
[
(t+ 2t3)2 cos 2φ∂µψ + r
2t4 cos 4φ∂µθ
]
. (A.6)
This (A.6) can be rewritten as
1
96
|A ijklµ |2 =
3
8
(∂µλ)
2 + 3p2q2(∂µα)
2 +
1
2
(∂µλ
′)2 + 4r2t2(∂µφ)
2 + a+G
2
+ + a−G
2
−,
where
a± ≡ (5 + 3 cosh 4λ
′) sinh2(2λ′) + 2 cos 4φ sinh4(2λ′)± 2Rλ′φ
16Rλ′φ[Rλ′φ ± 2 sin2(2φ) sinh4(2λ′)]
,
G± ≡ [Rλ′φ ± 2 sin2(2φ) sinh4(2λ′)]∂µψ ± cos(2φ) sinh2(4λ′)∂µθ,
Rλ′φ ≡
√
4 sin4(2φ) sinh8(2λ′) + cos2(2φ) sinh4(4λ′). (A.7)
Appendix B The 28 × 28 matrices u and v, A2 tensor, ki-
netic terms of section 3
The 28-beins uIJKL and v
IJKL fields, which are elements of 56× 56 V(x) of the fundamental
56-dimensional representation of E7(7) through (2.18), can be obtained by exponentiating the
vacuum expectation values φijkl (3.2) via (2.13). These 28-beins have the following single
4×4 block diagonal matrix u1 and v1 and three 8×8 block diagonal matrices ui and vi where
i = 2, 3, 4 respectively:
uIJKL = diag(u1, u2, u3, u4), v
IJKL = diag(v1, v2, v3, v4). (B.1)
Each hermitian submatrix is 4×4 or 8×8 matrices and we denote antisymmetric index pairs
[IJ ] and [KL] explicitly for convenience. Then the 4 × 4 submatrix and 8 × 8 submatrices
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lead to the following expression
u1 =

[12] [34] [56] [78]
[12] A B B B
K21
[34] A B B
K21
[56] A B
K21
[78] A
 ,
u2 =

[13] [24] [57] [68] [14] [23] [58] [67]
[13] C −D −K2E
K1G
E
K1K2G
0 0 − F
K1K3G
−K3F
K1G
[24] C K2E
K1G
− E
K1K2G
0 0 F
K1K3G
K3F
K1G
[57] C −D1 −K1FK3G −K1FK3G 0 D3
[68] C K1K3F
G
K1K3F
G
D3 0
[14] C D E
K1K2G
K2E
K1G
[23] C E
K1K2G
K2E
K1G
[58] C D2
[67] C

,
u3 =

[15] [26] [37] [48] [16] [25] [38] [47]
[15] C −D K2E
K1G
− E
K1K2G
0 0 F
K1K3G
K3F
K1G
[26] C −K2E
K1G
E
K1K2G
0 0 − F
K1K3G
−K3F
K1G
[37] C −D1 K1FK3G K1FK3G 0 D3
[48] C −K1K3F
G
−K1K3F
G
D3 0
[16] C D − E
K1K2G
−K2E
K1G
[25] C − E
K1K2G
−K2E
K1G
[38] C D2
[47] C

,
u4 =

[17] [28] [35] [46] [18] [27] [36] [45]
[17] C −D1 −K1EK2G K1EK2G 0 D3 −K1FK3G −K1FK3G
[28] C K1K2E
G
−K1K2E
G
D3 0
K1K3F
G
K1K3F
G
[35] C −D − F
K1K3G
−K3F
K1G
0 0
[46] C F
K1K3G
K3F
K1G
0 0
[18] C D2
K1K2E
G
K1K2E
G
[27] C K1E
K2G
K1E
K2G
[36] C D
[45] C

, (B.2)
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where we introduce some quantities that are functions of λ, λ′, ρ, α, φ, and ϕ with (3.10) as
follows:
A ≡ p3, B ≡ pq2, C ≡ pr2, D ≡ pt2, E ≡ λ′qrt, F ≡ ρqrt,
D1 ≡ D(K
2
2ρ
2 +K23λ
′2)
K22K
2
3G
2
, D2 ≡ D(K
2
3ρ
2 +K22λ
′2)
G2
, D3 ≡ (K
2
3 −K22 )Dρλ′
K2K3G2
,
G ≡
√
λ′2 + ρ2, K1 ≡ eiα, K2 ≡ eiφ, K3 ≡ eiϕ, (B.3)
and
v1 =

[12] [34] [56] [78]
[12] L
K1
M
K1
M
K1
K1M
[34] L
K1
M
K1
K1M
[56] L
K1
K1M
[78] K31L
 ,
v2 =

[13] [24] [57] [68] [14] [23] [58] [67]
[13] P
K1
− N
K1
− R
K2G
K2R
G
0 0 −K3S
G
− S
K3G
[24] P
K1
R
K2G
−K2R
G
0 0 K3S
G
S
K3G
[57] K1P1 −K1N − SK3G − SK3G K1P3 0
[68] K1P2
K3S
G
K3S
G
0 K1P3
[14] P
K1
N
K1
K2R
G
R
K2G
[23] P
K1
K2R
G
R
K2G
[58] K1P2 K1N
[67] K1P1

,
v3 =

[15] [26] [37] [48] [16] [25] [38] [47]
[15] P
K1
− N
K1
R
K2G
−K2R
G
0 0 K3S
G
S
K3G
[26] P
K1
− R
K2G
K2R
G
0 0 −K3S
G
− S
K3G
[37] K1P1 −K1N SK3G SK3G K1P3 0
[48] K1P2 −K3SG −K3SG 0 K1P3
[16] P
K1
N
K1
−K2R
G
− R
K2G
[25] P
K1
−K2R
G
− R
K2G
[38] K1P2 K1N
[47] K1P1

,
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v4 =

[17] [28] [35] [46] [18] [27] [36] [45]
[17] K1P1 −K1N − RK2G RK2G K1P3 0 − SK3G − SK3G
[28] K1P2
K2R
G
−K2R
G
0 K1P3
K3S
G
K3S
G
[35] P
K1
− N
K1
−K3S
G
− S
K3G
0 0
[46] P
K1
K3S
G
S
K3G
0 0
[18] K1P2 K1N
K2R
G
K2R
G
[27] K1P1
R
K2G
R
K2G
[36] P
K1
N
K1
[45] P
K1

, (B.4)
where we introduce some quantities that are functions of λ, λ′, ρ, α, φ, and ϕ with (3.10) as
follows:
L ≡ q3, M ≡ p2q, N ≡ qr2, P ≡ qt2, R ≡ λ′prt, S ≡ ρprt,
P1 ≡ P (K
2
2ρ
2 +K23λ
′2)
K22K
2
3G
2
, P2 ≡ P (K
2
2λ
′2 +K23ρ
2)
G2
, P3 ≡ (K
2
3 −K22 )Pρλ′
K2K3G2
. (B.5)
The lower triangle part of (B.2) and (B.4) can be read off from the upper triangle part by
hermitian property. Also, the other kinds of 28-beins u KLIJ and vIJKL are obtained by taking
a complex conjugation of (B.2) and (B.4). The complex conjugation operation can be done
by raising or lowering the indices: (u KLIJ )
∗ = uIJKL and so on using (B.1), (B.2), (B.4), (B.3)
and (B.5). Note that under the relations (3.13) together with corresponding relations of θ
and ψ to the variables of section 3, the above (B.2) and (B.4) are related to (A.2) and (A.4)
each other.
The final expression of kinetic terms is given by
1
96
|A ijklµ |2 =
1
16(ρ2 + λ′2)2
[−8ρ4(∂µϕ)2 − 5ρ2λ′2(∂µφ)2 + 6ρ2λ′2(∂µφ)(∂µϕ)− 5ρ2λ′2(∂µϕ)2
− 8λ′4(∂µφ)2 + 48(ρ2 + λ′2)2(∂µλ)2 − 6(ρ2 + λ′2)2(∂µα)2
+ 2ρλ′(5 + 64ρ2 + 64λ′2)(∂µλ
′)(∂µρ) + (64ρ
4 + (−5 + 64ρ2)λ′2)(∂µρ)2
+ (64λ′4 + ρ2(−5 + 64λ′2))(∂µλ′)2 + 6(ρ2 + λ′2)2 cosh 4λ(∂µα)2
+ 4(ρ2(∂µλ
′)2 + 2ρ4(∂µϕ)
2 − 2ρλ′(∂µλ′)(∂µρ) + λ′2((∂µρ)2 + ρ2(∂µφ− ∂µϕ)2)
+ 2λ′4(∂µφ)
2) cosh(4
√
ρ2 + λ′2) + (ρ2(∂µλ
′)2 − 2ρλ′(∂µλ′)(∂µρ)
+ λ′2((∂µρ)
2 + ρ2(∂µφ+ ∂µϕ)
2)) cosh(8
√
ρ2 + λ′2)
+ 8((ρ2(∂µλ
′)2 − 2ρλ′(∂µλ′)(∂µρ) + λ′2((∂µρ)2 − ρ2(∂µφ+ ∂µϕ)2)) cos 2(φ− ϕ)
− 2ρλ′(∂µφ+ ∂µϕ)(ρ∂µλ′ − λ′∂µρ) sin 2(φ− ϕ)) sinh4(2
√
ρ2 + λ′2)
]
. (B.6)
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In particular, this becomes very simple when ϕ = φ and it leads to
3
8
(∂µλ)
2 +
3
4
sinh2
(
λ√
2
)
(∂µα)
2 +
1
2
(
∂µ
√
λ′2 + ρ2
)2
+ sinh2
(√
λ′2 + ρ2√
2
)
(∂µφ)
2
+
sinh2(
√
2
√
λ′2 + ρ2)
4(λ′2 + ρ2)
(
λ′∂µρ− ρ∂µλ′√
λ′2 + ρ2
)2
. (B.7)
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