We in this paper propose a directional regression based approach for ultrahigh dimensional sufficient variable screening with censored responses. The new method is designed in a model-free manner and thus can be adapted to various complex model structures. Under some commonly used assumptions, we show that the proposed method enjoys the sure screening property when the dimension p diverges at an exponential rate of the sample size n. To improve the marginal screening method, the corresponding iterative screening algorithm and stability screening algorithm are further equipped. We demonstrate the effectiveness of the proposed method through simulation studies and a real data analysis.
Introduction
Data sets collected in many contemporary scientific areas are ultrahigh dimensional and too complex to be analyzed through classical statistical methods. Consider data observed from a random sample of size n from the distribution of (Y, X), where Y is a scalar response, X = (x 1 , . . . , x p )
T is a p-dimensional column vector of covariates, and the joint distribution of (Y, X) is fully nonparametric. With an ultrahigh dimension p >> n, it is of great interest to identify A ⊂ {1, ..., p} such that X A = {x k : k ∈ A} is truly related to the response. To fulfill the goal of model-free variable selection based on the training data, Yin and Hilafu (2015) introduced the concept of sufficient variable selection as finding the smallest covariate set X A with A ⊂ {1, ..., p} satisfying
where stands for independence and | stands for conditioning. For convenience, in what follows we name both I ⊆ {1, ..., p} and X I = {x k : k ∈ I} as covariate set. If it is too hard to find the smallest covariate set A satisfying (1.1) especially when p >> n, a weaker goal is to find a covariate set containing A with size as small as possible, which is referred to as sufficient variable screening and is the focus of this paper.
Research on sufficient variable screening in ultrahigh dimensional setting has gained considerable momentum in recent years. Li et al. (2012b) and Shao and Zhang (2014) proposed to use marginal distance correlation and marginal martingale difference divergence for sufficient variable screening. Noticing the close relationship between sufficient variable selection and sufficient dimension reduction (Li, 1991; Cook, 1998) , Yu et al. (2014) , Yin and Hilafu (2015) and developed different dimension reduction based screening methods.
In many biomedical studies, the response are often censored rather than fully observed.
We consider survival data in which T is the true lifetime, C is the censoring time and we only observe T o = min{T, C} and the censoring indicator δ = I(T ≤ C). Sufficient variable selection with censored response is finding A in (1.1) with Y replaced by (T, C), i.e., (T, C) X | X A .
(1.2)
While our focus is (1.2), we can only observe (T o , δ), instead of (T, C).
There exists very limited amount of work on model-free variable screening with censored responses. Assuming T C | X, the quantile adaptive sure independence screening procedure proposed by He et al. (2013) can be naturally extended to survival analysis. Li et al. (2016) proposed a survival impact index, which characterizes the impacts of a covariate on the distribution of true lifetime T by evaluating the absolute deviation of the covariatestratified survival distribution from the unstratified survival distribution. The proposed survival impact index based screening seems to take some advantages over quantile adaptive sure independence screening when dealing with censored responses.
We in this paper give a modification of the directional regression (Li and Wang, 2007) capable for sufficient dimension reduction with censored response, and then characterize a suitable modified directional regression index for sufficient variable screening. The sure screening property is established in the ultrahigh dimensional setting, i.e., with probability tending to one, the smallest covariate set A is contained in the set of covariates selected by our proposed procedure. We also discuss the limitations of such modified directional regression index and propose a refined iterative procedure of our screening approach. To further enhance the stability of variable screening, we follow Meinshausen and Bühlmann (2010) and He and Lin (2011) to integrate the resampling scheme into our proposal. After screening, the selected covariate set may contain some unrelevant covariates, but its size is much smaller than n so that we may apply variable selection or dimension reduction using an existing method to further reduce the size or dimension of the selected covariate set.
Our approach are examined through simulation studies and an application to the diffuse large-B-cell lymphoma microarray data (Rosenwald et al., 2002) .
Modified Directional Regression Index
To derive an index for covariate screening, we first reveal a relationship between sufficient variable selection and sufficient dimension reduction, another perspective in reducing covariate dimension. As a by-product, we extend one method in sufficient dimension reduction, the directional regression, to survival data with censoring, which leads to an index for sufficient variable screening.
Sufficient dimension reduction aims to identify a linear function of X with dimension lower than p, without losing information. To be specific, we seek a p × d matrix B with the
The linear space generated by columns of B is called the central subspace and denoted as
The following result reveals a deep connection between sufficient variable selection (1.2) and sufficient dimension reduction (2.1) for censored responses.
Proposition 2.1. Let β 1 , . . . , β d be columns of B in (2.1) and e k be the p×1 vector whose kth element is 1 all other elements are 0. Then,
This result tells us that B in sufficient dimension reduction can be also used for sufficient variable selection. Inspired by this, in the following we first extend the directional regression (Li and Wang, 2007) to find the central space S (T,C)|X using survival data with censoring.
Let Z = Σ −1/2 (X − µ) be the standardized covariate, where µ = E(X) and Σ = Var(X).
Then, S (T,C)|X = Σ −1/2 S (T,C)|Z . A key result for the success of the directional regression in Li and Wang (2007) is that, if (T, C) is observed, the column space of
2 is equal to S (T,C)|Z , where I p is the identity matrix of order p and ( Z, T , C) is an independent copy of (Z, T, C). However, in survival analysis (T, C) is unobservable; instead, we observe (T o , δ). The next proposition extends the result in Li and Wang (2007) to the survival data with censoring.
an independent copy of (Z, T o , δ).
(i) Suppose that (A1) For any ν ∈ R p and ν⊥S (T,C)|Z , E(ν T Z | P Z) is a linear function of Z for any projection P onto S (T,C)|Z ;
(A2) For any ν ∈ R p and ν⊥S (T,C)|Z , Var(ν T Z | P Z) is nonrandom for any projection P onto S (T,C)|Z .
Then column space of M is contained in S (T,C)|Z .
(ii) Suppose further that
equal to a constant almost surely.
Then column space of M is equal to S (T,C)|Z .
Conditions (A1) and (A2) are known as linear conditional mean condition and constant conditional variance condition in the the sufficient dimension reduction literature; see Shao et al. (2007) and Li and Wang (2007) for more discussions. Condition (A3) is generally considered to be very mild. See Li et al. (2005) for more details.
Proposition 2.2 suggests that we can utilize M for estimating S (T,C)|Z . In applications we use G, a discretized version of M, to estimate S (T,C)|Z . We partition the sample space of the uncensored observations with δ = 1 into H 1 non-overlapping intervals I 11 , . . . , I 1H 1 , and the sample space of censoring time C with δ = 0 into H 0 non-overlapping intervals I 01 , . . . , I 0H 0 .
We can recover S (T,C)|Z through the eigen-decomposition Gη i = λ i η i , where λ i 's are scalars and η i 's are p × 1 vectors, and obtain B = (Σ −1/2 η 1 , . . . , Σ −1/2 η d ).
As Σ −1/2 is involved in M, G, and B, the classical sufficient dimension reduction methods fail to work when p > n unless we have a good estimator of Σ −1/2 .
For sufficient variable selection, we do not need the entire matrix G in (2.2). Proposition 2.3 below shows that the following marginal utility of G,
is a perfect index for sufficient variable selection. Note that e
not the kth diagonal element of the matrix 2I p − D ijlm in (2.2), but the kth diagonal element
The next result gives an alternative expression of g * k , which is useful for our derivation.
However, g * k in (2.3) or (2.4) still involves Σ −1/2 which is hard to estimate when p is bigger than or comparable to n. We then follow the idea in independence variable screening (Fan and Lv, 2008 , Li et al., 2012b , i.e., we replace Σ −1/2 in (2.4) by I p and obtain the following modified directional regression index,
where
is not a prefect index for sufficient variable selection as Σ −1/2 may be incorrectly treated as I p , it is good enough for sufficient variable screening, i.e., finding a set containing A in (1.2) under some conditions. The following result is an example, in which the conditions are similar to those in Mai and Zou (2015) and .
Proposition 2.5. Assume conditions (A1)-(A3). Suppose also that Cov(x i , x j ) has the same sign for i, j ∈ A, and that there exists h ∈ {1, . . . , d} such that the (j, h)th element of B in (2.1) have the same sign for all j ∈ A. Then g k > 0 if k ∈ A.
Sure Independence Screening
In this section we show that variable screening by using the index g k in (2.5) holds some asymptotic properties under some conditions. Procedures with weaker conditions are con-
and
(2.5) with p lj , U ljk , and V ljk replaced by p lj , U ljk , and V ljk , respectively. We select the set of covariates such that g k is large enough. Define
where γ is a threshold to be specified later. To study the theoretical property of A in (3.1),
we consider the following conditions:
(C1) p > n and log p = O(n ξ ) for some ξ ∈ (0, 1 − 2κ), where κ is given in condition (C3); (C2) There exist some 0 < ς < 1/4 such that E{exp(tz 2 k )} ≤ K 0 for 1 ≤ k ≤ p and all |t| ≤ ς, where K 0 is a fixed constant; (C3) min k∈A g k > 2c 0 n −κ for some constants c 0 > 0 and 0 ≤ κ ≤ 1/2.
Condition (C1) was also used by Fan and Lv (2008) and Li et al. (2012a) , which allows p to be as large as an exponential of the sample size n. Condition (C2) assumes that all covariates have an exponential-type tails, which is a common technique condition in ultrahigh dimensional data analysis; see, for example, Cai et al. (2011) . Condition (C3) is naturally motivated from Proposition 2.5, and requires that the index g k for k ∈ A is not too small, which is also a common condition in the literature of sure independence screening (Fan and Lv, 2008; Li et al., 2012a,b) .
The next theorem confirms the sure screening property of A. 
where τ > 0 is a constant and C 0 is defined in (6.12) in the Appendix.
(ii) Additionally, if condition (C3) also holds and γ ≤ c 0 n −κ , then
where A is given by (3.1).
Since g k in (2.5) is a modified directional regression index and Theorem 3.1 indicates that the probability in (3.2) converges to one as n diverges to infinity, we name the proposed covariate screening procedure as the modified directional regression-sure independence
it is not needed in establishing the result in Theorem 3.1, as long as (C1)-(C3) hold true. In the next section we obtain some further results in the case where (C3) may be violated.
The threshold value γ depends on constants c 0 and κ in (C3), which is unknown in real applications. We follow the convention developed in Fan and Lv (2008) and define the screened covariate set as
where g dn is the d n th largest ranked index among all g k 's. Following Fan and Lv (2008) , d n can be set as n/ log n , where a denotes the integer part of a. Theorem 3.1 together with Theorem 1 in Fan and Lv (2008) guarantee Pr(A ⊆ A * ) converges to one as n → ∞.
Let X B = {x k : k ∈ B} be the smallest covariate set related to the life time T , i.e., B satisfies T X | X B . Sometimes we are interested in identifying B instead of A. For example, if we assume T C | X, which is typically needed for many survival analysis methods although it is not needed for the asymptotic property of MDR-SIS, then T C | X and T X | X B imply T C | X B so that survival analysis can be carried out using X B .
However, identifying A may result in a more efficient analysis if information on C | X is useful.
Since B ⊆ A, the sure screening property Pr(B ⊆ A * ) → 1 can still be achieved based on Theorem 3.1. Unless C X | X B , B is a strict subset of A. Even If we focus on B only, it is unnecessary to do covariate screening to find a B * with Pr(B ⊆ B * ) → 1, because both B * and A * are screening methods aimed to reduce the size of covariate set to a manageable number < n and a further dimension reduction or variable selection can be applied to A * as the size of A * is much smaller than n, i.e., d n /n → 0.
Enhanced Screening with Iteration and Resampling

Iterative variable screening
Condition (C3) plays a key role for the sure independence screening property of MDR-SIS.
However, (C3) may be violated since g k ignores information contained in Σ. The next result identifies a situation where (C3) does not hold.
and, hence, (C3) is violated.
In the situation described by Proposition 4.1, the sure screening property can not be guaranteed. To circumvent this issue, we should handle the correlations among covariates and consider iterative screening. Suppose that we have already selected a covariate set
F X F be the residual of x e regressed on X F . Then, Cov(x e|F , X F ) = 0, which suggests that we can adopt the marginal utility of modified directional regression based on (x e|F , T o , δ) as an index for iterative screening.
F Σ F ,e , and z e|F = (x e|F − µ e|F )/σ e|F as the standardized version of x e|F . Then we define the following iterative modified directional regression index:
proposition illustrates the advantage of the proposed iterative screening method.
Proposition 4.2. Let F be a nonempty subset of {1, ..., p}. Suppose that
Then g e|F > 2c 0 n −κ for e ∈ A with some constants c 0 > 0 and 0 ≤ κ ≤ 1/2.
Condition (C4) is a mild condition previously used by Fan and Lv (2008) . Condition (C5) means that the eth relevant covariate missed in the previous steps should not be expressed only by the set of covariates selected by previous steps, which is a general condition under iteration construction.
The result of this proposition illustrates that utilizing the index g e|F is able to identify the informative predictors missed by MDR-SIS. To illustrate, suppose that A * 1 = A * as define by (3.3) is selected by MDR-SIS. Suppose that we carry out one iteration to obtain a covariate
,q is the qth largest ranked index among all g e| A * 1 's. By Proposition 4.1, A * 2 may recover some relevant covariates missed by A * 1 selected by MDR-SIS, with an appropriate choice of q. The covariate set after iteration is A *
Numerical studies show that q can be much smaller than n/ log n . Step 3. Repeat Step 2 until the total selected number of covariates is d n . The final selected covariate set is then
We name this iterative procedure as the modified directional regression-iterative sure independent screening (MDR-ISIS) method. Under conditions (C1)-(C2) and (C4)-(C5), it can be shown similarly to Theorem 3.1 that Pr(A ⊂ A I ) → 1 as n → ∞. Some simulation results are presented in Section 5 for the selection of p v 's and the results show that S = 2 works well under our simulated models.
Stability Screening
While MDR-ISIS is used to improve MDR-SIS in including all relevant covariates, the stability selection approach introduced in Meinshausen and Bühlmann (2010) is designed to reduce the number of falsely selected covariates through combining resampling with high dimensional variable selection. He and Lin (2011) adapted this resampling mechanism to iterative sure independence screening for genome-wide association studies. Along with their developments, we further propose the following procedure to improve MDR-ISIS. The algorithm is based on B independent subsamples of size n s < n without replacement from the training data set. For the bth subsample, we apply MDR-ISIS to select a candidate covariate set A (b) I . The stability screened covariate set based on this procedure is
where I(·) is the indicator function. Following He and Lin (2011), we prespecify threshold value π 0 to be 0.3 or 0.4 in practical use. We name this procedure as the modified directional regression-stability sure independence screening (MDR-SSIS) method. In Section 5, we compare MDR-SSIS with MDR-ISIS in simulations.
Numerical Results
In this section, we assess the performance of the proposed MDR-SIS, MDR-ISIS and MDR-SSIS by Monte Carlo simulation. We further examine the proposed screening procedure with an empirical analysis of a real-data example.
Simulation study
The covariate vector X is generated from the multivariate normal distribution with mean 0 and covariance matrix Σ whose (i, j)th element is ρ |i−j| with ρ = 0, 0.4, or 0.8 throughout our simulations. Let ∼ N (0, 1) be an error term independent of X and the censoring time C. We consider the following five models representing various types of covariate functions with different degree of nonlinearity, and multiple failure and censoring distributions. T , respectively, and rest components being zeros.
M2. T = (2X
, where β 1 and β 2 are same as those in (M1).
, where β 1 and β 2 are same as those in (M1). T , respectively, and rest components being zeros. In all models, T C | X. In M1-M3, 4 relevant covariates for T are x 1 , x 3 , x 5 , and x 6 . In M4, 4 relevant covariates for T are x 1 , x 2 , x 3 , and x 5 . In M5, 3 relevant covariates for T are x 1 , x 2 , and x 3 , and 2 relevant covariates for C are x 3 and x 6 .
M4. T = exp(X
We first fixed the sample size n to be 200 and the dimension p to be 400, and compare our method MDR-SIS with SII (Li et al., 2016) and QaSIS (He et al., 2013) . To evaluate the performance of the 3 methods, we ran 500 simulations and, for each of the 3 methods, we computed the proportion that an individual relevant predictor was selected and the proportion that all relevant predictors were selected. The simulation results reported in Table 1 show that our method is the best among all methods in most cases. And for all the cases in which the other two methods perform well, our method performs at least better than the other two methods. We can see that our method is the most computational efficient among the three methods and is increasingly more efficient as n and p are larger. Also, SII is computational intensive, which may lead problems in applications with large n and/or p.
Next, we consider n = 300 and p = 2000. As SII is very time consuming for p = 2000 in simulation, we only compare MDR-SIS with QaSIS under this setting. To assess the effect of α in QaSIS, we obtain results for QaSIS with α = 0.5 and 0.7. The results reported in Table 3 show that MDR-SIS overwhelms QaSIS regardless of the choices of α. Moreover, the performance of QaSIS can be influenced by the choice of α.
Under model M5, only C is related with X 6 , which is denoted as relevant covariate 4 in Tables 1 and 3 . Neither SII nor QaSIS can capture X 6 , whereas MDR-SIS selects X 6 with high probability. This is expected since SII and QaSIS are not developed to search covariates related with C. Now, we assess the performance of MDR-ISIS. From Tables 1 and 3 , all the three methods Table 1 : Simulation proportions of each relevant covariate and all relevant covariates selected by MDR-SIS, SII, and QaSIS with α = 0.5; p = 400, n = 200, d n = n/ log n = 37, simulation replication 500 . . , p S , the sizes of covariate sets in iteration steps, and S, the number of iterations. We include S = 2 and S = 4, nearly equal, increasing, and decreasing p j 's, with j p j = d n = n/ log n , which is 37 when n = 200 and 52 when n = 300. The special case with p 1 = d n and p 2 = p 3 = p 4 = 0 is MDR-SIS without iteration.
MDR-SIS
The simulation proportions that all relevant covariates are selected are reported in Table   4 . From Table 4 , MDR-ISIS improves MDR-SIS when the latter does not performs well, and is slightly whose than MDR-SIS when MDR-SIS already has a satisfactory performance. Regarding the influence of different patterns of p 1 , . . . , p S and S on MDR-ISIS, the results in Table 4 show that S = 2 with nearly equal p j 's or a large p 1 have better performances and therefore are recommended.
Finally, we assess the performance of MDR-SSIS. From Table 4 , the proportions that all relevant covariates are selected by MDR-ISIS are in a satisfactory range. Thus, it is of interest to see whether MDR-SSIS can reduce the size of screened covariate set without losing the power in selecting all relevant covariates. Under the setting in Table 4 with S = 2 and nearly equal p 1 and p 2 , in Table 5 we list the proportions of selecting all relevant covariates by MDR-SSIS with B = 100 subsamples of size n s = 4n/5 without replacement and threshold value π 0 = 0.3 as suggested by He and Lin (2011) . Similar results for π 0 = 0.4 are obtained but not shown here. The median size of screened covariate set by MDR-SSIS and the inter-quartile range of sizes are also reported in Table 5 . The screened covariate size of MDR-SIS and MDR-ISIS is d n , which is fixed when n is fixed and included in Table 5 . The results in Table 5 show that MDR-SSIS maintains a satisfactory level of selecting all relevant 
A Real Data Application
We apply our proposed methods to the diffuse large-B-cell lymphoma microarray data in Rosenwald et al. (2002) . This data set consists of measurements on p = 7399 genes from 240 patients. The censored survival time T o ranges from 0 to 21.8 years. Following Bair and Tibshirani (2004) , we use data from n = 160 patients as the sample training data and data from the rest 80 patients as validation data. Bair and Tibshirani (2004) applied a supervised principal components (PC) method using the training data to select 17 genes from p genes. Then they used validation data to fit a Cox proportional hazards model in which the covariate effect is a linear combination of the 17 genes. Using training data, He et al. (2013) selected n/ log n = 160/ log 160 = 31 genes by applying QaSIS with α = 0.4. Using validation data, they also fitted a Cox proportional hazards model with a linear combination of the 31 selected genes as the covariate effect.
Based on the same training data set, we selected n/ log n = 31 genes by applying SII and the proposed MDR-SIS, MDR-ISIS, and MDR-SSIS, and then fitted a Cox proportional hazards model with a linear combination of the 31 selected genes as the covariate effect, based on the validation data set. For MDR-ISIS we used S = 2, p 1 = 16, and p 2 = 15. For MDR-SSIS we used B = 100 subsamples with n s = n/2 = 80 and π 0 = 0.4, which resulted in 30 selected genes. We also evaluate the predictive performance of the proposed methods similarly with Bair and Tibshirani (2004) and Li and Yin (2008) . A Cox proportional hazards model is fitted with these subsets of genes selected by the proposed method as the predictors. Three risk groups of patients, the low-risk patients, the intermediate-risk patients, and the high-risk patients, are defined according to the 33% and 66% quantiles of the estimated risk scores. 
is (T, C) X | B T I ε X. As I ε X involves only 0 and elements in X ε , we have S (T,C)|Xε . By the definition of the active set A, we know A ⊆ ε and i ∈ A c . 2
(T,C)|Z and denote the column space of a matrix W by Span(W).
Thus, it suffices to prove Span
First we prove that Span[2I p − A(T, T , C, C)] ⊂ S (T,C)|Z for any given (T, T , C, C) under conditions (A1) and (A2). By choice of ( Z, T , C), (Z, T, C) ( Z, T , C). Thus
where c is a constant. Take unconditional expectations on both sides to obtain c = ν T ν.
Substitute these in to (6.1), then the fact that (Z, T, C) and ( Z, T , C) have the same distri-
Finally by derivation of T o and δ, we have Let ψ ∈ S (T,C)|Z and ψ = 0. By (6.2), it suffices to show that ψ T Mψ > 0. Without loss of generality, assume that ψ = 1. Write
Because I p − ψψ T ≥ 0, the first term on the right is nonnegative. By assumption (A3),
, where the equality
and ( 
for any (i, j) and (l, m). From the expression of g * k , we have g *
From the invariance law of the central space,
/2 e k > 0 for at least one set of (i, j) and (l, m) if k ∈ A. Otherwise we get a contradiction to the only if part of Lemma A.2 in . Thus, we
Proof of Lemma 2.4. Note that ij lm p ij p lm [e
is the discretized version of 2E[{e
and 4 lj p
is the discretized version of 4(E[e
we need to prove is that
With similar argument of Proposition 2.2 (i), we have d
, where
Plug them into (6.3), it follows that
(6.5)
Plug them into (6.5), it follows to (6.3) that complete the proof. 2
Proof of Proposition 2.5. 
. Similar with the proof of
for at least one set of (i, j) and (l, m). Thus, we have
So all we need to show is ζ ik = 0 for at least one of i = 1, . . . , d. Note that β h ∈ S (T,C)|X . By the definition of the active set A and the central space S (T,C)|X , we have β hj = 0 for j ∈ A c .
Thus, the kth component of
Cov(x k , x j )β hj has the same sign for all j ∈ A. Thus we have ζ hj = 0 and g k > 0 as a result. 2
Proof of Theorem 3.1. For part (i), let
By condition (C2), we see that
arguments in the proof of Theorems 1(a) and 4(a) in Cai et al. (2011) , we derive that
. By the Bernstein inequality (Lemma 2.2.9, Van der Vaart and Wellner (1996) ), we have
By condition (C1), we can assume that log p/n ≤ p 2 min /(4 + 2τ ) 2 < 1/4. Then
Combining (6.7) and (6.8) together, we have
(6.9)
Defines two positive constants
Similar to the derivation of (6.9), by combining (6.6) and (6.8) we obtain 
The proof of Theorem 3.1 (i) is completed. For part (ii), if A A, then there must exist some k ∈ A such that g k < c 0 n −κ . It follows from condition (C3) that | g k − g k | > c 0 n −κ for some k ∈ A. Let p 0 denotes the size of A. Thus
14)
where the last inequality follows from condition (C1). By (6.13), (6.14) and condition (C1), 
by applying Theorem 2 in (Li and Wang, 2007) . Similar with the proof of Proposition 2.3,
. When e = 1 ∈ A, condition (C4) guarantee there exists k ∈ {1, . . . , d} that β ke = 0. Then α 
