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The semiclassically scaled time-dependent multi-particle Schro¨dinger equation
describes, inter alia, quantum dynamics of nuclei in a molecule. It poses the
combined computational challenges of high oscillations and high dimensions.
This paper reviews and studies numerical approaches that are robust to the
small semiclassical parameter. We present and analyse variationally evolving
Gaussian wave packets, Hagedorn’s semiclassical wave packets, continuous
superpositions of both thawed and frozen Gaussians, and Wigner function
approaches to the direct computation of expectation values of observables.
Making good use of classical mechanics is essential for all these approaches.
The arising aspects of time integration and high-dimensional quadrature are
also discussed.
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1. Introduction
“Semiclassical” is a notion that arises in a variety of situations in physics
and chemistry and comes with an even larger variety of different viewpoints
and analytical and computational techniques in mathematics. We just refer
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to the monographs by Heller (2018) and Zworski (2012) to illustrate the
wide span of what is referred to as “semiclassical”, from a range of quantum-
mechanical problems and their approximate models to a branch of microlocal
analysis. In a vague but useful conception, a quantum-mechanical problem is
considered to be semiclassical when its approximation can make good use of
classical mechanics (see e.g. Miller (1974b)). This aspect will be emphasised
here.
The basic equation in this field is the time-dependent Schro¨dinger equation
in semiclassical scaling,
iε ∂tψ(x, t) = −ε
2
2
∆xψ(x, t) + V (x)ψ(x, t), 0 < ε≪ 1, (1.1)
for the complex-valued wave function ψ that depends on spatial variables
x ∈ Rd and time t ∈ R. Here, ∆x is the Laplacian on Rd, and V : Rd → R is
a smooth potential that acts as a multiplication operator in (1.1). The small
scaling parameter ε≪ 1 can be viewed as an effective Planck constant, i.e.
as the ratio between Planck’s constant ~ and a characteristic action (length
times momentum or energy divided by frequency) of the physical system
under consideration. The semiclassically scaled Schro¨dinger equation arises,
in particular, in the description of quantum dynamics of nuclei in a molecule,
where the square of the small parameter ε equals the mass ratio of electrons
and nuclei, and where the dimension d equals three times the number of
nuclei.
Equation (1.1) with an arbitrarily small parameter ε > 0 is the partial dif-
ferential equation for which numerical approximation by various approaches
will be studied in this paper. Computing approximate solutions to the initial
value problem for (1.1) is challenging because
• solutions are highly oscillatory in space and time;
• the problem is high-dimensional.
This combination of high oscillations and high dimensions makes standard
discretisations by grid-based numerical methods infeasible, whether finite
difference, finite element or pseudospectral methods. Hence different, problem-
adapted and asymptotic-preserving (as ε → 0) numerical approaches need
to be developed, and this is the subject of the present paper.
There already exists an Acta Numerica review of mathematical and com-
putational methods for semiclassical Schro¨dinger equations by Jin, Markowich
and Sparber (2011), which presents their perspective on the vast subject just
as this paper presents ours. The two reviews complement each other. More-
over, we include here many new results and developments from the past
decade.
In the motivating Section 2 we describe how the adiabatic or Born–
Oppenheimer approximation to full molecular quantum dynamics (which
Computing quantum dynamics in the semiclassical regime 3
includes electrons and nuclei) leads to a Schro¨dinger equation (1.1) for the
nuclei only, which is semiclassically scaled because of the small mass ratio
ε2 = m/M of electrons and nuclei. It is again the small mass ratio that
justifies the Born–Oppenheimer approximation as an effective model of the
quantum dynamics of nuclei, with an O(ε) accuracy.
In Section 3, the high-dimensional and highly oscillatory wave function
is approximated by a single, variationally evolving complex Gaussian. This
simple yet basic approximation yields an O(ε1/2) error in the L2-norm and
an O(ε) error in averages of observables. When written in Hagedorn’s
parametrisation of the complex Gaussian, the equations of motion show
a remarkable correspondence with classical mechanics.
In Section 4 we present Hagedorn’s semiclassical wave packets. These
are ingeniously constructed polynomials times complex Gaussians, which
make it possible to approximate the wave function to higher orders in ε
by a combination of classical mechanics for the Gaussian parameters and a
Galerkin method for the polynomial part that is robust as ε→ 0.
In Section 5 we study continuous superpositions of Gaussians for the ap-
proximation of the wave function. The width of the evolving Gaussians
can be either thawed or frozen, corresponding to Gaussian beams or the
Herman–Kluk approximation, respectively. Both cases yield an approxima-
tion of O(ε) accuracy in the L2-norm. They both lead to a computational
approach in which quadrature points in phase space (“particles”) are trans-
ported by the classical flow and the linearised classical equations of motion
are solved along the trajectories.
In Section 6 we aim at directly approximating averages of observables
rather than the wave function. We show how the combination of Egorov’s
theorem, which relates quantum observables and classically propagated ob-
servables, and of Wigner or Husimi functions, which represent averages of
quantum observables as integrals over classical phase space, leads to a com-
putational approach of O(ε2) accuracy in which quadrature points in phase
space are transported by the classical flow.
We note that Sections 4, 5 and 6 can be read independently of each other,
but they depend on material in Section 3 to a varying degree.
The approximations described in Sections 3–6 require appropriate time
discretisation and the computation of high-dimensional integrals. These
important computational aspects are considered in Sections 7 and 8, respec-
tively.
In Section 9 we briefly address some important topics that are not treated
in detail in this article: systems of semiclassical Schro¨dinger equations,
WKB-type approximations and nonlinear semiclassical Schro¨dinger equa-
tions.
Aside from the introductory Section 2 and the final Section 9, we have
aimed to provide full proofs of all key results, emphasising basic ideas and
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techniques. In doing so, we have arrived at various new results and proofs,
which are not published elsewhere. In the core Sections 3–6 we have put
references to the literature into notes at the end of the sections, whereas in
the other, more diverse sections, references are integrated into the running
text.
2. Quantum dynamics of nuclei in molecules
We describe how semiclassically scaled Schro¨dinger equations arise in the
formulation of quantum dynamics of nuclei in molecules, with the elec-
tron/nucleus mass ratio appearing as the squared small scaling parameter ε.
The semiclassical Schro¨dinger equation for the nuclei comes about by re-
stricting the electronic degrees of freedom in the molecular wave function to
a potential energy surface. This approximation is known as the adiabatic or
Born–Oppenheimer approximation. From the numerical analyst’s viewpoint,
this is a particular Galerkin approximation to the full molecular quantum
dynamics. It is motivated and rigorously justified by the multi-scale nature
of the problem, i.e. for small parameters ε≪ 1.
2.1. Molecular Hamiltonian
We describe a molecule in terms of nuclei and electrons. We assume that
there are N nuclei, with masses Mn and charge numbers Zn. The position
coordinates are collected in a vector
x = (x1, . . . , xN ) with each xn ∈ R3.
Similarly, we collect the position coordinates of L electrons in a vector
y = (y1, . . . , yL) with each yl ∈ R3.
Electronic mass and elementary charge are denoted bym and e, respectively.
The kinetic energy operator
T = TN + Te
is the sum of the kinetic energy operators for the nuclei and the electrons,
TN = −
N∑
n=1
~
2
2Mn
∆xn , Te = −
L∑
l=1
~
2
2m
∆yl ,
where ~ is the reduced Planck’s constant, which has the physical dimension
of an action (length times momentum or energy divided by frequency). The
potential energy operator
V = VNN + VNe + Vee
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comprises Coulomb interactions between nuclei and nuclei, nuclei and elec-
trons, as well as electrons and electrons. They are
VNN (x) =
∑
1≤m<n≤N
ZmZne
2
|xm − xn| , VNe(x, y) = −
N∑
n=1
L∑
l=1
Zne
2
|xn − yl|
and
Vee(y) =
∑
1≤k<l≤L
e2
|yk − yl| .
Adding the kinetic and the potential energy operator, we obtain the molec-
ular Schro¨dinger operator (or Hamiltonian)
Hmol = T + V.
Before turning to the dynamics induced by the molecular Schro¨dinger oper-
ator, we briefly comment on its basic functional analytic properties.
In the following we distinguish between functions depending on both nu-
clear and electronic coordinates x and y, functions only depending on the
nuclear coordinates x and functions only depending on the electronic coor-
dinates y. We use the shorthand notation
L2x,y = L
2(R3N+3L), L2x = L
2(R3N ), L2y = L
2(R3L)
for the corresponding Lebesgue spaces of square-integrable complex-valued
functions and analogously for Sobolev spaces. The inner products are con-
jugate linear in the first argument.
We view the molecular Hamiltonian Hmol as an operator on the whole
molecular function space L2x,y.
Kato (1951) proved that the molecular Hamiltonian Hmol is a self-adjoint
linear operator with domain D(Hmol) = H
2
x,y, see also (Reed and Simon
1975, Theorem X.16).
2.2. Molecular Schro¨dinger equation
The quantum motion of a molecule is described by the time-dependent
Schro¨dinger equation,
i~
∂Ψ
∂t
= HmolΨ, Ψ|t=0 = Ψ0,
which has a unique solution
Ψ = Ψ(x1, . . . , xN , y1, . . . , yL, t)
for all times t ∈ R for all square-integrable initial data
Ψ0 ∈ L2x,y.
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Using the unitary group
e− iHmol t/~, t ∈ R,
associated with the molecular Hamiltonian, the solution of the Schro¨dinger
equation may be written as
Ψ(·, t) = e− iHmol t/~Ψ0.
For general square-integrable initial data, it depends continuously on time.
For initial data in the domain D(Hmol) = H
2
x,y, the solution is continuously
differentiable with respect to time.
Remark 2.1 The spectral representation of self-adjoint linear operators
was developed by von Neumann (1930, Section IX and Appendix II), Stone
(1929), and Riesz (1930); see also (Reed and Simon 1980, Chapter VIII.3).
Given the existence of the spectral representation of Hmol, we obtain the
existence of its unitary group without further ado.
While it is reassuring that existence and uniqueness of the solution are
guaranteed, the direct numerical simulation of the molecular Schro¨dinger
equation is notoriously difficult, or rather intractable, for at least two rea-
sons:
High dimensionality: A molecular configuration space R3N+3L is finite-
dimensional, but typically high-dimensional. For example, a single
CO2 molecule has N = 3 atoms and L = 22 electrons. Hence, its
configuration space has dimension 3N + 3L = 75. Conventional dis-
cretizations of partial differential equations by finite differences or finite
element methods scale exponentially with respect to the dimension of
the configuration space. Thus, they are inappropriate for the molecular
Schro¨dinger equation, and one must search for alternatives.
Multiple scales: Nuclei are much heavier than electrons, which implies
that nuclei move on considerably different time and length scales than
electrons. For example, electronic motion is typically associated with
the order of several tens or hundreds of attoseconds, while chemical
reactions take several tens or hundreds of femtoseconds. We recall that
1 attosecond = 10−18 s ≪ 1 femtosecond = 10−15 s.
Our interest here is in numerical methods that resolve the femtosecond time
scale, the time scale of chemical reactions.
2.3. Electronic Schro¨dinger equation
The mass discrepancy of nuclei and electrons motivates to clamp the nuclei,
i.e., to fix a nuclear configuration x = (x1, . . . , xN ), and to consider the
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associated electronic Hamiltonian
He(x) = Te + VNe(x, ·) + Vee.
The electronic Hamiltonian depends parametrically on the nuclear configu-
ration and acts on functions of the electronic coordinates y = (y1, . . . , yL).
The electronic Hamiltonian is a self-adjoint operator with domain H2y that
is bounded from below (Kato 1951, Theorem 1). In view of the fermionic
nature of electrons, the domain D(He(x)) is usually restricted to the closed
subspace of anti-symmetric functions in H2y . The electronic Hamiltonian
has a real eigenvalue E(x) as the lowest point in its spectrum σ(He(x)),
E(x) = minσ(He(x)),
which is called the ground state energy. Together with an eigenfunction
Φ(x, ·) it satisfies the stationary electronic Schro¨dinger equation
He(x)Φ(x, ·) = E(x)Φ(x, ·).
The problem of computing a solution to this high-dimensional eigenvalue
problem is often referred to as the electronic structure problem.
Remark 2.2 Computing eigenvalues and eigenfunctions of the electronic
Schro¨dinger equation is the primary concern of computational quantum
chemistry; see, e.g. Szabo and Ostlund (1996) or Jensen (2016) and from
a more mathematical viewpoint Cance`s, Defranceschi, Kutzelnigg, Le Bris
and Maday (2003), Cance`s, Le Bris and Maday (2006), Le Bris (2005), and
Lin, Lu and Ying (2019). Here we simply assume that this problem is solved
in some satisfactory way.
2.4. Potential energy surfaces
The electronic ground state energy can be characterized using the Courant–
Fischer min-max principle (Horn and Johnson 2013, Theorem 4.2.6), as
E(x) = inf
dim(U)=1
sup
φ∈U, ‖φ‖
L2y
=1
〈φ,He(x)φ〉L2y ,
where U ranges over the one-dimensional subspaces of D(He(x)). For higher
electronic eigenvalues a variational characterisation is also convenient, and
the mth eigenvalue is given by
Em(x) = inf
dim(U)=m
sup
φ∈U, ‖φ‖
L2y
=1
〈φ,He(x)φ〉L2y for m ≥ 1.
Now, U ranges over the m-dimensional subspaces of D(He(x)). In this
way, we also obtain an enumeration of the discrete electronic spectrum that
is continuous with respect to the nuclear configuration, regardless of the
multiplicities of the eigenvalues that may change when varying x.
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The functions that map a nuclear configuration to an electronic eigenvalue,
R
3N → R, x 7→ Em(x)
or
R
3N → R, x 7→ Em(x) + VNN (x),
are called the potential energy surfaces of the molecule. They are important
for our basic understanding of chemical reactions.
Hunziker and Gu¨nther (1980, Section 6) proved that there is a Lipschitz
constant β > 0 such that
|Em(x)− Em(x˜)| ≤ β |x− x˜|
for all m ≥ 1 and all nuclear configurations x, x˜ ∈ R3N . The Lipschitz
constant depends on the number of nuclei and their charge numbers as well
as the number of electrons.
The general Lipschitz estimate for the functions x 7→ Em(x) can be refined
further. Hunziker (1986, Corollary of Theorem 1) proved that nondegenerate
discrete eigenvalues of the electronic Hamiltonian He(x) are analytic in x =
(x1, . . . , xN ) ∈ C3N in a neighbourhood of any nuclear configuration x ∈ R3N
satisfying xk 6= xℓ if k 6= ℓ.
The two conditions for analyticity are not redundant. As for non-degeneracy,
the standard example is provided by the 2× 2 matrix(
ξ1 ξ2
ξ2 −ξ1
)
which is an entire function of ξ ∈ C2, but has the eigenvalues ±(ξ21 + ξ22)1/2
that are not even differentiable at ξ = 0. Such degeneracies occur in many
polyatomic molecules; see e.g. (Domcke, Yarkony and Ko¨ppel 2011). They
are referred to as conical intersections, since the graphs of the two eigenval-
ues form two intersecting, rotationally symmetric cones.
For diatomic molecules, one can adapt the coordinate system such that
x1 = (−12r, 0, 0) and x2 = (12r, 0, 0).
Then, the electronic eigenvalues just depend on one single variable, the inter-
nuclear distance r = |x1 − x2|. The simplest molecular ion, the dihydrogen
cation H+2 (N = 2 nuclei and L = 1 electron) shows that analyticity may
break down at r = 0 in a rather subtle way, since its electronic ground state
energy has the asymptotic expansion
E(r) = −2 + 23(2r)2 − 23(2r)3 + 22135(2r)4 − 29(2r)5 log(r) +O(r5)
as r → 0; see (Klaus 1983).
Remark 2.3 There are two choices for the definition of an electronic
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Hamiltonian. Setting
He(x) = Te + VNe(x, ·) + Vee,
only the nucleus-electron and electron-electron interactions are taken into
account, so the electronic eigenvalues satisfy the above Lipschitz estimate.
Alternatively, one may consider
He(x) + VNN (x)
as an electronic Hamiltonian acting on functions of the electronic coordi-
nates. This operator has the same spectral properties as He(x), and even
the same eigenfunctions. However, since its eigenvalues are
Em(x) + VNN (x),
they are not globally continuous with respect to x.
2.5. Schro¨dinger equation for the nuclei via adiabatic approximation
We fix a potential energy surface E(x) and let Φ(x, ·) ∈ L2y be a corre-
sponding eigenfunction of unit norm that depends continuously on x. For
fixed nuclear coordinates x, the solution of the time-dependent electronic
Schro¨dinger equation
i~ ∂tΨe = He(x)Ψe
with initial data ψ0(x)Φ(x, ·) is given by
Ψe(x, y, t) = e
−iE(x)t/~ψ0(x) · Φ(x, y),
and so the solution stays for all times in the subspace of L2x,y given by
V = {v ∈ L2x,y : v(x, y) = ψ(x)Φ(x, y), ψ ∈ L2x}. (2.1)
This motivates the adiabatic approximation to the molecular Schro¨dinger
equation, which is the Galerkin approximation on the subspace V: Given
the initial value u0 ∈ V, find u(t) = u(·, ·, t) ∈ V such that〈
i~ ∂tu−Hmolu | v
〉
= 0 for all v ∈ V, u(0) = u0. (2.2)
This leads to a Schro¨dinger equation for the nuclei on the electronic energy
surface E : a calculation shows that u(x, y, t) = ψ(x, t)Φ(x, y), where the
nuclear wave function ψ satisfies
i~ ∂tψ = HNψ with HN = TN + VNN + E +B1 +B2 ,
B1 =
N∑
n=1
~
Mn
Im 〈∇xnΦ |Φ〉L2y · (− i~∇xn) , B2 =
N∑
n=1
~
2
2Mn
‖∇xnΦ‖2L2y .
The Hamiltonian HN acts on functions of only the nuclear coordinates x,
with the electronic eigenvalue E as a potential. The last two terms B1
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and B2 contain derivatives of the electronic wave function Φ with respect
to the nuclear coordinates x. They are usually neglected in computations,
first on practical grounds because they are expensive to compute or simply
not available and second by the formally compelling yet factually dubious
argument that they can be neglected because they have the large nuclear
masses Mn in the denominator and are of lower differentiation order than
the kinetic energy term. The resulting simplified approximation with the
Hamiltonian
HBO = TN + VNN + E (2.3)
is known as the time-dependent Born–Oppenheimer approximation. It de-
scribes the motion of the nuclei as driven by the potential energy surface E
of the electrons. The vast majority of computations in molecular dynamics
are based on this approximation.
The term B2 can indeed be safely neglected: it can be shown that its omis-
sion introduces an error that is of the same magnitude as the approximation
error in the adiabatic approximation.
The term B1, known as the Berry connection, vanishes for real eigenfunc-
tions Φ and, more generally, it can be made to vanish by a transformation
Φ(x, y)→ eiθ(x)Φ(x, y) with θ satisfying ∇xnθ(x) = −Im 〈∇xnΦ |Φ〉L2y . This
transformation of Φ changes ψ(x, t) → e−iθ(x)ψ(x, t). The function θ is
uniquely determined up to a constant if Φ is a smooth function on all of
R
3N or on a simply connected domain, but else θ is only locally uniquely
determined. In the latter case, B1 can cause physical effects that are not
captured otherwise; see Berry (1984) and Simon (1983).
2.6. Semiclassical scaling
The success of the adiabatic approximation relies on the smallness of the
mass ratio of electrons and nuclei,
ε2 =
m
M
≪ 1
with M = minnMn. For ease of presentation, we assume in the following
that the masses of the nuclei are all equal: Mn = M for all n. In atomic
units (~ = 1, m = 1, r = 1, e = 1) and with the small parameter ε, the
molecular Hamiltonian then takes the form
Hεmol = −
ε2
2
∆x +He(x) with He(x) = −12∆y − V (x, ·).
We are interested in solutions to the Schro¨dinger equation of bounded en-
ergy, and in particular of bounded kinetic energy
〈Ψ | − ε22 ∆xΨ〉 = 12 ‖ε∇xΨ‖2 = O(1) .
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For a wave packet e ip·xa(x), with a smooth and fast decaying amplitude
function a, this condition corresponds to a momentum p ∼ ε−1 and hence
to a velocity v = p/M ∼ ε. Motion of the nuclei over a distance ∼ 1 can
thus be expected on a time scale ε−1. We therefore rescale time
t→ t/ε ,
so that, with respect to this new time, nuclear motion over distances ∼ 1
can be expected to occur at time ∼ 1. The molecular Schro¨dinger equation
in the rescaled time then takes the form
iε∂tΨ = H
ε
molΨ . (2.4)
The Schro¨dinger equation for the nuclei becomes
iε∂tψ = H
ε
Nψ with H
ε
N = −
ε2
2
∆x + VNN + E + εB1 + ε
2B2 ,(2.5)
B1 = Im 〈∇xΦ |Φ〉L2y · p̂ , B2 = 12 ‖∇xΦ‖2L2y ,
with the momentum operator p̂ = − iε∇x. We are interested in solutions
over times t ∼ 1.
2.7. Error of the adiabatic approximation
We present an error bound of the adiabatic approximation that was obtained
independently by Spohn and Teufel (2001) and by Martinez and Sordoni
(2002). In addition to the smallness of the scaling parameter ε, a spectral gap
condition is required: the eigenvalue E(x) is separated from the remainder
of the spectrum σ(He(x)) of the electronic Hamiltonian He(x),
dist
(
E(x), σ(He(x)) \ {E(x)}
) ≥ δ > 0 for x ∈ R3N .
The Coulomb interactions of the nuclei are mollified to smooth bounded
potentials: It is assumed that the potential V (x, y) has a bounded partial
derivative with respect to x. Initial data are considered to lie in the approx-
imation space V of (2.1),
Ψ0(x, y) = ψ0(x)Φ(x, y) with ‖HεNψ0‖ ≤ C0 , ‖ψ0‖ = 1 .
We consider the adiabatic approximation
u(x, y, t) = ψ(x, t)Φ(x, y) ,
where ψ(x, t) is the solution of the nuclear Schro¨dinger equation (2.5) with
initial data ψ0(x). This is compared with the exact solution Ψ(t) = Ψ(·, ·, t)
of the molecular Schro¨dinger equation (2.4) with the above initial data Ψ0.
Theorem 2.1 (space-adiabatic theorem, Teufel (2003)) Under the con-
ditions stated above, the error of the adiabatic approximation is bounded in
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the L2-norm by
‖u(t) −Ψ(t)‖ ≤ c (1 + t) ε for t ≥ 0 ,
where c is independent of ε and t and initial data as specified above, but
depends on the spectral gap δ.
Teufel (2003) actually proves a more general result and provides a wealth
of related theory. The twisted pseudo-differential calculus developed by
Martinez and Sordoni (2009) also includes Coulomb-type interactions. A
short proof of the theorem as stated is given in (Lubich 2008, Section II.2.5).
In the global version stated above, Theorem 2.1 remains valid for the
time-dependent Born–Oppenheimer approximation when the terms B1 and
B2 in (2.5) are dropped. This is no longer true for local versions, where the
eigenfunction Φ is defined only on a domain that is not simply connected.
The result is related in spirit (though not proof technique) to the time-
adiabatic theorem of Born and Fock (1928) and Kato (1950), which states
that in a quantum system with a slowly time-varying Hamiltonian, a wave
function that is initially an eigenfunction, approximately remains an eigen-
function of the Hamiltonian over long times.
It is known that the adiabatic approximation generally breaks down near
crossings of eigenvalues. One remedy, also covered by the space-adiabatic
theory of Teufel (2003), is to enlarge the approximation space by including
several energy bands that are well separated from the remaining ones in the
region of physical interest, using
V = {u ∈ L2x,y : u(x, y) =
m∑
j=1
ψj(x)Φj(x, y), ψj ∈ L2x} ,
where Φj(x, ·) (j = 1, . . . ,m) span an invariant subspace of the electronic
Hamiltonian He(x). The Galerkin approximation on V then leads to a sys-
tem of coupled Schro¨dinger equations with anm×mmatrix-valued potential.
3. Variational Gaussian wave packets
In this section we approximate solutions to the semiclassically scaled Schro¨-
dinger equation by variationally evolving complex Gaussians. For a para-
metrisation due to Hagedorn, the equations of motion of the parameters of
the Gaussian wave packet are remarkably close to the equations of motion
of classical mechanics and their linearisation. It is shown that the Gaussian
wave packets approximate the exact wave function with Gaussian initial data
with an O(ε1/2) error in the L2-norm and with an O(ε) error for expectation
values of observables over times t ∼ 1.
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3.1. Variational approximation by complex Gaussians
We consider the Schro¨dinger equation in semiclassical scaling,
iε∂tψ = Hψ, H = − ε22 ∆x + V, (3.1)
as it emerges from the time-dependent Born–Oppenheimer approximation
to the motion of nuclei. We let d ≥ 1 (often d≫ 1) denote the dimension of
the nuclear configuration space, and assume that the potential V : Rd → R is
a smooth real-valued function. As before, the L2 inner product is conjugate
linear in the first argument.
We seek an approximation u(·, t) (later written as u(t) for short) to the
solution ψ(t) in the manifold of complex-valued Gaussian functions
M =
{
u ∈ L2(Rd)
∣∣∣ u(x) = exp( iε (12(x− q)TC(x− q) + pT (x− q) + ζ)) ,
q ∈ Rd, p ∈ Rd, C = CT ∈ Cd×d, ImC is positive definite, ζ ∈ C
}
,
where we find by a direct computation that for such an u ∈ M of unit L2-
norm, the position and momentum averages equal the parameters q and p,
respectively:
〈u |xu〉 = q, 〈u | − iε∇xu〉 = p.
We invoke the Dirac–Frenkel time-dependent variational approximation
principle, which determines the approximate solution
u(t) ∈M
by requiring that the residual of the Schro¨dinger equation be orthogonal to
the tangent space Tu(t)M of the manifold M at u(t): for all times t ∈ R,
∂tu(t) ∈ Tu(t)M is such that
〈v | − iε∂tu(t) +Hu(t)〉 = 0 for all v ∈ Tu(t)M. (3.2)
With the orthogonal projection Pu : L
2(Rd)→ TuM onto the tangent space
TuM, we can rewrite this equivalently as
iε∂tu = PuHu. (3.3)
We start by having a closer look at the tangent space.
Lemma 3.1 (tangent space) At every Gaussian function u ∈ M, the
tangent space equals
TuM =
{
ϕu
∣∣ ϕ is a complex d-variate polynomial of degree at most 2} .
In particular, TuM is a complex-linear subspace of L2(Rd), in the sense that
v ∈ TuM implies iv ∈ TuM. Moreover, for all differential operators A of
order at most 2 with constant coefficients, we have Au ∈ TuM.
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Proof. Since the tangent space consists of derivatives of paths onM passing
through u, we find that every v ∈ TuM is of the form
v(x) =
i
ε
(
−q˙TC(x− q) + 12 (x− q)T C˙(x− q) + p˙T (x− q)− pT q˙ + ζ˙
)
u(x)
with arbitrary (q˙, p˙) ∈ R2d, C˙ = C˙T ∈ Cd×d, ζ˙ ∈ C. Since every complex
polynomial of degree ≤ 2 can be written in the form of the prefactor of the
above tangent vector v, we obtain the stated characterisation of TuM.
As a direct corollary we obtain the following property, which is a ma-
jor motivation for considering localised Gaussians to approximate the wave
function ψ.
Proposition 3.2 (exactness for quadratic potentials) If the potential
V is quadratic, then the variational approximation is exact: u(t) = ψ(t),
provided that the initial data are Gaussian, i.e. u(0) = ψ(0) ∈ M.
Proof. If V is quadratic, then Hu = − ε22 ∆xu + V u is a quadratic poly-
nomial times u and hence, by Lemma 3.1, is in the tangent space TuM for
u ∈ M. It follows that PuHu = Hu, and hence u(t) and ψ(t) satisfy the
same differential equation.
We remark that this result and its proof extend directly to the case of a
time-dependent quadratic potential V (·, t).
In the case of a non-quadratic potential, Lemma 3.1 simplifies (3.3) to
iε∂tu = − ε22 ∆xu+ PuV u. (3.4)
We will study the term PuV u in detail below, in Proposition 3.14.
3.2. Conservation properties
The variational Gaussian wave packets enjoy norm and energy conservation,
as the exact Schro¨dinger solution does.
Proposition 3.3 (norm and energy conservation) The time-dependent
variational approximation (3.2) is norm- and energy-conserving.
Proof. We use the defining relation (3.2) for ∂tu(t) ∈ Tu(t)M. Since the
Hamiltonian H is self-adjoint, we have
d
dt
〈u(t) | Hu(t)〉 = 〈∂tu(t) | Hu(t)〉+ 〈u(t) |H∂tu(t)〉
= 2Re 〈∂tu(t) | Hu(t)〉
= 2Re 〈∂tu(t) | iε∂tu(t)〉
= 0,
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which proves energy conservation. Since u(t) ∈ Tu(t)M, we also have
d
dt
‖u(t)‖2 = 2Re 〈u(t) | ∂tu(t)〉
= 2Re
〈
u(t) | (iε)−1Hu(t)〉
= 0,
which proves norm conservation.
The quantum-mechanical total linear momentum and total angular mo-
mentum operators, written for the position variables x = (x1, . . . , xN ) with
xk ∈ R3, are
P =
∑N
k=1(−iε∇xk) and
L = Hermitian part of
∑N
k=1 xk × (−iε∇xk),
(3.5)
respectively. They both commute with the kinetic energy operator T =
−12ε2∆x. For potentials that are invariant under translations, that is,
V (x1, . . . , xN ) = V (x1 + r, . . . , xN + r) for all r ∈ R3,
P commutes also with multiplication with V . For potentials invariant under
rotations, that is,
V (x1, . . . , xN ) = V (Rx1, . . . , RxN ) for all R ∈ SO(3),
L commutes with multiplication with V , and hence also with the Hamilto-
nian H. Their averages 〈ψ |Pψ〉 and 〈ψ |Lψ〉 are therefore conserved along
solutions ψ(t) to the Schro¨dinger equation with Hamiltonian H = T + V .
As we show next, this conservation property is retained under variational
Gaussian wave packet dynamics. We will use the shorthand notation
〈A〉u = 〈u |Au〉
for self-adjoint operators A that have a well-defined average with respect to
a given Gaussian wave packet u ∈M. For a vector-valued operator (such as
P and L above), 〈A〉u is the vector of the averages of the components of A.
In the following result, q(t) = (q1(t), . . . , qN (t)) and p(t) = (p1(t), . . . , pN (t))
with qk(t), pk(t) ∈ R3 denote the time-dependent position and momentum
parameters, respectively, of a variational Gaussian wave packet u(t).
Proposition 3.4 (linear and angular momentum conservation) In a
translation-invariant potential, variational Gaussian wave packet dynamics
conserves the total linear momentum 〈P 〉u(t), which equals the classical lin-
ear momentum
∑N
k=1 pk(t).
In a rotation-invariant potential, variational Gaussian wave packet dy-
namics conserves the total angular momentum 〈L〉u(t), which equals the
classical angular momentum
∑N
k=1 qk(t)× pk(t).
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Proof. We formulate the proof for the angular momentum L. The self-
adjoint operator L commutes with the Hamiltonian H, that is, [H,L] = 0.
Using Lemma 3.1, we find that Lu ∈ TuM for u ∈ M. It then follows that
d
dt
〈u |Lu〉 = 2Re 〈Lu | ∂tu〉 = 2Re 〈Lu | 1iε Hu〉 = 〈u | 1iε [H,L]u〉 = 0,
where we use (3.2) in the second equality. The proof for linear momentum
is the same, since P has the same two properties that were stated for L
at the beginning of this proof. Finally, a direct calculation shows that for
a Gaussian wave packet, the quantum-mechanical linear and angular mo-
mentum equal their classical counterparts for the position parameters q and
momenta p.
3.3. Error in the L2-norm and in expectation values of observables
We now turn to error bounds which show that, for small ε, the variational
Gaussian approximation stays close to the solution of the Schro¨dinger equa-
tion over time intervals independent of ε, as long as the Gaussian wave packet
remains localised of width O(
√
ε). Over such time intervals, the error in the
L2-norm is O(t
√
ε), and the error in observables is O(tε).
Theorem 3.5 (Error bounds) We consider the Gaussian wave packet
approximation u(t) determined by the Dirac–Frenkel variational principle
(3.2). We assume the following:
1. The eigenvalues of the positive definite width matrix ImC(t) are bounded
from below by a constant ρ > 0, for all t ∈ [0, t].
2. The potential function V is three times continuously differentiable with
a polynomially bounded third derivative.
Then, the error between the Gaussian wave packet u(t) and the solution ψ(t)
of the Schro¨dinger equation (3.1) with Gaussian initial data ψ(0) = u(0) of
unit norm satisfies the following bounds:
(a) The error in the L2-norm is bounded by
‖u(t)− ψ(t)‖ ≤ c t√ε, 0 ≤ t ≤ t.
(b) Let A be an observable that has a polynomially bounded Weyl symbol
(see Section 6; e.g. a symmetrised polynomial in the position operator q̂ and
the momenta operator p̂, with (q̂ϕ)(x) = xϕ(x) and (p̂ϕ)(x) = − iε∇xϕ(x)).
Then, the error in the expectation value of the observable A over u(t), i.e.
〈A〉u(t) = 〈u(t) |Au(t)〉, is bounded by
|〈A〉u(t) − 〈A〉ψ(t)| ≤ c t ε, 0 ≤ t ≤ t.
In both (a) and (b), c <∞ is independent of ε and t but depends on ρ.
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We remark that this is an a posteriori error bound since Assumption 1.
about ρ involves the Gaussian approximation. However, we will see in Sec-
tion 3.6 that the decay of ρ with time is essentially determined by the Lya-
punov exponent of the classical equations of motion q˙ = p, p˙ = −∇V (q).
For the proof of the theorem we first give some simple lemmas that will
also be useful later on.
Lemma 3.6 (stability) Suppose that e(t) satisfies the Schro¨dinger equa-
tion up to a defect d(t),
∂te =
1
iε
He+ d, e(0) = e0.
Then,
‖e(t)‖ ≤ ‖e0‖+
∫ t
0
‖d(s)‖ ds.
Proof. Since H is self-adjoint, 〈e|He〉 is real, and then the Cauchy-Schwarz
inequality implies
‖e‖ ddt‖e‖ = 12 ddt‖e‖2 = Re 〈e | ∂te〉
= Re 〈e | 1iεHe〉+Re 〈e | d〉 = Re 〈e | d〉 ≤ ‖e‖ ‖d‖.
Integration from 0 to t yields the result.
It will be useful to have an explicit formula for the norm of a Gaussian
wave packet.
Lemma 3.7 (norm) For u ∈M, we have
‖u‖ = (πε)d/4 det(ImC)−1/4 exp(−1ε Im ζ).
Therefore, if ‖u‖ = 1, then
exp(−1ε Im ζ) = (πε)−d/4 det(ImC)1/4.
Proof. We write
|u(x)|2 = exp(−1ε ((x− q)T ImC(x− q) + 2 Im ζ))
and obtain∫
Rd
|u(x)|2 dx = (πε)d/2 det(ImC)−1/2 exp(−2ε Im ζ).
The following observation will also be used repeatedly.
Lemma 3.8 (moments) For arbitrary m,n ≥ 0, there exists cm,n < ∞
such that the following holds true: For any symmetric positive definite width
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matrix ImC with smallest eigenvalue bounded from below by ρ > 0 and for
all positive ε > 0,
(πε)−d/4 det(ImC)1/4
(∫
Rd
|x|2m
(
1 +
ρ
ε
|x|2
)n
exp(−1εxT ImCx) dx
)1/2
≤ cm,n
(ε
ρ
)m/2
.
Proof. We diagonalise the width matrix
ImC = ST diag(λ1, . . . , λd) S,
with eigenvalues λ1, . . . , λd > ρ and S ∈ Rd×d orthogonal. Substituting
y = Sx, the Gaussian integral can be rewritten as
(λ1 · · ·λd)1/4
(πε)d/4
(∫
Rd
|y|2m
(
1 +
ρ
ε
|y|2
)n
exp(−1ε (λ1y21 + · · ·+ λdy2d)) dy
)1/2
.
Then, we substitute zj =
√
λj/εyj and obtain the upper bound(ε
ρ
)m/2
π−d/4
(∫
Rd
|z|2m
(
1 + |z|2
)n
exp(−|z|2) dz
)1/2
,
which gives the result, since the integral depends only on m and n.
Proof. (of Theorem 3.5 (a): L2-error bound) Using (3.3), we have
∂t(u− ψ) = 1iεH(u− ψ) + 1iε(PuH −H)u
= 1iεH(u− ψ)− 1iεP⊥u Hu,
where P⊥u = Id−Pu is the projection onto the orthogonal complement, and
‖ 1iεP⊥u(s)Hu(s) ‖ = dist( 1iεHu(s),Tu(s)M).
By Lemma 3.6 we therefore have
‖u(t) − ψ(t)‖ ≤
∫ t
0
dist
(
1
iεHu(s),Tu(s)M
)
ds.
Now we evaluate this general estimate for the Gaussian manifold M. Let
q ∈ Rd be the position of u ∈ M. We let Uq : Rd → R denote the second
order Taylor polynomial of V at q and letWq : R
d → R be the corresponding
remainder,
V = Uq +Wq.
By Lemma 3.1, we have ∆xu,Uqu ∈ TuM, and therefore
dist( 1iεHu,TuM) = dist( 1iεWqu,TuM) ≤ 1ε‖Wqu‖.
Using the norm conservation of Proposition 3.3 together with Lemma 3.7,
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we write
‖Wqu‖ = (πε)−d/4 det(ImC)1/4(∫
Rd
|Wq(x)|2 exp(−1ε (x− q)T ImC(x− q)) dx
)1/2
.
Since Wq(x) is the non-quadratic remainder at q, and by the assumption on
the polynomial boundedness of V (of degree n, say), we have |Wq(x)|2 ≤
c3|x− q|6(1 + |x− q|2n), and hence Lemma 3.8 implies the estimate
‖Wqu‖ ≤ c ε3/2,
where the constant c depends on ρ. In summary, we obtain
‖u(t)− ψ(t)‖ ≤
∫ t
0
1
ε‖Wq(s)u(s)‖ds ≤ c t
√
ε,
which is the stated L2-error bound.
We now turn to the error in observables. In view of Lemma 3.1, for any
Gaussian u ∈ M, there is a quadratic potential Uu such that
PuHu = − ε22 ∆xu+ Uuu, i .e. PuV u = Uuu ∈ TuM.
We introduce the remainder potential Wu = V − Uu, so that
Hu = PuHu+Wuu = PuHPuu+Wuu, (3.6)
where we used that u ∈ TuM for all u ∈ M in the last equality. Theo-
rem 3.5 (b) (error in observables) then follows directly from the following
two lemmas.
Lemma 3.9 (error in observables) With the unitary group denoted by
U(t) = exp(− itH/ε) and the notation A(t) = U(t)∗AU(t), we have
〈A〉u(t) − 〈A〉ψ(t) =
∫ t
0
〈
1
iε [Wu(t−s), A(s)]
〉
u(t−s) ds.
Lemma 3.10 (commutator bound) Under the conditions of Theorem 3.5,
we have ∣∣〈 1
iε [Wu(t−s), A(s)]
〉
u(t−s)
∣∣ ≤ c ε, 0 ≤ s ≤ t ≤ t¯.
The proof of Lemma 3.10 requires techniques that are different from those
of this section and is therefore deferred to Section 6.7. Lemma 3.9 is proved
here.
Proof. (of Lemma 3.9) We compare the outcome of a variational expecta-
tion value with the actual one. Writing the true solution as ψ(t) = U(t)ψ0
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in terms of the unitary group, we can reformulate the difference of the ex-
pectation values in view of ψ0 = u0 as
〈ψ(t) |Aψ(t)〉 − 〈u(t) |Au(t)〉 =
∫ t
0
d
ds〈u(t− s) | U(s)∗AU(s)u(t− s)〉ds.
For A(s) = U(s)∗AU(s) we note that
d
dsA(s) =
1
iε (A(s)H −HA(s)) .
Therefore, with P⊥u = Id− Pu,
d
ds〈u(t− s) | A(s)u(t− s)〉 = 1iε
(〈Pu(t−s)Hu(t− s) | A(s)u(t− s)〉
+〈u(t− s) | (A(s)H −HA(s))u(t − s)〉 − 〈u(t− s) | A(s)Pu(t−s)Hu(t− s)〉
)
= 1iε
(
〈u(t− s) | A(s)P⊥u(t−s)Hu(t− s)〉 − 〈P⊥u(t−s)Hu(t− s) | A(s)u(t− s)〉
)
.
Hence,
〈ψ(t) |Aψ(t)〉 − 〈u(t) |Au(t)〉 = 1iε
∫ t
0
(
〈u(t− s) | A(s)P⊥u(t−s)Hu(t− s)〉
−〈P⊥u(t−s)Hu(t− s) | A(s)u(t− s)〉
)
ds.
Since u(t) ∈ Tu(t)M, we may write
Pu(t)Hu(t) = Pu(t)HPu(t)u(t) = Hu(t)u(t),
with Hu = PuHPu. The above formula for the expectation values then
simplifies to
〈ψ(t) |Aψ(t)〉−〈u(t) |Au(t)〉 =
∫ t
0
〈u(t−s) | 1iε [A(s),H−Hu(t−s)]u(t−s)〉ds.
Since we have (H −Hu)u =Wuu by (3.6), the result follows.
3.4. Differential equations for the parameters
In this subsection we derive the following equations of motion for the pa-
rameters of variational Gaussian wave packet dynamics.
Theorem 3.11 (equations of motion for parameters) For Gaussian
initial data u0 ∈ M of unit norm, the variational Gaussian approximation
(3.2) is obtained with parameters (q(t), p(t), C(t), ζ(t)) that satisfy the fol-
lowing ordinary differential equations:
q˙ = p,
p˙ = −〈∇xV 〉u,
C˙ = −C2 − 〈∇2xV 〉u,
ζ˙ = 12 |p|2 − 〈V 〉u + iε2 tr(C) + ε4 tr((ImC)−1〈∇2xV 〉u).
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The first observation is that the parameters change slowly, on the time
scale O(1), as opposed to the highly oscillatory Gaussian wave packet defined
by them, which has O(1) changes on time intervals of length O(ε). We
note further that the first two equations look very similar to the classical
equations of motion
q˙ = p, p˙ = −∇V (q),
which are obtained from q˙ = p, p˙ = −〈∇xV 〉u in the limit ε → 0 if the
potential is continuous and the wave packet is localised as stated in assump-
tion 1. of Theorem 3.5. Moreover, the last equation determines ζ, up to
small perturbations, as the action integral that corresponds to the classical
Lagrange function 12 |p|2 − V (q). Only the differential equation for the ma-
trix C seems not to be related to classical mechanics at first sight, but this
apparent exemption will be resolved in the next subsection.
For the proof of Theorem 3.11 we first derive auxiliary results that allow
us to give an explicit expression for the projected potential term PuV u in
(3.4). We start by setting up an orthonormal basis of the tangent space.
Lemma 3.12 (orthonormal basis of the tangent space) For a Gaus-
sian u ∈M of unit norm, let the invertible real d×d matrix Q be a Choleski
factor of the inverse of the width matrix, that is,
ImC = (QQT )−1.
For x ∈ Rd, we denote
y = 1√
ε
Q−1(x− q),
and define the following multivariate scaled Hermite functions ϕk : R
d → C
for multi-indices k ∈ Nd with |k| :=∑i ki ≤ 2:
ϕk(x) =

u(x) if |k| = 0,
√
2ymu(x) if |k| = 1 and km = 1,
1√
2
(−1 + 2y2m)u(x) if |k| = 2 and km = 2,
2ymynu(x) if |k| = 2 and km = kn = 1.
Then, {ϕk}|k|≤2 is an orthonormal basis of TuM.
Proof. By Lemma 3.1, the tangent space consists of all quadratic polyno-
mials times the Gaussian wave packet u. To prove the orthonormality of the
functions ϕk, we write the Gaussian density as
|u(x)|2 = exp(−2ε Im (ζ)) exp(−1ε (x− q)T Im (C)(x− q))
= exp(−2ε Im (ζ)) exp(−yT y)
and calculate some Gaussian integrals.
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The orthonormal basis {ϕk}|k|≤2 allows us to explicitly determine pro-
jections of functions to the tangent space. We start with functions whose
gradient and Hessian vanish on average.
Lemma 3.13 We consider a normalised Gaussian u ∈ M and a smooth
function W : Rd → R with at most polynomial growth satisfying
〈∇xW 〉u = 0 and 〈∇2xW 〉u = 0.
Then,
PuWu = 〈W 〉uu.
Proof. We compute the projection
PuWu =
∑
|k|≤2
〈ϕk|Wu〉ϕk
by examining its summands order by order. The zeroth order provides
〈ϕ0|Wu〉ϕ0 = 〈u|Wu〉u = 〈W 〉uu.
For the first-order terms, a partial integration shows the vector identity
〈
√
2yu|Wu〉 =
∫
Rd
√
2yW (x)|u(x)|2 dx
=
√
ε
2Q
T 〈∇xW 〉u,
since the gradient of the Gaussian density satisfies
∇x|u(x)|2 = − 2√εQ−Ty|u(x)|2.
Therefore, ∑
|k|=1
〈ϕk|Wu〉ϕk = 0.
For the second-order terms, we work with the complex symmetric matrix
Φ2(x) =
1√
2
(−Id + 2yyT )u(x) ∈ Cd×d.
It contains all the basis functions ϕk(x) with |k| = 2 up to multiplicative
factors. The d(d+1)/2 basis functions are redundantly placed on the d2 en-
tries of the matrix Φ2(x) as follows. The main diagonal carries the ϕk(x)
with km = 2 for m = 1, . . . , d. The off-diagonal entries contain the functions
ϕk(x)/
√
2 for km = kn = 1 with m 6= n. The off-diagonal factors 1/
√
2
compensate for listing these basis functions twice, and we have∑
|k|=2
〈ϕk|Wu〉ϕk = tr (〈Φ2|Wu〉Φ2) .
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Two partial integrations provide
〈Φ2|Wu〉 =
∫
Rd
1√
2
(−Id + 2yyT )W (x)|u(x)|2 dx
= ε
2
√
2
QT 〈∇2xW 〉uQ,
since the Hessian of the Gaussian density satisfies
∇2x|u(x)|2 = 1εQ−T (−2Id + 4yyT )Q−1|u(x)|2.
Therefore, ∑
|k|=2
〈ϕk|Wu〉ϕk = 0.
For a general potential function, the tangent space projection produces
the following quadratic polynomial times the Gaussian.
Proposition 3.14 (potential term projected to the tangent space)
For a normalised Gaussian u ∈M centred at q with width matrix C and for
a smooth potential V : Rd → R with at most polynomial growth, we have
PuV u =
(
α+ aT (x− q) + 12(x− q)TA(x− q)
)
u,
where
α = 〈V 〉u − ε4 tr((ImC)−1〈∇2xV 〉u),
a = 〈∇xV 〉u, and A = 〈∇2xV 〉u.
Proof. We write the potential as
V = 〈V 〉u + 〈∇xV 〉Tu (x− q) + 12(x− q)T 〈∇2xV 〉u(x− q) +W
and observe that
PuV u =
(〈V 〉u + 〈∇xV 〉Tu (x− q) + 12(x− q)T 〈∇2xV 〉u(x− q))u
+ PuWu.
The function W has the average
〈W 〉u = −12〈(x− q)T 〈∇2xV 〉u(x− q)〉u
= − ε4 tr
(
(ImC)−1〈∇2xV 〉u
)
.
For the gradient and Hessian, we have
∇xV = 〈∇xV 〉u + 〈∇2xV 〉u(x− q) +∇xW,
∇2xV = 〈∇2xV 〉u +∇2xW,
and therefore
〈∇xW 〉u = 0 and 〈∇2xW 〉u = 0.
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By Lemma 3.13, PuWu = 〈W 〉uu, so that the claimed identity for PuV u is
proved.
The projection of the potential term is the crucial ingredient for deter-
mining the equations of motion for the parameters. The time derivative and
the Laplacian only require differentiation of the Gaussian wave packet.
Proof. (of Theorem 3.11) We start by calculating the first derivatives of
the approximate solution u = u(x, t). We obtain
− iε∂tu
=
(
−q˙TC(x− q) + 12(x− q)T C˙(x− q) + p˙T (x− q)− pT q˙ + ζ˙
)
u
and
− iε∇xu = (C(x− q) + p) u.
Hence,
− ε22 ∆xu =
(
1
2(x− q)TC2(x− q) + pTC(x− q) + 12 |p|2 − iε2 tr(C)
)
u.
By Proposition 3.3, the norm of the variational approximation is conserved,
and Proposition 3.14 then provides
Pu(V u) =
(〈V 〉u − ε4 tr((ImC)−1〈∇2xV 〉u)u
+ 〈∇xV 〉Tu (x− q)u+ 12(x− q)T 〈∇2xV 〉u(x− q)u.
Hence, we solve the variational equation by matching corresponding powers
in the polynomials. We set q˙ = p. Then, the linear, quadratic and constant
terms result in the expressions for p˙, C˙ and ζ˙ as stated.
We further note the following bound of the difference between averages
and point evaluations.
Lemma 3.15 (averages) For smooth V : Rd → R with bounded second
order derivatives and a normalised complex Gaussian u ∈ M with position
centre q ∈ Rd, we have
|〈V 〉u − V (q)| ≤ c ε,
where the constant c > 0 depends on the second order derivatives of V and
the eigenvalues of the matrix ImC.
Proof. We write
〈V 〉u = (πε)−d/2(det ImC)1/2
∫
Rd
V (x) exp(−1ε (x− q)T ImC(x− q)) dx
= π−d/2(det ImC)1/2
∫
Rd
V (q +
√
εy) exp(−yT ImCy) dy.
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We perform a first-order Taylor approximation of V (q+
√
εy) at q. We then
obtain V (q) due to the unit integral and no contribution from ∇V (q) due to
the vanishing first order moments. The remainder is of order ε and depends
on both V and ImC.
3.5. Hagedorn’s parametrisation of Gaussian wave packets
We now turn to a different parametrisation of complex Gaussians, in which
the complex symmetric width matrix C with positive definite imaginary part
is factorised into two matrices with remarkable properties.
A real 2d × 2d matrix Y is called symplectic if it satisfies the quadratic
relation
Y TJY = J with J =
(
0 −Id
Id 0
)
.
With this notion, we have the following characterisation of complex sym-
metric matrices with positive definite imaginary part.
Lemma 3.16 (symplecticity) Let Q and P be complex d × d matrices
such that the real 2d× 2d matrix
Y =
(
ReQ ImQ
ReP ImP
)
is symplectic. (3.7)
Then, Q and P are invertible, and
C = PQ−1 (3.8)
is complex symmetric (i.e. C = CT ) with positive definite imaginary part
ImC = (QQ∗)−1. (3.9)
Conversely, every complex symmetric matrix C with positive definite imag-
inary part can be written as C = PQ−1 with matrices Q and P satisfying
(3.7) and (3.9).
We note that the symplecticity condition (3.7) is equivalent to the relations
QTP − P TQ = 0
Q∗P − P ∗Q = 2i Id . (3.10)
The factorisation (3.8) is not unique, since multiplying Q and P from the
right with a unitary matrix preserves the relations (3.10).
Proof. The second equation of (3.10), multiplied from the left and the right
with a vector v ∈ Cd, yields
(Qv)∗(Pv) − (Pv)∗(Qv) = 2i ‖v‖2 ,
which shows that v = 0 is the only vector in the null-space of Q or P . Hence,
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these matrices are invertible. The first equation of (3.10), multiplied from
the left with (Q−1)T and from the right with Q−1, gives
PQ−1 − (Q−1)TP T = 0,
which shows that C = PQ−1 is complex symmetric. Moreover, we have
(ImC)(QQ∗) = 12i(PQ
−1 − (Q−1)∗P ∗)QQ∗
= 12i(PQ
∗ − (Q∗)−1(P ∗Q)Q∗) = Id ,
where we use the second equation of (3.10) for substituting P ∗Q = Q∗P −
2i Id to obtain the last equality. This gives us (3.9).
Conversely, for a complex symmetric matrix C with positive definite imag-
inary part, we set Q = (ImC)−1/2 and P = CQ. A direct calculation shows
that these matrices satisfy the relations (3.10).
We now parametrise the variational Gaussian wave packet approximation
u(·, t) ∈ M as
u(x, t) = exp
(
i
ε
(
1
2(x− q(t))TP (t)Q(t)−1(x− q(t)) + p(t)T (x− q(t)) + ζ(t)
))
,
(3.11)
where P (t), Q(t) are required to satisfy the symplecticity condition (3.7).
We have the following differential equations for the parameters.
Theorem 3.17 (equations of motion for Hagedorn’s parameters)
For Gaussian initial data u0 ∈ M of unit norm, the variational Gaussian
approximation (3.2) is obtained with parameters (q(t), p(t), Q(t), P (t), ζ(t))
that satisfy the following ordinary differential equations:
q˙ = p, p˙ = −〈∇xV 〉u,
Q˙ = P, P˙ = −〈∇2xV 〉uQ,
and ζ satisfies the same differential equation as in Theorem 3.11, with
C = PQ−1 and (ImC)−1 = QQ∗. Moreover, P (t) and Q(t) then have
the symplecticity property (3.7) for all t, provided that this is satisfied for
the initial values.
The equations for q, p, ζ are clearly the same as in Theorem 3.11, but the
quadratic differential equation for C is replaced by equations for P and Q
that are close to the linearisation of the classical equations of motion q˙ = p,
p˙ = −∇V (q) around the solution (q, p), that is, of the matrix differential
equations Q˙ = P , P˙ = −∇2V (q)Q that are linear in (Q,P ).
Proof. If Q˙ = P and P˙ = −〈∇2xV 〉uQ, then C = PQ−1 satisfies
C˙ = −PQ−1Q˙Q−1 + P˙Q−1
= −PQ−1PQ−1 − 〈∇2xV 〉uQQ−1 = −C2 − 〈∇2xV 〉u,
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which is the differential equation for C in Theorem 3.11. It remains to show
that the symplecticity property of Q and P is conserved. We have
d
dt
(QTP − P TQ) = Q˙TP +QT P˙ − P˙ TQ− P T Q˙
= P TP −QT 〈∇2xV 〉uQ+QT 〈∇2xV 〉uQ− P TP = 0,
and similarly ddt(Q
∗P −P ∗Q) = 0. This shows that (3.10), and hence (3.7),
remains satisfied for all times.
We refer to the matrices Q and P as position and momentum matrices,
respectively, in view of their equations of motion. We will see in the following
subsection and in Section 4 that their role goes well beyond merely providing
more pleasing differential equations.
3.6. Ehrenfest time
The time scale on which quantum dynamics can be approximated by classical
dynamics is known as the Ehrenfest time. The proof of Theorem 3.5 shows
that the L2-norm error of the Gaussian approximation is small on a time
interval 0 ≤ t ≤ t¯ provided that ε1/2 ≪ ρ3/2, i.e. ρ−1 ≪ ε−1/3, where ρ > 0
is an ε-independent lower bound of the smallest eigenvalue of the width ma-
trices ImC(t) for 0 ≤ t ≤ t¯. By (3.9) we have ImC(t) = (Q(t)Q(t)∗)−1, and
hence the smallest eigenvalue of ImC(t) is equal to 1/‖Q(t)‖22, the inverse
square of the matrix 2-norm of Q(t). On the other hand, by Theorem 3.17,
Q(t) is up to O(ε) terms a solution to the linearisation of the classical equa-
tions of motion q˙ = p, p˙ = −∇V (q). The growth of ‖Q(t)‖2 in time is
therefore described by the Lyapunov exponent λ∗ of the classical dynamics:
for all λ = λ∗ + δ with δ > 0, we have ‖Q(t)‖2 ≤ cδ eλt. The Lyapunov
exponent thus determines the Ehrenfest time: for all δ > 0,
log ρ−1 ≤ log max
0≤t≤t¯
‖Q(t)‖22 ≤ 2(λ∗ + δ)t¯ + 2 log cδ.
The Lyapunov exponent λ∗ is always non-negative for classical mechanics.
For λ∗ > 0 (where we can choose δ = λ∗), the condition ρ−1 ≪ ε−1/3 thus
yields the condition that λ∗t¯ be logarithmic in ε−1.
The Lyapunov exponent is zero for integrable systems, for which ‖Q(t)‖2
grows linearly with t, i.e. ‖Q(t)‖2 ≤ ct, so that for integrable systems
ρ−1 ≤ max
0≤t≤t¯
‖Q(t)‖22 ≤ (ct¯)2.
The condition ρ−1 ≪ ε−1/3 then yields the asymptotic condition t¯≪ ε−1/6.
3.7. Gaussians evolving on a quadratic potential
We already know from Proposition 3.2 that in the case of a quadratic po-
tential V , variationally evolving complex Gaussians are exact solutions to
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the Schro¨dinger equation (3.1). We are now in a position to give the pre-
cise form and the equations of motion of the parameters of such a Gaussian
solution.
Proposition 3.18 (Gaussian solutions for a quadratic potential) Let
V be a quadratic potential, let (q(t), p(t), Q(t), P (t)) be a solution of the
classical equations of motion and their linearisation,
q˙ = p, p˙ = −∇V (q) and Q˙ = P, P˙ = −∇2V (q)Q, (3.12)
and let S(t) =
∫ t
0
(
1
2 |p(s)|2−V (q(s))
)
ds be the corresponding classical action.
Let Q(0) and P (0) satisfy the symplecticity relations (3.10). Then, the
complex Gaussian
e iS(t)/ε (πε)−d/4(detQ(t))−1/2 × (3.13)
exp
( i
2ε
(x− q(t))TP (t)Q(t)−1(x− q(t)) + i
ε
p(t)T (x− q(t))
)
is a solution to the time-dependent Schro¨dinger equation (3.1) of unit L2-
norm. Moreover, the matrices Q(t) and P (t) satisfy the symplecticity rela-
tions (3.10) for all t.
The branch of the square root of detQ(t) is to be chosen such that this
becomes a continuous function of t.
Proof. Since a variationally evolving Gaussian is an exact solution in the
case of a quadratic potential, it suffices to show that a variational Gaussian
takes the stated form. We have the quadratic polynomial
V (x) = V (q) +∇V (q)T (x− q) + 12 (x− q)T∇2V (q)(x− q).
Since for a normalised Gaussian u ∈ M we have PuV u = V u, Proposi-
tion 3.14 shows that
V (q) = 〈V 〉u − ε4 tr((ImC)−1〈∇2xV 〉u),
∇V (q) = 〈∇V 〉u, ∇2V (q) = 〈∇2V 〉u.
Theorem 3.17 therefore shows that the differential equations for the param-
eters become (3.12) together with
ζ˙ = 12 |p|2 − V (q) + 12 iε tr(C), with C = PQ−1,
and that Q(t), P (t) satisfy (3.10) for all t. The Gaussian (3.13) is of unit
norm by Lemma 3.7, while the relation ImC = (QQ∗)−1 follows from
Lemma 3.16. So it remains to show that
e iζ(t)/ε = e iS(t)/ε (πε)−d/4(detQ(t))−1/2e iφ
for some real phase φ that is independent of t. As we already know that
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this holds at t = 0, taking the logarithm and differentiating with respect to
t shows that this is satisfied if, for all t,
i
ε
ζ˙(t) =
i
ε
S˙(t)− 12
d
dt
log detQ(t).
This holds true because of the differential equation for ζ and because
d
dt
log detQ = tr(Q˙Q−1) = tr(PQ−1) = tr(C).
This yields the stated result.
We remark that the result and its proof extend in a straightforward way to
time-dependent quadratic potentials V (·, t). Replacing the averages by point
evaluations in solving the equations of motion of Theorem 3.17, i.e. solving
instead the differential equations (3.12) for a general smooth potential V ,
therefore corresponds to solving the Schro¨dinger equation with a locally
quadratic approximation to the potential at the current position q(t).
3.8. Notes
The time-dependent variational principle was first used by Dirac (1930) in
the context of what is now called the time-dependent Hartree–Fock method.
This was then taken up in the book by Frenkel (1934). We refer to Kramer
and Saraceno (1981) and Lubich (2008) for dynamic, geometric and approx-
imation aspects of the Dirac–Frenkel time-dependent variational principle.
Variational Gaussian wave packets became prominent through the work of
Heller (1976b). In the chemical literature, simplified variants of variational
Gaussian wave packets are often used, in particular with a diagonal width
matrix (Hartree Gaussians; see Heller (1976b)) or with a fixed width ma-
trix (frozen Gaussians; see Heller (1981)). Variational linear combinations
of Gaussian wave packets are also used successfully; see Richings, Polyak,
Spinlove, Worth, Burghardt and Lasorne (2015) and references therein. The
book chapter by Van´ıcˇek and Begusˇic´ (2019) reviews the application of var-
ious non-variational thawed Gaussian approximations, in particular of the
single-Hessian thawed Gaussian approximation that is energy-conserving de-
spite being non-variational; see also (Begusˇic´, Cordova and Van´ıcˇek 2019).
The conservation of energy of a variational Gaussian wave packet gener-
ally follows from the time-dependent variational principle, which yields a
Hamiltonian system on the approximation manifold. The conservation of
norm and linear and angular momentum are instances of the general result
that the average of a self-adjoint operator is conserved in the variational
approximation if the operator commutes with the Hamiltonian and is such
that it maps every point on the approximation manifold into its tangent
space. These aspects are discussed in Lubich (2008, Section II.1).
Error bounds for Gaussian wave packets were first given by Hagedorn
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(1980) in a non-variational setting (with point evaluations instead of aver-
ages of the potential and its gradient and Hessian). The O(
√
ε) L2-error
bound of Theorem 3.5 for variational Gaussian wave packets was given by
Lubich (2008, Section II.4), whereas the O(ε) error bound for the averages
of observables appears to be new. We note that these error bounds are not
valid for Gaussians with width matrices that are restricted to be diagonal
or fixed.
The equations of motion for the parameters of a multi-variate variational
Gaussian wave packet, as given in Theorem 3.11, were first derived by Coal-
son and Karplus (1990). The differential equations for the parameters have
a non-canonical Hamiltonian structure that was studied by Faou and Lubich
(2006) and, with different geometric interpretations, by Ohsawa and Leok
(2013); see also Ohsawa (2015b) for further geometrical aspects of varia-
tional Gaussian wave packets and their use for obtaining conservation laws
from symmetries.
The relationship between the Ehrenfest time and the classical Lyapunov
exponent was studied in a more general setting by Combescure and Robert
(1997), using different arguments from those given here; see e.g. Bambusi,
Graffi and Paul (1999) and Hagedorn and Joye (2000) for further develop-
ments.
The factorisation (3.8) and its use with evolving Gaussian wave pack-
ets were introduced by Hagedorn (1980), where also Proposition 3.18 was
shown. In our text we use the notation of Lubich (2008, Chapter V), working
with the matrices (Q,P ) which correspond to (A, iB) in Hagedorn’s work,
because of their relation to symplectic matrices and because their equations
of motion are close to linearised classical equations of motion. The set of
complex symmetric matrices with positive definite imaginary part is known
as the Siegel half-space, after Siegel (1943) who studies generalised Mo¨bius
transformations of this set based on symplectic matrices. The geometry
behind the factorisation (3.8) and its relation to Siegel’s results and with
Marsden–Weinstein reduction was explored by Ohsawa (2015a).
4. Hagedorn’s semiclassical wave packets
In this section, the wave function is approximated to higher order in the
semiclassical parameter ε by a moving and deforming complex Gaussian
times a polynomial. Such a wave packet is written in a parameter-dependent
orthonormal basis constructed by Hagedorn (1998b). This basis has very
favourable propagation properties in the time-dependent Schro¨dinger equa-
tion (3.1).
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4.1. Construction of Hagedorn functions via ladder operators
We start from a normalised d-dimensional complex Gaussian in Hagedorn’s
parametrisation (see Sections 3.5 and 3.7):
ϕε0[q, p,Q, P ](x) = (4.1)
(πε)−d/4(detQ)−1/2 exp
( i
2ε
(x− q)TPQ−1(x− q) + i
ε
pT (x− q)
)
with q, p ∈ Rd and matrices Q,P ∈ Cd×d that satisfy the symplecticity rela-
tions (3.10). This Gaussian is of unit L2-norm by Lemmas 3.7 and 3.16. The
branch of the square root is chosen appropriately, such that (detQ(t))−1/2
is a continuous function of t for a continuous family of invertible matrices
Q(t). We write ϕ0 or ϕ
ε
0 instead of ϕ
ε
0[q, p,Q, P ] when the parameters are
clear from the context.
We denote the position and momentum operators by q̂ = (q̂j)
d
j=1 and
p̂ = (p̂j)
d
j=1, respectively:
q̂ψ = xψ, p̂ψ = − iε∇xψ.
The hats are added to avoid confusion with the Gaussian parameters q and p.
The commutator relation
1
iε
[q̂j, p̂k] = δjk (4.2)
is fundamental in quantum mechanics and, in particular, in the construc-
tion of the harmonic oscillator eigenfunctions (the Hermite functions) us-
ing Dirac’s ladder. Extending that construction, we consider Hagedorn’s
parameter-dependent ladder operators A = (Aj)
d
j=1 and A
† = (A†j)
d
j=1 de-
fined as
A = A[q, p,Q, P ] = − i√
2ε
(
P T (q̂ − q)−QT (p̂− p)
)
A† = A†[q, p,Q, P ] =
i√
2ε
(
P ∗(q̂ − q)−Q∗(p̂− p)
)
.
(4.3)
We note that for d = 1, ε = 1, q = 0, p = 0, Q = 1, P = i, these operators
reduce to Dirac’s ladder operators 1√
2
(q̂ + ip̂) and 1√
2
(q̂ − ip̂), respectively.
The key properties of those operators extend as follows.
Lemma 4.1 (commutator relations) If Q and P satisfy the symplec-
ticity relations (3.10), then we have the commutator identities
[Aj , A
†
k] = δjk . (4.4)
Moreover, A†j is adjoint to Aj on the Schwartz space S of functions on Rd
that are infinitely differentiable and decay faster than any negative power:
〈A†jϕ |ψ〉 = 〈ϕ |Ajψ〉 for all ϕ,ψ ∈ S . (4.5)
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Proof. With Q = (Qjk) and P = (Pjk), we have (with q = p = 0 for
simplicity)
[Aj , A
†
k] =
1
2ε
[ d∑
ℓ=1
(
Pℓj q̂ℓ −Qℓj p̂ℓ
)
,
d∑
m=1
(
Pmk q̂m −Qmkp̂m
)]
.
By the canonical commutator identities (4.2), this simplifies to
[Aj , A
†
k] =
i
2
d∑
ℓ=1
(−PℓjQℓk +QℓjP ℓk) = i2(−Q∗P + P ∗Q)k,j,
and by the symplecticity relation (3.10), this equals δjk.
The relation (4.5) follows directly from the fact that q̂ℓ and p̂ℓ are sym-
metric operators on S.
Lemma 4.2 (null-space) If Q and P satisfy the symplecticity relations
(3.10), then the complex Gaussian ϕ0 = ϕ
ε
0[q, p,Q, P ] of (4.1) spans the
null-space of A.
Proof. If ϕ ∈ S is in the null-space of A, then it must satisfy the linear
system of partial differential equations
− iε∇ϕ(x)− pϕ(x) = C(x− q)ϕ(x)
with the complex symmetric matrix C = PQ−1. Multiples of ϕ0 are the
only non-trivial solutions of this equation, since substituting ϕ = ρϕ0 yields
the equation ∇ρ = 0, so that ρ is constant.
With the properties established in these two lemmas, we can now con-
struct eigenfunctions of the operators AjA
†
j to eigenvalues 1, 2, 3, . . . by the
same arguments that are familiar from Dirac’s construction of the eigen-
functions of the harmonic oscillator 12(q̂
2 + p̂2) = 1√
2
(q̂ + ip̂) 1√
2
(q̂ − ip̂)− 12 .
Let k = (k1, . . . , kd) be a multi-index with non-negative integers kj, and
let 〈j〉 = (0, . . . , 1, . . . , 0) denote the jth d-dimensional unit vector.
With Lemmas 4.1 and 4.2 it follows that
AjA
†
jϕ0 = A
†
jAjϕ0 + ϕ0 = ϕ0 ,
and hence ϕ0 is an eigenfunction of AjA
†
j to the eigenvalue 1. Applying the
operator A†j to both sides of this equation, we see that φ〈j〉 := A
†
jϕ0 is an
eigenfunction of A†jAj to the eigenvalue 1.
On the other hand, we further have by Lemmas 4.1 and 4.2 that
AlA
†
jϕ0 = A
†
jAlϕ0 = 0 for l 6= j,
and applying the operator A†l to both sides of this equation, we see that
φ〈j〉 = A
†
jϕ0 is an eigenfunction of A
†
lAl to the eigenvalue 0.
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We continue in this way to construct recursively
φk+〈j〉 = A
†
jφk (4.6)
for every multi-index k = (k1, . . . , kd) with non-negative integers kl. We
thus obtain eigenfunctions φk to A
†
lAl with eigenvalue kl and to AlA
†
l with
eigenvalue kl + 1. These eigenfunctions are not yet normalised. To achieve
this, we note that by Lemma 4.1,
‖A†jφk‖2 = 〈A†jφk |A†jφk〉 = 〈φk |AjA†jφk〉 = (kj + 1) ‖φk‖2 .
We therefore obtain normalised eigenfunctions to AlA
†
l and A
†
lAl by defining
the functions ϕk = ϕ
ε
k[q, p,Q, P ] recursively by
ϕk+〈j〉 =
1√
kj + 1
A†jϕk. (4.7)
Since Ajϕk+〈j〉 = 1√kj+1 AjA
†
jϕk =
√
kj + 1ϕk, we also have (replacing
kj + 1 by kj)
ϕk−〈j〉 =
1√
kj
Ajϕk, (4.8)
so that A†j and Aj can be viewed as raising and lowering operators, re-
spectively, in the jth component of the multi-index. Multiplying (4.7)
by
√
kj + 1 and (4.8) by
√
kj , summing the resulting formulas and us-
ing the definitions of Aj and A
†
j and the fact that QQ
∗ is a real matrix by
Lemma 3.16, we obtain the three-term recurrence relation
Q
(√
kj + 1ϕk+〈j〉(x)
)d
j=1
=
√
2
ε
(x− q)ϕk(x)−Q
(√
kj ϕk−〈j〉(x)
)d
j=1
.
(4.9)
This permits us to evaluate ϕk(x) at any given point x. It also shows that
ϕk is the product of a polynomial of degree |k| = k1 + . . . + kd with the
Gaussian ϕ0. Writing this property as
ϕk(x) =
1√
2|k|k!
pk(
1√
ε
Q−1(x− q)) ϕ0(x), (4.10)
we obtain the polynomial three-term recurrence relation(
pk+〈j〉(x)
)d
j=1
= 2x pk(x)− 2Q−1Q
(
kj pk−〈j〉(x)
)d
j=1
. (4.11)
This shows that if the matrix Q−1Q is diagonal, then each pk is the tensor
product of appropriately scaled univariate Hermite polynomials. Indeed, if
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Q−1Q = diag(λ1, . . . , λd), then
pk(x) =
d∏
j=1
λ
kj/2
j Hkj
( xj√
λj
)
where (Hn)n≥0 are the Hermite polynomials defined by the three-term re-
currence relation Hn+1(y) = 2yHn(y)−2nHn−1(y), H0(y) = 1. If the matrix
Q−1Q is not diagonal, then the polynomials pk do not have tensor product
form.
The Hagedorn functions ϕk are eigenfunctions of the symmetric operators
AjA
†
j for each j. Therefore, they are orthogonal:
(kj + 1)〈ϕk , ϕℓ〉 = 〈AjA†jϕk, ϕℓ〉 = 〈ϕk, AjA†jϕℓ〉 = (ℓj + 1)〈ϕk, ϕℓ〉,
so that 〈ϕk, ϕℓ〉 = 0 for k 6= ℓ. The functions ϕk even form a complete
orthonormal system, as can be shown by extending the arguments in the
proof of completeness of the Hermite functions. We do not present this proof
here, as our interest in the following will be in the evolution of localised wave
packets with a moderate polynomial degree rather than in the expansion of
general functions in L2(Rd) in the orthonormal basis of Hagedorn functions.
We summarise the above construction as follows.
Theorem 4.3 (Hagedorn functions) The functions ϕk = ϕ
ε
k[q, p,Q, P ]
defined by (4.1) and (4.7) form a complete L2-orthonormal set of functions.
4.2. Evolution of Hagedorn wave packets for quadratic Hamiltonians
We now consider the Hamiltonian H = − ε22 ∆ + V = 12 p̂ · p̂ + V with a
quadratic potential V and take a Hagedorn function as initial data for the
time-dependent Schro¨dinger equation (3.1). There is the following remark-
able result.
Theorem 4.4 (Hagedorn functions on a quadratic potential) Let V
be a quadratic potential, let (q(t), p(t), Q(t), P (t)) be a solution of the clas-
sical equations of motion and their linearisation,
q˙ = p, p˙ = −∇V (q) and Q˙ = P, P˙ = −∇2V (q)Q, (4.12)
and let S(t) =
∫ t
0
(
1
2 |p(s)|2−V (q(s))
)
ds be the corresponding classical action.
Assume that Q(0) and P (0) satisfy the symplecticity relations (3.10). Then,
for every multi-index k,
e iS(t)/ε ϕεk[q(t), p(t), Q(t), P (t)](x)
is a solution of the time-dependent Schro¨dinger equation (3.1). Moreover,
the symplecticity relations (3.10) are satisfied by Q(t) and P (t) for all t.
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As a preparation for the proof, we first consider the evolution of the
parameter-dependent ladder operators under the quadratic Hamiltonian.
Along a solution (q(t), p(t), Q(t), P (t)) of the classical equations (4.12) we
consider the time-dependent operators
Aj(t) = Aj [q(t), p(t), Q(t), P (t)], A
†
j(t) = A
†
j [q(t), p(t), Q(t), P (t)] .
These operators evolve according to the following equations.
Lemma 4.5 (ladder evolution for quadratic potentials) LetH = − ε22 ∆+
V be the Hamiltonian of (3.1) with a quadratic potential V . Then we have
A˙j =
1
iε
[Aj ,H] , A˙
†
j = −
1
iε
[A†j ,H] .
Proof. With (4.12) we obtain for A(t) = (Aj(t))
A˙ =
i√
2ε
(
QT∇V (q̂) + P T p̂).
The same expression is obtained for 1iε [A,H] with the commutator relations
(4.2), which further yield 1iε [q̂j , p̂
2
k] = δjk · 2p̂k and 1iε [q̂2j , p̂k] = δjk · 2q̂j . The
result for A† is obtained by taking complex conjugates.
Proof. (of Theorem 4.4) By Theorem 3.18, the result holds true for k = 0.
In view of the construction of the functions ϕk by (4.7), the result for gen-
eral k follows by induction if we can show that with a solution ψ(·, t), also
A†j(t)ψ(·, t) is a solution to the Schro¨dinger equation (3.1). This follows from
iε
∂
∂t
(A†jψ) = iεA˙
†
jψ +A
†
jHψ =
(
iεA˙†jψ + [A
†
j ,H]ψ
)
+HA†jψ,
because the expression in big brackets vanishes by Lemma 4.5. The preser-
vation of the symplecticity relations (3.10) is already known from Proposi-
tion 3.18.
Like Proposition 3.18, Theorem 4.4 also remains valid, with the same
proof, for a time-dependent quadratic potential V (·, t).
4.3. A Galerkin method for non-quadratic potentials
For the time-dependent Schro¨dinger equation (3.1) with a non-quadratic
potential V , the wave function will now be approximated by a finite linear
combination of Hagedorn functions whose parameters evolve according to
the classical equations of motion. The coefficients of the linear combination
are determined by a Galerkin condition on the time-varying approximation
space that is spanned by a basis of finitely many evolving Hagedorn func-
tions.
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We search for an approximation to the wave function of the form
ψK(x, t) = e iS(t)/ε
∑
k∈K
ck(t)ϕk(x, t) (4.13)
where we abbreviate ϕk(x, t) = ϕ
ε
k[q(t), p(t), Q(t), P (t)](x) for a solution
(q(t), p(t), Q(t), P (t)) to the classical equations (4.12) and where S(t) =∫ t
0
(
1
2 |p(s)|2 − V (q(s))
)
ds is the corresponding classical action. The finite
multi-index set K may, e.g. be a cube {k ∈ Nd : |kj | ≤ K} or a sim-
plex {k ∈ Nd : |k| = ∑dj=1 kj ≤ K} or a hyperbolically reduced set
{k ∈ Nd : ∏dj=1(1 + kj) ≤ K}. The initial data will be assumed to be
a linear combination over a smaller set K0 ⊂ K.
The coefficients ck(t) are determined by the Galerkin condition〈
ϕℓ(t)
∣∣∣ iε∂ψK
∂t
(t)−HψK(t)
〉
= 0 for each ℓ ∈ K and for all t. (4.14)
If we write the potential as
V = Uq(t) +Wq(t)
with the quadratic Taylor polynomial of V at the position q,
Uq(x) = V (q) +∇V (q)T (x− q) + 12(x− q)T∇2V (q)(x− q),
and with the non-quadratic remainder Wq, then we have
iε
∂
∂t
(cke
iS/εϕk)−H(cke iS/εϕk) = iεc˙ke iS/εϕk (4.15)
+ ck
(
iε
∂
∂t
(e iS/εϕk) +
ε2
2
∆(e iS/εϕk)− Uqe iS/εϕk
)
− cke iS/εWqϕk.
The term in big brackets vanishes by the version of Theorem 4.4 for time-
dependent quadratic potentials, since just the quadratic part Uq of the
potential V determines q(t), p(t), Q(t), P (t), S(t). The Galerkin condition
(4.14) then gives us the following differential equations for the coefficients
c(t) = (ck(t))k∈K :
iεc˙(t) = G(t)c(t) with G(t) =
(〈ϕℓ(·, t) |Wq(t)ϕk(·, t)〉)ℓ,k∈K . (4.16)
We now easily observe norm conservation of the approximation:
Lemma 4.6 (norm conservation) The Galerkin approximation (4.13)
is norm-conserving.
Proof. Since the matrices G(t) are Hermitian, the Euclidean norm of the
coefficient vector c(t) is preserved and hence, because of the orthonormal-
ity of the Hagedorn functions ϕk(t), the L
2-norm of the approximate wave
function ψK(t) is also preserved.
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With this approximation method, the differential equations (4.12) for
the parameters (q(t), p(t), Q(t), P (t)) of the Hagedorn functions are obvi-
ously independent of the coefficients ck(t), but the differential equations
(4.16) depend on the parameters through the basis functions ϕk(·, t) =
ϕεk[q(t), p(t), Q(t), P (t)]. We remark that with a fully variational approach
for parameters and coefficients such a separation would not be attained.
However, we do not have exact energy conservation with the semi-variational
approach considered here.
An important feature is that the coefficients are slowly varying:
‖c˙(t)‖ ≤ Cε1/2,
which holds true because the norm of the Galerkin matrix G(t) is bounded
by Cε3/2 with a constant C that depends on the multi-index set K and on
the width of the underlying Gaussian ϕ0(·, t). This follows directly from
Lemma 3.8. We even have the following stronger bounds for the entries of
the matrix G(t).
Lemma 4.7 (bounds for the entries of the Galerkin matrix) Let
ϕεk = ϕ
ε
k[q, p,Q, P ] for ε > 0 and k ∈ Nd denote the Hagedorn functions
with parameters (q, p,Q, P ), and let W be a real-valued function on Rd
with arbitrarily many polynomially bounded derivatives such that W and
its first two derivatives vanish at q. For k, ℓ ∈ Nd we then have the bound∣∣〈ϕεℓ |Wϕεk〉∣∣ ≤ c εµ/2 with µ = max(|k − ℓ|, 3),
where c is independent of ε but depends on k, ℓ, on the matrix 2-norm of Q
and on bounds of derivatives of W .
Proof. We start from the Taylor expansion of W at q with integral remain-
der term:
W (x) =
∑
3≤|m|≤N
1
|m|! ∂
mW (q)(x− q)m
+
∫ 1
0
(1− θ)N
N !
∑
|m|=N+1
∂mW (q + θ(x− q))(x− q)m dθ,
where for a multi-index m = (m1, . . . ,md), we denote the partial derivatives
∂mW = ∂m11 . . . ∂
md
d W and the product (x−q)m = (x1−q1)m1 . . . (xd−qd)md .
So we need to study the inner product 〈ϕεℓ | (x − q)mϕεk〉 for k, ℓ,m. By
the normalisation of the wave packets, we have
|〈ϕεℓ | (x− q)mϕεk〉| ≤ ‖(x− q)mϕk‖.
Next we write ϕεk in the form (4.10), viz.
ϕεk(x) =
1√
2|k|k!
pk
(
1√
ε
Q−1(x− q)
)
ϕ0(x).
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Hence, there exists a constant γ > 0 that depends on k and Q−1Q, such
that
‖(x− q)mϕεk‖
≤ γ
(∫
Rd
|x|2m (1 + 1ε |Q−1x|2)k exp(−1εxT (QQ∗)−1x) dx)1/2 .
By Lemma 3.8,
〈ϕεℓ | (x− q)mϕεk〉 = O(ε|m|/2).
Here we note further that the smallest eigenvalue of the width matrix ImC =
(QQ∗)−1 equals the square of the largest singular value of Q, which is the
matrix 2-norm of Q.
Moreover, in view of the orthogonality of the Hagedorn functions and the
three-term recurrence relation (4.9), the inner product 〈ϕεℓ | (x− q)mϕεk〉 can
be non-zero only if there exist standard unit vectors 〈j1〉, . . . , 〈j|m|〉 of Rd
such that with appropriate signs,
k ± 〈j1〉 ± · · · ± 〈j|m|〉 = ℓ,
which requires |k − ℓ| ≤ |m|. So we obtain∣∣〈ϕεℓ | (x− q)mϕεk〉∣∣ =
{
0 if |m| < |k − ℓ|
O(ε|m|/2) if |m| ≥ |k − ℓ|. (4.17)
Using these estimates after inserting the Taylor expansion of W at q in the
expression 〈ϕεℓ |Wϕεk〉 gives the result.
4.4. Approximation of higher order in ε by the Hagedorn–Galerkin method
Theorem 3.5 provided an O(ε1/2) error bound over time O(1) for variational
Gaussians. For any chosen multi-index set K, a bound of the same ap-
proximation order 1/2 in ε can also be obtained for the Hagedorn–Galerkin
method of the previous subsection. However, as we will show next, an error
bound of any prescribed order in ε is obtained if the initial wave packet has
non-vanishing coefficients ck(0) only for k in some fixed initial multi-index
set K0 and the multi-index set K of the Galerkin method is substantially
larger than K0. We begin by studying the particular case where K0 = {k0}
has a single element k0 ∈ Nd. The case of a general finite initial set K0 then
follows by linear superposition.
Theorem 4.8 (higher-order error bound) Let N ≥ 2 and suppose
that for some k0 ∈ Nd, the multi-index set K of the Galerkin approximation
(4.13) is such that
{k ∈ Nd : |k − k0| < 3N} ⊂ K. (4.18)
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Let ψ(·, t) denote the solution of the Schro¨dinger equation (3.1) with a
smooth, polynomially bounded potential V , for initial data given by a single
Hagedorn function with multi-index k0:
ψ(·, 0) = ϕεk0 [q(0), p(0), Q(0), P (0)],
where Q(0), P (0) satisfy the symplecticity relations (3.10). Let ψK(·, t) de-
note the Galerkin approximation (4.13) with parameters (q(t), p(t), Q(t), P (t))
satisfying the classical equations (4.12) and with coefficients ck(t) for k ∈ K
determined by (4.16), with initial data ψK(·, 0) = ψ(·, 0), i.e., ck(0) = δk,k0 .
Then, the error is bounded by
‖ψK(·, t)− ψ(·, t)‖ ≤ CεN/2 for 0 ≤ t ≤ T,
where C is independent of ε, but depends on k0, K, on max0≤t≤T ‖Q(t)‖2
and T .
Proof. The proof is in three parts: in the first part we derive bounds for
the coefficients ck(t) that decay geometrically with powers of ε for k moving
away from k0. In the second part we use this to bound the defect that results
from inserting the Galerkin approximation into the Schro¨dinger equation.
Finally, we conclude from a small defect to a small error.
(a) We begin by showing that for 0 ≤ t ≤ T ,
ck(t) = O(ε
|k−k0|/6), (4.19)
where the constant symbolised by the O-notation depends on k0, K and T
but is independent of ε. Let us define, for some α ≥ 0,
bk(t) = ck(t)/ε
α|k−k0|.
Then bk(0) = δk,k0 , and since c(t) solves (4.16), b(t) = (bk(t))k∈K is a solution
to the differential equation
b˙(t) = F (t)b(t) with F (t) = (fℓk(t)), fℓk(t) =
1
iε
ε−α|ℓ−k0|gℓk(t)εα|k−k0|.
We choose α maximal such that fℓk(t) = O(1) for all ℓ, k. By Lemma 4.7,
gℓk(t) = O(ε
max(|k−ℓ|,3)/2), and by the triangle inequality we have −|ℓ−k0|+
|k − k0| ≥ −|k − ℓ|. So we require, for arbitrary n = |k − ℓ|,
−1− αn+ 12 max(n, 3) ≥ 0.
For n = 3 this yields the condition α ≤ 1/6, and it is then seen that the
inequality is satisfied for all n ∈ N with α = 1/6. For this α, we thus have
b(t) = O(1), which proves (4.19).
(b) We show that the defect obtained on inserting the approximation ψK
into the Schro¨dinger equation,
d(t) :=
∂ψK
∂t
(t)− 1
iε
HψK(t),
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is bounded, uniformly for 0 ≤ t ≤ T , by
‖d(t)‖ = O(εN/2). (4.20)
By (4.15) and (4.16), the defect equals
d(t) =
1
iε
PK(t)⊥Wq(t)ψK(t),
where PK(t)⊥ = Id − PK(t) and PK(t) is the orthogonal projection from
L2(Rd) onto the space spanned by ϕk(t) = ϕ
ε
k[q(t), p(t), Q(t), P (t)] for k ∈ K.
We split Wq(t) into its (N + 1)st degree Taylor polynomial WN+1(·, t)
at q(t) and the remainder RN+1(·, t). With the integral formula for the
remainder term, Lemma 3.8 shows that
‖1εRN+1(t)ψK(t)‖ = O(ε(N+2)/2−1) = O(εN/2). (4.21)
On the other hand,WN+1(t)ψK(t) is a linear combination of Hagedorn func-
tions ϕℓ(t) with |ℓ| ≤ K +N +1, where K = maxk∈K |k|. We thus have the
finite sum
1
iε
PK(t)⊥WN+1(t)ψK(t) =
1
iε
e iS(t)/ε
∑
ℓ/∈K
∑
k∈K
ck(t)〈ϕℓ(t),WN+1(t)ϕk(t)〉,
where the first sum is over all ℓ ∈ Nd with |ℓ| ≤ K +N + 1 and ℓ /∈ K. By
Lemma 4.7, 〈ϕℓ(t),WN+1(t)ϕk(t)〉 = O(εmax(|k−ℓ|,3)/2), and together with
(4.19) this gives us
1
iε
ck(t)〈ϕℓ(t),WN+1(t)ϕk(t)〉 = O(ε−1+|k−k0|/6+max(|k−ℓ|,3)/2).
By the triangle inequality, we have |k − k0| ≥ |ℓ − k0| − |k − ℓ|, and by
condition (4.18) we have |ℓ− k0| ≥ 3N for ℓ /∈ K. Therefore,
−1+ |k − k0|
6
+
max(|k − ℓ|, 3)
2
≥ −1+ N
2
− |k − ℓ|
6
+
max(|k − ℓ|, 3)
2
≥ N
2
,
so that
1
iε
ck(t)〈ϕℓ(t),WN (t)ϕk(t)〉 = O(εN/2),
which together with (4.21) yields (4.20).
(c) Finally, with Lemma 3.6 we conclude from a small defect to a small
error: for 0 ≤ t ≤ T ,
‖ψK(t)− ψ(t)‖ ≤
∫ t
0
‖d(s)‖ds = O(εN/2).
This gives the stated result.
Remark 4.1 For N = 2, condition (4.18) can be replaced by the weaker
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condition
{k ∈ Nd : |k − k0| ≤ 3} ⊂ K.
We first obtain ck(t) = O(ε
1/2) for k 6= k0. As in (b) above, using this bound,
the above condition on K and Lemma 4.7 for k = k0 and |ℓ − k0| ≥ 4, we
obtain the defect bound ‖d(t)‖ = O(ε), which yields the O(ε) error bound.
By the above proof and by linearity, we immediately get the following more
general result where the coefficients of the initial data decay sufficiently fast
away from some finite multi-index set K0.
Theorem 4.9 (higher-order error bound) Let N ≥ 2 and suppose
that for some finite multi-index set K0 ⊂ Nd, the multi-index set K of the
Galerkin approximation (4.13) is such that, with the distance dist(k,K0) :=
mink0∈K0 |k − k0|,
{k ∈ Nd : dist(k,K0) < 3N} ⊂ K.
Let ψ(·, t) denote the solution of the Schro¨dinger equation (3.1) with a
smooth, polynomially bounded potential V , with initial data given by a
linear combination of Hagedorn function with multi-indices k ∈ K:
ψ(·, 0) =
∑
k∈K
ck(0)ϕ
ε
k0 [q(0), p(0), Q(0), P (0)],
where Q(0), P (0) satisfy the symplecticity relations (3.10) and the coeffi-
cients are bounded by
|ck(0)| ≤ C0 εdist(k,K0)/6, k ∈ K.
Let ψK(·, t) denote the Galerkin approximation (4.13) with the parameters
(q(t), p(t), Q(t), P (t)) satisfying the classical equations (4.12) and with co-
efficients ck(t) for k ∈ K determined by (4.16), with initial data ψK(·, 0) =
ψ(·, 0). Then, the error is bounded by
‖ψK(·, t)− ψ(·, t)‖ ≤ CεN/2 for 0 ≤ t ≤ T,
where C is independent of ε, but depends onK0, K, C0, on max0≤t≤T ‖Q(t)‖2
and T .
The above proof shows that as long as the position matrix satisfies a
bound ‖Q(t)‖2 ≤ M and the positions remain in a fixed compact set, the
error is bounded by
‖ψK(·, t) − ψ(·, t)‖ ≤ CM t εN/2,
with CM independent of t, so that potentially the approximation remains
accurate over very long time scales. The growth of ‖Q(t)‖2 is determined by
the linearised classical equations (4.12). In the case of a positive Lyapunov
exponent, the time scale cannot exceed a constant times log ε−1, but in
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more favourable cases, such as integrable and near-integrable systems, where
‖Q(t)‖2 has only linear growth for all (or extremely long) times, the time
scale of approximation can be longer; see the discussion of the Ehrenfest
time in Section 3.6.
4.5. Notes
The construction and results in this section are due to Hagedorn (1998b)
and Hagedorn (1981). Beyond the estimates of finite order in ε shown here,
Hagedorn and Joye (1999b) and Hagedorn and Joye (2000) derived expo-
nentially small estimates in the case of an analytic potential.
Hagedorn (1998b) also showed that his functions behave well under the
scaled Fourier transform Fεϕ(ξ) = (2πε)−d/2
∫
Rd
ϕ(x) e− iξ·x/ε dx, ξ ∈ Rd :
for every k,
Fεϕεk[q, p,Q, P ](ξ) = e−ip·q/εϕεk[p,−q, P,−Q](ξ).
Lasser and Troppmann (2014) gave transformation properties of the Hage-
dorn functions under Wigner and Fourier–Bros–Iagolnitzer (FBI) transforms
and derive remarkable properties of the polynomial factor of the Hagedorn
functions. The generating function for these polynomials was given by Hage-
dorn (2015) and (Dietert, Keller and Troppmann 2017).
Hagedorn’s semiclassical wave packets are closely related to, or coincide
with, generalised coherent states or generalised squeezed states as studied
by Combescure (1992), Robert (2007) and Combescure and Robert (2012).
The precise relationship was expounded by Lasser and Troppmann (2014)
and more recently by Ohsawa (2019).
Ohsawa (2018) derived differential equations for the variational approx-
imation by a single Hagedorn function ϕεk of arbitrary index k, for an ap-
proximate Hamiltonian. A fully variational approximation by semiclassical
wave packets (4.13) appears not to have been considered in the literature,
not least because a separation of the motion of the position and momentum
parameters [q, p,Q, P ] from that of the coefficients ck is not feasible for a
fully variational approximation, as opposed to the semi-variational approx-
imation considered here.
Hagedorn wave packets were proposed as a computational tool for semi-
classical quantum dynamics by Faou, Gradinaru and Lubich (2009); see also
Gradinaru and Hagedorn (2014).
5. Continuous superpositions of Gaussians
In this section we prove that wave functions of the semiclassical Schro¨dinger
equation (1.1) with general L2 initial data can be approximated by con-
tinuous superpositions of Gaussian wave packets with an O(ε) error in the
L2-norm. We will explore both major types of such approximations, based
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on either frozen or thawed evolving Gaussians. In both cases, the approx-
imations can be numerically realised with particle methods that use the
classical equations of motion and their linearisation.
5.1. Continuous superpositions of thawed and frozen Gaussians
We consider semiclassical approximation for the Schro¨dinger equation (1.1)
with a smooth, subquadratic potential function V : Rd → R and general
initial data ψ0. For convenience we take the initial wave function in the
class of complex-valued Schwartz functions S(Rd), but we note that our
error bounds extend directly to general L2 initial data by density. We recall
that a Schwartz function on Rd is an infinitely differentiable function that
together with its derivatives decays faster than the inverse of any polynomial.
Our main tool for the representation of wave functions will be the wave
packet transform. We again let 〈· | ·〉 denote the L2 inner product on Rd
and let ‖ · ‖ denote the L2-norm.
Proposition 5.1 (wave packet transform) For any Schwartz function
g : Rd → C of unit norm we define the corresponding wave packet1
gz(x) = ε
−d/4 g
(
x− q√
ε
)
e ip·(x−q)/ε, x ∈ Rd
for z = (q, p) ∈ R2d. Then, for every Schwartz function ψ ∈ S(Rd),
ψ(x) = (2πε)−d
∫
R2d
〈gz|ψ〉 gz(x) dz, x ∈ Rd,
‖ψ‖2 = (2πε)−d
∫
R2d
|〈gz |ψ〉|2 dz.
Proof. We use the inversion formula for the Fourier transform: a Schwartz
function f is reconstructed from its scaled Fourier transform
Fεf(ξ) = (2πε)−d/2
∫
Rd
f(x) e− iξ·x/ε dx
by the inversion formula
f(x) = (2πε)−d/2
∫
Rd
Fεf(ξ) e iξ·x/ε dξ.
1 We will not indicate the obvious dependence on ε in the notation: gz = g
ε
z.
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For a Schwartz function ψ and for x ∈ Rd, this yields
(2πε)−d
∫
R2d
〈gz |ψ〉 gz(x) dz
= (2πε)−dε−d/2
∫
R3d
g(y−q√
ε
) g(x−q√
ε
) e ip·(x−y)/ε ψ(y) d(y, q, p)
= ε−d/2
∫
Rd
(2πε)−d/2
∫
Rd
Fε
(
g( ·−q√
ε
)ψ
)
(p) e ip·x/ε dp g(x−q√
ε
) dq
= ε−d/2
∫
Rd
|g(x−q√
ε
)|2 ψ(x) dq = ψ(x),
since the normalisation of the function g implies
ε−d/2
∫
Rd
|g(x−q√
ε
)|2 dq =
∫
Rd
|g(y)|2 dy = 1.
Moreover, by the inversion formula proved above,
‖ψ‖2 = 〈ψ | (2πε)−d ∫
R2d
〈gz |ψ〉gz dz
〉
= (2πε)−d
∫
R2d
〈gz|ψ〉〈ψ|gz〉dz
= (2πε)−d
∫
R2d
|〈gz |ψ〉|2 dz.
We note that if ψ is a Schwartz function, then also z 7→ 〈gz | ψ〉 is a
Schwartz function. This property ensures the existence of many integrals
appearing below.
We use the inversion formula of Proposition 5.1 for the standard nor-
malised Gaussian profile
g(x) = π−d/4 exp(−12 |x|2), x ∈ Rd
and represent the initial data for the Schro¨dinger evolution as
ψ0 = (2πε)
−d
∫
R2d
〈gz|ψ0〉 gz dz.
We will now explore two related possibilities of transforming the identity
e− itH/εψ0 = (2πε)−d
∫
R2d
〈gz |ψ0〉 e− itH/εgz dz
into semiclassical approximations. Both approaches use the same basic in-
gredients from classical mechanics.
- The flow Φt : R2d → R2d of the classical equations of motion
q˙ = p, p˙ = −∇V (q), (5.1)
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which to z ∈ R2d associates the solution Φt(z) = (q(t, z), p(t, z)) with
initial datum z.
- The linearised equations of motion, linearised at q(t),
Q˙ = P, P˙ = −∇2V (q)Q. (5.2)
- The action integral
S(t, z) =
∫ t
0
(
1
2 |p(s, z)|2 − V (q(s, z))
)
ds. (5.3)
for the trajectory Φt(z) = (q(t, z), p(t, z)) with initial datum z ∈ R2d.
Thawed Gaussian approximation
We approximate an individual time-evolved Gaussian wave packet by the
solution of the time-dependent Schro¨dinger equation with locally quadratic
approximation to the potential:
iε∂tϕ
th
z = − ε
2
2 ∆ϕ
th
z + Uq(t,z)ϕ
th
z , ϕ
th
z (0) = gz,
where Uq denotes the second order Taylor polynomial of V expanded around
the point q. This motivates us to consider the thawed Gaussian superposi-
tion
Ith(t)ψ0 = (2πε)−d
∫
R2d
〈gz|ψ0〉ϕthz (t) dz
as an approximation to the Schro¨dinger solution ψ(t). From Proposition 3.18
(in the version for a time-dependent quadratic potential) we know that ϕthz (t)
is a Gaussian wave packet of the form
ϕthz (t) = e
iS(t,z)/ε
(
g[C(t, z)]
)
Φt(z)
with a thawed Gaussian profile
g[C](x) = π−d/4 det(ImC)1/4 exp
(
i
2x
TCx
)
, x ∈ Rd.
The width matrix C(t, z) is determined by the matrix Riccati equation
C˙(t, z) = −C(t, z)2 −∇2V (q(t, z)),
C(0, z) = i Idd,
(5.4)
or equivalently in Hagedorn’s parametrisation (see Section 3.5) as
C(t, z) = P (t, z)Q(t, z)−1,
where Q(t, z) and P (t, z) are the solution to the linearised classical equations
of motion (5.2) corresponding to the linearisation at q(t, z) and with initial
data
Q(0, z) = Id, P (0, z) = i Id.
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We may thus rewrite the thawed approximation as
Ith(t)ψ0 = (2πε)−d
∫
R2d
〈gz |ψ0〉 e iS(t,z)/ε
(
g[C(t, z)]
)
Φt(z)
dz.
Let us compare the classically thawed wave packet ϕthz (t) with its varia-
tional cousin u(t):
- Both functions provide approximations to the Schro¨dinger solution ψ(t)
of order
√
ε in the L2-norm and of order ε for expectation values. (Anal-
ogous arguments to those for the proof of Theorem 3.5 apply to ϕthz (t)
as well.)
- Both functions conserve norm, while only the variational Gaussian u(t)
is energy-conserving.
- The classical equations of motion require point evaluations of the po-
tential and its derivatives and are thus computationally less demanding
than the variational equations of motion, which are built on averages.
We will find that the oscillations of the different Gaussians in the con-
tinuous superposition Ith(t)ψ0 improve accuracy and we will prove an error
estimate of order ε in the L2-norm (Theorem 5.2).
Frozen Gaussian approximation
The Herman–Kluk propagator is based on a different approach for the dy-
namics of the individual building blocks. They are still Gaussian wave pack-
ets with classically moving phase space centres, but their width matrices are
kept frozen. The low accuracy of such a frozen Gaussian
ϕfrz (t) = e
iS(t,z)/εgΦt(z)
is compensated by an amazing reweighting in phase space: using the lin-
earised classical motion we construct a smooth function a♮ : R × R2d → C,
known as the Herman–Kluk prefactor, such that
I♮(t)ψ0 = (2πε)−d
∫
R2d
〈gz |ψ0〉 a♮(t, z) e iS(t,z)/ε gΦt(z) dz
approximates the Schro¨dinger solution ψ(t) with the same asymptotic ac-
curacy as the superposition of thawed Gaussians, that is, with an error of
order ε with respect to the L2-norm (Theorem 5.3).
5.2. Accuracy of the Gaussian superposition and numerical algorithm
Thawed Gaussians
We consider an origin-centred Gaussian g[C]0 with complex symmetric width
matrix C ∈ Cd×d with positive definite imaginary part. The semiclassical
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Fourier transform of such a function is a Gaussian with width matrix −C−1,
that is,
Fεg[C]0 = g[−C−1]0.
A short calculation analogous to the one in Lemma 3.16 shows that Hage-
dorn’s parametrisation of C = PQ−1 allows us to write the imaginary part
of the matrix −C−1 as
Im(−C−1) = (PP ∗)−1.
We thus have for the minimal eigenvalues that
λmin(ImC) = ‖Q‖−2,
λmin(Im (−C−1)) = ‖P‖−2.
Both the width of a thawed Gaussian in position and in momentum space
play a crucial role when analysing the accuracy of the continuous thawed
superposition. The following spectral parameter will be important for esti-
mating the approximation error.
Definition 5.1 (spectral parameter) Let C ∈ Cd×d be a complex sym-
metric matrix with positive definite imaginary part. We set ρQ = λmin(ImC)
and ρP = λmin(Im(−C−1)) and call the positive number
ρ∗ =
ρQρP
2ρQ + 2ρP
= 12(‖Q‖2 + ‖P‖2)−1
the spectral parameter of the matrix C.
A uniform lower bound on the spectral parameter is enough to prove that
the continuous thawed superposition is accurate of order ε for arbitrary
initial data that are Schwartz functions.
Theorem 5.2 (thawed Gaussian approximation) We now consider the
thawed Gaussian approximation
Ith(t)ψ0 = (2πε)−d
∫
R2d
〈gz |ψ0〉 e iS(t,z)/ε (g[C(t, z)])Φt(z) dz
for an arbitrary Schwartz function ψ0 : R
d → C. We assume that the
potential function V : Rd → R is smooth and its derivatives of order ≥ 2
are all bounded. We also assume that for the solutions C(t, z) of the Riccati
equation (5.4), there exists a positive lower bound ρ > 0 such that the
spectral parameters satisfy
ρ∗(t, z) ≥ ρ for all (t, z) ∈ [ 0, t¯ ]× R2d.
Then, the solution ψ(t) of the time-dependent Schro¨dinger equation with
potential V and initial data ψ0 satisfies
‖ψ(t) − Ith(t)ψ0‖ ≤ c t ε ‖ψ0‖, 0 ≤ t ≤ t¯,
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where the constant c < ∞ depends on the spectral bound ρ, on derivative
bounds of V and on t¯ but is independent of ε, ψ0 and t ≤ t¯.
The proof proceeds in three steps and is given later on. We will establish
the following:
First step: basic norm bounds. We consider oscillatory integral operators of
the form
(Iψ)(x) = (2πε)−d
∫
R2d
〈gz|ψ〉 a(z) (x − Φq(z))m (g[C(z)])Φ(z) dz,
that have the following building blocks:
- a : R2d → C is a bounded function,
- Φ = (Φq,Φp) : R
2d → R2d is a volume-preserving map,
- {C(z) | z ∈ R2d} is a family of complex symmetric matrices with posi-
tive definite imaginary part having a positive lower bound for its spec-
tral parameters.
For a multi-index m = (m1, . . . ,md) ∈ Nd0 and for x = (x1, . . . , xd) ∈ Rd we
write xm = xm11 . . . x
md
d and we denote |m| = m1 + · · · +md.
We derive norm bounds that are of order ε|m|/2 and depend on the norm
of ψ, the supremum of |a(z)|, and spectral bounds for the matrices C(z).
Second step: norm bounds accounting for the collective oscillation. We anal-
yse the phase of the oscillatory integral operator Ith(t) taking into ac-
count the interplay between the action integral S(t, z) and the Hamiltonian
flow Φt(z) = (q(t, z), p(t, z)). By an elegant integration by parts, we obtain
norm bounds for integral operators of the form
(I(t)ψ)(x) = (2πε)−d
∫
R2d
〈gz |ψ〉 (x− q(t, z))m e iS(t,z)/ε(g[C(t, z)])Φt(z) dz,
that depend on the parity of |m| and are of order ε⌈|m|/2⌉, where ⌈|m|/2⌉
denotes the smallest integer ≥ |m|/2.
Third step: defect calculation. We calculate the defect and apply the sta-
bility Lemma 3.6. Together with the norm bounds we will have proved
Theorem 5.2.
Frozen Gaussians
The frozen Gaussian approximation relies on the same information from the
classical dynamics as the thawed one. It uses the flow, the linearised flow,
and the action integral. However, the linearisation now defines a reweighting
factor that allows to keep the individual Gaussians of frozen unit width. Let
us define this reweighting factor.
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Definition 5.2 (Herman–Kluk prefactor) Let Q♮(t, z) and P♮(t, z) de-
note the solution to the linearised equations of motion (5.2) subject to the
initial conditions
Q♮(0, z) = Id and P♮(0, z) = − i Id.
Define the Herman–Kluk matrix as the complex d× d matrix
M♮(t, z) = Q♮(t, z) + iP♮(t, z),
whose invertibility will be proved in Lemma 5.6. Then, the smooth complex-
valued function a♮ : R× R2d → C,
a♮(t, z) =
√
2−d det(M♮(t, z)),
is called the Herman–Kluk prefactor. The branch of the square root is
determined by continuity with respect to time.
We note that, with DΦt(z) denoting the Jacobian matrix of the flow map,
M♮(t, z) = (Id, i Id)DΦ
t(z)
(
Id
− i Id
)
= ∂qq(t, z) − i∂pq(t, z) + ∂pp(t, z) + i∂qp(t, z).
In contrast to the thawed evolution, which uses the linearised flow for
multiplying its components to build the thawed width matrices, the frozen
dynamics sums the corresponding matrices and takes a determinant. Either
way, we obtain continuous superpositions that are first order accurate with
respect to the semiclassical parameter ε.
Theorem 5.3 (Herman–Kluk propagator) We consider the Herman–
Kluk propagator
(I♮(t)ψ0)(x) = (2πε)−d
∫
R2d
〈gz|ψ0〉 a♮(t, z) e iS(t,z)/ε gΦt(z)(x) dz, x ∈ Rd,
for arbitrary initial data ψ0 : R
d → C that are Schwartz functions. We
assume that the potential function V : Rd → R is smooth and its derivatives
of order ≥ 2 are all bounded. Then, the solution ψ(t) of the time-dependent
Schro¨dinger equation with initial data ψ0 satisfies
‖ψ(t)− I♮(t)ψ0‖ ≤ c t ε ‖ψ0‖, 0 ≤ t ≤ t¯,
where the constant c <∞ depends on derivative bounds of V and on t¯ but
is independent of ε, ψ0 and t ≤ t¯.
The proof strategy for the frozen approximation is analogous to the thawed
one. Let us briefly comment on its three main steps.
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First step: basic norm bounds. We establish basic norm bounds for frozen
integral operators that contain polynomial terms of the form (x−Φq(z))m.
Again these bounds are of order ε|m|/2. However, their proof is considerably
simpler than in the thawed case, since the frozen Gaussian profiles allow for
a direct Fourier inversion argument that is unfortunately not applicable for
the thawed operators.
Second step: norm bounds accounting for the collective oscillations. The
second step of the proof consists again in analysing the phase of the oscil-
latory integral operator and provides the improved norm bound that is of
order ⌈|m|/2⌉. The calculations are slimmer than in the thawed case, since
there are no quadratic polynomials generated by derivatives of the width
matrices.
Third step: defect calculation. The third step calculates the defect of the
frozen approximation and performs an integration by parts for determining
the Herman–Kluk prefactor. In contrast to the first two steps of the proof,
here the analysis of the frozen approximation is a bit more demanding than
of the thawed one.
Remark 5.1 (mass and energy conservation) Both the thawed and
the frozen Gaussian approximation fail to be mass- or energy-conserving
unless the potential is a polynomial of degree ≤ 2.
Numerical algorithm
As well as answering an interesting question about the approximation power
of oscillatory Gaussian integrals, both Theorem 5.2 and Theorem 5.3 also
motivate simple particle methods for the approximation of the Schro¨dinger
solution ψ(t, x) that are accurate to first order with respect to the semiclassi-
cal parameter ε, provided that the initial wave packet transform z 7→ 〈gz |ψ0〉
is accessible and the numerical quadrature used is sufficiently accurate. The
algorithm reads as follows.
1. Choose a set of numerical quadrature points zi ∈ R2d and evaluate the
initial transform 〈gz|ψ0〉 at the points zi.
2. Transport the points zi by the classical flow Φ
t, solve the linearised
equations of motion and compute the action integrals. The linearised
equations of motion are solved for the initial conditions
Q(0, zi) = Idd, P (0, zi) = i Idd (thawed Gaussians)
Q♮(0, zi) = Idd, P♮(0, zi) = − i Idd (frozen Gaussians).
3. Extract from the linearised flow computation either the width matrices
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or the Herman–Kluk prefactor, that is,
C(t, zi) = P (t, zi)Q(t, zi)
−1 (thawed Gaussians)
a♮(t, zi) = 2
−d/2 det(Q♮(t, zi) + iP♮(t, zi))
1/2 (frozen Gaussians).
4. Form the (possibly weighted) sums
(2πε)−d
∑
i
〈gzi |ψ0〉 e iS(t,zi)/ε (g[C(t, zi)])Φt(zi)(x)wi
or
(2πε)−d
∑
i
〈gzi |ψ0〉 a♮(t, zi) e iS(t,zi)/ε gΦt(zi)(x)wi
according to the chosen quadrature rule.
5.3. Norm bounds for continuous superpositions of frozen Gaussians
Since the first step for proving the error estimate for the frozen Gaussian
approximation is considerably less demanding than for the thawed one, we
start by deriving basic norm bounds for oscillatory integral operators that
generalise the Herman–Kluk propagator. This first basic estimate requires
neither that the profile function is Gaussian nor that the time evolution
stems from a classical Hamiltonian flow.
Proposition 5.4 (norm bound, general profile) We assume the fol-
lowing.
1. Let g ∈ S(Rd) be of unit norm.
2. Let a : R2d → C be a measurable and bounded function.
3. Let Φ = (Φq,Φp) : R
2d → R2d be a volume-preserving diffeomorphism.
For m ∈ Nd0 we define, for ψ ∈ S(Rd),
(Iψ)(x) = (2πε)−d
∫
R2d
〈gz|ψ〉 a(z) (x − Φq(z))m gΦ(z)(x) dz.
Then, Iψ is square-integrable and satisfies
‖Iψ‖ ≤ cm ε|m|/2 sup
z∈R2d
|a(z)| ‖ψ‖,
where cm > 0 depends on the mth moment of g. In particular, c0 = 1.
Proof. We use the inner products and the associated norms in the Hilbert
spaces L2(Rd) and L2(R2d). We distinguish them by subscripts x and z,
respectively. Note that both inner products are conjugate linear in the first
argument. Let ϕ ∈ L2(Rd). Then,
〈ϕ | Iψ〉x
=
〈
(2πε)−d/2 〈(x− q)mgz|ϕ〉x ◦ Φ
∣∣∣ a(z) (2πε)−d/2〈gz |ψ〉x〉
z
.
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Hence, by the Cauchy–Schwarz inequality,
|〈ϕ | Iψ〉x|
≤ ‖a‖∞ (2πε)−d/2 ‖〈(x− q)m gz|ϕ〉x ◦ Φ‖z (2πε)−d/2 ‖〈gz|ψ〉x‖z .
Since the profile function g has unit norm, the norm formula of Proposi-
tion 5.1 implies
(2πε)−d ‖〈gz |ψ〉x‖2z = (2πε)−d
∫
R2d
|〈gz|ψ〉x|2 dz = ‖ψ‖2x.
Since Φ is volume-preserving, we also have
‖〈(x− q)m gz |ϕ〉x ◦Φ‖2z = ‖〈(x− q)m gz|ϕ〉x‖2z .
We observe that
(x− q)mgz(x) = ε|m|/2 (xmg)z(x)
and apply Proposition 5.1 to the normalised profile function xmg/‖xmg‖.
We obtain
(2πε)−d ‖〈(x− q)m gz|ϕ〉x ◦ Φ‖2z = ε|m| ‖xmg‖2x ‖ϕ‖2x.
In summary, setting
cm = ‖xmg‖x,
we have proved
|〈ϕ | Iψ〉x| ≤ cm ε|m|/2 sup
z∈R2d
|a(z)| ‖ϕ‖x ‖ψ‖x.
Proposition 5.4 ensures the well-definedness of the oscillatory Herman–
Kluk integral. With
g(x) = π−d/4 exp(−12 |x|2), m = 0,
a(z) = e iS(t,z)/εa♮(t, z), and Φ(z) = Φ
t(z),
it implies that I♮(t)ψ0 is a square-integrable function with
‖I♮(t)ψ0‖ ≤ sup
z∈R2d
|a♮(t, z)| ‖ψ0‖.
With a slight adjustment, the proof of Proposition 5.4 extends to a larger
class of integral operators, that incorporates not just powers (x − Φq(z))m
but functions of the more general form
(x− Φq(z))m b(Φq(z), x),
where b : R2d → R is a measurable and bounded function. We will need this
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extension later on, when estimating the non-quadratic contributions of the
potential to the approximation error.
Corollary 5.5 (norm bound, general profile) Let b : R2d → C be a
measurable and bounded function. Under the assumptions of Proposition 5.4
define for any square-integrable ψ : Rd → C
(Iψ)(x) = (2πε)−d
∫
R2d
〈gz |ψ〉 a(z) (x − Φq(z))m b(Φq(z), x) gΦ(z)(x) dz.
Then, Iψ is square-integrable and satisfies
‖Iψ‖ ≤ cm ε|m|/2 sup
z∈R2d
|a(z)| sup
(x,z)∈R3d
|b(q, x)| ‖ψ‖,
where cm > 0 depends on the moments of the profile function g. In partic-
ular, c0 = 1.
Proof. We literally repeat the proof of Proposition 5.4, adding the following
observation. Denote f(x) = xmg(x). We have by Fourier inversion, that
‖〈(x− q)m b(q, x) gz |ϕ〉x‖2z
= ε|m|−d/2
∫
R4d
b(q, y)b(q, x)f (y−q√
ε
)f(x−q√
ε
)ϕ(y)ϕ(x)e ip·(x−y)/ε d(x, y, z)
= (2πε)d ε|m|−d/2
∫
R2d
|b(q, x)|2 |f(x−q√
ε
)|2 |ϕ(x)|2 d(x, q)
≤ (2πε)d ε|m| sup
(q,x)∈R2d
|b(q, x)|2 ‖f‖2 ‖ϕ‖2.
So far we have not used the fact that the profile function of the Herman–
Kluk propagator is Gaussian and we have not used the properties of the
Hamiltonian flow, nor have we incorporated the phase contributions from the
action integral. However, a more detailed analysis will allow us to recognise
that the contributions from monomials (x − q(t, z))m can be smaller than
expected, depending on the parity of |m|. For this analysis, the second step
for the proof of Theorem 5.3, we open the inner product integral in I♮(t)ψ0
and write
〈gz |ψ0〉 e iS(t,z)/ε gΦt(z)(x) = (πε)−d/2
∫
Rd
e iΨ(t,x,y,z)/ε ψ0(y) dy,
using a complex-valued phase function Ψ(t, x, y, z), that is quadratic with
respect to y − q and x− q(t, z). This function has remarkable properties.
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Lemma 5.6 (phase function, frozen Gaussians) The phase function
Ψ : R× Rd × Rd × R2d → C,
Ψ(t, x, y, z) = i2
(|y − q|2 + |x− q(t, z)|2)
− p · (y − q) + p(t, z) · (x− q(t, z)) + S(t, z)
satisfies for all (t, x, y, z)
(i∂q + ∂p)Ψ(t, x, y, z) =M(t, z)
T (x− q(t, z)),
where M(t, z) denotes the complex d× d matrix
M(t, z) = ∂qq(t, z)− i∂pq(t, z) + ∂pp(t, z) + i∂qp(t, z).
The matrix M(t, z) has the following properties:
1. M(t, z) is invertible with
|detM(t, z)| =
√
det(Id2d +DΦt(z)TDΦt(z)).
2. Its time derivative satisfies
∂tM(t, z) = ∂qp(t, z)− i∂pp(t, z)
−∇2V (q(t, z))(∂pq(t, z) + i∂qq(t, z)).
3. If V is a polynomial of degree ≤ 2, then M(t) is independent of z.
Proof. We start by differentiating the action integral. By the classical
equations of motion, we have
∂qS(t, z) =
∫ t
0
(
∂qp(s, z)
T p(s, z)− ∂qq(s, z)T∇V (q(s, z))
)
ds
=
∫ t
0
(
∂q q˙(s, z)
T p(s, z) + ∂qq(s, z)
T p˙(s, z)
)
ds
=
∫ t
0
d
ds
(
∂qq(s, z)
T p(s, z)
)
ds = ∂qq(t, z)
T p(t, z)− p,
since ∂qq(0, z) = Idd. Analogously,
∂pS(t, z) =
∫ t
0
d
ds
(
∂pq(s, z)
T p(s, z)
)
ds = ∂pq(t, z)
T p(t, z).
Now we compute the derivatives of the phase function,
∂qΨ(t, x, y, z) = − i(y − q)− i ∂qq(t, z)T (x− q(t, z)) + p
+ ∂qp(t, z)
T (x− q(t, z))− ∂qq(t, z)T p(t, z) +
(
∂qq(t, z)
T p(t, z)− p)
= − i(y − q) + (∂qp(t, z)− i ∂qq(t, z))T (x− q(t, z))
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and
∂pΨ(t, x, y, z) = − i ∂pq(t, z)T (x− q(t, z)) − (y − q)
+ ∂pp(t, z)
T (x− q(t, z)) − ∂pq(t, z)T p(t, z) + ∂pq(t, z)T p(t, z)
= (∂pp(t, z)− i ∂pq(t, z))T (x− q(t, z))− (y − q).
This implies
(i∂q + ∂p)Ψ(t, x, y, z) =M(t, z)
T (x− q(t, z)).
To prove invertibility, we work with the Jacobian matrix of the flow,
DΦt(z) =
(
∂qq(t, z) ∂pq(t, z)
∂qp(t, z) ∂pp(t, z)
)
.
and the matrix F = F (t, z) defined by
F := Id2d +DΦ+ iJ(Id2d −DΦ)
=
(
Idd + ∂q(q + ip) ∂p(q + ip)− iIdd
∂q(p− iq) + iIdd Idd + ∂p(p− iq)
)
.
Since the two left blocks of F commute, its determinant satisfies
det(F ) = det(F11F22 − F21F12)
= det(∂q(q + ip) + ∂p(p − iq) + i∂q(p − iq)− i∂p(q + ip))
= det(2M) = 2d det(M).
We calculate
F ∗F = (Id2d +DΦ)T (Id2d +DΦ) + (Id2d −DΦ)T (Id2d −DΦ)
= 2Id2d + 2DΦ
TDΦ,
where we have used that the cross-terms involving J vanish,
i(Id2d +DΦ)
TJ(Id2d −DΦ)− i(Id2d −DΦ)TJT (Id2d +DΦ)
= i(−JDΦ+DΦTJ) + i(JDΦ−DΦTJ) = 0,
due to the symplecticity of DΦt(z). Hence,
|detM |2 = 4−d det(F ∗F )
= det(Id2d +DΦ
TDΦ).
For the time derivative we simply calculate
∂tM(t, z) = (∂q − i∂p)p(t, z) −∇2V (q(t, z))(∂p + i∂q)q(t, z).
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If the potential V is a polynomial of degree ≤ 2, then the Jacobian DΦt and
thus M(t) are independent of z.
The key observation of Lemma 5.6 is that the Wirtinger derivative
(i∂q + ∂p)Ψ(t, x, y, z)
is independent of the variable y and linear in x− q(t, z). This allows for an
integration by parts that turns monomial terms (x − q(t, z))m into powers
of the form ε⌈|m|/2⌉, where ⌈|m|/2⌉ denotes the smallest integer ≥ |m|/2.
This explains the high accuracy of appropriate continuous superpositions of
frozen Gaussians, which is of order ε instead of
√
ε.
Proposition 5.7 (norm bound, frozen Gaussians) Let the functions
a, b : R2d → C be smooth and bounded. Let
g(x) = π−d/4 exp(−12 |x|2), x ∈ Rd,
be the standard normalised Gaussian and let m ∈ Nd0. For any square-
integrable function ψ : Rd → C define
I(t)ψ
= (2πε)−d
∫
R2d
〈gz|ψ〉 a(t, z) (x − q(t, z))m b(q(t, z), x) e iS(t,z)/εgΦt(z) dz
Then, I(t)ψ is square-integrable and satisfies
‖I(t)ψ‖ ≤ γm c|m|(a, b,Φt) ε⌈|m|/2⌉‖ψ‖
where the constant γm > 0 depends on the polynomial degree m and
c|m|(a, b,Φt) =
sup
|α|≤|m|,(x,z)∈R3d
‖∂αz (a(z)b(q, x)M(t, z)−T )‖ sup
|α|≤|m|,z∈R2d
|∂αz Φt(z)|.
Proof. We perform an inductive proof over |m|. The case |m| = 0 is already
covered by the norm bound of Corollary 5.5. We therefore start with |m| = 1,
where m = ej for some j = 1, . . . , d. We use the derivative formula of
Lemma 5.6,
(x− q(t, z)) e iΨ(t,x,y,z)/ε = εi M(t, z)−T (i∂q + ∂p) e iΨ(t,x,y,z)/ε.
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Integration by parts yields
I(t)ψ(x)
=
1
2d(πε)3d/2
∫
R3d
a(t, z)(x − q(t, z))j b(q(t, z), x) e iΨ(t,x,y,z)/εψ(y) d(y, z)
=
ε i
2d(πε)3d/2
d∑
k=1
∫
R3d
(i∂q + ∂p)k
(
a(t, z)M(t, z)−Tjk b(q(t, z), x)
)
× e iΨ(t,x,y,z)/εψ(y) d(y, z).
Using Corollary 5.5, we obtain some constant γej > 0 such that
‖I(t)ψ‖ ≤ γej c1(a, b,Φt) ε ‖ψ‖.
For the inductive step, we consider
I(t)ψ(x) =
1
2d(πε)3d/2
∫
R3d
a(t, z)(x − q(t, z))m+ej b(q(t, z), x) e iΨ(t,x,y,z)/εψ(y) d(y, z)
=
ε i
2d(πε)3d/2
d∑
k=1
∫
R3d
ajk(t, x, z)e
iΨ(t,x,y,z)/εψ(y) d(y, z)
with
ajk(t, x, z) = (i∂q + ∂p)k
(
a(t, z)M(t, z)−Tjk b(q(t, z), x)
)
(x− q(t, z))m
+ a(t, z)M(t, z)−Tjk b(q(t, z), x) (i∂q + ∂p)k(x− q(t, z))m.
We therefore write
I(t) = ε (I0(t) + I1(t)) ,
where the integral operator I0(t) contains monomials in x− q(t, z) of order
|m|, while those in I1(t) are of order |m| − 1. By the inductive hypothesis,
there exist some constants γ˜0, γ˜1 > 0 such that
‖I0(t)ψ‖ ≤ γ˜0 c|m|+1(a, b,Φt) ε⌈|m|/2⌉‖ψ‖
and
‖I1(t)ψ‖ ≤ γ˜1 c|m|(a, b,Φt) ε⌈(|m|−1)/2⌉‖ψ‖.
We have
⌈(|m| − 1)/2⌉ + 1 =
{
|m|/2 + 1 = ⌈(|m|+ 1)/2⌉, for m even,
(|m|+ 1)/2 = ⌈(|m| + 1)/2⌉, for m odd,
and therefore
‖I(t)ψ‖ ≤ γm+ej c|m|(a, b,Φt) ε⌈(|m|+1)/2⌉ ‖ψ‖
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for some constant γm+ej > 0.
5.4. The Herman–Kluk propagator
We next calculate the defect of a frozen Gaussian superposition that is built
on an arbitrary, not yet determined weight factor a(t, z).
Lemma 5.8 (defect calculation) For a smooth and bounded function
a : R× R2d → C and square-integrable ψ0 : Rd → C we consider
I(t)ψ0 = (2πε)−d
∫
R2d
〈gz|ψ0〉 a(t, z) e iS(t,z)/ε gΦt(z)(x) dz.
Then, the defect
d(t) =
(
1
iεH − ∂t
) I(t)ψ0
satisfies
d(t) = (2πε)−d
∫
R2d
〈gz|ψ0〉 δ(t) e iS(t,z)/ε gΦt(z) dz,
where
δ(t, x, z) = −∂ta(t, z) + 1iεa(t, z)
(−12 |x− q(t, z)|2 + εd2 )
+ 1iεa(t, z)
(
1
2(x− q(t, z))T ∇2V (q(t, z))(x − q(t, z)) +Wq(t,z)(x)
)
,
and
Wq = V − Uq
denotes the non-quadratic remainder of the potential V expanded around a
point q ∈ Rd.
Proof. We start by calculating the two time derivatives, namely
∂te
iS(t)/ε = − 1iε
(
1
2 |p(t)|2 − V (q(t))
)
e iS(t)/ε
and
∂tgΦt = ∂t
(− 12ε |x− q(t)|2 + iεp(t)T (x− q(t))) gΦt
= 1iε
(
(ip(t)− p˙(t))T (x− q(t)) + |p(t)|2) gΦt .
This implies that
∂t
(
e iS(t)/εgΦt
)
= 1iε
(
1
2 |p(t)|2 + V (q(t)) + (ip(t)− p˙(t))T (x− q(t))
)
e iS(t)/εgΦt
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and consequently
∂t I(t)ψ0
= (2πε)−d
∫
R2d
〈gz|ψ0〉 1iε
(
iε∂ta(t) +
(
1
2 |p(t)|2 + V (q(t))
)
a(t)
)
e iS(t)/εgΦt dz
+ (2πε)−d
∫
R2d
〈gz|ψ0〉 1iε a(t) (ip(t) − p˙(t))T (x− q(t)) e iS(t)/εgΦt dz.
We also calculate the space derivatives,
∂jgz(x) =
(−1ε (x− q)j + iεpj) gz(x), j = 1, . . . , d,
and
− ε22 ∆xgz(x) =
(−12 |x− q|2 + ipT (x− q) + 12 |p|2 + εd2 ) gz(x).
Adding the time and space derivatives together with a Taylor expansion of
the potential, we obtain the claimed form of the defect.
In view of the frozen norm bounds determined in Proposition 5.7, the
calculated form of the defect is encouraging. The leading-order terms are
- the time derivative of the reweighting function a(t, z),
- the contributions that are quadratic in x− q(t, z), one stemming from
the Laplacian, the other from the quadratic expansion of the potential.
The non-quadratic remainder of the potential will contribute to the overall
error, and we have a first indication of an integral representation of the
dynamics that is exact for quadratic potentials.
Next, we explicitly calculate the terms generated by the integration by
parts used for the improved norm bound in Proposition 5.7. We will obtain
an explicit formula for the reweighting function, which solely depends on
the classical flow map and provides an error of order ε.
Proof. (of Theorem 5.3) We let A(t, z) denote the real symmetric d × d
matrix
A(t, z) = −Id +∇2V (q(t, z))
and write the defect determined in Lemma 5.8 as
δ(t, x, z) = −∂ta(t, z) + δ2(t, x, z) + 1iεa(t, z)
(
εd
2 +Wq(t,z)(x)
)
,
where the quadratic part is given by
δ2(t, x, z) =
1
2iε a(t, z) (x − q(t, z))T A(t, z)(x − q(t, z))
and the non-quadratic remainder by
Wq(x) =
1
2
∑
|m|=3
(x− q)m
∫ 1
0
(1− θ)2 ∂mV ((1 − θ)q + θx) dθ.
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We perform an integration by parts for the quadratic contributions. By the
derivative formula of Lemma 5.6,
(x− q(t, z)) e iΨ(t,x,y,z)/ε = εi M(t, z)−T (i∂q + ∂p) e iΨ(t,x,y,z)/ε,
we have∫
R2d
δ2(t, x, z)e
iΨ(t,x,y,z)/ε dz
= −
∫
R2d
a(t, z) 12(x− q(t, z))T A(t, z)M(t, z)−T (i∂q + ∂p) e iΨ(t,x,y,z)/ε dz
=
∫
R2d
δ˜2(t, x, z) e
iΨ(t,x,y,z)/ε dz
with
δ˜2(t, x, z)
= 12
d∑
k,ℓ=1
(i∂q + ∂p)ℓ
(
a(t, z) (x − q(t, z))k (A(t, z)M(t, z)−T )k,ℓ
)
.
We calculate the derivative
(i∂q + ∂p)ℓ (x− q(t, z))k = −
(
i∂qq(t, z)
T + ∂pq(t, z)
T
)
k,ℓ
,
and obtain
1
2
d∑
k,ℓ=1
(A(t, z)M(t, z)−T )k,ℓ (i∂q + ∂p)ℓ (x− q(t, z))k
= −12 tr
((
i∂qq(t, z)
T + ∂pq(t, z)
T
)
A(t, z)M(t, z)−T
)
.
By the phase function Lemma 5.6,
− ( i∂qqT + ∂pqT )A− iMT
=
(
i∂qq
T + ∂pq
T
) (
Id−∇2V )− ( i∂qqT + i∂ppT − ∂qpT + ∂pqT )
= ∂tM
T .
We thus obtain
δ˜2(t, x, z) +
d
2i =
1
2 tr
(
∂tM(t, z)
T M(t, z)−T
)
a(t, z)
+ 12
d∑
k,ℓ=1
(x− q(t, z))k (i∂q + ∂p)ℓ
(
a(t, z) (A(t, z)M(t, z)−T )k,ℓ
)
.
This suggests choosing a(t, z) as the solution of the ordinary differential
equation
∂ta(t, z) =
1
2 tr
(
∂tM(t, z)
T M(t, z)−T
)
a(t, z), a(0, z) = 1.
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By Liouville’s formula,
∂t det(M(t, z)) = det(M(t, z)) tr(∂tM(t, z)M(t, z)
−1).
Therefore,
a(t, z) =
√
2−d det(M(t, z)) = a♮(t, z).
The corresponding defect
d♮(t) = (2πε)
−d
∫
R2d
〈gz |ψ0〉 δ♮(t) e iS(t,z)/ε gΦt(z) dz,
is determined by the function
δ♮(t, x, z) =
1
2
d∑
k,ℓ=1
(x− q(t, z))k (i∂q + ∂p)ℓ
(
a♮(t, z) (A(t, z)M(t, z)
−T )k,ℓ
)
+ 1iεa♮(t, z)Wq(t,z)(x).
The function δ♮ consists of two parts. The first one is linear in x − q(t, z).
The frozen norm bound of Proposition 5.7 results in an upper bound for
the corresponding oscillatory integral of order ε⌈1/2⌉ = ε. The second part
involving the non-quadratic remainder of the potential is cubic in x− q(t, z)
but divided by ε, resulting in an upper bound that is of order
ε⌈3/2⌉−1 = ε2−1 = ε
as well. Altogether we obtain
‖d♮(t)‖ ≤ C ε ‖ψ0‖ 0 ≤ t ≤ t¯,
where the constant C > 0 is independent of ε and ψ0. By the stability
Lemma 3.6, the error then satisfies
‖ψ(t) − I♮(t)ψ0‖ ≤
∫ t
0
‖d♮(s)‖ds ≤ C t ε ‖ψ0‖.
As for the variational Gaussian approximation and the Hagedorn wave
packets, we observe exactness for quadratic potentials.
Corollary 5.9 (exactness for quadratic potentials) If the potential func-
tion V is quadratic, then the Herman–Kluk propagator is exact, that is,
ψ(t) = I♮(t)ψ0 for all square-integrable initial data ψ0 and all times t.
Proof. Quadratic potentials have a constant Hessian ∇2V . Therefore, the
Jacobian of the flow, the matrices A(t) and M(t), and the Herman–Kluk
prefactor a♮(t) do not depend on z. Consequently, d♮(t) = 0.
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5.5. First norm bounds for continuous thawed Gaussian superpositions
The basic norm bounds we have used to analyse the frozen Gaussian super-
position, that is, Proposition 5.4 and Corollary 5.5, do not directly apply
for the thawed Gaussian superposition
Ith(t)ψ0 = (2πε)−d
∫
R2d
〈gz|ψ0〉 e iS(t,z)/εg(t)Φt(z) dz,
due to the z-dependence of the Gaussian width matrix C(t, z). It is natural
to assume that the imaginary parts of the time-evolved family C(t, z) are
bounded from below in the sense that
ImC(t, z) ≥ ImC0 for all (t, z) ∈ R× R2d,
where C0 is a complex symmetric d× d matrix with ImC0 > 0. Then, it is
tempting to write
g[C(z)]Φt(z)(x) = a0(t, z) b0(t, x, z) g[C0]Φt(z)(x)
with a determinantal prefactor
a0(t, z) =
(
det ImC(t, z)
det ImC0
)1/4
and an integrable Gaussian function
b0(t, x, z) = exp(
i
2ε(x− q(t, z))T (C(t, z)− C0)(x− q(t, z))).
The proof of Proposition 5.4 easily accommodates the fixed width Gaussian
wave packet g[C0]Φt(z)(x) and the renormalisation function a0(t, z). How-
ever, the elegant Fourier inversion argument of Corollary 5.5 is blocked,
since the function b0(t, x, z) depends on x and z simultaneously, while the
z-dependence is not only caused by q(t, z) but also by the thawed width
matrix C(t, z). Hence, we need to resort to alternative, more general tech-
niques for controlling oscillatory integral operators. For this, we reformulate
the previously employed wave packet inversion and norm formulas from a
more abstract point of view.
Proposition 5.10 (wave packet transform) Let g : Rd → C denote a
square-integrable function of unit norm. The adjoint operator of the isom-
etry
B : L2(Rd)→ L2(R2d), (Bψ)(z) = (2πε)−d/2〈gz |ψ〉,
is given by
B∗ : L2(R2d)→ L2(Rd),
(B∗Ψ)(x) = (2πε)−d/2
∫
R2d
Ψ(z)gz(x) dz.
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It satisfies
B∗Bψ = ψ and ‖Bψ‖ = ‖ψ‖
for all ψ ∈ L2(Rd).
Proof. For all Ψ ∈ L2(R2d) and ψ ∈ L2(Rd), we have
〈Ψ,Bψ〉 = (2πε)−d/2
∫
R3d
Ψ(z)gz(x)ψ(x) d(x, z)
=
〈
(2πε)−d/2
∫
R2d
Ψ(z) gz dz | ψ
〉
,
which proves the claimed form of the adjoint operator. Moreover,
B∗Bψ = (2πε)−d
∫
R2d
〈gz|ψ〉gz dz = ψ.
and
‖Bψ‖2 = 〈Bψ|Bψ〉 = 〈ψ|B∗Bψ〉 = ‖ψ‖2.
Using the wave packet transform B, we lift the thawed operator Ith(t) to
phase space and there prove its boundedness, unhindered by the z-dependent
Gaussian width matrices. By the isometric inversion property of the wave
packet transform proved above, we have for all ψ ∈ L2(Rd),
‖Ith(t)ψ‖ = ‖B Ith(t)B∗︸ ︷︷ ︸
=:IB(t)
Bψ‖ ≤ ‖IB(t)‖ ‖ψ‖,
such that a bound on the operator norm of IB(t) will provide a bound for
the thawed Gaussian superposition. The proof of the next result, Proposi-
tion 5.11, follows this line of argumentation:
Proposition 5.11 (thawed norm bound) We assume the following:
1. Let {C(z)| z ∈ R2d} be a family of complex symmetric d × d matrices
with positive definite imaginary part. We denote the corresponding
normalised Gaussian profile functions by
g[C(z)](x) = (πε)−d/4(det ImC(z))1/4 exp( i2x
TC(z)x)
for x ∈ Rd. We assume the existence of ρ > 0 such that the spectral
parameters of the matrices satisfy
ρ∗(z) ≥ ρ for all z ∈ R2d.
2. Let a : R2d → C be a measurable and bounded function.
3. Let Φ : R2d → R2d be a volume-preserving diffeomorphism.
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For any square-integrable function ψ : Rd → C define
(Iψ)(x) = (2πε)−d
∫
R2d
〈g[ iId]z|ψ〉 a(z) g[C(z)]Φ(z)(x) dz.
Then, Iψ is square-integrable and satisfies
‖Iψ‖ ≤ (2/ρ)d sup
z∈R2d
|a(z)| ‖ψ‖.
Remark 5.2 Before entering the proof, we note that the above estimate
might be too pessimistic. For the case of frozen Gaussians of unit width,
that is, C(z) = i Id for all z, we have ρ∗(z) = 1/4, whereas the frozen norm
bound in Proposition 5.4 provides the dimension-independent estimate
‖Iψ‖ ≤ sup
z∈R2d
|a(z)| ‖ψ‖
for all square-integrable functions ψ : Rd → C.
Proof. We first calculate the integral kernel of the wave packet transformed
operator IB := B I B∗. We use the abbreviation g = g[ i Id] for the standard
Gaussian. Let Ψ ∈ L2(R2d) and X ∈ R2d. Then,
(IBΨ)(X) = (2πε)−d/2 BI
∫
R2d
Ψ(Y )gY (·) dY
= (2πε)−3d/2 B
∫
R4d
Ψ(Y ) 〈gz | gY 〉 a(z) g[C(z)]Φ(z)(·) d(Y, z)
= (2πε)−2d
∫
R4d
Ψ(Y ) 〈gz | gY 〉 a(z) 〈gX | g[C(z)]Φ(z)〉d(Y, z).
Hence, the integral kernel of IB is given by
kB(X,Y ) = (2πε)−2d
∫
R2d
〈gz | gY 〉 a(z) 〈gX | g[C(z)]Φ(z)〉dz.
We aim at bounding
C1 := sup
X∈R2d
∫
R2d
|kB(X,Y )|dY,
C2 := sup
Y ∈R2d
∫
R2d
|kB(X,Y )|dX,
since then, by the Schur test, see e.g. (Sogge 2017, Theorem 0.3.1),
‖IB‖ ≤
√
C1C2.
We now use two estimates on inner products of Gaussian wave packets. First,
an easy calculation using the Fourier transform of a standardized Gaussian
function yields
|〈gz | gY 〉| ≤ exp(− 14ε |Y − z|2).
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Second, a fairly involved technical calculation also provides
| 〈gX | g[C(z)]Φ(z)〉 | ≤ exp(− ρ2ε |X − Φ(z)|2),
where ρ > 0 is a lower bound for the spectral parameter of the matrix family
{C(z) | z ∈ R2d}. These two exponential estimates yield
|kB(X,Y )| ≤ ‖a‖∞ (2πε)−2d
∫
R2d
|〈gz | gY 〉| |〈gX | g[C(z)]Φ(z)〉|dz
≤ ‖a‖∞ (2πε)−2d
∫
R2d
exp(− 14ε |Y − z|2 − ρ2ε |X − Φ(z)|2) dz.
Then, for all X ∈ R2d,∫
R2d
|kB(X,Y )|dY
≤ ‖a‖∞ (2πε)−2d
∫
R4d
exp(− 14ε |Y − z|2 − ρ2ε |X − Φ(z)|2) d(Y, z)
= ‖a‖∞ (2πε)−2d (4πε)d (2πε/ρ)d = ‖a‖∞ (2/ρ)d,
where we have used that Φ is volume-preserving. Similarly, for all Y ∈ R2d
we obtain ∫
R2d
|kB(X,Y )|dX ≤ ‖a‖∞ (2/ρ)d.
In summary,
‖I‖ = ‖IB‖ ≤ ‖a‖∞ (2/ρ)d.
Proposition 5.11 ensures the well-definedness of the oscillatory integral
defining the continuous thawed superposition Ith(t)ψ0. Indeed, with the
matrix C(z) being the solution of the Riccati equation
C˙(t, z) = −C(t, z)2 −∇2V (q(t, z)), C(0, z) = iId,
and ρ∗(t) > 0 the corresponding spectral parameter, with
a(z) = e iS(t,z)/ε and Φ(z) = Φt(z),
Proposition 5.11 proves that Ith(t)ψ0 is a square-integrable function with
‖Ith(t)ψ0‖ ≤ (2/ρ(t))d ‖ψ0‖.
Analysing the approximation error of the thawed Gaussian approximation,
we will encounter the non-quadratic remainder of the potential V , when
expanded around a classical trajectory. We therefore have to extend the
previous norm bounds such that they also cover terms of the form
(x− Φq(z))m b(Φq(z), x),
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where b : R2d → R is a smooth and bounded function. For this, we follow the
same strategy of proof as before, however, working with the cross-Wigner
function of two Gaussian wave packets instead of its inner product.
Proposition 5.12 (thawed norm bound) We consider a smooth func-
tion b : R2d → C, that is bounded together with all its derivatives. Under
the assumptions of Proposition 5.11, we define for any square-integrable
function ψ : Rd → C
(Iψ)(x) =
(2πε)−d
∫
R2d
〈g[ iId]z|ψ〉 a(z) (x − Φq(z))m b(Φq(x), x) g[C(z)]Φ(z)(x) dz.
Then, Iψ is square-integrable, and
‖Iψ‖ ≤ γm(ρ) c|m|(a, b) ε|m|/2 ‖ψ‖,
where the constant 0 < γm(ρ) < ∞ depends on the polynomial degree m
and the spectral bound ρ and
c|m|(a, b) = sup{|a(z)| | z ∈ R2d}
× sup{|∂αy b(x, y)| | (x, y) ∈ R2d, |α| ≤ |m|+ 2d+ 2}.
Proof. As before in Proposition 5.11, we lift the integral kernel of the op-
erator I to phase space via the wave packet transform and work with
kB(X,Y )
= (2πε)−2d
∫
R2d
〈gz | gY 〉 a(z) 〈gX |(x− Φq(z))m b(Φq(z), x) g[C(z)]Φ(z)〉dz
for all X,Y ∈ R2d. Again using the Schur test for the operator norm, we
aim to estimate
sup
X∈R2d
∫
R2d
|kB(X,Y )|dY and sup
Y ∈R2d
∫
R2d
|kB(X,Y )|dX.
We introduce the shorthand notation
bm(w, z) = (wq − Φq(z))m b(Φq(z), wq), w, z ∈ R2d,
for the new contribution and write the crucial inner product in terms of the
cross-Wigner function as
I∗(X, z) := 〈gX | (x− Φq(z))m b(Φq(z), x) g[C(z)]Φ(z)〉
=
∫
R2d
bm(w, z) W(gX , g[C(z)]Φ(z))(w) dw,
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where
W(gX , g[C(z)]Φ(z))(w)
= (2πε)−d
∫
Rd
gX(wq +
1
2y) g[C(z)]Φ(z)(wq − 12y) e iwp·y/ε dy.
The cross Wigner function of Gaussian wave packets can explicitly be de-
termined as
W(gX , g[C(z)]Φ(z))(w) = γ∗(X, z) (πε)−d e i(X−Φ(z))·Jw/ε
× exp( i2ε (w − 12(X +Φ(z)))T C(z)(w − 12 (X +Φ(z)))).
See for example (de Gosson 2011, Proposition 244), where the calculation
is carried out for the special case X = Φ(z) = 0. The scalar prefactor
γ∗(X, z) ∈ C depends on C(z),Φ(z),X, while C(z) is a complex symmetric
2d× 2d matrix with positive definite imaginary part, that depends solely on
the original matrix C(z). It requires some linear algebra to show that
|γ∗(X, z)| ≤ 1,
and that the imaginary part of C(z) satisfies the lower bound
Im (C(z)) ≥ 4ρId.
Moreover,
tr(Im C(z)) = d and ‖Re C(z)‖ ≤
√
3d (5.5)
for all z ∈ R2d. Therefore, we may write
I∗(X, z) =
γ∗(X, z)
(πε)d
∫
R2d
bm(w, z)e
i(X−Φ(z))·Jw/ε+i C(z)(w−(X+Φ(z))/2)2/(2ε) dw.
The change of variables
w = 12(X +Φ(z)) +
√
εW
combined with the identity
(X − Φ(z)) · J(X +Φ(z)) = 2X · JΦ(z)
yields
I∗(X, z) =
γ∗(X, z)
πd
e iX·JΦ(z)/ε
∫
R2d
b˜m(W,X, z)e
i(X−Φ(z))·JW/√εe iW ·C(z)W/2 dW
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with
b˜m(W,X, z) = bm(
√
εW + 12(X +Φ(z)), z)
= ε|m|/2
(
Wq +
1
2
√
ε
(X − Φ(z))q
)m
b(Φq(z),
√
εWq +
1
2(X +Φ(z))q).
We now view I∗(X, z) as the windowed Fourier transform of the smooth
function W 7→ b˜m(W,X, z) evaluated in the point
η = JT (X − Φ(z))/√ε,
where the window is the complex Gaussian functionW 7→ exp(iW ·C(z)W/2).
Then, repeated integration by parts provides spectral decay of I∗(X, z) with
respect to η. That is, for all n ∈ N,
|I∗(X, z)| ≤
γm,n(ρ) ε
|m|/2
(
1 +
∣∣∣X−Φ(z)√ε ∣∣∣2)−n/2 sup|α|≤|m|+n ‖∂αy b(Φq(z), y)‖∞,
where the constant γm,n(ρ) > 0 depends on the lower spectral bound ρ
for the imaginary part ImC(z). For more general Gaussian windows, the
constant for controlling spectral decay also depends on the trace of the
imaginary part and the spectral norm of the real part of the matrix C(z),
which in our case are negligible due to the special spectral properties given
in (5.5). We now choose n = 2d+ 2 and obtain for all X ∈ R2d,∫
R2d
|kB(X,Y )|dY ≤
γm(ρ) c|m|(a, b) ε|m|/2
(2πε)2d
×
∫
R4d
exp(− 14ε |Y − z|2)
(
1 +
∣∣∣X−Φ(z)√ε ∣∣∣2)−(d+1) d(Y, z)
= γm(ρ)/d! c|m|(a, b) ε|m|/2.
Similarly we obtain for all Y ∈ R2d,∫
R2d
|kB(X,Y )|dX ≤
γm(ρ) c|m|(a, b) ε|m|/2
(2πε)2d
×
∫
R4d
exp(− 14ε |Y − z|2)
(
1 +
∣∣∣X−Φ(z)√ε ∣∣∣2)−(d+1) d(X, z)
= γm(ρ)/d! c|m|(a, b) ε|m|/2.
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5.6. Analysis of the thawed phase function
We next analyse the dynamical properties of the thawed Gaussian approxi-
mation, following the same strategy developed for the Herman–Kluk prop-
agator. We open the inner product integral in Ith(t)ψ0 and write
〈gz|ψ0〉 e iS(t,z)/ε g(t)Φt(z)(x) = (πε)−d/2
∫
Rd
e iΨth(t,x,y,z)/ε ψ0(y) dy,
using a complex-valued phase function Ψth(t, x, y, z), that is quadratic with
respect to y − q and x − q(t, z). We will now explicitly describe that the
Wirtinger derivative of the thawed phase function is quadratic with respect
to x − q(t, z) and does not depend on y. The invertibility of the resulting
matrix Mth(t, x) allows for the crucial integration by parts that reveals the
optimal approximation power of the thawed Gaussian approximation.
Lemma 5.13 (thawed phase function) The phase function
Ψth : R× Rd × Rd × R2d → C,
Ψth(t, x, y, z) =
1
2
(
i|y − q|2 + (x− q(t, z))TC(t, z)(x− q(t, z)))
− p · (y − q) + p(t, z) · (x− q(t, z)) + S(t, z)
satisfies for all (t, x, y, z)
(i∂q + ∂p)Ψth(t, x, y, z) =Mth(t, z)(x − q(t, z))
+
(
1
2(x− q(t, z))T
(
(i∂qj + ∂pj )C(t, z)
)
(x− q(t, z)))d
j=1
,
where Mth(t, z) denotes the complex d× d matrix
Mth(t, z)
= − i∂qq(t, z)TC(t, z) + ∂pp(t, z)T + i∂qp(t, z)T − ∂pq(t, z)TC(t, z),
that is invertible and satisfies
|detMth| ≥ 2d/2 det(ImC)1/2.
As before for the frozen Gaussian approximation, we use the Wirtinger
derivative of the phase function for an integration by parts that proceeds
analogously up to additional book-keeping for the quadratic terms in x −
q(t, z) that occur, because the width matrix C(t, z) depends on the phase
space variable z.
Proposition 5.14 (thawed bound, revisited) Let b : R2d → C be a
smooth and bounded function. Let
g(t, x) = π−d/4 det(ImC(t, z))1/4 exp( i2x
TC(t, z)x), x ∈ Rd,
be the origin centred thawed Gaussian with width matrix C(t, z), z ∈ R2d.
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We assume the existence of ρ > 0 such that the spectral parameters of these
matrices satisfy the lower bound
ρ∗(t, z) ≥ ρ for all (t, z) ∈ R× R2d.
Let m ∈ Nd0. For any square-integrable function ψ : Rd → C define
Ith(t)ψ
= (2πε)−d
∫
R2d
〈gz |ψ〉 (x− q(t, z))m b(q(t, z), x) e iS(t,z)/εg(t)Φt(z) dz
Then, Ith(t)ψ is square-integrable and satisfies
‖I(t)ψ‖ ≤ γm(b, ρ) d|m|(M−1th ,Φt, C(t)) ε⌈|m|/2⌉‖ψ‖,
where
d|m|(M
−1
th ,Φ
t, C(t)) =
sup
|α|≤|m|,z∈R2d
(‖∂αzM(t, z)−1‖ |∂αz Φt(z)| ‖∂αz C(t)‖) .
The constant γm(b, ρ) > 0 depends on the polynomial degreem, the spectral
bound ρ and higher-order derivative bounds for the function b.
5.7. The error of the continuous thawed Gaussian approximation
The improved thawed norm bound of Proposition 5.14 provides the aimed
for error estimate for the thawed Gaussian superposition, once we have cal-
culated its defect.
Lemma 5.15 (defect calculation) For an arbitrary square-integrable ini-
tial datum ψ0 : R
d → C we consider
Ith(t)ψ0 = (2πε)−d
∫
R2d
〈gz |ψ0〉 e iS(t,z)/ε g(t)Φt(z)(x) dz.
Then, the defect
dth(t) =
(
1
iεH − ∂t
) Ith(t)ψ0
satisfies
dth(t) = (2πε)
−d
∫
R2d
〈gz |ψ0〉 1iεWq(t) e iS(t,z)/ε g(t)Φt(z) dz,
whereWq = V −Uq denotes the non-quadratic remainder of the potential V
expanded around a point q ∈ Rd.
Having established the defect as being essentially a cubic polynomial di-
vided by ε, the stability lemma and the improved norm bound allow us to
estimate the thawed approximation as being of order ε, as stated in Theo-
rem 5.2 whose proof we can now conclude.
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Proof. (of Theorem 5.2) By Lemma 5.15, the defect satisfies
dth(t) = (2πε)
−d
∫
R2d
〈gz |ψ0〉 1iεWq(t) e iS(t,z)/ε gΦt(z) dz.
Since the remainder potential is cubic in x − q(t, z) but divided by ε, the
improved norm estimate of Proposition 5.14 provides an upper bound for
the defect that is of order
ε⌈3/2⌉−1 = ε2−1 = ε,
that is,
‖dth(t)‖ ≤ C ε ‖ψ0‖ 0 ≤ t ≤ t¯,
where the constant C > 0 is independent of ε and ψ0. By the stability
Lemma 3.6, the error then satisfies
‖ψ(t) − Ith(t)ψ0‖ ≤
∫ t
0
‖dth(s)‖ds ≤ C t ε ‖ψ0‖.
As for the variational Gaussian approximation, the Hagedorn wave pack-
ets and the Herman–Kluk propagator, we observe exactness for quadratic
potentials.
Corollary 5.16 (exactness for quadratic potentials) If the potential
function V is quadratic, then the thawed Gaussian approximation is exact,
that is, ψ(t) = Ith(t)ψ0 for all square-integrable initial data ψ0 and all
times t.
5.8. Postponed proofs for the thawed Gaussian superposition
Here we collect the proofs of the technical results that were left out in our
previous discussion of the thawed Gaussian superposition. They refer to the
following topics:
- inner products of Gaussian wave packets with different width matrix,
- calculation of the cross Wigner function for Gaussian wave packets,
- decay properties of a Gaussian windowed Fourier transform,
- basic analysis of the thawed phase function Ψth(t, x, y, z),
- integration by parts for the improved norm bound of Proposition 5.14,
- calculation of the defect for the continuous thawed superposition.
Inner products of Gaussian wave packets for proving Proposition 5.12
We now calclulate the inner product of two Gaussian wave packets with
different width matrices and estimate the magnitude of this phase space
function. We used this bound when proving Proposition 5.12.
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Lemma 5.17 (inner product of Gaussians) Let C ∈ Cd×d be a com-
plex symmetric matrix such that ImC > 0. Denote by ρ∗ > 0 the spectral
parameter of C. Then, there exist
1. a complex symmetric matrix C ∈ C2d×2d with Im C ≥ ρ∗Id,
2. a complex number γ ∈ C with |γ| ≤ 1,
such that
〈gz1 | g[C]z2〉 = γ e ip2·(q1−q2)/ε exp( i2ε(z1 − z2)TC(z1 − z2)).
for all phase space centres z1, z2 ∈ R2d.
Remark 5.3 For the inner product of two Gaussians with unit width,
that is, for C = iId, we have γ = 1 and C = i/2 Id. In particular, the only
eigenvalue of Im C is 1/2, while the spectral parameter ρ∗ = 1/4 offers an
overly pessimistic lower spectral bound.
Proof. To avoid writing differences of phase space centres later on, we start
by observing that for arbitrary square-integrable functions f, h : Rd → C
〈fz1 |hz2〉
= ε−d/2
∫
Rd
f(x−q1√
ε
) h(x−q2√
ε
) e i(−p1·(x−q1)+p2·(x−q2))/ε dx
= ε−d/2
∫
Rd
f(y−q1+q2√
ε
) h( y√
ε
) e i(−p1·(y−q1+q2) +p2·y)/ε dy
= e ip2·(q1−q2)/ε 〈fz1−z2 |h0〉
for all z1, z2 ∈ R2d, since
− p1 · (y − q1 − q2) + p2 · y
= −(p1 − p2) · (y − q1 − q2) + p2 · (q1 − q2).
Hence, it is enough to analyse 〈gz | g[C]0〉 for arbitrary z ∈ R2d. We have
〈gz | g[C]0〉
= (πε)−d/2 det(ImC)1/4
∫
Rd
e−
1
2ε |x−q|2−
i
εp·(x−q)+
i
2ε x·Cx dx.
By (Folland 1989, Theorem 1 in Appendix A), we have∫
Rd
exp(−πxTAx− 2π ivTx) dx = (detA)−1/2 exp(−πvTA−1v),
where A is a complex symmetric d×d matrix with positive definite real part
and v a complex vector. Using this formula with
A = 12πε(Id− iC), v = 12πε(p + iq),
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we obtain
〈gz | g[C]0〉 = γ exp( i2εzT Cz),
where the prefactor is given by
γ =
2d/4 det ImC1/4
det(Id− iC)1/2 ,
and the quadratic form
i
2εz
TCz = − 12ε |q|2 + iεpT q − 12ε(p+ iq)T (Id− iC)−1(p + iq)
is induced by the complex symmetric 2d× 2d matrix
C =
(
i Id− i(Id − iC)−1 Id− (Id− iC)−1
Id− (Id− iC)−1 i(Id− iC)−1
)
.
The upper bound on γ and the positive definiteness of Im C are proved in
Lemma 5.18.
The following lemma contains the linear algebra for bounding the deter-
minantal prefactor and proving the positive definiteness of the imaginary
part of the width matrix of the phase space Gaussian.
Lemma 5.18 (linear algebra estimates) Let C be a complex symmet-
ric d×d matrix with positive definite imaginary part and spectral parameter
ρ∗ > 0. Then, Id− iC is invertible, and we have
22d det ImC
|det(Id− iC)2| ≤ 1.
Moreover, the complex symmetric 2d× 2d matrix
C =
(
i Id− i(Id− iC)−1 Id− (Id− iC)−1
Id− (Id− iC)−1 i(Id− iC)−1
)
has an imaginary and a real part satisfying
tr(Im C) = d, Im C ≥ ρ∗Id2d, ‖Re C‖2 ≤ ‖C‖2 ≤
√
3d.
Proof. The determinantal fraction can be estimated by the Ostrowski–
Taussky inequality (Horn and Johnson 2013, Theorem 7.8.19). Indeed, the
real part of the matrix Id− iC equals Id+ImC and is thus positive definite.
Therefore,
det(Id + ImC) = detRe(Id− iC) ≤ |det(Id− iC)|,
which implies
22d det ImC
|det(Id− iC)2| ≤
det(4 ImC)
det(Id + ImC)2
=
∏
λ∈σ(ImC)
4λ
(1 + λ)2
≤ 1.
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We next prove that the imaginary part of C,
Im C =
(
Id− Re(Id− iC)−1 −Im(Id− iC)−1
−Im(Id− iC)−1 Re(Id− iC)−1
)
,
is positive definite. We use Hagedorn’s decomposition C = PQ−1, where
P,Q are complex invertible d× d matrices satisfying
Q∗P − P ∗Q = 2i Id and QTP − P TQ = 0.
We write
Id− iC = (Q− iP )Q−1
and observe that
Re(Id− iC)−1 = 12(Q(Q− iP )−1 + (Q∗ + iP )−1Q∗)
= 12(Q
∗ + iP ∗)−1(2Q∗Q+ iP ∗Q− iQ∗P )(Q− iP )−1
= (Q∗ + iP ∗)−1(Q∗Q+ Id)(Q− iP )−1.
Similarly we obtain
Im(Id− iC)−1 = 12i (Q∗ + iP ∗)−1(iP ∗Q+ iQ∗P )(Q− iP )−1
= (Q∗ + iP ∗)−1(Q∗P − i Id)(Q− iP )−1
= (Q∗ + iP ∗)−1(P ∗Q+ i Id)(Q− iP )−1
and
Id = (Q∗ + iP ∗)−1(Q∗Q+ iP ∗Q− iQ∗P + P ∗P )(Q− iP )−1
= (Q∗ + iP ∗)−1(Q∗Q+ 2 Id + P ∗P )(Q− iP )−1.
Setting
B =
(
(Q− iP )−1 0
0 (Q− iP )−1
)
,
we obtain
Im C = B∗
(
Id + P ∗P −P ∗Q− iId
−Q∗P + iId Id +Q∗Q
)
B
= B∗
(
Id +
(
P ∗P −P ∗Q
−Q∗P Q∗Q
)
+ iJ
)
B.
Therefore, for all z ∈ C2d,
z∗ ImCz = ‖Bz‖2 + ‖P (Bz)q −Q(Bz)p‖2 + i(Bz)∗JBz.
Since J is skew-symmetric, the third summand vanishes. Neglecting the
second nonnegative summand, we thus obtain
z∗ Im Cz ≥ λmin(B∗B) ‖z‖2,
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and it remains to analyse the matrix B∗B. The minimal eigenvalue of B∗B
is the inverse of the maximal eigenvalue of B−1B−∗. For all x ∈ Cd,
x∗(Q− iP )(Q∗ + iP ∗)x = ‖Q∗x‖2 + 2Re 〈Q∗x, iP ∗x〉+ ‖P ∗x‖2
≤ 2 (‖Q∗x‖2 + ‖P ∗x‖2)
≤ 2 (λmax(QQ∗) + λmax(PP ∗)) ‖x‖2.
Therefore
λmin(B∗B) ≥ ρQρP
2(ρQ + ρP )
= ρ∗.
To bound the spectral norm of the real part Re C, we use that the jth
eigenvalue of Re C is dominated by the jth singular value of C, j = 1, . . . , 2d,
where both eigenvalues and singular values are ordered descendingly. This
implies
‖Re C‖2 ≤ ‖C‖2 ≤ ‖C‖F .
We write
C =
(
iA A
A − iA+ iId
)
with A = Id− (Id− iC)−1.
Then,
tr(C∗C) = tr
(− iA∗ A∗
A∗ iA∗ − iId
)(
iA A
A − iA+ iId
)
= tr(3A∗A+ (iA∗ − iId)(− iA+ iId))
= tr(4A∗A− 2ReA+ Id).
We observe that
A = (Id− iC − Id)(Id− iC)−1 = (Id + iC−1)−1
and calculate for the real part of A that
2ReA =
(
(Id + iC−1)−1 + (Id− iC−∗)−1)
= (Id− iC−∗)−1(Id− iC−∗ + Id + iC−1)(Id + iC−1)−1
= (Id− iC−∗)−1(2 Id + 2 Im(−C−1))(Id + iC−1)−1.
Since
(Id− iC−∗)(Id + iC−1) = Id + 2 Im(−C−1) + C−∗C−1,
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we have
tr(C∗C) = tr((Id− iC−∗)−1(3 Id + C−∗C−1)(Id + iC−1)−1)
= tr
(
(Id + 2 Im(−C−1) + C−∗C−1)−1(3 Id +C−∗C−1))
≤ tr(3 Id) = 3d,
where the last estimate relies on the fact that all involved matrices are
positive definite. Hence,
‖Re C‖2 ≤
√
tr(C∗C) ≤
√
3d.
Gaussian cross-Wigner functions for proving Proposition 5.12
We next calculate the formula of the cross-Wigner function of two Gaussian
wave packets that was used to prove the extended norm bound of Proposi-
tion 5.12. We separate the calculation into two parts. First, we analyse how
the wave packet transform
fz(x) = ε
−d/4 f
(
x−q√
ε
)
e ip·x/ε, z = (q, p) ∈ R2d,
influences the cross-Wigner transform
W(f, h)(z) = (2πε)−d
∫
Rd
f(q + 12y) h(q − 12y) e ip·y/ε dy
of two arbitrary square-integrable functions f, h : Rd → C. Then, we ex-
plicitly calculate the Gaussian cross-transform as a Gaussian wave packet in
phase space.
Lemma 5.19 (cross-Wigner function) For arbitrary f, h ∈ L2(Rd) and
z1, z2 ∈ R2d the cross-Wigner function satisfies
W(fz1 , hz2)(z) = µ12 exp( iε(z1 − z2)TJz) W(f0, h0)(z − 12 (z1 + z2))
with µ12 = exp(
i
2ε(p1 − p2)T (q1 + q2)).
Proof. We have
W(fz1 , hz2)(z) = (2πε)−d
∫
Rd
fz1(q +
1
2y) hz2(q − 12y) e ip·y/ε dy
= (2πε)−dε−d/2
∫
Rd
f
(
q−q1+y/2√
ε
)
h
(
q−q2−y/2√
ε
)
e− ip1·(q−q1+y/2)/ε
× e ip2·(q−q2−y/2)/ε e ip·y/ε dy.
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With the translational change of variables x = y + q2 − q1, we obtain
q − q1 + 12y = q − 12(q1 + q2) + 12x,
q − q2 − 12y = q − 12(q1 + q2)− 12x,
and therefore
W(fz1 , hz2)(z)
= (2πε)−dε−d/2
∫
Rd
f
(
q−(q1+q2)/2+x/2√
ε
)
h
(
q−(q1+q2)/2−x/2√
ε
)
e ip·(x−q2+q1)/ε
× exp(− iεpT1 (q − 12 (q1 + q2) + 12x)) exp( iεpT2 (q − 12(q1 + q2)− 12x)) dx
= (2πε)−dε−d/2 exp( i2ε(p1 − p2)T (q1 + q2)) e iq·(p2−p1)/ε e ip·(q1−q2)/ε
×
∫
Rd
f
(
q−(q1+q2)/2+x/2√
ε
)
h
(
q−(q1+q2)/2−x/2√
ε
)
e i(p−(p1+p2)/2)·x/ε dx
= µ12 exp(
i
ε(z1 − z2)TJz) W(f0, h0)(z − 12(z1 + z2)).
The above lemma allows to calculate the cross-Wigner transform for func-
tions centred in the origin and then to move the resulting transform in phase
space. We will apply this approach to Gaussian wave packets with different
width matrices.
Lemma 5.20 (Gaussian cross-Wigner function) We consider a com-
plex symmetric matrix C ∈ Cd×d with ImC > 0. Then, there exist
1. a complex symmetric matrix CW ∈ C2d×2d with Im CW > 0,
2. a complex number γ ∈ C with |γ| ≤ 1,
such that for all z, z1, z2 ∈ R2d
W(gz1 , g[C]z2)(z)
= γ µ12 (πε)
−d e i(z1−z2)·Jz/ε exp( i2ε (z − 12(z1 + z2))T CW (z − 12(z1 + z2))),
where
µ12 = exp(
i
2ε(p1 − p2)T (q1 + q2)).
In particular, if C = iId, then γ = 1 and CW = 2iId.
Proof. By Lemma 5.19,
W(gz1 , g[C]z2)(z) = γ12 e i(z1−z2)·Jz/εW(g0, g[C]0)(z − 12 (z1 + z2)).
We have
W(g0, g[C]0)(z) = (2πε)−d
∫
Rd
g0(q +
1
2y) g[C]0(q − 12y) e ip·y/ε dy.
78 Caroline Lasser and Christian Lubich
The product of the two Gaussian functions reads
g0(q +
1
2y) g[C]0(q − 12y)
= (πε)−d/2(det ImC)1/4 e−
1
2ε |q+y/2|2+
i
2ε (q−y/2)·C(q−y/2)
= (πε)−d/2(det ImC)1/4 e
i
2ε q·(C+iId)q e−
1
8ε y·(Id− iC)y−
i
2ε (C− iId)q·y.
We now use the Gaussian integral formula∫
Rd
exp(−πyTAy − 2π ivT y) dy = (detA)−1/2 exp(−πvTA−1v)
for the complex symmetric matrix
A = 18πε(Id− iC), ReA > 0,
and the complex vector v = 14πε((C − iId)q − 2p). We write the quadratic
form resulting from the Fourier integral as
−πvTA−1v = − 12ε((C − iId)q − 2p)T (Id− iC)−1((C − iId)q − 2p).
We observe that
(C − iId)(Id− iC)−1 = − i(2iC + (Id− iC))(Id − iC)−1
= 2C(Id− iC)−1 − iId
and
(C − iId)(Id − iC)−1(C − iId)
= − i(2C(Id− iC)−1 − iId)(2iC + (Id− iC))
= 4C2(Id− iC)−1 − 3iC − Id.
Since
C + iId + i
(
4C2(Id− iC)−1 − 3iC − Id) = 4C + 4iC2(Id− iC)−1
= 4
(
C(Id− iC) + iC2))(Id − iC)−1 = 4C(Id− iC)−1,
we may write
Wg0,g[C]0(z) = (πε)−d γ exp( i2εzT CW z),
where the determinantal prefactor is given by
γ = 2d/2
(
det ImC
det(Id− iC)2
)1/4
,
and CW denotes the complex symmetric 2d× 2d matrix
CW =
(
4C(Id− iC)−1 −4iC(Id− iC)−1 − 2Id
−4iC(Id− iC)−1 − 2Id 4i(Id − iC)−1
)
.
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We compare CW with the complex symmetric matrix C of Lemma 5.18. Since
Id− (Id− iC)−1 = (Id− iC − Id)(Id− iC)−1 = − iC(Id− iC)−1,
we have
CW = 4 C +
(
0 −2Id
−2Id 0
)
and Im CW = 4 Im C > 0.
Gaussian windowed Fourier transforms for proving Proposition 5.12
The next estimate generalizes the classic integration by parts argument for
proving the superalgebraic decay of the Fourier transform of a smooth func-
tion.
Proposition 5.21 (Gaussian Fourier integral) Let C ∈ Cd×d be a com-
plex symmetric matrix with positive definite imaginary part. Denote
ρ = λmin(ImC), τ = tr(ImC), µ = ‖ReC‖.
Then, for all m ∈ Nd0 and all n ≥ 0 there exists a constant cm,n(ρ, τ, µ) > 0
such that, for all smooth functions f : Rd → C that are bounded together
with all its derivatives, and for all z ∈ Rd, the integral
I(z) = (2π)−d/2
∫
Rd
(w + z)m f(w) exp( i2w
TCw) e iz·w dw
satisfies the estimate
|I(z)| ≤ cm,n(ρ, τ, µ)
(
1 + |z|2)−n/2 sup
|α|≤|m|+n
‖∂αf‖.
Proof. We start by considering z = 0. Since
I(0) = (2π)−d/2
∫
Rd
wm f(w) exp( i2w
TCw) dw,
the bound on Gaussian moments given in Lemma 3.8 provides a constant
γ0,m(ρ) > 0 such that
|I(0)| ≤ γ0,m(ρ) ‖f‖∞.
We now consider z 6= 0 in the following. We combine the polynomial factor
(w + z)m and the function f together with the non-decaying part of the
Gaussian,
fC(w, z) = (w + z)
mf(w) exp( i2w
TReCw).
We write
I(z) = (2π)−d/2
∫
Rd
fC(w, z) exp(−12wT ImCw) e iz·w dw.
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We have
exp(−12wT ImCw)e iz·w
= −(ImCw + iz)
T
|(ImCw, z)|2 ∂w
(
exp(−12wT ImCw)e iz·w
)
.
Therefore, by partial integration,
I(z) = (2π)−d/2
∫
R2
divw
(
(ImCw + iz)fC(w, z)
|(ImCw, z)|2
)
e−
1
2w·ImCw+iz·w dw.
We decompose
divw
(
(ImCw + iz)fC(w, z)
|(ImCw, z)|2
)
= g1(w, z) + g2(w, z)
with
g1(w, z) = fC(w, z) divw
(
(ImCw + iz)
|(ImCw, z)|2
)
and
g2(w, z) =
(ImCw + iz)fC(w, z)
|(ImCw, z)|2 · ∇fC(w, z).
Correspondingly we write the integral as
I(z) = I1(z) + I2(z).
To estimate the first integral I1(z), we calculate the divergence,
divw
ImCw + iz
|(ImCw, z)|2 =
tr(ImC)− 2(ImCw + iz) · ImCw
|(ImCw, z)|4 ,
and obtain ∣∣∣∣divw ImCw + iz|(ImCw, z)|2
∣∣∣∣ ≤ tr(ImC) + 3|(ImCw, z)|2|(ImCw, z)|4
≤ tr(ImC)|z|−4 + 3|z|−2.
Hence,
g1(w, z) ≤
(
tr(ImC)|z|−4 + 3|z|−2) |w + z||m| ‖f‖∞,
and there exists a constant γ1,m(ρ, τ) > 0 such that
|I1(z)| ≤ γ1,m(ρ, τ) |z||m|−2 ‖f‖∞.
To estimate the second integral I2(z), we observe that
|ImCw + iz|
|(ImCw, z)|2 = |(ImCw, z)|
−1 ≤ |z|−1
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and
|∇wfC(w, z)| ≤ sup
|α|≤1
‖∂αf‖
(
|m| |w + z||m|−1 + |w + z||m|(1 + |ReCw|)
)
.
Therefore, there exists a constant γ2,m(ρ, µ) > 0 such that
|I2(z)| ≤ γ2,m(ρ, µ)|z||m|−1 sup
|α|≤1
‖∂αf‖.
Hence, combining the bounds for z = 0 and z 6= 0, we have proved the
existence of a constant γm(ρ, τ, µ) > 0 guaranteeing for all z that
|I(z)| ≤ γm(ρ, τ, µ)
(
1 + |z|2)(|m|−1)/2 sup
|α|≤1
‖∂αf‖.
Repeating the previous integration by parts |m|+n times generates higher-
order derivatives of the functions
w 7→ fC(w, z) and w 7→ (ImCw + iz)/|(ImCw, z)|−2,
which can be bounded in terms of
sup
|α|≤|m|+n
‖∂αf‖∞ and (1 + |z|2)−n/2,
providing the claimed estimate.
We will use the previous polynomial estimate inside an integral over phase
space. The following result guarantees integrability for sufficiently large
polynomial degree.
Lemma 5.22 (polynomial integral)∫
R2d
(
1 + |z|2)−(d+1) dz = πd/d! .
Proof. Let n > 2d. We use two-dimensional polar coordinates to write∫
R2d
(1 + |z|2)−n/2 dz
= (2π)d
∫
[0,∞)d
(1 + r21 + · · · + r2d)−n/2 r1 · · · rd d(r1, . . . , rd).
Since for all c ≥ 0,
2
∫ ∞
0
(1 + r2 + c)−n/2 r dr =
(1 + c)−n/2+1
n/2− 1 ,
we have ∫
R2d
(
1 + |z|2)−n/2 dz = πd
(n/2− 1) · · · (n/2− d) ,
which gives the claimed formula for n = 2d+ 2.
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Properties of the thawed phase function, Lemma 5.13
Here we verify the differentiation formula for the thawed phase function Ψth
and prove invertibility of the matrix Mth.
Proof. We recall that the gradients of the action integral satisfy
∂qS(t, z) = ∂qq(t, z)
T p(t, z) − p,
∂pS(t, z) = ∂pq(t, z)
T p(t, z).
We therefore obtain for the derivatives of the phase function,
∂qΨth(t, x, y, z) = − i(y − q) + 12(x− q(t, z))T ∂qC(t, z)(x − q(t, z))
− ∂qq(t, z)TC(t, z)(x− q(t, z)) + p+ ∂qp(t, z)T (x− q(t, z))
− ∂qq(t, z)T p(t, z) +
(
∂qq(t, z)
T p(t, z)− p)
= − i(y − q) + 12(x− q(t, z))T ∂qC(t, z)(x− q(t, z))
+ (∂qp(t, z)− C(t, z)∂qq(t, z))T (x− q(t, z))
and
∂pΨth(t, x, y, z) =
1
2(x− q(t, z))T ∂pC(t, z)(x− q(t, z))
− ∂pq(t, z)TC(t, z)(x− q(t, z))− (y − q) + ∂pp(t, z)T (x− q(t, z))
− ∂pq(t, z)T p(t, z) + ∂pq(t, z)T p(t, z)
= −(y − q) + 12(x− q(t, z))T ∂pC(t, z)(x− q(t, z))
+ (∂pp(t, z)− C(t, z)∂pq(t, z))T (x− q(t, z)).
This implies
(i∂q + ∂p)Ψ(t, x, y, z) =Mth(t, z)(x− q(t, z))+(
1
2(x− q(t, z))T
(
(i∂qj + ∂pj )C(t, z)
)
(x− q(t, z)))d
j=1
.
with
Mth(t, z)
= − i∂qq(t, z)TC(t, z) + ∂pp(t, z)T + i∂qp(t, z)T − ∂pq(t, z)TC(t, z).
To prove invertibility, we decompose the thawed matrix as
Mth =
(
i Id Id
)(∂qqT ∂qpT
∂pq
T ∂pp
T
)(−C
Id
)
.
Accounting for the presence of the matrix C in the above decomposition, we
do not work directly with the plain productMthM
∗
th, but with the weighted
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matrix Mth (ImC)
−1M∗th. We analyse the C-dependent contribution to this
product, that is, the matrix
Pth =
(−C
Id
)
(ImC)−1
(−C∗ Id) .
We have
Pth =
(
C(ImC)−1C∗ −C(ImC)−1
−(ImC)−1C∗ (ImC)−1
)
=
(
ImC +ReC(ImC)−1ReC −ReC(ImC)−1 − iId
−(ImC)−1ReC + iId (ImC)−1
)
.
Hence, Pth is of the form
Pth =
(
A2 +BA−2B −BA−2
−A−2B A−2
)
+ iJ
with A = (ImC)1/2 and B = ReC. The first summand of Pth allows for a
block Cholesky factorization, and we obtain
Pth = Λ
TΛ + iJ
with
Λ =
(
A 0
−A−1B A−1
)
.
Altogether, we have established that
Mth(ImC)
−1M∗th =
(
i Id Id
) (
DΦTΛTΛDΦ+ iJ
)(− i Id
Id
)
=
(
ΛDΦ
(− i Id
Id
))∗(
ΛDΦ
(− i Id
Id
))
+ 2 Id .
This implies for the determinant
|detMth| ≥ 2d/2 det(ImC)1/2,
and we have proved that Mth is invertible.
Improved norm bound, Proposition 5.14
Using integration by parts, we prove that polynomial powers in the oscil-
latory integral operator lower the norm bound with respect to the semi-
classical parameter.
Proof. As for Proposition 5.7, we perform an inductive proof over |m|. The
case |m| = 0 is already covered by the norm bound of Proposition 5.12. We
therefore start with |m| = 1, where m = ej for some j = 1, . . . , d. We use
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the derivative formula of Lemma 5.13,
(x− q(t, z)) e iΨth(t,x,y,z)/ε
=
(
ε
i Mth(t, z)
−1(i∂q + ∂p)− v(t, x, z)
)
e iΨth(t,x,y,z)/ε.
with
v(t, x, z) =
Mth(t, z)
−1 (1
2(x− q(t, z))T
(
(i∂qj + ∂pj )C(t, z)
)
(x− q(t, z)))d
j=1
.
Integration by parts yields
Ij(t)ψ(x)
= 2−d(πε)−3d/2
∫
R3d
(x− q(t, z))j b(q(t, z), x) e iΨ(t,x,y,z)/εψ(y) d(y, z)
= ε i
d∑
k=1
Ijk(t)ψ(x) − I2(t)ψ(x)
with
Ijk(t)ψ(x) = 2−d(πε)−3d/2∫
R3d
(i∂q + ∂p)k
(
b(q(t, z), x)Mth(t, z)
−1
jk
)
e iΨ(t,x,y,z)/εψ(y) d(y, z)
and
I2(t)ψ(x)
= 2−d(πε)−3d/2
∫
R3d
b(q(t, z), x) vj(t, x, z) e
iΨ(t,x,y,z)/εψ(y) d(y, z).
All the operators Ijk(t) contain terms that are of order zero with respect to
x − q(t, z), while the corresponding polynomial terms in I2(t) are of order
two. Therefore, by Proposition 5.12,
‖Ijk(t)ψ‖ ≤ γ0(b, ρ∗) d1(Mth(t)−1,Φt) ‖ψ‖
and
‖I2(t)ψ‖ ≤ γ2(b, ρ∗) d0(Mth(t)−1) d1(C(t)) ε ‖ψ‖.
This implies
‖Ij(t)ψ ‖ ≤ ε
d∑
k=1
‖Ijk(t)ψ‖+ ‖I2(t)ψ‖
≤ γ0,2(b, ρ∗) d1(Mth(t)−1,Φt, C(t)) ε ‖ψ‖.
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For the inductive step, we consider
Ij(t)ψ(x)
= 2−d(πε)−3d/2
∫
R3d
(x− q(t, z))m+ej b(q(t, z), x) e iΨ(t,x,y,z)/εψ(y) d(y, z)
= ε i
(I|m|(t) + I|m|−1(t))ψ(x) + I|m|+2(t)ψ(x)
with
I|m|(t)ψ(x) = 2−d(πε)−3d/2
d∑
k=1
∫
R3d
(x− q(t, z))m
× (i∂q + ∂p)k
(
b(q(t, z), x)Mth(t, z)
−1
jk
)
e iΨ(t,x,y,z)/εψ(y) d(y, z)
and
I|m|−1(t)ψ(x) = 2−d(πε)−3d/2
d∑
k=1
∫
R3d
b(q(t, z), x)Mth(t, z)
−1
jk
× (i∂q + ∂p)k ((x− q(t, z))m) e iΨ(t,x,y,z)/εψ(y) d(y, z)
and
I|m|+2(t)ψ(x) = −2−d(πε)−3d/2∫
R3d
(x− q(t, z))m b(q(t, z), x) vj(t, x, z)e iΨ(t,x,y,z)/εψ(y) d(y, z).
These three integral operators contain monomials in x− q(t, z) of order |m|,
|m| − 1 and |m|+ 2, respectively. By the inductive hypothesis,
‖I|m|(t)ψ‖ ≤ γ|m|(b, ρ∗) d|m|+1(Mth(t)−1,Φt, C(t)) ε⌈|m|/2⌉ ‖ψ‖,
‖I|m|−1(t)ψ‖ ≤ γ|m|−1(b, ρ∗) d|m|(Mth(t)−1,Φt, C(t)) ε⌈(|m|−1)/2⌉ ‖ψ‖.
By the norm estimate of Proposition 5.12,
‖I|m|+2(t)ψ‖ ≤ γ|m|+2(ρ∗, b) d1(C(t)) ε(|m|+2)/2 ‖ψ‖.
Combining the three estimates, we obtain
‖Ij(t)ψ ‖ ≤ ε
(‖I|m|(t)ψ‖ + ‖I|m|−1(t)ψ‖) + ‖I|m|+2(t)ψ‖
≤ γ|m|+2(b, ρ∗) d|m|+1(Mth(t)−1,Φt, C(t))ε⌈(|m|+1)/2⌉ ‖ψ‖,
where we have used that
⌈(|m| − 1)/2⌉ + 1 = ⌈(|m|+ 1)/2⌉.
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Defect calculation, Lemma 5.15
The calculation of the defect of the thawed Gaussian approximation is sim-
ilar to that for the variationally determined Gaussian wave packet.
Proof. The time derivative of the thawed Gaussian’s normalization,
∂t(det ImC(t))
1/4 = −12 (det ImC(t))1/4 trC(t),
is elegantly calculated via the relation ImC(t) = (Q(t)Q(t)∗)−1 in Hage-
dorn’s parametrization of complex symmetric matrices with positive definite
imaginary part. Then, one obtains
∂tg(t)Φt = −12trC(t)g(t)Φt
+ ∂t
(
i
2ε(x− q(t))TC(t)(x− q(t)) + iεp(t)T (x− q(t))
)
g(t)Φt
and consequently
∂t
(
e iS(t)/εg(t)Φt
)
= 1iε f1(t) e
iS(t)/εg(t)Φt
with
f1 = − iε2 tr(C)− 12 |p|2 + V (q)
+ pT q˙ + (Cq˙ − p˙)T (x− q)− 12(x− q)T C˙(x− q).
The analogue of the variational calculation yields
1
iεH g(t)Φt =
1
iεf2(t)g(t)Φt
for the action of the Schro¨dinger operator, with
f2 = − iε2 tr(C) + 12 |p|2 + V (q) + (Cp+∇V (q))T (x− q)
+ 12(x− q)T (C2 +∇2V (q))(x− q) + pTC(x− q) +Wq.
By the classical equations of motion, we have f2(t) − f1(t) = Wq(t) and
therefore the claimed representation of the defect.
5.9. Notes
The wave packet transform of Propositions 5.1 and 5.10 has different names
in different mathematical subcultures. In time-frequency analysis, it is
known as windowed Fourier transform, short-time Fourier transform or con-
tinuous wavelet transform when alluding to (Grossmann and Morlet 1984).
For the special case of a Gaussian window function, it is called a Gabor
transform in reference to Gabor (1946). In the coherent states monograph
of Combescure and Robert (2012, Chapter 1.2.3), the wave packet transform
is called the Fourier–Bargmann transform. The books of Folland (1989,
Chapter 3.3) and Martinez (2002, Chapter 3) use the term Fourier–Bros–
Iagolnitzer transform, which is often abbreviated to FBI transform.
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The notion of a thawed Gaussian superposition seems to originate in chem-
ical physics. Numerical analysts commonly refer to such approximations as
Gaussian beams. They have been applied successfully to dispersive wave
equations in the high frequency regime, but also to hyperbolic problems.
Jin et al. (2011) gave an earlier account of this line of research for the
semiclassical Schro¨dinger equation. In the Gaussian beam literature, WKB
initial data
ψ0(x) = (A0(x) + εA1(x) + · · · )e iSin(x)/ε
are usually considered, either approximated by Gaussian wave packets with
centres z = (q, p) in some subset of phase space or by first choosing the
position components q in some subset of configuration space and then fixing
the momenta to be p = ∇Sin(q). For Gaussian beam superpositions with
centres on a Lagrangian submanifold of phase space, the first optimal error
estimate – an order ε result in L2(Rd) – was proved by Zheng (2014) using
WKB techniques with a matching procedure at caustic points. In contrast,
Liu, Runborg and Tanushev (2016) considered Gaussian beam superposi-
tions that are position guided and improved their earlier results (Liu, Run-
borg and Tanushev 2013) to the optimal order ε in L2-norm. Their direct
analysis of the oscillatory integral operators also allows for an extension to
Sobolev and sup-norm estimates. The thawed approach developed by Berra,
Bulai, Cordero and Nicola (2017) and Cordero, de Gosson and Nicola (2017)
represents an arbitrary square-integrable initial datum by a Gabor frame of
Gaussian wave packets that are centred on a phase space lattice. The per-
formed error analysis, however, only yields an order
√
ε result. The line of
argument for proving the optimal order ε estimate presented in Theorem 5.2
is indicated in Robert (2010, Sections 3–4) but not carried out fully there.
The class of frozen Gaussian approximations is similar in spirit to the
thawed superpositions, but only evolves the phase space centres and corre-
sponding action integrals. The first method of this type seems to have been
proposed by Heller (1981), who did not consider a time-dependent weight-
ing factor but argued that collective correlation might improve the accuracy
despite the constraint that the wave packets are not allowed to spread. This
ansatz was followed up by Herman and Kluk (1984), who introduced a time-
dependent weight to the frozen approximation. Later, in (Kluk, Herman and
Davis 1986), the original lengthy expression of the Herman–Kluk prefactor
was simplified to the more handy form of Definition 5.2, and numerical
results for a particle method with initial Monte Carlo sampling were pre-
sented. Fifteen years later, a couple of papers in the chemical literature
critically questioned the validity of the Herman–Kluk approximation, and
it was Kay (2006) who developed the elaborate integration by parts per-
formed in Theorem 5.3 to justify a semiclassical expansion in powers of
the semiclassical parameter, which has the Herman–Kluk propagator as its
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leading term. The first correction term of this expansion was numerically
explored in (Hochman and Kay 2006). The first mathematically rigorous
error estimates were due to Swart and Rousse (2009). A noticeably sim-
plified approach to the required norm bounds relying on Bargmann kernel
estimates was later proposed by Robert (2010). The direct use of the wave
packet transform, however, as pursued in Proposition 5.4 and Corollary 5.5,
appears to be new and offers an even more elementary method for assessing
the accuracy of the frozen approximation. The numerical realisation of the
Herman–Kluk propagator as a particle method was considered in (Lasser
and Sattlegger 2017).
6. Wigner functions
In this section we derive approximations to expectation values of observables
that are obtained directly without previously computing the wave function.
They are based on Egorov’s theorem, which relates quantum observables
and classically propagated observables, and on Wigner or Husimi functions,
which represent averages of quantum observables as integrals over classi-
cal phase space. The combination leads to a computational approach of
O(ε2) accuracy in which quadrature points in phase space (particles) are
transported by the classical equations of motion.
6.1. Weyl quantisation
To every classical observable, i.e. a smooth function a : R2d → R on phase
space, we would like to assign a quantum observable, i.e. a self-adjoint linear
operator â = op(a) acting on a suitable subspace dom(â) of L2(Rd), such
that the coordinate projections (q, p) 7→ qj and (q, p) 7→ pj for j = 1, . . . , d
result in the familiar position and momentum operators,
q̂jψ(x) = xjψ(x) and p̂jψ(x) = − iε∂jψ(x).
However, due to the commutator relation
1
iε [q̂j, p̂k] = δjk,
there are several ways to quantise even a simple function such as the product
(q, p) 7→ qjpj . Weyl quantisation takes a democratic attitude to this non-
commutative challenge and works for bivariate polynomials as follows.
Definition 6.1 (Weyl-quantised polynomial) Let j, k ≥ 0, and con-
sider the polynomial a : R2 → R with a(q, p) = qjpk for all (q, p) ∈ R2.
We define the Weyl-quantised operator op(a) of the polynomial function a
according to
op(a) =
1
(j + k)!
∑
σ∈Sj+k
σ(q̂, . . . , q̂︸ ︷︷ ︸
j times
, p̂, . . . , p̂︸ ︷︷ ︸
k times
),
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where, for a permutation σ of j + k elements and operators A1, . . . , Aj+k,
we denote σ(A1, . . . , Aj+k) = Aσ(1) · · ·Aσ(j+k).
This democratic average of all the possible orderings of the position and
the momentum operator has remarkable properties. Imposing linearity of
the quantisation map a 7→ op(a), the binomial theorem yields for all α, β ∈ R
that
op((αq + βp)n) =
n∑
k=0
(
n
k
)
αkβn−kop(qkpn−k)
=
n∑
k=0
(
n
k
)
αkβn−k
1
n!
∑
σ∈Sn
σ(q̂, . . . , q̂︸ ︷︷ ︸
k times
, p̂, . . . , p̂︸ ︷︷ ︸
n−k times
)
= (αq̂ + βp̂)n,
and for all N ∈ N,
op
( N∑
n=0
in
n!
(αq + βp)n
)
=
N∑
n=0
in
n!
(αq̂ + βp̂)n.
Formally passing to the limit N →∞, this suggests defining
op(exp(i(αq + βp))) := exp(i(αq̂ + βp̂)).
We let
Fεa(α, β) = 1
2πε
∫
R2
a(q, p) e− i(αq+βp)/εd(q, p)
denote the semiclassically scaled, unitaryFourier transform of a Schwartz
function a : R2 → R. By the Fourier inversion formula we may write
a(q, p) =
1
2πε
∫
R2
Fεa(α, β) e i(αq+βp)/εd(α, β).
This motivates to set
op(a) =
1
2πε
∫
R2
Fεa(α, β) e i(αq̂+βp̂)/εd(α, β),
where the operator-valued integration has to be performed carefully. The
unitary operator e i(αq̂+βp̂)/ε is often referred to as a Heisenberg–Weyl trans-
lation operator. The following lemma explains this notion.
Lemma 6.1 (Heisenberg–Weyl translation) For all α, β ∈ Rd and for
all ϕ ∈ L2(Rd),
e i(α·q̂+β·p̂)/εϕ(x) = e iα·β/(2ε)e iα·x/εϕ(x+ β), x ∈ Rd.
Proof. We use the unitary evolution problem for the unbounded self-adjoint
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operator α · q̂ + β · p̂ for Schwartz class initial data,
iε∂tψ = (α · q̂ + β · p̂)ψ, ψ(0) = ϕ,
and verify that its solution ψ(t, x) = e− i(α·q̂+β·p̂) t/εϕ(x) satisfies
ψ(t, x) = e iα·βt
2/(2ε)e− iα·xt/εϕ(x− tβ).
Indeed, we differentiate the above formula and obtain
iε∂tψ(t, x) = (−α · βt+ α · x)ψ(t, x) − iεβe iα·βt2/(2ε)e− iα·xt/ε∇ϕ(x− tβ)
= (α · x− iεβ · ∂x)ψ(t, x) = (α · q̂ + β · p̂)ψ(t, x).
Then our claim follows by setting t = −1.
Using the formula of the lemma for the phase space translation in the
one-dimensional case d = 1, we rewrite the operator op(a) as an integral
operator,
op(a)ϕ(x)
=
1
2πε
∫
R2
Fεa(α, β) e i(αq̂+βp̂)/εϕ(x)d(α, β)
=
1
(2πε)2
∫
R4
a(w, z) e iα(x+β/2−w)/ε− iβz/ε ϕ(x+ β) d(w, z, α, β)
=
1
2πε
∫
R2
a(x+ 12β, z) e
− iβz/εϕ(x+ β)d(z, β)
=
1
2πε
∫
R2
a(12(x+ y), z)e
iz(x−y)/εϕ(y)d(z, y).
We naturally arrive at the following definition of Weyl-quantised Schwartz
functions. We recall that a Schwartz function on R2d is a smooth (i.e.
infinitely differentiable) function that decays faster than the inverse of any
polynomial.
Definition 6.2 (Weyl-quantised Schwartz function) For a Schwartz
function a : R2d → R, we define the hermitian operator op(a) on L2(Rd) by
setting, for all ϕ ∈ L2(Rd),
op(a)ϕ(x) =
∫
Rd
κa(x, y)ϕ(y) dy (6.1)
with
κa(x, y) = (2πε)
−d
∫
Rd
a(12 (x+ y), p) e
ip·(x−y)/εdp.
We note that the integral kernel κa can also be used to define the Weyl
quantisation of smooth polynomially bounded functions a : R2d → R, if the
partial Fourier transform is understood in a distributional sense and the
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domain of the operator op(a) is chosen carefully. In particular, we may view
the Hamiltonian operator
H = − ε22 ∆x + V
as the semiclassically scaled Weyl quantisation H = op(h) of the classical
Hamilton function h(q, p) = 12 |p|2 + V (q).
6.2. Quantum versus classical evolution of observables
For expectation values 〈A〉ψ(t) = 〈ψ(t) |Aψ(t)〉 of time-evolved wave func-
tions
ψ(t) = exp
( t
iε
H
)
ψ(0)
we observe that the time derivative
d
dt
〈A〉ψ(t) =
〈
1
iε [A,H]
〉
ψ(t)
(6.2)
involves the commutator
[A,H] = AH −HA
of the observable A and the Hamiltonian operator H.
On the other hand, along the classical Hamiltonian equations of motion
q˙ = ∇ph(q, p),
p˙ = −∇qh(q, p),
or rewritten in the combined phase space variables z = (q, p) ∈ R2d,
z˙ = J−1∇h(z), where J =
(
0 −Idd
Idd 0
)
, J−1 = −J,
the classical observable a(z(t)) changes according to
d
dt
a(z) = ∇a(z) · z˙ = ∇a(z) · J−1∇h(z) =: {a, h}(z), (6.3)
which is the Poisson bracket of the functions a and h at z. Like the
commutator above, the Poisson bracket is skew-symmetric and satisfies
the Jacobi identity. We note that for h(q, p) = 12 |p|2 + V (q), we have{a, h} = ∇qa · p−∇pa · ∇V .
In the following, we prove a result of quantum-classical correspondence,
in the sense that the scaled commutator of the Weyl operators A = op(a)
and H = op(h) is approximately the Weyl-quantised Poisson bracket of a
and h,
1
iε [A,H] = op({a, h}) +O(ε2).
The arguments of our proof involve Taylor expansion and partial integration,
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up to a final estimate that relies on the Caldero´n–Vaillancourt theorem on
the L2-continuity of pseudo-differential operators, see for example (Martinez
2002, Theorem 2.8.1).
Proposition 6.2 (commutator estimate) Let the phase space function
a : R2d → R that defines the observable A = op(a) and the potential
V : Rd → R both be smooth functions such that their derivatives of order
≥ 3 are all bounded. Then, there exists a constant C <∞ such that for all
ε > 0 and all Schwartz functions ϕ : Rd → C
‖( 1iε [A,H] − op({a, h}))ϕ‖ ≤ Cε2‖ϕ‖.
If a or V is a polynomial of degree at most 2, then C = 0.
Proof. We first compute the commutator with the Laplacian. We obtain
by partial integration
op(a)∆xϕ(x) = (2πε)
−d
∫
R2d
a(x+y2 , p)e
ip·(x−y)/ε∆yϕ(y) d(p, y)
= (2πε)−d
∫
R2d
∆y
(
a(x+y2 , p)e
ip·(x−y)/ε
)
ϕ(y) d(p, y) .
Now we exchange the variable of differentiation according to
∆y
(
a(x+y2 , p)e
ip·(x−y)/ε
)
= ∆x
(
a(x+y2 , p)e
ip·(x−y)/ε
)
− 2iε ∇xa(x+y2 , p) · p e ip·(x−y)/ε .
This implies
op(a)∆xϕ(x) = ∆xop(a)ϕ(x) − 2iε op(∇qa · p)ϕ(x),
so we obtain the identity
1
iε [op(a),− ε
2
2 ∆x] = op(∇qa · p).
Next we compute the commutator with the potential,
[op(a), V ]ϕ(x) (6.4)
= −(2πε)−d
∫
R2d
a(x+y2 , p) (V (x)− V (y)) e ip·(x−y)/εϕ(y) d(p, y) .
Taylor expansion around the midpoint yields
V (x)− V (y) = ∇V (x+y2 )T (x− y) + 14
∑
|m|=3
rm(x, y)(x− y)m,
where for multi-indices m = (m1, . . . ,md) ∈ Nd0 with |m| =
∑d
i=1mi = 3,
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we write (x− y)m =∏di=1(xi − yi)mi and ∂mV = ∂m11 . . . ∂mdd V , and
rm(x, y) =
∫ 1
0
1
2(1− θ)2
(
∂mV (x+y2 + θ
x−y
2 )− ∂mV (x+y2 + θ y−x2 )
)
dθ.
We observe that
(x− y)e ip·(x−y)/ε = εi ∇pe ip·(x−y)/ε.
Inserting the first summand ∇V (x+y2 ) · (x − y) back into the integral, we
perform a partial integration and obtain
(2πε)−d
∫
R2d
a(x+y2 , p)∇V (x+y2 ) · εi∇pe ip·(x−y)/εϕ(y) d(p, y)
= iε op(∇pa · ∇V )ϕ(x).
Analogously, we obtain for the terms in the second summand
(2πε)−d
∫
R2d
a(x+y2 , p) rm(x, y) (
ε
i∂p)
me ip·(x−y)/εϕ(y) d(p, y)
= (2πε)−d
∫
R2d
(− εi∂p)ma(x+y2 , p) rm(x, y) e ip·(x−y)/εϕ(y) d(p, y).
To bound these integrals we use a Caldero´n–Vaillancourt theorem, see for
example (Martinez 2002, Theorem 2.8.1). These theorems prove bounded-
ness for a large class of pseudo-differential operators that contains Weyl-
quantised operators provided that their symbols have bounded derivatives:
Let b : R3d → C be a smooth function with bounded derivatives and o˜p(b)
the operator with the integral kernel
κb(x, y) = (2πε)
−d
∫
Rd
b(x, y, p) e ip·(x−y)/εdp.
Then, o˜p(b) is a bounded operator on L2(Rd) with
‖o˜p(b)‖ ≤ C
∑
|m|≤M
‖∂mb‖∞, (6.5)
where the positive constants C,M > 0 only depend on the dimension d. In
our case, we set
b(x, y, p) = 14
∑
|m|=3
∂mp a(
x+y
2 , p) rm(x, y)
and summarise our calculations as
1
iε [op(a), op(h)] = op({a, h}) + ε2 o˜p(b).
Applying the Caldero´n–Vaillancourt estimate (6.5), we conclude our proof.
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The correspondence between commutators of operators and Poisson brack-
ets of functions can be lifted to a similar relation between quantum and
classical propagation of observables. For the formulation of this result, we
consider the classical flow map Φt : R2d → R2d of the Hamilton function
h, that is, Φt(z0) equals the solution z(t) of the Hamiltonian differential
equations with initial value z0. The classical flow Φ
t thus satisfies
∂tΦ
t = J−1∇h ◦ Φt, Φt|t=0 = Id2d,
and for functions a that evolve along this flow, we have from (6.3) (noting
energy conservation h = h ◦Φt)
∂t(a ◦Φt) = {a ◦Φt, h}.
Proposition 6.2 yields the following key result of quantum-classical corre-
spondence for the evolution of expectation values.
Theorem 6.3 (Egorov’s theorem) We consider classically evolved ex-
pectation values. We assume the following:
1. The potential function V is smooth, and its derivatives of order ≥ 2
are all bounded.
2. The function a that defines the observable A = op(a) is smooth and
bounded together with all its derivatives.
Then, the error between the classically evolved expectation value and that
of the solution ψ(t) of the Schro¨dinger equation with Schwartz class initial
data of unit norm satisfies∣∣〈A〉ψ(t) − 〈op(a ◦ Φt)〉ψ(0)∣∣ ≤ c t ε2, 0 ≤ t ≤ t,
where c depends on the derivative bounds of a and V and on t¯ but is inde-
pendent of ψ(0), ε and t ≤ t¯.
Proof. We first compare quantum and classical evolution,
e itH/ε op(a) e− itH/ε − op(a ◦ Φt)
=
∫ t
0
d
ds
(
e isH/ε op(a ◦Φt−s) e− isH/ε
)
ds
=
∫ t
0
e isH/ε
(
1
iε [op(a ◦Φt−s),H]− ∂t op(a ◦Φt−s)
)
e− isH/ε ds,
where we note that
∂t op(a ◦Φt−s) = op(∂t(a ◦Φt−s)) = op({a ◦ Φt−s, h}).
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This implies
〈ψ(t) |Aψ(t)〉 − 〈ψ(0) | op(a ◦ Φt)ψ(0)〉
=
∫ t
0
〈ψ(s) | ( 1iε [op(a ◦ Φt−s),H]− op({a ◦ Φt−s, h}))ψ(s)〉ds.
Since the Schro¨dinger evolution is norm-conserving, we then obtain∣∣〈ψ(t) |Aψ(t)〉 − 〈ψ(0) | op(a ◦ Φt)ψ(0)〉∣∣
≤
∫ t
0
‖ ( 1iε [op(a ◦Φt−s),H]− op({a ◦ Φt−s, h}))ψ(s)‖ds.
The assumptions on a and V ensure that a◦Φt has bounded derivatives of all
orders uniformly on bounded time intervals. By the commutator estimate
of Proposition 6.2, there exists a constant c such that for 0 ≤ s ≤ t ≤ t¯
‖ ( 1iε [op(a ◦Φt−s),H]− op({a ◦ Φt−s, h}))ψ(s)‖ ≤ c ε2.
Inserting this bound into the above inequality proves the result.
Remark 6.1 The above argument not only proves an error bound for
expectation values but also provides an evolution estimate in operator norm.
Revisiting the proof, we observe, that under the assumptions of Theorem 6.3,∥∥∥e itH/ε op(a) e− itH/ε − op(a ◦ Φt)∥∥∥ ≤ c t ε2, 0 ≤ t ≤ t. (6.6)
Corollary 6.4 (norm and energy conservation) The approximation pro-
vided by Egorov’s theorem conserves norm and energy.
Proof. Norm and energy are associated with the observables a = 1 and
a = h, respectively. We have
d
dt
〈
op(1 ◦Φt)〉
ψ(0)
= 0 and
d
dt
〈
op(h ◦Φt)〉
ψ(0)
= 0.
6.3. Wigner functions
Egorov’s theorem turns into a computational method for the simulation
of expectation values when describing the inner products involving Weyl-
quantised operators A = op(a) as phase space averages weighted by the
wave function’s Wigner function. Indeed, we observe that for Schwartz
functions a : R2d → R and ψ ∈ L2(Rd), the measure-preserving change of
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variables R2d → R2d, (q, y) 7→ (q + 12y, q − 12y) yields
〈A〉ψ =
∫
Rd
ψ(q) op(a)ψ(q) dq
= (2πε)−d
∫
R3d
ψ(q) a(12 (q + y), p) e
ip·(q−y)/εψ(y) d(q, p, y)
=
∫
R2d
a(q, p) (2πε)−d
∫
Rd
ψ(q + 12y)ψ(q − 12y) e ip·y/ε dy d(q, p).
This simple calculation has far-reaching consequences, and so we reformulate
the result as a combined theorem and definition.
Theorem 6.5 (Wigner function) Let A = op(a) be the Weyl quantisa-
tion of a Schwartz function a : R2d → R. Then, the expectation value of the
observable A with respect to a wave function ψ ∈ L2(Rd) equals
〈A〉ψ =
∫
R2d
a(z)Wψ(z) dz, (6.7)
where the Wigner function Wψ : R2d → R is given by
Wψ(q, p) = (2πε)−d
∫
Rd
ψ(q + 12y)ψ(q − 12y) e ip·y/ε dy.
The values of Wigner functions are real, but not always positive, since for
example ψ(x) = −ψ(−x) impliesWψ(0) = −(πε)−d‖ψ‖2 ≤ 0 . One can even
fully characterize the square-integrable functions with non-negative Wigner
function by
Wψ ≥ 0 if and only if ψ is a complex-valued Gaussian;
see Hudson (1974) and Soto and Claverie (1983). In particular, the Wigner
function of a complex-valued Gaussian wave packet is a real-valued phase
space Gaussian as Proposition 6.15 later in this section will prove.
Despite its general lack of positivity, the Wigner function has several
properties of a simultaneous probability density with respect to positions
and momenta. For ψ ∈ L2(Rd), we let
Fεψ(p) = (2πε)−d/2
∫
Rd
ψ(x) e− ix·p/ε dx, p ∈ Rd,
denote the scaled Fourier transform of the function ψ.
Lemma 6.6 (marginals of the Wigner function) Let ψ ∈ L2(Rd). Then,
for all (q, p) ∈ R2d,
|ψ(q)|2 =
∫
Rd
Wψ(q, p) dp and |Fεψ(p)|2 =
∫
Rd
Wψ(q, p) dq.
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In particular,
‖ψ‖2 =
∫
R2d
Wψ(z) dz.
Proof. The formula for the position density follows by Fourier inversion:
with σq(y) = ψ(q +
1
2y)ψ(q − 12y),∫
Rd
Wψ(q, p) dp = (2πε)−d/2
∫
Rd
(2πε)−d/2
∫
Rd
σq(y) e
ip·y/ε dy dp
= (2πε)−d/2
∫
Rd
(F−1ε σq)(p) dp = σq(0) = |ψ(q)|2.
The formula for the momentum density then follows from the following
lemma, in which the roles of q and p are exchanged by Fourier transforma-
tion.
Lemma 6.7 (Fourier and Wigner transformation) For (q, p) ∈ R2d,
WFεψ(q, p) =Wψ(−p, q) and WF−1ε ψ(q, p) =Wψ(p,−q).
Proof. We have
WFεψ(q, p)
= (2πε)−2d
∫
R3d
ψ(x)ψ(x˜)e ix·(q+y/2)/ε− ix˜·(q−y/2)/ε+ip·y/ε d(x, x˜, y).
We write
x · (q + 12y)− x˜ · (q − 12y) + p · y = q · (x− x˜) + y · (12x+ 12 x˜+ p)
such that by Fourier inversion
WFεψ(q, p)
= (2πε)−2d 2d
∫
R3d
ψ(x)ψ(2x˜)e iq·(x−2x˜)/ε+y·(x/2+x˜+p) d(x, x˜, y)
= (2πε)−d 2d
∫
Rd
ψ(x)ψ(−2p − x)e iq·(2x+2p)/ε dx
= (2πε)−d
∫
Rd
ψ(−p+ 12y)ψ(−p − 12y)e iq·y/ε dy = Wψ(−p, q).
The second formula is proved in the same way.
Wigner transformation turns the position and the momentum operator
into quadratic operators as follows.
Lemma 6.8 (position and momentum operator) For any Schwartz func-
tion ψ : Rd → C and for any j = 1, . . . , d,
Wq̂jψ = (q2j + ε
2
4 ∂
2
pj)Wψ and Wp̂jψ = (p2j + ε
2
4 ∂
2
qj)Wψ.
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We provide an almost effortless proof of these two formulas, even though
Proposition 6.18 contains them as a special case.
Proof. We calculate
Wq̂jψ(q, p) = (2πε)−d
∫
Rd
(q2j − 14y2j )ψ(q + 12y)ψ(q − 12y)e ip·y/ε dy
= (q2j +
ε2
4 ∂
2
pj )Wψ(q, p),
since (− iε∂pj )2e ip·y/ε = y2j e ip·y/ε. The second formula then follows from the
first formula and Lemma 6.7.
The duality relation between the Weyl quantisation of observables and
the Wigner transformation of wave functions, as given by Theorem 6.5,
immediately yields the following version of Egorov’s theorem (Theorem 6.3).
Corollary 6.9 (Egorov’s theorem for Wigner functions) Under the
assumptions of Theorem 6.3, the error between the classically evolved Wigner
function and the expectation value of the Schro¨dinger solution ψ(t) with ini-
tial value ψ(0) of unit norm satisfies∣∣∣∣〈A〉ψ(t) − ∫
R2d
a(Φt(z))Wψ(0)(z) dz
∣∣∣∣ ≤ c t ε2, 0 < t ≤ t¯,
where the constant c <∞ depends only on the derivative bounds of a and V
but is independent of ψ(0), ε and t.
This result motivates a numerical method for the computation of expecta-
tion values that is particularly inexpensive and second order accurate with
respect to the semiclassical parameter ε, provided that the initial Wigner
function is accessible:
1. Choose a set of numerical quadrature points zi ∈ R2d and evaluate the
initial Wigner function Wψ(0) at the points zi.
2. Transport the points zi by the classical flow Φ
t and evaluate the clas-
sical observable a at the points Φt(zi) of the classical trajectories.
3. Form the (possibly weighted) sum of products of the quantities from
1. and 2. according to the chosen quadrature rule.
6.4. Husimi functions and spectrograms
It is tempting to view the above computational scheme as a particle method
that propagates samples from the initial Wigner probability distribution
along classical trajectories. However, due to Hudson’s theorem, this point
of view is limited to initial data that are Gaussian wave packets, since they
are the only functions with positive Wigner function.
On the other hand, the following analysis shows that a systematic cor-
rection is possible that reconciles sampling of positive phase space densities
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with classical transport. This is important because it enables the use of
Monte Carlo methods, which sample from a probability distribution and are
able to approximate phase space integrals in high dimensions and under low
regularity requirements.
We now reenter the study of the basic properties of Wigner functions with
the fundamental result of the next lemma, which states that the convolution
of two Wigner functions is always non-negative:
(Wϕ ∗ Wψ)(z) =
∫
R2d
Wϕ(z − w)Wψ(w) dw ≥ 0.
Such convolutions are known in the literature as spectrograms.
Lemma 6.10 (spectrograms) For all ϕ,ψ ∈ L2(Rd), we have
(Wϕ ∗ Wψ)(z) = (2πε)−d |〈ϕz |ψ〉|2 , z = (q, p) ∈ R2d,
where ϕz(x) = e
− ip·(q−x)/εϕ(q − x) for x ∈ Rd. Moreover,∫
R2d
(Wϕ ∗Wψ)(z) dz = ‖ϕ‖2 ‖ψ‖2.
For ϕ and ψ of unit norm, Wϕ ∗ Wψ is thus a probability density on R2d.
Proof. We begin with the noteworthy identity
〈Wϕ | Wψ〉 = (2πε)−d |〈ϕ|ψ〉|2 .
This is obtained by Fourier inversion,
〈Wϕ | Wψ〉 =
∫
R2d
Wϕ(z)Wψ(z) dz
= (2πε)−2d
∫
R4d
ϕ(q + 12y)ϕ(q − 12y)
× ψ(q + 12y′)ψ(q − 12y′) e ip·(y
′−y)/ε d(y, y′, q, p)
= (2πε)−d
∫
R2d
ϕ(q + 12y)ϕ(q − 12y)ψ(q + 12y)ψ(q − 12y) d(y, q)
and by the measure-preserving change of variables (y, q) 7→ (q+ 12y, q− 12y),
〈Wϕ | Wψ〉 = (2πε)−d
∫
R2d
ϕ(x)ϕ(x′)ψ(x)ψ(x′) d(x, x′) = (2πε)−d |〈ϕ|ψ〉|2 .
We now turn to the convolution Wϕ ∗ Wψ. We denote z = (qz, pz) and
w = (qw, pw) ∈ R2d, and write
Wϕ(z − w) = (2πε)−d
∫
Rd
ϕ(qz − qw + 12y)ϕ(qz − qw − 12y)e i(pw−pz)·y/ε dy,
100 Caroline Lasser and Christian Lubich
where the integrand equals ϕz(qw +
1
2y)ϕz(qw − 12y)e ipw·y/ε. This yields
Wϕ(z − w) =Wϕz(w),
and hence the convolution becomes
(Wϕ ∗ Wψ)(z) =
∫
R2d
Wϕ(z − w)Wψ(w) dw =
∫
R2d
Wϕz(w)Wψ(w) dw
= 〈Wϕz | Wψ〉 = (2πε)−d |〈ϕz |ψ〉|2 .
To calculate the integral of the spectrogram, we again use Fourier inversion,∫
R2d
(Wϕ ∗ Wψ)(z) dz = (2πε)−d
∫
R2d
〈ϕz |ψ〉〈ψ|ϕz〉dz
= (2πε)−d
∫
R4d
ϕ(q − x)ψ(x)ψ(y)ϕ(q − y)e ip·(y−x) d(x, y, q, p)
=
∫
R4d
ϕ(q − x)ψ(x)ψ(x)ϕ(q − x) d(x, q) = ‖ϕ‖2 ‖ψ‖2.
The most popular spectrogram stems from the convolution with a stan-
dard Gaussian function of unit width and phase space centre zero.
Definition 6.3 (Husimi function) For a function ψ ∈ L2(Rd) we define
its Husimi function Hψ : R2d → [0,∞),
Hψ(z) = (Wg0 ∗ Wψ)(z) = (2πε)−d |〈gz |ψ〉|2 ,
where
gz(x) = (πε)
−d/4 exp(− 12ε |x− q|2 + iε p · (x− q)), x ∈ Rd,
is a unit width Gaussian centred in the phase space point z = (q, p) ∈ R2d.
The Husimi function has the benefit of being a non-negative phase space
distribution, Hψ ≥ 0, and this is accompanied by a convenient normalisation
property. Since the standard Gaussian g0 has unit norm, Lemma 6.10 yields
that ∫
R2d
Hψ(z) dz = ‖ψ‖2.
The price to be paid is the loss of the exact duality relation for expectation
values with Weyl-quantised observables, as enjoyed by the Wigner function.
The following estimates quantify how much Husimi averages deviate from
the expectation value.
Theorem 6.11 (expectation values) Let a : R2d → R be a smooth
function that is bounded together with all its derivatives, and consider its
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Weyl quantisation A = op(a). Then, for all ψ ∈ L2(Rd),∣∣∣∣〈A〉ψ − ∫
R2d
(a− ε4∆a)(z)Hψ(z) dz
∣∣∣∣ ≤ C ε2‖ψ‖2,
where the constant C depends on derivatives of a of order ≥ 4.
In particular, this implies∣∣∣∣〈A〉ψ − ∫
R2d
a(z)Hψ(z) dz
∣∣∣∣ ≤ c ε‖ψ‖2
for some constant c that depends on derivatives of a of order ≥ 2.
Proof. We use the symmetry Wg0(−z) =Wg0(z) to obtain∫
R2d
a(z)Hψ(z) dz =
∫
R2d
a(z)(Wg0 ∗ Wψ)(z) dz
=
∫
R4d
a(z)Wg0(z − w)Wψ(w) d(w, z)
=
∫
R2d
(a ∗ Wg0)(z)Wψ(z) dz.
We then write the convolution,
(a ∗ Wg0)(z) = (πε)−d
∫
R2d
a(z − w) e−|w|2/ε dw,
and perform a third-order Taylor expansion,
a(z − w) = a(z) −∇a(z)Tw + 12wT∇2a(z)w − 13!
∑
|m|=3
wm∂ma(z)
+ 13!
∑
|m|=4
wm
∫ 1
0
(1− θ)3∂ma(z − θw) dθ.
We observe that the odd moments vanish,∫
R2d
wm e−|w|
2/ε dw = 0, |m| odd,
and calculate the second order contribution,
1
2 (πε)
−d
∫
R2d
wT∇2a(z)w e−|w|2/ε dw
= 12
2d∑
k,l=1
∇2a(z)kl (πε)−d
∫
R2d
wkwl e
−|w|2/ε dw
= 12∆a(z)
1√
πε
∫
R
x2 e−x
2/ε dx = ε4∆a(z).
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Then,
(a ∗ Wg0)(z) = a(z) + ε4∆a(z) + ε2r(z)
with
r(z) = 13!
∑
|m|=4
π−d
∫
R2d
∫ 1
0
wm(1− θ)3∂ma(z − θw)e−|w|2 dθ dw.
This implies∫
R2d
a(z)Hψ(z) dz −
∫
R2d
(a+ ε4∆a)(z)Wψ(z) dz = ε2
∫
R2d
r(z)Wψ(z) dz,
where, by the Caldero´n–Vaillancourt theorem, see for example (Martinez
2002, Theorem 2.8.1),∣∣∣∣∫
R2d
r(z)Wψ(z) dz
∣∣∣∣ = |〈ψ | op(r)ψ〉| ≤ C‖ψ‖2
with a constant C > 0 that depends on derivatives of a of order ≥ 4. With
∆a instead of a we also have∫
R2d
∆a(z)Hψ(z) dz −
∫
R2d
(∆a+ ε4∆
2a)(z)Wψ(z) dz = ε2
∫
R2d
r˜(z)Wψ(z) dz,
where the right-hand side with the remainder r˜ is bounded like the corre-
sponding integral with r above. Subtracting ε/4 times the equation for ∆a
from that for a then yields the result.
The Husimi function has the same first moments as the Wigner function,
but otherwise fails to reproduce expectation values with an error of order ε.
However, due to its explicit form one can use the error term as an additive
correction to the Husimi function on noting that∫
R2d
(a− ε4∆a)(z)Hψ(z) dz =
∫
R2d
a(z)
(
Hψ − ε4∆Hψ
)
(z) dz.
Definition 6.4 (Husimi correction) For a function ψ ∈ L2(Rd) we de-
fine its Husimi correction by
Hcψ = Hψ − ε4∆Hψ.
By its construction, the Husimi correction reproduces expectation values
up to an error that is second order with respect to ε and thus perfectly
compatible with the approximation error of Egorov’s theorem.
Corollary 6.12 (Egorov’s theorem for Husimi corrections) Under the
assumptions of Theorem 6.3, the error between the classically evolved Husimi
correction and the expectation value of the solution ψ(t) of the Schro¨dinger
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equation with initial value ψ(0) of unit norm satisfies∣∣∣∣〈A〉ψ(t) − ∫
R2d
a
(
Φt(z)
)Hcψ(0)(z) dz∣∣∣∣ ≤ c t ε2, 0 < t ≤ t¯,
where the constant c <∞ depends only on the constant ρ and the derivative
bounds on a and V but is independent of ψ(0), ε and t ≤ t¯.
Since the Husimi correction is a difference Hcψ = Hψ − ε4∆Hψ, it loses
the positivity of the Husimi function. However, one can express it as a
linear combination of spectrograms and thus write the weighted phase space
integral as a linear combination of integrals with positive weight.
Theorem 6.13 (spectrogram expansion) For every ψ ∈ L2(Rd), the
Husimi correction is a linear combination of spectrograms,
Hcψ = (1 + d2)Hψ − 12
d∑
j=1
(Wϕj ∗ Wψ),
where
ϕj(x) = (πε)
−d/4
√
2
ε
xj e
−|x|2/ε, x ∈ Rd,
is a first order Hermite function. Moreover,∫
R2d
Hcψ(z) dz = ‖ψ‖2.
Proof. Since
∆Hψ = ∆(Wg0 ∗Wψ) = ∆Wg0 ∗ Wψ,
we just have to calculate the Laplacian of the Wigner function of the stan-
dard Gaussian g0. We have Wg0 = (πε)−d e−|z|
2/ε (by direct computation,
or see the next subsection) and hence
∆Wg0(z) = (πε)−d 2ε
(−2d+ 2ε |z|2) e−|z|2/ε.
By calculating the Wigner function Wϕj via Lemma 6.8 (or by invoking the
Laguerre connection given in Theorem 6.22),
d∑
j=1
Wϕj(z) = −(πε)−d
d∑
j=1
(
1− 2ε |zj |2
)
e−|z|
2/ε
= −(πε)−d (2d− 2ε |z|2) e−|z|2/ε + dWg0(z).
Therefore,
∆Wg0 = 2ε
d∑
j=1
Wϕj − 2dε Wg0 ,
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which proves the stated formula forHcψ. Since the Gaussian and the Hermite
functions are all normalised to one, this formula and Lemma 6.10 yield the
formula for the integral of Hcψ.
The classically propagated Husimi correction shares the norm and energy
conservation obeyed by the Wigner function.
Corollary 6.14 (norm and energy) The approximation provided by Egorov’s
theorem for the Husimi correction given in Corollary 6.12 conserves norm
and energy.
Proof. For the norm, that is the expectation of 1 = op(1), the volume
preservation of the classical flow together with the norm relation given in
Theorem 6.13 yields∫
R2d
Hcψ(0)(z) dz = ‖ψ(0)‖2, t ∈ R.
For the energy, that is the observableH = op(h), we have by classical energy
conservation that ∫
R2d
h(Φt(z))Hcψ(0)(z) dz
is independent of t.
6.5. Wigner functions for Gaussian wave packets
We now explicitly calculate the only possible positive Wigner functions,
namely those of Gaussian wave packets.
Proposition 6.15 (Gaussian Wigner function) We consider a normal-
ized Gaussian wave packet
u(x) = (πε)−d/4 det(ImC)1/4 exp( i2ε(x− q)TC(x− q) + iεpT (x− q))
with phase space centre z = (q, p) ∈ R2d and complex symmetric width
matrix C ∈ Cd×d such that ImC is positive definite. Then,
Wu(ζ) = (πε)−d exp(−1ε (ζ − z)TG(ζ − z)), ζ ∈ R2d,
where
G =
(
ImC + (ReC)T (ImC)−1ReC −(ReC)T (ImC)−1
−(ImC)−1ReC (ImC)−1
)
is a real symmetric, positive definite, symplectic matrix in R2d×2d.
Proof. For x, ξ ∈ Rd, we denote
xq = x− q, ξp = ξ − p,
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and calculate
u(x+ 12y)u(x− 12y) = (πε)−d/2 det(ImC)1/2
exp
(
i
2ε(x
T
q (C − C¯)xq − xTq (C + C¯)y + 14yT (C − C¯)y)− iεpT y
)
.
Therefore,
Wu(x, ξ) = (2πε)−d(πε)−d/2 det(ImC)1/2 exp(−1εxTq ImCxq)∫
Rd
exp(− 14εyT ImCy + iεyT (ξp − ReCxq)) dy.
We denote k = ξp − ReCxq and diagonalize the positive definite matrix
ImC = STdiag(λ1, . . . , λd)S
by an orthogonal matrix S. This allows us to write the Fourier integral as∫
Rd
exp(− 14εyT ImCy + iεyT (ξp − ReCxq)) dy
=
d∏
n=1
∫
R
exp(−λn4ε y2n + iε yn(Sk)n) dyn
=
d∏
n=1
√
4πε
λn
exp(− 1λnε (Sk)2n)
= (4πε)d/2 det(ImC)−1/2 exp(−1εkT (ImC)−1k).
We thus obtain
Wu(x, ξ) = (πε)−d exp(−1εxTq ImCxq)
exp(−1ε (ξp − ReCxq)T (ImC)−1(ξp − ReCxq)),
which implies that Wu is a real-valued Gaussian with covariance matrix G.
The proof that G is positive definite and symplectic is given in Lemma 6.17.
For a better understanding of the special properties of the covariance
matrix just obtained we continue the analysis of symplectic matrix relations
previously started in Lemma 3.16.
Lemma 6.16 (symplecticity) Let Q,P ∈ Cd×d be matrices that satisfy
Hagedorn’s conditions QTP−P TQ = 0 and Q∗P−P ∗Q = 2i Idd . We define
the rectangular matrix
Z =
(
Q
P
)
∈ C2d×d.
Then,
ZTJTZ = 0 and Z∗JTZ = 2iId, (6.8)
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and ZZ∗ = Re(ZZ∗) + i Im(ZZ∗), where
Im(ZZ∗) = J,
and Re(ZZ∗) is a real symmetric, positive definite, symplectic matrix.
Proof. We recall from Lemma 3.16 that (Re(Z), Im(Z)) is a symplectic
matrix. Hence, (Z, Z¯) is an invertible matrix. We observe that
Im(ZZ∗)JT (Z, Z¯) = 12i(ZZ
∗ − Z¯ZT )JT (Z, Z¯)
= (Z, Z¯),
which implies Im(ZZ∗) = J . The real part of ZZ∗ is also symplectic, since
Re(ZZ∗)TJRe(ZZ∗) = 14(Z¯ZT + ZZ∗)J(ZZ∗ + Z¯ZT )
= 14(−2iZZ∗ + 2iZ¯ZT )
= Im(ZZ∗) = J.
Moreover, for all z ∈ R2d,
zTRe(ZZ∗)z = 12z
T (ZZ∗z + Z¯ZT z)
= |Z∗z|2 ≥ 0.
If Z∗z = 0, then ZZ∗z = 0 and Im(ZZ∗)z = 0, which implies z = 0. Hence,
the real part of ZZ∗ is a positive definite matrix.
The explicit form of the real and the imaginary part of ZZ∗ allows us to
express the covariance matrix of the Gaussian Wigner function in terms of
Hagedorn’s parametrisation.
Lemma 6.17 (covariance matrix) Let C ∈ Cd×d be a complex sym-
metric matrix with Im (C) > 0 and C = PQ−1 a factorisation according
to Lemma 3.16. Then, the covariance matrix G of the Gaussian Wigner
function in Lemma 6.15 can be rewritten as
G = JTRe(ZZ∗)J =
(
PP ∗ −Re(PQ∗)
−Re(QP ∗) QQ∗
)
.
Proof. By Lemma 3.16, (ImC)−1 = QQ∗. Using Q∗P − P ∗Q = 2iId, we
simplify the matrix blocks of G according to
(ImC)−1ReC = 12QQ
∗(PQ−1 +Q−∗P ∗)
= 12
(
Q(2iId + P
∗Q)Q−1 +QP ∗
)
= iId +QP
∗
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and
(ReC)T (ImC)−1ReC = 12(PQ
−1 +Q−∗P ∗)(iId +QP ∗)
= 12(iPQ
−1 + PP ∗ + iQ−∗P ∗ +Q−∗(Q∗P − 2iId)P ∗)
= 12(iPQ
−1 + 2PP ∗ − iQ−∗P ∗)
= PP ∗ − ImC.
This implies
G =
(
PP ∗ iId − PQ∗
− iId −QP ∗ QQ∗
)
= JTZZ∗J − iJ = JTRe(ZZ∗)J,
where the last equation uses Lemma 6.16.
6.6. Wigner functions for Hagedorn’s semiclassical wave packets
We now revisit the raising procedure for Hagedorn’s semiclassical wave pack-
ets,
ϕk+〈j〉 =
1√
kj + 1
A†jϕk, k ∈ Nd0, j = 1, . . . , d,
and reformulate it in terms of Wigner functions. We rewrite the raising
operator
A†[q, p,Q, P ] =
i√
2ε
(
P ∗(q̂ − q)−Q∗(p̂ − p)
)
in phase space notation as
A†[z, Z] =
i√
2ε
Z∗J(ẑ − z) (6.9)
with the phase space centre, the width matrices, and the position and mo-
mentum operators denoted by
z =
(
q
p
)
, Z =
(
Q
P
)
, ẑ =
(
q̂
p̂
)
.
We first calculate the action of the raising operator on arbitrary Wigner
functions.
Lemma 6.18 (raising of a Wigner function) Let A† = A†[z, Z] be the
raising operator given in (6.9) and denote R = R[z, Z],
R = − i√
2ε
ZT (J(ζ − z)− iε2 ∇ζ).
Then, for all Schwartz functions ψ : Rd → C and all m = 1, . . . , d,
W
A†mψ
= RmRmWψ.
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Proof. As an auxiliary tool for our calculation, we use the bilinear Wigner–
Moyal transform of two functions ψ, φ : Rd → C,
Wψ,φ(ζ) = (2πε)−d
∫
Rd
ψ(x+ 12y)φ(x− 12y)e iξ·y/ε dy
for all ζ = (x, ξ) ∈ R2d. With a slight abuse of vectorial notation,
Wq̂ψ,φ(ζ) = (2πε)−d
∫
Rd
(x+ 12y)ψ(x+
1
2y)φ(q − 12y)e iξ·y/ε dy
= (x+ ε2i∂ξ)Wψ,φ(ζ).
Moreover, by the product rule,
− iε∂xWψ,φ(ζ) = −Wp̂ψ,φ(ζ) +Wψ,p̂φ(ζ).
By partial integration,
Wp̂ψ,φ(ζ) = (2πε)−d
∫
Rd
2iε ∂yψ(x+
1
2y) φ(x− 12y)e iξ·y/ε dy
= −Wψ,p̂φ(ζ) + 2ξWψ,φ(ζ).
Therefore,
Wq̂ψ,φ(ζ) = (x− iε2 ∂ξ)Wψ,φ(ζ),
Wp̂ψ,φ(ζ) = (ξ + iε2 ∂x)Wψ,φ(ζ),
which yields
Wẑψ,φ(ζ) = (ζ + iε2 J∇ζ)Wψ,φ(ζ).
Since the Wigner–Moyal transform is anti-linear for the first argument, we
then obtain
W
A†mψ,φ
= RmWψ,φ.
Next we observe that Wψ,φ =Wφ,ψ, such that
W
A†mψ
= RmWψ,A†mψ = RmRmWψ.
The raising operator R contains the affine map ζ 7→ ZTJ(ζ−z) whose gra-
dient inherits the isotropy and the normalisation property of the rectangular
matrix Z in the following sense.
Lemma 6.19 (affine map) We consider z ∈ R2d and Z ∈ C2d×d satisfy-
ing the relations (6.8). Define the affine map
ℓ : R2d → Cd, ℓ(ζ) = ZTJ(ζ − z).
Then, for all m,n = 1, . . . , d,
(Zem)
T ∇ζℓn(ζ) = 0 and (Zem)∗∇ζℓn(ζ) = 2i δmn.
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Moreover,
|ℓ(ζ)|2 = ζTGζ, ζ ∈ R2d.
Proof. Using (6.8), we calculate
(Zem)
T∇ζℓn(ζ) = eTm(ZTJTZ)en = 0,
(Zem)
∗∇ζℓn(ζ) = eTm(Z∗JTZ)en = 2iδmn.
By Lemma 6.17, the imaginary part of ZZ∗ equals J . Therefore, by skew-
symmetry,
|ℓ(ζ)|2 = |ZTJζ|2 = ζTJTZZ∗Jζ
= ζTJTRe (ZZ∗)Jζ = ζTGζ, ζ ∈ R2d.
The above relation between the quadratic form that defines the Wigner
function of a Gaussian wave packet, and the affine map ℓ(ζ), suggests a
factorised reformulation of the Wigner function of the wave packet.
Lemma 6.20 (Gaussian Wigner function) Let z ∈ R2d, and let the
matrix Z ∈ C2d×d satisfy the conditions (6.8). Consider the Gaussian wave
packet ϕ0 = ϕ0[z, Z]. Then,
Wϕ0(ζ) = (πε)−d
d∏
n=1
exp(−1ε |ℓn(ζ)|2), ζ ∈ R2d.
Proof. We combine Proposition 6.15 and Lemma 6.19 to obtain
Wϕ0(ζ) = (πε)−d exp(−1ε ζTGζ) = (πε)−d exp(−1ε |ℓ(ζ)|2)
= (πε)−d
d∏
n=1
exp(−1ε |ℓn(ζ)|2).
Due to the orthogonality property of the affine map, the factorization of
the zeroth-order Wigner function is preserved by the raising process in phase
space. This striking phenomenon does not unfold in the “half-dimensional”
construction of Hagedorn’s wave packets in configuration space.
Proposition 6.21 (factorization in phase space) Let z ∈ R2d, and let
Z ∈ C2d×d satisfy the conditions (6.8). Consider the raising operator R =
R[z, Z] and the affine map ℓ = ℓ[z, Z]. Then, for all m,n = 1, . . . , d and all
Schwartz functions fn : [0,∞[→ R,
RmRm
( d∏
n=1
fn(|ℓn(ζ)|2)
)
= gm(|ℓm(ζ)|2)
∏
n 6=m
fn(|ℓn(ζ)|2)
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with ζ ∈ R2d, where gm : [0,∞[→ R is defined by
gm(x) =
1
2ε
(
(x− ε) fm(x)− 2ε x f ′m(x) + ε2
(
f ′m(x) + xf
′′
m(x)
))
. (6.10)
Proof. We calculate the product of the raising operator with itself,
RmRm
= 12ε
(
ℓm − iε2 (Zem)T∇
)(
ℓm +
iε
2 (Zem)
∗∇)
= 12ε
(
|ℓm|2 + iε2 ℓm(Zem)∗∇− iε2 (Zem)T∇ℓm + ε
2
4 (Zem)
T∇ (Zem)∗∇
)
.
By Lemma 6.19, we express the above gradient term as
iε
2 ℓm(Zem)
∗∇− iε2 (Zem)T∇ℓm︸ ︷︷ ︸
−2i
= −ε+ iε2
(
ℓm(Zem)
∗ − ℓm(Zem)T
)∇,
and we observe that all derivatives in RmRm are directional. We therefore
calculate
(Zem)
T∇
( d∏
n=1
fn(|ℓn|2)
)
=
d∑
n=1
f ′n(|ℓn|2) (Zem)T∇|ℓn|2
∏
j 6=n
fj(|ℓj |2).
Again by Lemma 6.19,
(Zem)
T∇|ℓn|2 = (Zem)T
(
ℓn∇ℓn + ℓn∇ℓn
)
= −2iδmnℓm.
Hence, the summation collapses to a single summand, and we obtain
(Zem)
T∇
( d∏
n=1
fn(|ℓn|2)
)
= −2i ℓm f ′m(|ℓm|2)
∏
n 6=m
fn(|ℓn|2).
This implies for the first order derivative term
iε
2
(
ℓm(Zem)
∗ − ℓm(Zem)T
)∇( d∏
n=1
fn(|ℓn|2)
)
= −2ε |ℓm|2 f ′m(|ℓm|2)
∏
n 6=m
fn(|ℓn|2).
For the second order derivative contribution we obtain
ε2
4
(
(Zem)
T∇ (Zem)∗∇
) ( d∏
n=1
fn(|ℓn|2)
)
= ε
2
4 (Zem)
T∇
(
2i ℓm f
′
m(|ℓm|2)
∏
n 6=m
fn(|ℓn|2)
)
.
Computing quantum dynamics in the semiclassical regime 111
The first of the three above derivatives satisfies
(Zem)
T∇ℓm = −2i.
The second one is
(Zem)
T∇f ′m(|ℓm|2) = f ′′m(|ℓm|2)(Zem)T∇|ℓm|2
= −2iℓmf ′′m(|ℓm|2),
while the third derivative simply vanishes
(Zem)
T∇
( ∏
n 6=m
fn(|ℓn|2)
)
=
∑
n 6=m
f ′n(|ℓn|2) (Zem)T∇|ℓn|2︸ ︷︷ ︸
=0
∏
j 6=n
fj(|ℓj |2)
= 0.
In summary, we obtain for the second derivatives that
ε2
4
(
(Zem)
T∇ (Zem)∗∇
) ( d∏
n=1
fn(|ℓn|2)
)
= ε2
(
f ′m(|ℓm|2) + |ℓm|2f ′′m(|ℓm|2)
) d∏
n 6=m
fn(|ℓn|2).
Now adding the constant, first- and second-order contributions together, we
get
RmRm
( d∏
n=1
fn(|ℓn|2)
)
= gm(|ℓm|2)
d∏
n 6=m
fn(|ℓn|2)
with
gm(x) =
1
2ε
(
(x− ε) fm(x)− 2ε x f ′m(x) + ε2
(
f ′m(x) + xf
′′
m(x)
))
.
The classical Hermite–Laguerre connection proves that the Wigner trans-
form of a Hermite function is a Laguerre function; see Groenewold (1946)
or (Folland 1989, Chapter 1.9). Proposition 6.21 allows us to extend this
connection to the Wigner transform of a Hagedorn wave packet.
Theorem 6.22 (Laguerre connection) For all k ∈ Nd0, the Wigner func-
tion of the kth Hagedorn wave packet ϕk = ϕk[q, p,Q, P ] = ϕk[z, Z] satisfies
Wϕk(ζ) =
(−1)|k|
(πε)d
d∏
n=1
Lkn(
2
ε |ℓn(ζ)|2) exp(−1ε |ℓn(ζ)|2),
where Lkn denotes the knth Laguerre polynomial, and ℓ(ζ) = ℓ[z, Z](ζ) is
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the affine map
ℓ(ζ) = ZTJ(ζ − z), ζ ∈ R2d.
Proof. We perform an inductive proof over k ∈ Nd0. The base case k = 0
was proved in Lemma 6.20. For the inductive step we choose k ∈ Nd0 and
write
Wϕk(ζ) =
d∏
n=1
fn(|ℓn(ζ)|2) with fn(x) = (−1)
kn
πε Lkn(
2
εx) e
−x/ε.
By Proposition 6.21, we have for all m = 1, . . . , d that
RmRmWϕk(ζ) = gm(|ℓm(ζ)|2)
∏
n 6=m
fn(|ℓn(ζ)|2)
with gm given in equation (6.10). To determine the function gm explicitly,
we calculate the first and second derivatives of fm,
f ′m(x) =
(−1)km
πε2
(
2L′km(
2
εx)− Lkm(2εx)
)
e−x/ε,
f ′′m(x) =
(−1)km
πε3
(
4L′′km(
2
εx)− 4L′km(2εx) + Lkm(2εx)
)
e−x/ε.
We obtain
gm(x) =
(−1)km
πε
pm(x)e
−x/ε
with
pm(x) =
2
εxL
′′
km(
2
εx) + (1− 4εx)L′km(2εx) + (2εx− 1)Lkm(2εx).
By Laguerre’s equation,
xL′′k + (1− x)L′k + kLk = 0,
the above polynomial simplifies to
pm(x) = (
2
εx− 1− km)Lkm(2εx)− 2εxL′km(2εx).
Combining the two recursion formulas
xL′k = kLk − kLk−1,
(k + 1)Lk+1 = (2k + 1− x)Lk − kLk−1,
we obtain
(k + 1)Lk+1 = (k + 1− x)Lk + xL′k
and
pm(x) = −(km + 1)Lkm(2εx).
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6.7. Aside: Proof of the commutator bound of Lemma 3.10
As another application of semiclassical commutator estimates we now give
the postponed proof of Lemma 3.10 for the variational Gaussian wave pack-
ets. We begin with the following useful remark.
Remark 6.2 Tightening the assumptions in Proposition 6.2 on the ob-
servable a and the potential function V such that derivatives of order ≥ 2
are bounded, we can prove a less ambitious but also useful commutator
estimate,
‖ ( 1iε [op(a), V ]− op(−∇pa)∇V )ϕ‖ ≤ Cε‖ϕ‖, (6.11)
where the constant C > 0 depends on derivatives of a and V of order greater
or equal than two. For the proof, we insert in the integral (6.4) the right
point Taylor expansion
(V (x)− V (y)) e ip·(x−y)/ε = ∇V (y)T (x− y) e ip·(x−y)/ε +O(‖x− y‖2)
= εi ∇V (y)T∇pe ip·(x−y)/ε +O(‖x− y‖2)
and continue the argument with a second-order remainder that, after mul-
tiplication by i/ε, results in an upper bound that is first order with respect
to ε.
Proof. (of Lemma 3.10) For the variationally evolving Gaussian wave
packet u we prove the bound∣∣∣〈 1iε [Wu(t−s), A(s)]〉u(t−s)∣∣∣ ≤ c ε, 0 ≤ s ≤ t ≤ t¯.
We first analyse the remainder potential
Wu = V − Uu.
By Proposition 3.14,
Uu = 〈V 〉u + εα˜+ 〈∇V 〉Tu (x− q) + 12(x− q)T 〈∇2V 〉u(x− q)
with α˜ = −14tr((ImC)−1〈∇2V 〉u). A second order Taylor approximation
around the centre point q provides
V (x) = V (q) +∇V (q)T (x− q) + 12(x− q)T∇2V (q)(x− q) + W˜q(x),
where by Lemma 3.8 the non-quadratic remainder satisfies
‖W˜qu‖ ≤ c˜0 ε3/2 and ‖∇W˜qu‖ ≤ c˜1 ε
for ε-independent constants c˜0, c˜1 > 0. We obtain
Wu = (V (q)− 〈V 〉u − εα˜) + (∇V (q)− 〈∇V 〉u)T (x− q)
+ 12(x− q)T
(∇2V (q)− 〈∇V 2〉u) (x− q) + W˜q.
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Lemma 3.15 then provides constants c0, c1 > 0 such that
‖Wuu‖ ≤ c0 ε and ‖∇Wuu‖ ≤ c1 ε.
Now we start working on the expectation value. We have〈
1
iε [Wu(t−s), A(s)]
〉
u(t−s) =
〈
1
iε [Wu(t−s), op(a ◦Φs)]
〉
u(t−s) + r1(s, t)
with remainder
r1(s, t) =
〈
1
iε [Wu(t−s), (A(s) − op(a ◦ Φs))]
〉
u(t−s) .
By Egorov’s theorem and the above estimate on the remainder potential,
|r1(s, t)| ≤ 1ε ‖Wu(t−s)u(t− s)‖ ‖A(s)− op(a ◦ Φs)‖ ‖u(t− s)‖
≤ c1 ε2.
Moreover, by the first order commutator estimate (6.11),〈
1
iε [Wu(t−s), op(a ◦Φs)]
〉
u(t−s)
=
〈
op(−∂p(a ◦Φs))u(t− s) | ∇Wu(t−s)u(t− s)
〉
+ ε r2(s, t)
with remainder r2(s, t) bounded independently from ε. We conclude the
proof by observing that∣∣〈op(−∂p(a ◦ Φs))u(t− s) | ∇Wu(t−s)u(t− s)〉∣∣
≤ ‖op(−∂p(a ◦ Φs))‖ ‖u(t− s)‖ ‖∇Wu(t−s)u(t− s)‖ ≤ c2 ε.
6.8. Notes
The symmetrised mapping from classical phase space functions to opera-
tors, usually referred to as Weyl quantisation, is due to Weyl (1927). Our
exposition here, which first introduces Weyl operators for polynomials and
then lifts the construction to more general functions via exponentials and
Fourier transforms, is inspired by (Hall 2013, Chapter 13). The proof of the
semiclassical commutator estimate, which provides the link between the clas-
sical Poisson bracket of functions {a, b} and the commutator of operators
[op(a), op(b)], follows the elementary approach to symbolic Weyl calculus
presented in (Fermanian-Kammerer 2014, Section 4).
The evolution of pseudo-differential operators via classical dynamics was
first formulated by Egorov (1969). Refined versions of Egorov’s theorem,
in particular higher-order estimates with respect to the semiclassical pa-
rameter ε and the validity on the Ehrenfest time scale, are addressed in
(Bouzouina and Robert 2002) and also in the monograph of Zworski (2012,
Chapter 11).
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The Wigner function was introduced as a quasi-probability distribution
on phase space by Wigner (1932), when developing the thermodynamics
of quantum-mechanical systems. Decades later, the Wigner function was
also used as an efficient tool for computational quantum dynamics. In
this context, Egorov’s theorem has appeared under at least three differ-
ent names: first, as the linearised semiclassical initial value representation
of Miller (1974a) and Wang, Sun and Miller (1998), which is mostly re-
ferred to by its impressive acronym LSC-IVR; second, as the Wigner phase
space method of Heller (1976a) and Brown and Heller (1981); third, as the
statistical quasiclassical method of Lee and Scully (1980). In the mathemat-
ical literature, numerical realisations of Egorov’s theorem were considered
in (Lasser and Ro¨blitz 2010).
The Husimi function or Husimi Q representation of a function was intro-
duced by Husimi (1940). It is a Wigner function convolved with a Gaussian
function of appropriate covariance, such that a nonnegative phase space
distribution is obtained. The classical propagation of the Husimi function,
with suitable corrections that render an approximation that is second order
accurate with respect to ε, was carried out in (Keller and Lasser 2013);
see also (Gaim and Lasser 2014) for a related approach to the numerical
computation of fourth-order corrections to Egorov’s theorem. The novel
spectrogram method that combines initial sampling of positive phase space
distributions with plain, uncorrected classical dynamics has been proposed
by Keller, Lasser and Ohsawa (2016). Higher-order spectrogram expansions
have recently been analysed in (Keller 2019).
The Wigner function of a complex-valued Gaussian function whose co-
variance matrix is complex symmetric with positive definite imaginary part,
was explicitly calculated in (de Gosson 2011, Chapter 11.2). The observation
that the Wigner function of a Hagedorn wave packet generalizes the well-
known Hermite–Laguerre connection of the classical Hermite functions, is
due to Lasser and Troppmann (2014). Our proof here using the raising and
lowering operators seems to be new, but draws on ideas developed earlier
by Lasser, Schubert and Troppmann (2018), see also (Dietert et al. 2017).
7. Time integration
Seemingly off-topic, we begin this section by recapitulating the Sto¨rmer–
Verlet time integration method for the classical equations of motion, a
method that is based on splitting the Hamilton function into kinetic energy
and potential energy. This prelude is chosen because the numerical solution
of the classical equations of motion and their linearisation is required in var-
ious semiclassical approximations encountered in previous sections, and also
because even for direct discretisation methods of the semiclassically scaled
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Schro¨dinger equation, the error analysis requires error bounds for time in-
tegrators of the classical equations.
Splitting methods prevail in the time integration of the Schro¨dinger equa-
tion. We study the widely used Strang splitting in Section 7.2 and com-
bined with spatial discretisation by Fourier collocation (the split-step Fourier
method) in Section 7.3. A more refined splitting method, the symmetric
Zassenhaus splitting, is studied in Section 7.4.
In Section 7.5 we study a structure-preserving splitting integrator for the
equations of motion of variational Gaussians, and in Section 7.6 a splitting
integrator for Hagedorn’s semiclassical wave packets.
7.1. Symplectic integration of the classical equations of motion and their
linearisation: the Sto¨rmer–Verlet method
Various algorithms in previous sections require the time integration of the
classical equations of motion
q˙ = p, p˙ = −∇V (q) (7.1)
for q(t), p(t) ∈ Rd and of their linearisation
Q˙ = P, P˙ = −∇2V (q)Q (7.2)
for complex matrices Q(t), P (t) ∈ Cd×d.
The flow Φt of the Hamiltonian system (7.1) is symplectic, i.e. for all
z = (q, p) ∈ R2d, the Jacobian matrix DΦt(z) satisfies
DΦt(z)TJDΦt(z) = J with J =
(
0 −Id
Id 0
)
; (7.3)
see any textbook on classical mechanics or, e.g., Hairer, Lubich and Wanner
(2006), Chapter VI. Therefore, the flow preserves volume in phase space:
det(DΦt(z)) = 1. (7.4)
Volume preservation is important in the approximations of Sections 5 and 6.
A solution of the linearised equations (7.2), which is given as(
Q(t)
P (t)
)
= DΦt(q(0), p(0))
(
Q(0)
P (0)
)
,
therefore satisfies the symplecticity relation
Y (t)TJY (t) = J for Y (t) =
(
ReQ(t) ImQ(t)
ReP (t) ImP (t)
)
, (7.5)
provided that this relation holds for the initial values (Q(0), P (0)). This
relation is crucial in Hagedorn’s parametrisation of Gaussian wave packets
(Section 3.5), which is also heavily used in the approximations of Sections 4
and 5.
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General time integration methods do not preserve the properties (7.3)–
(7.5), but symplectic integrators do. There is a plethora of such methods
of arbitrary order of accuracy; see, e.g. Blanes and Casas (2016), Hairer
et al. (2006) and Leimkuhler and Reich (2004). Here we just describe the
Sto¨rmer–Verlet method (or leapfrog method), which is a simple, explicit
symplectic integrator of second order that enjoys many remarkable proper-
ties; see Hairer, Lubich and Wanner (2003). It is the standard integrator of
classical molecular dynamics. The Sto¨rmer–Verlet method applied to (7.1)
can be interpreted as a Strang splitting of the vector field that corresponds
to the Hamilton function
H(q, p) = T (p) + V (q), with T (p) = 12 |p|2,
that is, the flow Φτ (z) over a time step τ is approximated by
Φτ ≈ Στ = Φτ/2V ◦ ΦτT ◦Φτ/2V ,
where ΦtV (q, p) = (q, p − t∇V (q)) is the flow of the potential part, and
ΦtT (q, p) = (q+ tp, p) is the flow of the kinetic part of the Hamilton function.
A step of the Sto¨rmer–Verlet integrator for (7.1), from the approximation
(qn, pn) at time tn = nτ to the new approximation (qn+1, pn+1) = Στ (qn, pn)
at time tn+1, then reads
pn+1/2 = pn − 12τ ∇V (qn)
qn+1 = qn + τ pn+1/2 (7.6)
pn+1 = pn+1/2 − 12τ ∇V (qn+1).
The linearisation of these equations coincides with applying the Sto¨rmer–
Verlet method to the linearised equations of motion (7.2),
Pn+1/2 = Pn − 12τ ∇2V (qn)Qn
Qn+1 = Qn + τ Pn+1/2 (7.7)
Pn+1 = Pn+1/2 − 12τ ∇2V (qn+1)Qn+1.
As a composition of symplectic maps, the Sto¨rmer–Verlet method is sym-
plectic, i.e. for all z = (q, p) ∈ R2d,
DΣτ (z)TJDΣτ (z) = J,
and hence volume-preserving, |det(DΣτ (z))| = 1. Since differentiation of
the numerical flow is equivalent to applying the integrator to the differenti-
ated equations of motion, it also preserves the symplecticity relation (7.5):
for all n,
(Y n)TJY n = J for Y n =
(
ReQn ImQn
RePn ImPn
)
, (7.8)
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provided this relation is satisfied for the initial values (Q0, P 0).
For a smooth potential, the Sto¨rmer–Verlet method is convergent of sec-
ond order (see the above references): uniformly for n and τ with nτ ≤ t¯ and
for all z in an arbitrary compact set K,
|(Στ )n(z)− Φnτ (z)| ≤ cτ2,
where c = c(t¯, K). A second-order error bound of the same type also holds
true for the derivative,
|D(Στ )n(z)−DΦnτ (z)| ≤ cτ2,
again because differentiation of the numerical flow is equivalent to applying
the integrator to the differentiated equations of motion, and similarly for
higher derivatives. Under appropriate conditions on the potential V , such
as a smooth potential that is bounded together with all its derivatives, the
error bounds become uniform for all z ∈ R2d and not just for z in a compact
set.
7.2. Strang splitting for the semiclassically scaled Schro¨dinger equation
We consider the semi-discretisation in time of the Schro¨dinger equation in
semiclassical scaling,
iε∂tψ = Hψ, H = −ε
2
2
∆x + V, (7.9)
for t ∈ R and x ∈ Rd or in a hypercube with periodic boundary conditions,
x ∈ Td. For the following it is convenient to rewrite the equation more
concisely as
∂tψ = (X + Y )ψ with X = − iε−1V, Y = 12 iε∆x. (7.10)
Splitting integrators make use of the fact that the actions of the exponential
operators exp(tX) and exp(tY ) on a wave function are easier to compute (or
to approximate) than that of the full solution operator U(t) = exp(t(X+Y )).
In fact,
(
exp(tX)ϕ
)
(x) = e− i(t/ε)V (x)ϕ(x) is given by pointwise multiplica-
tion in position space, and (F exp(tY )ϕ)(ξ) = e− itε|ξ|2/2(Fϕ)(ξ) is given by
pointwise multiplication in momentum space.
A widely used splitting method is the Strang splitting or Marcˇuk splitting,
named after Strang (1968) and Marcˇuk (1968), respectively. It approximates
the wave function ψ(τ) = U(τ)ψ0 at a (small) time step τ by
ψ1 = S(τ)ψ0 with S(τ) = exp(12τX) exp(τY ) exp(
1
2τX). (7.11)
At further discrete times tn = nτ (n = 1, 2, . . . ), the exact wave function
ψ(tn) = U(tn)ψ
0 = U(τ)nψ0 is approximated by
ψn = S(τ)nψ0. (7.12)
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There are many more splitting methods: the roles of X and Y can be re-
versed in the definition of S(τ), there are the first-order Lie–Trotter split-
tings ψ1 = exp(τY ) exp(τX)ψ0 and ψ1 = exp(τX) exp(τY )ψ0, whose con-
catenation in an alternating way yields the Strang splitting (with twice the
step size), and there are various higher-order splittings
ψ1 = exp(bmτY ) exp(amτX) . . . exp(b1τY ) exp(a1τX)ψ
0
with suitably chosen coefficients ai and bi; see, e.g. (McLachlan and Quispel
2002, Hairer et al. 2006, Blanes, Casas and Murua 2008) and references
therein. Here, a method is said to be of order r if, for fixed matrices X
and Y , the error after one time step is ψ1 − ψ(τ) = O(τ r+1), where the
constant implied by the O-notation may depend on the norms of the ma-
trices X and Y . This then implies ψn − ψ(tn) = O(τ r) on bounded time
intervals tn ≤ t¯. The Strang splitting is of order two, as is readily verified
by comparison of the Taylor series of the matrix exponentials.
However, it is by no means obvious that the notion of order based on fixed
matrices X and Y has any significance for the situation of the Schro¨dinger
equation, which has an unbounded operator Y (for which the exponential
series is not defined) and, in the semiclassical scaling, has operators X and
Y that depend on the small parameter ε. Second-order convergence of the
Strang splitting for the Schro¨dinger equation with a bounded, sufficiently
regular potential V and without semiclassical scaling (i.e. for ε = 1), was
shown in the L2-norm for H2 initial data by Jahnke and Lubich (2000).
Rigorous error bounds for general splitting methods in the semiclassical
scaling ε ≪ 1 were proved by Descombes and Thalhammer (2010). Here
we present their result for the Strang splitting, with a different proof. We
require that the initial data are bounded in the following ε-scaled Sobolev
norm for m = 2:
‖ϕ‖2Hmε =
∑
|α|≤m
‖ε|α|∂αϕ‖2L2 ,
where the sum is over all multi-indices α = (α1, . . . , αd) ∈ Nd with |α| =∑d
i=1 αi ≤ m, and ε|α|∂αϕ = (ε∂1)α1 . . . (ε∂d)αdϕ.
Theorem 7.1 (L2-error bound for the Strang splitting) Let the po-
tential V and its partial derivatives up to fourth order be continuous and
bounded. Then, the error of the Strang splitting (7.11)-(7.12) is bounded in
the L2-norm by
‖ψn − ψ(tn)‖L2 ≤ C tn
τ2
ε
max
0≤t≤tn
‖ψ(t)‖H2ε , n ≥ 0,
where C is independent of ε, τ and n (but depends on bounds of partial
derivatives of V up to order 4).
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The Hmε -norms are appropriate norms for the semiclassical Schro¨dinger
equation, as the following regularity result shows.
Lemma 7.2 (ε-uniform wellposedness in Hmε ) Let m ≥ 0 be an in-
teger, and assume that the potential V and its partial derivatives up to
order m are continuous and bounded. Then, the Hmε -norm of any solution
ψ(t) = U(t)ψ0 of the semiclassically scaled Schro¨dinger equation (7.9) with
initial data ψ0 ∈ Hmε is bounded by
‖ψ(t)‖Hmε ≤ (1 + ct)m ‖ψ0‖Hmε , t ≥ 0,
where c is independent of ε and t and ψ0 (but depends on m and bounds
of partial derivatives of V up to order m). Moreover, the same bound holds
for exp(− itε−1V )ψ0, and exp(itε∆) is an isometry with respect to the Hmε -
norm.
Proof. The proof proceeds by induction on m. The result clearly holds for
m = 0. Let m ≥ 1, and let α ∈ Nd be a multi-index with |α| = m. We
denote ψ(α) = ε|α|∂αψ, which satisfies the equation
iε∂tψ
(α) = Hψ(α) + [ε|α|∂α,H]ψ.
Here, the commutator equals
[εm∂α,H]ψ = [εm∂α, V ]ψ =
∑
|β|≤m−1
Vα,β ψ
(β)εm−|β|,
where the functions Vα,β, which are integer multiples of partial derivatives
of V , result from the product rule ∂α(V ψ) = V ∂αψ +
∑
|β|≤m−1 Vα,β ∂
βψ.
By Lemma 3.6 we then have in the L2-norm
‖ψ(α)(t)‖ ≤ ‖ψ(α)(0)‖ +
∫ t
0
∥∥∥1
ε
[ε|α|∂α,H]ψ(s)
∥∥∥ ds
≤ ‖ψ(α)(0)‖ +
∫ t
0
∥∥∥ ∑
|β|≤m−1
Vα,β ψ
(β)(s)εm−1−|β|
∥∥∥ ds.
Using the induction hypothesis for ψ(β)(s) with |β| ≤ m− 1, we obtain
‖ψ(α)(t)‖ ≤ ‖ψ(α)(0)‖ + ct(1 + ct)m−1 ‖ψ(0)‖Hm−1ε ,
and the result for ψ(t) follows. The result for exp(− itε−1V ) is obtained by
the same argument, and the isometry property of exp(itε∆) on Hmε follows
immediately by using Fourier transformation and the Plancherel formula.
We further need the following estimates.
Lemma 7.3 (commutator bounds) The commutators and the iterated
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commutators of the operators X = − iε−1V and Y = 12 iε∆ are bounded by
‖[X,Y ]ϕ‖L2 ≤
c1
ε
‖ϕ‖H1ε ,
‖[X, [X,Y ]]ϕ‖L2 + ‖[Y, [Y,X]]ϕ‖L2 ≤
c2
ε
‖ϕ‖H2ε ,
where c1 and c2 are independent of ε and ϕ ∈ H2ε , but depend on second-
and fourth-order derivatives of V , respectively.
Proof. The bounds follow from a straightforward direct calculation.
Proof. (of Theorem 7.1) To avoid swarms of factors 1/2 swirling around,
it is convenient to consider, as a function of t that will later be evaluated at
t = τ/2,
S(2t) = exp(tX) exp(2tY ) exp(tX).
The solution operator U(2t) = exp(2t(X + Y )) satisfies
d
dt
U(2t) = (X + Y )U(2t) + U(2t)(X + Y ),
and time differentiation of S(2t) yields
d
dt
S(2t) = XS(2t) + exp(tX)Y exp(tY ) exp(tX)
+ exp(tX) exp(tY )Y exp(tX) + S(2t)X
= (X + Y )S(2t) + S(2t)(X + Y ) +R(2t) (7.13)
with the defect
R(2t) = [exp(tX), Y ] exp(−tX)S(2t) − S(2t) exp(−tX)[exp(tX), Y ].
By the variation-of-constants formula, we therefore have
S(τ) = U(τ) +E(τ) with E(τ) = 12
∫ τ
0
U(12(τ − s))R(s)U(12 (τ − s)) ds.
(7.14)
The terms before and after S(2t) in the formula of R(2t) equal the following
expressions, as can be verified by differentiating the left-hand sides and
integrating from 0 to t:
[exp(tX), Y ] exp(−tX) =
∫ t
0
exp(sX)[X,Y ] exp(−sX) ds
exp(−tX)[exp(tX), Y ] =
∫ t
0
exp(−sX)[X,Y ] exp(sX) ds. (7.15)
Here we observe the following identity for the integrands, which is again
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verified by differentiation,
exp(±sX)C exp(∓sX)
= C ±
∫ s
0
exp(±rX)[X,C] exp(∓rX) dr. (7.16)
So we obtain
R(2t) = t[[X,Y ], S(2t)] +R2(2t) (7.17)
with
R2(2t) =
∫ t
0
∫ s
0
exp(rX)[X, [X,Y ]] exp(−rX) dr ds S(2t)
+ S(2t)
∫ t
0
∫ s
0
exp(−rX)[X, [X,Y ]] exp(rX) dr ds.
With Lemmas 7.2 and 7.3 we obtain the bound
‖R2(2t)ϕ‖L2 ≤ t2
c2(γ + 1)
2ε
‖ϕ‖H2ε ,
where γ is a bound of exp(tY ) as an operator on H2ε , as provided by
Lemma 7.2. We now turn to the first term in R(2t). With the commuta-
tor C = [X,Y ], and observing that the commutator has the derivative-like
product rule [C,AB] = [C,A]B +A[C,B], we have
[C,S(2t)] = [C, exp(tX)] exp(2tY ) exp(tX)
+ exp(tX)[C, exp(2tY )] exp(tX) (7.18)
+ exp(tX) exp(2tY )[C, exp(tX)].
From (7.15) (with C instead of Y ) we have
[C, exp(tX)] = −
∫ t
0
exp((t− s)X)[X,C] exp(sX) ds
and likewise (with C instead of Y and 2Y instead of X)
[C, exp(2tY )] = −
∫ t
0
exp((t− s)2Y )[2Y,C] exp(s 2Y ) ds.
Using these formulae in (7.18), together with the mapping properties of
exp(tX) and exp(tY ) as stated in Lemma 7.2 and the commutator bounds
of Lemma 7.3, we obtain
‖[C,S(2t)]ϕ‖L2 ≤ 2t
c2
ε
‖ϕ‖H2ε .
This gives us, with c = 14c2(1 + (γ + 1)/2),
‖R(2t)ϕ‖L2 ≤ t2
8c
ε
‖ϕ‖H2ε ,
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and using this bound in the formula (7.14) for the error operator E(τ) =
S(τ)− U(τ) then yields the following local error bound, for one step of the
Strang splitting method,
‖S(τ)ϕ − U(τ)ϕ‖L2 ≤ c
τ3
ε
‖ϕ‖H2ε . (7.19)
The error after n steps can be written as
ψn − ψ(tn) = S(τ)nψ0 − U(τ)nψ0 =
n−1∑
j=0
S(τ)n−j−1 (S(τ)− U(τ))U(τ)jψ0
=
n−1∑
j=0
S(τ)n−j−1 (S(τ)− U(τ))ψ(tj).
Since S(τ) is a unitary operator, we finally obtain from (7.19)
‖ψn − ψ(tn)‖L2 ≤ n c
τ3
ε
max
0≤j≤n−1
‖ψ(tj)‖H2ε ≤ c tn
τ2
ε
max
0≤t≤tn
‖ψ(t)‖H2ε ,
which is the stated result.
Remark 7.1 For potential functions V that are smooth and subquadratic
in the sense that all partial derivatives of order ≥ 2 are bounded, ε-uniform
well-posedness holds as well if the Sobolev norms ‖ · ‖Hmε are replaced by
stronger norms that additionally control the decay at infinity,
‖ϕ‖Σmε =
∑
|α|≤m
(
‖ε|α|∂αϕ‖2L2 + ‖xαψ‖2L2
)
;
see (Carles 2013, Proposition A.2). For subquadratic potentials, commu-
tator bounds as in Lemma 7.3 can be shown in the Σmε - instead of H
m
ε -
norms. Therefore, the proof of Theorem 7.1 yields the same second-order
error bounds for the Strang splitting also in the case of a subquadratic po-
tential, but with the Σmε - instead of H
m
ε -norms.
While the L2-error of Strang splitting is only O(τ2/ε), the following result
shows that the error bound for observables can be improved to O(τ2 + ε2).
Theorem 7.4 (error in observables for the Strang splitting) Let the
potential V be smooth and let its partial derivatives of order≥ 2 be bounded.
Let the observable A = op(a) be the Weyl quantisation of a Schwartz func-
tion a : R2d → R. Then, the error of the Strang splitting (7.11)-(7.12) in
the expectation values of A on the time interval 0 ≤ t ≤ t¯ is bounded by
|〈A〉ψn − 〈A〉ψ(tn)| ≤ c (τ2 + ε2),
where c <∞ is independent of ψ0 of unit L2-norm, of ε, τ and n with nτ ≤ t¯
(but depends on t¯).
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Proof. The proof uses Egorov’s theorem (Theorem 6.3), the approximate
representation of expectation values of observables via the Husimi function
(Theorem 6.11), and error bounds of the Sto¨rmer–Verlet method, which is
the Strang splitting for the classical equations of motion.
With the kinetic energy operator T = −12ε2∆, the Strang splitting oper-
ator reads
Sτ = exp( τ2iεV ) exp(
τ
iεT ) exp(
τ
2iεV ).
For classical motion under the Hamiltonian
h(q, p) = 12 |p|2 + V (q) ≡ hT (p) + hV (q)
with corresponding flows Φt, ΦtT , Φ
t
V , the Strang splitting is the Sto¨rmer–
Verlet method (see Section 7.1) with the one-step map
Στ = Φ
τ/2
V ◦ ΦτT ◦Φτ/2V .
We then write, with ϕ = exp( τiεT ) exp(
τ
2iεV )ψ
0,
〈A〉Sτψ0 = 〈exp(− τ2iεV )A exp( τ2iεV )〉ϕ.
By Egorov’s theorem (Theorem 6.3), we have, uniformly for ϕ of unit norm,
that the right-hand side is
〈exp(− τ2iεV )A exp( τ2iεV )〉ϕ = 〈op(a ◦ Φ
τ/2
V )〉ϕ +O(τε2).
Since a ◦ Φτ/2V still satisfies the assumptions of Theorem 6.3, we obtain fur-
ther, for η = exp( τ2iεV )ψ
0,
〈op(a ◦ Φτ/2V )〉ϕ = 〈exp(− τiεT ) op(a ◦ Φ
τ/2
V ) exp(
τ
iεT ) 〉η
= 〈op(a ◦ Φτ/2V ◦ΦτT )〉ϕ +O(τε2)
and yet further
〈A〉Sτψ0 = 〈op(a ◦ Στ )〉ψ0 +O(τε2).
For arbitrary n with nτ ≤ t¯, it can be verified that all derivatives of a◦(Στ )n
are bounded independently of n and τ (because differentiating the Sto¨rmer–
Verlet method is the same as applying the method to the differentiated
equations of motion), and hence this relation extends to
〈A〉ψn = 〈op(a ◦ (Στ )n)〉ψ0 +O(nτε2).
By Theorem 6.11 we thus have, with the Husimi function Hψ0 of the initial
data,
〈A〉ψn =
∫
R2d
Hψ0(z)
(
a ◦ (Στ )n(z)− ε4∆(a ◦ (Στ )n)(z)
)
dz +O(ε2) (7.20)
together with the corresponding formula for the average over the exact wave
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function ψ(t) at t = nτ ,
〈A〉ψ(t) =
∫
R2d
Hψ0(z)
(
a ◦Φt(z)− ε4∆(a ◦ Φt)(z)
)
dz +O(ε2). (7.21)
Under the given assumptions on a and V , the classical Sto¨rmer–Verlet
method satisfies the second-order error bounds
‖a ◦ (Στ )n − a ◦Φt‖L∞(R2d) ≤ Cτ2,
‖∆(a ◦ (Στ )n)−∆(a ◦ Φt)‖L∞(R2d) ≤ Cτ2.
Since the Husimi function Hψ0 is a probability density, using these error
bounds in the difference of (7.20) and (7.21) yields the result.
Remark 7.2 Using higher-order versions of the Egorov theorem, the ε2
error term can be reduced to εN for arbitrary N ≥ 2. As this refinement
becomes very technical, we do not present it here.
Remark 7.3 Golse, Jin and Paul (2019) give another error bound for
the Strang splitting that is robust as ε → 0. They prove an O(τ2 + ε1/2)
error bound for the quadratic Monge–Kantorovich or Wasserstein distance
between the Husimi functions of the approximate and the exact quantum
density operators.
7.3. Periodisation and full discretisation: Split-step Fourier method
For the actual computation, the partial differential equation is truncated
to a finite domain, usually by restriction to a sufficiently large interval (or
square, cube, hypercube in higher dimensions) and periodisation. This is a
reasonable approach as long as the wave function is well localised, as remains
the case in the semiclassical setting up to the Ehrenfest time; see Section 4.
The L2-error analysis of the Strang splitting extends immediately to the
periodised equation, since the same commutator bounds remain valid.
For a full discretisation, the periodised problem then needs to be discre-
tised in space. This is usually done by Fourier collocation. For notational
simplicity, let us consider the one-dimensional situation. Here, the inter-
val, which we rescale to [−π, π], is discretized with K = 2L equidistant
grid points xj = j 2π/K (j = −K/2, . . . ,K/2 − 1), and the wave function
ψ(xj , t) at these points is approximated by values ψj(t), which are collected
in a vector ψ(t) ∈ CK . The Schro¨dinger equation (7.10) (on the interval
with periodic boundary conditions) is then replaced by a system of ordinary
differential equations,
d
dt
ψ = Xψ +Yψ.
Here, the matrix X is diagonal with entries − iε−1V (xj), and Y = F−1DF ,
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where F denotes the discrete Fourier transform acting on vectors of di-
mension K, and D is the diagonal matrix with entries dk =
1
2 iεk
2 (k =
−K/2, . . . ,K/2 − 1).
The Strang splitting in this context reads
ψn+1 = exp(12τX) exp(τY) exp(
1
2τX)ψ
n,
or equivalently, for the vector ψ̂ = Fψ of Fourier coefficients,
ψ̂
n+1
= F exp(12τX)F
−1 exp(τD)F exp(12τX)F
−1ψ̂
n
. (7.22)
Algorithmically, this method alternates between pointwise multiplications
of vectors and fast Fourier transforms that implement the actions of F and
F−1 on vectors. It is known as the split-step Fourier method and goes back
to Hardin and Tappert (1973) and Fleck, Morris and Feit (1976). Bao, Jin
and Markowich (2002) consider this method in the semiclassical setting and
prove the first rigorous L2-error bounds of the analogous method based on
the first-order Lie–Trotter splitting instead of the Strang splitting.
With the vector ψn ∈ CK we associate its trigonometric interpolation
ψnK ∈ Cper[−π, π]. The error bound of Theorem 7.1 then extends to the
following error bound for the fully discrete method.
Theorem 7.5 (L2-error bound for the split-step Fourier method)
Assume that the potential V and its partial derivatives up to mth order are
continuous and bounded, with m ≥ 4. For the split-step Fourier method
with the starting value ψ0K taken as the K-point trigonometric interpolation
of the given initial value ψ0, the error is bounded in the L2-norm by
‖ψnK − ψ(tn)‖L2 ≤ c
tn
ε
(
τ2 + (Kε)−m
)
max
0≤t≤tn
‖ψ(t)‖Hmε , n ≥ 0,
where c is independent of ε, τ , n and K (but depends on m and on bounds
of partial derivatives of V ).
For an accurate approximation, the number K of grid points must be
chosen considerably larger than ε−1, i.e. the grid spacing must be consider-
ably smaller than ε; this is actually already required for the trigonometric
interpolation of initial data that are bounded in Hmε . On the other hand, a
time step size τ = O(ε) still suffices for obtaining O(τ) accuracy.
Proof. We interpret the split-step Fourier method as the space-continuous
Strang splitting method with inexact evaluation of exp(tX)ϕ. To this end,
let PK denote the space of trigonometric polynomials that are linear combi-
nations of K exponentials eikx with k ranging from −K/2 to K/2 − 1. We
write IKf ∈ PK for the trigonometric interpolation of a periodic function f
and we note that IKϕ = ϕ for all ϕ ∈ PK . We further need the simple fact
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that for a function ϕ with the vector of grid values ϕ ∈ CK , the vector of
Fourier coefficients of IKϕ is given by Fϕ.
Starting from ψ0K ∈ PK , the split-step Fourier method computes ψnK as
ψnK = SK(τ)
nψ0K , with SK(τ) = IK exp(
1
2τX)IK exp(τY )IK exp(
1
2τX).
Since for ϕ ∈ PK we also have exp(tY )ϕ ∈ PK , the expression for SK(τ)
simplifies to
SK(τ) = IK exp(
1
2τX) exp(τY )IK exp(
1
2τX),
so that studying the error SK(τ) − S(τ) reduces to studying the error in
the interpolation of exp(τX)ϕ. Now, the trigonometric interpolation error
is known to satisfy the following bound; see, e.g. (Lubich 2008, p. 77),
‖IKf − f‖L2 ≤ CmK−m ‖∂mx f‖L2 , m ≥ 1. (7.23)
With f = exp(τX)ϕ = e−τ iε−1V ϕ for ϕ ∈ PK , rewritten in the form
exp(τX)ϕ = ϕ+ τX
∫ 1
0 exp(θτX)ϕdθ, this implies
‖IK(exp(τX)ϕ) − exp(τX)ϕ‖L2 ≤ c
τ
ε
(Kε)−m‖ϕ‖Hmε ,
where c is independent of ε, but depends on bounds of derivatives of V .
Since exp(12τY ) is an isometry on L
2 and Hmε , this implies that
‖SK(τ)ψ − S(τ)ψ‖L2 ≤ c
τ
ε
(Kε)−m‖ψ‖Hmε .
Together with (7.19) and (7.23), this shows that the local error of the method
is bounded, for all ψ ∈ Hmε , by
‖SK(τ)ψ − U(τ)ψ‖L2 ≤ c
τ
ε
(
τ2 + (Kε)−m
)‖ψ‖Hmε .
Furthermore, (7.22) shows that SK(τ) is conjugate to a unitary operator
on PK . By the same argument for the global error as at the end of the
proof of Theorem 7.1, beginning after (7.19) with SK(τ) in place of S(τ),
we therefore obtain the stated result.
The extension to higher dimensions is trivial in theory for a full tensor grid,
but computationally this is not feasible except for very small dimensions.
The extension of the split-step Fourier method to sparse grids in higher di-
mensions was studied by Gradinaru (2007/08) and Gradinaru (2007) for the
Schro¨dinger equation without semiclassical scaling (ε = 1). In the semi-
classical case ε ≪ 1, the sparse-grid Fourier interpolation error estimate,
which is derived by Gradinaru (2007/08), leads to a catastrophic scaling in
ε for functions in Hmε with sufficiently large m: denoting by IΓ the inter-
polation operator on a sparse grid Γ in d dimensions that corresponds to a
hyperbolic cross for the Fourier coefficients (see, e.g. Bungartz and Griebel
(2004) for these notions) with a maximum of K = 2L grid points in each
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co-ordinate direction, the interpolation error bound of Gradinaru (2007/08)
can be rewritten as
‖IΓf − f‖L2 ≤ C Ld−1K−m+1ε−md‖(ε∂1)m . . . (ε∂d)mf‖L2 .
This indicates that the total number of grid points must be chosen larger
than ε−d, the same condition that arises also for full tensor grids. In
view of these theoretical considerations and confirmed by numerical ex-
periments, sparse grids are not appropriate for the direct discretisation of
higher-dimensional semiclassical Schro¨dinger equations.
Suzuki, Suryanarayana and Nuyens (2019) proposed and studied a version
of the split-step Fourier method with lattice rules for the full discretisation of
high-dimensional Schro¨dinger equations (for ε ∼ 1, not in the semiclassical
scaling). In contrast to the non-unitary sparse grid Fourier transform, the
lattice rule uses a unitary fast Fourier transform, which leads to better
norm and energy conservation in numerical experiments. The obtained error
bounds are in terms of bounds of mixed derivatives like for the sparse grid
method and therefore lead to the same unfavourable scaling in ε for functions
in Hmε with m ≥ 1.
7.4. Symmetric Zassenhaus splitting
Higher orders of convergence of the time discretisation can be achieved in
different ways. As an interesting alternative to splitting methods with sev-
eral factors exp(aitX) and exp(bitY ), the symmetric Zassenhaus splitting
proposed by Bader, Iserles, Kropielnicka and Singh (2014) approximates
ψ(t) = exp(t(X + Y ))ψ0 by ψn = Z(τ)nψ0 at t = nτ , where
Z(τ) = exp(12τX) exp(
1
2τY ) exp(2τ
3C3) exp(
1
2τY ) exp(
1
2τX)
with C3 =
1
48
[X, [X,Y ]] +
1
24
[Y, [X,Y ]], (7.24)
or higher-order versions of the type
Zm(τ) = exp(
1
2τX) exp(
1
2τY ) exp(τ
3C3) exp(τ
5C5) . . . exp(τ
2m−1C2m−1)×
exp(τ2m−1C2m−1) . . . exp(τ5C5) exp(τ3C3) exp(12τY ) exp(
1
2τX)
with skew-hermitian operators Ck, for odd k, which are linear combinations
of (k − 1)-fold commutators of X and Y . An elegant algorithm for their
construction was given by Arnal, Casas and Chiralt (2017). Bader et al.
(2014) applied such methods to space discretisations of the semiclassical
Schro¨dinger equation, under appropriate scaling relations between the semi-
classical parameter ε, the step size τ , and the spatial mesh size, which imply
that τ3C3 is of moderate or small norm so that the action of its exponential
on a vector can be approximated efficiently using a few Lanczos iterations,
which only require just as few matrix-vector multiplications. The Lanczos
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method for the action of the exponential of a skew-hermitian matrix was
first proposed by Park and Light (1986); see (Lubich 2008, Section III.2.2)
for a priori and a posteriori error analyses.
Here we study the error of the symmetric Zassenhaus splitting (7.24) for
the semiclassical Schro¨dinger equation without any space discretisation, as
we did previously for the Strang splitting. By the same arguments as in
the proof of Theorem 7.5, the result can be extended to the fully discrete
situation with Fourier collocation in space.
Theorem 7.6 (L2-error of the symmetric Zassenhaus splitting)
Assume that the potential V together with its partial derivatives up to suffi-
ciently high order is bounded. Then, the error of the symmetric Zassenhaus
splitting ψn = Z(τ)nψ0 with Z(τ) of (7.24) is bounded in the L2-norm by
‖ψn − ψ(tn)‖L2 ≤ C tn
τ4
ε
max
0≤t≤tn
‖ψ(t)‖H4ε , n ≥ 0,
where C is independent of ε, τ and n (but depends on bounds of partial
derivatives of V ).
Proof. The proof proceeds similarly to the proof of the error bound for the
Strang splitting. As in (7.13), we obtain
d
dt
Z(2t) = (X + Y )Z(2t) + Z(2t)(X + Y ) +R(2t)
with the defect
R(2t) = [exp(tX), Y ] exp(−tX)Z(2t) − Z(2t) exp(−tX)[exp(tX), Y ]
+ [exp(tX) exp(tY ), 48 t2C3] exp(−tY ) exp(−tX)Z(2t)
− Z(2t) exp(−tX) exp(−tY )[exp(tY ) exp(tX), 48 t2C3]
+ 48 t2
(
C3Z(2t) + Z(2t)C3
)
.
By repeated use of (7.16) we expand
[exp(tX), Y ] exp(−tX) =
∫ t
0
exp(sX)[X,Y ] exp(−sX) ds
= t[X,Y ] +
t2
2!
[X, [X,Y ]] +
t3
3!
[X, [X, [X,Y ]]] +R+4 (t),
where the remainder term reads
R+4 (t) =
∫ t
0
∫ s
0
∫ r
0
∫ q
0
exp(pX)[X, [X, [X, [X,Y ]]]] exp(−pX) dp dq dr ds.
Since the four-fold commutator satisfies a bound like in Lemma 7.3 from H4ε
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to L2, we have for all ϕ ∈ H4ε ,
‖R+4 (t)ϕ‖L2 ≤
c4
ε
t4
4!
‖ϕ‖H4ε .
Similarly,
exp(−tX)[exp(tX), Y ] = t[X,Y ]− t
2
2!
[X, [X,Y ]]+
t3
3!
[X, [X, [X,Y ]]]+R−4 (t),
where R−4 (t) satisfies the same bound as R
+
4 (t). The next two terms in R(2t)
can be expanded similarly, since by the commutator product rule,
[exp(tX) exp(tY ), C3] exp(−tY ) exp(−tX)
= [exp(tX), C3] exp(−tX) + exp(tX)[exp(tY ), C3] exp(−tY ) exp(−tX),
and analogously for the other commutator term with C3. Collecting the
dominant terms, we obtain
R(2t) = t[[X,Y ], Z(2t)] + 12t
2
(
[X, [X,Y ]]Z(2t) + Z(2t)[X, [X,Y ]]
)
+ 48 t2(C3Z(2t) + Z(2t)C3) +R3(t),
where for all ϕ ∈ H3ε ,
‖R3(t)ϕ‖L2 ≤ c
t3
ε
‖ϕ‖H3ε .
Now, for the commutator [[X,Y ], Z(2t)] we use the commutator product
rule as in (7.18) and expand the resulting terms as above. This yields
[[X,Y ], Z(2t)] = 2t [[X,Y ],X + Y ] +R2(t),
where R2(t) is bounded like R3(t) with the exponent 2 instead of 3. Using
that exp(L) = 1 +
∫ 1
0 L exp(θL) dθ for L any of tX, tY , 16t
3C3, we further
find that
[X, [X,Y ]]Z(2t) + Z(2t)[X, [X,Y ]] = 2[X, [X,Y ]] +R1(t),
C3Z(2t) + Z(2t)C3 = 2C3 + R˜1(t),
where R1(t) and R˜1(t) are bounded like R3(t) with the exponent 1 instead
of 3. Altogether, we obtain
R(2t) = t2
(
−[X, [X,Y ]]− 2[Y, [X,Y ]] + 48C3
)
+ R˜3(t),
where R˜3(t) is bounded like R3(t). With the choice (7.24) of C3, the term
in big brackets vanishes, and so we obtain, for all ϕ ∈ H3ε ,
‖R(2t)ϕ‖L2 ≤ c
t3
ε
‖ϕ‖H3ε .
This is not yet the O(t4/ε) estimate that we need. The improved bound is
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obtained by taking the expansion one power further and verifying that the
term multiplying t3 vanishes. Instead of actually performing this formidable
calculation by hand (or by Maple or Mathematica), this can be concluded
from the fact that because of the symmetry of the method, the terms cor-
responding to odd powers in the error expansion of the Zassenhaus method
vanish identically in the case of ordinary differential equations z′ = (X+Y )z
with arbitrary matrices X and Y . Then, these algebraic combinations of
higher commutators must also vanish for the operators X and Y considered
here. The fourth-order remainder terms are under control with the expan-
sions used above, since also the three-fold and four-fold commutators are
bounded as in Lemma 7.3. Hence, the previous estimate improves to
‖R(2t)ϕ‖L2 ≤ c
t4
ε
‖ϕ‖H4ε .
With this bound, the result follows in the same way as for the Strang split-
ting.
Remark 7.4 The proof of the error bound in observables of Theorem 7.4
can be transferred to yield an O(τ4 + ε2) error bound in observables for
the symmetric Zassenhaus splitting. The only additional argument required
is an appropriate fourth-order error bound for the symmetric Zassenhaus
splitting of the classical equations of motion, which has the one-step map
Ψτ = Φ
τ/2
V ◦ Φτ/2T ◦Φ2τ
3
C3 ◦ Φ
τ/2
T ◦ Φτ/2V ,
where ΦtC3 is the flow of the Hamilton function
C3 =
1
48
{V, {V, T}} + 1
24
{T, {V, T}}.
Remark 7.5 For the semiclassical Schro¨dinger equation with time-depend-
ent potential, the symmetric Zassenhaus splitting has been appropriately
combined with the Magnus expansion of the time-dependent Hamiltonian
by Bader, Iserles, Kropielnicka and Singh (2016).
7.5. Variational splitting for Gaussian wave packet dynamics
We now return to the setting of Section 3 and recall the notation M for
the manifold of complex Gaussians, the tangent space TuM at u ∈ M, and
the orthogonal projection onto the tangent space, Pu : L
2(Rd) → TuM.
The variational Gaussian approximation u(t) ∈ M is determined by the
projected differential equation
iε∂tu = PuHu, u(0) = u
0 ∈ M. (7.25)
For the Hamiltonian H = T + V with T = −12ε2∆x, Strang splitting of this
differential equation results in an algorithm where a time step from un ∈ M
to the new approximation un+1 ∈ M at time tn+1 = tn+ τ reads as follows.
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Abstract formulation of the variational splitting integrator:
(i) Half-step with V : determine un+ ∈ M as the solution at time τ/2 of
the equation for u,
iε∂tu = PuV u (7.26)
with initial value u(0) = un ∈ M.
(ii) Full step with T : determine un+1− as the solution at time τ of
iε∂tu = PuTu (7.27)
with initial value u(0) = un+.
(iii) Half-step with V : un+1 is the solution at time τ/2 of (7.26) with initial
value u(0) = un+1− .
Written in the Hagedorn parameters (q, p,Q, P, ζ) of (3.11), viz.
u(x, t) = exp
(
i
ε
(
1
2(x− q(t))TP (t)Q(t)−1(x− q(t)) + p(t)T (x− q(t)) + ζ(t)
))
,
the differential equations above become the following in view of Proposi-
tion 3.14 and Theorem 3.17:
(i) and (iii) Half-step with V :
q˙ = 0, p˙ = −〈∇xV 〉u,
Q˙ = 0, P˙ = −〈∇2xV 〉uQ,
ζ˙ = −〈V 〉u + ε4 tr(Q∗〈∇2xV 〉uQ).
(ii) Full step with T :
q˙ = p, p˙ = 0,
Q˙ = P, P˙ = 0,
ζ˙ = 12 |p|2 + iε2 tr(PQ−1).
In (i) and (iii) we note that the averages 〈V 〉u, 〈∇xV 〉u and 〈∇2xV 〉u depend
only on the parameters q,Q, Im ζ of the Gaussian, which remain constant
in these substeps. Therefore, these differential equations can be solved ex-
plicitly, and we arrive at the Gaussian wave packet integrator proposed and
studied by Faou and Lubich (2006); see also Lubich (2008, Section IV.4).
Starting from the Gaussian un with parameters qn, pn, Qn, Pn, ζn, a time
step for (7.25) from time tn to tn+1 = tn + τ proceeds as follows.
Practical algorithm of the variational splitting integrator:
(i) With the averages 〈W 〉n = 〈un |Wun〉 for W = V,∇V,∇2V , compute
pn+1/2 = pn − 12τ 〈∇V 〉n
Pn+1/2 = Pn − 12τ 〈∇2V 〉nQn (7.28)
ζn+ = ζ
n − 12τ 〈V 〉n +
τ ε
8
tr
(
(Qn)∗〈∇2V 〉nQn).
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(ii) Compute
qn+1 = qn + τ pn+1/2
Qn+1 = Qn + τ Pn+1/2 (7.29)
ζn+1− = ζ
n
+ +
1
2τ
∣∣pn+1/2∣∣2 + i2 ε tr(log(Id + τ Pn+1/2(Qn)−1)) .
(iii) With the averages over the Gaussian at time tn+1, which are the same
as those for the previously computed parameters qn+1, Qn+1, Im ζn+1− ,
compute
pn+1 = pn+1/2 − 12τ 〈∇V 〉n+1
Pn+1 = Pn+1/2 − 12τ 〈∇2V 〉n+1Qn+1 (7.30)
ζn+1 = ζn+1− − 12τ 〈V 〉n+1 +
τ ε
8
tr
(
(Qn+1)∗〈∇2V 〉n+1Qn+1).
Classical limit. It is instructive to see how this algorithm behaves in the
classical limit ε → 0. In this limit, the averages of V,∇V,∇2V tend to
point evaluations at the centre of the Gaussian, and hence the equations for
position q and momentum p become the Sto¨rmer–Verlet method (7.6) for
the classical equations of motion.
Conservation properties. The variational splitting integrator conserves
the norm of the Gaussian wavepacket:
‖un+1‖L2 = ‖un‖L2 .
This property is best seen from the abstract formulation: since each of the
substeps (7.26)–(7.27) conserves the norm by the argument of the proof of
Proposition 3.3, their composition also conserves the norm.
Energy is not conserved exactly by the variational splitting integrator,
but Faou and Lubich (2006) show that the integrator conserves the norm of
the Gaussian wavepacket up to O(τ2) for exponentially long times t ≤ ec/τ ,
provided the eigenvalues of the positive definite width matrix (Qn(Qn)∗)−1
are bounded from below by a positive multiple of ε for such times and the
positions qn remain in a compact subset of the domain of analyticity of
the potential. The proof of this long-time near-conservation result relies on
the symplecticity of the method (in the form of preservation of a Poisson
structure) and on results from a backward error analysis as given in Hairer
et al. (2006, Chapter IX).
Linear and angular momentum are conserved exactly for a potential that
is invariant under translations or rotations, respectively. This is shown using
the abstract formulation of the integrator and the same arguments as in the
proof of Proposition 3.4 for the substeps of the abstract algorithm.
The symplecticity relation (3.7) or equivalently (3.10) of the matrices Q
and P is conserved exactly by the integrator. This follows from the differ-
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ential equations solved by Q and P in the substeps with the same argument
as in the proof of Theorem 3.17.
Error bounds. The method is a standard Strang splitting of the differen-
tial equations for the parameters Π = (q, p,Q, P, ζ) that are given by The-
orem 3.17. Since ε is a regular perturbation parameter in these differential
equations, the standard error bounds of Strang splitting for ordinary differ-
ential equations as given, for example, by McLachlan and Quispel (2002) or
Hairer et al. (2006, Section III.5.3), show that the error in the parameters
is O(τ2) over bounded time intervals: for sufficiently small τ ≤ τ0 (with τ0
independent of ε),
‖Πn −Π(tn)‖ ≤ cτ2 for tn ≤ t¯, (7.31)
where c is independent of ε, n and τ with tn = nτ ≤ t¯, but depends expo-
nentially on t¯. Since the parameters appear divided by ε in the exponent of
the Gaussian wave packet, its approximation properties are less obvious.
Theorem 7.7 (error of the Gaussian wave packet integrator)
(a) The L2-error of the wave packet un is bounded by
‖un − u(tn)‖L2 ≤ C
τ2
ε
for tn ≤ t¯. (7.32)
(b) Let the observable A be an ε-independent polynomial of the position
and momentum operators q̂ and p̂ (with q̂ϕ(x) = xϕ(x) and p̂ϕ(x) =
− iε∇xϕ(x)), and consider averages 〈A〉u = 〈u |Au〉. Then, the error of
the average of A over un is bounded by
|〈A〉un − 〈A〉u(tn)| ≤ Cτ2 for tn ≤ t¯. (7.33)
In both (a) and (b), C is independent of ε, n and τ with tn = nτ ≤ t¯, but
depends exponentially on t¯.
Proof. (a) The L2-error bound follows immediately from the error bound
(7.31) and the Lipschitz continuity of the exponential function on the imag-
inary axis.
(b) Since a normalised Gaussian u with parameters Π = (q, p,Q, P ) (here
we can ignore ζ) satisfies the relation p̂u = − iε∇xu = (PQ−1(x− q) + p)u,
it follows that
〈A〉u =
∫
Rd
aΠ(x) |u(x)|2 dx
with an ε-independent polynomial aΠ whose coefficients depend smoothly
on the Gaussian parameters Π. We substitute y = (x − q)/√ε and note
that |u(x)|2 = ε−d/2|γ(Q, y)|2 with an ε-independent Gaussian γ(Q, y) =
π−d/4 det(Q)−1/2 exp(−12yT (QQ∗)−1y) of unit L2-norm, using (3.9) with (3.8).
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So we have
〈A〉u =
∫
Rd
aΠ(q +
√
εy) |γ(Q, y)|2 dy.
The error bound (7.33) now follows by taking this formula for un and u(tn)
and using the error bound (7.31) for the parameters.
We remark that the assumption on the observable A to be polynomial
in q̂ and p̂ is not essential. The proof shows immediately that the result
remains valid when A is a polynomial in p̂ and in finitely many functions
αi(q̂) where the functions αi and sufficiently many of its derivatives have at
most polynomial growth. Moreover, by repeating the argument after taking
Fourier transforms, the roles of q̂ and p̂ can be reversed. We do not strive for
utmost generality here, as this would obscure the basically simple argument
given in the proof above.
7.6. Time integration of Hagedorn’s semiclassical wave packets
We return to the setting of Section 4. The wave function ψ(x, t) is approxi-
mated by a linear combination of time-varying Hagedorn functions,
ψK(x, t) = e iS(t)/ε
∑
k∈K
ck(t)ϕ
ε
k[q(t), p(t), Q(t), P (t)](x) (7.34)
over a finite multi-index set K, where (q(t), p(t), Q(t), P (t)) is a solution to
the classical equations
q˙ = p, p˙ = −∇V (q) and Q˙ = P, P˙ = −∇2V (q)Q, (7.35)
and the classical action S(t) satisfies
S˙ = 12 |p|2 − V (q). (7.36)
The coefficients ck(t) in this approximation are determined by a Galerkin
condition that yields the system of differential equations (4.16), viz.
iεc˙(t) = G(t)c(t) with G(t) =
(〈ϕℓ(·, t) |Wq(t)ϕk(·, t)〉)ℓ,k∈K , (7.37)
where ϕk(x, t) = ϕ
ε
k[q(t), p(t), Q(t), P (t)](x) and Wq is the non-quadratic
remainder in the Taylor expansion of the potential V at q. We recall
from Lemma 4.7 that ‖G(t)‖ = O(ε3/2), so the coefficients change slowly:
‖c˙(t)‖ = O(ε1/2).
Time integration of the position and momentum parameters. The
approximate solution of the differential equations (7.35) is best done by a
numerical integrator that preserves quadratic invariants (a symplectic inte-
grator), for example a splitting method based on splitting the kinetic and
potential parts, or a Gauss–Runge–Kutta method; see, e.g. Blanes and
Casas (2016), Hairer et al. (2006) and Leimkuhler and Reich (2004). These
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integrators not only give favourable behaviour for the Hamiltonian equa-
tions of motion for (q, p), but also preserve the symplecticity relation (3.10)
of the matrices Q and P along the numerical solution. Faou et al. (2009)
use the Sto¨rmer–Verlet method (7.6) in this context, but it is pointed out by
Gradinaru and Hagedorn (2014) that a higher-order method for the classical
equations is favourable. Using a method of order r with step size τ , we then
have for the approximations at time tn = nτ ≤ t¯ the error bound (with C
depending on t¯)
‖(qn, pn, Qn, Pn, Sn)− (q(tn), p(tn), Q(tn), P (tn), S(tn))‖ ≤ Cτ r. (7.38)
This yields an O(τ r/ε) L2-error in the corresponding Hagedorn functions,
‖ϕεk[qn, pn, Qn, Pn]− ϕεk[q(tn), p(tn), Q(tn), P (tn)]‖L2 ≤ Ck
τ r
ε
, (7.39)
and similarly for the phase factor,
|e iSn/ε − e iS(tn)/ε| ≤ C τ
r
ε
. (7.40)
Time integration of the coefficients. Let us denote the approximate
Galerkin matrix by
Gn =
(〈ϕnℓ |Wqnϕnk 〉)ℓ,k∈K ,
where ϕnk (x) = ϕ
ε
k[q
n, pn, Qn, Pn](x). We integrate (7.37) numerically with
the approximate Galerkin matrix, using the exponential midpoint rule with
the double step size 2τ ,
c2(n+1) = exp
(
−2τ i
ε
G2n+1
)
c2n, (7.41)
which preserves the Euclidean norm of the coefficient vectors.
Computationally, this can be done efficiently using Lanczos iterations; see
Lubich (2008, Section III.2.2) and references therein. This requires only a
few matrix-vector products which, moreover, can be computed with high ac-
curacy by a fast matrix-free algorithm for which the Galerkin matrix G2n+1
itself need not be assembled; see Faou et al. (2009) and Brumm (2015).
This matrix-free algorithm uses the recurrence relations of the Hagedorn
functions. Its computational cost is proportional to the cardinality of the
multi-index set K — and not to its square, that is the number of entries in
the Galerkin matrix, which is prohibitively large for problems in higher di-
mensions d. In an alternative approach due to Hagedorn and Lasser (2017),
the Galerkin matrix is assembled after a transformation that converts the
multidimensional Galerkin integrals to a product of one-dimensional inte-
grals.
Approximation to the wave function. We thus obtain, for even n, an
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approximation to the wave function at time tn that is given by
ψnK(x) = e
iSn/ε
∑
k∈K
cnk ϕ
ε
k[q
n, pn, Qn, Pn](x). (7.42)
Since the Hagedorn functions are orthonormal and the Euclidean norm of
the coefficient vector is preserved, the L2-norm of the approximate wave
function is also preserved in time: ‖ψnK‖L2 = 1 for all n.
We now bound the error of this time integration method. Here we also
recall the error bound for ψK(t) − ψ(t) given by Theorem 4.9. The follow-
ing L2-error bound (without the factor ε1/2 in the second term) is due to
Gradinaru and Hagedorn (2014).
Theorem 7.8 (error of the Hagedorn wave packet integrator) We
consider the time discretisation of order r with stepsize τ given in (7.38) for
the classical equations and (7.41) for the coefficients. If the potential V
is smooth with polynomially bounded derivatives, then the following error
bounds hold true:
(a) The L2-error is bounded by
‖ψnK − ψK(tn)‖L2 ≤ C1
τ r
ε
+ C2 τ
2ε1/2. (7.43)
(b) Let the observable A be an ε-independent polynomial of the position
and momentum operators q̂ and p̂. Then, the error of the average of A over
ψnK is bounded by
|〈A〉ψn
K
− 〈A〉ψK(tn)| ≤ C1τ r + C2 τ2ε1/2 for tn ≤ t¯. (7.44)
In both (a) and (b), C1 and C2 are independent of ε, τ and n with tn =
nτ ≤ t¯ (but depend on K and t¯).
The proof uses the following lemmas.
Lemma 7.9 (scaling of the Galerkin matrix) For the Galerkin ma-
trix we have
G(t) = ε3/2G˜(t),
where all derivatives of G˜ are bounded independently of ε.
Proof. We transform variables y = (x − q)/√ε and note from (4.1) and
(4.9) that
ϕεk[q, p,Q, P ](x) = ε
−d/4ϕ1k[0, p/
√
ε,Q, P ](y).
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We therefore obtain (omitting the omnipresent argument t)
Gjk =
∫
Rd
ϕεj [q, p,Q, P ](x)Wq(x)ϕ
ε
k[q, p,Q, P ](x) dx
=
∫
Rd
ϕ1j [0, p/
√
ε,Q, P ](y)Wq(q +
√
εy)ϕ1k[0, p/
√
ε,Q, P ](y) dy.
The exponential factors containing p cancel in this expression, and so this
simplifies to
Gjk =
∫
Rd
ϕ1j [0, 0, Q, P ](y)Wq(q +
√
εy)ϕ1k[0, 0, Q, P ](y) dy.
Since Wq(x) is the non-quadratic remainder term of the Taylor expansion
of V at q, we have by the integral remainder formula
Wq(q +
√
εy) = ε3/2
∫ 1
0
1
2 (1− θ)2 V ′′′(q + θ
√
εy)(y, y, y) dθ.
Inserting this formula into the above integral yields the result.
Lemma 7.10 (error in the Galerkin matrix) With the error bounds
(7.38), the error in the Galerkin matrix is bounded by
‖Gn −G(tn)‖ ≤ C τ rε3/2,
where C is independent of ε, τ and n with tn = nτ ≤ t¯ (but depends on the
multi-index set K).
Proof. This follows immediately from the formulas for Gnjk and Gjk(tn)
obtained in the previous proof.
Lemma 7.11 (error of the coefficients) With the error bounds (7.38)
for r ≥ 2, the error in the coefficients is bounded by
‖cn − c(tn)‖ ≤ C τ2ε1/2,
where C is independent of ε, τ and n with tn = nτ ≤ t¯.
Proof. We begin by studying the error of auxiliary coefficient vectors an
that are defined like cn but using the Galerkin matrix G(t) with exact pa-
rameters (q(t), p(t), Q(t), P (t)):
a2(n+1) = exp
(
−2τ i
ε
G(t2n+1)
)
a2n.
Over a time step, for t2n ≤ t ≤ t2n+2, we consider the differential equation
for the coefficients c(t) of the time-continuous Galerkin approximation,
iεc˙(t) = G(t)c(t)
and the differential equation with fixed matrix G(t2n+1),
iεa˙(t) = G(t2n+1)a(t)
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with the same starting values a(t2n) = c(t2n). Writing the differential equa-
tion for c(t) as
iεc˙(t) = G(t2n+1)c(t) +
(
G(t)−G(t2n+1)
)
c(t),
subtracting the two differential equations and applying the variation-of-
constants formula yields
a(t2(n+1))− c(t2(n+1))
=
∫ t2(n+1)
t2n
exp
(
−(t2(n+1) − t)
i
ε
G(t2n+1)
) i
ε
(
G(t)−G(t2n+1)
)
c(t) dt.
Here we note that by Lemma 7.9,
exp
(
−(t2(n+1) − t)
i
ε
G(t2n+1)
)
= Id +O(ε1/2τ),
1
ε
(
G(t)−G(t2n+1)
)
= ε1/2
(
G˜(t)− G˜(t2n+1)
)
= O(ε1/2τ),
so that
a(t2(n+1))− c(t2(n+1)) = iε1/2
(∫ t2(n+1)
t2n
G˜(t) dt− 2τG˜(t2n+1)
)
+O(ετ3)
= O(ε1/2τ3)
by the error bound for the midpoint rule. From this local error bound for
the exponential midpoint rule with the hermitian matrix G(t) we conclude
the global error bound
a2n − c(t2n) = O(ε1/2tnτ2).
To estimate the difference between c2n from (7.41) and a2n, we write the
error equation
c2n+2 − a2n+2 = exp
(
−2τ i
ε
G2n+1
)(
c2n − a2n)
+
(
exp
(
−2τ i
ε
G(t2n+1)
)
− exp
(
−2τ i
ε
G2n+1
))
c2n.
The last term is of size O(ε1/2τ r+1) by Lemma 7.10, and so we obtain
c2n − a2n = O(ε1/2tnτ r).
Together with the above estimate for a2n − c(t2n), this yields the result.
Proof. (of Theorem 7.8 ) (a) The L2-error bound follows by combining the
error bounds (7.39)–(7.40) and Lemma 7.11 in (7.42).
(b) In view of (4.10)–(4.11), we can write the Hagedorn wave packet with
coefficients c(t) =
(
ck(t)
)
and parameters Π(t) = (q(t), p(t), Q(t), P (t)) and
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S(t) in the form
ψK(x, t) = e iS(t)/ε f
(
c(t), Q(t),
x− q(t)√
ε
)
ϕε0[Π(t)](x),
where f(·, ·, ·) is a smooth function with derivatives bounded independently
of ε and polynomial in the third argument. As in the proof of part (b) of
Theorem 7.7, this yields
〈A〉ψK(t) =
∫
Rd
g(c(t),Π(t), y) |γ(Q(t), y)|2 dy,
with a smooth function g that has derivatives bounded independently of ε
and has polynomial growth in the third argument, and with an ε-independent
Gaussian γ(Q(t), y) = µ(Q(t)) exp(−12yT (Q(t)Q(t)∗)−1y) of unit L2-norm.
The error bound (7.44) now follows by comparing this formula and the anal-
ogous formula for the numerical approximation ψnK(x) (with coefficients c
n
and parameters Πn in place of c(t) and Π(t), respectively) and using the
error bound (7.38) for the parameters and the error bound of Lemma 7.11
for the coefficients.
As in Theorem 7.7, the error bound of (b) actually holds for much larger
classes of observables A.
We mention that high-order splitting integrators for Hagedorn wave pack-
ets have recently been constructed by Blanes and Gradinaru (2019).
8. High-dimensional quadrature
The various numerical approaches we have described require the computa-
tion of high-dimensional integrals∫
Rn
f(x) dx,
where n = d, 2d or even 4d with the dimension d of the Schro¨dinger equation.
In particular we have the following, listed with increasing difficulty and
generality.
• f is a real Gaussian of width O(√ε) times an ε-independent smooth
function, in the case of variational Gaussian wave packets (Section 3).
• f is a real Gaussian of width O(√ε) times a low-degree polynomial of
x/
√
ε times an ε-independent smooth function, in the case of Hagedorn
wave packets (Section 4).
• f is a probability density multiplied with a smooth function, in the
case of computing expectation values of observables by Wigner/Husimi
transform techniques (Section 6).
• f is a probability density multiplied by a highly oscillatory function
(with a wave length proportional to ε), in the case of Herman–Kluk
and Gaussian beam approximations (Section 5).
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The first two cases, and also the third case with a Gaussian probability
density, can be treated efficiently by sparse-grid Gauss–Hermite quadrature
for moderate dimensions. Very high dimensions and more general proba-
bility densities are the realm of various types of Monte Carlo methods and
quasi-Monte Carlo methods. The high-dimensional highly oscillatory case
is problematic for all of these methods, with a critical dependence of the
required number of quadrature points on ε and/or the dimension.
In this section we briefly discuss these three approaches to high-dimensional
quadrature. While there is ample literature available on Monte Carlo and
quasi-Monte Carlo methods, this is not the case for Gauss–Hermite quadra-
ture and its sparse-grid version, and so we give more details for the latter.
Acta Numerica articles related to this section, which contain a wealth
of results and many relevant references, are (Bungartz and Griebel 2004,
Caflisch 1998, Dick, Kuo and Sloan 2013, Giles 2015, Bou-Rabee and Sanz-
Serna 2018).
8.1. Sparse-grid Gauss–Hermite quadrature
One-dimensional Gauss–Hermite quadrature. We begin with one-
dimensional Gauss–Hermite quadrature, which is Gaussian quadrature for
the weight function e−x
2
on the real line; see, e.g. Gautschi (1997). Here,
the quadrature nodes x1, . . . , xm are chosen as the zeros of the mth Hermite
polynomial Hm. With the corresponding weights ωi, the quadrature formula
m∑
i=1
ωi φ(xi) ≈
∫ ∞
−∞
e−x
2
φ(x) dx
is exact whenever φ is a polynomial of degree less than 2m. Written alter-
natively for f(x) = e−x
2
φ(x) and with wi = ωi e
x2i , the quadrature formula
m∑
i=1
wi f(xi) ≈
∫ ∞
−∞
f(x) dx
is exact whenever f(x) is e−x2 times a polynomial of degree less than 2m.
The nodes xi and weights wi clearly depend on m, but we do not indicate
this obvious dependence in the notation.
We prove the following error bound and refer to Mastroianni and Mon-
egato (1994) for a different error bound.
Theorem 8.1 (error bound for Gauss–Hermite quadrature) For the
multiplication and differentiation operator A = 1√
2
(x + d/dx) on L2(R),
assume that f(x) = e−x
2/2g(x) with g ∈ D(Ar) for some integer r with
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3 ≤ r ≤ 2m. Then, the error of Gauss–Hermite quadrature is bounded by∣∣∣ m∑
i=1
wi f(xi)−
∫ ∞
−∞
f(x) dx
∣∣∣ ≤ Cm√
2m(2m − 1) . . . (2m− r + 1) ‖A
rg‖L2 ,
where C is independent of m, r and f .
We note that for fixed r and large m, this yields an O(m−(r/2−1)) error
bound.
Proof. We expand g as a Hermite–Fourier series
g =
∑
k≥0
ck ϕk, with ck = 〈ϕk | g〉,
where the functions ϕk (k ≥ 0) are the L2-orthonormal basis of Hermite func-
tions; see, e.g. Thaller (2000). Up to a normalisation factor, ϕk(x) equals
Hk(x) e
−x2/2. The zero-order Hermite function is a normalized Gaussian,
ϕ0(x) = π
−1/4 e−x
2/2,
and the further Hermite functions are constructed recursively via Dirac’s
raising operator A† = 1√
2
(x− d/dx):
ϕk =
1√
k
A†ϕk−1, k ≥ 1.
For k ≥ r, the coefficient ck therefore equals
ck = 〈ϕk | g〉 = 1√
k(k − 1) . . . (k − r + 1) 〈(A
†)rϕk−r | g〉
=
1√
k(k − 1) . . . (k − r + 1) 〈ϕk−r | A
rg〉,
and hence we obtain with the Cauchy–Schwarz inequality
|ck| ≤ 1√
k(k − 1) . . . (k − r + 1) ‖A
rg‖, k ≥ r. (8.1)
We let g2m denote the truncated Hermite expansion
g2m =
∑
k<2m
ck ϕk.
Since the quadrature formula integrates f2m(x) := e
−x2/2g2m(x) exactly, the
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quadrature error equals
Em :=
m∑
i=1
wi f(xi)−
∫ ∞
−∞
f(x) dx
=
m∑
i=1
wi
(
f(xi)− f2m(xi)
)− ∫ ∞
−∞
(
f(x)− f2m(x)
)
dx
=
∑
k≥2m
ck
( m∑
i=1
wi e
−x2i /2ϕk(xi)−
∫ ∞
−∞
e−x
2/2ϕk(x) dx
)
=
∑
k≥2m
ck
m∑
i=1
wi e
−x2i /2ϕk(xi),
where the last equality uses that ϕk is orthogonal to e
−x2/2 = π1/4ϕ0. To
proceed further, we need to use the following facts:
(i) |ϕk(x)| ≤ 1 for all real x and all k ≥ 0;
(ii) wi > 0 for all i = 1, . . . ,m (and all m);
(iii) there exists K <∞ such that for all m, ∑mi=1wi e−x2i /2 ≤ K.
Property (i) follows from the pointwise bound of Hermite polynomials in
(Abramowitz and Stegun 1964, p. 787). We remark that the bound (i) is not
sharp but it is sufficient for our purpose. Property (ii) holds generally for all
Gaussian quadrature rules; see Gautschi (1997). Property (iii) follows from
a result by Uspensky (1928), which in particular yields that
∑m
i=1wi e
−x2i /2
converges to
∫∞
−∞ e
−x2/2 dx as m→∞. With (i)–(iii), we estimate
|Em| ≤
∑
k≥2m
|ck|
m∑
i=1
wi e
−x2i /2|ϕk(xi)| ≤ K
∑
k≥2m
|ck|.
The result now follows with the bound (8.1).
Sparse-grid Gauss–Hermite quadrature. Sparse-grid quadrature was
introduced by Smolyak (1963); see also Zenger (1991) and Gerstner and
Griebel (1998) for further developments. Here we describe and study sparse-
grid quadrature when it is based on one-dimensional Gauss–Hermite quadra-
ture in every coordinate direction. For ℓ = 0, 1, 2, . . . , let xℓi denote the
zeros of the Hermite polynomial of degree 2ℓ, and let wℓi be the correspond-
ing weights, so that we have the one-dimensional 2ℓ-point Gauss–Hermite
quadrature formula
Qℓf =
2ℓ∑
i=1
wℓi f(x
ℓ
i) ≈
∫ ∞
−∞
f(x) dx .
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We introduce the difference formulas between successive levels,
∆ℓf = Qℓf −Qℓ−1f ,
and for the lowest level we set ∆0f = Q0f . We clearly have
QLf =
L∑
ℓ=0
∆ℓf.
The full tensor quadrature approximation at level L to a d-dimensional
integral
∫
Rd
f(x1, . . . , xd) dx1 . . . dxd reads
QL ⊗ . . .⊗QLf =
2L∑
i1=1
. . .
2L∑
id=1
wLi1 . . . w
L
id
f(xLi1 , . . . , x
L
id
) .
This uses (2L)d grid points at which f is evaluated. It can be rewritten as
QL ⊗ . . . ⊗QLf =
L∑
ℓ1=0
. . .
L∑
ℓd=0
∆ℓ1 ⊗ . . .⊗∆ℓdf. (8.2)
The number of function evaluations is substantially reduced in Smolyak
quadrature, which neglects all contributions from the difference terms with
ℓ1 + . . .+ ℓd > L and thus arrives at the quadrature formula
SdLf =
∑
ℓ1+...+ℓd≤L
∆ℓ1 ⊗ . . .⊗∆ℓdf ≈
∫
Rd
f(x1, . . . , xd) dx1 . . . dxd . (8.3)
Here, f is evaluated only at the points of the sparse grid
{(xℓ1i1 , . . . , x
ℓd
id
) : ℓ1 + . . . + ℓd ≤ L} ,
which, for K = 2L, has less than K (logK)d−1 quadrature nodes, instead of
Kd for the full tensor grid. We prove the following error bound.
Theorem 8.2 (error bound for sparse-grid Gauss–Hermite quadrature)
For the multiplication and differentiation operators Aj =
1√
2
(xj + ∂j) (j =
1, . . . , d) on L2(Rd), assume that f(x) = e−|x|2/2g(x) with g ∈ D(Ar1 . . . Ard)
for some integer r ≥ 3. Then, the error of sparse-grid Gauss–Hermite
quadrature is bounded by
|SdLf −
∫
Rd
f(x) dx
∣∣∣ ≤ Cd Ld−1 (2L)−(r/2−1) max
r1≤r,...,rd≤r
‖Ar11 . . . Ardd g‖L2 ,
where C > 1 is independent of L, d and f (but depends on r).
This error bound shows that for sufficiently smooth and rapidly decaying
functions f the sparse-grid Gauss–Hermite quadrature still yields an approx-
imation whose error is proportional to a potentially large power of the inverse
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of the number N of function evaluations, provided that N ≫ (logN)2d:
|SdLf −
∫
Rd
f(x) dx
∣∣∣ ≤ (C˜ logN)dr/2N−(r/2−1) max
rj≤r
‖Ar11 . . . Ardd g‖L2 .
In contrast, for the full tensorized quadrature, where N = (2L)d, we have
only
|QL⊗ . . .⊗QLf−
∫
Rd
f(x) dx
∣∣∣ ≤ CdN−(r/2−1)/d max
r1+...+rd=r
‖Ar11 . . . Ardd g‖L2 .
Proof. (of Theorem 8.2) We consider the Hermite–Fourier expansion of g,
g =
∑
k=(k1,...,kd)
kj≥0
ck ϕk1⊗ · · · ⊗ ϕkd with ck = 〈ϕk1 ⊗ . . .⊗ ϕkd | g〉.
We write
∆ℓ1⊗. . .⊗∆ℓdf =
(
(Qℓ1−
∫
R
)−(Qℓ1−1−
∫
R
)
)⊗. . .⊗((Qℓd−∫R)−(Qℓd−1−∫R))f,
and as in the proof of Theorem 8.1, we find that
|∆ℓ1 ⊗ . . .⊗∆ℓdf | ≤ (2K)d
∑
k=(k1,...,kd)
kj≥2
ℓj
|ck|.
Like in (8.1), we obtain for rj ≤ kj
|ck| ≤
d∏
j=1
1√
kj(kj − 1) . . . (kj − rj + 1)
‖Ar11 . . . Ardd g‖,
which yields, for some Cr depending only on r,
|ck| ≤ Cdr Kr(g)
d∏
j=1
k
−r/2
j with Kr(g) = maxrj≤r
‖Ar11 . . . Ardd g‖.
Combining these bounds and using that
∑
kj≥2ℓj k
−r/2
j ≤ Ĉr
(
2ℓj
)−(r/2−1)
,
we obtain the bound
δ :=
∑
(ℓ1,...,ℓd)
ℓj≤L, ℓ1+...+ℓd>L
|∆ℓ1 ⊗ . . . ⊗∆ℓdf |
≤ C˜dr Kr(g)
∑
Λ>L
∑
ℓj≤L, ℓ1+...+ℓd=Λ
(
2Λ
)−(r/2−1)
.
As the cardinality of the set {(ℓ1, . . . , ℓd) ∈ Nd | ℓj ≤ L, ℓ1 + . . . + ℓd = Λ}
is bounded by Λd−1/(d− 1)!, a rough bound is given by
δ ≤ C˜dr Kr(g)
(dL)d−1
(d − 1)!
(
2L
)−(r/2−1)
.
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Using Stirling’s formula, we finally obtain the bound, with C independent
of L, d and f ,
δ ≤ Cd Ld−1 (2L)−(r/2−1)Kr(g).
This shows that the sparse-grid quadrature and the full tensor quadrature
differ by no more than the right-hand side. In view of the above error bound
for the full tensor quadrature, which is proved as in the one-dimensional case,
the result follows.
We note that for a Gaussian integral with the inverse complex width
matrix QQ∗,
(πε)−d/2(detQ)−1
∫
Rd
exp
(
−1
ε
(x− q)T (QQ∗)−1(x− q)
)
φ(x) dx,
as occurs in Sections 3 and 4, and also in Section 6 with a Gaussian or
Hagedorn wave packet as initial data, one would first change variables y =
R(x − q)/√ε ∈ Rd, where R = Q−1 if Q is real, and is otherwise obtained
from a QR decomposition
W
(
ReQ−1
ImQ−1
)
=
(
R
0
)
with an orthogonal matrix W ∈ R2d×2d, so that for the real vector v =
(x− q)/√ε we have
vT (QQ∗)−1v = vTRTRv = |y|2.
Then, (sparse-grid) Gauss–Hermite quadrature is applied to the transformed
integral
π−d/2
∫
Rd
e−|y|
2
φ(q +
√
εR−1y) dy.
8.2. Quasi-Monte Carlo methods
In this and the following subsection we consider the problem of computing
an integral
I =
∫
Rd
f(x) dµ(x)
of a (complex-valued) integrand f over a probability measure µ.
Quasi-Monte Carlo quadrature is an equi-weighted quadrature on well-
chosen deterministic quadrature points. For any x ∈ Rd, we denote by
(−∞, x] := {y ∈ Rd | y ≤ x} the rectangular interval with component-
wise inequality, and by χ(−∞,x] the associated characteristic function. Let
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x1, . . . , xN ∈ Rd and let
DN (x1, . . . , xN ;x) =
1
N
N∑
n=1
χ(−∞,x](xn)− µ((−∞, x]), x ∈ Rd,
denote the discrepancy function of the probability measure µ that quantifies
the deviation of the empirical distribution for the interval (−∞, x]. This
function can also be viewed as the first-order Peano kernel of the equi-
weighted quadrature with nodes xn.
If the measure µ is the product of one-dimensional probability measures
so that the inverses of the one-dimensional cumulative distribution functions
are accessible, then the well-established low-discrepancy sets for the uniform
measure on the unit cube [0, 1]d allow to construct points x1, . . . , xN ∈ Rd
with
sup
x∈Rd
|DN (x1, . . . , xN ;x)| = O
(
(logN)d−1/N
)
; (8.4)
see (Aistleitner and Dick 2015, Theorem 4). However, the practically impor-
tant question of how to obtain optimal low-discrepancy sets for more general
probability measures seems to be open. The following result clarifies why
the discrepancy function is crucial for equi-weighted quadrature. It gives a
Koksma–Hlawka-type result as presented in Lasser and Sattlegger (2017);
see also (Aistleitner and Dick 2015, Dick et al. 2013), and the original papers
by Koksma (1942) and Hlawka (1961).
Theorem 8.3 (quasi-Monte Carlo error) Let f be a Schwartz func-
tion on Rd and µ a probability distribution on Rd. Then, for all x1, . . . , xN ∈
R
d,
1
N
N∑
n=1
f(xn)−
∫
Rd
f(x) dµ(x) = (−1)d
∫
Rd
∂1 . . . ∂df(x)DN (x1, . . . , xN ;x) dx.
Proof. For any x ∈ Rd we have
f(x) = −
∫ ∞
x1
∂1f(y1, x2, . . . , xn) dy1
= (−1)d
∫ ∞
x1
· · ·
∫ ∞
xd
∂1 . . . ∂df(y1, . . . , yd) dyd · · · dy1
= (−1)d
∫
[x,∞)
∂1 . . . ∂df(y) dy.
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This implies for the arithmetic mean
1
N
N∑
n=1
f(xn) =
(−1)d
N
N∑
n=1
∫
Rd
χ[xn,∞)(y) ∂1 . . . ∂df(y) dy
= (−1)d
∫
Rd
∂1 . . . ∂df(y)
1
N
N∑
n=1
χ(−∞,y](xn) dy
and for the integral∫
Rd
f(x) dµ(x) = (−1)d
∫
Rd
∂1 . . . ∂df(y)µ((−∞, y]) dy,
where the last equation also uses Fubini’s theorem.
The discrepancy bound (8.4) does not look more favourable than the error
bounds for sparse-grid methods, but it was a significant achievement in
recent years to develop versions of quasi-Monte Carlo methods in weighted
Sobolev spaces, which allow for dimension-independent error bounds for
appropriate integrands that conform to the weighting in that there is a
varying degree of importance between the variables; see Dick et al. (2013).
It is not clear at present if this weighting technique can be put to good use
for integrals arising in our context.
8.3. Monte Carlo methods
To compute the integral
I =
∫
Rd
f(x) dµ(x)
of a (complex-valued) integrand f over a probability measure µ, the basic
Monte Carlo method takes N independent samples x1, . . . , xN ∈ Rd of the
probability distribution µ and approximates the integral I by the arithmetic
mean
IN =
1
N
N∑
n=1
f(xn).
The following simple, yet basic result shows an O(N−1/2) error behaviour
irrespective of the dimension and of differentiability properties of the inte-
grand.
Theorem 8.4 (Monte Carlo error) The expected value of the squared
error is given by
E
(|IN − I|2) = V(f)
N
with the variance V(f) =
∫
Rd
|f(x)|2 dµ(x)− |I|2.
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Proof. We observe that
E(IN ) =
1
N
N∑
n=1
E(f) = I.
Since the samples are independent and identically distributed, we obtain
E
(|IN − I|2) = V(IN ) = 1
N2
N∑
n=1
V(f) =
V(f)
N
.
Moreover,
V(f) = E
(|f − I|2) = ∫
Rd
|f(x)− I|2 dµ(x)
=
∫
Rd
|f(x)|2 dµ(x)−
∫
Rd
2Re(f(x) I) dµ(x) + |I|2
=
∫
Rd
|f(x)|2 dµ(x)− 2|I|2 + |I|2 =
∫
Rd
|f(x)|2 dµ(x)− |I|2.
This proves the result.
The error bound indicates a difficulty with highly oscillatory integrands
of approximate wave length ε integrated against a probability measure with
smooth probability density. Consider the prototypical example of a Gaussian
distribution µ of width
√
ε, that is, µ(x) = (2πε)−d/2 e−|x|
2/2ε, and fξ(x) =
(2πε)−d/2 e iξ·x/ε for ξ ∈ Rd. The exact integral is
I(ξ) = (2πε)−d
∫
Rd
e iξ·x/ε e−|x|
2/ε dx = (2πε)−d/2 e−|ξ|
2/(2ε),
which is scaled such that
∫
Rd
I(ξ) dξ = 1. However, for all ξ ∈ Rd,∫
Rd
|fξ(x)|2 dµ(x) = (2πε)−d.
The error bound also motivates modifications that aim to reduce the vari-
ance, such as multi-level Monte Carlo methods; see Giles (2015).
Except for special probability measures µ, in particular Gaussians, it is
not known a priori how to draw independent identically distributed (i.i.d.)
samples, as is required in the simple Monte Carlo method described above.
This difficulty is addressed by Markov chain Monte Carlo methods which
replace the i.i.d. variables with variables of a Markov chain that has µ as
an invariant distribution. This is based on the Metropolis–Hastings accep-
tance/rejection algorithm (Metropolis, Rosenbluth, Rosenbluth, Teller and
Teller 1953, Hastings 1970). We refer to Bou-Rabee and Sanz-Serna (2018)
for a concise review of basic concepts of Monte Carlo methods and for an
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analysis of Hamiltonian (or hybrid) Monte Carlo methods, which are an
important subclass of Markov chain Monte Carlo methods.
8.4. Quadrature for the continuous Gaussian superpositions
In Section 5.2 we considered particle methods for the thawed and frozen
Gaussian superpositions. These numerical algorithms pose problems of high-
dimensional oscillatory quadrature when it comes to evaluating the defining
integrals
Ith(t)ψ0(x) = (2πε)−d
∫
R2d
〈gz|ψ0〉 e iS(t,z)/ε g[C(t, z)]Φt(z)(x) dz
and
I♮(t)ψ0(x) = (2πε)−d
∫
R2d
〈gz|ψ0〉 a♮(t, z) e iS(t,z)/ε gΦt(z)(x) dz.
Following Lasser and Sattlegger (2017), we briefly apply the previous results
on quasi-Monte Carlo quadrature (Theorem 8.3) and plain Monte Carlo
quadrature (Theorem 8.4) for the case that the initial data are a Gaussian
centred in some point z0 ∈ R2d, that is, ψ0 = gz0 . Then, the initial wave
packet transform satisfies
〈gz|ψ0〉 = exp(− 14ε |z − z0|2 + i2ε(p + p0)T (q − q0)).
We may write
(2πε)−d〈gz |ψ0〉 = r0(z)µ0(z)
with
r0(z) = 2
d exp( i2ε(p+ p0)
T (q − q0))
and
µ0(z) = (4πε)
−d exp(− 14ε |z − z0|2),
where µ0 defines a probability density on phase space associated with the
initial data. Correspondingly, the integrals can be expressed as
Ith(t)ψ0(x) =
∫
R2d
r0(z) e
iS(t,z)/ε g[C(t, z)]Φt(z)(x) dµ0(z)
and
I♮(t)ψ0(x) =
∫
R2d
r0(z) a♮(t, z) e
iS(t,z)/ε gΦt(z)(x) dµ0(z).
The integrands
fth(t, z) = r0(z) e
iS(t,z)/ε g[C(t, z)]Φt(z)
and
f♮(t, z) = r0(z) a♮(t, z) e
iS(t,z)/ε gΦt(z)
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are time-dependent functions on phase space R2d with values in the space
of Schwartz functions S(Rd). In particular, the exponential of the action
integral creates large mixed derivatives, in the sense that
‖∂1 · · · ∂2dfj(t, z)‖ ∼ ε−2d
for j = th and j = ♮, where the norm belongs to L2(Rd). Therefore, both
integrals are difficult candidates for quasi-Monte Carlo quadrature. In con-
trast, the variance of the integrands,
V(fj(t)) =
∫
R2d
‖fj(t, z)‖2 dµ0(z)− ‖Ij(t)ψ0‖2,
grows exponentially with the dimension, but does not heavily depend on the
oscillation frequency ε. Indeed,
V(fth(t)) = 4
d − ‖Ith(t)ψ0‖2 ∼ 4d
and
V(f♮(t)) = 4
d
∫
R2d
|a♮(t, z)|2 dµ0(z)− ‖I♮(t)ψ0‖2 ∼ 4d.
Therefore, Monte–Carlo quadrature seems to be a better choice for both
continuous Gaussian superpositions, working well at least as long as the
dimension d is moderately large.
9. Further topics
9.1. Systems of semiclassical Schro¨dinger equations
The Born–Oppenheimer approximation for the time-dependent molecular
Schro¨dinger equation
iε∂tΨ = −ε
2
2
∆xΨ+He(x)Ψ
relies on the presence of gaps in the spectrum of the electronic Hamilto-
nian He(x). For most polyatomic molecules such spectral gaps exist only
locally in x ∈ R3N , since different electronic eigenvalues may come rather
close to each other or even coalesce for certain nuclear configurations x.
To illustrate the importance of spectral gaps for the validity of the Born–
Oppenheimer approximation, let us focus on the case of two electronic eigen-
values E1(x) and E2(x) with corresponding normalized eigenfunctions Φ1(x, ·)
and Φ2(x, ·), that is,
He(x)Φk(x, ·) = Ek(x)Φk(x, ·), k = 1, 2. (9.1)
We seek the Galerkin approximation of the molecular wave function within
the subspace
V = {u ∈ L2xy : u(x, y) = ψ1(x)Φ1(x, y) + ψ2(x)Φ2(x, y), ψj ∈ L2x} .
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The associated 2× 2 Schro¨dinger system for the motion of the nuclear wave
function is then given by
iε
∂ψ
∂t
= −ε
2
2
∆xψ + V ψ + εB1ψ + ε
2B2ψ for ψ =
(
ψ1
ψ2
)
,
where the potential matrix V = VNN Id2 + diag(E1, E2) is diagonal, while
the matrix operators
Bj =
(
B1j Cj
C∗j B
2
j
)
, j = 1, 2,
carry the diagonal contributions
Bk1 = Im 〈∇xΦk | Φk〉L2y · pˆ and Bk2 = 12‖∇xΦk‖2L2y .
The first and second order off-diagonal operators C1 and C2 are responsible
for the non-adiabatic coupling between the eigenspaces.
We examine the first of the two coupling operators
C1 = − i〈Φ1(x) | ∇xΦ2(x)〉L2y · pˆ
in more detail. Differentiating the eigenvalue equation (9.1) for the second
eigenvalue with respect to x and taking the inner product with the first
eigenfunction, we obtain
〈Φ1(x) | ∇xHe(x)Φ2(x)〉L2y + 〈Φ1(x) | He(x)∇xΦ2(x)〉L2y
= 〈Φ1(x) | ∇xE2(x)Φ2(x)〉L2y + 〈Φ1(x) | E2(x)∇xΦ2(x)〉L2y .
For different eigenvalues, the eigenfunctions are orthogonal, such that
〈Φ1(x) | ∇xE2(x)Φ2(x)〉L2y = 0,
and we obtain the fraction
〈Φ1(x) | ∇xΦ2(x)〉L2y =
〈Φ1(x) | ∇He(x)Φ2(x)〉L2y
E2(x)− E1(x) , (9.2)
which carries the difference between the two electronic eigenvalues in the
denominator.
A first rule of thumb for adiabatic decoupling
As a first rule of thumb, we might approximate the first order coupling
operator as
|C1ψ(x)| ≈ |E2(x)− E1(x)|−1 |(pˆψ)(x)|.
From this rule we expect that the coupling diverges for configurations of
the nuclei x∗ where E1(x∗) = E2(x∗). In such a situation, the singularity
prevents that the 2 × 2 system can approximately be decoupled into two
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scalar equations, one governed by the potential energy surface E1(x), the
other by E2(x). Then, one has to consider the dynamics of the two-level
system altogether.
More on adiabatic decoupling
When analysing the difference of the dynamics of the coupled 2× 2 system
on the one hand and of the fully decoupled one with diagonal Hamiltonian
−ε
2
2
∆x +
(
E1 0
0 E2
)
on the other, one encounters the crucial inner product 〈Φ1(x) | ∇xΦ2(x)〉L2y
that defines the coupling operator C1 in the following way. One works with
the two eigenprojectors related to the electronic subspaces,
Pk(x, ·)η = 〈Φk(x, ·) | η〉L2y Φk(x, ·), η ∈ L2y, k = 1, 2,
and has to control (due to the presence of the Laplacian −ε2∆x) first and
second order derivatives of these projectors. We focus on the first derivatives
and calculate
∇xP2(x)η = 〈∇xΦ2(x) | η〉L2y Φ2(x) + 〈Φ2(x) | η〉L2y ∇xΦ2(x).
Hence, the (1, 2)-component of the derivative can be written as
P1(x)∇xP2(x)P2(x)η = 〈Φ2(x) | η〉L2y 〈Φ1(x) | ∇xΦ2(x)〉L2y Φ1(x).
Being off-diagonal with respect to the electronic eigenspaces, the above op-
erator can be represented as a commutator with the electronic Hamiltonian,
namely
P1(x)∇xP2(x)P2(x) = [He(x), F12(x)] (9.3)
with
F12(x) =
1
E1(x)−E2(x) P1(x)∇xP2(x)P2(x).
The presence of such a commutator allows an integration by parts with
respect to time when estimating the approximation error. This produces
an additional power of the semiclassical parameter ε, which allows us to
treat the coupling operator εB1 effectively as a second order perturbation
ε2B1,♮. If B1,♮ is uniformly bounded in ε, as is the case in the presence of a
uniform spectral gap, then one arrives at the space adiabatic error estimate
of Theorem 2.1. However, if the electronic eigenvalues are not uniformly
separated, then the operator
F12(x)η =
− 1
(E2(x)− E1(x))2 〈Φ2(x) | η〉L2y 〈Φ1(x) | ∇He(x)Φ2(x)〉L2y Φ1(x)
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contributes significantly to the error constant c of Theorem 2.1, thus pro-
viding quantitative information on non-adiabatic transitions between the
eigenspaces.
Avoided and non-avoided crossings
If there are nuclear configurations x∗ for which the eigenvalue difference falls
below a threshold that is approximately smaller than
√
ε,
|E2(x∗)− E1(x∗)| /
√
ε,
then one has to expect that the coupling εF12(x∗)η is either singular or ap-
proximately of the order one with respect to ε, and one obtains leading order
non-adiabatic transitions between the eigenspaces. These transitions, which
are ubiquituous for polyatomic molecules and explain spectacular chemical
reactions as for example the first step of vision (the cis-trans isomerization
of retinal in rhodopsin), have been discussed for the propagation of Hage-
dorn wave packets through actual crossings by Hagedorn (1994) and through
avoided crossings in (Hagedorn 1998a, Hagedorn and Joye 1999a, Bourquin,
Gradinaru and Hagedorn 2012). With respect to general initial data, the
propagation of expectation values through conical intersections has been
carried out in (Fermanian-Kammerer and Ge´rard 2002, Lasser and Teufel
2005, Fermanian Kammerer and Lasser 2008), while avoided crossings have
been considered in (Fermanian Kammerer and Lasser 2017). These Egorov-
type theorems for Schro¨dinger systems motivate a class of particle methods
based on classical trajectories that switch the potential function, whenever
they reach a zone of small eigenvalue gap. They have successfully been ap-
plied to various model systems for the ultrafast conversion of pyrazine up
to full dimension (Lasser and Swart 2008, Xie, Sapunar, Dosˇclic´, Sala and
Domcke 2019), a twelve-dimensional model of the ammonia cation (Belyaev,
Domcke, Lasser and Trigila 2015), and a two-dimensional model for the
hydrogen-detachment in phenol (Xie and Domcke 2017). The switching
mechanism of these rigorously analysed methods differs from the one of the
highly popular surface hopping algorithm of the fewest switches (Tully 1990).
It seems that so far no rigorous derivation of the fewest switches approach
has been achieved.
Codimension one crossings
There is one exceptional class of eigenvalue crossings that do not generate
leading order transitions between the eigenspaces, because the numerator of
the fraction in (9.2) compensates the vanishing of the eigenvalue gap. We
illustrate this phenomenon for the simplified situation where the electronic
Hamiltonian is replaced by a real symmetric 2 × 2 matrix with eigenvalues
E1(x) and E2(x). We assume that the trace-free part of this matrix is
a scalar multiple of a matrix whose eigenvalues are uniformly separated.
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That is, there exist smooth scalar functions τ, γ : R3N → C and a smooth
matrix-valued function G : R3N → R2×2, whose eigenvalues λ1(x) and λ2(x)
are uniformly separated from each other, such that
He(x) = τ(x)Id2 + γ(x)G(x).
Then, the coincidence of the eigenvalues E1(x) and E2(x) can be character-
ized as
E1(x∗) = E2(x∗) if and only if γ(x∗) = 0.
The submanifolds of R3N that satisfy such a condition have generically codi-
mension one. Therefore, these crossings are usually referred to as codimen-
sion one crossings. We observe that the matrices He(x) and G(x) share
the same eigenfunctions. Thus, we may express the non-adiabatic coupling
vector as
〈Φ1(x) | ∇xΦ2(x)〉C2 =
〈Φ1(x) | ∇G(x)Φ2(x)〉C2
λ2(x)− λ1(x) .
This expression is always finite even for nuclear configurations x∗ where the
eigenvalues E1(x) and E2(x) coalesce. We therefore obtain a commutator
representation of the form (9.3) with a coupling operator
F12(x)η =
− 1
γ(x)(λ2(x)− λ1(x))2 〈Φ2(x) | η〉L2y 〈Φ1(x) | ∇G(x)Φ2(x)〉L2y Φ1(x)
that is less singular than for the other crossing cases, since it diverges linearly
and not quadratically with respect to |E2(x) − E1(x)|−1. Codimension one
crossings have been considered by Hagedorn (1994, Chapter 5) and more
recently in (Lu and Zhou 2018).
9.2. WKB approximation
WKB approximations, named after work by Wentzel, Kramers & Brillouin
in 1926, are well documented in the literature; see, e.g. Carles (2008), Jin
et al. (2011) and references therein. We will therefore describe them only
very briefly here. An approximation to the wave function ψ(x, t) of the
semiclassically scaled Schro¨dinger equation is sought for in the form
ψ(x, t) ≈ a(x, t) e iS(x,t)/ε
where S is a real-valued function, a may (or may not) take complex values,
and the derivatives of a and S are bounded independently of ε. Typically, S
is chosen independently of ε, and a is sought for in the form of a truncated
expansion in powers of ε. The initial data are assumed in this form. A short
calculation shows that the defect of such an approximation is of order O(ε)
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if S satisfies the eikonal equation
∂tS +
1
2 |∇S|2 + V = 0
and a satisfies the transport equation
∂ta+∇S · ∇a+ 12a∆S = 0.
The eikonal equation is the Hamilton–Jacobi equation for the Hamilton
function H(q, p) = 12 |p|2 + V (q). Hamilton–Jacobi theory (around 1840)
tells us that
∇S(q(t, z0), t) = p(t, z0),
where Φt(z0) = (q(t, z0), p(t, z0)) is the flow of the classical equations of
motion q˙ = p, p˙ = −∇V (q) that correspond to the Hamilton function
H, for initial data z0 = (q0, p0) with p0 = ∇S(q0, 0); see, e.g., Hairer et
al. (2006), Theorem VI.5.6, from a classical mechanics perspective or Carles
(2008), Section 1.3.1, from a partial differential equations perspective. Then,
S(q(t, z0)) is obtained from
S(q(t, z0), t) − S(q0, 0) =
∫ t
0
(
∇S(q(s, z0), s) · q˙(s, z0) + ∂tS(q(s, z0), s)
)
ds
=
∫ t
0
(
|p(s, z0)|2 −
(
1
2 |∇S(q(s, z0), s)|2 + V (q(s, z0))
))
ds
=
∫ t
0
(
1
2 |p(s, z0)|2 − V (q(s, z0))
)
ds,
which is the classical action integral along the trajectory starting from z0 =
(q0, p0) with p0 = ∇S(q0, 0). This motivates using a particle method for the
approximate solution of the eikonal equation, solving the classical equations
of motion for many initial positions q0. Also the transport equation for a
can then be numerically solved by the particle method, since
d
dt
a(q(t, z0), t) = −12a(q(t, z0), t)∆S(q(t, z0), t)
and since ∆S(q(t, z0), t) can be computed by differentiating ∇S(q(t, z0), t) =
p(t, z0) with respect to q0 and using the chain rule, which yields
∆S(q(t, z0), t) = trace
(( ∂p
∂z0
∂z0
∂q0
)( ∂q
∂z0
∂z0
∂q0
)−1)
,
as long as the matrix inverse on the right-hand side exists. The derivatives
of p and q with respect to the initial data are computed by numerically
solving the linearised classical equations of motions. We remark that the
pure particle method can be refined to a semi-Lagrangian scheme.
The main difficulty with the WKB approximation is that the eikonal equa-
tion develops singularites in finite time, known as caustics, which arise at
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points where x = q(t, z0) for more than one initial datum z0 = (q0,∇S(q0, 0)).
This limits the applicability of WKB approximations to short times, as op-
posed to other approximations considered in this review.
Caustics can be mitigated to quasi-caustics by introducing an asymptotic-
ally vanishing viscosity term in the eikonal equation; see Besse, Carles and
Me´hats (2013). However, estimates beyond the time of appearance of caus-
tics of the eikonal equation are not uniform in ε with this modified WKB
approach. Based on this reformulation, a time-splitting method for the inte-
gration of the semiclassically scaled linear Schro¨dinger equation is proposed
and studied by Chartier, Le Treust and Me´hats (2019).
9.3. Nonlinear Schro¨dinger equations in the semiclassical regime
Nonlinear Schro¨dinger equations in semiclassical scaling, such as
iε ∂tψ(x, t) = −ε
2
2
∆xψ(x, t) + V (x)ψ(x, t) + ε
αf(|ψ(x, t)|2)ψ(x, t),
have been analysed using WKB techniques; see Carles (2008) as the au-
thoritative reference. Carles and Fermanian-Kammerer (2011) studied the
propagation of wave packets for the nonlinear Schro¨dinger equation in the
semi-classical regime up to the Ehrenfest time. Numerical studies for various
nonlinear Schro¨dinger equations in the semiclassical regime include those
by Bao, Jin and Markowich (2003) and Klein (2008); see also Jin et al.
(2011) and further references therein. A numerical approach based on the
caustics-mitigating WKB reformulation is developed by Besse et al. (2013).
Time-splitting for the above semiclassical nonlinear Schro¨dinger equation is
studied by Carles (2013) and Carles and Gallo (2017) using WKB analy-
sis, and adaptive splitting methods are developed by Auzinger, Kassebacher,
Koch and Thalhammer (2016). Splitting methods for nonlinear Schro¨dinger-
type systems in the context of coupled Ehrenfest dynamics were considered
by Jin, Sparber and Zhou (2017) and Fang, Jin and Sparber (2018).
REFERENCES
M. Abramowitz and I. A. Stegun (1964), Handbook of mathematical functions with
formulas, graphs, and mathematical tables, Vol. 55 of National Bureau of Stan-
dards Applied Mathematics Series, U.S. Government Printing Office, Wash-
ington, D.C.
C. Aistleitner and J. Dick (2015), ‘Functions of bounded variation, signed measures,
and a general Koksma–Hlawka inequality’, Acta Arith. 167(2), 143–171.
A. Arnal, F. Casas and C. Chiralt (2017), ‘On the structure and convergence of the
symmetric Zassenhaus formula’, Comput. Phys. Commun. 217, 58–65.
W. Auzinger, T. Kassebacher, O. Koch and M. Thalhammer (2016), ‘Adaptive
splitting methods for nonlinear Schro¨dinger equations in the semiclassical
regime’, Numerical Algorithms 72(1), 1–35.
158 Caroline Lasser and Christian Lubich
P. Bader, A. Iserles, K. Kropielnicka and P. Singh (2014), ‘Effective approximation
for the semiclassical Schro¨dinger equation’, Found. Comput. Math. 14(4), 689–
720.
P. Bader, A. Iserles, K. Kropielnicka and P. Singh (2016), ‘Efficient methods for
linear Schro¨dinger equation in the semiclassical regime with time-dependent
potential’, Proceedings of the Royal Society London A: Mathematical, Physical
and Engineering Sciences 472(2193), 20150733.
D. Bambusi, S. Graffi and T. Paul (1999), ‘Long time semiclassical approxima-
tion of quantum flows: a proof of the Ehrenfest time’, Asymptotic Analysis
21(2), 149–160.
W. Bao, S. Jin and P. A. Markowich (2002), ‘On time-splitting spectral approxi-
mations for the Schro¨dinger equation in the semiclassical regime’, J. Comput.
Phys. 175(2), 487–524.
W. Bao, S. Jin and P. A. Markowich (2003), ‘Numerical study of time-splitting
spectral discretizations of nonlinear Schro¨dinger equations in the semiclassical
regimes’, SIAM J. Sci. Comput. 25(1), 27–64.
T. Begusˇic´, M. Cordova and J. Van´ıcˇek (2019), ‘Single-hessian thawed gaussian
approximation’, The Journal of Chemical Physics 150(15), 154117.
A. Belyaev, W. Domcke, C. Lasser and G. Trigila (2015), ‘Nonadiabatic nuclear dy-
namics of the ammonia cation studied by surface hopping classical trajectory
calculations’, Journal of Chemical Physics 142, 104307.
M. Berra, I. M. Bulai, E. Cordero and F. Nicola (2017), ‘Gabor frames of Gaus-
sian beams for the Schro¨dinger equation’, Appl. Comput. Harmon. Anal.
43(1), 94–121.
M. V. Berry (1984), ‘Quantal phase factors accompanying adiabatic changes’, Proc.
Roy. Soc. London A 392(1802), 45–57.
C. Besse, R. Carles and F. Me´hats (2013), ‘An asymptotic preserving scheme based
on a new formulation for NLS in the semiclassical limit’, Multiscale Modeling
& Simulation 11(4), 1228–1260.
S. Blanes and F. Casas (2016), A concise introduction to geometric numerical inte-
gration, Monographs and Research Notes in Mathematics, CRC Press, Boca
Raton, FL.
S. Blanes and V. Gradinaru (2019), ‘High order efficient splittings for the semiclas-
sical timedependent schrdinger equation’, Journal of Computational Physics
405, 109157.
S. Blanes, F. Casas and A. Murua (2008), ‘Splitting and composition methods in
the numerical integration of differential equations’, Bol. Soc. Esp. Mat. Apl.
SeMA 45, 89–145.
M. Born and V. Fock (1928), ‘Beweis des Adiabatensatzes’, Zeitschrift fu¨r Physik
51(3-4), 165–180.
N. Bou-Rabee and J. M. Sanz-Serna (2018), ‘Geometric integrators and the Hamil-
tonian Monte Carlo method’, Acta Numer. 27, 113–206.
R. Bourquin, V. Gradinaru and G. A. Hagedorn (2012), ‘Non-adiabatic transitions
near avoided crossings: theory and numerics’, J. Math. Chem. 50(3), 602–619.
A. Bouzouina and D. Robert (2002), ‘Uniform semiclassical estimates for the prop-
agation of quantum observables’, Duke Math. J. 111(2), 223–252.
Computing quantum dynamics in the semiclassical regime 159
R. Brown and E. Heller (1981), ‘Classical trajectory approach to photodissociation:
the Wigner method’, J. Chem. Phys. 75, 186–188.
B. Brumm (2015), ‘A fast matrix-free algorithm for spectral approximations to the
Schro¨dinger equation’, SIAM J. Sci. Comput. 37(4), A2003–A2025.
H.-J. Bungartz and M. Griebel (2004), ‘Sparse grids’, Acta Numer. 13, 147–269.
R. E. Caflisch (1998), ‘Monte Carlo and quasi-Monte Carlo methods’, Acta Numer.
7, 1–49.
E. Cance`s, M. Defranceschi, W. Kutzelnigg, C. Le Bris and Y. Maday (2003), Com-
putational quantum chemistry: a primer, in Handbook of numerical analysis,
Vol. X, Handb. Numer. Anal., X, North-Holland, Amsterdam, pp. 3–270.
E. Cance`s, C. Le Bris and Y. Maday (2006), Me´thodes mathe´matiques en
chimie quantique. Une introduction, Vol. 53 of Mathe´matiques & Applications
(Berlin) [Mathematics & Applications], Springer, Berlin.
R. Carles (2008), Semi-classical analysis for nonlinear Schro¨dinger equations,
World Scientific Publishing Co. Pte. Ltd., Hackensack, NJ.
R. Carles (2013), ‘On Fourier time-splitting methods for nonlinear Schro¨dinger
equations in the semiclassical limit’, SIAM J. Numer. Anal. 51(6), 3232–3258.
R. Carles and C. Fermanian-Kammerer (2011), ‘Nonlinear coherent states and
Ehrenfest time for Schro¨dinger equation’, Comm. Math. Phys. 301(2), 443–
472.
R. Carles and C. Gallo (2017), ‘On Fourier time-splitting methods for nonlinear
Schro¨dinger equations in the semi-classical limit. II. Analytic regularity’, Nu-
mer. Math. 136(1), 315–342.
P. Chartier, L. Le Treust and F. Me´hats (2019), ‘Uniformly accurate time-splitting
methods for the semiclassical linear Schro¨dinger equation’, ESAIM: Mathe-
matical Modelling and Numerical Analysis 53(2), 443–473.
R. D. Coalson and M. Karplus (1990), ‘Multidimensional variational Gaussian
wave packet dynamics with application to photodissociation spectroscopy’,
J. Chem. Phys. 93(6), 3919–3930.
M. Combescure (1992), ‘The squeezed state approach of the semiclassical limit of
the time-dependent Schro¨dinger equation’, J. Math. Phys. 33(11), 3870–3880.
M. Combescure and D. Robert (1997), ‘Semiclassical spreading of quantum wave
packets and applications near unstable fixed points of the classical flow’,
Asymptotic Analysis 14(4), 377–404.
M. Combescure and D. Robert (2012), Coherent states and applications in mathe-
matical physics, Theoretical and Mathematical Physics, Springer, Dordrecht.
E. Cordero, M. de Gosson and F. Nicola (2017), ‘Semi-classical time-frequency
analysis and applications’, Math. Phys. Anal. Geom. 20(4), Art. 26, 23.
M. A. de Gosson (2011), Symplectic methods in harmonic analysis and in mathe-
matical physics, Vol. 7 of Pseudo-Differential Operators. Theory and Applica-
tions, Birkha¨user/Springer Basel AG, Basel.
S. Descombes and M. Thalhammer (2010), ‘An exact local error representation
of exponential operator splitting methods for evolutionary problems and ap-
plications to linear Schro¨dinger equations in the semi-classical regime’, BIT
50(4), 729–749.
J. Dick, F. Y. Kuo and I. H. Sloan (2013), ‘High-dimensional integration: the
quasi-Monte Carlo way’, Acta Numer. 22, 133–288.
160 Caroline Lasser and Christian Lubich
H. Dietert, J. Keller and S. Troppmann (2017), ‘An invariant class of wave packets
for the Wigner transform’, J. Math. Anal. Appl. 450(2), 1317–1332.
P. A. M. Dirac (1930), ‘Note on exchange phenomena in the Thomas atom’, Proc.
Cambridge Phil. Soc. 26(3), 376–385.
W. Domcke, D. Yarkony and H. Ko¨ppel, eds (2011), Conical Intersections: The-
ory, Computation and Experiment, Vol. 17 of Advanced Series in Physical
Chemistry, World Scientific Publishing, Singapore.
J. V. Egorov (1969), ‘The canonical transformations of pseudodifferential opera-
tors’, Uspehi Mat. Nauk 24(5 (149)), 235–236.
D. Fang, S. Jin and C. Sparber (2018), ‘An efficient time-splitting method for the
Ehrenfest dynamics’, Multiscale Model. Simul. 16(2), 900–921.
E. Faou and C. Lubich (2006), ‘A Poisson integrator for Gaussian wavepacket
dynamics’, Comput. Vis. Sci. 9(2), 45–55.
E. Faou, V. Gradinaru and C. Lubich (2009), ‘Computing semiclassical quantum
dynamics with Hagedorn wavepackets’, SIAM J. Sci. Comput. 31(4), 3027–
3041.
C. Fermanian-Kammerer (2014), Ope´rateurs pseudo-diffe´rentiels semi-classiques, in
Chaos en me´canique quantique, Ed. E´c. Polytech., Palaiseau, pp. 53–100.
C. Fermanian-Kammerer and P. Ge´rard (2002), ‘Mesures semi-classiques et croise-
ment de modes’, Bull. Soc. Math. France 130(1), 123–168.
C. Fermanian Kammerer and C. Lasser (2008), ‘Propagation through generic level
crossings: a surface hopping semigroup’, SIAM J. Math. Anal. 40(1), 103–133.
C. Fermanian Kammerer and C. Lasser (2017), ‘An Egorov theorem for avoided
crossings of eigenvalue surfaces’, Comm. Math. Phys. 353(3), 1011–1057.
J. Fleck, J. Morris and M. Feit (1976), ‘Time-dependent propagation of high energy
laser beams through the atmosphere’, Applied physics 10(2), 129–160.
G. B. Folland (1989), Harmonic analysis in phase space, Vol. 122 of Annals of
Mathematics Studies, Princeton University Press, Princeton, NJ.
J. I. Frenkel (1934), Wave mechanics: advanced general theory, Clarendon Press,
Oxford.
D. Gabor (1946), ‘Theory of communication’, J. Inst. of Elect. Eng. 93, 429–457.
W. Gaim and C. Lasser (2014), ‘Corrections to Wigner type phase space methods’,
Nonlinearity 27(12), 2951–2974.
W. Gautschi (1997), Numerical analysis, Birkha¨user Boston, Inc., Boston, MA.
T. Gerstner and M. Griebel (1998), ‘Numerical integration using sparse grids’,
Numer. Algorithms 18(3-4), 209–232.
M. B. Giles (2015), ‘Multilevel Monte Carlo methods’, Acta Numer. 24, 259–328.
F. Golse, S. Jin and T. Paul (2019), ‘On the convergence of time splitting
methods for quantum dynamics in the semiclassical regime’, arXiv preprint
arXiv:1906.03546.
V. Gradinaru (2007), ‘Fourier transform on sparse grids: code design and the time
dependent Schro¨dinger equation’, Computing 80(1), 1–22.
V. Gradinaru (2007/08), ‘Strang splitting for the time-dependent Schro¨dinger equa-
tion on sparse grids’, SIAM J. Numer. Anal. 46(1), 103–123.
V. Gradinaru and G. A. Hagedorn (2014), ‘Convergence of a semiclassical
wavepacket based time-splitting for the Schro¨dinger equation’, Numer. Math.
126(1), 53–73.
Computing quantum dynamics in the semiclassical regime 161
H. J. Groenewold (1946), ‘On the principles of elementary quantum mechanics’,
Physica 12, 405–460.
A. Grossmann and J. Morlet (1984), ‘Decomposition of Hardy functions into square
integrable wavelets of constant shape’, SIAM J. Math. Anal. 15(4), 723–736.
G. A. Hagedorn (1980), ‘Semiclassical quantum mechanics. I. The ~ → 0 limit for
coherent states’, Comm. Math. Phys. 71(1), 77–93.
G. A. Hagedorn (1981), ‘Semiclassical quantum mechanics. III. The large order
asymptotics and more general states’, Ann. Physics 135(1), 58–70.
G. A. Hagedorn (1994), ‘Molecular propagation through electron energy level cross-
ings’, Mem. Amer. Math. Soc. 111(536), vi+130.
G. A. Hagedorn (1998a), ‘Classification and normal forms for avoided crossings of
quantum-mechanical energy levels’, J. Phys. A 31(1), 369–383.
G. A. Hagedorn (1998b), ‘Raising and lowering operators for semiclassical wave
packets’, Ann. Physics 269(1), 77–104.
G. A. Hagedorn (2015), ‘Generating function and a Rodrigues formula for the
polynomials in d-dimensional semiclassical wave packets’, Annals of Physics
362, 603–608.
G. A. Hagedorn and A. Joye (1999a), ‘Molecular propagation through small avoided
crossings of electron energy levels’, Rev. Math. Phys. 11(1), 41–101.
G. A. Hagedorn and A. Joye (1999b), ‘Semiclassical dynamics with exponentially
small error estimates’, Comm. Math. Phys. 207(2), 439–465.
G. A. Hagedorn and A. Joye (2000), ‘Exponentially accurate semiclassical dynam-
ics: propagation, localization, Ehrenfest times, scattering, and more general
states’, Ann. Henri Poincare´ 1(5), 837–883.
G. A. Hagedorn and C. Lasser (2017), ‘Symmetric Kronecker products and semi-
classical wave packets’, SIAM J. Matrix Anal. Appl. 38(4), 1560–1579.
E. Hairer, C. Lubich and G. Wanner (2003), ‘Geometric numerical integration
illustrated by the Sto¨rmer–Verlet method’, Acta Numer. 12, 399–450.
E. Hairer, C. Lubich and G. Wanner (2006), Geometric numerical integration,
Vol. 31 of Springer Series in Computational Mathematics, second edn,
Springer-Verlag, Berlin.
B. C. Hall (2013), Quantum theory for mathematicians, Vol. 267 of Graduate Texts
in Mathematics, Springer, New York.
R. Hardin and F. Tappert (1973), ‘Applications of the split-step Fourier method to
the numerical solution of nonlinear and variable coefficient wave equations’,
SIAM Rev. 15, 423.
W. K. Hastings (1970), ‘Monte Carlo sampling methods using Markov chains and
their applications’, Biometrika 57(1), 97–109.
E. Heller (1976a), ‘Wigner phase space method: analysis for semiclassical applica-
tions’, J. Chem. Phys. 65, 1289–1298.
E. J. Heller (1976b), ‘Time dependent variational approach to semiclassical dynam-
ics’, J. Chem. Phys. 64(1), 63–73.
E. J. Heller (1981), ‘Frozen Gaussians: A very simple semiclassical approximation’,
J. Chem. Phys. 75(6), 2923–2931.
E. J. Heller (2018), The semiclassical way to dynamics and spectroscopy, Princeton
University Press.
162 Caroline Lasser and Christian Lubich
M. Herman and E. Kluk (1984), ‘A semiclassical justification for the use of non-
spreading wavepackets in dynamics calculations’, Chem. Phys. 91(1), 27–34.
E. Hlawka (1961), ‘Funktionen von beschra¨nkter Variation in der Theorie der Gle-
ichverteilung’, Ann. Mat. Pura Appl. (4) 54, 325–333.
G. Hochman and K. K. Kay (2006), ‘Semiclassical corrections to the herman-kluk
propagator’, Phys. Rev. A 73, 064102.
R. A. Horn and C. R. Johnson (2013), Matrix analysis, second edn, Cambridge
University Press, Cambridge.
R. L. Hudson (1974), ‘When is the Wigner quasi-probability density non-negative?’,
Rep. Mathematical Phys. 6(2), 249–252.
W. Hunziker (1986), ‘Distortion analyticity and molecular resonance curves’, Ann.
Inst. H. Poincare´ Phys. The´or. 45(4), 339–358.
W. Hunziker and C. Gu¨nther (1980), ‘Bound states in dipole fields and continuity
properties of electronic spectra’, Helv. Phys. Acta 53(2), 201–208.
K. Husimi (1940), ‘Some formal properties of the density matrix’, Proceedings of
the Physico-Mathematical Society of Japan. 3rd Series 22(4), 264–314.
T. Jahnke and C. Lubich (2000), ‘Error bounds for exponential operator splittings’,
BIT 40(4), 735–744.
F. Jensen (2016), Introduction to computational chemistry, third edition, Wiley,
Chichester.
S. Jin, P. Markowich and C. Sparber (2011), ‘Mathematical and computational
methods for semiclassical Schro¨dinger equations’, Acta Numer. 20, 121–209.
S. Jin, C. Sparber and Z. Zhou (2017), ‘On the classical limit of a time-dependent
self-consistent field system: analysis and computation’, Kinet. Relat. Models
10(1), 263–298.
T. Kato (1950), ‘On the adiabatic theorem of quantum mechanics’, J. Phys. Soc.
Japan 5(6), 435–439.
T. Kato (1951), ‘Fundamental properties of Hamiltonian operators of Schro¨dinger
type’, Trans. Amer. Math. Soc. 70, 195–211.
K. Kay (2006), ‘The Herman–Kluk approximation: Derivation and semiclassical
corrections’, Chem. Phys. 322, 3–12.
J. Keller (2019), ‘The spectrogram expansion of Wigner functions’, Appl. Comput.
Harmon. Anal. 47(1), 172–189.
J. Keller and C. Lasser (2013), ‘Propagation of quantum expectations with Husimi
functions’, SIAM J. Appl. Math. 73(4), 1557–1581.
J. Keller, C. Lasser and T. Ohsawa (2016), ‘A new phase space density for quantum
expectations’, SIAM J. Math. Anal. 48(1), 513–537.
M. Klaus (1983), ‘On H+2 for small internuclear separation’, J. Phys. A
16(12), 2709–2720.
C. Klein (2008), ‘Fourth order time-stepping for low dispersion Korteweg-de Vries
and nonlinear Schro¨dinger equations’, Electron. Trans. Numer. Anal. 29, 116–
135.
E. Kluk, M. Herman and H. Davis (1986), ‘Comparison of the propagation of
semiclassical frozen Gaussian wave functions with quantum propagation for a
highly excited anharmonic oscillator’, J. Chem. Phys. 84(1), 326–334.
J. F. Koksma (1942), ‘A general theorem from the theory of uniform distribution
modulo 1’, Mathematica, Zutphen. B. 11, 7–11.
Computing quantum dynamics in the semiclassical regime 163
P. Kramer and M. Saraceno (1981), Geometry of the time-dependent variational
principle in quantum mechanics, Vol. 140 of Lecture Notes in Physics,
Springer-Verlag, Berlin-New York.
C. Lasser and S. Ro¨blitz (2010), ‘Computing expectation values for molecular quan-
tum dynamics’, SIAM J. Sci. Comput. 32(3), 1465–1483.
C. Lasser and D. Sattlegger (2017), ‘Discretising the Herman-Kluk propagator’,
Numer. Math. 137(1), 119–157.
C. Lasser and T. Swart (2008), ‘Single switch surface hopping for a model of
pyrazine’, J. Chem. Phys. 129, 034302–123.
C. Lasser and S. Teufel (2005), ‘Propagation through conical crossings: an asymp-
totic semigroup’, Comm. Pure Appl. Math. 58(9), 1188–1230.
C. Lasser and S. Troppmann (2014), ‘Hagedorn wavepackets in time-frequency and
phase space’, J. Fourier Anal. Appl. 20(4), 679–714.
C. Lasser, R. Schubert and S. Troppmann (2018), ‘Non-Hermitian propagation of
Hagedorn wavepackets’, J. Math. Phys. 59(8), 082102, 35.
C. Le Bris (2005), ‘Computational chemistry from the perspective of numerical
analysis’, Acta Numer. 14, 363–444.
H. Lee and M. Scully (1980), ‘A new approach to molecular collisions: statistical
quasiclassical method’, J. Chem. Phys. 73, 2238–2242.
B. Leimkuhler and S. Reich (2004), Simulating Hamiltonian dynamics, Vol. 14 of
Cambridge Monographs on Applied and Computational Mathematics, Cam-
bridge University Press, Cambridge.
L. Lin, J. Lu and L. Ying (2019), ‘Numerical methods for Kohn–Sham density
functional theory’, Acta Numer. 28, 405–539.
H. Liu, O. Runborg and N. M. Tanushev (2013), ‘Error estimates for Gaussian
beam superpositions’, Math. Comp. 82(282), 919–952.
H. Liu, O. Runborg and N. M. Tanushev (2016), ‘Sobolev and max norm error esti-
mates for Gaussian beam superpositions’, Commun. Math. Sci. 14(7), 2037–
2072.
J. Lu and Z. Zhou (2018), ‘Frozen Gaussian approximation with surface hopping
for mixed quantum-classical dynamics: a mathematical justification of fewest
switches surface hopping algorithms’, Math. Comp. 87(313), 2189–2232.
C. Lubich (2008), From quantum to classical molecular dynamics: reduced models
and numerical analysis, Zurich Lectures in Advanced Mathematics, European
Mathematical Society (EMS), Zu¨rich.
A. Martinez (2002), An introduction to semiclassical and microlocal analysis, Uni-
versitext, Springer-Verlag, New York.
A. Martinez and V. Sordoni (2002), ‘A general reduction scheme for the time-
dependent Born-Oppenheimer approximation’, C. R. Math. Acad. Sci. Paris
334(3), 185–188.
A. Martinez and V. Sordoni (2009), ‘Twisted pseudodifferential calculus and ap-
plication to the quantum evolution of molecules’, Mem. Amer. Math. Soc.
200(936), vi+82.
G. I. Marcˇuk (1968), ‘Some application of splitting-up methods to the solution of
mathematical physics problems’, Apl. Mat. 13, 103–132.
G. Mastroianni and G. Monegato (1994), Error estimates for Gauss-Laguerre
164 Caroline Lasser and Christian Lubich
and Gauss-Hermite quadrature formulas, in Approximation and computa-
tion (West Lafayette, IN, 1993), Vol. 119 of Internat. Ser. Numer. Math.,
Birkha¨user Boston, Boston, MA, pp. 421–434.
R. I. McLachlan and G. R. W. Quispel (2002), ‘Splitting methods’, Acta Numer.
11, 341–434.
N. Metropolis, A. W. Rosenbluth, M. N. Rosenbluth, A. H. Teller and E. Teller
(1953), ‘Equation of state calculations by fast computing machines’, J. Chem.
Phys. 21(6), 1087–1092.
W. Miller (1974a), ‘Quantum mechanical transition state theory and a new semi-
classical model for reaction rate constants’, J. Chem. Phys. 61, 1823–1834.
W. H. Miller (1974b), ‘Classical-limit quantum mechanics and the theory of molec-
ular collisions’, Adv. Chem. Phys. 25(1), 69–177.
T. Ohsawa (2015a), ‘The Siegel upper half space is a Marsden-Weinstein quo-
tient: symplectic reduction and Gaussian wave packets’, Lett. Math. Phys.
105(9), 1301–1320.
T. Ohsawa (2015b), ‘Symmetry and conservation laws in semiclassical wave packet
dynamics’, J. Math. Phys. 56(3), 032103, 21.
T. Ohsawa (2018), ‘Symplectic semiclassical wave packet dynamics. II. Non-
Gaussian states’, Nonlinearity 31(5), 1807.
T. Ohsawa (2019), ‘The Hagedorn-Hermite correspondence’, J. Fourier Anal. Appl.
25(4), 1513–1552.
T. Ohsawa and M. Leok (2013), ‘Symplectic semiclassical wave packet dynamics’,
J. Phys. A 46(40), 405201, 28.
T. J. Park and J. Light (1986), ‘Unitary quantum time evolution by iterative Lanc-
zos reduction’, The Journal of chemical physics 85(10), 5870–5876.
M. Reed and B. Simon (1975),Methods of modern mathematical physics. II. Fourier
analysis, self-adjointness, Academic Press [Harcourt Brace Jovanovich, Pub-
lishers], New York-London.
M. Reed and B. Simon (1980), Methods of modern mathematical physics. I, Func-
tional analysis, second edn, Academic Press, Inc. [Harcourt Brace Jovanovich,
Publishers], New York. Functional analysis.
G. Richings, I. Polyak, K. Spinlove, G. Worth, I. Burghardt and B. Lasorne (2015),
‘Quantum dynamics simulations using Gaussian wavepackets: the vMCG
method’, International Reviews in Physical Chemistry 34(2), 269–308.
F. Riesz (1930), ‘U¨ber die linearen Transformationen des komplexen Hilbertschen
Raumes’, Acta Litt. Sci. Math. Szeged 5, 23–54.
D. Robert (2007), Propagation of coherent states in quantum mechanics and ap-
plications, in Partial differential equations and applications, Vol. 15 of Se´min.
Congr., Soc. Math. France, Paris, pp. 181–252.
D. Robert (2010), ‘On the Herman-Kluk semiclassical approximation’, Rev. Math.
Phys. 22(10), 1123–1145.
C. L. Siegel (1943), ‘Symplectic geometry’, Amer. J. Math. 65, 1–86.
B. Simon (1983), ‘Holonomy, the quantum adiabatic theorem, and Berry’s phase’,
Phys. Rev. Letters 51(24), 2167.
S. A. Smolyak (1963), Quadrature and interpolation formulas for tensor products
of certain classes of functions, in Doklady Akademii Nauk, Vol. 148, pp. 1042–
1045.
Computing quantum dynamics in the semiclassical regime 165
C. D. Sogge (2017), Fourier integrals in classical analysis, Vol. 210 of Cambridge
Tracts in Mathematics, second edn, Cambridge University Press, Cambridge.
F. Soto and P. Claverie (1983), ‘When is the Wigner function of multidimensional
systems nonnegative?’, J. Math. Phys. 24(1), 97–100.
H. Spohn and S. Teufel (2001), Adiabatic decoupling and time-dependent Born-
Oppenheimer theory, Vol. 224, pp. 113–132. Dedicated to Joel L. Lebowitz.
M. H. Stone (1929), ‘Linear transformations in Hilbert space’, Proc. Natl. Acad.
Sci. USA 15, 198–200 and 423–425.
G. Strang (1968), ‘On the construction and comparison of difference schemes’,
SIAM J. Numer. Anal. 5, 506–517.
Y. Suzuki, G. Suryanarayana and D. Nuyens (2019), ‘Strang splitting in combi-
nation with rank-1 and rank-r lattices for the time-dependent Schro¨dinger
equation’, SIAM J. Sci. Comput. 41(6), B1254–B1283.
T. Swart and V. Rousse (2009), ‘A mathematical justification for the Herman-Kluk
propagator’, Comm. Math. Phys. 286(2), 725–750.
A. Szabo and N. S. Ostlund (1996), Modern quantum chemistry: introduction to
advanced electronic structure theory, revised ed., Dover Publications, New
York.
S. Teufel (2003), Adiabatic perturbation theory in quantum dynamics, Vol. 1821 of
Lecture Notes in Mathematics, Springer, Berlin.
B. Thaller (2000), Visual quantum mechanics, Springer-Verlag–TELOS, New York.
J. Tully (1990), ‘Molecular dynamics with electronic transitions’, Journal of Chem-
ical Physics 93, 1061.
J. V. Uspensky (1928), ‘On the convergence of quadrature formulas related to an
infinite interval’, Trans. Amer. Math. Soc. 30(3), 542–559.
J. Van´ıcˇek and T. Begusˇic´ (2019), ‘Ab initio semiclassical evaluation of vibrationally
resolved electronic spectra with thawed gaussians’, Molecular Spectroscopy
and Quantum Dynamics.
J. von Neumann (1930), ‘Allgemeine Eigenwerttheorie Hermitescher Funktionalop-
eratoren’, Math. Ann. 102(1), 49–131.
H. Wang, X. Sun and W. Miller (1998), ‘Semiclassical approximations for the cal-
culation of thermal rate constants for chemical reactions in complex molecular
systems’, J. Chem. Phys. 108, 9726–9736.
H. Weyl (1927), ‘Quantenmechanik und Gruppentheorie’, Z. Physik 46(1), 1–46.
E. Wigner (1932), ‘On the quantum correction for thermodynamic equilibrium’,
Phys. Rev. 40, 749–759.
W. Xie and W. Domcke (2017), ‘Accuracy of trajectory surface-hopping methods:
Test for a two-dimensional model of the photodissociation of phenol’, Journal
of Chemical Physics 147, 184114.
W. Xie, M. Sapunar, N. Dosˇclic´, M. Sala and W. Domcke (2019), ‘Assessing the
performance of trajectory surface hopping methods: Ultrafast internal con-
version in pyrazine’, Journal of Chemical Physics 150, 154119.
C. Zenger (1991), Sparse grids, in Parallel algorithms for partial differential equa-
tions (Kiel, 1990), Vol. 31 of Notes Numer. Fluid Mech., Friedr. Vieweg,
Braunschweig, pp. 241–251.
C. Zheng (2014), ‘Optimal error estimates for first-order Gaussian beam approxima-
tions to the Schro¨dinger equation’, SIAM J. Numer. Anal. 52(6), 2905–2930.
166 Caroline Lasser and Christian Lubich
M. Zworski (2012), Semiclassical analysis, Vol. 138 of Graduate Studies in Mathe-
matics, American Mathematical Society, Providence, RI.
