T he most common treatment for hydrocephalus patients is surgical insertion of a shunt that diverts cerebrospinal fluid (CSF) from the ventricular system to other areas of a patient's body where it is absorbed. While CSF shunts have proven effective at relieving the symptoms caused by elevated intracranial pressure, they have an alarmingly high rate of malfunction and failure, despite their relative simplicity compared with other medical devices. For example, over half of pediatric shunts require surgical intervention or revision, most within the 1st or 2nd year after the original shunt is implanted. 1, 5, 26 One major cause of shunt failure is obstruction of the ventricu-ABBREVIATIONS CFD = computational fluid dynamics; CSF = cerebrospinal fluid; PEPT = positron emission particle tracking. OBJECTIVE Cerebrospinal fluid (CSF) shunts are the primary treatment for patients suffering from hydrocephalus. While proven effective in symptom relief, these shunt systems are plagued by high failure rates and often require repeated revision surgeries to replace malfunctioning components. One of the leading causes of CSF shunt failure is obstruction of the ventricular catheter by aggregations of cells, proteins, blood clots, or fronds of choroid plexus that occlude the catheter's small inlet holes or even the full internal catheter lumen. Such obstructions can disrupt CSF diversion out of the ventricular system or impede it entirely. Previous studies have suggested that altering the catheter's fluid dynamics may help to reduce the likelihood of complete ventricular catheter failure caused by obstruction. However, systematic correlation between a ventricular catheter's design parameters and its performance, specifically its likelihood to become occluded, still remains unknown. Therefore, an automated, open-source computational fluid dynamics (CFD) simulation framework was developed for use in the medical community to determine optimized ventricular catheter designs and to rapidly explore parameter influence for a given flow objective. METHODS The computational framework was developed by coupling a 3D CFD solver and an iterative optimization algorithm and was implemented in a high-performance computing environment. The capabilities of the framework were demonstrated by computing an optimized ventricular catheter design that provides uniform flow rates through the catheter's inlet holes, a common design objective in the literature. The baseline computational model was validated using 3D nuclear imaging to provide flow velocities at the inlet holes and through the catheter. RESULTS The optimized catheter design achieved through use of the automated simulation framework improved significantly on previous attempts to reach a uniform inlet flow rate distribution using the standard catheter hole configuration as a baseline. While the standard ventricular catheter design featuring uniform inlet hole diameters and hole spacing has a standard deviation of 14.27% for the inlet flow rates, the optimized design has a standard deviation of 0.30%. CONCLUSIONS This customizable framework, paired with high-performance computing, provides a rapid method of design testing to solve complex flow problems. While a relatively simplified ventricular catheter model was used to demonstrate the framework, the computational approach is applicable to any baseline catheter model, and it is easily adapted to optimize catheters for the unique needs of different patients as well as for other fluid-based medical devices.
lar catheter. 2, 6, 12, 13, 15, 17, 22, 24 Studies investigating shunt survival rates have quantified that between 30% and 40% of pediatric shunt failures are caused by some form of shunt obstruction, the majority of which occur in the ventricular catheter. 2, 5, 18, 26 These obstructions are typically the result of migration and invasion of the choroid plexus into the inlet holes of the ventricular catheter, or less often, the result of aggregations of cells (glial cells, astrocytes, oligodendroglia, macrophages, and sometimes leukocytes), proteins (fibrin, albumin), pathological cells and tissues (inflammatory cells, red blood cells, platelets, and cell debris), blood clots, or combinations of these. 2, 13, 15, 19, 23, 27 Previous work 3, [7] [8] [9] [10] [11] 15, 20, 27 suggests that the propensity for ventricular catheter obstruction is related to the fluid dynamics of the catheter and that CSF flow behavior into and through the catheter is highly dependent on catheter geometry. Such studies have demonstrated the need for a comprehensive correlation of the CSF flow profile to geometrical design variation. One approach to building this much-needed knowledge base is through parameter studies and sensitivity analysis, using validated 3D computational simulation to quantify the fluid dynamics for the evaluation of thousands of potential and interacting geometry modifications. A drawback to accomplishing such analyses, as noted by Galarza et al., 8 is the time limitation in investigating the fluid dynamics for each new design and every possible geometrical variation. While computational simulation is an effective tool for evaluating designs prior to experimental and clinical testing, model development and computational mesh generation for each configuration is laborious and prohibits an all-encompassing evaluation of potential geometry modifications.
To overcome these time constraints, an open-source, computational framework for sensitivity analysis and design optimization has been developed, providing the capability for automated catheter model generation and calculation of the 3D flow profile via computational fluid dynamics (CFD). In this framework, CFD is coupled with an optimization methodology, enabling rapid simulation of 3D CSF flow through ventricular catheters of varying geometries. A "black-box" coupling between 2 software packages allows for any validated 3D catheter model (unobstructed or obstructed) to serve as the baseline configuration, eliminating the time-consuming need to build a complex model for every geometrical variation on a given design. Implementing the framework on a supercomputer allows for the rapid, systematic investigation of a large number of geometry modifications for efficient design optimization and sensitivity analysis. Additionally, this framework is applicable to any parameterized baseline model and can be used to simulate complex fluid behavior, such as turbulent and pulsatile flow, fluid-structure interaction, and transient effects.
This framework is described and demonstrated on a common design objective from the literature: achieving uniform flow rates across the inlet holes of an unobstructed ventricular catheter with a typical quarter-symmetric hole configuration. A 3D flow model of this configuration was validated using 3D nuclear imaging and serves as the baseline for demonstrating the framework's capability to study the effects of geometry variation and design optimization relative to a desired flow objective.
Methods

Computational Framework Overview
The computational framework shown in Fig. 1 provides the capability to perform automated, iterative design exploration and optimization of a baseline catheter design. Ltd.) performs the CFD simulation and includes utilities for building the computational domain and mesh, numerically computing the flow fields, and extracting relevant postanalysis data. OpenFOAM can be controlled completely via user-written scripts, a requirement for design exploration using automated execution.
The Design Analysis Kit for Optimization and Terascale Applications (DAKOTA, Release 6.2, Sandia Corporation) serves as the parameter manager, supplying geometrical inputs to OpenFOAM, collecting the processed outputs from each simulation, and then methodically selecting the next set of geometrical inputs to be tested. Given an objective function, DAKOTA can then iteratively optimize a set of input parameters toward a specific goal. In the demonstration example, the goal is uniform inlet flow rate distribution, and the inputs are the catheter's geometrical parameters. Flow rate distribution in the demonstration is characterized by the standard deviation of the inlet hole flow rates, which serves as the objective function that must be minimized by DAKOTA.
For a given catheter configuration (e.g., rounded or elongated tip, parallel or staggered rows of inlet holes, etc.) and boundary conditions (e.g., communicating or noncommunicating hydrocephalus, type of shunt valve, etc.), a baseline model made up of several script files is generated using OpenFOAM's basic case structure. OpenFOAM's blockMesh utility was chosen to model the fluid domain and catheter geometry because it allows direct user control of all meshing parameters. This utility is controlled via a template script that enables automated domain and mesh generation for a set of uploaded geometrical parameters. This template will change, depending on the given baseline catheter architecture. Once implemented, with each new set of uploaded parameters, a new catheter model is automatically generated and the fluid domain is meshed in preparation for computational evaluation of the model. This allows for reliable and reproducible automated CFD simulations, performed using OpenFOAM. For the incompressible, steady-state simulation of a Newtonian fluid used for this model, the simpleFoam solver was selected for the numerical solution of the Navier-Stokes equations of fluid flow. Using this solver, the fluid pressure and velocity values are numerically approximated at each node of the mesh, and the volumetric flux, or volumetric flow rate, is also calculated for each finite volume face in the mesh. Depending on the objective of the optimization, any one of these values can be monitored and sent to DAKOTA as an output of the CFD simulation. In the demonstration example, the flow rates of each of the inlet holes are monitored and a standard deviation of flow rates is calculated to rate the uniformity of the catheter's inlet flow rate profile for each specific geometrical variation.
DAKOTA offers many tools to explore parametric effects on an objective function. Depending on the optimization methods chosen, the outputs sent to DAKOTA from the completed OpenFOAM simulation will be recorded and a new set of input parameters will be sent for model generation and simulation. This iterative series of simulations will continue until the criteria of the optimization or parametric sensitivity study are satisfied.
Demonstration Example
The computational framework was demonstrated by optimizing a typical, commercially available baseline catheter architecture to produce a uniform flow rate distribution across the catheter's inlet holes, the objective function identified in previous studies by Lin et al. 20 and Galarza et al. [7] [8] [9] [10] This problem was chosen given its importance in the literature and the opportunity to compare the optimized design calculated by the framework with the results of other researchers. A baseline 3D CFD model was developed for a ventricular catheter within a cylindrical ventricular chamber (Fig. 2) , and the geometrical parameters of the catheter were systematically varied to investigate their influence on the catheter's fluid performance.
Investigation of this design objective began with the landmark study of Lin et al., 20 which computationally and experimentally explored the flow profile of commercially available catheters. Using 2D CFD simulation, this study demonstrated that the majority of CSF flows at high flow rates into the proximal holes (those farthest from the catheter tip, Fig. 3 ), while the distal holes (those closest to the tip) were ineffective, with extremely low flow rates. Under these flow conditions, it was concluded that obstructions are far more likely to enter the catheter through a proximal hole, potentially blocking the flow entirely and rendering the distal holes useless.
Explanted occluded ventricular catheters provided further evidence to support this conclusion, as occlusions were observed to occur most often at the proximal set of holes. 20 These observations led to the hypothesis that a catheter geometry that results in a more uniform flow rate distribution among the catheter's inlet holes will reduce the statistical likelihood of an obstruction occurring at the critical proximal inlet holes, thereby reducing shunt failure rates due to ventricular catheter obstruction. As a result of this research, the Rivulet (Medtronic Neurosurgery) catheter was developed with a design consisting of decreasing hole diameters from the distal to proximal end (https:// www.accessdata.fda.gov/cdrh_docs/pdf6/K063836.pdf). CFD simulation 10 has shown this design to be effective at producing a more uniform flow distribution, although no clinical studies to date have proven its effectiveness at reducing obstruction rates. Continuing the effort to develop a catheter that achieves such a uniform flow profile, Galarza et al. pioneered the use of 3D CFD to further investigate the effects of geometry variation on CSF flow profiles. [7] [8] [9] [10] Some geometrical parameters of significance had been identified in previous studies, and their investigation informed the selection of parameters for this demonstration. Galarza et al. 8 showed that a decreasing intersegment distance ( the distance between sets of holes along the length of the catheter) and a decreasing hole diameter distribution, initiating at the distal end, as well as a small number of holed segments are highly influential in obtaining a uniform flow profile. The same study also demonstrated that the number of holes at the proximal segment, relative rotations of the drainage segments around the axis of the catheter, and the addition of a patent hole at the catheter tip do not significantly influence the flow pattern. Thomale et al. 27 investigated the effect of the total number of holes on obstruction rates for the specific case of catheters placed in narrow ventricles, determining that catheters with substantially fewer holes, but possessing an equal flow distribution, could decrease obstruction, provided the catheter was properly placed. In addition to investigating geometry that results in a uniform flow distribution, Harris and McAllister 15 and Ginsberg et al. 11 also correlated increased shear stress along the catheter/CSF interface to an increased likelihood of occlusion; and Cheatle et al. 3 determined that the fluid resistance of new and explanted catheters is related to the diameter, number of holes, and age of the catheter.
These studies influenced the selection of a baseline model as well as the parameters to be investigated. The baseline catheter configuration used for this demonstration of the framework consisted of 4 parallel rows of inlet holes, equally spaced around the catheter's circumference, and each row had 6 holes. The number of holes, parallel row configuration, and catheter internal diameter of 1.5 mm were held fixed while other geometrical parameters were varied: catheter wall thickness, distance from catheter tip to the first inlet hole, spacing distances between inlet holes, inlet hole diameters, and the degree of tapering of the inlet holes (Fig. 4) . First, the sensitivity of each parameter on the objective function was quantified, and then the design was optimized using the most influential parameters identified in the sensitivity analysis. It should be noted that, in general, the framework will operate on a parametric model for any baseline configuration, and the number of holes, hole configuration, and internal diameter can also be specified as variables. More complex fluid dynamics and variable boundary conditions can also be investigated using this framework.
CFD Model Development
Prior work by Lin et al. 20 and Galarza et al. [7] [8] [9] [10] forms the foundation for the computational investigation of CSF flow through ventricular catheters. The CFD model developed for this demonstration follows similar boundary conditions and assumptions with one significant difference: the catheter's outlet boundary conditions. To model obstructive (noncommunicating) hydrocephalus, the catheter is placed in the center of an enlarged CSF-filled ventricle that is represented as a rigid, fixed volume, cylindrical chamber (Fig. 3) . The catheter outlet is located outside the walls of the chamber, reflecting the in vivo placement of most ventricular catheters. The catheter provides the only outlet for CSF exiting the ventricle, and the incoming flow into the chamber is from the slow, steady production of CSF within the ventricle. Since CSF is composed almost completely of water, 16 the fluid properties used for the model were those of water at a body temperature of 37°C.
A constant exit flow rate of 0.35 ml/min was used as the main driving boundary condition to mimic the average flow rate induced by natural CSF circulation or by a valveless shunt. 25 In addition, a constant zero pressure was defined at the inlet (Fig. 3) , and a no-slip boundary condition was defined at the catheter walls and at the solid domain boundaries. Fluid-structure interactions between the CSF and the catheter were not included in this simulation, as the fluid flow is very slow and is therefore not expected to substantially influence the catheter geometry. The simulations were run as steady state and thus do not account for any pulsatile effects. Since the flow remains laminar during the whole pulse, a quasi-steady flow behavior is expected (i.e., the flow pattern remains the same, but the velocity scales accordingly). However, a calculated Womersley number greater than 1 could indicate that the flow through ventricular catheters may be moderately affected by CSF pulsation within the ventricles. This behavior could be investigated using the computational framework, given a validated baseline model that includes this effect.
To isolate the effects of catheter geometry from the effects of ventricle shape, the fluid domain around the catheter was sized to minimize wall effects. Because computational time increases with the domain size, modeling the smallest domain without inducing significant wall effects was essential when considering the massive number of analyses required for optimization. The results of a convergence study indicated that a distance of 6 mm between the chamber walls and the catheter outer wall, first inlet hole, and last inlet hole was the smallest domain size to minimize wall effects. This value was held constant across all simulations.
The laminar flow conditions and parallel 4-row configuration of the catheter enabled the use of a quarter model to characterize the flow field while greatly reducing the computational domain (Fig. 3) . To achieve high accuracy in areas of interest while minimizing computation time, finer grids were specified around the catheter inlet holes, with coarser grids around the borders of the cylindrical chamber (Fig. 5) . A mesh refinement study determined that an average of 350,000 finite volume elements were required to reach the convergence criteria for this baseline model and to limit convergence time to allow for efficient automated simulation iterations.
In this example, the goal is uniform inlet flow rate distribution and the inputs are the catheter's geometrical parameters. Flow rate distribution is characterized by the standard deviation of the inlet hole flow rates, which serves as the objective function that must be minimized by DAKOTA. During the OpenFOAM analysis, the flow rates of each of the inlet holes are monitored for convergence, and a standard deviation of flow rates is calculated to rate the uniformity of the catheter's inlet flow rate profile for each specific geometrical variation. This metric was the summary output sent to DAKOTA during subsequent iterative analyses and served as a basis for comparing the various tested designs. 
Validation of CFD Model Using Positron Emission Particle Tracking
Before performing iterative CFD analyses using the computational framework, the baseline CFD model was experimentally validated. Nuclear imaging using positron emission particle tracking (PEPT) was performed to visualize the 3D flow field around and through a catheter and to provide quantified data to validate the flow rates obtained using the baseline CFD model. Performed in a positron emission tomography (PET) scanner, this nuclear imaging method tracks particles laden with a radionuclide tracer as they flow through a given test section. 21 In this validation test, a scaled-up version of a standard 32-hole catheter with a parallel 4-row configuration was used. Scaling the catheter was necessary because the resolution of the scanner would not have been sufficient to image the flow to the inlet holes of a commercial catheter. Therefore, a catheter was machined out of clear polyethylene terephthalate glycol-modified plastic (PETG) tubing with inner diameter of 0.25 inches (approximately 4.5 times larger than a standard commercial catheter). Flow properties were modified, using Reynolds' scaling principles, to match the flow regimen simulated by the computational model.
The catheter was immersed in the particle solution and connected to a pump, causing flow to enter through the catheter's inlet holes. Approximately 1600 particle trajectories were collected as the particles moved through the imaged fluid section. Postprocessing of these trajectories created a 3D velocity flow field (Fig. 6) , indicating the average velocities of the tracked particles at specific locations. As a point of comparison, the flow rates at the proximal inlet holes were examined. In the scaled-up test and an unscaled simulation using the proposed CFD model, the flow rates at the proximal inlet holes comprised 56.8% and 56.06% of the total incoming flow, respectively. These results also match well with the results of the 2D CFD study performed by Lin et al., in which 58% of the total flow enters through the proximal hole set in this catheter design. The simulated incoming velocity at this hole set also matched the experimental results with similar accuracy. The flow rates of more distal inlet holes were more difficult to compare using this method because the number of particles entering through them was relatively small and therefore could not provide a statistically robust average velocity through those holes.
Previous studies used 2D methods, 20 3D ink visualization, 8, 9, 20, 27 and evaluation of pressure/flow characteristics 4 to experimentally investigate CSF flow through a catheter. In this initial test, 3D nuclear imaging exhibited potential as a viable method to capture quantified fluid velocities at specific locations along the catheter flow trajectory.
Parametric Sensitivity Studies
The validated CFD model served as the baseline for exploration and optimization of geometrical modifications relative to the objective function of uniform inlet hole flow rate distribution. For this objective function, the standard deviation of the relative inlet hole flow rates quantified the performance of each catheter design variation. A higher value indicated a more skewed relative flow rate profile, while a zero value represented complete uniformity among the inlet hole flow rates. Therefore, the objective function was specified as minimizing this output of the CFD simulations.
To initialize design optimization, a sensitivity analysis was performed to systematically explore the effects of geometry modifications on the flow profile, and a subsequent investigation of the parameter space determined the initial conditions required for the local optimization method. Table 1 lists the geometrical modifications that were evaluated using a one-factor-at-a-time approach. Each parameter was varied independently to quantify its influence on the objective function, and a sensitivity index was computed. A higher sensitivity index indicates a higher influence, and the index is independent of the parameter's units but dependent on the specified range for testing.
Parameter ranges for the study were determined based on maintaining the catheter's structural integrity and followed fundamental engineering principles. Inlet hole diameters were characterized by the diameter measured at the interior lumen of the catheter, and the maximum value was defined as the diameter at which the inlet holes, spaced 90° apart around the circumference of catheter, would begin to intersect at the interior catheter lumen. Hole spacing along the length of the catheter was measured along the exterior surface, and a minimum value of 1.5 times the wall thickness was specified to preserve the structural viability of the catheter. The total length of the perforated segment is commonly limited to the 1.5 cm closest to the catheter tip, to increase the probability that the inlet holes remain inside the ventricle after surgical placement. This was also taken into account as a limiting factor in choosing parameter ranges.
To reduce the number of individual parameters tested in this initial study, the hole diameters and hole spacing were manipulated in 2 separate ways: 1) 1 variable value was chosen and uniformly designated for all holes in the catheter, or 2) 1 value was chosen for the most distal hole and a variable linear factor was applied to calculate the values for the subsequent holes. The linear factor method allowed investigation of the effect of linearly decreasing or increasing hole diameters or spacing on the objective function.
Hole tapering was varied as a uniform parameter for all holes. Tapering is usually a byproduct of the hole punching process. Most manufacturers strive for a straight bore without taper, presumably to limit possible obstructions that could accumulate at a tapered hole. However, during hole punching, compressive and tensile stresses cause distortions at either end of the hole, and after the material undergoes relaxation, a tapered hole is created. To estimate a range for possible tapers, photographs of punched sample catheters, from a study demonstrating the effects of catheter hole size on cellular adhesion, 14 were examined to estimate common degrees of tapering.
The following conclusions were drawn from the sensitivity analysis:
• The diameters of the holes are the most influential parameters; both the diameter value of the first hole and subsequent applications of a linear factor to the remaining holes caused significant changes in the objective function.
• Linear scaling factors of less than 1 for the hole diameters produced favorable objective functions, confirming past studies showing that designs featuring decreasing hole diameters improve flow rate uniformity.
• Linear factors between 1.0 and 1.1 showed the most promise with regard to hole spacing, indicating that, moving away from the tip, increasing spaces between the holes would produce favorable results. However, the sensitivity index for this parameter was relatively low, so its influence was not as substantial as that of other parameters.
• The degree of hole tapering was significantly influential, and although this parameter is not easily modified in catheter manufacturing, it is apparent that some taper- ing (5°-10°) of the holes is beneficial in terms of improving flow rate uniformity.
• Wall thickness was less influential, but lower objective function values were observed for thicker catheter walls.
• The distance from the catheter tip to Hole 1 was the least influential parameter, with a sensitivity index several scales of magnitude less than those of the other parameters.
Design Optimization
The conclusions from the sensitivity study provided a basis for excluding parameters that exhibited minimal influence from the subsequent and more comprehensive optimization investigation. This sensitivity analysis was repeated using similar baseline models with 4 and 8 holes per row, also typical in commercially available configurations, and the parameter rankings of influence remained consistent. A standard distance from the catheter tip to Hole 1 was selected as 1.2 mm, since this parameter proved the least influential. The low influence of this parameter can be attributed to the fact that this region sees little to no flow. Moderately influential factors, such as degree of hole tapering and wall thickness, were evaluated at only 1 or 2 values. For degree of hole tapering, the value of 7.688° was held constant since this value was shown to minimize the objective function in the 6-hole sensitivity study. For wall thickness, standard thicknesses of extruded silicone tubing of 0.5 mm or 0.6 mm were evaluated. Since the material properties of the catheter (flexibility, structural integrity) depend on this factor, it was important not to include significantly thicker or thinner catheters, as these may not be viable for use in vivo. With these parameters limited (or set), the remaining parameters were carried forward for optimization.
Next, Latin hypercube sampling (LHS) was employed for sampling the parameter space created by only varying the most influential parameters. This method generated a collection of input parameter sets that effectively covered the entire space. Several thousand sample simulations were performed for the exploration of this space, which includes the effects of parameter interactions, a complexity not accounted for in the one-factor-at-a-time study. By investigating the results of this sampling, several areas of interest, where the objective function was minimized, were located within the parameter space. Initial points, selected from these areas of interest, were used to initialize the more in-depth local optimization method.
A local, derivative-free optimization algorithm (COLINY Pattern Search) was selected in DAKOTA to supply the framework with geometrical input parameters and identify the optimal set. As with all local optimization methods, the outcome is dependent on the initial points supplied to the search algorithm, and it is possible to calculate a different optimized geometry for each set of initial parameters chosen. Therefore, identifying initial points based on both sensitivity studies and general parameter space sampling was critical to the success of this method. Moreover, a dimensional analysis for this fluid model shows that the number of degrees of freedom in this study also preclude the existence of a unique solution for this optimization objective. After several hundred evaluations using this optimization algorithm, the geometrical parameter set that most minimized the objective function was recorded and is presented as the optimized design.
Parallel processing provided the computational efficiency required for such a comprehensive investigation of catheter design. In this demonstration example, the computational framework was implemented on the Darter supercomputer (a Cray XC30 system) located at the National Institute for Computational Sciences on the Oak Ridge National Laboratory campus (https://www.nics.tennessee. edu/computing-resources/darter). Parameter exploration and optimization processes were executed in parallel on 20 compute nodes (320 processors). Using this system, the analysis time for CFD simulation of 1000 catheter models was approximately 30 minutes, and the entire optimization process required approximately 5 hours of computational analysis.
Results
After running the optimization analysis several times, the catheter geometry yielding the lowest objective function value was selected. The high-fidelity OpenFOAM simulation results of this catheter design are shown in Fig.  7 , and the final set of geometrical parameters is presented in Table 2 . This catheter design featured decreasing hole diameters, moving away from the catheter tip; this validates the results of previous studies that showed the promise of such designs. 10, 20 It also featured slightly increasing hole spacing distances, moving away from the catheter tip, for a total perforated segment length of approximately 10.5 mm, which is within the normal range for most ventricular catheters currently on the market.
The optimization strategy employed was effective in the identification of local minima in the response function, when supplied with a favorable initial point. The results of the design optimization demonstrated a drastic improvement over a "standard" catheter design featuring uniform hole diameters and spacing. As seen in Fig. 7 , the standard design had a computed objective function of 14.27%, an obviously flawed flow profile compared with the optimized result of 0.30%, which demonstrates nearly complete uniformity of flow rates between the inlet holes. Even previous CFD analysis of the Medtronic Rivulet catheter design shows a standard deviation of approximately 4.5% among the relative inlet hole flow rates. 10 As previously stated, this method of optimization could theoretically locate other such favorable sets of geometrical parameters, making the design presented here not unique in its ability to improve the inlet flow rate profile but certainly a good example of the capabilities of this computational framework.
Discussion
The results of this example demonstrate the capabilities of this computational framework to significantly improve ventricular catheter design. Sensitivity analysis, used to identify the most influential input parameters, overcomes a major limitation in optimization by eliminating less influential parameters, thereby reducing the dimensions of the parameter space. Additionally, a supercomputing environment enables analysis of high-fidelity models of complex scenarios representing the in vivo performance of the shunt system in a feasible amount of computation time. Such models could readily include more physically realistic details, such as varying ventricle size and shape, pulsating fluid flow, and transient flow induced by the valve opening as well as unique geometrical designs with varying numbers of holes and hole configurations.
For example, to include the effects of a shunt valve opening, the CFD analysis would include transient simulations (changing over time) rather than the steady-state simulations used in this current study. The inlet hole flow rates would change over time and the efficacy of each geometrical configuration would be evaluated and compared over each time step within a given cycle of CSF pulsation or valve operation. While adding such behaviors or including turbulent effects in the baseline model would significantly increase the computational time required to evaluate each new set of geometrical inputs, the insights gained could be extremely valuable in understanding the impact of the sometimes erratic flow within ventricular catheters on flow uniformity through the catheter holes. Therefore, more advanced sensitivity analysis methods, including parameter interactions and higher-order effects, should be further explored as a new, automated module in the framework. Advanced sensitivity analysis to identify the most influential parameters and parameter interactions would inform identification of parameter limited subspaces that could then be optimized for complex models in a feasible timeframe.
Any baseline catheter design can be parametrized and investigated using the computational framework described here. For example, staggered row designs, which are also popular among the leading catheter manufacturers, may add vortices or other flow phenomena that could significantly influence the fluid flow performance of these catheters. Additionally, the number of holes may be a parameter of interest to test in future systematic simulation studies, as previous publications have shown similar effectiveness for ventricular catheters bearing only a small number of inlet holes. 11, 27 New input templates following the same development procedure can be created for emerging designs, and objective functions for additional flow characteristics that are identified to influence obstruction rates, such as wall shear stress, can be included in the optimization. Furthermore, moving in the direction of personalized medicine, a patient's unique condition can be addressed by changing a few boundary conditions and optimizing catheter design to fit specific patient needs and limitations; for example, the age and size of the patient, the measured intracranial pressure, or more uncommon conditions such as slit-ventricle syndrome or normal pressure hydrocephalus.
Validation of CFD models is also critical to ensure that the simulation is a physically realistic representation. Quantification of in vivo conditions would enable more complex boundary conditions in the models, and enhanced knowledge of fluid dynamics into and through the catheter is essential to better understanding the flow profiles that will reduce the likelihood of obstruction. PEPT imaging is a viable technique to generate quantified 3D flow data, but it is limited by the number of particles, the need to recirculate the particles, the radioactive decay time frame of the particles, and the size of the particles. While scaling up the catheter eliminates some of these limita- tions, testing with a much larger catheter representation may not produce realistic data when evaluating the potential for obstructions. Alternative experimental procedures, such as particle image velocimetry, should continue to be developed to provide capabilities to fully characterize and quantify 3D CSF flow behavior.
Conclusions
This computational framework for design exploration and improvement is an efficient and highly customizable tool to rapidly explore the effects of geometry modifications on CSF flow into and through ventricular catheters. This approach overcomes the time limitation of manually creating new catheter models for each design modification and allows the analysis of thousands of designs in a matter of hours, as was demonstrated for the baseline model evaluated in this study.
This framework should represent part of a larger effort to improve the computational tools available to both engineers and surgeons working with CSF shunts. More comprehensive shunt models that include complex fluid dynamics behavior would offer invaluable insights that are currently only available through clinical testing of prototypes or highly simplified bench testing. Computational simulation can strengthen our currently inadequate understanding of in vivo shunt performance and our ability to prevent ventricular catheter obstruction. This knowledge is essential to reducing the number of revision surgeries and ultimately improving the life quality of hydrocephalus patients. 
