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1. Introduction
TheRayleighquotient, although introducedbyRayleigh [14] already in 1873, still plays an enormous
role in linear eigenvalue computations, not only in the famous single-vector Rayleighquotient iteration
[17,18], but also in block methods [3,1,5], and during inner iterations of projection methods as Jacobi–
Davidson [26] corresponding to Rayleigh–Ritz procedures.
Recently, also projection methods for the solution of the nonlinear eigenvalue problem
T(λ)x = 0, (1.1)
where T( . ) : D ⊂ C → Cn×n is amatrix-valuedmapping, have been developed as, e.g., the nonlinear
Jacobi–Davidson method [2] and the nonlinear Arnoldi method [33]. There projected problems of the
form
UHT(λ)Uc = 0 (1.2)
are generatedwhen applyingRitz–Galerkin conditions on the residualwhere the columns of then × m
matrix U form an orthonormal basis for the search subspace im U the dimension m of which is small
with respect to n.
When Petrov–Galerkin conditions are posed, then projected problems of the type
VHT(λ)Ud = 0, UHT(λ)HVe = 0 (1.3)
arise. Here the search space im U is different from the space im V of test vectors spanned by the
orthonormal n × mmatrix V .
These projected problems arem-dimensional nonlinear eigenvalue problems and have to be solved
when left and right eigenvectors of T are computed as is done by the generalized Jacobi–Davidson
method [24] and the nonlinear version of the two-sided Jacobi–Davidson method [21,9].
Let (λ, u = Uc) be a Ritz pair corresponding to (1.2), i.e., (λ, c) solves (1.2). Then the Ritz pair
satisﬁes the equationuHT(λ)u = 0. Solutionsλ = p(u) of this equation are called (one-sided)Rayleigh
functionals. Analogously, solutionsλ = p(u, v)ofvHT(λ)u = 0arecalled two-sidedRayleigh functionals.
Let us note that Lancaster [11] for the special case of matrix polynomials deﬁnes a generalization
of the two-sided Rayleigh quotient in an explicit way by setting
pL(λ, u, v):=λ − v
HT(λ)u
vHT˙(λ)u
(1.4)
and proposes a generalized Rayleigh quotient iteration converging with quadratic order. Obviously,
λk+1 :=pL(λ, u, v) = λ − g(λ, u, v)/g˙(λ, u, v) is nothing else than the result of one Newton step from
λ = λk for the scalar equation
g(λ, u, v):=(T(λ)u, v) = vHT(λ)u = 0 (1.5)
with respect to λ for ﬁxed u, v.
The scalar product ( . , . ) is the standard one, (u, v):=vHu for all u, v ∈ Cn, which generates the
Euclidean norm ‖u‖:=√uHu. The norm of matrices is always the subordinated spectral norm.
The aim of this work is to characterize and analyze all these Rayleigh functionals.
This paper is organized as follows. Section 2 is devoted to the notion of Rayleigh functionals.
In Section 2.1, Rayleigh quotients and the Rayleigh functional introduced by Dufﬁn [4] in 1955 are
considered from a historical point of view. Adapted complex and two-sided settings are proposed in
Section 2.2. In Section 3, a few facts about angles and distances are collectedwhichwill be needed later
on. In Section 4 it is shown that the two-sided Rayleigh functional approximating a simple eigenvalue
λ∗ exists locally uniquely under appropriate assumptions. Moreover, as one of the main results, a
bound for the distance between the two-sided Rayleigh functional and the exact eigenvalue is derived
which is quadratic in the angles between u, v and the corresponding eigenvectors x∗, y∗, respectively.
Another main result is given by a ﬁrst order perturbation expansion which implies the stationarity of
the two-sided functional. The standard one-sided Rayleigh functional is treated in Section 5. Unlike
the two-sided one and as in the linear case, the error is only linear in the angle, and the functional is
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not stationary at eigenvalues, in general. Lancaster’s generalized Rayleigh functional (1.4) is discussed
in Section 6. The distance to the exact eigenvalue is analyzed aswell as the distance between pL(λ, u, v)
and the two-sided Rayleigh functional for given λ. All the results mentioned seem to be new.
Although all statements are made for complex T(λ) assuming it to be holomorphic on some open
disk around the target eigenvalue λ∗, which implies existence of derivatives of arbitrary order, for real
problems with real eigenvalues it sufﬁces that T˙(λ) is Lipschitz continuous.
In what follows we consider target eigentriplets (λ∗, x∗, y∗) where λ∗ ∈ C is an eigenvalue of T
and x∗, y∗ ∈ Cn are corresponding normalized right and left eigenvectors, i.e., there holds
T(λ∗)x∗ = 0, yH∗ T(λ∗) = 0, ‖x∗‖ = ‖y∗‖ = 1. (1.6)
We are looking for conditions which guarantee that the deﬁning equation vHT(λ)u = 0 for the two-
sidedRayleigh functionalhas aunique solutionλ = p(u, v) close toλ∗ provided thatu, v are sufﬁciently
good approximations to x∗, y∗ in the sense that the angles
ξ :=(span {u} , span {x∗}), η :=(span {v} , span {y∗}). (1.7)
between the lines spanned by the approximations u, v and the exact eigenvectors x∗, y∗ are sufﬁciently
small.
Recall that, for arbitrary vectors a, b ∈ C, the angle γ =: (span {a} , span {b}) between the one-
dimensional subspaces span {a} and span {b} is deﬁned asγ = π/2, if aHb = 0, otherwise it is deﬁned
asγ ∈ [ 0,π/2) such that cos γ = |aHb|‖a‖‖b‖ . Let us point out that(span {a} , span {b}) = (span {αa} ,
span {βb}) for all α,β ∈ C with α /= 0,β /= 0, i.e., this angle is scale-invariant.
We will see later that
α∗ :=yH∗ T˙(λ∗)x∗ /= 0 (1.8)
is such a condition we were looking for. Let us emphasize that λ∗ is not supposed to be geometri-
cally simple. If dim ker T(λ∗) > 1 then we have to look for such eigenvectors x∗ ∈ ker T(λ∗), y∗ ∈
ker T(λ∗)H which satisfy (1.8), cf. Example 11 in Section 4.2.1 below.
However, if λ∗ is geometrically simple, i.e., if
dim ker T(λ∗) = 1, i.e., ker T(λ∗) = span {x∗} , ker T(λ∗)H = span {y∗} , (1.9)
then condition (1.8) is equivalent to the algebraic simplicity of λ∗, i.e., to the condition
d
dλ
det T(λ)
∣∣∣∣
λ=λ∗
/= 0, (1.10)
cf. [24,16]. In fact, we even have that condition (1.10) is equivalent to the two conditions (1.9) and
(1.8), see [21]. Hence, condition (1.8) is always fulﬁlled for algebraically simple eigenvalues λ∗, and the
normalized eigenvectors x∗, y∗ are then unique up to phase factors.
For the standard Rayleigh functional λ = p(u) deﬁned by uHT(λ)u = 0, condition (1.8) has to be
replaced by
α˜∗ :=xH∗ T˙(λ∗)x∗ /= 0. (1.11)
Though always satisﬁed for linear problems T(λ) = A − λI where we have α˜∗ = xH∗ (−I)x∗ = −1,
this condition need not to be fulﬁlled even if λ∗ is simple, cf. Example 22 in Section 5.2.
In the proofs we will use the singular value decomposition (SVD) of T(λ∗) that is given by
T(λ∗) = YΣXH = [ Y1 | y∗ ]
[
Σ1 0
0T 0
]
[ X1 | x∗ ]H = Y1Σ1XH1 (1.12)
whereΣ1 = diag(σ1, . . . , σn−1) ∈ R(n−1)×(n−1) withσ1  σ2  . . . σn−1  0, and thematricesY =
[ Y1 | y∗ ], X = [ X1 | x∗ ] ∈ Cn×n, containing the left and right singular vectors, are unitary. Obviously,
λ∗ is geometrically simple if an only if Σ1 is nonsingular, i.e., if σn−1 > 0.
3994 H. Schwetlick, K. Schreiber / Linear Algebra and its Applications 436 (2012) 3991–4016
2. Rayleigh functionals
In this Section, a short review about Rayleigh functionals as well as some new settings used in this
paper will be given.
2.1. Rayleigh quotients and functionals – a historical survey
For one-dimensional subspacesU = u andV = v and a linear operator T(λ) = A − λI, the solution
vectors c of (1.2) and d, e of (1.3) are scalars so that these equations reduce to
uHT(λ)u = uH(A − λI)u = 0, and yHT(λ)u = vH(A − λI)u = 0,
respectively. The solutions are
p(u):=λ = u
HAu
uHu
, p(u, v):=λ = v
HAu
vHu
, (2.1)
provided thatuHu /= 0 in theﬁrst andvHu /= 0 in the secondcase, i.e., oneobtains the standardRayleigh
quotient p(u) = uHAu/uHu, and the two-sided or generalized Rayleigh quotient p(u, v) = vHAu/vHu
introduced byOstrowski [17], respectively. Sincewehave T˙(λ) = −I in the linear case, also Lancaster’s
generalized Rayleigh quotient (1.4) gives pL(λ, u, v) = λ − vH(A − λI)u/(−vHu) = vHAu/vHu =
p(u, v), i.e., it does not depend on λ and is identical with p(u, v).
The standard Rayleigh quotient p(u) =: p(u, A) has some nice properties [18]:
1. Homogeneity: p(αu,βA) = βp(u, A), α,β /= 0,
2. Translation invariance: p(u, A − αI) = p(u, A) − α,
3. Boundedness: p(u) gives the ﬁeld of values of A, if u ranges over all nonzero vectors inCn, which
is closed, bounded and convex.
4. Stationarity: For normal A, the eigenvectors of A yield the stationary points of p.
5. Minimal residual: Given u /= 0, then for any scalar θ
‖(A − θ I)u‖ ‖(A − p(u)I)u‖, (2.2)
with equality only when θ = p(u).
Let us discuss the stationarity of the Rayleigh quotient. Actually we cannot speak of stationarity,
since p(u) = uHAu/uHu is not differentiable with respect to u if u is a complex vector. However, in the
literature this is rather ignored, and we will follow the nomenclature by extending the deﬁnition of
stationarity to the complex case as follows:
Deﬁnition 1. A complex function f : D ⊂ Cn → C is called stationary at z ∈ int D if
f (z + z) − f (z) = O(‖z‖),
i.e., if the ﬁrst order terms in a perturbation expansion vanish identically.
An illustrative example is the squared norm f (z):=‖z‖2 = zHzwhich is not complex differentiable
but has the (exact) perturbation expansion
f (z + z) − f (z) = 2 (zHz) + (z)Hz.
Obviously, z = 0 is the only stationary point.
Deﬁnition 1 includes the real differentiable case where we have ∇f (z) = 0 when f is stationary
at z. An evaluation of the term p(u + s) − p(u) for u = x∗ shows the stationarity of the Rayleigh
quotient for normal matrices, immediately. This computation shows also that the Rayleigh quotient is
not stationary for non-normal matrices, in general. This is cured by the two-sided Rayleigh quotient
p(u, v)whichwas developed in [17]. For the two-sided Rayleigh quotient, homogeneity and translation
invariance hold as well, but the boundedness property fails [18].
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Now, consider the nonlinear eigenvalue problem (1.1). In this paper we suppose that the following
assumption is satisﬁed:
Assumption 2. Letλ∗ ∈ C be given, and let T( . ) : D ⊂ C → Cn×n be amatrix valued function. Sup-
pose that there is a radius τ∗ > 0 such that the disc S(λ∗, τ∗):={λ ∈ C : |λ − λ∗| τ∗} is contained
in int D and that T˙ exists and is Lipschitz continuous on S(λ∗, τ∗) with some constant L > 0, i.e., that
‖T˙(λ) − T˙(μ)‖ L|λ − μ| for all λ,μ ∈ S(λ∗, τ∗). (2.3)
Obviously this assumption is equivalent to the assumption that T( . ) is holomorphic on an open neigh-
borhood of λ∗ ∈ int D. Hence, all derivatives exist, andwe can take L = max{‖T¨(λ)‖ : λ ∈ S(λ∗, τ∗)}
as Lipschitz constant. However, if both T and λ are real then it sufﬁces to suppose that T( . ) : D ⊂
R → Rn×n is (real) differentiable on the real interval S(λ∗, τ∗):={λ ∈ R : |λ − λ∗| τ∗} ⊂ int D
and that T˙ is there Lipschitz continuous wit a constant L > 0, i.e., that (2.3) holds on S(λ∗, τ∗) ⊂ R.
Different attempts to ﬁnd generalizations of the Rayleigh quotient that work for certain nonlinear
eigenvalue problems have been made, cf. [11,10,27,6,25], which provide actual quotients. In general,
some of the desirable properties of the Rayleigh quotient are lost for the generalized quotients.
The Rayleigh functional was introduced in [4] for quadratic overdamped systems and treated later
on in [7,8,19] for multi-parametric and nonlinear operators. We recall the deﬁnition from [7] for real
symmetric T( . ): Let p be a continuous real-valued functional on Rn \ {0} subject to the following
properties
p : u ∈ Rn \ {0} −→ p(u) ∈ (a, b), (2.4)
p(cu) = p(u) for all c /= 0, (2.5)
(T(p(u))u, u) = 0, (2.6)
(T˙(p(u))u, u) > 0. (2.7)
Such a functional p is called Rayleigh functional for T( . ).
All cited authors considered mostly real-valued, continuous p and symmetric operators. If they
have considered also complex vectors, then they have assumed existence and differentiability of p(u)
beforehand. For real vectorsu, the implicit function theoremcanbe applied to obtain the locally unique
existence and differentiability of p up to the same order as T(λ) is differentiable, provided that u is
sufﬁciently close to the exact eigenvector x∗.
Condition (2.7) guarantees that the desired eigenvalue is simple for Hermitian operators with real
eigenvalues, provided that it is geometrically simple.
To make the abstract deﬁnition of a Rayleigh functional more understandable we consider some
examples:
• For the generalized eigenvalue problem T(λ) = λB − A, Eq. (2.6) gives
λ = p(u) = u
HAu
uHBu
,
provided that uHBu /= 0. This is just the Rayleigh quotient for the generalized linear problem. If
B is Hermitian, then condition (2.7) requires that uHBu > 0, i.e., that B is positive deﬁnite. Hence,
the quotient is well-deﬁned in this case.
• For the quadratic problem T(λ) = λ2A + λB + C, Eq. (2.6) becomes
uHT(λ)u = λ2uHAu + λuHBu + uHCu = 0, (2.8)
which yields, provided that uHAu /= 0,
λ± ≡ p(u) = 1
2uHAu
[
±
√
(uHBu)2 − 4(uHCu)(uHAu) − uHBu
]
, (2.9)
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and (2.7) requires that uH(2p(u)A + B)u > 0. This condition means that, if we assume that A is
positive deﬁnite and B is positive semideﬁnite, then only those p(u) are taken into consideration
which are real and for which p(u) > −(uHBu)/(uHAu) holds.
Deﬁnition (2.4)–(2.7) is problematic, because without restrictions on the domain of p(u), the Rayleigh
functional does not need to be unique. And even if we restrict the admissible set of vectors, we will in
general havemore than one value satisfying the deﬁning Eq. (2.6). Consider, for instance, a polynomial
problem T(λ)x = ∑ml=0 λlAlx = 0 of degree m. Then, λ = p(u) is deﬁned through the polynomial
equation
∑m
l=0 λluHAlu = 0, which has up to m distinct solutions. The question which one to take
is essential. In this sense, it is not obvious how to ﬁnd a continuous mapping p( . ), as was assumed
to exist in [19,7,4]. For instance in case of the quadratic problem, we have a continuous mapping, if
we take the root λ+ of (2.9), but it is not clear whether this will give the eigenvalue. This question
is neither asked nor answered in the cited publications. Deﬁnition (2.4)–(2.7) is restricted to a set of
real eigenvalues for different types of problems, and has been used to derive variational principles
analogously to the well-known principles for matrices, cf. [8,13,19,30,31,36]. Voss and Werner [35]
examined nonoverdamped problemswhere the Rayleigh functional is deﬁned only on a proper subset,
and proved a minmax principle generalizing the characterization of Poincaré. Voss [32] added, more
recently, the maxmin characterization corresponding to the characterization of Courant, Fischer and
Weyl, and aminmax principle for nonlinear eigenproblemswhich are continuous inλ, but do not need
to be differentiable [34].
When problems of a more general structure, which do not have subsets with real eigenvalues only,
are considered, existence and convergence properties of amatching Rayleigh functional are not always
clear and have to our knowledge not been shown yet in the complex case.
2.2. New settings
In this section, we discuss and extend the deﬁnition of a Rayleigh functional to arbitrary problems
with complex eigenvalues, and introduce appropriate functionals. For the following analysis we deﬁne
the set of vectors u that are admissible for the Rayleigh functional p, depending on the angle to the
exact eigenvector x∗, as
Kε(x∗) = {u ∈ Cn : ξ = (span {u} , span {x∗}) ε}, (2.10)
andweonly require theadditional assumption (T˙(p(u))u, u) /= 0 insteadof (2.7). Then, thenewsetting,
deﬁning the one-sided nonlinear Rayleigh functional, will be
p : u ∈ Kε(x∗) −→ p(u) ∈ S(λ∗, τ∗) ⊂ C, (2.11)
p(cu) = p(u) for all c /= 0, (2.12)
(T(p(u))u, u) = 0, (2.13)
(T˙(p(u))u, u) /= 0. (2.14)
for some 0 < ε < π/2 and τ∗ > 0.
We will see that we cannot prove (local) existence using linearization via Banach’s contraction
mapping theorem without condition (1.8). However, since, in general, methods using the one-sided
Rayleigh quotient are also used to solve non-Hermitian problems, we need to know the behavior of
the Rayleigh functional applied to general problems. Then, condition (2.13) does not guarantee that
(1.8) is satisﬁed.
As expected, we will show that the one-sided Rayleigh functional is not stationary for T(λ) when
left and right eigenvectors are different.
Ostrowski [17] introduced the two-sided Rayleigh quotient in order to have a stationary Rayleigh
quotient for non-normal matrices. In the same manner we deﬁne the generalized or two-sided non-
linear Rayleigh functional by
p : (u, v) ∈ Kε(x∗) × Kε(y∗) −→ p(u, v) ∈ S(λ∗, τ∗) ⊂ C,
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p(cu, dv) = p(u, v) for all c /= 0, d /= 0, (2.15)
(T(p(u, v))u, v) = 0, (2.16)
(T˙(p(u, v))u, v) /= 0. (2.17)
for some0 < ε < π/2, τ∗ > 0,whichwill alsobeshowntobestationary. Letuspointout thatε < π/2
impliesu /= 0, v /= 0. For general problems, condition (2.17) restricts the functional to vectorsu, v close
to eigenvectors that satisfy (1.8).
Notice that the scalar product (·, ·), deﬁned by (x, y) = yHx, is a sesquilinear form, i.e., it is linear
in the ﬁrst argument, (cx, y) = c(x, y), and antilinear in the second argument, (x, cy) = c¯(x, y) for all
c ∈ C.
3. Angles and distances
Before we analyze Rayleigh functionals, we want to discuss how the quality of an approximation
u /= 0 to a normalized eigenvector x∗, ‖x∗‖ = 1, should be characterized, in particular in the complex
case since nonlinear eigenvalue problems typically yield complex eigenvalues and -vectors.
Since βu is as good as u for β /= 0, and γ x∗ is eigenvector as x∗ is for γ /= 0, the measure should
be scale-invariant, and so ξ = (span {u} , span {x}∗) is the right choice whereas the norm distance‖u − x∗‖ is not the appropriate tool, in general.
To show this, consider an optimal approximation u with ‖u‖ = 1 and ξ = 0, i.e., u = α x∗ with
a phase factor α ∈ C, |α| = 1. In the real case one can have α = 1 or α = −1, i.e., there holds
u = x∗ and ‖u − x∗‖ = 0, or else u = −x∗ and ‖u − x∗‖ = 2, respectively. In the complex case,
however, one can have α = cosϕ + i sinϕ with arbitrary ϕ ∈ [0, 2π). Then ‖u − x∗‖ = |α − 1| =√
2(1 − cosϕ) ∈ [0, 2], and all values in this interval are possible.
On the other hand, either u or x∗ can be rescaled such that the norm difference is of order ξ when
ξ is small.
When scaling an arbitrary approximation u /= 0, the orthogonal projection ux∗ :=Pux∗ = uu
H
uHu
x∗ =(
uHx∗
uHu
)
u is the natural choice which gives ‖ux∗‖ = |u
Hx∗|‖u‖‖x∗‖ = cos ξ and, as wished, ‖ux∗ − x∗‖ =
sin ξ . Due to the orthogonal decomposition x∗ = ux∗ + u⊥x∗ with u⊥x∗ = x∗ − ux∗ ⊥ u, we even have
‖u − x∗‖2 = ‖(u − ux∗) − u⊥x∗‖2 = ‖u − ux∗‖2 + ‖u⊥x∗‖2 = ‖u − ux∗‖2 + sin2 ξ
hence, sin ξ = ‖ux∗ − x∗‖ ‖u − x∗‖ for all u /= 0. This means that among all points on span {u} the
projection ux∗ has minimal norm distance from x∗.
Vice versa, we can project u onto x∗ to scale x∗. We suppose now also ‖u‖ = 1. Then x∗u = Px∗u =
(x∗xH∗ ) u = (xH∗ u) x∗ and sin ξ = ‖u − x∗u‖ ‖u − x‖ for all x ∈ span {x∗}.
We collect these two results in an Assertion for later use.
Assertion 3. Let x∗, u ∈ Cn with ‖x∗‖ = 1, and let ξ :=(span {u} , span {x∗}). Then we have
(i) sin ξ = ‖ux∗ − x∗‖ ‖u − x∗‖ for arbitrary u /= 0
where ux∗ :=Pux∗ =
(
uHx∗
uHu
)
u.
(ii) sin ξ = ‖u − x∗u‖ ‖u − x‖ for all u with ‖u‖ = 1 and arbitrary x ∈ span {x∗} where
x∗u :=Px∗u = (xH∗ u) x∗.
4. The two-sided Rayleigh functional
We start with an analysis for the two-sided functional. The corresponding results for the one-sided
functional can easily be derived afterwards. After a short view on the real case, we prove locally unique
existence of the functional and error bounds in the general complex case. A ﬁrst order perturbation
expansion, implying stationarity, follows.
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4.1. Real-valued problems
The ﬁrst part of the analysis is done assuming that we have a real operator and real eigenvalues,
hence, also real eigenvectors. This assumption is different and in some sense more restrictive than
deﬁniteness, respectively hyperbolicity, which assure real eigenvalues and have been established for
the generalized eigenvalue problem [28], for the quadratic eigenvalue problem [29], and for poly-
nomial problems of arbitrary degree [15]. The assumption to have real vectors enables us to apply
the implicit function theorem for vectors (u, v) in a neighborhood of (x∗, y∗), to show existence of
a solution of (2.16). In this context, Eq.(1.5) reads as g(p, u, v) = vTT(p)u = 0. The derivatives are
given by ∂pg = vT T˙(p)u, ∂ug = vTT(p) and ∂vg = uTT(p)T . At the solution u = x∗, v = y∗, p = λ∗
we have ∂pg(λ∗, x∗, y∗) = yT∗T˙(λ∗)x∗ /= 0, hence p(u, v) exists and is differentiable in a neighbor-
hood of (x∗, y∗) and is locally uniquely deﬁned by g(p, u, v) = 0. Thus, we obtain g(p(u, v), u, v) ≡ 0.
Differentiation with respect to u gives
∂pg∂up + ∂ug = 0, i.e., ∂up = −(∂pg)−1∂ug = − v
TT(p)
vT T˙(p)u
,
and with respect to v
∂pg∂vp + ∂vg = 0, i.e., ∂vp = −(∂pg)−1∂vg = −u
TT(p)T
vT T˙(p)u
,
and we end up with the Taylor expansion
p(u + s, v + t) = p(u, v) − v
TT(p)s
vT T˙(p)u
− u
TT(p)T t
vT T˙(p)u
+ R (4.1)
with remainder R, |R| K(‖s‖ + ‖t‖)2 for some K > 0. The following Lemma shows stationarity in
this setting.
Lemma 4. Letλ∗ ∈ intDbeaneigenvalueof T( . ) : D ⊂ R → Rn×n, and let x∗, y∗ be corresponding real
right and left eigenvectors. Let T˙( . ) be Lipschitz continuous on D, and suppose thatα∗ = yT∗T˙(λ∗)x∗ /= 0.
Then, the real Rayleigh functional p is stationary at the eigenvectors (x∗, y∗) with λ∗ = p(x∗, y∗).
Proof. If the vectors (u, v) are sufﬁciently close to (x∗, y∗) then the implicit function theorem applies,
i.e., p(u, v) exists. Taylor expansion (4.1) with u = x∗, v = y∗ now proves the assertion. 
However, to assume real vectors is very restrictive, and we want to avoid this assumption in what
follows. In the complex case, partial differentiability of g with respect to v is not given — the Cauchy–
Riemann differential equations do not hold for functionals v → vHa with a ∈ Cn. Even in case of
the linear problem T(λ) = A − λI, where vH(A − p(u, v)I)u = 0 yields the well-known generalized
Rayleigh quotient p(u, v) = vHAu/vHu, the quotient is not differentiablewith respect to v. On the other
hand, considering p(u, v)H makes it possible to differentiate with respect to v but not with respect to
u. So we are looking for other techniques which allow a uniform treatment of u and v making this a
more complicated issue.
4.2. Complex-valued problems
4.2.1. Local Existence
The implicit function theorem does not apply, since g(p, u, v) = vHT(p)u is not differentiable with
respect to v. Therefore, the existence of p(u, v) must be shown in a different way. Moreover, Taylor’s
formula leads to estimates in terms of differences ‖u − x∗‖, ‖v − y∗‖, whereas we are interested
in estimates using the angles ξ , η. Using the Banach ﬁxed point theorem (which is also the tool for
proving the implicit function theorem) provides the desired result and immediately gives a bound for
the distance between the Rayleigh functional and the exact eigenvalue in terms of the angles ξ , η. As
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discussed in Section 3, bounds in terms of angles aremore appropriate than bounds in terms of norms,
especially in the case of complex vectors.
The following theorem shows the locally unique existence of the two-sided Rayleigh functional p =
p(u, v) as solution of the deﬁning equation vHT(p)v = 0 and gives bounds for the error p(u, v) − λ∗
provided that condition (1.8) is fulﬁlled and the approximations u, v are sufﬁciently good in the sense
that the angles ξ , η are sufﬁciently small.
Theorem 5. Let Assumption 2 be satisﬁed, and let λ∗ be an eigenvalue of T( . ) with unit norm eigen-
vectors x∗, y∗ ∈ Cn. Suppose further that α∗ = yT∗T˙(λ∗)x∗ /= 0. Then there exist constants τ0, ε0 with
0 < τ0  τ∗, 0 < ε0 < π/2, such that, for all (u, v) ∈ Kε0(x∗) × Kε0(y∗), there exists a unique p =
p(u, v) ∈ S0 :=S(λ∗, τ0) with
g(p(u, v), u, v) = (T(p(u, v))u, v) = vHT(p(u, v))v = 0,
and there holds
|p(u, v) − λ∗|  8
3
‖T(λ∗)‖
|yH∗ T˙(λ∗)x∗|
tan ξ tan η. (4.2)
Proof. The outline of the proof is as follows. We derive a ﬁxed point equation G(p, u, v) = p for the
Rayleigh functional p by introducing several new quantities and then apply the Banach ﬁxed point
theorem. Therefore, we need to show contractivity of G on the closed set S0, and G(S0) ⊂ S0. The
upper bound (4.2) is obtained as a byproduct.
First, we specify the constants. Let
τ0 := min
{
τ∗, τ1 := 4
17
|α∗|
L
}
, (4.3)
ε0 := min
{
ε1 := arctan 2
9
|α∗|
‖T˙(λ∗)‖ , ε2 := arctan
√
τ0 |α∗|
4‖T(λ∗)‖
}
, (4.4)
with L from (2.3). Using the SVD for T(λ∗) as deﬁned in (1.12), we decompose
u = X1u1 + x∗u2 = [X1 x∗]
[
u1
u2
]
, v = Y1v1 + y∗v2 = [Y1 y∗]
[
v1
v2
]
,
which yields[
u1
u2
]
=
[
XH1 u
xH∗ u
]
, ‖u1‖ = ‖XH1 u‖ = ‖u‖ sin ξ , |u2| = |xH∗ u| = ‖u‖ cos ξ ,
[
v1
v2
]
=
[
YH1 v
yH∗ v
]
, ‖v1‖ = ‖YH1 v‖ = ‖v‖ sin η, |v2| = |yH∗ v| = ‖v‖ cos η.
Now we linearize T as
T(p) = T(λ∗) + (p − λ∗)T˙(λ∗) + R (4.5)
with remainder R = R(p, λ∗), where ‖R‖ L2 |p − λ∗|2. In these terms the equation g(p, u, v) =
vHT(p)u) = 0 which has to be solved for p reads as
g(p, u, v) = v2Hu2
[
yH∗ +
(
v1
v2
)H
YH1
] [
T(λ∗) + (p − λ∗)T˙(λ∗) + R
] [
x∗ + X1 u1
u2
]
= v2Hu2
{
yH∗ T∗x∗ +
(
v1
v2
)H
YH1 T∗x∗ + yH∗ T∗X1
u1
u2
+
(
v1
v2
)H
YH1 T∗X1
u1
u2
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+(p − λ∗)
[
yH∗ T˙∗x∗ +
(
v1
v2
)H
YH1 T˙∗x∗ + yH∗ T˙∗X1
u1
u2
+
(
v1
v2
)H
YH1 T˙∗X1
u1
u2
]
+
[
yH∗ +
(
v1
v2
)H
YH1
]
R
[
x∗ + X1 u1
u2
]}
,
using the abbreviations T∗ :=T(λ∗), T˙∗ := T˙(λ∗). For the sake of readability,we introduce the following
quantities
β = β(u, v):=
(
v1
v2
)H
YH1 T˙∗x∗ + yH∗ T˙∗X1
u1
u2
+
(
v1
v2
)H
YH1 T˙∗X1
(
u1
u2
)
, (4.6)
γ = γ (u, v):=
(
v1
v2
)H
YH1 T∗X1
u1
u2
=
(
v1
v2
)H
Σ1
u1
u2
, uˆ := x∗ + X1 u1
u2
, vˆ := y∗ + Y1 v1
v2
.
Altogether, we have g(p, u, v) = vH2 u2{γ + (p − λ∗)[ α∗ + β ] + vˆHRuˆ} = 0. Since vH2 u2 /= 0, this
is equivalent to
γ + (p − λ∗)[ α∗ + β ] + vˆHR(p, λ∗)uˆ = 0. (4.7)
In order to solve for the linear part of p, we ﬁrst have to make sure that α∗ + β is nonzero. 
Proposition 6. Under the assumptions of Theorem 5 and with β from (4.7), let ε1 ∈ (0,π/2) be deﬁned
by tan ε1 = 29 |y
H∗ T˙(λ∗)x∗|
‖T˙(λ∗)‖ 
2
9
. Then
|β(u, v)| 1
2
|α∗| (4.8)
holds for all (u, v) ∈ Kε1(x∗) × Kε1(y∗).
Proof. Taking the estimate tan ε1  29 <
1
4
into account, we obtain
|β|
∥∥∥∥v1
v2
∥∥∥∥ ‖Y1‖‖T˙∗‖‖x∗‖ + ∥∥∥∥u1
u2
∥∥∥∥ ‖T˙∗‖‖X1‖‖y∗‖ + ∥∥∥∥v1
v2
∥∥∥∥ ∥∥∥∥u1
u2
∥∥∥∥ ‖Y1‖‖T˙∗‖‖X1‖
= ‖T˙∗‖ [tan η + tan ξ + tan η tan ξ ]
 ‖T˙∗‖
[
2 tan ε1 + 1
4
tan ε1
]
 ‖T˙∗‖ 9
4
tan ε1 = 1
2
|α∗|. 
With (4.4) the assumptions of Proposition 6 are satisﬁed and inequality (4.8) implies that |α∗ +
β| |α∗| − |β| 12 |α∗| > 0, hence we can rearrange (4.7) for p and obtain the ﬁxed point equation
p = λ∗ − 1
α∗ + β(u, v)
{
γ (u, v) + vˆHR(p, λ∗)uˆ
}
=: G(p, u, v), (4.9)
to which we want to apply the Banach ﬁxed point theorem. We start by showing contractivity of G.
Proposition 7. Under the assumptions of Theorem 5 and with L from (2.3), let τ1 := 417 |α∗|L and τ0 :=
min{τ∗, τ1}. Then, for G as deﬁned in (4.9), for all (u, v) ∈ Kε1(x∗) × Kε1(y∗) we have with κ = 12
|G(p, u, v) − G(μ, u, v)| κ |p − μ| for all p, μ ∈ S0 := S¯(λ∗, τ0).
Proof. Considering (4.9) we obtain
|G(p, u, v) − G(μ, u, v)|
∣∣∣vˆH(R(p, λ∗) − R(μ, λ∗))uˆ∣∣∣
|α∗ + β| 
2‖vˆ‖‖uˆ‖‖R(p, λ∗) − R(μ, λ∗)‖
|α∗| .
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Since the summands of uˆ = x∗ + X1 u1u2 are orthogonal,wehave‖uˆ‖=
√
1 + tan2 ξ √1 + tan2 ε1

√
17
16
, and analogously ‖vˆ‖
√
17
16
. By an elementary extension of Taylors formula, see e.g., [22], we
derive
‖R(p, λ∗) − R(μ, λ∗)‖ L
2
(|p − λ∗| + |μ − λ∗|) |p − μ| Lτ0|p − μ|,
and altogether
|G(p, u, v) − G(μ, u, v)| 2|α∗|
17
16
Lτ0|p − μ| 2|α∗|
17
16
Lτ1|p − μ| = 1
2
|p − μ|.
i.e., G is contractive on S0 with constant κ = 1/2. 
Next we show that G maps S0 into S0.
Proposition 8. Under the assumptions of Theorem5, let tan ε2 =
√
τ0 |α∗|
4‖T(λ∗)‖ , andε0 := min{ε1, ε2}. Then
G(S0) ⊂ S0 for all (u, v) ∈ Kε0(x∗) × Kε0(y∗).
Proof. If we prove that
|G(λ∗, u, v) − λ∗| 1
2
τ0, (4.10)
then G(S0) ⊂ S0 holds, since in this case we have for p ∈ S0
|G(p, u, v) − λ∗| |G(p, u, v) − G(λ∗, u, v)| + |G(λ∗, u, v) − λ∗| 1
2
|p − λ∗| + 1
2
τ0  τ0,
hence, G(p, u, v) ∈ S0. Thus, it sufﬁces to show (4.10). From (4.9) we obtain
|G(λ∗, u, v) − λ∗| =
∣∣∣γ (u, v) + vˆHR(λ∗, λ∗)uˆ∣∣∣
|α∗ + β(u, v)| =
|γ (u, v)|
|α∗ + β(u, v)|

2‖T(λ∗)‖
|α∗| tan ξ tan η
2‖T(λ∗)‖
|α∗| tan
2 ε2 = 1
2
τ0. 
Hence, all conditions required by the ﬁxed point theorem hold and the existence of a unique solution
p = p(u, v) in S0 such that g(p, u, v) = 0 for (u, v) ∈ Kε0(x∗) × Kε0(y∗) is proven. It remains to show
inequality (4.2). Eq. (4.9) yields
|p − λ∗| = |γ (u, v) + vˆ
HR(p, λ∗)uˆ|
|α∗ + β| 
2
|α∗|
(|γ (u, v)| + ‖vˆ‖‖uˆ‖‖R(p, λ∗)‖) (4.11)

2
|α∗|
(
‖T(λ∗)‖ tan ξ tan η + 17
16
L
2
|p − λ∗|2
)
.
Rearranging gives(
1 − 17L
16|α∗| |p − λ∗|
)
|p − λ∗| 2‖T(λ∗)‖|α∗| tan ξ tan η.
Since 17L
16|α∗| |p − λ∗| 17L16|α∗|τ0  14 , we end up with the bound (4.2). 
Let us emphasize that the ﬁxed point Eq. (4.9) and, therefore, the Rayleigh functional p(u, v) deﬁned
by it, is invariant with respect to scaling of both u and v, and this holds also true for all other results
derived in this paper.
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In order to evaluate the sharpness of the bound (4.2), we take a closer look at Eq. (4.12) multiplied
by (tan ξ tan η)−1, in the limit ξ , η → 0, by considering its components
|γ |
tan ξ tan η
=
∣∣∣∣∣
(
v1
v2
)H
Σ1
u1
u2
∣∣∣∣∣ ‖Σ1‖ = ‖T(λ∗)‖,
|α∗ + β | = |yH∗ T˙(λ∗)x∗ + O(tan ξ + tan η + tan ξ tan η)| −→ |α∗|,
|vˆHRuˆ|
tan ξ tan η
= O
(
(p − λ∗)2
tan ξ tan η
)
= O(tan ξ tan η).
This yields
lim sup
ξ ,η→0
|p − λ∗|
tan ξ tan η

‖T(λ∗)‖
|yH∗ T˙(λ∗)x∗|
.
Equality is achieved if v1/v2 = (tan η)e1 and u1/u2 = (tan ξ)e1 where e1 denotes the ﬁrst coordinate
vector. This means that the constant 8/3 in the estimate (4.2) can asymptotically be replaced by 1,
and the order in the angles is correct. To be more precise, the factor 8/3 could be replaced by 1/(1 −
ω), with ω = O(tan ξ + tan η), which reﬂects the asymptotic case and holds also in the linear case,
cf. [23].
Note that the contraction constant κ = 1/2 in the proof of Proposition 7 can be chosen arbitrarily
in (0, 1). But since all other constants depend on this value, they have to be chosen appropriately.
Corollary 9. Suppose that the assumptions of Theorem 5 hold and, moreover, that ξ < π/3, η < π/3.
Then one has tan ξ  2 sin ξ and tan η 2 sin η, and the bound (4.2) implies
|p(u, v) − λ∗| K sin ξ sin η K‖u − x∗‖‖v − y∗‖, (4.12)
where K = 32‖T(λ∗)‖
3|al∗| .
Proof. See Assertion 3 (i). 
Notice that the norm terms may be large if the vectors have wrong scaling behavior. Rescaling of
x∗ and y∗ helps in this case, cf. Assertion 3 (ii): Deﬁne x∗u = x∗(xH∗ u), y∗v = y∗(yH∗ v). Then we have‖u − x∗u‖ = sin ξ , ‖v − y∗v‖ = sin η, hence (4.12) gives
|p(u, v) − λ∗| K sin ξ sin η = K‖u − x∗u‖‖v − y∗v‖.
At the end we illustrate the theoretical results by two examples.
Example 10. Consider the quadratic problem deﬁned by
T(λ) =
[
λ2 1
−λ −1
]
, hence, T˙(λ) =
[
2λ 0
−1 0
]
.
We have det T(λ) = −λ2 + λ so T has the simple eigenvalues λ1 = 0 and λ2 = 1 (and the double
eigenvalue λ3 = λ4 = ∞).
We want to approximate the simple eigenvalue λ∗ :=0. Then
T(λ∗) =
[
0 1
0 −1
]
, x∗ =
[
1
0
]
, y∗ = 1√
2
[
1
1
]
, T˙(λ∗) =
[
0 0
−1 0
]
.
Hence, α∗ = yH∗ T˙(λ∗)x∗ = −1/
√
2 /= 0 as expected since λ∗ = 0 is simple.
As approximation we take u = (1, ε)T , v = (1, 1 + δ)T with sufﬁciently small ε, δ /= 0. Then the
deﬁning equation for the Rayleigh functional λ = p(u, v) becomes
g(λ, u, v) = vTT(λ)u = λ2 − (1 + δ)λ − εδ = 0.
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For ε, δ → 0, its two solutions behave asλ1 ∼ −εδ, λ2 ∼ 1 + δ. Hence,we have the locally unique
solution p(u, v):=λ1 ∼ −εδ → 0 as expected.
In the next example, the case of geometrically double eigenvalues is considered.
Example 11. Consider the quadratic eigenproblem deﬁned by
T(λ) =
⎡⎣−λ −λ2 2 + λλ λ 0
0 0 1 + λ
⎤⎦ , hence, T˙(λ) =
⎡⎣ −1 −2λ 11 1 0
0 0 1
⎤⎦ .
We have det T(λ) = −λ2(1 − λ)(1 + λ) so T has the double eigenvalue λ1 = λ2 = 0 and the
simple eigenvalues λ3 = 1 and λ4 = −1 (and the double eigenvalue λ5 = λ6 = ∞).
We want to approximate the double eigenvalue λ∗ :=0. Then
T(λ∗) =
⎡⎣ 0 0 20 0 0
0 0 1
⎤⎦ , T˙(λ∗) =
⎡⎣ −1 0 11 1 0
0 0 1
⎤⎦ ,
and the eigenvectors are x
(1)∗ = e1, x(2)∗ = e2, y(1)∗ = e2, y(2)∗ = 1√
5
(1, 0,−2)T .
Choice 1: We choose x∗ = e1, y∗ = e2 as target eigenvectors. Then α∗ = eT2 T˙(λ∗)e1 = 1 /= 0, i.e.,
the assumption of Theorem 5 is satisﬁed. As approximations to these eigenvectors we take u =
(1, ε, ε)T and v = (δ, 1, δ)Twith sufﬁciently small ε, δ /= 0. Then we obtain the equation
g(λ, u, v) = vTT(λ)u = −εδλ2 + (1 + ε − δ + 2εδ)λ + 3εδ = 0.
For ε, δ → 0, its two solutions behave as λ1 ∼ −3εδ which goes quadratically toward the target
eigenvalue λ∗ = 0 whereas λ2 ∼ 1εδ is far from it. So we have the locally unique solution p(u, v):=
λ1 ∼ −3εδ → 0 as predicted by Theorem 5.
Choice 2: Now we choose x∗ = 1√
1+β2 (1,β , 0)
T , y∗ = 1√
5+β2 (1,β ,−2)
T with β =
√
5−1
2
. Note
thatβ2 + β + 1 = 0. Thenα∗ = yT∗T(λ∗)x∗ = 0, i.e., the assumption of Theorem5 is not fulﬁlled.We
takeu = (1 + ε,β , ε)T , v = (1,β + δ,−(2 + δ))T with sufﬁciently small ε, δ /= 0 as approximations.
The deﬁning equation is then
g(λ, u, v) = vTT(λ)u = −βλ2 − [(2 − β)ε − (1 + β)δ)] λ − εδ = 0.
For its solutions we have |λ1,2| = O(max{|ε|, |δ|}), i.e., there is no unique solution close to λ∗ = 0.
Nevertheless, both solutions approximate λ∗ = 0 but only with order 1. Unfortunately, we have no
idea how to prove that in the general case.
Of course, in real life applications the exact eigenvectors are not known so one has to take the best
available approximations u to x∗ and v to y∗ as deﬁning vectors in g(λ, u, v) = vHT(λ)u = 0.
4.2.2. Perturbation expansion
The existence result given by Theorem 5 enables us to derive a ﬁrst order perturbation expansion
and the corresponding ﬁrst order bound for p(u + s, v + t) − p(u, v). Preliminary to this,we show that
both p(u + s, v + t) and p(u, v) exist provided that u, v are sufﬁciently good and s, t are sufﬁciently
small relative to u, v, respectively.
Proposition 12. Under the assumptions and with the constant ε0 of Theorem 5, let (u, v) ∈ Kε0/2(x∗) ×
Kε0/2(y∗), and let s, t ∈ Cn be such that the relative errors of u + s and v + t satisfy
δu := ‖s‖‖u‖  δ0, δv :=
‖t‖
‖v‖  δ0, (4.13)
where δ0 :=δ(ε0):= cos(ε0/2)−cos(ε0)1+cos(ε0) . Then we have
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(u, v) ∈ Kε0(x∗) × Kε0(y∗) and (u + s, v + t) ∈ Kε0(x∗) × Kε0(y∗),
hence, p(u, v) and p(u + s, v + t) both exist. Note that δ0 < 1 and δ0 ∼ 38ε20 for ε0 → 0.
Proof. The existence of p(u, v) immediately follows from Theorem 5. Deﬁne ξ˜ :=(span {x∗} ,
span {u + s}). Because of δ0 < 1 we have u + s /= 0 since ‖u + s‖ ‖u‖ − ‖s‖ ‖u‖(1 − δ0) > 0.
Therefore, we obtain
cos ξ˜ = |(u + s)
Hx∗|
‖u + s‖ 
|uHx∗ + sHx∗|
(1 + δ0)‖u‖ 
|uHx∗|
(1 + δ0)‖u‖ −
|sHx∗|
(1 + δ0)‖u‖

1
1 + δ0 (cos ξ − δ0)
1
1 + δ0
(
cos
ε0
2
− δ0
)
= cos ε0,
i.e., ξ˜  ε0. The result for η˜ :=(span {y∗} , span {v + t}) is shown in the sameway. Hence, (u + s, v +
t) ∈ Kε0(x∗) × Kε0(y∗) sop(u + s, v + t)exists. Theasymptoticbehaviorofδ0(ε0) follows fromTaylor
expansion. 
Next we provide bounds for T and T˙ on S0 = {λ ∈ C : |λ − λ∗| τ0} which are needed later on:
‖T˙(λ)‖ = ‖T˙(λ∗) +
[
T˙(λ) − T˙(λ∗)
]
‖ ‖T˙(λ∗)‖ + L|λ − λ∗|
 ‖T˙(λ∗)‖ + Lτ0 =: M1,
‖T(λ)‖ = ‖T(λ∗) + [T(λ) − T(λ∗)] ‖ ‖T(λ∗)‖ + L|λ − λ∗|
 ‖T(λ∗)‖ + M1τ0 =: M0,
Now we are ready to derive an expansion for the complex two-sided Rayleigh functional p(u +
s, v + t), which replaces the Taylor expansion (4.1) of the real case.
Theorem 13. Under the assumptions and with the constants τ0, ε0 of Theorem 5, there exist constants
εˆ0, 0 < εˆ0  ε0, 0 < δ0 < 1 and K1 > 0, K3 > K2 > 0 with the following properties: For all (u, v) ∈
Kεˆ0/2(x∗) × Kεˆ0/2(y∗) and for all perturbations s, t with δu = ‖s‖/‖u‖ δ0, δv = ‖t‖/‖v‖ δ0 we
have (u + s, v + t) ∈ Kεˆ0(x∗) × Kεˆ0(y∗) so that both p(u, v) and p(u + s, v + t) exists uniquely in
S(λ∗, τ0), and there holds
p(u + s, v + t) − p(u, v) = −v
HT(p(u, v))s + tHT(p(u, v))u
vHT˙(p(u, v))u
+ ρ(s, t) (4.14)
where |ρ(s, t)| K1(δu + δv)2 and, moreover,
|p(u + s, v + t) − p(u, v)| K2(δu + δv + δuδv) K3(δu + δv). (4.15)
Proof. First, we specify the constants:
εˆ0 := min
{
ε0, ε3 := arctan
( |α∗|
8
√
3
5 L ‖T(λ∗)‖
)}
,
δ0 := min
{
δ1 :=δ(εˆ0) = cos
(
εˆ0/2
)− cos(εˆ0)
1 + cos(εˆ0) , δ2 :=
|α∗|
17M1

1
17
< 1
}
,
The existence of p(u + s, v + t) and p(u, v) follows from Proposition 12. We will prove inequality
(4.15) ﬁrst, then (4.14), and the upper bound for ρ at last.
Set μ:=p(u + s, v + t) − p(u, v), p:=p(u, v) and let T(p + μ) = T(p) + T˙(p)μ + R where
‖R‖ L
2
μ2. Then the deﬁning equation for the Rayleigh functional p(u + s, v + t) is given by
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0 = (v + t)HT(p + μ)(u + s) = (v + t)H
{
T(p) + T˙(p)μ + R
}
(u + s)
= vHT(p)u + vHT(p)s + tHT(p)u
+μ
[
vHT˙(p)u + vHT˙(p)s + tHT˙(p)u + tHT˙(p)s
]
+ (v + t)HR(u + s).
Considering vHT(p)u = 0 and rearranging with respect to μ yields
μ = − l + q + R̂
α + βˆ (4.16)
with the linear part l :=vHT(p)s + tHT(p)u, |l|M0(δu + δv)‖u‖‖v‖, the quadratic part q:=tHT(p)s,|q|M0(δuδv)‖u‖‖v‖, the remainder
R̂ = (v + t)HR(u + s), |̂|R‖v + t‖|R|‖u + s‖ L
2
|μ|2(1 + δu)(1 + δv)‖u‖‖v‖

L
2
|μ|2(1 + 3δ0)‖u‖‖v‖ 10L
17
|μ|2‖u‖‖v‖,
the denominator terms α :=vHT˙(p)u, |α|M1‖u‖‖v‖, and with
βˆ :=vHT˙s + tHT˙u + tHT˙s, |βˆ|M1(δu + δv + δuδv)‖u‖‖v‖
M1
(
1 + δ0
2
)
(δu + δv)‖u‖‖v‖ 3M1
2
(δu + δv)‖u‖‖v‖.
Here we have used
δu + δv + δuδv =
(
1 + δv
2
)
δu +
(
1 + δu
2
)
δv 
(
1 + δ0
2
)
(δu + δv) (4.17)
with δ0 < 1.
The representation (4.16) of μ is feasible, since the denominator is nonzero due to the following
proposition. 
Proposition 14. Under the assumptions and with the constants τ0 and ε0 of Theorem 5 we have for all
(u, v) ∈ Kε0(x∗) × Kε0(y∗)
|vHT˙(λ∗)u|  |α∗|
2
‖u‖‖v‖ cos η cos ξ , (4.18)
and
|α|:=|vHT˙(p(u, v))u|  4|α∗|
17
‖u‖‖v‖. (4.19)
Moreover, if (s, t) are chosen such that δu, δv  δ2 = |α∗|17‖T˙(p)‖  117 , then there holds
|α + βˆ| |α∗|
17
‖u‖‖v‖. (4.20)
Proof. With the notation as in Theorem 5 we obtain
vHT˙(λ∗)u = vH2 u2
[
yH∗ +
(
v1
v2
)H
YH1
]
T˙(λ∗)
[
x∗ + X1 u1
u2
]
= vH2 u2(α∗ + β),
hence, |vHT˙(λ∗)u| cos η cos ξ‖u‖‖v‖(|α∗| − |β|), and (4.18) follows from Proposition 6.
Now considerα = vHT˙(p)u = vHT˙(λ∗)u + vH[T˙(p) − T˙(λ∗)]uwith p = p(u, v), recall p ∈ S0, i.e.,‖p‖ τ0. Then
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|vHT˙(p)u| |vHT˙(λ∗)u| − L|p − λ∗|‖u‖‖v‖
[ |α∗|
2
cos η cos ξ − Lτ0
]
‖u‖‖v‖

[ |α∗|
2
cos2 ε0 − Lτ0
]
‖u‖‖v‖
[
8
17
|α∗| − 4
17
|α∗|)
]
‖u‖‖v‖ = 4
17
|α∗|‖u‖‖v‖,
since by Theorem 5we have τ0  τ1 = 4|α∗|17L and tan ε0  tan ε1  1/4, and hence cos ε0 = 1√1+tan2 ε0
 4√
17
.
The proof of (4.20) follows immediately from inequality (4.19) as follows
|α + βˆ| |α| − |βˆ| 4|α∗|
17
‖u‖‖v‖ − (δu + δv + δuδv)‖T˙(p)‖‖u‖‖v‖

(
4|α∗|
17
− 3δ2M1
)
‖u‖‖v‖ |α∗|
17
‖u‖‖v‖. 
We continue the proof of Theorem 13 with estimating the absolute value of μ, starting from (4.16)
which gives
|μ| |l| + |q| + |̂R||α + βˆ| 
M0(δu + δv + δuδv) + 10L17 |μ|2
|α∗|
17
,
or equivalently,(
1 − 10L|α∗| |μ|
)
μ
17M0
|α∗| (δu + δv + δuδv) (4.21)
If we can show that
|μ|μ0 := |α∗|
20L
(4.22)
then 10L|α∗| |μ|2  12 |μ|, and (4.21) becomes
(
1 − 1
2
)
|μ| 17M0|α∗| (δu + δv + δuδv) which is the ﬁrst part
of (4.15), namely |μ| 34M0|α∗| (δu + δv + δuδv). Since
δu + δv + δuδv 
(
1 + δ0
2
)
(δu + δv) 35
34
(δu + δv)
which follows from (4.17) with δ0  1/17, we obtain |μ| 35M0|α∗| (δu + δv) which is the second part of
(4.15). Hence, (4.15) is valid with the constants
K2 := 34M0|α∗| , K3 :=
35M0
|α∗| . (4.23)
We still have to prove (4.22). By using the bound (4.2) of Theorem 5, we obtain
|μ| = |p(u + s, v + t) − p(u, v)| |p(u + s, v + t) − λ∗| + |p(u, v) − λ∗|

8
3
‖T(λ∗)‖
|α∗|
(
tan2 εˆ0 + tan2 εˆ0/2
)

16
3
‖T(λ∗)‖
|α∗| tan
2 εˆ0

16
3
‖T(λ∗)‖
|α∗| tan
2 ε3 = |α∗|
20L
= μ0.
Nowwe estimate the remainder  in (4.14). With the notation used in (4.16), the relation (4.14) can
be written as  = μ + l
α
. Introducing μ from (4.16), we obtain
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 = μ + l
α
= − l + q + R̂
α + βˆ +
l
α
= −α(l + q + R̂) + l(α + βˆ)
α(α + βˆ) =
−α(q + R̂) + lβˆ
α(α + βˆ)
Observe that the linear terms cancel out. By using the estimates above, this leads to
|| |α|(|q| + |̂R|) + |l||βˆ||α||α + βˆ| 
M1
(
M0δuδv + 10L17 |μ|2
)
+ M0(δu + δv) 3M12 (δu + δv)
4|α∗|
17
· |α∗|
17
Considering δuδv  12 (δu + δv)2 and, from (4.16), |μ|2 (K3)2(δu + δv)2, we end up with
|| K1(δu + δv)2 with K1 := 17
2|α∗|
⎧⎨⎩17M0M1 + 5L
(
35M0
|α∗|
)2⎫⎬⎭ . 
Theorem 13 provides an expansion of the complex generalized Rayleigh functional which has the
same structure as the real expansion deﬁned in (4.1), because there we have uTT(p)T t = tT T(p)u.
Recall that the complex functional p(u, v) is linear in s but antilinear in t. The expansion also shows
that a perturbation of the Rayleigh functional is of a relative kind, in that perturbations in p do only
depend on relative perturbations in u and v.
Remark 15. Theorem 13 also implies relative Lipschitz continuity of p in both arguments (s, t) since
the second part of (4.16) means
|p(u + s, v + t) − p(u, v)| K3
( ‖s‖
‖u‖ +
‖t‖
‖v‖
)
.
Lemma 16. Let the assumptions of Theorem 5 be satisﬁed. Then the complex two-sided Rayleigh functional
p is stationary at (x∗, y∗), and λ∗ = p(x∗, y∗).
Proof. For vectors (u, v) ∈ Kεˆ0/2(x∗) × Kεˆ0/2(x∗), the assumptions of Theorem 13 hold, hence Eq.
(4.14) is valid. Inserting u = x∗, v = y∗ in (4.14) gives p(x∗ + s, y∗ + t) − λ∗ = O((‖s‖ + ‖t‖)2),
which shows the stationarity. 
Remark 17. In the complex caseonehasdifferentiability ofp(u, v)with respect touandofp(u, v)H with
respect to vbutnodifferentiabilitywith respect to bothu and v. Parlett [18], however, alsouses the term
stationary for the complex two-sided Rayleigh quotient v
HAu
vHu
, i.e., for the linear case T(λ) = A − λI. As
he did, we could have developed the analysis by means of the directional derivatives
pu(u, v; s):= lim
→0
p(u + s, v) − p(u, v)

, pv(u, v; t):= lim
→0
p(u, v + t) − p(u, v)

for arbitrary complex s, t, but real . On the other hand, with the ﬁxed point equation we were able to
derive the bound (4.2) explicitly and in terms of the angles.
5. The standard one-sided nonlinear Rayleigh functional
Although the complex nonlinear Rayleigh functional p(u), deﬁned by (2.11)–(2.14), and its subspace
generalization can be found in various algorithms for nonlinear eigenvalue problems, there is to our
knowledge no existence analysis. Such an analysis is, therefore, provided in this section, where prob-
lems having equivalent left and right eigenvectors are considered ﬁrst, i.e., real symmetric problems
and Hermitian problems with real eigenvalues.
General problems will be tackled afterwards. As expected, the Rayleigh functional is not stationary
in this case. The analysis is done using the same techniques as before and follows immediately from
the previous results.
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5.1. Structured problems
Suppose that T(λ∗) = T(λ∗)H , which, e.g., is the case if T(λ) is polynomial with real symmetric
or complex Hermitian coefﬁcient matrices and the eigenvalue λ∗ is real. Note that we do not impose
the global condition T(λ) = T(λ)H for all λ since this condition is not even satisﬁed for the linear
Hermitian problem T(λ) = A − λI, A = AH ∈ Cn×n. Then x∗ is left eigenvector, too, so we can set
y∗ = x∗, and instead of the singular value decomposition of T(λ∗) we can work with the spectral
decomposition
T(λ∗) = XΛXH = [ X1 | x∗ ]
[
Λ1 0
0T 0
]
[ X1 | x∗ ]H , (5.1)
where X is unitary and Λ1 is diagonal. Note that |Λ1| = Σ1 holds if the diagonal entries of Λ1 are
appropriately ordered.
The adapted version of Theorem 5 is given by the following corollary.
Corollary 18. Let Assumption 2 be satisﬁed and λ∗ be an eigenvalue of T( . ). Suppose that T(λ∗) =
T(λ∗)H, that x∗ is a unit norm eigenvector toλ∗, and thatα∗ = xT∗T˙(λ∗)x∗ /= 0. Then there exist constants
τ0, ε0 with 0 < τ0  τ∗, 0 < ε0 < π/2, such that, for all u ∈ Kε0(x∗), there exists a unique p = p(u) ∈
S0 :=S(λ∗, τ0) with g1(p, u):=g(p, u, u) = uHT(p(u))u = 0. Moreover, one has
|p(u) − λ∗|  8
3
‖T(λ∗)‖
|xH∗ T˙(λ∗)x∗|
tan2 ξ. (5.2)
Proof. Since x∗ is left and right eigenvector,we only need to substitute y∗ by x∗ in the proof of Theorem
5 and take (5.1) instead of (1.12), i.e., we substitute Y1 by X1 and Σ1 by Λ1. 
Note that for linear problems T(λ) = A − λI with Hermitian matrix A ∈ Cn×n there holds the
following assertion, see, e.g., [20, Lemma 4.1] for a proof.
Assertion 19. Let A be a Hermitian matrix and (λ∗, x∗) an eigenpair of A, and suppose that u ∈ Cn with
(span {u} , span {x∗}) < π/2. Then the Rayleigh quotient p(u) = uHAuuHu satisﬁes the inequality
|p(u) − λ∗| ‖A − λ∗I‖‖u‖2
‖(I − uuH)x∗‖2
‖uHx∗‖2 ≡
‖T(λ∗)‖
‖u‖2 tan
2 ξ.
The bound for the nonlinear version of the Rayleigh quotient is a nice generalization of this bound,
since for the linear Hermitian problem with y∗ = x∗ we have yH∗ T˙(λ∗)x∗ = xH∗ T˙(λ∗)x∗ = −xH∗ x∗ =−1. Recall that in (5.2) the factor 3/8 may asymptotically be replaced by 1.
We illustrate the situation by the following example.
Example 20. Consider the quadratic problem T( . ) : R → Rn×n with
T(λ) =
[
λ2 1
λ 1
]
, hence, T˙(λ) =
[
2λ 0
1 0
]
.
T has the simple eigenvalues λ1 = 0, λ2 = 1 (and the double eigenvalue λ3 = λ4 = ∞).
We want to approximate the simple eigenvalue λ∗ :=1. Then
T(λ∗) =
[
1 1
1 1
]
= T(λ∗)T , x∗ = y∗ = 1√
2
[
1
−1
]
, T˙(λ∗) =
[
2 0
1 0
]
,
and α∗ = xH∗ T˙(λ∗)x∗ = 1/2 /= 0. Note that T(λ) /= T(λ)T for λ /= 1.
As approximation we take u = (1,−(1 + ε))T with sufﬁciently small ε /= 0. Then
g(λ, u, v) = uTT(λ)u = λ2 − (1 + ε)λ + (1 + ε)ε = 0.
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For ε → 0, the two solutions behave as λ1 ∼ 1 − ε2 which goes quadratically toward the target
eigenvalue λ∗ = 1 whereas λ2 ∼ ε is far from it. So we have the locally unique solution p(u):=λ1 ∼
1 − ε2 → 1 as stated by Corollary 18.
5.2. General problems
Wewant again to consider the standard version of theRayleigh functional, but now for general T(λ),
which means that there is no information about the left eigenvector included. The main difference to
previous results is that the assumption α∗ = yH∗ T˙(λ∗)x∗ /= 0 is not needed, but instead we have to
impose that
α˜∗ := xH∗ T˙(λ∗)x∗ /= 0, (5.3)
which is a different and much more restrictive assumption when left and right eigenvectors are dif-
ferent, cf. (2.13). Whereas α∗ /= 0 is always fulﬁlled if λ∗ is algebraically simple, this not the case for
(5.3), in general, as is shown by Example 22. Let us mention that condition (5.3) may be also fulﬁlled
when λ∗ is a multiple eigenvalue with geometric multiplicity > 1, cf. Example 23.
The bound for the distance between functional and eigenvalue is linear in the angle as expected.
Theorem 21. Let Assumption 2 be satisﬁed, let λ∗ be an eigenvalue of T( . ) with unit norm eigenvector
x∗, and suppose α˜∗ = xT∗T˙(λ∗)x∗ /= 0. Then there exist constants τ0, ε0 with 0 < τ0  τ∗, 0 < ε0 <
π/2, such that, for all u ∈ Kε0(x∗), there exists a unique p = p(u) ∈ S0 :=S(λ∗, τ0) with g(p, u) =
(T(p(u))u, u) = 0 and
|p − λ∗|  10
3
‖T(λ∗)‖
|xH∗ T˙(λ∗)x∗|
tan ξ. (5.4)
Proof. The proof goes along the lines of the proof of Theorem 5, butwith additional terms arising from
xH∗ T(λ∗), where we had yH∗ T(λ∗) = 0 before. A detailed version can be found in [21, p. 55 ff]. 
This result describes the analogue of the inequality
|p(u) − λ∗|  ‖A − λ∗I‖‖u‖ tan ξ
known for linear problems T(λ) = A − λI. As in Section 4.2.1, taking the limit ξ → 0 in the ﬁxed point
equation corresponding to inequality (5.4) yields
lim sup
ξ→0
|p − λ∗|
tan ξ

‖T(λ∗)‖
|xH∗ T˙(λ∗)x∗|
,
where equality is achieved if u1/u2 = (tan ξ)e1. This means that the constant 10/3 in the estimate
(5.4) can asymptotically be replaced by 1.
Example 22. Consider the quadratic problem from Example 10 above.
Case 1: As in Example 10, we want to approximate the simple eigenvalue λ∗ :=0. Then α˜∗ =
xH∗ T˙(λ∗)x∗ = 0 so the assumption of Theorem 21 is not satisﬁed. Notice that α∗ = yH∗ T˙(λ∗)x∗ =
−1/√2 /= 0 which must be the case since λ∗ = 1 is simple.
As approximation we take u = (1, ε)T with sufﬁciently small ε /= 0. Then we obtain
g(λ, u, v) = uTT(λ)u = λ2 − ελ + ε(1 − ε) = 0.
For the solutions there holds |λ1,2| = O
(√|ε|), i.e., there is no unique solution close to λ∗ = 0.
Nevertheless, both approximate λ∗ = 0 but only with order 1/2.
Case 2: Now we want to approximate the other simple eigenvalue λ∗ :=1. Then
T(λ∗) =
[
1 1
−1 −1
]
, x∗ = 1√
2
[
1
−1
]
, T˙(λ∗) =
[
2 1
−1 0
]
which gives α˜∗ = xH∗ T˙(λ∗)x∗ = 3/2 /= 0.
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As approximation we take u = (1,−(1 + ε))T with sufﬁciently small ε /= 0. Then
g(λ, u, v) = uTT(λ)u = λ2 + (1 + ε)λ − (1 + ε)(2 + ε) = 0.
Forε → 0, the twosolutionsbehaveasλ1 ∼ 1 + 23εwhichgoes linear toward the target eigenvalue
λ∗ = 1 whereas λ2 ∼ −2 − 53ε is far from it. So we have the locally unique solution p(u):=λ1 ∼
1 + 2
3
ε → 1.
In the next example the case of double eigenvalues is considered.
Example 23. Consider the quadratic problem from Example 11. As there we want to approximate the
double eigenvalue λ∗ :=0 but now using the one-sided functional.
Choice 1: We choose x∗ = e1 as target eigenvector. Then α˜∗ = eT1 T˙(λ∗)e1 = −1 /= 0, i.e., the as-
sumption of Theorem 21 is satisﬁed. As approximation we take u = (1, ε, ε)T with sufﬁciently small
ε /= 0. Then we obtain the equation
g(λ, u) = uTT(λ)u = −ελ2 − (1 − 2ε − 2ε2)λ + ε(2 + ε) = 0.
For ε → 0, the solutions behave asλ1 ∼ −2εwhich goes linearly toward the target eigenvalueλ∗ = 0
whereas λ2 ∼ 1/ε is far from it. So we have the locally unique solution p(u):=λ1 ∼ −2ε → 0 as
predicted by Theorem 21.
Choice 2: Now we choose x∗ = 1√
1+β2 (1,β , 0)
T with β =
√
5−1
2
. Then α˜∗ = xT∗T(λ∗)x∗ = 0, i.e.,
the assumption of Theorem 21 is not fulﬁlled. As approximations we take u = (1 + ε,β , ε)T with
sufﬁciently small ε /= 0. The deﬁning equation is then
g(λ, u) = uTT(λ)u = −(1 + ε)βλ2 − ε(1 − β − ε)λ + ε(2 + 3ε) = 0
the solutions of which behave like |λ1,2| = O
(√|ε|), i.e., there is no unique solution close to λ∗ = 0
but both solutions approximate λ∗ = 0 with order 1/2.
5.3. Perturbation expansion
We are interested in a representation for the perturbed one-sided p(u) analogous to Theorem 13.
Proposition 12 can be reused.
Theorem 24. Let the assumptions of Theorem 21 be fulﬁlled, and let τ0, ε0 be the constants speciﬁed there.
Then there exist constants0 < εˆ0  ε0, 0 < δ0 < 1, K1 > 0, K3 > K2 > 0 such that, for all u ∈ Kεˆ0/2(x∗)
and all perturbations s with δu = ‖s‖/‖u‖ δ0, there holds (u + s) ∈ Kεˆ0(x∗) so that both p(u) and
p(u + s) exists uniquely in S(λ∗, τ0), and we have
p(u + s) − p(u) = −u
HT(p(u))s + sHT(p(u))u
uHT˙(p(u))u
+ ρ(s), (5.5)
with |ρ(s)| K1δ2u , and moreover,
|p(u + s) − p(u)| K2
(
δu + 1
2
δ2u
)
 K3δu. (5.6)
Proof. The proof is along the lines of the proof of Theorem 13. The detailed version is given in [21, p.
55 ff]. 
Inequality (5.6) immediately yields the relative Lipschitz continuity of p(u), i.e.,
|p(u + s) − p(u)| K3 ‖s‖‖u‖ .
A straightforward conclusion is the following statement about stationarity.
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Lemma 25. Under the assumptions of Theorem 24, the Rayleigh functional applied to an eigenvector is
stationary only if the left and right eigenvector are equal.
Proof. Since ρ(s) is of orderO(‖s‖2), the assertion follows from Eq. (5.5) above if uHT(p(u)) = 0 and
T(p(u))u = 0, i.e., if u = x∗ is right and left eigenvector corresponding to p(u) = λ∗. 
6. Lancaster’s generalized nonlinear Rayleigh quotient
6.1. Two-sided quotient and functional
Now that we have seen the properties of different versions of Rayleigh functionals, we want to
analyze the Lancaster approximation pL given by (1.4). For our purpose we deﬁne the domain of pL as
follows
pL : (λ, u, v) ∈ S0 × Kε0(x∗) × Kε0(y∗) → pL(λ, u, v) = λ −
vHT(λ)u
vHT˙(λ)u
∈ C,
where S0 and ε0 are as deﬁned in Theorem5. This restriction guarantees that the denominator v
HT˙(λ)u
is nonzero. One observes that
pL(λ∗, x∗, y∗) = pL(λ∗, x∗, v) = pL(λ∗, u, y∗) = λ∗ for all u, v,
and that pL is also homogeneous, i.e., pL(λ, cu, dv) = pL(λ, u, v) for all c /= 0, d /= 0.
Stationarity of the generalized Rayleigh quotient is proved in [11] by showing that the difference
pL(λ∗ + δλ, x∗ + s, y∗ + t) − λ∗ is zero to ﬁrst order.
For the two-sided Rayleigh functional p(u, v), the bound given in (4.2) ismostly of theoretic interest
— the practical application is more or less limited to polynomial problems. In general, a direct solution
of the scalar equation g(p, u, v):=vHT(p)u = 0 with respect to p is not possible. However, in general
a good approximation will be obtained by a Newton step for this equation with respect to p starting
from an approximation p = λ ≈ λ∗. As already pointed out, this leads to the generalized two-sided
Rayleigh quotient pL , namely
pL(λ, u, v) = λ − g(λ, u, v)
g˙(λ, u, v)
. (6.1)
The distance between the approximation pL and the exact eigenvalue λ∗ is determined by Theorem
27, but beforehand we prove the following auxiliary lemma.
Lemma 26. Under the assumptions and with the constants of Theorem 5, we have
|g˙(λ, u, v)| |α∗|
4
‖u‖‖v‖ cos ξ cos η
for all λ ∈ S0 and all (u, v) ∈ Kε0(x∗) × Kε0(y∗).
Proof. With the notation as in the proof of Theorem 5, we can rewrite the derivative as follows
g˙(λ, u, v) = (vH2 u2)vˆHT˙(λ)uˆ = (vH2 u2)vˆH[T˙(λ∗) + (T˙(λ) − T˙(λ∗))]uˆ
= (vH2 u2)
(
α∗ + β + vˆH[T˙(λ) − T˙(λ∗)]uˆ
)
,
where β is deﬁned in Eq. (4.7). Since the assumptions of Theorem 5 hold, we can use Proposition 6,
which gives |β| |α∗|/2. With ‖T˙(λ) − T˙(λ∗)‖ L|λ − λ∗|, and since we know from the proof of
Theorem 5 that τ0  τ1 = 4|α∗|17L and ‖uˆ‖ = ‖vˆ‖ =
√
17
16
, we end up with the desired inequality
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|g˙(λ, u, v)| |vH2 u2|
(
|α∗| − |β| − ‖uˆ‖‖vˆ‖ ‖T˙(λ) − T˙(λ∗)‖
)
 ‖u‖‖v‖ cos ξ cos η
( |α∗|
2
− 17
16
L
4
17
|α∗|
L
)
= |α∗|
4
‖u‖‖v‖ cos ξ cos η. 
Theorem 27. Under the assumptions and with the constants of Theorem 5, the generalized Rayleigh quo-
tient pL(λ, u, v) of (6.1) is well-deﬁned for all λ ∈ S0 and all (u, v) ∈ Kε0(x∗) × Kε0(y∗), and we have
|pL(λ, u, v) − λ∗| 4‖T(λ∗)‖|α∗| tan ξ tan η +
2L
|α∗|
|λ − λ∗|2
cos ξ cos η
. (6.2)
Proof. According to Lemma 26 we have |g˙(λ, u, v)| > 0, i.e., the generalized Rayleigh quotient pL
is well-deﬁned. The representation g(λ∗, u, v) = g(λ) + g˙(λ)(λ∗ − λ) + vHR(λ)u, with remainder
R(λ) from (4.5) and ‖R(λ)‖ L
2
|λ − λ∗|2 implies
|g(λ, u, v) + g˙(λ)(λ∗ − λ)| = |g(λ∗, u, v) − vHR(λ)u| |g(λ∗, u, v)| + ‖u‖‖v‖‖R(λ)‖
 ‖T(λ∗)‖‖u‖‖v‖ sin ξ sin η + ‖u‖‖v‖ L
2
|λ − λ∗|2.
Deﬁnition (6.1) yields
pL − λ∗ = λ − λ∗ − g(λ, u, v)
g˙(λ, u, v)
= − 1
g˙(λ, u, v)
[g(λ, u, v) − g˙(λ, u, v)(λ − λ∗)] .
Thus, with Lemma 26 we obtain
|pL(λ, u, v) − λ∗| 1|g˙(λ, u, v)| |g(λ, u, v) + g˙(λ, u, v)(λ∗ − λ)|

4‖T(λ∗)‖
|α∗| tan ξ tan η +
2L
|α∗|
|λ − λ∗|2
cos ξ cos η
. 
The bound (6.2) consists of two terms. The ﬁrst one has the order of the bound for the two-sided
Rayleigh functional and reﬂects the quality of the vectors u, v, but the second one is an additional
nonzero term that depends on the error λ − λ∗ of the eigenvalue approximation λ. Since tan ξ ,
tan η tan ε0  1/4 with ε0 from Theorem 5, hence, 1/ cos2 ξ , 1/ cos2 η 1 + tan2 ε0  17/16, an
upper bound for the second term which does not depend on ξ , η is 17L
8|α∗| |λ − λ∗|2.
Finally, we can determine the distance between the two approximations given by the generalized
Rayleigh quotient pL(λ, u, v) and the two-sided Rayleigh functional p(u, v).
Corollary 28. Under the assumptions of Theorem 27, we have
|p(u, v) − pL(λ, u, v)| 22‖T(λ∗)‖
3|α∗| tan ξ tan η +
2L
|α∗|
|λ − λ∗|2
cos ξ cos η
,
for all λ ∈ S0 and all (u, v) ∈ Kε0(x∗) × Kε0(y∗).
Proof. Since |p(u, v) − pL| |p(u, v) − λ∗| + |pL − λ∗|, the estimate followswith (4.2) and (6.2). 
Note that the bounds given in this section correspond to a pL that is deﬁned for all kinds of nonlinear
eigenvalue problems, in contrast to the deﬁnition of Lancaster in [12], which was made for matrix
polynomials only. Themain difference in the deﬁnitions of the two generalized Rayleigh-type updates
is that theNewtonupdatepL dependsnot onlyon thevectorsu and v, but alsoon theeigenvalue approx-
imation λ. On the other hand, the Rayleigh functional gives a new eigenvalue approximation without
knowledge of the previous localization of the eigenvalue, as the Rayleigh quotient for matrices does.
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6.2. One-sided quotient and functional
In [12] it is assumed that approximations for left and right eigenvectors are available at the same
time. Only fewmethods however compute the left eigenvector simultaneously, because this causes an
increase in the costs while the additional information is seldom needed.
From this point of view an eigenvalue update is required that is based on the right eigenvector
only. As we have seen before, the standard functional p = p(u) derived as solution of uHT(p(u))u = 0
gives such an approximation. A reasonable way in the general case for solving this equation is again to
compute one Newton step. This leads to
pN(λ, u) = λ − u
HT(λ)u
uHT˙(λ)u
,
with λ ∈ S0 deﬁned for (λ, u) ∈ S0 × Kε0(x∗), with S0 and ε0 from Corollary 18 and Theorem 21,
respectively. As before, we have to assume that α˜∗ = xH∗ T˙(λ∗)x∗ /= 0 instead of α∗ /= 0.
Again, pN is homogeneous, i.e., pN(λ, cu) = pN(λ, u) for all c /= 0, but stationary only if T(λ∗) =
T(λ∗)H , in general. For further analysis, we write pN as
pN = λ − g(λ, u)
g˙(λ, u)
, (6.3)
whereg(λ, u):=g(λ, u, u) = uHT(λ)u from(1.5).Weproceedas in theprevious sectionbydetermining
the distance of the approximation pN to the exact eigenvalue λ∗.
Corollary 29. Under the assumptions and with the constants of Theorem 21, we have |g˙(λ, u)| |α˜∗|
4
‖u‖2
cos2 ξ for all λ ∈ S0 and all u ∈ Kε0(x∗).
Proof. With the notation as in Theorem 21 we can rewrite the derivative as follows
g˙(λ, u) = (uH2 u2)uˆHT˙(λ)uˆ = (uH2 u2)uˆH[T˙(λ∗) + (T˙(λ) − T˙(λ∗))]uˆ
= (uH2 u2)
(
α˜∗ + β˜ + uˆH[T˙(λ) − T˙(λ∗)]uˆ
)
,
where β˜ = β˜(u):=
(
u1
u2
)H
XH1 T˙∗x∗ + xH∗ T˙∗X1 u1u2 +
(
u1
u2
)H
XH1 T˙∗X1 u1u2 . Under the assumptions of The-
orem 21 one can prove that |β˜| |α˜∗|/2, as shown in the two-sided case in Proposition 6. With
‖T˙(λ) − T˙(λ∗)‖ L|λ − λ∗|, and since we know from the proof of Theorem 21 that τ0  τ1 = 4|α˜∗|17L
and ‖uˆ‖ =
√
17
16
, we end up with the desired inequality
|g˙(λ, u)| |uH2 u2|
(
|α˜∗| − |β˜| − ‖uˆ‖2 ‖T˙(λ) − T˙(λ∗)‖
)
 ‖u‖2 cos2 ξ
( |α˜∗|
2
− 17
16
L
4
17
|α˜∗|
L
)
= |α˜∗|
4
‖u‖2 cos2 ξ. 
Corollary 30. Under the assumptions and with the constants of Theorem 21, the generalized Rayleigh
functionalpN(λ, u)of (6.3) iswell-deﬁned forall λ ∈ S0 andall u ∈ Kε0(x∗), andwith α˜∗ = xH∗ T˙(λ∗)x∗ /=
0 we have
|pN(λ, u) − λ∗| 5‖T(λ∗)‖|α˜∗| tan ξ +
2L|λ − λ∗|2
|α˜∗| cos2 ξ . (6.4)
Proof. According to Corollary 29, |g˙(λ, u)| > 0, i.e., pN is well-deﬁned. We have g(λ∗, u) = g(λ) +
g˙(λ)(λ∗ − λ) + uHR(λ)u, with remainder R(λ) from (4.5) and ‖R(λ)‖ L2 |λ − λ∗|2. Note that
g(λ∗, u) = xH∗ T∗X1 u1u2 +
(
u1
u2
)H
XH1 T∗X1 u1u2 . Hence,
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|g(λ, u) + g˙(λ)(λ∗ − λ)| = |g(λ∗, u) − uHR(λ)u| |g(λ∗, u)| + ‖u‖2‖R(λ)‖
 ‖T(λ∗)‖‖u‖2(sin ξ cos ξ + sin2 ξ) + ‖u‖2 L
2
|λ − λ∗|2.
The deﬁnition (6.3) of pN gives
pN − λ∗ = λ − λ∗ − g(λ, u)
g˙(λ, u)
= − 1
g˙(λ, u)
[g(λ, u) − g˙(λ, u)(λ − λ∗)] ,
thus, with Lemma 29 we obtain
|pN − λ∗| 1|g˙(λ, u)| |g(λ, u) + g˙(λ, u)(λ∗ − λ)|

4‖T(λ∗)‖
|α˜∗| (tan ξ + tan
2 ξ) + 2L|α˜∗|
|λ − λ∗|2
cos2 ξ

4‖T(λ∗)‖
|α˜∗| (tan ξ + tan ξ tan ε0) +
2L
|α˜∗|
|λ − λ∗|2
cos2 ξ
,
which gives (6.4), since tan ε0  1/4. 
The second order in the angles of bound (6.2) is not carried over to bound (6.4). This reﬂects also
the behavior of the corresponding Rayleigh functional.
Finally, we can determine the distance between the two approximations given by the generalized
one-sided Rayleigh quotient pN and the one-sided Rayleigh functional p(u).
Corollary 31. Under the assumptions of Corollary 30, we have
|p(u) − pN(λ, u)| 25‖T(λ∗)‖
3|α˜∗| tan ξ +
2L|λ − λ∗|2
|α˜∗| cos2 ξ ,
for all λ ∈ S0 and all u ∈ Kε0(x∗).
Proof. Since |p(u) − pN | |p(u) − λ∗| + |pN − λ∗| the estimate follows with (5.4) and (6.4). 
7. Conclusion
We have considered a consistent generalization of the (two-sided) Rayleigh quotient to the case
of nonlinear eigenvalue problems, namely the two-sided Rayleigh functional λ = p(u, v) implicitly
deﬁned by the scalar equation g(λ, u, v) = vHT(λ)u = 0. For this functional we have shown locally
unique existence, an error bound that is quadratic in the angles between corresponding eigenvec-
tors and approximations, as well as a relative ﬁrst order perturbation expansion and bound which
implies the stationarity of the functional. These results depend heavily on the assumption
yH∗ T˙(λ∗)x∗ /= 0 which is satisﬁed if λ∗ is algebraically simple but may also be fulﬁlled for multiple
eigenvalues.
In case of the one-sided functional λ = p(u) deﬁned by g(λ, u) = uHT(λ)u = 0 this condition has
to be replaced by the assumption xH∗ T˙(λ∗)x∗ /= 0 which allows to prove analogous results. However,
the bound for the distance between the functional and the exact eigenvalue is then only linear in
the angle, and the one-sided functional is not stationary in the general case where T(λ∗) /= T(λ∗)H .
Moreover, the solvability condition may not be satisﬁed even for simple eigenvalues.
The difference of the implicitly deﬁned functional λ = p(u, v) to the explicit generalized Rayleigh
quotient pL(λ, u, v) = λ − vHT(λ)uvHT˙(λ)u introduced by Lancaster, which is closely related to the Rayleigh
functional, has been analyzed as well as this difference in case of one-sided terms.
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Altogether,wehave seen that theRayleigh functional reﬂects theproperties of theRayleighquotient
in the case of nonlinear eigenvalue problems. To our knowledge, all the results proved in this paper
seem to be new.
Further work will show the locally cubic convergence of a two-sided Rayleigh functional itera-
tion, which is the nonlinear equivalent of Ostrowski’s two-sided Rayleigh quotient iteration. This
implies the locally cubic convergence of the corresponding two-sided nonlinear Jacobi–Davidson
method.
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