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Many real-world complex systems are well represented as multilayer networks; predicting interactions in
those systems is one of the most pressing problems in predictive network science. To address this challenge,
we introduce two stochastic block models for multilayer and temporal networks; one of them uses nodes as
its fundamental unit, whereas the other focuses on links. We also develop scalable algorithms for inferring the
parameters of these models. Because our models describe all layers simultaneously, our approach takes full
advantage of the information contained in the whole network when making predictions about any particular
layer. We illustrate the potential of our approach by analyzing two empirical datasets—a temporal network
of email communications, and a network of drug interactions for treating different cancer types. We find that
modeling all layers simultaneously does result, in general, in more accurate link prediction. However, the most
predictive model depends on the dataset under consideration; whereas the node-based model is more appropriate
for predicting drug interactions, the link-based model is more appropriate for predicting email communication.
I. INTRODUCTION
Imagine a team of researchers looking for promising drug
combinations to treat a specific cancer type for which current
treatments are ineffective. The team has data on the effect
of certain pairs of drugs on other cancer types, but the data
are very sparse—only a few drug pairs have been tested on
each cancer type, and each drug pair is tested in a few cancer
types, at best, or has never been tested at all. The challenge
is to select the most promising drug pairs for testing with the
target cancer type, so as to minimize the cost associated to
unsuccessful tests.
We can formalize this challenge as the following inference
problem: We have a partial observation of the pairwise inter-
actions between a set of nodes (drugs) in different “network
layers” (cancer types), and we need to infer which are the un-
observed interactions within each layer (drug interactions in
each cancer type). This challenge is relevant for the many
systems that can be represented as multilayer networks [1–4],
and is also formally analogous to the challenge of predicting
the existence of interactions between nodes in time-resolved
networks [5–11]. For instance, we would face the same sit-
uation if we had data about the daily e-mail or phone com-
munications between users, and wanted to infer the existence
of interactions between pairs of users on a certain unobserved
day; in this case each layer would be a different day.
Here, we introduce new generative models that are suitable
to address the challenge above. We model all layers concur-
rently, so that our approach takes full advantage of the infor-
mation contained in all layers to make predictions for any one
of them. Our approach relies on the fact that having informa-
tion on the interactions in different layers aids the inference
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process; in other words, that the interactions in layers differ-
ent from the one we are interested in are informative about the
interactions in the query layer. For instance, biologically sim-
ilar cancer types are likely to show similar responses to the
same drug pairs, and similar days of the week (for instance
weekdays versus weekends) are also likely to display similar
communication patterns for pairs of users.
Our approach is based on recent results on probabilistic
inference on stochastic block models, which has been suc-
cessful at modeling the structure of complex networks [12–
14] and at predicting the behavior in biological [15] and so-
cial [16, 17] systems. In particular, we focus on mixed-
membership stochastic block models [18], in which nodes are
allowed to belong to multiple groups simultaneously. With
these models it possible to model large complex networks
with millions of links and, because they are more expres-
sive than their fixed-membership counterparts, their predictive
power is often superior [17]. We propose two different mixed-
membership multi-layer network models—a tensorial model
that takes nodes as the basic unit to describe interactions in
different layers, and a bipartite model that takes links (or pairs
of nodes) as the basic unit. In our models, layers, as well as
nodes or links, are grouped based on the similarities among
the interaction patterns observed in them. This is in contrast
to existing approaches, which do not take full advantage of the
information that each layer carries about the structure of some
other layers.
We illustrate our models and inference approaches by ana-
lyzing two datasets—a network of drug interactions in differ-
ent cancer types, and a temporal network of email communi-
cations [19]. We find that modeling all layers simultaneously,
and assuming that they can be grouped, results in link pre-
dictions that are more accurate (in terms of standard metrics
such as precision and recall) than those of single-layer models
and of simpler multilayer models. However, the most predic-
tive model (node-based or link-based) depends on the dataset
under consideration. Indeed, whereas for drug interactions
drug groups are very informative and, therefore, node-based
2models are most predictive, temporal email networks are best
described in terms of links, that is, in terms of the relation-
ships between pairs of individuals rather than the individuals
themselves.
II. TENSORIAL AND BIPARTITE MIXED-MEMBERSHIP
BLOCK MODELS FOR LAYERED NETWORKS
We aim to modelN nodes interacting by pairs inM differ-
ent layers; these layers correspond to the different contexts in
which the nodes interact (for example, different cancer types
or time windows). We represent these interactions as a layered
graph G whose links (i, j, ℓ) represent interactions between
nodes i and j in layer (or at time) ℓ. Moreover, we allow for
multi-valued interactions so that (i, j, ℓ) can be of different
types rijℓ ∈ R, where R is a finite set. Note that we can use
this formalism to model labels, attributes or ratings associated
to the interactions [15, 17]; graphs with binary interactions
are therefore a particular case within this general framework
in which rijℓ = 1 if the interaction occurs and rijℓ = 0 if it
does not.
We consider two types of generative models—one that
takes individual nodes as its basic unit, and one that models
links (or node pairs). The first generative model, based on in-
dividual nodes, is as follows. There are K groups of nodes
and L groups of layers. We assume that the probability that
a node in group α has an interaction of type r with a node in
group β in a layer in group γ is pαβγ(r). Furthermore, we as-
sume that both nodes and layers can belong to more than one
group. To model such mixed groupmemberships [18], to each
node iwe assign a vector θi ∈ R
K , where θiα ∈ [0, 1] denotes
the probability that node i belongs to group α. Similarly, to
each layer ℓ we assign a vector ηℓγ ∈ R
L. These vectors are
normalized so that
∑
α θiα =
∑
γ ηℓγ = 1. The probability
that link (i, j, ℓ) is of type r is then
Pr[rijℓ = r] =
∑
αβγ
θiαθjβηℓγpαβγ(r) . (1)
Note that if link types are exclusive (i.e. each edge can be
of only one type), the probability tensor must satisfy the con-
straint
∑
r∈R pαβγ(r) = 1. Since this model is an exten-
sion of the mixed-membership stochastic blockmodel [17, 18]
where the probability matrices become tensors because of the
multiple layers [1], we call it the tensorial mixed-membership
stochastic block model (T-MBM).
Our second generative model for layered networks is as fol-
lows. Instead of assuming that nodes belong to groups, we
assume that it is links (or pairs of nodes, rather than individ-
ual nodes) that belong to groups [8]. In this model we have
J groups of links, and the probability that a link eij ≡ e in
group α is of type r in a layer ℓ in group γ is pαγ(r). We
also assume that links can belong to more than one group so
that ζeα is the probability that link e belongs to group α and∑
α ζeα = 1. As before, to each layer ℓ we also assign a vec-
tor ηℓ ∈ R
L of group memberships. Then, the probability that
a given link in a particular layer is of type r is
Pr[rijℓ = r] = Pr[reℓ = r] =
∑
αγ
ζeαηℓγpαγ(r) , (2)
where, as before, if link types are exclusive the probability
matrices satisfy the condition
∑
r∈R pαγ(r) = 1. This model
can be seen as a bipartite model with two types of elements,
links and layers. In this representation, a link eij has a con-
nection of type r to a layer ℓ if rijℓ = reℓ = r. Therefore,
we call this model the bipartite mixed-membership stochastic
block model (B-MBM).
These models are novel in a number of ways. First, unlike
other models of multi-layer networks [8, 20], they do not as-
sume any particular order in the layers, and therefore do not
impose any restrictions to how layers should be grouped. This
is in contrast to approaches for temporal networks that can
only group layers corresponding to consecutive times. While
such restriction simplifies the task of grouping layers, it also
eliminates the possibility of identifying, for example, period-
icities in temporal networks. More importantly, this restric-
tion prevents models from being applicable to non-temporal
multilayer networks. Our models eliminate this restriction.
Second, unlike other models [20, 21], ours assume that
group memberships (of nodes or links) do not change from
layer to layer. Rather, we argue that in many relevant sit-
uations membership is determined by intrinsic properties of
nodes or links and so long as these properties do not change,
group membership should not change either. For example,
membership of individuals to groups in social networks is
related to demographic and socio-economic characteristics,
which are unlikely to change in periods of months or even
a few years. Or in drug-interaction networks, membership of
drugs to groups is related to the mechanism of action and the
targets of the drug [15], which do not change regardless of the
situation in which the drug is used.
Third, our models naturally deal with situations in which
links have metadata, that is, situations in which nodes are not
only connected or disconnected, but rather can be connected
with links of different types.
Finally, unlike other models of multilayer and temporal net-
works [8, 20, 21], in our models nodes/links and layers do not
belong to a single group, but rather to a mixture of groups
[17, 18]. This allows us to develop efficient expectation-
maximization algorithms that can be massively parallelized
[22] and, at the same time, provide better predictions than
single-group models [17].
III. INFERENCE EQUATIONS AND
EXPECTATION-MAXIMIZATION ALGORITHMS
Given a set GO of observed links types, our goal is to pre-
dict the types rijℓ of links (i, j, ℓ) 6∈ G
O whose type is un-
known. Because marginalizing over the parameters in our
models (Eqs. (1) and (2)) is too time-consuming, here we
present a maximum likelihood approach (and the correspond-
ing expectation-maximization algorithms) for the two models
above.
3A. Tensorial model
Given the generative T-MBM model in Eq. (1), and abbre-
viating its parameters as θ,η,p, the likelihood of the model
is
P (GO|θ,η,p) =
∏
(ijℓ)∈GO
∑
αβγ
θiαθjβηℓγpαβγ(rijℓ) . (3)
As we show below (Appendix A), the values of the param-
eters that maximize this likelihood satisfy the following equa-
tions
θiα =
∑
(jℓ)∈∂i
∑
βγ ωijℓ(α, β, γ)
di
, (4)
ηℓγ =
∑
(ij)∈∂ℓ
∑
αβ ωijℓ(α, β, γ)
dℓ
, (5)
pαβγ(r) =
∑
(i,j,ℓ)∈GO|rijℓ=r
ωijℓ(α, β, γ)∑
(i,j,ℓ)∈GO ωijℓ(α, β, γ)
. (6)
Here, ∂i = {(j, ℓ)|(i, j, ℓ) ∈ GO} are the set of observed
layer-specific neighbors of node i and di = |∂i| is the to-
tal degree of the node in all the layers. Similarly, ∂ℓ =
{(i, j)|(i, j, ℓ) ∈ GO} is the set of observed links in layer
ℓ and dℓ = |∂ℓ|. Finally, ωijℓ(α, β, γ) is the estimated prob-
ability that the type of a given link rijℓ is due to i, j and ℓ
belonging to groups α, β and γ respectively, and is given by
ωijℓ(α, β, γ) =
θiαθjβηℓγpαβγ(rijℓ)∑
α′β′γ′ θiα′θjβ′ηℓγ′pα′β′γ′(rijℓ)
. (7)
These equations can be solved iteratively with an
expectation-maximization algorithm, starting with an initial
estimate of θ, η, and p and, then, repeating the following
steps: (i) use Eq. (7) to compute ωijℓ(α, β, γ) for (i, j, ℓ) ∈
GO (expectation step); (ii) use Eqs. (4)-(6) to compute θ, η,
and p (maximization step).
B. Bipartite model
Similarly, the likelihood of the B-MBM is
P (GO|ζ,η,p) =
∏
(e,ℓ)∈GO
∑
αγ
ζeαηℓγpαγ(reℓ) , (8)
and the maximum likelihood estimators of the parameters sat-
isfy
ζeα =
∑
ℓ∈∂e
∑
βγ φeℓ(α, γ)
de
, (9)
ηℓγ =
∑
e∈∂ℓ
∑
α φeℓ(α, γ)
dℓ
, (10)
pαγ(r) =
∑
(eℓ)∈GO|reℓ=r
φeℓ(α, γ)∑
(eℓ)∈GO φeℓ(α, γ)
. (11)
Here ∂e = {ℓ|(e, ℓ) ∈ GO} are the observations of link eij in
all layers and de = |∂e|. As before, ∂ℓ = {e|(e, ℓ) ∈ G
O} are
the observed links in layer ℓ and dℓ = |∂ℓ|. Finally, φeℓ(α, γ)
is the estimated probability that the type of a specific link reℓ
is due to e and ℓ belonging to groups α and γ respectively; we
can compute φeℓ(α, γ) as
φeℓ(α, γ) =
ζeαηℓγpαγ(reℓ)∑
α′γ′ ζeα′ηℓγ′pα′γ′(reℓ)
. (12)
Like in the tensorial model, these equations can be solved
iteratively using an expectation-maximization algorithm.
IV. MODEL COMPARISON ON REAL DATA
A. Datasets
We perform experiments on two different datasets: the
time-resolved email network of an organization spanning one
year [19], and a network of drug-drug interactions in different
cancer cell lines [23]. In the email dataset, we represent each
day as a different layer of the multi-layer network, and two
users are considered to interact in a given day if they send at
least one email in either direction during that day. We consider
several e-mail networks that correspond to e-mail communi-
cations within organizational units (see Table I).
In the drug-drug interactions dataset, each layer corre-
sponds to a different cancer cell line and we have information
on the effects of some drug pair combinations on some cancer
cell lines [23]. In contrast to the email dataset, in which all the
interactions (or lack of interaction) are observed, this dataset
is sparsely observed—we have information about 1.5% of the
drug pairs. Specifically, the available experimental data is a
real-valued magnitude representing the combined efficiency
of two drugs on a particular cell line. These magnitudes range
from large absolute values, in which case the interaction is
said to be synergistic (if it is positive) or antagonistic (if it is
negative), to small absolute values, in which case the inter-
action it is said to be additive. In an additive interaction, the
application of the two drugs together has an efficiency equal or
similar to the sum of the efficiencies of each drug administered
separately. By contrast, in a synergistic (antagonistic) interac-
tion the efficiency of the two drugs administered together is
significantly higher (lower) than the sum of the efficiencies of
each drug administered separately.
In Table I we show the characteristics of each dataset in
terms of the types of links R, the total number of nodes, the
total number of layers, the total number of possible links, and
the number and fraction of actually observed links. In all
cases, we fitted and validated our models using a 5-fold cross-
validation scheme (Appendix C).
B. Baseline models
We compare our models to three different baselines. The
naive baseline takes into account all the observations of a link
(i, j) in the training set. Then, it makes predictions for the
4TABLE I. Dataset characteristics. The email networks we consider are complete networks where no-links are treated as links of type 0, so
all potential links in the network are observed links. The drug-drug interaction network is a sparse dataset, where we only have information
about 1.4% of the links. Each observed drug-drug interaction can be of three types: antagonistic - ANT, additive - ADD, or synergistic - SYN.
Dataset Types of links R #Nodes #Layers #Observables Fraction observed #Observed
Email Unit 1 {0, 1} 104 365 1,954,940 100% |GO |1 = 20,807
Email Unit 2 {0, 1} 114 365 2,350,965 100% |GO |1 = 27,180
Email Unit 3 {0, 1} 116 365 2,434,550 100% |GO |1 = 23,979
Email Unit 4 {0, 1} 118 365 2,519,595 100% |GO |1 = 17,508
Email Unit 5 {0, 1} 141 365 3,602,550 100% |GO |1 = 23,923
Email Unit 6 {0, 1} 161 365 4,701,200 100% |GO |1 = 20,790
Email Unit 7 {0, 1} 225 365 9,198,000 100% |GO |1 = 60,238
Drug-drug interactions {ANT, ADD, SYN} 69 85 199,410 1.37% |GO|ANT = 385
Drug-drug interactions {ANT, non-ANT} 69 85 199,410 1.37% |GO |ADD = 1,543
Drug-drug interactions {SYN, non-SYN} 69 85 199,410 1.37% |GO |SY N = 863
unobserved link types rijl based on the fraction of times link
(i, j) has been observed to be of type r in the training set
Pnaive[rijl = r] =
∑
s|(ijs)∈GO δr, rijs
Nij
, (13)
where Nij is the number of times the (i, j) is observed in the
training set.
The other two baselines help us to assess to what extent
our models are able to exploit correlations between different
layers. First, the independent-layer naive estimates the proba-
bility of link (i, j, l) being of type r as the fraction of links of
type r observed in layer l,
Pnaive−IL[rijl = r] =
∑
(kn)|(knl)∈GO δr, rknl
Nl
, (14)
whereNl is the number of links of any type observed in layer l
of the training set. Second, we consider an independent-layer
mixed-membership stochastic block model for each layer so
that,
PIL[rijl = r] =
∑
αβ
θliαθ
l
jβp
l
αβ(r) , (15)
where the superindex l denotes that each layer has its own set
of parameters. As in the tensorial and bipartite layered mod-
els, parameters are subject to the constraints
∑
α θ
l
iα = 1, ∀l
and
∑
r p
l
αβ(r) = 1 ∀l. The parameters for this model are ob-
tained using the same method as in the tensorial and bipartite
mixed-membership models, but considering each layer sepa-
rately (see also [17]).
C. Email networks
We first consider the ability of each model and baseline to
predict unobserved links in the email networks listed in Table
I. To assess the performance of each model for each network,
we calculate the area under the ROC curve (AUC), the pre-
cision, and the recall in 5-fold cross-validation experiments
(see Appendix C for details). The AUC measures how well a
model separates active links (type-1, for which there is com-
munication between the individuals) from inactive links (type-
0, with no communication). In particular, it measures the fre-
quency with which an active unobserved link is assigned a
higher probability to be active than an inactive unobserved
link. Precision accounts for the fraction of links predicted to
be active that are indeed active. Recall gives the fraction of
active links that are predicted to be active. To calculate both
precision and recall, we need to set a threshold T that allows
to map probabilities P [rijl = 1] into a binary variable. We do
it as follows: if P [rijl = 1] ≥ T then the model predicts that
rijl = 1, otherwise it predicts rijl = 0. In what follows, we
choose T as the density of active links in the training set. The
reasoning behind this decision is that, because we are splitting
data at random into a training and a test set, the test set should
have a fraction of active links close to that of the training set.
[24]
In Fig. 1, we show that the bipartite link-based model out-
performs the tensorial and baseline models in all metrics (see
Fig. S1 for all other email units). In these email networks, the
AUC is quite high even for the naive baseline because most
pairs of individuals never exchange an e-mail and therefore
it is easy to predict links for which rijl = 0 in all observed
layers. The situation changes when we look at precision and
recall, which clearly show that the bipartite model is consis-
tently and significantly superior at predicting links that are ac-
tive. Somewhat surprisingly, we also find that the tensorial
node-based model gives slightly lower values than the naive
baseline model. The explanation lies in the fact that, contrary
to both the naive baseline and the bipartite models, the tenso-
rial model focuses primarily on nodes rather than on links and
is thus less likely to account for the fact that many pairs of
nodes in the network never communicate. More precisely, the
probabilities assigned by the tensorial model depend on the
product of the membership of the involved nodes, and these
memberships are rarely equal to zero. Hence, according to
the tensorial model most links have a non-zero probability of
existing, including those that are inactive for all observations
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FIG. 1. Predictive performance of the models for email networks.
Top: AUC; Middle: Precision; Bottom: Recall. Each bar represents
the average of the 5-fold cross-validation for a given model (see Ap-
pendix C). The error bars (shown as a vertical line, which is small and
not visible in some cases) represent the standard error of the mean.
in the training set.
To further investigate the workings of each approach, we
analyze whether they are properly calibrated in a frequentist
sense, that is whether the fitted models are able to reproduce
statistical features of the training dataset [25]. In particular,
we consider the marginal and probabilistic calibration of all
models. A model is probabilistically calibrated if events to
which the model assigns a probability p are observed with fre-
quency p [25]. In our case, a model is calibrated if a fraction p
of the links for which P [rijl = 1] = p actually exist. A model
is marginally calibrated if, on average, each type of event is
assigned a probability that is equal to the actual frequency of
such events in the training set. In our case, a model is cal-
ibrated if the mean P [rijl = 1] assigned to links coincides
with the density of the observed network [25].
In Fig. 2, we show that all models are relatively well cal-
ibrated probabilistically (higher probabilities correspond to
higher frequencies), although the calibration is noticeably
worse for the network obtained for Unit 1 (see Fig. S2 for the
remaining units). In general, the bipartite model is better cal-
ibrated than the tensorial model, which is consistent with the
higher predictive accuracy of the bipartite, link-based model.
Perhaps surprisingly, the naive baseline model appears to have
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FIG. 2. Probabilistic calibration of the models for email net-
works. Each point in each line represents the average of the 5-fold
cross-validation for a given model, with error bars representing the
standard error of the mean. The Naive I.L. model is not included as
it only assigned tiny probabilities that resulted in a single data point
near the origin.
0.004 0.006 0.008 0.010 0.012
Training Set Density
0.004
0.005
0.006
0.007
0.008
0.009
0.010
0.011
0.012
A
ve
ra
ge
 P
ro
ba
bi
lit
y
Perfect Calibration
Naive I.L.
I.L.
Naive
Tensorial
Bipartite
FIG. 3. Marginal calibration of the models for email networks.
Each line corresponds to a different model, and each point in a line
corresponds to a different email network (see Table I). Each point
represents the average over the 5-fold cross-validation for a given
model. Error bars are smaller than symbols.
an even better probabilistic calibration across all units. Fig-
ure 3 also shows that all models are marginally calibrated.
In light of these observations, the difference in performance
between bipartite and naive models must come from the fact
that the bipartite model is able to detect temporal patterns that
are relevant for the prediction of active links. Indeed, we find
that for all the email networks we consider, temporal layers
(days) are classified either as week days or as weekend days
(and holidays), so that it is more likely for any link to be active
on a week day. Interestingly, this is all the temporal informa-
tion required to be able to accurately predict whether a specific
link is going to be active or not on a certain day [26].
6D. Drug-drug interactions in cancer
Links in the drug-drug interaction network are of three
different types: synergistic, antagonistic, and additive; we
trained the models considering the three types of interactions.
However, because the interesting question is whether syner-
gistic or antagonistic interactions can be predicted, we evalu-
ated the performace of each model for each task of these two
tasks. For instance, to evaluate the accuracy of a model at pre-
dicting synergistic interactions, we binarized model predic-
tions into synergistic and non-synergistic. We then computed
the metrics over this binary outcome as we did for e-mail net-
works (Figs. 4, 5, and 6; Fig. S3 shows that all of the results
below are qualitatively similar when training our models on
networks with only two types of interactions: synergistic/non-
synergistic or antagonistic/non-antagonistic) [27].
Contrary to what we observed for the email networks, we
find that the tensorial model performs better than the bipartite
model. Our results thus suggest that for this dataset, grouping
nodes (drugs) into groups summarizes more parsimoniously
the information relevant for prediction. This is consistent
with previous findings that show that mechanisms of action
and target pathways of drugs are related to the effect they dis-
play when combined with other drugs, an information that is
best captured by node memberships than by link memberships
[15].
Interestingly, we observe differences in performance at de-
tecting antagonistic and synergistic interactions. For the syn-
ergistic interaction network, we find that the tensorial model
consistently outperforms the bipartite and baseline models in
all metrics (AUC, precision and recall), although its marginal
calibration is slightly worse that that of the other models. For
antagonistic interactions, the tensorial model also performs
better than the bipartite and baseline models in terms of AUC.
However, the tensorial model has a precision and recall that
are similar to those of the independent-layers baseline model.
The generalized decrease in precision and recall with respect
to synergistic network does not come as a surprise since none
of the models is perfectly calibrated for probabilities lower
than the density of the training set (Fig. 5). In fact, we ob-
serve that the fraction of antagonistic interactions for which
P [rijk = 1] < T is larger than desired. As a result, some
antagonistic interactions are counted as non-antagonistic in-
teractions in terms of precision and recall. This effect is ex-
hacerbated by the fact that, due to the sparsity of the network,
a large fraction of interactions are assigned low probability
values by all of the models.
The fact that the independent-layer model has prediction
and recall values similar to those of the tensorial model can
be explained by the fact that antagonistic interactions are
more localized to specific layers than synergistic interactions
are (see Fig. S6). This situation makes it easier for the
independent-layer baseline model to make more accurate pre-
dictions for these layers. Note however, that if more infor-
mation on antagonistic interactions was available, the perfor-
mance of the tensorial model would likely be comparable to
that of the synergistic case.
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FIG. 4. Predictive performance of the models for drug-drug in-
teraction networks. (a) AUC statistic. (b) Precision. (c) Recall.
Each bar represents the average of the 5-fold cross-validation for a
given model, with error bars (shown as a vertical line for clarity)
representing the standard error of the mean.
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FIG. 5. Probabilistic calibration of the models for drug-drug in-
teraction networks. Each point in each line represents the average
of the 5-fold cross-validation for a given model. Error bars represent
the standard error of the mean. The vertical dashed lines show the
density of each training set.
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FIG. 6. Marginal calibration of the models for drug-drug inter-
action networks. For each of the models we consider (see legend)
we plot the average probability for links being of a certain type (an-
tagonistic or synergistic) with respect to the density of links of that
type in the training set. Each point represents the average over the 5
training sets for a given model. Error bars are smaller than symbols.
V. DISCUSSION
We have presented two mixed-membership multi-layer net-
work models that can be applied to any multi-layer networks,
with layers representing temporal snapshots of the interac-
tions or different contexts for the interactions. By extend-
ing the mixed-membership paradigm to the layers themselves,
and by not making any prior assumption about them, our mod-
els can detect and take advantage of inter-layer correlations in
the network of interactions to make better predictions. As a
result, both our multi-layer models outperform the baseline
models in almost all the studied cases, except for the cases in
which information is too sparse for the multi-layer model to
recover unobserved interactions with precision.
Importantly, none of the models we present—the tensorial
node-based model or the bipartite link-based model—is in-
trinsically better than the other; however they can hold clues
as to the mechanisms that are predictive of interaction types.
Our results precisely illustrate this fact. We find that the bi-
partite model works better for email networks in which the
communication between pairs of users (links), rather than the
users themselves, together with their temporal evolutions are
the relevant description unit for prediction. This could be due
to the fact that we are analyzing communication at a rather
small scale (people working within the same unit of an or-
ganization), and it is possible that a node-based model could
be better for communication between users at a larger scale.
Moreover, as the network grows the number of θ parame-
ters for the tensorial model scales linearly with the number of
nodes, whereas the number of η parameters for the bipartite
model scales quadratically. In really big networks it is then
plausible that the tensorial becomes more parsimonious.
Conversely, our results show that for the drug-drug interac-
tion network the relevant unit of description are drugs (nodes).
This is consistent with the fact that the mechanism of ac-
tion/target that determines how a drug will interact with an-
other one; this information is encapsulated in the node (and its
observed interactions). The use of the interactions of nodes in
different cancer types (layers) boosts our ability to predict the
type of type-dependent interactions more precisely. In con-
trast, the description of these networks in terms of drug-pair
interactions completely misses the drug-specific information
that is relevant for prediction in this context.
Our results unambiguously show that using the information
of the interactions on other layers helps obtain better mod-
els. Remarkably, the flexibility of the models we propose
make this approach suitable to analyze multi-layer networks
in any context. A natural step to further improve the model
and prediction accuracy would be to include auxiliary data
(i.e. metadata such as node or link attributes) into the model-
ing process. This problem has just started being explored in
the literature [10, 28, 29], so there is no general framework
on how to introduce auxiliary data into the inference process
yet. Nonetheless, recent results show that single-layer mixed-
membership models are suitable models to incorporate spe-
cific types of auxiliary data into the inference process with-
out adding methodological complexity [30], thus opening the
window to developing general inference frameworks that con-
sider different types of metadata also in multilayer contexts.
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Appendix A: Derivation of the expectation maximization
equations for the T-MBM
In the tensorial mixed-membership stochastic block model,
we assign membership vectors θiα, ηℓγ to each node i and
each layer ℓ, respectively. These membership vectors are
properly normalized, therefore represent the probability that
each node/layer belongs to a specific node/layer group:
∀i :
K∑
α=1
θiα = 1 , ∀ℓ :
L∑
γ=1
ηℓγ = 1 . (A.1)
Because we consider that links cant take different values
r ∈ R, to ensure that each observed interaction has probability
1 of receiving any rating, we normalize probability matrices
pαβγ(r)
∀α, β, γ :
∑
r∈R
pαβγ(r) = 1 . (A.2)
Note that if R = {0, 1}, then pαβγ(0) = 1− pαβγ(1).
8We maximize the likelihood (3) as a function of θ,η,p us-
ing an expectation maximization (EM) algorithm. We start
with a standard variational and use Jensen’s inequality log x¯ ≥
log x in order to transform the logarithm of a sum into a sum
of logarithms
logP (GO|θ,η,p) =
∑
(ijℓ)∈GO
log
∑
αβγ
θiαθjβηℓγpαβγ(rijℓ)
=
∑
(ijℓ)∈GO
log
∑
αβγ
ωijℓ(αβγ)
θiαθjβηℓγpαβγ(rijℓ)
ωijℓ(αβγ)
≥
∑
(ijℓ)∈GO
∑
αβγ
ωijℓ(αβγ) log
θiαθjβηℓγpαβγ(rijℓ)
ωijℓ(αβγ)
.
(A.3)
Here we have introduced the auxiliary variable ωijℓ(αβγ),
which is the estimated probability that a given link’s type rijℓ
is due to i, j and ℓ belonging to groupsα, β and γ respectively.
Note in the expression above, equality holds when
ωijℓ(αβγ) =
θiαθjβηℓγpαβγ(rijℓ)∑
α′β′γ′ θiα′θjβ′ηℓγ′pα′β′γ′(rijℓ)
. (A.4)
This is precisely the equation for the expectation step.
For the maximization step, we derive update equations
for the parameters θ,η,p by taking derivatives of the log-
likelihood (A.3). Including Lagrange multipliers for the nor-
malization constraints (A.1), we obtain for θiα
θiα =
∑
jℓ∈∂i
∑
βγ ωijℓ(αβγ)∑
jℓ∈∂i
∑
αβγ ωijℓ(αβγ)
=
∑
jℓ∈∂i
∑
βγ ωijℓ(αβγ)
di
,
(A.5)
where ∂i = {j, ℓ|(ijℓ) ∈ GO} and di = |∂i| is the degree of
node i in all the layers for any type of link. Similarly, for ηℓγ
we obtain
ηℓγ =
∑
ij∈∂ℓ
∑
αβ ωijℓ(αβγ)∑
ij∈∂ℓ
∑
αβγ ωijℓ(αβγ)
=
∑
ij∈∂ℓ
∑
αβ ωijℓ(αβγ)
dℓ
,
(A.6)
where ∂ℓ = {i, j|(ijℓ) ∈ GO} and dℓ = |∂ℓ| is the number
of observed links of any type in layer ℓ.
Finally, including a Lagrange multiplier for (A.2), we have
for pαβγ(r)
pαβγ(r) =
∑
(ijℓ)∈GO|tijℓ=t
ωijℓ(αβγ)∑
(ijℓ)∈GO ωijℓ(αβγ)
. (A.7)
Appendix B: Derivation of the expectation maximization
equations for the B-MBM
As in the tensorial model, we assign normalized member-
ship vectors ζeα, ηℓγ to links and layers, respectively. We also
consider probability matrices pαγ(r) that are as well normal-
ized
∑
r∈R pαγ(r) = 1).
In order to maximize the likelihood, we again use Jensen’s
inequality to transform the the logarithm of a sum into a sum
of logarithms and introduce an auxiliary variable φeℓ(α, γ):
logP (GO|ζ,η,p) =
∑
(ijℓ)∈GO
log
∑
αγ
ζeαηℓγpαγ(reℓ)
=
∑
(ijℓ)∈GO
log
∑
αγ
φeℓ(α, γ)
ζeαηℓγpαγ(reℓ)
φeℓ(α, γ)
≥
∑
(eℓ)∈GO
∑
αγ
φeℓ(α, γ) log
ζeαηℓγpαγ(reℓ)
φeℓ(α, γ)
. (A.1)
where again the equality holds when
φeℓ(α, γ) =
ζeαηℓγpαγ(reℓ)∑
α′γ′ ζeα′ηℓγ′pα′γ′(reℓ)
, (A.2)
giving us the update equation (A.2) for the expectation step.
For the maximization step, we derive update equations
for the parameters ζ,η,p by taken derivatives of the log-
likelihood (A.1). Including Lagrange multipliers for the nor-
malization constraints, we obtain
ζeα =
∑
ℓ∈∂e
∑
γ φeℓ(α, γ)∑
ℓ∈∂e
∑
αγ φeℓ(α, γ)
=
∑
ℓ∈∂e
∑
βγ φeℓ(α, γ)
de
,
(A.3)
where ∂e = {ℓ|(eℓ) ∈ GO} are the set of layers in which we
observe link eij and de = |∂e| is the total number of layers in
which we observe link eij . Similarly,
ηℓγ =
∑
e∈∂ℓ
∑
α φeℓ(α, γ)∑
e∈∂ℓ
∑
αγ φeℓ(α, γ)
=
∑
e∈∂ℓ
∑
α φeℓ(α, γ)
dℓ
,
(A.4)
where ∂ℓ = {e|(eℓ) ∈ GO} and dℓ = |∂ℓ|. Finally, includ-
ing a Lagrange multiplier for the normalization of pαγ(r), we
have
pαγ(r) =
∑
(eℓ)∈GO|reℓ=r
φeℓ(α, γ)∑
(eℓ)∈GO φeℓ(α, γ)
. (A.5)
Equations (A.2)-(A.5) are solved iteratively with an EM
algorithm following the same procedure as in the tensorial
model. The bipartite model also scales linearly with the size
of the dataset, but in this case the number of parameters of the
model is IK +ML+ |GO|K · L, where the number of links
I ≤ N · (N − 1)/2, thus, even though it increases the number
of parameters (number of nodes N is typically smaller than
number of links I), there is one dimension less to run over all
observed links in all layers |GO|.
Appendix C: Experimental details
With regards to the drug-drug interactions dataset, we di-
vided the continuous values of efficiency into three categories
(synergistic, additive and antagonistic) by setting two thresh-
olds as suggested in the original experimental data. These
thresholds are -20.0 and 20.0, so that interactions with an ef-
ficiency lower than -20.0 are classified as antagonistic, those
9with an efficiency higher than 20.0 are classified as synergis-
tic, and those in between are considered additive [23].
For both datasets, we fitted and validated our models using
a 5-fold cross-validation scheme. We first divided the data into
five equal splits. Then for each fold we considered 4 splits as
the training set to which we fitted the model, and the remain-
ing split was kept as the test set on which wemade predictions.
In order to select the number of latent groupsK , J , and L, we
used the smallest values for which the prediction accuracy had
already reached saturation values. These values wereK = 5,
L = 5 for the tensorial model, and J = 2, L = 2 for the
bipartite model.
For each fold, we repeated the fitting processes between
50 and 100 times with different random initializations. The
results we present correspond to the average over the results
for the five folds.
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