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RELATIONSHIPS BETWEEN PLETHYSM COEFFICIENTS
MELANIE DE BOECK
Abstract. We consider the plethysm problem stated for representations of symmetric groups.
In particular, we prove new relationships between composition multiplicities of twisted Foulkes
modules. Expressed in terms of symmetric functions, our results establish relationships between
plethysm coefficients.
1. Introduction
The plethysm problem is a fundamental question that may be stated for representations of
symmetric groups, representations of general linear groups, or symmetric functions. Our work
takes the foremost approach, but we begin by describing the symmetric function setting so that
we may outline the historical development of the problem.
Plethysm multiplication of symmetric functions was introduced by Littlewood in [14] in 1936.
Given two partitions ν and µ of n,m ∈ Z, respectively, the plethysm sν◦sµ of the Schur functions
sν , sµ may be expressed as a linear combination of Schur functions with integer coefficients:
sν ◦ sµ =
∑
λ⊢mn
pλν,µsλ.
A complete understanding of the plethysm coefficients pλν,µ remains elusive: in his millennium
survey [19, Problem 9], Stanley lists the task of obtaining a combinatorial description of these
coefficients as one of the key open problems in algebraic combinatorics. In the language of rep-
resentations of symmetric groups, the plethysm problem asks for the composition multiplicities
of certain modules for Smn, which are modules that are induced from wreath products Sm ≀Sn;
we shall make this precise later in Equation (1).
The two main results of this paper are new relationships between plethysm coefficients in the
case where µ = (1m). We use the following notation in the statement of the theorems: given
any two partitions λ and θ, define λ+ θ := (λ1 + θ1, λ2 + θ2, . . .).
Theorem 1.1. If λ is a partition of mn, then
pλ(n),(1m) ≤ p
λ+(1m)
(n+1),(1m).
Theorem 1.2. Let λ be a partition of mn with fewer than 2m parts. If m is even, then, for
any a ≥ 2,
pλ(n),(1m) ≤ p
λ+(1am)
(n+a),(1m).
There exists an involution ω on the ring of symmetric functions (see [15, Ch. I, §2, Equa-
tion (2.7)]), using which it is possible to obtain further results about plethysm coefficients. In
the language of symmetric groups, applying ω simply corresponds to tensoring with the sign
representation. A consequence for the plethysm coefficients is as follows:
pλν,µ =
{
pλ
′
ν,µ′ if |µ| is even;
pλ
′
ν′,µ′ if |µ| is odd,
where λ′, say, denotes the conjugate partition of λ.
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Applying ω to Theorems 1.1 and 1.2, we obtain the following equivalent relationships.
Theorem 1.1a. Let λ = (λ1, λ2, . . . , λℓ) be a partition of mn and let q ∈ N0 be minimal such
that 0 ≤ λq+1 ≤ m. Define λ˜ := (λ1, . . . , λq,m, λq+1, . . . , λℓ) if q 6= 0 and λ˜ := (m,λ1, . . . , λℓ) if
q = 0.
(1) If m is even, then pλ(n),(m) ≤ p
λ˜
(n+1),(m).
(2) If m is odd, then pλ(1n),(m) ≤ p
λ˜
(1n+1),(m).
Theorem 1.2a. Let λ = (λ1, . . . , λℓ) be a partition of mn such that 0 ≤ λ1 < 2m and for any
a ≥ 2, define λ˜ := (am, λ1, . . . , λℓ). If m is even, then p
λ
(n),(m) ≤ p
λ˜
(n+a),(m).
Whilst there exist other relationships between plethysm coefficients (see §2), our results are
novel since they are the first known relationships for which m is fixed. We now reformulate
the plethysm problem into the setting that we will use to prove our results. In the sequel,
all modules under consideration are right modules. We will work over C throughout, but the
ground field may be replaced by any field of characteristic zero.
Given any CSn-module X, we may construct a C(Sm ≀Sn)-module InfX by inflating along
the canonical surjection Sm ≀Sn → Sn. When X is a Specht module S
ν labelled by a partition ν
of n, inducing Inf Sν to Smn results in a CSmn-module H
(mn)
ν =
(
Inf Sν
)xSmn
Sm≀Sn
, which we call
a twisted Foulkes module. Under the characteristic map, the image of the ordinary character
afforded by H
(mn)
ν is the plethysm sν ◦ s(m) (see [15, Ch. I, Appendix A, Equation (6.2)]).
Moreover, asking for the decomposition of H
(mn)
ν as a direct sum of irreducible Specht modules
is entirely equivalent to the problem of determining plethysm coefficients for the corresponding
plethysm. In particular,
H(m
n)
ν =
⊕
λ⊢mn
pλν,(m)S
λ. (1)
The approach that we will take to prove Theorems 1.1a and 1.2a is to prove the existence
of appropriate homomorphisms Sλ → H
(mn)
ν and then use these homomorphisms to establish a
lower bound on pλ
ν,(m). In the sequel, we will refer to H
(mn) := H
(mn)
(n) as a Foulkes module and
K(m
n) := H
(mn)
(1n) as a signed Foulkes module.
After a survey of existing results about plethysm coefficients in Section 2, we will recall the
theory of semistandard homomorphisms in Section 3 and indicate how it may be used to study
signed Foulkes modules. The techniques that we use are of independent interest: they have
never before been employed as a way to study signed Foulkes modules and they provide a
practical approach to studying twisted Foulkes modules in general. Section 4 will be devoted
to preliminaries and to defining the tableaux upon which the proofs of our main theorems will
rely. In Sections 5 and 6 we will prove Theorems 1.1a and 1.2a, respectively, and we conclude
with further conjectures about relationships between plethysm coefficients in Section 7.
2. Background on plethysm coefficients
As might be expected, many of the existing results on plethysm coefficients have been proved
via symmetric functions. However, valuable contributions have also been made using represen-
tation theoretic techniques. The plethysm sν ◦sµ has been fully described for particular choices
of ν and µ: s(n) ◦ s(2), s(2) ◦ s(m) and s(3) ◦ s(m) (work by Thrall [20]); and s(1n) ◦ s(2) and
s(12) ◦s(m) (see [15, Ch. I, §8]). Additionally, several algorithms have been posed for calculating
pλν,µ when ν is any partition of two, three or four (see [6, 7] and [10, §3.5]). There are also
results about plethysm coefficients when the partition λ takes a specific form. For example,
minimal and maximal partitions that label Schur functions appearing in the plethysms sν ◦s(m)
are determined in [18], and when λ is an even partition or a ‘hook-like’ partition, the coefficients
pλν,µ are studied in [2, 16] and [9, 13], respectively.
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We now collect together a few results that can be found scattered throughout the literature.
Like the main theorems in this paper, they concern relationships between plethysm coefficients.
2.1 Ikenmeyer [11, Proposition 4.3.4]: Let λ be a partition of mn and let θ be a partition
of kn. If pλ(n),(m) > 0 and p
θ
(n),(k) > 0, then p
λ+θ
(n),(m+k) > 0.
2.2 Foulkes’ Second Conjecture, proved by Brion in [1]: If λ is a partition of mn, then
pλ(n),(m) ≤ p
λ+(n)
(n),(m+1).
2.3 Newell [17]: If λ ⊢ mn, then pλ(n),(m) = p
λ+(1n)
(1n),(m+1) and p
λ
(1n),(m) = p
λ+(1n)
(n),(m+1).
2.4 Foulkes’ Conjecture [7], most recently proved to hold for m = 5 in [3]: If m < n, then
pλ(n),(m) ≥ p
λ
(m),(n) for all partitions λ of mn.
Whilst 2.2 and 2.3 were both first proved in the symmetric function setting, alternative
proofs can be given in the language of representations of symmetric groups. More significantly,
using the latter setting Dent [5, Theorem 3.10] obtains additional information: the plethysm
coefficients that are the subject of 2.2 are in fact equal whenever λ2 ≤ m.
3. Background material from the representation theory of symmetric groups
In this section, we remain consistent with the notation given by James in [12, §13]. For a
partition µ of n, we let Mµ denote the Young permutation module, that is the CSn-module
spanned by all µ-tabloids {t}. Recall that we represent a µ-tabloid {t} by only drawing lines
between the rows of the representative t. For a µ-tableau t, we denote the column stabiliser
of t by Ct and we set κt =
∑
π∈Ct
sgn(π)π. The Specht module Sµ is the submodule of Mµ
that is spanned by all µ-polytabloids et = {t}κt. Moreover, S
µ is a cyclic module, generated by
any single polytabloid. The Specht modules are particularly important, since {Sµ | µ ⊢ n} is a
complete set of non-isomorphic, irreducible CSn-modules, [12, Theorem 4.12].
3.1. Semistandard homomorphisms. We now review a second, equivalent description of
Young permutation modules, which requires a kind of tableau that is permitted to have repeated
entries; to avoid any confusion, we will use capital letters to denote such tableaux. Let λ be a
partition of n and let µ = (µ1, . . . , µk) be a composition of n. A λ-tableau T is said to be of
type µ if for every positive j ∈ Z, the integer j occurs µj times in T ; write
T (λ, µ) := {T | T is a λ-tableau of type µ}.
A tableau T ∈ T (λ, µ) is called semistandard if the numbers are non-decreasing along rows
of T and strictly increasing down the columns of T . We write T0(λ, µ) to denote the set of
semistandard tableaux in T (λ, µ).
Henceforth, fix a λ-tableau, t. There is a well-defined action of Sn on λ-tableaux of type µ.
Take T ∈ T (λ, µ). If we let (i)T be the entry in T which occurs in the same position as i occurs
in t, then we may define the action of Sn on T (λ, µ) by
(i)(Tπ) =
(
iπ−1
)
T,
where T ∈ T (λ, µ), π ∈ Sn and 1 ≤ i ≤ n. With this action, take M
µ to be the CSn-module
spanned, as a vector space, by λ-tableaux of type µ. The equivalence of the two definitions
of Mµ is established by the following isomorphism: given a fixed λ-tableau t, the image of
T ∈ T (λ, µ) under the isomorphism is the µ-tabloid {tT }, which is obtained by putting i in row
j of {tT } if (i)T = j.
The tableaux T1, T2 ∈ T (λ, µ) are said to be row equivalent if T2 = T1π for some π ∈ Rt, the
row stabiliser of t; write T1 ∼row T2. With this in mind, if T ∈ T (λ, µ), then there is a well-
defined map θˆT : M
λ → Mµ (defined by James in [12, Definition 13.3]), defined on λ-tabloids
by
θˆT : {t} 7−→
∑
T ′∼rowT
T ′,
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which can be extended to a homomorphism by allowing group elements to act. Let θT ∈
HomCSn
(
Sλ,Mµ
)
be the restriction of θˆT to the Specht module S
λ. If T is a semistandard
tableau, then we call θT a semistandard homomorphism.
In [12, 13.5], James states that, given λ, µ ⊢ n, a column of T ∈ T (λ, µ) contains two identical
numbers if and only if Tκt = 0. So, since
(et)θT = ({t}κt) θT = ({t})θTκt =
(∑
T ′∼rowT
T ′
)
κt =
∑
T ′∼rowT
(T ′κt),
it is clear that sometimes θT is the zero map. However, by restricting our attention to semistan-
dard tableaux, we are able to guarantee that the corresponding semistandard homomorphisms
are non-zero. A basis for HomCSn
(
Sλ,Mµ
)
is given by
{
θT
∣∣ T ∈ T0(λ, µ)}; this is [12, Theo-
rem 13.13].
Example 3.1. Take λ = (3, 1) and µ = (22). If t = 1 2 3
4
and T = 1 1 2
2
, then
κt = 1− (1 4) and
θT : et 7−→
(
1 1 2
2
+ 1 2 1
2
+ 2 1 1
2
)
κt
= 1 1 2
2
+ 1 2 1
2
− 2 1 2
1
− 2 2 1
1
=
1 2
3 4 +
1 3
2 4 −
2 4
1 3 −
3 4
1 2 .
The case µ = (mn) will be particularly important to us. In this case, we define an action
T ∗ σ of σ ∈ Sn on T ∈ T
(
λ, (mn)
)
by j 7→ (j)σ, which serves to ‘relabel’ the entries of T .
3.2. The setting for studying Foulkes modules. One way to study the structure of Foulkes
modules is to look for maps from the Specht module Sλ intoH(m
n), where λ ⊢ mn. In particular,
if we find such a non-zero map, then we have identified Sλ as a composition factor of H(m
n)
and – equivalently – verified that pλ(n),(m) 6= 0.
Observe that there is a natural surjection ψ from M (m
n) to H(m
n), defined on (mn)-tabloids
by mapping {t} to the set partition consisting of the n sets whose elements are the entries of the n
rows of {t}. Therefore, we may construct a map θT : S
λ → H(m
n) by composing a semistandard
homomorphism θT with the surjection ψ : M
(mn) → H(m
n). In fact, since CSmn is semisimple
and {θT | T ∈ T0(λ, µ)} is a basis of HomCSmn
(
Sλ,M (m
n)
)
, all CSmn-homomorphisms from
Sλ to H(m
n) will be linear combinations of the maps θT = θT ◦ ψ.
Computationally, it is often easier to work completely with the description of M (m
n) in terms
of λ-tableaux of type (mn), thus avoiding the need to involve (mn)-tabloids in the calculations.
Let T denote the image of the tableau T ∈ M (m
n) under ψ. Observe that the two λ-tableaux
of type (mn), say T1 and T2, are equivalent under ψ (i.e. T1 = T2) if there exists a relabelling
permutation π ∈ Sn such that T1 ∗ π = T2. This says that entries in two equivalent tableaux
will have the same pattern. For example, if
t = 1 2 3
4
, T1 =
1 1 2
2
and T2 =
2 2 1
1
,
so that T1 ∗ (1 2) = T2, then the (2
2)-tabloids corresponding to T1 and T2 are
1 2
3 4 and
3 4
1 2 ,
respectively, and T1 = T2. We should note that if two tableaux T1, T2 ∈ T0
(
λ, (mn)
)
are
equivalent under ψ, then this will be true regardless of the choice of t because t just serves as
a labelling tableau.
Unfortunately, it is rarely obvious whether the composition of θT and ψ will yield a non-zero
map. Indeed, if we compose the map θT from Example 3.1 with ψ, then all terms in the image
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of θT will cancel. Since the chosen T is the only semistandard (3, 1)-tableau of type (2
2), the
conclusion is that S(3,1) is not a composition factor of H(2
2). Hence, using this method, it is
seldom a trivial task to determine whether or not a Specht module is a composition factor of a
Foulkes module.
3.3. The setting for studying signed Foulkes modules. The setting for signed Foulkes
modules is very similar. Let µ be a partition of n. Recall from Fulton [8, §7.4] that M˜µ is the
vector space spanned by all oriented µ-column tabloids |t|, corresponding to µ-tableaux t. This
means that if σ ∈ Ct, then |tσ| = sgn(σ)|t|.
Take µ = (1n). The signed Foulkes module K(m
n) is the vector space spanned by all oriented
(1n)-column tabloids
|X| =
∣∣∣∣∣∣∣∣∣
X1
X2
...
Xn
∣∣∣∣∣∣∣∣∣
such that the entries of X are disjoint sets Xi, each of size m, and
⋃n
i=1Xi = {1, 2, . . . ,mn}.
The symmetric group Smn acts in the obvious way, permuting 1, 2, . . . ,mn. If a permutation in
Smn has the effect of swapping exactly two of the sets Xi within the oriented column tabloid,
then the resulting element has the opposite orientation and so differs from the original one only
by a sign.
Analogous to ψ : M (m
n) → H(m
n), there is a well-defined, surjective map φ :M (m
n) → K(m
n),
which is defined on (mn)-tabloids by
{t} =
x1 . . . xm
xm+1 . . . x2m
...
x(n−1)m+1 . . . xnm
7−→
∣∣∣∣∣∣∣∣∣
{x1, . . . , xm}
{xm+1, . . . , x2m}
...
{x(n−1)m+1, . . . , xnm}
∣∣∣∣∣∣∣∣∣ .
Therefore, for any Specht module Sλ, we may construct a homomorphism θT : S
λ → K(m
n) by
composing a semistandard homomorphism θT : S
λ →M (m
n) with φ, and pose the question: is
θT a non-zero homomorphism? As in the Foulkes module setting, all CSmn-homomorphisms
θT : S
λ → K(m
n) arise in this way.
It is also appropriate to use the alternative description ofM (m
n) in this setting and thus work
entirely with λ-tableaux of type (mn). Let T denote the image of a tableau T ∈ M (m
n) under
φ. If t is the fixed labelling tableau, then T = |X|, where |X| is the oriented column tabloid
whose entries are (in order) the sets Xi = {x | (x)T = i}. For example, if t and T are as in
Example 3.1, then (1)T = (2)T = 1 and (3)T = (4)T = 2 and so
φ : T 7−→
∣∣∣∣{1, 2}{3, 4}
∣∣∣∣ .
Working with this description of M (m
n), we need to pay attention to more than just the pattern
of the entries in the tableaux; given T1, T2 ∈ T
(
λ, (mn)
)
such that T1 ∗ π = T2 for π ∈ Sn, we
must also record the sign of the permutation π. Indeed, swapping two rows in the (mn)-tabloid
yields, under φ, two elements of K(m
n) which differ by a sign. For example,(
1 2
3 4
)
φ =
∣∣∣∣{1, 2}{3, 4}
∣∣∣∣ = − ∣∣∣∣{3, 4}{1, 2}
∣∣∣∣ = −( 3 41 2
)
φ.
In general this means that if T1 ∗ π = T2, then sgn(π)(T1)φ = (T2)φ. If we reconsider Exam-
ple 3.1, this time composing θT with φ, then we see that
(et)θT = 2
(∣∣∣∣{1, 2}{3, 4}
∣∣∣∣+ ∣∣∣∣{1, 3}{2, 4}
∣∣∣∣) .
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In other words, we have found a non-zero homomorphism and thus we can conclude that S(3,1)
is a summand of K(2
2). In fact, K(2
2) ∼= S(3,1).
4. Preliminaries
We begin this section by introducing some definitions and notation concerning tableaux which
we will use throughout the remainder of this work.
If λ is a partition of n and t is any λ-tableau, then define t
(j)
i to be the entry of t in the i
th
row and jth column. Further, define
C
(j)
t := S
{
t
(j)
1 ,t
(j)
2 ,...,t
(j)
ℓj
},
where ℓj denotes the number of entries in column j of t, so that we may write the column
stabiliser of t as Ct = C
(1)
t × C
(2)
t × . . . × C
(λ1)
t , where λ1 is the first part of λ. Furthermore,
κt =
∏λ1
j=1 κ
(j)
t , where κ
(j)
t :=
∑
π∈C
(j)
t
sgn(π)π. Similarly, for T ∈ T (λ, µ), where µ is a
composition of n, let T
(j)
i be the entry in the i
th row of the jth column of T and denote the jth
column of T by T (j).
4.1. Tableaux for Theorem 1.1a. When we come to prove part 1 of Theorem 1.1a, we will
show (under the assumptions of the theorem) that if
(
θT : S
λ → H(m
n)
)
6= 0 for some λ-tableau
T of type (mn), then
(
θ
T˜
: Sλ˜ → H(m
n+1)
)
6= 0, where T˜ is an appropriately chosen λ˜-tableau
of type (mn+1). The proof of part 2 of Theorem 1.1a will proceed similarly. For now, we will
present a candidate for T˜ .
Suppose that λ = (λ1, . . . , λℓ) is a partition of mn and let T be a λ-tableau of type (m
n).
Define T˜ in the following way:
T˜
(j)
i :=

T
(j)
i if i ≤ q;
n+ 1 if i = q + 1 and j ∈ {1, 2, . . . ,m};
T
(j)
i−1 if i > q + 1.
(2)
If T is semistandard, then the construction of T˜ ensures that T˜ has distinct entries in columns,
and that the entries are non-decreasing along rows. However, T˜ is certainly not semistandard in
general. Take t to be the λ-tableau which has the digits 1, 2, . . . ,mn in increasing order along
rows. Define the labelling tableau t˜ by
t˜
(j)
i :=

t
(j)
i if i ≤ q;
mn+ j if i = q + 1 and j ∈ {1, 2, . . . ,m};
t
(j)
i−1 if i > q + 1.
We illustrate the construction of T˜ and t˜ in the following example.
Example 4.1. Let λ = (5, 1) and let m = 3, n = 2. If we take
T = 1 1 1 2 2
2
and t = 1 2 3 4 5
6
,
then
T˜ =
1 1 1 2 2
3 3 3
2
and t˜ =
1 2 3 4 5
7 8 9
6
.
With these choices of tableaux, we are able to rewrite the signed column sum κt˜. Taking
explicit coset representatives y
(j)
i of C
(j)
t in C
(j)
t˜
, where, for 1 ≤ j ≤ m, y
(j)
i is defined to be the
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transposition y
(j)
i :=
(
t˜
(j)
i mn+ j
)
if i 6= q + 1 and the identity permutation if i = q + 1, we
have that κt˜ = κt
∏m
j=1
(∑ℓj+1
i=1 sgn
(
y
(j)
i
)
y
(j)
i
)
. For convenience later, we define
Y :=
{∏m
j=1
y(j)xj
∣∣∣ xj ∈ {1, 2, . . . , ℓj + 1} for all 1 ≤ j ≤ m} . (3)
4.2. Tableaux for Theorem 1.2a. We also require a candidate T˜ for the λ˜-tableau of type
(mn+a) needed for Theorem 1.2a. Given a λ-tableau T of type (mn), define a λ˜-tableau T˜ of
type (mn+a) in the following way:
T˜
(j)
i :=
{
γ if i = 1 and j ∈ {(γ − 1)m+ 1, (γ − 1)m+ 2, . . . , γm} with 1 ≤ γ ≤ a;
T
(j)
i−1 + a if i > 1.
If T is semistandard, then the construction of T˜ ensures that T˜ is also semistandard. Again,
take t to be the λ-tableau which has the digits 1, 2, . . . ,mn in increasing order along rows.
Define t˜ to be the labelling tableau
t˜
(j)
i :=
{
mn+ j if i = 1 and j ∈ {1, 2, . . . , am};
t
(j)
i−1 if i > 1.
Example 4.2. Let λ = (3, 1), m = 2, n = 2 and let T , t be as in Example 3.1. If a = 3, then
T˜ =
1 1 2 2 3 3
4 4 5
5
and t˜ =
5 6 7 8 9 10
1 2 3
4
.
Just as in §4.1, we write κt˜ = κt
∏λ1
j=1
(∑ℓj+1
i=1 sgn
(
v
(j)
i
)
v
(j)
i
)
, where, for any 1 ≤ j ≤ λ1, the
coset representative v
(j)
i of C
(j)
t in C
(j)
t˜
is defined to be the transposition v
(j)
i :=
(
t˜
(j)
i mn+ j
)
if i 6= 1 and the identity permutation if i = 1. For convenience later, we define
V :=
{∏λ1
j=1
v(j)xj
∣∣∣∣ xj ∈ {1, 2, . . . , ℓj + 1} for all 1 ≤ j ≤ λ1} . (4)
5. Proof of Theorem 1.1a
We will prove part 2 of Theorem 1.1a and then indicate how the proof should be modified in
order to prove part 1. We make use of the following lemma.
Lemma 5.1. If Sλ appears in K(m
n) with multiplicity r ≥ 0, then there exist tableaux
T1, . . . , Tr ∈ T0
(
λ, (mn)
)
such that{
θT1 , . . . , θTr
∣∣ θTi : Sλ → K(mn) ∀ 1 ≤ i ≤ r}
is a basis for HomCSmn
(
Sλ,K(m
n)
)
.
Proof. Since
{
θT | T ∈ T0
(
λ, (mn)
)}
is a basis for HomCSmn
(
Sλ,M (m
n)
)
,
{
θT | T ∈ T0
(
λ, (mn)
)}
spans HomCSmn
(
Sλ,K(m
n)
)
. Pruning the spanning set yields a basis. Moreover, since we as-
sumed that dimHomCSmn
(
Sλ,K(m
n)
)
= r, the basis elements will be labelled by tableaux
T1, . . . , Tr ∈ T0
(
λ, (mn)
)
. 
The next lemma is sufficient to prove existence of Sλ˜ as a composition factor in K(m
n+1).
Recall that we define t˜ and T˜ as in §4.1.
Lemma 5.2. Under the assumptions of part 2 of Theorem 1.1a, if
(
θT : S
λ → K(m
n)
)
6= 0 for
some tableau T ∈ T0
(
λ, (mn)
)
, then
(
θ
T˜
: Sλ˜ → K(m
n+1)
)
6= 0.
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Proof. Assume that
(
θT : S
λ → K(m
n)
)
6= 0. Since Sλ is a cyclic module with generator et, it
follows that (et)θT 6= 0. Pick any basis element R appearing in (et)θT with non-zero coefficient.
Since φ is surjective, there exists R ∈ T
(
λ, (mn)
)
such that φ : R 7→ R. We may write
(et)θT =
∑
T ′∼rowT
T ′κt =
∑
T ′∼rowT,
π∈Ct
sgn(π)T ′π
and the coefficient C of R in (et)θT is then
C =
∑
T ′∼rowT,
π∈Ct, σ∈Sn:
T ′π=R∗σ
sgn(π) sgn(σ) 6= 0. (5)
In the same way, we may obtain an expression for the coefficient C of R˜ in (et˜)θT˜ : we find that
C =
∑
T ′′∼rowT˜ ,
ρ∈Ct˜, τ∈Sn+1:
T ′′ρ= R˜∗τ
sgn(ρ) sgn(τ).
To prove the lemma, it will suffice to prove that C is non-zero.
We make an observation which allows us to write C in a more helpful form: that T ′′ ∼row T˜ if
and only if T ′ ∼row T , where T
′ ∈ T
(
λ, (mn)
)
is such that T ′′ = T˜ ′ . To see this, observe that if
T ′′ ∼row T˜ , then it is possible to remove row q + 1 of T
′′ – the row of length m containing only
(n+ 1)s – leaving a λ-tableau, say T ′, which is row equivalent to T . The reverse implication is
clear.
Using this observation, together with the definition of Y in Equation (3) and the expression
of ρ ∈ Ct˜ as ρ = πy (where π ∈ Ct and y ∈ Y ), we have that
C =
∑
T ′∼rowT,
π∈Ct, y∈Y,
τ∈Sn+1:
T˜ ′πy=R˜∗τ
sgn(π) sgn(y) sgn(τ).
Take T ′ ∼row T , π ∈ Ct, y ∈ Y and τ ∈ Sn+1 such that T˜ ′πy = R˜ ∗ τ . Since π ∈ Ct, it must
fix row q + 1 of T˜ ′ . Thus, T˜ ′π = T˜ ′π and so
T˜ ′πy = R˜ ∗ τ ⇐⇒ T˜ ′πy = R˜ ∗ τ. (6)
The construction of R˜ guarantees that the entries in row q + 1 of R˜ are all the same. Since
τ is a relabelling permutation, it follows from the statement in Equation (6) that the entries in
row q + 1 of T˜ ′πy are all the same. Using a construction argument again, the entries in row
q+1 of T˜ ′π are all identical. So, for the entries in row q+1 of T˜ ′πy to also be identical, it must
be that y ∈ Y either fixes row q + 1 of T˜ ′π – in which case y ∈ Y is the identity permutation,
which we denote by id – or it must swap every identical entry, which is n+1, in row q+1 with
some digit β ∈ B, where
B :=
{
β ∈ {1, . . . , n}
∣∣∣ β appears in precisely the columns 1, . . . ,m of T˜ ′π} .
In the latter case, if, for all 1 ≤ j ≤ m, β appears in row bj 6= q + 1 in column j of T˜ ′π, then
y = yβ :=
∏m
j=1 y
(j)
bj
. Define
Y0
(
T˜ ′π
)
:= {y ∈ Y | y = id or y = yβ for any β ∈ B}.
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We have just seen that T˜ ′πy = R˜ ∗ τ implies that y ∈ Y0
(
T˜ ′π
)
, and it is easy to see that if
y ∈ Y0
(
T˜ ′π
)
then T˜ ′πy = R˜ ∗ τ . So, we need only sum over y ∈ Y0
(
T˜ ′π
)
and therefore
C =
∑
T ′∼rowT,
π∈Ct, y∈Y0
(
T˜ ′π
)
,
τ∈Sn+1:
T˜ ′πy=R˜∗τ
sgn(π) sgn(y) sgn(τ).
Moreover, if y = id, then T˜ ′π = T˜ ′πy = R˜ ∗ τ . If y = yβ, which swaps every n + 1 in row
q + 1 with some 1 ≤ β ≤ n, then y has the effect of relabelling T˜ ′π by the transposition
((n+ 1) β) ∈ Sn+1 and in this case, T˜ ′πy = R˜ ∗ τ if and only if T˜ ′π ∗ ((n+ 1) β) = R˜ ∗ τ .
Using the fact that m is odd, if y ∈ Y0
(
T˜ ′π
)
then sgn(y) = 1 if y = id and sgn(y) = (−1)m =
−1 otherwise. So, we may write C as
C =
∑
T ′∼rowT,
π∈Ct, τ∈Sn+1:
T˜ ′π=R˜∗τ
sgn(π) sgn(τ) −
∑
T ′∼rowT, π∈Ct,
τ∈Sn+1, β∈B:
T˜ ′π∗((n+1) β)=R˜∗τ
sgn(π) sgn(τ). (7)
The requirement that T˜ ′π ∗ ((n+ 1) β) = R˜ ∗ τ says that T˜ ′π is a relabelling of R˜. Let d
be the number of digits in the set {1, 2, . . . , n} that appear in precisely columns 1, 2, . . . ,m of
R. By construction of R˜, there are d + 1 of the digits {1, 2, . . . , n + 1} in precisely columns
1, 2, . . . ,m of R˜. So, since T˜ ′π is a relabelling of R˜, this forces |B| = d.
Now, consider the first sum in the right hand side of Equation (7) and observe that T˜ ′π = R˜∗τ
implies that T ′π is a relabelling of R. Indeed, if T˜ ′π = R˜ ∗ τ , then τ must not affect row q + 1
of R, otherwise T˜ ′π will not have (n + 1)s in row q + 1 (which it must do, by the definition of
the ∼ construction). So, there exists a unique σ ∈ Sn which satisfies T
′π = R ∗ σ: take σ = τ ,
from which it follows that sgn(σ) = sgn(τ).
Similarly, considering the second sum in (7), we see that T˜ ′π ∗ ((n+ 1) β) = R˜ ∗ τ implies
that T ′π is a relabelling of R. In this case, define σ := τ((n + 1) β). Note that σ fixes n + 1
and so σ ∈ Sn. Further, T
′π = R ∗ σ and sgn(σ) = − sgn(τ). Thus,
C =
∑
T ′∼rowT,
π∈Ct, σ∈Sn:
T ′π=R∗σ
sgn(π) sgn(σ)− |B|
∑
T ′∼rowT,
π∈Ct, σ∈Sn:
T ′π=R∗σ
sgn(π)
(
− sgn(σ)
)
= (d+ 1)
∑
T ′∼rowT,
π∈Ct, σ∈Sn:
T ′π=R∗σ
sgn(π) sgn(σ)
and so, using the expression for C given in Equation (5), we are finally able to conclude that
the coefficient of R˜ in (et˜)θT˜ is a non-zero multiple of the coefficient C of R in (et)θT : more
precisely
C = (d+ 1)C . (8)

To complete the proof of part 2 of Theorem 1.1a, it remains to prove that the multiplicity
with which Sλ˜ appears as a composition factor in the decomposition of K(m
n+1) is bounded
below by the multiplicity of Sλ in the decomposition of K(m
n).
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Let B ⊆
{
R
∣∣ R ∈ T (λ, (mn))} be a basis for K(mn). There is a bijection B → B :={
R˜
∣∣∣ R ∈ B} defined on oriented column tabloids by
R =
∣∣∣∣∣∣∣∣∣
X1
X2
...
Xn
∣∣∣∣∣∣∣∣∣ 7−→
∣∣∣∣∣∣∣∣∣∣∣
X1
X2
...
Xn
{mn+ 1, . . . ,mn+m}
∣∣∣∣∣∣∣∣∣∣∣
= R˜.
This is a direct consequence of the construction of R˜ and the definition of the labelling tableau
t˜. So, since B is a basis, and therefore all its elements are distinct, the oriented column tabloids
which are elements of B =
{
R˜j
∣∣∣ 1 ≤ j ≤ |B|} must also be distinct. It follows that the formal
sum
∑|B|
j=1 βjR˜j is equal to zero only if βj = 0 for all 1 ≤ j ≤ |B|. In other words, B is a
linearly independent set, which can be extended to a basis for K(m
n+1).
Suppose that Sλ appears in K(m
n) with multiplicity r ≥ 0. By Lemma 5.1, there is a basis{
θT1 , . . . , θTr
}
for HomCSmn
(
Sλ,K(m
n)
)
, where T1, . . . , Tr ∈ T0
(
λ, (mn)
)
.
For a contradiction, assume that
∑r
i=1 αiθT˜i
= 0 for some scalars αi, which are not all zero.
It follows that (et˜)
(∑r
i=1 αiθT˜i
)
= 0 and so the coefficient of any basis element of the form R˜ in
(et˜)
(∑r
i=1 αiθT˜i
)
is zero. If we let Ci denote the coefficient of R˜ in (et˜)θT˜i , then
∑r
i=1 αiCi = 0.
Applying the result in Equation (8), Ci = (d+ 1)Ci, where d is the number of digits in the set
{1, 2, . . . , n} which appear in precisely columns 1, 2, . . . ,m of R and so does not depend on i.
Thus, the coefficient of R in (et)
(∑r
i=1 αiθTi
)
is 1
d+1
∑r
i=1 αiCi and so is also zero. We chose
R˜ arbitrarily and so it follows that
∑r
i=1 αiθTi maps the generator et to zero. This implies
that
∑r
i=1 αiθTi = 0. However, since
{
θT1 , . . . , θTr
}
is a linearly independent set, it follows that
αi = 0 for all 1 ≤ i ≤ r, but this contradicts the assumptions on {αi | 1 ≤ i ≤ r}.
We conclude this section by indicating the modifications that need to be made to the above
proofs in order to obtain the proof of part 1 of Theorem 1.1a. Firstly, we remark that we obtain
a statement analogous to Lemma 5.1, establishing a basis for HomCSmn
(
Sλ,H(m
n)
)
consisting
of maps labelled by semistandard tableaux.
In §3.3, we alluded to the fact that in the Foulkes setting we need only consider the pattern
of tableaux entries. Therefore, we may disregard any signs corresponding to relabelling per-
mutations τ and σ that appear in the above proofs. Instead of writing, say T ′π = R ∗ σ, we
write T ′π = R to reflect the fact that T ′π is a relabelling of R. However, where it occurs in the
proof of Lemma 5.2, we retain the specification of the relabelling of T˜ ′π by the transposition
((n + 1) β) since this is important for the proof. However, we still suppress the action of τ , so
that T˜ ′π ∗ ((n + 1) β) = R˜ ∗ τ is replaced with the statement T˜ ′π ∗ ((n + 1) β) = R˜, which
says that T˜ ′π is a relabelling of R. It is then sufficient to observe that T˜ ′π = R˜ implies that
T ′π = R; we need not worry about the specific relabelling permutations. The conclusion of the
proof of part 1 of Theorem 1.1a is analogous to that of part 2: we find that the coefficient C of R˜
in (et˜)θT˜ is a non-zero multiple of the coefficient C of R in (et)θT : more precisely C = (d+1)C .
6. Proof of Theorem 1.2a
This proof proceeds in a similar manner to that of Theorem 1.1a. In the setting of Theo-
rem 1.2a, we begin by establishing the existence of Sλ˜ as a composition factor of H(m
n+a) for
any a ≥ 2. Recall that, for this section, we define λ˜ := (am, λ1, . . . , λℓ) and we redefine t˜ and T˜
as in §4.2.
Lemma 6.1. Under the assumptions of Theorem 1.2a, if
(
θT : S
λ → H(m
n)
)
6= 0 for some
tableau T ∈ T0
(
λ, (mn)
)
, then
(
θ
T˜
: Sλ˜ → H(m
n+a)
)
6= 0.
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Proof. Assume that
(
θT : S
λ → H(m
n)
)
6= 0; it follows that (et)θT 6= 0. Pick any basis element
R appearing with non-zero coefficient C in (et)θT . Since ψ is surjective, there exists R ∈
T
(
λ, (mn)
)
such that ψ : R 7→ R. An expression for the coefficient C is
C =
∑
T ′∼rowT,
π∈Ct:
T ′π=R
sgn(π). (9)
Fix a ≥ 2. It will suffice to show that the coefficient C of R˜ in (et˜)θT˜ is non-zero, where
C :=
∑
T ′′∼rowT˜ ,
ρ∈Ct˜:
T ′′ρ=R˜
sgn(ρ).
Firstly, recall from §4.2 that ρ may be expressed as ρ = πv for some unique π ∈ Ct and
v ∈ V , the definition of V being that given in Equation (4). Secondly, take T ′′ ∼row T˜ , π ∈ Ct
and v ∈ V such that T ′′πv = R˜. Entries in row 1 of T ′′πv must have the same pattern as
entries in row 1 of R˜, the latter being 1 . . . 1 2 . . . 2 . . . a . . . a, with m copies of each digit. Also
note that the first row of R˜ is the same as the first row of T˜ . Since there is only one entry in
columns λ1+1, . . . , am of T
′′, πv fixes these columns. Hence, entries in columns λ1+1, . . . , am
of T ′′ must be a relabelling (by ω ∈ Sa, say) of the entries in columns λ1 + 1, . . . , am of R˜.
Since λ1 < 2m, to preserve the pattern of the first row, we must have the entries in columns
m+ 1, . . . , λ1 in row 1 of T
′′ equal to the entry in columns λ1 + 1, . . . , 2m, which is (2)ω. The
fact that T ′′ ∼row T˜ tells us that there is one remaining digit (repeated m times) which is the
entry in columns 1, . . . ,m of row 1 of T ′′. We conclude that row 1 of T ′′ is of the form
(1)ω (1)ω · · · (1)ω
m copies
(2)ω (2)ω · · · (2)ω
m copies
· · · · · · · · · (a)ω (a)ω · · · (a)ω
m copies
,
where ω ∈ Sa. Entries in the remaining rows of T
′′ are T ′′
(j)
i+1 := T
′(j)
i + a (where 1 ≤ i ≤ ℓ)
for some T ′ ∼row T , that is, rows 2, 3, . . . , ℓ + 1 of T˜ ′. It follows that T
′′ = T˜ ′ ∗ ω, where
ω ∈ Sa ⊆ Sa+n, and so the expression for C becomes
C =
∑
T ′∼rowT, ω∈Sa,
π∈Ct, v∈V :
(T˜ ′∗ω)πv=R˜
sgn(π) sgn(v).
We must determine the v ∈ V for which
(
T˜ ′ ∗ ω
)
πv = R˜ holds. Recall that π ∈ Ct fixes row
1 of T ′′. Therefore,
(
T˜ ′ ∗ ω
)
πv = R˜ if and only if
(
T˜ ′π ∗ ω
)
v = R˜. To preserve the pattern of
row 1 of T˜ ′π ∗ ω, v must either fix row 1; or swap every (1)ω in row 1 with a digit β ∈ B (and
fix every (2)ω, . . . , (a)ω because λ1 < 2m), where
B :=
{
β ∈ {a+ 1, . . . , a+ n}
∣∣∣ β appears in precisely columns 1, 2 . . . ,m of T˜ ′π ∗ ω} .
In other words, if, for all 1 ≤ j ≤ m, β appears in row bj 6= 1 in column j of T˜ ′π ∗ ω, then
v ∈ V0 :=
{
id
}
∪
{
vβ :=
∏m
j=1
v
(j)
bj
for any β ∈ B
}
⊆ V ;
note that V0 depends on T˜ ′π ∗ ω. In fact,
(
T˜ ′π ∗ ω
)
v =
(
T˜ ′π ∗ ω
)
if and only if v ∈ V0.
Let d be the number of digits in the set {1, . . . , n} which appear in precisely columns 1, . . . ,m
ofR. By construction of R˜ and the requirement that T˜ ′π ∗ ω = R˜, we deduce that |V0\{id}| = d.
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Also, since m is even, if v ∈ V0 then v is even. This knowledge allows us to write C as
C =
∑
T ′∼rowT,
ω∈Sa, π∈Ct:
T˜ ′π∗ω=R˜
|V0| sgn(π) = (d+ 1)
∑
T ′∼rowT,
ω∈Sa, π∈Ct:
T˜ ′π∗ω=R˜
sgn(π).
Finally, we should observe that T˜ ′π ∗ ω = R˜ implies that T ′π = R. Conversely, given any
T ′ ∼row T and π ∈ Ct such that T ′π = R, setting T
′′ = T˜ ′ ∗ ω for some ω ∈ Sa we find that
T ′′ ∼row T˜ and for v ∈ V0, T ′′πv = T˜ ′π ∗ ω = R˜. Hence, using the expression for C given
in Equation (9), we conclude that the coefficient of R˜ in (et˜)θT˜ is a non-zero multiple of the
coefficient C of R in (et)θT : more precisely
C = |Sa|(d+ 1)
∑
T ′∼rowT,
π∈Ct:
T ′π=R
sgn(π) = a!(d+ 1)C . (10)

It just remains to verify the bound on the multiplicity with which Sλ˜ appears as a composition
factor in the decomposition ofH(m
n+a). We will use the fact that, if B ⊆
{
R
∣∣ R ∈ T (λ, (mn))}
is a basis for H(m
n), then the set B :=
{
R˜
∣∣∣ R ∈ B} ⊆ H(mn+a) is linearly independent.
Indeed, for any a ≥ 2, there exists a bijection B → B defined on set partitions by
{X1, . . . ,Xn} 7−→
{
X1, . . . ,Xn, {mn+1, . . . ,mn+m}, . . . , {mn+(a−1)m+1, . . . ,mn+am}
}
.
Since elements of B are distinct, elements of B must also be distinct. Thus, the formal sum∑|B|
j=1 βjR˜j is equal to zero only if βj = 0 for all 1 ≤ j ≤ |B|.
Suppose that Sλ appears in H(m
n) with multiplicity r ≥ 0. There is a basis
{
θT1 , . . . , θTr
}
for HomCSmn
(
Sλ,H(m
n)
)
, where T1, . . . , Tr ∈ T0
(
λ, (mn)
)
. For a contradiction, assume that∑r
i=1 αiθT˜i
= 0 for some scalars αi, which are not all zero. It follows that (et˜)
(∑r
i=1 αiθT˜i
)
= 0.
However, for any R ∈ T
(
λ, (mn)
)
, the coefficient of a basis element R˜ in (et˜)
(∑r
i=1 αiθT˜i
)
is,
by the result in Equation (10), a non-zero multiple of the coefficient of R in (et)
(∑r
i=1 αiθTi
)
.
It follows that (et)
(∑r
i=1 αiθTi
)
= 0 and thus α1 = . . . = αr = 0, which contradicts the
assumptions on {αi | 1 ≤ i ≤ r}.
7. Conjectures
We conjecture that two of the results stated in Section 2 will generalise. In particular, our
first two conjectures are generalisations of Foulkes’ Second Conjecture (2.2) and Newell’s result
(2.3), respectively.
Conjecture 7.1. If λ ⊢ mn, then pλ
ν,(m) ≤ p
λ+(n)
ν,(m+1) for any ν ⊢ n.
Remark. The proof of 2.2 is not the only evidence in support of Conjecture 7.1. The conjecture
has also been proved in the case ν = (1n) in [4, Theorem 4.3.4].
Conjecture 7.2. If λ ⊢ mn, then pλ
ν,(m) = p
λ+(1n)
ν′,(m+1) for any ν ⊢ n.
The following conjecture is a consequence of Conjecture 7.2.
Conjecture 7.3. If λ ⊢ mn, then pλ
ν,(m) = p
λ+(2n)
ν,(m+2) for any ν ⊢ n.
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