Performance Analysis of IO Intensive Task Allocation Strategies for Heterogeneous Web Servers by Kothe, Swapnil & Acharya, D Ansuman
 Inte
in
  
NAT
Perfo
nsiv
 hete
Partial f
 Ba
D.Ansu
Departme
IONAL IN
R
rman
e task
roge
ulfillment 
chelor of T
man Ac
R
2
nt of Co
STITUTE
OURKE
ce a
 allo
neou
A  
Thesis Rep
Submitte
of the requ
echnology i
 
By 
 
harya an
oll No
03060
 
 
 
 
 
 
 
 
mputer S
 OF TEC
LA-76900
May 200
nalys
catio
s we
ort 
d in  
irement for
n Compute
d Swap
: -  
06 
cience E
HNOLOG
8 (ORISS
9 
 
is of
n str
b ser
 the degree 
r Science 
nil Koth
ngineeri
Y ROUR
A) 
1 
 IO 
ategi
vers 
of 
e 
ng  
KELA 
es 
  
 
 
 
T
a
b
su
of
o
R
 
 
 
P
D
 
 
 
 
 
his is to c
nalysis of I
y D.Ansum
pervision 
 Technolog
f Comput
ourkela, an
lace: Rourk
ate: May 1
Nationa
Rourkel
 
ertify that
O Intensiv
an Achar
in partial f
y in Comp
er Science
d this wor
ela 
1, 2009 
l Institu
a-769008 
 the work
e task allo
ya and Sw
ulfillment 
uter Scien
 and Eng
k has not b
 
 
 
 
te of Tec
(Orissa)
 
 in this T
cation stra
apnil Koth
of the requ
ce during 
ineering, 
een submit
hnology
hesis Repo
tegies in h
e  has be
irements f
session 200
National 
ted elsewh
 
 Rourkel
rt entitled
eterogeneou
en carried 
or the deg
5-2009 in t
Institute 
ere for a de
( Bibh
Depa
Ce
2 
a 
 “Perform
s web serv
out under
ree of Bach
he Departm
of Techno
gree.  
udatta  Sah
Sr. Lectu
rtment of C
rtifica
ance 
ers” 
 my 
elor 
ent 
logy  
oo) 
rer 
SE 
te
 
  3 
                                                                                               
No thesis is created entirely by an individual or a group of individuals for 
that matter, and this is no exception. Many people have helped to create this 
thesis and each of their contribution has been valuable. We express our sincerest 
gratitude and heartfelt thanks to our project supervisor, Bibhu D. Sahoo, Sr. 
Lecturer, CSE, for his kind and able guidance for the completion of the thesis 
work. His consistent support and intellectual guidance pushed us to the limits of 
our capabilities and inspired to us to work towards the completion of this 
project. The work of other researchers that we have referred to and modified in 
certain ways has proved to be of immense help too. 
We are grateful to Dr. B.Majhi, Professor and Head, CSE for his excellent 
support during my work. Thank are due to all my classmates for their love and 
support in hard times.  
 Last, but not least we would like to thank all professors and lecturers, and 
members of the department of Computer Science, Engineering, N.I.T. Rourkela 
for their generous help in various ways for the completion of this thesis. 
(D.Ansuman Acharya) 
10506064 
(Swapnil Kothe) 
10506004 
B.Tech.(Comp. Sc.), 2005-2009 
Acknowledgements
 
  4 
 
 
 
 
 
                                                                   
The current rate of growth of the World Wide Web has led to an explosion in 
internet traffic for many popular websites.  To overcome the problem of falling 
quality of service for its customers an efficient approach would be to use a 
heterogeneous cluster of nodes which replicate the entire site data. In a 
centralized system, a master node would load balance the user requests and 
allocate them to the appropriate node. A web application which mainly provides 
file sharing services to its users offers a system where the tasks are basically of 
retrieval based nature and hence more IO intensive. In order to address the 
allocation problem of these tasks, several IO aware policies have been designed 
and compared with respect to certain standard performance metrics. The study 
shows that considering the IO nature of tasks yields significantly better results 
than other existing algorithms.  
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1.1 The Need for Load balancing in a web application 
Internet has experienced a near exponential growth in user base, infrastructure, content 
size and resources like low-latency, high throughput network links. This explosive increase 
means that high traffic sites offering e-commerce, community and other resource intensive 
services like a file sharing web site face an enormous challenge when it comes to ensuring high 
availability and fault tolerance for their services. 
This problem of congestion and slow user-request processing speeds due to heavy loads 
can be solved in various ways. The most obvious solution would seem the use of a single large 
powerful Server. However, this solution soon fails because of the gargantuan extent of this web 
traffic. The next approach could be replicating the server information over many geographically 
separated independent servers, called as ‘mirrored-server’ architecture. This approach provides 
us with a list of independent URL sites that have to be manually selected by the user. Although 
this should and does solve the congestion problem but with a number of disadvantages, 
including not user-transparent architecture, lack of control on the request distribution by the 
Web-server system and a huge loss in terms of resources. The next solution, a promising and 
efficient approach, is the development of a distributed architecture where the user-requests can 
be routed among several server nodes in a user-transparent way.  
It is in this regard that a technique called load balancing that aims to spread work 
between two or more computers or web servers, network links, CPUs, hard drives, or other 
resources, in order to get optimal resource utilization, maximize throughput, and minimize 
Chapter   
1 Introduction 
 
 
  8 
response time comes into picture. Using multiple components with load balancing, instead of a 
single component, may also increase reliability through redundancy. The balancing service is 
usually provided by a dedicated program or hardware device (such as a dispatcher or switch). 
We have used a centralized system which can broadcast mechanism to handle load distribution 
in a server farm.   
We have extensively surveyed the current state of art in this area. A web server load 
balancer coordinates the allocation of several information retrieval requests for a distributed 
web based application within a set of homogenous web servers that host the application. It 
helps to select the best web server for servicing the request and tries to balance their overall 
utilization. A dispatcher based model has been proposed in the paper which routes requests to 
the appropriate web server based on an IO workload policy. The reason behind choosing such a 
policy is that in the type of web application or web site that we have considered tasks of a 
retrieval nature are dominant.   
 A few algorithms that implement the policies have been simulated and compared with 
respect to their performance across of a range of performance parameters and results 
interpreted which show that considering IO load for tasks in a file sharing web application 
based on a network of heterogeneous web servers leads to a much better performance than 
general task allocation policies. 
 
1.2 Related Work 
The issue of task allocation by load balancing for CPU and memory resources has been 
extensively studied and reported in the literature in recent years. Harchol-Balter et al. [8] 
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proposed a CPU-based preemptive migration policy that was more effective than non-pre-
emptive migration policies. Zhang et al. [9] focused on load sharing policies that consider both 
CPU and memory services among the nodes. The experimental results show that their policies 
not only improve performance of memory-intensive jobs, but also maintain the same load 
sharing quality of the CPU-based policies for CPU intensive jobs. 
A large body of work can be found in the literature that addresses the issue of balancing 
the load of disk I/O Lee et al. [10] proposed two file assignment algorithms that balance the 
load across all disks. The I/O load balancing policies in these studies have been shown to be 
effective in improving overall system performance by fully utilizing the available hard drives. 
Zhang et al. proposed three I/O-aware scheduling schemes that are aware of the job’s spatial 
preferences [11]. While the above approaches address the issue of load balancing for explicit 
I/O load, our technique tackles the problem by considering both explicit I/O invoked by 
application programs and implicit I/O induced by page faults.  
Cho et al. [12] have developed heuristics to choose the number of I/O servers and place 
them on physical processors. We have studied dynamic scheduling algorithms to improve the 
read and write performance of a parallel system by balancing the global workload. The above 
techniques can improve system performance by fully utilizing the available hard drives. 
However, these approaches become less effective under a complex workload where I/O- 
intensive tasks share resources with many memory- and CPU-intensive tasks.  We have not 
considered the effect of memory and CPU in this paper but only focused on the IO load on 
servers due to the tasks.  For simplicity, we have not considered the sharing of resources 
between tasks and neglected communication overhead during the allocation of jobs in the 
network.  
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1.3 Problem Formulation 
A file sharing web application needs to store huge amounts of data. It also needs to service 
many simultaneous requests, download or upload from several users who are connected to it 
from across the globe. In order to maintain the service level agreement for the web application, 
we must use multiple servers for the same web application. Using multiple servers which have 
the entire data or parts of it replicated not only improves the response time for the user requests 
but also helps to enhance reliability and fault tolerance [13]. The routing of requests to the 
appropriate server in a balanced way presents a major challenge to most web architects. Usually 
either a centralized or distributed scheme is followed. In this study, we have accepted a 
centralized scheme with a master server whose only responsibility is to allocate tasks or 
requests to the different web servers. An advantage of this kind of architecture is the relatively 
lesser communication overheads over any kind of distributed scheme A major drawback of this 
scheme is however, the bottleneck presented by the master server upon increase in traffic and 
the chance of single point failure.  
The popularity of the web application may increase by a large amount over the years. In order 
to accommodate the growing needs of its customers and to maintain its quality of service, the 
design must be scalable. Change also implies the introduction of newer hardware of 
configurations different from the original setup thus favoring a heterogeneous model of the 
system which we have assumed in our study.  
Allocation of each user request or task to a server presents a decision for the master server 
which is a NP complete problem [14]. In this kind of web application most of the tasks are of an 
IO intensive nature because the uploading and downloading of data items mainly involves disk 
access from the server.  
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The problem basically is to distribute the load consisting of several tasks amongst the servers in 
a balanced manner and try to minimize the total time in which a set of retrieval requests for a 
set of users can be allocated and serviced. 
1.4 Approaches of Solving the Problem 
There are several different ways of load balancing a set of tasks on a heterogeneous network of 
servers. The existing techniques are concerned with the effective usage of CPU and memory 
resources. Due to imbalance of disk IO under IO intensive workloads, the previous memory or 
CPU aware algorithms suffer a significant performance drop. The use of IO loads information 
while load balancing thus proves to be a remedy to this deficiency. In this study, we have 
proposed a few variants of existing and well proven algorithms which aim at maintaining high 
range of resource utilization on the web servers under a wide range of workload conditions.  
Using memory, CPU and IO loads at once as per the varying request traffic in a system is a 
highly innovative approach which can also be followed for solving this problem. There also 
exist methods which consider the communication overheads and task breakdown and 
simultaneous execution. 
The rest of the thesis focuses on solving this problem by dominantly using IO aware policies 
and considering IO centric work loads without network communication overheads or task 
dependence due to resource sharing. 
1.5 Outline of the Thesis 
The thesis is divided into five chapters. In this chapter which is the first, we have provided the 
reader with a brief overview and idea about the need of load balancing in a modern day web 
application and the problem, whose solution has been explored in this work. The second 
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chapter deals with the system model and architecture in detail and also describes the IO aware 
policy along with the performance metrics that are used to evaluate the algorithms that 
implement various flavors of the policy. The third chapter discusses the many algorithms in 
detail and their steps. The fourth chapter describes the framework used for simulation and 
compares the various algorithms with respect to the performance metrics.  The fifth chapter 
concludes the entire thesis and the sixth proposes certain enhancements to the work done in 
newer viable directions. 
1.6 Conclusion 
There are several policies for allocation of tasks in a heterogeneous web server based system. 
The choice of a centralized or a distributed architecture is currently a topic of great research. We 
have considered a centralized approach and taken advantage of the IO intensive nature of tasks 
in our system to propose variations of certain known algorithms and compared them with 
respect to certain performance metrics like standard deviation of utilization and total 
makespan, in the process observing the results and providing suitable interpretations  and 
conclusions on basis of these results.  
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In this chapter, we consider a model of our overall system and the several policies addressed 
therein. The web application which we have modeled through our system is basically a file 
sharing website that lets its users upload and download files. Now as the number of users who 
access the website increases, the data hosted on the site must be replicated in order to service 
these requests with adherence to the service level agreements. 
2.1 System Architecture 
In this study, we consider a collection of nodes connected by a high-speed LAN network in a 
star topology as shown in Figure 2.1. The file sharing application essentially runs on the Master 
Server but the data required by it are present on the servers in a completely redundant form. 
Tasks arrive at the master load balancer server which allocates these requests to one of the 
many web servers on basis of the task allocation policy in use. Each node maintains its 
individual task queue where newly arrived tasks are stored before the retrieval involved in each 
task starts. It is implemented as a centralized system although a distributed solution could be 
also possible.  
The main advantage of centralized systems is that they are simple to implement, and the search 
mechanism is fast and efficient. Yet, they have the same disadvantage of any centralized system: 
they have a single point of failure, and so are vulnerable to attacks to the server, censorship, 
technical failures, etc. Furthermore, these solutions are inherently non-scalable, and limited by 
the capacity of the central server. The system described above is a heterogeneous system and 
since the nature of our tasks is predominantly of IO intensive kind, we chose to keep the 
Chapter   
2                                             System Model 
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heterogeneity limited to the difference in disk speeds. The heterogeneity of each web server can 
be characterized by its CPU speed, memory capacity and disk performance [1]. We characterize 
each node i by its CPU speed Ci, memory capacity Mi, and disk performance Di. The disk 
performance can be measured as 
Di = 1 / ( Si + Ri + d / Bidisk )                       (2.1) 
where d is the average size of data stored or retrieved by I/O requests, Bidisk , Si, and Ri denote 
the disk bandwidth, average seek time, and average rotation time of the disk in node i.  
 
Figure 2.1 – Topology of Web servers in a centralized load balancing for a file sharing application 
A measure of the heterogeneity of the system is provided by Hd which is known as the disk 
heterogeneity factor. For every disk there is a parameter called as Wdisk which is the ratio 
between its performance and the fastest disk in the cluster. Thus we have 
                                         Widisk = Di / (max j = 1-n(Dj) )                                               (2.2) 
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Figure 2.2 – Queuing model for centralized load balancing in a file sharing application  
The size of each request which actually refers to the size of the file included is represented by a 
random variable that follows the Weibull distribution [3].  It is obviously impractical to involve 
thousands of users to generate a realistic web workload. Thus we need to generate the 
workload by means of software. A trace client takes as input a web access log file and then 
makes a replay of the get-requests contained in the web access log file. Each get-request (entry) 
in a web access log contains a time stamp, specifying when the requests are to be made, and a 
specification of the document requested. The log file is analyzed to reveal information about the 
distribution of file sizes. The cumulative probability distribution model is given as:  
F (x) = 1 - 1.2393187 * e-0.024458885x^0.475                                      (2.5) 
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or establishing an additional connection between the dispatcher and the web server. The 
selected web server sends response to the request to the client directly or indirectly. Although 
the dispatcher-based architecture could yield excellent performance of load balancing, the 
dispatcher may become the bottleneck and restrict the scalability of the system [5]. 
 
Figure 2.4 – Virtual IP with direct reply 
 
2.4 Policies for Load balancing 
 
Load balancing of retrieval based tasks can be done in several approaches that deal with 
consideration of the CPU utilization, IO utilization and memory utilization of a given task. The 
following is generalized classification of the different types of algorithms that are generally 
used. 
1. CPU based Load balancing which considers the load created by a task on the CPU for 
determining a threshold value beyond which a server is not allocated any further task.[6] 
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2. CPU- Memory based Load balancing takes both CPU and memory resources into account. 
This is then used to determine a threshold value beyond which any server is not allocated any 
further task. [6] 
3. IO aware Load balancing only takes into account the IO load caused by a task on the 
server.[1] 
Since the tasks we expect to get in this system also have some CPU bound parts, following 
alternate policies may lead to better performance but in this paper, we only focus on the third 
kind of policy. 
 
2.5 I/O-aware load balancing in heterogeneous environment 
I/O-aware load balancing policy (IO-RE), policy relies on an I/O load index to measure two 
types of I/O access: the implicit I/O load induced by page faults and the explicit I/O requests 
resulting from tasks accessing disks. A node i's I/O load index is given by 
loadIO(i) = ෌ ܘ܉܏܍ሺܑ, ܒሻ
࢔
࢐ࣕࡺ࢏  + ෌ ۷۽ሺܒሻ
࢔
࢐ࣕࡺ࢏    (2.7) 
where page(i; j) is the implicit I/O load of task j on node i, and IO(j) is the explicit I/O 
requirement of task j. 
An I/O threshold, thresholdIO(i), is introduced to identify whether node i's I/O resource is 
overloaded. Node i's I/O resource is considered overloaded if loadIO(i) is higher than 
thresholdIO(i). The I/O threshold is given as 
thresholdIO(i) = Di / ( ∑ ۲ܒ࢔࢐ୀ૚ ) * ෌ ܔܗ܉܌۷۽ሺܒሻ
࢔
࢐ୀ૚   (2.8) 
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Here SD stands for the standard deviation of all the server utilization values of the system. Ui 
stands for the utilization of the ith server and uavg stands for the average utilization of all servers. 
There are K servers in the system to which tasks are allocated. Utilization of each server is 
determined by considered the number of tasks that have completed their execution at it. To 
measure this we use the formula below –     
                        Ui = di/Ta                                (2.12) 
Where di is the total data transferred on the disks of the server due to tasks on it and Ta is the 
time for which it has been active and executing retrieval tasks. A higher value of standard 
deviation implies that the utilization of the system is skewed and the load balancing is not 
effective and vice versa [5]. 
 
2.6.2 Makespan 
A central problem in scheduling theory is to design a schedule such that the last finishing time 
of the given jobs (also called makespan) is minimized [15]. This problem is called the 
minimum makespan scheduling. The makespan of a job allocation problem refers to the time by 
which the last task in a given set of tasks is completed. In our problem, tasks arrive 
continuously and so we find the makespan metric only for a finite set of tasks and assume it 
reflects upon the performance of the entire system. A smaller makespan means the algorithm 
will be more efficient at allocating jobs and provide lesser over response time and better 
throughput.  
In the next chapter, we shall discuss the different algorithms in detail that are used to 
implement the policies discussed above and compare their performances across these 
performance parameters and interpret the results. 
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In this chapter we divert our focus to presenting the several algorithms that implement the 
policies discussed in the previous chapter. In all, four algorithms have been discussed –     
IORE-M, DBBS, WAL and RAT. These are variants of the algorithms suggested two existing 
load balancing policies – CPU based load balancing and CPU-memory based load balancing 
that have been discussed earlier [1]. Since our tasks are I/O intensive, we consider I/O aware 
load balancing techniques. We have also proposed an algorithm that also takes into account the 
CPU load for a task. In the sections below we describe each of these algorithms. 
 
3.1 Algorithms for IO intensive task allocation 
 
3.1.1. IO-aware Load Balancing 
For a task j arriving at a local node i, the IORE-M ( IO aware )[1] scheme attempts to balance 
I/O resources in the following four main steps. This algorithm uses the IO load attribute of the 
tasks to calculate the IO load on each server using equation 2.7. It then finds the threshold due 
to IO load on each server using equation 2.8.  
This algorithm has two stages. In the first stage the decision making criteria is not used and the 
tasks are simply allocated to the servers on a FCFS basis till all servers are loaded. In the second 
stage the decision making of allocation is done using the IO threshold mechanism. This has an 
advantage that the overhead for the entire algorithm is reduced because the initial stage does 
not incur the server selection overhead. 
 
Chapter   
3         I/O intensive Load Balancing Policies 
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Algorithm 1 - IORE-M 
Input: 
• Si , Ri and Bidisk values for all the nodes used to calculate Di for each node 
• The set of incoming tasks having Poisson distributed inter-arrival time and their I/O 
explicit I/O requirements 
Output: A valid schedule for the task set. 
 
Steps of execution – 
1. For the first n tasks (where n is the number of servers) in the system allocate the first n tasks 
to the n nodes in a FCFS sequence. 
2. Calculate I/O load of node i by adding task j's explicit and implicit I/O load as per the 
formula 2.5.  
3. Calculate the I/O threshold of each node based on Equation 2.8.  
For all the subsequent tasks, 
4. Pre-allocate to each server in turn and re-compute the load and threshold for it.  
5. If all the nodes are overloaded, allocate the task to the server which has the lowest absolute 
difference between the current load and the current threshold.  
6. Else allocate the task to the server which has the highest absolute difference between the 
current load and the current threshold. 
7. Repeat step 4-6 till all tasks are allocated. 
 
3.1.2. Disk Performance based Best Server algorithm 
In this section, we present a centralized task allocation algorithm that utilizes the disk 
heterogeneity of the servers to allocate tasks in balanced manner. In this algorithm, the selection 
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criteria for the server to which the task will be allocated is based on its disk performance. This 
algorithm is based on the fact that the most powerful node, in terms of its disk IO capability 
should handle the highest IO load. The load then contributes to changing the disk performance 
parameter which leads to a dynamic adjustment of task handling capabilities of each node. 
Algorithm 2 - DBBS 
Input: 
• Si , Ri and Bidisk values for all the nodes 
• The set of incoming tasks having Poisson distributed inter-arrival time and their I/O 
explicit I/O requirements 
Output: A valid schedule for the set of tasks 
 
The steps of execution are as follows: 
1. Calculate the value of Di for each node, taking davg=0 as given in formula 2.1 
2. Construct a max-heap of the nodes based on the values of Di  
3. For each task present in the queue on the master server, perform the following steps 
a. Extract the node present on top of the heap and allocate the task to that node. The disk 
performance threshold Dth which is defined as –  
                       Dth = ( Di/∑  ࢔ࢌୀ૙ Df ) x Loadtotposs                                             (3.1) 
Where the Loadtotposs parameter represents the total static load that can be produced to 
the entire set of tasks on the system irrespective of what kind of load it is. 
If the selected node is found overloaded after allocation of the task, consider the next 
element on the heap. 
b.       If it is already servicing a task, add the new task in the node’s own queue. 
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c. Increment the value of dtotal for that node by the amount of I/O data to be retrieved in 
the task where dtotal is the total amount of I/O data transferred at the node due to all the 
tasks on that node. 
d. Compute davg for the node and recalculate its Di  
e. Re-compute the heap 
3.1.3. CPU and IO based Best Server algorithm (Weighted Average Load) 
          For every node i, the weighted load index defined in WAL is the weighted average of the 
required resource load including both CPU and IO based resources: 
 
Load (i) = Wio x Loadio(i) + Wcpu x Loadcpu(i)             (3.2) 
           
WAL dispatches the job to a node with the smallest value of the load index. In our experiments, 
the WIO and WCPU parameters are computed dynamically on basis of the tasks that are allocated 
by finding the average ratio between their CPU and IO strengths. We know that I/O and CPU 
are not equally important in the workload[7]  since our system model deals mainly with IO 
intensive tasks of a retrieval based nature so the first weight is generally smaller than the 
second. The formulae to calculate Loadio(i) is mentioned in chapter 2 under equation 2.7. For 
calculating Loadcpu(i), we shall use the formula –  
    Loadcpu(i) =  Li x ( max j=1->n( Cj ))/Ci              (3.3) 
 Where Li is the no. of tasks on node i and Ci is the cpu performance of node i 
Algorithm 3 - WAL 
Input: 
• The set of incoming tasks having Poisson distributed inter-arrival time and their I/O 
explicit I/O requirements 
 
  26 
• The CPU / IO breakdown of task strength of each task 
 Output: 
• A valid schedule for the set of scheduled tasks. 
 The Steps of execution are follows:  
1. For each task in the system perform the following steps: 
a. Scan all the nodes to determine which has the least load value 
b. If the IO load on the server exceeds the threshold, select the next least loaded server. 
c. Assign the task to that node, in case of tie decide arbitrarily. 
d. Re compute the load for the node which was just loaded with the task. 
e. Re-compute the threshold value for the node. 
2. Repeat till all tasks are allocated.  
 
3.1.4 Random Allocation using IO Threshold 
In this algorithm, the server to which the task is allocated is selected in a random manner if the 
server to which it is initially allocated is found to be overloaded using the IO threshold 
discussed previously.  
Algorithm 4 – RAT 
Input: 
• The set of incoming tasks having Poisson distributed inter-arrival time and their I/O 
explicit I/O requirements 
Output: 
• A valid schedule for the set of tasks. 
 The Steps of execution are follows: 
1.  For each task in the system perform the following steps: 
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 a. Calculate the I/O load on each server as given in formula 2.7 
 b. Calculate the I/O threshold on each server as given in formula 2.8 
 c. Select a server at random from all the under-loaded servers. 
d. Check if it is under-loaded even after allocating the task. If it’s not, repeat step 1c. If it 
is overloaded select one more server at random that after being allocated is still under 
loaded. 
2. Repeat till all tasks are allocated. 
 
All these algorithms are suitable for IO intensive workloads. A more versatile algorithm can be 
proposed to deal with all kinds of workloads. This algorithm would take into account the three 
characteristics of each task namely the memory, CPU and IO. It is presented in the section 
below. 
 
3.2 IO-CPU-Memory based Load balancing 
Since the main target of the IORE-M policy is exclusively I/O-intensive workload, IORE-M is 
unable to maintain a high performance when the workload tends to be CPU- or memory-
intensive which is a possibility for a different kind of web application. To overcome this 
limitation of IORE-M, a new approach, referred to as IOCMRE, attempts to achieve the effective 
usage of CPU and memory in addition to I/O resources in heterogeneous clusters. More 
specifically, when the explicit I/O load of a node is greater than zero, the I/O-based policy will 
be leveraged by IOCMRE as an efficient means to make load-balancing decisions. When the 
node exhibits no explicit I/O load, either the memory-based or the CPU-based policy will be 
utilized to balance the system load. In other words, if the node has implicit I/O load due to 
page faults, load-balancing decisions are made by the memory-based policy. On the other hand, 
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the CPU-based policy is used when the node is able to fulfill the accumulative memory 
requirements of all tasks running on it. 
 
Algorithm 5 – IOCMRE 
Input:  
• The set of incoming tasks having Poisson distributed inter-arrival time and their I/O 
explicit I/O requirements 
• CPU and Memory and IO requirements of each task  
• CPU and Memory and disk performance capabilities of each node. 
Output: 
• A valid schedule for the set of tasks  
Steps of Execution: 
1. For each task do the following steps: 
a. Allocate the first task j at node i by means of the IORE-M policy discussed above. 
b. If IO(j) + ෌ IOሺi, jሻ ௡௝ୀଵ  > 0 then use the same policy IORE-M to allocate jobs 
c. Else if page(i,j) +  ෌ pageሺi, jሻ ௡௝ୀଵ > 0 use a memory based policy to allocate jobs 
d. Else use the CPU based policy to allocate jobs. 
e. Repeat the above steps till all tasks are allocated. 
 
This algorithm has not been implemented by us and just proposed here to illustrate a complete 
approach to allocate tasks under a wide range of workload conditions. In the next chapter, we 
discuss the simulation of the four algorithms mentioned above and compare them with respect 
to the performance metrics given in chapter 2. 
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The task allocation problem for n servers has been proved to be a NP complete problem [14]. 
There are basically three approaches to solve a NP complete problem. It can be simulated to 
find results or it can be solved using an approximation algorithm or the exact algorithm that 
finds it actual solution can be used. We use the first approach to solve this problem. The details 
of the simulation framework and the related results have been described in the subsequent 
pages.  
4.1 Simulation Environment:  
In this section we shall be discussing the several important assumptions made before the 
simulation of these algorithms was undertaken. We also discuss an experiment that was 
conducted to fix the number of nodes in the architectural model assumed in the previous 
chapter. 
 
4.2 Finding the right number of servers 
Before simulation was undertaken, a series of steps were carried out to find the right number of 
servers that would be suitable for handling the set of tasks was found out by taking a sample set 
of 60 tasks that followed the specifications of the nature of tasks defined in the previous chapter. 
These tasks were scheduled on different numbers of servers starting from 1. Each time an 
experiment was performed using the random allocation policy mentioned above and the 
performance metric total make span of server allocation was measured. The results are 
illustrated by the graph given below. As we can observe, the increase in number of servers after 
Chapter   
4                                 Simulation and Results 
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a certain point does not help in increasing the balancing of load or task allocation time by a 
major factor. This can be viewed in the light of Amdahl’s law [10].  
 
Figure 4.1 Determining no. of servers 
 
 
These are the assumptions while the simulation of the algorithms was undertaken – 
 
1. When we begin simulation for a set of nodes, we assume that we start from a zero 
state. It means that all the servers are now allocated zero tasks.  
2. The values of all data items required for simulation have been either taken in a 
random fashion to maintain uniformity or from standard sources. 
3. A fully connected network is simulated without considering the communication 
costs for any algorithm because the model proposed consists of servers arranged in a 
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high speed LAN system and the costs remain negligible in comparison to costs due 
to retrieval. 
4. A simple disk model [1] is used for considering IO load on each of the tasks in the 
proposed system framework. 
5. The service time for each IO access is the summation of seek time, rotational latency 
and transfer time. 
6. The file sizes for each of the tasks have been assumed to be of size between 100 to 
10000 bytes generated by the Weibull distribution with a mean of 2024 bytes. 
7. The system has been considered to be heterogeneous only with respect to its disk 
performance and its heterogeneity Hd is calculated according to the formula given in 
the previous chapter. The values of Hd for different systems has been mentioned in 
table 4.1. 
8. The redirection overhead due to virtual IP in the load balancer is not included while 
simulating because it remains indifferent to the algorithm used and hence not a 
suitable parameter to be included in the framework of comparison.  
9. A unit amount of the value that represents the task strength is serviced in a unit 
amount of time. The real time elapsed has no relation with the time needed for task 
execution. 
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4.3 Results:  
We have simulated the four algorithms on four different system models differing only in their 
disk performance parameters. The CPU and Memory sizes are kept same for all of these four 
systems. The disk parameters are represented in the table 4.1 below. 
 
 
System Seek Time (ms) 
Rotational 
Latency (ms) 
Bandwidth 
(MB/s) 
Heterogeneity 
A 5.3 – 8.98 3 – 5.07 3.72 – 20 0.1428 
B 4.9 – 9.78 2.5 – 6.91 2.42 - 26 0.1945 
C 3.99 – 10.68 2.9 – 8.87 2.12 - 32 0.2321 
D 6.83 3.86 10.7 0 
 
Table 4.1: Disk parameters for various systems of varying heterogeneity  
 
From the table above, it is evident that system D is homogenous and the heterogeneity level 
increases from system A through system C. The disk heterogeneity is calculated using equation 
2.3 from the second chapter. 
The standard deviation values of server utilizations of different algorithms have been compared 
in figure 4.1 under increasing levels of disk heterogeneity that is in terms of System D, System 
A, System B and System C respectively. 
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Figure 4.2: Comparison of standard deviation of server utilizations of different algorithms on different systems 
 
From the above graph, it can be seen that IORE-M algorithm performs best across all systems 
while its own performance is improved as the level of heterogeneity increases. The first part of 
this can be explained by considering the fact that this algorithm takes into account IO loads at 
each node due to allocated tasks and most of the tasks are IO intensive. And since the algorithm 
computes the IO load of each node using a factor that involves the ratio of disk performances, a 
more spread disk performance of all the nodes helps in choosing the threshold effectively.  
(Higher values of standard deviation metric imply lower performance and vice versa). DBBS 
algorithm shows the worst performance. The RAT and WAL algorithms show mediocre 
performance in all the systems. RAT’s performance shows no interpretable trend as the level of 
heterogeneity increases because the algorithm does not take into account the disk performances 
or the I/O load on the nodes. 
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Figure 4.3 Comparison of scheduling makespan of different algorithms on different systems 
 
From Figure 4.2 above, we see that the makespan metric virtually follows the standard 
deviation metric. This asserts the consistency of our algorithms. DBBS algorithm does not 
consider the IO load on any node while allocating tasks, rather it considers only a threshold 
defined solely on basis on total system load which is static and depends on disk performance. 
As a result, the servers with the better performing disks get most of the tasks and this leads to 
low performance. The WAL algorithm is better than both RAT and DBBS for both the metrics. 
 
We also simulated the IORE-M algorithm over a less IO intensive and more CPU intensive 
workload. It is called as IORE-M degraded in this case. In this experiment, it was seen that its 
performance degraded. Clearly, this algorithm is designed only for a task with an IO intensive 
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The replication of web site data and information across a cluster of heterogeneous web servers 
is essential for web applications or web sites that cater to a large number of users due to the 
rapid growth of internet traffic. Following this, load balancing plays a crucial role in adhering to 
the required QOS parameters by allocating the user tasks to each of the nodes in an efficient 
manner.  
For a web application that uses file sharing and involves heavy data access from web servers 
thus dedicating more proportion of the total load to IO intensive tasks, IO aware load balancing 
policies are needed. The IORE-M algorithm was found to the best among the four algorithms 
considered for all the systems which show diverse levels of heterogeneity However, for a 
system which also services tasks that have a varied distribution of CPU, IO and Memory, the 
WAL algorithm is likely to perform better. The IOCMRE algorithm is also an apt choice for an 
environment of this kind but it has higher runtime overhead.  
The proposed model thus solves the problem mentioned at the start of the thesis but within a 
framework that is limited by several assumptions. An actual implementation however, will 
enforce the results in support of the work done by simulation in this study. 
Chapter                                          
   5                                                    Conclusion 
 
 
  37 
  Chapter  
     6      Future Enhancements  
 
The approach proposed through out the study suffers from certain limitations which have 
already been discussed in the first chapter. The work done by us can be suitably extended in 
several other directions as suggested.  
1. Considering a distributed model of load allocation instead of the centralized master load 
balancer model is a good choice for taking this work father due to a number of reasons. 
Resources can be shared and the reliability and fault tolerance is greatly increased. Also 
it is possible that some of the algorithms may be intrinsically more suitable to a 
distributed kind of node structure. 
2. Developing an intelligent or adaptive load balancing algorithm which uses heuristics to 
determine which algorithm based either on more weight to CPU, IO or memory load or 
any viable combination of these factors to use in a given situation for a task allocation 
problem depending on the current system state. 
3. Considering a task model in which the requests or tasks which have the potential to be 
parallel executed but are limited due to the sharing of resources with other tasks or 
some other form of control dependency. 
4. The study of multimedia based web applications and the special requirements of such 
task allocation schemes in systems like video on demand [17] which are basically 
retrieval based systems presents a challenge. 
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5. The break up of individual tasks into finer elements and their concurrent execution or 
data retrieval by methods like striping can improve the performance of almost all 
algorithms in this area. 
6. The entire data or information to be stored for the web application need not always be 
replicated on all the servers. This leads to unnecessary costs and infrastructure 
maintenance. Considering selective replication depending upon the average system 
loading and QOS can be an area where work can be extended on the framework 
proposed in this study. 
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