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Abstract—This paper describes a novel algorithmic framework
to minimize a finite-sum of functions available over a network of
nodes. The proposed framework, that we call GT-VR, is stochastic
and decentralized, and thus is particularly suitable for problems
where large-scale, potentially private data, cannot be collected or
processed at a centralized server. The GT-VR framework leads to
a family of algorithms with two key ingredients: (i) local variance
reduction, that enables estimating the local batch gradients from
arbitrarily drawn samples of local data; and, (ii) global gradient
tracking, which fuses the gradient information across the nodes.
Naturally, combining different variance reduction and gradient
tracking techniques result into different algorithms with valuable
practical tradeoffs and design considerations.
Our focus in this paper is on two instantiations of the GT-VR
framework, namely GT-SAGA and GT-SVRG, that, similar to
their centralized counterparts (SAGA and SVRG), exhibit a com-
promise between space and time. We show that both GT-SAGA
and GT-SVRG achieve accelerated linear convergence for smooth
and strongly convex problems and further describe the regimes
in which they achieve non-asymptotic, network-independent
convergence rates that are faster with respect to the existing
decentralized schemes. Moreover, we show that both algorithms
achieve a linear speedup in such regimes, in that, the total number
of gradient computations required at each node is reduced by
a factor of 1/n, where n is the number of nodes, compared to
their centralized counterparts that process all data at a single
node. Extensive simulations illustrate the convergence behavior
of the corresponding algorithms.
Index Terms—Decentralized optimization, stochastic gradient
methods, variance reduction, multi-agent systems.
I. INTRODUCTION
In this paper, we consider decentralized finite-sum mini-
mization problems that take the following form:
P1 : min
x∈Rp
F (x) , 1
n
n∑
i=1
fi(x), fi(x) ,
1
mi
mi∑
j=1
fi,j(x),
where each cost function fi : Rp → R is private to a node i, in
a network of n nodes, and is further subdivided into an average
of mi component functions {fi,j}mij=1. This formulation has
found tremendous interest over the past decade and has been
studied extensively by the signal processing, control, and
machine learning communities [1]–[4]. When the dataset is
large-scale and further contains private information, it is not
feasible to communicate and process the entire dataset at a
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central location. Decentralized stochastic methods thus are
preferable as they not only benefit from local (short-range)
communication but also exhibit a low computation complexity
by sampling and processing small subsets of data, at each
node i, instead of the entire local batch of mi functions.
Decentralized stochastic gradient descent (DSGD) was in-
troduced in [3]–[5], which combines network fusion with local
stochastic gradients and has been popular in various decen-
tralized learning tasks. However, the performance of DSGD is
mainly impacted by two components: (i) the variance of the
local stochastic gradient at each node; and, (ii) the dissimilarity
between the datasets across the nodes. In this paper, we
propose a novel algorithmic framework, namely GT-VR, that
systematically addresses both of these aspects of DSGD by
building an estimate of the global descend direction ∇F at
each node based on local stochastic gradients. In particular, the
GT-VR framework leads to a family of algorithms with two
key ingredients: (i) local variance reduction, that estimates the
local batch gradients
∑
j ∇fi,j from arbitrarily drawn samples
of local data; and, (ii) global gradient tracking, which uses the
aforementioned gradient estimates and fuses them across the
nodes to track the global gradient
∑
i fi. Naturally, existing
methods for variance reduction, such as SAG [6], SAGA [7],
SVRG [8], SARAH [9], and gradient tracking, e.g., DAC [10]–
[13] and dynamic average diffusion [14], are all valid choices
for the two components in GT-VR and lead to various design
choices and practical tradeoffs.
This paper focuses on smooth and strongly convex prob-
lems, where simple schemes, such as SAGA and SVRG, are
shown to obtain linear convergence and strong performance
in the centralized settings. These two methods are extensively
studied and exhibit a compromise between space and time,
i.e., SAGA, in practice, demonstrates improved converge time
in contrast to SVRG [7], [15], however at the expense of
additional storage requirements. Consequently, we consider
the following two instantiations of the GT-VR framework:
(i) GT-SAGA, which is an incremental gradient method that re-
quires O(pmi) storage cost at each node i; and, (ii) GT-SVRG,
which is a hybrid gradient method that does not require ad-
ditional storage but computes local full gradients periodically,
which leads to stringent requirements on network synchroniza-
tion and may add latency to the overall implementation.
Related work: Significant progress has been made recently
towards decentralized first-order methods. Examples include
EXTRA [16], Exact-Diffusion [17], DLM [18], methods
based on gradient-tracking [11]–[13], [19]–[27]; these full
gradient methods, based on certain bias-correction principles,
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2achieve linear convergence to the optimal solution for smooth
and strongly convex problems and improve upon the well-
known DGD [2], where a constant step-size leads to a linear
but inexact convergence. Several stochastic variants of EX-
TRA, Exact-Diffusion, and gradient tracking methods have
been recently studied in [28]–[34]; these methods, due to the
variance of the stochastic gradients, converge sub-linearly to
the optimal solution with decaying step-sizes and outperform
their deterministic counterparts when local data batches are
large and low-precision solutions suffice [15]. Linear conver-
gence has been obtained with the help of variance reduction
where existing decentralized stochastic methods include [35]–
[39]. The proposed GT-VR framework leads to accelerated
convergence rates over the related stochastic methods; a de-
tailed comparison will be revisited in Sections II and IV.
Main contributions: We enlist the main contributions of this
paper as follows:
(i) We describe GT-VR, a novel algorithmic framework to
minimize a finite sum of functions over a decentralized
network of nodes.
(ii) Focusing on two particular instantiations of GT-VR,
GT-SAGA and GT-SVRG, we show how different com-
binations of variance reduction and gradient tracking po-
tentially lead to valuable practical considerations in terms
of storage, computation, and communication tradeoffs.
(iii) We show that both GT-SAGA and GT-SVRG achieve
accelerated linear convergence for smooth and strongly
convex problems.
(iv) We characterize the regimes in which GT-SAGA and
GT-SVRG achieve non-asymptotic, network-independent
convergence rates and exhibit a linear speedup, in that,
the total number of gradient computations at each node is
reduced by a factor of 1/n compared to their centralized
counterparts that process all data at a single node.
To the best of our knowledge, GT-SAGA and GT-SVRG are
the first decentralized stochastic methods that show provable
network-independent linear convergence and linear speedup
without requiring the expensive computation of dual gradients
or proximal mappings of the cost functions.
Outline of the paper: Section II develops the class of decen-
tralized VR algorithms proposed in this paper while Section III
presents the main convergence results and a detailed compar-
ison with the state-of-the-art. Section IV provides extensive
numerical simulations to illustrate the convergence behavior of
the proposed methods. Section V presents a unified approach
to cast and analyze the proposed algorithms. Sections VI
and VII contain the convergence analysis for GT-SAGA and
GT-SVRG, respectively, and Section VIII concludes the paper.
Basic notation: We use lowercase bold letters to denote
vectors and ‖ · ‖ to denote the Euclidean norm of a vector.
The matrix Id is the d× d identity, and 1d (resp. 0d) is
the d-dimensional column vector of all ones (resp. zeros). For
two matrices X,Y ∈ Rd×d, X ⊗ Y denotes their Kronecker
product. The spectral radius of a matrix X is denoted by ρ(X),
while its spectral norm is denoted by |||X |||. The weighted in-
finity norm of x = [x1, · · · , xd]> given a positive weight vec-
tor w = [w1, · · · , wd]> is defined as ‖x‖w∞ = maxi |xi|/wi
and ||| · |||x∞ is the matrix norm induced by ‖ · ‖w∞.
II. ALGORITHM DEVELOPMENT
In this section, we systematically build the proposed GT-VR
framework and describe its two instantiations, GT-SAGA and
GT-SVRG. To this aim, we consider DSGD [2]–[4], a well-
know decentralized version of stochastic gradient descent, and
its convergence guarantee for smooth and strongly convex
problems as follows. Let x∗ denote the unique minimizer of
Problem P1 and xki ∈ Rp denote the estimate of x∗ at node i
and iteration k of DSGD. The update of DSGD is given by
xk+1i =
∑n
r=1 wirx
k
r − α · ∇fi,ski (xki ), k ≥ 0, (1)
where the matrix W = {wir} ∈ Rn×n collects the weights
that each node assigns to its neighbors and the index ski is
chosen uniformly at random from the set {1, . . . ,mi} at each
iteration k. Assuming bounded variance of ∇fi,ski (xki ), i.e.,
E[‖∇fi,ski (x
k
i )−∇fi(xki )‖2 | xki ] ≤ ν2, ∀i, k,
and cost functions to be smooth and strongly convex, it can be
shown that with an appropriate constant step-size α the mean-
squared error E[‖xki − x∗‖2], at each node i, decays linearly
to a steady state error such that [31]
limsup
k→∞
1
n
n∑
i=1
E
[∥∥xki − x∗∥∥2] = O(αν2
nµ
+
α2κ2ν2
1− σ +
α2κ2ζ2
(1− σ)2
)
,
(2)
where ζ2 := 1n
∑n
i=1 ‖∇fi (x∗)‖22 and (1− σ) is the spectral
gap of the weight matrix W . In other words, DSGD with a
constant step-size converges linearly but is sub-optimal. With
a decaying step-size αk = O(1/k), DSGD converges to the
optimal solution but at a slower sub-linear rate O(1/k) [34].
The proposed GT-VR framework completely gets rid of the
steady state error of DSGD in (2) due to the presence of ν2
and ζ2 and therefore achieves a robust and fast convergence.
A. The GT-VR framework
The proposed GT-VR framework combines two well-known
techniques from recent centralized and decentralized optimiza-
tion literature to systematically eliminate the steady-state error
of DSGD and as a consequence recovers linear convergence to
the exact solution. The framework has two key ingredients:
(i) Local Variance Reduction: GT-VR removes the perfor-
mance limitation due to the variance ν2 of the stochastic gra-
dients by asymptotically estimating the local full gradient ∇fi,
at each node i, based on randomly drawn samples from the
local dataset. Many variance reduction schemes, e.g., [6]–[9],
are applicable here and a suitable one can be chosen according
to the application of interest and problem specifications.
(ii) Global Gradient Tracking: The other error source ζ2
is due to the fact that ∇fi(x∗) 6= 0p,∀i, in general, because
of the difference between the local and global cost functions.
This issue is addressed with the help of a gradient tracking
technique [10]–[14] that fuses the local gradient estimates
(obtained from the local variance reduction procedures) to
track the global gradient.
Our focus in this paper is on smooth and strongly convex
problems for which the variance reduction methods SAGA [7]
and SVRG [8], in centralized settings, are shown to achieve
strong practical performance and theoretical guarantee. These
3two methods contrast each other, in that, they can be viewed
as a compromise between space and time [7], where SAGA re-
quires additional storage but, in practice, demonstrates faster
convergence as compared to SVRG, where additional storage
is not required. Additionally, the two methods are build upon
different variance-reduction principles, i.e., SAGA is a random-
ized incremental gradient method, whereas SVRG is a hybrid
gradient method that evaluates full gradients periodically in
addition to stochastic gradient computations at each iteration,
as will be detailed further. We thus explicitly focus on these
two methods in this paper, formally described next.
1) GT-SAGA: Algorithm 1 formally describes the SAGA-
based implementation of GT-VR. To implement the gradient
estimator, each node i maintains a table of component gradi-
ents {∇fi,j(zki,j)}mij=1, where zki,j is the most recent iterate
at which ∇fi,j was evaluated up to iteration k. At each
iteration k, each node i samples an index ski uniformly at
random from the local indies {1, · · · ,mi} and computes its
local gradient estimator as
gki = ∇fi,ski
(
xki
)−∇fi,ski (zki,ski )+ 1mi ∑mij=1∇fi,j(zki,j).
After gki is computed, the s
k
i -th element in the gradient table is
replaced by∇fi,ski (xki ), while other entries remain unchanged.
The local estimators gki ’s are then fused over the network to
compute yki , which tracks the global gradient ∇F at each
node i, and is used as the descend direction to update the
local estimate xki of the optimal solution. Clearly, each local
estimator gki approximates the local full gradient ∇fi in an
incremental manner via the average of the past component
gradients in the table. This implementation procedure results
in a storage cost of O(pmi) at each node i, which can be
reduced to O(mi) for certain structured problems [6], [7].
Algorithm 1 GT-SAGA at each node i
Require: x0i ; z1i,j = x0i , ∀j ∈ {1, · · · ,mi}; α; {wir}nr=1;
y0i = g
0
i = ∇fi(x0i ).
1: for k = 0, 1, 2, · · · do
2: Update the local estimate of the solution:
xk+1i =
∑n
r=1wirx
k
r − αyki ;
3: Select sk+1i uniformly at random from {1, · · · ,mi};
4: Update the local stochastic gradient estimator:
gk+1i = ∇fi,sk+1i
(
xk+1i
)−∇fi,sk+1i (zk+1i,sk+1i )
+ 1mi
∑mi
j=1∇fi,j
(
zk+1i,j
)
;
5: If j = sk+1i , then z
k+2
i,j = x
k+1
i,j ; else z
k+2
i,j = z
k+1
i,j .
6: Update the local gradient tracker:
yk+1i =
∑n
r=1wiry
k
r + g
k+1
i − gki ;
7: end for
2) GT-SVRG: Algorithm 2 formally describes the SVRG-
based implementation of GT-VR. In contrast to GT-SAGA
that approximates the local full gradient via past stochastic
gradients, GT-SVRG realizes variance reduction by computing
the entire local full gradients ∇fi, periodically. GT-SVRG
may be considered as a “double loop” method, where each
node i, at every outer loop update {xtTi }t≥0, calculates a local
full gradient ∇fi(xtTi ) that is retained in the subsequent inner
loop iterations to update the local gradient estimator vki , i.e.,
for k ∈ [tT, (t+ 1)T − 1],
vki = ∇fi,ski
(
xki
)−∇fi,ski (xtTi )+∇fi(xtTi ).
Clearly, GT-SVRG eliminates the need of storing the most
recent component gradients at each node and thus has a
favorable storage cost in contrast to GT-SAGA. However, this
advantage comes at the expense of evaluating two stochastic
gradients ∇fi,ski
(
xki
)
and ∇fi,ski
(
xtTi
)
at every iteration, in
addition to calculating the full local gradient ∇fi periodically.
See Remarks 1 and 2 for additional discussion.
Algorithm 2 GT-SVRG at each node i
Require: x0i ; τ 0i = x0i ; α; {wir}nr=1; T ; y0i = v0i = ∇fi(x0i ).
1: for k = 0, 1, 2, · · · do
2: Update the local estimate of the solution:
xk+1i =
∑n
r=1wirx
k
r − αyki ;
3: Select sk+1i uniformly at random from {1, · · · ,mi};
4: If mod(k+1, T )=0 then τ k+1i =x
k+1
i ; else τ
k+1
i =τ
k
i .
5: Update the local stochastic gradient estimator:
vk+1i = ∇fi,sk+1i
(
xk+1i
)−∇fi,sk+1i (τ k+1i )
+∇fi
(
τ k+1i
)
;
6: Update the local gradient tracker:
yk+1i =
∑n
r=1wiry
k
r + v
k+1
i − vki ;
7: end for
III. MAIN RESULTS
The convergence results for GT-SAGA and GT-SVRG are
established under the following assumptions.
Assumption 1. The global cost function F is µ-strongly
convex, i.e., ∀x,y ∈ Rp and for some µ > 0, we have
F (y) ≥ F (x) + 〈∇F (x),y − x〉+ µ
2
‖x− y‖2.
We note that under Assumption 1, the global cost function F
has a unique minimizer, denoted as x∗.
Assumption 2. Each local cost function fi,j is L-smooth,
i.e., ∀x,y ∈ Rp and for some L > 0, we have
‖∇fi,j(x)−∇fi,j(y)‖ ≤ L‖x− y‖.
Clearly, under Assumption 2, the global cost F is also L-
smooth and L ≥ µ. We use Q := L/µ to denote the condition
number of the global cost F .
Assumption 3. The weight matrix W = {wir} associated
with the network G is primitive and doubly stochastic.
Assumption 3 is not only restricted to undirected graphs and
is further satisfied by the class of strongly-connected directed
graphs that admit doubly stochastic weights. This assumption
implies that the second largest singular value σ of W is less
than 1, i.e, σ =
∣∣∣∣∣∣W − 1n1n1>n ∣∣∣∣∣∣ < 1 [40].
4We denote M := maximi and m := minimi, where mi
is the number of local component functions at node i. The
main convergence results of GT-SAGA and GT-SVRG are
summarized respectively in the following theorems.
Theorem 1 (Mean-square convergence of GT-SAGA). Let
Assumptions 1, 2, and 3 hold. If the step-size α in GT-SAGA
is such that
α = min
{
O
(
1
µM
)
,O
(
m
M
(1−σ)2
LQ
)}
,
then we have: ∀k ≥ 0, ∀i ∈ {1, · · · , n}, and for some c > 0,
E
[∥∥xki − x∗∥∥2] ≤ c(1−min{O ( 1M ) ,O (mM (1−σ)2Q2 )})k.
GT-SAGA thus achieves an -optimal solution of x∗ in
O
(
max
{
M, Mm
Q2
(1−σ)2
}
log 1
)
component gradient computations (iterations) at each node.
Theorem 2 (Mean-square convergence of GT-SVRG). Let
Assumptions 1, 2, and 3 hold. If the step-size α and the
length T of the inner loop are such that
α = O
(
(1−σ)2
LQ
)
, T = O
(
Q2 logQ
(1−σ)2
)
,
then we have: ∀t ≥ 0, ∀i ∈ {1, · · · , n}, and for some c > 0,
E
[∥∥xtTi − x∗∥∥2] ≤ c · 0.7t
GT-SVRG thus achieves an -optimal solution of x∗ in
O
((
M + Q
2 logQ
(1−σ2)2
)
log 1
)
component gradient computations at each node.
From Theorem 1 and 2, we immediately obtain the asymp-
totic linear rate of GT-SAGA and GT-SVRG on almost every
sample path, following directly from Chebyshev’s inequality
and the Borel-Cantelli lemma; see Lemma 7 for details.
Corollary 1 (Almost sure convergence of GT-SAGA). Let
Assumptions 1, 2 and 3 hold. For the choice of the step-size α
in Theorem 1, we have: ∀i ∈ {1, · · · , n},
P
(
lim
k→∞
γ−kg
∥∥xki − x∗∥∥2 = 0) = 1,
where γg = 1−min
{O (M−1) ,O (mM−1(1− σ)2Q−2)}.
Corollary 2 (Almost sure convergence of GT-SVRG). Let
Assumptions 1, 2 and 3 hold. For the choice of the step-
size α and the length T of the inner loop in Theorem 2, we
have: ∀i ∈ {1, · · · , n},
P
(
lim
t→∞(0.7 + δ)
−t ∥∥xtTi − x∗∥∥2 = 0) = 1,
where δ > 0 is an arbitrary small constant.
We discuss some salient features of the proposed algorithms
next and compare them with the state-of-the-art both in theory
and via numerical experiments.
Remark 1 (Big data regime). When each node has a large
dataset such that M = m ≈ Q2(1− σ)−2, we note that both
GT-SAGA and GT-SVRG, achieve an -optimal solution with
a network-independent component gradient computation com-
plexity of O(M log 1 ) at each node; in contrast, centralized
SAGA and SVRG, that process all data on a single node,
require O((nM +Q) log 1 ) ≈ O(nM log 1 ) component gra-
dient computations [7], [8]. GT-SAGA and GT-SVRG there-
fore achieve a non-asymptotic, linear speedup in this big data
regime, i.e., the number of component gradient computations
required per node is reduced by a factor of 1/n compared
with their centralized counterparts1.
Remark 2 (GT-SAGA versus GT-SVRG). It can be observed
from Theorems 1 and 2 that when data samples are unevenly
distributed across the nodes, i.e., Mm  1, GT-SVRG achieves
a lower gradient computation complexity than GT-SAGA.
However, an uneven data distribution may adversely impact
the practical implementation of GT-SVRG. This is because
GT-SVRG requires a highly synchronized communication net-
work as all nodes need to evaluate their local full gradients
every T iterations and cannot proceed to the next inner loop
until all nodes complete this local computation. As a result,
the nodes with smaller datasets have a relatively long idle
time at the end of each inner loop that leads to an increase in
overall wall-clock time. Indeed, the inherent trade-off between
GT-SAGA and GT-SVRG is the network synchrony versus
the gradient storage. For structured problems, where the
component gradients can be stored efficiently, GT-SAGA may
be preferred due to its flexibility of implementation and less
dependence on network synchronization. Conversely, if the
problem of interest is large-scale, i.e., m is very large, and
storing all component gradients is not feasible, GT-SVRG may
become a more appropriate choice.
Remark 3 (Communication complexities). Note that since
GT-SAGA incurs one communication round per node at each
iteration, its total communication complexity is the same as
its iteration complexity, i.e., O
(
max
{
M, Mm
Q2
(1−σ)2
}
log 1
)
.
For GT-SVRG, we note that a total number of O(log 1 ) outer-
loop iterations are required, where each outer-loop iteration
incurs T = O (Q2 logQ(1− σ)−2) rounds of communication
per node, leading to a total communication complexity of
O (Q2 logQ(1− σ)−2 log 1 ). Clearly, in a big data regime
where each node has a large dataset, GT-SVRG achieves a
lower communication complexity than GT-SAGA.
Remark 4 (Comparison with Related Work). Existing de-
centralized variance-reduced (VR) gradient methods include:
DSA [35] that integrates EXTRA [16] with SAGA [7] and
was the first decentralized VR method; DAVRG that combines
Exact Diffusion [17] and AVRG [41]; DSBA [37] that uses
proximal mapping [42] to accelerate DSA; Ref. [38] that
applies edge-based method [43] to DSA; and ADFS [39]
that is a decentralized version of the accelerated randomized
proximal coordinate gradient method [44] based on the dual of
Problem P1. In Table 1, we compare the total component gra-
dient computation complexity at each node of GT-SAGA and
1We emphasize that linear speedup, although desirable and somewhat
plausible, is not necessarily true for decentralized methods in general. In
other words, the advantage of parallelizing an algorithm over n nodes may
not naturally result into a performance improvement of 1/n.
5GT-SVRG with several state-of-the-art decentralized variance-
reduced methods that solve Problem P1, where, for the
simplicity of presentation, we assume that all nodes have
the same number m˜ of local functions, i.e., M = m = m˜.
Clearly, GT-SAGA and GT-SVRG improve upon the conver-
gence rates in terms of the joint dependence on Q and m˜,
especially in the “big data” scenarios where m˜ is very large.
We note that DSBA [37] and ADFS [39], both achieve better
a gradient computation complexity albeit at the expense of
computing the proximal mapping of a component function at
each iteration that is in general very expensive. Finally, it
is worth noting that all existing decentralized VR methods re-
quire symmetric weight matrices and thus undirected networks.
In contrast, GT-SAGA and GT-SVRG only require doubly
stochastic weights and therefore can be implemented over
directed graphs that admit doubly stochastic weights [45],
providing a more flexible topology design.
TABLE I
PERFORMANCE COMPARISON IN TERMS OF COMPONENT GRADIENT
COMPUTATION COMPLEXITY AT EACH NODE
Algorithm Complexity
DSA [35] O
(
max
{
m˜Q, Q
4
1−σ ,
1
(1−σ)2
}
log 1

)
Diffusion-AVRG [36] linear (no explicit rate)
GT-SAGA (this work) O
(
max
{
m˜, Q
2
(1−σ)2
}
log 1

)
GT-SVRG (this work) O
((
m˜+ Q
2 logQ
(1−σ)2
)
log 1

)
IV. NUMERICAL EXPERIMENTS
In this section, we numerically demonstrate the conver-
gence behavior of GT-SAGA and GT-SVRG under different
regimes of interest and compare their performances with the-
state-of-the-art decentralized stochastic first-order algorithms
under different graph topologies and datasets. We consider a
decentralized training problem where a network of n nodes
with m data samples locally at each node cooperatively finds a
regularized logistic regression model for binary classification:
F (x) =
1
n
n∑
i=1
1
m
m∑
j=1
log
[
1 + e{−(x>θij)ξij}
]
+
λ
2
‖x‖22,
where θij ∈ Rp denotes the feature vector of the j-th data
sample at the i-th node, ξij ∈ {−1,+1} is the corresponding
binary label, and λ is a regularization parameter to prevent
overfitting of the training data. The datasets in question are
summarized in Table II and all feature vectors are normalized
to be unit vectors, i.e., ‖θij‖ = 1,∀i, j. The graph topolo-
gies under considerations, shown in Fig 1, are directed ring
graphs, directed exponential graphs, and undirected nearest-
neighbor geometric graphs, all with self loops. We note that
the directed ring graph has the weakest connectivity among
all strongly-connected graphs; directed exponential graphs,
where each node sends information to the nodes 20, 21, 22, · · ·
hops away, are sparse yet well-connected and therefore are
often preferable when one has the freedom to design the
graph topology; undirected nearest-neighbor geometric graphs,
where two nodes are connected if they are in physical vicinity,
are weakly-connected and often arise in ad hoc settings such
as robotics swarms, IoTs, and edge computing networks. The
doubly stochastic weights for directed ring and exponential
graphs are chosen as uniform weights, while the weights for
geometric graphs are generated by the Metropolis rule [46].
The parameters of all algorithms in all cases are manually
tuned for best performance. We characterize the performance
of the algorithms in question in terms of the optimality gap
and model accuracy on the test sets over epochs, where one
epoch represents m gradient computations at each node.
TABLE II
SUMMARY OF DATASETS USED IN NUMERICAL EXPERIMENTS. ALL
DATASETS ARE AVAILABLE IN LIBSVM [47].
Dataset train (N = nm) dimension (p) test
Fashion-MNIST 10,000 784 4,000
Covertype 400,000 54 181,012
CIFAR-10 10,000 3,072 2,000
Higgs 90,000 28 8,050
a9a 32,560 123 16,282
w8a 49,740 300 14,960
A. Big data regime: Non-asymptotic network-independence
convergence and linear speedup
In this subsection, we demonstrate the convergence be-
havior of GT-SAGA and GT-SVRG in the big data regime,
i.e., m ≈ Q2(1− σ)−2. To this aim, we choose 500,000
training samples from the Covertype dataset, equally dis-
tributed in a network of n = 10 nodes such that each node
has m = 50,000 data samples and set the regularization
parameter as λ = 0.01 that leads to Q ≈ 25, where Q is
the condition number of F . We test the performance of
GT-SAGA and GT-SVRG over different graph topologies, i.e.,
the directed ring, the directed exponential, and the complete
graph with 10 nodes; the second largest singular eigenvalues
of the weight matrices associated with these three graphs
are σ = 0.951, 0.6, 0, respectively. It can be verified that
the big data condition holds for the optimization problem
defined on these three graphs. The experimental results are
shown in Fig. 2 (left and middle) and we observe that, in
this big data regime, the convergence rates of GT-SAGA
and GT-SVRG are not affected by the network topology.
We next illustrate the speedup of GT-SAGA and GT-SVRG
compared with their centralized counterparts. The speedup is
characterized as the ratio of the number of component gradient
computations required for centralized SAGA and SVRG that
execute on a single node over the number of component
gradient computations required at each node for GT-SAGA
and GT-SVRG to achieve the optimality gap of 10−13. It can
be observed in Fig 2 (right) that linear speedup is achieved
for both methods.
B. Comparison with the state-of-the-art
In this subsection, we compare the performances of the
proposed GT-SAGA and GT-SVRG with the state-of-the-art
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Fig. 1. The directed ring graph with 10 nodes, directed exponential graph with 10 nodes, and an undirected geometric graph with 200 nodes.
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Fig. 2. The convergence behavior of GT-SAGA and GT-SVRG in the big data regime: (Left and Middle) Non-asymptotic, network-independent convergence;
(Right) Linear speedup compared with respect to centralized SAGA and SVRG that process all data on a single node.
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Fig. 3. Performance comparison of GT-SAGA and GT-SVRG with DSGD and GT-DSGD on the directed exponential graph with n = 10 nodes over the
Fashion-MNIST, Covertype, and CIFAR-10 datasets. The top row shows the optimality gap, while the bottom row shows the corresponding test accuracy.
decentralized stochastic first-order gradient algorithms over
the datasets in Table II, i.e., DSGD, GT-DSGD, DSA, and
DAVRG. We consider constant step-sizes for DSGD and GT-
DSGD. Throughout this subsection, we set the regularization
parameter as λ = (nm)−1 for better test accuracy [6], [36].
We first consider the directed exponential graph with n = 10
nodes that typically arise e.g., in data centers [48] where data is
divided among a small number of very well-connected nodes.
Note that DSA and DAVRG are not applicable to directed
graphs since they require symmetric weight matrices. We thus
compare the performances of GT-SAGA, GT-SVRG, DSGD
and GT-DSGD, presented in Figs. 3 and 4. It can be observed
that the performances of DSGD and GT-DSGD are similar in
this case, both of which linearly converge to a neighborhood
of the optimal solution. On the other hand, GT-SAGA and
GT-SVRG linearly converge to the exact optimal solution and,
moreover, achieve better test accuracy faster.
We next consider a large-scale undirected geometric graph
with n = 200 nodes that commonly arises e.g., in ad hoc
network scenarios. The experimental result is presented in
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Fig. 4. Performance comparison of GT-SAGA and GT-SVRG with DSGD and GT-DSGD on the directed exponential graph with n = 10 nodes over the Higgs,
a9a, and w8a datasets. The top row presents the optimality gap, while the bottom row presents the corresponding test accuracy.
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Fig. 5. Comparison of GT-SAGA and GT-SVRG with DSGD, GT-DSGD, DSA, and DAVRG on an undirected nearest-neighbor geometric graph with n = 200
nodes over the Fashion-MNIST, Higgs, and a9a datasets. The top row shows the optimality gap, while the bottom row shows the corresponding test accuracy.
Fig. 5. We note that in this case GT-DSGD outperforms DSGD
since the graph is not well-connected; this observation is con-
sistent with [15], [31]. The performance of decentralized VR
methods, GT-SAGA, GT-SVRG, DSA and DAVRG are rather
comparable, all of which significantly outperform DSGD and
GT-DSGD in terms of both optimality gap and test accuracy.
However, we note that the theoretical guarantees of DSA and
DAVRG are relatively weak, compared with that of GT-SAGA
and GT-SVRG; see Table I.
Finally, we observe that across all experiments shown in
Figs. 3, 4, and 5, GT-SAGA exhibit faster convergence than
GT-SVRG, at the expense of the storage cost of the gradient
table at each node, demonstrating the space (storage) and time
(convergence rate) tradeoffs of the SAGA and SVRG type
variance reduction procedures.
V. CONVERGENCE ANALYSIS:
A GENERAL DYNAMICAL SYSTEM APPROACH
Our goal is to develop a unified analysis framework for
the GT-VR family of algorithms. To this aim, we first present
a dynamical system that unifies the GT-VR algorithms and
develop the results that can be used in general; see [12],
8[26], [27], [49] for similar approaches that do not involve local
variance reduction schemes. Next, in Sections VI and VII, we
specialize this dynamical system for GT-SAGA and GT-SVRG
in order to formally derive Theorems 1 and 2.
Recall that xki ∈ Rp denotes the GT-VR estimate of the
optimal solution x∗, at node i and iteration k, which iteratively
descends in the direction of the global gradient tracker yki ∈
Rp. Concatenating xki ’s and yki ’s in column vectors xk,yk,
both in Rpn, and defining W :=W ⊗ Ip, we can write the
estimate update of GT-VR as
xk+1 =Wxk − αyk, (3)
which is applicable to both GT-SAGA and GT-SVRG. The
gradient tracking step (based on dynamic consensus [10]) next
is given by
yk+1 =Wyk + rk+1 − rk, (4)
where rk ∈ Rpn concatenates local variance-reduced gradi-
ent estimators rki ’s, all in Rp, which are given by gki ’s in
GT-SAGA and by vki ’s in GT-SVRG. For the initial conditions,
we have y0 = r0 ∈ Rp and x0 ∈ Rp is arbitrary.
Clearly, (3)-(4) are applicable to the GT-VR framework in
general and the specialized algorithm of interest from this
family can be obtained by using the corresponding variance-
reduced estimator. We therefore first analyze the dynamical
system (3)-(4), on top of which the specialized results for
GT-SAGA and GT-SVRG are derived subsequently.
A. Preliminaries
To proceed, we define several auxiliary variables that will
aid the subsequent convergence analysis as follows.
xk :=
1
n
(
1>n ⊗ Ip
)
xk, yk :=
1
n
(
1>n ⊗ Ip
)
yk,
rk :=
1
n
(
1>n ⊗ Ip
)
rk,
∇f(xk) := [∇f1(xk1)>, . . . ,∇fn(xkn)>]>,
∇f(xk) := 1
n
(
1>n ⊗ Ip
)∇f(xk).
We recall that (4) is a stochastic gradient tracking method [30],
[32], [49] as an application of dynamic consensus [10]. It is
straightforward to verify by induction that [10]:
rk = yk, ∀k ≥ 0.
Clearly, the randomness of both GT-SAGA and GT-SVRG lies
in the set of independent random variables {ski }k≥1i={1,··· ,n}. We
denote Fk as the history of the dynamical system generated
by {sti}t≤k−1i={1,··· ,n}. For both GT-SAGA and GT-SVRG, rki is
an unbiased estimator of ∇fi(xki ) given Fk [7], [8], i.e.,
E
[
rk|Fk] = ∇f(xk), E [yk|Fk] = E [rk|Fk] = ∇f(xk).
In the following, we first present a few well-known results re-
lated to decentralized gradient tracking methods whose proofs
can be found in, e.g., [12], [13], [26], [27].
Lemma 1. Let Assumption 1 and 2 hold. If 0 < α ≤ 1L , we
have ‖x− α∇F (x)− x∗‖ ≤ (1− µα) ‖x− x∗‖, ∀x ∈ Rp.
Lemma 2. Let Assumption 2 hold. Consider the iterates {xk}
generated by the dynamical system (3)-(4). We have that∥∥∇f(xk)−∇F (xk)∥∥ ≤ L√
n
∥∥xk −W∞xk∥∥ ,∀k ≥ 0.
Lemma 3. Let Assumption 3 hold. We have that ∀x ∈ Rnp,
‖Wx−W∞x‖ ≤ σ ‖x−W∞x‖, where W∞ = 1n1
>
n
n ⊗ Ip.
B. Auxiliary Results
In this subsection, we analyze the general dynamical sys-
tem (3)-(4) by establishing the interrelationships between
the mean-squared consensus error E
[‖xk −W∞xk‖2], net-
work optimality gap E
[‖xk − x∗‖2] and gradient tracking
error E
[‖yk −W∞yk‖2].
Lemma 4. Let Assumption 3 hold. Consider the iterates {xk}
generated by (3)-(4). We have the following hold: ∀k ≥ 0,
E
[∥∥∥xk+1 −W∞xk+1∥∥∥2] ≤ 1 + σ2
2
E
[∥∥∥xk −W∞xk∥∥∥2]
+
2α2
1− σ2E
[∥∥∥yk −W∞yk∥∥∥2] . (5)
E
[∥∥∥xk+1 −W∞xk+1∥∥∥2] ≤ 2E [∥∥∥xk −W∞xk∥∥∥2]
+ 2α2E
[∥∥∥yk −W∞yk∥∥∥2] . (6)
Proof. Using (3) and the fact that W∞W =W∞, we have:∥∥xk+1 −W∞xk+1∥∥2
=
∥∥Wxk −W∞xk − α (yk −W∞yk)∥∥2 (7)
Next, we use Young’s inequality that ‖a+b‖2 ≤ (1+η)‖a‖2+
(1 + 1η )‖b‖2,∀a,b ∈ Rnp,∀η > 0, and Lemma 3 in (7) to
obtain: ∀k ≥ 0,∥∥xk+1 −W∞xk+1∥∥2 ≤ (1 + η)σ2 ∥∥xk −W∞xk∥∥2
+
(
1 + η−1
)
α2
∥∥yk −W∞yk∥∥2
Setting η as 1−σ
2
2σ2 and 1 in the above inequality respectively
leads to (5) and (6).
Next, we establish an inequality for E
[∥∥xk+1 − x∗∥∥2].
Lemma 5. Let Assumptions 1, 2 and 3 hold. Consider the
iterates {xk} generated by (3)-(4). If 0 < α ≤ 1L , we have
the following inequalities hold: ∀k ≥ 0,
E
[
n
∥∥xk+1 − x∗∥∥2] ≤ L2α
µ
E
[∥∥xk −W∞xk∥∥2]
+ (1− µα)E [n‖xk − x∗‖2]
+
α2
n
E
[∥∥rk −∇f(xk)∥∥2] . (8)
E
[
n
∥∥xk+1 − x∗∥∥2] ≤ 2L2α2E [∥∥xk −W∞xk∥∥2]
+ 2E
[
n‖xk − x∗‖2]
+
α2
n
E
[∥∥rk −∇f(xk)∥∥2] . (9)
Proof. Multiplying 1
>
n⊗Ip
n to (3), we have that ∀k ≥ 0,
xk+1 = xk − αyk = xk − αrk.
9We expand E
[‖xk+1 − x∗‖2|Fk] as follows.
E
[∥∥xk+1 − x∗∥∥2 |Fk]
= E
[∥∥xk − α∇F (xk)− x∗ + α (∇F (xk)− rk)∥∥2 |Fk]
=
∥∥xk − α∇F (xk)− x∗∥∥2 + α2E [∥∥∇F (xk)− rk|∥∥2 Fk]
+ 2α
〈
xk − α∇F (xk)− x∗,∇F (xk)−∇f(xk)
〉
, (10)
where in the last equality we used that E
[
rk|Fk] = ∇f(xk).
Next, we expand and simplify E
[∥∥∇F (xk)− rk∥∥2 |Fk]:
E
[∥∥∇F (xk)− rk∥∥2 |Fk]
=
∥∥∇F (xk)−∇f(xk)∥∥2 + E [∥∥∇f(xk)− rk∥∥2 |Fk] (11)
where we used the fact that〈
∇F (xk)−∇f(xk),E [∇f(xk)− rk|Fk] 〉 = 0.
For the last term in (11), we have that:
E
[∥∥∇f(xk)− rk∥∥2 |Fk]
=
1
n2
E
∥∥∥∥∥
n∑
i=1
(
rki −∇fi(xki )
)∥∥∥∥∥
2 ∣∣∣Fk

=
1
n2
E
[∥∥rk −∇f(xk)∥∥2 |Fk] , (12)
where in the equality above we used the fact that {rki }ni=1
are independent from each other and from Fk and there-
fore E
[∑
i 6=j
〈
rki −∇fi(xki ), rkj −∇fj(xkj )
〉|Fk] = 0. Now,
we use (11), (12) and Lemma 1 in (10) to obtain:
E
[∥∥xk+1 − x∗∥∥2 |Fk]
≤ (1− µα)2‖xk − x∗‖2 + α2 ∥∥∇F (xk)−∇f(xk)∥∥2
+ 2α(1− µα)∥∥xk − x∗∥∥∥∥∇F (xk)−∇f(xk)∥∥
+
α2
n2
E
[∥∥rk −∇f(xk)∥∥2 |Fk] . (13)
Finally, we apply Young’s inequality such that
2α
∥∥xk − x∗∥∥∥∥∇F (xk)−∇f(xk)∥∥
≤ µα ∥∥xk − x∗∥∥2 + µ−1α ∥∥∇F (xk)−∇f(xk)∥∥2
and
∥∥∇f(xk)−∇F (xk)∥∥ ≤ L√
n
∥∥xk −W∞xk∥∥ ,∀k ≥ 0,
from Lemma 2 to (13) and take the total expectation; the
resulting inequality is exactly (8). Similarly, using
2α
∥∥xk − x∗∥∥∥∥∇F (xk)−∇f(xk)∥∥
≤∥∥xk − x∗∥∥2 + α2 ∥∥∇F (xk)−∇f(xk)∥∥
and Lemma (2) in (13) leads to (9).
Next, we derive an inequality for E
[‖yk+1 −W∞yk+1‖2].
Lemma 6. Let Assumption 2 and Assumption 3 hold. Consider
the iterates {yk} generated by (3)-(4). If 0 < α ≤ 1
4
√
2L
, we
have the following inequality hold: ∀k ≥ 0,
E
[∥∥yk+1 −W∞yk+1∥∥2]
≤ 33L
2
1− σ2E
[∥∥xk −W∞xk∥∥2]+ L2
1− σ2E
[
n
∥∥xk − x∗∥∥2]
+
(
(1 + σ2)
2
+
32L2α2
1− σ2
)
E
[∥∥yk −W∞yk∥∥2]
+
5
1− σ2E
[∥∥rk −∇f(xk)∥∥2]
+
4
1− σ2E
[∥∥rk+1 −∇f(xk+1)∥∥2] .
Proof. Using (4) and the fact that W∞W =W∞, we have:∥∥yk+1 −W∞yk+1∥∥2
=
∥∥Wyk + rk+1 − rk −W∞ (Wyk + rk+1 − rk)∥∥2
=
∥∥Wyk −W∞yk + (Inp −W∞) (rk+1 − rk)∥∥2 . (14)
To proceed from (14), we use Young’s inequality that ‖a +
b‖2 ≤ (1+η)‖a‖2+(1+ 1η )‖b‖2,∀a,b ∈ Rnp with η = 2σ
2
1−σ2
and that ||| Inp −W∞ ||| = 1 together with Lemma 3 to obtain:∥∥yk+1 −W∞yk+1∥∥2
≤
(
1 +
1− σ2
2σ2
)∥∥Wyk −W∞yk∥∥2
+
(
1 +
2σ2
1− σ2
)∥∥(Inp −W∞) (rk+1 − rk)∥∥2
≤ 1 + σ
2
2
∥∥yk −W∞yk∥∥2 + 2
1− σ2
∥∥rk+1 − rk∥∥2 . (15)
We then take the total expectation to obtain:
E
[∥∥yk+1 −W∞yk+1∥∥2]
≤ 1 + σ
2
2
E
[∥∥yk −W∞yk∥∥2]+ 2
1− σ2E
[∥∥rk+1 − rk∥∥2]
(16)
Now, we derive an upper bound for E[‖rk+1 − rk‖2]. Firstly,
E
[
‖rk+1 − rk‖2
]
≤ 2E
[
‖rk+1 − rk − (∇f(xk+1)−∇f(xk))‖2
]
+ 2E
[
‖∇f(xk+1)−∇f(xk)‖2
]
≤ 2E
[
‖rk −∇f(xk)‖2
]
+ 2E
[
‖rk+1 −∇f(xk+1)‖2
]
+ 2L2E
[
‖xk+1 − xk‖2
]
(17)
where in the last inequality above we used that
E
[〈rk+1 −∇f(xk+1), rk −∇f(xk)〉]
= E
[
E
[〈rk+1 −∇f(xk+1), rk −∇f(xk)〉|Fk+1]] = 0.
We next bound E
[∥∥xk+1 − xk∥∥2]. Using (3) leads to:∥∥xk+1 − xk∥∥2 =∥∥Wxk − αyk − xk∥∥2
=
∥∥(W − Inp) (xk −W∞xk)− αyk∥∥2
≤ 8∥∥xk −W∞xk∥∥2 + 2α2 ∥∥yk∥∥2 , (18)
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where in (18) we used the fact that |||W − Inp ||| ≤ 2. We
then denote ∇f(x∗) := [∇f1(x∗)>, · · · ,∇fn(x∗)>]> and
note that (1>n ⊗ Ip)∇f(x∗) = 0p. We bound ‖yk‖ as follows.∥∥yk∥∥ =∥∥∥yk −W∞yk +W∞rk −W∞∇f(xk)
+W∞∇f(xk)−W∞∇f(x∗)
∥∥∥
≤∥∥yk −W∞yk∥∥+ ∥∥rk −∇f(xk)∥∥
+ L
∥∥xk − (1n ⊗ Ip)x∗∥∥
≤∥∥yk −W∞yk∥∥+ ∥∥rk −∇f(xk)∥∥
+ L
∥∥xk −W∞xk∥∥+√nL ∥∥xk − x∗∥∥ ,
where in the first equality we used yk = rk,∀k ≥ 0. Squaring
the above inequality obtains the following:∥∥yk∥∥2 ≤ 4L2 ∥∥xk −W∞xk∥∥2 + 4nL2 ∥∥xk − x∗∥∥2
+ 4
∥∥yk −W∞yk∥∥2 + 4 ∥∥rk −∇f(xk)∥∥2 . (19)
Using (19) in (18) with the requirement that 0 < α ≤ 1
4
√
2L
and taking the total expectation, we have:
E
[∥∥∥xk+1 − xk∥∥∥2]
≤ 8.25E
[∥∥∥xk −W∞xk∥∥∥2]+ 0.25E [n∥∥∥xk − x∗∥∥∥2]
+ 8α2E
[∥∥∥yk −W∞yk∥∥∥2]+ 8α2E [∥∥∥rk −∇f(xk)∥∥∥2] . (20)
Finally, we apply (20) in (17) with 0 < α ≤ 1
4
√
2L
to obtain:
E
[∥∥rk+1 − rk∥∥2]
≤ 16.5L2E
[∥∥xk −W∞xk∥∥2]+ 0.5L2E [n∥∥xk − x∗∥∥2]
+ 16α2L2E
[∥∥yk −W∞yk∥∥2]
+ 2.5E
[∥∥rk −∇f(xk)∥∥2]+ 2E [∥∥rk+1 −∇f(xk+1)∥∥2]
Using the above inequality in (16) completes the proof.
We finally present a general convergence result on a se-
quence of random variables that converge linearly in the
mean-square sense. We note that this result is implied in the
probability literature; see [50] for example. For the sake of
completeness, we present its proof here.
Lemma 7. Let {Xk}k≥0 be a sequence of random variables
such that E[|Xk|] ≤ γk for some 0 < γ < 1. Then we have
P
(
lim
k→∞
(γ + δ)−k|Xk| = 0
)
= 1,
where δ > 0 is an arbitrary positive constant.
Proof. By Chebyshev’s inequality, we have: ∀ > 0,∀δ > 0,
P
(
(γ + δ)−k|Xk| > 
) ≤ −1E[(γ + δ)−k|Xk|]
≤ −1(γ/(γ + δ))k.
Summing the inequality above over k, we obtain:
∞∑
k=0
P
(
(γ + δ)−k|Xk| > 
) ≤ −1 ∞∑
k=0
( γ
γ + δ
)k
<∞.
By the Borel-Cantelli lemma,
P
(
(γ + δ)−k|Xk| >  for infinitely many k
)
= 0,
and the proof follows.
We note that Lemma 7 states that the non-asymptotic linear
convergence of a sequence of random variables in the mean-
square sense implies its asymptotic linear convergence in the
almost sure sense. As a consequence, Corollaries 1 and 2 will
be immediately at hand once Theorems 1 and 2 are established.
With the help of the auxiliary results on the general dy-
namical system (3)-(4) established in this section, we now
derive explicit convergence rates for the proposed algorithms,
GT-SAGA and GT-SVRG, in the next sections.
VI. CONVERGENCE ANALYSIS OF GT-SAGA
In this section, we establish the mean-square linear con-
vergence of GT-SAGA described in Algorithm 1. Following
the unified representation in (3)-(4), we recall that the local
gradient estimator rki is given by g
k
i in GT-SAGA, i.e., ∀i ∈
{1, · · · , n},∀k ≥ 1,
gki = ∇fi,ski
(
xki
)−∇fi,ski (zki,ski )+ 1mi ∑mij=1∇fi,j(zki,j),
where ski is selected uniformly at random from {1, · · · ,mi}
and the auxiliary variable zki,j is the most recent iterate where
the component gradient ∇fi,j was evaluated before time k.
A. Bounding the variance of the gradient estimator
We first derive an upper bound for E
[‖gk −∇f(xk)‖2]
that is the variance of the gradient estimator gk. To do this,
we define tki as the averaged optimality gap of the auxiliary
variables of {zki,j}mij=1 at node i as follows:
tki :=
1
mi
∑mi
j=1
∥∥zki,j − x∗∥∥2 , tk :=∑ni=1 tki . (21)
The following lemma shows that tk has an intrinsic contraction
property. Recall that M = maximi and m = minimi.
Lemma 8. Consider the iterates {tk} generated by GT-SAGA.
We have the following holds: ∀k ≥ 1,
E
[
tk+1
] ≤(1− 1
M
)
E
[
tk
]
+
2
m
E
[∥∥xk −W∞xk∥∥2]
+
2
m
E
[
n
∥∥xk − x∗∥∥2] .
Proof. Recall Algorithm 1 and note that ∀k ≥ 1, zk+1i,j = zki,j
with probability 1 − 1mi and z
k+1
i,j = x
k
i with probability
1
mi
given Fk. Then we have the following holds: ∀i,∀k ≥ 1,
E
[
tk+1i |Fk
]
=
1
mi
mi∑
j=1
E
[∥∥∥zk+1i,j − x∗∥∥∥2 |Fk]
=
1
mi
mi∑
j=1
E
[(
1− 1
mi
)∥∥∥zki,j − x∗∥∥∥2 + 1
mi
∥∥∥xki − x∗∥∥∥2 ∣∣∣Fk]
=
(
1− 1
mi
)
tki +
1
mi
∥∥∥xki − x∗∥∥∥2
≤
(
1− 1
M
)
tki +
2
m
∥∥∥xki − xk∥∥∥2 + 2
m
∥∥∥xk − x∗∥∥∥2 (22)
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The proof follows by summing (22) over i and taking the total
expectation.
In the next lemma, we bound the stochastic gradient vari-
ance E
[‖gk −∇f(xk)‖2] by the mean-square consensus error
and the optimality gap of xk and tk.
Lemma 9. Let Assumption 2 hold. Consider the iterates {gk}
generated by GT-SAGA. Then we have the following inequal-
ity hold: ∀k ≥ 1,
E
[∥∥∥gk −∇f(xk)∥∥∥2] ≤ 4L2E [∥∥∥xk −W∞xk∥∥∥2]
+ 4L2E
[
n
∥∥∥xk − x∗∥∥∥2]+ 2L2E [tk] .
Proof. Recall the local gradient estimator gki from Algo-
rithm 1 and proceed as follows.
E
[∥∥gki −∇fi(xki )∥∥2 |Fk]
= E
[∥∥∥∇fi,ski (xki )−∇fi,ski (zki,ski )
−
(
∇fi(xki )− 1mi
∑mi
j=1∇fi,j
(
zki,j
)) ∥∥∥2∣∣∣Fk]
≤ E
[∥∥∥∇fi,ski (xki )−∇fi,ski (zki,ski )∥∥∥2 ∣∣∣Fk
]
= 1mi
∑mi
j=1
∥∥∥ (∇fi,j(xki )−∇fi,j(x∗))
+
(∇fi,j(x∗)−∇fi,j(zki,j)) ∥∥∥2
≤ 2L2 ∥∥xki − x∗∥∥2 + 2L2tki
≤ 4L2 ∥∥xki − xk∥∥2 + 4L2 ∥∥xk − x∗∥∥2 + 2L2tki , (23)
where the second inequality uses the standard conditional
variance decomposition
E
[∥∥aki − E [aki |Fk]∥∥2 |Fk]
= E
[∥∥aki ∥∥2 |Fk]− ∥∥E [aki |Fk]∥∥2 ≤ E [∥∥aki ∥∥2 |Fk] , (24)
with aki = ∇fi,ski
(
xki
)−∇fi,ski (zki,ski ). The proof follows by
summing (23) over i and taking the total expectation.
Lemma 9 clearly shows that as xki and z
k
i,j approach to an
agreement on x∗, the variance of the gradient estimator decays
to zero. We have the following corollary.
Corollary 1. Let Assumption 2 and 3 hold. Consider the
iterates {gk} generated by GT-SAGA. If 0 < α ≤ 1
4
√
2L
,
then the following inequality holds ∀k ≥ 0,
E
[∥∥gk+1 −∇f(xk+1)∥∥2]
≤ 12.75L2E
[∥∥xk −W∞xk∥∥2]+ 12.5L2E [n∥∥xk − x∗∥∥2]
+ 8L2α2E
[∥∥yk −W∞yk∥∥2]+ 2.25L2E [tk] .
Proof. Following directly from Lemma 9, we have: ∀k ≥ 0,
E
[∥∥gk+1 −∇f(xk+1)∥∥2]
≤ 4L2E
[∥∥xk+1 −W∞xk+1∥∥2]+ 4L2E [n∥∥xk+1 − x∗∥∥2]
+ 2L2E
[
tk+1
]
.
Using (6), (9) and Lemma 8 in the inequality above leads to
the following: if 0 < α ≤ 1
4
√
2L
,
E
[∥∥gk+1 −∇f(xk+1)∥∥2]
≤ 12.25L2E
[∥∥xk −W∞xk∥∥2]+ 12L2E [n‖xk − x∗‖2]
+ 8L2α2E
[∥∥yk −W∞yk∥∥2]
+ 2L2E
[
tk
]
+ 0.125E
[∥∥gk −∇f(xk)∥∥2] .
The proof follows by applying Lemma 9.
B. Main results for GT-SAGA
With the bounds on the gradient variance for GT-SAGA
derived in the previous subsection, we are now able to refine
the inequalities obtained for the general dynamical system (3)-
(4) in Section V and derive the explicit convergence rates
for GT-SAGA. First, we apply the upper bound on E[‖gk −
∇f(xk)‖2] in Lemma 9 to (8) to obtain: ∀k ≥ 0,
E
[
n
∥∥xk+1 − x∗∥∥2]
≤ L2α
(
1
µ
+
4α
n
)
E
[∥∥xk −W∞xk∥∥2]
+
(
1− µα+ 4L
2α2
n
)
E
[
n‖xk − x∗‖2]+ 2L2α2
n
E
[
tk
]
.
If 0 < α ≤ 14µ , then 1µ + 4αn ≤ 2µ ; if 0 < α ≤ µn8L2 , then we
have 1− µα + 4L2α2n ≤ 1− µα2 . Therefore, if 0 < α ≤ µ8L2 ,
we have the following: ∀k ≥ 0,
E
[
n
∥∥xk+1 − x∗∥∥2]
≤ 2L
2α
µ
E
[∥∥xk −W∞xk∥∥2]+ (1− µα
2
)
E
[
n‖xk − x∗‖2]
+
2L2α2
n
E
[
tk
]
(25)
Second, we apply the upper bounds on E[‖gk − ∇f(xk)‖2]
and E[‖gk+1 −∇f(xk+1)‖2] in Lemma 9 and Corollary 1 to
Lemma 6 to obtain the following: ∀k ≥ 0,
E
[∥∥yk+1 −W∞yk+1∥∥2]
≤ 104L
2
1− σ2E
[∥∥xk −W∞xk∥∥2]+ 71L2
1− σ2E
[
n
∥∥xk − x∗∥∥2]
+
19L2
1− σ2E
[
tk
]
+
3 + σ2
4
E
[∥∥yk −W∞yk∥∥2] , (26)
if 0 < α ≤ 1−σ216L . To proceed, we write (5), (25), Lemma 8
and (26) jointly as a linear matrix inequality.
Proposition 1. Let Assumptions 1, 2, 3 hold and consider
the iterates {xk}, {yk}, {tk} generated by GT-SAGA. If the
step-size α follows 0 < α ≤ µ(1−σ)16L2 , we have: ∀k ≥ 1,
uk+1 ≤ Gαuk, (27)
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where uk ∈ R4 and Gα ∈ R4×4 are defined as follows:
uk =

E
[∥∥xk −W∞xk∥∥2]
E
[
n
∥∥xk − x∗∥∥2]
E
[
tk
]
E
[
L−2
∥∥yk −W∞yk∥∥2]

,
Gα =

1 + σ2
2
0 0
2α2L2
1− σ2
2L2α
µ
1− µα
2
2L2α2
n
0
2
m
2
m
1− 1
M
0
104
1− σ2
71
1− σ2
19
1− σ2
3 + σ2
4

.
Clearly, to show the linear convergence of GT-SAGA, it
suffices to derive the range of α such that ρ(Gα) < 1. To do
this, we present a useful lemma from [40].
Lemma 10. Let A ∈ Rd×d be non-negative and x ∈ Rd be
positive. If Ax ≤ βx for β > 0, then ρ(A) ≤ |||A |||x∞ ≤ β.
We are ready to prove Theorem 1 based on Proposition 1.
Proof of Theorem 1. Recall from Proposition 1 that if 0 <
α ≤ µ(1−σ)16L2 , we have uk+1 ≤ Gαuk. In the light of
Lemma 10, we solve for the range of the step-size α and
a positive vector  = [1, 2, 3, 4]
> such that the following
(entry-wise) linear matrix inequality holds:
Gα ≤
(
1− µα
4
)
, (28)
which can be written equivalently in the following form:
µα
4
+
2L2
1− σ2
4
1
α2 ≤ 1− σ
2
2
(29)
2L2
n
3α ≤ µ
4
2 − 2L
2
µ
1 (30)
µα
4
≤ 1
M
− 2
m
1
3
− 2
m
2
3
(31)
µα
4
≤ 1− σ
2
4
− 104
1− σ2
1
4
− 71
1− σ2
2
4
− 19
1− σ2
3
4
(32)
Clearly, that (30)–(32) hold for some feasible range of α is
equivalent to the RHS of (30)–(32) being positive. Based on
this observation, we will next fix the values of 1, 2, 3, 4 that
are independent of α. First, for the RHS of (30) to be positive,
we set 1 = 1, 2 = 8.5Q2, where Q = L/µ. Second, the RHS
of (31) being positive is equivalent to
3 >
2M
m
1 +
2M
m
2 =
2M
m
+
17MQ2
m
. (33)
We therefore set 3 = 20MQ
2
m . Third, we note that the RHS
of (32) being positive is equivalent to the following:
4 >
4
(1− σ2)2 (1041 + 712 + 193)
=
4
(1− σ2)2
(
104 + 603.5Q2 +
380MQ2
m
)
Note that 104+603.5Q2+ 380MQ
2
m ≤ 1087.5MQ
2
m . We therefore
set 4 = 8700(1−σ2)2
MQ2
m .
We now solve for the range of α from (29)–(32) given the
previously fixed 1, 2, 3, 4. From (30), we have that
α ≤ n
2L23
(
µ
4
2 − 2L
2
µ
1
)
=
m
M
n
320QL
. (34)
Moreover, it is straightforward to verify that if α satisfies
0 < α ≤ m
M
(1− σ2)2
320QL
(35)
then (29) holds. Next, to make (31) hold, it suffices to make α:
α ≤ 1
5µM
. (36)
Finally, to make (32) hold, it suffices to make
α ≤ 1− σ
2
2µ
. (37)
To summarize, combining (35)–(37), we conclude that if the
step-size α satisfies
0 < α ≤ α := min
{
1
5µM
,
m
320M
(1− σ2)2
LQ
}
, (38)
then (28) holds with some  > 0 and thus ρ (Gα) ≤ 1 − µα4
according to Lemma 10. Furhter if α = α, we have
ρ (Gα) ≤ 1−min
{
1
20M
,
m
1280M
(1− σ2)2
Q2
}
,
which completes the proof.
VII. CONVERGENCE ANALYSIS OF GT-SVRG
In this section, we conduct the complexity analysis of
GT-SVRG in Algorithm 2 based on the auxiliary results
derived for the general dynamical system (3)-(4) in Section V.
Recall from Algorithm 2 that the gradient estimator vki at
each node i in GT-SVRG is given by the following: ∀k ≥ 1,
choose ski uniformly at random in {1, · · · ,mi} and
vki = ∇fi,ski
(
xki
)−∇fi,ski (τ ki )+∇fi(τ ki ) (39)
where τ ki = x
k
i if mod(k, T ) = 0, where T is the length of
each inner loop iterations of GT-SVRG; otherwise τ ki = τ
k−1
i .
To facilitate the convergence analysis, we define an auxiliary
variable τ k := 1n
∑n
i=1 τ
k
i , ∀k ≥ 0.
A. Bounding the variance of the gradient estimator
We first bound the variance of the gradient estimator vki ,
following a similar procedure as the proof of Lemma 9.
Lemma 11. Let Assumption 2 hold and consider the it-
erates {vk} generated by GT-SVRG in Algorithm 2. The
following inequality holds ∀k ≥ 0:
E
[∥∥vk −∇f(xk)∥∥2]
≤ 4L2E
[∥∥xk −W∞xk∥∥2]+ 4L2E [n∥∥xk − x∗∥∥2]
+ 4L2E
[∥∥τ k −W∞τ k∥∥2]+ 4L2E [n∥∥τ k − x∗∥∥2] .
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Proof. We recall from Algorithm 2 the definition of each local
gradient estimator vki in GT-SVRG and proceed as follows.
E
[∥∥vki −∇fi(xki )∥∥2 |Fk]
= E
[∥∥∥∇fi,ski (xki )−∇fi,ski (τ ki )
− (∇fi(xki )−∇fi(τ ki )) ∥∥∥2∣∣∣Fk]
≤ E
[∥∥∥∇fi,ski (xki )−∇fi,ski (τ ki )∥∥∥2 ∣∣∣Fk
]
= 1mi
∑mi
j=1
∥∥∥ (∇fi,j(xki )−∇fi,j(x∗))
+
(∇fi,j(x∗)−∇fi,j(τ ki )) ∥∥∥2
≤ 2L2 ∥∥xki − x∗∥∥2 + 2L2 ∥∥τ ki − x∗∥∥2
≤ 4L2 ∥∥xki − xk∥∥2 + 4L2 ∥∥xk − x∗∥∥2
+ 4L2
∥∥τ ki − τ k∥∥2 + 4L2 ∥∥τ k − x∗∥∥2 , (40)
where in the second inequality we used the standard condi-
tional variance decomposition in (24). The proof follows by
summing (40) over i and taking the total expectation.
Lemma 11 shows that as xk and τ k progressively approach
the optimal solution x∗ of the Problem P1, the variance of the
gradient estimator vk goes to zero. We then immediately have
the following corollary.
Corollary 2. Let Assumption 2 hold and consider the iter-
ates {vk} generated by GT-SVRG. If 0 < α ≤ 18L , then the
following inequality holds ∀k ≥ 0:
E
[∥∥vk+1 −∇f(xk+1)∥∥2]
≤ 16.75L2E
[∥∥xk −W∞xk∥∥2]+ 16L2α2E [∥∥yk −W∞yk∥∥2]
+ 16.5L2E
[
n‖xk − x∗‖2]+ 4.5L2E [∥∥τ k −W∞τ k∥∥2]
+ 4.5L2E
[
n
∥∥τ k − x∗∥∥2] .
Proof. From Lemma 11, we have: ∀k ≥ 0,
E
[∥∥vk+1 −∇f(xk+1)∥∥2]
≤ 4L2E
[∥∥xk+1 −W∞xk+1∥∥2]+ 4L2E [n∥∥xk+1 − x∗∥∥2]
+ 4L2E
[∥∥τ k+1 −W∞τ k+1∥∥2]
+ 4L2E
[
n
∥∥τ k+1 − x∗∥∥2] . (41)
Recall that τ k+1 = xk+1 if mod(k + 1, T ) = 0; otherwise,
τ k+1 = τ k. We first derive upper bounds on the last two
terms in (41) for these two cases seperately. On the one hand,
if mod(k + 1, T ) 6= 0, we have that
4L2E
[∥∥τ k+1 −W∞τ k+1∥∥2]+ 4L2E [n ∥∥τ k+1 − x∗∥∥2]
= 4L2E
[∥∥τ k −W∞τ k∥∥2]+ 4L2E [n∥∥τ k − x∗∥∥2] . (42)
On the other hand, if mod(k + 1, T ) = 0, we have that
4L2E
[∥∥τ k+1 −W∞τ k+1∥∥2]+ 4L2E [n ∥∥τ k+1 − x∗∥∥2]
= 4L2E
[∥∥xk+1 −W∞xk+1∥∥2]
+ 4L2E
[
n
∥∥xk+1 − x∗∥∥2] . (43)
Therefore, combining (42) and (43), we have that ∀k ≥ 0:
4L2E
[∥∥∥τ k+1 −W∞τ k+1∥∥∥2]+ 4L2E [n∥∥∥τ k+1 − x∗∥∥∥2]
≤ 4L2E
[∥∥∥xk+1 −W∞xk+1∥∥∥2]+ 4L2E [n∥∥∥xk+1 − x∗∥∥∥2]
+ 4L2E
[∥∥∥τ k −W∞τ k∥∥∥2]+ 4L2E [n∥∥∥τ k − x∗∥∥∥2] (44)
Next, we apply (44) in (41) to obtain
E
[∥∥∥vk+1 −∇f(xk+1)∥∥∥2]
≤ 8L2E
[∥∥∥xk+1 −W∞xk+1∥∥∥2]+ 8L2E [n∥∥∥xk+1 − x∗∥∥∥2]
+ 4L2E
[∥∥∥τ k −W∞τ k∥∥∥2]+ 4L2E [n∥∥∥τ k − x∗∥∥∥2] . (45)
The proof follows by using (6), (9) in (45) with the help of
Lemma 11.
B. Main results for GT-SVRG
We now use the upper bounds on the variance of the
gradient estimator vk in GT-SVRG obtained in the previous
subsection to refine the inequalities derived for the general dy-
namical system (3)-(4) in Section V and establish the explicit
complexity for GT-SVRG. We first apply the upper bound
on E[‖vk−∇f(xk)‖2] in Lemma 11 to (9) to obtain ∀k ≥ 0:
E
[
n
∥∥xk+1 − x∗∥∥2]
≤ L2α
(
1
µ
+
4α
n
)
E
[∥∥xk −W∞xk∥∥2]
+
(
1− µα+ 4L
2
n
α2
)
E
[
n
∥∥xk − x∗∥∥2]
+
4L2α2
n
E
[∥∥τ k −W∞τ k∥∥2]
+
4L2α2
n
E
[
n
∥∥τ k − x∗∥∥2] . (46)
If 0 < α ≤ 14µ , we have ( 1µ + 4αn ) ≤ 2µ ; if 0 < α ≤ nµ8L2 , we
have 1− µα+ 4L2n α2 ≤ 1− µα2 . Therefore, if 0 < α ≤ µ8L2 ,
we have k ≥ 0:
E
[
n
∥∥∥xk+1 − x∗∥∥∥2]
≤ 2L
2α
µ
E
[∥∥∥xk −W∞xk∥∥∥2]+ (1− µα
2
)
E
[
n
∥∥∥xk − x∗∥∥∥2]
+
4L2α2
n
E
[∥∥∥τ k −W∞τ k∥∥∥2]+ 4L2α2
n
E
[
n
∥∥∥τ k − x∗∥∥∥2] .
(47)
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Next, we apply the upper bounds on E[‖vk − ∇f(xk)‖2]
and E[‖vk+1−∇f(xk+1)‖2] in Lemma 11 and Proposition 2
to Lemma 6 and obtain: ∀k ≥ 0,
E
[∥∥∥yk+1 −W∞yk+1∥∥∥2]
≤ 120L
2
1− σ2E
[∥∥∥xk −W∞xk∥∥∥2]+ 87L2
1− σ2E
[
n
∥∥∥xk − x∗∥∥∥2]
+
3 + σ2
4
E
[∥∥∥yk −W∞yk∥∥∥2]+ 38L2
1− σ2E
[∥∥∥τ k −W∞τ k∥∥∥2]
+
38L2
1− σ2E
[
n
∥∥∥τ k − x∗∥∥∥2] , (48)
if 0 < α ≤ 1−σ2
14
√
2L
. Now, we write Lemma 5, (47) and (48)
jointly in an entry-wise linear matrix inequality that character-
izes the evolution of GT-SVRG in the following proposition.
Proposition 2. Let Assumptions 1, 2 and 3 hold a nd Consider
the iterates {xk}, {yk}, {vk} generated by GT-SVRG. If the
step-size α follows 0 < α ≤ µ(1−σ2)
14
√
2L2
, then the following linear
matrix inequality hold ∀k ≥ 0:
uk+1 ≤ Jαuk +Hαu˜k, (49)
where uk, u˜k ∈ R3 and Jα, Hα ∈ R3×3 are defined as
follows:
uk =

E
[∥∥xk −W∞xk∥∥2]
E
[
n
∥∥xk − x∗∥∥2]
E
[‖yk−W∞yk‖2
L2
]
 , u˜k =

E
[∥∥τ k −W∞τ k∥∥2]
E
[
n
∥∥τ k − x∗∥∥2]
0
 ,
Jα =

1 + σ2
2
0
2α2L2
1− σ2
2L2α
µ
1− µα
2
0
120
1− σ2
87
1− σ2
3 + σ2
4
 ,
Hα =

0 0 0
4L2α2
n
4L2α2
n
0
38
1− σ2
38
1− σ2 0
 .
Recall that T is the number of the inner loop iterations
of GT-SVRG. We will show that the subsequence {utT }t≥0
of {uk}k≥0, which corresponds to the outer loop updates
of GT-SVRG, converges to zero linearly, based on which the
total complexity of GT-SVRG will be established, in terms of
the number of parallel local component gradient computations
required to find the solution x∗. Recall from Algorithm 2
that ∀k ≥ 0, τ k+1 = xk+1i if mod(k + 1, T ) = 0;
else τ k+1 = τ k. Therefore, ∀t ≥ 0 and tT ≤ k ≤ (t+1)T−1,
we have τ k = xtT . Based on this discussion, (49) can be
rewritten as the following dynamical system with delays:
uk+1 ≤ Jαuk +HαutT , ∀k ∈ [tT, (t+ 1)T − 1], ∀t ≥ 0.
We then recursively apply the above inequality over k to obtain
the evolution of the outer loop iterations {utT }t≥0:
u(t+1)T ≤
(
JTα +
∑T−1
l=0 J
l
αHα
)
utT , ∀t ≥ 0. (50)
Clearly, to show the linear decay of {utT }t≥0, it sufficies to
find the range of α such that ρ
(
JTα +
∑T−1
l=0 J
l
αHα
)
< 1. To
this aim, we first derive the range of α such that ρ(Jα) < 1.
Lemma 12. Let Assumptions 1, 2, 3 hold and consider the
system matrix Jα defined in Proposition 2. If the step-size α
follows 0 < α ≤ (1−σ2)2187QL , then
ρ(Jα) ≤ |||Jα |||δ∞ ≤ 1− µα4 , (51)
where δ =
[
1, 8Q2, 6528Q
2
(1−σ2)2
]>
.
Proof. In the light of Lemma 10, we solve for the range of α
and a positive vector δ = [δ1, δ2, δ3] such that the following
entry-wise linear matrix inequality holds:
Jαδ ≤
(
1− µα4
)
δ,
which can be written equivalently as
µα
4
+
2L2α2
1− σ2
δ3
δ1
≤ 1− σ
2
2
, (52)
8Q2δ1 ≤ δ2, (53)
µα
4
≤ 1− σ
2
4
− 120
1− σ2
δ1
δ3
− 87
1− σ2
δ2
δ3
. (54)
Based on (53), we set δ1 = 1 and δ2 = 6Q2. With δ1 and δ2
being fixed, we next choose δ3 > 0 such that the RHS of (54)
is positive, i.e,
1− σ2
4δ3
(
δ3 − 480 + 2784Q
2
(1− σ2)2
)
> 0.
It suffices to set δ3 = 6528Q
2
(1−σ2)2 . Now, with the previously fixed
values of δ1, δ2, δ3, in order to make (54) hold, it suffices
to choose α such that 0 < α ≤ 1−σ22µ . Similary, it can be
verified that in order to make (52) hold, it sufficies to make α
satisfy 0 < α ≤ (1−σ2)2187QL , which completes the proof.
We note that if the step-size α satisfies the condition in
Lemma 12, we have ρ(Jα) < 1. Moreover, since Jα is non-
negative, we have that
∑T−1
l=0 J
l
α ≤
∑∞
l=0 J
l
α = (I3 − Jα)−1.
Therefore, following from (50), we have:
u(t+1)T ≤ (JTα + (I3 − Jα)−1Hα)utT , ∀t ≥ 0. (55)
The rest of the convergence analysis is to derive the condition
on the the number of each inner iterations T and the step-
size α of GT-SVRG such that the following inequality holds:
ρ(JTα + (I3 − Jα)−1Hα) < 1.
We first show that (I3−Jα)−1Hα is sufficiently small under an
appropriate weighted matrix norm in the light of Lemma 10.
Lemma 13. Let Assumptions 1, 2 and 3 hold. Consider the
system matrices Jα, Hα defined in Proposition 2. If the step-
size α follows 0 < α ≤ (1−σ2)2187QL , then∣∣∣∣∣∣ (I − Jα)−1Hα ∣∣∣∣∣∣q∞ ≤ 0.66,
where q =
[
1, 1, 1453(1−σ2)2
]>
.
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Proof. We start by deriving an entry-wise upper bound for the
matrix (I − Jα)−1. Note that
I − Jα =

1− σ2
2
0 − 2α
2L2
1− σ2
−2L
2α
µ
µα
2
0
− 120
1− σ2 −
87
1− σ2
1− σ2
4
 , (56)
whose determinant is given by
det (I3 − Jα) = (1− σ
2)2µα
16
− 348L
4α3
µ(1− σ2)2 −
120α3µL2
(1− σ2)2 .
It can be verified that if 0 < α ≤ (1−σ2)2187QL ,
det (I3 − Jα) ≥ (1− σ
2)2µα
32
. (57)
Then we derive an entry-wise upper bound for adj(I3 − Jα),
where adj(·) denotes the adjugate of the argument matrix and
we denote [adj (·)]i,j as its i, jth entry:
[adj (I − Jα)]1,2 =
174L2α2
(1− σ2)2 , [adj (I − Jα)]1,3 =
µL2α3
1− σ2 ,
[adj (I − Jα)]2,2 ≤
(1− σ2)2
8
, [adj (I − Jα)]2,3 =
4L4α3
µ(1− σ2) ,
[adj (I − Jα)]3,2 =
87
2
, [adj (I − Jα)]3,3 =
µα(1− σ2)
4
.
With the help of the above calculations, an entry-wise upper
bound for (I3 − Jα)−1Hα = adj(I3−Jα)det(I3−Jα)Hα can be obtained,
i.e., if 0 < α ≤ (1−σ2)2187QL , we have
(I3 − Jα)−1Hα ≤

0.039 0.039 0
0.23 0.23 0
334
(1− σ2)2
334
(1− σ2)2 0
 .
Using Lemma 10 in a similar way as the proof of Lemma 12, it
can be verified that
(
(I3 − Jα)−1Hα
)
q ≤ 0.66q, where q =
[1, 1, 1453(1−σ2)2 ]
>, which completes the proof.
Note that we use two different weighted matrix norms to
bound Jα and (I−Jα)−1Hα respectively in Lemma 12 and 13,
i.e., ||| · |||δ∞ and ||| · |||q∞, where δ = [1, 8Q2, 6528Q
2
(1−σ2)2 ]
> and q =
[1, 1, 1453(1−σ2)2 ]
>. It can be verified that [40]: ∀X ∈ R3×3,
|||X |||q∞ ≤ 8Q2|||X |||δ∞. (58)
We next show the linear convergence of the outer loop of
GT-SVRG, i.e., the linear decay of the subsequence {utT }t≥0
of {uk}k≥0, where T is the number of inner loop iterations.
Proof of Theorem 2. Consider the iterates {uk} generated by
GT-SVRG (defined in Proposition 2) and recall the recursion
in (55): ∀t ≥ 0,
u(t+1)T ≤
(
JTα + (I − Jα)−1Hα
)
utT .
Note that the weighted vector norm ‖·‖q∞ induces the weighted
matrix norm ||| · |||q∞ [40]. Then using Lemma 12, 13 and (58),
If the step-size α = (1−σ
2)2
187QL and the number of inner loop
iterations T = 1496Q
2
(1−σ2)2 log(200Q), then we have: ∀t ≥ 0,∥∥∥u(t+1)T∥∥∥q
∞
≤
∣∣∣∣∣∣∣∣∣JTα + (I − Jα)−1Hα ∣∣∣∣∣∣∣∣∣q∞ ∥∥utT∥∥q∞
≤
(∣∣∣∣∣∣JTα ∣∣∣∣∣∣q∞ + 0.66)∥∥utT∥∥q∞
≤
(
8Q2
(|||Jα |||δ∞)T + 0.66)∥∥utT∥∥q∞
≤
(
8Q2 exp
{
− (1−σ2)2748Q2 T
}
+ 0.66
)∥∥utT∥∥q∞
≤ 0.7 ∥∥utT∥∥q∞ , (59)
where we use the fact that 1 + x ≤ exp{x},∀x ∈ R.
Clearly, (59) shows that the outer loop of GT-SVRG, i.e.,
{xtT }t≥0, converges to an -optimal solution with O(log 1 ) it-
erations. We further note that in each inner loop of GT-SVRG,
each node i computes (mi + 2T ) local component gradients.
Therefore, the total number of component gradient compu-
tations at each node required is O
((
M + Q
2 logQ
(1−σ)2
)
log 1
)
,
where M is the largest number of data points over all nodes
and the proof follows.
VIII. CONCLUSIONS
In this paper, we have proposed a novel framework for
constructing variance-reduced decentralized stochastic first-
order methods over undirected and weight-balanced directed
graphs that hinge on gradient tracking techniques. In particular,
we derive decentralized versions of the centralized SAGA
and SVRG algorithms, namely GT-SAGA and GT-SVRG,
that achieve accelerated linear convergence for smooth and
strongly convex functions compared with existing decentral-
ized stochastic first-order methods. We have further shown that
in the “big data” regimes, GT-SAGA and GT-SVRG achieve
non-asymptotic, linear speedups in terms of the number of
nodes compared with centralized SAGA and SVRG.
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