Many studies in recent years have analyzed the stability and control of flapping wing micro air vehicles (FWMAVs). Because of its small size, low operating speed, and complex wing kinematics, the aerodynamics and flight dynamics are inherently coupled. The objective of this study is to simultaneously examine both the stability and efficiency implications of important design parameters: the chordwise location of the wing's pitch axis, the duration of wing rotation, and the wing mass. A key feature is that the FWMAV is trimmed to an equilibrium state prior to evaluating the effect of changing each parameter, ensuring that the tradeoffs discussed truly lie in the space of feasible configurations. All simulations are performed based on bumblebee morphological parameters. Both simplified quasi-steady and Navier-Stokes solvers are used to model the aerodynamic forces and moments. The flapping power predictions between the two methods are similar across a wide range of input parameters, showing an increase with the pitch axis location and wing mass. The agreement in the predictions for pitching power was not as good, but pitch power is minimized when the pitch axis is near the quarter-chord. Also, the quasi-steady and Navier Stokes models predict significantly different stability characteristics. The primary driver of this difference is amount of lift created during wing rotation. Since this lift is generated while the wing's position creates a significant moment arm from the body center of mass, the pitch stability demonstrates sensitivity to the amount and timing of the rapid wing rotation. Vehicle pitch instability increased with increasing pitch axis location (toward the mid-chord), increased with longer pitch durations, and increased once wing mass exceeded 1% of body mass. This material is declared a work of the U.S. Government and is not subject to copyright protection in the United States. 
I. Introduction
HE realization of feasible flapping wing micro air vehicles (FWMAVs) is hampered by many technical challenges. Two of these challenges are the apparent instability of flapping wing flyers, especially at low speeds near hover, as well as the large power requirements relative to the small onboard power source that such designs demand to achieve flight. Therefore, successful designs must operate at near-optimal efficiency, while also using configurations that afford at least a modicum of stability.
The study of flapping wing flight has received significant attention during the last decades. The technical community's understanding of successful flight at these length scales has increased dramatically in fields such as flapping wing aerodynamics at low-Reynolds number, the biology of sensory feedback and control, the stability and control of flapping wing flight, and the complex nature of fluid-structure interaction to name a few fields that are directly pertinent to the successful design of robotic MAVs. Despite much progress, however, our understanding is still evolving, and significant challenges remain. One of these challenges is accurately modeling the flow physics while also allowing for the system dynamics of the vehicle to be investigated. Relatively few researchers have successfully coupled flight dynamics to high fidelity flow computations 1, 2 . Most prefer to rely on the simplified quasi-steady aerodynamic models 3 . Quasi-steady models assume that the aerodynamic forces depend on the instantaneous wing velocities and accelerations, neglecting the important effects of the wing-wake interaction 4, 5 . Also, these simplified models rely on physical experiments to obtain an empirical fit for key parameters 6 . However, physical experiments and numerical studies by solving the Navier-Stokes equations have shown that the unsteady aerodynamic effects such as the delayed stall of leading-edge vortices [7] [8] [9] [10] and gaining momentum from the wakes in the flow field, known as wake-capture 4, 11 significantly influence the instantaneous and averaged aerodynamic forces on the wings and characterize the intriguing flight of flapping wing insects or FWMAVs.
Recent research on the dynamics and stability of FWMAVs has been well summarized by Taha, Hajj, and Nayfeh 3 , Orlowski and Girard
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, and Sun 13 . Some researchers examined live insects and reported interesting phenomena [14] [15] [16] [17] [18] , but dealing with such insects is difficult because they are self-controlled which makes systemic investigations into different parameters difficult. Numerical modeling efforts, however, can provide us with general principles in the dynamics and stability of flapping wing flyers. Faruque and Humbert 19, 20 modeled the longitudinal and lateral stability of fruit fly models around hover using frequency based system identification and quasi-steady aerodynamic modeling. Orlowski and Girard 21 also used a quasi-steady model, but also considered the mass of the wings in the equations of motion and found that treating the mass of the wings as inconsequential could lead to erroneous results. Sun and Xiong 22, 23 as well as Wu, Zhang and Sun 1, 24, 25 have produced a number of studies that include high fidelity modeling of the Navier Stokes equations in three dimensions. They then used these aerodynamic forces in studying the hovering dynamics of fruit flies, bumblebees, hawkmoths, drone flies, and other species of interest to the research community. A common finding was that three natural modes were found for the longitudinal disturbed motion of hovering flight: one stable fast subsidence mode, one stable slow subsidence mode, and one unstable oscillatory mode 13, 22 . This unstable mode suggests the intrinsic flight instability of insects as well as the importance of feedback-based control of the wing kinematics for stable flight 26 . In the many studies on the aerodynamics, stability and control of insects and FWMAVs in recent years, we identified open questions concerning the following important modeling and control concerns: 1) An often neglected parameter in characterizing the wing rotation is the pivot point location, which significantly affects the instantaneous aerodynamic force generation 27 . In a study focused on minimizing the power required to hover for various insects, Berman and Wang 28 varied eleven different kinematical parameters in order to optimize flapping efficiency, but they did not examine the influence of changing the pitch axis, nor did they consider the stability implications of minimal-power kinematics. The effect of the pitch axis location on the vehicle dynamics and stability, as well as resulting aerodynamic performance is still inconclusive. 2) Effects of the timing and duration of wing rotation has been shown to have a very large effect on the instantaneous forces generated by flapping wings. Dickinson et al. 4 report that an 8% difference in the timing of wing rotation can change the lift produced by 67%. However, the increase in these forces may come at a significant cost in terms of efficiency or stability, particularly if force-peaks are generated at the beginning and ends of the strokes. Additionally, these rotations might be difficult to achieve mechanically. Thus, it is important to establish the stability implications of such wing kinematics.
3) The effects of wing inertia on the flight dynamics of the body are typically neglected 3, 22, 23, [29] [30] [31] [32] [33] . Most studies on flight dynamics are based on cycle-averaged values of forces and moments, in which cycle-averaged inertial contributions are nearly zero 3 . However, for fully coupled simulations, the wing inertia can play a significant role depending on the wing mass to body mass ratio. Additionally, Bergou and Wang 34 and Ennos 35 have demonstrated that wing inertia decreases the power required by causing passive rotations. Thus, it is important to analyze the effect of inertia on both the stability and required power of flapping wing flyers to determine what trade-offs might be involved. The objective of this study is two-fold. First we investigate the effects of the wing kinematics, pivot-point location, and wing inertia on the aerodynamic performance and flight stability of the coupled aerodynamics/flight dynamics system of a flapping wing flyer. The second purpose is to determine the influence of different modeling techniques on the prediction of the performance and stability of the flapping wing vehicle. The modeling techniques that are explored are a comparison of quasi-steady predictions versus those of the full Navier Stokes solutions. A key consideration in this study is that all parametric studies will be done at or near equilibrium. Of particular importance is the requirement that lift balances weight. Without this constraint on the problem, parametric studies are of little value in making design decisions since any gains in power that might be achieved by adjusting kinematics (i.e. waveform) might be immediately lost when other parameters must change (i.e. flapping amplitude) to balance weight. Additionally, the stability implications of adjusting certain parameters are equally important. If a certain kinematic pattern is advantageous from the standpoint of lift production or efficiency, but it is highly unstable, it might not be a suitable choice for a FWMAV. Aerodynamic force generation, performance and stability are dependent on multiple control inputs, which means that these different design considerations are likely coupled. Evaluating the coupled, multi-input system at equilibrium ensures that we do not assign more weight to one facet of the problem than another. In this study, we restrict our focus to power requirements and longitudinal stability.
II. Methodology
The equations of motion for a FWMAV are derived from Newton's second law, accounting for aerodynamic and gravitational forces as well as the wing-body response to its own inertia. A study of the longitudinal stability of a flapping wing MAV requires three DOFs for the body. The wing motion is prescribed using kinematics that includes a flapping angle and a pitching angle. Aerodynamic models include a quasi-steady model and using a well-validated Navier Stokes solver.
A. Reference Frames
Most studies utilize three main reference frames for the study of flapping wing flight dynamics 3 : the inertial frame, the body frame and the wing frame. The inertial frame is attached to the surface of the earth with x-y-z associated with north-east-down orientations. The body frame is located at the FWMAV center of gravity and is arrived at via 3-2-1 Euler rotations from the inertial reference frame with the x b axis aligned longitudinally in the manner depicted in Etkin 35 , y b extends laterally to the right, and the z b axis points down (Fig. 1) . The rotations between inertial and body frames are very common in the analysis of airplanes and helicopters and, therefore, we refer to Etkin 35 for the details. Motivated by the stabilization control studies by Faruque and Humbert 19 , Badrya et al. 36 and Liu et al. 37 , we will 
B. Wing Motion
The flap angle, ζ, and pitch angle, α, with respect to the body are prescribed using kinematic patterns based on those used by Sun and co-workers 22, 39 . Any body motion is summed with the prescribed flapping and pitching to affect the velocity and acceleration of the wing. The flapping orientation is given by Eq. (1) and the pitch angle is given by Eqs. (2) . For convenience, we use a nondimensional form of time, τ=ft. Derivatives can be taken to obtain the velocities and accelerations needed in the kinetic and aerodynamic analysis. 
The parameter Δτ r is a nondimensional number that determines the speed of the pitch rotation in terms of the period. The parameters τ 1 , τ 2 , and τ 3 determine the timing of the rotation. Half peak to peak amplitude of the flapping motion is given by Ζ , and φ ζ is the mean flapping angle about which the flapping oscillates in the upright stroke plane. Furthermore, A is the pitch amplitude, and α d and α u are the pitch angles on the downstroke and upstroke respectively.
C. Aerodynamic Model
The forces and moments generated by the flow of the air over the wings and body are the most significant source of forces for a flapping flyer. Care must be taken to model their effects accurately.
The solution method will utilize two different models for the aerodynamic forces: a. A quasi-steady model provided by Sane and Dickinson 6 b. A CFD (Navier-Stokes equations) solution of the rigid wing motion For hover, the body aerodynamic forces and moments are neglected in both the quasi-steady and Navier Stokes aerodynamic models. Also, since this study concerns only the three degrees of freedom in the pitch plane, only a single wing is simulated, assuming left-right symmetry.
Quasi-steady aerodynamic model
In order to provide comparisons among the various flight dynamics studies that have used the Sane and Dickinson model 6 extensively in the past, the same model will be incorporated into this study as well. Their model attempts to capture the quasi-steady contributions of translational lift, F trans , rotational lift from circulation, F rot , and added mass force, F a . Although Sane and Dickinson 6 identify that additional forces are generated via wake capture, this highly nonlinear phenomena is not amenable to an algebraic representation, and it is omitted from their quasisteady model. The translational lift and drag coefficients are provided by fitting an expression to experimental results for a range of angles of attack: AoA = -10° to 90°, resulting in Eq. (4) 
The rotational force is developed by the wing's rotation imparting additional circulation to the flow, which enhances lift. In this study, we use Eq. (6), an expression equivalent to that provided by Sane and Dickinson 6 . In these equations, ĉ is the local chord and r is the spanwise location, both nondimensionalized by the span of a single wing. Ellington provided expressions for the terms v and ( ) 
The added mass term is given by Eq. (8). 
The aerodynamic moment about any point can be determined as long as the point of application for each aerodynamic force is known. The circulatory lift terms are applied at the quarter chord, and there is a residual pitching moment that arises due to wing rotation given by Leishman 40 . The moments due to the circulatory lift are 
The increment in lift due to added mass is taken to act at the mid-chord so the moments are given by Eq. (10) . Additionally, Bisplinghoff 41 shows that pure plunging motion develops a pressure distribution around the airfoil that that produces no net lift but produces a destabilizing moment similar to that experienced by a 3D body in pure translation, and Fung 42 demonstrates that a nose down couple is generated by α. These terms are added to Eq. (10). 
Navier Stokes model for rigid wing
In order provide high fidelity solutions to the Navier Stokes (NS) equations, the wing is also modeled using a well-validated NS solver. The case setup for hovering flight requires the kinematics of the wing as described in Section II.B to be imposed on a quiescent fluid. The fluid response and resulting viscous and pressure distributions on the body are described by the unsteady, 2D, incompressible Navier-Stokes equations given in Eq. (11) (11) where the asterisk ( * ) indicates variables that have been nondimensionalized with the reference velocity, U, the flapping frequency, f=155Hz, and the mean wing chord, c=4.01mm. The reference velocity in this study is the maximum translational velocity of the spanwise location of the center of the second moment of wing area, r 2 , which is given by U=2πfZr 2 . This results in a Reynolds number of Uc/ν≈1000, which will vary as flapping amplitude varies. The reduced frequency, k, in hover reduces to a geometric relationship that is governed by the stroke amplitude: k=πfc/U=c/(2Zr 2 ). For a nominal value of peak-to-peak flapping amplitude, Z = 100°, the reduced frequency is k = 0.15. These equations are solved in two dimensions using a structured, finite-volume, pressurebased incompressible Navier-Stokes equation solver used extensively in flapping wing studies by Shyy and coworkers 43, 44 . The grid is a structured, rectangular grid with 102 points along the top and bottom of the airfoil, 13 points along the leading and trailing edges, and 102 points in the radial direction for a total of 113,424 points. The outer boundary of the domain is located 50 chord lengths from the wing. The wing section is also rectangular with a 2% thickness to chord ratio. The solver determines forces and moments at a rate of 960 time steps per flapping period. The boundary conditions are no-slip on the surface of the wing and extrapolated pressure at the boundary. The initial conditions are quiescent flow. The wing is moved at each time step in accordance with the prescribed wing kinematics and body motion. The grid and time-step sensitivity studies were presented in our previous work 38 . Two key features of the current work are the coupling between the body motion and the wing kinematics in free flight and the ability to adjust the initial flight conditions. To simulate free flight, the wing motion with respect to the wing root is prescribed by the control inputs (i.e. wing kinematic parameters), while the body motion is simultaneously applied to the wing root. Therefore, the motion of the wing with respect to the air is the superposition of these two motions. The equations of motion are integrated at every time step, so in free flight, the motion at each time step is a result of both the dictated wing kinematics and the body's free response. In order to avoid capturing any start-up transients in the body's response, the Navier Stokes equations are solved for three flapping cycles prior to turning on the equations of motion. Delaying the introduction of gusts and/or body motion until after the third flapping cycle was also done by Wu et al. 1 .
Power required to actuate the wing
Since the wing is actuated by imparting angular motion to the wing, the power required is the product of the moment required to actuate the wing and the angular velocity of the wing. Equation (12) shows that the required moment is simply the difference between the rate of change of angular momentum about the wing root (first term in parentheses) and the aerodynamic moments (second term in parentheses). 
Because the angular velocity components of the wing contain body rates, the body motion affects the required wing power. At each time step, the components of the moment are multiplied by the corresponding components of the angular velocity of the wing with respect to the body per Eq. (13). 
When Eq. (13) returns positive values, power is required in order to achieve desired wing motion; negative power indicates that the flyer does not need to provide power to achieve pitching or flapping in those portions of the stroke. Because the rotational inertia of the wing is an inherent part of the wing power calculations, it must be included in order to yield accurate results. For the purpose of clarity, this paper considers solutions to the flight dynamics equations with and without wing inertia (most results are presented without wing inertia, unless specifically indicated to the contrary), however, all power results shown below include the contribution of wing inertia. The wing's center of gravity is assumed to be at the 25% chordwise location and 35% of the span, based on the work of Ellington 45 .
D. Body and Wing Kinematics
We assume that the body is rigid, and the velocity and acceleration of the body center of mass are given in Eqs. (14) and (15) . Several important morphological parameters used in this study are summarized in Table 1 .
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The kinematics of the wing are important in determining both the aerodynamic forces and moments and the contribution of the wings to the dynamics of the system. Referring to Fig. 2 , the velocity vector and acceleration of a point P on the wing are given in Eqs. (16) and (17), where P can be substituted for the wing center of gravity (CG), wg, or the wing aerodynamic center, ac, as needed. The aerodynamic center of the wing is the coordinate on the wing that is 25% chord from the leading edge and at the spanwise location of the center of the second moment of wing area (approximately 0.55R according to Ellington 45 ). Detailed expressions for the angular rates, accelerations, and transformation matrices were provided in our earlier conference paper.
( ) 
E. Kinetic Analysis
The calculations for the forces and moment produced by the wings were given in Section II.C. The wing area is depicted in Fig. 2 . These forces and moments cause accelerations of the body per Eq. (18) and (19) . In these equations, the tilde over a vector quantity indicates the matrix form of the cross product is used. This system can be represented via a state vector, which is defined in Eq. (20) . Additionally, a control vector must be defined which contains the control inputs to the system. In this study, the controls are based on the selection used by Badrya et al. 36 . The solution to these equations is obtained by isolating the derivatives of the state vector, which results in a coupled system of nonlinear equations. All of the highest derivative terms, however, are linear, and the coupling of the highest derivative terms is through an equivalent mass matrix, H, defined in Eq. (21) the solution is of the form of Eq. (22), which can simply be integrated in time in order to determine the body's response.
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As discussed in Section II.C.3 and also in Section II.E.2, the inertia of the wing has a significant influence on the power required to actuate the wing and the dynamics of the wing-body system. Therefore, it is important to model the wing inertia carefully in order to capture the effect of wing mass, and the effect of adjusting the pitch axis location, both of which affect the inertia of the wing. The inertia of the wing is defined in the wing frame so that it remains constant throughout the wing stroke. Several researchers have cataloged the inertia of insect wings for various species of interest [45] [46] [47] [48] . Typically, only the flapping inertia of the wing is reported in the literature. It is usually expressed in terms of the distance from the wing root to the center of the second moment of mass, which is denoted by r 2 (m) 45, 46 . In this study the flapping inertia corresponds to I yy,wo in Table 1 and I yy in Eq. (25) . The subscript "wo" refers to the wing root. However, the values of I xx,wo and I zz,wo are also important because they also contribute to the flapping and pitching inertia due to the nature of rotational inertia that is detailed more fully in Eq. (12) . Furthermore, since the wing is not symmetric about any axis, it also must have products of inertia. Of particular importance is the I xz,wo term, which couples rotation about the x and z axes in the wing reference frame.
Wu and Sun 1 provide all of these values for the drone fly and hawkmoth. We assume that the drone fly and bumblebee wings possess similar planforms and mass characteristics. Therefore, in the current study, we scale the inertia values presented in Wu and Sun by the wing mass ratio between the two insects, all of which are presented in Table 1 . This scaling results in I yy,wo = 2.03×10 -11 kgm 2 which lies within the range flapping inertias presented in Ellington 45 . The pitch axis listed in Tables 2 and 3 assumes that the pitching occurs about the CG of the wing, which is at the quarterchord and 35% span. Selecting different pitch axes changes the pitch inertia of the wing, which is adjusted using the parallel axis theorem per Eq. (23) . Finally, in the parametric study of wing mass, all of the moments of inertia are scaled based on the wing mass as a percentage of body mass. 
F. Trim and Stability Analysis
In this paper, only the longitudinal stability modes are considered. The equilibrium position of the nonlinear equations is found by using the Newton-Raphson method with the QS aerodynamic model. The Newton-Raphson routine involves linearizing the equations of motion about a given point by introducing a perturbation in each DOF independently, evaluating the resulting accelerations for one flapping cycle, and using the central difference method to establish the Jacobian of the system. This system of equations is given by Eq. (24) x Ax Bu = + The system matrix, A, contains the stability derivatives, which play an important role in determining the stability and dynamic modes of the system. For convenience, we refer to each stability derivative using a shorthand notation that is given in Eq. (25) , where the mass, m, refers to the total mass of the insect or FWMAV. 
A new system matrix is calculated during convergence scheme when it no longer provides a smaller acceleration than the previous step. The controls are also perturbed in order to determine a linearized version of the B-matrix in a similar fashion, but it not used in the open loop stability analysis. In addition to the trim controls, finding equilibrium requires appropriate initial conditions as well. The trim routine solves for both simultaneously.
Convergence is set such that the two-norm of the rate vector, which contains both accelerations and velocities, is less than 1×10 -3 . In order to evaluate the stability derivatives of the model that uses the NS solutions, the trim inputs are obtained using the QS model. We then simulate the NS model in hover and with one of four perturbations: horizontal body velocity, vertical body velocity, pitch rate, and non-equilibrium pitch attitude. The magnitude of these was chosen in accordance with the work of Sun and Xiong 22 who use an average wing translational velocity as their reference speed. The horizontal and vertical velocities are given by 0.05U ave = 0.032U max (quantities are nondimensionalized using U max in this study). Since the flapping amplitude changes depending on the requirements of trim, the physical size of the horizontal body velocity perturbation changes for each case, but it is 0.2 m/s or less. A perturbation sensitivity study was performed and the system matrix was found to be insensitive to the velocity perturbations on the order of 0.1 m/s down to 1×10 -3 m/s (used by the Newton-Raphson trimmer in the QS study). The pitch perturbation is 0.07 radians/period, and the initial pitch disturbance is 1°.
Each disturbance is modeled by moving the wing root with a prescribed motion that corresponds to the desired disturbance for three flapping cycles. During this time, the fluid's response to both the prescribed motion and flapping motion is computed and the surrounded wake is allowed to develop fully. During the fourth and final flapping cycle, the prescribed perturbed motion ceases, the equations of motion are calculated, and the resulting free flight motion is applied at the wing root. To simulate a horizontal or vertical velocity perturbation, the wing root is given a prescribed, steady velocity in the positive x b or z b direction. To simulate a rotational velocity, the body CG is rotated, which imparts both translation and rotation at the wing root due to the offset between the body CG and the wing root. Finally, if an initial body angle is required along with an initial rotational velocity, the body angle at the beginning of the NS simulation is set so that the angle is the desired initial angle for the free flight simulation at the end of the third flapping cycle. Figure 3 demonstrates how these motions are combined to produce the wing orientation during half of a flapping cycle. This scheme is in contrast to our previous work where initial conditions were simulated by imparting an initial velocity to the flow. The current arrangement is more flexible and allows for more complex motions to be simulated. The aerodynamic results between the two methods, however, are equivalent. The stability derivatives for these NS simulations are then determined by applying a forward difference formula comparing the average perturbed acceleration across one cycle to the average acceleration at hover (which is approximately zero) and then dividing by the perturbation size.
III. Results and Discussion
As previously stated in the introduction, there are two objectives of this paper. The first is to explore the effect of a set of different design parameters on the performance and stability of a biomimetic robotic flying vehicle. These design parameters include the wing kinematic inputs such as the chordwise location of the pitch axis and the duration of wing rotation. The second purpose is to determine the influence of different aerodynamic and inertial modeling techniques on the same predictions. Although the results are presented below for a bumblebee primarily in order to permit comparison with the literature in this area, engineers are not limited to choosing purely biological parameters. But bumblebee's ability to hover, high forward speeds, and other desirable flight characteristics make it an attractive choice for biomimicry.
The results in this section are presented in a series of parametric studies. In each case, a parameter is varied while the remaining parameters are held constant. Although this will not allow for a true optimization to be done, it will permit an exploration of the physical principles that most affect the outcome of each study. The variation in wing kinematic parameters is presented first, following by analysis and discussion of the modeling techniques.
A. Effects of the Pitch Axis Location on the Aerodynamic Performance
Many different studies have reported on the various mechanisms of lift production in low Reynolds number flapping wing flight. Three of the four mechanisms identified by Dickinson and co-workers 4 (rotational lift, added mass lift, and wing-wake interaction) can be strongly affected by the rotational kinematics of the wing, which are dependent on several different design parameters. The first of these to be studied is the axis of wing rotation, or the pitch axis, x p /c. Ennos 48 , and Bergou and Wang 34 have shown that the power required to actuate the wing is also dependent on the pitch axis of the wing. Finally, any time the magnitude and timing of force generation is changed, there is a possibility that the stability of the vehicle will be affected. The angular velocity and acceleration of both the CG and aerodynamic center of the wing depend on the chordwise location of the pitch axis, which strongly affects the motion at the wing CG and aerodynamic center. This, in turn, affects the resulting aerodynamics and dynamics of flapping wing systems. This relationship is not well understood. Table 2 . Aerodynamic performance as a function of the pivot point location based on the QS model.
In order to investigate the effects of the pivot point location on the aerodynamic performance, we varied the axis of rotation from the leading-edge (LE) to 50% of the chord, i.e. x p /c = 0 to 0.5. Flapping is assumed to be sinusoidal at f = 155 Hz with a peak-to-peak flapping amplitude, Z, that varies in order to generate enough lift to balance the insect weight. Two different sets of pitch angles schemes are considered. The first set is motivated by the work of Sun and Xiong
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, and facilitates comparison with their work. In this setup, the pitch angle in the down stroke is set to be α d = 63°, which yields an AoA ≈ 21° if body motion is small; the pitch angle in the upstroke is α u = -69° for an AoA ≈ 27°. The duration of wing flip is Δτ r = 0.22 period. The stroke plane and flapping offset angle are adjusted as necessary to obtain trim in hover. These are provided in the Appendix. Note that changing the pitch axis results in a large change of peak to peak flapping angle, from 69.6° for x p /c = 0 to 113.7° for x p /c = 0.5.
Many researchers utilize the average lift and drag coefficient as well as the lift to drag ratio to summarize the wing performance. These metrics are summarized in Table 2 for several pitch axis locations. Moving the pivot point aft along the chord decreases both lift and drag coefficients, but doing so yields the largest C L /C D at x p /c = 0.3. Additionally, the average pitching moment about the axis of rotation, C M,ave varies from positive to negative and back as the axis of rotation moves forward along the chord. All of these results are for the trimmed hovering.
However, it is important to note that these qualitative aspects do not agree with the direct power calculations that are also performed on the system for average flapping power, P ζ(+),ave , and average required pitching power, P α(+),ave . This difference exists for two main reasons. The first reason for these discrepancies is that the aerodynamic coefficients are proportional to the inverse of square of the reference velocity. The maximum translational speed of the wing's aerodynamic center is chosen as the reference speed in this study, which was detailed in Section II.C.2. Other researchers use the average wing velocity 22 . Whichever wing speed is chosen as a reference, however, it will remain a function of the flapping amplitude and frequency in hover. In order to balance the weight of the insect for equilibrium, these parameters must change, which will significantly impact the lift and drag coefficients. For this reason and because we are concerned only with a bumblebee-sized insect, we report dimensional values rather than nondimensional coefficients in order to facilitate comparisons in most of the figures and tables in this study.
The second reason that the aerodynamic coefficients themselves are not a reliable measure of the system's overall performance or efficiency is that significant portions of the stroke do not actually require power, as other researchers have previously shown for pitching motion 28, 48 , addressed in the following subsection.
Power analysis
The lift-to-drag ratio, which typically describes the efficiency associated with lift production, would seem to be a good predictor of the flapping power required. However, P ζ(+),ave shown in Table 2 presents the average required flapping power coefficient that is plotted against the period in Fig. 4 for each pitch axis. The power required to enable the flapping motion shows very interesting trends. Positive power means that power is required to achieve motion. In Fig. 4 , the second half of each half-stroke generally has negative power associated with it, as its deceleration contributes more than the aerodynamic forces that oppose its motion. Only about half the stroke, therefore, contributes meaningfully to the power required.
As a result, whereas the C L /C D is increasing with increasing x p /c, so is the flapping power required, primarily because the flapping amplitude grows as x p /c increases. This is one of the tradeoffs that appears when every case is evaluated at trim. Table 3 contains the same analysis, but with predictions from the NS solver. The same overall trend is repeated, with both C L /C D and flapping power increasing with increasing x p /c. Therefore, we will directly report the power implications of each parametric study rather than analyze the lift and drag performance.
Pitching power is computed in a similar fashion. Any negative values of power are omitted from the average, resulting in the average pitching power required, P α(+),ave , depicted in Fig. 5 . The quasi-steady model predicts that the pitch power becomes negative at the beginning of each half stroke. Such negative power is associated with the inertial cause of wing rotation, implying that no power is required during these time intervals and the wing rotation is passive 34 . As discussed in Section II.C.3, all power calculations include wing inertia even though the solution for the equations of motion in this section do not. The NS results, however, show that the aerodynamic pitching moment reduces this inertial rotation for the mass of the wing selected in this study, but it still is passive rotation. Although the agreement between the quasi-steady and Navier Stokes results are not as good as the flapping power, the general result is consistent. These two power parameters are plotted against the variation in rotational axis in Fig. 6 . For the kinematics chosen, the pitch power required is lowest when the pitch axis is located near the quarter chord. Also, the flapping power is less sensitive to the pitch axis location than is the pitching power. Thus, placing the pitch axis at near the quarter chord (i.e. 20-30% chord) allows the full kinematics to be produced at minimal power expense. The pitch axes of the biological wings studied by Mou et al. 49 , and Liu 50 were also in this range. Additionally, a review of the nine insect wing planforms depicted in Ellington 45 reveals that, although there is variety in wing planforms and their position relative to the wing root, the pitch axis generally lies between 10% and 30% of the mean chord.
Stability impacts
The pitch axis location affects the stability of the flyer, as well. The first observation is that the trimming routine that we employed to find hover equilibrium was able to determine a set of controls and initial conditions to trim the vehicle in hover for each pitch axis location. We conducted validation of our quasi-steady model and flight dynamics solver in our earlier paper 38 , and the Navier Stokes solver that we use has also been previously validated 43 . However, it is worth plotting the stability results that we obtained for the same configuration as Sun and Xiong on the same axes (Fig. 7a) . Being able to directly compare the stability derivatives is one of the key reasons why we selected the particular kinematics in the first place. As previously discussed, the pair of complex eigenvalues with a positive real part describe the unsteady oscillatory mode. The real, negative eigenvalues describe the fast subsidence and slow subsidence modes. In each case, the two solution methods used in the current study agree with Sun and Xiong's 22 vehicle response. The primary modeling differences between Sun and Xiong's 22 results and the current study are that they utilized a 3D Navier Stokes solver, while we employ a 3D quasi-steady routine and a 2D Navier Stokes solver. Additionally, the current study uses free flight trim, whereas Sun and Xiong 22 found a combination of parameters that yielded approximately zero net forces, but the vehicle in their simulation was not free to move.
Moreover, we plot the eigenvalues of our system matrix against the open loop poles reported by Faruque and Humbert 19 in Fig. 7b . They obtained their poles by conducting a system identification frequency sweep using a quasi-steady model, and obtained similar results. They report their eigenvalues in dimensional form, and they use slightly different wing kinematics from Sun and Xiong 22 . Furthermore, they consider pitching about the leading edge of the wing, whereas Sun and Xiong 22 used x p /c = 0.3. In spite of these differences the overall response remains similar. In the course of this study, dimensional values of power and stability are utilized, so we also compare our prediction against Faruque and Humbert 19 , using similar kinematics and a pitch axis about the leading edge. Once again, good agreement is obtained. Figure 8 depicts the predicted variation in the eigenvalues of the system matrix for different pitch axis locations from the quasi-steady aerodynamic model and the NS model. The QS model predicts the same overall response described by Sun and Xiong 22 and Faruque and Humbert 19 across all of the pitch axes studied. All of the modes were discussed at length in Sun and Xiong 22 including the relative participation of each degree of freedom, and such a discussion will not be repeated here. Rather, we focus on the unstable portion of the dynamic response. The QS model predicts that the most unstable configuration is the pitch axis located at the leading edge. This configuration results in an unstable eigenvalue of λ = 6.033 ± 14.88/second. When the pitch axis is at the mid-chord, the most unstable eigenvalue is λ = 4.681 ± 11. We also compare the predictions of the QS model to the NS model, and large differences are immediately apparent. With the pitch axis at the leading edge, the QS and NS solvers predict the same general response. For the other pitch axis locations, however, a significantly different response is predicted. The unstable oscillatory mode predicted by the QS model collapses to the real axis and becomes an exponentially divergent mode. Additionally, a stable oscillatory mode emerges.
Stability derivatives
In order to understand the source of the difference in the predictions, the stability derivatives themselves must be examined. These are presented in Fig. 9 for the QS model, and in Fig. 10 for the NS model. There are many similarities between the stability derivatives predicted by the QS and NS models: Z u , X w , Z w , X q , and Z q all show the same magnitude, sign, and increase or decrease with x p /c between the two models. Additionally, the pitch axis location has only a mild effect on most of these stability derivatives. However, there are significant differences as well, which ultimately lead to the differences in the open loop poles presented in Fig. 8 .
The following stability derivatives show significantly different magnitudes, signs, and trends: Z u , Μ u , M w , and M q . The QS simulation predicts that Z u will remain small and will increase with increasing x p /c, whereas the NS simulations predicts a magnitude approximately 2 orders of magnitude larger, and that it will decrease with increasing x p /c, becoming negative for x p /c > 0.15. Additionally, the predictions of M q and Μ u have a different sign in each simulation. However, the most significant difference is in the Μ u term. Although both simulations predict that this term will decrease, the QS predicts a large positive value and the NS simulation predicts a large negative value. Among Z u , Μ u , M w , and M q , the sign of Μ u determines whether the unstable eigenvalues of the system will be oscillatory in nature, which was tested by artificially changing the sign of the Z u , M w , and M q . In each case, the eigenvalues were of the same nature as that of the original QS system matrix. Only when we change the sign of Μ u did the nature of the eigenvalues change from Fig. 8(a) to that seen in Fig. 8(b singled this term out and called it the speed derivative. Physically, they argued that when the insect encounters a gust from the front (or begins to move forward), the drag is increased during the advancing half of the stroke, and decreased in the retreating half of the stroke. This net drag force causes a large positive nose-up moment because the wings are located above the CG. Indeed, our QS model predicted this as well. Our NS simulations, however, predict a nose-down that NS model predicts an increase in lift under a gust during wing rotation at the end of each half-stroke, whereas the QS model predicts a drop in lift (Fig. 11 ). This additional lift, which is applied at a significant moment arm away from the CG overcomes the nose up pitching tendency of the drag contribution, and imparts an overall nose-down pitching moment. Thus, if a gust produces a nose down pitching tendency, the gust tends to accelerate the insect forward under the influence of gravity due to the slight nose down angle. The additional speed in the +x b direction increases the nose-down moment, increasing the forward acceleration, etc. This is the cause of the positive real eigenvalue of the system when simulated with the NS model in contrast to the positive complex eigenvalue seen in the QS simulation. This large difference between the QS and NS models stems from the capabilities of the two models. It makes sense, then, that Faruque and Humbert 19 did not see similar results because they also employed a QS model, and one with only translational lift contributions. Sun and Xiong 22 conducted 3D NS simulations with less than half the number of cells in the chordwise and normal directions as our 2D NS models. They note that their code predicted a smaller force peak during stroke reversal than the experiment, which might account for the differences between the two NS predictions since the moment prediction appears to be sensitive to lift produced during this phase of the stroke. On the other hand, it is also possible that the 2D simulation overpredicts the amount of lift generated during stroke reversal, particularly in the presence of an ongoing gust as demonstrated by Trizila et al. 11 In either case, it is clear that modeling fidelity (whether QS vs. NS or 3D vs. 2D) makes a big impact on the prediction of the dynamic response of a flapping wing flyer. A 3D NS model free flight study is planned in the future to close out this discussion.
Returning then to the NS results in Fig. 8(b) , the change in pitch axis location produces a much larger difference in the stability than predicted by the QS model. The NS model predicts that the pitch axis at the leading edge produces the least unstable result, with a pair of complex unstable eigenvalues, λ = 5.324 ± 12.22 per second. This yields a t double = 0.13 seconds or 20.2 periods (which is comparable to the predictions of the QS model). Then, as the pitch axis varies from x p /c = 0.1 to 0.5, the unstable eigenvalues become purely real and range from 11.98 to 32.73, which correspond to response doubling times of 0.058 seconds (9 periods) and 0.021 seconds (or 3.28 periods). This constitutes a significant difference in the stability characteristics of the system. Indeed, we have already discussed in Section II.C.2 that the NS simulations take approximately three flapping periods for initial transients to decay and the aerodynamic forces to become nearly periodic at Re≈1000. Thus, we have natural body modes of motion that are within 30% of the flapping frequency and on the same time scale as the fluid dynamics as well. The potential for these three dynamical systems to possess similar time scales has not been previously observed in flapping wing flight simulations. Additionally, the QS model predicts that there isn't a significant difference in the stability based on the pitch axis location, implying that other considerations (such as power) should take precedence in selecting a pitch axis location. If this is not the case, the power considerations might need to take a lower priority than, for example, stability concerns.
The inertial contribution to flapping and pitching power
Before attempting to recommend a pitch axis location, we must make an additional observation concerning the power predictions obtained in the current study. After reviewing both the power predictions in Fig. 8 and the force history predictions in Fig. 11 , one might wonder how the power plots can agree so closely and yet the force histories be different enough to lead to different stability results. In order to provide a direct comparison, we plot flapping power and pitch power predictions for both NS and QS models in Fig. 12 . These power calculations are for the same wing kinematics and pitch axis location (x p /c = 0.3) that produced the force histories in Fig. 11 . Clearly, the two models' power calculations are in close agreement, whereas the force predictions are not.
In order to explain this agreement, we must analyze each contribution to power, term by term. Looking at Eq. (13) flapping power is a product of the flapping rate and the moment required. The flapping rate is low near stroke reversal. As a result, the large differences in the aerodynamic forces and moments between QS and NS near stroke reversal are diminished by a low velocity. On the other hand, the pitch rate is highest at stroke reversal, which amplifies the different force and moment predictions between QS and NS. Even more significant, however, is the size of each element of the power required, shown in Fig. 13 for both flapping and pitching. The three inertial terms that affect the flapping power are the same order of magnitude as the aerodynamic forcing, and in many parts of the stroke, they are larger. When summed, the inertial terms contribute more than the aerodynamic terms in both flapping and pitching power calculations. Since the wing kinematics are the same in both QS and NS cases, and most of the power calculation is based on the wing inertia, the power estimate is insensitive to the aerodynamic model being used. Additionally it highlights the importance of accurately modeling the inertia of the wing, which experiences very large accelerations. When a wing has rotational inertial components in all three bases of the wing reference frame, capturing the contributions of each is necessary to accurately predict the power requirements of flapping.
Finally, from the standpoint of selecting design parameters to improve the performance and stability of a biomimetic FWMAV, this parametric study suggests that a pitch axis between 20-30% chord provide the minimum power requirements, which stems primarily from minimizing rotational power requirements, which are more sensitive to pitch axis location. The flap power monotonically increases with x p /c, whereas the pitch power had a local minimum at x p /c=0.3. Turning to stability considerations, there does not appear to be a pitch axis location that produces an inherently stable design, whether using QS or NS simulation results. This is an acceptable situation if a controller has the authority to stabilize the system, which is likely given the number of control inputs available for control design. That said, we have demonstrated the potential difference that selection of the pitch axis location can have on the growth rate of the body motion, and choosing relatively mild body growth rates are more likely to make any controller successful. 
Power and stability analysis for smaller pitch rotation angles
In addition to conducting this analysis with the pitch rotation angles that were recommended by Sun and Xiong 22 , we also investigated a different set of pitch angles. Several researchers use higher angles of attack; for example, both Badrya et al. 36 , and Dickinson et al. 4 use an AoA = 40°. We conducted the same analysis as discussed above for half peak-to-peak pitch amplitude of 50°, which yields a constant AoA = 40 ° in the translational phase of both halves of the stroke. We set the duration of wing rotation to be Δτ R = 25% of the stroke, and we only considered symmetric pitching to be consistent with Section III.A.2. Now the pitch only rotates through 100° each stroke reversal rather than 132°. This change significantly reduces the angular velocity and acceleration, and therefore the rotational and added mass lift contributions. However, it also keeps the wing at a higher angle of attack during the translational phases of the flapping motion, which serves to offset some of the lift lost by the smaller pitch rotations. Nonetheless, the control inputs for the smaller pitch rotations are different from those of A = 132° , and these new control inputs are detailed in the Appendix.
The summary power results are presented in Fig. 14 , where we compare the results obtained with Sun and Xiong's pitch recommendations with those of Badrya et al. In short, the smaller pitch amplitude translates into significant power savings, especially at pitch axis locations that are closer to the leading edge (comparing the two red lines with squares). These pitch axis locations result have a lower flapping power requirement, so the overall effect is to shift the location of minimum power required from between x p /c = 0.2-0.3 for A = 132° to a best pitch axis location of x p /c = 0.1-0.2 for A = 100°. Ennos 48 observed that hoverflies have an axis of rotation at x p /c = 0.15, which may be explained from the presented analysis. Figure 15 displays the eigenvalues for the system matrix based on both QS and NS predictions. The quasi-steady prediction shows even less dependence on the pitch axis location for the current pitch angles than the earlier case. The unstable pair of eigenvalue for the pitch axis at the leading edge is λ = 6.284 ± 15.37 per second, whereas it is λ = 6.573 ± 16.27 per second for the pitch axis at the leading edge. Thus, for the lower angular amplitude, the trend has reversed from the larger amplitude, and the QS model now predicts that the pitch axes nearer the mid-chord will be less stable. That said, the difference in stability for the different pitch axes is only 3%, which is a result of the significantly smaller rotational velocity and rotational lift that this configuration produces. The NS model for this lower pitch amplitude of A = 100° now predicts two complex unstable eigenvalues with relatively small growth rates of 7.38 and 6.24 per second for x p /c = 0 and 0.1. For x p /c = 0.15 and higher, the growth rates rapidly increase to a range of 16.8 to 37.2. This represents a 500% difference in the speed of the body response, and the t double for the body motion is 17.2 periods for x p /c = 0.1 and drops to 2.9 for x p /c = 0.50.
B. Effects of the Duration of Wing Rotation
For rigid wings, the amplitude and timing of the active pitch motion are critical for the production of lift 6, 11 . In this portion of the study, we directly control the timing of wing rotation, by modifying Δτ R from 20% to 50% of each half stroke, while keeping the other parameters constant. We use symmetric wing rotation and x p /c = 0.25. As before, the variation in control inputs and initial conditions as a result of changing the pitch rotation speed are provided in the Appendix. In summary, the peak to peak flapping amplitude changes only from 91.6 to 95° for Δτ R = 0.2 and 0.5 respectively. This is in contrast to the larger range of flapping amplitudes that resulted from changing the pitch axis. The resulting wing angles are presented in Fig. 16 , where the difference in pitch angle profile is clearly seen. Since the duration of pitch rotation has a smaller effect on the flapping amplitude, it is logical to expect that the flapping power consequences will also be limited. Indeed, that is the case per Table 4 , where both the quasi-steady and Navier Stokes simulation results are presented. The Navier Stokes solutions are also presented in Fig. 17 . The power required decreases for both pitch and flapping power as the duration of pitch rotation increases to a near-sinusoidal waveform. However, the flapping power only decreases by 14%. The percent reduction in pitching power is larger, but the pitching power requirements are an order of magnitude lower than the flapping power requirements.
We also examine the effect of the duration of wing rotation on the stability, which is depicted by plotting the open loop eigenvalues of the linearized system matrix on the complex plane in Fig. 18 . Once again, the quasi-steady model predicts a very small variation in stability with respect to the duration of wing rotation (only 3.5% between Δτ R = 0.2 and 0.5).
The most unstable oscillatory eigenvalues exhibit a t double = 0.102 seconds or 15.8 flapping periods. However, the QS model predicts that the system becomes less stable as the duration of rotation grows and the pitching profile becomes more sinusoidal. The solution to the NS equations, however, shows a different response. As in Section III.A the negative values of M u cause the NS simulations to be more unstable and without the oscillatory component. The instability worsens as the duration of the rotation grows from 20% to 50% of the wing stroke. There is a 113% difference in the size of the unstable eigenvalues, and the doubling time shrinks from 4.3 flapping periods to 1.86 flapping periods. Additionally, the stable oscillatory mode also grows more unstable as its real part increases from -11.2 to -2.8. Clearly when the response is this sensitive to the duration of wing rotation, stability concerns become significant. Due to the relatively low sensitivity of power to rotation duration, the results in this section suggest that rotations that occupy relatively small portions of the wing stroke are preferable due to the increased stability that they apparently offer. Figure 18 . Eigenvalues of the system matrix for QS (a) and NS (b) solutions for A = 100° and pitch axis at the quarter chord while varying the duration of wing rotation from 20% of the stroke (Δτ R = 0.2) to 50% of the stroke (Δτ R = 0.5).
a) b)

C. Effects of Wing Mass
Although most studies assume that the inertia of the wing does not affect the flight dynamics of the body, several researchers have studied this question. Orlowski and Girard 21 simulated a hawkmoth model with and without wing inertia. They showed that the open loop of the two models in the pitch plane was qualitatively similar for three flapping cycles, but that the model with a full treatment of wing mass had a larger overall displacement than the model without wing mass. Wu and Sun 25 demonstrated that the effect of larger wing mass and a slower flapping frequency has a significant effect on the stability of the flyer. Among other findings, they concluded that the t double for the drone fly (wing mass is small) is 14.65 wingbeat cycles, whereas the t double for the hawkmoth (larger wing mass) is 3.5 cycles. They demonstrate this as well with a plot of the longitudinal response of the two insects under different initial conditions. Additionally, we have already discussed that the inertia of the wings is a primary driver of wing power required. We are therefore motived to vary the wing mass in a systematic fashion and determine its effects on both the open loop stability and the power required.
The wing mass of a bumblebee is approximately 0.52% of the body mass as reported by Ellington 45 . We shall consider the effect of changing wing mass on the flight dynamics and power implications for five different mass percentages that are presented in Table 5 . The power results are also presented in Fig. 19 .
As expected based on the discussion in Section III.A.4, the wing mass has a direct effect on total power required. Increasing wing mass has a larger effect on flapping power. As wing mass increases an order of magnitude from, for example 0.25% to 2.5%, the flapping power also increases by an order of magnitude. Pitching power also increases, but the NS and QS models return slightly different results. The QS model predicts an increase of a factor of 7 and the NS model, which predicts more power required than the QS model, only increases by a factor of 4 across the same change in wing mass. In either case, there are clear power advantages associated with keeping wing mass low.
Since low mass has such significant power advantages, it is important to establish the stability implications as well. Figure 20 depicts the stability predictions for the QS and NS models. In the typical pattern the QS model predicts that the stability derivatives are insensitive to the changes in wing inertia. The QS model predicts the same characteristic response with an unstable oscillatory mode. However, the NS model predicts a characteristic behavior with an unstable divergent mode, due to the negative speed derivative, M u, as we previously observed with the NS model. Of particular interest is the large difference in the real part of the unstable eigenvalue. It ranges from 25 to 50, which corresponds to t double = 4.27 cycles for the case with nominal wing mass, and t double = 2.17 cycles for the case with maximum wing mass. It is interesting to note that the most stable simulation occurred with the nominal wing mass. Lowering wing mass below the nominal value decreased the stability, but slightly (approximately 7%). Doubling the wing mass, however, increased the instability by 20% and then using the heaviest wing increased the instability by 100%. In summary, from the standpoint of selecting wing mass, these results suggest that minimizing wing mass was significant power benefits, and also benefits stability, until the wing mass is below a certain threshold where the stability is insensitive to wing mass. 
IV. Concluding Remarks
The purpose of this paper was to present parametric studies analyzing wing design parameters and modeling tools from the standpoint of power and stability -the two most important aspects of air vehicle performance. All of these studies were conducted in the context of a hovering model bumblebee in trim. This constraint ensures that any apparent trade-offs between power and stability are done within the context of a vehicle which, if realized, could balance its weight and trim its cyclic forces in order to hover.
We considered both flapping and pitch power. At the ends of the strokes, the flapping power required often became negative, implying that no power input was required to actuate the desired wing kinematics. Flapping power increased with the pitch axis location, whereas pitch power exhibited a local minimum between 10% and 30% of the chord. A combined result was that the total power was minimal when the pitch axis location was between 10 to 25% chord. In most configurations and kinematical patterns, the flapping power was significantly larger and the primary contributor to total power particularly for wing pitch angles of ±50° and pitch axis locations of 10 to 25% chord. From a design point of view, our results suggest that flapping power is probably more of a significant concern to designers when considering an optimal pitch axis. Finally, both types of power were adversely affecting by increasing wing mass.
Another observation was that the QS model of Sane and Dickinson 6 that we adapted to our configuration is sufficiently detailed to permit good approximations in both average and instantaneous flapping power predictions. One reason for this is that the inertial contribution to flapping power is typically larger than the aerodynamic contribution and does not depend on the aerodynamic model chosen. The comparison between QS and NS predictions of pitching power was not as close, but both models predicted pitching power of approximately the same magnitude.
Several concluding remarks can be made concerning stability. There were no configurations found that provided open loop stability to the insect. This is not surprising given the predictions of other researchers as well as the unstable nature of other hover air vehicles such as helicopters. Therefore, implementing a control mechanism is an inherent part of successfully designing and building a flapping wing MAV. However, the agreement in the stability characteristics between the QS and NS models was poor. The primary driver of this difference is amount of lift created during wing rotation. Since this lift is generated while the wing's position creates a significant moment arm from the body center of mass, the pitch stability demonstrates sensitivity to the amount and timing of the lift due to rapid pitch rotation. Finally, the stability was only significantly affected by the wing mass once the wing mass exceeded a threshold of 1% of the body mass (which is approximately twice the mass of a real bumblebee wing).
We also observed a large range in body response times depending on both the analysis method used and the configuration. The QS model predicted a dynamic response that was qualitatively similar to other researchers, but it likely underpredicts the amount of lift that is created during pitch rotation and the corresponding pitch moment about the center of mass that results. The NS simulations, which predicted larger rotational lift contributions, also predicted greater instability than the QS simulations. At this stage in the state of knowledge on these coupled phenomena, this implies that more analysis is required, and that experimentation is also necessary to prove out the validity of the various models, all of which necessarily contain many assumptions and simplifications. 
