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Abstract
This paper presents approximation algorithms for two extensions of the set cover problem: a graph-based extension known as the
Max-Rep or Label-CoverMAXproblem, and a color-based extension known as the Red-Blue Set Cover problem. First, a randomized
algorithm guaranteeing approximation ratio
√
n with high probability is proposed for the Max-Rep (or Label-CoverMAX) problem,
where n is the number of vertices in the graph. This algorithm is then generalized into a 4
√
n-ratio algorithm for the nonuniform
version of the problem. Secondly, it is shown that the Red-Blue Set Cover problem can be approximated with ratio 2
√
n logβ,
where n is the number of sets and β is the number of blue elements. Both algorithms can be adapted to the weighted variants of the
respective problems, yielding the same approximation ratios.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
1.1. Background
Recent classifications of NP-hard problems by their approximability properties have led to the identification of
a group of problems termed class III problems in [10]. These problems can be informally characterized as ones
known to have no approximation algorithm with ratio 2log1− n (for any 0 <  < 1) under some plausible complexity-
theoretic assumption (such as NP = P or NP  DTIME(nO(polylogn))). We henceforth refer to this property as strong
inapproximability. This class includes problems such as the minimization and maximization versions of Label-Cover
[2], AND/OR Scheduling [8], Minimum-Monotone-Satisfying-Assignment (MMSA) [1], Min-Rep and Max-Rep [11],
Red-Blue Set Cover [3], sparsest k-spanner for k  3 [6,7], and more.
While negative (strong inapproximability) results are known for all of those problems (and indeed, in a certain
sense they define the class), less is known about positive (approximability) results. The current paper is concerned
with providing such results for some of the above problems.
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1.2. The problems considered
1.2.1. Max-Rep, Label-CoverMAX and related problems
The Max-Rep problem is defined in [11] as follows. We are given a bipartite graph G(U,W,E), where U and
W are each split into a disjoint union of k sets, U =⋃ki=1 Ai and W =⋃ki=1 Bi . The sets Ai , Bi all have size m.
Let A = {A1, . . . ,Ak} and B = {B1, . . . ,Bk}. An instance of the problem consists of the 5-tuple (U,W,E,A,B).
The bipartite graph G and the partitions A and B of U and W induce a bipartite super-graph H= (A,B,EH). Two
super-vertices Ai and Bj are adjacent in H iff there exist some u ∈ Ai and w ∈ Bj which are adjacent in G. (See
Fig. 1.)
A set of vertices C ⊆ U ∪ W is said to cover the super-edge (Ai,Bj ) if it contains a pair of vertices u,w such
that u ∈ Ai , w ∈ Bj and (u,w) ∈ E. The set C is a legal cover for H if it contains at most one vertex from each
super-vertex. The goal is to select a legal cover C for H covering the maximum number of super-edges possible.
A minimization version of this problem, called Min-Rep, is also introduced in [11]. In this version, a cover C must
cover every super-edge, but it may contain any number of vertices from each super-vertex, and the goal is to select a
minimum size cover C for H.
A closely related problem is the Label-Cover problem, introduced in [2] and presented in [10] as one of six canoni-
cal problems for proving hardness of approximation. This problem has minimization and maximization versions called
Label-CoverMIN and Label-CoverMAX, which can be represented as variants of the Min-Rep and Max-Rep problems
respectively, except that the notion of super-edge coverage is slightly different. Namely, a super-edge (Ai,Bj ) is
said to be covered if for every vertex u ∈ Ai ∩ C there is a vertex w ∈ Bj ∩ C such that (u,w) ∈ E. Note that the
Label-CoverMAX problem is equivalent to the Max-Rep problem.
1.2.2. The Red-Blue Set Cover problem
The Red-Blue Set Cover problem was introduced in [3]. It is a natural generalization of the set-cover problem,
defined as follows. Consider a finite universe partitioned into two disjoint sets, U = R ∪B , where R = {r1, . . . , rρ} is
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a set of red elements and B = {b1, . . . , bβ} is a set of blue elements. We are given a collection of sets over the universe
U , S = {S1, S2, . . . , Sn}. For any subcollection S ′ ⊆ S , let
U(S ′) =
⋃
Si∈S ′
Si, B(S ′) = U(S ′)∩B, R(S ′) = U(S ′)∩R.
(See Fig. 2.) The goal is to choose a subcollection S ′ of S that covers all the elements of B (i.e., s.t. B ⊆ B(S ′)) while
minimizing |R(S ′)|, the number of red elements in S ′.
The Red-Blue Set Cover problem is also shown in [3] to be equivalent to MMSA3, the third level of the Minimum-
Monotone-Satisfying-Assignment problem introduced in [1].
1.3. Previous work
Both versions of the Label-Cover problem were introduced in [2], where the minimization version was also shown
to be strongly inapproximable. More precisely, it was shown that it is quasi-NP-hard to approximate the problem
with ratio 2log1− n for any constant 0 <  < 1 (or in other words, such approximation is impossible unless NP ⊆
DTIME(nO(polylogn))). This result was recently improved in [5], by weakening the complexity-theoretic assumption
to NP = P and allowing  to be as small as log log−c n for any c < 1/2.
The Max-Rep and Min-Rep problems were introduced in [11], where it was also shown that both are strongly
inapproximable. This implies the same for the Label-CoverMAX problem, due to its equivalence to the Max-Rep
problem.
The strong inapproximability of the Red-Blue Set Cover problem was shown independently in [3] and [6]. Specif-
ically, it is shown that it is quasi-NP-hard to approximate the Red-Blue Set Cover problem with ratio 2log n, for any
0 <  < 1. Applications of the Red-Blue Set Cover problem in a variety of domains, such as data mining applications,
information retrieval or general machine learning and classification, are discussed at length in [3], as well as a number
of special-case variants of the problem and related problems, including Set Cover, Group Steiner and Directed Steiner,
and Minimum Color Path.
Few positive results exist for the above problems. The Red-Blue Set Cover problem admits naive approximation
algorithms with ratios β , ρ, or n logβ . A number of better approximation algorithms are given in [3] for this problem.
Specifically, letting kB (respectively, kR) denote the maximum number of blue (resp., red) elements in any of the
sets Si , the paper presents approximation algorithms with ratio Z1 = 2√kB · n or Z2 = O(n1−1/kR logn). Hence the
approximation ratios of these algorithms are low when kB or kR are small, but may be as high as Z1 = (√nβ) or
Z2 = (n logn), respectively, in the general case, when kB or kR are large.
In [6] it is shown that the Min-Rep and Label-CoverMIN problems admit a
√
n-approximation ratio. It is also shown
that the Min-Rep and Label-CoverMIN problems restricted to the cases where the girth of the induced super-graph is
greater than t , admit an n2/t approximation ratio. In particular, it follows that the Min-Rep and the Label-CoverMIN
problems with girth greater than log n (for some constant  > 0) are not strongly inapproximable, i.e., they admit an
O(2log
′
n)-approximation ratio, for some 0 < ′ < 1.
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The current paper presents approximation algorithms for two of the above problems.
The first algorithm, presented in Section 2, is a randomized algorithm guaranteeing approximation ratio
√
n with
high probability for the Max-Rep problem (or for Label-CoverMAX). (A simple deterministic variant was pointed out
by Y. Hassin [9].) This algorithm is then generalized into a 4√n-ratio algorithm for the nonuniform version of the
problem, in which there may be a different number of sets in A and B, and these sets may have different sizes. The
algorithm can be generalized also to the weighted version of the problem, where super-edges have real nonnegative
weights, and the goal is to maximize the total weight of covered super-edges.
In Section 3 we present an algorithm with approximation ratio 2
√
n logβ for the Red-Blue Set Cover problem. The
algorithm can be generalized also to the weighted version of the problem, in which every red element ri ∈ R has a
positive real weight associated with it, and the goal is to minimize the weight of the selected cover.
2. An approximation algorithm for the Max-Rep problem
2.1. The uniform case
Let us start with some terminology. For every 1 i  k, let Ai = {u1i , . . . , umi } and Bi = {w1i , . . . ,wmi }. We think
of the graph as drawn with the vertices of U on the left and the vertices of W on the right.
Consider a cover C. Without loss of generality we may assume that C = UC ∪WC , where UC (respectively, WC )
contains exactly one vertex uCi (resp., wCi ) in each super-vertex Ai (resp., Bi ) on the left (resp., right). In particular,
we denote by C∗ = U∗ ∪ W ∗ the optimal solution to the problem, and let u∗i (resp., w∗i ) denote the unique vertex of
U∗ ∩Ai (resp., W ∗ ∩Bi ).
For vertex subsets U ′ ⊆ U and W ′ ⊆ W , let G(U ′,W ′) denote the subgraph of G induced by U ′ and W ′. For
a vertex u ∈ U ′ (resp., w ∈ W ′), let deg(u,W ′) (resp., deg(w,U ′)) denote its degree in G(U ′,W ′). For u ∈ Al , let
Γ (u,H) denote the set of super-vertices Bi neighboring u, namely, such that there is an edge (u,wji ) ∈ E for some
w
j
i ∈ Bi . Let sdeg(u,H) denote the super-degree of u, namely, the cardinality of Γ (u,H). The super-degree of a
vertex represents the number of super-edges it can potentially cover.
For any cover C, let Ê(C) denote the set of super-edges ofH covered by C. Note that these are precisely the super-
edges corresponding to the edges of the graph G(UC,WC). Denote the cardinality of this set by f (C) = |Ê(C)|.
We first present two approximation procedures for the problem. The first of the two has approximation ratio k, so
it applies well in case there are few sets.
Procedure FEW_SETS
1. Calculate the super-degree sdeg(u,H) of every vertex u ∈ U .
2. Find the vertex uˆ ∈ U with maximum super-degree.
3. Construct a set Ŵ consisting of one neighbor wjii of uˆ in every super-vertex Bi ∈ Γ (uˆ,H).
4. Complete the set Ŵ ∪ {uˆ} into a cover Ĉ arbitrarily.
5. Output the cover Ĉ.
Lemma 2.1. Procedure FEW_SETS yields a k-approximation for the Max-Rep problem.
Proof. By the choice of uˆ,
sdeg(u∗i ,H) f
({uˆ} ∪ Ŵ ) f (Ĉ)
for every 1 i  k. Subsequently,
f (C∗)
∑
1ik
sdeg(u∗i ,H) k · f (Ĉ). 
Our second approximation procedure has approximation ratio 2m, so it applies well in case the sets are small.
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1. For every 1 i  k, draw a vertex u˜i ∈ Ai uniformly at random.
2. Let U˜ = {u˜1, . . . , u˜k}.
3. For every 1 i  k do:
(a) Compute the degree deg(wji , U˜ ) for every vertex wji ∈ Wi .
(b) Let w˜i be the vertex with maximum degree.
4. Let W˜ = {w˜1, . . . , w˜k}.
5. Output the cover C˜ = (U˜ , W˜ ).
For the analysis, we need to argue that the cover C˜ = (U˜ , W˜ ) constructed by Procedure SMALL_SETS is not
much worse than the optimal cover C∗ = U∗ ∪ W ∗. To do that, let us first consider the intermediary “mixed” cover
C¯ = (U˜ ,W ∗).
By the choice of W˜ , it is clear that once U˜ is fixed, W ∗ is no better than W˜ . Hence comparing C˜ to C¯, the following
claim is immediate.
Lemma 2.2. f (C˜) f (C¯).
On the other hand, comparing C¯ to C∗ we have:
Lemma 2.3. E(f (C¯)) 1
m
· f (C∗).
Proof. Let d˜i = deg(u˜i ,W ∗) and d∗i = deg(u∗i ,W ∗). Observe that if u˜i = v∗i then d˜i = d∗i . As this happens with
probability 1/m, we have that E(d˜i) 1m · d∗i .
Noting that f (C∗) =∑ki=1 d∗i and f (C¯) =∑ki=1 d˜i , we conclude that
E
(
f (C¯)
)=
k∑
i=1
E(d˜i)
1
m
k∑
i=1
d∗i =
1
m
· f (C∗). 
Corollary 2.4. E(f (C˜)) 1
m
· f (C∗).
To get this result with high probability, we apply the following procedure.
Procedure SMALL_SETS_2
1. Set  = 2m logn.
2. Invoke Procedure SMALL_SETS for  times.
3. Select the best result.
We rely on the following elementary fact.
Fact 2.5. If X is a random variable in the range [0,mα] with expectation E(X) = α, then the probability that X  α/2
is at most 1 − 12m .
By applying the above fact to the random variable f (C˜) with α = f (C∗)/m, we get that in each invocation of
Procedure SMALL_SETS, the probability that the gain of the resulting cover C˜ is f (C˜) f (C∗)/2m is at most 1− 12m .
Subsequently, the probability that the gain of none of the  covers exceeds f (C∗)/2m is at most (1 − 12m) ≈ 1/n.
Corollary 2.6. With probability at least 1 − 1/n, Procedure SMALL_SETS_2 yields a 2m-approximation for the
Max-Rep problem.
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SMALL_SETS_2 and selecting the better result yields an approximation ratio of min{k,2m}. As n = 2km, either
k √n or 2m√n must hold, hence we have the following.
Theorem 2.7. There is a randomized algorithm yielding an approximation with ratio
√
n with probability at least
1 − 1/n for the Max-Rep problem.
Let us remark that a simple deterministic variant of Procedure SMALL_SETS, and hence of the entire algorithm,
was pointed out by Y. Hassin [9].
2.2. The nonuniform case
Let us now generalize the approximation algorithm to the case where the partitioning of the graph is nonuniform,
i.e., there are kU sets Ai and kW sets Bi , and each of those sets is possibly of different size.
It is easy to verify that the procedures described earlier still work correctly, albeit with weaker approximation ratios.
In particular, Procedure FEW_SETS will guarantee approximation ratio at most kU . Analogously, a dual procedure
FEW_SETS_2 which reverses the roles of the sets U and W (i.e., selects the best vertex wˆ ∈ W and bases the cover on
wˆ and its neighbors in U ) will yield ratio kW . Procedure SMALL_SETS_2 will guarantee approximation ratio at most
mˆ(H) = max{|Ai | | 1 i  kU }. Unfortunately, in a nonuniform instance, all of these bounds might be simultaneously
as large as (n).
To get a better bound, we partition the problem into four subproblems as follows. First, split the sets Ai and Bi into
large and small ones, letting
AL =
{
Ai | |Ai |
√
n
}
, AS =
{
Ai | |Ai | <
√
n
}
,
BL =
{
Bi | |Bi |√n
}
, BS =
{
Bi | |Bi | < √n
}
,
and taking
UL =
⋃
Ai∈AL
Ai, US = U \UL,
WL =
⋃
Bi∈BL
Bi, WS = W \WL.
The edge set E is partitioned accordingly into four subsets
EXY = E ∩UX ×WY , for X,Y ∈ {L,S}.
The problem now splits into four subproblems, denoted ΠXY for X,Y ∈ {L,S}, where ΠXY is defined over the graph
GXY = (UX,WY ,EXY ) and the super-graph HXY induced by the super-vertices of AX and BY .
Clearly, each cover C for the original problem induces four covers CXY for the subproblems, with
f (C) = f (CLL)+ f (CLS)+ f (CSL)+ f (CSS).
Subsequently, if it is possible to approximate each of the four subproblems ΠXY for X,Y ∈ {L,S} separately, giving
it a cover CXY with ratio at most γ , then we can guarantee an approximation for the original problem with ratio at
most 4γ , simply by taking the largest of the resulting four covers and completing it arbitrarily.
The crucial observation is that on subproblems ΠLL and ΠLS we have kUL 
√
n, so Procedure FEW_SETS
yields approximation ratio
√
n. Likewise, on subproblem ΠSL we have kWL 
√
n, so the dual Procedure
FEW_SETS_2 again yields approximation ratio
√
n. Finally, on subproblem ΠSS we have mˆ(HSS) 
√
n, so Pro-
cedure SMALL_SETS_2 will yield approximation ratio
√
n.
Theorem 2.8. There is a randomized algorithm yielding an approximation with ratio 4
√
n with probability at least
1 − 1/n for the Nonuniform Max-Rep problem.
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Finally, let us consider the weighted variant of the problem, in which every super-edge (Ai,Bj ) has a nonnegative
real weight ω(Ai,Bj ) associated with it, and the goal is to maximize the weight of the selected cover. We claim that
Procedures FEW_SETS, FEW_SETS_2, SMALL_SETS and SMALL_SETS_2 can be extended to the weighted setting
with no change in the approximation ratio. This can be shown by defining appropriate generalizations of the deg and
sdeg functions which take the super-edge weights into account.
In particular, for a set E′ of super-edges, let ω(E′) =∑e∈E′ ω(e). Let sdeg(u,H) denote the weighted super-
degree of u in H, namely, the total weight ω({(Al,Bi) | Bi ∈ Γ (u,H)}). The super-degree of a vertex now represents
the total weight of the super-edges it can potentially cover. Denote the weight of the set Ê(C) by f (C) = ω(Ê(C)).
Finally, for every w ∈ W ′, let B(w) denote the set to which w belongs. For u ∈ Al , denote the set of neighbors of u
in G by Γ (u,G). Then define deg(u,W ′) =∑w∈W ′∩Γ (u,G) ω(Ai,B(w)). With these definitions, the entire analysis
goes through with little change. We thus get the following.
Theorem 2.9. There is a randomized algorithm yielding an approximation with ratio 4
√
n with probability at least
1 − 1/n for the Nonuniform Weighted Max-Rep problem.
3. An approximation algorithm for the Red-Blue Set Cover problem
Let us first give some definitions. For every red element ri ∈ R and set collection S , let deg(ri ,S) denote the
number of sets in S that contain ri . Let Δ(S) = max{deg(ri ,S) | ri ∈ R}.
For a set Si , a set collection S and a subset R′ ⊆ R of red elements, denote the set obtained by discarding the
elements of R′ from Si by Φ(Si,R′) = Si \R′, and let
Φ(S,R′) = {Φ(Si,R′) | Si ∈ S ′}.
For every set Si ∈ S , let r(Si) = |R({Si})|, and for every subcollection S ′ ⊆ S , let r(S ′) = |R(S ′)|.
Let S∗ denote the optimal solution for the Red-Blue Set Cover problem on the instance S .
3.1. The greedy procedure
We make use of the following approximation procedure for the Red-Blue Set Cover problem.
Procedure GREEDY_RB
1. Modify S into an instance T of the weighted set cover problem as follows.
(a) Take T = Φ(S,R),
(b) Assign each set Ti = Φ(Si,R) in T a weight ω(Ti) = r(Si).
2. Apply the greedy algorithm for weighted set cover to T , and generate a cover T˜ .
3. Take the corresponding collection S˜ = {Si | Ti ∈ T˜ } as the resulting approximation.
For every subcollection T ′ of an instance T of the weighted set cover problem, let ω(T ′) =∑Ti∈T ′ ω(Ti). It is
easy to verify the following.
Lemma 3.1. For any set collection S ′ and corresponding instance T ′ = Φ(S ′,R) of the weighted set cover problem,
r(S ′) ω(T ′)Δ(S) · r(S ′).
Proof. Note that
ω(T ′) =
∑
Ti∈T ′
ω(Ti) =
∑
Si∈S ′
r(Si) =
∑
rj∈R(S ′)
deg(rj ,S ′).
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r(S ′)
∑
rj∈R(S ′)
deg(rj ,S ′)Δ(S) · r(S ′),
implying the claim. 
Lemma 3.2. Procedure GREEDY_RB has an approximation ratio of Δ(S) · logβ .
Proof. Denote the minimum-weight set cover for T by T #, and let T ∗ = Φ(S∗,R) be the instance of the weighted
set cover problem corresponding to S∗. (Note that T # and T ∗ need not necessarily be the same.) It is known that the
greedy algorithm yields a logβ approximation for the weighted set cover problem, namely, ω(T˜ ) logβ ·ω(T #) [4].
Therefore, by Lemma 3.1,
r(S˜) ω(T˜ ) logβ ·ω(T #).
The optimality of T # implies that ω(T #) ω(T ∗). Combined, we get that
r(S˜) logβ ·ω(T ∗).
Applying Lemma 3.1 again we get that
r(S˜) logβ ·Δ(S) · r(S∗). 
3.2. The main procedure
For an integer parameter X, we consider the following procedure.
Procedure LOW_DEG(X)
1. Discard from S the sets with more than X red elements, setting SX ← {Si ∈ S | r(Si)X}.
2. If B(SX) = B then return S . /* SX is not feasible */
3. Set Y = √n/ logβ
4. Separate the red elements into high and low degree elements, setting RH ← {ri ∈ R | deg(ri ,SX) > Y } and
RL ← R \RH .
5. Discard the elements of RH from SX , setting SX,Y ← Φ(SX,RH ).
6. Apply Procedure GREEDY_RB to SX,Y , and obtain a solution S˜X,Y .
7. Complete the sets of S˜X,Y into the corresponding sets of SX (by adding to each set Ti ∈ S˜X,Y originally obtained
from Si ∈ SX the discarded elements Si ∩RH ), and return the resulting solution S˜X .
Lemma 3.3. |RH |√n logβ ·X.
Proof. Each set Si ∈ SX has at most X red elements. Hence
|RH | · Y <
∑
rj∈RH
deg(rj ,SX)
∑
rj∈R
deg(rj ,SX) =
∑
Si∈SX
r(Si) |SX| ·X  nX,
so |RH | nX/Y , implying the lemma. 
3.3. The approximation algorithm
Now let us set X̂ = max{r(S∗i ) | S∗i ∈ S∗}, and consider the performance of Procedure LOW_DEG when invoked
with the parameter X = X̂.
Lemma 3.4. Procedure LOW_DEG(X̂) yields an approximation ratio of at most 2√n logβ .
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(and not Step 2).
Let S∗ be some optimal solution for the problem, and let r∗H = |R(S∗) ∩ RH | and r∗L = |R(S∗) ∩ RL|. Since
Δ(SX̂,Y ) Y , Lemma 3.2 guarantees that the solution produced by Procedure LOW_DEG(X̂) uses at most Y · logβ ·
r∗L =
√
n logβ · r∗L red elements of R∗L. By Lemma 3.3, the number of red elements of R∗H contained in the solution
generated by the procedure is at most
√
n logβ · X̂. Combined, the total number of red elements used by the procedure
satisfies r(S˜X̂)
√
n logβ · r∗L +
√
n logβ · X̂. But by the definition of X̂, necessarily r(S∗) X̂, and hence r(S˜X̂)
2
√
n logβ · r(S∗), yielding the lemma. 
As X̂ is not known to us in advance, it will be necessary to search for it. This yields our final algorithm.
Algorithm LOW_DEG2
1. For X = 1 to ρ do:
Invoke Procedure LOW_DEG(X).
2. Take the best of the obtained solutions.
Theorem 3.5. Algorithm LOW_DEG2 yields an approximation ratio of 2√n logβ for the Red-Blue Set Cover problem.
A minor variant of this algorithm yields an approximation ratio of (nρ)1/3. However, the problem clearly admits
also a trivial approximation algorithm of ratio ρ, and (nρ)1/3 is always dominated by the smaller of ρ and
√
n, so this
variant is not as interesting (assuming the factor of logβ is negligible compared to the other terms).
3.4. The weighted case
Finally, let us consider the weighted variant of the problem, in which every red element ri ∈ R has a positive real
weight ω(ri) associated with it, and the goal is to minimize the weight of the selected cover. We claim that Procedures
GREEDY_RB and LOW_DEG can be extended to the weighted setting with no change in the approximation ratio. In
particular, in addition to the previous definitions, define the weight of a set Si to be ω(Si) =∑rj∈Si ω(rj ), and for a
subcollection S ′ let ω(S ′) =∑rj∈R(S ′) ω(rj ). In Procedure GREEDY_RB, Step 1(b) should assign each set Ti in T
the weight ω(Ti) = ω(Si). The inequalities of Lemma 3.1 become
ω(S ′) ω(T ′)Δ(S) ·ω(S ′),
with minimal changes in the proof, as well as in the proof of Lemma 3.2. In Procedure LOW_DEG, the definition
of SX changes to SX ← {Si ∈ S | ω(Si)  X}. As a result, Lemma 3.3 now asserts that ω(RH )  √n logβ · X.
The definition of X̂ becomes X̂ = max{ω(S∗i ) | S∗i ∈ S∗}. The proof of Lemma 3.4 uses ω∗H = ω(R(S∗) ∩ RH) and
ω∗L = ω(R(S∗)∩RL) instead of r∗H and r∗L, respectively.
We thus get the following.
Theorem 3.6. There is an algorithm with approximation ratio 2
√
n logβ for the Weighted Red-Blue Set Cover prob-
lem.
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