is the optimal stopping rule for the above problem.
Proof. lAt laimma 2.2: 
&"M@4
.)'Let x~t be a Wiener proceas with drift 4 and variance~ per unit of time.
For teting H: (j< 0 vs A: i > 0 with the loss function pj if the wrong decision is made and 0 otherwise, c coat of observation per unit time ,agxd( has a prior distribution which is normal with mean 0 and variance t2 followed an idea of Bickel and Yahav to obtain a lower bound for the Bayes risk and showed that this lower bound is strict as' 0O-for all c.
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