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IBM Thomas ]. Watson Research Center, Yorktown Heights, New York 
A class of discrete noiseless channels having upper and lower bounds on 
the separation between adjacent nonzero input symbols is considered. Recursion 
relations are derived for determining the number of input sequences which 
satisfy the constraints for all block lengths, and the asymptotic information 
rate is calculated. Applications to compaction and synchronization are discussed. 
An optimal algebraic block coding scheme for such channels is developed. 
I .  INTRODUCTION 
In digital transmission or recording systems the information to be trans- 
mitted or stored can be considered as a sequence of symbols from a finite 
(most often binary) alphabet. The system may place some constraints on 
the sequences that can be transmitted or stored and it may be necessary 
to code the information sequence to make it acceptable to the system. As 
an example of the kind of constraints we are interested in, consider NRZI  
recording (Hoagland, 1963) for storing binary data on magnetic surfaces 
(tapes, disks, etc.). A "1" is recorded as a transition in the state of the 
magnetic surface, a "0" as a nontransition. During the readback process, 
a transition between magnetic states will result in a voltage pulse while a 
nontransition will simply result in the absence of signal at the read head. 
In such recording systems, the separation of transitions is constrained ue 
to the following considerations: 
1. If  the transitions are too close, the intersymbol interference between 
adjacent pulses becomes excessive. This places a lower limit train on the 
minimum separation between successive transitions. This minimum tolerable 
separation is usually taken as the bit duration. 
2. I f  the adjacent ransitions are too far apart, the absence of signal may 
cause a data based clocking scheme to lose synchronization and introduce 
* A special case with binary sequences was presented atthe IEEE 1969 International 
Symposium on Information Theory in a paper titled "Run-Length-Limited Codes." 
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other detection problems. This places an upper limk tmax on the maximum 
separation between successive transitions. This maximum tolerable separation 
is usually maintained by interleaved clock bits. 
Let ), be the ratio tmax/tmin • Then in the above NRZI  system a clock bk 
is inserted after every block of 7 --  1 information bits and the sequence 
is recorded with consecutive bits tmin apart. Now consider a binary sequence 
in which two consecutive l 's are separated by a string of O's whose length 
is at least d and at most 7(d + 1) --  1. If this sequence is recorded at d + 1 
times the density of the NRZI  system, the same minimum and maximum 
separations between transitions are still maintained. However, we will show 
that the use of such sequences will result in a higher information density. 
In addition to the magnetic recording systems in the above example, 
similar constraints are found in digkal transmission systems. Coding schemes 
for channels of this type have been studied by Freiman and Wyner (1964), 
Kautz (1965), Melas (1967), Gabor (1967) and Franaszek (1968). 
The example discussed above is a special case of the constraints considered 
in this paper. These constraints can be stated in a formal manner as follows: 
Let the finite alphabet of q symbols (q/> 2) be represented by the set of 
integersI, --~ {0, 1,..., q --  1}. 
DEFINITION 1. A dh-limited q-nary sequence satisfies imultaneously the 
following conditions: 
1. d-constraint--two nonzero symbols are separated by a run of con- 
secutive zeros of length at least d. 
2. h-constraint--any run of consecutive zeros is of length at most k. 
In finite length sequences the d-constraint is not imposed on the zero 
runs having at least one end bounded by the block boundary. I f  only condi- 
tion 1 is satisfied, the sequence is said to be d-limited (with k = oo). If only 
condition 2 is satisfied the sequence is k-limited (with d = 0). 
In Section I I  we derive recursion relations for determining the number of 
d-limited, k-limited, and dh-limited sequences for all block lengths and all 
values of d and k. The solution for the binary k-limited case has been obtained 
earlier by Kautz (1965). The asymptotic information rate (or channel 
capacity) of these sequences is obtained as a function of the specified 
constraints. The application of binary sequences to recording systems is 
discussed and it is shown how these constrained sequences can be used to 
obtain higher densities as well as self-clocking properties. 
Section I I I  is devoted to the development of an algebraic block coding 
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scheme for these constrained sequences. The encoding and decoding is 
achieved by a change in the weighting system of q-nary integers. As the 
block length increases, the information rate of the codes approaches the 
channel capacity, but the complexity of the coding scheme grows only 
linearly with block length. It will be seen that the binary coding method 
of Kautz using generalized Fibonacci numbers is a special case of the general 
coding scheme presented here. 
The problem of cascading coded sequences i discussed in Section IV. 
In Section V we consider some other constraints which are derived from 
the dk constraint stated earlier. 
Proofs of the theorems have been relegated to the Appendix. 
II. ENUMERATION OF SEQUENCES, INFORMATION RATE 
In this section we present recursive relations for determining the number 
of sequences which satisfy the d-, k-, and dk-constraints for any block length. 
The enumeration of sequences leads to the derivation of bounds on informa- 
tion rate of the sequences, and also provides weighting parameters u ed in the 
development of a general coding scheme which is described in Section h i .  
d-Limited Sequences 
Let Na(n ) denote the number of distinct d-sequences of length n. (For 
convenience, d-limited sequences will be abbreviated to d-sequences). Define 
X~(n) ~0 for n <0,  (1) 
Na(O) ~ 1. (2) 
For n > 0, the number of d-sequences, Na(n), is given in Theorem 1. 
THEOREM 1. The number of d-sequences of length n is given by 
Na(n) = n(q - -1 )  + l for 1 ~n~d+l ,  (3) 
Na(n) =Na(n- -1 )+(q- -1 )Na(n - -d - -1 )  for n>d+l .  (4) 
In the binary case Eqs. (3) and (4) reduce to 
Na(n) = n + l for 1 ~ n ~ d + l, 
Na(n) = Na(n -- 1) + N~(n -- d -- 1) for n>d+l .  
(5) 
(6) 
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Table I contains values of Na(n) for a range of values of d and n for q = 2. 
Writing Na(n) ~- Z ~ in (4) we get the characteristic equation 
Z a+l -Z  a - (q -1 )=O.  (7) 
TABLE I 
Number of Binary d-Sequences 
n = 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
d= 1 2 3 5 8 13 21 34 55 89 144 233 377 610 987 1597 2584 4181 6765 
2 2 3 4 6 9 13 19 28 41 60 88 129 189 277 406 595 872 1278 
3 2 3 4 5 7 10 14 19 26 36 50 69 95 131 181 250 345 476 
4 2 3 4 5 6 8 11 15 20 26 34 45 60 80 106 140 185 245 
5 2 3 4 5 6 7 9 12 16 21 27 34 43 55 71 92 119 153 
6 2 3 4 5 6 7 8 10 13 17 22 28 35 43 53 66 83 103 
7 2 3 4 5 6 7 8 9 11 14 18 22 28 35 43 52 63 77 
8 2 3 4 5 6 7 8 9 10 12 15 19 24 30 37 45 54 64 
9 2 3 4 5 6 7 8 9 10 11 13 16 20 25 31 38 46 55 
10 2 3 4 5 6 7 8 9 10 11 12 14 17 21 26 32 39 47 
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FIG. 1. Asymptotic information rate of d-sequences. 
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If A is the largest positive root of the characteristic equation, then for 
large n, Na(n) oc ,~n. The asymptotic information rate is ~7 = logq A q-nary 
units/symbol. This, of course, is the same as the capacity of the discrete 
noiseless channel with the d-constraint. The channel can be modeled as a 
finite memory channel and the method of Shannon (1948) would give the 
same result (see Freiman and Wyner, 1964). Figure 1 shows how ~7 changes 
with d for some values of q. 
For the binary case Eq. (7) becomes 
Z d+1-Z  a -1  =0.  (8) 
One of the applications of binary d-sequences i  for compaction in NRZI 
serial magnetic recording systems which do not have any clocking require- 
ments. The minimum separation train between transitions is limited by 
intersymbol interference. Usually the information is recorded in uncoded 
form, successive bits being separated by train. Using d-sequences for 
recording with successive symbols eparated by tmin/(d -k 1), the minimum 
physical separation between transitions i still train, but a higher information 
density can be achieved. Asymptotically, the information stored in a binary 
d-sequence of length n is n log 2 A bits, where A is the largest positive root 
of Eq. (8). Since the density is d -k 1 times the original density, the informa- 
tion would be (d q- 1) n log s A bits. In uncoded form, the information stored 
would have been n bits. The asymptotic compaction ratio R is defined to be 
the ratio of the physical information rates with and without the d- 
constraint, and is given by R ~ (d-k 1)log2A. Figure 2 shows how R 
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FIG. 2. Compaction ratio for binary d-sequences. 
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increases with increasing d. For instance, with d -- 4 we can store approxi- 
mately twice as much information as we could with the NRZI scheme. 
With finite block lengths the compaction would probably be slightly less 
than 2. However, it should be noted that the use of d-sequences requires 
a more accurate clock, running at d-~ 1 times the original rate. One also 
needs more accurate detection circuits which must accurately determine 
transition locations within intervals of tmin/(d + 1) instead of train. This 
reduces the tolerance to any noise in the recording channel. These practical 
considerations will determine the maximum permissible value of d. 
dk and k-Limited Sequences 
Let N(n) be the number of dk-sequences of length n. (For simplicity in 
notation, no subscript is used on N(n) in this case.) Define 
N(n) & O for n<0,  
(9) 
N(0) ~ 1. 
For n > 0, the number of dk-sequences, N(n), is given in Theorem 2. 
THEOREM 2. The number of dk-sequences of length n is given by 
N(n) ~-n(q - -1 )+ l  for 1 ~n ~d+l ,  (10) 
N(n) = N(n --1) + (q --1) N(n -- d --1) for d + l ~ n ~ k, (11) 
k 
N(n) = (q -- 1) (d+k+l - -n )+(q- -1 )Z  N(n -- i - -1 )  
i=d  
for k < n <~ d + k, (12) 
?c 
N(n) = (q -- 1)~N(n- - i - -1 )  for n > d + k. (13) 
Z=d 
The k-limited case (d = 0) can be derived as a special case of the general 
dk case. If Nk(n) denotes the number of k-sequences of length n, the following 
result is a direct consequence of Theorem 2. 
THEOmSM 3. The number of k-sequences of length n is given by: 
Nk(n) = q~ for 0 < n <~ k, (14) 
J~+l 
Nk(n) ~- (q - -1)  Z Nk(n- - i )  for n > k. (15) 
i=1 
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For the k-limited case, the characteristic equation is 
Z k+l -- (q --  1)[Z k ÷ Z k-1 + ... ÷ Z 3- 1] = 0. (16) 
From Eq. (16) the largest positive root A can be found. The asymptotic 
information rate ~ = log s A is given for some values of k and q in Fig. 3. 
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Fro. 3. Asymptotic information rate for k-sequences. 
Kautz (1965) has tabulated Nk(n) for a range of values of k and n in the 
binary case. As suggested by Kautz, the k-sequences are useful for synchro- 
nization purposes, since the clock can be updated at least every k + 1 clock 
periods. 
We compare the use of k-limited sequences with the interleaved clock 
NRZI  method. In the interleaved clock method a clock bit is inserted after 
every k information bits, so the information rate is k/(k 3-- 1). The information 
rate of the binary k-sequences i log 2 A, so the compaction ratio is 
R- -  (k+l )  log~A. 
k 
Figure 4 shows how R changes with k. For small values of k, a considerable 
increase in information density can be achieved. 
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Compaction ratio for binary k-sequences. 
In the dk-limited case the characteristic equation is 
zk+l  _ (q _ 1)[z~-~ + zk -~- i  + ,.. + z + 1] = 0. (17) 
The dk-sequences can be used for compaction and synchronization simul- 
taneously. Consider first the usual NRZI  recording system which records 
uncoded binary data with separation train and a clock digit inserted after p 
data digits. The data rate is p/(p -+- 1) bits/symbol. The ratio of maximum 
separation to minimum separation is y = p -F 1. I f  we now use dk-sequences 
with 
k=(p@l ) (d+l ) - - i  =y(d@l ) - - l ,  (18) 
and record with spacing between symbols of tmin/(d + 1), the minimum 
and maximum physical separation between transitions is still the same as 
in the uncoded case. The dk-sequence has an average information rate of 
log 2 A bit/symbol and since it is recorded at d + 1 times the original density, 
the compaction ratio is 
R ( p -}- 1) (d + 1) logz A. 
P 
Using (18), we have 
R (k+l ) (d+l )  
= (k --  d) log 2 A, (19) 
k+l  
~ ' - -  d÷l  " (20)  
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Figures 5 and 6 show how ~ and R change with d when the ratio 7 (of the 
maximum and minimum separation) is kept constant. Increasing d gives a 
higher value of R and the maximum value of d is limited by the accuracy 
of the clocking and detection systems. 
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Asymptotic information rate for binary dk-sequences. 
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FIC. 6. Compact ion ratio for b inary dk-sequences. 
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I I I .  ENCODING AND DECODING 
dk-Limited Sequences 
We now develop a general algebraic technique for coding dk-sequences. 
A 1-1 mapping from the N(n) dk-sequences of length n onto the set of 
integers {0, 1,..., N(n) --  1} is established, and an algorithm is developed for 
converting dk-sequences to integers and vice versa. 
We could consider the q-nary dk-sequence x as an integer of value 
n--i qi.  ~]i=o xi" However, this radix q representation of x does not map the 
N(n) dk-sequences onto the integers {0, l,..., N(n) -- 1}. We will develop a 
different weighting system based on the counts for N(n) derived earlier. 
Let X~ be the set of all dk-sequences (for some fixed d and k) of length n, 
and let )~-~ be the subset of X~ which contains only those sequences having 
their leftmost symbol nonzero. Let N°(n) be the number of sequences in )~-~. 
A recursion formula for N°(n) is derived in the Appendix and is given by 
Eqs. (A.17) and (A.19). We define an ordering of the sequences in X~ as 
follows: 
DEFINITION 2. Let 
X = Xn_  1 , Xn_  2 , . . . ,  X 0 and x' = Xn_ 1 , X~_ 2 ,. . . ,  X0 t 
be two dk-sequences, x > x' if and only if there exists an i < n such that 
xi > xi' and x~ = x~' for j > i. This, of course, is the usual lexicographic 
ordering. I f  x and x' are not identical, then either x > x' or x' > x. Also 
if x > x' and x' > x", then x > x". Definition 2, therefore, gives a simple 
chain ordering of the set X n . 
Let v=v~_  1,v~_ 2,...,v 0 and w=wn_  t ,wn_  ~,. . . ,w o be weighting 
sequences defined by 
v, = Nq) ,  i = 0, 1,..., n --  1, (21) 
1 
w, = (q_  1) "N°(i +1) '  i=0 ,1  .... ,n - -  I. (22) 
N°(i + 1) can be calculated from (A.17) and (A.19), which also show that 
N°(i + 1) is divisible by q --  1 and, therefore, v~ and wi are integers for all i. 
Given any dk-sequence x, we derive from it two other sequences 
a = a~_ 1 , a,_~ ,..., a 0 and b = b~_ 1 , b~_~ ..... b 0 in the following manner: 
l0 if xi = O, 
(23) 
a i= 11 if x,:760, 
bi = xi --  a i .  (24) 
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DEFINITION 3. For each n-tuple x, its associated value s(x) is given by 
n- - I  n - - I  
s(x) = Z G "vi 4- Z b, "wi (25) 
i=0  i=0 
where a and b are derived from x as given by (23) and (24). 
Equation (25) may be written as 
s(x) : a -  v q- b"  w (26) 
where the operation (') is 
binary case, bi ---- 0 for all 
Let 
the usual inner product of two vectors. In the 
i and a = x, therefore, s(x) simplifies to x • v. 
As = {s(x) I x e X.}, (27) 
An = {s(x) I x e -~.}, (28) 
Max(n) = max As ,  (29) 
Min(n) = min An,  (30) 
o 
Min(n) = min _d n . (31) 
We now have the following theorems: 
THEOREM 4. 
Max(n) --  Min(n) q- 1 = N(n). (32) 
THEOREM 5. 
I f  x > x', then s(x) > s(x'). (33) 
Theorems 4 and 5 show that the mapping of Definition 3 is a 1-1 mapping 
of the N(n) dk-sequences of length n onto the N(n) consecutive integers 
lying in the interval [Min(n), Max(n)]. It is easily seen that either of the 
transformations defined below will map the N(n) dk-sequenees onto the 
integers {0, 1 ..... N(n) -- 1} 
x -+ s(x) --  Min(n), (34) 
x --~ Max(n) --  s(x). (35) 
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This gives us a simple method of constructing a decoder. A "translation" 
decoder based on (34) is shown in Fig. 7. A "reversal" decoder based on 
x l.q CALCULATEs,_ b ~ , _  - s(x) - Mfn(n)lt 
FIO. 7. General translation e coder. 
(35) is obtained if the last block of the schematic decoder of Fig. 7 performs 
the operation Max(n) - -  s(x). The logic functions required in the different 
blocks of Fig. 7 are quite easy to implement. 
We now develop an algorithm for converting integers to dh-sequences. Let 
From (A.36), 
o 
T~,~ = Min(i + 1) + j 'w , , i  = O, 1,..., n - -  1. 
J N°( i  + 1). T , , ,=  ~ N°(m) + (q -  1) 
m=O 
(36) 
(37) 
It is easily seen that 
Ti.o < Ti,1 < T~,2 "'" T,.q-1, (38) 
Ti.q_ 1 ~. Ti+l,o. (39) 
The important role the above functions play in the encoding of dk-sequences 
is evident in the following main theorem: 
THEOREM 6. Let x = x ,_  1 , Xn-z ,--., Xo be a dk-sequence of length n, xt = 
c :/: 0 and x~ = O, j > t i f  and only i f  
Tt.c_ 1 ~ s(x) < Tt,c. (40) 
Furthermore, i f  (40) is satisfied, then 
Tt-k-l.o ~ s(x) - -  v t - -  (c - -  1)w t < Tt_a. o . (41) 
Given an integer I ~ A n , Theorem 6 can be used to determine the dh- 
sequence corresponding to L We first locate the largest possible t < n such 
that Tt, , - i  ~ I < Tt,, , and make x t = c. Substracting the contribution of x t 
i n / ,  we get a new integer I - -  v t - -  (c - -  1)w t .  Theorem 6 can be used 
448 TANG AND BAHL 
again to find the next nonzero component of x. The second part of Theorem 6 
assures us that x~ will be followed by at least d, but not more than k zeros. 
Repetition of the same procedure gives us a simple encoder, of the type shown 
in Fig. 8. Here ai and b i are determined from xi by (23) and (24). 
COMPARATOR COMPARATOR 
Tn_l, 0 . . . . .  T_l ,q_ I Tn-2,0 . . . . .  T .2 ,  q_ I 
1 1 
f O ~f ~n_l <l"n_l,O xn_2 Xn_l= c if rn_bc_l<_I i <ln_l, c 
FIG. 8. General translation encoder. 
Figure 8 shows a translation encoder. For a reversal encoder the first box 
should perform Max(n) - - I .  When implementing the encoder, certain 
modifications can be made to increase the speed of the encoding process. 
If x, :/= 0, then xt_ 1 = Xt_  2 - -  - -  xt_ a = 0 and these redundant calcula- 
tions can be eliminated. 
Encoding and Decoding of d-Limited Sequences 
In the d-limited case (k = oo) we have 
t -Na°~ ~ 1) _ Na(i --  d) 
w i= t q - -1  
1 for O<~i<~d,  
for i >/ d, (42) 
and since the all-zero sequence is d-limited, Min(n) = 0. Then 
Ti.~ = vt + jwi 
= tNa(i) + jNa( i  --  d) for i >~ d, 
(Na(i) + j  for i ~< d. (43) 
Therefore, Ti, j can be calculated irectly from the values of Na(i ). 
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Encoding and Decoding of k-Limited Sequences 
In the h-l imited case (d = O) we have 
N~°(i + 1) _ Nk(i ) = v, .  (44) 
w~ - (q  - 1)  
Therefore, v = w and s(x) = x • v. It  is no longer necessary to calculate 
a, b, and w, and one has 
T~,j = Min(i + 1) + jv~. (45) 
Further simplification is possible in the q-nary k-l imited case if the "com- 
plement" form of x is dealt with. We shall define the "complement" of x 
to be ~, where X, = (q - -  1) - -  x i .  The runs of 0's in x are transformed 
into runs of (q - -  1)'s in ~ and will observe the same k-constraint. If  we 
now use the same weighting system for ~ with s(~) = ~ • v, we would have 
Min(i + 1) : v~, and T~,j = ( j  - /1 )  v~ = ( j  + 1) v~ = ( j  -5 1) Nk(i). This 
special form of coding is essentially the generalization of Kautz's (1965) 
method of coding binary k-sequences. 
Encoding and Decoding of Binary Sequences 
In the binary case, many simplifications can be made to the encoder 
and decoder. It is no longer necessary to compute a and b since a = x 
and b = 0. The associated value of x is simply s (x )= x 'v  where 
v = N(n -- 1), N(n -- 2) , . ,  N(1), N(0). So encoding and decoding is 
accomplished by a simple change of the weighting system of binary 
numbers, i.e., from the usual powers of two representation to the weights 
N(n -- 1), N(n -- 2),..., X(1), N(0). 
If we define 
and 
o 
Ti = T~. 0 = Min( i  + 1) 
T= T._ 1 ,T . _  1 .... , T0 ,  
(46) 
(47) 
then, to determine if x, = 1, we need only check if s(x) ~> T, .  Each com- 
parator in the encoder is only required to compare its input to a single 
prestored value T~. 
In the binary d-l imited case Min(i) = 0. So T, = v i = Na(i), i.e., the 
comparators have to compare their inputs to the weights assigned to their 
respective positions. 
643#7/5-3 
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EXAMPLE. Consider the case of binary d-limited sequences of length 4 
with d= 1. We have Na(O)~-1, Na(1)=2,  Na(2)=3,  Na(3) ---- 5, 
Na(4) = 8. The coding process simply requires changing the weighting 
system from (4, 2, 1) to (5, 3, 2, 1). The encoder-decoder pair shown in 
Fig. 9 will perform the following transformations: 
000 +-~ 0000 
001 +-> 0001 
010 ~ 0010 
011 ~-~ 0100 
100 ~ 0101 
101 ~ 1000 
110,-> 1001 
111 ~-~ 1010 
The encoding of k-limited binary sequences has been discussed by Kautz 
(1965) and is not dealt with here. 
The encoding of dk-limited sequences i  similar to the encoding of d-limited 
sequences except that the threshold T, is not the same as the weight N(i) 
assigned to the position i. 
0 ~ 13 --'~7 
x 3 x. 
~ r 
x I x 0 
xi= < 0 ~£11~Ti 
I if Ii ~- T ~ 
X _[ ,C=I ~ % ÷ 3=2 ÷ ~=i ÷ ~0 1 ,c_=l 
-I - ] 
FIG. 9. Binary encoder and decoder for d= 1, n = 4. 
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EXAMPLE. Consider binary dk-limited sequences of length n = i with 
d=l ,  k=3.  N(0)=l ,  N(1)=2,  N(2)=3,  N(3)=5,  N(4)=7,  
N(5) = 10, N(6) = 15, N(7) = 22, N(8) = 32, Min(8) ---- 8. The encoder 
and decoder are shown in Fig. 10. The encoding is achieved by changing the 
weighting system from (16, 8, 4, 2, 1) to (22, 15, 10, 7, 5, 3, 2, 1) after adding 
8 to the input. For instance, the coder transforms the input 00000 to 
00010001, the input 10101 to 10001010, and the input 11111 to 10101010. 
0<I<_31 
x 7 x 6 x.  x 4 x 3 x 2 x 0 
~0 ffI7<T 7 
x7=\ I  ,f 17 >T 7 f 
O [fT <T 
i i 
xi: I ~fI >T. 
, [  s(x) = 22x7 + 15x6 + IOx5 + 7×4 + 5x3+ 3x2 + 2x[ + Xo ~ 
FIG. 10. Binary encoder and decoder for d = 1, h = 3, n = 8. 
IV. CASCADING OF dk-SEQUENCES 
The dk-sequences generated by the encoder of Section I I I  cannot in 
general be cascaded without the risk of violating the dk-constraints at the 
boundaries. We describe a method of inserting buffering sequences of 
smallest possible fixed length /3 between adjacent code sequences o that 
the dk-constraints are not violated. Degradation in over-all coding efficiency 
can be made arbitrarily small by choosing large enough n since/3 is a function 
of d and k only. 
In the h-limited case (d = 0), the insertion of a single nonzero symbol 
between any two h-sequences is sufficient to preserve the k-constraint. 
Therefore/3 = 1. 
In the d-limited case (k = oo), the insertion of d zeros is sufficient. 
Therefore/3 = d. 
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In the dk-limited case with k /> 2d we see that /3 = d + 2. Let the 
preceding sequence nd with a run of s zeros and the next sequence start 
with t leading zeros. If s = t = k ,  the shortest possible buffer is of length 
d + 2. Table II shows how a buffer of length d + 2 can always be chosen 
to preserve the dk-constraints. The case k < 2d seems to be of little practical 
importance and is not dealt with here. 
TABLE II 
Buffering of dk-sequences 
s, t Buffer 
s >~ d, t >~ d 1, Oa, * 1 
s~> d, t < d 1, 0 a+l 
s < d, t >~ d 0 a+l, 1 
s < d, t < d, s + t + d+ 2 > k 0 a-~, 1, 08+1 
s < d, t < d, s+ t + d+ 2~ k 0 a+2 
* Where 0 a stands for d consecutive zeros. 
V. SOME DERIVED CONSTRAINTS 
If z = zn,  zn-1 ,..., z0 is a q-nary sequence, its "derivative" is defined 
as the sequence x ~--  xn_  1 , x~n_ 2 , . . . ,  x 0 where 
x~ ~ z,+ 1 --  z~. mod q, i = 0, 1,..., n - -  1. (48) 
From (48) we have 
zi+l ~ z~ + x, mod q, i = 0, 1,..., n -- 1 
z o+x o+x l+ . . .x~modq,  i=0 ,1  .... ,n - -1 .  
(49) 
Thus the Z sequence is obtained by "integrating" the corresponding 
x sequence, z0 being chosen arbitrarily. If the x sequence satisfies the 
conditions of Definition 1 for some d and k, the corresponding z sequence 
has the following properties 
la. Every symbol is consecutively repeated at least d + 1 times. 
2a. Every symbol is consecutively repeated at most k + 1 times. 
The constraints given by Definition 1 are a good model for NRZ1 type 
recording and for pulse transmission systems, while those given by la 
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and 2a are a good model for NRZ type recording and level transmission 
systems. 
The results obtained earlier are for the derivative or x sequences. These 
can be extended to the z sequences in an obvious way by using the fact 
that for every x sequence of length n and constraint parameters d and k, 
there are q z sequences of length n + 1 and parameters d + 1 and k + 1. 
VI .  CONCLUDING REMARKS 
Kautz (1965) showed that a weighting system based on the generalized 
Fibonacci numbers could be used to encode binary k-sequences. In this 
paper we further generalize the Fibonacci numbers to handle d- and 
dk-constraints and also nonbinary alphabets. The recursion equations of 
Theorems 1, 2, and 3 can be considered as generalizations of the Fibonacci 
recursion 
N(n)  = N(n  - -  1) -l- N(n  - -  2). 
Kautz (1965) also observed that when a k-limited z-sequence is used in 
a noisy environment, a few isolated errors can potentially multiply the 
original maximum runs. Instead of using a fraction of the maximum 
tolerable run as the k-constraint, the possible use of dk-sequenees was 
suggested. Unfortunately, it can be shown from the results of this paper 
that, in this particular application, the use of dk-sequences always results 
in an inferior information rate. 
The motive of using the d-constraint here is compaction. The problem 
of selecting an optimum value of d depends upon many factors including 
clocking accuracy, noise level, detection method, etc., and is beyond the 
scope of this paper. It should be noted that, unlike other schemes for 
increasing transmission rate (such as channel equalization), the use of 
dk-sequenees does not require linearity in the channel. 
Encoding and decoding is based on a 1-1 mapping between the set of 
dk-sequences of length n and the set of consecutive N(n)  integers. This is 
achieved by devising a new weighting system for q-nary dk-sequences. 
It is conjectured that coding for many other eonstrainted channels of finite 
memory can be done in a similar manner. 
The coding scheme described in this paper is asymptotically optimal, 
i.e., for long block lengths the information rate approaches the capacity 
of the channel. For shorter block lengths it is possible (and sometimes more 
efficient) to use other special codes such as the one shown by Gabor (1967). 
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APPENDIX 
THEOREM 1. The number of d-sequences of length n is given by 
Na(n)=n(q- -1 )÷a for 1 ~<n~<d+l ,  (A.1) 
Na(n) = Na(n - -1)  + (q - -1) Na(n -- d -- 1) for n>d+l .  (A.2) 
Proof. Consider Na(n) when 1 ~ n ~ d + 1. If a sequence starts with a 
nonzero symbol, the next n - -  1 symbols must be all zeros. There are q - -  1 
such sequences. I f  a sequence starts with a zero, the next n - -  1 symbols 
can be any d-sequence of length n - -  1. Therefore, 
Na(n) = Na(n -- 1) + (q - -  1), 1 ~ n <~ d -+- 1. (A.3) 
From (A.3) and the assumption Na(O) = 1, 
Na(n) = n(q -- 1) + 1, 1 ~< n ~< d + 1. (A.4) 
I f  n > d + 1, a similar recursion formula may be derived. I f  the first 
symbol is zero, the next n - -  1 symbols may be any d-sequence of length 
n - -  1. If  the first symbol is nonzero, the next d symbols are all zeros followed 
by any d-sequence of length n - -  d - -  1. Therefore 
Na(n) = Na(n - -1)  -l- (q - -1)  Na(n -- d - -1 )  for n>d+l  (A.5) 
Q.E.D. 
THEOREM 2. The number of dk-sequences of length n is given by 
N(n) = n(q--1)  + l for 1 ~<n~<d+l ,  (A.6) 
N(n) = N(n - -1 ) -} - (q - -1 )  N(n - -d - -1 )  for d + l <~ n <~ k, (a.7) 
k 
N(n) = (q --1)(d + k + l -- n) + (q - -1)  Z N(n -- i - -1 )  
i=g  
for k < n <~ d + k, (A.8) 
k 
N(n) = (q--  1) ~ N(n -- i - -  1) for n > d + k. (A.9) 
i=ct 
Proof. For n <~ k, all sequences atisfy the k constraint, so we need to 
consider only the d constraint. From Theorem 1, 
N(n)=n(q- -1 )+ l  for 1 ~<n~<d+l ,  (A.10) 
N(n)=N(n- -1 )+(q- -1 )N(n - -d - -1 )  for d+l<~n<~k.  (A.11) 
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Let NJ(n) be the number of dk-sequences of length n having exactly j
leading zeros. Define 
NJ(n) ~ 0 for j > n, (A.12) 
Nn(n) zx 1. for n ~< k. (A.13) 
From the definition of N~(n), (A.12), and (A.13), 
N~(n) = N°(n - - j )  for j ~ k. (A.14) 
From the k constraint, 
N(n) = N°(n) + Na(n) + ' "  Nk'(n), all n 
t: 
= Z N'(n), (i.15) 
j=0 
k 
= Z N°( n --J)" (i.16) 
j=0 
From the d constraint, we know that every nonzero symbol must be 
followed by at least d zeros. Therefore, 
N°(n) =q- -  1 for 0 <n ~<d, 
N°(n) = (q - -  1 NJ(n - -1  , n > d 
j=d  
= (q -- l) N°(n -- 1 -- , n > d 
Lj=d 
=(q- - l )  N(n- -1 ) - -  • N' (n - -1 )  , 
3=0 
Using (A.12), (A.17) can be written as 
N°(n) = (q - -1 ) [1  + ~ NJ(n - 1)], 
= (q - -1)  [1-}- N(n - -1)  -- ~lNJ(n -- l)] , 
j=0 
O<n~d 
(A.17) 
(A.18) 
(A.19) 
n > d (A.20) 
0<n ~<d (A.21) 
which has a form similar to (A.20) except for an extra term. 
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We now derive the recursion relation for N(n) when n > k. Two cases 
ar i se :d+k>/n  >kandn>/d+k+l .  First, fo rd+k/>n>k,  
k 
N(n) = Z N°( n --i), 
i=O 
n-d - -1  l~ 
= 2 N°(n - i )  + Z N°( n - i ) "  (A.22) 
9=0 i=n- -d  
Using (A.20) for n -- i >/d  + 1 and (A.21) for 0 < n -- 1 ~ d 
n-d -1  [ d-1 ] 
N(n) = Z (q- - l )  N(n -- i - -1)  -- Z NJ(n -- i - -1)  
i=O ) ~0 
Now 
+ Z (q - - l )  1 + N(n -- i - -1)  -- Z N' (n - - i - -1 )  , 
i=n- -d  j=0 
=(q- -1 ) (d+k+l - -n )  
+(q - - l )  2 N(n- - i - -1 ) - -~  y' N' (n - - i - -1 )  . 
i=0 i=0 3=0 
k d--1 d--1 /c 
Z Z X ' (n - - i - -1 /= X E N°(n- i - j - I ) ,  
i=0 j=0 ),=0 i=0 
d-1  
= Z N(n - - j - -1 ) .  
3=0 
From (A.23) and (A.24), 
N(n) = (q --1)(d + k + l -- n) 
/c 
+(q- - l )  Z X(n- - i - -1 ) ,  
i=d  
(A.23) 
(A.24) 
For n >/d + k + 1, we can similarly derive with the use of (A.16), 
(A.20), and (A.24), 
k 
N(n) = (q--1) ~ N(n--  i - -1),  n>~d+k+l  (A.26) 
i=d  
Q.E.D. 
d q- k >/n > k. (A.25) 
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THEOREM 4. 
Max(n) -- Min(n) + 1 = N(n). 
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(A.27) 
Proof. Since for fixed d and k, vi and w i are monotonically increasing 
with i, dk-sequences Xmax, Xmin, and z~min having associated values Max(n), 
Min(n), and Min(n), respectively, can easily be identified as follows: If 
n- -1  =e(d+l )+f  where 0 ~f<d- ] - l ,  (A.28) 
then Xmax is given by 
Xmax = q -- 1, 0 d, q -- 1, 0 a "'" q -- 1, O f, 
where 0 a stands for d consecutive zeros. Then from (29) and (27) 
Max(n) = N(n -- 1 -- i(d + 1)) -[- N°(n -- i(d + 1)). 
z =0 ~ =0 
Using (A.20) and (A.21) to rewrite the first term of Max(n), we have 
Similarly, if 
then 
Max(n) = --1 + (q -  1) - -  N° (n  - -  i (d  + 1)) 
+ ~ N°(n - - l - - i (d+l ) - - j )  
)=0 
q- -2@ 
+ ~1 ~o N°(n -- i(d + 1)), 
=--1  + ~ N°(j). 
j=0 
n =e ' (k+l )+f '  where 0 - .~f  <k+l ,  
(A.29) 
(A.30) 
(A.31) 
X~in = O k, 1, O k, 1,..., 1, 0 I', (A.32) 
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and from (25), 
Also if 
then 
and 
e r 
Min(n) = ~ N(n -- i(k + 1)), (A.33) 
n--k--1 
= Z N°(J)  • 
~=0 
n --  1 = e"(k -}- 1) +f"  where 0 <~f" < k + 1, (A.34) 
o 
Xmin ~-  1, 0 k, 1, 0 k, 1 "- 1, 0 s" 
e o 
Min(n) = Z N(n -- 1 -- i(k + 1)), 
i=0  
(A.35) 
n-1  
= Z N°(J) • (A.36) 
n=0 
Substituting the values of Max(n) and Min(n) from (A.31) and (A.33) 
)) /n-k-1 \ 
Max(n) - -M in(n)+l  = --1 + i  X°(J  --  t ~ N°(J)) + 1, 
j=0  
= ~ X°( j ) ,  
THEOREM 5. 
j=~- -k  
k 
= ~, N° (n -  i), 
i=0  
= N(n). (A.37) 
Q.E.D. 
I f  x > x', then s(x) > s(x'). (A.38) 
Proof. Since x > x', there exists an i < n such that xi > xi' and xj = x/  
for j > i. The first (n -- 1 -- i) symbols of x and x' are identical and may 
be neglected in the comparison of s(x) and s(x'). Let y = x, ,  x~_ 1 ,..., x o 
and y' = xi', x;_l"'" Xo'. We need to show that s(y) > s(y'). 
Therefore 
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Case  I :  x i = 1, then  x i  t = O. 
o 
s(y) >/ Min(i  + 1) ~> y '  N°( j ) .  (A.39) 
J=0 
i 
s(y') ~ Max(i) ~ --1 + ~ N°( j ) .  (A.40) 
3=0 
s(y) > s(y'). (A.41) 
Case I I :  x, ~ l, then x i' ~ xi - -  1. 
o 
s(y) ~ (x, - -  1) w~ + Min(i  + 1). (A.42) 
s(y') ~ Max( i  + 1) - -  (q - -  x,) w e . (A.43) 
o 
s(y) - -  s(y') ~ Min(i  + 1) + (q - -  1) w, - -  Max( i  + 1), 
i+1 \ 
~ N°( j )+  N°( i  + 1) -  --1 + ~ N°( j ) ] ,  
j=O j=o / 
>~1. 
THEOREM 6. 
xt = C ~ 0 and x 3 = O, j > t i f  and only i f  
T~,~_ 1 ~ s(x) <: T,,~. 
Furthermore, i f  (A.45)/s satisfied, then 
T,-k-l .o ~ s(x) - -  v, - -  (c - -  1)w~ < T,-a.o. 
Proof. 
(A.44) 
Q.E.D. 
Let x = x~_l ,  xn_ 2 ,..., x o be a dh-sequence of length n. 
(A.45) 
o 
Min(t q- 1) + (c - -  1) w, ~ s(x) ~ Max(t + 1) - -  (q - -  1 - -  e) w,.  (A.47) 
But 
o 
Min(t  + 1) q- (c - -  1) "wt = T~,~_I, (A.48) 
(A.46) 
I f  xt = c ~ 0 and x~- = 0 for j ~ t, then from Definition 3, 
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and 
t+ l  
Max( t+ l ) - - (q - - l - - c )wt=- - I  + ~ N°( j )  
j=0 
(q -- 1 -- 
q - 1 C) xo( t+ l ) ,  
t 
c N°(t q- 1) -- 1, = Z N°(J) +~- -1  
3=0 
o 
= Min( tq -1)+cwt - -  1, 
= Tt ,~-  1. (A.49) 
Using (A.48) and (A.49), (A.47) can be rewritten as 
Tt,c_ 1 ~ S(X) < Tt, e . (A.50) 
The only if part of the theorem follows from the fact that there are exactly 
wt=N°( t+ l ) / (q - -1 )  sequences with x t =c  and x~--~0 for j>t .  
Also, there are exactly wt integers in the range [Tt,~_l, Tt, c --  1] so the 
correspondence must be 1-1 which proves the first part of the theorem. 
The second part of the theorem follows directly from (A.47). Subtracting 
vt + (c --  1)wt from all the terms of (A.47) we have 
o 
Min( t+ l ) - -v t  ~s(x) - -v t - - (c - -1 )wt  
Max( t+ l ) - -v  t - (q -2 )  wt .  (A.S1) 
Upon substituting the values of vt and w t in terms of N°(i), (A.51) reduces 
directly to the required result 
Tt_k_ l ,  0 ~ s (x )  - -  v t - -  ( c  - -  1)w t < Tt_a, o . 
RECEIVED: September 3, 1969; REVISED: June 18, 1970 
(A.52) 
Q.E.D, 
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