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We report on experimental implementation of a machine-learned quantum gate driven by a clas-
sical control. The gate learns optimal phase-covariant cloning in a reinforcement learning scenario
having fidelity of the clones as reward. In our experiment, the gate learns to achieve nearly opti-
mal cloning fidelity allowed for this particular class of states. This makes it a proof of present-day
feasibility and practical applicability of the hybrid machine learning approach combining quantum
information processing with classical control. Moreover, our experiment can be directly generalized
to larger interferometers where the computational cost of classical computer is much lower than the
cost of boson sampling.
INTRODUCTION
Machine learning methods are extensively used in an
increasing number of fields, e.g., automotive industry,
medical science, internet security, air-traffic control etc.
This field conveys many algorithms and structures rang-
ing from simple linear regression to almost arbitrarily
complex (limited by computational resources and amount
of training data) neural networks which are able to find
solutions to highly nonlinear/complex problems. Re-
cently, a considerable attention was drawn to the overlap
between quantum physics and machine learning [1]. De-
pending on the type of input data and data processing al-
gorithms, we can distinguish four types of so called quan-
tum machine learning (QML), i.e., CC (classical data
and classical data processing – classical limit of quan-
tum machine learning), QC (quantum data and classical
data processing), CQ (classical data and quantum data
processing), and QQ (quantum data and quantum data
processing).
In addition to its fundamentally interesting aspects,
QML can offer reduced computational complexity with
respect to its classical counterpart in solving some classes
of problems [1]. Depending on the problem at hand the
speedup can be associated with various features of quan-
tum physics. A number of proposals and experiments
focused on QML have been reported, such works include
for instance quantum support vector machines [2], Boltz-
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FIG. 1. Conceptual scheme of hybrid reinforcement learning
of a quantum gate driven by a classical control. The trans-
formation of the quantum register performed by the gate is
evaluated by measurement providing a reward to the classical
control that iteratively modifies the gate’s parameters.
mann machines [3], quantum autoencoders [4], kernel
methods [5], and quantum reinforcement learning [6, 7].
In reinforcement learning a learning agent receives feed-
back in order to learn an optimal strategy for handling
a nontrivial task. Next, the performance of the agent is
tested on cases that were not included in the training. If
the agent performs well in these cases the validation is
completed.
In this paper, we demonstrate experimentally that re-
inforcement learning can be used to train an optical
quantum gate (see conceptual scheme in Fig. 1). This
problem is related to the boson sampling problem [8–12]
where one knows the form of the scattering matrix of a
system and learns its permanent. However, here we op-
timize the probabilities of obtaining certain outputs of
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2the gate by finding the optimal parameters of the scat-
tering matrix. Calculating the probabilities (permame-
ters of scattering matrix) is in general a computationally
hard task while measuring them is much faster. This fea-
ture of quantum optics allows us to expect that complex
integrated interferometers could be applied as special-
purpose quantum computers (for a 16 photon quantum
interferometer see [13]). This sets our problem in the
class of CQ quantum machine learning tasks. There are
other QML approaches that could be used to optimize
a quantum circuit. One approach uses classical machine
learning to optimize the design of a quantum experiment
in order to produce certain defined states [14]. Another
QML approach consists of optimizing quantum circuits
to improve the solution to some problems solved on a
quantum computer [15]. The latter method is motivated
by recent developments in quantum computing which
suggest that using a quantum computer even to minor
tasks within an experiment can save computational re-
sources [16, 17].
We applied online reinforcement learning methods to
train an optimal quantum cloner. Quantum cloning is
essential both for certain experimental tasks and for fun-
damental quantum physics. It is indispensable for safety
tests of quantum cryptography systems or of other quan-
tum communications protocols. Perfect quantum cloning
of an unknown state is prohibited by the no-cloning the-
orem [18]. However, it is possible to prepare imperfect
clones that resemble the original state to a certain degree.
Usually, the approach towards quantum cloning involves
explicit optimization of the interaction between the sys-
tem in the cloned state and another systems to maximize
the fidelity of the output clones. Then, one uses such re-
sults explicitly to set the parameters of the experimental
setup. In contrast to that, we present a quantum gate
(learning agent) that is capable to self-learn such interac-
tion (policy) based on provided feedback (implicit setting
of the parameters). For the purposes of this proof-of-
principle experiment, we limit ourselves to qubits in the
form of
|ψs〉 = 1/
√
2
(|H〉+ eiη|V 〉) , (1)
where |0〉 and |1〉 denote logical qubit states. These
qubits can be found on the equator of the Bloch sphere,
hence, we call them equatorial qubits. Cloning of these
states is known to be the optimal means of attack on
individual qubits of the famous quantum cryptography
protocols BB84 [19] and RO4 [20, 21] or quantum money
protocol [22] (see also Refs. [23, 24] for experimental im-
plementation).
RESULTS
We demonstrate reinforcement-learned quantum
cloner for a class of phase-covariant quantum states.
For the training procedure, the figure of merit is the
individual fidelity of the output copies. The fidelity of
the j-th clone is defined as overlap between the state of
the input qubit |ψ〉in and the state of the clone %ˆj :
Fj = in〈ψ|%ˆj |ψ〉in . (2)
In case of the state in Eq. (1), the maximum achievable
fidelity of symmetrical 1 → 2 cloning accounts for F1 =
F2 =
1
2
(
1 + 1√
2
)
≈ 0.8535 [25, 26].
We have constructed a two qubit gate on the plat-
form of linear optics. Qubits were encoded into polar-
ization states of the individual photons (|0〉 ⇔ |H〉 and
|1〉 ⇔ |V 〉). The gate operates formally as a polarization
dependent beam splitter with tunable splitting ratios for
horizontal (H) and vertical (V ) polarization. This tun-
ability provides two parameters for self-learning labeled
φ and θ throughout the text. The third learnable param-
eter ω is embedded in the state of the ancillary photon
|ψa〉 = cos 2ω |H〉+ sin 2ω |V 〉 . (3)
We have experimentally implemented two machine
learning models using two and three parameters, respec-
tively. In the first model, we fixed the ancilla state to its
theoretically known optimum |ψa〉 = |H〉. The remain-
ing two parameters of the gate φ and θ were machine
learned. To minimize the cost function (i.e. optimize the
performance of the cloner) we applied Nelder-Mead sim-
plex algorithm which iteratively searches for a minimum
of a cost function. We chose the cost function to be in
the form of
C = (1− F1)2 + (1− F2)2 + (F1 − F2)2 , (4)
where F1 and F2 stand for the fidelity of the first and sec-
ond clone, respectively. This choice reflects the natural
requirements to obtain maximum fidelities of both the
clones as well as to force the cloner into a symmetrical
cloning regime. Training of the gate consists of provid-
ing it with training instances of equatorial qubit states
(randomly generated in each cost function evaluation, i.
e. an online machine learning scenario) and with the re-
spective fidelity of the clones. In each training run, the
underlying Nelder-Mead algorithm sets the gate param-
eters to vertices of simplexes in the parameter space and
then decides on a future action. In the case of a two-
parameter optimization, these simplexes correspond to
triangles as depicted in Figure 2. In this Figure, we plot
the exact path taken by the Nelder-Mead simplex algo-
rithm to minimize the cost function C for the case of a
real experiment and its simulation. The selected initial
simplex was intentionally chosen well away from the opti-
mal position – its first vertex resembles the trivial cloning
strategy [24, 28]. In Figure 3a, we illustrate the evolu-
tion of both the fidelities F1 and F2 during the training.
After 40 runs (i.e. 40 instances from the training set),
this model was deemed trained because the size of sim-
plexes dropped to the experimental uncertainty level (i.e.
3FIG. 2. Plot of the cost function C for the angles φ and θ (corresponding to HWP4 and HWP3 in Figure 4, respectively).
The solid yellow lines denote the final triangles reached by the Nelder–Mead simplex minimization [27] algorithm in each of
its iteration. The dashed lines mark intermediate steps. The circled numbers stand for gate runs and point F depicts the final
state of the gate at the end of training. A simulation was performed prior to the experiment to verify our implementation
of the learning algorithm. Differences between the experimentally learned and simulated parameters can be explained by
imperfections in the experimental setup.
∼ 0, 1◦ on rotation angles of wave plates). However, in
general, setting the simplex to converge within a given
precision is a nontrivial problem [29].
In the second model, we let the gate learn the optimal
setting of the ancilla ω along with the gate parameters
φ and θ. The training procedure ran similarly to the
first model. The initial value of the ω parameter was
set naively to ω = pi8 so it lied on the equator of the
Poincaré-Bloch sphere. We present evolution of the in-
termediate fidelities of this three-parameter model in Fig-
ure 3b. Using a similar stopping criterion as in the first
model, the training of the second model was terminated
after 60 runs.
We have tested the performance of both our models
on independent random test sets each populated by 40
instances of equatorial states. We summarize the results
of the two models in Table I, where we provide the final
learned parameters together with the mean values of the
fidelities on the test sets 〈F1〉 and 〈F2〉. The observed
fidelities on test sets are bordering on the theoretical limit
(at most 0.013 below it) which renders our gate highly
precise in context of previously implemented cloners [25,
30–34].
EXPERIMENTAL REALIZATION
We constructed a device composed of a linear opti-
cal quantum gate and a computer performing classical
information processing. While the gate itself is capa-
TABLE I. Summary of the final values for both models. 〈F1〉
and 〈F2〉 denote the mean fidelities observed on the test sets.
Final values Model 1 Model 2
training:
Angle φ 28.59 27.44
Angle θ 17.11 21.68
Angle ω 45◦ (Fixed) 41.49◦
No. of training 40 60
instances (runs)
testing:
〈F1〉 0.840± 0.033 0.849± 0.040
〈F2〉 0.843± 0.046 0.853± 0.022
ble of a broad range of two qubit transformations, this
paper focuses on its ability to act as a phase-covariant
quantum cloner. The experimental setup is depicted in
Fig. 4. Pairs of photons are generated in Type I spon-
taneous parametric down-conversion occurring in a non-
linear BBO crystal. This crystal is pumped by Coherent
Paladin Nd-YAG laser with integrated third harmonic
generation of wavelength at λ = 355 nm. The gener-
ated pairs of photons are both horizontally polarized and
highly correlated in time.
These photons are then spectrally filtered by 10 nm
wide interference filters and spatially filtered by two sin-
gle mode optical fibers each guiding one photon from the
pair. In our experimental setup, qubits are encoded into
polarization states of the individual photons. The pho-
4F1
F2
F1
F2
FIG. 3. Plots showing the evolution of fidelity of both the clones (top) as well as the cost function (bottom) throughout the
training in case of (a) the first model with two free parameters φ and θ and (b) the second model with three free parameters
φ, θ and ω. Fidelity of the first clone F1 is visualized by a solid red line and the fidelity of the second clone F2 is shown in blue
(dashed line). The thick solid black line stands for the theoretical limit of ≈ 0.8535.
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FIG. 4. Experimental setup. Legend: PBS – polarization
beam splitter, PC – polarization controller, BBO – barium
beta borate, Det – detector, HWP – half-wave plate, QWP
– quarter wave-plate, PS – piezoelectric stage, TAC&SCA –
time-to-amplitude converter & single channel analyzer.
ton in the upper path (spatial mode 2) represents the
signal qubit, quantum state of which we want to clone,
and the photon in the lower path (spatial mode 1) serves
as the ancilla.
Using polarization controllers (PC) we can ensure that
both photons are horizontally polarized at the output
of the fibers. From now on, polarization states of the
photons are set using a combination of half-wave plates
(HWPs) and quarter-wave plates (QWPs). There are
eight wave plates in total, two stationary QWPs fixed at
angle 45◦ and six motorized HWPs which make it possi-
ble to control the whole quantum gate using a computer.
The first two half-wave plates HWP1 and HWP2 are used
to set input polarisation states of the photons.
The core part of the presented quantum gate is a
Mach-Zehnder-type interferometer which consists of two
polarizing beam splitters (PBS) and two reflective pen-
taprisms, one of which is attached to the piezoelectric
stage (PS). With the addition of two HWPs (HWP3 and
HWP4) placed in its arms, this whole interferometer im-
plements a polarization dependent beam splitter with
variable splitting ratio. Mathematically, the scattering
matrix of the gate reads
aˆH,1aˆV,1aˆH,2
aˆV,2
→
 cos 2φ 0 sin 2φ 00 cos 2θ 0 sin 2θ− sin 2φ 0 cos 2φ 0
0 − sin 2θ 0 cos 2θ

aˆH,1aˆV,1aˆH,2
aˆV,2

(5)
where aˆx,i represents the annihilation operators of the
individual input, polarization (x ∈ {H,V}) as well as
spatial (i ∈ {1,2}) modes. The angles θ and φ corre-
5spond to the rotations of HWP3 and HWP4 with respect
to the horizontal axis. The transformation (5) is formally
equivalent to the transformation by a polarization depen-
dent beam splitter, the intensity splitting ratios of which
for horizontal and vertical polarizations are cot2 2φ and
cot2 2θ, respectively.
The two spatial modes at the output of the interfer-
ometer are subjected to polarization projection (QWP5,
QWP6 and HWP7, HWP8) and then led via single-
mode optical fibers to a pair of avalanche photodiodes
by Perkin-Elmer running in Geiger mode. We use detec-
tion electronics to register both single photons at each
of the detectors and coincident detections as successful
operation of the gate is indicated by the presence of sin-
gle photon in each output of the interferometer. The
electronic signal is then sent to a classical computer.
For specific parameters of the presented linear-optical
elements, this quantum gate functions as a 1 → 2 sym-
metric phase-covariant cloner, optimal analytical cloning
transformation of which is well known [25]. On a linear-
optical platform, this optimal cloning transformation can
be achieved by a polarization dependent beam splitter
with intensity transmitivities for horizontal and vertical
polarization at tH ≈ 0.19 and tV ≈ 0.81, while setting
the ancilla to be horizontally polarized. Note that our
quantum gate is capable of implementing this transfor-
mation when set approximately to φ = 31.3, θ = 13.7
and the maximum theoretical fidelities of the clones are
F1 = F2 =
1
2
(
1 + 1√
2
)
≈ 0.8535.
To showcase the capability of our gate to learn to clone
phase-covariant states optimally, we deliberately ignore
this analytical solution and employ self-optimization pro-
cedure seeking to maximize the cloning fidelities. The op-
timization process consists of a number of measurements
(runs), each performed for a set of variable optimization
parameters φ, θ, ω. That is, variable splitting ratio for
horizontal (φ) and vertical (θ) polarization as well as the
state of the ancilla (ω) (Eq. 3) controlled by the rotation
of HWP1. In each run, output clones fidelities are evalu-
ated and supplied to the classical Nelder-Mead algorithm
for a decision about the parameters of the future runs.
In between any two runs, the setup is stabilized. We
first minimize temporal delay between the two individ-
ual photons. In this case, all HWPs are set to 0◦ with
the exception of HWP4 being at 22.5◦. In this regime, we
minimize the number of two-photon coincident detections
(Hong-Ou-Mandel dip) by changing the temporal delay
between the photons using a motorized translation stage
MT. In the next step, the phase is stabilized in the in-
terferometer. Moreover, we make use of the fact that the
phase shift in the interferometer additively contributes
to the phase η of the signal state (Eq. 1). This allows
us to use interferometer phase stabilization for setting of
any signal state of the equatorial class. We achieve this
task by setting HWP2 to 22.5◦ and HWP8 to the value
corresponding to orthogonal state with respect to the re-
quired input signal state. All other HWPs are set to 0◦
and a minimum in single-photon detections on Det 2 is
found by tuning the voltage applied to PS. Note that the
entire stabilization procedure is completely independent
of the learning process itself.
While all six of the HWPs are controlled by a PC,
only three (HWP1, HWP3 and HWP4) are specifically
controlled by the optimization algorithm. In contrast to
that, HWP2 is used to set the quantum state of the cloned
qubit and HWP7 and HWP8 are used to choose polar-
ization projections, therefore their configuration shall not
be accessible to the optimization algorithm.
In this reinforced-learning scenario, the cloner is
trained on a sequence of random equatorial signal states
(Eq. 1) different for each run. The phase η is randomly
picked from interval (0; 2pi). The optimization algorithm
then rotates HWP1, HWP3 and HWP4 to chosen angles
φ, θ, ω. Finally, the cloner is fed back the measured fi-
delities F1, F2 of the clones.
The fidelities are obtained by measuring coincidence
detections in four different projection settings that cor-
respond to the angles set on HWP7 and HWP8. We label
these coincident detections ccij , where i, j ∈ {‖;⊥}. The
‖ and the ⊥ sign denote projection on the signal state
|ψs〉 and its orthogonal counterpart
∣∣ψ⊥s 〉. We calculate
the fidelities as
F1 =
cc‖‖ + cc‖⊥
Σ
, F2 =
cc‖‖ + cc⊥‖
Σ
, (6)
where Σ denotes cc‖‖ + cc‖⊥ + cc⊥‖ + cc⊥⊥.
The core part of the optimization process is the Nelder-
Mead simplex algorithm which minimizes a chosen cost
function C in a multidimensional space corresponding
to the number of the function parameters N [27]. The
algorithm takes (N + 1) points in the parameter space to
create a (N + 1) dimensional initial simplex (each point
corresponds to one of the simplex vertices). For example,
with 2 parameters being optimized, the algorithm creates
a triangle, for 3 parameters it creates a tetrahedron and
so on. The value of the cost function at each point of the
simplex is then evaluated and the algorithm transforms
the simplex in such way to find a point of local minimum.
In our case, we define the cost function C so that the first
two elements maximize the obtained fidelities, while the
last element achieves symmetry of the cloning.
CONCLUSIONS
In our proof of principle experiment, we implemented a
CQ reinforcement quantum machine learning algorithm
driven by a hybrid of classical Nelder–Mead method
and quantum computing based permanent measurement.
This approach was used to train a practical quantum
gate (i.e., a quantum cloner). The task of the training
was to optimize parameters of the gate (interferometer)
φ, θ and ω (setting of the ancilla in the second experi-
ment) to perform phase-covariant cloning. The quality
of both the clones measured by their fidelities F1 and
6F2 which were evaluated within both experiments (Fig-
ure 3) successfully reached the theoretical limit for phase-
covariant cloning 0.854. Remarkably, the cloner managed
to achieve almost optimal cloning by learning setup pa-
rameters, slightly different from analytical values, that
counter all experimental imperfections including imper-
ferctions in the cloner itself and in the input state prepa-
ration.
To see the connection between boson sampling and our
results, let us focus on computing the permanent Perm
of scattering matrix describing the gate operation. The
unitary scattering matrix U performs linear transforma-
tion on the annihilation operators ai of the input modes
(i can be an index labeling both the polarization and the
spatial degrees of freedom). Then the input-output re-
lation of an quantum-optical interferometer is given as
bj =
∑
U†i,jai. If all the input modes of an interferome-
ter are injected with single photons and single photons
are detected at specific outputs (no bunching) the prob-
ability of obtaining the desired detection coincidence is
p = |PermU |2. However, this expression becomes more
complex if some modes are occupied by more than one
photon. Then factorials of mode-specific photon numbers
appear as denominator and the respective rows/columns
of U must be repeated a corresponding number of times
[8]. If some output modes are not to be populated, the
respective row of U matrix is deleted. Calculating the
permanents of the scattering matrix associated with our
cloner by hand is already challenging (we have polar-
ization and spatial degrees of freedom for two photons)
and in general it falls into the #P -hard complexity class.
Our experiment can be directly generalized to larger in-
terferometers, where the computational cost of classical
computer is much lower than the cost of boson sam-
pling. This makes our research a relevant application of
so-called quantum circuit learning described in Ref. [35].
Our results also opens possibilities of further research
or applications in the field of quantum key distribution.
Suppose a typical attack on the key distribution scheme:
Bob and Alice share quantum states and the attacker
Eve is eavesdropping on them. Bob and Alice exchange
quantum states and, via a classical line, they can de-
cide to stop exchanging qubits (because of noise). Let
us assume that Eve is eavesdropping on both quantum
and classical communication. Eve can in principle use
reinforced-learning to train a cloner to perform the attack
by feeding it with information on the behavior of Bob and
Alice, e.g., their decision on continuing or aborting the
exchange of a quantum key and/or their decision on pa-
rameters of privacy amplification. For such application
the proposed gate would have to be modified since Eve
does not know the specific class of states used by Bob
and Alice, but that is out of the scope of this paper.
ACKNOWLEDGMENTS
K.J., K.B., A.Č. and K.L. acknowledge financial sup-
port by the Czech Science Foundation under the project
No. 19-19002S. The authors also acknowledge project
CZ.02.1.01/0.0/0.0/16_019/0000754 of the Ministry of
Education, Youth and Sports of the Czech Republic.
J.J. and K.J. also acknowledge the Palacky University
internal grant No. IGA-PrF-2019-008 and T.F. grate-
fully acknowledges the support by the Operational Pro-
gramme Research, Development and Education, project
no. CZ.02.1.01/0.0/0.0/17_049/0008422 of the Ministry
of Education, Youth and Sports of the Czech Republic.
[1] J. Biamonte, P. Wittek, N. Pancotti, P. Rebentrost,
N. Wiebe, and S. Lloyd, Nature (London) 549, 195
(2017), arXiv:1611.09347 [quant-ph].
[2] X.-D. Cai, D. Wu, Z.-E. Su, M.-C. Chen, X.-L. Wang,
L. Li, N.-L. Liu, C.-Y. Lu, and J.-W. Pan, Phys. Rev.
Lett. 114, 110504 (2015).
[3] J. Gao, L.-F. Qiao, Z.-Q. Jiao, Y.-C. Ma, C.-Q. Hu, R.-J.
Ren, A.-L. Yang, H. Tang, M.-H. Yung, and X.-M. Jin,
Phys. Rev. Lett. 120, 240501 (2018).
[4] A. Pepper, N. Tischler, and G. J. Pryde, Phys. Rev.
Lett. 122, 060501 (2019).
[5] M. Schuld and N. Killoran, Phys. Rev. Lett. 122, 040504
(2019).
[6] A. Hentschel and B. C. Sanders, Phys. Rev. Lett. 104,
063603 (2010).
[7] N. B. Lovett, C. Crosnier, M. Perarnau-Llobet, and B. C.
Sanders, Phys. Rev. Lett. 110, 220501 (2013).
[8] S. Aaronson and A. Arkhipov, Theory of Computing 9,
143 (2013).
[9] M. A. Broome, A. Fedrizzi, S. Rahimi-Keshari, J. Dove,
S. Aaronson, T. C. Ralph, and A. G. White, Science
339, 794 (2012).
[10] J. B. Spring, B. J. Metcalf, P. C. Humphreys,
W. S. Kolthammer, X.-M. Jin, M. Barbieri, A. Datta,
N. Thomas-Peter, N. K. Langford, D. Kundys, J. C.
Gates, B. J. Smith, P. G. R. Smith, and I. A. Walm-
sley, Science 339, 798 (2012).
[11] M. Tillmann, B. Dakić, R. Heilmann, S. Nolte, A. Sza-
meit, and P. Walther, Nature Photonics 7, 540 (2013).
[12] A. Crespi, R. Osellame, R. Ramponi, D. J. Brod, E. F.
Galvão, N. Spagnolo, C. Vitelli, E. Maiorino, P. Mat-
aloni, and F. Sciarrino, Nature Photonics 7, 545 (2013).
[13] J. Wang, S. Paesani, Y. Ding, R. Santagati,
P. Skrzypczyk, A. Salavrakos, J. Tura, R. Augusiak,
L. Mančinska, D. Bacco, D. Bonneau, J. W. Silverstone,
Q. Gong, A. Acín, K. Rottwitt, L. K. Oxenløwe, J. L.
O’Brien, A. Laing, and M. G. Thompson, Science 360,
285 (2018).
[14] L. O’Driscoll, R. Nichols, and P. A. Knott, arXiv e-prints
, arXiv:1812.03183 (2018), arXiv:1812.03183 [quant-ph].
[15] G. Giacomo Guerreschi and M. Smelyanskiy, arXiv
e-prints , arXiv:1701.01450 (2017), arXiv:1701.01450
[quant-ph].
[16] J. R. McClean, J. Romero, R. Babbush, and A. Aspuru-
7Guzik, New Journal of Physics 18, 023023 (2016).
[17] A. Peruzzo, J. McClean, P. Shadbolt, M.-H. Yung, X.-Q.
Zhou, P. J. Love, A. Aspuru-Guzik, and J. L. O’Brien,
Nature Communications 5, 4213 (2014), arXiv:1304.3061
[quant-ph].
[18] W. K. Wootters and W. H. Zurek, Nature 299, 802
(1982).
[19] C. H. Bennett and G. Brassard, in Proceedings IEEE In-
ternational Conference on Computers, Systems and Sig-
nal Processing (IEEE, New York, 1984) p. 175.
[20] J. M. Renes, Phys. Rev. A 70, 052314 (2004).
[21] M. Schiavon, G. Vallone, and P. Villoresi, Scientific Re-
ports 6 (2016), 10.1038/srep30089.
[22] S. Wiesner, SIGACT News 15, 78 (1983), original
manuscript written circa 1970.
[23] K. Bartkiewicz, K. Lemr, A. Černoch, J. Soubusta, and
A. Miranowicz, Phys. Rev. Lett. 110, 173601 (2013).
[24] K. Bartkiewicz, A. Černoch, G. Chimczak, K. Lemr,
A. Miranowicz, and F. Nori, npj Quantum Information
3, 7 (2017), arXiv:1604.04453 [quant-ph].
[25] J. Fiurášek, Physical Review A 67 (2003), 10.1103/phys-
reva.67.052314.
[26] K. Bartkiewicz, A. Miranowicz, and Ş. K. Özdemir,
Phys. Rev. A 80, 032306 (2009), arXiv:0906.0182 [quant-
ph].
[27] J. A. Nelder and R. Mead, The Computer Journal 7, 308
(1965).
[28] K. Bartkiewicz, A. Černoch, K. Lemr, J. Soubusta, and
M. Stobińska, Phys. Rev. A 89, 062322 (2014).
[29] J. C. Nash, Compact numerical methods for computers:
linear algebra and function minimisation (CRC press,
Bristol (UK), 1990).
[30] J. Soubusta, L. Bartůšková, A. Černoch, J. Fiurášek, and
M. Dušek, Phys. Rev. A 76, 042318 (2007).
[31] J. Soubusta, L. Bartůšková, A. Černoch, M. Dušek, and
J. Fiurášek, Physical Review A 78 (2008), 10.1103/phys-
reva.78.052323.
[32] D. Bruß, M. Cinchetti, M. G. D’Ariano, and C. Macchi-
avello, Phys. Rev. A 62, 012302 (2000).
[33] J.-S. Xu, C.-F. Li, L. Chen, X.-B. Zou, and G.-C. Guo,
Phys. Rev. A 78, 032322 (2008).
[34] F. Buscemi, G. M. D’Ariano, and C. Macchiavello, Phys.
Rev. A 71, 042327 (2005).
[35] K. Mitarai, M. Negoro, M. Kitagawa, and K. Fujii, Phys.
Rev. A 98, 032309 (2018).
