This work presents the second-order forward and adjoint sensitivity analysis procedures (SO-FSAP and SO-ASAP) for computing exactly and efficiently the second-order functional derivatives of physical (engineering, biological, etc.) system responses (i.e., "system performance parameters") to the system's model parameters. The definition of "system parameters" used in this work includes all computational input data, correlations, initial and/or boundary conditions, etc. For a physical system comprising N α parameters and r N responses, we note that the SO-FSAP requires a total of ( )
computations for obtaining all of the first-and second-order sensitivities, for all r N system responses. On the other hand, the SO-ASAP requires a total of ( )
large-scale computations for obtaining all of the first-and second-order sensitivities, for one functionaltype system responses. Therefore, the SO-FSAP should be used when r N N α  , while the SO-ASAP should be used when r N N α  . The original SO-ASAP presented in this work should enable the hitherto very difficult, if not intractable, exact computation of all of the second-order response sensitivities (i.e., functional Gateaux-derivatives) for large-systems involving many parameters, as usually encountered in practice. Very importantly, the implementation of the SO-ASAP requires very little additional effort beyond the construction of the adjoint sensitivity system needed for computing the first-order sensitivities.
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INTRODUCTION
The purpose of this paper is to present a new method for computing, exactly and efficiently, second-order functional derivatives of system responses (i.e., "system performance parameters" in physical, engineering, biological systems) to the system's model parameters, which are considered in this work in the most comprehensive sense, i.e., including all input data, correlations, initial and/or boundary conditions, etc. This new method builds on the firstorder adjoint sensitivity analysis procedure (ASAP) for nonlinear systems introduced ([1], [2] ) and developed ( [3] - [5] ) by Cacuci; see also [6] . The aims and means of sensitivity theory/analysis are occasionally confused with the aims and means of optimization theory; such confusions usually arise because of some shared terminology, and because some of the mathematical derivations underlying sensitivity theory appear (superficially) to be similar to those underlying optimization theory. To delineate clearly the aims this work, it is therefore useful to recall briefly the terminology and aims of sensitivity theory/analysis, while highlighting the distinctions to optimization theory.
In general, a physical system and/or the result of an indirect experimental measurement is modeled mathematically in terms of:
(a) A system of linear and/or nonlinear equations that relate the system's independent variables and parameters to the system's state (i.e., dependent) variables;
(b) Probability distributions, moments thereof, inequality and/or equality constraints that define the range of variations of the system's parameters;
(c) One or several quantities, customarily referred to as system responses (or objective functions, or indices of performance), which are computed using the mathematical model. Sensitivity theory/analysis aims at investigating the variation of system responses caused by variations in the system's parameters, while optimization theory aims at optimizing (minimizing or maximizing) the system responses of interest. Therefore, both sensitivity theory and optimization compute first-and occasionally second-order response derivatives with respect to the state functions and/or parameters. The ASAP uses the solution of certain adjoint equations, which we call the adjoint sensitivity system, for computing efficiently all of the first-order response sensitivities. Adjoint equations also appear in constrained optimization algorithms, particularly in those used in control theory and for data assimilation in the atmospheric and earth sciences (see, e.g., [7] and [8] for recent expositions), where the Lagrange multipliers used to append the constraints to the "objective" response functional are determined as the solutions of certain adjoint equations. However, in contrast to optimization theory, in which some or all of the first-order response derivatives are driven by the respective computational algorithm to zero, sensitivity theory evaluates first-(and occasionally higher-) order response derivatives with respect to model parameters at the parameters' and state functions' nominal values. Thus, the adjoint systems/equations found in constrained optimization and, respectively, sensitivity analysis serve different purposes and conceptually differ from each other. These important distinctions have been thoroughly analyzed [9] in the setting of both local and global optimization and, respectively, local and global sensitivity analysis. Since this paper deals exclusively with sensitivity theory, the vast literature dealing with the computation of response derivatives for the purposes of system response, or "cost functional," optimization will not be discussed further. Response sensitivities to model parameters are needed in many activities, including:
(i) understanding the system by identifying and ranking the importantance of model parameters in influencing the response under consideration;
(ii) determining the effects of parameter variations on the system's behavior;
(iii) improving the system design, possibly reducing conservatism and redundancy;
(iv) prioritizing possible improvements for the system under consideration;
(v) quantifying uncertainties in responses due to quantified parameter uncertainties (e.g., by using the method of "propagation of uncertainties");
(vi) performing "predictive modeling" (which includes data assimilation and model calibration) for the purpose of obtaining best-estimate predicted results with reduced predicted uncertainties.
First-order response sensitivities can be computed by either statistical or deterministic methods; the most popular of these methods were reviewed in [5] . In practice, sensitivities cannot be computed exactly using statistical methods; this can only be done (for obtaining exact analytical expressions and/or values computed to machine accuracy, in principle) using deterministic methods. The earliest attempts at computing second-order response derivatives to model parameters for large-scale systems appear to have been made in the field of nuclear reactor physics, as highlighted in [10] , [11] , which computed functional-type response sensitivities to the thousand of neutron and photon cross sections (system parameters) within the context of the linear six-dimensional neutron and photon Boltzmann transport equation. The best achievements of these early works was a selective and approximate computation of a few second-order sensitivities, obtained essentially by finite-differencing first-order sensitivities computed using the adjoint neutron/photon transport equation. The current state-of-the-art methods in the geophysical sciences (see, e.g., [12] and references therein), for example, are able to compute first-order sensitivities of a user-defined "cost functional" that describes the "misfit" between computations and measurements, along with the product between a userdefined vector and the Hessian matrix of this cost functional with respect to the state variables (not the system parameters!). The current methods still require second-oder response sensitivities for all of the model parameters. As already mentioned, the foundation for the SO-ASAP is provided by the first-order adjoint sensitivity analysis procedure (ASAP), which was introduced in [1] and [2] , and will be recalled in Section 2 of this work. Building on the ASAP, Section 3 presents the SO-ASAP. Section 4 concludes this work, by highlighting the significance of the SO-ASAP and the directions that we are currently pursuing for further generalizing the SO-ASAP, and prepares the stage for the comprehensive paradigm application to a particle diffusion problem, which will be presented in the sequel, PART II, to this work.
BACKGROUND: THE FIRST-ORDER ASAP FOR LARGE-SCALE LINEAR

SYSTEMS
Consider that the physical system is represented mathematically by means of u K coupled linear operator equations of the form
which can be written in matrix form as
where:
1.
( ) 1 , ,
denotes the x J -dimensional phase-space position vector for the primary system;
denotes a u K -dimensional column vector whose components are the system's dependent (i.e., state) variables; ( ) u ∈ u x E , where u E is a normed linear space over the scalar field F of real numbers;
denotes an N α -dimensional column vector whose components are the system's parameters; In view of the definitions given above, L represents the mapping :
of the form ( ) e = u,α . If differential operators appear in Eq. (1), then a corresponding set of boundary and/or initial conditions (which are essential to define D ) must also be given. Since we consider here only systems that are linear in the state function ( ) u ∈ u x E , the accompanying boundary and/or initial condition s must also be linear in ( ) u x , so they can therefore be represented in operator form as
where x ∂Ω denotes the boundary of
x Ω while A and Β denote operators that act nonlinearly on the model parameters α , but ( ) B α u acts linearly on u but nonlinearly on α .
The vector-valued function ( ) u x is considered to be the unique nontrivial solution of the physical problem described by Eqs. (1) and (2). The system response (i.e., result of interest), associated with the problem modeled by Eqs. (1) and (2) will be denoted here as ( ) R u,α ; in this work, ( ) R u,α is considered to be a real-valued nonlinear functional of ( ) u,α , which can be generally represented in operator form as
where F denotes the field of real scalars. 
Equations (4) and (5) Next, we consider (a vector of) arbitrary variations
u α E . The variation (sensitivity) of the response R to variations h in the system parameters is given by
for ε ∈F , and all (i.e., arbitrary) vectors ∈ h E . When the response ( ) R e is functional of the form : R R → D F , the sensitivity ( ) 0 ; R δ e h is also an operator, defined on the same domain, and with the same range as ( )
As discussed in [1] and [2] , the most general definition of the first-order sensitivity of a response to variations in the model parameter is the G-differential ( ) 0 ; R δ e h defined in Eq.
(6). Since the system's state vector u and parameters α are related to each other through Eqs.
(1) and (2), it follows that u h and α h are also related to each other. Therefore, the sensitivity ( ) 0 ; R δ e h of ( ) R e at 0 e can only be evaluated after determining the vector of variations u h in terms of the vector of parameter variations α h . The first-order relationship between u h and α h is determined by taking the G-differentials of Eqs. (1) and (2). Thus, taking the Gdifferential at 0 e of Eq. (1) yields
which can be written in matrix as
.
Taking the G-differential at 0 e of the boundary and initial conditions represented by Eq. (2) yields
Equations (8) and (9) represent the "forward sensitivity equations" (FSE), which are also occasionally called the "forward sensitivity model," the "forward variational model", or the "tangent linear model." For a given vector of parameter variations α h around 0 α , the forward sensitivity system represented by Eqs. (8) and (9) 
H will be denoted as (1) 
, Q Q Q . Furthermore, the ASAP also requires that 
, which is customarily called the partial gradient of ( ) R e with respect to u , evaluated at 0 e , such that 
, which is customarily called the partial gradientof ( ) R e with respect to α , evaluated at 0 e , such that
where the inner product in the Hilbert space α H is denoted as , α • • .
Following [1] , we construct the ASAP by introducing formal adjoint ( ) * 0 L α of ( ) 0 L α and recalling from the geometry of Hilbert spaces that the following relationship holds for an arbitrary vector
In the above equation, the formal adjoint operator ( ) 0  0  0  0  0   ,  , ;  , ;,   ,  ,  , ,   ,  ,  , ,  , , 1, , . 1) and (2) , are linear in the state-variable u . 
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where the original state-function u satisfies Eqs. (1) and (2) , .
x − = ∈ ∂Ω B α ψ A α 0 x (23)
The Second-Order Forward Sensitivity Analysis Procedure (SO-FSAP) for Large-Scale Linear Systems
Hence, as Eq. , , , , , ,
Note that the "indirect-effect term" cannot be computed at this stage, since the vectors of variations u h and ψ h are unknown. Recall that the vector u h is the α h -dependent solution of the forward sensitivity system expressed by Eqs. (8) and (9), which represent large-scale systems that are computationally impractical to solve for large-scale systems with many parameters. On the other hand, the vector of variations ψ h around the nominal value 0 ψ will be the solution of the system of operator equations that will result from applying the definition of the G-differential to the adjoint sensitivity system Eqs. (22) and (23), namely
As the above equations clearly show, the vector of variations ψ h (around the nominal value 0 ψ ) will depend on the parameters variations α h . Together, the forward sensitivity equations, namely Eqs. (8) and (9), and the G-differentiated adjoint sensitivity system, namely Eqs. (32) and (33), can be written in the following block-matrix-operator form:
together with the corresponding G-differentiated boundary and/or initial conditions ;
. 
The Second-Order Adjoint Sensitivity Analysis Procedure (SO-ASAP) for Large-Scale
Linear Systems
The 
, .
Next, we form the above inner product of Eq. (33) with a yet undefined vector ( ) † (1)
, ψ ψ to obtain the sequence of equalities shown below: . Folowing the same principles as in Section 2, we require the first term on the rightside of the last equality in Eq. (37) to represent the same functional as the right-side of Eq.
(27), which yields the block-matrix equation The definition of the functions (1) ψ and (2) ψ can now be completed by requiring them to satisfy adjoint boundary conditions denoted as Once the adjoint functions (1) ψ and (2) 
. ,
In terms of the adjoint functions (1) ψ and (2) 
, ;
. , Therefore, these equations need to be solve only once to compute the adjoint functions (1) (2) ψ is the same as that for determining ( ) u x , except for a different source term, while the equations to be solved for determining the adjoint function (1) ψ is the same as the adjoint equation for determining the adjoint function ψ , again save for a different source term.
CONCLUSIONS
This work has presented the second-order forward and adjoint sensitivity analysis procedures (SO-FSAP and SO-ASAP) for computing exactly and efficiently the second-order functional derivatives of general (physical, engineering, biological, etc) system responses (i.e., "system performance parameters") to the system's model parameters. The definition of "system parameters" used in this work include, in the most comprehensive sense, all computational input data, correlations, initial and/or boundary conditions, etc. The SO-ASAP builds on the first-order adjoint sensitivity analysis procedure (ASAP) for nonlinear systems introduced ([1], [2] ) and developed ([3]- [5] ) by Cacuci; see also [6] . For a physical system comprising N α parameters and r N responses, we note the following essential computational properties of the SO-FSAP and SO-ASAP, respectively: currently in progress to generalize the SO-ASAP to computing efficiently and exactly the third-and higher-order response sensitivities. In the accompanying PART II [13] , we present an illustrative application of the SO-ASAP to a paradigm particle diffusion problem that admits a unique analytical solution, thereby making transparent the mathematical derivations presented in this paper. Very importantly, this illustrative application will show that:
(i) The construction and solution of the second adjoint sensitivity system (SASS) requires very little additional effort beyond the construction of the adjoint sensitivity system needed for computing the first-order sensitivities; and
(ii) The actual number of adjoint computations needed for computing all of the first-and second-order response sensitivities is considerably less than 2N α per response.
As a final comment, we note that the SO-ASAP has been developed in this work using real (as opposed to complex) Hilbert spaces; this has been done because real Hilbert spaces provide the natural mathematical setting for computational purposes. This setting does not restrict, in any way, the generality of the AO-ASAP theory presented here. The AO-ASAP theory can be readily set in complex Hilbert spaces by simply changing some terminology, without affecting its substance.
