In this paper, we propose a novel definition of opposite path. Its core feature is that the sequence of candidate paths and the distances between adjacent nodes in the tour are considered simultaneously. In a sense, the candidate path and its corresponding opposite path have the same (or similar at least) distance to the optimal path in the current population. Based on an accepted framework for employing opposition-based learning, Oppositional Biogeography-Based Optimization using the Current Optimum, called COOBBO algorithm, is introduced to solve traveling salesman problems. We demonstrate its performance on eight benchmark problems and compare it with other optimization algorithms. Simulation results illustrate that the excellent performance of our proposed algorithm is attributed to the distinct definition of opposite path. In addition, its great strength lies in exploitation for enhancing the solution accuracy, not exploration for improving the population diversity. Finally, by comparing different version of COOBBO, another conclusion is that each successful opposition-based soft computing algorithm needs to adjust and remain a good balance between backward adjacent node and forward adjacent node.
Introduction
An opposition concept is both familiar and mysterious at the same time to ordinary mortals like us. It is familiar in that it is unconsciously or consciously applied in our regular life. That said, the opposition concept is also mysterious, in that it has different meaning and name for different academic disciplines. Over the last 2500 years, the study of opposites has attracted the attention of countless experts and scholars in various fields. Perhaps it is only because opposite terms and the nature of opposites intrigue and fascinate us. However, due to the lack of an accepted mathematical or computational model, until recently it has not been explicitly investigated to any great length in the fields outside of philosophy and logic [1] .
Obviously, this awkward situation has changed in the last decade under the unremitting efforts of computer scientists. The basic concept of Opposition-Based Learning (OBL) was original introduced in 2005 by Tizhoosh [2] . Soon after, some new varieties of opposition-based learning were proposed for use: Quasi-Opposition-Based Learning (QOBL) [3] , Quasi-Reflection Opposition-Based Learning (QROBL) [4] , Center-based Sampling [5] , Generalized Opposition-Based Learning (GOBL) [6] and Opposition-Based Learning using the Current Optimum (COOBL) [7] . The essential idea of these optimization strategies is the serious consideration of an estimate and its corresponding opposite estimate simultaneously to achieve an optimal approximation of the current candidate solutions. Nevertheless, a major distinction between these technologies lies in how to define the concept of opposite estimate as a part of enhancing population diversity. From the perspective of algorithm design, mathematical and experimental comparison between opposition-based sampling and random sampling is one of the most widely used techniques for continuous space. Recently, some mathematical proofs were explored independently in order to show why the opposition-based learning is beneficial when no preliminary knowledge about the solution is available [8] [9] [10] .
It is amazing that they have been utilized in a vast majority of soft computing areas over a very short period of time. These simple and efficient meta-heuristic methods mainly include Differential Evolution (DE) [3, 6, 7, 11, 12] , Particle Swarm Optimization (PSO) [13] [14] [15] , Reinforcement Learning (RL) [2, 16] , Biogeography-Based Optimization (BBO) [4, 17] , Artificial Neural Network (ANN) [18, 19] , Harmony Search (HS) [20, 21] , Ant Colony System (ACS) [22, 23] and Artificial Bee Colony (ABC) [24, 25] . At present, the most successful applications of the ideas of OBL and its variants focus on traditional optimization fields, such as large-scale unconstrained optimization problem, constrained optimization problem, multi-objective optimization problem, and optimization problem in noisy environment. For a detailed overview of a range of opposition-based learning and its typical applications, we recommend a recent review article by Xu, etc., entitled "A review of opposition-based learning from 2005 to 2012" [26] .
Unfortunately, until now, opposition-based soft computing algorithms are rarely designed and applied to classical discrete optimization problems such as the minimum spanning tree problem, knapsack problem or scheduling problem. As far as we know, [22, 27, 28] are the few published papers for solving successfully the Traveling Salesman Problem (TSP), a famous combinatorial problem. The goal of this paper is to define a novel opposite numbers in discrete domain and then compare it with other acknowledged definitions of opposite solution. Furthermore, what deserves special note here is that, although the proposed scheme is embedded in the classical Biogeography-Based Optimization (BBO) algorithm in this paper, in practice it is general enough to be applied to almost all soft computing algorithms to improve its performance. In a way, this paper is only the beginning of what you can do with the novel opposite numbers in discrete domain.
The general thinking of BBO, TSP and the well-known definition of OBL in continuous and discrete domain are introduced briefly in Section 2. In Section 3, an optimization method, Oppositional Biogeography-Based Optimization using the Current Optimum (COOBBO), for TSP problems, is proposed based on a new definition of opposite path in discrete domain. The simulation results comparing COOBBO with some other optimization methods and detailed discussion are given in Section 4. Finally, some concluding remarks and suggestions for further research are presented in Section 5.
It is important to mention that this work is a revised and expanded version of a paper entitled "A novel oppositional biogeography-based optimization for combinatorial problems" presented at the 2014 10th International Conference on Natural Computation (ICNC 2014), Xiamen, China, 19-21 August 2014 [29] . The present paper extends the previous research work by the following important contributions. (1) At the beginning of Section 3, the full details and motivation of proposed scheme is clearly stated to make it easier to understand. (2) The other two definitions of opposite path are proposed in the similar way as the previous one in [29] . Then the three definitions of opposite path are compared carefully in order to show their own advantages and disadvantages, and further to sum up experience conscientiously about new idea and design of opposite path. (3) In the part of results and discussions, a new comparison criteria, population diversity, is introduced and then it is analyzed for all tested algorithms. Later, a random version of OBBO is also introduced and compared with original OBBO algorithm in this paper. In addition, all experimental results of computation time are fitted, and then relative fitting errors are computed to support our previous guess in [29] .
Background

Biogeography-Based Optimization
As a relatively young evolutionary algorithm, Biogeography-Based Optimization was first introduced in 2008 by Simon [30] . It is inspired by the science of biogeography which studies the distribution of species and ecosystems amongst islands in geographic space and through geological time.
In BBO, a population of candidate solutions is generated randomly, each candidate representing an island. These islands are then assigned, based on their fitness, immigration and emigration rates respectively, which are the important features of BBO that distinguish it from other evolutionary algorithms. The emigration rate indicates how likely a solution is to share its features with other solutions, and the immigration rate indicates how likely a solution is to accept features from other solutions. For example, a candidate solution with higher fitness for optimization problem will have a higher emigration rate and lower immigration rate, so that it can share its features with less fit islands and it is less likely to be spoiled by migrations from less fit islands. In contrast, a worse solution candidate will be assigned a high immigration rate and accept a lot of new features from relative good solutions. This addition of new features to the poor solution will, inevitably, enrich the fitness of the island. Throughout a lot of iterations, biological species migrate among different islands based on the immigration and emigration rates to find a better habitat. For further details please carefully read the reference cited at the beginning of the subsection.
Traveling Salesman Problems
It is well known that the combinatorial problems are not new to heuristic algorithms and have fascinated many scientists and engineers over the past few decades. As a matter of fact, they are considered as standard benchmarks for heuristic algorithms. For example, TSP is a well-known and ancient combinatorial problem since being defined in the 1800s by the Irish mathematician Hamilton and by the British mathematician Kirkman [31] . To summarize, there are three major reasons that the TSP has become a standard benchmark for soft computing algorithms [32] . First, the TSP is very intuitive and quite easy to state in terms of the complete graph on N vertices, and it is similar to many practical problems such as automatic assembly and configuration planning, sensor selection and power allocation over wireless networks, robotic path planning, and many others. Second, the TSP can easily be modified to become a multi-objective problem and solving multi-objective problems is a practical challenge but perhaps not insurmountable in many areas of engineering and industry. Third, an optimal TSP solution is extremely hard to obtain by using analytical methods. Even using numerical methods, it is still quite a challenge on a large number of real problem instances. The running time for brute-force search approach lies within a polynomial factor of O(n!). For instance, for a problem with 20 cities by brute force searching, it would be (20 − 1)!/2 possible tours, so this solution becomes impractical within limited computing time and memory space.
Because of the reasons above, many TSP problems with different diversities (even over 80,000) are formed to challenge the performance of existing heuristic algorithms, and many new algorithms inspired by nature and biological processes are specially proposed to conquer the TSP more efficiently. It is believed that our work in this paper is a useful attempt following this way, though we have not yet found the optimal solutions for symmetric TSP.
Oppositional Biogeography-Based Optimization for Combinatorial Problems
When dealing with D dimensional vectors in continuous domain (the space would be R D ), the definition of opposite numbers is first given by Tizhoosh as follows [2] .
by its coordinates Figure 1 illustrates the opposite point P  in one dimensional case. To the best of our knowledge, the great majority of published research papers on opposition-based learning are for solving continuous domain optimization problems. Recently, more and more researchers gradually realized that opposition-based learning, originally introduced for accelerating a continuous search space, can also be modified to be used alongside BBO to solve combinatorial problems, including TSP.
Obviously, wherein the main difficulty of these algorithm extensions is that how to define and evaluate opposite numbers in discrete domain [26] . For instance, given a candidate path, the attempting to apply opposition concept by simply reversing its order of the nodes is meaningless because the reversed path will yield the same cost as the original path in a TSP problem. For example, a tour (1, 2, 3, 4, 1) and its opposite tour, (1, 4, 3, 2, 1) , have the same cost values because all of the cities preserve their neighbors. As a result, based on superficial analysis above, a new definition of opposition for TSP is needed and it should be different appreciably from that for continuous domain problems. In [28] , an opposite path as following was defined as a candidate path that maximizes the distance between the adjacent vertices in the original path.
Definition 2. Let n be the number of nodes in a graph and P = [1, 2, …, n] be an even node cycle. The clockwise opposite path,
It is notice that, the opposite point cannot be assigned as defined in (2) if n is odd. Since the number of nodes in a graph is odd, a possible and simple way to implement the clockwise opposition is to add an auxiliary node (denoted by "n + 1") to the end of the path and then complete the city count to an even number. Using the definition 2, we can work out the clockwise opposite path of candidate solution and then remove the auxiliary city "n + 1" from the end of opposite path.
On the basis of classical BBO and the definition of opposite path, the original OBBO algorithm was proposed by Ergezer and Simon [28] . The basic procedure of OBBO algorithm is presented as follows in Algorithm 1. It is noticeable that the classical BBO algorithm is enhanced using the scheme of the Opposition-based Differential Evolution [12] , namely, opposition-based population initialization (Rows 2-4 in Algorithm 1) and opposition-based generation jumping (Rows 9-13 in Algorithm 1). As far as we know, this exact scheme seems to be a generally-accepted and widely used mode in many opposition-based soft computing algorithms. 
Motivation
Simulation results on several symmetric TSP benchmarks in [28] illustrate that OBBO seems to be relatively good at optimal solutions when compared with BBO. However, these experiments expose two serious problems, which may indicate that the initial conclusion is questionable.
Although the terminal condition is set as a constant generation maximum for different comparison algorithms, such as 500 in that paper, the number of candidate solutions explored in a search space by different algorithms may be well-distinguished between each other. It is intuitively obvious that some opposite paths are explored and then considered in each generation for OBBO algorithm, but not for BBO algorithm. Obviously, to compare the performance of BBO and OBBO algorithm, it is unfair and inadvisable scheme, which instead by our termination criterion in Section 4.1.
The other problem, hidden behind OBBO for TSP problems, is that the definition of opposite path is too simple to embody some important characteristics of the candidate path. According to our observations and understanding, the city sequences and the distances between adjacent cities are both the two most core features of a TSP path. It is to be noted clearly that the city sequences here means the relative order in TSP path alone. For example, we only concerned that city 25 is former than city 49, and latter than city 12 in a given TSP path (…, 12, 25, 49, …). However, we do not care about the coordinate of the cities 25, 49 and 12, not to mention the Euclidean distances between them. Furthermore, the Euclidean distance is directly computed based on the geometric coordinates of the nodes of the graph, and yet these TSP paths are differentiated by the sequences when only a graph is given. However, the authors used the former feature (city sequences) and ignored the latter one (distances between adjacent cities) unconsciously or consciously, when they defined the opposite path in [28] . Usually, using the original definition of opposite path presented in [28] will lead inevitably to the low utilization rate of opposite paths as shown in Section 4.2.
It is obvious that the definition of opposite path can be considered as a key to promote the opposition-based soft computing for solving TSP problem. Therefore, an initial motivation of this paper is to further amend the definition of opposite path with the help of the Euclidean distances and city sequences in the graph.
Therefore, the next question is that how to use together with Euclidean distances and city sequences of a candidate path. We think Opposition-Based Learning using the Current Optimum, a significant important variation of OBL in continuous domain, might be a good choice by careful observation of these definitions. As mentioned previously, it was first proposed for function optimization as follows [7] . Definition 3. Let P = (x1, x2, ..., xD) be a point in D-dimensional space, where x1, x2, …, xD  R and xi  [ai, bi],  i  {1, 2, …, D}. The opposite point using the current optimum co
where xco is the optimum solution in the current population. This definition has similarity, in style, with definition 1 proposed by Tizhoosh, but you will find that the opposite point using the current optimum may be outside the range of valid numbers defined by [ai, bi] if you analyze it carefully. Therefore, the possible solutions include recomputing based on Equation (3) until the new one falls in the range of valid numbers, reproducing a random point, and even using the left or right boundary of valid numbers as an alternative. Figure 2 illustrates the opposite point using the current optimum co P  in one dimensional case.
Figure 2.
Opposite point using the current optimum defined in domain [a, b] . x is a candidate solution, x  is the opposite of x and co x  is its opposite using the current optimum.
x 
The core idea of COOBL may be summarized as that the optimum solution in the current population, replacing the midpoint in a range of variables' current interval, is used as symmetry point of the points and their opposite points. As a result, the opposite points using the current optimum will be in the neighborhood of the global optimum during the process of evolution, especially in the later stage.
In this paper, to redefine the opposite path in discrete domain, the candidate solution and the optimum solution in the current population will be also taken into consideration simultaneity in the similar way.
Definition of Opposite Path using the Current Optimum
In order to achieve a better solution of TSP efficiently, we modify the definition of opposite path as follows.
As in Figure 3 , it is supposed that, n is the number of nodes in a graph and m is the population size. In fact, this figure can decomposed into three parts to comprehend the novel definition of opposite path clearly, which are shown in Figure 4 . The first part, the optimal path in the current population Pco = [A1, A2, …, A1], as seen in Figure 4a , is translated into line A1A4 in Figure 3 . In addition, similarly, the candidate path Pi = [B1, B2, …, B1] as the second part of Figure 3 is also translated into line B1B3. The clearly common ground between two important parts of Figure 3 is that, they are curves in Figure 4 , instead, they are lines in Figure 3 . The only reason for the different expression of the same TSP paths is to simplify the most critical figure in this paper. Based on the similar reason, the third part of Figure 3 , all cities in the graph as seen in Figure 4c , is ignored in Figure 3 . Of cause, you can image it is ubiquity for all cities in this graph in order to understand the following procedure easily. (1) A set of remaining nodes include all nodes in the graph, and a set of visited nodes is empty in initialization stage.
(2) Let k = 1. The start city, A1(B1) of optimal path Pco is also determined as the first node of path Pi and its opposite path , of any path Pi is defined well. As stated above, the ellipse Ek is determined by means of the (k − 1)th node, the kth node of the optimal path Pco and the kth node of Pi. The kth node of opposite path Pi o is close to the boundary of the ellipse Ek. In other words, the kth node of Pi and the kth node of opposite path Pi o have the same (or similar at least) distance from the (k − 1)th node and the kth node of the optimal path Pco. Further, the (k − 1)th node and the kth node of the optimal path Pco can take the place of the whole optimal path Pco. Then the path Pi and its corresponding opposite path Pi o have the same (or similar at least) distance to the whole optimal path Pco in the current population in a sense.
Quite similarly, we can define the other two methods, opposite path (Forward Ellipse) and opposite path (Circle), as shown in Figures 5 and 6 , respectively. For opposite path (Forward Ellipse), the ellipse Ek is determined by means of the kth node, the (k + 1)th node of the optimal path Pco and the kth node of Pi. For instance, the second node O2 of opposite path Pi o and node B2 of Pi have the same/similar distance from nodes A2 and A3 of the optimal path Pco. The third node O3 of opposite path Pi o and node B3 of Pi have the same/similar distance from nodes A3 and A4 of the optimal path Pco, and so on. For opposite path (Circle), the ellipse Ek is degenerated into a circle Ck, in which the center is the kth node of the optimal path Pco and the radius is the distance between the center and the kth node of Pi. For instance, the node B2 of Pi is located at the boundary of the circle C2 and the second node O2 of opposite path Pi o is selected around the boundary. The node B3 is located at the boundary and the node O3 is selected around the boundary of the circle C3, and so on. Without a doubt we introduce the information of the optimum solution in the current population, including the Euclidean distances and the node sequences, into all definitions of opposite path in this paper. The path and its corresponding opposite path have the similar distance to the current optimum in a sense. In addition, the node sequences of opposite path are nearly kept with the original path and optimal path in order, although the direction of opposite path may be slightly different with the original path. In a word, our definition method of opposite path, which is significantly different from [28] , considers both the node sequences of candidate paths and the distances between adjacent nodes at the same time. In my opinion, it may be a novel and promising attempt to applying the opposition-based soft computing in discrete domain.
Our Optimization Method
The novel optimization method, Oppositional Biogeography-Based Optimization using the Current Optimum, for TSP problem suffers the same basic produce like OBBO as shown in Algorithm 1. Actually, the only difference between original OBBO and COOBBO proposed in this paper consists in that the definition of opposite path, which directly influences the population initialization (Row 3 in Algorithm 1) and generation jumping (Row 10 in Algorithm 1). In the implementation of the algorithm, we should employ the opposite path (Backward Ellipse, Forward Ellipse, or Circle) using the current optimum given in Section 3.2, replacing the opposite path proposed in [28] .
Experimental Results and Discussions
Experimental Setup
Here we introduce a random version of OBBO (called ROBBO in this paper) firstly. On the basis of original OBBO, all parts of the proposed algorithm are kept untouched. In addition, instead of using opposite paths for the population initialization and the generation jumping, the random paths, which are generated uniformly in entire search space, are employed in ROBBO algorithm. According to past experience, we admit that this version must be not the best one, yet it is a basic and well-known method, which is firstly used by Rahnamayan in [12] .
Benchmark Functions. A comprehensive set of 8 different well-known traveling salesman problems has been employed for performance verification of the proposed approach. All the benchmarks are selected from TSPLIB [33] . The benchmarks sizes vary from small problem to extra large problem to cover a wide range of problem complexity based on category criteria in [32] .
Parameter Settings. Note that the main point in this paper is to perform relative comparison among BBO, OBBO, ROBBO and COOBBO. In order to compare the performance without affecting other factors, all conducted experiments use the parameters as follows.
 Population size: 100  Maximum number of cost function calls: 100,000  Number of elites: 3  Opposition jumping rate: 0.3
The termination criterion for all tested algorithms in this paper is that the number of evaluation of cost function is reached the maximum number. It is obvious that, in each iteration of the loop, the number of function evaluation is different for different algorithms due to opposite numbers explored more space. Therefore, the termination criterion in this paper seems more fair and advisable, especially when compared with that used in [28] .
Comparison Criteria. We compare the algorithm performance of BBO, OBBO, ROBBO and COOBBO with the help of four well-used criteria in this paper: best solution (BS), computation time (CT), utilization rate of opposite paths (UR), and population diversity (PD). From the definition and design goal, there is no direct relationship among these parameters. Our investigation listed later in this section confirms this conclusion clearly. Thus, we must check all experimental data carefully and discuss them depending on the situation.
First of all, we compare the algorithm performance by measuring the best solution found at the end of the computation, which is the most commonly used metric in literatures. In order to minimize the effect of the stochastic nature of the heuristic algorithms on the measured metric, the reported results for each function is the average over 100 independent Monte-Carlo simulations. It is worth noting that, the data in the following tables are not the minimum value (best result), but rather the mean value of all 100 experiments.
Computation time, also called process time, is the amount of CPU time required for processing instructions of a computer program. The CPU time is usually measured in clock ticks or seconds. It is well known that it depends on a lot of factors such as data structure utilized by the computer program, programming style of programmer or author, and even performance of computer running the algorithm program. However, on the other hand, it also reflects the convergence speed of tested algorithm in a sense.
Utilization rate of opposite paths is a typical comparison criterion for opposition-based soft computing. Refer to early definition proposed in [34] , utilization rate of opposite paths is defined as
where OPres is the number of opposite paths reserved as offspring in the next generation, and Np is the size of the population including all candidate paths and their corresponding opposite paths. A larger UR means more effects of opposite paths during the process of evolution. Furthermore, for different generations, even the same number of candidate solutions (including candidate paths and their opposite paths) may lead to different utilization rate of opposite paths. Generally speaking, the utilization rate of opposite paths is relative high during the former stage, while it is relative low during the later stage. The reason behind this variation is that, the population of candidate solutions is evolved over time towards better solutions and then more and more opposite paths may not be selected into the elitist population. For population-based intelligent algorithms, population diversity is undoubtedly one of the most important indicators of a population state. Measures to evaluate the population diversity play an important role in adaptively changing search strategies, in analyzing the behavior of soft computing algorithms, and in evaluating individuals to maintain population diversity in a positive manner. In this paper, an edge entropy measure is used to evaluate population diversity. The edge entropy was proposed by Maekawa [35] firstly and defined as
where X is a set of edges included in the current population, Np is the size of the population, and F(e) is the number of edges e in the current population.
Deeper Analysis of OBBO
In order to intuitively show its drawbacks, the simulation of OBBO algorithm for large scale TSP, ch130, is firstly conducted with the setting listed in Table 1 as in [28] . We show that by using Monte-Carlo method.
The optimal solutions are obtained at the end of 500 generations from both BBO and OBBO. Therefore, the number of candidate solutions explored by BBO is 25000 for each independent Monte-Carlo run. While the mean of candidate solutions explored by OBBO is 32446.5 ± 485.7132 over 200 independent Monte-Carlo simulations. From this viewpoint, it is no surprise that compared with BBO algorithm, the performance of OBBO may be improved as illustrated in [28] for its larger possibility space explored.
The utilization rate of opposite paths is recorded and shown. From Figure 7 , we can see that it is decreasing from 50% to 5% sharply over 6 times. After 12 times, it is very close to zero, which means the opposite paths cannot be selected as elitist solutions and then survived into the next generation. What deserves special mention is that the horizontal ordinate is the number of opposition-based generation jumping, not the number of generation (iteration). The former is almost 30% of the later according to the parameter, opposition jumping rate, used in this simulation.
The utilization rate of opposite paths is recorded and shown. From Figure 7 , we can see that it is decreasing from 50% to 5% sharply over 6 times. After 12 times, it is very close to zero, which means the opposite paths cannot be selected as elitist solutions and then survived into the next generation. What deserves special mention is that the horizontal ordinate is the number of opposition-based generation jumping, not the number of generation (iteration). The former is almost 30% of the later according to the parameter, opposition jumping rate, used in this simulation. 
Experiment Comparison of BBO, OBBO, ROBBO and COOBBO
Results of applying BBO, OBBO, ROBBO and COOBBO to solve 8 benchmark functions are given in Table 2 , in which the better results for each case are highlighted in boldface. In order to eliminate the influence of subjective and objective conditions, large scale independent experiments are implemented for each algorithm in this paper. As we all know, the smaller the variance of results is, the more stable the algorithm performance is. From Table 2 , we see that BBO has the smallest variance for almost all experiment results, which may clearly indicate that BBO is reliability and robustness.
Based on the simulation results in Table 2 , COOBBO proposed in this paper achieved the best solution among all. When compared with BBO, OBBO and ROBBO, the mean of the best solution by COOBBO algorithm is lessened, on average, almost by 35.78%, 51.27% and 51.60%, respectively.
It is important to note that the overall performance of OBBO is getting worse than BBO, which may seem contradictory with the conclusion in [28] . In fact, they are not contradictory. A rational reason explained this phenomenon is the termination criterion is pretty different in the two papers. As described above, the two algorithms are not iterated until the fixed iteration is satisfied in [28] , which means that the OBBO algorithm will explore more candidate solutions compared with BBO algorithm. However the same algorithms are stopped when the number of evaluation of cost function is reached the maximum number in this paper. In this case, it is not surprising then that OBBO's performance is worse than BBO.
From our point of view, the performance difference of two modified algorithm, OBBO and COOBBO, is attributed to the disparate definition of opposite path. In [28] , the opposite of each city is furthermost in the circle. Therefore, the difference of candidate path and its corresponding opposite path is merely style. However, the definition of opposite path proposed in this paper is differs appreciably from that method. The sequence of candidate paths and the distances between adjacent nodes in the tour are considered simultaneously.
As another direct result of the differences in definition of opposite path in the two papers, the utilization rate of opposite paths in this paper is significantly higher than it in [28] . As seen from Table 2 , the new method is over 13 times more effective than the traditional one (12.14 vs. 0.91 in average). Different from Figure 7 above, the utilization rate of opposite paths in this paper decreases from 50% to 5% over 20 times as seen in Figure 8 . Although the decline trend is inevitable, the utilization rate of opposite paths are expected to decrease more slowly over time. Furthermore, as for the great difference between Figures 7 and 8 , the utilization rate is no longer decline, after reaching minimal value, such as 4.93% in Figure 8 . What some readers will find more surprising is that it wanders and increases slowly with the number of opposition-based generation jumping. That is to say, more and more opposite paths can be survived and further being improved by our proposed algorithm. Using the definition of opposite path from [28] , such an event would have been almost inconceivable. Except for the berlin52 problem, BBO has the lowest edge entropy, which indicates clearly its population diversity is the highest among all tested algorithms. Now, there is an interesting and unexpected phenomenon to us. When compared with COOBBO algorithm, BBO has both higher population diversity and worse solution. In accordance with a common view in the field of population-based search algorithms, the higher population diversity should lead to better solutions of many combinatorial problems. In fact, in order to be successful, a search algorithm needs to establish a good ratio between exploration, which is the process of visiting entirely new regions, and exploitation, which is the process of visiting those regions within the neighborhood of previously visited points [36] . If we think that BBO, to a certain degree, has already a good balance between exploration and exploitation, the combination of opposition-based learning and BBO will break the inherent stability inevitably. Several opposite paths are created based on the original paths and the optimal path in the current population, and then their search space are limited within the neighborhood of previously visited path. Therefore, in my opinion, the advantage of opposition-based learning is the in-depth exploitation, not extensive exploration. Furthermore, the termination criterion in this paper is that the evaluation number is reached the maximum number. Compared with the classical BBO, the evolution process of COOBBO tends to last shorter, because more candidate paths are tried in each iteration. In a word, the original balance between exploitation and exploration in BBO is destroyed by opposition-based learning, and then COOBBO suffers more exploitation, which leads to better solution convergence, and less exploration, which leads to lower population diversity, in the evolution process. According to our understanding, it is the key reason that the experiment results shown in Table 2 are not consistent with the common view in the field of population-based search algorithms.
Experiment Comparison of OBBO and ROBBO
In order to state clearly the contribution of opposite paths, ROBBO algorithm is introduced in this paper. Unlike the previously defined opposite paths, uniformly generated random paths are employed as opposite paths. As shown from Table 3 , the experiment results of OBBO and ROBBO are rearranged and analyzed with software Statistical Product and Service Solutions (SPSS) 14.0 version (SPSS Inc., Chicago, IL, USA) and significance is assumed at 0.05.
As seen from Table 3 , we observe that their mainly difference is characterized by three aspects, which are computation time, utilization rate of opposite paths and population diversity. When compared with ROBBO, OBBO has higher utilization rate of opposite paths and worse population diversity, in the statistical sense. According to the definition of opposite path in [28] , it is created based on the original path in a limited and controlled manner, though its object is to maximize the proximity between the adjacent vertices. At this time, there has been an appreciable increase in the probability of the opposite path selected as offspring in next iteration. In contrast, the opposite path in ROBBO proposed in this paper is sampled by uniformly distribution over the whole search space, and then ROBBO has better population diversity inevitably.
Seen from the evaluation criterion of best solution found, no significant differences (p > 0.05) are observed between OBBO and ROBBO. In other words, the opposite path from [28] has the same contribution with random generated paths. Such being the case, it is futile to attempt to apply the better utilization rate of opposite paths and overall performance can be achieved. From another perspective, if forward line (such as A3B2) is considered in that process, the exploration ability and population diversity can be improved greatly. facing us all is how to establish a good ratio between backward adjacent node and forward adjacent node, and it is an important research effort in near future.
More Discussion on Computation Time
Generally speaking, intelligent heuristic algorithms are more time consuming than other algorithms. On the other hand, computation time of heuristic algorithms normally depend on some measure of problem size, such as the number of cities in TSP problem. As you can see from Figure 9 , CPU time consumed by BBO algorithm is increasing linearly and this conclusion is equally applicable to OBBO and ROBBO algorithms. The fitting results of all tested algorithms are given in Table 5 . Herein relative error in the third row is the mean of differences between fitted value and experiment result and it can be defined as following It can be seen from Table 5 that the relative fitting errors of BBO, OBBO and ROBBO algorithms are maintained at moderate rate around 0.2% to 0.3%.
At the same time, it is unfortunate that the computation time of our proposed algorithm is a bit different from the three mentioned above. As can be seen from Figure 9 , its computation time is increased with expedition from 26s for 52 cities to 298s for 318 cities. If we fitted the experiment results by the same method, its relative error is around 15%, which is close to 60 times more than other algorithms. Therefore, we are not sure that the linear fitting is still effective to COOBBO algorithm, and then we surmise that it may be increased exponentially with the increase of the size of the TSP problem. Of course, the inference should be proved or falsified by more experiments in the future. Typically, the main reason for so much time of the COOBBO algorithm is the calculation of Euclidean distance between cities in the produce of forming opposite path.
Conclusions
In this paper, a novel oppositional BBO algorithm, called COOBBO, is introduced to solve TSP problems. The proposed algorithm is tested on eight benchmark problems and is found to outperform the standard BBO and OBBO. Further test results indicate that the excellent performance is attributed to the distinct definition of opposite path. The sequence of candidate paths and the distances between adjacent nodes in the tour are considered simultaneously, which may lead to the higher utilization rate of opposite paths.
Population diversity refers to differences among individuals and is used to delimit between exploration and exploitation. However, we are very confused that the proposed algorithm has both better solution and lower population diversity. We think that opposition-based learning is good at in-depth exploitation, not extensive exploration. Therefore, the original balance of COOBBO is destroyed, in which the exploitation process is enhanced and the exploration process is weaken in some cases.
Numerical results demonstrate that there is no significant difference in solution accuracy between OBBO and ROBBO. Considering other factors such as population diversity and computation time, we have abundant proof for thinking that the ROBBO algorithm is a good choice to instead OBBO.
In this paper, we have made a preliminary investigation to define the opposite path and apply it for solving TSP problems. However, it is undeniable that there are many possible definitions and applications of opposite path. By comparing different version of COOBBO, we think that each successful improved algorithm needs to establish a good ratio between backward adjacent node and forward adjacent node. It is an important research effort for us in near future.
Based on the experimental evidence, one of the principal disadvantages of our algorithm is too much long time required to perform it. Without doubt, it is intolerable that each modified algorithm waste so much time on the insignificant improvement. Therefore, our top task in the near future is to increase the efficiency of the algorithm to achieve the best balance between computation time and performance.
It should be emphasized again that the proposed scheme of opposite path is an effective and general method, which can be embedded inside many soft computing algorithms, to improve its performance. Since the key point of this paper is the novel definition of opposite path, we will incorporate that idea into other soft computing approaches, including the state-of-the-art methods, to ascertain what the impact of the opposite path idea. In addition, a comparison to other widely recognized techniques is also required in order to ascertain the utility of the proposed technique.
