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1. INTRODUCTION
Living tissues are electrical conductors because of the movable ions that
they contain. However, not all types of organic tissue conduct electricity
with the same ease. In the human body, for example, there is a significant
variation of conductivity (up to 265:1) among the different tissue types
(Geddes & Baker, 1967). Therefore, it should be possible to use conductiv-
ity distribution values to extract useful structural and anatomical infor-
mation about the human body. Furthermore, pathological situations
change the normal range of values for tissue conductivity. For example,
as early as 1923, Grant (1923) found that at 1 KHz, cerebral gliomas1 had a
conductivity double that of normal tissue. Also, it has been shown that the
conductivity in the cerebrum2 reduces by a factor of 2 during stroke
(Hossman, 1971) and by up to 17% during epilepsy (Van Harreveld &
Schade´, 1962). Hence, the conductivity distribution inside the human
body may also manifest tissue diseases. Finally, the values of the electrical
properties of some human organs, such as the heart, lungs, and brain,
depend on their functional state (Eyuboglu et al., 1989; Tidswell et al.,
2001a; Witsoe & Kinnen, 1967). As a consequence, the reconstruction of
the conductivity distribution also may be used to distinguish various
physiological conditions of the human organs.
Thenoninvasive technique that exploits thephenomenadescribedabove
bydetermining the internal conductivity profile of the human body is called
electrical impedance tomography (EIT).Thisnamewasagreedonat theFirst
European CommunityWorkshop on Electrical Impedance Tomography—
Applied Potential Tomography in Sheffield in 1986 (Bayford, 2006). The
term impedance is derived from the fact that human tissue is not purely
conductive. Many tissues also have a capacitive reactance; therefore, it is
more correct to speak of impedance of tissue rather than conductivity
(resistivity) of tissue. However, it is most common to reconstruct the distri-
bution of the real part of admittivity (i.e., conductivity), as the recovery of
permittivity is hindered by parasitic capacitances that create leakage cur-
rents (Barber, 1995). In this chapter, we are concerned with the reconstruc-
tion of the conductivity distribution only.
To determine the conductivity distribution within the human
body without physically probing it, electrical potential differences are
applied to the human body through an array of electrodes attached to
its surface. The resulting currents flow through the tissue. Subsequently,
1 A glioma is a type of malignant tumor that starts in the brain or spine. It is called a glioma because it
arises in glial cells.
2 Cerebrum, which means ‘‘brain’’ in Latin, is the nontechnical term for the telencephalon. The telencephalon
and the diencephalon (i.e., thalamus and hypothalamus) comprise the forebrain. The cerebrum is the
largest part of the brain and the source of intellectual activities.
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measurements of the induced voltages are collected using electrodes—
different from those used to excite the medium—to reduce the possibility
of current leakage (Barber, 1995). Finally, the conductivity distribution is
recovered based on this set of measurements and following one of the
reconstruction approaches discussed in Section 2.
The excitation current that flows through the human tissue is alternat-
ing current in the range from 1 KHz to 2 MHz for all contemporary EIT
equipment (Brown, 2003). At lower frequencies, electrode effects and
electrical safety considerations are important, whereas at higher frequen-
cies measurement difficulties arise from the effect of stray wiring capaci-
tances (Barber & Brown, 1984). The frequency of the excitation current has
a dramatic effect on tissue conductivity (Stuchly & Stuchly, 1980). Other
factors such as temperature also have a strong influence on tissue con-
ductivity (Gersing, 1999).
EIT has substantial potential in various applications. Solving the EIT
reconstruction problem has many advantages. First, it is a nondestructive
and noninvasive imaging tool; therefore; the monitoring process is
completely painless. Also, its probes use nonionizing radiation; hence, it
is completely safe and harmless and carries no hazards. In addition, an
EIT instrument is inexpensive and can be manufactured at the cost of a
few thousand pounds (Boone et al., 1994). Furthermore, the equipment is
small and portable, and therefore offers the potential for ambulatory
monitoring. In general, compared with other imaging modalities, such
as X-ray computed tomography (CT) and positron emission tomography
(PET), EIT equipment is about a thousand times less expensive and a
thousand times smaller (dos Santos & Slutsky, 2005). Another distinct
feature of EIT is that it is a rapid technique. Data acquisition and image
reconstruction can be fast, and in principle, thousands of images can be
obtained per second (Cinel et al., 2007). These advantages make it possible
to identify many possible clinical applications, as described in Section 4.
However, despite its advantages, EIT has not yet been established as a
routine imaging technique in medicine because the quality of the recon-
structed images is poor. The main reasons for poor-quality images are
limited spatial resolution due to the limited number of measurements,
increased sensitivity of the reconstructed image to voltage measurement
errors, reduced sensitivity toward the center of the examined object, and
deficiencies of the reconstruction algorithms—for example, the inade-
quacy in creating an accurate mathematical model of the human body
shape.
This chapter is organized as follows. In Section 2 we discuss the
reconstruction process in EIT, focusing on the inversion of a generalized
Radon transform (GRT). The key problem areas of EIT are analyzed in
Section 3. In Section 4 we present the clinical applications of EIT. In
Section 5 we present our conclusions and future applications.
Au3Conductivity Imaging and Generalized Radon Transform 3
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2. THE RECONSTRUCTION PROCESS IN EIT
The task of a reconstruction algorithm in EIT is to convert voltage mea-
surements, taken at the boundary of some region, into an image of the
spatially varying conductivity distribution within the region. The volume
of literature on this inverse problem is huge. We discuss the more fre-
quently used techniques.
2.1. Data-Fitting Methods
One approach traditionally used by researchers to deal with the EIT
reconstruction problem is to formulate it as a minimization problem.
According to this technique, first used by Yorkey et al. (1987), a func-
tional, which represents the discrepancy between the measured voltages
and those computed by a hypothesized conductivity (s) distribution, is
defined and followed by a search for the distribution of s values that
minimizes this functional in the least-squares error (LSE) sense.
The optimization problem is reduced to a system of nonlinear equa-
tions (Cheney et al., 1999). Hence, a solution for the conductivity distribu-
tion that fits the measurements in an LSE sense can be obtained only by an
iterative method. The most efficient numerical technique to perform this
least-squares estimation is the Gauss–Newton method (Ortega & Rhein-
boldt, 1970).
Following this gradient-based method, an initial (usually uniform) esti-
mate of the conductivity distribution is chosen, which is improved itera-
tivelybyaquantityobtainedby solvinga systemof linearequations. Inorder
to estimate the conductivity update at each iteration, an approximate Hes-
sian matrix must be inverted. This matrix is positive definite; therefore, the
convergenceof the iterativemethod isguaranteed (Yorkey, 1990) as longasa
good initial approximation for the conductivity distribution was selected.
The calculation of the approximate Hessian matrix involves the calcu-
lation of the complete matrix of partial derivatives of the approximated
voltage measurements with respect to conductivity parameters, the Jaco-
bian matrix. Kaipio et al. (2000) present a proof for the differentiability
mentioned above. Computationally efficient methods for the calculation
of the Jacobian are discussed by Lionheart (2004) and Yorkey (1990).
However, the condition number—the ratio of the maximal to minimal
eigenvalue—of the approximate Hessian matrix is typically large — on
the order of 106 (Yorkey et al., 1987). In addition, the vector of constant
terms of the system of linear equations, solved at each iteration to give the
conductivity update, depends on the voltage measurements. The combi-
nation of these effects results in small voltage measurement errors caus-
ing arbitrarily large errors in the conductivity update estimation, or in
4 Archontis Giannakidis and Maria Petrou
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general, in the least-squares output, when inverting the approximate
Hessian matrix. The unstable inversion of the approximate Hessian
matrix renders the EIT reconstruction problem, following this approach,
ill-conditioned in the Hadamard sense (Hadamard, 1923).
In order to control to some degree the ill-conditioned process, the
truncated singular value decomposition has been applied (Tang et al.,
2002). However, the most popular strategy to deal with the illconditioning
is by using Tikhonov-type regularization methods (Tikhonov & Arsenin,
1977). These methods involve the introduction to the minimization prob-
lem of additional information about the quantity to be estimated. Prior
information, which is often used in EIT, is related to the positivity (Hua
et al., 1991), size (Hua et al., 1991), variation (Cohen-Bacrie et al., 1997), and
smoothness properties (Hua et al., 1991) of the solution (i.e., the conductiv-
ity distribution). These constraints are incorporated in the reconstruction
process in the form of a term of the functional to be minimized. Hence,
aside from the mismatch term, the modified functional also consists of a
second term, usually called the penalty term, that takes the prior informa-
tion into account. The role of the regularization term is to penalize solutions
that, according to the prior information, are unlikely to happen. The degree
to which the prior knowledge affects the solution can be selected. Depend-
ing on the prior knowledge about the conductivity distribution, various
regularization terms have been constructed and used (Bayford, 2006;
Cohen-Bacrie et al., 1997; Hua et al., 1991).
In situations of practical interest—for example, dealing with human
organs—the conductivity distribution presents sharp variation. Therefore,
it is very challenging to construct regularization terms that incorporate
realistic spatial prior information. Much effort has been directed to this
construction. Some approaches proposed in the literature include subspace
methods using basis constraints (Vauhkonen et al., 1997, 1998) and use of
Gaussian anisotropic filters (Borsic et al., 2002). In addition, anatomical
information obtained from magnetic resonance imaging (MRI) equipment
has been used to construct appropriate regularization operators (Glidewell
& Ng, 1997; Kaipio et al., 1999; Vauhkonen et al., 1997). Based on the
minimal total variation method (Dobson & Santosa, 1994), which is a
distinct optimization method on its own, the total variation could be used
to obtain an appropriate and reality-consistent representation of the spatial
prior information about the conductivity distribution. However, such a
constraint, even though it allows step changes, it results in a nondifferenti-
able regularization term (Kaipio et al., 2000). Hence, it is not possible to use
the Gauss–Newton method because calculation of the Jacobian, which is
required for the inversion, also involves (aside from the differentiation of
the computedmeasurements) the differentiation of the regularization term.
In general, some interesting choices of the regularization functional
that allow sharp transitions in the conductivity distribution result in
Conductivity Imaging and Generalized Radon Transform 5
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nondifferentiable terms (Kaipio et al., 2000; Lionheart, 2004). In such cases,
non-smooth optimization methods should be used. However, these meth-
ods are computationally expensive (Lionheart, 2004). An alternative sug-
gestion (Kaipio et al., 2000) is the use of a Bayesian approach, which casts
the inverse EIT problem in the form of probabilistic inference. However,
estimating the whole a posteriori probability distribution of the sought
conductivity parameters conditioned on the measurements, based as well
on prior information, followed by a Markov-chain Monte Carlo integration
method to yield the best estimate, is also very time consuming. Therefore,
the Bayesian approach is more suitable for geophysics (Tarantola &Valette,
1982) than medicine, or, alternatively, it could be used only as a tool to
evaluate the underlying assumptions (Kaipio et al., 2000).
The regularization methods discussed above are effective against EIT
instability. However, an important aspect of these methods is that they
should produce reasonably accurate reconstructions, even when the prior
information used is incompatible with the data (Borsic et al., 2002; Kaipio
et al., 1999; Vauhkonen et al., 1998). In this way, the inverse solutions
remain unbiased toward the assumed distribution.
2.1.1. The Forward EIT Problem
At each iteration of the reconstruction approach as described, it is neces-
sary to compute the predicted measurements using the current conduc-
tivity estimate. At the end of the optimization process, the mismatch
measure between predicted and observed measurements falls to a mini-
mum in the LSE sense. The mapping of the interior conductivity distribu-
tion into the set of predicted surface voltage measurements, given the
current pattern applied to the boundary surface of the object, is achieved
by solving the forward EIT problem.
From the inverse problem formulation it becomes clear that errors in
the forward solution introduce errors in the reconstructed conductivity
profile. Another practical issue related to the iterative reconstruction
method is that for convergence to be possible, the predicted voltages
must be equal to the measured ones, when the correct conductivity values
are used in the forward problem. From the above it is obvious that the
accurate solution of the forward EIT problem is a prerequisite for accurate
conductivity recovery.
The mathematical modeling of the forward EIT problem is given by
Poisson’s equation subject to a Neumann boundary condition as follows:
rðsruÞ ¼ 0; in O (1)
s
@u
@n
¼ c; on @O; (2)
6 Archontis Giannakidis and Maria Petrou
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where u denotes the distribution of the electrical potential within (and on
the boundary surface @O of) the ohmic and isotropic volume of interest O,
c is the density of the low-frequency current applied to @O, s is the
interior conductivity profile, the symbol r denotes the nabla or del
operator,3 and is the symbol for the dot product of two vectors. Also, @u@n
is the normal derivative of the scalar electric potential u to @O—that is, the
rate at which u changes in the direction of the outward normal unit on @O.
Strictly speaking, Eqs. (1) and (2) are correct only for direct current
(DC). However, for the range of frequencies of alternating current (AC) at
which contemporary EIT systems operate (up to 2 MHz) and the sizes of
the objects being imaged, it can be assumed that these equations continue
to describe the instantaneous potential distribution within (and on the
surface of) the conducting object. Appendix B shows how the quasi-static
approximation, described by Eqs. (1) and (2), is obtained from Maxwell’s
equations. In some situations, where the quasi-static assumption is no
longer valid—for example, in the development of EIT systems of larger
bandwidth—the implementation of an EIT forward model that is based
on the full Maxwell’s equations has been proposed (Soni et al., 2006).
The Neumann boundary value problem, described by Eqs. (1) and (2),
has a solution up to an additive constant only (Courant & Hilbert, 1968).
To obtain a unique solution for u, the special condition prescribed isð
@O
uds ¼ 0; (3)
where ds is the infinitesimal surface element on @O. This condition is
equivalent to choosing a point on @O that has zero potential, the reference
point or ‘‘ground.’’
In the Neumann boundary condition of Eq. (2), the applied current
density c is a continuous function on @O. However, in practice, current is
injected through a discrete number of electrodes. To obtain a more accurate
model,wemust incorporate thisdiscreteness into the forwardsolver.Hence,
the boundary condition of Eq. (2) needs to be modified so that the current
density is nonzero at the area of @O that corresponds to the current-injecting
electrodes and zero at the gaps in between. Similarly, the electrode discrete-
ness necessitates appropriatemodification of the special condition inEq. (3),
which describes the choice of ‘‘ground.’’ In addition, the continuummodel
of the forward problem, as described by Eqs. (1)–(3), does not take into
account the high conductivity of the electrodes. This effect can be
incorporated into the forward solver by imposing the additional constraint
3 The nabla operator is defined in Cartesian coordinates asr ¼ @@x x^ þ @@y y^ þ @@z z^, where x^ , y^, and z^ form the
basis of the system. Its use simplifies the representation of spatial differential operators, such as the gradient
and the Laplacian operator of a scalar function and the divergence and the rotation of a vector field, the
definitions of which are given in Appendix A.
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of constant potential at each electrode. The implementation of these two
issues (i.e., discreteness and high conductivity of electrodes) results in the
shunt model (Cheney et al., 1999; Cheng et al., 1989; Somersalo et al., 1992).
The forward EIT problem, using the shunt model, is no longer a Neumann
problem and to guarantee the existence of a solution, the additional con-
straint of conservation of charge must be imposed.
To decrease further the error from electrode modeling, aside from the
two issues discussed above, the electrochemical effect due to the contact
between the electrode and the boundary surface, which creates a thin and
highly resistive layer, also must be considered in the mathematical for-
mulation of the forward problem. In this case, the constraint of constant
potential at each electrode has to be modified to include the surface
impedance. The resulting model is called the complete model (Cheney
et al., 1999; Cheng et al., 1989; Somersalo et al., 1992). The existence and
uniqueness of the solution of the forward EIT problem, using the com-
plete model, has been proven by Somersalo et al. (1992) who also demon-
strated the close match-up of the complete model solution with
experimental data.
The solution of the elliptic partial differential equation [Eq. (1)] that
models the forward EIT problem, subject to the constraints previously
mentioned, can be obtained in analytic form only for relatively simple
(idealized) geometries and uniform conductivity distributions (Isaacson,
1986; Pidcock et al., 1995a,b). However, when we examine biological
organs, in the majority of cases we must deal with nonhomogeneous
media and domains of irregular boundary. To avoid errors in the forward
solution, an accurate model of the object to be imaged, O, is also required.
Closed-form solutions of the forward EIT problem for realistic models
of human body do not exist, and numerical methods are required to
approximate the solution. Examples of methods that have been used for
the solution of the forward EIT problem include the finite difference
method (FDM) (Patterson & Zhang, 2003), the finite volume method
(FVM) (Dong et al., 2003), the boundary element method (BEM)
(Babaeizadeh et al., 2004), and the finite element method (FEM)
(Molinari et al., 2001b). The use of FVM is attractive because it satisfies
continuity conditions of both the normal component of the current den-
sity and the tangential component of the electrical field at the interfaces
(Dong et al., 2003). The BEM is very fast and efficient because the
unknown potential needs to be solved only for points on the boundaries
of the compartments. However, the BEM is suitable only when the object
under investigation consists of a set of nested compartments with con-
stant conductivity (Babaeizadeh et al., 2004; Smulders & van Oosterom,
1992). In addition, the boundary conditions, which take into account the
accurate electrode modeling, cannot be easily incorporated into the BEM
model (Babaeizadeh et al., 2004). The boundary element formulation of
8 Archontis Giannakidis and Maria Petrou
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the forward EIT problem can be found in (Gonc¸alves et al., 2003),
(Jain et al., 1997), and (de Munck et al., 1997).
The most appropriate numerical method for nonhomogeneous objects
of arbitrary shape is the FEM (Brenner & Scott, 1994). In addition, it offers
the highest flexibility in terms of application of boundary conditions
imposed by electrodes. As a consequence, the FEM is the most widely
used tool for solving the elliptic partial differential equation [Eq. (1)]. To
solve the forward EIT problem, the FEM uses a system of linear equations
to approximate Eq. (1). For this purpose, the object of interest is divided
into small elements. The shape of these elements is usually triangular or
quadrilateral for the two-dimensional (2D) case, and tetrahedral or hex-
ahedral for the three-dimensional (3D) case. In this way, the continuous
forward EIT problem of determining the potential distribution is con-
verted into the problem of the calculation of a finite number of unknowns
(of the system), namely, the potential at the discrete nodes of the finite
element (FE) mesh. These nodes also include the electrode positions.
Hence, after solving the system of equations, the predicted voltage mea-
surements are obtained by subtracting the related node potentials. In
practice, by using appropriate interpolation functions and the computed
node potentials, one can determine the electric potential throughout the
entire domain.
The assembly of the system of linear equations for the FEM is usually
based on the variational principle (Tong & Rossettos, 1977). Details about
the generation of the FE matrices can be found in (Hua et al., 1993), (Jain
et al., 1997), and (Kaipio et al., 2000). Also, to account for the constraints to
which Eq. (1) is subject and to incorporate the effects caused by electrodes
as discussed above, the system of linear equations is modified appropri-
ately (Hua et al., 1993).
Burnett (1987) has shown that the FEM converges to the true solution
of Eq. (1) as the element’s size becomes infinitesimal. Hence, the more
elements that are used, the higher the accuracy of the solution. However,
by increasing the mesh density, the computational complexity and the
memory requirements also increase. In general, the solution of the for-
ward EIT problem using the FEM requires the solution of a large system
of equations. In addition, mesh generation is time consuming. The for-
ward solution also must be carried out in every step of the iterative
reconstruction process, as described in the previous subsection. This
repetitive adjustment of the forward solution results in long computa-
tional times in the solution of the inverse EIT problem. Despite the large
improvements in computing performance and capacitance, time and
memory constraints, combined with the drawback that the computation
of the mismatch term may be easily misled by measurement and model-
ing errors, make it difficult to implement the iterative reconstruction
method in in vivo clinical situations.
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Since the matrix of coefficients of the linear system is typically sparse
(Molinari et al., 2001b), one strategy to minimize the computation time
involves the employment of sparse-system solvers—for example, the
conjugate-gradient method (Golub & Van Loan, 1996) and Cholesky
factorization (Golub & Van Loan, 1996). In addition, for cases where the
conductivity is known to be constant over some subdomain, an attractive
method to reduce the computational complexity is the use of a hybrid
boundary element and FE method (Hsiao et al., 2000).
Another strategy to make the algorithm faster, without concurrently
increasing the size of the associated system matrices, is to use adaptive
meshing (Molinari et al., 2001a). This results in high mesh density in areas
of sharp field variation and a coarser mesh in areas of gentle field varia-
tion. However, the task of mesh optimization is troublesome, especially in
the 3D case. To obtain accurate and efficient meshes for the EIT problem,
datasets from CT and MRI have been used and segmented (Tizzard et al.,
2005). Parallel computing (Blott et al., 2000; Woo et al., 1990) that distri-
butes the workload onto several processors may also be used to facilitate
real-time reconstruction.
To circumvent the long computational times, it has also been sug-
gested by Cheney et al. (1990b) to use only one updating step of the
iterative Gauss–Newton optimization method described in this section.
The resulting method is called the Newton one-step error reconstruction
(NOSER) algorithm, which has produced useful ventilation and perfusion
images of human subjects (Cheney et al., 1990b, 1999). However, if the
initial estimate is not close to the true distribution, the solution obtained
by NOSER is of limited accuracy.
2.2. Sensitivity Methods
The manner in which the voltage measurements and the interior conduc-
tivity distribution are related in EIT is inherently nonlinear, as dictated by
the governing Eq. (1). However, if the deviation of conductivity, ds, of the
constituent parts of the imaged object from a known constant s value, sc,
is small, then the measured voltage profile will be u ¼ U þ dU, where dU
is the perturbation of the potential profile U, the profile that would have
been obtained if all parts of the object had had the same (sc) conductivity
value. By substituting s ¼ sc þ ds and u ¼ U þ dU, Eq. (1) becomes
DdU ¼  1
sc
r  ðdsrUÞ; (4)
where D denotes the Laplacian operator, and term r  (dsrdU) has been
set to zero, since the perturbations ds and dU are small relative to sc and
U, respectively, and the second-order terms can be neglected. In addition,
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r  scrU is zero, becauseU is the solution for uniformity. We may write4
r  (dsrU) ¼ rds  rU þ dsr  rU ¼ rds  rU. Taking this into
account, Eq. (4) reduces to
DdU ¼  1
sc
rds  rU: (5)
Eq. (5) describes a linear relationship between perturbations ds (which
is the quantity we want to estimate) and dU. Hence, if we apply a current
pattern to the object, the process of recovering ds, given the voltage
changes dU, can be represented by a linear operation.
The linear dependency between ds and dU allows Eq. (5) to be
expressed, in the discrete domain, as the following system of linear
equations, in matrix form:
dU ¼ Sds: (6)
In the above equation, dU is the vector of voltage difference values
between the measurements and the voltages that correspond to unifor-
mity in s. The latter can be obtained by solving Laplace’s equation. Also,
ds is the unknown vector that represents the conductivity distribution
and contains image voxel values of conductivity deviation from the
known constant value sc, and S is the sensitivity matrix. Then, the recon-
struction of ds requires the solution of the linear system in Eq. (6).
The sensitivity matrix S is constructed by determining the voltage
difference in each electrode pair due to a small perturbation of conductiv-
ity in each voxel of the domain. Hence, S is obtained by solving the
forward problem (described in the previous section). Geselowitz’s theo-
rem (Geselowitz, 1971), which gives the relationship between a conduc-
tivity perturbation within the examined object and the boundary voltage
changes resulting from this perturbation, also has been used for the
calculation of S (Kleinermann et al., 1996). For complex geometries, soft-
ware packages, such as IDEAS5 (Integrated Design and Engineering
Analysis Software), that solve the forward EIT problem may be used to
create matrix S (Bayford et al., 2001).
As mentioned in the Introduction, measurements of surface voltage
potential can be made only at a limited number of positions,
corresponding to electrodes. Therefore, for one applied current pattern,
the knowledge of the available surface voltage measurements is insuffi-
cient to uniquely determine ds to achieve the spatial resolution in the
reconstructed image desired in clinical applications because dU is smaller
4 Appendix A provides a list of rules of calculation useful for manipulating this chapter’s formulas that involve
differential operators of space.
5 IDEAS is currently owned by Siemens PLM Software, the headquarters of which are in Plano, TX, USA.
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than ds. This results in many possible alternative reconstructions for the
given set of data. Hence, the EIT reconstruction process suffers from
illconditioning in the Hadamard sense (Hadamard, 1923).
To overcome this source of illconditioning and obtain sufficient infor-
mation to determine ds, we apply a complete set of independent current
patterns. This allows us to achieve adequate dimensionality for dU by
assembling this vector from measurements made for all independent
current patterns. Since the number of electrodes, through which we inject
the current, is finite, only a finite number of independent current patterns
can be defined. Given a total number of Ne electrodes, there are at most
Ne3 independent voltage measurements, since potentials at the two
current injection electrodes are excluded and an electrode must be used
as a reference (Clay & Ferree, 2002). Also, due to the reciprocity theorem
(Helmholtz, 1853), for Ne electrodes there are effectively
Ne
2 independent
injection pairs. Considering all injection and measurement pairs gives
N ¼ Ne2 ðNe  3Þ independent voltage measurements in total. However,
even if after stacking the measured voltages for all independent current
patterns to form vector dU, ds is still larger than dU, then the problem
remains ill-posed.
The fact that there are usually fewer independent measurements
than unknown voxel conductivities is not the only reason for the pro-
blem’s ill-posedness. Another stability problem of this reconstruction
process is related to the issue that S typically has a large condition
number. This means that small errors, both random and systematic,
on dU may translate into large errors in the estimation of ds, when
inverting S.
Up to a degree, we usually treat the two sources of illconditioning by
applying constraints and regularization. Two regularization methods
commonly used to invert S are the Tikhonov regularization (Jinchuang
et al., 2002) and the truncated singular value decomposition (Bagshaw
et al., 2003; Kleinermann et al., 1996; Tidswell et al., 2001b). Regarding the
latter method, the optimum level of truncation can be determined using
sophisticated methods (Xu, 1998). To enhance further the quality of the
produced image, Jinchuang et al. (2002) and Wang et al. (2004) have
shown that revised regularization should be used by employing an itera-
tive method—for example, Landweber’s iteration (Landweber, 1951).
This iterative process, designed especially for dealing with ill-posed
problems, can be performed offline (Liu et al., 2004; Wang et al., 2004).
Hence, the improved images can be obtained in real time.
Other EIT reconstruction approaches that are also suitable when the
unknown conductivity distribution of the examined object does not differ
significantly from a uniform one are methods based on Caldero´n’s
approach (Caldero´n, 1980; Cheney et al., 1990a; Isaacson & Cheney,
1991; Isaacson & Isaacson, 1989), methods based on moments (Allers &
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Santosa, 1991; Connolly & Wall, 1988), and the backprojection method
(Barber & Brown, 1985; Santosa & Vogelius, 1990). Hence, these methods
also address the linearized inverse problem in EIT.
The development of the backprojection method by Barber & Brown
(1985) was motivated by CT, since backprojection forms the basis for most
CT reconstruction techniques (Toft, 1996). However, the backprojection
process for EIT is generalized to include backprojection along curved
lines. In particular, as argued by Santosa & Vogelius (1990), the appropri-
ate backprojection is one in which the normalized value of the counter-
clockwise tangential derivative of the boundary voltage perturbation
gradient, at a point on the boundary, is projected along the equipotential
paths (obtained as if the medium were homogeneous with respect to
conductivity) ending at that point on the boundary.
The backprojection method can be shown to be strictly equivalent to
sensitivity methods, since in backprojection the reconstruction of the
unknown normalized conductivity distribution, represented by a vector,
can be performed by the multiplication of the vector of normalized
voltage measurements with a matrix that represents the reconstruction
operator. However, these two methods had a different historical develop-
ment. In the next section, we describe the backprojection method in some
detail.
2.3. Backprojection Reconstruction Method
Let us assume that the region of interest O, the conductivity profile of
which presents a small deviation ds from a known s value (s ¼ sc), is the
unit disk6 inR2; that is,O ¼ x 2 R2 : jxj < 1  (Figure 1). If O had uniform
x2
x1 U
V
1
1/2
FIGURE 1 The unit disk O in the (x1, x2) plane and the transformation
ðx1; x2Þ , ðU; VÞ.
6 The treatment of the conductivity reconstruction problem in this section is in two dimensions.
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conductivity distribution (s¼ sc), then the application of a surface current
pattern would result in a boundary voltage profile U, which can be
estimated by solving Laplace’s equation. Hence, the perturbation dU,
which is the difference between the measured voltage profile and U
when the same current pattern is applied, corresponds to the small
perturbation ds (of s), which is the quantity that we want to estimate.
In this treatment, the continuous versions of voltage and conductivity
distributions are considered. Therefore, the mathematical model that the
backprojection reconstruction method uses to solve the inverse EIT prob-
lem is the one described by Poisson’s equation [Eq. (1)] subject to the
Neumann boundary condition [Eq. (2)]. By applying the perturbation
procedure to these equations, similar to the previous section, the linear-
ized problem becomes
DdU ¼  1
sc
rds  rU; in O (7)
sc
@dU
@n
¼ ds @U
@n
; on @O; (8)
where the term ds @ðdUÞ@n was taken equal to zero because it is a second-
order term and can be neglected. For simplicity, for the rest of this section
we assume that the known constant conductivity value, around which the
unknown distribution deviates, is sc ¼ 1.
Let us consider that the excitation current is a dipole located at the
boundary location v ¼ (o1, o2) (jvj ¼ 1). Then, it will be ds ¼ 0 near the
dipole (or, equivalently, on the boundary @O). Taking this into account,
the linearized problem reduces to
DdU ¼  1
sc
rds  rU; in O (9)
@dU
@n
¼ 0; on @O: (10)
To establish the backprojection formula that yields ds, the linearized
problemneeds to be transformed into amore convenient coordinate system.
To obtain the new space, we first determine U, which is the solution of
Eqs. (1) and (2) for uniformity (s¼ sc¼ 1), when the same excitation current
(i.e., a dipole located at the boundary locationv) is applied. Then,U solves
DU ¼ 0; in O (11)
@U
@n
¼ p @
@t
dv; on @O; (12)
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where @@t dv is the counterclockwise tangential derivative of a delta-Dirac
function dv, located at the dipole boundary locationv, and the termp @@t dv
represents the applied current density of the excitation dipole atv (Santosa
& Vogelius, 1990). Since O is the unit disk, the solution to Eqs. (11) and (12)
can be obtained (Santosa & Vogelius, 1990) in closed form:
U ¼ x
0
1
x
02
1 þ x022
; (13)
where U is the voltage at any point x ¼ (x1, x2) of O caused by a uniform
conductivity distribution (sc ¼ 1), x20 ¼ 1  v  x, and x01 ¼ v?x, with
v? ¼ ðo2;o1Þ denoting the p2 rotationofvEq. (13) implies that, for the case
of uniform conductivity inside O, the equipotentials, represented by curves
of constantU, are arcs of circles that originate fromdipolepositions.Also, it is
known that paths of current flow (isocurrents) are orthogonal to equipoten-
tials. Hence, the curves of current flow will also be arcs of circles (including
the boundary of the circular region) between the electrodes, perpendicular to
equipotentials.
If we define variable V as
V  x
0
2
x
02
1 þ x022
; (14)
where x
0
1 and x
0
2 are the same as in Eq. (13), then curves of constant V
represent current flow paths, perpendicular to equipotentials.7
Then the appropriate transformation for the backprojection formula is
the bipolar one, described by Eqs. (13) and (14). By applying this transfor-
mation, the linearized problem, described by Eqs. (9) and (10), is con-
verted from the (x1, x2) plane into the more convenient rectangular
coordinate system (U,V):
DdU ¼  @ðdsÞ
@U
; in P (15)
@dU
@V
¼ 0; on @P ¼ V ¼ 1
2
 
; (16)
where theupperhalf-planeP ¼ V > 12
 
(see Figure 1) is themappingofunit
disk O. Also, the circular boundary is mapped onto the line V ¼ 12
(see Figure 1).
Following the coordinate system transformation, the unknown profile
ds has become a function ofU, V, andv. Similarly, the data dUjV¼12 used to
7 From Eqs. (13) and (14), we may say that variable V is the harmonic conjugate to U in O.
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reconstruct ds depend on U and v. However, for a single fixed dipole
location, v ¼ v0, ds is a function of U and V, whereas data dU are
functions only of U. Following Eqs. (15) and (16), the conductivity incre-
ment at any point x of the domain is obtained as follows:
dsðxðU;V;v0ÞÞ ¼  @
@U
dU

V¼12
 !
ðUðx;v0Þ;v0Þ: (17)
The geometrical interpretation of Eq. (17) is shown in Figure 2. To
estimate the conductivity increment ds at any point x ¼ (x1, x2) of O for a
fixed dipole location v0, we first compute the equipotential U ¼ s that
originates at v0 and passes through x ¼ (x1, x2) by using Eq. (13). This
equipotential is the path along which backprojection will occur. Next, we
determine the point where this equipotential arc intersects the boundary.
This point is the solution (x1, x2) that is obtained from Eqs. (13) and (14) for
V ¼ 12,v ¼ v0, andU¼ s. This point is denoted in Figure 2 as x(s, 1/2,v0).
Finally, the voltage profile at that surface point is backprojected, according
to Eq. (17), to yield the required conductivity deviation at point x¼ (x1, x2).
Eq. (17) is valid only for one dipole. When more dipoles are used, then
there are many backprojection curves—one for each dipole—and the
conductivity increment is given by the average
dsðxÞ ¼ 1
2p
ð
jvj¼1
@
@U
dU

V¼ 1
2
0
@
1
Aðs;vÞ
s¼Uðx;vÞ
ð1 2Vðx;vÞÞdSv; (18)
where V is given by Eq. (14), and the multiplication by 2V (x,v) 1 in the
above equation is performed to compensate (Santosa & Vogelius, 1990)
x
U=s
x1
x(s,1/2, w0)
w0
1
x2
q
f
r
FIGURE 2 The equipotential arc through x and the dipole location v0.
16 Archontis Giannakidis and Maria Petrou
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
Comp. by: pg1384Alex, Monica Stage: Proof ChapterID: 0001157249AIEP978-0-
12-381316-9 Date:22/4/10 Time:12:24:30
File Path:\\pchns1002z\WOMAT\Production\PRODENV\0000000001\0000018453
\0000000016\0001157249.3d
Acronym:AIEP Volume:16204
U
N
C
O
R
R
E
C
T
E
D
P
R
O
O
F
for the nonuniform distribution of the angular parameter of the back-
projection lines (in the (U, V) space) that pass through the reconstruction
point x. By using properties of gradient (see (Santosa & Vogelius, 1990)
and Appendix A), we have
@
@U
dU

V¼12
 !
ðs;vÞ ¼ rdU  rUjrUj2 x s;
1
2
;v
 
;v
 
; (19)
where x(s, 1/2, v) is a point of the boundary as shown in Figure 2. It is:
rdU  rU
jrUj2 x s;
1
2
;v
0
@
1
A;v
0
@
1
A ¼ rdU  rUrUrU x s; 12 ;v
0
@
1
A;v
0
@
1
A
¼
rdU  rUjrUj
rU  rUjrUj
x s;
1
2
;v
0
@
1
A;v
0
@
1
A:
(20)
Unit vector rUjrUj lies in the counterclockwise tangential (to the equipo-
tential U ¼ s) direction. Hence, both the numerator and the denominator
of Eq. (20) represent directional (counterclockwise tangential) derivatives:
rdU rUjrUj
rU rUjrUj x s;
1
2
;v
 
;v
 
¼
@
@t dU
@
@tU
 !
x s;
1
2
;v
 
;v
 
; (21)
where @@t denotes the counterclockwise tangential derivative. Taking
Eqs. (19)–(21) into account, Eq. (18) becomes
dsðxÞ ¼ 1
2p
ð
jvj¼1
@
@t
dU
@
@t
U
0
BBBB@
1
CCCCA x s;
1
2
;v
0
@
1
A;v
0
@
1
A
s¼Uðx;vÞ
ð1 2Vðx;vÞÞdSv: (22)
Eq. (22) implies that for each current dipole (v), the measurement8 that
is backprojected to yield the conductivity increment at point x is the one
that is taken at the point of the boundary that intersects the equipotential
passing through v and x. Finally, the individual backprojections (mea-
surements) for all dipoles are weighted to account for the nonuniformity
of the backprojection paths, and then averaged to give the required
conductivity deviation ds at point x.
8 By measurement here we mean the normalized value of the counterclockwise tangential derivative of the
voltage perturbation gradient.
Conductivity Imaging and Generalized Radon Transform 17
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
Comp. by: pg1384Alex, Monica Stage: Proof ChapterID: 0001157249AIEP978-0-
12-381316-9 Date:22/4/10 Time:12:24:30
File Path:\\pchns1002z\WOMAT\Production\PRODENV\0000000001\0000018453
\0000000016\0001157249.3d
Acronym:AIEP Volume:16204
U
N
C
O
R
R
E
C
T
E
D
P
R
O
O
F
Wemust note that the estimated equipotentials, along which the back-
projection process takes place to determine ds, correspond to uniform
conductivity. Depending on the degree of nonuniformity, the actual equi-
potentials deviate from those used above. In fact, the actual paths depend
on the actual conductivity to be estimated, which is another manifestation
of the nonlinearity of the EIT reconstruction problem. However, because
the changes in conductivity for this treatment are assumed to be small, the
shape of the equipotentials is not changed significantly. It has been
suggested by Barber & Brown (1984) that changes ds up to 30% of sc are
allowable before the use of the backprojection algorithm (or any other
linearized reconstruction approach) becomes improper. Another impor-
tant parameter is that, following the coordinate system transformation
previously described, the backprojection process takes place along
straight (rather than curved) lines. This fact makes the computation of
the coefficients of the reconstruction operator (in the discrete domain)
possible (Boone et al., 1997). Next, we show that the backprojection
reconstruction process fits within the framework of inverses of GRTs.
2.3.1. Inversion of a Generalized Radon Transform
In this subsection, we show that the linearized inverse EIT problem also
can be viewed as a problem in the field of integral geometry. Following
this, we demonstrate that an approximate solution to this problem can be
obtained by inverting a GRT. The inversion of a GRT is shown to
be approximately equivalent to the backprojection process.
The geometry and formulation of the problem in this subsection are
similar to the ones used in Section 2.3. Solving Eqs. (15) and (16), with
respect to dU, yields
dUðU;V;vÞ ¼
ðþ1
1
ðþ1
1=2
GðU0 ;V0 ÞðU;VÞdsðU
0
;V
0
;vÞdV 0dU0 ; (23)
where
GðU0;V0ÞðU;VÞ ¼
 1
4p
U U0
ðU U0Þ2 þ ðV  V0Þ2 þ
U U0
ðU U0Þ2 þ ðV þ V0  1Þ2
0
@
1
A; (24)
and U0, V0 are constants with V0 > 1/2 (Santosa & Vogelius, 1990).
Regarding the linearized problem, the integral representation [Eq. (23)]
is an integral equation of the unknown function ds. This equation
also models the available data as integrals over geometrical hypersur-
faces. Hence, the linearized inverse EIT problem belongs to the field of
integral geometry. Equation (23) is also related to a GRT. To see this, let us
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first examine the physical interpretation of a GRT and also define such a
transformation.
In general, the appearance of the GRT has a simple physical explana-
tion. In some cases, it is impossible to have values of a function directly
inside an object of interest, and the only feasible measurements (made
over the boundary surface of the object) are integrals of this function. If
these integrals are over hyperplanes, then the classical Radon transform
applies. Integrals with a weight function over more general hypersurfaces
represent the GRT.
The function
fðx; jÞ ¼ jUðx; j=jÞ; x 2 O; j 2 R2n 0f g; (25)
whereU is given by Eq. (13), is a positive homogeneous function of degree
1, and it is also infinitely differentiable in O ðR2n 0f gÞ. This function
defines the family of arcs (parts of circles), which we use as hypersurfaces
for the GRT as follows:
Hs;v ¼ x 2 O : fðx;vÞ ¼ sf g; s 2 R; jvj ¼ 1:
We can now define a GRT R for any function g that belongs to the
space of functions that are infinitely differentiable in O (i.e., g 2 C10 ðOÞ) as
follows:
RðgÞðs;vÞ ¼
ð
Hs;v
gðxÞjrxfðx;vÞj2dm; (26)
where dm is a measure on each arc Hs, v, and the density function was
chosen to be equal to jrx f (x, v)j2 (Santosa & Vogelius, 1990). To
introduce the GRT as defined in Eq. (26) into the linearized inverse EIT
problem, we differentiate the integral (23) with respect to U and then
estimate the Fourier transform of the result, with respect to s, at value 0.
The above calculations yield (Santosa & Vogelius, 1990) the following:

@
@t dU
@
@tU
 !
x s;
1
2
;v
 
;v
 
’ 2pKRðdsÞðs;vÞ; (27)
where R(ds)(s, v) is the GRT of the unknown function ds(x) and K
represents convolution with the generalized kernel:
k sð Þ ¼ 1
2ð2pÞ2
ðþ1
1
jrjeirsdr: (28)
To invert the GRT of Eq. (27), with the view to yielding ds(x), let us
first introduce a special Fourier integral operator (FIO) F, of a function
h(y), of the form
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FðhÞðyÞ 
ð
jvj¼1
Gðy;vÞdSv; (29)
where
Gðy;vÞ ¼ 1ð2pÞ2
ðþ1
0
ð
O
eiCðx;y;rvÞAðx; y; rvÞhðxÞdx
 
rdr (30)
Cðx; y; jÞ ¼ fðx; jÞ  ðy; jÞ
Aðx; y; jÞ ¼
jrxfðx; j=jjjÞj2 det

@2fðy; jÞ
@yj@jk

jryfðy; j=jjjÞj2
(31)
and the function f is given by Eq. (25).
If we consider the even component of G(y, v) and apply Fubini’s
theorem (Beylkin, 1984), which gives the conditions under which it is
possible to change the order of integration, then FIO F of Eq. (29) can be
factored (Beylkin, 1984) in the form
FðhÞðyÞ ¼ RKRðhÞðyÞ; (32)
where R and K have been defined above, and operator R*, which is the
dual of R, is defined for any function k(s, v) as
R  ðkÞðxÞ 
ð
jwj¼1
ð2Vðx;wÞ  1Þkðs;wÞ

s¼fðx;wÞ
dSw; (33)
where the weight was chosen to be equal to (2V(x, v)  1) and V is given
by Eq. (14) (Santosa & Vogelius, 1990).
FIO F of Eq. (29) is also a pseudodifferential operator and can be
represented (Beylkin, 1985) by the sum
FðhÞðyÞ ¼ I þ T1 þ T2 þ . . . ; (34)
where I is the identical operator and operators T1, T1þ T2, T1þ T2þ T3, . . .
belong to increasingly smooth classes of pseudodifferential operators
(Beylkin, 1985).9 Since T1 þ T2 þ . . . is a compact operator, we may use
only the first term in Eq. (34). Then, F approximates the identical operator:
FðhÞðyÞ ’ I (35)
9 To achieve the representation of Eq. (34) for FIO F, the weight function in R* and the kernel in K have been
chosen properly.
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The combination of Eqs. (32) and (35) yields
RKRðhÞðyÞ ’ I: (36)
Eq. (36) forms the basis for inverting the GRT of Eq. (27). In addition,
due to Eq. (36), operator R* is also called the generalized backprojection
operator.
By applying operator R* to Eq. (27) and dividing by 2p, we obtain
1
2p
ð
jvj¼1
@
@t
dU
@
@t
U
0
BBBB@
1
CCCCA x s;
1
2
;v
0
@
1
A;v
0
@
1
A

s¼Uðx;vÞ
ð1 2Vðx;vÞÞdSv
’ RKRðdsÞðxÞ:
(37)
By virtue of Eqs. (36) and (37) following approximate10 solution to the
linearized inverse EIT problem is derived as follows:
dsðxÞ ’
1
2p
ð
jvj¼1
@
@o
dU
@
@o
U
0
BBBB@
1
CCCCA x s;
1
2
;v
0
@
1
A;v
0
@
1
A

s¼Uðx;vÞ
ð1 2Vðx;vÞÞdSv: (38)
This solution was obtained by inverting the GRT. However, by com-
parison of Eq. (38) with Eq. (22), it is obvious that the backprojection
process in EIT is equivalent to approximately inverting a GRT.
2.4. Other Reconstruction Approaches
Two interesting reconstruction approaches proposed in the literature are
the layer-stripping algorithm (Somersalo et al., 1991; Sylvester, 1992) and
the @ algorithm (Siltanen et al., 2000), which is based on the global
uniqueness proof of Nachman (Nachman, 1995). Both approaches are
noniterative and take the full nonlinearity of the EIT reconstruction prob-
lem into account.
The layer-stripping algorithm is based on the idea of first finding the
conductivity near the boundary of the body using boundary data. Then,
using a differential equation of the Ricatti type, boundary data in an
interior surface are synthesized, which allows the conductivity estimation
in this interior layer. Finally, by repeating the process and stripping layer
10 Strictly speaking, this technique leads to an asymptotic solution and the approximation amounts to
using only the first term of the asymptotic expansion.
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by layer, the entire medium is covered. It is a fast method, but it has not
yet been shown to perform well with noisy data.
The proof of the global uniqueness by Nachman (1995) is also con-
structive. In particular, it reduces the nonlinear EIT reconstruction prob-
lem to the problem of solving two linear integral equations. This
reconstruction algorithm uses the Dirichlet-to-Neumann map, and the
conductivity distribution is obtained by using an approximate scattering
transform (Isaacson et al., 2006; Siltanen et al., 2000). The @ method has
yielded some encouraging results (Isaacson et al., 2006). However, it is
only a 2D method at the moment and is better suited to industrial
applications.
3. RESEARCH ISSUES AND KEY PROBLEM AREAS OF EIT
3.1. Three-Dimensionality
To date, most published work on EIT image reconstruction has concen-
trated on solving the 2D problem. The main reasons for this have been
speed, cost, and electrode attachment. However, real objects of interest
(for example, human patients) are 3D. Most importantly, the information
that planar EIT voltage measurements contain is inadequate or even
misleading about recovering the conductivity distribution in the same
plane because a change of conductivity in any voxel of the imaging object
affects all voltage measurements. This feature is distinctive for EIT and
results in this technique being characterized as ‘‘soft-field’’ tomography
as opposed to the ‘‘hard-field’’ tomographic techniques (such as X-ray
CT) where the attenuation effect on a beam of X-rays depends only on the
absorption coefficient of the tissue through which the beam passes, and
therefore only that part of the region that intersects the projection path
affects the measurement. A physical explanation for the above distinction
also can be obtained by the fact that in X-ray CT, the beams of X-rays pass
through the body with no significant divergence or deviation, whereas in
EIT the injected currents cannot be confined to flow in a plane through a
3D object but spread out in three dimensions.
As a consequence, it is incorrect to obtain a 3D conductivity distribu-
tion by superimposing a set of independently recovered 2D images.
Therefore, it is necessary to reconstruct a full 3D image from data collected
over the entire surface of the object. A major problem in 3D imaging is the
necessity to place perhaps a fewhundred electrodes over the entire surface
of the object. Such electrode attachment problems are usually solved by
applying belts or vests of electrodes. Another problem related to 3D
imaging is that it is computationally demanding. As a matter of fact, 3D
reconstruction in EIT seemed quite formidable until recently, principally
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because of the need to solve the forward problem in three dimensions.
Only during the past few years have computers begun to approach the
speed and memory needed. The use of EIT to produce 3D images that are
clinically useful is still in its infancy, and the successes that have been
reported by Blue et al. (2000), Metherall et al. (1996), Molinari et al.
(2001b), Tidswell et al. (2001b), and Vauhkonen et al. (1999) deal mainly
with the linearized inverse problem. Regardless of these problems, 3D
imaging for EIT is a goal worthy of pursuit.
3.2. Ill-posedness, Sensitivity Considerations and Possible
Sources of Error
The main factor that limits the quality of reconstructed conductivity
images is the ill-posed nature of the inverse EIT problem. The root of
the ill-posedness lies in the combination of the following two facts: (1) EIT
is a ‘‘soft-field’’ technique—any measurement is affected by the conduc-
tivity anywhere in the domain, and (2) for the conductivity reconstruc-
tion, one is limited to a set of surface measurements that are far from the
most internal parts of the volume being imaged.
The discrete version of Eq. (1) allows us to express any measurement
potential as the weighted average of the neighboring potentials, where the
weights are nonlinear functions of conductivity values of the related
voxels. By repeating this process for all measurements—again and
again—while heading toward the center of the object, the voltage mea-
surements are entangled in the global conductivity distribution, and it is
easy to see that any internal conductivity value has little influence on the
boundary measurements because it is some distance from the measure-
ment points. This causes EIT to have inherently less sensitivity in central
conductivity elements and the greatest sensitivity for peripheral conduc-
tivity elements. Following the same line of reasoning, small errors in the
measurements can be translated into arbitrarily large errors in the com-
puted conductivity distribution, especially toward the central areas of the
object.
To increase EIT’s ability to discern conductivity changes that occur
toward the center of the object, we can apply additional internal electro-
des, for example, subdural electrodes during brain surgery (Boone et al.,
1994) or reference electrode in the esophagus (Schuessler & Bates, 1995).
In this way, the sensitivity in the central region is increased as more data
are collected and current reaches more locations compared with surface
electrodes only. Moreover, different applied current patterns have differ-
ent sensitivities (Bayford et al., 1996; Cheney et al., 1999; Vauhkonen et al.,
1999; Wang et al., 1992; Yorkey, 1990), and it has been shown by Gisser
et al. (1987) that for any initial conductivity distribution there exists a
‘‘best’’ current pattern for maximizing sensitivity. Attempts to determine
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and apply such patterns are referred to as adaptive techniques (Gisser
et al., 1988, 1990; Isaacson & Cheney, 1996; Newell et al., 1988; Paulson
et al., 1993; Simske, 1987). In addition, Gisser et al. (1990) have shown that
as the number of electrodes increases, the application of a current
between a pair of them only, results in worse sensitivity. This suggests
that to improve sensitivity when increasing the number of electrodes, we
should apply distributed current patterns.
Due to the high sensitivity to voltage measurement errors previously
described, greater attention should be paid to the elimination of any error
on the voltage measurements, and extensive research has been expended
on achieving accurate voltage measurement collection. Next, we discuss
the most common sources of error in voltage measurements in EIT.
One possible cause of error on the voltage measurements is the ther-
mal noise, or the intrinsically low signal-to-noise ratio (SNR). Voltages at
the measuring electrodes may be as low as a few tens of microvolts.
The magnitude of the measured voltage also depends on the magnitude
of the current applied. When imaging small physiological changes, the
change in electrode voltage might be less than 1%. Thus, voltage changes
to bemeasuredmay be as little as 0.1 mV. This is approximately equivalent
to the thermal noise obtained by measuring the voltage across a 1-KO
resistor with a bandwidth of 1 KHz. Thermal noise, which is ubiquitous,
is a limiting factor in EIT measurement accuracy. In practice, the noise
level can be reduced by averaging a set of measurements at the expense of
a reduction in acquisition speed. We can also increase the SNR by using
parallel data collection systems with as many differential amplifiers as
there are electrode pairs. Such systems yield lower noise levels than serial
data collection systems. In addition, it has been argued by Isaacson (1986)
that a significant improvement in the SNR can be obtained by using
optimal distributed current injection patterns, compared with the simpler
two-electrode current pattern. Of note, as the number of electrodes
increases, the use of optimal current patterns becomes more significant.
However, the optimal current densities cannot be known in advance
because they depend on the unknown conductivity inside the body. So,
the additional computation and hardware required are considerable and
may outweigh the improved SNR.
Another principal source of error in the voltage measurements is
electrode impedance. If we measure voltage on electrodes through
which current is simultaneously flowing, then the voltage measured is
not actually that on the body surface, because of the presence of an
electrode impedance, generally unknown, between the electrode and the
body surface. Electrode impedance is generally not considered a problem
in obtaining voltage measurements on electrodes through which current
is not flowing, provided a voltmeter with sufficiently high input imped-
ance is used. Even if we use the same electrode at different times in the
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data collection cycle for driving current and making voltage measure-
ments, the possibility of leakage currents exists. Separate electrodes
should also be used for voltage measurements and current injections
even in systems with distributed current patterns. Electrode impedance
is high at low frequencies—making it difficult to inject currents—and falls
with frequency. Hence, the significance of electrode contact impedance
can be reduced by obtaining the measurements at the highest possible
frequency. Onemethod to eliminate the effect of electrode impedance is to
use magnetic inductive tomography (Scharfetter et al., 2005), which does
not require electrical contact with the human body.
Parasitic capacitances associated with the input leads and circuitry
also can introduce large errors and phase shifts into the voltage measure-
ments, especially at high frequencies. To reduce the corrupting influence
of stray capacitances on the measurements, we use a differential amplifier
and common mode feedback. In this way, we also overcome the limited
high-frequency common mode rejection ratio of operational amplifiers.
However, common mode feedback requires (Seagar & Brown, 1987) the
use of serial collection of the voltage measurements, which in turn results
in lower SNR, which, to some extent, defeats the purpose of using com-
mon mode feedback.
Errors in the voltage measurements can also occur because of the
quantization process. The measurements obtained for EIT are eventually
processed by a computer to reconstruct the image. We can achieve suffi-
ciently low quantization noise by using an analog-to-digital converter
(ADC) with a sufficient number of bits. A small dynamic range for the
voltage measurements would also be advantageous to minimize quanti-
zation noise. To achieve a small dynamic range, we must use as many
electrodes as possible and adopt an appropriate measurement strategy
(Seagar & Brown, 1987).
3.3. Spatial Resolution Considerations
Spatial resolution imposes a serious constraint on clinical applications of
EIT. As described in Section 2.2, the number of independent voltage
measurements is limited, which results in a limited number of pixels
into which conductivity values can be placed. If we desire to achieve
higher spatial resolution, we should increase the number of electrodes
so that the number of independent voltage measurements also increases.
However, by doing so, various practical problems arise. First, the
practical problem of attaching the electrodes to the patient becomes
more significant. Pregelled Ag/AgCl electrodes can be used to deal this
problem. Also, electrode belts and vests have been proposed (McAdams
et al., 1994). Moreover, the difficulty in maintaining an adequate SNR
increases (Seagar & Brown, 1987). Indeed, as the number of electrodes
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increases, the spacing between them is reduced, leading to even smaller
values for the voltage measurements, and the SNR is degraded (Seagar &
Brown, 1987) due to the multiplexing operation that occurs in the collec-
tion of the voltage measurements. The reduced spacing between the
electrodes as their number increases also results in increasing voltage
offsets and phase shifts in the measurements, due to current paths
through stray capacitances and electrode impedance. In addition, by
increasing the number of electrodes for better spatial resolution, the ill-
posed nature of the inverse EIT problem becomes more pronounced, as
discussed in. 3.2. The reduction in quality caused by these factors may
overtake the benefit of the additional information gained by adding
electrodes.
3.4. Anisotropy
The reconstruction approaches discussed in this chapter make the tacit
assumption that the conductivity distribution to be recovered is isotropic.
However, this assumption is not valid for some human tissues—for
example, muscle tissue. Although unique solutions for conductivity are
possible for isotropic conductors, Kohn & Vogelius (1984a,b) and
Sylvester & Uhlmann (1986) have shown that for anisotropic conductors
unique solutions for conductivity do not exist. There are several sets of
different anisotropic conductivity distributions that give rise to the same
surface voltage distribution andwhich, therefore, cannot be distinguished
by these measurements.
The degree to which anisotropy inhibits useful image reconstruction is
still an active research topic. Methods that use tensor theory and combine
EIT with MRI have been proposed (Seo et al., 2004) as a solution to the
problem of recovering an anisotropic conductivity distribution. In addi-
tion, data from diffusion tensor MRI have been used (Abascal et al., 2008)
to incorporate information about brain tissue anisotropy into the FEM
model, when solving the forward EIT problem.
3.5. Difference Imaging
Ideally, the aim of EIT is to reconstruct images of the absolute distribution
of conductivity, also known as static images. However, this can be diffi-
cult because a high degree of accuracy cannot be achieved in the solution
of the forward problem, where precise computer models of the body and
the electrodes are required. In difference (dynamic) imaging, we image
changes of conductivity with time, rather than absolute values, by assum-
ing that changes in surface voltage measurements are mainly due to
conductivity changes, since the electrode configuration and body shape
remain almost the same. This results in less illconditioning. Furthermore,
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the effects of body shape and electrode configuration, two of the largest
sources of error, cancel out. Due to its simplicity, this algorithm has found
widespread use in a variety of clinical applications.
3.6. Multifrequency Measurements
As an alternative to changes in time, differential algorithms can image
changes in conductivity with frequency (Brown et al., 1994, 1995). In this
case, measurements are made over a range of frequencies, and differential
images are obtained using data from the lowest frequency (reference
frequency) and the other frequencies in turn. This process is also referred
to as EIT spectroscopy and allows tissue characterization by using the
conductivity spectrum.
Multifrequencymeasurement is another means of reducing the depen-
dence on body shape and electrode configuration. For this approach to be
successful, it is important that there is a large conductivity variation with
frequency and that it is different for different tissues. Although images of
the absolute conductivity distribution are not produced by EIT spectros-
copy, we can obtain images of absolute tissue properties. Hence, multi-
frequency measurements allow us to obtain anatomical information from
dynamic images. A measurement of the ratio of intracellular to extracel-
lular volume can be made in this way, since at low frequencies the current
flows around cells and at high frequencies the current can penetrate the
cell membrane and flow through intracellular space. Multifrequency EIT
systems also have been found to give promising results for the detection
of breast malignancies (Glickman et al., 2002; Kerner et al., 2002;
Osterman et al., 2000).
4. APPLICATION AREAS OF EIT
There is no doubt that EIT presents many clinical strengths that are
related to its distinct features described in the Introduction. For clinical
situations in a variety of pathologies it would be desirable to use EIT as a
portable means to achieve continuous bedside monitoring of the conduc-
tivity distribution inside the body.
Some medical applications of EIT, that have been considered and in
which EIT provides advantages over existing techniques are related to the
function of the digestive system. These include study of gastric emptying
(Avill et al., 1987; Evans &Wright, 1990; Mangnall et al., 1987; Nour, 1992;
Sutton & McClelland, 1983), diagnosis of hypertrophic pyloric stenosis
(Lamont et al., 1988), diagnosis of diabetes mellitus (Vaisman et al., 1999),
detection of gastric motility (Smallwood et al., 1993), detection of abnorm-
alities of the migrating motor complex (Wright & Evans, 1990), effects of
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stress (Akkermans et al., 1993), management of newborns recovering
from intensive care (Devane, 1993), study of gastric acid secretion
(Baxter et al., 1988), study of gastric transport (Kotre, 1996; Smallwood
et al., 1994), and gastric pH measurement (Watson et al., 1996). Regarding
the study of the function of the digestive system, EIT does not require
radioactive tracers and gamma cameras as gamma scintigraphy does and
is not as uncomfortable as intubation (Dijkstra et al., 1993).
EIT may also be advantageous in monitoring the function of the
respiratory system. Applications that have been considered include
lung ventilation monitoring (Frerichs et al., 1999a; Khambete et al., 2000;
Kunst et al., 1998; Mueller et al., 2001), pulmonary perfusion study (Kunst
et al., 1998; McArdle et al., 1988; Mueller et al., 2001), detection of pulmo-
nary embolus (Leathard et al., 1994), mapping of changes in pulmonary
resistivity during inspiration with application in the detection of emphy-
sematous bullae (Harris et al., 1987), imaging of pulmonary edema (i.e.,
increased volume of fluid in the lungs) (Newell et al., 1996), assessment of
lung water in neonates and adults with heart failure (Noble et al., 1999),
optimization of ventilation during anesthesia and for artificially venti-
lated patients (Frerichs, 2000; Frerichs et al., 1999b) and lung composition
(Brown et al., 1994, 1995; Nopp et al., 1997). Compared with other con-
ventional techniques for monitoring the pulmonary function (e.g, scintig-
raphy and respiratory inductance plethysmography), EIT offers more
spatial information, is less invasive, and does not require difficult calibra-
tion (Dijkstra et al., 1993).
In addition to the preceding medical uses, EIT may benefit monitoring
of the cardiovascular system. Related applications involve measurement
of cardiac output (Eyuboglu et al., 1987, 1989; Hoetink et al., 2002;
McArdle et al., 1993; Patterson et al., 2001), detection of deep venous
thrombosis (Kim et al., 1989), blood flow imaging (Brown et al., 1991),
and diagnosis of pelvic congestion (Thomas et al., 1991).
EIT has great potential in the area of brain imaging. Possible applica-
tions are imaging of neural activity (FreygangJr & Landau, 1955; Holder
et al., 1996; Tidswell et al., 2001a,b; Van Harreveld & Ochs, 1956), detec-
tion of the onset of intraventricular hemorrhage in premature (and of low-
birth-weight) infants (Ellison & Evers, 1981; Murphy et al., 1987; Reigel
et al., 1977; Tarassenko et al., 1983, 1985; Tarassenko & Rolfe, 1984),
imaging of cortical spreading depression (Boone et al., 1994), assessment
of the severity of stroke (Holder, 1992), detection of epileptic activity
(Bagshaw et al., 2001; Fabrizi et al., 2006; Lux et al., 1986), and develop-
ment of more accurate models in forward electroencephalography
(Gonc¸alves & de Munck, 2000; Gonc¸alves et al., 2000, 2003). In detecting
the occurrence of seizures, continuous monitoring is necessary; hence, EIT
is better suited than functional MRI (Bayford, 2006). However, the main
difficulty in using EIT to monitor human brain conductivity is the
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presence of the highly resistive skull. At the frequencies used by EIT
systems, the conductivity of the skull is approximately 30 times less than
that of the surrounding scalp (Geddes & Baker, 1967). This effectively
shuntsmost of the current through the scalp. Hence, the amount of current
that can flow through the brain is restricted, and the temporal variations in
the potential differences to be recorded by the EIT system are relatively
small. In addition, the reconstruction problem becomesmore ill-posed. To
deal with this problem to some degree, diametric current injection, rather
than the usual adjacent injection strategy, and time-averaging of many
individual measurements have been applied (Bayford et al., 1996).
The early detection of cancerous breast tumors increases the chances
of survival dramatically. Hence, EIT also may be of value in breast cancer
screening by imaging breast tissue (Cherepenin et al., 2002; Jossinet &
Schmitt, 1999; Korjenevsky et al., 2001; Trokhanova et al., 2001; Ultchin
et al., 2002). Promising results for the detection of breast malignancies
have also been obtained from multifrequency EIT systems (Glickman
et al., 2002; Kerner et al., 2002; Osterman et al., 2000). EIT performs better
than X-ray mammography because it results in lower false-positive and
false-negative rates, especially in women whose breast tissue is dense
(Bayford, 2006). EIT also may be used to control irradiation doses for
cancer treatment (Osterman et al., 1999).
The reduction of tumor size may be achieved by using hyperthermia
treatment. To control hyperthermia treatment, a method is required to
calculate the thermal distribution of the heated tissue. Since there is a
linear dependency between tissue temperature and tissue resistivity
(Bayford, 2006), it has been suggested by Amasha et al. (1988), Conway
(1987), Conway et al. (1992, 1985), Griffiths & Ahmed (1987), and Mo¨ller
et al. (1993) that EIT be used for this purpose. EIT has been found more
accurate than other invasive methods that use thermocouples or thermis-
tors (Dijkstra et al., 1993).
EIT may be of value to the function of the myoskeletal system. Since
bone fractures lead to formation of hematomas at the fracture site, it is
expected that EIT may be used to identify the fracture site and to monitor
the stages of fracture healing. Preliminary studies have been considered
(Ritchie et al., 1989) and in contrast to other radiographic methods, EIT
can assess early changes of fracture healing.
Other health-related applications of EIT include esophageal activity
measurement with a view to detect swallowing disorders (e.g., Parkin-
son’s disease (Erol et al., 1996; Hughes et al., 1994)), measurement of lean/
fat ratios (investigation of nutrition) (Brown et al., 1988), measurement of
changes following exercise (Elleby et al., 1990), tissue characterization
(Brown et al., 2000), determination of the boundary between dead and
living tissue (Cheney et al., 1999), and determination of the intracellular-
to-extracellular volume ratio (Brown, 2001).
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Although most current interest is in the use of EIT for medical imag-
ing, there is also some interest in its use in geophysical and industrial
measurements. Geophysical applications include detection of buried
objects or buried historic buildings (Szymanski & Tsourlos, 1993), deter-
mination of differing geological formations, determination of the location
of mineral deposits in the Earth (Dines & Lytle, 1981; Parker, 1984;
Stefanesco et al., 1930), tracing of the spreads of contaminants in the
Earth (Daily & Ramirez, 1995; Ramirez et al., 1993, 1996), and core sample
analysis, where a cylindrical section of Earth is placed in a pressure vessel
and the effects of various pressure and temperature conditions are visua-
lized. In addition, EIT could be applied usefully in industrial testing—for
instance, to determine the existence and length of internal cracks in
materials (Alessandrini & Rondi, 1998; Friedman & Vogelius, 1989;
Kaup et al., 1996). Other industrial applications are the nondestructive
evaluation of machinery parts (Eggleston et al., 1990) and the control of
industrial processes such as curing and cooking. Nonmedical applica-
tions of EIT also lie in process tomography, where we want to obtain
images of either the distribution of the contents of a pipeline or the
multiphase flow of substances in a mixing vessel (Dyakowski, 1996;
Jaworski & Dyakowski, 2001; Williams & Beck, 1995; Xie et al., 1991;
Yang et al., 1995). Finally, situations exist in which imaging of fluidization
processes is desirable (Liu et al., 2002).
5. CONCLUSIONS AND FUTURE RESEARCH
EIT has slowly established itself as a routine clinical tool. The factors
limiting the quality of the reconstructed images have been discussed.
These factors make it unlikely that EIT images will ever achieve resolution
comparable with that of anatomical images obtained by X-ray CT and
MRI. However, EIT might compete as a functional imaging modality with
other modalities of this type—for example, functional MRI. The fact that
useful images have been obtained suggests that the related problems of
EIT are not insurmountable.
It is likely that future EIT systems will be smaller and have wider
bandwidth. They may be completely wireless and use the latest develop-
ments of wireless local area networks to return data to microprocessors.
Another subject likely to be heavily researched over the next few years is
absolute conductivity imaging in three dimensions. In general, future
research should address all the deficiencies of the current EIT reconstruc-
tion algorithms as mentioned in Section 2. It is still unknown whether the
development and use of nano-electrodes will result in a net improvement
in EIT image quality as a result of the increased number of electrodes.
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Much research is dedicated to combine EIT, with its excellent temporal
resolution, with other modalities of better spatial resolution. In this direc-
tion, an interesting development is magnetic resonance electrical imped-
ance tomography (Gao et al., 2005), a new imaging technique that
integrates EIT into an MRI system. In this technique, a low-frequency
current is injected through a pair of boundary electrodes and the distri-
bution of the induced magnetic flux density within the body is measured
by an MRI scanner. Subsequently, the current density distribution inside
the body is obtained by using Ampere’s law. Finally, the conductivity
distribution of the body is estimated using the relationship between
conductivity and current density.
6. APPENDICES
A. Differential Operators of Space
DEFINITIONS
1. Gradient of a scalar function f (x,y,z) in Cartesian coordinates:
grad f ¼ rf ¼ @f ðx; y; zÞ
@x
x^þ @f ðx; y; zÞ
@y
y^þ @f ðx; y; zÞ
@z
z^: (A-1)
2. Divergence of a vector field vðx; y; zÞ ¼ vxx^þ vyy^þ vzz^ in Cartesian
coordinates:
div v ¼ rv ¼ @vx
@x
þ @vy
@y
þ @vz
@z
: (A-2)
3. Rotation of a vector field vðx; y; zÞ ¼ vxx^þ vyy^þ vzz^ in Cartesian
coordinates:
rot v ¼ curl v ¼ r v ¼
x^ y^ z^
@
@x
@
@y
@
@z
vx vy vz


¼ @vz
@y
 @vy
@z
0
@
1
Ax^þ @vx
@z
 @vz
@x
0
@
1
Ay^þ @vy
@x
 @vx
@y
0
@
1
Az^:
(A-3)
4. Laplacian operator of a scalar function f(x, y, z) in Cartesian
coordinates:
rf ðx; y; zÞ ¼ rf rf ¼ r2f ¼ @2f
@x2
þ @
2f
@y2
þ @
2f
@z2
: (A-4)
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RULES OF CALCULATION
1. If f is a scalar function and v is a vector field, then
div f v ¼ rf v ¼ vrf þ frv: (A-5)
2. If c is a constant, then
grad c ¼ rc ¼ 0: (A-6)
3. If f is a scalar function and v is an arbitrary vector, then the directional
derivativerv f is the rate at which function f changes in the direction of
vector v:
rv f ¼ rf  vjvj : (A-7)
If the directional vector is the outward normal unit n^ on a boundary @O,
then the directional derivative is called the normal derivative of f to @O.
It is denoted by @f@n and is given by the following dot product:
@f
@n
¼ rf n^: (A-8)
4. rFðUÞ ¼ F0 ðUÞrU: (A-9)
B. Derivation of Eqs. (1) and (2) from Maxwell’s Equations
In general, the electromagnetic field in a medium is described by the
system of Maxwell’s equations. However, due to the frequency range at
which EIT systems operate and the size of objects to which it is applied,
the electric and magnetic fields are decoupled. Hence, we can use the
following quasi-static approximation of Maxwell’s equations:
r E ¼ 0 (B-1)
r  J ¼ 0; (B-2)
where E denotes the electric field density observed in a volume O
bounded by a surface @O and J is the conduction current density.
Eq. (B-2) simply states that the sum of all the currents entering the volume
is zero (Kirchoff’s second law). Eq. (B-1) enables us to introduce the
electric scalar potential u as
E ¼ ru: (B-3)
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Considering Ohm’s law:
J ¼ sE; (B-4)
where s is the conductivity profile and also taking into account Eq. (B-3),
Eq. (B-2) yields the following partial differential equation (Poisson’s
equation) for u:
rðsruÞ ¼ 0: (B-5)
For EIT, the normal component (with respect to @O) of the total current
density J should be equal to the applied current density c
JðnÞ ¼ c; (B-6)
where n is the outward normal unit on @O. This equation, when combined
with Eq. (B-3) and Eq. (B-4), leads to the Neuman boundary condition
s
@u
@n
¼ c; (B-7)
where @u@n denotes the normal derivative of u to @O (i.e., the rate at which
the scalar electric potential u changes in the direction of n), given by the
dot product:
@u
@n
¼ ru  n: (B-8)
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