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Quantum physics of the systems with ultra-short potentials: Introduction to a new
analytically solvable model
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This letter introduces a new analytic method to solve one-dimensional (1D) quantum systems when
the potential is of ultra-short width. A time-independent Schro¨dinger equation for a generic ultra-
short potential is considered. The exact analytic forms of eigenstates, tunneling probability and
the probability of Ramsauer effect has been calculated. The presented results are general and the
method is not specific to any particular potential form. It can serve as a potential model in various
fields being exactly solvable and the results have applications in understanding nanodevices.
I. INTRODUCTION
Theoretical studies on one-dimensional quantum systems
for different potential energy functions have high theoret-
ical importance [1–10]. Such investigations lead to the
understanding of processes that are related to nuclear
physics [1–3], nanodevices [4–6], lattice systems [7, 8],
double quantum well electronic devices [9], scattering
problems [10] etc.. Unfortunately, there are only a few
potentials for which the equation is exactly solvable [11–
14]. Dirac delta barriers and rectangular barriers are such
textbook problems which are extensively used being ex-
actly solvable models [15, 16]. Other than these models,
solving the realistic potentials become more involved pro-
cedure or usually becomes approximate or semi-analytic
in the end [14, 17]. There were some attempts to solve
a generic Schro¨dinger equation using piecewise linear po-
tentials [18], using transfer matrix [19], using numerical
techniques [20–22]. But so far, there has been no general
way for treating a Schro¨dinger equation which is fully
analytical. And there is a lack of analytically solvable
models in the community in various contexts. In this let-
ter, we propose a method to treat 1D quantum systems
when the width of the potential is ultra-small.
The motivation of the paper is two-fold: a) to introduce a
new analytically solvable model, b) to discuss the quan-
tum behavior of the well/barrier. Introducing such a
model have potential application in many fields being
exactly solvable and having a finite width. The results
on the behavior of well/barrier can have applications in
understanding nanodevices. The paper is organized as
follows: In Section II, the bound eigenstates of the ultra-
short well has been derived. In section III, the transmis-
sion probability of the barrier is calculated. In section
IV, the scattering properties of a particle by the ultra-
short well are derived. The above results are compared
with that of the Dirac delta function. The convergence
of an example problem (rectangle potential) under limits
are proved to be an ultrashort potential. In section V,
we discuss the importance and scope of the work. The
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results are general and the method is not specified to any
particular functional form of the potential.
II. BOUND EIGENSTATES OF THE
ULTRASHORT POTENTIAL WELL
The time-independent Schro¨dinger equation for an arbi-
trary potential well is given by,
− ~
2
2m
d2ψ
dx2
− V (x)ψ = Eψ, (1)
with V (x) > 0 and ‘m’ is the mass of the quantum ob-
ject. The quantum object encounters a potential in space
depicted in Fig.1. The profile of the localized potential
is written as,
V (x) =
{
V (x) if |x| < δx
0 otherwise,
(2)
where ‘δx’ is a short width considered. The potential
FIG. 1. Schematic representation of the potential well.
energy function in such an ultra-small range is given by
zero-th order expansion (a constant)V (x) = V (0), and
the corresponding wave function change is also given by
the zeroth order expansion around the minimum of the
potential i.e., ψ(x) = ψ(0). Now, the system has three
regions (as shown in Fig. 1). The first region is a poten-
tial free region with V=0 and the Schro¨dinger equation
2is written as,
− ~
2
2m
d2ψI
dx2
= EψI .
In region II, the potential energy is given by a constant
V (x) = V0. The well is of ultra-short range such that the
wave function is taken to be almost a constant ψII(x) =
ψc(0).
The Schro¨dinger equation of the quantum object after it
has crossed the potential (region III) becomes as
− ~
2
2m
d2ψIII
dx2
= EψIII .
We are interested in the bound state solutions for the
above piece-wise regions. So we solve the corresponding
equations for E < 0 and yield,
ψ =


Aeκx x < −δx
ψc(0) x ∈ (−δx, δx)
Be−κx x > δx, where κ2 = −2mE/~2.
(3)
Using the wave function continuity at x = −δx and x =
δx we get,
Be−κδx = ψc(0),
Ae−κδx = ψc(0).
We derive a boundary condition by integrating the
Schro¨dinger equation in the limit −δx− ǫ to δx+ ǫ with
ǫ→ 0. (
∂ψ
∂x
)δx
−δx
= −(E + V0)ψc(0)4mδx
~2
. (4)
Using the above boundary condition gives the following
equation for possible bound states
√−2mE
~
=
2m
~2
δx(E + V0), (5)
solving which yields,
=⇒ E+ =
√
8δx2mV0~2 + ~4 − 4δx2mV0 − ~2
4δx2m
. (6)
It will be an error if the
√
b2 − 4ac term has a -ve sign
in front of it, as it would not satisfy Eq. (5). Also in
which case the left side of Eq. (5) is completely a posi-
tive integer and right side will be purely negative. That
would also result in an unphysical bound energy level
lesser than -V0. Under the normalization condition, the
normalization constant turns out to be,
B =
eκδx√
1/κ+ 2δx
. (7)
Our potential well allows a single bound state and the
bound state has even parity. Hence, it is seen that our
model and the method are generic to any symmetric po-
tential around the minimum. We know the bound state
wave function of the Dirac delta potential well is [23],
ψ(x) =
√
κe−κ|x|,
where κ is defined as κ2 = − 2mE
~2
supporting one allowed
value known to be,
κ =
mk0
~2
.
III. TUNNELING THROUGH A LOCALIZED
BARRIER AND A DIRAC DELTA BARRIER: A
COMPARISON
The following are the derivation for scattering properties
of an ultrashort potential barrier: The time independent
Schro¨dinger equation for a localized barrier is given as,
− ~
2
2m
d2φ
dx2
+ V (x)φ = Eφ, (8)
where V (x) > 0 for a barrier. We have a barrier
in a region x ∈ [−δx, δx] of very small range and is
written as zero-th order expansion around a point i.e.,
V (x) = V (0) = V0. The solution of this scattering
problem is in three regions (Fig. 1 inverted). In region
I, the particle is free (V=0) with the time independent
Schro¨dinger equation for the region is given as,
− ~
2
2m
d2φI
dx2
= EφI .
In region II, the potential energy function is of the form
of a constant V0 , the barrier is so small that the wave
function inside the barrier is given to be a constant, φII =
φc(0). For the region III, the Schro¨dinger equation for
potential V=0 becomes as,
− ~
2
2m
d2φIII
dx2
= EφIII .
The wave function given by,
φ =


Aeik1x +Be−ik1x x < −δx
φc(0) −δx < x < δx
Ceik1x x > δx where k21 =
2mE
~2
.
The solution of the system as a whole is done by incorpo-
rating boundary effects using boundary conditions. Fol-
lowing are the wavefunction’s continuity and derivative
requirements at boundaries x = −δx and x = δx,
φ(x)|x=−δx = φc(0),
φ(x)|x=δx = φc(0),
and
(
∂φ
∂x
)δx
−δx
= −2m
~2
(E − V0)2δxφc(0).
3Imposing the above boundary conditions for 3 regions,
a system of linear equation for the co-efficients are ob-
tained,
e−ik1δx +
B
A
eik1δx =
φc(0)
A
,
(9a)
φc(0)
A
=
C
A
eik1δx,
(9b)
C
A
eik1δx − e−ikδx + B
A
eikδx = − 2m
i~2k
(E − V0)2δxφc(0),
(9c)
whose solutions are,
B
A
=
−m/(i~2k1)(E − V0)2δxe−2ik1δx
1 + m
i~2k1
(E − V0)2δx ,
and
C
A
=
1
1 + m
i~2k1
(E − V0)2δx . (10)
The above boundary conditions are for generalized ultra-
short potential of any shape (of finite short range). Ob-
viously, the system obeys the relation, R + T = 1 with
the reflection (R) and transmission coefficients (T) given
by the following expression
R =
∣∣∣∣BA
∣∣∣∣
2
=
(m/(~2k1)(E − V0)2δx)2
12 + ( m
~2k1
(E − V0)2δx)2 , (11)
T =
∣∣∣∣CA
∣∣∣∣
2
=
1
12 + ( m
~2k1
(E − V0)2δx)2 . (12)
It can be verified that the above results does not depend
on the form of the potential. As an example, let us use
the II-nd region solution of the rectangular barrier as the
φc(x) of above,
φc(x) = Fe
ik2x +Ge−ik2x.
Substituting this φc in the above calculations also yield
the same reflection and transmission coefficients, which
is a good check that it works for any potential in its short
range (will be illustrated in detail). The definition of k22 is
k22 =
2m(E−V0)
~2
. For the δ-function barrier V (x) = k0δ(x)
the wavefunction is,
φ =
{
Aeik1x +Be−ik1x x < 0,
Ceik1x x > 0.
And the coefficients R and T are known to be,
R =
∣∣∣∣BA
∣∣∣∣
2
=
m2k20/~
4
k21 + (mk0/~
2)2
,
T =
∣∣∣∣CA
∣∣∣∣
2
=
k21
k21 +m
2k20/~
4
,
which satisfies the relation R+ T = 1.
IV. RAMSAUER-TOWNSEND EFFECT:
SCATTERING PROBABILITY OF AN
ULTRASHORT WELL
The scattering of a quantum object by an attractive bar-
rier is known as Ramsauer effect [15]. To solve the below
equation with an well and for E>0,
− ~
2
2m
d2φ
dx2
− V (x)φ = Eφ. (13)
The calculations are same, other than replacing every V0
by -V0. The coefficients can be derived to be,
R =
∣∣∣∣BA
∣∣∣∣
2
=
(m/(~2k1)(E + V0)2δx)
2
12 + ( m
~2k1
(E + V0)2δx)2
, (14)
T =
∣∣∣∣CA
∣∣∣∣
2
=
1
12 + ( m
~2k1
(E + V0)2δx)2
. (15)
with a new definition of the wave number as, k′2 =√
2m(V0+E)
~2
. Solving Schro¨dinger equation with Dirac
delta barrier V (x) = −k0δ(x) yields,
ψ =
{
Aeik1x +Be−ik1x x < 0,
Ceik1x x > 0.
Under continuity and slope-matching requirement, the
reflection and transmission coefficient are yielded as,
R =
∣∣∣∣BA
∣∣∣∣
2
=
m2k20/~
4
k21 +m
2k20/~
4
,
T =
∣∣∣∣CA
∣∣∣∣
2
=
k21
k21 +m
2k20/~
4
,
with the relation R+ T = 1.
V. RESULTS AND DISCUSSIONS
A. Definition of an ultrashort function
The ultrashort potential model as a well gives rise to a
single bound state and as a barrier it provides a single
resonant channel. This makes them suitable for being as
a collection for analyzing an unsolvable potential chan-
nel by channel. Here, we go by defining our ultrashort
potential function as
f(x− xc) =
{
1 x ∈ (xc − δx, xc + δx),
0 otherwise
(16)
along with the conditions
∫∞
−∞ v0f(x− xc)dx = v02δx as
well as
∫∞
−∞
ψ(x)v0f(x− xc)dx = v02δxψ(xc). By doing
so, the dimensions of the original function gets incorpo-
rated without missing.
4B. Bound states : comparison with the Dirac delta well
The eigenstates of an ultrashort well is plotted using the derived Eqs. (3), (6)& (7). Any well can be characterized
with suitable height-width parameters to produce single bound state. To make a comparison between the ultrashort
and Dirac delta function, the strength of the Dirac delta function (k0) is taken to be the area of the ultra-short well.
Using the above definitions:
∫∞
−∞
v0f(x)dx = v02δx and
∫∞
−∞
dxv0f(x)ψ(x) = v0ψ(0)2δx it is deduced that k0 of the
δ-function is v02δx. The results show that when the width of the well is sufficiently small, it matches the results of
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FIG. 2. Comparison between the eigenstates of Dirac delta and ultrashort well. The values are, m = 1, ~=1, V0=1, in (a)
δx=0.07, k0 = 0.14, in (b) δx=0.7, k0 = 1.4.
a Dirac delta function. This signifies that ultrashort can serve an alternative model to Dirac’s delta function, as the
delta function has an infinite value which is nonphysical. The bound state energy levels are depicted below for various
width values. As known earlier, narrower wells have lesser binding energy.
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FIG. 3. Illustration of energy levels for values m = 1, ~=1, V0=1 for various width values: (a) δx=0.07, (b) δx=0.7. (see Fig.
2 for the corresponding wave functions)
C. Transmission probability
Unlike the rectangular barrier, the transmission behavior of our ultra-short potential shows resonance at E = V0. For
high energies, the transmission probability goes decreasing. Analyzing Fig. 4 part by part:
• At first, the transmission probability is zero for zero energy. It increases when the energy of incoming particles
increases.
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FIG. 4. The plot of the transmission probability with respect to energy for ultrashort, rectangular and δ-function potentials.
The values are m = 1, ~ = 1, V0=1 in a) δx=0.07, k0 = 2V0δx = 0.14, in b) δx=0.7, k0 = 1.4. The green solid line gives the
resonant energy of the ultrashort barrier.
• There is always resonance when the oscillating wavefunction overlaps with the bound state wavefunction. In
this case, the bound state wavefunction is a constant. For a perfect resonance, the oscillation in region II should
match with a constant wavefunction (bound eigenstate).
=⇒ k2 = 2π
λ
= 0 (wavelength is infinity for a constant) =⇒ E = V0
Hence there is a resonance at E = V0 in Fig. 4 which is quite reasonable. The transmission probability can be
understood as a measure of the probability-wave overlap with the system eigenstate (natural frequency).
• For higher energies, the wave functions in region II is highly oscillatory and the overlap with the eigenstate is less.
So when the energy of the particles is high the resonant-overlap is highly improbable, thereby the transmission.
• The transmission behavior of the rectangular barrier matches with that of the ultrashort for smaller width
values (Fig. 4a). It can also be illustrated analytically. The transmission probability of the rectangular barrier
is known to be [15],
T =
[
cos2 2k2a+
(
k21 + k
2
2
k1k2
)2
sin2 2k2a
4
]−1
. (17)
When the width value ‘a’ is small, a = δx, sin 2k2a ≈ 2k2a and cos 2k2a ≈ 1− 2k22a2. This reduction yields to,
T =
[
1 + k21δx
2 +
k42
k21
δx2
]−1
. (18)
In low energy regime, the term k21δx
2 has a negligible contribution in the transmission. Remembering the definition
of k1 and k2, with a little algebra we get the following
T =
[
1 +
2m(E − V0)2
~2E
δx2
]−1
(19)
which is exactly the result of an ultrashort potential (see Eq. (12)).
D. Scattering probability of an ultra-short well
The Ramsauer-Townsend scattering probability of the ultra-short, rectangular and Dirac delta function potential are
plotted (See Fig. 5). In a sufficiently small dimensions the exact solution of the rectangular potential well can be
reproduced using the ultra-short well.
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FIG. 5. The plot of transmission coefficient versus energy for three potential: ultra-short, rectangular and Dirac delta function.
The values are m = 1, ~ = 1, V0 = 1, a) δx=0.07, k0 = 0.14, b) δx=0.7, k0=1.4. The green solid line signifies the energy for
which there is a peak in the transmission.
• The probability of Ramsauer scattering is zero at E=0. It grows upto a maxima, saturates and starts falling
down.
• The saturation point is found by maximizing the functional T (E) =
∣∣C
A
∣∣2 = 112+( m
~2k1
(E+V0)2δx)2
. with the
following constraints:
E ≥ 0, (20a)
1 ≥ T (E) ≥ 0, (20b)
which yields E = V0. This result is verifiable from the plot as well. The optimization was done using MATHE-
MATICA [24] and was verified analytically. The peak value of transmission is given by,
Tpeak = T (E = V0) =
~
2
~2 + 8δx2mV0
as can be seen from the plot.
• Using the similar argument as in scattering by barrier case, it can be shown that there are resonance at −V0
which is not a scattering energy.
• The curve for Ramsauer probability also starts decreasing with increasing energy. Because as the energies of the
particle is higher, their probability wave is a rapid oscillation. Such an oscillation has a little overlap with the
eigenstate. The analytical convergence of the rectangular well to the result of ultrashort can be shown similarly
as in the earlier section.
VI. CONCLUSIONS AND SCOPE OF THE WORK
A new analytically solvable potential supporting one bound state other than Dirac delta potential has been found. The
method is simple, exact and is not specific to any functional form of the potential. The ultrashort function is defined
appropriately and the problem of infinity as in the case of Dirac δ-function is removed. Being a new analytically
solvable model, it can contribute in various field [25–27]. The future scope if one expresses any potential function as
a collection of ultrashort potentials will make studies of the realistic systems possible and easier.
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