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ABSTRACT 
 
 
Cognitive and Neurobiological Degeneration of the Mental Lexicon  
in Primary Progressive Aphasia  
by 
Jet M. J. Vonk 
 
 
Advisor: Loraine K. Obler, Ph.D. 
 
 
The ease with which we use the thousands of words in our vocabulary stands in stark 
contrast to our difficulty establishing how they are organized in our mind and brain. The 
breakdown of language due to cortical atrophy in primary progressive aphasia (PPA) creates 
conditions to study this organization at a cognitive and neurobiological level in that the three 
variants of this disease, namely non-fluent, logopenic, and semantic PPA, each bear their own 
signature of language-specific decline and cortical atrophy. As the impaired regions in each variant 
are linked to different lexical and semantic attributes of words, lexical decision performance of 
individuals with the distinct variants can reveal the conceptual and neural architecture of the 
lexicon through an anatomical-behavioral relationship. This dissertation investigated which lexical 
and semantic factors influence the structural degeneration of word processing in individuals with 
each variant of PPA through three studies that focused on the role of general semantic knowledge, 
psycholinguistic variables, and sensory-perceptual features, respectively. 
In Study 1, 41 individuals with PPA (13 non-fluent, 14 logopenic, and 14 semantic) as well 
as healthy controls (N = 25) performed a lexical decision task that consisted of 355 real words, 
carefully controlled on a broad range of psycholinguistic and semantic variables, and 175 
pseudowords matched with the real words on the psycholinguistic variables. Two additional non-
verbal semantic tasks (Pyramids and Palm Trees test and Over-regular Object Test) were 
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administered to assess semantic ability and its relation with lexical decision performance. Results 
showed that—contrary to diagnostic expectations for the PPA variants—all three groups of 
individuals with PPA scored below the performance of matched control participants. The lexical-
decision performance across all individuals with PPA correlated with semantic ability, but this 
correlation was not significant when separately analyzed per diagnosis. These findings suggest that 
semantic ability plays an active role in word recognition, but is not essential to lexical-semantic 
processing. 
In Study 2, the performance of the same participants was analyzed on a selected subset of 
the 355 words to examine the differential influence of the psycholinguistic factors lexical frequency, 
age of acquisition, and neighborhood density on lexical-semantic processing across the three 
diagnostic groups. The results demonstrated that lexical frequency has the largest influence on 
lexical-semantic processing, but that independent of that, age of acquisition and neighborhood 
density also play a role. The effect of these two variables becomes more salient dependent on the 
variant of PPA, accordant to the patterns of atrophy. That is, individuals with non-fluent and 
logopenic PPA experienced a neighborhood density effect consistent with atrophy in the inferior 
frontal and temporoparietal cortices, associated with lexical analysis and word form processing. By 
contrast, individuals with semantic PPA experienced an age of acquisition effect consistent with 
atrophy in the anterior temporal lobe which has been associated with semantic processing in 
previous literature. These findings suggest that the degeneration of lexical-semantic processing is 
affected by lexical factors—which relate to language-specific brain regions—in line with a 
hierarchical mental lexicon structure, such that a selective deficit at one of the levels of the mental 
lexicon results in distinctively expressed effects among psycholinguistic variables. 
Study 3 employed voxel-based morphometry (VBM) to identify the association between 
cortical volume—measured through T1-weighted magnetic resonance images (MRI)—and lexical 
decision performance related to sensory-perceptual features in 37 of the individuals with PPA and 
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17 of the controls on a second subset of the 355 words. Results showed that at both behavioral and 
neurobiological levels, semantic sensory-perceptual features of words (a strong association with, 
e.g., sound or action) influence lexical decision performance across all three groups with PPA. The 
results highlight the roles of the right hemisphere, the cerebellum, and the anterior temporal lobe 
in processing various sensory-perceptual features of concepts. The anterior temporal lobe has been 
proposed to be a semantic hub which processes various sensory-perceptual features (‘spokes’) into 
a conceptual representation in the hub-and-spoke model. The current results confirm this hub-role 
of the anterior temporal lobe, as well as the link of the ‘spokes’ to sensory-perceptual brain regions, 
as proposed by the hypothesis of embodied cognition. Most importantly, the results suggest that the 
intensity of semantic processing in the anterior temporal lobe is regulated by the degree of 
association with sensory-perceptual information. 
The current research presents novel evidence that lexical-semantic processing is influenced 
by a combination of lexical and semantic factors at both conceptual and neurobiological levels, 
which can become impaired in different ways in individuals with PPA based on a set of anatomical-
behavioral relationships. In particular, this dissertation broke new ground in demonstrating that 
the intensity of semantic processing in the anterior temporal lobe depends on the degree of 
sensory-perceptual information of concepts, supporting both the hub-and-spoke model and the 
hypothesis of embodied cognition. As well, this dissertation established the independent effects of 
lexical frequency from age of acquisition and neighborhood density and their roles in lexical-
semantic decline in PPA, supporting the theory of hierarchical distinctions between lexemes and 
their conceptual representations in the mental lexicon. 
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1 
1 Introduction 
 
1.1 Mind versus brain 
The ability of humans to lexically label all sorts of concepts around them exemplifies our 
higher-order thinking while simultaneously exposing our limitations in explaining how the mind 
and brain work together to process language and meaning. While understanding how exactly 
processing different aspects of meaning works is not a necessity for usage in normal life, we do 
need this knowledge about the conceptual and neural architecture of lexical-semantic processing to 
understand why discrete parts of language, but not all, break down in certain brain-damaged 
populations (due to, for example, stroke or dementia).  
Using the analogy of driving a car, we know what direction indicators are, how to use those 
to indicate left and right, and how to apply that knowledge in traffic, for example, to merge. But 
when the left turn signal stops working while the right one still functions, we will need to know 
how the cables are wired under the hood to understand what the problem is. In language, similarly, 
specific lexical-semantic knowledge can become impaired, resulting in someone performing worse 
in certain aspects of semantics (e.g., the category animals) but not in others (e.g., non-living items) 
(e.g., Capitani, Laiacona, Mahon, & Caramazza, 2003). We need to know the neural organization of 
lexical-semantics (i.e., what is “under the hood”) to understand that problem. This dissertation 
research aims to extend our understanding of the underlying organization of lexical-semantic 
knowledge, integrating both the conceptual and neurobiological levels. 
These two levels, a conceptual mind-level and a neurobiological brain-level, have played an 
influential role in the formation of theories about lexical-semantic processing. On the one hand, 
psycholinguists and philosophers have generated various theories of a conceptual mental lexicon. 
On the other hand, cognitive neuroscientists and neuropsychologists have put forward multiple 
theories of how semantic information is related to the neurobiology of the brain. Still, there is a 
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need for a detailed crossover explanation combining the neurobiology of the brain with the 
conceptual models of language. Such an explanation needs to account for various lexical-semantic 
processing effects at a neurobiological level in order to explain the diversity in progressive loss of 
lexical-semantic information in neurodegenerative diseases such as primary progressive aphasia 
(PPA). 
Individuals with PPA—a form of dementia that primarily affects language—suffer from 
brain atrophy, generally adhering to one of three clinical patterns, which results in three 
substantially different language deficits classified as the non-fluent, semantic, and logopenic 
variants. The detailed identification of how lexical-semantic knowledge progressively degrades in 
individuals with one of these three variants can provide valuable information about the 
organization of the mental lexicon, including the semantic system, and its roots in our brain. 
Therefore, this dissertation research investigates the effects of psycholinguistic variables and 
sensory-perceptual features on lexical access and its neurobiological links in individuals with PPA. 
 
1.2 Importance of this study 
The studies in this dissertation are relevant from both a clinical and theoretical perspective. 
Clinically, the influence of our semantic system goes beyond language as its correct functioning is 
crucial to a person’s quality of life. With regard to language, impairment in the meaning of words 
affects not only the lexicon, but also meaningful production and comprehension of sentences, as 
well as participation in discourse. Beyond language, the breakdown in knowledge of objects and 
other conceptual information affects the interaction of the individual with the world. The individual 
may feel misunderstood, confused, and excluded, and other people may stop or substantially reduce 
their interaction with the affected individual because of the communication barrier. As a result, the 
individual may withdraw from social relations and become introverted, solitary-minded, and 
clinically depressed (e.g., Medina & Weintraub, 2007). This process not only negatively influences 
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one’s quality of life, but consequently may also affect the rate of cognitive decline (e.g., Bassuk, 
Glass, & Berkman, 1999). Semantic processing is a key variable for language, specifically 
comprehension; its breakdown can be devastating for successful communication and interaction. 
The results of studies on semantic aspects of language may contribute to developing and improving 
communication strategies and behavioral intervention for individuals with PPA. 
Theoretically, this study’s results can advance linguistic and cognitive theory by 
contributing crucial elements needed to develop a comprehensive and neurobiologically based 
account of lexical-semantic organization. This research builds on previous theories from several 
disciplines, as it addresses both the mental and neural level by combining the effects of 
psycholinguistic variables and sensory-perceptual features in multiple neurodegenerative diseases. 
Its interdisciplinary approach aims to combine this knowledge of different fields in order to further 
our current cumulative understanding of how language works in the brain. 
 
1.3 Outline of chapters 
The following chapter will provide background information followed by three chapters with 
experiments addressing the conceptual and neurobiological organization of the mental lexicon and 
semantic system in view of its degeneration in individuals with PPA compared to healthy aging 
individuals. 
 Chapter 2 covers the current knowledge regarding language, the brain, PPA, and how these 
topics interconnect. The first section reviews relationships between language and regions in the 
brain based on lesion studies and the use of neuroimaging techniques. In the second section, a focus 
on lexical-semantic knowledge portrays the mental lexicon and the semantic system. The third 
section reviews models used to interpret how these constructs operate. A fourth section discusses 
lexical access and variables often found to influence lexical access. The fifth section presents an 
overview of the diagnoses, neurobiological changes, and patterns of language decline in individuals 
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with the different PPA variants to provide a comprehensive picture of the neurobiological and 
language profile of these different forms of dementia.  
 Study 1, in Chapter 3, analyzed the behavioral performance on lexical decision in individuals 
with PPA within the three variants as well as compared to each other and to healthy older adults. 
Additionally, the variability in lexical decision performance is compared to disease severity and 
behavior on semantic tasks. 
 Study 2, in Chapter 4, analyzed the dissimilar effects of the psycholinguistic variables lexical 
frequency, age of acquisition, and orthographic neighborhood density on lexical access in 
individuals with non-fluent, logopenic, and semantic PPA. These variables have been shown to 
influence lexical access but their relation to each other and their impact on lexical-semantic decline 
in individuals with PPA are disputed. 
Study 3, in Chapter 5, assessed the influence of sensory-perceptual features on the semantic 
system regarding behavioral performance as well as its links to regions of brain atrophy in 
individuals with the three variants of PPA. 
Finally, Chapter 6 discusses the overall findings of these studies, the interpretations that can 
be drawn from the results, and future directions for this line of research. 
 
5 
2 The framework of language and its degeneration 
 
2.1 The brain-language relationship  
The scientific study of language, Linguistics, dissociates different aspects of language to 
describe its structure. Phonology involves the study of sound patterns. Morphology regards the 
form, structure and modification of words. Semantics encompasses the meaning of language at 
different levels, including that of words. Syntax concerns sentence structure and grammatical 
aspects of language. Lastly, pragmatics revolves around discourse and language use in context. All 
these aspects of language have components that are bound to the word-level (i.e., lexical), such as 
the meaning of words (i.e., lexical-semantics) and syntactic information about word category (e.g., 
noun, verb, adjective) and verb argument structure (e.g., Pinker, 1994).  
Cognitive neuroscience, and more specifically neurolinguistics, investigates how the 
language system works in the brain, and how language is produced and comprehended. An 
important facet of this field is how language maps onto the brain neuroanatomically (i.e., 
structurally) and neurobiologically (i.e., functionally). Historical progress was made by Paul Broca 
(Broca, 1861) and Carl Wernicke (Wernicke, 1874) who, in the mid to late 19th century, described 
individuals with brain damage resulting in language impairment. Both were able to link the deviant 
language pattern of those individuals with aphasia to specific neuroanatomically damaged areas 
through autopsy. 
More than a century later, the view that there is a specialized region to produce language 
(Broca’s area) and another region to comprehend language (Wernicke’s area) with a fiber tract in 
between for their communication (arcuate fasciculus) is regarded as highly simplified (e.g., 
Dronkers, Pinker, & Damasio, 2000). Instead, our knowledge grew—through lesion studies and the 
invention of neuroimaging techniques—to incorporate a multitude of brain regions involved in 
language. We now acknowledge the involvement of many left hemisphere cortical regions, as well 
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as the involvement of right-hemisphere and bilateral medial regions (Gazzaniga, 1995; Joanette, 
Goulet, & Le Dorze, 1988; e.g., Piai et al., 2016; Sidtis, Volpe, Holtzman, Wilson, & Gazzaniga, 1981), 
and a widespread network of white matter pathways to connect the cortical regions important for 
language (Dick & Tremblay, 2012). 
The details of exact regions for the different aspects of language, their connectivity, and 
their spread have been highly debated throughout the years. For example, Hickok and Poeppel 
proposed a model for speech and language processing in 2000 which was revised in 2004 and 2007 
based on the ongoing discussion in the literature (Hickok & Poeppel, 2000; Hickok & Poeppel, 2004; 
Hickok & Poeppel, 2007). Their comprehensive model was described by Hickok in their online blog 
in 2008 as “our current best guess as to the neural architecture of these systems” (Hickok & 
Poeppel, 2008) and appears to be still in progress (Hickok, 2017). Nonetheless, a consensus has 
emerged about the coarse distribution of aspects of language in the brain. Left anterior brain 
networks are involved in syntax, temporal regions in semantics, inferior frontal and 
temporoparietal networks in morphology and phonology, and occipitotemporal networks in 
orthography (e.g., Friederici, Rüschemeyer, Hahne, & Fiebach, 2003; Klein, Sabsevitz, Ulmer, & 
Mark, 2015; Shaywitz et al., 1998; Van der Lely & Pinker, 2014). It should be noted, however, that 
even though these regions might represent each aspect’s epicenter, many studies have shown the 
involvement of other regions in networks as well, such as syntactic processing in the anterior 
temporal region (Poeppel & Embick, 2005; Vigneau et al., 2006). 
 
2.2 A word’s meaning 
While words, or lexical units, can be studied from different linguistic perspectives, a large 
body of research encompasses the conceptual meaning underlying a word’s surface form: its 
semantics. Two factors that are inextricably linked to the study of lexical-semantics are the notion 
of a mental lexicon and the role of semantic memory.  
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2.2.1 Mental lexicon 
In the study of lexical-semantics it is important to consider that a word is more than its 
meaning; besides its conceptual representation it also has a lexical form. When discussing how 
words are represented in our brain, a holistic perspective is needed that includes more aspects of 
language than just meaning (i.e., semantics). This multilevel organization of words in our mind is 
termed the mental lexicon. 
The distinction between meaning and form is specified in the mental lexicon as lemma and 
lexeme, respectively (Levelt, 1989). On a mental level, it is generally accepted that the meaning of a 
word and the lexical label applied to it are not stored together (e.g., Szubko-Sitarek, 2015). For 
example, when a word is “on the tip of one’s tongue,” one knows the concept they want to express 
but not the lexical label, therefore indicating that these two elements are separate entities in our 
mental lexicon. Brain-based models also acknowledge a separation into two components: a lexical 
versus a semantic interface or network, each involving different regions and pathways in the brain 
(Binder, Desai, Graves, & Conant, 2009). 
 
2.2.2 Semantic memory  
Semantic memory and episodic memory together form the declarative memory system, 
which exclusively stores explicit information (i.e., information that can be verbalized). Personal 
events are saved in episodic memory and general information in semantic memory (Tulving, 1972). 
In contrast to episodic memory, which is different for each individual due to their personal 
experiences, the information stored in semantic memory largely overlaps across individuals as it 
concerns the common knowledge and basic facts of the world around us (Yi, Moore, & Grossman, 
2007). Examples of information stored in semantic memory are facts, concepts, and the meanings of 
words.  
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As humans, we acquire the information stored in our semantic memory through experience. 
While there are different theories on the process of learning and cognitive development, major 
contributors to the field such as Jean Piaget and Jerome Bruner agreed that infants initially gain 
information and knowledge about the world through sensory, perceptual, and motor interaction 
(Bruner, 1966; Piaget, 1936; Piaget & Cook, 1952). For example, Bruner (1966) proposed that one 
effectively learns new concepts via enactive representation, based on action and perception, after 
which this information is generalized and abstracted via iconic representation into a symbolic, 
language-based representation. In this view, conceptual prototypes are formed by establishing a list 
of features, through which concept exemplars can be distinguished from non-exemplars. This 
decades-old framework still applies to current brain-based models of concept representation. In 
such models, concepts are thought to be built from shapes, colors, textures, movements, sounds, 
smells, and actions (i.e., sensory, motor, spatial, temporal, affective, and cognitive components) 
learned through individual experiences and integrated into our the meanings of our words (Binder 
et al., 2009; Fernandino et al., 2015). 
 
2.3 Models of lexical-semantic processing 
Models of lexical-semantic processing are motivated from one of two perspectives: a 
conceptual mind-level and a neurobiological brain-level. This section presents an historical 
overview of influential theories that shaped the current theories employed in this dissertation. In 
the next section, conceptual models are discussed such as the Hierarchical Network Model (Collins 
& Quillian, 1969), Spreading Activation Theory (Collins & Loftus, 1975), and a hierarchical model of 
the mental lexicon (Bock & Levelt, 1994). The subsequent section will discuss neurobiological 
models such as the hypothesis of embodied cognition (e.g., Pulvermüller, 1999), disembodied view 
of cognition (e.g., Kintsch, 2008), grounding-by-interaction theory (e.g., Chatterjee, 2010), and the 
hub-and-spoke model (e.g., Patterson, Nestor, & Rogers, 2007). 
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2.3.1 Conceptual models 
Around the early 1970s, Collins and colleagues developed two models of semantic 
processing: the Hierarchical Network Model (Collins & Quillian, 1969) and its updated version, 
Spreading Activation Theory (Collins & Loftus, 1975). Both models have been of great influence on 
studies of semantic memory and form the basis for later proposed models and hypotheses. 
The Hierarchical Network Model stated that semantic categories are logically related to 
each other based on hierarchy, e.g., a canary is a bird, a bird is an animal, and an animal is a living 
creature. Distinguishable attributes of each concept would be stored at the appropriate level with 
each concept, e.g., breathes would be high up in the hierarchy connected to the concept animal and 
has wings would be at a lower level linked to the concept bird.  
The Spreading Activation Theory addressed some of the shortcomings of the Hierarchical 
Network Model (e.g., Smith, Shoben, & Rips, 1974). This model proposes that by activating a certain 
concept in semantic memory, other related concepts will be automatically activated as well through 
a network of links. Nodes and connections that are used often become stronger, which results in an 
effect of frequency, such as quicker responses to high- than low-frequency words on naming and 
lexical decision tasks (e.g., Forster, 1976; Grainger, 1990).  
The Spreading Activation Theory was more flexible than the Hierarchical Network Model 
and abandoned a strict hierarchical structure. While it could explain phenomena such as frequency-
effects and semantic priming (i.e., one responds faster to a target word when it is preceded by a 
semantically related word compared to an unrelated word), it had its own limitations. In this 
version of a spreading activation model there is no clear structure in the connections between 
words, which would greatly vary the lexicon’s organization among individuals, and relations 
between words of a different kind than semantic (e.g., phonological similarities) are not accounted 
for. 
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Bock and Levelt (1994) therefore took the idea of spreading activation and applied a 
somewhat hierarchical structure through incorporating different aspects of language (see Figure 1). 
As with the other models, concepts are represented through nodes that are connected via different 
semantic relations at a conceptual level. Yet in this version, the conceptual level is connected to a 
lemma-level, which contains syntactic information connected via nodes—notably, semantic and 
syntactic information became separated into distinct levels in this model, slightly different from 
Levelt’s previously proposed representation of the lexical entry (Levelt, 1989, see section 2.2.1). 
The lemma level is connected to the lexeme level, which contains the phonological/orthographic 
information, also interconnected through nodes. Morphological information fits into the lexeme 
level in between the syntactic and phonological/orthographic information units. Although this 
model incorporates multiple aspects of language, most of its emphasis lies on semantics—similar to 
other conceptual and neurobiological models aiming to explain our mental lexicon, including the 
semantic system. 
This revised, multi-aspectual spreading activation model, incorporating various linguistic 
aspects, is—thus far—thought to be the most realistic representation of the mental lexicon (e.g., 
Carroll, 2008). For example, the model is widely used to account for the well-known phenomenon 
of word-finding difficulties in older adults. Older adults are thought to have a specific deficit in 
accessing the lexeme level but do not have a problem at the conceptual level (Bowles & Poon, 
1985). The hypothesis is that aging would lead to a slower activation of the lexical network 
compared to younger adults, but does not affect the semantic network or the mapping between the 
lexical (i.e., lexeme) and semantic (i.e., conceptual) interfaces (Madden et al., 1996).  
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Figure 1. The hierarchical structure of the mental lexicon proposed by Bock and Levelt (1994) 
 
2.3.2 Neurobiological models 
Various reports of brain-damaged individuals who experienced disproportional difficulty in 
one semantic category (e.g., living items) versus another category (e.g., non-living items) stimulated 
the idea that the meaning of words is not only conceptually organized in a certain systematic way, 
but can also be localized to neuroanatomical regions and networks (e.g., Warrington & Shallice, 
1984). Category-specific deficits have been documented not only in people with cognitive 
impairments due to stroke, but also in those with head injury, herpes encephalitis, and dementia 
such as Alzheimer’s disease (e.g., Albanese, 2007; Gainotti, 2010; Laiacona, Luzzatti, Zonca, 
Guarnaschelli, & Capitani, 2001).  
The most common impairment within brain-damaged individuals is at the superordinate 
level for natural items (e.g., animals, fruits, and vegetables) compared to manufactured artifacts (e.g., 
vehicles, tools, and furniture) as this pattern is seen in 75% of described cases (Capitani et al., 2003). 
Not many category-specific deficits have been reported on semantic categories of verbs as they 
have been tested less than categories of nouns, although a few are known. Breedin and Martin 
(1996) for example, reported four individuals with aphasia who differed in their sensitivity 
regarding verb-specific information of action, thematic roles, and subcategorization (i.e., how many 
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arguments the verb can take and of which type, e.g., noun phrase, prepositional phrase) in both 
comprehension and production. In another example, action verbs performed with an instrument 
(e.g., to brush, to sledge, to dig) were named significantly better than matched ones without an 
instrument (e.g., to kneel, to climb, to fold) by speakers with anomic aphasia (Jonkers & Bastiaanse, 
2007). In patients with Alzheimer’s disease, a similar positive effect of instrumentality was found 
by Sloot and Jonkers (2011), while the opposite pattern (a negative influence of instrumentality) 
was shown in two studies by Parris and Weekes (2001; 2006). This discrepancy in findings might 
be explained due to a more advanced stage of the disease in the individuals reported by Parris and 
Weekes, and therefore loss of beneficial instrumentality-effect. 
An influential idea to account for category-specific deficits is the hypothesis of embodied 
cognition (e.g., Barsalou, 1999; Pulvermüller, 1999; Pulvermüller & Fadiga, 2010), which proposes 
that modality-specific sensory, perceptual, and motor information related to words is stored in the 
corresponding sensory-perceptual brain regions. Therefore, this theory would predict, for example, 
that words strongly associated with action would activate the motor cortex and words strongly 
associated with sound would activate the auditory association area, which has been confirmed with 
fMRI research (e.g., Bonner & Grossman, 2012; Kemmerer, 2014). 
The hypothesis of embodied cognition is a widely-adopted model for the neurobiological 
organization of lexical-semantics, yet there is also skepticism towards the claims that this 
hypothesis makes. Models that deviate from the ideas of the hypothesis of embodied cognition 
either propose an amodal symbolic organization of meaning without any ties to sensory-perceptual 
information (e.g., Kintsch, 2008; Landauer & Dumais, 1997), or a ‘grounding by interaction’ 
perspective, in which sensory-perceptual regions are activated as part of a secondary process as 
opposed to the neurobiological location where meaning is stored (e.g., Chatterjee, 2010). Such 
models are often referred to as disembodied (for a review of embodied and disembodied models, 
see Pulvermüller, 2013). 
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While the hypothesis of embodied cognition makes predictions about the brain regions 
involved in semantic information, it does not explicitly state how this information is processed or 
how the involvement of sensory-perceptual regions fits into a conceptual model of the semantic 
system. Therefore, a framework for semantic processing that includes the hypothesis of embodied 
cognition was put forward with the hub-and-spoke model (e.g., Chen, Lambon Ralph, & Rogers, 
2017; Lambon Ralph, Jefferies, Patterson, & Rogers, 2017; Patterson et al., 2007; Pulvermüller et al., 
2010). This model states that semantic representations are composed of various components of 
information, including sensory-perceptual features, which gather into a holistic conceptual 
representation in a central semantic processing hub, in the same way as the spokes of a wheel come 
together in the middle. Neurobiologically, the ‘spokes’ in this model are the modality-specific 
regions proposed in the hypothesis of embodied cognition, while the ‘hub’ is located in the anterior 
temporal lobe (see Figure 2). The hub-and-spoke model is a commonly accepted framework to 
explain semantic deficits in individuals with the semantic variant of PPA (e.g., Guo et al., 2013). 
 
Figure 2. The hub-and-spoke model. Blue ovals represent sensory-perceptual regions (i.e., spokes) and 
the red oval the semantic hub in the anterior temporal lobe. 
 
14 
2.3.3 Summary 
Much research has been devoted to exposing the mechanisms of lexical-semantic processing 
within the mental lexicon and specifically within the semantic system. However, the focus of 
theories at either a conceptual mind-level or a neurobiological brain-level exemplifies each level’s 
weakness. Conceptual models (e.g., spreading activation models) do not describe any mechanisms 
related to the brain and refrain from making specific predictions about the neurobiological 
substrates of their elements. While models generated from a neuroscientific standpoint (e.g., 
embodied cognition models) have had these brain-based predictions as a primary aim, they focus 
only on the semantic network without considering including other aspects of language that pertain 
to the mental lexicon. These shortcomings reveal the need for a detailed crossover explanation that 
accounts for effects of both psycholinguistic (such as lexical frequency) and semantic variables 
(such as those pertaining to category-specificity) at a behavioral and neurobiological level. 
 
2.4 Lexical access 
Lexical access is the process of retrieving words from our mental lexicon (Behrens, 2000). 
In other words, lexical access is the practical application of the mental lexicon, including the 
semantic system, which implements its knowledge and operative mechanisms. A widely-used task 
to assess lexical access is the lexical decision paradigm, in which a participant must decide as 
quickly as possible whether a string of letters is an actual word or a non-word in their language(s). 
Lexical decision tasks have become the gold standard to measure the effects of psycholinguistic 
variables, as they offer insight into the mechanisms involved in lexical-semantic processing (Larsen, 
Mercer, & Balota, 2006).  
Multiple variables have been suggested to influence our lexical-semantic processing 
abilities, such as word length, lexical frequency, age of acquisition, imageability, neighborhood 
density, and familiarity. The effects of these psycholinguistic variables’ correlate significantly with 
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lexical comprehension and production, both in speed and accuracy, as shown by lexical decision as 
well as other tasks (Conroy, Snell, Sage, & Lambon Ralph, 2012).  
Word length concerns the number of bits in a word, usually counted in letters (as opposed 
to syllables), with the effect that longer words are processed less quickly and less accurately than 
shorter words (e.g., New, 2006). Lexical frequency refers to how often a word occurs in written or 
spoken language corpora; it has been shown that words with a higher frequency are recognized 
more accurately and quicker than words with a lower frequency (e.g., Balota, Cortese, Sergent-
Marshall, Spieler, & Yap, 2004). The age of acquisition effect indicates that words learned earlier in 
childhood are processed more accurately and quicker than words learned later (e.g., Morrison & 
Ellis, 2000). Imageability signifies how easily a word activates a visual or auditory image of a 
concept; words that are easier to imagine visually or acoustically are also easier to memorize and 
access (e.g., James, 1975). Neighborhood density refers to the number of words that can be derived 
from the target word by changing only one letter or phoneme; words with many orthographic 
neighbors (as well as phonological neighbors) are activated more accurately and quicker than 
words with fewer neighbors (e.g., Pollatsek, Perea, & Binder, 1999; Yates, Locker, & Simpson, 2004). 
Lastly, familiarity reflects that words that are very well-known (e.g., toothpaste, which we use on a 
daily basis but is a low frequency word in our language) are processed more accurately and quicker 
than words that are less well-known (e.g., Gernsbacher, 1984). 
The influence that psycholinguistic variables have on lexical-semantic processing can be 
explained in spreading activation models through the strengthening of connections between nodes. 
Studying the process of how people access lexical entries—and especially the errors they make 
(e.g., tip of the tongue states)—can offer important additional information regarding how the 
mental lexicon is organized in the mind. Moreover, investigating how damage to the brain results in 
deficits in lexical processing can elucidate how the mental lexicon’s organization is 
neurobiologically mapped in the brain.  
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2.5 Primary progressive aphasia  
2.5.1 Dementia 
Dementia is an umbrella term for a collection of neurodegenerative diseases that affect 
cognition and daily functioning. In principle, dementia is a clinically observable syndrome that is 
caused by one or sometimes even multiple diseases. There are many different known causes of 
dementia, of which Alzheimer’s disease is the most well-known. Alzheimer’s disease is responsible 
for approximately 60% of newly diagnosed individuals with dementia in the Western world (Reilly 
& Hung, 2013). Other dementia syndromes include frontotemporal dementia, Lewy body spectrum 
disease, vascular dementia, HIV-AIDS dementia complex, Wernicke-Korsakoff dementia, chronic 
traumatic encephalopathy, and more.  
Before an individual is diagnosed with a specific type of dementia, the overall presence of 
dementia must be established (McKhann et al., 2011). The evaluation for dementia is based on core 
clinical criteria of cognitive impairment in specific domains and their subsequent effect on daily 
functioning, coupled with exclusion criteria, e.g., the symptoms cannot be explained by delirium or 
major psychiatric disorder (McKhann et al., 2011). In addition to the clinical criteria, today multiple 
biomarkers (i.e., specific measurable indications for a disease, such as increased levels of amyloid-
beta or tau protein in the brain) are available to increase the certainty of the diagnosis. 
Subsequently, the diagnosis can be narrowed down to types of dementia, such as Alzheimer’s 
disease and subtypes of frontotemporal dementia.  
 
2.5.2 The variants 
There are multiple variants of frontotemporal dementia, which can be subdivided at a 
clinical level into the behavioral variant of frontotemporal dementia, and non-fluent and semantic 
PPA. The classification of PPA into types includes a third variant, logopenic PPA, which is 
pathologically an atypical clinical variant of Alzheimer’s disease that specifically affects language. 
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To identify either one of the variants of PPA in an individual, first a more general diagnosis of a 
language-based dementia must be established for that person. As the name suggests, PPA is “a 
fluent or non-fluent language disorder (aphasia) that is due to a neurodegenerative disease 
(progressive) and […] the aphasia is initially the most salient feature of the clinical picture 
(primary)” (Mesulam, 2007, p. 9). That a language disorder is the most salient feature means that in 
the early stages of PPA other functions remain relatively spared such as perceptual and visuospatial 
abilities, non-verbal problem solving skills, and episodic memory.  
The official diagnosis of PPA and the development towards its division into three variants 
spans only a few decades, starting in the early 1980s (Gorno-Tempini et al., 2008; Grossman et al., 
1996; Mesulam, 1982). Mesulam (1982) described PPA as a separate form of dementia, but did not 
yet distinguish any variants. A few years earlier, Warrington (1975) had already described a case of 
progressive selective impairment of semantic memory, later termed semantic dementia by 
Snowden, Goulding, and Neary (1989) and further characterized by Hodges, Patterson, Oxbury, and 
Funnell (1992). Semantic dementia is also often referred to as the semantic variant of PPA (Gorno-
Tempini et al., 2011), which will be the term used in this dissertation. In the mid-90s, Grossman et 
al. (1996) defined another variant of PPA, namely a non-fluent variant. For a while these two 
variants of PPA were the only two clinical categories, often referred to as fluent and non-fluent PPA 
(Gorno-Tempini et al., 2011). However, some individuals with PPA presented with different 
symptoms from individuals with the non-fluent and semantic variants, but were coherent in their 
symptoms among each other. Thus, a third variant was introduced, logopenic PPA, for which 
subsequently specific diagnostic criteria were established (Gorno-Tempini et al., 2004; Gorno-
Tempini et al., 2011). Today, these three clinically recognized forms of PPA, the non-
fluent/agrammatic, semantic, and logopenic variants, are effectively diagnosed in individuals based 
on different motor, language, and cognitive features (Wilson, Henry et al., 2010).  
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Importantly, the semantic variant of PPA has a contralateral version dubbed right temporal 
lobe variant, right-sided semantic variant, or semantic dementia—predominantly right (e.g., Gorno-
Tempini et al., 2004). While individuals with the typical left-sided semantic variant and the right-
temporal variant initially present with different semantic and behavioral deficits, it is thought that 
the variants merge into the same syndrome at the neural and behavioral level with an analogous 
clinical presentation and bilateral temporal atrophy as the disease progresses (Brambati et al., 
2009; Kumfor et al., 2016). 
 
2.5.3 Neurobiological changes in primary progressive aphasia 
Neuroanatomical damage in individuals with PPA is relatively focal and restricted to the 
frontotemporal and temporoparietal regions (Blair, Marczinski, Davis-Faroque, & Kertesz, 2007). 
Fundamentally, the three variants of PPA are characterized by distinct cortical atrophy signatures 
(see overview with affected brain regions in each PPA variant in Table 1 and Figure 3).  
 
Table 1. Epicenters of affected brain regions in primary progressive aphasia 
 
DEMENTIA SYNDROME REGIONS AFFECTED 
Non-fluent PPA left inferior frontal gyrus and insula 
Semantic PPA anterior temporal lobe 
Logopenic PPA left posterior temporal cortex and inferior parietal lobule 
Note. PPA = primary progressive aphasia 
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Figure 3. The atrophy patterns in individuals with primary progressive aphasia (PPA). The statistical 
maps show regions of significant gray matter atrophy, covaried for total intracranial volume, age, and 
gender, compared to age-matched controls (n = 17) for individuals with non-fluent (n = 11), logopenic 
(n = 13), and semantic (n = 13) PPA using voxel-wise two-sample t-tests thresholded at voxel-level p < 
.001 (uncorrected) and corrected for family-wise errors at cluster-level p <. 05, with a minimum 
cluster size of 1500 mm3 
 
The atrophic patterns in individuals with the non-fluent and logopenic variants are 
generally lateralized to the left hemisphere (known to be the dominant hemisphere for language) 
with the right hemisphere being relatively unaffected (Mesulam, 2003; Mesulam, 2007). Atrophy in 
individuals with the non-fluent variant of PPA involves the anterior left perisylvian structures, 
including the left inferior frontal cortex (including Broca’s area) and the adjacent areas of the 
frontal operculum, as well as the anterior superior temporal cortex (Gorno-Tempini et al., 2008; 
Peelle et al., 2008). In individuals with the logopenic variant the left posterior temporoparietal 
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region is affected, more specifically the posterior parts of the superior, middle, and inferior 
temporal gyri, and inferior parietal lobule (Gorno-Tempini et al., 2008; Mesulam et al., 2009).  
Atrophy in individuals with the semantic variant invariably involves both left and right 
hemispheres, but starts as largely asymmetrical (Mion et al., 2010). The majority of individuals with 
semantic PPA have the classic variant, which initially presents with greater left than right 
hemisphere atrophy and in a later stage spreads to contralateral right temporal regions (Brambati 
et al., 2009; Rogalski et al., 2014). Neurodegeneration in this variant affects anterior, lateral, 
ventral, and medial portions of the temporal lobe, especially the anterior parts of the superior, 
middle, and inferior temporal gyri, and the fusiform gyrus (Gorno-Tempini et al., 2008; Hodges & 
Patterson, 1996; Libon et al., 2013; Mesulam, 2007; Mesulam et al., 2009; Peelle et al., 2008). In 
approximately 30% of the cases, individuals with semantic PPA display the opposite pattern, with 
more right than left hemisphere atrophy, in regions contralateral to those implicated in the left 
variant (Kumfor et al., 2016).  
In both left- and right-dominant semantic cases, atrophy in the contralateral temporal 
regions increases towards bilateral atrophy in rostral temporal, ipsilateral ventromedial frontal, 
insular and inferior-posterior temporal regions as the disease progresses (Binney et al., 2016). One 
should bear in mind that the label of either predominantly left or right-sided atrophy falsely 
suggests a small amount of atrophy in the non-dominantly affected hemisphere. In fact, some 
individuals with the right-sided semantic variant, intraindividually having more right- than left-
sided atrophy, might actually interindividually show a greater amount of left-hemisphere atrophy 
than an individual diagnosed with the left-sided semantic variant of PPA (Mion et al., 2010). That is, 
the dominance of atrophy is established at an individual level, not in relation to other cases. 
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2.5.4 Language changes in primary progressive aphasia 
The brain-behavior relationship is central to the effect of dementia on language; each 
neurodegenerative disease (e.g., the pathology of Alzheimer’s disease) leads to neurobiological 
changes that cause neuroanatomical changes (e.g., cortical atrophy), which in turn cause cognitive 
changes. Corresponding to the different atrophy signatures, individuals with the three variants of 
PPA show different patterns of language decline. These different impairment patterns reflect the 
global division of the left hemisphere’s involvement in language, with frontal components mostly 
related to fluency, syntax, and morphology, and posterior and temporal areas mostly related to 
lexical semantics and object naming (e.g., Mesulam et al., 2009). This division can be further 
subdivided into frontal regions related to motor speech and syntactic processes, anterior and 
inferior temporal regions related to lexical retrieval, and the posterior temporal lobe related to 
phonological processes (Wilson, Henry et al., 2010). For example, inferior frontal atrophy in 
individuals with non-fluent PPA leads to grammatical processing difficulty while inferolateral 
temporal atrophy in individuals with semantic PPA leads to difficulty processing the meanings of 
single words (Peelle et al., 2008). These global divisions of language in the left hemisphere should 
be interpreted with care, however, as there is no exact one-to-one correspondence between 
neuroanatomical regions and linguistic elements, as Mesulam (2009) points out. The language 
signature for each variant is summarized in detail in Table 2 and discussed in depth in the following 
three subsections. 
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Table 2. Language impairments in different types of primary progressive aphasia  
 DEMENTIA TYPE 
LANGUAGE ELEMENT Non-fluent PPA Semantic PPA Logopenic PPA 
Auditory word comprehension  x  
Auditory sentence comprehension  x  
Written word comprehension  x  
Written sentence comprehension  x  
Word Finding ~ x x 
Naming  x x 
Syntax x   
Morphology x   
Phonology x  x 
Semantic paraphasias  x  
Sentence repetition   x 
Fluent speech x  ~ 
Empty speech  x  
Articulation x   
Note. PPA = primary progressive aphasia; x = impaired, ~ = variable 
 
 
2.5.4.1 Non-fluent variant 
Individuals with non-fluent PPA are characterized by impaired speech output due to a 
breakdown in phonology and syntactic structure. These individuals use less complex and shorter 
sentences with phonemic paraphasias, restarts, and repeated syllables; their output is telegraphic 
and agrammatic with omissions of morphologically necessary components (Blair et al., 2007; 
Gorno-Tempini et al., 2004; Hodges & Patterson, 1996; Reilly & Hung, 2013; Thompson, Ballard, 
Tait, Weintraub, & Mesulam, 1997; Wilson, Henry et al., 2010). Tasks of syntactic comprehension 
and letter fluency elicit difficulties, but single-word comprehension and object knowledge remain 
spared, with variability in the population regarding the degree of word-finding difficulties (Gorno-
Tempini et al., 2004; Hodges & Patterson, 1996). Auditory comprehension is preserved during most 
of the course of the disease, but declines in a late stage (Hodges & Patterson, 1996; Thompson et al., 
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1997). In this late stage, non-fluent PPA can also lead to mutism (Blair et al., 2007; Gorno-Tempini 
et al., 2004; Reilly & Hung, 2013). 
 
2.5.4.2 Semantic variant 
Language in individuals with the semantic variant of PPA shows a somewhat opposite 
pattern of that in the non-fluent variant. Individuals with semantic PPA are characterized by fluent, 
well-articulated speech but severe single-word processing difficulty (Hodges & Patterson, 1996; 
Peelle et al., 2008). Hallmark features of individuals with this variant are impaired confrontation 
naming and surface dyslexia—a deficit in irregularly spelled words (e.g., colonel) but not in 
regularly spelled words (e.g., kennel) (Gorno-Tempini et al., 2011). Syntax, phonology, articulation, 
and repetition are preserved. Nonetheless, the content of the spontaneous speech of individuals 
with semantic PPA is empty and anomic, with semantic paraphasias, fixed expressions, non-specific 
names, and circumlocutions (Blair et al., 2007; Hodges & Patterson, 1996; Mesulam, 2007; Reilly & 
Hung, 2013; Wilson, Henry et al., 2010). The core deficit lies in semantic memory, which hinders 
naming, comprehension, and recognition of single words, objects, and faces (Libon et al., 2013; 
Mesulam, 2003; Reilly & Hung, 2013). In other words, general semantic knowledge breaks down, 
both in a verbal and non-verbal manner, and this is not modality-specific (i.e., it is for all modalities: 
speaking, listening, writing, and reading). Due to the general loss in semantic knowledge, problems 
in sentence processing also occur. Although the semantic memory of individuals with semantic PPA 
disintegrates, their episodic memory remains preserved at a normal level, in contrast to individuals 
with Alzheimer’s disease (Blair et al., 2007). 
Individuals with the right-sided semantic variant are, compared to those with left-dominant 
semantic PPA, characterized as having more behavioral problems and semantic decline that is 
relatively more non-verbal than verbal. Even though language changes in individuals with the right-
sided semantic variant are less well-characterized than their contralateral variant, multiple studies 
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describe individuals with the right variant to have behavioral abnormalities (e.g., rigidity, apathy), 
prosopagnosia (i.e., face blindness), impairments in emotional processing and expression, and 
relatively more non-verbal than verbal semantic deficits (Binney et al., 2016; Chan et al., 2009; 
Gorno-Tempini et al., 2004; Perry et al., 2001). While language deficits are thus less prominent in 
individuals with the right-sided semantic variant, their semantic deficit is thought to target 
multimodal information about (famous) people, food, and smells (Binney et al., 2016; Gorno-
Tempini et al., 2004; Mendez & Ghajarnia, 2001; Mion et al., 2010). 
Both individuals with left-sided semantic PPA and the right-sided semantic variant display 
naming deficits, surface dyslexia, and impaired processing of famous faces and affective stimuli, but 
those with the left variant have more problems than those with the right with naming and surface 
dyslexia, while individuals with the right-sided semantic variant are more impaired than those with 
left semantic PPA on faces and emotions (Binney et al., 2016). Within three years of the onset of the 
disease, individuals with the left and right temporal variants start to overlap in their clinical 
syndromes (Seeley et al., 2005). Thus, despite the initial differences there is also considerable 
overlap and the two syndromes eventually merge into one, suggesting impairment along a 
continuum within the same disorder. 
 
2.5.4.3 Logopenic variant 
Individuals with the logopenic variant of PPA are intermittently non-fluent due to word-
finding difficulties; they can be fluent in small talk, but become non-fluent when forced to be 
precise (Mesulam, 2007; Wilson, Henry et al., 2010). Although word-finding problems occur in 
individuals with each of the three PPA variants, they are the core feature in individuals with 
logopenic PPA. Individuals with this variant have slowed (but well-articulated) speech with 
occasional phonological paraphasias, impaired sentence repetition, and sentence comprehension 
deficits. However, the motor speech, syntax, single-word comprehension, and single-word 
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repetition of these individuals remain relatively intact. Naming abilities are already moderately 
impaired in the early stages of the disease. Gorno-Tempini et al. (2008) propose that individuals 
with logopenic PPA have an affected phonological loop, resulting in severe difficulties on digit, 
letter, and word span tasks.  
 
2.5.5 Summary 
Focal, primarily left-hemispheric cortical changes in dementia—different for individuals 
with each PPA variant—cause particular impairment in language abilities, exposing a strong brain-
behavior relationship. Although research on the various impaired aspects of language in individuals 
with PPA has grown exponentially in the past three decades, specific differences within the domain 
of lexical-semantic decline and its relation to each syndrome’s atrophy pattern have not yet been 
fully elucidated. 
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3 Study 1: Breakdown of lexical-semantics affects not only 
semantic but also non-fluent and logopenic primary progressive 
aphasia 
 
3.1 Introduction 
Whether conceptual knowledge is needed to distinguish between real words and non-
words is at the core of two competing theories: the connectionist triangle model (Plaut, McClelland, 
Seidenberg, & Patterson, 1996) and the dual-route cascaded model (Coltheart, Rastle, Perry, 
Langdon, & Ziegler, 2001; Coltheart, 2005). The dual-route cascaded model argues in favor of a 
mental lexicon with stages in processing. In this model, lexical decision encompasses an 
orthography-to-phonology route for non-words and a lexical route for real words, which involves a 
direct route from the orthographic lexicon to the phonological lexicon without involving the 
semantic system. The connectionist model disputes the existence of any mental lexicon and instead 
proposes that units for spelling, sound, and meaning are interconnected with each other, in which 
activation of any unit always activates the others, including semantic information. Thus, the 
theoretical question is whether there are two distinct systems for independent lexical and semantic 
processing or if there is one inclusive system in which they are contingent on each other (Dilkina, 
McClelland, & Plaut, 2008; Tyler et al., 2004). 
The two models present different accounts of the processes involved in visual lexical 
decision, a task in which a participant must decide as quickly as possible whether a string of letters 
is an actual word or a non-word. While no conceptual information is needed in the dual-route 
cascaded model, it is the basis for decision in the connectionist model (Boukadi et al., 2016). Thus, 
the models make opposing predictions about the performance of individuals with semantic PPA on 
a lexical decision task. As semantic processing is required in the connectionist model, individuals 
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with semantic PPA are predicted to perform poorly not only on pure semantic tasks but also on 
lexical decision ones (e.g., Rogers, Lambon Ralph, Hodges, & Patterson, 2004). The dual-route 
cascaded model, on the contrary, posits that lexical decision performance is independent of the 
semantic impairment and can thus be spared in individuals with semantic PPA (e.g., Blazely, 
Coltheart, & Casey, 2005). 
In favor of the connectionist model, lexical decision performance of individuals with 
semantic PPA has generally been shown to correlate with their scores on various semantic tasks 
such as semantic similarity judgment (Pyramids and Palm Trees Test, Howard & Patterson, 1992) 
and word-picture matching (e.g., Benedet, Patterson, Gomez-Pastor, & Garcia de la Rocha, Maria 
Luisa, 2006; Rogers et al., 2004). For example, an extensive study of six so-called “pre-semantic” 
tasks, including lexical decision, showed that of 14 individuals with semantic PPA tested, in every 
single task all showed a semantically-related deficit (i.e., on low frequency concepts), with the 
extent of the problem depending on the severity of their semantic deficits (Patterson et al., 2006). 
Notably, decreased lexical decision and semantic performance are not necessarily restricted to 
individuals with the semantic variant of PPA, as shown in a longitudinal case study of an individual 
with logopenic PPA (Tree & Kay, 2015). The strong relationship between impairment in lexical 
decision and semantic impairment has therefore been interpreted as evidence in favor of obligatory 
semantic engagement in lexical processing (Boukadi et al., 2016).  
However, exceptional cases of individuals with semantic impairment but no deficit on 
lexical decision have been reported as well (Blazely et al., 2005; Boukadi et al., 2016; Funnell, 1996; 
Schwarz, De Bleser, Poeck, & Weis, 1998). These cases imply a separation of a lexical and semantic 
system as proposed by the dual-route cascaded model, in which semantic information is not 
involved in lexical decision. To counter this argument, advocates of the connectionist model reason 
that such results can be attributed to spelling consistency and (conceptual) typicality (Dilkina, 
McClelland, & Plaut, 2010; Patterson et al., 2006).  
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It is worth noting that some of these exceptional cases tend to show a bias towards 
accepting non-words as real words (e.g., Funnell, 1996; Tree & Kay, 2015). Such behavior yields 
relatively high accuracy for real words but poor accuracy for non-words (as described by the Signal 
Detection Theory, Macmillan, 2002). This bias-pattern, as well as the connectionists’ argument 
about spelling consistency and typicality, highlights the impact of the choice of non-word stimuli in 
lexical decision. Pseudowords are a subset of non-words that follow the same orthographic and 
phonological structure of—and thus closely resemble—real words for the language at issue. 
However, the larger category of non-words can include any combination of letters that does not 
form a real word (e.g., ‘rtpvekj’). It is well-known that non-words are more quickly distinguished 
from real words than pseudowords are, purely on the basis of their orthographic form (e.g., 
Holcomb & Neville, 1990; Keuleers & Brysbaert, 2010; Shulman, Hornak, & Sanders, 1978). A case 
report showed that an individual with semantic PPA who was nearly perfect at discriminating real 
words from orthographically illegal non-words (97% correct) became less accurate when 
orthographically legal pseudowords were used (79% correct), and decreased even more when the 
pseudowords were carefully matched on the orthography of the real words that were used (64% 
correct) (Diesfeldt, 1992; Rogers et al., 2004). Yet in reporting a case of an individual with semantic 
PPA but no deficit in lexical decision, Blazely et al. (2005) used a number of orthographically illegal 
structures in their stimuli (e.g., forkk, trree, shooe, as described in Woollams, Lambon Ralph, Plaut, 
& Patterson, 2007). These discrepancies in performance based on orthographic structure underline 
that it is crucial to match pseudowords with real words both orthographically and phonologically in 
order to make valid interpretations about the role of semantic knowledge in lexical decision. 
 While performance on lexical decision has repeatedly been studied in individuals with 
semantic PPA, investigation of the performance of individuals with the logopenic or non-fluent 
variant has received relatively little attention. Nevertheless, even a handful of studies are sufficient 
for an important overall pattern to emerge, namely that both individuals with the logopenic and the 
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non-fluent variants perform below the level of controls, significantly but small in terms of effect size 
(Bonner & Grossman, 2012; Heim et al., 2014; Nelissen et al., 2010; Tree & Kay, 2015). Jefferies et 
al. (2010) plead that the relation between semantic impairment and lexical decision should be 
studied in other syndromes known to include semantic impairment (e.g., Alzheimer’s disease, 
Wernicke’s aphasia) to understand whether the patterns apply exclusively to individuals with 
semantic PPA or to semantic impairment in general. By parallel reasoning, investigating lexical 
decision performance in individuals with language-specific syndromes without an apparent 
semantic deficit can shed light on why these individuals still show below-normal performance in 
lexical processing. A comprehensive study investigating the relation between lexical decision and 
semantic processing involving individuals with all three variants of PPA can tell us 1) whether poor 
lexical decision performance is limited exclusively to individuals with the semantic variant of PPA 
and 2) whether semantic impairment and lexical decision performance are necessarily linked. 
 The predictions of the two opposing theories about visual lexical decision can in a similar 
manner be applied to its auditory lexical decision counterpart; the question remains whether there 
is a mental lexicon with separate levels for lexical—either orthographic or phonological—and 
semantic knowledge, or one unitary system. Thus, to avoid the measurement of task-input-related 
effects (e.g., surface dyslexia in individuals with semantic PPA and phonological loop deficits in 
individuals with logopenic PPA) and to focus on the underlying linguistic processes at work, a 
simultaneous visual and auditory lexical decision task was used in this study. Behavioral 
performance on lexical decision was assessed in individuals with PPA separately for each diagnosis; 
subsequently each PPA group was compared to each other and to the control group. The variability 
in lexical decision performance was controlled for disease severity and compared to behavior on 
non-verbal semantic tasks. Additionally, a signal detection analysis was performed to quantify the 
yes-bias observed in lexical decision performance of individuals with semantic and logopenic PPA 
(e.g., Funnell, 1996; Knott, Patterson, & Hodges, 1997; Tree & Kay, 2015).  
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3.2 Methodology 
3.2.1 Participants 
A group of 41 individuals with PPA was included in this study (29 female; mean age = 68.2, 
SD = 6.7; mean years of education = 16.2, SD = 1.9; see Table 3 and Table A1 in Appendix A), 
classified as 13 individuals with non-fluent, 14 with logopenic, and 14 with semantic PPA. Of the 
individuals with the semantic variant, eight were affected by atrophy more dominantly in their 
right hemisphere than left hemisphere, yet all displayed substantial atrophy in their left 
hemisphere on structural MRI scans and exhibited language deficits compliant with the semantic 
variant of PPA. Thus, those individuals with left- and right-dominant hemisphere atrophy were 
combined into one diagnostic group in this study.  
 
Table 3. Demographic information 
 
CONTROLS NON-FLUENT PPA LOGOPENIC PPA SEMANTIC PPA 
 
mean (SD) mean (SD) mean (SD) mean (SD) 
Number 25 13 14 14 
Gender (female) 18 10 8 11 
Handedness R = 24, L = 1, A = 0 R = 10, L = 2, A = 1 R = 11, L = 2, A = 1 R = 12, L = 2, A = 0 
Age (in years) 69.6 (7.6) 67.3 (8.2) 65.1 (5.3) 72.1 (4.4) 
Education (in years) 17.7 (1.3) 15.8 (1.6) 15.7 (2.0) 16.9 (1.9) 
MMSE 29.2 (0.9) 22.8 (6.3) 21.9 (4.7) 21.5 (6.4) 
CDR 0.0 (0.1) 2.1 (2.1) 3.4 (1.3) 5.4 (2.5) 
Note. PPA = primary progressive aphasia, L = left-handed, R = right-handed, A = ambidextrous, MMSE = Mini-
Mental State Examination, CDR = Clinical Dementia Rating 
 
 
Experimental data were initially collected for a total of 53 individuals with dementia. 
However, individuals were excluded from analyses if they met one of the following two criteria: a 
diagnosis other than PPA (N = 7) or inability to perform experimental testing due to advanced 
dementia (N = 5). The clinical diagnosis of dementia and the specific syndrome of PPA for each 
individual were based on multidisciplinary criteria including clinical history, neurological 
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examination, and neuropsychological and language screening by a group of neurologists, 
neuroscientists, neuropsychologists, and speech-language pathologists at the University of 
California at San Francisco (UCSF) Memory and Aging Center. Neuroimaging was used to exclude 
other causes of focal brain damage (e.g., tumor, white matter disease). 
Twenty-five age-matched cognitively healthy controls (18 female; mean age = 69.6, SD = 
7.6; mean years of education = 17.7, SD = 1.3; see Table A1 in Appendix A) were tested on the same 
experimental lexical decision task and two non-verbal semantic tasks. None of the control 
participants had a history of head injury or neurological or psychiatric disorders. Recent structural 
MRI scans (within one year of cognitive testing), as well as scores on the Clinical Dementia Rating 
(CDR, Morris, 1993) and Mini-Mental State Examination (MMSE, Folstein, Folstein, & McHugh, 
1975) were available for 18 of the 25 control participants (see Table A1 in Appendix A).  
All individuals with PPA and controls were native American-English speakers, of whom four 
individuals with PPA were fluently bi- or multilingual up until at least the onset of the disease. All 
participants reported to have normal or corrected-to-normal vision and hearing. Hearing was 
screened in each ear at a level of 25 dB Hearing Level (HL) at octave frequencies between 250 and 
8000 Hz. All participants passed the screening indicating adequate sensitivity for the sounds 
presented in this study. The study was approved by the Institutional Review Boards of UCSF and 
the City University of New York (CUNY). 
 
3.2.2 Cognitive and language evaluation 
In addition to the experimental lexical decision protocol, the individuals with PPA 
participated in language evaluation (missing for 5 individuals) and neuropsychological 
evaluation—the majority within six months of experimental testing (Table A1 in Appendix A). 
These tests are described in detail in Gorno-Tempini et al. (2004). 
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General cognition was assessed with the MMSE. Visuospatial functioning was tested with 
the Benson complex figure, a simplified version of the Rey-Osterrieth complex figure. The California 
Verbal Learning Test (CVLT) (Delis, Kramer, Kaplan, & Ober, 2000) and a 10-minute delayed free 
recall of the Benson complex figure were used to evaluate episodic memory. Executive functioning 
was examined with forward and backward digit span and a modified version of the trails 
sequencing task (Reitan, 1958), in which one had to alternately connect numbers and days of the 
week. 
 Various domains of language were evaluated. Lexical retrieval was assessed by the 
abbreviated 15-item Boston Naming Test (Kaplan, Goodglass, & Weintraub, 1983; Mack, Freed, 
Williams, & Henderson, 1992), and semantic (animals) and phonemic (D-words) verbal fluency. 
Additionally, lexical access was examined with the Western Aphasia Battery (WAB) auditory word 
recognition subtest (Kertesz, 1982) and the Peabody Picture Vocabulary Test (PPVT) (Dunn, Dunn, 
Bulheller, & Häcker, 1965). Semantic knowledge was evaluated with the word and picture versions 
of the Pyramids and Palm Trees test (Howard & Patterson, 1992) and a 20-item four-alternative 
forced-choice Over-regular Object Test (see Rogers et al., 2004). The WAB sequential commands 
subtest (Kertesz, 1982) and a syntactic comprehension task (Wilson et al., 2010) assessed sentence 
and syntax comprehension. Speech and language production were assessed with the WAB subtests 
for spontaneous speech and repetition (Kertesz, 1982). Lastly, reading was evaluated with the 
abbreviated Spelling-Sound Regularity subtest of the Psycholinguistic Assessments of Language 
Processing in Aphasia (PALPA), with nine items each of regular and irregularly spelled words that 
were high and low in frequency (Kay, Lesser, & Coltheart, 1992). 
 
3.2.3 Stimuli 
 A total of 530 words was tested, consisting of 355 real words and 175 pseudowords (see 
Appendix B for all stimuli and their psycholinguistic variables). The real words, 242 nouns and 113 
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verbs, were rated high on familiarity with a mean of 6.95 on a scale from 1-7 (SD = .12, 28 words 
missing ratings) (Nusbaum, Pisoni, & Davis, 1984). Lexical frequency was measured by the norms 
of the subtitle-based SUBTLEXUS corpus (Brysbaert & New, 2009), in which all stimuli occurred at 
least one time per a million words except for 14 items. All words were acquired below 11 years of 
age (range 2.5-10.9 years) (Kuperman, Stadthagen-Gonzalez, & Brysbaert, 2012). All words were 
between four and seven letters. Words were mostly mono- and disyllabic words, with ten trisyllabic 
words. The words were based on a collection of datasets in previous studies (Bonner, Peelle, Cook, 
& Grossman, 2013; Desai, Binder, Conant, & Seidenberg, 2010; Kemmerer, Castillo, Talavage, 
Patterson, & Wiley, 2008; McRae, Cree, Seidenberg, & McNorgan, 2005; Medler, Arnoldussen, 
Binder, & Seidenberg, 2005; Noppeney & Price, 2004; Postle, McMahon, Ashton, Meredith, & de 
Zubicaray, 2008; Vinson & Vigliocco, 2002). 
The composition of stimuli was as follows. The majority of the 355 words (N = 277) were 
selected from eleven predefined categories of abstract (neutral verbs; neutral and emotionally 
valent nouns) and concrete (mouth-, hand-, and leg-action and change of state verbs; manipulation, 
sound, visual, and smell/taste nouns) words. All concrete words had high imageability (> 3.5 on a 5-
point scale) and all abstract words had low imageability (< 3 on the 5-point scale) (Brysbaert, 
Warriner, & Kuperman, 2014). Based on valence ratings ranging from 1 (negative valence) to 9 
(positive valence, Warriner, Kuperman, & Brysbaert, 2013), the selected neutral abstract words 
were between 4-6 on valence, while the selected abstract emotion nouns were half positive valence 
(7-9) and half negative valence (1-3.55). The predefined categories were matched with each other 
on letter length, phoneme length, log-transformed lexical frequency, age of acquisition, 
orthographic neighborhood density and size, phonological neighborhood density and size (Yarkoni 
et al., 2008), and familiarity. Additionally, 78 words were included, together with 15 of the 
previously discussed set of words, to form a well-balanced subset with a larger range of values on 
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the three psycholinguistic variables of lexical frequency, age of acquisition, and neighborhood 
density.  
The pseudowords were orthographically and phonologically plausible in English. 
Candidates for pseudowords were automatically created using Wuggy, a pseudoword generator 
(Keuleers & Brysbaert, 2010), followed by a manual selection and verification by a second reader 
who was a native speaker of American English. Pseudowords were based on real words used in the 
experiment; all pseudowords were the same letter- and syllable-length as their basis-word, differed 
less than +-0.15 orthographic Levenshtein distance1 from their basis-word, and had up to 2 
neighbors at one edit distance more or less than their basis-word. Each pseudoword was generated 
for a different real word of the stimuli, i.e., no pseudowords shared the same basis-word. No 
homophones of existing English words were included. 
 
3.2.4 Apparatus 
The experiment was run on a ASUS S56CA-DH51 Ultrabook, Intel Core i5-3317U CPU @ 
1.70 GHz, 6GB DDR3 RAM, 750GB HDD+24GB SSD, 15.6" HD LED 1366x768 screen with Intel HD 
Graphics 4000, and operating Windows 10 64-Bit. E-Prime 2.0 (2.0.10.356) was used to design and 
run the experiment, recording response accuracy and response time in milliseconds (ms) 
(Schneider, Eschman, & Zuccolotto, 2002).  
Stimuli were simultaneously presented visually and auditorily. Auditory stimuli were 
previously recorded in a silent room by a female native American-English speaker and 
subsequently edited for noise reduction (set to 12 dB), sensitivity (set to 6 on a scale of 0-24), 
frequency smoothing (set to 3 bands), and normalization (set to -1.0 dB). During the experiment, 
auditory stimuli were presented at approximately 70dB using Sentey Orbeat White Gs-4440 
                                                          
1 Orthographic Levenshtein distance measures the similarity between a given word and its 20 orthographically 
closest neighbors by calculating the mean minimum number of changes (insertions, deletions or substitutions of 
single characters) needed to generate another word from the given word (Yarkoni, Balota, & Yap, 2008). 
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Audiophile Level Stereo Headphones for PC (impedance 32 Ohm, frequency response 20Hz~20KHz, 
signal to noise ratio ≥-60dB, sensitivity (S.P.L) 92dB±3dB). Stimuli were visually presented in lower 
case 36-point Courier New as black characters on a white background. The laptop screen was 
angled between approximately 100 and 120 degrees, depending on the participant’s preference. 
 
3.2.5 Procedure 
A lexical decision task was administered in which participants had to identify whether the 
string of letters on the screen formed a real word or not. Each person was tested individually in a 
quiet room at a table with the investigator seated next to them. Participants indicated their answer 
by pressing a green button on a keyboard for a real word (green sticker covered key /) and a red 
button for a pseudoword (red sticker covered key z). The instructions specified to answer as 
accurately and as quickly as possible, but stressed that accuracy was more important than speed. 
This clause served the purpose to avoid shallow lexical processing and to lessen the chance of a 
speed-accuracy trade-off that would negatively affect accuracy (Pollatsek et al., 1999). 
The lexical decision task was divided into four parts and administration of each part was 
alternated with other language tasks. The first administrative part was preceded by detailed 
instructions and eight practice items (four nouns and four verbs) to accustom the participants to 
the task. Each subsequent administrative part of the lexical decision task was proceeded by four 
practice items (either four nouns or four verbs). Blocks within each administrative part as well as 
words and pseudowords within a block were randomly presented. Unknown to the participant, 
each block started with three filler items.  
Each lexical decision part lasted roughly ten minutes and consisted of four or five blocks of 
approximately two minutes each followed by a short break (a minimum of fifteen seconds was 
required to proceed). Each block consisted of either all nouns or all verbs; words were 
accompanied by either ‘the’ or ‘to’ corresponding to the block’s grammatical category. Blocks were 
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balanced on the number of items of each category. A fixation cross of 750 ms preceded the onset of 
a word. Participants had to answer within six seconds after onset of the word; if no answer was 
given after six seconds the word would disappear and a new trial would appear—the item’s 
accuracy would be scored as incorrect. 
 
3.2.6 Scores for disease severity, semantic ability, and response bias 
A composite score for disease severity was computed from the CDR and MMSE scores in 
order to account for individual variances in severity of PPA. The CDR evaluates cognitive and 
functional performance by rating six domains on the degree of impairment with a score of 0 (none), 
0.5 (questionable), 1 (mild), 2 (moderate), or 3 (severe): Memory, Orientation, Judgment and 
Problem Solving, Community Affairs, Home and Hobbies, and Personal Care (Morris, 1993). For 
each individual with PPA, the sum of these box scores—a measure used to diagnose mild dementia 
(Lynch et al., 2006)—was converted to a scale from 0-1 by dividing the summated scores by the 
maximum possible score of 18. The MMSE assesses general cognitive status on a scale from 0-30 
whereby a score of 28-30 reflects normal cognition or very mild cognitive impairment. To compute 
the composite score, the scale of MMSE scores was flipped (e.g., a score of 26 became a score of 4) 
and subsequently converted to a scale from 0-1 by dividing the flipped score by the maximum 
possible score of 30. The composite score was the sum of the rescaled CDR box scores and MMSE 
scores, thus ranging from 0-2 in which a higher score is higher severity.  
 A composite score for semantic ability was calculated from the performance on two non-
verbal semantic tasks, a 14-item picture version of the Pyramids and Palm Trees test and a 20-item 
four-alternative Over-regular Object Test. In this task, a participant sees four pictures of the same 
object or animal; one of the pictures is a correct representation of the object or animal while three 
pictures have been visually manipulated such that they have missing, added, or changed 
characteristics. One of the items (‘scythe’) was excluded from analysis as the majority of the control 
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participants was not familiar with the object and could therefore not make a choice. A composite 
score for individuals with PPA and controls was calculated by re-scaling both scores to a scale from 
0-1, by dividing the individual’s Pyramids and Palm Trees test score by its maximum of 14 and their 
Over-regular Object Test score by its maximum of 19, and subsequently calculating their mean. 
Thus, semantic ability is represented on a scale from 0-1 in which the higher the score, the better 
the semantic ability. 
 Response bias on the lexical decision task was measured using the sensitivity index d', 
following Signal Detection Theory (Macmillan, 2002). First, the hit-rate and false alarm-rate were 
calculated. The hit-rate was the number of correctly identified real words divided by the total 
number of real words that a person judged. The false alarm-rate was the number of incorrectly 
identified pseudowords (i.e., answering ‘yes’ to a pseudoword) divided by the total number of 
pseudowords that a person judged. Subsequently, d’ was calculated by the inverse of the normal 
cumulative distribution of the hit-rate minus the inverse of the normal cumulative distribution for 
the false alarm-rate. The interpretation of d’ is as follows: the lower the value, the higher the 
response bias. 
 
3.2.7 Statistical analysis 
Descriptive statistics were calculated for all variables. Items that received no response were 
scored as incorrect (0.13% of the responses; 45 out of 34,981, all in individuals with PPA). 
Responses faster than 200 ms were excluded from analyses (0.05% of the responses; 16 out of 
34,981, all in individuals with PPA). Analyses with response time as the dependent variable 
included only items with correct responses. Due to the typical positively skewed distribution of 
response times, a natural logarithmic transformation was applied to render the data normally 
distributed. All analyses used p < .05 to indicate significance, corrected for multiple comparisons, if 
necessary. 
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Analyses that compared age and education among groups were performed with one-way 
Analysis of Variance (ANOVA). Disease severity, semantic ability, and d’ were analyzed using 
Analysis of Covariance (ANCOVA) with age and education as covariates. Multiple pairwise 
comparisons on all ANOVAs and ANCOVAs used the Šidák correction. Relationships between 
continuous variables were analyzed with simultaneous multiple regression models. If test scores 
were not collected on the same day, the time interval in days between testing points was included 
as a covariate in the model. 
To analyze the accuracy responses on the lexical decision task—a binomial measurement—
a mixed-effects binary logistic regression model was fit with a random intercept and fixed slope. 
The fixed slope was used instead of a random slope as a comparison with a model with random 
intercepts and random slopes could not be fit due to a lack of covariance among the slopes of the 
random variable. The hierarchical structure included items (level 1) and subjects (level 2). Age, 
education, diagnosis, disease severity, and the status of real- or pseudoword (from here on called 
‘word status’) were entered as fixed effects, as was the interaction between diagnosis and word 
status. To include disease severity as a covariate, this measure was set to zero for control 
participants, as they had been officially diagnosed with behavioral testing and neuroimaging (18 
control participants) or assumed (7 control participants) to be cognitively normal. The random 
effect covariance type was selected as scaled identity (i.e., no correlation) because the random 
effect had only one level. Pairwise estimates with least significance difference comparison were 
included for diagnosis and for the interaction between diagnosis and word status. A separate but 
similar model was used to investigate the relation between semantic ability on lexical decision 
accuracy, in which disease severity was excluded as a covariate due to its high correlation with 
semantic ability. This model had semantic ability as a fixed, explanatory variable and included 
interactions between diagnosis and semantic ability as well as between word status and semantic 
ability. 
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 To analyze the continuous variable response times on lexical decision performance and the 
effect of semantic ability on lexical decision, linear mixed-effects models were used. Apart from the 
distribution and link in comparison to the accuracy models, the response time models were built 
with the same fixed and random effects as described in the accuracy models.  
All data were analyzed in IBM SPSS Statistics Version 24 (IBM Corp., 2016). 
 
3.3 Results 
3.3.1 Disease severity and semantic ability 
 Performance of individuals with PPA was analyzed per diagnostic group; the groups were 
compared to each other and to controls on the demographic variables of age and education, and 
compared among each other on measures of disease severity and semantic ability. An overall 
significant effect of age across groups (F(3, 62) = 2.854, p = .044) was further analyzed via pairwise 
comparisons, which showed that individuals with semantic PPA were older than those with the 
logopenic variant (p = .045), but not older than those with non-fluent PPA (p = .338); there was no 
significant age difference between individuals with the logopenic and non-fluent variants (p = .956). 
Additionally, none of the PPA groups were significantly older than the control group (non-fluent: p 
= .910; logopenic: p = .281, semantic: p = .828). An overall effect of education (F(3, 62) = 5.902, p = 
.001) was further analyzed in pairwise comparisons which showed that individuals with PPA did 
not differ among each other in terms of years of education (non-fluent vs. logopenic: p = 1.000; non-
fluent vs. semantic: p = .381; logopenic vs. semantic: p = .308). While the semantic PPA group did 
not significantly differ from the control group (p = .703), the non-fluent (p = .008) and logopenic 
PPA (p = .005) groups did. 
 Disease severity was significantly different across groups (F(2, 35) = 3.623, p = .037; Figure 
4); individuals with semantic PPA (m = .621, SD = .078) had a higher disease severity than those 
with non-fluent PPA (m = .329, SD = .75; p = .032). This difference was not present between 
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individuals with semantic and logopenic PPA (m = .443, SD = .078; p =.369) or between those with 
logopenic and non-fluent PPA (p = .672). 
 
 
Figure 4. Disease severity in individuals with primary progressive aphasia (PPA) 
 
The composite score for semantic ability, measured for 36 individuals with PPA and 25 
controls, was significantly different across the four groups (F(3, 55) = 14.607, p < .001; Figure 5). 
Individuals with the semantic variant2 (m = .68, SD = .03, n = 12) had significantly less semantic 
ability than individuals with both the non-fluent (m = .87, SD = .03, n = 13; p = .001) and the 
logopenic variants (m = .88, SD = .04, n = 11; p = .001); the latter two groups did not differ from 
                                                          
2 Within the semantic PPA group, individuals with left-dominant atrophy (N = 5) were marginally significantly 
better in their semantic ability then individuals with right-dominant atrophy (N = 7) in a comparison using the 
Mann-Whitney U-test (Z = -1.868, p = .062), most probably due to relatively more left-sided atrophy in the right-
dominant variant than in the left-dominant variant (see section 2.5.3). This analysis should, of course, be 
interpreted with caution given the small sample size and large variability within the two subgroups. 
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each other (p = 1.000). Contrasts with the control group showed that the group of individuals with 
semantic PPA was significantly worse than controls (p < .001), the group of individuals with non-
fluent PPA was marginally significantly worse than controls (p = .072) and the group of individuals 
with logopenic PPA was not significantly different from controls (p = .206). A regression analysis 
calculated across all individuals with PPA showed that disease severity was a significant predictor 
of semantic ability (β = -.347, p = .045; Table A2 in Appendix A; Figure 6 displays the relation 
between disease severity and semantic ability for each variant). 
 
 
Figure 5. Semantic ability of controls and individuals with primary progressive aphasia (PPA) 
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Figure 6. Relation between disease severity and semantic ability (PPA = primary progressive aphasia) 
 
3.3.2 Lexical decision 
3.3.2.1 Accuracy 
The relationship between diagnosis and lexical decision accuracy showed significant 
variance in intercepts across items (var(u0j) = .413, z = 4.400, p < .001). Age (F(1, 34768) = 3.199, p 
= .518) and education did not significantly predict accuracy (F(1, 34768) = 3.199, p = .074). Overall 
accuracy was, however, significantly predicted by disease severity (F(1, 34768) = 16.664, p < .001) 
and different across diagnoses (F(3, 34768) = 5.827, p = .001). More specifically, all three PPA 
groups performed overall significantly worse than controls in accuracy; on average, individuals 
with the semantic variant performed the worst (B = 1.820, SE = .364, p <.001), followed by 
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approximately equal performance by individuals with the non-fluent (B = .973, SE = .327, p = .003) 
and logopenic variants (B = 1.074, SE = .357, p = .003). 
There was a difference in performance on real words and pseudowords (F(1, 34768) = 
111.007, p < .001), with a significant interaction between diagnosis and word status (F(3, 34768) = 
10.310, p < .001, see Figure 7). When contrasting the difference between real words and 
pseudowords within each group, individuals with the non-fluent (F(1, 34768) = 19.220, p < .001), 
logopenic (F(1, 34768) = 12.572, p < .001), and semantic (F(1, 34768) = 5.230, p = .022) PPA 
variants as well as controls (F(1, 34768) = 13.436, p < .001) scored significantly less accurately on 
pseudowords than on real words. On real words, all PPA groups were worse than the controls (m = 
.008, SE = .002), with pairwise contrasts indicating that the largest difference was with individuals 
with the semantic variant (∆m = -.039, SE = .011, p < .001) and equal differences were seen with 
individuals with non-fluent (∆m = -.013, SE = .005, p = .008) and logopenic PPA (∆m = -.015, SE = 
.006, p = .009). Individuals with the semantic variant (m = .047, SE = .010) also significantly differed 
from those with the non-fluent (∆m = .026, SE = .011, p = .015) and logopenic variants (∆m = .024, 
SE = .011, p = .028) on real words, while individuals with the latter two variants did not differ 
between each other (∆m = -.002, SE = .006, p = .731). On pseudowords, however, the three PPA 
groups did not differ among each other, but individuals with the non-fluent (∆m = -.029, SE = .011, p 
= .011) and semantic (∆m = -.037, SE = .015, p = .012) variants differed significantly from the 
controls (m = .021, SE = .005), and the logopenic PPA group differed marginally significantly from 
controls (∆m = -.021, SE = .011, p = .063). 
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Figure 7. Lexical decision accuracy on real words and pseudowords (PPA = primary progressive 
aphasia) 
 
3.3.2.2 Response time 
 A significant variance in intercepts across items was observed in the relationship between 
diagnosis and lexical decision response time (var(u0j) = .086, z = 128.961, p < .001). Similar to 
accuracy, neither age (F(1, 33321) = 1.597, p = .206) nor education (F(1, 33321) = .458, p = .499) 
significantly predicted response times, whereas the effects of diagnosis (F(1, 33321) = 9.368, p < 
.001), disease severity (F(1, 33321) = 9.735, p = .002), word status (F(1, 33321) = 4243.724, p < 
.001), and the interaction between diagnosis and word status (F(1, 33321) = 76.765, p < .001) were 
all significant. Overall, only the non-fluent PPA group (m = 7.165, SE = .061) was significantly 
slower than the control group (∆m = -.435, SE = .088, p < .001) (individuals with semantic PPA vs. 
controls: ∆m = .171, SE = .106, p = .106, and individuals with logopenic PPA vs. controls: ∆m = .151, 
SE = .100, p = .130). Individuals with the non-fluent variant were also significantly slower than 
those with the semantic (∆m = .264, SE = .091, p = .004) and logopenic variants (∆m = .284, SE = 
.086, p = .001). 
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All groups, including controls (F(1, 33321) = 1071.203, p < .001), were significantly slower 
on pseudowords than real words (individuals with non-fluent PPA: F(1, 33321) = 760.306, p < .001, 
individuals with logopenic PPA: F(1, 33321) = 876.704, p < .001, individuals with semantic PPA: 
F(1, 33321) = 1719.224, p < .001; Figure 8). On pseudowords, individuals with non-fluent PPA (m = 
7.273, SE = .061) were significantly slower than controls (∆m = .454, SE = .088, p < .001), those with 
logopenic PPA (∆m = .281, SE = .086, p = .001), and those with semantic PPA (∆m = .211, SE = .091, 
p = .021). Individuals with semantic PPA (m = 7.062, SE = .072) were also significantly slower on 
real words than the control group (∆m = .243, SE = .106, p = .022), but individuals with logopenic 
PPA (m = 6.992, SE = .067) were not (∆m = .172, SE = .100, p =.085). On real words, again the non-
fluent group (m = 7.057, SE = .061) was significantly slower than the control (∆m = .416, SE = .088, 
p < .001), logopenic PPA (∆m = .286, SE = .086, p = .001), and semantic PPA groups (∆m = .317, SE = 
.091, p < .001). None of the other contrasts among groups were significant. 
 
 
Figure 8. Lexical decision response times on real words and pseudowords (PPA = primary progressive 
aphasia) 
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3.3.2.3 Response bias  
The sensitivity index d’, a measurement of response bias, was significantly different 
between individuals with PPA (m = 3.84, SD = 2.30) and controls (m= 6.90, SD = 4.55) (t(31.598) = -
3.162, p = .004). More specifically, a significant yes-bias compared to controls (m = 7.047, SE = .720) 
was observed in individuals with semantic (∆m = 4.146, SE = 1.157, p = .001) and logopenic PPA 
(∆m = 3.509, SE = 1.328, p = .010). A yes-bias was only marginally significantly present in those 
with non-fluent PPA (∆m = 2.174, SE = 1.205, p = .076). Independent of diagnosis, disease severity 
(β = -.448, p < .001; Table A3 in Appendix A) and semantic ability (β = -.381, p = .003; Table A4 in 
Appendix A) were both significant predictors of d’.  
 
3.3.2.4 Lexical decision vs. semantic ability 
 Semantic ability (in a mixed model covaried for age, education, word status, and d’) was a 
significant predictor of lexical decision accuracy across the three PPA groups (F(1, 18889) = 5.142, 
p = .023; Figure 9). Semantic ability significantly interacted with word status (F(1, 18889) = 23699, 
p <. 001), with a larger effect in real words than pseudowords.  
Separate models for each diagnosis revealed more details about the relation of semantic 
ability, and its interaction with word status, to accuracy performance in individuals with different 
PPA variants. Semantic ability significantly predicted accuracy in individuals with non-fluent PPA 
(F(1,6789) = 7.410, p = .007), without an interaction with word status (F(1,6789) = 2.098, p = .148). 
Accuracy performance in individuals with logopenic PPA was not significantly predicted by 
semantic ability (F(1,5802) = 1.083, p = .298) and did not interact with word status (F(1,5802) = 
1.083, p = .828). Semantic ability was also not a significant predictor of accuracy in individuals with 
semantic PPA (F(1,6284) = .127, p = .722), however, semantic ability did interact with word status 
(F(1,6284) = 4.984, p = .026) with a larger effect on accuracy in real words than in pseudowords. 
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 Lexical decision response times were also significantly predicted by semantic ability (F(1, 
18889) = 4.405, p = .036; Figure 10) and this effect significantly interacted with word status (F(1, 
18890) = 13.876, p < .001) with a larger effect in real words than pseudowords.  
In separate models for each diagnosis, semantic ability significantly predicted response 
times in individuals with the non-fluent variant (F(1,6789) = 10.038, p = .002) and interacted 
significantly with word status (F(1, 6789) = 4.552, p = .033). In individuals with logopenic PPA, 
semantic ability significantly predicted response times (F(1, 5802) = 13.931, p < .001), but did not 
interact with word status (F(1,5802) = .006, p = .936). In individuals with semantic PPA, semantic 
ability did not significantly predict response times as a main effect (F(1, 6284) = .185, p = .667), but 
its interaction with word status did (F(1, 6284) = 7.859, p = .005): the effect was larger for real 
words than for pseudowords. 
 
 
Figure 9. Relation between semantic ability and lexical decision accuracy (PPA = primary progressive 
aphasia) 
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Figure 10. Relation between semantic ability and lexical decision response times (PPA = primary 
progressive aphasia) 
 
3.4 Discussion  
This study of 41 individuals with PPA compared the non-fluent, logopenic, and semantic 
variants of this disease on lexical decision performance and its relation to semantic impairment. 
The aims of this study were to assess whether poor lexical decision performance occurs across 
individuals with all three variants of PPA or is restricted to individuals with the semantic variant, 
and whether semantic impairment and a deficit in word recognition are necessarily linked. The 
results show, on the one hand, that individuals with all three PPA variants perform below normal 
on lexical decision. On the other hand, poor semantic ability alone does not sufficiently account for 
the variance in lexical decision performance within diagnoses—even though there is a significant 
overall relationship of lexical decision performance on both accuracy and response times with 
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semantic ability. The absence of a significant relation between lexical decision performance and 
semantic ability in individuals with semantic PPA favors the dual-route cascaded model, in which 
semantic activation is not necessary, over the connectionist model. Yet, the predictive value of 
semantic ability for lexical decision performance across all individuals with PPA—including those 
with non-fluent and logopenic PPA—reveals an active role for semantic information in word 
recognition. 
To the author’s knowledge, this is the first study to compare the lexical decision 
performance in sizeable groups of individuals with all three variants of PPA and its relation to the 
degree of semantic ability. Previous studies on lexical decision and semantic ability have strongly 
and almost exclusively focused on individuals with semantic PPA in light of the marked semantic 
impairment in this variant (e.g., Patterson et al., 2006). One of the reasons for the infrequency of 
lexical decision assessment in individuals with the non-fluent and logopenic variants is the 
perception that individuals with these variants do not suffer from lexical-semantic processing 
difficulties; language patterns in individuals with non-fluent and logopenic PPA are specifically 
thought to include spared single-word comprehension (Gorno-Tempini et al., 2011). While it is true 
that lexical-semantic processing is not a diagnostic deficit of individuals with these PPA variants, 
especially in comparison to those with semantic PPA, the results demonstrate that as a group 
individuals with both the non-fluent and logopenic variant perform below normal despite the 
clinically-marked absence of semantic impairment. These between- and within-group analyses 
confirm the scarce and scattered reports across a handful of case and single-group studies that 
lexical decision can be impaired in individuals with all three variants of PPA (e.g., Bonner & 
Grossman, 2012; Heim et al., 2014; Nelissen et al., 2010; Tree & Kay, 2015). 
 Individuals with PPA showed a significant response bias compared to controls, in that they 
more often falsely asserted a pseudoword was real. This is not the reason, however, for the overall 
performance difference between individuals with PPA and controls; in fact, all comparisons 
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between controls and each PPA group were significant for real words while not all were for 
pseudowords. The response bias was—independent of diagnosis—significantly linked to semantic 
ability, but the results reveal that semantic impairment alone cannot explain the increase of 
response bias. That is, a significant response bias was observed in individuals with semantic and 
logopenic PPA, and was marginally significantly present in those with the non-fluent variant, while 
only individuals with semantic variant PPA performed significantly worse on semantic ability 
compared to those with the non-fluent and logopenic variant. Individuals with these latter two 
diagnoses were not significantly different from each other in semantic ability; in fact, the logopenic 
PPA group was on average slightly better than the non-fluent PPA group. Hence, the sensitivity 
measure d’ is not an extension of the measurement of semantic ability and should be considered as 
a separate factor in evaluating lexical decision performance across individuals with PPA. The 
finding of a response bias in individuals with the semantic and logopenic variants is in line with 
reports in the literature (e.g., Dilkina et al., 2010; Funnell, 1996; Tree & Kay, 2015). A response bias 
might reflect the onset of executive function difficulty, but further research is needed to investigate 
the mechanisms underlying the response bias in these individuals. 
 A central question regarding lexical processing is to what degree semantic knowledge is 
needed to successfully perform lexical decision. In other words, can we make accurate distinctions 
about the realness of a word solely based on the orthographic/phonological familiarity and its 
structural features, or do we need conceptual information about what the lexical label represents 
(Rogers et al., 2004)? The results of this study show that both the accuracy and response time to 
distinguish a real word from a pseudoword are to a great extent explained by the degree of 
semantic impairment. Moreover, the overall influence of poor semantic ability on lexical decision 
performance was larger for real words, which have meaning, than for pseudowords, which do not 
contain conceptual information. This result argues in favor of a strong involvement of semantic 
knowledge in lexical decision as proposed by the connectionist model (Plaut et al., 1996). However, 
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accuracy and response times were specifically not found to correlate with semantic ability in 
individuals with the semantic variant; close observation of the pattern shows a large amount of 
variance in the relation between semantic ability and lexical decision performance. This finding 
argues in favor of separation of lexical and semantic knowledge as proposed by the dual-route 
cascaded model, in which the semantic knowledge is not necessary for lexical decision (Coltheart et 
al., 2001).  
An explanation for this evidence in favor of both the connectionist and dual-route cascaded 
models is provided by Bonner et al. (2013), who state that the debate’s central question in fact 
consists of two independent questions, namely 1) whether semantic information is necessary in 
word recognition, and 2) whether semantic information is automatically activated in word 
recognition. The findings in the current study are consistent with the hypothesis that lexical 
information alone might be sufficient to distinguish real words from pseudowords, but that this 
does not exclude the possibility that semantic information can automatically become activated, too. 
Thus, the role of semantic information in lexical decision cannot be disregarded by theorists. 
 In summary, the between- and within-group research in this chapter of individuals with all 
three variants of PPA provides evidence concerning the use of semantic knowledge in lexical 
decision over what can be gleaned from studying individuals with semantic PPA alone. The results 
revealed that the individuals with non-fluent, logopenic, and semantic variants of PPA all show 
decreased performance on lexical decision compared to controls, and that their deficit is strongly 
linked—but not inevitably—to semantic processing capacity. Future research will need to address 
whether the underlying factors that lead to decreased performance in individuals with PPA are the 
same across all three variants or caused by different deficiencies depending on their respective core 
language issues and focal atrophy. The following chapters will determine whether different 
performance patterns across groups of individuals with the three variants of PPA may arise due to 
the influence of psycholinguistic variables (e.g., frequency and age of acquisition) and/or semantic 
52 
features (e.g., action, sound, and other sensory-perceptual characteristics), as well as their relation 
to regions of atrophy. 
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4 Study 2: Age of acquisition, frequency, and neighborhood density 
affect lexical-semantic processing in primary progressive aphasia 
in different ways 
 
4.1 Introduction 
Words are complex entities composed of various pieces of information, of which meaning is 
one and lexical label (i.e., word form) another. Various factors have been proposed to affect word 
processing at either the word form level or conceptual level. The most discussed factor is lexical 
frequency, how often a word occurs in a given corpus (a sample that is assumed to represent our 
general use of language). A long-lasting and unsettled debate revolves around if and how lexical 
frequency relates to another factor, namely at what age a word is learned, i.e., age of acquisition. 
These factors are highly correlated with each other; a high frequency word is often acquired at an 
early age while a low frequency word is usually acquired at a later age (Morrison, Ellis, & Quinlan, 
1992). Some researchers propose that therefore frequency and age of acquisition measure the same 
underlying variable (i.e., cumulative frequency, e.g., Zevin & Seidenberg, 2002). Others state that, 
despite their correlation, frequency and age of acquisition can be dissociated as two independent 
factors (e.g., Gerhand & Barry, 1998). Yet others suggest that the age of acquisition effect is partly 
due to frequency and partly independent (Brysbaert & Ghyselinck, 2006). It is important to 
determine the scope and independence of these psycholinguistic variables, as their effects on task 
performance of both healthy individuals and those with brain damage can provide valuable 
information about the organization of words in our mind and brain. 
To test the effect of these variables, frequency and age of acquisition are often investigated 
using various tasks such as naming and lexical decision with the intention of measuring which of 
the two has a larger effect on accuracy and response times. One must question the methodological 
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designs used to reach these interpretations since all possible outcomes have been reported: age of 
acquisition has a larger effect than frequency, age of acquisition and frequency have equal effects, 
and age of acquisition has a smaller effect than frequency (e.g., Brysbaert & Ghyselinck, 2006; 
Cortese & Khanna, 2007; Gilhooly & Logie, 1982; Treiman, Mullennix, Bijeljac-Babic, & Richmond-
Welty, 1995). Many studies employ multiple regression analyses to define each factor’s influence 
(e.g., Brown & Watson, 1987; Cortese & Schock, 2013), but this can be problematic in light of the 
intercorrelation between frequency and age of acquisition. To get around this statistical hurdle, 
some researchers employ a design in which they manipulate one factor while controlling for the 
other, for example, comparing performance on early versus late acquired words with on average 
equal frequencies (e.g., Barry, Hirsh, Johnston, & Williams, 2001; Turner, Valentine, & Ellis, 1998). 
An additional step would be to not only control for the other variable, but to contrast extreme 
values of one variable within a constant, extreme value of the other; for example, to analyze the 
effects of early versus late age of acquisition within only low frequency words, or high versus low 
frequency within only late age of acquisition words (e.g., Gerhand & Barry, 1999). 
Orthographic neighborhood density, bound to a word’s lexical label, is a third 
psycholinguistic factor that has been suggested to influence lexical-semantic processing. This factor 
quantifies how many close neighbors a word has by counting the number of words that differ 
orthographically by one letter from the target word. The effects reported for orthographic 
neighborhood density are contradictory. High neighborhood density facilitates lexical decision in 
some studies (e.g., Pollatsek et al., 1999; Sears, Hino, & Lupker, 1995), inhibits it in others (e.g., 
Carreiras, Perea, & Grainger, 1997), and an effect is absent in yet others (e.g., Coltheart, Davelaar, 
Jonasson, & Besner, 1977). This inconsistency might be explained by an interaction between 
neighborhood density and frequency, in which neighborhood density works in a facilitative manner 
for low frequency words and in an inhibitive manner for high frequency words (Balota et al., 2004; 
Sears et al., 1995).  
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Age of acquisition is considered to have a semantic locus, while neighborhood density 
applies to the word form level3 (e.g., Brysbaert, Van Wijnendaele, & De Deyne, 2000; Cortese & 
Khanna, 2007; Levelt, Roelofs, & Meyer, 1999; Roelofs, Meyer, & Levelt, 1996; Steyvers & 
Tenenbaum, 2005). This is exemplified by highly overlapping measures of age of acquisition across 
languages (for words and their translation equivalents), while values of neighborhood density for 
such word pairs differ dramatically across languages (see Lexicon Projects, e.g., Balota et al., 2007; 
Ferrand et al., 2010; Keuleers, Diependaele, & Brysbaert, 2010; Keuleers, Lacey, Rastle, & Brysbaert, 
2012). The mental lexicon is thought to be separated into a conceptual level, lemma level, and 
lexeme level. The conceptual level relates to semantics, the lemma level to syntax, and the lexeme 
level to aspects of word form in single-word processing (Bock & Levelt, 1994). Thus, since 
neighborhood density operates at the lexeme level and is not directly related to the semantic 
concept of a word, it might not be relevant to semantic decline. 
Semantic decline is, of course, the main deficit in individuals with semantic PPA, also called 
semantic dementia. Semantic processing in language is mainly reflected at a word-level (i.e., lexical-
semantic processing, which also incorporates the lexical aspects of words). While semantic 
impairment at word-level is only a diagnostic deficit in individuals with semantic PPA, in 
individuals with all three variants of PPA—non-fluent, logopenic, and semantic—words are affected 
in some way, being the production, retrieval, or understanding of words, respectively. Individuals 
with non-fluent PPA are the least affected in semantic processing, with normal single-word 
comprehension and spared object knowledge, yet with variability among individuals with the non-
fluent variant regarding the degree of word-finding difficulties. The hallmark of individuals with 
logopenic PPA is anomia; although their single-word comprehension is preserved, they often 
experience effort finding the intended word for production. This deficit is not driven by impairment 
at a conceptual level, as shown by their ability to instead use simpler substitutions or 
                                                          
3 The locus of frequency is debated and will not be discussed in detail here (but see section 6.3.2). 
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circumlocutionary descriptions. By contrast, in individuals with the semantic variant, the 
conceptual level is inherently affected as these individuals lose the core knowledge of concepts, in 
that they may claim they have never known the name or use of a common object.  
To determine how various levels of the mental lexicon modify lexical-semantic processing, 
this study investigates if and how the psycholinguistic factors of frequency, age of acquisition, and 
neighborhood density differently affect lexical decision accuracy and response times in individuals 
with PPA. Several studies have investigated the effects of age of acquisition and frequency in 
naming and spontaneous speech in individuals with semantic dementia and in individuals with PPA 
as a general diagnosis (e.g., Bird, Lambon Ralph, Patterson, & Hodges, 2000; Hirsh & Funnell, 1995; 
Kremin et al., 2001; Lambon Ralph, Graham, Ellis, & Hodges, 1998). However, to the author’s 
knowledge neither main effects nor interaction effects of frequency, age of acquisition, and 
neighborhood density have been compared in lexical decision performance among individuals with 
the three separate PPA variants. The results of Study 1 in Chapter 3 showed that all three diagnostic 
groups of individuals with PPA perform below the norm of healthy older adults on a lexical decision 
task, with variability among the three diagnostic groups in their level of performance. The data 
therefore provide the opportunity to compare the effects—and their size—of frequency, age of 
acquisition, and neighborhood density on lexical decision performance of individuals with PPA, as 
well as how these might differ across diagnoses. 
The correspondence between the focal atrophy pattern of individuals with each variant of 
PPA on the one hand and the brain regions involved in word-form or semantic processing leads to 
explicit hypotheses on the influence of psycholinguistic variables on lexical decision performance. 
As previously discussed (see section 2.1), the inferior frontal, temporoparietal, and 
occipitotemporal networks are involved in lexical analysis and word form processing in reading 
(e.g., Shaywitz et al., 1998). These areas are typically affected in individuals with either the non-
fluent or logopenic variant, but not in those with semantic PPA (e.g., Gorno-Tempini et al., 2011). 
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Thus, an effect of neighborhood density is expected in individuals with non-fluent and logopenic 
PPA, but not in those with the semantic variant. On the contrary, individuals with semantic PPA 
experience semantic problems, caused by atrophy in the anterior temporal lobe. As the effect of age 
of acquisition has a semantic locus, the expectation is that age of acquisition will specifically 
influence lexical decision performance in individuals with the semantic variant, but not in those 
with the non-fluent or logopenic variants. 
 
4.2 Methodology 
4.2.1 Participants, apparatus, procedure 
The participants, apparatus, and procedure in this chapter are the same as in Chapter 3. The 
stimuli in this study were a subset of the 355 words administered in Chapter 3; section 3.2.3 
reviews the composition of the overall stimulus set, including the generation and selection of 
pseudowords. The following section describes the details of the selected subset of 96 stimuli for the 
current study. 
 
4.2.2 Stimuli 
 The materials consist of two sets of each 48 nouns to contrast frequency with either age of 
acquisition or neighborhood density, with three words overlapping between the sets. Each set was 
divided in four categories of 12 words following a 2x2 design (high/low frequency versus early/late 
age of acquisition and high/low frequency versus high/low neighborhood density) (see Tables C1 
and C2 in Appendix C).  
Familiarity ratings were available for 83 of the 93 unique words (Nusbaum et al., 1984), 
with the words having high familiarity on a scale from 1-7 (mean = 6.95, SD = 0.11, range 6.5-7). All 
words occur at least one time per a million words in the subtitle-based SUBTLEXUS corpus, with the 
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exception of five words (0.41-0.94 p/million) (Brysbaert & New, 2009). All words are acquired 
below 11 years of age (range = 2.5-9.5 years) (Kuperman et al., 2012). 
The stimuli were part of a larger lexical decision paradigm with 355 real words and 175 
pseudo-words (see Study 1). The pseudowords were orthographically and phonologically plausible 
in English. Candidates for pseudowords were automatically created using Wuggy, a pseudoword 
generator (Keuleers & Brysbaert, 2010), followed by a manual selection and verification by a 
second reader who was a native speaker of American English. Pseudowords were based on real 
words used in the experiment; all pseudowords were the same letter- and syllable-length as their 
basis-word, differed less than +-0.15 orthographic Levenshtein distance from their basis-word, and 
had up to 2 neighbors at one edit distance more or less than their basis-word. Each pseudoword 
was generated for a different real word of the stimuli, i.e., no pseudowords shared the same basis-
word. No homophones of existing English words were included. 
 
4.2.2.1 Set 1. Frequency vs. age of acquisition 
 The four categories in Set 1 included 12 words each that were either high frequency/early 
acquired, high frequency/late acquired, low frequency/early acquired, and low frequency/late 
acquired. Low frequency words occurred 0.4 – 8.0 times p/million words and high frequency words 
occurred 20 – 560 times p/million words (see Brysbaert & New, 2009). Words were considered 
early acquired before 4.5 years of age and late acquired after 7 years of age.  
The categories were matched on letter length, phoneme length, syllable length, imageability, 
orthographic neighborhood density, phonological neighborhood density, and familiarity (Balota et 
al., 2007; Brysbaert et al., 2014). When each of two categories were collapsed to be divided by only 
variable (either frequency or age of acquisition), the two 24-word categories still matched on these 
variables.  
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4.2.2.2 Set 2. Frequency vs. neighborhood density 
 The four categories in Set 2 included 12 words each that were either high frequency/high 
neighborhood density, high frequency/low neighborhood density, low frequency/high 
neighborhood density, and low frequency/low neighborhood density. As neighborhood density is 
highly influenced by a word’s number of letters (the more letters, the less neighbors), only four-
letter words—having 2-4 phonemes—were included in this set. Neighborhood density is measured 
by the Levenshtein distance to its 20 closest neighbors when performing the minimum number of 
changes (insertions, deletions or substitutions of single characters) to morph one word into 
another (Yarkoni et al., 2008). For example, a Levenshtein distance of 1 (the smallest possible) 
means that the 20 closest words to the target word can all be formed by changing only one 
character. In this set, four-letter words are considered to have high neighborhood density with an 
orthographic Levenshtein distance of 1 – 1.1 and to have low neighborhood density with a distance 
of 1.45-1.9. 
The categories were matched on phoneme length, syllable length, age of acquisition, and 
familiarity. All words in this set were relatively early acquired (age of acquisition = 3.42 – 6.44 
years). When each of two categories were collapsed to be divided by only variable (either frequency 
or neighborhood density), the two 24-word categories still matched on these variables.  
 
4.2.3 Statistical analysis 
Descriptive statistics were calculated for all variables. Items that received no response were 
scored as incorrect (0.1% of the responses; 8 out of 6337, all in individuals with PPA). Responses 
faster than 200 ms would have been excluded from analyses, but did not occur in the data. Analyses 
with response time as the dependent variable included only items with correct responses. Due to 
the typical positively skewed distribution of response times, a natural logarithmic transformation 
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was applied to render the data normally distributed. All analyses used p < .05 to indicate 
significance, corrected for multiple comparisons, if necessary. 
Means were calculated for both accuracy and response time for each of four categories: 
high/low frequency versus early/late age of acquisition in set 1 and high/low frequency versus 
high/low neighborhood density in set 2. The main analysis included models to compare high versus 
low frequency while age of acquisition (set 1)/neighborhood density (set 2) is controlled, and early 
versus late age of acquisition /high versus low neighborhood density while frequency is controlled, 
and the interaction between frequency and age of acquisition (set 1)/neighborhood density (set 2). 
Additional models separated the effects of frequency and age of acquisition (set 1)/neighborhood 
density (set 2) by analyzing differences in accuracy and reaction time among the four different 
categories of words: high frequency-early age of acquisition (set 1)/high neighborhood density (set 
2), high frequency-late age of acquisition (set 1)/low neighborhood density (set 2), low frequency-
early age of acquisition (set 1)/high neighborhood density (set 2), and low frequency-late age of 
acquisition (set 1)/low neighborhood density (set 2). 
The data were analyzed using linear mixed models with maximum likelihood estimation 
with a random intercept and fixed slope covarying out age, education, disease severity, and d’ (yes-
bias, see Chapter 3). Fixed variables for within group models in the main analysis included age, 
education, disease severity, d’, frequency, age of acquisition (set 1 only)/neighborhood density (set 
2 only), and the interaction term between frequency and either age of acquisition or neighborhood 
density. Additional models for each group to compare the four categories with each other included 
age, education, disease severity, d’, and category as fixed variables. 
Models analyzing response time included categories (level 1) and subjects (level 2). For 
accuracy, no hierarchical structure was used as covariance estimates indicated to be at or near zero, 
meaning that there was nearly no variation in the data for the subject factor; the accuracy rate for 
categories for the same subject was not any more similar than the accuracy rate from other 
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subjects. Thus, there was no unique variance to estimate among individuals above and beyond the 
residual variance per category.  
Models that compared one PPA group to the control group included age, education, 
diagnosis, disease severity, d’, category, diagnosis*frequency, and diagnosis*age of acquisition (set 
1)/neighborhood density (set 2). These models included categories (level 1) and subjects (level 2) 
for both accuracy and response times.  
All pairwise comparisons were performed using Šidák correction. Effect sizes, as measured 
in Cohen’s d, for within-group main effects were calculated by dividing the mean difference 
between groups by the standard deviation (√(N)*standard error of the estimate, in which N is the 
number of cases (categories*participants)). Effect sizes were interpreted following Cohen’s 
suggestion that d = 0.2 is considered a small effect size, d = 0.5 a medium effect size, and d = 0.8 a 
large effect size (Cohen, 1992).  
All data were analyzed in IBM SPSS Statistics Version 24 (IBM Corp., 2016). 
 
4.3 Results 
4.3.1 Frequency vs. age of acquisition  
A visual representation of lexical decision performance measured by accuracy and response 
times is presented in Figure 13 and an overview of effect sizes for frequency versus age of 
acquisition in Table 4. Healthy controls showed a significant effect in lexical decision accuracy and 
response times for both frequency (accuracy: F(1, 100) = 4.819, p = .030, d = .25; response times: 
F(1, 75) = 38.537, p < .001, d = .60) and age of acquisition (accuracy: F(1, 100) = 4.819, p = .030, d = 
.25; response times: F(1, 75) = .17.967, p < .001, d = .41), in which high frequency and early age of 
acquisition resulted in more accurate and quicker responses than low frequency and late age of 
acquisition. There was no interaction between frequency and age of acquisition in controls for 
either accuracy (F(1, 100) = .535, p = .466) or response times (F(1, 75) = 1.156, p = .286). When 
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analyzing specific differences among the four different categories (high frequency-early age of 
acquisition, high frequency-late age of acquisition, low frequency-early age of acquisition, and low 
frequency-late age of acquisition), only the difference between the two extreme categories, high 
frequency-early age of acquisition versus low frequency-late age of acquisition, was significant for 
both accuracy and response times (see Table 5). 
 
Table 4. Effect sizes of frequency and age of acquisition 
 FREQUENCY AGE OF ACQUISITION INTERACTION EFFECT 
DIAGNOSIS Acc RT Acc RT Acc RT 
Controls .25* .60*** .25* .41*** n.s. n.s. 
Non-fluent PPA .47** .42** .10 .30* n.s. n.s. 
Logopenic PPA .19 .60*** .15 .24† n.s. n.s. 
Semantic PPA .63*** 1.01*** .49*** .81*** yes† n.s. 
Note. PPA = primary progressive aphasia, Acc = accuracy, RT = response times, n.s. = not significant; effect 
sizes measured in Cohen’s d; significance: * < .05, ** < .01, *** < .001, † < .1 
 
 
In a model with only individuals with the non-fluent variant of PPA, frequency was a 
significant predictor of lexical decision accuracy (F(1, 52) = 11.671, p = .001, d = .47) with higher 
word frequency resulting in better accuracy. Age of acquisition was not significant (F(1, 52) = .539, 
p = .466, d = .10) and neither was an interaction effect between the two variables (F(1, 52) = .637, p 
= .428). For response times, both frequency (F(1, 39) = 9.299, p = .004, d = .42) and age of 
acquisition (F(1, 39) = 4.892, p = .033, d = .30) were significant predictors, in that high frequency 
and early age of acquisition led to quicker responses, but there was no interaction between them 
(F(1, 39) = 1.722, p = .197). In a model that compared individuals with non-fluent PPA with healthy 
controls, the two groups were significantly different in regard to the frequency effect for accuracy 
(F(1, 114), = 8.907, p = .003), in which the effect was stronger for the non-fluent group than for the 
control group. There was no difference between the groups for the age of acquisition effect (F(1, 
114) = .005, p = .943). Neither was there any difference between the groups for response time-
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effects of frequency (F(1, 114) = .227, p = .635) or age of acquisition (F(1, 114) = .214, p = .644). 
When the four categories were compared with each other, high frequency-early age of acquisition 
differed from both low-frequency categories in accuracy performance (see Table 5). None of the 
pairwise comparisons among the four categories were significant for response times.  
 
Table 5. Pairwise comparisons of frequency versus age of acquisition 
 CONTROLS NON-FLUENT PPA LOGOPENIC PPA SEMANTIC PPA 
CONTRAST Accuracy (p-values) 
High frequency-early AoA  
vs. low frequency-early AoA 
.886 .026* .524 .243 
High frequency-late AoA  
vs. low frequency-late AoA 
.222 .352 .996 <.001*** 
High frequency-early AoA  
vs. high frequency-late AoA 
.886 .865 .689 .720 
Low frequency-early AoA 
vs. low frequency-late AoA 
.222 1.000 1.000 .001*** 
High frequency-late AoA  
vs. low frequency-early AoA 
1.000 .325 1.000 .978 
High frequency-early AoA  
vs. low frequency-late AoA 
.015* .029* .329 <.001*** 
 Response times (p-values) 
High frequency-early AoA  
vs. low frequency-early AoA 
.493 .865 .520 .231 
High frequency-late AoA  
vs. low frequency-late AoA 
.131 .999 .940 .033* 
High frequency-early AoA  
vs. high frequency-late AoA 
.900 .946 .954 .524 
Low frequency-early AoA 
vs. low frequency-late AoA 
.452 1.000 1.000 .111 
High frequency-late AoA  
vs. low frequency-early AoA 
.990 1.000 .974 .998 
High frequency-early AoA  
vs. low frequency-late AoA 
.008** .733 .420 <.001*** 
Note. PPA = primary progressive aphasia, AoA = age of acquisition; p-values: * < .05, ** < .01, *** < .001, † < .1 
 
 
A model with individuals with only the logopenic variant showed that neither frequency 
(F(1, 56) = 2.238, p = .140, d = .19) nor age of acquisition (F(1, 56) = 1.378, p = .245, d = .15) was a 
significant predictor of lexical decision accuracy, and there was no interaction between them either 
64 
(F(1, 56) = .577, p = .451). For response times, frequency did have a significant influence (F(1, 42) = 
20.422, p <.001, d = .60), with higher frequency items eliciting quicker responses. Age of acquisition 
influenced response times only marginally significantly (F(1, 42) = 3.212, p = .080, d = .24). There 
was no significant interaction between the two variables (F(1, 42) = 1.624, p = .210). When the 
logopenic group and the control group were compared, there were no significant differences in 
accuracy between the two groups for either the frequency (F(1, 117) = 1.162, p = .283) or age of 
acquisition effects (F(1, 117) = .465, p =.497). Likewise, the individuals with logopenic PPA did not 
differ from controls in the effect that frequency (F(1, 117) = 2.722, p = .102) or age of acquisition 
(F(1, 117) = .034, p = .854) had on response times. Comparisons among the four categories showed 
no significant differences for accuracy or response times (see Table 5). 
Lastly, a model with individuals with only the semantic variant of PPA showed that both 
frequency (F(1, 56) = 22.721, p < .001, d = .63) and age of acquisition (F(1, 56) = 14.014, p < .001, d 
= .49) significantly influenced lexical decision accuracy, with high frequency and early age of 
acquisition resulting in more accurate responses than low frequency and late age of acquisition. 
There was also a marginally significant interaction between the two variables (F(1, 56) = 3.503, p = 
.066, see Figure 11). With regard to response times, both frequency (F(1, 42) = 56.847, p < .001, d = 
1.01) and age of acquisition (F(1, 42) = 37.011, p < .001, d = .81) showed significant effects in which 
high frequency and early age of acquisition facilitated response time. There was no interaction 
between frequency and age of acquisition in response times (F(1, 42) = 1.528, p = .223). A 
comparison of individuals with semantic PPA and controls showed that the effect of frequency (F(1, 
117) = 27.401, p < .001) and age of acquisition (F(1, 117) = 16.208, p < .001) on lexical decision 
accuracy was significantly different between the two groups; for both variables, the effect was 
much larger in the semantic PPA group than in the control group. Similarly in response times, the 
two groups differed significantly for the effects of frequency (F(1, 117) = 15.000, p < .001) and age 
of acquisition (F(1, 117) = 12.419, p < .001), with larger effects in the group with semantic PPA than 
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in the control group. When the four categories were compared with each other for accuracy in 
individuals with the semantic variant, significant differences were observed for low frequency-late 
age of acquisition words versus all three other categories (see Table 5). Comparisons for response 
times showed significant differences between low frequency-late age of acquisition and both high 
frequency categories. 
 
 
Figure 11. Frequency vs. age of acquisition in individuals with semantic primary progressive aphasia 
 
4.3.2 Frequency vs. neighborhood density  
 A visual representation of lexical decision performance measured by accuracy and response 
times is presented in Figure 13 and an overview of effect sizes for frequency versus neighborhood 
density in Table 6. Healthy controls responded more accurately to high frequency than low 
frequency words (F(1, 100) = 12.744, p = .001, d = .35), but there was no main effect of 
neighborhood density (F(1, 100) = .073, p = .788, d = .03) nor was there an interaction effect 
between frequency and neighborhood density (F(1, 100) = .073, p = .788). Response times followed 
a similar pattern, with a significant effect of frequency (F(1, 100) = 101.944, p < .001, d = 1.02) but 
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not of neighborhood density (F(1, 100) = .780, p = .380, d = .09) nor of an interaction between the 
two (F(1, 100) = 1.350, p = .249). When the four categories were compared among each other, 
controls performed more accurately on high frequency-high neighborhood density than both low 
frequency categories, with no other significant pairwise comparisons (see Table 7). For response 
times, differences were observed between high frequency-high neighborhood density and both low 
frequency categories, as well as between high frequency-low neighborhood density and both low 
frequency categories. 
 
Table 6. Effect sizes of frequency and neighborhood density  
 FREQUENCY NEIGHBORHOOD DENSITY INTERACTION EFFECT 
DIAGNOSIS Acc RT Acc RT Acc RT 
Controls .35** 1.02*** .03 .09 n.s. n.s. 
Non-fluent PPA .37** .73*** .37** .15 yes* no 
Logopenic PPA .45** .98*** .29* .21 n.s. n.s. 
Semantic PPA .98*** .88*** .18 .33* n.s. n.s. 
Note. PPA = primary progressive aphasia, Acc = accuracy, RT = response times; effect sizes measured in 
Cohen’s d; significance: * < .05, ** < .01, *** < .001, † < .1 
 
 
 In a model with only individuals with the non-fluent variant of PPA, high frequency words 
were answered more accurately than low frequency ones (F(1, 52) = 7.803, p = .007, d = .37), and 
high neighborhood density words more accurately than low neighborhood density ones (F(1, 52) = 
7.803, p = .007, d = .37). These two factors also interacted, in that the effect of neighborhood density 
was larger for the low frequency words than for the high frequency words (F(1, 52) = 5.419, p = 
.024, see Figure 12). Response times, however, only showed a main effect of frequency (F(1, 39) = 
28.051, p < .001, d = .73), but not of neighborhood density (F(1, 39) = 1.157, p = .289, d = .15) nor an 
interaction effect (F(1, 39) = .858, p = .360). A model that compared the individuals with non-fluent 
PPA to controls showed that the effect of frequency on accuracy was not significantly different 
between the two groups (F(1, 152) = .820, p = .367), but the effect of neighborhood density was 
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(F(1, 152) = 6.264, p = .013). For response times, neither the effect of frequency (F(1, 114) = 2.040, 
p = .156) nor neighborhood density (F(1, 114) = .631, p = .429) was different between controls and 
individuals with the non-fluent variant. An analysis of all four categories showed that low 
frequency-low neighborhood density words were performed less accurately than words from all 
three other categories (see Table 7). For response times, low frequency-low neighborhood density 
words and low frequency-high neighborhood density words were judged slower than words from 
both high frequency categories.  
 
Table 7. Pairwise comparisons of frequency versus neighborhood density 
 CONTROLS NON-FLUENT PPA LOGOPENIC PPA SEMANTIC PPA 
CONTRAST Accuracy (p-values) 
High frequency-high ND  
vs. low frequency-high ND 
.046* 1.000 .709 .001** 
High frequency-low ND  
vs. low frequency-low ND 
.123 .004** .013* < .001*** 
High frequency-high ND  
vs. high frequency-low ND 
.999 1.000 .995 1.000 
Low frequency-high ND  
vs. low frequency-low ND 
1.000 .004** .108 .299 
High frequency-low ND  
vs. low frequency-high ND 
.123 1.000 .968 < .001*** 
High frequency-high ND  
vs. low frequency-low ND 
.046* .001** .002** < .001*** 
 Response times (p-values) 
High frequency-high ND  
vs. low frequency-high ND 
< .001*** .022* .001** .005** 
High frequency-low ND  
vs. low frequency-low ND 
< .001*** < .001*** < .001*** < .001*** 
High frequency-high ND  
vs. high frequency-low ND 
1 1 1 .982 
Low frequency-high ND  
vs. low frequency-low ND 
.629 .661 .225 .057† 
High frequency-low ND  
vs. low frequency-high ND 
< .001*** .029* .001** .034* 
High frequency-high ND  
vs. low frequency-low ND 
< .001*** < .001*** < .001*** < .001*** 
Note. PPA = primary progressive aphasia, ND = neighborhood density, p-values: * < .05, ** < .01, *** < .001,  
† < .1 
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 A model with only individuals with the logopenic variant showed that these individuals 
judged high frequency words significantly more accurately than low frequency ones (F(1, 56) = 
10.311, p = .002, d = .45), and words with high neighborhood density better than those with low 
neighborhood density (F(1, 56) = 4.419, p = .040, d = .29). There was no interaction between 
frequency and neighborhood density on accuracy scores (F(1, 56) = 1.734, p = .193). For response 
times, only frequency had a main effect; high frequency words were responded to faster than low 
frequency ones (F(1, 42) = 53.512, p < .001, d = .98). Neighborhood density had no main effect (F(1, 
42) = 2.454, p = .125, d = .21) and did not significantly interact with frequency (F(1, 42) = 1.981, p = 
.167). The effect of frequency on accuracy was marginally significantly larger in the individuals with 
the logopenic variant than in the controls (F(1, 117) = 3.608, p = .060) and the effect of 
neighborhood density significantly larger (F(1, 117) = 4.258, p = .041). The effect of frequency on 
response times was significantly larger in individuals with logopenic PPA than controls (F(1, 117) = 
7.457, p = .007), while the groups did not differ in regard to the effect of neighborhood density (F(1, 
117) = 1.394, p = .240). When all four categories were compared within individuals with the 
logopenic variant, words with low frequency-low neighborhood density were answered 
significantly less accurately than both high frequency categories, with no significant differences 
among the other categories (see Table 7). 
 Lastly, in a model with only the semantic variant, words with high frequency were 
answered more accurately than those with low frequency (F(1, 56) = 54.276, p < .001, d = .98), but 
there was no effect of neighborhood density (F(1, 56) = 1.847, p = .180, d = .18). There was no 
interaction between frequency and neighborhood density (F(1, 56) = 1.912, p = .172). For response 
times, both frequency (F(1, 42) = 42.553, p < .001, d = .88) and neighborhood density (F(1, 42) = 
5.800, p = .020, d = .33) had significant main effects, but no interaction effect (F(1, 42) = 2.013, p = 
.163). Compared to controls, the effect of frequency on accuracy was significantly larger in the 
semantic PPA group than in the controls (F(1, 117) = 61.085, p < .001), but the effect of 
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neighborhood density was not (F(1, 117) = 2.348, p = .128). With regard to response times, both the 
effects of frequency (F(1, 117) = 12.898, p =.019) and neighborhood density (F(1, 117) = 5.700, p = 
.019) were larger in the semantic PPA than the control group. In an analysis that compared the four 
categories, individuals with semantic PPA performed significantly less accurately on low frequency-
low neighborhood density and low frequency-high neighborhood density words compared to both 
high frequency categories (see Table 7). Regarding response times, they responded significantly 
quicker to high frequency-high neighborhood density words compared to both low frequency 
categories, as well as on high frequency-low neighborhood density words versus low frequency-low 
neighborhood density words. They also responded marginally significantly slower to low 
frequency-high neighborhood density words than to low frequency-low neighborhood density 
words.  
 
 
Figure 12. Frequency vs. neighborhood density in individuals with non-fluent primary progressive 
aphasia 
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Figure 13. Lexical decision performance (measured in accuracy (left column) and response time (right column) for frequency versus age of 
acquisition (AoA; top row) and frequency versus neighborhood density (ND; bottom row)
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4.4 Discussion 
The current study investigated the effect of three psycholinguistic variables—frequency, 
age of acquisition, and neighborhood density—on lexical-semantic processing in individuals with 
non-fluent, logopenic, and semantic PPA. The theoretically-based expectation was that the effects of 
age of acquisition and neighborhood density in individuals with PPA would be different per variant 
because these variables are associated with the conceptual versus lexeme levels of the mental 
lexicon, respectively (e.g., Cortese & Khanna, 2007; Roelofs et al., 1996). While visual observation 
suggests that the direction and pattern of the effects of these variables on lexical decision accuracy 
and response times in individuals with PPA is in principle the same across the different PPA 
variants, quantatitive analyses showed that some effects are substantially more salient in 
individuals with one variant than another. In particular, individuals with the semantic variant 
experience a strong age of acquisition effect (i.e., better performance on early acquired than late 
acquired words) in both accuracy and response times, while accuracy performances of those with 
the non-fluent and logopenic variants are subject to an effect of neighborhood density (i.e., better 
performance on words with a high than low neighborhood density). These findings support the idea 
that psycholinguistic variables influence lexical-semantic processing at different levels of the 
mental lexicon. 
Lexical frequency is one of the most investigated psycholinguistic variables and has been 
widely shown to have a solid effect on response times and, if applicable, accuracy in lexical decision 
(e.g., Balota et al., 2007; Brown & Watson, 1987). Also in this study, frequency has an effect on both 
accuracy and response times in individuals of all three PPA groups as well as in controls. Effects of 
frequency on accuracy are small in the control group, small to medium in the non-fluent and 
logopenic PPA groups, and medium to large in the semantic PPA group. The size of each group’s 
frequency effect seems to be related to their overall accuracy score on the lexical decision task (see 
Chapter 3). In other words, errors and slower responses in lexical decision are specifically made on 
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low frequency words; the more errors one makes, the larger the performance gaps between words 
with high versus low frequency become. 
Frequency is not the only psycholinguistic variable to influence lexical-semantic processing. 
As mentioned above, a topic of much debate is the relation between frequency and age of 
acquisition: are these variables measuring the same effect or two different ones, are the effects of 
equal size or is one stronger than the other, and are they related or independent of each other? The 
findings suggest that frequency and age of acquisition are measuring two different factors, because 
with neglibible variance in word frequencies in the category of low frequency words, individuals 
with semantic PPA still show a solid age of acquisition effect. In addition, the data show a trend that 
the age of acquisition effect is stronger for low frequency words than high frequency words in 
individuals with semantic PPA, which is also reported in some studies with healthy adults (Cortese 
& Schock, 2013; Gerhand & Barry, 1999). This interaction further emphasizes that lexical frequency 
and age of acquisition are most probably two different factors, both having a separate influence on 
lexical-semantic processing.  
Recall that the words in this dataset and the combination into categories were carefully 
controlled for a range of psycholinguistic and semantic variables. Doing so counters claims in the 
literature that finding an effect of frequency or age of acquisition is actually a disguised effect of 
another variable; for example, Gilhooly and Logie (1982) argued that reports of an age of 
acquisition effect are in fact failures to control for word familiarity. However, in the current study 
when familarity was controlled for in the stimulus set that investigated frequency versus age of 
acquisition (in addition to letter length, phoneme length, syllable length, imageability, orthographic 
neighborhood density, and phonological neighborhood density), the results still showed effects of 
both variables. 
More specifically, in this study healthy controls demonstrated that frequency and age of 
acquisition have exactly the same-sized effect on lexical decision accuracy, and a more or less 
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comparable effect on response times; this finding is consistent with results by Brysbaert and 
Ghyselinck (2006). In individuals with PPA, however, the effect sizes of frequency and age of 
acquisition differed substantially; the effect of age of acquisition was always equal to or smaller 
than the frequency effect. Individuals with non-fluent and logopenic PPA showed no effect of age of 
acquisition in accuracy and only a small age of acquisition-effect in response times. In contrast, 
individuals with semantic PPA showed a solid, medium-sized effect of age of acquisition on 
accuracy and a large effect on response times. The individuals with semantic PPA were also the only 
group to show a significant difference in the age of acquisition effect compared to controls in both 
accuracy and response times. These results confirm the hypothesis that age of acquisition, given its 
strong relation to semantics, is neurobiologically linked to the anterior temporal lobe because of 
which the age of acquisition effect would be more salient within individuals with semantic PPA than 
within those with non-fluent or logopenic PPA. 
Notably, when effects of frequency and age of acquisition were separated via comparison 
among four categories (high/low frequency versus early/late age of acquisition), pairwise 
comparisons produced only three frequency effects (in which age of acquisition was held constant) 
and one age of acquisition effect (in which frequency was held constant) in the different PPA and 
control groups. However, when both effects were combined as a contrast between high frequency-
early age of acquisition words versus low frequency-late age of acquisition words, all groups except 
for individuals with logopenic PPA showed a significant difference between the categories. Such 
significant differences were not observed in the high frequency-early age of acquisition versus high 
frequency-late age of acquisition comparison across groups. This suggests that early age of 
acquisition might compensate for low frequency and high frequency for late age of acquisition, 
resulting in an absence of significant pairwise comparisons. That this combined effect of frequency 
and age of acquisition is stronger than either factor’s individual effect is important to consider in 
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the selection of study materials and interpretations of data, especially since the individual effects of 
frequency and age of acquisition seem to mask one another.  
This implication, plus the fact that the age of acquisition effect never exceeds frequency—
neither in controls nor in any of the PPA groups—may also argue in favor of the proposal by 
Brysbaert and Ghyselinck (2006): the effect of age of acquisition is partly dependent on frequency, 
even though it is also measuring an independent effect. Although the design of this study is not 
intended to investigate the partial dependency of age of acquisition on frequency, future studies 
could benefit from comparing individuals with the three variants of PPA to investigate this topic, as 
the consequences of focal brain damage appear to manipulate the effects of these psycholinguistic 
variables in different ways. 
The second set of stimuli was designed to investigate effects of lexical frequency versus 
orthographic neighborhood density. Investigating isolated effects of neighborhood density on 
lexical-semantic processing can be challenging, as neighborhood density size is extraordinarily 
strongly linked to word length—the more letters a word has, the harder it becomes to form another 
word by changing only one character. In its turn, word length is correlated with lexical frequency as 
formulated by Zipf’s law (Zipf, 1935), whose formula predicts that the length of a word is inversely 
related to its number of occurences. Avoiding any potential contamination of word length-effects on 
neighborhood density values, all items in this set were restricted to having four letters in order to 
assess separate effects of neighborhood density and frequency, including possible interactions.  
The data revealed disproporational effects of neighborhood density across the groups. The 
analyses for healthy older adults yielded medium- to large-sized effects of frequency, but there was 
decidedly no effect of neighborhood density (non-significant with effect sizes close to zero) in 
either accuracy or response times. On the contrary, effects of neighborhood density were observed 
in individuals with PPA for two of the three variants, namely individuals with non-fluent and 
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logopenic PPA, with a positive effect of high neighborhood density compared to low neighborhood 
density.  
The effect of neighborhood density on lexical decision accuracy in individuals with the non-
fluent and logopenic variants was significantly stronger than in the control group. This result was in 
line with the hypothesis that aspects of word-form, such as neighborhood density, are affected in 
individuals with non-fluent and logopenic PPA because their atrophy overlaps with the inferior 
frontal and temporoparietal regions linked to word-form. Individuals with non-fluent PPA 
displayed a stronger effect of neighborhood density than those with logopenic PPA, and the non-
fluent PPA group was the only one to encounter an interaction effect in which neighborhood 
density specifically affected accuracy in low frequency words compaired to high frequency words. 
Such an interaction effect between frequency and neighborhood density is consistent with results 
by Balota et al. (2004) and Sears at al. (1995). Also predicted by this study’s hypothesis, individuals 
with the semantic variant did not show an effect of neighborhood density in accuracy and did not 
differ in accuracy performance with the control group on this variable, consistent with the fact that 
their atrophy pattern does not overlap with the brain regions linked to word-form. While 
individiuals with semantic PPA did show a neighborhood density effect in their response times, 
pairwise comparisons demonstrated that this effect presents in low frequency words only and is 
merely marginally significant between high and low neighborhood density. 
In summary, these results demonstrate a brain-language relationship between individuals 
with PPA having distinctive patterns of focal atrophy and different proportional effects of 
frequency, age of acquisition, and neighborhood density consistent with the organization of the 
mental lexicon. Individuals with the non-fluent and logopenic variants, who are characterized as 
having no semantic impairment, did not experience an effect of age of acquisition—a 
psycholinguistic variable with semantic locus—in lexical decision accuracy. Instead, individuals 
with non-fluent or logopenic PPA experienced an effect of neighborhood density—a 
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psycholinguistic variable purely operating at the lexeme level—in line with their brain atrophy 
affecting regions typically associated with lexical analysis and word form processing. Individuals 
with the semantic variant, having semantic impairment as its hallmark, showed the opposite 
pattern with no effect of neighborhood density and a solid effect of age of acquisition in their 
accuracy performance. These results argue in favor of words being organized in the brain according 
to a mental lexicon structure with multiple levels as proposed by Bock and Levelt (1994). Thus, the 
deterioration of language at word-level in individuals with PPA seems to be driven by impairment 
at a particular level of the mental lexicon as a result of atrophy to relevant brain regions for that 
level (e.g., for word-form or semantics). Future studies should investigate whether these 
psycholinguistic variables interact with any conceptual information in lexical-semantic processing 
and, if so, how this relates to the organization of the mental lexicon. 
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5 Study 3: The relation between the associated sensory-perceptual 
features of words and brain atrophy in primary progressive 
aphasia 
 
5.1 Introduction 
Conceptions about how the brain is related to specific semantic knowledge have historically 
been based on lesion studies of individuals with disproportionately worse performance (e.g., 
naming) for specific semantic categories (e.g., animals) while others were still intact (e.g., furniture, 
Gainotti, 2010; Hillis & Caramazza, 1991; Warrington & Shallice, 1984). Such findings led to the idea 
in early brain-based models that categories are not only conceptually organized in our mind and 
lexicon, but also have a neurobiological basis (Warrington & McCarthy, 1987). Although the 
majority of reports of category-specific impairments due to brain-damage describe worse 
performance on living items (or subordinate categories of them) compared to non-living items (or 
subordinate categories of them), the opposite can also be seen (Forde & Humphreys, 1999; Nielsen, 
1946). Hence, it cannot be that one of the two categories is simply easier than the other; rather it is 
thought that different neural systems are impaired for each category-specific variant (Reilly, 
Rodriguez, Peelle, & Grossman, 2011).  
To link these manifestations of category-specific deficits to neurobiological regions and 
networks, several theories on semantic organization have emerged. Most theories focus on the idea 
that concepts are composed of semantic features (e.g., visual form, function, Cree & McRae, 2003). 
Different frameworks have either emphasized the type of features (e.g., visual, functional; a dog has 
four legs and a tail, barks, and is often kept as a pet) or the properties of features (e.g., shared, 
distinctive, correlated; a cat and dog both have four legs and a tail, but dogs bark and cats meow) 
(Vinson, Vigliocco, Cappa, & Siri, 2003). For example, an early, influential feature theory is the 
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Sensory/Functional Hypothesis, which states that sensory (i.e., visual) features and non-sensory 
(i.e., functional) features have distinct semantic subsystems (and neuroanatomically related 
regions) in an overarching lexical-semantic network (Warrington & McCarthy, 1987). Objects are 
assumed to differ in their ratio of sensory and functional features, with natural (i.e., living) things 
primarily containing sensory features that are represented in the temporal limbic lobe, and artifacts 
(i.e., non-living things) primarily containing functional features that are represented in the frontal 
parietal cortex. 
While the exact neural underpinnings of semantic distribution remain controversial, many 
researchers now agree upon the idea that semantic knowledge is widely distributed through a 
network that encompasses multimodal regions mainly in the left hemisphere (e.g., Binder et al., 
2009; Fernandino et al., 2015; Guo et al., 2013; Patterson et al., 2007; Sabsevitz, Medler, Seidenberg, 
& Binder, 2005). A currently widely adopted neurobiological approach integrating feature-types 
with neuroanatomical elements is the hypothesis of embodied cognition. This framework posits 
that many objects and actions are represented through distributed networks of sensory and motor 
information (e.g., action, sound, and visual motion) and their corresponding brain regions (e.g., 
Pulvermüller, 2013). For example, action verbs attributed to arm, leg, or face actions activate those 
respective regions in the motor and somatosensory cortices (e.g., the middorsal premotor cortex 
and precentral and postcentral gyri for hand movements, Miall, Reckess, & Imamizu, 2001), such 
that the concept to walk activates parts of the motor and somatosensory cortices that are activated 
when one actually walks (e.g., Hauk, Johnsrude, & Pulvermüller, 2004). In testing the hypothesis of 
embodied cognition with fMRI research, several perceptual and functional features have been 
linked to specific cortical regions. For example, the feature action has been associated with the 
primary and premotor cortex and sound with the left auditory association cortex (e.g., Fernandino 
et al., 2016; Grossman et al., 2013; Kemmerer et al., 2008; Thompson-Schill, Aguirre, Desposito, & 
Farah, 1999). 
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The hypothesis of embodied cognition is applied in the hub-and-spoke theory of semantic 
representation (e.g., Chen et al., 2017; Guo et al., 2013; Lambon Ralph et al., 2017; Patterson et al., 
2007; Pulvermüller et al., 2010). This theory combines previously reported views in which 
information is only organized in a scattered modality-specific manner ('distributed-only', e.g., 
Martin & Chao, 2001) or only in a cross-modal manner (e.g., domain-specific, Caramazza & Mahon, 
2003). The hub-and-spoke model integrates these views by not only proposing a conceptual 
structure of semantic cognition, but also connecting this idea to a neurobiological basis. The core of 
the theory is that the anterior temporal lobe is a trans-modal hub to which input from sensory-
perceptual modality-specific regions (‘spokes’) connects for semantic processing. 
There is also skepticism towards the claims that the hypothesis of embodied cognition 
makes about the neurobiological organization of lexical-semantics (e.g., Chatterjee, 2010; Mahon & 
Caramazza, 2008). The main argument against the storage of semantic information in sensory-
perceptual regions is that fMRI activation of modality-specific brain regions does not per se indicate 
a primary effect in which that region is necessary to access the semantic information. Instead, 
activation in sensory-perceptual regions may be caused because a word’s meaning is first activated 
conceptually, after which downstream processes activate sensory-perceptual regions by association 
(i.e., it is a secondary, epiphenomenal effect). Therefore, words high on sensory-perceptual features 
are not directly connected to sensory-perceptual cortex, and those regions are thus not necessary 
to initially access semantic knowledge; this could be called a disembodied view (e.g., Chatterjee, 
2010; for a review of embodiment versus disembodiment see Pulvermüller, 2013). 
Investigating neurologically impaired populations (e.g., those with dementia) can provide 
evidence concerning whether fMRI activation of sensory-perceptual regions in lexical-semantic 
processing is a primary effect (embodiment) or a secondary effect (disembodiment). Namely, if 
atrophy affects a region that is linked to a specific sensory-perceptual feature, then—in an 
embodied scenario—individuals with such atrophy should perform worse on words that are 
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strongly associated with the feature compared to non-associated words. Additionally, 
neuroanatomical analyses should show a correlation between the degree of atrophy and behavioral 
scores, such that more atrophy is associated with worse performance. In a disembodied scenario, 
there should be no relation between a specific atrophy pattern and words highly associated with 
sensory-perceptual features in a lexical-semantic processing task, as the activation would be a 
secondary phenomenon and thus not directly linked to sensory-perceptual regions. Likewise, 
neuroanatomical analyses should show no indication of a relation between sensory-perceptual 
brain regions and behavioral performance on words strongly linked to sensory-perceptual features. 
Considering these two opposing predictions, the current study’s aim was to distinguish the role of 
sensory-perceptual regions in lexical-semantic processing by testing embodiment-based 
hypotheses of feature-specific deficits in multiple variants of a language-specific dementia: 
semantic, non-fluent, and logopenic PPA. 
This study’s hypotheses were based on fMRI activation of sensory-perceptual features in 
nouns (Bonner & Grossman, 2012; Fernandino et al., 2016; Small et al., 2004) and verbs (Kemmerer 
et al., 2008) and the correspondence of those activations to the atrophy pattern described for each 
PPA variant (Gorno-Tempini et al., 2004). In general, individuals with the semantic variant of PPA 
specifically experience severe semantic problems, while individuals with non-fluent and logopenic 
PPA display a stronger emphasis on impaired aspects of language other than lexical-semantics (e.g., 
Mesulam, 2003). Yet, semantic feature-specific impairments have been reported for both non-fluent 
and logopenic PPA (e.g., Bak, O'Donovan, Xuereb, Boniface, & Hodges, 2001; Bonner & Grossman, 
2012). Table 8 (nouns) and Table 9 (verbs) provide an overview per variant of the hypothesized 
affected features and the neuroanatomical structure(s) each feature is associated with. 
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Table 8. Hypotheses of sensory-perceptual feature-impairment in nouns  
FEATURE NON-FLUENT PPA LOGOPENIC PPA SEMANTIC PPA 
Visual motion    L angular gyrus/L postero-
lateral temporal cortex 
L temporal pole 
Sound  L angular gyrus/L superior 
temporal sulcus 
L temporal pole 
Color    L temporal pole/L posterior 
fusiform gyrus 
Shape    L temporal pole/L posterior 
fusiform gyrus 
Manipulation L ventral motor cortex L lateral temporal-occipital 
junction  
L temporal pole 
Smell/taste 
 
  L temporal pole/L insula 
Note. L = left 
 
 
Table 9. Hypotheses of sensory-perceptual feature-impairment in verbs  
FEATURE NON-FLUENT PPA LOGOPENIC PPA SEMANTIC PPA 
Visual motion  L angular gyrus/L postero-
lateral temporal cortex  
L temporal pole 
Sound   L angular gyrus/L superior 
temporal sulcus 
L temporal pole 
Mouth L inferior frontal gyrus  L temporal pole 
Hand L middorsal motor and 
somatosensory cortex/ 
L inferior frontal gyrus  
 L temporal pole 
Leg L dorsal motor and 
somatosensory cortex/  
L inferior frontal gyrus 
 L temporal pole 
Change of state   L temporal pole/L posterior 
fusiform gyrus/L inferior 
temporal gyrus 
Note. L = left 
 
 
 
Bonner and Grossman (2012) demonstrated that individuals with logopenic PPA, having 
atrophy in the auditory association cortex (i.e., posterior superior temporal gyrus), were 
specifically impaired on nouns with a strong sound association (e.g., explosion, laughter). Therefore, 
in the current study, it was expected that individuals with logopenic PPA would similarly exhibit 
impaired performance on words strongly related to sound. To replicate the results by Bonner and 
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Grossman (2012), sound words were compared to those strongly associated with shape and 
manipulation between individuals with logopenic PPA and controls. Additionally, manipulation 
itself as well as visual motion were hypothesized to be affected in individuals with logopenic PPA. 
Individuals with non-fluent PPA, having atrophy in the inferior frontal gyrus (Brodmann 
areas 44 and 45, e.g., Mandelli et al., 2016) and generally suffering from a verb-specific deficit (e.g., 
Ash et al., 2009; Hillis, Tuffiash, & Caramazza, 2002; Hillis, Oh, & Ken, 2004; Thompson et al., 1997; 
Thompson, Lukic, King, Mesulam, & Weintraub, 2012), are specifically impaired in verbs containing 
an action element by Bak et al. (2001). Therefore, it was expected that verbs strongly associated 
with mouth, hand, or leg actions would be impaired in individuals with non-fluent PPA compared to 
verbs that were associated with very little motor movement related action. Additionally, mouth, 
hand, and leg actions were hypothesized to be answered less accurately and slower than change of 
state verbs (e.g., to melt, to drain, to crash), which contain action yet often do not relate to specific 
motor movement. Manipulation nouns were also hypothesized to be problematic given the motor 
movement associated with tools and instruments (e.g., Martin, 2007).  
Individuals with semantic PPA demonstrated a substantial semantic impairment on this 
study’s lexical decision task in Chapter 3. Previous studies have shown that overall, individuals with 
semantic PPA do not have a characterizing modality-, feature-, or category-specific deficit (Mion et 
al., 2010). Such findings, in combination with the epicenter of their atrophy localized in the anterior 
temporal lobe, are consistent with the hub-and-spoke model with the temporal pole as a trans-
modal hub where modality-specific sensory-perceptual features are assembled. Thus, it was 
hypothesized that individuals with semantic PPA would be equally impaired across all features that 
were included; they should not differ in performance between items highly associated with a 
sensory-perceptual feature versus those with little association with the sensory-perceptual feature 
in within-group comparisons, but perform significantly worse than healthy controls on all sensory-
perceptual features. 
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5.2 Methodology 
5.2.1 Participants 
Participants included a subset of the participants in Chapters 3 and 4. Exclusion criteria for 
the current study were 1) to not have a structural MRI scan acquired within one year of 
experimental assessment (2 individuals with PPA and 7 controls), 2) to have poor image quality 
due to movement in the original MRI scan (1 individual with PPA and 1 control), or 3) to have 
relatively poor post-processing image quality as indicated in the automated sample homogeneity 
check in SPM12 (1 individual with PPA; see section ‘MRI pre-processing and analysis’ for details). 
This resulted in inclusion of 17 controls (12 female; mean age = 72.4, SD = 6.2) and 37 individuals 
with PPA (26 female; mean age = 67.7, SD = 6.7), of whom 11 had non-fluent PPA, 13 had logopenic 
PPA, and 13 had semantic PPA.  
 
5.2.2 Stimuli 
Words analyzed in the current study were a subset of those in Chapter 3, including 150 
unique nouns and 96 unique verbs. The selection of words was based on their very high or very low 
association with one of six sensory-perceptual features for nouns or one of six sensory-perceptual 
features for verbs. Features for nouns were visual motion, sound, color, manipulation, smell/taste, 
and shape and those for verbs were mouth use, hand use, leg use, change of state, visual motion and 
sound. The degree of association with a sensory-perceptual feature was based on ratings ranging 
from 1 (no association at all) to 7 (very high association) from a study by Buzzeo, Connelly, Obler, 
Saloner, and Vonk (2017); ratings were available for all 355 words from Chapter 3.  
For each sensory-perceptual feature the 22 highest association items and 22 lowest 
association items were selected. If necessary, minor manual corrections were made in the word 
selection of the low-association words to match them with the high-association ones within a 
sensory-perceptual feature on the psycholinguistic features of letter length, phoneme length, lexical 
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frequency, age of acquisition, orthographic neighborhood density, phonological neighborhood 
density, and familiarity. Concreteness was also matched for all categories except for the noun 
categories of color, manipulation, smell/taste, and shape due to the instructions for concreteness 
ratings by Brysbaert et al. (2014) including to rate a word as concrete when it can be experienced 
directly through those senses. Nonetheless, all nouns and verbs were rated higher than 3.5 on a 
scale from 1 (very low imageable) to 5 (very high imageable). In Appendix D, Tables D1 and D2 
present the words for each sensory-perceptual feature of nouns and verbs, respectively; Table D3 
displays the mean ratings for high- and low-association items per sensory-perceptual feature. 
 
5.2.3 Procedure and apparatus 
The procedure and apparatus for the lexical decision task were the same as in Chapter 3. 
 
5.2.4 Voxel-based morphometry 
5.2.4.1 MRI data acquisition 
All participants (37 individuals with PPA and 17 controls) underwent high resolution 
structural brain MRI within one year of the lexical decision task assessment on a 3 Tesla (3T) 
scanner; on average a scan was obtained three months before the lexical decision task (mean for 
individuals with PPA = 86 days, SD = 116; mean for controls = 110 days, SD = 59). For five 
individuals with PPA (non-fluent PPA = 3, logopenic PPA = 1, and semantic PPA = 1) three-
dimensional images were acquired with a 3T Siemens TrioTim MRI scanner equipped with an 
eight-channel transmit and receiver head coil. Structural MRI sequences included a magnetization 
prepared rapid gradient echo (MPRAGE) to obtain whole-brain T1-weighted images (160 sagittal 
slices; slice thickness = 1 mm; field of view = 256 mm2; matrix = 256 x 240; voxel size 1.0 x 1.0 x 1.0 
mm3; repetition time = 2300 ms; echo time = 2.98 ms; inversion time = 900 ms; flip angle = 9 
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degrees). For all other participants, whole-brain three-dimensional T1-weighted images were 
acquired on a 3T Siemens Prisma MRI scanner. This scanner was equipped with a 64-channel 
transmit and receiver head coil using a MPRAGE sequence (160 sagittal slices; slice thickness = 1 
mm; field of view = 256 mm2; matrix = 256 x 240; voxel size 1.0 x 1.0 x 1.0 mm3; repetition time = 
2300 ms; echo time = 2.9 ms; inversion time = 900 ms; flip angle = 9 degrees). The obtained T1-
weighted images were used for voxel-based morphometry (VBM) analysis. 
 
5.2.4.2 MRI pre-processing and analysis 
 Image processing and VBM analysis were carried out using Statistical Parametric Mapping 
(SPM12) software (Wellcome Trust Center for Neuroimaging, London, UK: 
http://www.fil.ion.ucl.ac.uk/spm/software/spm12/), including the Computational Anatomy 
Toolbox (CAT12, Structural Brain Mapping Group: http://www.neuro.uni-jena.de/cat/), running 
under Matlab version 9.1 (R2016b) (The MathWorks Inc., Natick, MA).  
The structural T1-weighted images were bias-corrected and segmented into gray matter, 
white matter, and cerebrospinal fluid. Images were spatially normalized to the predefined template 
in CAT12 by an affine transformation calculated with the high dimensional diffeomorphic 
exponentiated lie algebra (DARTEL) registration method. Images were normalized to Montreal 
Neurological Institute (MNI) standard space, Jacobian modulated, and spatially smoothed with an 
8-mm full-width at half maximum (FWHM) Gaussian kernel. Data quality was ensured by manual 
inspection of the original and segmented images, as well as by an automated tool in CAT12 to check 
sample homogeneity by use of the Mahalanobis distance between overall weighted image quality (a 
before-pre-processing measure) and mean correlation (an after-pre-processing measure). 
Total intracranial volume (TIV) was calculated as the sum of values of the gray matter, 
white matter, and cerebrospinal fluid segments. VBM analysis was conducted on gray matter 
images using an explicit optimally thresholded binary gray matter mask created in the Masking 
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toolbox (Ridgway et al., 2009) based on the smoothed images of the individuals with PPA plus 
controls. This mask was used to ensure the inclusion of gray matter tissue subject to atrophy in the 
individuals with PPA by reducing the consensus fraction on the voxel intensity threshold (Vemuri et 
al., 2008). 
 
5.2.5 Statistical analysis 
5.2.5.1 Behavioral analysis 
Descriptive statistics were calculated for all variables. Items that received no response were 
scored as incorrect (0.09% of the noun responses: 9 out of 9900; 0.10% of the verb responses: 6 out 
of 5874; all in individuals with PPA). Responses faster than 200 milliseconds (ms) were excluded 
from analyses (0.03% of the noun responses: 3 out of 9900; 0.24% of the verb responses: 14 out of 
5874; all in individuals with PPA). Analyses with response time as the dependent variable included 
only items with correct responses. Due to the typical positively skewed distribution of response 
times, a natural logarithmic transformation was applied to render the data normally distributed. All 
analyses used p < .05 to indicate significance. 
Means were calculated for both accuracy and response time for the 22 highest and lowest 
associated words of each of the six noun and six verb categories of sensory-perceptual features. 
Following Bonner and Grossman (2012), behavioral analyses were performed with nonparametric 
statistical methods. Within each clinical group, performance differences between high- and low-
association words for each sensory-perceptual feature were analyzed with Wilcoxon signed ranks 
tests. The contrasts for the high-association words in the verb categories of mouth, hand, and leg use 
were the 22 words with the lowest rating on a total measure of action, calculated as the mean of the 
combined ratings for mouth, hand, and leg actions. Between-group differences for accuracy between 
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each clinical group and the control group were examined with Mann–Whitney U tests for the 22 
highest associated words on each sensory-perceptual feature.  
All behavioral data were analyzed in IBM SPSS Statistics Version 24 (IBM Corp., 2016). 
 
5.2.5.2 VBM analysis 
Whole brain differences in gray matter density in relation to behavioral accuracy 
performance on nouns and verbs strongly associated with sensory-perceptual features were 
analyzed with multiple regression models including all participants (i.e., individuals with PPA and 
controls). Following standard practice, covariates in each model included TIV, age, and gender (e.g., 
Binney et al., 2016; Gorno-Tempini et al., 2004; Henry et al., 2015; Mandelli, Vitali et al., 2016; 
Spinelli et al., 2017; Wilson, Henry et al., 2010).  
The multiple regression models analyzed whether reduced behavioral accuracy 
performance on words highly associated with a specific sensory-perceptual feature was a predictor 
of low gray matter density in the hypothesized regions. Resulting statistical maps were masked 
with the image of a multiple regression model that was identical except in that the predictor 
variable was replaced with mean accuracy performance on the lowest associated words on the 
same feature (except for mouth, hand, and leg verbs, where the counter-model included words with 
the lowest associations on overall action). This masking technique was applied to isolate the effect 
of each sensory-perceptual feature, as other factors (e.g., word length, frequency, age of acquisition, 
and neighborhood density) were controlled for between the groups of highest and lowest 
association-words within each sensory-perceptual feature. Threshold of significance was set to p < 
0.001 (uncorrected) at voxel-wise peak level with an extended cluster-threshold of 120 mm3, 
empirically based on the expected voxels per cluster defined by SPM12. 
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5.3 Results 
5.3.1 Behavioral results  
5.3.1.1 Nouns 
Results in accuracy and response time performance are reported for a priori hypothesized 
comparisons; see Table 10 and Table 11 for all comparisons. Performance of individuals with non-
fluent PPA did not differ between words with a high versus low association with manipulation on 
either accuracy (Z = -.137, p = .891) or response times (Z = -.622, p = .534). Compared to controls, 
individuals with non-fluent PPA did not differ in accuracy on words highly associated with 
manipulation (Z = -1.274, p = .203). Thus, the hypothesized impairment in individuals with non-
fluent PPA for nouns with a high association with manipulation was not found. 
 
Table 10. High- versus low-associations with sensory-perceptual features in nouns 
  
HIGH VERSUS LOW ASSOCIATION ITEMS 
DIAGNOSIS value 
visual 
motion 
sound color 
mani-
pulation 
smell/ 
taste 
shape 
  Accuracy 
Non-fluent PPA Z -1.069 -.271 -.816 -.137 -1.134 -.431  
p .285 .786 .414 .891 .257 .666 
Logopenic PPA Z -1.590 -1.890 .000 -1.265 -.632 -.378  
p .112 .059† 1.000 .206 .527 .705 
Semantic PPA Z .000 -.478 -.184 -.184 -1.136 -1.461  
p 1.000 .633 .854 .854 .256 .144 
  Response times 
Non-fluent PPA Z -1.511 -.533 -1.956 -.622 -1.067 -1.778  
p .131 .594 .050† .534 .286 .075† 
Logopenic PPA Z -1.153 -.175 -.105 -1.852 -.804 -.943  
p .249 .861 .917 .064† .422 .345 
Semantic PPA Z -.489 -.785 -.454 -2.551 -.524 -.245  
p .625 .433 .650 .011* .600 .807 
Note. PPA = primary progressive aphasia; Wilcoxon signed ranks tests, * < .05, ** < .01, † < .1 
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 Individuals with logopenic PPA scored marginally significantly less accurately on high sound 
versus low sound words (Z = -1.890, p = .059). High and low accuracy performance did not differ 
within visual motion (Z = -1.590, p = .112) or manipulation words (Z = -1.265, p = .206). In response 
times, individuals with logopenic PPA were marginally significantly slower on high versus low 
manipulation nouns (Z = -1.852, p = .064). There were no differences in response times between 
high versus low visual motion (Z = -1.153, p = .249) or sound words (Z = -0.175, p = .861). Compared 
to controls, individuals with logopenic PPA were marginally significantly worse than controls in 
accuracy on high sound words (Z = -1.785; p = .074) and not on manipulation (Z = -.910; p = .363) or 
shape words (Z = -.872, p = .383), in replication of Bonner and Grossman (2012). Individuals with 
logopenic PPA were also marginally significantly less accurate than controls on high visual motion 
words (Z = -1.838, p = .066). Thus, the hypothesized impairment in individuals with logopenic PPA 
for nouns with a high association with visual motion and manipulation was found to be minimal, 
while an impairment for sound words was moderately present. 
 
Table 11. Sensory-perceptual feature accuracy performance in nouns 
  
HIGH ASSOCIATION ITEMS 
DIAGNOSIS value 
visual 
motion 
sound color mani-
pulation 
smell/ 
taste 
shape 
Non-fluent PPA  
vs. controls 
Z -.542 -1.164 -2.081 -1.274 -.951 -2.448 
p .588 .245 .037* .203 .342 .014* 
Logopenic PPA  
vs. controls 
Z -1.838 -1.785 -1.810 -.910 -.543 -.872 
p .066† .074† .070† .363 .587 .383 
Semantic PPA  
vs. controls 
Z -3.338 -2.616 -2.627 -1.942 -1.655 -1.838 
p .001** .009** .009** .052† .098† .066† 
Note. PPA = primary progressive aphasia; Mann–Whitney U tests, * < .05, ** < .01, *** < .001, † < .1 
 
 
 For individuals with semantic PPA, comparisons of accuracy performance on nouns with a 
high versus low association did not yield differences on any of the features. Regarding response 
times, only high versus low manipulation was significantly different of the six features; individuals 
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with semantic PPA were slower on high than low manipulation nouns (Z = -2.551, p = .011). 
Compared to controls, individuals with semantic PPA scored (marginally) significantly worse on all 
sensory-perceptual features within nouns. Thus, the hypothesized general semantic impairment in 
individuals with semantic PPA for all nouns independent of a high association with specific sensory-
perceptual features was strongly present. 
 
5.3.1.2 Verbs  
Results in accuracy and response time performance are reported for hypothesized 
comparisons; see Table 12 and Table 13 for all comparisons. Individuals with non-fluent PPA did 
not demonstrate significant differences in accuracy or response time between high and low mouth 
(accuracy: Z = -1.065, p = .287; response times: Z = -1.600, p = .110), hand (accuracy: Z =-.184, p = 
.854; response times: Z = -1.245, p = .213), or leg (accuracy: Z =-.680, p = .496; response times: Z = -
.178, p = .859) actions. In the hypothesized comparison between these motor skill-related actions 
and non-motor change of state verbs, high mouth (Z = -2.835, p = .005) and leg (Z = -1.938, p = .053) 
actions were performed (marginally) significantly less accurately than high change of state verbs 
(but hand actions were not, Z = -.568, p = .570), and all three high motor-action categories were 
performed (marginally) significantly slower than high change of state verbs (mouth: Z = -1.864, p = 
.062, hand: Z = -3.199, p = .001, leg: Z = -2.011, p = .044). Compared to controls, performance on all 
sensory-perceptual verb categories was significantly less accurate for the non-fluent PPA group 
than the control group, including mouth (Z = -2.634, p = .008), hand (Z = -3.360, p = .001), and leg (Z 
= -2.990, p = .003) actions, as well as change of state verbs (Z = -3.346, p = .001). Thus, the 
hypothesized impairment in individuals with non-fluent PPA for verbs with a high association with 
mouth-, hand-, and leg use became apparent in comparison with change of state verbs. Moreover, 
the overall impairment on verbs but the absence of impairment on nouns when performance was 
compared to controls suggests a specific grammatical class difficulty for verbs. 
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Table 12. High- versus low-associations with sensory-perceptual features in verbs 
  
HIGH VERSUS LOW ASSOCIATION ITEMS 
DIAGNOSIS value mouth hand leg 
visual 
motion 
change  
of state 
sound 
  Accuracy 
Non-fluent PPA Z -1.065 -.184 -.680 -.137 -1.608 -.992  
p .287 .854 .496 .891 .108 .321 
Logopenic PPA Z -2.226 -2.060 -2.410 -.543 -2.593 -1.425  
p .026* .039* .016* .587 .010* .154 
Semantic PPA Z -2.155 -1.404 -2.051 -.079 -2.955 -1.464  
p .031* .160 .040* .937 .003** .143 
  Response times 
Non-fluent PPA Z -1.600 -1.245 -.178 -2.312 -1.867 -2.045  
p .110 .213 .859 .021* .062† .041* 
Logopenic PPA Z -.943 -1.223 -2.411 -1.503 -2.201 -2.411  
p .345 .221 .016* .133 .028* .016* 
Semantic PPA Z -.594 -1.992 -1.223 -.035 -2.201 -2.062  
p .552 .046* .221 .972 .028* .039* 
Note. PPA = primary progressive aphasia; Wilcoxon signed ranks tests, * < .05, ** < .01, † < .1 
 
 
Accuracy performance of individuals with logopenic PPA showed no significant differences 
between high and low visual motion (Z = -.543, p = .587) or sound (Z = -1.425, p = .154) verbs. In 
response times, verbs highly associated with sound were responded to slower than verbs with a low 
sound association (Z = -2.411, p = .016). There was no significant difference in response times for 
visual motion verbs (Z = -1.503, p = .133). Compared to controls, individuals with logopenic PPA 
performed (marginally) significantly less accurately on all the sensory-perceptual features in verbs. 
Thus, the hypothesized impairment in individuals with logopenic PPA for verbs with a high 
association with visual motion was not found, while sound verbs were slightly impaired. 
 For individuals with semantic PPA, significant differences between high- versus low-
association items were observed for mouth use (Z = -2.155, p = .031), leg use (Z = -2.051, p = .040), 
and change of state verbs (Z = -2.955, p = .003), but not for hand use, visual motion, and sound verbs. 
In response times, differences between high and low were found for hand use (Z = -1.992, p = .046), 
change of state (Z = -2.201, p = .028), and sound (Z = -2.062, p = .039), but not for mouth use, leg use, 
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and visual motion. Compared to controls, individuals with semantic PPA performed significantly 
worse on all sensory-perceptual features. Thus, the hypothesized general semantic impairment in 
individuals with semantic PPA for all verbs independent of a high association with specific sensory-
perceptual features was moderately present, but not as strongly as for nouns. 
 
Table 13. Sensory-perceptual feature accuracy performance in verbs 
  
HIGH ASSOCIATION ITEMS 
DIAGNOSIS value mouth hand leg 
visual 
motion 
change  
of state 
sound 
Non-fluent PPA  
vs. controls 
Z -2.634 -3.360 -2.990 -2.942 -3.346 -3.100 
p .008** .001** .003** .003** .001** .002** 
Logopenic PPA  
vs. controls 
Z -1.869 -2.742 -2.570 -2.919 -2.049 -1.942 
p .062† .006** .010* .004** .040* .052† 
Semantic PPA  
vs. controls 
Z -3.416 -3.359 -3.705 -3.048 -3.660 -3.868 
p .001** .001** <.001*** .002** <.001*** <.001*** 
Note. PPA = primary progressive aphasia; Mann–Whitney U tests, * < .05, ** < .01, *** < .001, † < .1 
 
 
5.3.2 Voxel-based morphometry results 
Behavioral scores were significantly related to the degree of gray matter atrophy in 
different regions of the brain for each of the investigated sensory-perceptual features in nouns and 
verbs. This result section focuses on regions related to the hypotheses. Table 14 and Figure 15 
present an overview of all the regions related to the six features in nouns, and Table 15 and Figure 
17 of those of verbs.  
 
5.3.2.1 Nouns 
 Significant cortical atrophy in relation to behavioral performance on visual motion nouns 
was found bilaterally in the angular gyrus. While the left posterolateral temporal cortex showed no 
involvement for visual motion, the right middle temporal gyrus did. The sensory-perceptual feature 
of sound was not associated with gray matter volume of the auditory association cortex in the left 
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hemisphere, but was associated with the relevant region in the right superior temporal gyrus. In 
neither hemisphere were strong sound words linked to atrophy of the angular gyrus. In line with 
the hypotheses, shape was associated with volume loss in the left posterior fusiform gyrus. Color 
was also related to the fusiform gyrus but more to the anterior/middle part as opposed to the 
posterior part. Manipulation was not associated with either the motor cortex or lateral temporal-
occipital junction, yet it was linked to the ventral intersection of the temporal and occipital lobe in 
the left fusiform gyrus, and to regions for motor planning and motor execution in the right anterior 
cerebellum. Scores on smell/taste were not related to the left insula, but gray matter density was 
reduced in the right superior temporal gyrus and insula.  
 A strong relation was present between behavioral performance across all sensory-
perceptual features for nouns and the anterior temporal lobe. Worse performance on high-
association words was significantly linked to reduced gray matter volume in the anterior temporal 
lobe in five out of six features. This correlation remained significant for four out of six features after 
the statistical brain maps of the mean performance on high-association words were masked with 
the statistical maps of the low-association words (Figure 14). 
 
Figure 14. Involvement of the anterior temporal lobe in sensory-perceptual features of nouns (ventral 
view; R = right, L = left) 
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Table 14. Anatomical regions associated with sensory-perceptual features in nouns 
FEATURE Side Anatomical region Cluster 
size (mm3) 
Peak t 
value 
Z x y z 
Visual motion Left temporal pole 1607 4.86 4.37 -38 8 -48 
 
Bilateral angular gyrus 537 4.42 4.04 -36 -54 53 
   
323 4.36 3.99 39 -63 38 
 
Bilateral cuneus 911 4.09 3.77 -12 -93 3 
   
(911) 4.03 3.72 12 -84 12 
 
Right middle temporal gyrus 3016 4.80 4.32 69 -45 -5 
 
Right parahippocampal gyrus 8548 4.55 4.14 12 6 -21 
Sound Bilateral posterior fusiform gyrus 172 3.61 3.38 -15 -53 -12 
   
6317 4.40 4.02 24 -33 -23 
 
Right temporal pole (6317) 4.14 3.81 57 9 -20 
 
Right middle temporal gyrus 256 3.97 3.68 68 -21 -6 
 
Right superior temporal gyrus 211 3.90 3.62 69 -38 0 
Smell/taste Left postcentral gyrus 242 4.22 3.88 -23 -33 62 
 Left posterior fusiform gyrus 138 3.66 3.42 -42 -36 -17 
 Left parahippocampal gyrus 172 4.37 3.99 -18 -33 -12 
 Right superior temporal 
gyrus/insula 
756 3.84 3.57 45 3 -11 
 Right calcarine sulcus/cuneus 648 3.90 3.62 -3 -83 12 
Color Left superior occipital gyrus 180 4.07 3.76 -14 -84 -5 
 
Left paracentral lobule 220 4.19 3.86 -27 -32 69 
 
Bilateral temporal pole 1083 4.03 3.73 -32 23 -39 
   
1995 3.80 3.54 51 3 -45 
 
Bilateral anterior fusiform gyrus 205 3.59 3.36 -29 -20 -20 
   
(1995) 3.75 3.50 24 6 -48 
 
Bilateral inferior temporal gyrus 285 3.87 3.60 -51 -23 -23 
   
146 3.66 3.42 65 -17 -11 
 
Right middle temporal gyrus 206 3.52 3.31 41 -41 -17 
Manipulation Left posterior fusiform gyrus 155 3.82 3.56 -21 -48 -9 
 
Right anterior cerebellum 223 3.74 3.49 30 -29 -33 
Shape Left posterior fusiform gyrus 365 4.34 3.97 -18 -29 -27 
 
Left cuneus 910 4.09 3.77 8 -90 9 
 
Right lingual gyrus 120 3.78 3.52 15 -50 11 
Note. Multiple regression analyses with total intracranial volume and age as covariates each masked by its 
counter-model; p < .001, uncorrected, with an empirically defined extended cluster-threshold of 120 mm3. 
Cluster sizes between brackets are part of a previously mentioned cluster with that size. Anatomical labels 
were derived using the Automated Anatomical Labeling (AAL) toolbox in SPM12 (Tzourio-Mazoyer et al., 
2002) 
 
  
9
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Figure 15. Brain regions per sensory-perceptual feature in nouns (in which the degree of gray matter was significantly predicted by 
behavioral lexical decision scores strongly related to a sensory-perceptual feature masked by regions related to their weakly associated 
counterparts in A) rostral, B) caudal, C) right lateral, D) left lateral, E) ventral, and F) dorsal view) 
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5.3.2.2 Verbs 
 Gray matter density loss was associated with mouth actions in the pars orbitalis of the left 
inferior frontal gyrus, in addition to association with the left dorsal postcentral gyrus. Hand actions 
were not related to volume loss in the motor cortex. Leg actions were associated with the left dorsal 
postcentral gyrus. Visual motion verbs did not predict the degree of atrophy in the angular gyrus or 
posterior middle temporal gyrus. There was a significant relationship between gray matter volume 
and performance on change of state verbs in both the left posterior fusiform and inferior temporal 
gyri. Performance on sound verbs was not significantly related to the angular gyrus or superior 
temporal sulcus. 
 Similar to the VBM results of nouns, a strong link was present between volume loss in the 
anterior temporal lobe and behavioral performance on words strongly linked to sensory-perceptual 
features in verbs. For all six features, worse performance on high-association words was 
significantly linked to reduced gray matter volume in the anterior temporal lobe. For five out of six 
features, this relation remained significant after masking the statistical brain maps of high-
association words with the maps of the low-association words (Figure 16).  
 
Figure 16. Involvement of the anterior temporal lobe in sensory-perceptual features of verbs (ventral 
view; R = right, L = left) 
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Table 15. Anatomical regions associated with sensory-perceptual features in verbs 
FEATURE Side Anatomical region Cluster 
size (mm3) 
Peak t 
value 
Z x y z 
Mouth Left postcentral gyrus 256 4.62 4.19 -26 -33 65 
 Bilateral pars orbitalis 1802 4.28 3.92 -12 -2 -24 
   123 3.45 3.25 23 17 -36 
 Bilateral temporal pole 2326 4.29 3.94 -51 15 -33 
   156 3.66 3.43 50 3 -45 
 Bilateral posterior fusiform gyrus 1096 5.06 4.52 -21 -32 -20 
   837 4.31 3.95 24 -30 -24 
 Right calcarine sulcus/cuneus 1447 5.18 4.60 5 -89 6 
Hand Left medial orbitofrontal cortex 168 3.52 3.30 6 18 -12 
 Left temporal pole 293 3.31 3.13 -51 0 -17 
 Left inferior temporal gyrus 121 3.81 3.55 -50 -24 -23 
 Left precuneus 181 3.99 3.70 6 -78 30 
 Bilateral posterior fusiform gyrus 8028 5.05 4.51 -18 -44 -12 
   4516 4.14 3.82 26 -30 -23 
 Right calcarine sulcus/cuneus 1124 3.95 3.66 3 -86 6 
Leg Left postcentral gyrus 320 4.78 4.31 -26 -33 65 
 Bilateral 
temporal pole/anterior 
fusiform gyrus 
15315 5.60 4.90 -32 -2 -51 
   14118 4.80 4.32 48 5 -45 
 Right middle temporal gyrus 121 3.59 3.37 65 -15 -9 
 Right 
calcarine sulcus/lingual 
gyrus 
1785 4.67 4.23 2 -86 3 
Visual motion Left anterior cingulate cortex 499 3.58 3.36 5 21 -20 
 Bilateral posterior fusiform gyrus 2888 4.24 3.89 -21 -27 -17 
   125 3.59 3.37 39 -50 -14 
 Bilateral temporal pole 777 3.90 3.62 -41 8 -12 
   1264 3.80 3.54 48 0 -15 
 Bilateral calcarine sulcus/cuneus (424) 3.62 3.39 11 -75 17 
   424 3.96 3.67 -2 -81 9 
 Right anterior fusiform gyrus 604 3.82 3.56 36 -3 -51 
Sound Left posterior fusiform gyrus 488 3.61 3.39 -20 -48 -9 
 Left temporal pole 692 3.87 3.60 -53 12 -33 
 Left postcentral gyrus 299 4.56 4.14 -26 -32 65 
 Left parahippocampal gyrus 136 3.84 3.58 -29 -15 -38 
 Left hippocampus 144 4.00 3.70 -12 -2 -29 
 Bilateral calcarine sulcus/cuneus 160 4.08 3.77 -18 -59 12 
   3832 5.62 4.92 5 -90 6 
 Right cerebellum 125 3.84 3.57 26 -66 -41 
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Change of state Left inferior temporal gyrus (518) 3.80 3.54 -30 -41 -12 
 Bilateral posterior fusiform gyrus 518 4.08 3.77 -23 -45 -11 
   152 3.42 3.22 50 -38 -15 
 Bilateral 
superior orbitofrontal 
cortex 
259 3.54 3.32 -15 5 -23 
   469 3.58 3.36 17 11 -15 
 Right anterior cingulate cortex 899 3.82 3.55 -2 33 15 
Note. Multiple regression analyses with total intracranial volume and age as covariates each masked by its 
counter-model; p < .001, uncorrected, with an empirically defined extended cluster-threshold of 120 mm3. 
Cluster sizes between brackets are part of a previously mentioned cluster with that size. Anatomical labels 
were derived using the Automated Anatomical Labeling (AAL) toolbox in SPM12 (Tzourio-Mazoyer et al., 
2002) 
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Figure 17. Brain regions per sensory-perceptual feature in verbs (in which the degree of gray matter was significantly predicted by behavioral 
lexical decision scores strongly related to a sensory-perceptual feature masked by regions related to their weakly associated counterparts in 
A) rostral, B) caudal, C) right lateral, D) left lateral, E) ventral, and F) dorsal view)
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5.4 Discussion 
 The current study aimed to investigate whether sensory-perceptual information of words 
differentially influenced lexical-semantic impairment in individuals with non-fluent, logopenic, and 
semantic PPA, depending on which modality-specific regions were affected. Semantic 
representations are thought to develop through experiences in, and interactions with, the real 
world which we subsequently abstract into conceptual information. The hypothesis of embodied 
cognition asserts that these sensory and perceptual experiences are reactivated when drawing 
upon that knowledge, which translates into active involvement of sensory-perceptual regions in the 
brain when processing semantic information. Opponents of the embodied view of cognition argue 
against the evidence of fMRI studies that confirm such brain activations by stating that these 
activations may be part of a secondary process, but are not necessary for correct operational 
semantic processing (e.g., Mahon & Caramazza, 2008).  
To clarify the necessity of sensory-perceptual brain regions in semantic processing, this 
study assessed lexical-semantic comprehension in patients with PPA, for whom it was hypothesized 
that a fundamental link between sensory-perceptual regions and lexical-semantic knowledge 
should result in modality-specific impairment. Behaviorally, individuals with semantic PPA showed 
no differences between high- and low-association items on any of the noun features and performed 
significantly worse than controls on all high-association noun- and verb-features, demonstrating a 
general trans-modal semantic impairment. In contrast, those with non-fluent and logopenic PPA 
displayed moderate sensory-perceptual specific impairments, especially for motor-actions and 
sound words, respectively. Neuroanatomically, the majority of features were linked to sensory-
perceptual regions, of which some frequently described in the embodiment-literature. Notably, on 
multiple occasions the right-lateralized regions were associated with poorer performance on high-
association items, suggesting inclusion of the right hemisphere in the healthy semantic network. 
Poor performance on both high- and low-association items was consistently associated with lower 
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volume in the left and/or right anterior temporal lobe(s), whereas there was no other brain region 
that was similarly consistently involved across features. The results show that both behaviorally 
and neuroanatomically, a pattern of embodiment can be distinguished in line with the hub-and-
spoke model of semantic representation. Moreover, the results support the central trans-modal hub 
role of the anterior temporal lobe, which is impaired in individuals with semantic PPA in contrast 
with the specific sensory-perceptual impairments in individuals with non-fluent and logopenic PPA. 
The leading argument in favor of embodied cognition is the commonly observed activation 
of the motor and somatosensory cortices in fMRI studies for words strongly associated with motor-
related action, such as mouth, hand, and leg actions, as well as tools and instruments (e.g., Hauk et 
al., 2004; Kemmerer et al., 2008; Martin, 2007; Pulvermüller, 2013). Based on these studies, 
individuals with non-fluent PPA were hypothesized to experience impairment on motor-related 
actions and objects. In the current study individuals with non-fluent PPA showed no significant 
within-group differences in accuracy on high- versus low-association items on any of the sensory-
perceptual features in nouns or verbs, including mouth, hand, and leg use as well as manipulation. 
This finding is most probably due to their high overall accuracy. However, consistent with previous 
studies (e.g., Ash et al., 2009; Bak & Hodges, 2003; Hillis et al., 2002; Hillis et al., 2004; Thompson et 
al., 1997), individuals with non-fluent PPA showed a substantial impairment on verbs when judged 
against their performance on nouns: only two of the sensory-perceptual features in nouns were 
performed less accurately compared to controls, but all those of verbs were performed significantly 
worse. Hence, the comparison with controls on verbs lacked specificity to investigate the influence 
of action versus non-action elements in individuals with non-fluent PPA. However, a within-group 
comparison between each of the three motor-action related features and change of state verbs was 
sensitive enough to reveal that, at least for mouth and leg use, motor-action performance was 
impaired compared to non-motor action in individuals with non-fluent PPA. These results confirm 
the analysis by Bak et al. (2003) that both linguistic (i.e., grammatical class) and conceptual (i.e., 
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sensory-perceptual) features influence the performance of individuals with non-fluent PPA in 
lexical-semantic processing. 
It is noteworthy that greater impairment for verbs relative to nouns has not only been 
found for individuals with non-fluent PPA, but also in individuals with non-fluent post-stroke 
aphasia (e.g., Thompson et al., 2012). The patterns of neurological damage largely overlap between 
these two groups, affecting the inferior frontal regions including BA 44/45 (Broca’s area). Thus, our 
results confirm that this frontal region is important for processing lexical-semantic aspects of verbs, 
as reviewed by, e.g., Hillis et al. (2002). 
Previous fMRI studies have found evidence in favor of embodiment when action words 
activated motor-related brain regions (e.g., Kemmerer et al., 2008). Therefore, in the current study, 
reduced accuracy performance on motor-related verb actions (mouth, hand, leg) and manipulation 
nouns was expected to correlate with gray matter atrophy in the motor and somatosensory 
cortices. While performance on words strongly associated with manipulation did not localize to the 
motor or primary somatosensory cortices, a significant correlation between gray matter loss and 
poor performance was found in the right anterior cerebellum, which directly connects to the left 
motor cortex—note that the cerebellum is ipsilaterally connected to body functions. The anterior 
cerebellum’s function is motor planning and motor execution, and a specific activation of this 
region has been related to hand tracking movements (e.g., Miall et al., 2001). The reason for a 
correlation with the cerebellum but not the primary and/or somatosensory motor cortex might be 
because the act of manipulating an object relies more strongly on the initial steps of fine 
coordination and motor-planning than on the subsequent motor movement itself. Evidence for 
embodiment was also found in gray matter correlations with mouth and leg actions. Actions 
specifically related to leg use corresponded to gray matter density in the dorsal postcentral gyrus 
(i.e., somatosensory cortex). Mouth actions were correlated with volume loss in the same region of 
the postcentral gyrus as well the pars orbitalis. This finding is not surprising given the recent 
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findings by Mandelli, Vilaplana et al. (2016) that the pars opercularis of the left inferior frontal 
gyrus (Brodmann area 44) is functionally connected to both regions in healthy individuals. 
Both behavioral and VBM results provide support for the hypothesis of embodiment; for the 
majority of features, decreased performance on behavioral scores was related to lower gray matter 
density in sensory-perceptual regions that lie outside of the conventional left-lateralized 
perisylvian ‘language’ cortex. However, these regions were not in all cases the hypothesized 
regions. On some features, relations between scores and gray matter density related with a 
different but plausible structure in the realm of embodiment (e.g., right anterior cerebellum instead 
of left motor cortex for manipulation) or with the contralateral equivalent of the hypothesized 
structure.  
For example, behaviorally, individuals with logopenic PPA showed reduced accuracy in high 
sound nouns compared to low sound nouns as well as compared to performance on shape and 
manipulation. Additionally, they had slower response times to high sound verbs than low ones, and 
they were less accurate than healthy controls in both sound nouns and sound verbs. This behavioral 
performance is in line with the report by Bonner and Grossman (2012) of a feature-specific deficit 
for sound words in individuals with logopenic PPA. Unlike their findings, however, VBM analyses in 
the present study did not show a relation with gray matter density in the left auditory association 
cortex on sound nouns or verbs. In nouns, nevertheless, nearly the exact same coordinates were 
localized for volume loss in the contralateral right superior temporal gyrus as the peak voxel of 
activation to sound words that Bonner and Grossman reported in an fMRI study with healthy 
participants. This association between a sensory-perceptual feature and sensory-perceptual cortex, 
which was also observed for multiple other sensory-perceptual features, provides support for the 
hypothesis of embodied cognition.  
Possibly, Bonner and Grossman (2012) did not find activation in the right auditory 
association cortex because their participant sample presented with almost no cortical atrophy in 
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the right hemisphere. The present study, on the contrary, analyzed a large assortment of atrophied 
cortical regions, including those on the right side of the brain. For multiple sensory-perceptual 
features, the results indicated volume loss in right-lateralized sensory-perceptual regions—often in 
conjunction with left-lateralized volume loss in the equivalent region. While embodied cognition 
research usually focuses on activation of (in fMRI) and association with (in structural MRI) left 
hemispheric sensory and motor cortices, the present results suggest extensive involvement of the 
right hemisphere in verbal semantics of healthy individuals. The involvement of the right 
hemisphere in lexical-semantic processing has previously been demonstrated in studies with 
individuals who underwent corpus callosotomy (i.e., split-brain surgery) and individuals with right-
hemisphere damage (e.g., Gazzaniga, 1995; Joanette et al., 1988; Sidtis et al., 1981). Moreover, 
multiple studies have illustrated the relation between right temporal lobe atrophy and non-verbal 
category-specific semantic deficits—specifically for people, food, smell, and emotions—in cases of 
right-sided semantic dementia (see Chapter 2, section 2.5.4). For example, in their case study of an 
individual with the right-sided semantic variant, Gorno-Tempini et al. (2004) reported the 
importance of right-sided atrophy in causing a semantic deficit for food, among other categories. In 
line with their report, the results in this chapter link behavioral scores on smell/taste to gray matter 
atrophy in the right anterior superior temporal gyrus and insula.  
Besides activation of modality-specific sensory-perceptual regions, this study’s hypothesis 
was that individuals with semantic PPA would display a general impairment independent of 
specific sensory-perceptual features as their atrophy is centered in the temporal pole, a trans-
modal semantic hub (e.g., Patterson et al., 2007). Indeed, individuals with semantic PPA showed no 
differences between high- and low-association items on any of the noun features (although they did 
in some instances for verbs), and performed significantly worse than controls on all features of 
both nouns and verbs. The differences between high- and low-association items for some verbs 
appeared to be random and did not follow a pattern across accuracy and response times. Overall, 
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the modality-general semantic impairment—strongly present for nouns and moderately present for 
verbs—supports the hub-and-spoke model and specifically the trans-modal role of the temporal 
pole, especially in contrast with the specific sensory-perceptual impairments observed in 
individuals with the non-fluent and logopenic variants.  
Additionally, the hypothesis of general semantic loss in individuals with semantic PPA 
posited that gray matter volume loss in the temporal pole should negatively influence performance 
on all sensory-perceptual features (Guo et al., 2013). For nine out of the twelve sensory-perceptual 
features, performance on high- versus low-association items was indeed significantly linked to gray 
matter loss in the anterior temporal lobe. One could argue that if atrophy in the temporal pole 
affects all semantic aspects of words, a relation with the temporal pole should also be present for 
low association words and therefore be masked in the high-low comparison. In fact, the assumption 
of a relation between the anterior temporal lobe and words with both high and low associations is 
correct for all features except one (shape). In other words, for 92% of the features, reduced gray 
matter density in the anterior temporal lobe correlated with poor performance on both high- and 
low-association items. For two features (manipulation and change of state) the contrast between 
high- and low-association items indeed appears to have masked a significant relation with the 
temporal pole for highly associated words. However, the high-low comparison did not completely 
mask significant involvement of the anterior temporal lobe for the remaining nine categories. Thus, 
the involvement of the anterior temporal lobe in semantic processing seems to be regulated by the 
strength of the contribution of sensory-perceptual features to conceptual representations. This 
discovery reinforces the idea of the temporal pole as an active hub integrating the fluctuating input 
of various modality-specific spokes into holistic conceptual representations. 
By and large, behavioral impairment on words with high sensory-perceptual associations 
was found for the majority of hypothesized features for the different variants either within-group 
(i.e., high- versus low-association items) or compared to controls. These results are consistent with 
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the ideas put forward by the hypothesis of embodiment. Yet, the variance in performance within 
each group was large and some results were only marginally significant. Additionally, the pattern 
across accuracy and response times, across nouns and verbs for the features of sound and visual 
motion, and across within-group and between-group comparisons was not consistent. Thus, while 
these results support a link between sensory-perceptual features and their associated brain 
regions, the influence of atrophy on lexical-semantic processing in the various regions studied may 
be relatively weak.  
An explanation for this relatively weak influence is that concepts underlying words are 
composed of a multitude of semantic components, of which a specific sensory-perceptual feature is 
only one. Even if words are highly associated with a sensory-perceptual feature—as ensured by the 
use of ratings in this study—they also include other pieces of information in virtually all cases. For 
example, many of the manipulation nouns were highly associated with shape (e.g., hammer, fork). 
Moreover, concepts also contain emotional and abstract information (e.g., Cree & McRae, 2003). 
Even though the strength or ‘weight’ of an association is important for semantic processing (Vinson 
et al., 2003), the presence of multiple intact semantic features in a concept may (partly) mask the 
specific impairment for a given semantic feature. Thus, a deficit in a sensory-perceptual feature 
does not result in a binary outcome of a concept either being impaired or not, but rather, perhaps, 
in only a percentage of distortion in the conceptual representation as a whole. This small defect 
may occasionally cause delayed responses and initial misidentification of words as not real words 
in a lexical decision task, which causes a noticeable but weakened effect.  
In sum, these results demonstrate that the embodiment hypothesis, particularly applied 
within a hub-and-spoke model, can explain part of the behavioral and neurobiological degeneration 
of the lexical-semantic network observed in individuals with PPA. As opposed to fMRI results, from 
which results may be argued to reflect a secondary, epiphenomenal effect, these structural MRI 
results in relation to behavioral impairment cannot be explained from a disembodied view. 
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Behaviorally, individuals with non-fluent PPA presented with a specific deficit for verbs—in 
particular for those containing an element of motor-related action, as hypothesized because of 
atrophy in the motor cortex. Individuals with logopenic PPA performed worse in accuracy and 
response times on nouns and verbs strongly associated with sound, as hypothesized because of 
atrophy in the auditory association cortex. Individuals with semantic PPA showed general semantic 
impairment independent of strong associations with sensory-perceptual features, having atrophy in 
the anterior temporal lobe. These three behavioral patterns fit predictions based on the hub-and-
spoke model. In this view, the impairment observed in individuals with non-fluent and logopenic 
PPA corresponds to flaws in the modality-specific spokes, while the impairment in individuals with 
semantic PPA is caused by a defective trans-modal hub. Neurobiologically, an equivalent hub-and-
spoke pattern can be distinguished in the correlations of sensory-perceptual features with gray 
matter density in sensory-perceptual regions in both hemispheres as well as a gray matter density 
correlation with the central hub in one or both temporal poles for nearly every feature. 
Importantly, the results suggest that in addition to left-lateralized regions, the right hemisphere is 
also substantially involved in semantic processing. The present study shows that previous findings 
of functional activation of sensory and motor cortices in response to sensory-perceptual features 
are most likely due to a primary process linked to bilateral embodiment, and that it is not an 
epiphenomenal effect. 
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6 General discussion, future work, and conclusion 
 
6.1 Introduction 
This dissertation addressed the degeneration of lexical-semantic processing in individuals 
with non-fluent, logopenic, and semantic PPA in order to answer the overall research question of 
how lexical and semantic factors contribute to the structural degeneration of the mental lexicon. To 
unpack the multiple elements involved in this question, individuals with PPA were tested on an 
extensive lexical decision paradigm as well as additional semantic tasks. The lexical decision 
paradigm was subsequently analyzed in three different ways to extract behavioral patterns as well 
as to determine the relation between task performance and brain atrophy. The elements of focus 
with regard to word recognition in PPA were the role of general semantic knowledge (Chapter 3), 
the role of psycholinguistic variables (Chapter 4), and the role of sensory-perceptual features 
(Chapter 5). 
This final chapter contains a review of the results and a discussion concerning their 
collective significance in light of the field’s prior knowledge. Furthermore, the theoretical and 
clinical implications are considered, as well as limitations of this work which generate, together 
with the findings, directions for future research. 
 
6.2 Review of results 
6.2.1 Chapter 3: Study 1 
The first study, in Chapter 3, addressed the extent to which semantic processing is required 
for lexical decision by investigating the predictions of two opposing theories. On the one hand, the 
dual-route cascaded model posits that, within the structure of a hierarchical mental lexicon, 
semantic information is not necessary to distinguish a real word from a pseudoword (Coltheart et 
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al., 2001). On the other hand, the connectionist model rejects a hierarchical structure of a mental 
lexicon by instead proposing a network that connects semantic information with all other 
information about words (e.g., sound, spelling) such that the meaning of a word is automatically 
activated when reading it (Plaut et al., 1996). 
The first question in this study was whether lexical decision performance was exclusively 
impaired in individuals with the semantic variant of PPA or if the task also elicited below-normal 
performance in individuals with the non-fluent and logopenic variants, who are thought to have 
little to no semantic problems. The results showed that individuals with all three variants of PPA 
exhibit decreased performance compared to healthy controls, both as an overall group as well as 
per clinical diagnosis, though the extent of impairment varies across variants. Hence, impaired 
lexical-semantic processing is not confined to individuals with the semantic variant of PPA. In view 
of the variable levels of impairment, it is important to carefully consider what factors induce the 
impairment per variant. 
The second question asked whether performance on semantic tasks was linked to lexical 
decision performance in a way that would suggest the necessity of semantic information for word 
recognition. Results indicated that the degree of semantic ability for individuals with PPA as a 
general diagnosis was significantly related to their lexical decision performance in both accuracy 
and response times. This finding suggests that semantic information is in some way important in 
deciding whether a word is real or not. Analyzed per diagnosis, however, this pattern did not 
uniformly apply—most importantly, neither lexical decision accuracy nor response times were 
predicted by the degree of semantic ability in individuals with the semantic variant of PPA, while 
these individuals displayed the worst semantic ability across all three variants. This simultaneous 
presence of a relation between semantic ability and lexical decision performance when applied to 
all individuals with PPA, but absence of a relation at the level of clinical diagnosis, indicates that 
semantic information is not necessary for lexical decision. 
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Taken together, these findings suggest that semantic ability plays an active and important, 
but not absolute, role in word recognition. In other words, the influence of semantic variables alone 
cannot fully explain the degeneration in lexical-semantic processing. Therefore, the findings of this 
study support the dual-route cascaded model, yet with the remark that although semantic 
information might not be necessary, it does play an important role in lexical decision performance 
(e.g., Bonner et al., 2013). 
 
6.2.2 Chapter 4: Study 2 
The second study, in Chapter 4, investigated the influence of the psycholinguistic variables 
of lexical frequency, age of acquisition, and neighborhood density on lexical-semantic processing in 
individuals with the three variants of PPA. These three variables were selected for two reasons. The 
first aim was to determine whether age of acquisition and neighborhood density affected 
individuals with the three variants in different ways related to the cortical atrophy pattern of each 
variant. Age of acquisition and neighborhood density were expected to have distinct influences per 
variant because of the different loci that these variables have with regard to the mental lexicon, 
being hierarchically structured with levels linked to different aspects of language, and their links to 
different neuroanatomical regions. The second aim was to investigate whether lexical frequency 
and age of acquisition each have a distinguishable influence on lexical decision performance in 
individuals with PPA, because it is debated whether lexical frequency and age of acquisition 
represent the same underlying variable or not. The performance of individuals with PPA was 
particularly valuable to study this aim, as it was below the ceiling level at which healthy controls 
performed and included variability in the degree of impairment across and within the three 
diagnoses, for which the effect sizes of frequency and age of acquisition could be compared. 
The prediction that psycholinguistic variables would have different impacts in the 
degeneration of lexical-semantic knowledge was based on two principles motivated by a body of 
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previous literature. The first principle was that aspects of language are coarsely organized in 
different regions of the brain, namely lexical analysis in inferior frontal, temporoparietal, and 
occipitotemporal networks, and semantics in the anterior temporal network. The second principle 
was that age of acquisition has a semantic locus, while neighborhood density has a lexical locus. The 
results showed that, indeed, a) individuals with non-fluent and logopenic PPA experience 
substantial effects of neighborhood density while those with semantic PPA barely do, and b) 
individuals with semantic PPA experience substantial effects of age of acquisition while those with 
non-fluent and logopenic PPA barely do.  
In order to test the hypotheses, this study required a balanced methodological approach to 
isolate the effects of individual psycholinguistic variables, as many among them correlate with each 
other (e.g., Morrison et al., 1992; Zipf, 1935). A second aim, made possible by this methodology, was 
to distinguish the effects of age of acquisition and lexical frequency from each other. The results 
showed that age of acquisition and lexical frequency are two separate factors that each influence 
lexical-semantic processing at least partly independently, but that the effect of frequency is larger 
than that of age of acquisition, consistent with the early findings by Gilhooly and Logie (1982). 
In sum, these results are consistent with the theory that words are organized in our mind 
and brain in a hierarchical fashion, in which various levels of the mental lexicon modify lexical-
semantic processing in their own way. A selective deficit at one of these levels results in 
distinctively affected lexical-semantic processing, but overall the effect of lexical frequency is the 
most influential in individuals with PPA independent of the variant. Thus, the degeneration of 
lexical-semantic processing in PPA is affected by more factors than semantic information alone, as 
has also been shown in post-stroke aphasia (e.g., Laiacona et al., 2001). 
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6.2.3 Chapter 5: Study 3 
The third study, in Chapter 5, concentrated on the composition of conceptual knowledge by 
investigating the influence of sensory-perceptual features on the degeneration of lexical-semantic 
processing in individuals with PPA, and the link of these features with regions of brain atrophy. The 
theoretically motivated hypotheses emerged from the hypothesis of embodied cognition, asserting 
that semantic sensory-perceptual information in words is neurobiologically linked to 
corresponding brain regions. The hypothesis of embodied cognition is implemented in the hub-and-
spoke model, which states that such modality-specific pieces of information (spokes) assemble in a 
trans-modal, anterior temporally located, semantic hub. 
As hypothesized, individuals with non-fluent and logopenic PPA displayed partial difficulty 
with modality-specific sensory-perceptual information linked to their region of atrophy, namely the 
motor cortex and temporoparietal region, respectively. Individuals with non-fluent PPA performed 
worse on verbs than nouns (e.g., Ash et al., 2009; Hillis et al., 2002), specifically on verbs with a 
motor-related action component compared to verbs not related to motor-action (e.g., Bak et al., 
2001). Individuals with logopenic PPA displayed difficulty with words strongly related to sound 
(e.g., Bonner & Grossman, 2012). Additionally, individuals with the semantic variant, having 
profound atrophy in the anterior temporal lobe, confirmed that their general semantic deficit is 
relatively severe but trans-modal (e.g., Mion et al., 2010). These behavioral results follow the 
pattern that is neurobiologically predicted by the hub-and-spoke model. Namely, the atrophy of 
individuals with non-fluent and logopenic PPA overlaps with sensory-perceptual regions indicated 
as the spokes in the model, while the atrophy of individuals with semantic PPA overlaps with the 
region indicated as the hub in the model. Therefore, the model predicts feature-specific deficits for 
individuals with the non-fluent and logopenic variants, and a general, non-feature-specific deficit 
for individuals with the semantic variant. 
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Neurobiologically, impaired performance on words strongly associated with a specific 
sensory-perceptual feature was often linked to cortical structures outside of the traditional 
perisylvian language region in the left hemisphere. Multiple associated regions were consistent 
with the expectations of the embodied cognition hypothesis, albeit on occasion the link was with 
the contralateral version of the hypothesized structure. The anterior temporal lobe was linked to 
impaired performance on nearly every sensory-perceptual feature, thereby also neurobiologically 
emphasizing its prominent function as a trans-modal hub. 
Overall, these behavioral and neurobiological results suggest embodiment of modality-
specific sensory-perceptual semantic knowledge in addition to the formation of holistic conceptual 
representations in the anterior temporal lobe, as proposed by the hub-and-spoke model. The wide 
network of regions involved in semantic processing includes the right hemisphere, previously 
thought to serve a subservient role in the hypothesis of embodied cognition (e.g., Fernandino et al., 
2016). The findings show that not only individuals with semantic PPA but also those with non-
fluent and logopenic PPA experience semantically-related breakdown of conceptual information in 
lexical-semantic processing. 
 
6.3 Collective significance 
The question that links these three studies together is whether words are organized within 
a mental lexicon with separate levels for lexical and semantic knowledge, or within a unitary 
semantic system which dispossesses the influence of other aspects of language. The three studies 
investigated whether individuals with three variants of PPA on a lexical-decision task experienced 
differential influences—dependent on their diagnosis—of general semantic information (Chapter 
3), psycholinguistic variables (Chapter 4), and/or sensory-perceptual features (Chapter 5).  
The different types of analyses in the three studies demonstrate that word recognition is 
impaired in individuals with all three variants of PPA, yet to different extents depending on the 
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variant. This finding unifies previous reports, scarce in number, of lexical decision impairment 
investigating one or two of the variants (e.g., Heim et al., 2014; Nelissen et al., 2010), and 
additionally shows the degree of impairment in each diagnosis relative to the other two and to 
controls. A deficit in semantic knowledge is a strong contributor to this below-normal performance, 
consistent with reports by, e.g., Patterson et al. (2006) and Tree and Kay (2015). However, as 
shown in Chapter 3, the degree of semantic impairment is not sufficient to explain word recognition 
performance of individuals with PPA.  
The presence of lexical-semantic impairment in Chapter 3 in individuals not only with 
semantic PPA but all three variants provided reason to further investigate the underlying cause(s) 
of the impairment. The findings in Chapters 4 and 5 suggest that the process of word recognition in 
individuals with PPA is affected at a detailed level within the semantic system, shown by sensory-
perceptual feature-impairment, at the semantic level overall, shown by deficits in age of acquisition, 
and outside of the semantic level, shown by deficits concerning word form (orthographic 
neighborhood density). The integration of these elements provides an original approach to the 
cognitive and neurobiological mechanisms of the mental lexicon; Figure 16 provides a visual 
overview of how the elements of the different studies interconnect. 
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Figure 18. Overview of included elements and theories (thick single arrows indicate the hierarchy of 
processing within the mental lexicon; thin arrows indicate the level that the item applies to; the double 
arrow indicates the equality between the conceptual level in the mental lexicon and the semantic 
system; gray text indicates which PPA group was specifically impaired and the chapter (Ch.) in which 
that was demonstrated; nfvPPA = individuals with non-fluent PPA, lvPPA = individuals with logopenic 
PPA, svPPA = individuals with semantic PPA) 
 
6.3.1 Mental lexicon 
Chapter 3 contrasted two theories of word recognition: the dual-route cascaded model, 
which proposes a mental lexicon structure with different levels for aspects of language (e.g., 
phonology/orthography, semantics), and the connectionist model, which proposes that elements 
like sound and meaning are linked together in a network without hierarchy. The findings of Chapter 
3 clearly supported a hierarchical mental lexicon structure for lexical-semantic processing as 
proposed by Bock and Levelt (1994), based on the internal elements of a lexical entry (Levelt, 
1989). The mental lexicon model includes three levels: a lexeme level accommodating 
orthographical/phonological information, a lemma level accommodating syntactic information, and 
a conceptual level, accommodating semantic information (e.g., Levelt et al., 1999).  
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The different degrees of impairment across the three groups of individuals with PPA raised 
the question of whether effects of psycholinguistic variables affect lexical-semantic processing 
across variants of PPA in different ways—dependent on the language profile per variant—because 
of the link between a psycholinguistic variable and a mental lexicon level (Chapter 4). Results 
confirm a hierarchically structured mental lexicon with different levels that correspond to 
information of different aspects of language (i.e., word form, syntax, semantics, Bock & Levelt, 
1994); effects of age of acquisition and neighborhood density were dissimilarly pronounced in 
different variants of PPA, with an enlarged age of acquisition effect in individuals with the semantic 
variant and an enlarged neighborhood density effect in those with the non-fluent and logopenic 
variants, conform their brain atrophy patterns.  
Besides age of acquisition and neighborhood density, Chapter 4 focused on the effect of 
lexical frequency in individuals with PPA. Levelt et al. (1999) argue for a locus of lexical frequency 
at the lexeme level. However, as the form of a word is generally unique to a language (except for 
cognates) while the concept is generally universal across languages, the strong overlap across 
languages in frequency norms (see Lexicon Projects, e.g., Balota et al., 2007; Ferrand et al., 2010; 
Keuleers et al., 2010; Keuleers et al., 2012) suggests that frequency norms of words are not 
independent of the concept they represent. Therefore, no hypotheses were formulated about 
specific effects of lexical frequency per PPA diagnosis. Results showed a solid lexical frequency 
effect in both accuracy and response times independent of group, including controls, in line with 
many previous reports in the literature (e.g., Balota et al., 2004). 
Although Chapter 4 did not concentrate on the locus of lexical frequency in the mental 
lexicon, its methodology was developed to investigate the relation between lexical frequency and 
age of acquisition. Lexical frequency and age of acquisition demonstrated different, and at least 
partially independent, effects on lexical-semantic processing. In every analysis, the effect of lexical 
frequency was at least equal to, but often larger than that of age of acquisition. The difference in 
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effect size between lexical frequency and age of acquisition, the debated distinction between the 
variables of frequency and age of acquisition (see Brysbaert & Ghyselinck, 2006; Gerhand & Barry, 
1998; Zevin & Seidenberg, 2002), the overlap across languages in frequency norms, and the 
proposed lexeme locus of frequency by Levelt et al. (1999) together strongly suggest that lexical 
frequency may operate at both the lexeme and conceptual levels while the locus of age of 
acquisition is purely at the conceptual level. Future research should further investigate the veracity 
of this hypothesis. 
 
6.3.2 Semantic system 
6.3.2.1 Embodied vs. disembodied cognition 
The large overlap in semantic knowledge across people suggests a common underlying 
structure of the semantic system. What this exact structure is, however, has been a long-standing 
question and topic of debate. Within the multitude of proposed theories, an important element is 
the question whether conceptual information is ‘embodied’ or ‘disembodied’ (e.g., Chatterjee, 2010; 
Pulvermüller, 2013). If semantic knowledge were to be disembodied, the activation of sensory-
perceptual knowledge, as found in fMRI studies, would be an effect of a secondary association but 
not of a direct link between semantic knowledge and sensory-perceptual cortices. There should 
therefore be no relationship between impaired sensory-perceptual regions due to atrophy in 
individuals with PPA and words highly associated with sensory, perceptual, and motor features.  
Nonetheless, the results in this study indicate mild sensory-perceptual modality-specific 
deficits in individuals with non-fluent and logopenic PPA, consistent with the atrophy pattern of 
their diagnosis. Moreover, VBM analyses indicate a pattern of correlations between poor 
performance on words with specific sensory-perceptual features and brain regions within the 
sensory-perceptual network. Although not all identified regions fully fit the a priori hypotheses, the 
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findings favor rejection of an alternative proposal of a symbolic amodal representation of semantic 
knowledge, as the associated regions are in no way consistent with the classically defined language 
cortex. As well, a grounding-by-interaction perspective (i.e., disembodied view) cannot easily 
account for the correlation between impaired performance and brain atrophy in sensory-
perceptual regions, as it does not support a direct link between these brain regions and sensory-
perceptual semantic information. The inconsistencies in behavioral performance and variance in 
hypothesis-fit do leave room, however, to question the extent of embodiment, as different accounts 
throughout the literature operate on a sliding scale from amodal symbolic representation (e.g., 
Kintsch, 2008) to modality-specific distributed-only representation of semantic knowledge (e.g., 
Martin & Chao, 2001).  
However, one thing that can be asserted from this research with a certain amount of 
confidence is that the effect of atrophy on modality-specific semantic knowledge does not result in a 
clear and strict all-or-none impairment. That observation supports the idea that a concept consists 
of many pieces of semantic information, including sensory-perceptual as well as abstract, 
emotional, and linguistic information (e.g., Cree & McRae, 2003; Levelt, 1989). 
In addition to confirming results of previous work, the findings of the current research 
highlight the extended involvement of the right hemisphere in embodiment. The role of the right 
hemisphere and bilateral medial regions in some aspects of language has received increasing 
recognition over the past decade or two (e.g., Piai et al., 2016), but the vast majority of studies on 
embodiment have primarily focused on the left-hemisphere (e.g., Fernandino et al., 2016; 
Pulvermüller & Fadiga, 2010). In this study, multiple features were related to sensory-perceptual 
regions in the right hemisphere that had previously been described to be relevant for embodiment 
only in the left hemisphere (e.g., smell/taste, sound). These results, as well as the involvement of the 
cerebellum in manipulation, argue for a broader investigation of lexical-semantic processing in the 
brain than a restricted perspective that includes only left-lateralized cerebral regions. 
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Besides the finding that the right hemisphere is involved in embodied aspects of lexical-
semantic processing to a larger extent than previously reported, these results also suggest that the 
white matter pathways connecting these bilateral sensory-perceptual regions establish a rich 
bilateral neural ‘highway’ for semantic information—in line with the review by Dick and Tremblay 
(2012) on the widely-distributed connectional anatomy of language. Future research should 
investigate the role of this subcortical network of semantic processing, and specifically what the 
effect of damage to these pathways, independent of gray matter damage, may mean for behavioral 
performance on semantic tasks. 
 
6.3.2.2 The semantic hub in the hub-and-spoke model 
The hub-and-spoke model provides a conceptual and neurobiological framework in which 
holistic concepts emerge from a central trans-modal hub incorporating input from sensory-
perceptual modality-specific regions, as proposed by the hypothesis of embodied cognition (e.g., 
Chen et al., 2017; Lambon Ralph et al., 2017; Patterson et al., 2007). The hub is neurobiologically 
centered in the anterior temporal lobe. As the anterior temporal lobe is the epicenter of atrophy in 
individuals with semantic PPA, degeneration of this neuroanatomical region should result in a 
relatively strong and general trans-modal semantic deficit. This prediction is confirmed by the 
behavioral performance of individuals with semantic PPA in all three studies. Interestingly, 
individuals with semantic PPA often seemed to be aware of the depth of their conceptual 
impairment; in an anecdote demonstrating this point, an individual with semantic PPA said “I'm 
sure I used to know spief” when this stimulus appeared on the screen, which illustrates an active 
attempt to access a word’s conceptual information, in this case inappropriately as it regarded a 
pseudoword. The trans-modal deficit in individuals with semantic PPA in the current research is in 
line with previous reports—not coincidentally, as the idea of the hub-and-spoke model stems from 
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the general semantic impairment observed in individuals with semantic PPA (e.g., Patterson et al., 
2007). 
Novel evidence to support this model, however, comes from the VBM analyses in the 
current study which correlated brain regions with impairment on behavioral scores across all 
individuals with PPA. Notably, the hub-and-spoke model was primarily based on functional MRI 
research besides case- and single-group studies of individuals with semantic PPA (e.g., Chen et al., 
2017; Lambon Ralph et al., 2017). However, the activity in the anterior temporal lobe is typically 
difficult to measure with functional MRI due to signal dropout caused by the particular geometry of 
air-filled cavities and the cranium near this brain region. Structural MRI in a group study with not 
only individuals with semantic PPA but also those with non-fluent and logopenic PPA made it 
possible to investigate whether the involvement of the anterior temporal lobe is dependent on the 
strength of association with sensory-perceptual information. In the VBM analyses in Chapter 5, 
performance on eleven out of twelve sensory-perceptual features on both high- and low-associated 
words was significantly associated with atrophy in the anterior temporal lobe. For nine out of 
twelve sensory-perceptual features, the involvement of the anterior temporal lobe was 
substantially stronger for words with a high versus low association with a sensory-perceptual 
feature. This finding reveals the influence of processing intensity on composing conceptual 
representations. In other words, within the semantic system the anterior temporal lobe can be 
viewed in the same way as the central processing unit of a computer, which is active independent of 
what program you open, but whose intensity increases if you open a movie file as opposed to a 
simple text editor. Thus, both behaviorally and neurobiologically, the results of this dissertation 
provide strong evidence for a central trans-modal semantic processing hub located in the bilateral 
anterior temporal lobes, as proposed in the hub-and-spoke model. Most importantly, this study 
presents the novel finding that the anterior temporal semantic hub should be considered as an 
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active semantic processor whose intensity is regulated by the associative strength of sensory-
perceptual features with conceptual representations.  
 
6.3.3 Integration of the mental lexicon and semantic system 
This dissertation proposes that in the model of the mental lexicon by Bock and Levelt 
(1994), the semantic system is situated at the conceptual level. Chapter 5 demonstrated 
impairment for components of semantic information within the semantic system in individuals 
with all three variants. However, an impairment at the global conceptual level (i.e., for holistic 
conceptual representations) was mainly limited to individuals with semantic PPA as shown by the 
effect of age of acquisition in Chapter 4. Instead, individuals with non-fluent and logopenic PPA 
experienced difficulty at the lexeme level of the mental lexicon in the form of a neighborhood 
density effect. These results demonstrate the complex picture of lexical-semantic impairment, 
influenced by different lexical and semantic factors. Nonetheless, the pattern of impairment specific 
to each variant was found to conform to the levels specified by the hierarchical mental lexicon 
model by Bock and Levelt (1994). 
 
6.4 Theoretical and clinical implications  
The functional objectives of the research in this dissertation were two-fold, namely 
theoretical and clinical. From a theoretical perspective, the three studies aimed to distinguish 
among several models which could best explain how words are organized in the brain on both 
cognitive and neurobiological levels. Candidates were models developed from a (psycho)linguistic 
approach as well as from the fields of cognitive neuroscience and neuropsychology. Ultimately, the 
data fit an original combination of the psycholinguistic mental lexicon model with the brain-based 
hypothesis of embodied cognition, the latter incorporated in the neurobiologically and cognitively 
suited hub-and-spoke model (see Figure 2 for the integration of the sensory-perceptual regions in 
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the hub-and-spoke model). This interdisciplinary perspective exemplifies not only the breadth of 
knowledge already available, but also the overlap in ideas across fields.  
From a clinical perspective, the three studies aimed to distinguish which factors in 
processing words were of particular influence on the increase in errors and time needed in 
individuals with each different variant of PPA. Knowing which factors cause specific difficulty and 
which ones have a beneficial effect can aid improvement of both diagnostic and therapeutic 
materials. Controlling for influential factors can potentially improve the validity of a diagnostic 
instrument, for example, by reducing semantically related effects from an instrument aimed to 
measure any other aspects of language (e.g., word form or syntax) or vice versa. In a similar 
manner, knowing the inhibitory or beneficial effect of different psycholinguistic and semantic 
factors for individuals with each variant of PPA can improve the choice of materials in speech-
language therapy, and provide helpful pointers for communication between the individual with PPA 
and their loved ones and other caregivers. For example, instructing caregivers to, if possible, use 
early acquired words in conversations with individuals with semantic PPA may improve their 
verbal interaction. Strengthened with additional future research, results of this work can provide 
specifics towards the goal of the position statement published by the American Speech-Language-
Hearing Association (ASHA, 2005) to apply evidence-based practice in clinical care. 
 
6.5 Future directions  
Several lines of research can continue from this dissertation work, either or as a follow-up 
to the results from these three studies or because of limitations in the current design. One of those 
lines is to assess the potential effect of task demands. The discussion section of Chapter 5 reflected 
on the relatively weak effect of sensory-perceptual features in behavioral performance. An 
alternative explanation, especially considering the relatively high accuracy score of over 70% 
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correct by even the most impaired individuals with semantic PPA in the current study4, is the low 
task demand generally assumed for lexical decision. Although argued to automatically engage 
semantic knowledge of words (e.g., Bonner et al., 2013) and shown to be influenced by semantic 
deficits (e.g., Patterson et al., 2006), lexical decision is not considered to engage deep semantic 
knowledge on a level like certain other tasks do. For example, a semantic similarity judgment task, 
in which participants see a triad of words and decide which of two words on the second line is 
semantically closest to the one on top, requires participants to activate subtle details of conceptual 
meanings (e.g., Kemmerer et al., 2008). Asking participants whether a string of letters is a real word 
or not in a lexical decision task does not require the same depth of processing (Sabsevitz et al., 
2005).  
Despite these limitations, a lexical decision task was chosen as the most appropriate task in 
the development stage of this research—partly because of its simplicity and lack of depth. An 
important issue to consider was that the participating individuals with PPA had neurological 
impairment in common, but across as well as within variants to very different extents and with 
different additional issues depending on the variant (e.g., surface dyslexia in individuals with 
semantic PPA and a phonological loop deficit in individuals with logopenic PPA). Thus, the study 
required a task that could evaluate the aspects of both word form and meaning in individuals with 
all three PPA diagnoses with particularly simple and almost intuitive instructions in order to elicit 
the intended performance. Hence, a lexical decision task with simultaneous auditory and visual 
presentation of the stimulus was decided upon. Still, of the 53 participants tested initially, five 
individuals (non-fluent PPA = 1, logopenic PPA = 2, semantic PPA = 2) were not able to understand 
the instructions and perform the task, confirming the need for simplicity in a task when testing this 
population. 
                                                          
4 It should be noted, however, that any lower level of accuracy could indicate that participants did not understand 
the task and were performing largely at chance, which would make the data unsuitable for analyses. 
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Slight alterations of the task in future research might be possible however. For example, an 
auditory-only lexical decision task (e.g., Bonner & Grossman, 2012, yet with careful consideration of 
the phonological loop deficit in individuals with logopenic PPA and potential hearing problems in 
older adults) or a more thought-provoking question (e.g., if something can be experienced through 
the senses or not, Fernandino et al., 2016) could increase task demands and elicit more subtle 
differences among participants. Yet, even with the paradigm of lexical decision employed, 
supposedly prompting only ‘light’ semantic processing, the three studies produced valuable results. 
This outcome exemplifies 1) the strength of lexical decision as a semantic task, and 2) the strength 
of semantic and psycholinguistic effects within our mental lexicon. Future studies with a variety in 
tasks and more depth in semantic processing can possible fill in the contours outlined in the current 
project. 
A related area of research would be to expand the scope of the design, which can be done in 
several ways. For example, the current study included nouns and verbs, but other words in our 
mental lexicon such as adjectives and adverbs also carry meaning. A combination of words with 
various parts of speech such as nouns, verbs, adjectives, and adverbs, which are grouped according 
to their function in building a sentence, would be particularly suitable to investigate the influence of 
the lemma level in the mental lexicon, as this level is related to syntax (Bock & Levelt, 1994). 
Moreover, lexical frequency, age of acquisition, and neighborhood density are not the only 
psycholinguistic variables suggested to influence lexical-semantic processing. For example, valence 
might be particularly interesting to investigate the impairment in emotional processing in 
individuals with the right temporal semantic variant compared to those with left-dominant 
semantic PPA as well as compared to those with non-fluent and logopenic PPA. Another option, 
although potentially difficult to realize considering the issue of task demands described above, is to 
employ a production task to complement the comprehension task employed in this study. Single-
word production, such as object naming, might create additional understanding of the effects of 
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psycholinguistic variables and sensory-perceptual features in individuals with PPA—alternatively, 
the effects might be different for comprehension versus production, which would provide another 
interesting direction of research. 
 Lastly, to strengthen the findings regarding psycholinguistic variables and their 
implications for the lexical-processing model in Figure 1, a future study should investigate the 
neurobiological basis of high versus low norms and ratings on lexical frequency, age of acquisition, 
and neighborhood density. In a similar manner to that for sensory-perceptual features employed in 
this dissertation, a VBM analysis could determine which neural structures are particularly sensitive 
to decreased performance on the different psycholinguistic variables. Following the behavioral 
results in Chapter 5, a priori hypotheses can be developed about neural correlates, based on the 
performance within each clinical group of individuals with PPA and their pattern of brain atrophy. 
 
6.6 Conclusion 
This research analyzed the degeneration of lexical decision performance in individuals with 
non-fluent, logopenic, and semantic PPA, with their different focal regions of atrophy, to learn how 
the mental lexicon and semantic system are conceptually and neurobiologically organized. The 
patterns of semantic impairment in individuals with all three variants of PPA indicate that the 
semantic system is organized both conceptually and neurobiologically as proposed in the hub-and-
spoke model in conjunction with the hypothesis of embodied cognition. The semantic system equals 
the conceptual level within a larger mental lexicon model, which incorporates the influence of other 
aspects of language (i.e., orthography and syntax) on word processing as well. Within this mental 
lexicon, additional variance in lexical decision performance of individuals with the three variants of 
PPA can be attributed to impairment at different levels of the mental lexicon’s hierarchical 
structure as proposed by Bock and Levelt (1994). The substantially worse performance of 
individuals with the semantic variant is presumably at the conceptual level, while the mildly 
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affected performance of individuals with the non-fluent and logopenic variants is influenced by 
deficits at the lexeme (i.e., word form) level.  
The knowledge gained from the unification of findings across the three studies emphasizes 
the importance of investigating what is “under the hood”—as discussed in the Introduction—
because it illustrates that the below-normal lexical-semantic performance in individuals with PPA is 
not caused by the same underlying mechanism in each variant. Most crucially, the lexical decision 
impairment in individuals with the semantic variant can be primarily explained through the 
influence of semantic factors, while a large part of the impairment in individuals with the logopenic 
and non-fluent variant can be explained by the influence of lexical factors. The findings also 
highlight the brain-behavior relationship with direct connections between brain atrophy and 
behavioral performance. This research thus contributes to the body of work which aims to 
determine the regions and networks involved in processing language in the brain, particularly at 
the word level.  
All in all, these findings provide novel, experimentally-gathered evidence that the 
degeneration of lexical-semantic processing in individuals with PPA is driven by a combination of 
semantic and lexical factors caused by structural atrophy of the language network in the brain. 
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Appendices 
Appendix A 
Table A1. Demographic, language, and neuropsychological data of patients with primary progressive aphasia and control participants 
 
Demographics/function [maximum]               
 Participant 1 2 3 4 5 6 7 8 9 10 11 12 13  
 Diagnosis nfv nfv nfv nfv nfv nfv nfv nfv nfv nfv nfv nfv nfv  
 Age (in years) 84 62 64 79 62 71 70 57 56 68 65 63 74  
 Gender f m m f m f f f f f f f f  
 Handedness right right right right left right right right ambi left right right right  
 Education (in years) 16 18 16 18 16 15 16 17 14 16 16 12 15  
 MMSE [30] 29 25 19 29 12 17 13 28 22 30 20 24 29  
 CDR [18] 1 5 5 0.5 4.5 5.5 2 0 0 1 1.5 1.5 0  
 d' (response bias) 15.7 2.0 2.5 4.6 2.5 3.7 3.1 4.2 3.5 10.2 4.2 3.7 3.7  
 Interval CDR-MMSE (in days) 0 0 113 0 0 0 -213 1 0 0 0 0 0  
 Interval CDR-lexical decision (in days) 23 126 -59 170 93 -9 213 109 3 97 32 8 58  
Cognition               
 Visuospatial function               
  Benson figure: copy [17] 16 7 15 15 2 16  16 15 16 15 13 16  
 Episodic memory               
  CVLT-II: 30 sec. free recall [9] 6 4 0 7 4    8 9 2 7 9  
  CVLT-II: 10 min. free recall [9] 6 4 0 7 4    7 9 0 6 9  
  CVLT-II: 10 min. recognition [9] 9 8 8 9 8    9 9 8 8 9  
  Benson figure: 10 min. recall [17] 13 5 12 10  12  12 7 16 12 7 14  
 Executive function               
  Digit span: forward [9] 4 4 5 5 0 0 4 5 5 8 6 4 5  
  Digit span: backward [8] 3 2 3 4 2 2 2 5 4 7 4 3 3  
  Modified Trails (no. lines/sec) 0.13 0.02 0.07 0.23  0.56 0.11 0.42 0.41 0.52 0.70 0.03 0.45  
Language               
 Lexical retrieval               
  BNT [15] 15 12 13 13 15 6 6  13 15 2 12 15  
  Fluency: animals 5 3 2 9 3  6 9 7 9 2 9 15  
  Fluency: D-words 6 4 7 8 6  4 18 16 19 4 14 19  
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 Lexical access               
  WAB AWR [60]  58 55 59  60 59 60 60 60  59 60  
  PPVT [16] 16 13 9 14 11 15   14 16 12 13 15  
 Semantic knowledge               
  PPT pictures [14] 14 14 8 14 13 14 13 14 14 14 14 14 14  
  PPT words [14]  11  14           
  4-choice OOT [19] 17 9 11 15 7 15 17 17 18 19 19 11 19  
 Sentence and syntax comprehension               
  WAB Sequential Commands [80]  20 54 80  71 52 72 64 80  68 80  
  Syntactic comprehension task [100]   73   75 88  92 100  88 98  
 Speech and language production               
  WAB Spontaneous speech [20]  13 10 15  4 12 18 13 20  14 20  
  WAB Repetition [100]  90 88 93   63 75 68 100  86 100  
 Reading               
  PALPA: high freq/regular [9]  8  9    9 7 9  9 9  
  PALPA: low freq/regular [9]  9  9    9 5 9  8 9  
  PALPA: high freq/exception [9]  9  9    9 5 9  5 9  
  PALPA: low freq/exception [9]  8  7    8 4 9  5 8  
Demographics/function [maximum]               
 Participant 14 15 16 17 18 19 20 21 22 23 24 25 26 27 
 Diagnosis lv lv lv lv lv lv lv lv lv lv lv lv lv lv 
 Age (in years) 64 59 69 60 71 71 70 58 60 71 62 72 60 65 
 Gender f m m f m f f f m f f f m m 
 Handedness left ambi left right right right right right right right right right right right 
 Education (in years) 18 16 16 16 14 18 15 19 16 16 16 12 12 16 
 MMSE [30] 28 29 20 19 17 28 26 23 22 14 18 25 19 19 
 CDR [18] 2.5 1 3.5 4 4.5 2 3.5 3 4 6 4 2 2.5 4.5 
 d' (response bias) 3.7 4.0 3.4 4.3 4.0 4.8 3.8 3.9 4.1 4.0 2.5 3.1 2.6 4.0 
 Interval CDR-MMSE (in days) 0 347 0 0 0 0 0 42 0 0.00 0 0 0 0 
 Interval CDR-lexical decision (in days) 338 75 187 0 0 118 237 121 268 2 108 38 83 4 
Cognition               
 Visuospatial function               
  Benson figure: copy [17] 16 14 15 14 15 15 15 16 11 16 12 14 16 15 
 Episodic memory               
  CVLT-II: 30 sec. free recall [9] 7 8 5 1 1 9 0 3 3 1 3 4 8 2 
  CVLT-II: 10 min. free recall [9] 6 8 2 2 0 8 1 0 0 0 0 3 8 2 
  CVLT-II: 10 min. recognition [9] 8 9 9 8 7 9 8 6 8 7 8 9 9 8 
  Benson figure: 10 min. recall [17] 11 15 12 4 2 8 2 6 1 4 8 9 15 7 
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 Executive function               
  Digit span: forward [9] 5 5 4 3 5 5 4 5 3 4 4 5 4 4 
  Digit span: backward [8] 4 3 3 2 2 5 4 3 3 2 4 3 4 2 
  Modified Trails (no. lines/sec) 0.30 0.24 0.07 0.07 0.06 0.31 0.21 0.14 0.02 0.03 0.45 0.10 0.18 0.16 
Language               
 Lexical retrieval               
  BNT [15] 15 12 7 6 10 13 2 13 15 2 13 6 13 14 
  Fluency: animals 9 7 8 4 9 17 14 13 11 16 12 3 7 7 
  Fluency: D-words 16 20 7 10 11 25 4 6 8 3 6 12 12 15 
 Lexical access               
  WAB AWR [60] 60  60 60 56 60 60 59 60 50  58 59 60 
  PPVT [16] 16 16 14 13 16 16 11 14 13 8 16 5 16 15 
 Semantic knowledge               
  PPT pictures [14]  14 14 14  14 13 13 13  14 14 14 14 
  PPT words [14] 14  14  14     11  14 14 14 
  4-choice OOT [19] 15 17 15 6  18 11 16 16 13 15 16 19 18 
 Sentence and syntax comprehension               
  WAB Sequential Commands [80] 72  64 80 80 51 67 58 61 42  64 80 70 
  Syntactic comprehension task [100] 94 94 94  100 88 94 88  92  100 96 96 
 Speech and language production               
  WAB Spontaneous speech [20] 17  16 15 16 17 15 17 13 14  17 18 19 
  WAB Repetition [100] 79  80  86 82 74 84 79 50  86 72 72 
 Reading               
  PALPA: high freq/regular [9] 9  9 9 8 9 9 9 9 9   8 9 
  PALPA: low freq/regular [9] 8  9 7 8 9 9 9 9 8  6 8 9 
  PALPA: high freq/exception [9] 7  8 6 8 9 7 7 9 6  6 6 9 
  PALPA: low freq/exception [9] 5  9 5 5 9 9 8 9 6  0 6 9 
Demographics/function [maximum]               
 Participant 28 29 30 31 32 33 34 35 36 37 38 39 40 41 
 Diagnosis sv sv sv sv sv sv SDr SDr SDr SDr SDr SDr SDr SDr 
 Age (in years) 77 77 63 74 78 69 74 70 73 72 73 65 75 70 
 Gender f f f m f f f m f f m f f f 
 Handedness right right right right left right right right right right right right right left 
 Education (in years) 16 16 18 17 18 16 18 20 18 13 19 14 16 18 
 MMSE [30] 17 9 14 28 20 17 26 26 20 23 29 15 28 29 
 CDR [18] 10 3 7 5.5 4 3.5 5 5 6 9 2.5 9 3 3 
 d' (response bias) 2.6 3.5 2.1 3.7 3.1 2.1 4.4 3.4 2.2 3.1 3.1 2.1 2.9 3.4 
 Interval CDR-MMSE (in days) 0 0 0 123 -42 0 0 0 0 0 0 0 0 0 
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 Interval CDR-lexical decision (in days) 22 -40 0 4 101 77 2 396 273 130 113 1 256 0 
Cognition               
 Visuospatial function               
  Benson figure: copy [17] 16 15 16 15 13 16 16 15 16 14 16 16 16 16 
 Episodic memory               
  CVLT-II: 30 sec. free recall [9] 2 0  6  0 4 6 0 7 2 0 5 5 
  CVLT-II: 10 min. free recall [9] 0 0 0 6  0 2 1 0 7 3 0 4 3 
  CVLT-II: 10 min. recognition [9] 4 2 0 9  0 7 9 0 9 7 1 9 7 
  Benson figure: 10 min. recall [17] 0 2 6 13 10 9 7 2 0 9 8 6 7 6 
 Executive function               
  Digit span: forward [9] 7 5 5 5 7 5 8 7 6 5 4 7 5 8 
  Digit span: backward [8] 5 3 5 5 2 5 5 5 4 6 5 7 5 5 
  Modified Trails (no. lines/sec) 0.47 0.33 0.16 0.27 0.05 0.20 0.40 0.82 0.26 0.03 0.41 0.19 0.67 0.93 
Language               
 Lexical retrieval               
  BNT [15] 2 3 0 13  2 6 9 1 6 5 0 5 8 
  Fluency: animals 3 9 2 9 8 9 11 17 5 8 12  11 9 
  Fluency: D-words 1 0 4 17 7 5 9 13 4 10 8  12 14 
 Lexical access               
  WAB AWR [60] 51 46 42 60 59 48 60 59 53 60 60 54 60  
  PPVT [16] 3 5 2 13  4 13 11 7 8 8  10 11 
 Semantic knowledge               
  PPT pictures [14] 11 14 10 13  12 13 9 8 13 11 9 10 14 
  PPT words [14] 10 9 7 14 12 8 12 12 14 9  10 12  
  4-choice OOT [19] 10 13 15 18 10 10 13 7  5 9 4 7 12 
 Sentence and syntax comprehension               
  WAB Sequential Commands [80] 72 49  80 58 40 80 80 80 80 75 78 76  
  Syntactic comprehension task [100] 94 69 85 96 100 98 100 96  90  96 96  
 Speech and language production               
  WAB Spontaneous speech [20] 14 17 16 20 17 16 20 20 15 19 16 16 18  
  WAB Repetition [100] 94 96 84 82 86 88 100 96 88 78 100 92   
 Reading               
  PALPA: high freq/regular [9] 8 9 9 9 8 5 9 9 9 9 9 9 9  
  PALPA: low freq/regular [9] 8 8 9 9 6 2 9 9 9 9 8 8 9  
  PALPA: high freq/exception [9] 8 7 6 9 7 1 8 8 8 8 9 6 8  
  PALPA: low freq/exception [9] 4 7 3 7 7 0 8 8 5 9 4 1 6  
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Demographics/function [maximum]               
 Participant 42 43 44 45 46 47 48 49 50 51 52 53 54 55 
 Diagnosis ctrl ctrl ctrl ctrl ctrl ctrl ctrl ctrl ctrl ctrl ctrl ctrl ctrl ctrl 
 Age (in years) 57 60 61 71 77 66 55 75 76 77 77 63 72 71 
 Gender f f f m m f f f f m f m f m 
 Handedness right right right right right right right left right right right right right right 
 Education (in years) 18 18 18 16 18 18 18 18 18 18 19 18 16 16 
 MMSE [30]     28   29 28 30 30  30 29 
 CDR [18]     0   0 0 0 0  0 0 
 d' (response bias) 10.2 10.2 16.1 4.7 4.5 21.3 5.0 4.2 4.9 4.3 4.9 4.9 5.0 5.0 
Language               
 Semantic knowledge               
  PPT pictures [14] 14 14 14 14 14 14 14 14 14 14 14 14 14 14 
  4-choice OOT [19] 17 18 17 18 17 17 18 13 17 12 16 19 13 17 
Demographics/function [maximum]               
 Participant 56 57 58 59 60 61 62 63 64 65 66    
 Diagnosis ctrl ctrl ctrl ctrl ctrl ctrl ctrl ctrl ctrl ctrl ctrl    
 Age (in years) 88 71 64 70 81 69 67 68 65 70 68    
 Gender f m m f f f f f f f f    
 Handedness right right right right right right right right right right right    
 Education (in years) 18 15 16 16 16 18 18 18 20 20 20    
 MMSE [30] 30 28 28 28 30 30 30 29 30 28 30    
 CDR [18] 0.5 0 0 0 0 0 0 0 0 0 0    
 d' (response bias) 4.5 3.7 4.9 5.3 15.7 4.5 4.8 10.2 4.4 4.4 4.8    
Language               
 Semantic knowledge               
  PPT pictures [14] 14 14 14 14 14 14 14 14 14 14 14    
  4-choice OOT [19] 13 16 18 19 19 19 18 17 18 14 14    
Note. Tests described in detail in Gorno-Tempini et al. (2004) (nfv = non-fluent PPA, lv = logopenic PPA, sv = semantic PPA, SDr = semantic dementia 
right temporal variant, ctrl = control; f = female, m = male, ambi = ambidextrous, MMSE = Mini-Mental State Examination, CDR = Clinical Dementia 
Rating, CVLT = California Verbal Learning Test, BNT = Boston Naming Test, WAB = Western Aphasia Battery, AWR = auditory word recognition, PPVT = 
Peabody Picture Vocabulary Test, PPT = Pyramids and Palm Trees test, OOT = Over-regular Object Test, PALPA = Psycholinguistic Assessments of 
Language Processing in Aphasia) 
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Table A2. Regression model predicting semantic ability by disease severity 
 B Standard error B β p 
Step 1 (p = .523)     
Constant 1.176 .353  .002 
Age -.002 .004 -.078 .652 
Education -.015 .014 -.179 .302 
Step 2 (p = .018)     
Constant 1.149 .313  .001 
Age .001 .004 .049 .757 
Education -.014 .012 -.171 .266 
Diagnosis -.094 .030 -.494 .004 
Step 3 (p = .011)     
Constant  1.329 .312  .000 
Age .000 .004 -.008 .960 
Education -.017 .012 -.208 .168 
Diagnosis -.070 .032 -.368 .036 
Testing interval 9.349E-5 .000 .043 .793 
Disease Severity -.198 .094 -.347 .045 
Note. R2 step 1 = .039, R2 step 2 = .266, R2 step 3 = .379 
 
 
Table A3. Regression model predicting response bias by disease severity 
 
 B Standard error B β p 
Step 1 (p = .708)     
Constant .231 6.018  .970 
Age .026 .065 .051 .686 
Education .176 .245 .090 .475 
Step 2 (p = .002)     
Constant 9.551 5.832  .107 
Age .006 .058 .012 .914 
Education -.187 .237 -.095 .432 
Disease severity -.007 .004 -.171 .146 
Testing interval -5.129 1.370 -.448 .000 
Note. R2 step 1 = .011, R2 step 2 = .234 
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Table A4. Regression model predicting response bias by semantic ability score 
 
 B Standard error B β p 
Step 1 (p = .654)     
Constant -.615 6.336  .923 
Age .037 .068 .071 .587 
Education .190 .259 .096 .466 
Step 2 (p = .019)     
Constant -9.987 6.621  .137 
Age .052 .064 .100 .417 
Education .169 .241 .085 .487 
Semantic ability 
score 
10.080 3.222 .381 .003 
Note. R2 step 1 = .015, R2 step 2 = .159 
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Appendix B 
Table B1. All stimuli and their psycholinguistic variables 
 
Word 
status 
Word 
class 
Word 
Letter 
length 
Phon. 
length 
Syll. 
length 
Freq. AoA 
Famil-
iarity 
Image-
ability 
Orth. 
ND 
Phon. 
ND 
Valence 
real noun blood 5 4 1 3.98 4.89 7.00 4.86 1.70 1.60 3.48 
real noun branch 6 5 1 2.71 5.11 6.75 4.90 1.80 1.75 5.15 
real noun phone 5 3 1 4.14 4.11 7.00 4.86 1.65 1.00 6.09 
real noun brush 5 4 1 2.86 3.78 7.00 4.54 1.70 1.65 5.47 
real noun bacon 5 5 2 2.78 5.00 7.00 4.90 1.85 1.70 7.52 
real noun date 4 3 1 3.86 5.84 7.00 3.90 1.00 1.00 7.18 
real noun claw 4 3 1 2.35 4.70 6.75 4.83 1.55 1.45 4.65 
real noun club 4 4 1 3.70 5.89 6.83 3.78 1.85 1.75 6.50 
real noun bead 4 3 1 1.76 5.63 7.00 4.90 1.05 1.00 6.05 
real noun crowd 5 4 1 3.28 7.14 7.00 4.52 1.75 1.45 4.48 
real noun dress 5 4 1 3.65 4.05 6.83 4.93 1.75 1.65 6.42 
real noun blush 5 4 1 2.14 7.95 7.00 4.41 1.65 1.60 6.38 
real noun cola 4 4 2 2.45 4.33 6.58 4.79 1.70 1.50 5.67 
real noun anger 5 4 2 3.00 6.00 7.00 2.41 1.65 1.80 2.50 
real noun amount 6 5 2 3.10 6.63 7.00 2.74 2.15 2.25 5.42 
real noun racket 6 5 2 2.58 8.20  4.26 1.70 1.65 3.95 
real noun bleach 6 4 1 2.08 8.00 7.00 4.74 1.85 1.50 4.62 
real noun table 5 4 2 3.73 4.39 7.00 4.90 1.55 1.50 5.49 
real noun truck 5 4 1 3.57 3.79 7.00 4.84 1.65 1.50 5.16 
real noun jungle 6 5 2 3.06 5.26 7.00 4.66 1.75 2.25 5.70 
real noun circle 6 4 2 3.04 3.67 7.00 4.44 2.25 1.85 5.76 
real noun bucket 6 5 2 2.71 5.61 7.00 4.96 1.85 1.85 4.55 
real noun cheese 6 3 1 3.30 4.33 7.00 4.70 2.00 1.50 6.81 
real noun gate 4 3 1 3.21 5.32  4.96 1.05 1.00 5.32 
real noun crow 4 3 1 2.36 5.74 7.00 4.93 1.45 1.40 4.32 
real noun copy 4 4 2 3.43 6.06 7.00 3.90 1.70 1.45 5.22 
real noun bean 4 3 1 2.54 3.42 7.00 5.00 1.10 1.00 6.00 
real noun drug 4 4 1 3.36 8.11 7.00 4.48 1.70 1.55 4.11 
real noun movie 5 4 2 3.80 3.56 7.00 4.59 1.90 1.70 7.24 
real noun cube 4 4 1 2.18 7.32 7.00 4.62 1.55 1.60 4.75 
real noun sofa 4 4 2 2.48 4.50 7.00 4.90 1.80 1.75 6.26 
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Word 
status 
Word 
class 
Word 
Letter 
length 
Phon. 
length 
Syll. 
length 
Freq. AoA 
Famil-
iarity 
Image-
ability 
Orth. 
ND 
Phon. 
ND 
Valence 
real noun beauty 6 5 2 3.39 5.05 7.00 2.93 2.15 1.85 7.58 
real noun century 7 7 3 3.03 7.00 7.00 2.83 2.55 3.05 5.36 
real noun razor 5 4 2 2.55 7.11 7.00 4.90 2.00 1.75 4.90 
real noun garlic 6 6 2 2.49 6.89 7.00 4.89 2.85 2.55 5.67 
real noun anchor 6 4 2 2.58 5.72 6.92 4.77 2.35 1.55 5.16 
real noun drum 4 4 1 2.64 4.63 7.00 4.96 1.80 1.50 6.05 
real noun battle 6 4 2 3.33 6.95 7.00 4.00 1.75 1.40 3.52 
real noun lawn 4 3 1 2.80 5.45 7.00 4.93 1.60 1.00 6.05 
real noun clock 5 4 1 3.48 4.42 7.00 5.00 1.45 1.15 5.65 
real noun camera 6 5 2 3.46 6.00 7.00 5.00 2.10 1.95 6.61 
real noun cookie 6 4 2 2.93 3.37  5.00 1.85 1.50 7.32 
real noun hall 4 3 1 3.42 5.35 7.00 4.67 1.00 1.00 5.89 
real noun germ 4 3 1 1.81 5.95 7.00 3.89 1.80 1.90 2.50 
real noun desk 4 4 1 3.35 5.56 6.92 4.87 1.80 1.75 5.56 
real noun cone 4 3 1 2.18 4.67 7.00 4.86 1.00 1.00 6.10 
real noun flesh 5 4 1 3.05 8.30 7.00 4.59 1.80 1.55 5.20 
real noun herb 4 2 1 2.41 9.05 7.00 4.57 1.65 1.60 6.72 
real noun bubble 6 4 2 2.61 3.79 7.00 4.60 1.70 1.50 6.43 
real noun caution 7 4 2 2.42 6.22 6.92 2.04 2.15 1.80 3.29 
real noun choice 6 3 1 3.70 5.17 6.92 1.90 1.95 2.00 6.36 
real noun wrench 6 4 1 2.31 7.84 6.92 4.93 1.75 1.45 4.86 
real noun glue 4 3 1 2.48 4.67 7.00 4.65 1.65 1.20 4.85 
real noun brick 5 4 1 2.72 6.43 7.00 4.83 1.60 1.15 4.65 
real noun guitar 6 5 2 2.90 5.32 7.00 4.90 2.80 2.65 7.10 
real noun bomb 4 3 1 3.44 8.00  4.84 1.70 1.00 2.47 
real noun bell 4 3 1 3.30 3.89 7.00 4.96 1.15 1.00 5.67 
real noun metal 5 4 2 3.00 5.61 7.00 4.87 1.75 1.20 5.05 
real noun victory 7 7 3 3.04 7.53 7.00 2.55 2.55 2.65 7.59 
real noun cross 5 4 1 3.45 4.74 7.00 4.44 1.70 1.75 5.67 
real noun alarm 5 5 2 3.18 6.39 7.00 4.47 1.95 2.15 3.86 
real noun clay 4 3 1 2.79 5.32 6.75 4.93 1.55 1.55 5.45 
real noun honey 5 4 2 4.19 5.44 7.00 4.88 1.75 1.40 7.27 
real noun lake 4 3 1 3.26 4.61 7.00 4.88 1.05 1.00 7.13 
real noun moth 4 3 1 2.07 5.74 7.00 4.69 1.65 1.65 4.47 
real noun edge 4 2 1 3.08 6.17 7.00 4.24 1.70 1.65 4.43 
real noun hose 4 3 1 2.61 5.33 6.92 4.87 1.10 1.00 5.00 
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Word 
status 
Word 
class 
Word 
Letter 
length 
Phon. 
length 
Syll. 
length 
Freq. AoA 
Famil-
iarity 
Image-
ability 
Orth. 
ND 
Phon. 
ND 
Valence 
real noun lawyer 6 4 2 3.61 7.78 7.00 4.70 1.90 1.80 3.94 
real noun lasso 5 4 2 1.66 8.56 6.83 4.74 1.95 1.85 5.33 
real noun carrot 6 5 2 2.29 2.74  5.00 1.90 1.65 5.79 
real noun dream 5 4 1 3.83 4.88 7.00 2.60 1.65 1.60 7.43 
real noun clue 4 3 1 2.95 6.06  2.93 1.70 1.15 5.38 
real noun broom 5 4 1 2.39 5.50 6.92 4.89 1.70 1.45 5.50 
real noun lemon 5 5 2 2.79 4.74 7.00 5.00 1.85 1.70 6.37 
real noun button 6 4 2 3.16 4.78 7.00 4.96 1.90 1.70 5.48 
real noun piano 5 5 3 3.10 5.50 7.00 4.90 1.95 2.10 6.40 
real noun breeze 6 4 1 2.61 6.22 7.00 3.62 2.15 1.00 7.61 
real noun cannon 6 5 2 2.65 7.90 6.58 4.79 1.85 1.80 4.74 
real noun plant 5 5 1 3.15 3.95 7.00 4.76 1.55 1.60 7.05 
real noun square 6 5 1 3.21 4.11 7.00 4.33 1.85 1.80 5.11 
real noun engine 6 5 2 3.21 6.28 7.00 4.86 2.20 2.35 5.48 
real noun glove 5 4 1 2.71 4.30 7.00 4.97 1.70 1.75 6.11 
real noun juice 5 3 1 3.14 4.40 7.00 4.89 1.90 1.55 6.90 
real noun line 4 3 1 4.02 4.85 6.92 4.50 1.00 1.00 4.82 
real noun mule 4 4 1 2.56 5.65 6.92 5.00 1.60 1.70 4.26 
real noun gift 4 4 1 3.52 5.05 7.00 4.56 1.70 1.55 7.27 
real noun lace 4 3 1 2.28 6.44 6.83 4.85 1.10 1.00 6.58 
real noun mayor 5 4 1 3.20 8.28 7.00 4.37 1.85 2.00 4.59 
real noun siren 5 5 2 2.53 7.06 7.00 4.45 1.85 1.75 3.80 
real noun cereal 6 6 2 2.51 4.44 7.00 4.83 2.05 1.80 6.45 
real noun enemy 5 5 3 3.39 7.26 7.00 2.83 2.50 2.05 2.22 
real noun craft 5 5 1 2.46 5.83 7.00 3.48 1.75 1.50 6.38 
real noun clip 4 4 1 2.46 6.61 7.00 4.37 1.60 1.35 5.36 
real noun mint 4 4 1 2.44 5.94 7.00 4.54 1.40 1.25 6.55 
real noun coal 4 3 1 2.53 6.65 7.00 4.66 1.55 1.00 4.56 
real noun pistol 6 5 2 2.71 7.28  4.89 2.30 1.85 3.92 
real noun fork 4 4 1 2.65 3.63 7.00 4.90 1.45 1.15 5.47 
real noun choir 5 4 1 2.43 6.53 7.00 4.34 1.95 1.75 6.15 
real noun snow 4 3 1 3.20 4.11  4.85 1.50 1.45 6.78 
real noun wheel 5 4 1 3.14 4.40  4.86 1.90 1.65 5.90 
real noun horn 4 4 1 3.03 4.84 7.00 5.00 1.50 1.00 5.00 
real noun hammer 6 4 2 2.80 5.42 7.00 4.77 1.90 1.55 5.17 
real noun salt 4 4 1 3.00 5.05 7.00 4.89 1.60 1.30 6.05 
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real noun mail 4 3 1 3.27 4.65 7.00 4.69 1.10 1.00 6.28 
real noun plum 4 4 1 2.24 5.50 6.50 4.85 1.60 1.50 6.15 
real noun girl 4 3 1 4.45 4.00 7.00 4.85 1.85 1.60 7.15 
real noun mane 4 3 1 1.49 5.60  4.73 1.00 1.00 5.32 
real noun priest 6 5 1 3.13 7.10 7.00 4.77 1.95 1.75 4.50 
real noun staple 6 5 2 1.76 7.18 7.00 4.34 1.80 1.85 5.00 
real noun chalk 5 3 1 2.26 4.47 7.00 4.90 1.95 1.45 5.00 
real noun error 5 3 2 2.68 6.21 7.00 2.68 2.10 1.60 3.36 
real noun ending 6 5 2 2.91 5.25  2.31 1.60 1.45 4.23 
real noun comb 4 3 1 2.49 5.50 7.00 5.00 1.60 1.00 5.65 
real noun olive 5 4 2 2.58 6.68 7.00 4.90 1.80 1.90 6.05 
real noun fence 5 4 1 2.91 6.28 7.00 4.82 1.75 1.50 5.05 
real noun plane 5 4 1 3.69 4.95  4.92 1.40 1.20 5.72 
real noun circus 6 5 2 2.94 4.53 7.00 4.43 2.25 1.75 5.85 
real noun frog 4 4 1 2.78 4.32 7.00 5.00 1.80 1.70 5.84 
real noun sunset 6 6 2 2.72 6.06  4.54 2.05 2.75 6.74 
real noun block 5 4 1 3.32 4.79  4.48 1.65 1.30 4.48 
real noun music 5 6 2 3.89 3.81 6.92 4.31 2.00 2.05 7.67 
real noun knife 5 3 1 3.38 4.15 6.75 4.90 2.15 1.50 4.33 
real noun sugar 5 4 2 3.28 3.95 6.67 4.87 1.95 1.90 6.56 
real noun meat 4 3 1 3.35 4.42 7.00 4.90 1.05 1.00 6.62 
real noun pond 4 4 1 2.51 5.16 6.92 4.90 1.65 1.50 6.32 
real noun soda 4 4 2 3.01 4.42 7.00 4.97 1.80 1.80 5.47 
real noun pail 4 3 1 1.69 6.16 7.00 4.93 1.00 1.00 4.50 
real noun prison 6 5 2 3.53 7.50 7.00 4.68 1.90 1.80 1.94 
real noun violin 6 6 2 2.39 7.45 7.00 4.96 2.65 2.30 6.56 
real noun crayon 6 5 2 1.34 3.20 7.00 4.87 2.55 1.85 5.76 
real noun fear 4 3 1 3.55 4.79 7.00 2.57 1.25 1.00 2.93 
real noun feature 7 4 2 2.48 7.00 7.00 2.96 2.15 1.85 5.60 
real noun dice 4 3 1 2.73 6.37 7.00 4.86 1.35 1.00 5.80 
real noun onion 5 5 2 2.34 6.05 7.00 4.86 1.85 2.20 5.37 
real noun frame 5 4 1 2.86 7.67 6.92 4.30 1.75 1.50 5.32 
real noun tiger 5 4 2 2.98 4.00 7.00 5.00 1.70 1.55 6.00 
real noun puzzle 6 4 2 2.57 5.11 7.00 4.75 1.85 1.70 6.53 
real noun jingle 6 5 2 2.41 5.21 7.00 3.70 1.60 2.05 5.16 
real noun beach 5 3 1 3.46 4.80 7.00 4.79 1.45 1.15 7.21 
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real noun corner 6 5 2 3.43 5.21 7.00 4.61 1.70 1.70 4.83 
real noun radio 5 5 3 3.60 5.17 7.00 4.74 1.85 1.85 6.00 
real noun needle 6 4 2 2.78 5.32 7.00 4.93 2.15 1.65 3.97 
real noun sweat 5 4 1 3.05 7.26 7.00 4.71 1.70 1.55 4.38 
real noun race 4 3 1 3.50 6.00 7.00 3.59 1.00 1.00 5.44 
real noun snot 4 4 1 2.04 5.47  4.48 1.45 1.60 3.55 
real noun spot 4 4 1 3.50 5.39 7.00 4.21 1.45 1.45 5.12 
real noun pear 4 3 1 1.84 4.00  4.93 1.00 1.00 6.70 
real noun radar 5 5 2 3.26 9.53 7.00 4.57 2.00 2.75 5.32 
real noun wedge 5 3 1 2.08 9.42 7.00 4.41 1.80 1.65 4.74 
real noun melon 5 5 2 2.34 4.21 6.92 4.78 1.95 1.85 6.32 
real noun fuss 4 3 1 2.56 5.50 6.83 2.43 1.60 1.40 3.32 
real noun grade 5 4 1 3.17 5.72 7.00 3.00 1.40 1.00 5.18 
real noun lighter 7 4 2 2.66 7.12 7.00 4.53 1.70 1.00  
real noun jeans 5 4 1 2.53 5.26 7.00 5.00 1.80 1.70 5.47 
real noun train 5 4 1 3.69 4.00 7.00 4.79 1.55 1.05 6.36 
real noun diamond 7 6 2 3.02 6.47 7.00 4.89 2.90 2.30 6.88 
real noun machine 7 5 2 3.55 6.53 7.00 4.25 2.35 2.55 5.00 
real noun lion 4 4 1 2.89 4.42 7.00 4.96 1.70 1.55 5.84 
real noun grass 5 4 1 2.93 3.94 7.00 4.93 1.55 1.15 6.47 
real noun door 4 3 1 4.17 3.05 7.00 4.81 1.55 1.00 5.43 
real noun song 4 3 1 3.68 4.26 7.00 4.46 1.45 1.10 7.59 
real noun pencil 6 5 2 2.70 4.06 7.00 4.88 2.50 1.80 5.65 
real noun toast 5 4 1 3.23 4.67 7.00 4.93 1.85 1.40 6.73 
real noun rain 4 3 1 3.40 3.60 7.00 4.97 1.10 1.00 6.58 
real noun wasp 4 4 1 1.87 5.58 7.00 4.96 1.65 1.95 2.71 
real noun town 4 3 1 4.10 5.11 7.00 4.64 1.60 1.55 5.59 
real noun pine 4 3 1 2.50 5.53 6.92 4.37 1.00 1.00 6.58 
real noun taxi 4 5 2 3.12 7.58 7.00 4.93 1.85 1.65 4.79 
real noun spoon 5 4 1 2.59 2.50 7.00 4.96 1.75 1.45 5.90 
real noun guilt 5 4 1 2.88 7.05  1.93 1.70 1.35 2.29 
real noun growth 6 4 1 2.52 6.70 6.50 2.89 2.35 1.55 6.00 
real noun shovel 6 4 2 2.54 6.28 7.00 4.97 1.85 1.80 4.80 
real noun pepper 6 4 2 2.65 5.47 7.00 4.59 1.85 1.65 5.63 
real noun medal 5 4 2 2.77 6.83 6.92 4.89 1.70 1.20 5.20 
real noun melody 6 6 3 2.53 6.58 6.75 3.71 2.60 2.15 6.65 
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real noun missile 7 4 2 2.83 7.22  4.83 2.40 1.70 2.85 
real noun night 5 3 1 4.65 3.61  4.52 1.50 1.00 6.68 
real noun screen 6 5 1 3.08 5.84 7.00 4.60 1.95 1.80 5.55 
real noun secret 6 6 2 3.75 5.39 7.00 2.19 1.90 2.20 5.33 
real noun storm 5 5 1 3.20 4.94 7.00 4.70 1.75 1.55 5.74 
real noun stick 5 4 1 3.69 3.89 6.92 4.59 1.50 1.00 5.27 
real noun trash 5 4 1 3.06 4.47 7.00 4.70 1.70 1.50 2.74 
real noun rose 4 3 1 3.43 6.11 6.83 4.90 1.00 1.00 7.11 
real noun yolk 4 3 1 1.34 5.89  4.78 1.90 1.65 5.32 
real noun wolf 4 4 1 3.01 4.50 7.00 4.79 1.90 1.85 6.26 
real noun rack 4 3 1 2.60 6.26 7.00 4.48 1.10 1.00 5.55 
real noun thief 5 3 1 3.09 7.22 7.00 4.37 1.95 1.65 2.32 
real noun stove 5 4 1 2.59 4.32 6.50 4.96 1.55 1.55 5.63 
real noun harm 4 4 1 3.21 5.00 6.92 2.62 1.50 1.55 1.91 
real noun hint 4 4 1 2.67 5.95 7.00 2.33 1.55 1.55 6.05 
real noun sponge 6 5 1 2.54 5.00 7.00 5.00 2.05 1.95 5.45 
real noun perfume 7 6 2 2.77 7.06 7.00 4.66 2.60 3.30 6.58 
real noun moss 4 3 1 2.16 8.31 6.75 4.90 1.25 1.10  
real noun flame 5 4 1 2.66 6.25 7.00 4.67 1.50 1.35 5.90 
real noun stereo 6 6 3 2.48 5.95 7.00 4.63 2.15 2.00 7.10 
real noun ocean 5 3 2 3.19 4.74 7.00 4.86 1.95 1.70 7.39 
real noun tube 4 3 1 2.92 5.50 7.00 4.82 1.65 1.25 5.53 
real noun thunder 7 5 2 2.83 4.89 7.00 4.34 2.05 1.75 5.74 
real noun sword 5 4 1 3.13 5.45 7.00 4.93 1.80 1.00 5.27 
real noun fish 4 3 1 3.63 4.05 7.00 5.00 1.75 1.30 6.42 
real noun seat 4 3 1 3.60 4.58 7.00 4.78 1.00 1.00 5.22 
real noun yard 4 4 1 3.11 3.94 7.00 4.82 1.65 1.45 5.70 
real noun rake 4 3 1 2.18 5.32 7.00 4.84 1.05 1.00 4.75 
real noun valley 6 4 2 3.11 7.94 7.00 4.72 1.80 1.50 6.22 
real noun straw 5 4 1 2.50 4.22 7.00 4.77 1.80 1.80 5.89 
real noun hero 4 4 2 3.41 6.47 7.00 3.07 1.55 1.60 7.44 
real noun history 7 7 3 3.63 6.42 7.00 2.96 2.75 2.60 6.00 
real noun pickle 6 4 2 2.37 6.05 7.00 4.64 1.70 1.60 6.52 
real noun penguin 7 7 2 2.17 5.68 6.83 5.00 3.00 3.65 6.65 
real noun tune 4 3 1 2.90 7.32 7.00 3.50 1.55 1.00 7.00 
real noun salad 5 5 2 2.94 5.61 7.00 4.97 1.95 1.85 6.35 
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real noun window 6 5 2 3.64 4.74 7.00 4.86 2.20 1.85 6.47 
real noun voice 5 3 1 3.64 4.83 7.00 4.13 1.85 1.80 6.50 
real noun towel 5 4 1 2.86 3.22 7.00 4.86 1.65 1.75 6.14 
real noun garbage 7 6 2 3.12 4.89 7.00 4.69 2.55 2.80 2.88 
real noun wire 4 3 1 3.15 4.89 7.00 4.72 1.05 1.00 4.86 
real noun seed 4 3 1 2.59 4.72  4.71 1.00 1.00 6.38 
real noun stripe 6 5 1 1.88 4.05 7.00 4.72 1.55 1.55 5.24 
real noun honesty 7 6 3 2.57 5.00  1.59 2.65 2.55 7.43 
real noun limit 5 5 2 2.82 6.30 7.00 2.28 1.95 1.90 4.53 
real noun skunk 5 5 1 2.22 5.32 6.50 4.88 1.75 1.75 3.78 
real noun silver 6 5 2 3.21 6.21 7.00 4.52 1.90 1.90 7.48 
real noun joke 4 3 1 3.57 5.20 7.00 2.90 1.45 1.55 7.88 
real noun number 6 5 2 4.09 3.94 7.00 3.30 1.85 1.75 5.59 
real noun tuna 4 4 2 2.61 5.73 6.92 4.89 1.90 1.75 5.26 
real noun tree 4 3 1 3.52 3.57 7.00 5.00 1.65 1.25 7.59 
real noun rifle 5 4 2 2.87 7.85 7.00 4.85 1.70 1.60 4.30 
real noun miracle 7 6 3 3.13 6.80 7.00 1.96 2.65 2.50 7.30 
real noun order 5 4 2 3.90 6.26 7.00 2.79 1.85 1.55 5.82 
real noun pearl 5 3 1 2.90 6.28 7.00 4.87 1.70 1.35 6.05 
real noun rocket 6 5 2 2.78 5.63 7.00 4.73 1.60 1.65 5.80 
real noun peace 5 3 1 3.55 6.32 7.00 1.62 1.80 1.00 7.75 
real noun pause 5 3 1 2.44 6.75 7.00 2.38 1.75 1.10 5.53 
real noun sheep 5 3 1 2.84 4.25 7.00 4.90 1.60 1.00 5.32 
real noun praise 6 4 1 2.68 7.95 7.00 2.61 1.80 1.10 7.65 
real noun pledge 6 4 1 2.55 7.17 6.83 2.61 2.10 1.80 5.09 
real noun sadness 7 6 2 2.39 5.00  1.82 2.35 1.90 2.40 
real noun rhyme 5 3 1 2.35 5.47 7.00 3.29 2.25 1.00 6.58 
real noun threat 6 4 1 3.03 7.14 6.67 2.52 1.80 1.65 2.63 
real noun rule 4 3 1 3.39 4.72 7.00 2.57 1.50 1.00 4.50 
real noun truth 5 4 1 3.99 4.42 7.00 1.96 1.90 1.70 7.19 
real noun score 5 4 1 3.19 5.83 6.75 3.38 1.35 1.30 6.50 
real verb hobble 6 4 2 1.28 9.12 5.92 3.82 1.80 1.80  
real verb applaud 7 5 2 2.04 7.10 6.92 3.80 2.85 1.95 6.70 
real verb bloom 5 4 1 2.45 6.84 6.92 4.00 1.70 1.35 6.40 
real verb bite 4 3 1 3.32 3.58  4.44 1.35 1.00 3.52 
real verb bother 6 4 2 3.54 6.50 6.67 2.00 1.80 1.75 4.44 
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real verb scream 6 5 1 3.13 4.20 7.00 4.32 1.80 1.65 3.02 
real verb capture 7 5 2 2.73 6.39 7.00 3.21 2.10 1.75 5.05 
real verb jump 4 4 1 3.55 2.84 7.00 4.52 1.60 1.80 6.44 
real verb catch 5 3 1 3.84 4.61 7.00 4.11 1.65 1.35 5.64 
real verb blossom 7 5 2 2.27 6.61 6.92 4.26 2.75 2.60 7.05 
real verb whistle 7 5 2 2.90 5.42 7.00 4.42 2.35 1.90 5.70 
real verb caress 6 5 2 1.85 10.89 6.83 4.14 1.95 1.95 6.82 
real verb clutch 6 4 1 2.11 10.24 6.92 3.70 1.95 1.90 4.80 
real verb choose 6 3 1 3.39 4.74 7.00 2.62 1.85 1.55 6.00 
real verb leap 4 3 1 2.53 5.53 6.83 3.86 1.55 1.00 4.80 
real verb crawl 5 4 1 2.79 3.89 7.00 4.27 1.75 1.60 3.95 
real verb burn 4 3 1 3.45 4.72 7.00 4.11 1.35 1.05 3.73 
real verb check 5 3 1 4.15 5.53 7.00 4.11 1.70 1.40 6.55 
real verb limp 4 4 1 2.27 7.16 7.00 4.15 1.45 1.40 2.81 
real verb chant 5 4 1 2.07 6.88 6.25 4.00 1.85 1.75 4.32 
real verb collect 7 6 2 3.01 5.61 7.00 3.34 2.50 1.85 5.90 
real verb kick 4 3 1 3.57 4.06 7.00 4.33 1.45 1.00 4.55 
real verb crumple 7 6 2 0.95 7.71 7.00 3.88 2.20 2.25  
real verb chat 4 3 1 2.92 7.33 7.00 3.66 1.40 1.60 5.75 
real verb cough 5 3 1 2.65 4.32 7.00 4.36 1.70 1.35 3.57 
real verb compete 7 6 2 2.64 6.94 7.00 2.57 1.90 2.25 5.35 
real verb march 5 4 1 3.09 6.85 7.00 4.03 1.80 1.70  
real verb cool 4 3 1 4.00 4.58 6.92 3.53 1.45 1.00 6.82 
real verb chew 4 2 1 2.67 4.05 7.00 3.93 1.75 1.50 5.58 
real verb grab 4 4 1 3.56 5.37 7.00 3.52 1.55 1.50 5.44 
real verb knock 5 3 1 3.52 4.63 7.00 4.24 1.90 1.00 5.44 
real verb laugh 5 3 1 3.51 3.79 7.00 4.21 1.95 1.05 7.56 
real verb cost 4 4 1 3.45 5.67 7.00 2.50 1.40 1.25 4.11 
real verb grin 4 4 1 2.14 5.84 6.83 4.17 1.50 1.30 7.66 
real verb crash 5 4 1 3.16 6.11 7.00 3.79 1.65 1.20 2.90 
real verb pedal 5 4 2 2.02 6.50 7.00 4.44 1.75 1.20 5.16 
real verb grasp 5 5 1 2.37 8.20 7.00 3.63 1.85 1.65 5.45 
real verb pierce 6 4 1 3.12 8.08 7.00 3.73 2.15 1.50  
real verb holler 6 4 2 2.48 8.11  3.57 1.90 1.65 3.68 
real verb punch 5 4 1 3.18 5.75 7.00 4.39 1.65 1.50 3.27 
real verb count 5 4 1 3.66 2.61 7.00 3.00 1.80 1.80 5.89 
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real verb skate 5 4 1 2.48 5.37 6.50 4.56 1.70 1.35 5.80 
real verb curve 5 3 1 2.37 7.52 7.00 4.41 1.70 1.40 5.81 
real verb grip 4 4 1 2.69 6.70 7.00 4.30 1.55 1.20 5.14 
real verb polish 6 5 2 2.69 8.06  4.23 2.00 1.90 6.00 
real verb decay 5 4 2 2.03 8.79 7.00 3.89 1.80 1.85 2.40 
real verb skip 4 4 1 3.03 4.68 7.00 4.07 1.40 1.35 4.76 
real verb shout 5 3 1 2.92 4.72 7.00 4.17 1.55 1.45 5.00 
real verb kiss 4 3 1 3.79 3.61 7.00 4.48 1.75 1.15 7.78 
real verb juggle 6 4 2 1.88 6.39 7.00 4.04 1.85 2.00 5.84 
real verb fill 4 3 1 3.35 5.06 7.00 3.32 1.05 1.00 5.56 
real verb gain 4 3 1 2.85 7.11 7.00 2.24 1.35 1.00 5.90 
real verb sprint 6 6 1 1.57 8.61 6.83 4.14 1.85 1.90 5.67 
real verb smile 5 4 1 3.47 3.51 6.75 4.50 1.75 1.75 7.89 
real verb drain 5 4 1 2.64 6.26 7.00 4.61 1.70 1.25 3.80 
real verb moan 4 3 1 1.99 7.72 6.50 3.72 1.65 1.00 4.05 
real verb knead 5 3 1 1.00 8.80 6.92 3.89 2.00 1.00  
real verb stagger 7 5 2 1.49 9.56 7.00 3.57 2.05 1.85 3.42 
real verb squeeze 7 5 1 2.89 5.42 7.00 3.75 2.80 1.75 4.85 
real verb mumble 6 5 2 1.61 7.15 6.92 3.69 1.65 1.70 4.40 
real verb pinch 5 4 1 2.50 5.50 6.75 4.00 1.75 1.55 3.50 
real verb gather 6 4 2 2.90 6.50 6.67 2.75 1.80 1.75 5.72 
real verb float 5 4 1 2.58 5.39 7.00 4.07 1.75 1.30 6.42 
real verb stamp 5 5 1 2.48 6.33 7.00 4.70 1.70 1.70  
real verb shriek 6 4 1 1.52 8.94 6.92 3.97 2.15 1.50 3.45 
real verb flood 5 4 1 2.47 6.58 7.00 4.62 1.75 1.65 2.76 
real verb join 4 3 1 3.63 5.83 7.00 2.86 1.75 1.60 5.83 
real verb pound 5 4 1 2.85 6.79 7.00 4.61 1.55 1.40 4.62 
real verb step 4 4 1 3.78 4.11 7.00 4.54 1.70 1.50 5.68 
real verb stand 5 5 1 4.06 4.39 7.00 4.16 1.70 1.40 5.27 
real verb freeze 6 4 1 3.22 4.89 7.00 3.96 1.80 1.20 4.64 
real verb walk 4 3 1 4.04 3.45 7.00 4.07 1.70 1.25 6.77 
real verb stir 4 3 1 2.48 5.58 7.00 3.76 1.80 1.70 5.35 
real verb scratch 7 5 1 2.98 5.61 7.00 4.16 2.35 1.85 4.95 
real verb sigh 4 2 1 2.24 7.39 6.58 3.89 1.70 1.00 4.29 
real verb obey 4 3 2 2.66 5.44 6.92 2.67 1.95 1.70 5.13 
real verb glow 4 3 1 2.47 6.28 7.00 3.65 1.60 1.15 6.55 
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real verb vacuum 6 6 2 2.47 6.74 7.00 4.22 2.90 2.60 5.38 
real verb prefer 6 5 2 3.23 6.95 7.00 1.62 1.90 2.35 5.62 
real verb speak 5 4 1 3.98 3.56 7.00 3.70 1.70 1.30 5.91 
real verb stomp 5 5 1 2.14 5.79  4.41 1.80 1.75 3.90 
real verb smack 5 4 1 2.69 5.94 7.00 4.67 1.60 1.40 3.95 
real verb stroll 6 5 1 2.33 7.83 6.92 3.97 1.90 1.65 6.25 
real verb stutter 7 5 2 1.99 8.78 6.67 3.97 1.90 1.90 2.95 
real verb match 5 3 1 3.40 5.72 7.00 4.14 1.55 1.30 5.61 
real verb pretend 7 7 2 3.31 4.56 7.00 2.11 2.45 2.55 4.62 
real verb snatch 6 4 1 2.30 8.18 6.83 3.86 1.90 1.90 4.64 
real verb strut 5 5 1 1.91 9.00 6.75 3.97 1.90 1.70 5.60 
real verb whimper 7 6 2 1.58 8.24 6.75 4.37 2.30 2.50 3.90 
real verb print 5 5 1 3.01 7.67 7.00 4.17 1.75 1.70 5.65 
real verb remove 6 5 2 3.04 5.67 7.00 3.14 1.80 1.95 4.21 
real verb strike 6 5 1 3.37 7.75 7.00 4.07 1.60 1.70 3.06 
real verb shock 5 3 1 3.17 7.53 7.00 4.00 1.55 1.00 3.90 
real verb repeat 6 5 2 3.23 5.28 7.00 2.90 1.80 1.75 4.64 
real verb tickle 6 4 2 2.39 4.35 7.00 3.85 1.65 1.60 6.14 
real verb stumble 7 6 2 2.00 7.94 6.92 3.75 1.85 1.80 3.76 
real verb whisper 7 6 2 2.61 4.26 6.75 4.34 2.05 2.25 6.14 
real verb tiptoe 6 5 2 1.66 5.65 6.92 3.89 2.90 2.90 5.32 
real verb return 6 5 2 3.67 5.61 7.00 2.97 2.35 2.15 5.95 
real verb yawn 4 3 1 1.72 5.30 7.00 4.46 1.65 1.30 5.62 
real verb show 4 2 1 4.40 6.21  3.97 1.25 1.00 5.91 
real verb touch 5 3 1 3.88 5.16 7.00 3.86 1.70 1.60 6.64 
real verb solve 5 4 1 3.00 6.58 7.00 2.10 1.80 1.85 6.30 
real verb soak 4 3 1 2.25 6.53 7.00 4.21 1.80 1.00 6.05 
real verb waltz 5 5 1 2.45 10.37 7.00 4.52 1.95 1.65 5.79 
real verb wipe 4 3 1 2.94 4.83 7.00 4.00 1.45 1.45 4.58 
real verb yell 4 3 1 2.97 3.83 7.00 3.86 1.55 1.00 3.58 
real verb sparkle 7 6 2 1.93 5.95 7.00 3.81 2.10 2.15 7.10 
real verb tease 5 3 1 2.46 5.11 7.00 2.59 1.60 1.00 4.17 
real verb study 5 5 2 3.40 6.58 7.00 3.70 1.85 1.70 5.78 
real verb warn 4 4 1 3.11 5.74 7.00 2.89 1.30 1.00 4.90 
real verb switch 6 4 1 3.16 4.78 7.00 4.07 1.75 1.60 5.29 
real verb travel 6 5 2 3.23 5.90 7.00 3.67 1.85 1.80 7.89 
  
1
4
4
 
Word 
status 
Word 
class 
Word 
Letter 
length 
Phon. 
length 
Syll. 
length 
Freq. AoA 
Famil-
iarity 
Image-
ability 
Orth. 
ND 
Phon. 
ND 
Valence 
pseudo noun dedge 5          
pseudo noun praint 6          
pseudo noun truch 5          
pseudo noun ymph 4          
pseudo noun speep 5          
pseudo noun tasto 5          
pseudo noun ghyme 5          
pseudo noun stoil 5          
pseudo noun coid 4          
pseudo noun pearn 5          
pseudo noun mult 4          
pseudo noun chowd 5          
pseudo noun soast 5          
pseudo noun rapad 5          
pseudo noun plam 4          
pseudo noun halk 4          
pseudo noun limmer 6          
pseudo noun screep 6          
pseudo noun fedge 5          
pseudo noun smender 7          
pseudo noun juite 5          
pseudo noun engure 6          
pseudo noun rayness 7          
pseudo noun stote 5          
pseudo noun sloon 5          
pseudo noun modo 4          
pseudo noun piscil 6          
pseudo noun ringle 6          
pseudo noun chage 5          
pseudo noun blunk 5          
pseudo noun boge 4          
pseudo noun jeast 5          
pseudo noun copo 4          
pseudo noun fluck 5          
pseudo noun abient 6          
pseudo noun rajar 5          
  
1
4
5
 
Word 
status 
Word 
class 
Word 
Letter 
length 
Phon. 
length 
Syll. 
length 
Freq. AoA 
Famil-
iarity 
Image-
ability 
Orth. 
ND 
Phon. 
ND 
Valence 
pseudo noun hane 4          
pseudo noun sosh 4          
pseudo noun omoan 5          
pseudo noun slass 5          
pseudo noun prot 4          
pseudo noun roga 4          
pseudo noun unoon 5          
pseudo noun spream 6          
pseudo noun toth 4          
pseudo noun cresh 5          
pseudo noun guilor 6          
pseudo noun anthar 6          
pseudo noun glunk 5          
pseudo noun gevs 4          
pseudo noun ptone 5          
pseudo noun baran 5          
pseudo noun swold 5          
pseudo noun sicket 6          
pseudo noun brance 6          
pseudo noun dupper 6          
pseudo noun blick 5          
pseudo noun rabor 5          
pseudo noun trow 4          
pseudo noun faresty 7          
pseudo noun sout 4          
pseudo noun spief 5          
pseudo noun stips 5          
pseudo noun brive 5          
pseudo noun pealm 5          
pseudo noun lamil 5          
pseudo noun clush 5          
pseudo noun cheeth 6          
pseudo noun urger 5          
pseudo noun gunlic 6          
pseudo noun pean 4          
pseudo noun spash 5          
  
1
4
6
 
Word 
status 
Word 
class 
Word 
Letter 
length 
Phon. 
length 
Syll. 
length 
Freq. AoA 
Famil-
iarity 
Image-
ability 
Orth. 
ND 
Phon. 
ND 
Valence 
pseudo noun swedge 6          
pseudo noun alorn 5          
pseudo noun geft 4          
pseudo noun scraw 5          
pseudo noun turl 4          
pseudo noun boolie 6          
pseudo noun glore 5          
pseudo noun jode 4          
pseudo noun chimeo 6          
pseudo noun rast 4          
pseudo noun sedal 5          
pseudo noun dake 4          
pseudo noun rame 4          
pseudo noun cantot 6          
pseudo noun ertar 5          
pseudo noun growd 5          
pseudo noun bamble 6          
pseudo noun thame 5          
pseudo noun suilt 5          
pseudo noun liber 5          
pseudo noun gragon 6          
pseudo noun reimond 7          
pseudo noun sarn 4          
pseudo noun torl 4          
pseudo noun brevel 6          
pseudo noun minera 6          
pseudo noun grame 5          
pseudo noun comper 6          
pseudo noun pilogy 6          
pseudo noun triest 6          
pseudo noun ravie 5          
pseudo noun hort 4          
pseudo noun ragar 5          
pseudo noun fewon 5          
pseudo noun mopon 5          
pseudo noun flot 4          
  
1
4
7
 
Word 
status 
Word 
class 
Word 
Letter 
length 
Phon. 
length 
Syll. 
length 
Freq. AoA 
Famil-
iarity 
Image-
ability 
Orth. 
ND 
Phon. 
ND 
Valence 
pseudo noun pudic 5          
pseudo noun swoot 5          
pseudo noun pape 4          
pseudo noun nooble 6          
pseudo noun bews 4          
pseudo noun miven 5          
pseudo noun spood 5          
pseudo noun ming 4          
pseudo noun racor 5          
pseudo noun blee 4          
pseudo noun helf 4          
pseudo verb punce 5          
pseudo verb grash 5          
pseudo verb joft 4          
pseudo verb bleam 5          
pseudo verb bive 4          
pseudo verb smick 5          
pseudo verb shrieu 6          
pseudo verb stiry 5          
pseudo verb grawl 5          
pseudo verb relorn 6          
pseudo verb floud 5          
pseudo verb cletch 6          
pseudo verb drail 5          
pseudo verb prite 5          
pseudo verb basp 4          
pseudo verb babess 6          
pseudo verb collird 7          
pseudo verb strill 6          
pseudo verb hoggle 6          
pseudo verb cotch 5          
pseudo verb coust 5          
pseudo verb juddle 6          
pseudo verb nexuum 6          
pseudo verb tuller 6          
pseudo verb snead 5          
  
1
4
8
 
Word 
status 
Word 
class 
Word 
Letter 
length 
Phon. 
length 
Syll. 
length 
Freq. AoA 
Famil-
iarity 
Image-
ability 
Orth. 
ND 
Phon. 
ND 
Valence 
pseudo verb smole 5          
pseudo verb gract 5          
pseudo verb cleak 5          
pseudo verb flever 6          
pseudo verb titloe 6          
pseudo verb slock 5          
pseudo verb fough 5          
pseudo verb smamper 7          
pseudo verb chame 5          
pseudo verb chivel 6          
pseudo verb soan 4          
pseudo verb sheck 5          
pseudo verb slin 4          
pseudo verb stip 4          
pseudo verb bepay 5          
pseudo verb onay 4          
pseudo verb pouse 5          
pseudo verb sprine 6          
pseudo verb cloat 5          
pseudo verb bult 4          
pseudo verb chooks 6          
pseudo verb juff 4          
pseudo verb wadger 6          
pseudo verb lancs 5          
pseudo verb teap 4          
pseudo verb kiff 4          
pseudo verb soint 5          
pseudo verb culps 5          
pseudo verb snotch 6          
pseudo verb pource 6          
pseudo verb pritter 7          
Note. Phon. = phoneme/phonological, Syll. = syllable, Freq. = frequency, AoA = age of acquisition, Orth. = orthographic, ND = neighborhood density 
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Appendix C 
 
Table C1. Stimulus materials in set 1 
 
Category 
High freq-late AoA High freq-early AoA Low freq-late AoA Low freq-early AoA 
taxi wheel racket sofa 
priest cheese bleach chalk 
valley knife wrench cereal 
sweat square blush cola 
lawyer snow razor stove 
prison dress siren straw 
flesh sugar staple stripe 
radar plant wedge bubble 
crowd truck lasso melon 
drug circle herb crayon 
mayor movie cube carrot 
thief table violin spoon 
Note. Freq = frequency, AoA = age of acquisition 
 
Table C2. Stimulus materials in set 2 
Category 
High freq-high ND Low freq-low ND High freq-low ND Low freq-high ND 
rose crow edge mane 
line mule copy pail 
wire wasp club bead 
gate plum desk pear 
rain snot spot cone 
meat germ town rake 
seat pond gift lace 
lake claw wolf pine 
mail sofa soda bean 
hall cola snow seed 
date yolk girl rack 
race moth yard hose 
Note. Freq = frequency, ND = neighborhood density 
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Appendix D 
Table D1. Stimulus materials for each of the six sensory-perceptual features of nouns 
 
 Sensory-perceptual feature 
Association Motion Sound Color Manipulatio
n 
Smell/taste Shape 
Low 
spot stripe edge melody sunset race 
stripe cheese square thunder lawyer movie 
cheese edge sweat corner shovel copy 
glue pearl melody tune dice juice 
edge moss song date sword melody 
pearl melon thunder breeze music thunder 
sofa square music skunk race tune 
diamond frame alarm sunset clip date 
hall garlic battle crow club breeze 
salt lemon race stripe cross voice 
moss drug cube voice circle choir 
bleach olive germ choir siren night 
rack table perfume hall drum sweat 
straw cross corner crowd bell song 
tube dress tune lawyer diamond battle 
desk seed clip night wasp germ 
block circle wedge pond wheel jingle 
carrot plum date mayor movie blood 
melon towel puzzle priest lace storm 
seat blush jingle penguin copy glue 
bean line club wolf jeans honey 
square sweat breeze lion staple thief 
High 
bomb bomb cheese chalk skunk dice 
fish cannon pearl towel perfume cross 
battle storm moss rifle cheese circle 
broom radio melon guitar melon bell 
crowd melody lemon violin lemon diamond 
wasp stereo olive sponge olive wheel 
taxi song plum glove plum carrot 
cannon voice carrot spoon carrot pickle 
wheel horn ocean crayon pickle onion 
rain thunder silver needle sugar corner 
truck music coal camera rose spoon 
ocean phone pickle fork garlic square 
movie alarm sugar pistol mint cube 
tiger choir rose razor onion pearl 
train piano yolk shovel cereal line 
storm siren chalk dice salad block 
flame drum grass rake cookie pear 
race bell blood knife juice brick 
moth rifle skunk sword bacon cone 
missile guitar snow hammer cola button 
plane violin sunset comb soda bucket 
rocket engine crow brush tuna bubble 
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Table D2. Stimulus materials for each of the six sensory-perceptual features of verbs 
 
 Sensory-perceptual feature 
Associatio
n 
mouth hand leg motion change of 
state 
sound action  
low 
knock limp blossom moan moan match match 
limp blossom flood whisper whisper stroll check 
stroll flood glow whistle whistle caress decay 
strut glow moan chat whimper grab freeze 
waltz jump whisper shout holler check blossom 
bloom kick whistle speak mumble soak bloom 
blossom leap kiss yell scream cool glow 
crash skip polish whimper stutter decay float 
flood holler print holler match freeze curve 
polish moan sparkle mumble limp snatch study 
soak mumble cough scream march blossom crash 
float scream yawn chant stroll smile burn 
glow shriek chew sigh strut knead shock 
jump whisper smile soak waltz bloom flood 
kick whistle bite stutter knock jump drain 
leap chant chat match cough glow print 
print kiss grin burn yawn grin sparkle 
skate sigh laugh cool tiptoe stand cost 
skip march shout decay shriek clutch obey 
sparkle tiptoe speak freeze caress float prefer 
sprint pedal yell shock grab curve pretend 
stomp step whimper switch check study solve 
high 
cough knock limp polish soak moan  
holler caress jump chew burn whisper  
moan grab kick limp cool whistle  
mumble knead leap jump decay whimper  
scream pound skip leap freeze holler  
shriek strike march march shock scream  
stutter wipe tiptoe pedal switch stutter  
whisper applaud pedal stroll polish knock  
whistle catch step strut chew cough  
yawn clutch crawl waltz stumble shriek  
chew crawl stroll skate strike crash  
smile grasp strut stomp crash chat  
bite grip waltz stumble snatch shout  
chant juggle skate walk blossom speak  
chat pinch sprint knock flood yell  
grin punch stomp strike smile chant  
kiss scratch stumble juggle knead sigh  
laugh smack stagger punch pound stomp  
shout squeeze stamp scratch wipe laugh  
sigh tickle stand touch bloom applaud  
speak touch travel crash drain smack  
yell vacuum walk snatch pierce vacuum  
Note. Low action verbs were selected as the lowest rated words on the mean of mouth, hand, and leg actions 
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Table D3. Mean ratings for high and low associations per sensory-perceptual feature 
Nouns 
motion sound color mani-
pulation 
smell/ 
taste 
shape 
lo
w
 
a
ss
o
ci
a
ti
o
n
 N 22 22 22 22 22 22 
Mean 1.23 1.09 1.29 1.24 1.06 1.53 
SD 0.11 0.06 0.12 0.13 0.07 0.29 
Minimum 1.00 1.00 1.07 1.06 1.00 1.00 
Maximum 1.44 1.20 1.47 1.47 1.27 1.89 
h
ig
h
 
a
ss
o
ci
a
ti
o
n
 N 22 22 22 22 22 22 
Mean 5.88 6.70 6.17 6.64 6.69 6.23 
SD 0.43 0.19 0.35 0.09 0.15 0.28 
Minimum 5.23 6.42 5.73 6.47 6.41 5.89 
Maximum 6.80 7.00 6.78 6.82 6.94 7.00 
        
Verbs 
mouth hand leg motion change 
of state 
sound 
lo
w
 
a
ss
o
ci
a
ti
o
n
 N 22 22 22 22 22 22 
Mean 1.25 1.30 1.14 2.42 2.41 1.41 
SD 0.10 0.13 0.12 0.46 0.29 0.24 
Minimum 1.05 1.00 1.00 1.75 1.85 1.05 
Maximum 1.40 1.47 1.32 3.20 2.85 1.75 
h
ig
h
 
a
ss
o
ci
a
ti
o
n
 N 22 22 22 22 22 22 
Mean 6.57 6.39 6.24 5.30 5.28 6.32 
SD 0.35 0.33 0.54 0.22 0.61 0.43 
Minimum 5.53 5.85 4.85 5.00 4.60 5.52 
Maximum 6.95 6.91 7.00 6.00 6.68 6.95 
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