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Abstract
One of the driving forces for research in medical sciences is to develop more
effective and less intrusive treatments. High Intensity Ultrasound (HIU) is
a technique that uses the acoustic field produced by a transducer to induce
thermal effects in soft tissue for therapeutic purposes like tissue ablation for
cancer treatment, localized drug delivery, sonoporation, among others. The
bioeffects induced in soft tissue by HIU, particularly close to solid (bone)
interfaces, are not yet fully understood. The objective of this thesis work is
to gain further understanding of the effects that the waves reflected by bone
have on the treatment outcome.
This study presents the experimental validation of a simple and efficient
method to calculate the acoustic field generated by a high intensity ultra-
sound (HIU) transducer that is used in the vicinity of a solid interface. The
model takes into account the interaction between the forward and the re-
flected wave generated at the boundary between a fluid and a solid. It uses a
modified Rayleigh-Sommerfeld integral to calculate the particle displacement
over a reflecting surface and uses the particle displacement at the boundary
as a new acoustic source to obtain the reflected particle displacement. The
thermal effect of the acoustic field is finally calculated using the bio heat
transfer equation (BHTE) accounting for both the forward and the reflected
waves.
Simulations using the proposed method were compared against exper-
ix
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imental data of acoustic pressure acquired using a 0.075-mm needle hy-
drophone and a 7.29 MHz ultrasound transducer. A solid reflector was
placed at different incidence angles (0, 5 and 10◦) and experimental scans
were compared to simulations. The average absolute error between simula-
tion and measurements was 3.9% ± 0.54%, 8.18% ± 0.79% and 7.23% ±
0.47% for 0◦, 5◦ and 10◦ incidence angles respectively.
Thermal effects were studied using a spiral-shaped tissue-mimicking phan-
tom heated with an interstitial device placed and rotated at its centre to
target a cylindrical region around it. The device was a rectangular planar
transducer with 3 active 4x5-mm elements operating at 4.58 MHz. The spiral-
shape phantom recreated the scenario where bone tissue gets closer to the
ultrasound device as it rotates. Magnetic resonance-based thermometry was
acquired on a Philips Achieva 3T MRI scanner during heating using a T1-
based thermometry sequence (TE = 15 ms, TR = 90 ms, FOV= 160x160x25
mm, Slice thickness = 5 mm, 5x1x1 mm voxel, 5.1 s frame rate, α = -0.0095
ppm/◦C , baseline temperature = 22◦C). Thermal maps were then compared
to the predicted thermal effects obtained using the BHTE. The comparison
between the experimental measurements and the simulations indicated that
the model predicts with good accuracy the temperature increase generated
by the ultrasound transducer facing a solid interface. The results showed
that considering the wave reflected at the boundary increased the accuracy
of thermal calculations, since without this wave the error can be as high as
30%.
This model can provide with an accurate and fast calculation of temper-
ature increases for HIU therapeutic applications where the devices are used
in proximity to bone interfaces.
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Chapter 1
Introduction and Motivation
One of the driving forces for research in medical sciences is to develop more
effective and less intrusive treatments. High Intensity Ultrasound (HIU) has
been proposed as a minimally intrusive technology for cancer treatment. HIU
was first conceptualized in the 1940s (Lynn et al. 1942) but its usage in med-
ical applications was heavily delayed by the lack of monitoring techniques
which could help confirm and guide the treatments (Damadian 1974). The
introduction of magnetic resonance imaging (MRI) medical imaging technolo-
gies in the clinical field during the last twenty years allowed the development
of new image-guided HIU applications
HIU is a technique that uses the acoustic field produced by a transducer
to induce thermal effects in soft tissue for therapeutic purposes (see figure
1.1). It is well suited to induce thermal effects in the proximity of the de-
vice. These transducers can be embedded into small applicators with inte-
grated cooling (Diederich 1996) in order to access regions which are difficult
to treat while being minimally invasive (Lafon et al. 1998). Some appli-
cators have been specifically built to be MRI-compatible and target tissue
volumes by performing small cumulative lesions using rotational controllers
(Ross et al. 2004). This allows for MRI guidance and real-time feedback of
2
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HIU transducer
Target region
Soft tissue
Figure 1.1: Diagram of a HIU interstitial device inserted in soft tissue (top
view). The dotted line defines the therapy target region around the trans-
ducer.
the thermal effects of the treatment, thus ensuring that the target regions
are ablated properly and in a confined manner. As the target regions for
HIU applications become more complex in composition, shape and location,
simulations of the physical effects of exposing the target tissue to ultrasound
become essential to ensure the safety and efficiency of the treatments (NDjin
et al. 2012, Miller et al. 2012).
The bioeffects induced in soft tissue by HIU, particularly close to solid
(bone) interfaces, are not yet fully understood. The objective of this thesis
work is to gain further understanding of the effects that the waves reflected
by bone have on the treatment outcome. This knowledge will be valuable
in assisting treatment planning, transducer design and treatment control to
ensure the safety and efficiency of the procedures. To achieve this goal, this
study proposes a precise, yet computationally efficient, method to model the
acoustic pressure field close to a solid interface and asserts that it can accu-
rately predict increments in temperature caused by the interactions between
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the forward and reflected waves close to solid boundaries. The method is
based on the Rayleigh-Sommerfeld integral (Pierce 1994) and considers the
forward wave produced by the acoustic source combined with the reflected
wave produced by a solid interface. This model is an extension to previous
work for the calculation of the transmitted pressure of shear and longitudi-
nal waves into bone (Pichardo & Hynynen 2007). The accuracy of the model
was validated by comparing simulations to pressure measurements of the for-
ward and reflected wave at different angles of incidence. Then, the thermal
effects induced by the combined forward and reflected waves was calculated
and compared to experimental magnetic resonance-based thermometry on a
tissue phantom.
This thesis is divided as follows: therapeutic applications of HIU will
be explored in chapter 2. In chapter 3, a review of the theoretical back-
ground of the method and current modelling techniques will be discussed.
In chapter 4, an experimental setup to measure the acoustic field produced
close to solid interfaces will be presented along with the method proposed to
model this phenomenon. Implementation and simulation details will also be
discussed and finally, the results of validating the proposed method against
experimental measurements will be summarized and commented. Chapter
5 introduces an experimental setup to measure thermal effects induced by a
HIU transducer on a tissue-mimicking phantom, as well as the implementa-
tion of a strategy to model these effects using the calculated acoustic field in
combination with the Bio Heat Transfer Equation. Results of validating the
simulations against the experimental data will also be discussed. Finally, in
chapter 6, the main contributions of this study will be discussed and conclu-
sions will be provided.
Chapter 2
High Intensity Ultrasound
therapeutic applications
In order to utilize ultrasound as a therapeutic tool, it is necessary to create
devices that generate ultrasonic waves and enable the propagation of those
waves into tissue. Ultrasound is generated using the piezoelectric effect. Ul-
trasound transducers made of piezoelectric materials can be exposed to an
electric field to produce a mechanical deformation. Piezoelectric materials
behave as mechanical springs and the displacement of the transducer’s sur-
face is directly proportional to the stress applied to it (Hunt et al. 1983).
Materials commonly used for this purpose are quartz crystals and lead zir-
conate titanate (PZT). The material used to build the transducer dictates
the way it responds to electric excitation as well as its capability to transform
electrical energy into mechanical energy. Ultrasound transducers can also be
used to transform mechanical vibrations into an electric signal which is the
principle used for imaging.
When ultrasound propagates through tissue, the variations in pressure
induce motion which leads to frictional heating. This means that a portion
of the mechanical energy carried by the acoustic wave is turned into heat by
5
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viscous absorption. This phenomenon is used to produce tissue heating and is
one of the most widely used therapeutic effects of ultrasound. An ultrasound
wave also scatters as it propagates through mediums with different acoustic
characteristics. The loss of acoustic energy in a medium can be accounted for
as the sum of its absorption and scattering coefficients. This is quantified by
the attenuation coefficient which is related to the frequency of the ultrasound
wave by
α = af b, (2.1)
where a and b are constants specific to each type of tissue. A higher fre-
quency yields a higher attenuation and higher energy absorption but lower
penetration depth (ter Haar & Coussios 2007).
Based on the bio-effects produced by high intensity ultrasound, several
therapeutic applications have been proposed in the past years including: lo-
calized sonophoresis for drug delivery, physical therapy of muscle and joint
disease, sonoporation and tissue ablation for cancer treatment. All these ef-
fects have been studied to define therapeutic parameters for each application
depending on the position of the target tissue. These parameters include:
element size and frequency of the transducer, exposition time of tissue to
the ultrasound wave and motion of the acoustic field to generate cumulative
lesions.
The technique used for localized thermal drug delivery, especially through
the skin, using ultrasound is called sonophoresis (Bommannan et al. 1992).
Sonophoresis is used to enhance the permeability of the skin and allow
low molecular weight drugs as well as macromolecules to be delivered to
or through skin. Ultrasound waves are used to stimulate microvibrations in
the epidermis, creating small openings in the skin which allow fluids to travel
in or out the body. It can also be used to perform non invasive control of
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blood sugar for diabetics, by performing short term or long term delivery of
insulin (Parakka 2013).
Localized drug delivery can also be achieved by encapsulating molecules
inside liposomes which release their content when they interact with ultra-
sound. This phenomenon does not rely on heat, but on the capsule opening
under the external pressure exherted by the wave (Huang et al. 2008).
Sonoporation is the effect of generating pores in the cell membrane using
ultrasound and microbubbles. This technique enhances the permeability of
the cells and the inward transport of molecules which otherwise would be
unable to cross the membrane. Sonoporation is based on a mechanically in-
duced bio effect of ultrasound exposure of the cell membrane to cavitation.
Sonoporation is in its early stages of development but promises great results
for non invasive in vivo nonviral gene therapy and localized drug delivery
(Bao et al. 1997, Miller et al. 2002, Pan et al. 2005).
An area of high interest for HIU is oncology. Cancer care has found in HIU
a minimally invasive, radiation free alternative for palliative and treatment
purposes. In the next section, special focus will be given to HIU applications
for cancer treatment.
2.1 Cancer treatment
Standard therapy for cancer encloses the following options depending on the
type and region to be treated and overall health of the patient:
• Surgery is used for diagnosis and treatment based on full or partial
resection (Cohen et al. 2013). Age and overall health of the patient as
well as the location of the tumour are important variables to consider.
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Side effects include complications due to the intervention, anaesthetics,
risk of infection and long recovery time among others.
• Radiation therapy can be used for curative or palliative purposes (Walker
et al. 2013). It is more cost effective and provides better life expectancy
than surgical resection (Vuong et al. 2013) but treatment close to high
risk structures is challenging and secondary effects such as radiation of
normal tissue have to be considered.
• Chemotherapy provides medication to stop or slow the growth of tu-
mour cells. It works on rapidly dividing cells by causing damage to
their DNA and preventing cell repair. Side effects of chemotherapy in-
clude nausea and vomiting, skin reactions, alopecia, otitis, fatigue and
somnolence (McNamara 2012).
• RF ablation works by inducing thermal effects using micro-wave anten-
nas. A localized heating pattern can be achieved without overheating
surrounding normal tissues. It mitigates invasiveness and side effects
when compared to other alternatives, leading to improved quality of
life. The heating pattern generated using the antenna is difficult to
control in order to ablate complex shapes (Kikuchi et al. 2007, Taka-
hashi et al. 2006, Sheta et al. 2012).
When other alternatives prove to be ineffective or difficult to apply due
to the position, size or accessibility to the tumour region, HIU therapy
can be used as an alternative. In some circumstances techniques like ra-
diochemotherapy and laser photocoagulation are ineffective and expensive
(Melodelima et al. 2003). Some tumours can be difficult to treat because
they have variable thickness and complex shape, or due to their extent at di-
agnosis and presence of comorbidity. HIU is capable of ablating tissue within
irregular volumes and can be used in combination with other treatments be-
cause it is drug and radiation free. By selecting different operating frequen-
cies and power for the transducer’s elements, better control on the depth and
CHAPTER 2. HIU THERAPEUTIC APPLICATIONS 9
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Figure 2.1: Diagram showing a planar transducer with multiple elements for
which individual frequencies and power values can be specified.
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shape of the volume of ablated tissue around the device can be achieved (see
figure 2.1). Thus, HIU can be used to induce cellular necrosis targeting deep
tissue while remaining minimally invasive and provide conformal treatment.
HIU has been proposed as an alternative for the treatment of localized cancer
in organs such as prostate (Chopra et al. 2008), brain (Canney et al. 2010),
cervix (J H Wootton & Diederich 2011) and liver (Delabrousse et al. 2010).
A relevant area of study in HIU revolves around asserting the feasibility
of performing conformal thermal ablation and creation of controlled and re-
producible heating patterns to ensure safety and efficiency of the treatments.
Inhomogeneities in the propagating material cause sound to reflect and re-
fract as it propagates through it. When differences in the acoustic properties
of the materials are high, i.e. between muscle and bone, these distortions
become more prominent. HIU therapy requires careful treatment planning
to ensure that heat deposition will be performed in such a way that enough
energy is delivered to induce thermal coagulation but only within the de-
sired target region. Software has also been developed to simulate the effects
of ultrasound propagation in tissue using anatomical information of the pa-
tient obtained using CT scans (Aubry et al. 2003, Tanter et al. 2007, Wein
et al. 2008, Kutter et al. 2009a). This allows a more realistic prediction of
the procedure’s outcome.
For example, the brain has been extensively studied for ultrasound ther-
mal treatment removing the skull but other alternatives which aim to keep
the skull intact or almost intact have to deal with the high absorption co-
efficient and reflections induced by the skull (Hynynen & Sun 1999, Tanter
et al. 2007). One approach is to use a HIU interstitial device which is in-
serted in the brain through an incision made in the skull. Experiments on ex
vivo bovine and sheep tissue using MRI temperature monitoring and lesion
characterization, as well as comparisons with mathematical models under
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this approach have been presented in (Canney et al. 2010). This method
poses an alternative treatment for brain tumours without removing the skull
and eliminates the need of the ultrasound beams to travel through the skull
to reach the target region. Nevertheless, accurate prediction of the defor-
mations of the acoustic field caused by the ultrasound waves reaching the
interface between the brain and the inner wall of the skull is still fundamen-
tal to ensure that tissue beyond the treatment area is kept unharmed.
As another example, J H Wootton & Diederich (2011) show in their work
a study of endocervical and interstitial tubular HIU transducers used in com-
bination with brachytherapy to treat cervical cancer. Given the inhomoge-
neous tissue properties in the region, the variable blood perfusion and the
possibility of inducing thermal toxicity to the rectum and bladder, treatment
in the region requires considerable planning and analysis. The authors use
a treatment planning tool based on a Finite Element Method to simulate
tissue heating in 3D models acquired using CT scans or high resolution MR
images and analyse different configurations for the positioning of the de-
vices and achieve the desired effects for therapy. An important conclusion in
their work is that directional control of energy delivery and treatment plan-
ning are critical to ensure therapeutic thermal coverage without overheating
neighbouring anatomical structures.
HIU treatment safety and efficiency applied to the prostate gland has
been extensively studied. Special attention will be given to this application
in the following section.
2.1.1 Prostate treatment
Devices and methodologies for prostate gland ablation with MR-guided HIU
have been proposed in the past years (Siddiqui et al. 2010, Diederich et al.
2004, Chopra et al. 2004.) and its feasibility for human use has been asserted
CHAPTER 2. HIU THERAPEUTIC APPLICATIONS 12

	


			



	

	


	

	


	


	


			


	 	
	
 	


	


Figure 2.2: Diagram of a HIU intraurethral device for prostate gland ablation.
CHAPTER 2. HIU THERAPEUTIC APPLICATIONS 13
(Chopra et al. 2012). The prostate region shows several challenges for the
accurate and safe ablation of the organ because of its difficult to access loca-
tion, proximity to the pelvic bone and the inhomogeneities of the surrounding
tissue (figure 2.2). Burtnyk et al. (2010), performed a thermal analysis con-
cluding that it is possible to ablate the whole volume of the prostate but
strategies must be developed to avoid causing thermal injury to the rectum,
pelvic bone, neurovascular bundles and urinary sphincters and included in
any appropriate treatment planning. Their results show that when the target
regions are close to the pelvic bone (in their case, closer than 10mm when
using a 4.7MHz transducer), significant heating of this bone and neighbour-
ing tissue outside the target area is produced.
The study described by NDjin et al. (2012) also highlights the impor-
tance of performing simulations to ensure treatment safety when targeting
tissue close to the bone. Here, the authors performed simulations and heat-
ing experiments on gel phantoms using 3D anatomical models of the human
prostate to define the target volumes. Their objective was to identify the
considerations required to ablate the whole prostate volume while ensuring
safety and efficiency of the treatment. Among their conclusions, the authors
mention that using multiple frequencies during treatment is important to
create accurate heating patterns confined to the desired target region and
avoiding undesired overheating of tissue close to the bone (figure 2.3). This
means that multiple frequencies are required not only to generate lesions of
arbitrary shapes but also to ensure that neighbouring tissue to structures
such as bones are not overheated.
In order to ablate complex shaped tissue volumes around the device, dif-
ferent approaches have been taken. The form of the transducer has a direct
impact in the distribution of the acoustic field around it and thus, in the
shape of the volumes that can be treated as well as in the accuracy that can
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Figure 2.3: Image illustrating the benefits of using multiple-frequency devices
in the ablation of full human prostate volumes (NDjin et al. 2012). Heating
of a gel phantom using a transducer operating at the fundamental frequency
of 4.6MHz was compared to heating performed with a transducer operating
at the fundamental frequency of 4.6MHz and the 3rd harmonic frequency
of 14.4MHz. A crossover radius was defined such that if the radius of the
prostate for that section was smaller, the 3rd harmonic frequency was used.
This technique enhanced the radial targeting accuracy by a factor of 30%.
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be achieved. Multi-sector tubular (Kinsey & Diederich 2008, J H Wootton &
Diederich 2011, Ross et al. 2004) and planar transducer (Lafon et al. 1999,
NDjin et al. 2012) arrays have been proposed either working at single or
multiple frequencies (Burtnyk et al. 2010).
Two main types of applicators have been proposed for the ablation of the
prostate gland: interstitial (transurethral) and transrectal, the later working
with focused transducers. Interstitial applicators with planar transducers op-
erating at multiple frequencies provide the ability to control lesion depth by
selecting the appropriate power and frequency. Interstitial devices offer direct
path to the prostate using a transurethral access while being minimally inva-
sive, but pose the challenge of delivering enough energy to ablate the whole
gland while sparing the surrounding anatomy (R Chopra & Bronskill 2005.).
Ex-vivo heating experiments performed by Chopra et al. (2000), confirmed
the ability to create arbitrary lesion geometries during heating using a multi-
layered transducer for interstitial thermal therapy. The radius of the lesion
was controlled by varying the scan rate or exposure time and the frequency.
Lesions produced using the proposed device were continuous and conformal
which is of high importance for treatments close to important anatomical
structures.
In Chopra et al. (2004.), the authors perform a numerical study of a con-
trol technique to apply HIU to the prostate by varying the frequency and
exposure time of the treatment device (a single planar transducer with two
operating frequencies) during heating. Their method allowed them to sim-
ulate the ablation of 3D volumes generated from clinical MR images of the
prostate with an accuracy of 3mm. They used a simulation of the acoustic
field based on Raleigh-Sommerfeld integral (see section 3.1.4) and a finite dif-
ference solution of the bio heat transfer equations (see section 3.2) to control
the power, scan rate and frequency of the treatment device. Rectal cooling
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Figure 2.4: Interstitial applicator proposed in (Chopra et al. 2008).
was proposed to protect the rectal wall from undesired overheating. This
approach is similar to the one followed in the thermometry validation exper-
iment presented in this thesis work.
The development of MRI compatible HIU devices has been fundamental
in the generation of clinically viable therapy proposals which incorporate real
time feedback of the treatment outcome and help avoid undesired side effects.
First in-vivo evaluations of MRI guided therapy (Hazle et al. 2002, Diederich
et al. 2004) proved that thermal maps obtained using Magnetic Resonance
Temperature Imaging (MRTI) correlated well to actual thermal doses being
applied. For these studies, the authors designed an applicator incorporating
multiple tubular transducers with 180◦ sectors and a frequency between 7 -
8 Mhz, with which it was possible to ablate relatively large portions of the
prostate gland (180◦ with a depth of 1.5 - 2 cm from the urethra) in reason-
able times (between 10 and 15 minutes). The applicator included a cooling
balloon which was inflated to maintain the position of the device during the
procedure as well as to provide coupling and cooling of the tissue in imme-
diate vicinity to the urethra. Cooling was performed by running degassed
water through the balloon with a flow rate of 80-100 ml/min at 22◦ C. With
these studies, it was noticed that directional applicators with rotational ca-
pabilities would be highly useful to ablate the prostate in a more controlled
and confined manner.
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Figure 2.5: MRI-compatible positioning system and rotational motor at-
tached to the heating applicator (Chopra et al. 2008).
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Ross et al. (2004) evaluated the performance of 90◦ sectored tubular trans-
ducers and planar transducers combined with a manual rotational control for
MRI guided prostate ablation. The authors concluded that tubular trans-
ducers are more suitable to induce necrosis in tissue closer to the urethra
in short time while sparing neighbouring structures. Planar transducer are
better for deeper and more complex shaped targeting. MRI compatible ro-
tational control enhanced the accuracy of heat deposition.
Chopra et al. (2008) showed the feasibility of using MRI compatible inter-
stitial devices and automatic rotational controls to perform therapy delivery
and MRI thermal monitoring at the same time. In the study, a series of heat-
ing experiments were performed on gel phantoms and a canine model. The
devices and controls used in these experiments, shown in figures 2.4 and 2.5,
achieved precise patterns of thermal damage in the target tissue with almost
real time feedback of the temperature variations. The method used to obtain
the temperature scans with the MRI in all the previously mentioned studies
was proton resonant frequency shift (PRFS) which is the same method used
in the thermometry validation section of this thesis (Rieke & Pauly 2008).
In conclusion, a variety of applications have been considered to apply the
bio-effects produced by high intensity ultrasound for therapeutic purposes.
Among its more relevant application s we find thermal effects for tissue co-
agulation. Proper understanding of the way ultrasound propagates through
inhomogeneous tissue is essential to ensure the safety and efficiency of the
procedures. For this purpose, treatment planning tools, real time monitor-
ing and controls should be developed. The effects of targeting tissue close
to bone interfaces remains an open area of study and adequate modelling
of this phenomenon will be relevant for treatment planning and transducer
design in the near future.
Chapter 3
Modelling for High Intenstity
Ultrasound applications
Using HIU over inhomogeneous tissue brings additional complexity to treat-
ments as the acoustic field generated by the transducer is deformed at the
interfaces between tissues with different acoustic properties. When the dif-
ference between the acoustic impedance of the materials is high (as in the
case of soft tissue and bone interfaces), reflections and refractions distort
the pressure distribution. To ensure safety and efficiency during treatment,
computational models are required to predict these changes depending on
the treatment requirements.
3.1 Modelling of the acoustic pressure field
3.1.1 The wave equation
The wave equation is the fundamental equation of acoustic propagation in a
dissipative fluid medium. It is derived from the conservation of mass equation
and Euler’s equation of motion (see Pierce (1994), Brekhovskikh & Godin
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(1998) and Bruneau & Scelo (2006) for details on the following derivations).
For a particle within a fluid with a fixed volume, the equation for the
conservation of mass is given by
∂ρ
∂t
+5 · (ρv) = 0, (3.1)
where ρ is the density of the medium, t is time and v is the fluid particle
velocity.
Euler’s equation is given by
ρ
Dv
Dt
= −5 p, (3.2)
where the term Dv/Dt = ∂v/∂t+v ·5v represents the time rate of change in
velocity of a fluid particle as measured at the fluid particle, and p is pressure
exerted over the fluid particle (Pierce 1994). This equation is an expression
of Newton’s second law of motion where the left portion is the mass of the
fluid particle times the acceleration and the right hand represents the total
apparent force per unit of volume caused by spatial variations of the pressure.
If v0, p0 and ρ are defined as the undisturbed particle velocity, pressure
and density and v′, p′ and ρ′ as disturbances of these properties caused by the
presence of a sound wave, the sum of these quantities vˆ = v0+ v
′, pˆ = p0+ p
′
and ρˆ = ρ0 + ρ
′ obey the thermodynamic equations of conservation of mass
and Euler described above as well as the state equation p = p(ρ, s), where s
is the specific entropy of the particle (Pierce 1994).
After neglecting second or higher-order terms, the following set of linear
equations is obtained:
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∂ρ′
∂t
+ ρ0 5 ·v
′ = 0, (3.3)
ρ0
∂v′
∂t
= −5 p′, (3.4)
p′ = c2ρ′ (3.5)
with
c2 = (
∂p
∂ρ
)s=0, (3.6)
where c is the speed of sound in the medium.
The wave equation is derived from the linear acoustic equations above,
and is given by
52p−
1
c2
∂2p
∂t2
= 0, (3.7)
where the operator 52 is the laplacian sum of second derivatives with re-
spect to the three cartesian coordinates. The form of this equation suggests
that sound is a wave phenomenon as its solutions adhere to the notion of a
wave traveling as a disturbance with neglectable amount of matter transport
through a medium.
The wave equation 3.7 can be solved for the case of a plane traveling
wave with acoustic field varying only with respect to time and one cartesian
coordinate d while being the same along normal planes to the propagation
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direction. The solution for the wave equation is then
p = f(t−
1
c
d), (3.8)
where f is an arbitrary function.
If the acoustic disturbance is a wave with a single frequency, the field
oscillates sinusoidally over time so the pressure can be expressed as
p = ppk cos(ωt− φ) = Re[pˆe
−iωt], (3.9)
where ppk is the peak pressure, ω is the angular frequency, pˆ is the complex
pressure amplitude and φ is the phase constant. The latter expression is used
to replace the amplitude and phase by a single complex number. Substituting
this expression into the linear acoustics equations, allows the transformation
of the wave equation into the Helmholtz equation
52pˆ− κ2pˆ = 0, (3.10)
where κ is the wave number ω/c.
Another possible solution would be that of an spherical wave where all
acoustic field variables depend now on time and a radial distance r from the
source. For this scenario, the wave equation turns into
1
r
∂2
∂r2
rp−
1
c2
∂2p
∂t2
= 0, (3.11)
Considering only waves moving radially away from the source, then the
solution for the wave equation has the form
p(r, t) =
1
r
f(t−
1
c
r), (3.12)
where f again is an arbitrary function.
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3.1.2 Point sources and Green equations
A spherically symmetric source with angular frequency ω within an un-
bounded fluid has the following complex pressure amplitude
pˆ = Sˆ
exp(iκR)
R
, (3.13)
where Sˆ is the monopole amplitude and R = x− xs is the distance between
the source(xs) and a point in the fluid (x).
This field satisfies Helmholtz equation everywhere except close to the
source, which can be expressed as
(52 + κ2)pˆ = −4piSˆδ(x− xs), (3.14)
where δ(x− xs) is the Dirac delta function.
The solution of equation 3.14 with Sˆ = 1 is the Green’s function Gk(x|xs)
that satisfies
(52 + κ2)Gk(x|xs) = −4piδ(x− xs). (3.15)
Here, Gk(x|xs) = R
−1eiκR if the fluid outside is unbounded. Using the su-
perposition theorem, Green’s functions can be used to generate solutions
considering several point sources.
For N source points, the complex acoustic pressure amplitude obeys
Helmholtz equation as a sum of source terms −4piSˆnδ(x − xn) on the right
side of the equation, resulting in
pˆ =
N∑
n=1
SˆnGk(x|xn). (3.16)
3.1.3 The Kirchhoff-Helmholtz integral
The Kirchhoff-Helmholtz integral theorem (Kirchhoff 1883, Helmholtz 1860)
expresses pressure at a point inside or outside a surface S in terms of the
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pressure and particle velocity values at that surface. It is derived when one
considers a surface enclosing a source within an unbounded fluid. Using the
free space Green’s function one can express the source as being a sum of
source points and obtain the expression for the Kirchhoff-Helmholtz integral
which is given by
p(x, t) =
ρ
4pi
∫ ∫
vn(xS, t−R/c)
R
dS
+
1
4pic
∫ ∫
eR · nS(
δ
δt
+
c
R
)
p(xS, t−R/c)
R
dS
(3.17)
where R = |x−xS|, eR = (x−xS)/R and nS is the unit normal to S pointing
out of the surface.
3.1.4 Rayleigh-Sommerfeld integral
The Rayleigh-Sommerfeld integral is an special case of the Kirchhoff-Helmholtz
integral where a flat source of varying thickness is considered to be in an un-
bounded fluid. The normal velocity vn on both sides of the plate has the
same value (either moving outwards or inwards simultaneously) so p, vx and
vy are even but vz is odd. Consequently the integral over the surface pres-
sure give equal and opposite contributions, and the net contribution over the
surface pressure to the Kirkhoff-Helmholtz integral is zero. The integral over
the surface normal velocity from front and back of the surface of the disk give
equal contributions, so one need only to integrate over one side and multiply
the resulting expression by 2. As a result, the Kirchhoff-Helmholtz integral
turns into the Rayleigh-Sommerfeld integral given by
p(x, t) =
ρ
2pi
∫ ∫
−iωv˙n(xs)e
iκR
R
dxsdys (3.18)
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3.1.5 Numerical Methods and simulations
Numerical methods, such as the numerical implementation of the Rayleigh-
Sommerfeld integral, the finite element (Lerch et al. 1992, Lerch et al. 1994),
the boundary element and the angular spectrummethods (Vyas & Christensen
2008, Wu & Stepinski 1999, Zeng &McGough 2008), can be used to efficiently
and accurately describe the propagation of acoustic waves in homogeneous
and heterogeneous environments. This thesis presents a method to calculate
the acoustic field close to an interface, where the interactions of forward and
reflected waves are the center of interest. The methods detailed in the fol-
lowing section have been developed for the simulation of stationary waves
and neglect non linear effects.
Numerical implementation of the Rayleigh - Sommerfeld integral
The Rayleigh-Sommerfeld integral has been used in the past to reliably model
acoustic fields in homogeneous media. As explained in section 3.1.4, this
technique considers that the pressure at each point can be calculated as the
sum of the contributions of an infinite number of elements which form the
acoustic source. Its numerical implementation considers that the source is
divided into a finite number of smaller elements and the propagation medium
is discretized into a grid of points where the pressure is calculated. To ensure
reliability of the method, in both the source and the propagation space, the
discrete points must not be separated by more than half the wave length
used. If implemented as a serial process, the algorithm is computationally
expensive. However, the integral is highly parallelizable as the calculations at
each point are independent from each other. Rayleigh-Sommerfeld integral
is the start point for other approaches for the calculation of the acoustic
pressure field such as the Angular spectrum method. It has also been used
as benchmark to assess the performance of other numerical methods.
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Angular spectrum methods
The angular spectrum (ASM) approach describes the diffraction of acoustic
waves by representing an acoustic wave as a superposition of plane waves
traveling in different directions and then propagating these components in
the spatial frequency domain. The method allows the diffractive propagation
of any harmonic field between two arbitrarily distant parallel planes to be
treated as the propagation of planar waves between the same planes. The
angular spectrum method can work with the particle velocity or the pressure
values at the source.
The two dimensional Fourier transform of a harmonic field in a plane is
equivalent to a decomposition of the field in a sum or harmonic plane waves
traveling over a spectrum of angles. This sum of harmonic waves is called
the angular spectrum of the field. Equation 3.18 is actually a 2D convolution
that can also be expressed in this form
p(x, y, z, t) = jρckejωtu(x, y)
⊗
hu(x, y, z),
where the spatial propagator hu(x, y, z) is given by
hu(x, y, z) =
e−jkr
2pir
,
where, r is the distance from the origin to an arbitrary field point (Zeng &
McGough 2008).
The angular spectrum method consists of a series of steps to obtain the
pressure field at a target z plane. First, samples from the source function
are acquired. The second step is to transform the sampled source function
points using a discrete henkel transform (DHT) or a 2D fast fourier transform
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(FFT). (Zeng & McGough 2008) proposed two ways to perform the next step.
One way is to sample the propagation function and transform the sampled
function points using again a DHT or 2D FFT. In the second alternative,
the propagation function can be first transformed and then samples of it can
be taken in the spatial frequency domain, which can be easily be extended
to work with multilayer propagation in complex, inhomogeneous mediums
and produces similar results but is more susceptible to errors when the right
sampling method is not used. The fourth step is to multiply the source and
the propagation functions in the spatial frequency domain. The final step
is to calculate the inverse transform on the resulting values of the last step
to go back to the spatial domain and obtain the desired complex field results.
An extension of the ASM to treat inhomogeneous, complex mediums was
introduced in (Vyas & Christensen 2012, Vyas & Christensen 2008) and is
called hybrid angular spectrum. In this method the space is discretized into
voxels. Each voxel can have different acoustic properties. Then the voxels are
consolidated into planes. The normal ASM is performed for each plane and
the output of one is used as input for the next plane. This method is efficient,
relatively fast and can work with complicated shapes and inhomogeneous
mediums.
Finite element and boundary element methods
The finite element method (FEM) is an approach which is widely used in
engineering. For acoustic modelling using FEM, the propagation space is
discretized into small volumes of variable shape and size, which makes it a
very versatile method to do calculations within irregular volumes. Then a
set of base functions is generated to interpolate the values of the unknowns
within each element. In this case, the base function expresses the pressure
field in terms of the characteristics of the medium forming the element. Base
functions assume that the unknowns vary in a continuous and smooth way
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within the element. Boundary conditions are determined for the system
too. These conditions can be either natural, as arising form the balancing
between forces in the system, or geometric which are related to the geometric
constraints of the problem. Admissible interpolating functions are those
which, in this case, are solutions of the wave equation and meet the boundary
conditions specified in the problem. The method interpolates the function
inside each volume using values of the functions at the vertices that represent
the element, also known as nodes. The size of the elements has a direct impact
in the accuracy of the interpolations and the final result obtained with this
method (Graham 1993).
In the case of Boundary Element Methods (BEM), only the boundaries
are discretized using a similar criteria to the one used in the FEM. The
boundary conditions are chosen to reflect the characteristics of the enclosed
medium. This leads to a lower calculation space but the complexity of the
interactions between each discrete volume is higher. FEM is frequently used
to calculate the propagation in homogeneous media while BEM is used to
calculate the transmitted longitudinal and transverse fields generated be-
yond interfaces, so a combination of both is suitable to efficiently simulate
stationary-wave propagation in complexly shaped, inhomogeneous mediums
(Piranda et al. 1998).
General purpose computing on Graphic Processing Units
One of the main problems to be solved when performing simulations of wave
propagation is that the computational load of calculating the acoustic fields
generated by ultrasound transducers is high because the propagation spaces
must be discretized as grids which distance between points depends on the
highest frequency used (Piranda et al. 1998).
General purpose computing on Graphic Processing Units (GPGPU) is
the term used to categorize simulations and calculations performed in a vari-
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ety of fields in science using the parallel processing capabilities of a Graphic
Processing Unit (GPU). GPGPU has become popular since the introduction
of the Computer Unified Device Architecture (CUDA) programming model
(Kirk & Hwu 2010). CUDA allows the user to exploit the parallel process-
ing capabilities of a graphics card to reduce the computing time for problem
solving.
Each CUDA-enabled graphics card has a number of streaming multi-
processors (SM), each having a given number of streaming processors (SP).
Each SP is multithreaded, which means multiple threads of execution can
be launched on each of them at the same time. Threads are organized into
blocks and have access to different levels of memory. Adequate utilization
of the memory architecture by the program is important to achieve better
performance. GPUs have a global memory that can be accessed by all the
threads but also provides the slowest bandwidth. Constant memory is similar
to global memory and can be accessed by all threads but it is cached, which
provides shorter access times when the same portions of memory are accessed
continuously. There is a level of shared memory which provides faster access
time than the global memory but it is shared only among threads within the
same block. Each thread has an individual set of memory locations called
registries which provide the lowest latency to memory access but have single
thread scope.
Portions of code which are to be executed in a GPU are organized in
kernels. When a call to a kernel is performed, the number of blocks and
threads to be used by the GPU is specified and all of them will execute the
same code. Special care must be taken in the creation of kernels and the
specification of the thread organization so that the resources in the GPU
are used as efficiently as possible and thus obtaining the best performance
possible for a given application.
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GPGPU using CUDA has been explored as an alternative to drastically
reduce execution times in the simulation of ultrasound acoustic field simu-
lations for visualization, training and treatment planning when compared to
applications run on CPUs (Kutter et al. 2009b, Reichl et al. 2009). CUDA li-
braries for the optimized calculation of the Fast Fourier Transform like cuFFT
(Corporation n.d.) have been generated and tested, which provides a basis to
implement optimized spectral methods in the GPU (Jaros et al. 2012). Al-
gorithms with small amounts of dependencies between calculations from one
point to another are highly parallelizable and can also benefit from execution
on a graphics card (Hobson et al. 2012).
3.2 Modelling thermally induced bio-effects
3.2.1 Bio heat transfer equation
The bio heat transfer equation (BHTE) is a modification of the basic ther-
modynamic equation of energy conservation which can be used to calculate
thermal effects in tissue. It was first proposed Pennes (1948) and is given by
ρmCm
∂Tm
∂t
= Km 5
2 Tm − wmCb(Tb − Tm) +Qm (3.19)
where Tm, ρm, Km, Cm, wm and Qm are, respectively, the temperature
( ◦C), density (kgm−3), thermal conductivity (Wm−1 ◦C−1), specific heat
(Jkg−1 ◦C−1), blood perfusion (mlmin−1100g−1) and heat generation power
density (Wm−3) at point m in the tissue, Cb is the specific heat of blood
(Jkg−1 ◦C−1) and Tb is the arterial blood temperature (
◦C). The equation
accounts for the heat conduction of the tissue, the heat transfer from blood
perfusion of the tissue and the acoustic energy intake Qm at the point of
interest. The latter term, can be defined as Qm = αβeff |pm|
2ρtc, where α is
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the acoustic pressure attenuation coefficient, βeff is the coefficient of effective
absorption of the tissue and pm is the pressure amplitude at point m.
Chapter 4
HIU acoustic fields close to
bone interfaces
HIU uses acoustic waves propagating into tissue for therapeutic purposes.
Energy from the sound waves is absorbed by the tissue and transformed into
heat. The way sound propagates in tissue directly impacts the temperature
variations in it, and thus the therapeutic outcome. Sound reflects and re-
fracts when crossing an interface between materials with different acoustic
properties (ter Haar & Coussios 2007). Tissues are inhomogeneous and of-
ten various interfaces appear on the propagation path causing reflexion of
the wave, particularly when encountering hard surfaces such as bone. The
inhomogeneous nature of most therapeutic target regions for HIU suggests
that proper understanding of the acoustic phenomenon involved is attained
to ensure safety and efficiency of the procedures. To achieve this purpose,
simulations implementing a method which takes into account the forward and
reflected waves and their interaction were performed and validated against
experimental measurements. Details of the method, implementation of the
simulations and validation experiments are subject of the present chapter.
32
CHAPTER 4. ACOUSTIC FIELDS CLOSE TO BONE 33
4.1 Materials and methods
4.1.1 Hydrophone measurements of the acoustic field
The first step in this thesis work consisted on generating an experimental
observation setup for the phenomenon of sound propagation close to the
boundary between a fluid and a solid. For this, a 0.075-mm needle hy-
drophone (SN:1424, Precision Acoustics, Dorset, UK) was used to measure
the pressure amplitude of the acoustic field generated by a 7.29 MHz ultra-
sound transducer focused at 6 cm and element diameter of 1.27cm (V320-
SU-F60MM-PTF, Olympus, Center Valley, PA, USA) (figure 4.1). The hy-
drophone was placed perpendicular to the wave propagation direction and
moved between the transducer and the solid sample (2.5-cm thick transpar-
ent acrylic) using a robotic arm to acquire scans (3x3 mm over the xz plane
with a step of 0.35λ, where λ is the wavelength) (figure 4.2). The hydrophone
was connected to a DC coupler (DCPS006, Precision Acoustics, Dorset, UK)
and a booster amplifier (Precision Acoustics, Dorset, UK). The amplified sig-
nal was captured by an oscilloscope (WaveRunner 62Xi, LeCroy, New York,
USA) and samples were transferred to a PC using Matlab 7.10 (Mathworks,
Natick, MA, USA). The experiments were performed inside a tank with de-
gassed water (1 ppm) at 20◦C. The center of the acquired scans was set to
4.6 cm and the distance between the transducer and the center of the acrylic
was set to 5.6 cm.
To acquire the forward wave, the transducer was excited with 7.29 MHz
sinusoidal wave sequences of 30 bursts with a repetition rate of 10 Hz in
absence of the acrylic sample. Then, the acrylic sample was placed and the
time of flight for the acoustic wave was calculated to ensure that enough
bursts were sent to produce an interaction between the forward and reflected
waves at the measuring location. Since at least 98 bursts were required to
cover the 2 cm distance from the hydrophone to the sample and back with
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Figure 4.1: Diagram of the first experimental setup where a needle hy-
drophone is used to characterize the acoustic field produced by a High In-
tensity Ultrasound transducer facing a solid sample.
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Figure 4.2: Tank, transducer, hydrophone and solid sample submerged in
degassed water used in the experimental setup from a top view.
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Figure 4.3: Visualization of the acquisition and simulation areas for the
hydrophone measurements at an incidence angle of a) 0◦, b) 5◦ and c) 10◦.
the selected transducer wavelength, 140 bursts were used in order to provide
an interaction window of 5.75µs while avoiding the influence of the reflected
wave produced at the other side of the solid sample. The repetition rate
was set to 10 Hz to avoid the detection of previous waves still present in the
vicinity of the interface.
Scans were acquired at different angles of incidence (0◦, 5◦ and 10◦). The
center of the solid sample was kept at the same distance from the transducer.
The hydrophone was moved in order to keep the center of the scan in line
with the center of the forward and reflected wave interaction region (figure
4.3).
4.1.2 Calculation of combined forward and reflected
acoustic fields
A plane wave (A) travels through a fluid over the xz plane and a solid surface
located at z = 0 perpendicular to the wave propagation direction as shown
in figure 4.4. At the boundary with the solid surface, three new waves are
generated: a reflected longitudinal wave (V) propagating back into the fluid,
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Figure 4.4: Diagram describing the wave propagation scenario at the bound-
ary between a fluid and a solid. θ is the propagation angle of the incident and
reflected waves, θ1 is the propagation angle of the longitudinal transmitted
wave and γ1 is the propagation angle of the transverse transmitted wave
a longitudinal wave (W) and a transversal wave (P) propagating into the
solid material (Brekhovskikh & Godin 1998).
To model the interaction between the incident longitudinal wave (A) and
the reflected wave (V) generated at the boundary, a modified version of the
Rayleigh-Sommerfeld integral was used. This was performed in three stages
which are illustrated in figure 4.5.
The first stage (figure 4.5 a) calculates the particle displacement uf gen-
erated by the ultrasound transducer at discrete positions between the trans-
ducer and the boundary of the interface by
uf (x, y, z)|z<zb(x,y) =
1
2pi
∑
n
exp(ik0Rn − αRn)
Rn
u0nδsn, (4.1)
where k0 is the wave number, Rn is the distance between the n
th element
of area δs on the surface of the acoustic source and a point of interest located
at coordinates (x, y, z), α is the attenuation coefficient of the fluid, u0n is the
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Figure 4.5: Diagram used for Rayleigh-Sommerfeld integral calculations of
the forward and reflected waves close to a liquid-solid interface used for a)
calculation of the particle displacement induced by the forward wave, b)
calculation of the particle displacement at the boundary and c) calculation
of the particle displacement induced by the reflected wave.
initial displacement of the nth element on the surface of the acoustic source
and zb(x, y) is the value of the z coordinate at the boundary for given values
of x and y. Points located at z < zb(x, y) belong to the fluid material and
points located at z > zb(x, y) belong to the solid.
The second step (figure 4.5 b) calculates the particle displacement ur
induced by the reflected wave generated at the boundary between both ma-
terials and is obtained by
ur(x, y, z)|z=zb(x,y) =
1
2pi
∑
n
Vn
exp(ik0Rn − αRn)
Rn
u0nδsn, (4.2)
where Vn is the reflection coefficient at each point on the fluid-solid in-
terface surface. This coefficient depends on the angle of incidence and is
obtained by applying boundary conditions for the continuity of the xz ten-
sor, the zz tensor and the particle displacement at the boundary with the
solid by the solution of the wave equation (see subsection 4.1.3) and is given
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by
Vn =
Zl cos
2(2γ1) + Zt sin
2(2γ1)− Z
Zl cos2(2γ1) + Zt sin
2(2γ1) + Z
, (4.3)
where Z is the impedance of the liquid medium, Zl is the specific longitu-
dinal impedance of the solid medium, Zt is the specific transversal impedance
of the solid medium and γ1 is the refraction angle of the transverse wave prop-
agating through the solid.
In the third step (figure 4.5 c), the particle displacement ub generated by
the reflecting surface is obtained by
ub(x, y, z)|z<zb(x,y) =
1
2pi
∑
m
exp(ik0Rm − αRm)
Rm
urmδsm, (4.4)
where the acoustic source now is described by m elements forming the
surface of the interface.
Finally, the particle displacement u is obtained by the complex summa-
tion of both uf and ub
u(x, y, z)|z<zb(x,y) = uf + ub (4.5)
4.1.3 Derivation of the Reflection Coefficient
The transmission of acoustic waves at liquid-solid boundaries and the deriva-
tion of the reflection coefficient at the boundary has been discussed previously
in literature (Bruneau & Scelo 2006, Brekhovskikh & Godin 1998, Pierce
1994). Considering a plane wave propagating in a fluid over the xz plane
(figure 4.4), the velocity potential of the incident wave can be described by
φinc = A exp [−ik0(x sin(θ)− z cos(θ))], (4.6)
CHAPTER 4. ACOUSTIC FIELDS CLOSE TO BONE 40
where k0 is the wave number, θ is the incidence angle and A is the amplitude
of the wave.
At the boundary with a solid surface located at z=0 perpendicular to the
direction of wave propagation, a longitudinal wave will be reflected back to
the fluid, and two waves (longitudinal and transversal) will be propagated
into the solid. The velocity potential of the reflected wave φ, the transmitted
longitudinal wave φ1 and the transmitted transversal wave Ψ1 are given by
φ = AV exp [−ik0(x sin(θ)− z cos(θ))], (4.7)
φ1 = AW exp [−ik1(x sin(θ1)− z cos(θ1))], (4.8)
and
Ψ1 = AP exp [−iχ1(x sin(γ1)− z cos(γ1))], (4.9)
where V is the reflection coefficient, W is the longitudinal refraction coef-
ficient and P is the shear refraction coefficient, k1 is the wavenumber of
the transmitted longitudinal wave, χ1 is the wavenumber of the transmitted
shear wave, θ1 is the propagation angle of φ1 and γ1 is the propagation angle
of Ψ1. The reflection coefficient, which stands for the amount of energy from
the forward wave which will be converted into the reflected wave propagating
back to the first material, depends on the acoustic properties of both mate-
rials.
The total acoustic field in the fluid can be obtained by the sum of trans-
mitted and reflected waves
φ = A[exp [−ik0(x sin(θ)− z cos(θ))] + V e
[−ik0(x sin(θ)−z cos(θ))]]. (4.10)
Neglecting the viscosity of the fluid and thus considering the tangential
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components of the stresses as zero, W is expressed as
W =
−Pχ1 cos(2γ1)
k1 sin(2θ1)
, (4.11)
with P given by
P = −
2ρ0
ρ1
Zt sin(2γ1)
Zl cos(2γ1)2 + Zt sin(2γ1)2 + Z
, (4.12)
and V as
V =
−Wk1 cos(θ1)
k0 cos(θ)
+
Pχ1 sin(γ1)
k0 cos(θ)
+ 1, (4.13)
where ρ0 is the density of the fluid and ρ1 is the density of the solid.
The longitudinal specific impedance Zl, the transversal specific impedance
Zt and the impedance of the material Z at the boundary are defined as
Z =
ρ0c
cos(θ)
, (4.14)
(4.15)
Zl =
ρ1c1
cos(θ1)
, (4.16)
(4.17)
and
Zt =
ρ1b1
cos(γ1)
, (4.18)
where c is the longitudinal speed of sound in the fluid, c1 is the longitudingal
speed of sound in the solid and b1 is the shear speed of sound in the solid.
Substituting the values ofW and P in 4.13 and using the previous definitions
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of Zl, Zt and tZ in combination with Snell’s law, an expression for V is
obtained, given by
V =
Vsup
V+
, (4.19)
where Vsup is
Vsup = Zl cos(2γ1)
2 + Zt sin(2γ1)
2 − Z (4.20)
and V+ is
V+ = Zl cos(2γ1)
2 + Zt sin(2γ1)
2 + Z. (4.21)
Finally, the reflection coefficient V can be expressed as
V =
Zl cos
2(2γ1) + Zt sin
2(2γ1)− Z
Zl cos2(2γ1) + Zt sin
2(2γ1) + Z
. (4.22)
4.1.4 Implementation
The proposed model was implemented using Matlab 7.10 (MathWorks, Nat-
ick, Massachusetts, USA) in combination with MEX Files coded in CUDA
to take advantage of the parallel processing capabilities of the GPU. Figure
4.6 shows a block diagram of the simulation.
The calculation space consists of a 3D grid which defines the points that
form the propagation media and grid which defines the points located at the
boundary between the fluid and the solid material. The algorithm also uses
a 3D matrix which defines the points which form the acoustic source.
In the first step of the calculations, the propagation media data structure
is sent to the MEX function and stored in global memory. The matrix for the
acoustic source points is also sent as input but stored in constant memory of
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Figure 4.6: Diagram of the steps taken to calculate the acoustic field at each
point between the transducer and the fluid-solid interface.
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the GPU as well as the attenuation, speed of sound, density and wave num-
ber. The acoustic source points matrix is a large structure, thus it has to be
partitioned in several chunks and copied part by part to constant memory.
The kernel is called several times until all the source points have been con-
sidered in the kernel. The pseudocode of the C call to the kernel is as follows:
set mr1start to 0;
set LastPart to 0;
set mr1end to 0;
set thread block size to CUDA_THREADBLOCKLENGTH in x and 1 in y
set nBlockSizeX to (target_point_size-1)/dimThreadBlock.x + 1;
set nBlockSizeY to 1;
if nBlockSizeX more than 65534
assign (nBlockSizeX/65534) to nBlockSizeY;
if nBlockSizeX %65534 not equal to 0
increment nBlockSizeY
assign nBlockSizeX/nBlockSizeY+1 to nBlockSizeX;
end if
set block dimensions to nBlockSizeX and nBlockSizeY;
// Run the kernel several times until all data chunks have been processed
while mr1start is less than size_of_source_points
set mr1stop to mr1start + chunk_size;
if (mr1stop more than or equal to size_of_source_points)
set mr1stop to size_of_source_points;
indicate that this is the last chunk;
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end if
assign mr1stop - mr1start to mr1step;
copy source_points chunk from host to constant memory;
copy initial_particle_displacement chunk from host to constant memory;
call ForwardPropagationKernel;
check for errors;
sincronize threads;
increment mr1start by mr1step;
end while;
One thread is assigned to each point in the propagation media structure
for which the particle displacement needs to be calculated. To achieve this, a
2D block grid is generated by dividing the total amount of points available by
the maximum block size in x times the number of threads per block which
was defined to 512. Single precision operations are used to calculate the
complex pressure field which, as seen in section 4.1.2 is actually a summation
of contributions from each source point. Partial results of the summation
are stored in a registry to enhance performance and then copied to global
memory when all the provided source points have been accounted for. The
pseudocode for this kernel is shown below.
ForwardPropagationKernel
set thread_id to (blockIdx.y*gridDim.x + blockIdx.x)
*blockDim.x + threadIdx.x;
declare temp_r and temp_i;
if thread_id less than size_of_target_points
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set temp_r and temp_i to 0;
while si1 is lower than size_of_source_points loop
calculate the distance from source_point[si1] to target_point[thread_id]
assign __expf(R*wvnbi)*Part_a1pr[si1]/R to ti;
assign ti to tr;
calculate the sin and cos of R*wvnbr and assign them to pSin and pCos;
multiply tr by (initial_real_particle_displacement[si1]*pCos
+ initial_imaginary_particle_displacement[si1]*pSin);
multiply ti by (initial_real_particle_displacement[si1]*pCos
-initial_imaginary_particle_displacement[si1]*pSin);
increment temp_r by tr;
increment temp_i by ti;
increment si1 by 1;
end while
increment u2pr[thread_id] by temp_r;
increment u2pi[thread_id] by temp_i;
if this is the last chunk
assign u2pr[thread_id] to temp_r;
assign u2pi[thread_id] to temp_i;
assign temp_r to R;
assign -temp_r*wvnbi-temp_i*wvnbr to temp_r;
assign R*wvnbr-temp_i*wvnbi to temp_i;
assign temp_r/(2*pi) to u2pr[thread_id];
assign temp_i/(2*pi) to u2pi[thread_id];
end if;
end if;
end ForwardPropagationKernel
Table 4.1 shows values for this kernel (ForwardPropagationKernel) ob-
tained by the CUDA GPU occupancy calculator. The hardware version
functions sinf(x), cosf(x) and expf(x) were used in the code without
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significant loss of accuracy. The final summation is sent back to Matlab as
result of the first step.
Table 4.1: Values obtained with the CUDA GPU occupancy calculator for
acoustic field calculation Kernel 1 and 2, considering compute capability of
3.0.
Occupancy Calculator Variable Kernel 1 Kernel 2
Threads Per Block 512 512
Registers Per Thread 26 17
Shared Memory per Block 61 bytes 121
Active Threads Per Multiprocessor 2048 2048
Active Wraps Per Multiprocessor 64 64
Active Thread Blocks Per Multiprocessor 4 4
Occupancy Of Each Multiprocessor 100% 100%
In the second step, the particle displacement at the boundary is calcu-
lated. For this, the structure containing the points at the boundary is sent as
input to a second MEX function and stored in global memory of the GPU.
The acoustic source data structure is also provided as input and again
copied to constant memory in chunks along with the density and speed of
sound of both materials in the interface in order to calculate the acoustic
impedance.
Both kernels make use of memory coalescing as the memory is accessed in
a sequential way by neighboring threads. This allows better access times to
global memory. No shared memory is used, as the elements in global memory
are read and used only once. The angle of incidence between each point of
the source and each point at the boundary is calculated and used to obtain
the reflection coefficient. Partial results of the summations are also stored
in registries to enhance the performance. Regarding GPU resource usage,
table 4.1 shows values for this kernel (ForwardPropagationWindowKernel)
obtained by the CUDA GPU occupancy calculator. The pseudocode of the
second CUDA kernel is as follows:
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ForwardPropagationWindowKernel
set thread_id to (blockIdx.y*gridDim.x + blockIdx.x)
*blockDim.x + threadIdx.x ;
declare temp_c, temp_l and temp_s;
if thread_id is less than target_points_size
set temp_c, temp_l and temp_s variables to 0;
set si1 to 0;
while si1 is less than size_of_source_points loop
calculate distance from source_point[si1]
to target_point[thread_id];
calculate angle_of_incidence using the distance;
Calculate reflection coefficient using the angle_of_incidence;
Calculate transmitted_longitudinal coefficient;
Calculate transmitted_shear coefficient;
multiply the reflection coefficient by the initial displacement
and store the result in temp_c;
multiply the transmitted_longitudinal coefficient by the initial
displacement and store the result in temp_l;
multiply the transmitted_shear coefficient by the initial
displacement and store the result in temp_s;
end while
increment u2Reflected_r[thread_id] by temp_c.re;
increment u2Reflected_i[thread_id] by temp_c.im;
increment u2TransLong_r[thread_id] by temp_l.re;
increment u2TransLong_i[thread_id] by temp_l.im;
increment u2TransShear_r[thread_id] by temp_s.re;
increment u2TransShear_i[thread_id2] by temp_s.im;
if this is the last chunk
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//Reflected
assign -i*wvnb*u2Reflected_r[thread_id]*/(2*pi)
to u2Reflected_r[thread_id];
assign -i*wvnb*u2Reflected_i[thread_id]*/(2*pi)
to u2Reflected_i[thread_id2];
//Long
assign -i*wvnb*u2TransLong_r[thread_id*/(2*pi)
to u2TransLong_r[thread_id];
assign -i*wvnb*u2TransLong_i[thread_id]*/(2*pi)
to u2TransLong_i[thread_id];
//Shear
assign -i*wvnb*u2TransShear_r[thread_id]*/(2*pi)
to u2TransShear_r[thread_id];
assign -i*wvnb*u2TransShear_i[thread_id2]*/(2*pi)
to u2TransShear_i[thread_id];
end if
end if
end ForwardPropagationWindowKernel
The results of the calculations performed in the second stage are sent
back to Matlab.
In the final stage the grid containing the points at the boundary is used
as acoustic source and the particle displacement is calculated at the points
forming the grid of the propagation media using the same MEX file and kernel
described for the first step. The result is added to the particle displacement
obtained in the first step by performing a complex summation of both.
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4.1.5 Simulation
The acoustic field generated by a circular transducer with the same charac-
teristics as the one used in the experimental setup was calculated within a
rectangular volume (40 mm on x, 10 mm on y and 56 mm along z). The
spacing between points in the simulated grid as well as between the particles
forming the boundary was set to 0.35λ. Table 4.2 shows values for the acous-
tic properties used to model each material. The liquid was modeled as water
and the solid as transparent acrylic. Simulations were performed where the
boundary was rotated 0◦, 5◦ and 10◦ with respect to the x axis.
Table 4.2: Acoustic properties of materials used in the experimental setups
and simulations.
Material Longitudinal
speed of
sound
(m/s)
Transversal
speed of
sound (m/s)
Attenuation
(db/cm/MHz)
Density
(g/L)
Water 1480c - 0.002c 1000c
Transparent
Acrylic
2750a 1430e 1.28a 1190a
Zedine R©
Ployacrylaminade
1540b - 0.5b 1030b
ABS
(bone mimic)
2496d 1458d 11.2d 968d
Soft tissue 1500f - 0.5f 1000f
Cortical Bone 2333f 1800f 21.71f 1700f
a (Selfridge 1985)
b (NDjin et al. 2012)
c (Azhari 2010)
d Provided by Ritesh Patel (Sunnybrook Health Sciences Centre, Toronto,
ON, Canada)
e (Hydro 2013)
f (Burtnyk 2011)
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Table 4.3: Average absolute error, pressure increments and peak pressure
increments between experimental measurements and simulations.
Incidence angle Average abso-
lute error
Average pres-
sure increment
Peak pressure
increment
0◦ both waves 3.90% ± 0.54% 10.4% 25.4%
5◦ both waves 8.18% ± 0.79% 41.63% 130.9%
10◦ both waves 7.23% ± 0.47% 64.14% 267.18%
0◦ only forward 26.08% ± 0.84% N/A N/A
5◦ only forward 28.24% ± 1.24% N/A N/A
10◦ only forward 18.52% ± 1.36% N/A N/A
4.2 Results
4.2.1 Simulation performance
Simulations were run on an Intel Xeon CPU at 2.13 Ghz with 12Gb in RAM
and a Tesla K20 GPU (NVIDIA, Santa Clara, CA, USA). Calculation of a
845x845 plane with CUDA takes 1.36 s. Simulations were also run on a Tesla
C1060 GPU. Execution time using it was 5.7170 s. Previous implementation
using Message Passing Interface (MPI) took 71.2 s on a 15 machine cluster
of Quad-core Intel Xeon CPUs at 2.33GHz.
4.2.2 Validation with hydrophone measurements
The experimental and simulated normalized pressure amplitude for an inci-
dent angle of 0◦, 5◦ and 10◦ are shown in figure 4.7, 4.8 and 4.9 respectively.
There was a good agreement between experimentation and simulation when
considering the forward, reflected and the combination of the waves. The
interference patterns between the forward and reflected waves can be clearly
depicted both in the experimental measurements and simulations.
Comparisons of the average absolute normalized difference in the pressure
amplitude between the measurements and the simulations were performed
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considering both the forward and the reflected wave. Error calculations were
also made between the experimental measurements and the simulation with
only the forward wave in order to evaluate the impact of not taking into
account the reflected wave in the simulations. The results are shown in table
4.3.
The reflected wave causes, as expected, an increase in pressure given
by constructive interference of waves and the pressure increases as much as
64.14% average for some cases and up to 267.18% peak (see table 4.3).
As it can be observed, the discrepancy between the simulation and exper-
imental measurements is higher when the reflection is not taken into account
with more than 20% additional error for some cases.
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Figure 4.7: Experimental (left) and simulated (right) pressure amplitude
(normalized against max value of forward wave measurements) obtained with
the liquid-solid interface at 0◦ with respect to the x axis when forward (a,b),
reflected (c,d) and both (e,f) waves are present. Images are centered at 0
mm on the horizontal x axis and 46 mm on the vertical z axis.
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Figure 4.8: Experimental (left) and simulated (right) pressure amplitude
(normalized against max value of forward wave measurements) obtained with
the liquid-solid interface at 5◦ with respect to the x axis when forward (a,b),
reflected (c,d) and both (e,f) waves are present. Images are centered at -1.5
mm on the horizontal x axis and 46 mm on the vertical z axis.
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Figure 4.9: Experimental (left) and simulated (right) pressure amplitude
(normalized against max value of forward wave measurements) obtained with
the liquid-solid interface at 10◦ with respect to the x axis when forward (a,b),
reflected (c,d) and both (e,f) waves are present. Images are centered at -3
mm on the horizontal x axis and 46 mm on the vertical z axis.
Chapter 5
Thermal bio-effects induced by
HIU close to bone interfaces
5.1 Materials and methods
5.1.1 Experimental measurements using MRI-based ther-
mometry
The experimental setup was designed to emulate a scenario where the sacrum
bone is found at different distances from a trans-urethral HIU device. A
phantom with an spiral shape with a planar transducer located at its center
was chosen in order to simulate diverse distances between the transducer and
the pelvic bone (figure 5.1).
The transducer had three 4x5-mm active elements working at 4.58 MHz.
Each element generated an ultrasound wave with a variable effective acoustic
power between 0 and 4 W while the device rotated at 0.3◦/s around the y
axis. The phantom was made of Zedine R© (Computerized Imaging Reference
Systems,Inc., Norfolk, VA, US) polyacrylaminade gel material surrounded by
acrylonitrile butadiene styrene (ABS). The initial radius of the spiral-shaped
56
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Figure 5.1: Spiral-shaped layered phantom experimental diagram
base of the phantom was 17.5 mm and the final radius was 50.5 mm. Ther-
mal maps were calculated using a proton resonant shift technique (Rieke &
Pauly 2008) on a Philips Achieva 3T MRI scanner with a T1-based ther-
mometry sequence (TE = 15 ms, TR = 90 ms, FOV= 160x160x25 mm, Slice
thickness = 5 mm, 5x1x1 mm voxel, 5.1 s frame rate, α = -0.0095 ppm/◦C
and baseline temperature = 22◦C). A circular target area of 20 mm in radius
was defined around the transducer. The goal was to reach a temperature of
40◦C at the boundary of the target region (Chopra et al. 2008).
5.1.2 Calculation of the thermal bio-effects
The algorithm for the calculation of the thermal bio-effects implements the
steady-state solution of Eq. 3.19 with a finite difference time differences
approach similar to the one described in (Yin et al. 2006). The numerical
implementation is
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T n+1i,j,k = T
n
i,j,k +
∆t
ρti,j,kCti,j,k
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− ωi,j,kCbi,j,k [T
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xi,j,k|pi,j,k|
2
ρti,j,kCbi,j,k
}
(5.1)
where T n+1i,j,k is the temperature in the current time step n + 1 at point
i, j, k, T ni,j,k is the temperature in the previous time step n, Cti,j,k is the specific
heat, Cbi,j,k is the specific heat of blood, ωi,j,k is the blood perfusion, and
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and
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The algorithm was implemented in a MEX file written in C++ and CUDA
which is called from a Matlab function. The structure of the implementation
is based on the work by Hobson et al. (2012).
To define the acoustic and thermal characteristics of the propagating
medium, matrices of properties were created to identify each type of tissue
simulated. In this case only water, muscle and bone were defined. A mask
was created in Matlab defining which grid points correspond to each type
of tissue and their corresponding perfusion rate, thermal conductivity, spe-
cific heat, acoustic absorption and density. The grid generated as well as
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the matrices containing the acoustic and thermal values were passed to the
MEX file as input and stored in global memory. Time exposure and the time
step were also sent to the Mex File and stored in constant memory. Kernel
calls for the calculation of the temperature at each time step are performed
successively to meet the stability conditions of the Finite Differences Time
Domain technique until the exposure time was reached.
The temperature at each point was calculated by a CUDA thread. Ther-
mal and acoustic values were copied to shared memory to increase the perfor-
mance of the execution. Temporal and spatial dependencies are observed in
the algorithm as the temperature at each point depends on the temperature
in the previous step of the neighboring points in the three cartesian axis. A
padding technique was implemented to overlap the calculations and obtain
accurate results at the boundaries between blocks.
Table 5.1: Values obtained with the CUDA GPU occupancy calculator for
BHTE Kernel, considering compute capability of 3.0.
Occupancy Calculator Variable BHTE
Kernel
Threads Per Block 512
Registers Per Thread 32
Shared Memory per Block 4708 bytes
Active Threads Per Multiprocessor 2048
Active Wraps Per Multiprocessor 64
Active Thread Blocks Per Multiprocessor 4
Occupancy Of Each Multiprocessor 100%
Table 5.1 shows values for this kernel obtained by the CUDA GPU occu-
pancy calculator. The hardware version functions sinf(x), cosf(x) and
expf(x) were used in the code without significant loss of accuracy.
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Figure 5.2: Diagram of the steps taken to simulate the proposed method.
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Table 5.2: Properties of materials used in the experimental setups and sim-
ulations.
Material Specific heat
capacity
(J/kg/◦C)
Thermal
conductivity
(W/m/◦K)
Absorption
Coefficient
Zedine R©
Ployacrylaminade
3810a 0.39a 0.7b
ABS
(bone mimic)
1800c 0.25c 0.9d
Soft tissue 3700b 0.5b 0.6-0.97b
Cortical bone 1600b 0.6b 0.9d
a (NDjin et al. 2012)
b (Burtnyk 2011)
c Provided by Ritesh Patel (Sunnybrook Health Sciences
Centre, Toronto, ON, Canada)
d Estimated
5.1.3 Simulation
For the simulations, a spiral-shaped grid with an initial radius of 17.5 mm
and a final radius of 50.5 mm on the xz plane was extruded 15mm over the
y axis. The spiral-shaped volume was enclosed in a box of dimensions 51mm
on x, 51 mm on z and 15 mm on y. The points in the grid were separated
0.5λ from each other.
The volume inside the spiral was modelled as Zerdine R© polyacrylaminade
gel and the volume between the spiral and the enclosing box as ABS (bone
mimic). The thermal characteristics of each material can be seen in table 5.2.
The transducer was modelled as a planar array with the same character-
istics as described for the experimental setup. Each element was discretized
as an array of smaller elements of area ds = (0.5λ)2. The simulation was
time-dependent and a temperature map was generated by calculating the
acoustic field for different positions of the transducer as it was rotated over
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the y axis and then giving this as input for an algorithm implementing the
BHTE. Figure 5.2 shows a block diagram of the simulation.
The initial conditions of the simulation were generated by performing a
precooling stage in which water at 17.5◦C was considered to be running at
a speed of 1 L/min through a tube of 4.2 mm in diameter within which the
transducer was located. A preliminary simulation was executed until reach-
ing a steady state where the maximum temperature change within a period
of 5 seconds was less than 0.01◦C. This initial simulation ensured that the
modelling conditions matched as close as possible the experiments.
After this initial condition was achieved, an initial warm up stage was
performed in which the transducer was modelled and set at an angle of 0◦
over the y axis. The acoustic field was calculated as detailed in 4.1.4 using the
same power parameters used during the experimental measurements. Sim-
ulations using the BHTE algorithm described section 5.1.2 were performed
using the calculated acoustic field as input. Temporal derivatives were com-
puted with a forward differencing scheme and the time step was chosen to
be 0.01 s for 4.7 Mhz accordingly to the grid spacing used. The transducer
was not rotated until a steady temperature at the limit of the target region
of 40◦C was obtained. Then, successive rotations in steps of 1.5◦ over the
y axis were performed, following the same rotational speed used for the ex-
perimental measurements. At each rotation position, the acoustic pressure
field was calculated and then used as input for the BHTE algorithm for a
simulated exposition time of 5 seconds.
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5.2 Results
5.2.1 Simulation performance
Simulations were run on an Intel Xeon CPU at 2.13 Ghz with 12Gb in RAM
and a Tesla K20 GPU (NVIDIA, Santa Clara, CA, USA). The precooling
stage considering a volume of 971×971×18 points took 98496 s (1.14 days).
This stage has to be performed only once. Calculation of the acoustic field
for each time step takes 6.2s. Calculation of the BHTE thermal map within
the same volume for each time step took 420 s. The whole simulation, con-
sisting on 182 steps, took 108864 s (1.26 days) to run.
Simulations using a Tesla C1060 GPU were also performed. Calculation
of the acoustic field for each time step take 31.7s. Calculation of the BHTE
thermal map within the same volume takes 1749.6 s. The whole simulation
took 481248 s (5.57 days) to run.
5.2.2 Validation with MRI-based thermometry
The results of the simulation and the experimental data at different time
points (380, 550, 650 and 730 seconds) during the HIU exposure can be seen
in figure 5.3. Three-hundred and eighty seconds after the heating started, an
increment in temperature in the region close to the boundary between mate-
rials starts to be visible in the experimental data but it can not be detected
yet in the simulation. After 650 seconds, the region presenting an increment
in temperature can be observed in both the experimental data and the sim-
ulation considering the reflected wave, although it can not be observed if the
reflected wave is not taken into account (right column). The non targeted
heating area reaches temperatures above 40◦C.
A comparison between measured and simulated temperature averaged
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Figure 5.3: Experimental (left) and simulated thermometry results consid-
ering the reflected wave (centre) and without the reflected wave (right) cal-
culated 380 s (a,b,c), 550 s (d, e, f), 650 s(g, h, i) and 730 s (j, k, l) after
the start of heating. Image scale is 10 cm in both directions (z and x). The
color scale was chosen to show clearly the over heating above 40◦ C
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Figure 5.4: Average temperature measured within a 3×3×5-mm region at
the boundary between the fluid and the solid.
Figure 5.5: Error within a 3×3×5-mm region at the boundary between the
fluid and the solid.
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within a 3×3×5 mm volume located at the boundary for different positions
of the transducer is shown in figure 5.4. Figure 5.5 shows the error values
corresponding to figure 5.4. The regions of interest were chosen to be in line
with a parallel line drawn from the center of the face of the transducer at each
rotation position. The error obtained when the reflected wave is neglected
is consistently higher that the one observed for the simulations considering
the reflections. This becomes more significant as the distance between the
boundary and the transducer becomes smaller because higher increments of
temperature are disregarded. The error in the calculated temperatures can
be as high as 30% when the reflected wave is not taken into account. The
error reaches a maximum value at specific positions of the transducer (12 to
14 mm between the boundary of the target region and the solid interface).
Chapter 6
Discussion and Conclusions
This work shows a simple method to accurately predict temperature and
pressure generated by a HIU transducer at solid boundaries. The main ad-
vantage and originality of the method is the possibility to obtain fast and
simple implementations that could allow for cost-efficient simulations that
can be easily used during planning and for transducer design. This method
is particularly useful for accurate planning and design of devices for treat-
ment in confined spaces such as interstitial or intracavitary treatments close
to bone structures. The method supports previous work in which undesired
temperature increments outside of target regions and close to bone interfaces
were detected (Burtnyk et al. 2010).
The method used to perform the hydrophone measurements was designed
to enable the detection of the forward and the reflected waves independently
as well as their interaction. For this, the hydrophone was placed perpen-
dicular to the wave propagation direction so that it could be moved with a
robotic arm between the transducer and the sample and obtain planar scans.
The size and directivity of the hydrophone were selected in such a way that
the setting would enable the acquisition without loss of information. The
scanned region was chosen to be on the pre focal area of the acoustic field,
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where the cross-section of the acoustic preasure beam is narrow. The dimen-
sions of the scanned area were restricted mainly by the degrees of freedom
and size of the mechanical components of the setup. So far, other authors
have compared the results of their simulations against simulation results
from other methods (Vyas & Christensen 2008, Zeng & McGough 2008).
The method proposed here to perform hydrophone measurements allows the
direct validation of numerical methods against experimental data, which is
challenging when studying the acoustic field close to solid interfaces due to
the hydrophone positioning.
For the hydrophone measurements, water was chosen as fluid transmission
medium because most tissues in the body have similar acoustic properties
except for fat, air and bone (ter Haar & Coussios 2007). Acrylic was chosen
because of its well known acoustic properties and flexibility to create the
setup. Even though the objective of this experiment was to study a simple
interface, the properties of the selected materials are not exactly those of
tissue and the acoustic field is expected to differ accordingly.
The highest error in the hydrophone measurements was obtained for a
5◦ incidence angle. This error is probably due to high amounts of noise in
the measurement and is unlikely to be linked with the inherent physical phe-
nomenon which is being modeled by the simulations.
The thermometry results for the simulated transducer showed that incre-
ments in temperature close to the boundary start when the distance between
the target region and the solid interface is approximately 10 mm which corre-
sponds to figure 5.3 g, h and i. This is consistent with bone heating (around
40◦C) reported in (Burtnyk et al. 2010). This can be explained by high pres-
sure of the forward wave located at the boundary. When this high pressure
at the boundary is combined with a reflected wave, the final temperature in-
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crement becomes important. This means that overheating of the tissue close
to the bone can be minimized if it is ensured that the transducer is operated
in such a way that the forward acoustic field presents low pressure close to
the solid interface, which can be achieved using a multi-element transducer
with various frequencies.
The results of the validation using MRI thermometry show that taking
into account the reflections generated at the boundary is important to attain
a better prediction of the heating pattern generated by the transducer when
operating close to the bone. This increment can be related to the combi-
nation of a side lobe of the forward acoustic field with the reflected wave
generated at the interface. These complex interactions of side lobes at the
boundaries can be accounted for using the proposed model when designing a
device or planning a treatment, while they can be easily overseen with more
traditional approaches. During these experiments only incident angles close
to 90◦ were present due to the circular nature of the boundary. Future ex-
periments could be developed to study the effect of complex-angled interfaces.
The transmitted wave which propagates beyond the interface into the
solid is absorbed quickly, heating the material. This will lead to heat prop-
agation into nearby tissue. Proper simulation of this effect, combined with
the method proposed in this paper may lead to a more accurate prediction
of the temperature variations close to solid interfaces.
The method described in this work is based on a modified version of
the Rayleigh-Sommerfeld integral. This numerical version has been imple-
mented to take advantage of the high performance computation capabilities
of graphic cards. Even when the natural complexity of the algorithm is
O(n × m) (where n is the number of points which constitute the acoustic
source and m is the number of points within the volume), it is highly par-
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allelizable and calculations could be performed on a graphics card, reducing
the execution time by a factor of ≈ n/k where k is the number of processing
cores in the graphic card.
This approach has the advantage of allowing for calculations on complexly
shaped propagation media to model homogeneous acoustic wave propagation,
such as it has been implemented using finite element methods, but with the
advantage of reduced complexity of problem statement. Angular spectrum
methods (ASM) have also been proven to be fast and accurate for homoge-
neous media calculations (Zeng & McGough 2008) and their extension, the
hybrid angular spectrum (HAS), can be used for calculation within complex
shapes and inhomogeneous media (Vyas & Christensen 2008). HAS propa-
gates the pressure field from one plane to another, using always the result of
one calculation as input for the next one. Further analysis of the capabilities
of these techniques to simulate the effects of reflected waves close to bone
interfaces will be useful to asses and compare their performance.
In this thesis we chose to validate the model using a clinical intraurethral
device (Chopra et al. 2012) in order to ensure that it could be used in actual
applications. However, this is a small applicator and the surface is small com-
pared to other clinical applicators. Most of the interstitial HIU applicators
would have this small size. However, if it was desired to use this model with
larger devices, a high calculation speed can still be achieved by increasing
the computational resources.
The validations performed in this study assert the accuracy of the pro-
posed method to predict the thermal variation pattern generated in the stud-
ied scenarios. This model represents a valuable tool to understand and study
the secondary effects that may appear in applications that deliver HIU close
to bone interfaces.
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