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Abstract. In this paper, we introduce a three step iteration method and show that this method can
be used to approximate fixed point of weak contraction mappings. Furthermore, we prove that this
iteration method is equivalent to Mann iterative scheme and converges faster than Picard-S iterative
scheme for the class of weak contraction mappings. We also present tables and three graphics to
support this result. Finally, we prove a data dependence result for weak contraction mappings using
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1. Introduction
Let X be a Banach space, and C be a nonempty, closed, convex subset of X. Let
T be a mapping from a set C to itself. An element x in C is said to be a fixed point
of T if Tx = x.
The iterative approximation of a fixed point for certain classes of operators is one
of the main tools in the fixed point theory. Therefore, a lot of iterative methods have
been defined and studied by numerous mathematicians (see [2], [5], [6], [7], [9]-[13],
[15], [16]).
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Recently, Gürsoy and Karakaya [8] introduced Picard-S iterative process as follows:
x1 ∈ C,
xn+1 = Tyn
yn = (1− αn)Txn + αnTzn







Lemma 1.1. [19] Let {an}∞n=1 and {bn}
∞
n=1 be nonnegative real sequences satisfying
the following condition:
an+1 ≤ (1− µn)an + bn, (1.2)
where µn ∈ (0,1) for all n ≥ n0,
∞∑
n=1
µn =∞ and bnµn → 0 as n→∞.
Then limn→∞ an = 0.
Lemma 1.2. [18] Let {an}∞n=1 be a nonnegative real sequence and there exists n0 ∈ N
such that for all n ≥ n0 satisfying the following condition:
an+1 ≤ (1− µn)an + µnηn, (1.3)
where µn ∈ (0,1) such that
∞∑
n=1




sup an ≤ lim
n→∞
sup ηn. (1.4)
Definition 1.3. [4] The self-map T : C → C is called weak-contraction if there exist
δ ∈ (0,1) and L ≥ 0 such that
‖Tx− Ty‖ ≤ δ ‖x− y‖+ L ‖y − Tx‖ .
Theorem 1.4. [4] Let (X, d) be a complete metric space and T : X → X be a weak
contraction for which there exist δ ∈ (0, 1) and some L1 ≥ 0 such that
‖Tx− Ty‖ ≤ δ ‖x− y‖+ L1 ‖x− Tx‖ . (1.5)
Then, T has a unique fixed point.
Definition 1.5. [3] Let {an}∞n=1 and {bn}
∞
n=1 be nonnegative real convergent se-






∣∣∣∣an − abn − b
∣∣∣∣ = 0. (1.6)
Definition 1.6. [18] Let T , S : C → C be two operators. We say that S is an
approximate operator of T for all x ∈ C and a fixed ε > 0 if ‖Tx− Sx‖ ≤ ε.
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In this paper, we introduce the following new iterative scheme:
x1 ∈ C,
xn+1 = Tyn
yn = (1− αn) zn + αnTzn









Theorem 2.1. Let C be a nonempty closed convex subset of a Banach space X and
T : C → C be a weak-contraction map satisfying condition (1.5). Let {xn}∞n=1 be an
iterative sequence generated by (1.7) with a real sequence {αn}∞n=1 ∈ [0,1] satisfying
∞∑
n=1
αn =∞. Then, {xn}∞n=1 converges to a unique fixed point p∗ of T .
Proof. We will follow the same scheme of proof as for a similar result on overlaps ([8],
Theorem 1). It can easily be seen from (1.5) that p∗ is the unique fixed point of T .
We have to show that xn → p∗ as n→∞. From (1.7) and (1.5), we have
‖zn − p∗‖ = ‖Txn − p∗‖ ≤ δ ‖xn − p∗‖ ,
and
‖yn − p∗‖ = ‖(1− αn) zn + αnTzn − p∗‖
≤ (1− αn) ‖zn − p∗‖+ αn ‖Tzn − Tp∗‖
≤ δ[1− αn(1− δ)] ‖xn − p∗‖ .
Then, we obtain
‖xn+1 − p∗‖ = ‖Tyn − p∗‖ ≤ δ ‖yn − p∗‖
≤ δ2[1− αn(1− δ)] ‖xn − p∗‖ .
Repeating this process n-time, we obtain the following inequalities:
‖xn − p∗‖ ≤ δ2[1− αn−1(1− δ)] ‖xn−1 − p∗‖
‖xn−1 − p∗‖ ≤ δ2[1− αn−2(1− δ)] ‖xn−2 − p∗‖
... (2.1)
‖x1 − p∗‖ ≤ δ2[1− α1(1− δ)] ‖x1 − p∗‖ .
From inequalities (2.1), we have
‖xn+1 − p∗‖ ≤ ‖x1 − p∗‖ δ2n
n∏
i=1
[1− αi(1− δ)]. (2.2)
Since δ ∈ (0,1), we obtain [1− αn(1− δ)] < 1.
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From classical analysis, we know that 1 − x ≤ e−x for all x ∈ [0,1]. By using this
inequality with (2.2), we obtain










Taking the limit in both sides of inequality (2.3), it can be seen that xn → p∗ as
n→∞.
Theorem 2.2. Let X be a Banach space, C be a nonempty, closed, convex subset of
X and T : C → C be a weak-contraction map satisfying condition (1.5) with a fixed
point p∗. Let {un}∞n=1 be the Mann iteration process defined in [12] with u1 ∈ C and
{xn}∞n=1 defined by (1.7) with x1 ∈ C and a real sequence {αn}
∞
n=1 ∈ [0,1] satisfying
∞∑
n=1
αn =∞. Then the following assertions are equivalent:
i) The Mann (see [12]) iteration converges to p∗.
ii) The new iteration method (1.7) converges to p∗.
Proof. We will show that (i)⇒ (ii), that is, if the Mann iteration method converges,
then the iteration method (1.7) does too. Now, by using Mann iteration and (1.7) we
have
‖un+1 − xn+1‖ = ‖(1− αn)un + αnTun − Tyn‖
≤ (1− αn) ‖un − Tyn‖+ αn ‖Tun − Tyn‖ (2.4)
≤ (1− αn) {‖un − Tun‖+ ‖Tun − Tyn‖}+ αn ‖Tun − Tyn‖
≤ [1− αn + L] ‖un − Tun‖+ δ ‖un − yn‖ ,
and
‖un − yn‖ ≤ (1− αn) ‖un − zn‖+ αn ‖un − Tzn‖
≤ (1− αn) ‖un − zn‖+ αn{‖un − Tun‖ (2.5)
+ ‖Tun − Tzn‖}
≤ [1− αn(1− δ)] ‖un − zn‖+ αn(1 + L) ‖un − Tun‖ ,
and
‖un − zn‖ ≤ ‖un − Tun‖+ ‖Tun − Txn‖ (2.6)
≤ δ ‖un − xn‖+ (1 + L) ‖un − Tun‖ .
Substituting (2.6) in (2.5) and (2.5) in (2.4) respectively, we obtain
‖un+1 − xn+1‖ ≤ {1− αn + L+ αnδ(1 + L)
+δ[1− αn(1− δ)](1 + L)} ‖un − Tun‖
+δ2[1− αn(1− δ)] ‖un − xn‖
≤ {1− αn + L+ δ (1 + L) (1 + αnδ)} ‖un − Tun‖
+[1− αn(1− δ)] ‖un − xn‖ .
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Let
µn = αn(1− δ) ∈ (0, 1)
an = ‖un − xn‖
bn = {1− αn + L+ δ (1 + L) (1 + αnδ)} ‖un − Tun‖ .
Furthermore using Tp∗ = p∗ and ‖un − p∗‖ → 0 , we have
‖un − Tun‖ = ‖un − p∗ + Tp∗ − Tun‖
≤ ‖un − p∗‖+ δ ‖un − p∗‖+ L ‖p∗ − Tp∗‖
= (1 + δ) ‖un − p∗‖ .
Then, ‖un − Tun‖ → 0. Because of these results, we obtain bn → 0. By applying
Lemma 1.1, we have an = ‖un − xn‖ → 0 as n→∞. Consequently,
‖un+1 − xn+1‖ → 0 as n→∞.
Now, we show that (ii)→ (i) :
‖xn+1 − un+1‖ ≤ (1− αn) ‖Tyn − un‖+ αn ‖Tyn − Tun‖ (2.7)
≤ (1− αn + αnL) ‖yn − Tyn‖+ [1− αn(1− δ)] ‖yn − un‖ ,
and
‖yn − un‖ = (1− αn) ‖zn − un‖+ αn ‖Tzn − un‖
≤ (1− αn) ‖zn − un‖+ αn ‖Tzn − zn‖+ αn ‖zn − un‖ (2.8)
= ‖zn − un‖+ αn ‖Tzn − zn‖ ,
and
‖zn − un‖ = ‖Txn − un‖ (2.9)
≤ ‖Txn − xn‖+ ‖xn − un‖ .
Substituting (2.9) in (2.8) and (2.8) in (2.7) respectively, we obtain
‖xn+1 − un+1‖ ≤ [1− αn(1− δ)] ‖xn − un‖
+[1− αn(1− δ)] ‖xn − Txn‖ (2.10)
+(1− αn + αnL) ‖yn − Tyn‖
+[1− αn(1− δ)]αn ‖zn − Tzn‖ .
Using Tp∗ = p∗ and ‖xn − p∗‖ → 0 as n→∞, we have
‖xn − Txn‖ ≤ ‖xn − p∗‖+ ‖Tp∗ − Txn‖
≤ ‖xn − p∗‖+ δ ‖xn − p∗‖+ L ‖p∗ − Tp∗‖
= (1 + δ) ‖xn − p∗‖ .
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Then, ‖xn − Txn‖ → 0 as n→∞. Similarly,
‖yn − Tyn‖ ≤ ‖yn − p∗‖+ ‖Tp∗ − Tyn‖
≤ ‖yn − p∗‖+ δ ‖yn − p∗‖+ L ‖p∗ − Tp∗‖
= (1 + δ) ‖yn − p∗‖
= (1 + δ) ‖(1− αn) zn + αnTzn − p∗‖
≤ (1 + δ) (1− αn) ‖zn − p∗‖+ (1 + δ)αn ‖Tzn − Tp∗‖
≤ (1 + δ)[1− αn(1− δ)] ‖zn − p∗‖ ,
and
‖zn − p∗‖ = ‖Txn − p∗‖ ≤ δ ‖xn − p∗‖ ,
then ‖zn − p∗‖ → 0 as n→∞. Thus, ‖yn − Tyn‖ → 0 as n→∞. Moreover,
‖zn − Tzn‖ ≤ ‖zn − p∗‖+ ‖Tp∗ − Tzn‖
≤ ‖zn − p∗‖+ δ ‖zn − p∗‖+ L ‖p∗ − Tp∗‖
= (1 + δ) ‖zn − p∗‖ ,
and hence ‖zn − Tzn‖ → 0 as n→∞. Denote,
µn = αn(1− δ) ∈ (0, 1)
an = ‖xn − un‖
bn = [1− αn(1− δ)] ‖xn − Txn‖
+(1− αn + αnL) ‖yn − Tyn‖
+[1− αn(1− δ)]αn ‖zn − Tzn‖ .
Thus, from Lemma 1.1, an = ‖xn − un‖ → 0 as n→∞. From (2.10),
‖xn+1 − un+1‖ → 0 as n→∞.
Corollary 2.3. Let X be a Banach space, C be a nonempty, closed, convex subset
of X and T : C → C be a weak contraction mapping satisfying condition (1.5) with
a fixed point p∗. If the initial point is the same for all iterations, then the following
assertions are equivalent:
(1) the Picard-S iterative scheme (1.1) converges to p∗,
(2) the new iteration (1.7) converges to p∗,
(3) the CR iteration (see [5]) converges to p∗,
(4) the Ishikawa iteration (see [9]) converges to p∗,
(5) the S* iteration (see [10]) converges to p∗,
(6) the Mann iteration (see [12]) converges to p∗,
(7) the Noor iteration (see [13]) converges to p∗,
(8) the SP iteration (see [15]) converges to p∗,
(9) the Picard iteration (see [16]) converges to p∗.
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In the following theorem, we compare the rate of convergence of iterative scheme
(1.7) and Picard-S iterative process (1.1). Also, in order to support the analytical
proof of Theorem 2.4 and to demonstrate the efficiency of new iteration (1.7), we give
some numerical examples.
Theorem 2.4. Let X be a Banach space, and C be a closed, convex subset of X,
and T : C → C be a weak contraction mapping satisfying condition (1.5) with a fixed
point p∗. Let {αn} and {βn} be real sequences in [0,1] satisfying (*) α1 ≤ αn ≤ 1,
β1 ≤ βn ≤ 1 for all n ∈ N and some α1, α2 > 0. For given u1 = x1 ∈ C, consider
the iterative sequences {xn}∞n=1 and {un}
∞
n=1 defined by (1.7) and (1.1) respectively.
Then, {xn}∞n=1 converges to p∗ faster than {un}
∞
n=1 does.
Proof. From (2.2) in Theorem 2.1, we have the following inequality
‖xn+1 − p∗‖ ≤ ‖x1 − p∗‖ δ2n
n∏
i=1
[1− αi(1− δ)]. (2.11)
It is easy to see that,
‖un+1 − p∗‖ ≤ ‖u1 − p∗‖ δ2n
n∏
i=1
[1− αiβi(1− δ)]. (2.12)
Applying assumption (*) to (2.11) and (2.12) respectively, we obtain
‖xn+1 − p∗‖ ≤ ‖x1 − p∗‖ δ2n
n∏
i=1
[1− α1(1− δ)] (2.13)
= ‖x1 − p∗‖ δ2n[1− α1(1− δ)]n,
‖un+1 − p∗‖ ≤ ‖u1 − p∗‖ δ2n
n∏
i=1
[1− α1β1(1− δ)] (2.14)
= ‖u1 − p∗‖ δ2n[1− α1β1(1− δ)]n.
Define
an = ‖x1 − p∗‖ δ2n[1− α1(1− δ)]n,






‖x1 − p∗‖ δ2n[1− α1(1− δ)]n







Since δ and β1 ∈ (0,1), we have
β1 < 1
⇒ α1β1 < α1
⇒ α1β1(1− δ) < α1(1− δ)
⇒ [1− α1(1− δ)]
[1− α1β1(1− δ)]
< 1.
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Therefore, limn→∞ ψn = 0. From Definition 1.5, we obtain that {xn}∞n=1converges
faster than {un}∞n=1.
Example 2.5. Let X = R and C = [1,∞). Let T : C → C be a mapping defined
by T (x) = 34 (x +
1
x ) for all x ∈ C. It is easy to show that T is a weak contraction
with fixed point p∗ = 1, 73205080756888. Choose αn = βn = γn =
1
4 with the initial
value x1 = 1. The following Tables 1-2-3 show that the new iteration method (1.7)
converges faster than all S [2], CR [5], Ishikawa [9], S* [10], Mann [12], Noor [13], SP
[15], Picard [16], Picard-Mann [17], Picard-S (1.1) iteration methods including the
iteration method due to Abbas and Nazir [1].
Table 1. Comparison rate of convergence among some iteration methods
xn Mann Ishikawa Noor SP
x1 1 1 1 1
x2 1,12500000000000 1,12760416666667 1,12770753644630 1,29853765491738






x83 1,73204106834632 1,73204843765511 1,73204881698286 1,73205080756887
x84 1,73204228575256 1,73204877092441 1,73204910079701 1,73205080756888






x218 1,73205080756873 1,73205080756887 1,73205080756888 1,73205080756888
x219 1,73205080756875 1,73205080756887 1,73205080756888 1,73205080756888
x220 1,73205080756877 1,73205080756887 1,73205080756888 1,73205080756888
x221 1,73205080756877 1,73205080756887 1,73205080756888 1,73205080756888






x249 1,73205080756887 1,73205080756888 1,73205080756888 1,73205080756888
x250 1,73205080756888 1,73205080756888 1,73205080756888 1,73205080756888
Table 1 shows that SP iteration reaches the fixed point at the 84th step while Noor,
Ishikawa and Mann iterations reach 218thstep, 221th step, and 250th step, respectively.
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Table 2. Comparison rate of convergence among some iteration methods
xn Picard Picard-Mann S
∗ S
x1 1 1 1 1
x2 1,50000000000000 1,51041666666667 1,53152164346837 1,50260416666667






x38 1,73205080756595 1,73205080756885 1,73205080756886 1,73205080756795
x39 1,73205080756742 1,73205080756887 1,73205080756887 1,73205080756843
x40 1,73205080756815 1,73205080756887 1,73205080756887 1,73205080756866






x46 1,73205080756887 1,73205080756888 1,73205080756888 1,73205080756887
x47 1,73205080756887 1,73205080756888 1,73205080756888 1,73205080756888
x48 1,73205080756887 1,73205080756888 1,73205080756888 1,73205080756888
x49 1,73205080756888 1,73205080756888 1,73205080756888 1,73205080756888
Table 2 shows that Picard iteration reaches the fixed point at the 49th step while
S iteration reaches at the 47th step, Picard-Mann and S∗ iterations reach at the
41thstep.
Table 3. Comparison rate of convergence among some iteration methods
xn Our iteration Picard-S Abbas and Nazır CR
x1 1 1 1 1
x2 1,63823341836735 1,62608657387348 1,59716909707178 1,53347476846837






x22 1,73205080756887 1,73205080756883 1,73205080756650 1,73205080137048
x23 1,73205080756888 1,73205080756887 1,73205080756819 1,73205080494182
x24 1,73205080756888 1,73205080756887 1,73205080756868 1,73205080645546
x25 1,73205080756888 1,73205080756888 1,73205080756882 1,73205080709698
x26 1,73205080756888 1,73205080756888 1,73205080756886 1,73205080736887
x27 1,73205080756888 1,73205080756888 1,73205080756887 1,73205080748411






x39 1,73205080756888 1,73205080756888 1,73205080756888 1,73205080756887
x40 1,73205080756888 1,73205080756888 1,73205080756888 1,73205080756888
Table 3 shows that our iteration reaches fixed point at the 23th step while Abbas
and Nazir, Picard-S and CR iterations reach 28thstep, 25thstep, 40thstep, respectively.
The following figures are graphical presentations of the above results:
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Figure 1. Comparison of rate of convergence among Noor, Mann, Ishikawa and SP
Figure 2. Comparison of rate of convergence among Picard, Picard-Mann,S* and S
Figure 3. Comparison of rate of convergence among our iteration, Abbas-Nazir,
Picard-S and CR
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Example 2.6. Let X = R and C = [0,∞). Let T : C → C be a mapping defined
by T (x) =
√
x2 − 8x+ 40 for all x ∈ C. It is easy to show that T has a unique fixed
point p∗ = 5. Choose αn = 0.25, βn = 0.40, γn = 0.70 with the initial value x1 = 200.
The following tables show that the new iteration method (1.7) converges faster than
all iteration methods which are mentioned in the previous example.
Table 4. Comparison rate of convergence among some iteration methods
xn Mann Ishikawa Noor SP
x1 200 200 200 200






x63 139,13287449695200 114,94795603465800 98,11575260075080 5,00000000000001


















x362 5,00000000000000 5,00000000000000 5,00000000000000 5,00000000000000
Table 4 shows that SP iteration reaches the fixed point at the 64th step while Noor,
Ishikawa and Mann iterations reach 264thstep, 290th step, and 362th step, respectively.
Table 5. Comparison rate of convergence among some iteration methods
xn Picard Picard-Mann S
∗ S
x1 200 200 200 200






x58 5,00102675607005 5,00000000000175 5,00000000000003 5,00000023248493


















x75 5,00000000000000 5,00000000000000 5,00000000000000 5,00000000000000
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Table 5 shows that Picard iteration reaches the fixed point at the 75th step while
S, Picard-Mann and S∗ iterations reach at the 69th step, 62th step and 59thstep
respectively.
Table 6. Comparison rate of convergence among some iteration methods
xn Our iteration Picard-S Abbas and Nazır CR
x1 200 200 200 200






x34 5,00000000000001 5,00000000000490 5,00000000000747 9,56932256205855
x35 5,00000000000000 5,00000000000018 5,00000000000034 6,68283376485750
x36 5,00000000000000 5,00000000000001 5,00000000000002 5,36905825343145






x52 5,00000000000000 5,00000000000000 5,00000000000000 5,00000000000000
Table 6 shows that our iteration reaches fixed point at the 35th step, Picard-S and
Abbas and Nazir iterations reach the fixed point at the 37thstep while CR iteration
reaches the fixed point at the 52th step.
Example 2.7. Let X = R and C = [0,∞). Let T : C → C be a mapping defined by
T (x) = x − 1 + 1ex for all x ∈ C. It is easy to show that T has a unique fixed point
p∗ = 0. Choose αn = βn = γn =
1
9 with the initial value x1 = 3. The following tables
show that the new iteration method (1.7) converges faster than all iteration methods
which are mentioned in the above examples.
Table 7. Comparison rate of convergence among some iteration methods
xn Mann Ishikawa Noor SP
x1 3 3 3 3


















x328 0,00000000000000 0,00000000000000 0,00000000000000 0,00000000000000
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Table 7 shows that SP iteration reaches the fixed point at the 110th step, Mann
iteration reaches the fixed point at the 328th and Noor and Ishikawa iterations reach
the fixed point at the 324th step, respectively.
Table 8. Comparison rate of convergence among some iteration methods
xn Picard Picard-Mann S
∗ S
x1 3 3 3 3






x8 0,00000000007486 0,00000000000001 0,00000000000008 0,00000000003124
x9 0,00000000000000 0,00000000000000 0,00000000000000 0,00000000000000
Table 8 shows that Picard, Picard-Mann, S∗ and S iteration reach the fixed point
at the 9th step.
Table 9. Comparison rate of convergence among some iteration methods
xn Our iteration Picard-S Abbas and Nazır CR
x1 3 3 3 3
x2 1,09483319871399 1,16887354205371 1,25563779846452 1,94202776607450
x3 0,06726292068775 0,09644256312723 0,16086015122482 1,00321225851571
x4 0,00000193275768 0,00000969017760 0,00116773275219 0,33108061715233
x5 0,00000000000000 0,00000000000000 0,00000005984445 0,04304896429304






x9 0,00000000000000 0,00000000000000 0,00000000000000 0,00000000000000
Table 9 shows that our iteration and Picard-S iteration reach the fixed point at
the 5th step, but the 4th step shows that our iteration process is faster than Picard-S
iteration method. Abbas and Nazir iteration reaches the fixed point at the 6thstep
while CR iteration reaches the fixed point at the 9th step.
Theorem 2.7. Let S be an approximate operator of T . Let {xn}∞n=1 be an iterative
sequence generated by (1.7) for T and define an iterative sequence {un}∞n=1 as follows:
u1 ∈ C,
un+1 = Svn
vn = (1− αn)wn + αnSwn
wn = Sun.
where {αn}∞n=1 is a real sequence in [0,1] satisfying
1
2 ≤ αn for all n ∈ N. If Tp∗ = p∗
and Sx∗ = x∗ such that un → x∗ as n→∞, then we have
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where ε > 0 is a fixed number.




vn = (1− αn)wn + αnSwn
wn = Sun (n ∈ N).
(2.15)
From (1.7), (1.5) and (2.15), we have
‖zn − wn‖ = ‖Txn − Sun‖ ≤ ‖Txn − Tun‖+ ‖Tun − Sun‖ (2.16)
≤ δ ‖xn − un‖+ L ‖xn − Txn‖+ ε,
and
‖yn − vn‖ = ‖(1− αn) zn + αnTzn − (1− αn)wn − αnSwn‖
≤ (1− αn) ‖zn − wn‖+ αn ‖Tzn − Swn‖
≤ (1− αn) ‖zn − wn‖+ αn ‖Tzn − Twn‖ (2.17)
+αn ‖Twn − Swn‖
≤ (1− αn) ‖zn − wn‖+ αnδ ‖zn − wn‖
+αnL ‖zn − Tzn‖+ αnε
= [1− αn(1− δ)] ‖zn − wn‖+ αnL ‖zn − Tzn‖
+αnε.
Substituting (2.16) in (2.17), we obtain
‖yn − vn‖ ≤ [1− αn(1− δ)]{δ ‖xn − un‖+ L ‖xn − Txn‖+ ε}
+αnL ‖zn − Tzn‖+ αnε, (2.18)
and
‖xn+1 − un+1‖ = ‖Tyn − Svn‖
≤ ‖Tyn − Tvn‖+ ‖Tvn − Svn‖ (2.19)
≤ δ ‖yn − vn‖+ L ‖yn − Tyn‖+ ε.
Substituting (2.18) in (2.19), we obtain
‖xn+1 − un+1‖ ≤ δ[1− αn(1− δ)]{δ ‖xn − un‖+ L ‖xn − Txn‖+ ε}
+αnδL ‖zn − Tzn‖+ αnδε+ L ‖yn − Tyn‖+ ε (2.20)
= δ2[1− αn(1− δ)] ‖xn − un‖
+δ[1− αn(1− δ)]L ‖xn − Txn‖
+δ[1− αn(1− δ)]ε+ αnδL ‖zn − Tzn‖
+αnδε+ L ‖yn − Tyn‖+ ε.
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Since δ ∈ (0,1) and αn ∈ [0,1] for all n ∈ N we have
1− αn(1− δ) < 1,
δ[1− αn(1− δ)] < 1,
(1− αn) < 1,
αnδ < 1,
and using hypothesis, we obtain
1− αn ≤ αn.
Hence, from (2.20) and the above inequalities, we have
‖xn+1 − un+1‖ ≤ [1− αn(1− δ)] ‖xn − un‖+ αnδ(1 + δ)L ‖xn − Txn‖
+2αnε+ δαnL ‖zn − Tzn‖+ αnε
+2αnL ‖yn − Tyn‖+ 2αnε




δ(1 + δ)L ‖xn − Txn‖+ 2L ‖yn − Tyn‖





an = ‖xn − un‖




δ(1 + δ)L ‖xn − Txn‖+ 2L ‖yn − Tyn‖




It follows from Lemma 1.1 that
0 ≤ lim
n→∞






δ(1 + δ)L ‖xn − Txn‖+ 2L ‖yn − Tyn‖








We know from Theorem 2.1 that xn → p∗ and using hypothesis, we obtain
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3. Conclusion
After comparing the new iteration defined in this paper with the aforementioned
iterations, we conclude that (1.7) is the fastest one among three step iteration methods
in current literature.
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[10] I. Karahan, M. Özdemir, A general iterative method for approximation of fixed points and their
applications, Advances in Fixed Point Theory, 3(2013), 510-526.
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