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Rotating spiral waves organize spatial patterns in chemical, physical and biological excitable
systems. Factors affecting their dynamics such as spatiotemporal drift are of great interest for par-
ticular applications. Here, we propose a quantitative description for spiral wave dynamics on curved
surfaces which shows that for a wide class of systems, including the BZ reaction and anisotropic
cardiac tissue, the Ricci curvature scalar of the surface is the main determinant of spiral wave drift.
The theory provides explicit equations for spiral wave drift direction, drift velocity and the period
of rotation. Depending on the parameters, the drift can be directed to the regions of either maximal
or minimal Ricci scalar curvature, which was verified by direct numerical simulations.
PACS numbers: 87.19.Hh,87.10.-e,05.45.-a
I. INTRODUCTION
Spiral waves of excitation have been observed in diverse
chemical, biological and physical systems [1–5]. They or-
ganize spatial patterns of excitation and underly impor-
tant processes such as morphogenesis of a social amoeba
[6, 7], some forms of neurological disease [8] and cardiac
arrhythmias [5, 9]. In many cases, the dynamics of spi-
ral waves is of great interest because it determines the
overall behavior of the system. One of the most impor-
tant aspects of the dynamics is the spatiotemporal drift
of spiral waves. The drift of spirals can determine the
type of cardiac arrhythmia [9]; it has also been observed
in the BZ reaction [10, 11], CO oxidation on a Pt sur-
face [3] and biological morphogenesis [7]. Currently, sev-
eral sources of spiral drift have been identified, including
tissue heterogeneity [12–15], an external electrical field
[16–18], spatially varying anisotropy [19–23] and surface
curvature [24]. The latter is highly relevant as most of
real excitable media have complex geometries which may
include curved domain boundaries, e.g. the walls of hu-
man atria are very thin and have a complex curved shape.
In sufficiently thin slabs of excitable medium, we recently
showed [25] that dynamics of spiral activity is essentially
two-dimensional, and may therefore be modeled as a sur-
face or monolayer of grid elements [26, 27]. Although
the most detailed numerical models of human atria in-
clude heterogeneous electrophysiology and multiply lay-
ered fiber structure in specific wall regions, [28–30], the
magnitude and direction of spiral wave drift due to the
wall shape and anisotropy alone has not yet been quan-
tified.
Essential questions regarding drift of spiral waves on
a surface are: What determines the drift direction and
velocity of the drift? How is spiral wave drift affected by
anisotropy of the medium? Can the parameters of drift
be predicted from general properties of 2D spiral waves?
Some of these questions were addressed previously in the
kinematic approach [23, 24, 31]. However, the kinematic
approach used there is valid only for spirals with a large
core, i.e. where front-tail interactions are absent. How-
ever, curved surfaces with anisotropy were never studied
before, despite their usefulness for cardiac applications.
Here, we propose a theory of spiral wave drift on
curved anisotropic surfaces based on a gradient expansion
around the spiral wave solution. We derive equations for
drift of a spiral wave on a surface of arbitrary shape with
anisotropy. We show that the drift velocity is given by
the gradient of the so-called Ricci curvature scalar (RCS)
of the surface, which arises as the generalization of the
Gaussian curvature of a surface. The coefficients in our
equation for drift velocity are explicitly obtained from the
properties of the two-dimensional spiral wave solution in
an isotropic planar medium using response functions [32–
35]. Interestingly, depending on parameters the drift can
be directed to regions of the surface with either lowest
or highest RCS. As the spatial distribution of the RCS
can be easily computed (see paragraph IV A 2), the pro-
posed theory can predict the regions which will attract
or repel spiral waves in each particular situation. Note
that for anisotropic diffusion, the extrema of RCS do not
necessarily coincide with the places of extremal surface
curvature, an example of which is provided in Fig. 1. We
verify our theory by a direct comparison with numerical
simulations and show that the derived equations predict
a) b)
FIG. 1: Curved anisotropic surfaces colored according to their
Ricci curvature scalar. (a) Paraboloid z = −0.05(x2 + y2)
with isotropic diffusion. (b) Same paraboloid with anisotropic
diffusion (DL/DT = 4) with fiber angle α = (pi/40)(x + y).
White bars indicate the local fiber direction.
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2with high accuracy the trajectories of spiral wave drift
on curved surfaces with significant anisotropy.
II. ANALYTICAL METHODS AND RESULTS
A. Reaction-diffusion equation on a curved surface
with anisotropic diffusion
We start from the reaction-diffusion equation (RDE)
in terms of Cartesian coordinates xi. Anisotropy is built
in through the diffusion tensor Dij , whose eigenvalues are
proportional to the squared conduction velocities along
the local material axes:
∂tu(~r, t) = ∂i
(
Dij(~r)∂jPu(~r, t)
)
+ F(u(~r, t)). (1)
This PDE describes how a state vector u of the system
changes due to local processes F(u) and anisotropic dif-
fusion. The constant, dimensionless matrix P allows to
exclude some state variables from diffusion. We now de-
rive the analogue of Eq. (1) on curved surfaces with
isotropic or anisotropic diffusion.
1. Isotropic diffusion on a surface.
Any smooth surface can be parameterized as xi(sA),
(i ∈ {1, 2, 3}, A ∈ {1, 2}), where the sA form a curvilinear
coordinate system. The gradient and divergence opera-
tors in the diffusion term of Eq. (1) should therefore be
expressed using the metric tensor GAB that is induced on
the surface by the coordinate transform xi → sA, with
components GAB = ∂Ax
iδij∂Bx
j . In case of isotropic
diffusion (Dij = D0δ
ij), RD systems are thus described
by [24]
∂tu =
D0√
G
∂A
(√
GGAB∂BPu
)
+ F(u). (2)
2. Anisotropic diffusion on a surface
When diffusion is anisotropic, the diffusive current for
a given diffusion tensor D¯ equals ~J = −D¯ · gradPu.
Transformation to surface coordinates brings JA =
−DAB∂BPu, where
DAB = ∂is
ADij∂js
B . (i, j ∈ {1, 2, 3}) (3)
Taking the divergence will give 1√
G
∂A
(√
GDAB∂BPu
)
as the diffusion term for curved, anisotropic surfaces.
From Eq. (3), however, it follows that det(DAB) =
det(GAB))
−1 det(Dij). Here, det(Dij) is the product of
the diffusivities along the local material axes and in most
of the cases assumed to be constant [15]. Thus, following
work by Wellner et al. [36] as in [37, 38] we can write for
curved surfaces with anisotropic diffusion that
∂tu =
1√
g
∂A
(√
ggAB∂BPˆu
)
+ F(u), (4)
with the metric tensor still given by the matrix inverse
of the diffusion tensor, albeit in surface coordinates sA:
gAB = D0(D
−1)AB = D0(D−1)ij∂Axi∂Bxj . (5)
The constant factor D0 has been included to make gAB
dimensionless as is common in physics; we also define
Pˆ = D0P.
B. Derivation of the drift equations
The derivation of the laws of spiral wave drift occurs
in three steps, similar to some of our previous works
on wave fronts [39] and three-dimensional scroll waves
[15, 37]. The first step is to choose the simplest curvilin-
ear coordinates based on the problem’s geometry. Next,
we expand the RDE in those coordinates. Finally, we
take inner products with response functions to obtain
the equation of motion.
1. Riemann Normal Coordinates
To describe spiral waves on a surface, we introduce
Riemann normal coordinates [40] around the spiral’s ro-
tation center at t = 0. In these coordinates, the radial
lines from the origin are geodesics of the space considered.
Such coordinates explicitly reveal how curvature affects
the metric in the region close to the origin, in terms of
the Riemann curvature tensor RABCD. This tensor con-
tains second order spatial derivatives of the metric [40];
its trace is the Ricci curvature scalar R mentioned above.
The RCS can be computed from the metric tensor using
the Christoffel symbols ΓABC [40]:
ΓABC =
gAD
2
(∂BgCD + ∂CgBD − ∂DgBC) , (6)
R = gBC (∂AΓABC − ∂CΓAAB + ΓAADΓDBC − ΓACDΓDAB) .
We shall associate an order λ to each spatial differen-
tiation of the metric tensor, as we are working in the
regime of slowly varying anisotropy and small Gaus-
sian curvature KG of the surface in comparison with the
spiral’s core size. Hence, the fact that Riemann nor-
mal coordinates are locally Euclidean can be written as
gEF = δEF + O(λ2). The explicit expansion for the
metric tensor in the Riemann normal coordinates can be
found in differential geometry textbooks (e.g. [40]):
gEF (ρ
1, ρ2) = δEF +
1
3
REABF (0, 0)ρ
AρB+ (7a)
1
12
[∂CREABF (0, 0) + ∂CRFABE(0, 0)] ρ
AρBρC +O(λ4).
3In this expression, the Riemann curvature components
and its derivatives were evaluated at the center of rota-
tion of the spiral wave solution, where ρ1 = ρ2 = 0.
To find the metric components with upper indices, a
matrix inversion is performed:
gEF (ρ1, ρ2) = δEF − 1
3
RE FAB (0, 0)ρ
AρB − 1
12
× (7b)[
∂CR
E F
AB (0, 0) + ∂CR
F E
AB (0, 0)
]
ρAρBρC +O(λ4).
Since we are dealing with two spatial dimensions only,
we can use the identity
RABCD = (R/2)(gACgBD − gADgBC) (8)
whence, omitting terms of O(λ4),
REABF (0, 0) =
R(0, 0)
2
(δEBδAF − δEF δAB)
=
R(0, 0)
2
EABF (9a)
∂CREABF (0, 0) =
∂CR(0, 0)
2
(δEBδAF − δEF δAB)
=
∂CR(0, 0)
2
EABF (9b)
After substituting these relations in Eq. (7b), we may
write the diffusion term of Eq. (4) as
1√
g
∂A
(√
ggAB∂BPˆu
)
(10)
=
(
1√
g
∂A
√
g
)
gAB∂BPˆu+ ∂A
(
gAB∂BPˆu
)
=
1
2
gEF∂AgEF g
AB∂BPˆu+ ∂A
(
gAB∂BPˆu
)
= ∂A∂APˆu−R(0, 0)SR − ∂AR(0, 0)SdRA +O(λ4),
with the SR and SdRA given by
SR =
1
6
(
Pˆ∂2θu0 − Pˆr∂ru0
)
, (11)
SdRA = −
1
6
PˆρAr∂ru0 +
1
12
PˆρA∂
2
θu0 +
1
24
Pˆr2∂Au0.
Herein, ∂θ = 
B
A ρ
A∂B , r∂r = ρ
A∂A and r
2 = δABρ
AρB .
The terms SR and SdRA are the sources of spatiotemporal
drift of spiral waves on the surface.
2. Expansion around the unperturbed spiral wave solution
In the presence of source terms, the exact solution
u(ρA, t) can be approximated by an unperturbed spiral
solution u0(ρ
A), i.e.
u = u0 + u˜, (12)
where u˜ = O(λ2). Our approach thus relies on a lin-
earization around the unperturbed spiral wave solution
u0. The associated linear operator
Lˆ = Pˆ∆ + ω0∂θ + F
′(u0) (13)
has critical eigenmodes for each Euclidean symmetry
of the RDE (1). Therefrom, one can prove the exis-
tence of one rotational and two rotational Goldstone
modes ∂θu0, ∂xu0, ∂yu0 which are sometimes written
V(n), {−1, 0, 1} in a complex basis [17, 35, 41]:
V(0) = −∂θu0, V(1) = −1
2
(∂xu0 − i∂yu0) . (14)
With respect to the inner product
〈f | g〉 =
∫
R2
dSfHg, (15)
one may define the adjoint operator Lˆ† = PˆH∆−ω0∂θ +
F′H(u0), which has critical eigenmodes
V(0) = −∂θu0, V(1) = −1
2
(∂xu0 − i∂yu0) , (16)
W(0) = −Yθ, W(1) = − (Yx − iYy) .
that are known as response functions [33].
The response functions can be used to fix the decom-
position (12) by demanding that
〈Yθ | u˜〉 = 0, 〈Yx | u˜〉 = 0, 〈Yy | u˜〉 = 0 (17)
for all times t. This condition lets the origin of the
Riemann normal coordinates move along with the spi-
ral wave’s rotation center and rotate at the yet unknown
rotation frequency ω, as in [37]. The differentiation with
respect to time τ in this moving frame will generate con-
vection terms
∂τu = ∂tu− ω∂θu− ∂tXA∂Au. (18)
Adding time-derivative, reaction and diffusion terms, we
finally obtain
Lˆu˜− ˙˜u+ X˙A∂Au0 + (ω − ω0)∂θu0
= RSR − ∂ARSdRA +O(λ4) (19)
with source terms given by (11).
3. Rotational and translational dynamcis
using response functions
The components of spiral drift can be found by project-
ing Eq. (19) onto the response functions; this procedure
relies on the Fredholm alternative theorem. The response
functions were observed to be strongly localized around
the spiral wave’s tip [34, 42]. This property ensures that
dynamics of the full spiral wave can be essentially cap-
tured by expansion in Riemann normal coordinates close
to its tip. Our method first delivers the instantaneous
laws ω − ω0 = 〈Yθ | S〉, X˙A = 〈YA | S〉 where the
brackets refer to the inner product (15).
If the drift and spiral core radius are small compared to
the distance over which curvature and anisotropy change,
4one may average over one rotation to find the net spiral
wave drift as
∂tφ = ω0 + q0R+O(λ4), (20a)
∂t ~X = −q1gradR− q2~n× gradR. (20b)
where ~n is a unit normal vector to the surface, the grad
operator taken with respect to the metric (5) and
q0 = 〈Yθ | SR〉, (21a)
q1 =
1
2
〈YA | SdRA 〉, q2 =
1
2
AB〈YB | SdRA 〉. (21b)
The Eqs. (4), (20)-(21) are the main analytical results of
this paper.
In index notation, our law of motion (20b) becomes
X˙A = −q1gAB∂BR− q2g−1/2BA∂BR+O(λ5). (22)
This expression is particularly useful for practical calcu-
lations or numerical implementation.
III. ANALYSIS OF THE DRIFT EQUATIONS
The law (20b) for spatial drift is strikingly similar
to the law of motion of electrons in a solid material
[43], where ∂t ~X = −µ gradφ under an electric field
~E = −gradφ. We will thus henceforth call q1 the ‘spiral
mobility’. For positive mobility q1, the spiral wave will
descend the gradient, ending up in a locus of minimal
RCS, while for negative q1 the spiral will drift to the re-
gion with maximal RCS value. Spiral waves, however,
exhibit also a second component of drift with coefficient
q2 which makes them drift under an angle tan
−1 q2/q1
with the direction of the gradient of RCS. However, q2
cannot influence whether the spiral drifts to higher or
lower RCS. If the sense of spiral rotation is reversed, q1
remains the same, while q2 switches sign. Since the RCS-
induced drift contains third order spatial derivatives of
the diffusion tensor, it is different from the metric drift
in [15] due to variations in det(D). While the propor-
tionality constants for the metric drift equal the filament
tension [44], we have found no simpler expression for the
spiral mobility q1, q2.
Let us now consider how the laws (20) apply to an
isotropic diffusion system, as for example the BZ reac-
tion. Here, R/2 = R1212 = KG, so the RCS is simply
twice the Gaussian curvature of the surface. Eqs. (20)
then confirm results obtained by Zykov et al. [24, 31]
which were obtained in the kinematic approach. Our
theory demonstrates that those results hold not only in
the large core regime but for any stationarily rotating
spiral wave. Also, it was suggested in [24] that in the
equal diffusion case (P = I) the drift component parallel
to the gradient of R disappears, i.e. q1 = 0. However,
in our theory this is not the case, and q1 can have any
value depending on properties of the spiral wave. Our
prediction is numerically confirmed in section IV B 2.
For cardiac tissue and other anisotropic reaction-
diffusion systems, Eq. (20b) is the first analytical ex-
pression that captures the dynamics of spiral waves on
a curved anisotropic surface. Spiral drift is shown to be
related to the gradient of the RCS which depends both
on curvature of the surface and tissue anisotropy. When
the local direction of maximal diffusivity is known in the
medium, we may consider a smooth anisotropic surface
with constant principal diffusivities DL = dLD0, DT =
dTD0, where DL ≥ DT > 0. The respective eigenvec-
tors of the diffusion tensor will be denoted ~eL, ~eT ; in
the context of cardiac tissue, ~eL is known as the local
fiber direction. In a local Euclidean frame one may then
write that gAB = dT δ
AB + (dL − dT )eALeBL . Hence, with
~eN a unit normal to the surface, the drift law (20b) can
be written, with ∇ the gradient operator on an isotropic
surface,
~˙X = −q1 [dL ~eL ( ~eL · ∇R) + dT ~eT ( ~eT · ∇R)]
−q2
√
dLdT ~eN ×∇R+O(λ5). (23)
For strongly anisotropic tissue (DL  DT ), the drift
will thus appear to occur almost along the local fiber
direction, as long as |q1| ≈ |q2|.
To further elucidate the link between R and ~eL, we
compare gAB with the metric GAB , which would have
been present if the diffusion on the surface had been
isotropic. In local Euclidean coordinates pa around a
given point of the surface, one has
gAB =
∂qA
∂pa
Dab
D0
∂qB
∂pb
, GAB =
∂qA
∂pa
δab
∂qB
∂pb
. (24)
When necessary, the subscripts .(g) and .(G) will writ-
ten to denote which metric is used when calculating a
quantity. Notably, the RCS that appears in the laws of
spiral motion (20), (23), is in fact R(g). Aided by sur-
face coordinates where ∂q1~r = ~eL, we have obtained the
decomposition
R(g) = dTRshape + (dL − dT )Raniso. (25)
The two terms separately capture the extrinsic curvature
and fiber structure of the surface:
Rshape = R(G) = 2KG, (26)
Raniso = −2 1√
G
∂2L
√
G = −2div(G)
[
~eL(div(G) ~eL)
]
.
Here KG is the Gaussian curvature, which in absence
of anisotropy (dL = dT ) is the only driving force of the
spiral wave drift. Anisotropy dependent drift is a result
of the divergence in the fiber direction field ~eL of the
surface. To predict spiral drift, one may therefore either
compute R(g) from gAB and its Christoffel symbols, or
use the pair GAB , ~eL and Eqs. (25)-(26).
For anisotropic diffusion in a plane, the Gaussian cur-
vature term vanishes, and in terms of the local fiber angle
α(x, y), one may then show that
Rshape/2 = −(∂Lα)2 + ∂2LTα+ (∂Tα)2 (27)
5in which ∂L and ∂T are directional derivatives along and
across the local fiber direction.
A remark needs to be made here with respect to a par-
ticular fiber organization known as chiral anisotropy[23],
in which the fibers in the surface start at the origin and
enclose a fixed angle α with the radial direction. Al-
though one computes that R(g) = 0 everywhere except
the origin, spiral drift and a rotation frequency shift have
been observed [23]. In the curved-space viewpoint, such
systems have the same geometry as a cone which is not
a Riemannian manifold in its apex. Spiral drift in chi-
ral anisotropy thus falls outside the scope of our present
study.
IV. NUMERICAL VALIDATION
A. Numerical methods
1. Evaluation of the coefficients q0, q1, q2
using response functions
The numerical values for the coefficients qi (i = 0, 1, 2)
displayed in Fig. 2 and listed as qthi in the main text
were acquired using an extension of the publicly available
dxspiral software in the following way. First, dxspi-
ral was used to generate a standard spiral solution u0
for Barkley’s reaction kinetics [45], where u = [u, v]T ,
F = [f = ε−1u(1 − u)(u − (v + b)/a), u − v]T and
Pˆ = diag(1, Dv). The standard spiral solution u0 was
computed on a disc of radius R = 12.0, using a polar
grid with Nr = 240 and Nθ = 128. Thereafter, response
functions Yθ, Yx, Yy were computed by the dxlin.c rou-
tine, whose details are given in [35]. Next, the overlap
integrals (21) were evaluated using the trapezoid rule,
with terms SR, SdRA given by Eq. (11).
In this way we evaluated the coefficients q0, q1, q2 for
the parameter set a = 1.1, b = 0.19,  = 0.025, Dv = 0.
The coefficients shown in Fig. 2 for model parameter
a > 1.1 were found in steps of 0.025 up to a = 1.4 by
calculating new solutions u0 using the solution for the
previous a as an initial guess. For each value of a, the re-
sponse functions and the overlap integrals were evaluated
as above in order to find q0, q1, q2 and γ1, γ2.
2. Finding the metric and RCS for a surface
with given shape and projected fiber angle
We verified the laws of motion (20) by direct numer-
ical simulations in Barkley’s model. In our examples,
we consider surfaces z = f(x, y) in the domain (x, y) ∈
[−L/2, L/2] × [−L/2, L/2]. The surface is thought to
contain fibers in the direction ~eL tangent to the surface,
whose fiber angle is defined by tanα = ( ~eL · ~ey)/( ~eL · ~ex).
For a prescribed angle α(x, y), one therefore finds that
~eL = N [cosα~ex+sinα~ey+(cosα ∂xf+sinα ∂yf)~ez]; the
factor N(x, y) is chosen to give ~eL unit length. Now, we
assume for a moment that the three-dimensional space
is filled with copies of such surface in the direction of
~ez. If diffusion along the local fiber direction occurs with
diffusion coefficient DL = D0dL, while transverse diffu-
sion has DT = D0dT , the three-dimensional anisotropy
is determined by the tensor
Dij = DT δ
ij + (DL −DT )eiLejL. (28)
In the curved-space approach, a metric with contravari-
ant components gij = Dij/D0 is found in the three-
dimensional space, with inverse gij . In our simula-
tions, we chose to let the surface parameterization sA,
A = 1, 2 be s1 = x, s2 = y. From the transformation law
gAB = ∂Ax
igij∂Bx
j , one then finds
g11 = gxx + 2gxz∂xf + gzz(∂xf)
2,
g22 = gyy + 2gyz∂yf + gzz(∂yf)
2, (29)
g12 = gxy + gxz∂yf + gyz∂xf + gzz∂xf∂yf.
Thereafter, the metric components gAB are found as
the matrix inverse of (gAB). From the coefficients gAB ,
gAB , it is straightforward to compute the RCS using the
Christoffel symbols from Eq. (6).
3. Forward evolution of the RDE on a surface
with anisotropic diffusion
To check the validity and limitations of the theory,
forward evolution of spiral waves was studied on curved
anisotropic surfaces. Hereto, the reaction-diffusion equa-
tion (2) was discretized using the finite difference tech-
nique. With the purpose of studying generic surfaces
whose shape is prescribed by z = f(x, y) in Cartesian
coordinates, the curvilinear coordinates on the surface
were taken to be s1 = x, s2 = y. That is, the function
uj(x, y) would provide a top view on the field of the j-
th variable of the spiral wave. A rectangular grid with
dx = dy was taken. For the examples considered, we had
∂xf(0, 0) = ∂yf(0, 0) = 0, such that the finest spatial grid
on the surface was obtained in the origin. This value also
determined the largest time step allowed in our explicit
Euler scheme; we chose dt = 0.9dx2/(4 max(DL, DT )).
The diffusion term in Eq. (2) was discretized using
a nine-point scheme, with the metric gAB the inverse of
gAB from Eq. (29). For a given time t and state variable
label j, we took
1√
g
∂A
(√
ggAB∂Bu
j(x, y, t)
) ≈ 1
dx2
√
g(x, y)
.∑
m,n∈{−1,0,1}
Cm,n(x, y)u
j(x+mdx, y + ndx, t). (30)
Simple finite differencing yields the coefficients
Cm,n(x, y), which were only computed at the start
of the simulation and then stored. With hAB =
√
ggAB ,
6they are
C0,0(x, y) =−
∑
m=±1
h11
(
x+m
dx
2
, y
)
(31a)
−
∑
n=±1
h22
(
x, y + n
dx
2
)
,
Cm,0(x, y) =h
11
(
x+m
dx
2
, y
)
(31b)
+
∑
n=±1
mn
4
h12
(
x, y + n
dy
2
)
, (for m = ±1)
C0,n(x, y) =h
22
(
x, y + n
dx
2
)
(31c)
+
∑
m=±1
mn
4
h12
(
x+m
dy
2
, y
)
, (for n = ±1)
Cm,n(x, y) =
mn
4
h12
(
x, y + n
dx
2
)
(31d)
+
mn
4
h12
(
x+m
dx
2
, y
)
(for m,n = ±1).
An overview of simulation parameters and grid size and
resolution is presented in Tab. I. Before each simulation,
a spiral wave was first created in a planar domain of
larger size, same resolution and constant anisotropy equal
to gAB at (x, y) = (0, 0). The midpoint of the circular
tip trajectory was determined, such that the standard
spiral wave solution could be copied and centered on a
suitable position in the anisotropic curved surface. This
method allowed to reduce the duration of the transient
regime and the associated drift, and therefore brought
more control of the initial spiral wave position.
Fig. a b A B L dx Dv DL
3 0.7 0.19 0.1 0 40 0.1 1 1
4a 1.3 0.19 0 pi/40 30 0.1 0 4
4b 1.1 0.19 0 pi/40 30 0.1 0 4
5a (red) 1.3 0.19 0.5 pi/40 40 0.1 0 4
5a (yellow) 1.3 0.19 0.5 0 40 0.1 0 1
5b (red) 1.1 0.19 0.025 pi/80 80 0.1 0 4
5b (yellow) 1.1 0.19 0.025 0 80 0.1 0 1
TABLE I: Overview of simulation parameters. All simulations
had  = 0.025,D0 = 1, Du = 1 and DT = 1
B. Numerical results
1. Predicted spiral mobility from response functions
Fig. 2 shows the dependency of the coefficients
q0, q1, q2 as a function of the parameter a which deter-
mines the excitability of the medium (the higher values
of a correspond to higher excitability). We see that the
1.1 1.2 1.3 1.4
−1
0
1
2
3
a
 
 
q0
q1
q2
FIG. 2: Drift coefficients q0, q1, q2 induced by Ricci scalar
curvature in Barkley’s model [45] (b = 0.19,  = 0.025, Pˆ =
diag(1, 0)) for varying a. Signs of q0, q2 for counterclockwise
rotation.
coefficient q1 is positive for most values of a, indicating
drift to the lower values of RCS. However, in a medium
with low excitability, the spiral mobility q1 can be also
negative, making the spiral waves drift into the regions of
higher RCS. For counterclockwise rotating spirals, the co-
efficient q2 is always positive and slightly decreases with
a, while the coefficient q0 is negative and increases. In
accordance with Eq. (20a), this explicitly shows that
spiral waves rotate faster on sphere-like surfaces, as can
be expected from the angular deficit, thereby extending
the results of [31] to non-uniformly curved surfaces with
anisotropic diffusion.
2. Spiral wave drift on a paraboloid with isotropic diffusion
As a first example, we studied the drift of a spiral wave
on the paraboloid surface z = −A(x2 + y2) with equal
diffusion, which has
R = 2KG = 8A2
(
1 + 4A2(x2 + y2)
)−2
. (32)
Barkley’s model was used for the reaction kinetics, with
a = 0.7, b = 0.19,  = 0.025 and Pˆ = diag(1, 1). Al-
though the kinematic approach in [24] states that q1
should vanish, it is clearly seen in Fig. 3 that the spi-
ral wave drifts away from the top, in accordance with
Eqs.(20b)-(21), which yield (q1, q2) = (0.855,−0.386) for
a counterclockwise spiral at the given model parameters.
This simple geometry allows to find analytically the
spiral wave trajectory, which is drawn in black in Fig.
3. First, we introduce polar coordinates (r, θ) to exploit
axial symmetry: ∂φR = 0. Thus follows from Eq. (20):
r˙ = −q1grr∂rR,
φ˙ = −q2 1√
g
∂rR. (33)
For the paraboloid z = ±Ar2, one finds grr = (1 +
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FIG. 3: Drift trajectory of a spiral wave on a paraboloid
of revolution z = 0.1(x2 + y2) in the equal diffusion case,
showing a nonzero drift component along the gradient of the
RCS. Colors indicate the RCS.
4A2r2)−1 and g = r2(1 + 4A2r2), whence
dφ
dr
=
q2
q1
√
1 + 4A2r2
r
. (34)
Integration then brings
φ(r) =
q2
q1
(√
1 + 4A2r2 − coth−1
√
1 + 4A2r2
)
+ C1.
(35)
3. Drift of spiral waves in a plane with anisotropic diffusion
In our second numerical experiment, we considered an
anisotropic plane with linear fiber rotation as in [46], i.e.
~eL = cosα~ex+sinα~ey with fiber angle α(x, y) = B (x+y).
For such anisotropy, a direct analytical calculation using
Eq. (27) gives
R = 4(dL − dT )B2 sin 2α, (36)
which is color-coded in Fig. 4. The configuration does
not possess isolated maxima or minima of the RCS: the
local extrema are located along lines at −pi/4 to the x
axis. The minima occur at the fiber angle α = −pi/4,
while the maxima are found where α = pi/4.
For this case too, an analytical spiral trajectory can
be found. Going to coordinates z = x + y, w = x −
y, the RCS is found to be independent of w. In these
coordinates, Eq. (20) tells that
z˙ = −q1gzz∂zR,
w˙ = −q1gwz∂zR− q2 1√
g
∂zR, (37)
whence
dw
dz
=
(dL − dT ) cos 2α(z)
dL + dT + (dL − dT ) sin 2α(z)
+
q2
q1
2
√
dLdT
dL + dT + (dL − dT ) sin 2α(z) (38)
This expression can be integrated to
W (z) = ln [(dL − dT ) sin 2α+ dL + dT ] (39)
+ q2q1B tan
−1
[
(dL+dT ) tanα+(dL−dT )
2
√
dLdT
]
+ C2.
The trajectory of the spiral wave’s center in Cartesian
coordinates is thereafter easily found as
x =
z +W (z)
2
, y =
z −W (z)
2
. (40)
These relations are used for a prediction of the spiral
trajectory in Fig. 4.
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FIG. 4: Attractive and repulsive sites for spiral waves in the
anisotropic plane of Fig. 1b, i.e. fiber angle α = (pi/40)(x+y)
and DL/DT = 4. (a) Drift trajectories for Barkley’s model
as in Fig. 2 with parameter a = 1.3. (b) Same for a = 1.1.
8To study both positive and negative mobility in this
numerical example, we took a = 1.1 or a = 1.3, for which
Eqs. (21) respectively predict (q1, q2) = (−0.102, 2.652)
and (q1, q2) = (0.643, 0.357) if the spirals rotate coun-
terclockwise. We observe in Fig. 4a that for positive
mobility q1 the spiral wave drifts towards minimal value
of RCS, as predicted by our theory. In addition, we see
a good correspondence of the real computed trajectory
(green) and the one predicted by Eq. (40) (black). For
the negative mobility q1 in Fig. 4b, we observe only
a small drift component towards the maximal value of
RCS, as for this parameter value |q1| << |q2|. Here too,
the theoretical (black) and computed (green) trajectories
almost coincide.
4. Drift of spiral waves on a paraboloid surface
with anisotropic diffusion
In a third numerical experiment, the planar surface
was replaced by the paraboloid z = −A(x2 + y2) with
the same anisotropic properties as in Fig. 4. Its RCS was
calculated by numerically and already shown in Fig. 1b.
We see that the observed drift trajectory (Fig. 5, red
lines) is in close agreement with the theoretical predic-
tions obtained from numerical integration of the equation
of motion (22) (black). A good agreement between the-
ory and experiment was reached for both cases of positive
and negative q1. We also provide trajectories for spiral
wave drift in absence of anisotropy, i.e. only due to Gaus-
sian curvature of the surface (yellow lines). We see that
for isotropic case the spiral indeed drifts away from the
top of the paraboloid (q1 > 0, Fig. 5a), or slowly towards
it (q1 < 0 , Fig. 5b), in accordance with the analytical
trajectories (35).
V. DISCUSSION
In this paper, we derived the laws of motion (20) for
spiral waves on curved surfaces with anisotropic diffusion.
Using the Fredholm alternative theorem, we showed that
on such surfaces, the driving force for spiral wave drift
is a gradient of the Ricci curvature scalar. This quan-
tity is determined solely by the geometry of the surface;
Eq. (27) shows that it consists of two terms related to
the either the shape or anisotropy of the surface. Thus,
the current theory can be applied to a broad class of
reaction-diffusion systems, exhibiting isotropic diffusion
on a curved surface, anisotropic diffusion, or both.
Although the correspondence to forward numerical
simulations is excellent, several further steps can be un-
dertaken to further increase the potential with respect
to cardiac modeling. For example, spiral waves in more
advanced models of cardiac tissue often exhibit quasi-
periodic tip trajectories; this meandering motion will
need to be included in the response function framework.
a)
b)
FIG. 5: Spiral wave drift on a paraboloid surface; white bars
indicate fiber direction. Drift trajectories for isotropic diffu-
sion (yellow) and anisotropic diffusion as in Fig. 1b (red) to-
gether with theoretical predictions (black). Barkley’s model
as in Fig. 2 and parameters a = 1.3, A = 0.05, B = pi/40
(panel a) or a = 1.1, A = 0.025, B = pi/80 (panel b).
Our present findings deal with two-dimensional vor-
tices and thus do not consider effects of domain thickness
at all. As for effects of anisotropy on two-dimensional
spirals, we think that these effects may be substantial.
One may recall one of the most cited papers on spiral
waves in the heart [47], which shows that even in sim-
ple two-dimensional preparations there is a substantial
drift of spiral waves. As the preparations they used in
their study were strongly anisotropic but otherwise ho-
mogeneous, the driving force of this drift is most likely
the anisotropy of cardiac tissue. In real cardiac tissue,
the setting will be three-dimensional and the effects of
wall thickness and intramural fiber rotation may need to
be added on top of our present study. Finally, it will
be interesting to measure anisotropy-induced drift of spi-
ral waves in a detailed ionic model of cardiac tissue, to
estimate its magnitude in cardiac tissue.
9VI. CONCLUSIONS
We have developed an asymptotic theory that predicts
the drift of spiral waves on general curved surfaces with
anisotropic diffusion. This drift is caused by a gradient
of the Ricci curvature scalar, which encompasses both
the shape and anisotropy of the surface. We determined
the spiral mobility coefficients relating the gradient of the
Ricci curvature scalar and drift velocity using response
functions. The analytical results were quantitatively con-
firmed by numerical simulations.
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