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As mais recentes abordagens ligadas à segurança em Sistemas de Arquivos Distribuídos
(SAD) envolvem a aplicação de técnicas que garantam rigorosos níveis de disponibili-
dade, integridade, confidencialidade e autenticidade de dados em sistemas de armazena-
mento, estejam estes dados em trânsito ou em repouso. O papel da segurança é vital para
o controle de uma variedade de desafios como intrusões, comportamentos maliciosos e
monitoramento não-autorizado de tráfego. Este trabalho analisa os Sistemas de Arquivos
Distribuídos sob a ótica da segurança, apresentando uma comparação entre os princi-
pais SAD. Apresenta, então, a análise de segurança do OpenAFS, com o propósito de
considerá-lo como alternativa viável para implementação segura, alinhada às melhores
práticas de segurança, escalabilidade e transparência.




The latest approaches related to security in Distributed File Systems (DFS) involves ap-
plication of techniques that ensure strict levels of availability, integrity, confidentiality
and authenticity of data in storage systems, whether in transit or at rest. The role of
security is vital to control a variety of challenges such as intrusions, malicious behavior
and unauthorized traffic monitoring. This work analyzes the Distributed File Systems
from the perspective of security, presenting a comparison between the main DFS. There-
fore, presents a security analysis of OpenAFS, with the purpose of considering it as an
viable alternative for secure implementation, with best security practices, scalability and
transparency.
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Sistemas Distribuídos (SD) exercem importante papel na computação moderna e são de-
finidos, de modo geral, como múltiplos equipamentos independentes que, interligados,
coordenam-se por meio de mensagens e comportam-se frente ao cliente como um único
elemento. Raynal [6] define formalmente os SD como “um conjunto finito de processos in-
dependentes que se comunicam usando troca de mensagens, colaborando para a realização
de alguma tarefa”.
Várias são as motivações para utilização dos Sistemas Distribuídos, podendo ser cita-
das, dentre outras: facilitar compartilhamento de recursos (dados e dispositivos), prover
transparência ao acesso e possibilitar a integração entre recursos heterogêneos.
O conceito de transparência é muito importante para o entendimento dos SD. Dada
esta relevância, cabe citar Coulouris et al. [7], que assim o definem: “Transparência é a
ocultação do usuário e do programador da aplicação da separação de componentes em
um sistema distribuído, de modo que o sistema seja percebido como um todo, e não como
uma coleção de componentes independentes”.
Em um primeiro olhar, as motivações para o uso de SD são basicamente as de simpli-
ficar e facilitar o acesso aos sistemas. No entanto, em uma segunda dimensão, é inevitável
constatar que há implicações relacionadas à segurança dos dados nestes sistemas exata-
mente pela intrínseca facilidade de acesso fornecida.
A propósito da segurança, discorreram ainda Coulouris et al. [7]: “Há uma necessidade
generalizada de adoção de medidas para garantir a privacidade, integridade e disponibili-
dade dos recursos em SD”. Os autores seguem enfatizando, neste contexto, que a proteção
dos dados em Sistemas Distribuídos depende da adoção de políticas e mecanismos de
segurança.
Tais fatores serão tratados na Seção 2.5 deste trabalho, mas cabe introduzir, neste
ponto, que a implementação de mecanismos de segurança em Sistemas Distribuídos re-
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quer gerência precisa e eficiente dos recursos, que pode ser definida por meio de análises
rigorosas a respeito de potenciais ataques ou ameaças em variados contextos.
Casos particulares de Sistemas Distribuídos, criados para exercer funções específicas
de compartilhamento de arquivos em rede, são denominados Sistema de Arquivos Dis-
tribuídos (SAD). O principal objetivo destes sistemas é o de prover acesso, de forma
transparente, a arquivos remotamente distribuídos.
Ainda sob a perspectiva de Coulouris et al. [7], os SAD são sistemas que suportam
o armazenamento persistente dos dados e programas de todos os tipos e a distribuição
consistente de dados atualizados, provendo acesso a arquivos armazenados remotamente
com desempenho e confiabilidade semelhantes a dados armazenados localmente. Em
outras palavras, são sistemas criados para compartilhar dados de tal sorte que a localização
destes não seja uma preocupação para o cliente que os acessa.
Nesta mesma linha, cumpre acrescentar a análise feita na obra de Somasundaram and
Shrivastava [8]. Os autores afirmam que um SAD deve fornecer aos clientes o acesso direto
a todo o sistema de arquivos, ao mesmo tempo em que deve garantir a gestão eficiente
dos dados, além de sua segurança.
Novamente, se por um lado a facilidade de acesso provida pelos SAD é uma carac-
terística desejável (e por isso intrínseca), por outro há que se levar em conta aspectos
ligados à segurança destes sistemas. Vários foram os autores que trataram a dicotomia
segurança versus usabilidade, como publicado em [9], [10] e [11], apenas para citar alguns
exemplos. Dentre eles, observa-se a convergência para um ponto em comum, inclusive
pacificado pela literatura: segurança e usabilidade são conceitos inversamente proporcio-
nais. Pode-se dizer, sem prejuízo do contexto e em outras palavras, que o aumento nos
níveis do primeiro implica necessariamente diminuição no segundo.
Cabe neste ponto definir o conceito de usabilidade: é o grau de facilidade com que
um usuário consegue interagir com determinada interface. Em outras palavras, define a
simplicidade com que uma pessoa pode utilizar um sistema a fim de executar uma ação
específica [12].
Esta não é uma ideia distante da desenvolvida por Yahya et al. [13]. No mesmo sentido,
ponderam os autores que “um conjunto completo de controles pode não ser totalmente
implementado devido a vários desafios, tais como diminuição da disponibilidade, menor
conveniência do usuário, necessidade de uma infraestrutura robusta, dentre outros”.
Para além das ameaças ligadas à autenticação, outros ataques contra a disponibili-
dade, integridade e confidencialidade dos dados armazenados em SAD também devem ser
examinados. A disponibilidade dos dados pode ser comprometida por ataques de negação
de serviço, conforme é possível observar na modelagem de ataques a Sistemas Distribuídos
publicada em [14]; a integridade dos dados pode ser violada por meio de ataques de ea-
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vesdropping1, cujos padrões de abusos tanto de comunicação em rede quanto sobre dados
em armazenamento em Sistemas Distribuídos foram classificados em uma extensa taxo-
nomia demonstrada em [15]; a confidencialidade dos arquivos armazenados, cujo esforço
se concentra em garantir que usuários não-autorizados sejam incapazes de decifrar dados
para os quais não possuem a devida permissão, pode ser deturpada por conta da gerência
inadequada da criptografia aplicada aos arquivos.
Incidentes que levem a falhas nas características aqui citadas podem resultar em perda
de acesso ou mesmo na perda efetiva de dados, acarretando graves consequências para
a organização que utilize tal tecnologia para compartilhamento de arquivos, pelo que se
justifica a presente análise.
Em razão de todas essas nuances, este trabalho propõe a execução de um exame cir-
cunstanciado, sob o ponto de vista da segurança, de um Sistema de Arquivos Distribuídos
em particular denominado OpenAFS2. Utilizado em diversas organizações3 como suporte
para trabalho colaborativo em escala global, o OpenAFS é um projeto de software de có-
digo aberto que implementa o protocolo AFS, usado para acessar arquivos em uma rede
como se estivessem em um disco local, fornecendo uma arquitetura cliente-servidor para
compartilhamento de arquivos e replicação de conteúdo distribuído [16].
Serão analisadas as características de segurança de uma implementação virtualizada
do OpenAFS, com o propósito de avaliar as características de disponibilidade, integridade
e confidencialidade dos dados armazenados, além de investigar o funcionamento do pro-
cesso de autenticação tanto de usuários do sistema quanto de servidores entre si. Esta
avaliação segue o padrão metodológico descrito na Seção 1.4 deste capítulo, de modo a
proporcionar a sistematização dos resultados obtidos que viabilizou a análise efetuada na
parte conclusiva do trabalho.
1.1 Organização do texto
Esta dissertação de mestrado foi dividida em cinco partes e, para atingir os objetivos
propostos, foi elaborada da seguinte forma:
– inicia com a contextualização do trabalho, trazendo ao leitor a motivação, os obje-
tivos e a metodologia utilizada na confecção do texto;
– passa ao Capítulo 2, que dedica-se à revisão da literatura relacionada aos principais
conceitos teóricos ligados a Sistemas Distribuídos e Sistemas de Arquivos Distribuí-
1Em tráfego de rede, mensagens podem ser interceptadas, modificadas, substituídas, corrompidas ou
simplesmente excluídas por um atacante. Já sobre dados armazenados, um invasor pode modificá-los,




dos, por meio do exame de livros e diferentes fontes disponíveis nas principais bases
de dados de artigos científicos;
– a seguir, o Capítulo 3 descreve o OpenAFS, apresentando seu histórico e discutindo
em profundidade suas características de segurança, finalizando com uma comparação
com outros Sistemas de Arquivos Distribuídos;
– o Capítulo 4, por sua vez, apresenta a análise da arquitetura de segurança do
OpenAFS, revelando os resultados obtidos com a avaliação executada no ambiente
de simulação; e
– finalmente, o Capítulo 5 apresenta as conclusões finais do da dissertação, expondo a
colaboração do trabalho, assinalando os óbices encontrados no desenvolvimento das
atividades e apontando oportunidades de trabalhos futuros.
1.2 Motivação
O desenvolvimento das tecnologias relacionadas a sistemas de armazenamento de da-
dos em rede tem permitido, a par da complexidade da implementação, substanciais
avanços na área de segurança dos dados em storages [17]. Esta segurança pode ser
entendida como a aplicação de técnicas, políticas e monitoramento de parâmetros,
tudo com o objetivo de garantir a disponibilidade, integridade e confidencialidade
dos dados neles presentes [8].
Assegurar tais princípios não é tarefa apenas inscrita à temática de armazenamento
de dados. Ao contrário, é objeto de padronizações internacionais na vasta área sobre
segurança em computação. Diante deste cenário, cabe citar a ISO 27000:2018 [18],
glossário cujo objetivo é padronizar termos e definições comumente utilizados na
área de sistemas de gerenciamento de segurança da informação.
É importante definir, inicialmente, o termo Segurança da Informação (SI). Trata-se
da aplicação e gerenciamento de controles que garantam os princípios da confiden-
cialidade, da integridade e da disponibilidade da informação, considerando
para isso o grande leque de ameaças existentes, de modo a assegurar a continuidade
dos negócios e minimizar danos decorrentes de incidentes [18]. De acordo com o
glossário, tais princípios são definidos como:
– confidencialidade: a informação não deve ser disponibilizada ou divulgada
a indivíduos, entidades ou processos não-autorizados. De outra forma, este
princípio garante a proteção da informação contra seu acesso ou sua divulgação
não autorizada;
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– integridade: a informação não deve ser alterada sem autorização, ou mesmo
violada; e
– disponibilidade: a informação deve ser sempre acessível e utilizável a partir
da demanda de um ente devidamente autorizado.
Soma-se a essa temática outra, que lhe é correlata. Organizações públicas e privadas
lidam diariamente com crescentes volumes de dados. A administração e controle de
tais dados massivos passa a ser fator crítico para o funcionamento dessas institui-
ções. Dados como documentos, projetos, máquinas virtuais, enfim, arquivos de toda
espécie são guardados em sistemas de armazenamento situados em data centers de
alta criticidade4, de tal sorte que o valor destes ativos é altamente significativo para
as organizações.
Delineado este quadro, o presente trabalho buscou analisar uma solução de armaze-
namento de dados distribuído que faz frente aos desafios apresentados, baseada na
utilização de software de código aberto denominada OpenAFS.
O OpenAFS é um Sistema de Arquivos Distribuídos projetado para fornecer acesso
transparente a arquivos remotos, tendo como um dos principais objetivo a identifi-
cação da escalabilidade pela utilização de cache nos nós clientes [7]. Milicchio and
Gehrke [19] definem, de modo mais pormenorizado, que o OpenAFS é um sistema
altamente escalável, que permite administração e manutenção flexíveis, fornecendo
ainda recursos importantes como replicação e backup. Com base nas palavras des-
tes autores, o OpenAFS pode prover alto nível segurança aos dados armazenados
com a utilização de tecnologias específicas que mantêm a consistência e a sincro-
nia de todas as informações armazenadas entre seus bancos de dados distribuídos.
Ainda segundo [19], somam-se a estes recursos outras características desejáveis em
um sistema seguro, como tráfego cifrado de dados, proteção de autenticação, mo-
nitoramento de processos e capacidade de restabelecimento automático em caso de
falhas.
Nesse passo, esta dissertação propõe uma análise minuciosa dos aspectos de segu-
rança do OpenAFS, haja vista que a pesquisa bibliográfica executada inicialmente
não revelou estudos que tratam especificamente deste tema. Esta é uma razão ne-
cessária e suficiente para justificar a escolha do OpenAFS como sistema alvo desta
pesquisa. Mesmo que os estudos consultados forneçam informações acerca dos re-
cursos de segurança disponíveis no OpenAFS, não foram consideradas hipóteses de
4A criticidade mensura o impacto ao negócio da organização em caso de falha total ou parcial de um
ativo.
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testes e análises detalhadas, pelo que se foi identificada a lacuna existente na litera-
tura, apontando-se a necessidade de efetuar um estudo direcionado para preencher
tal hiato.
1.3 Objetivos
Esta Seção cuida de apresentar os objetivos geral e específicos desta dissertação.
1.3.1 Objetivo geral
O propósito deste trabalho é o de proceder a uma análise da segurança de uma
implementação de um Sistema de Arquivos Distribuídos operacionalizado com o
OpenAFS, avaliando os quesitos de segurança ligados à disponibilidade, integridade
e confidencialidade oferecidos pelo sistema, bem como a segurança de seu sistema
de autenticação.
1.3.2 Objetivos específicos
Para que o objetivo geral seja alcançado, é necessário atingir os seguintes objetivos
específicos:
1. apresentar a fundamentação teórica em forma de pesquisa bibliográfica, de
modo a identificar as características dos Sistemas Distribuídos (SD) e, mais
especificamente, dos Sistemas de Arquivos Distribuídos (SAD), verificando os
aspectos de Segurança da Informação ligados a disponibilidade, integridade e
confidencialidade dos dados manipulados pelos sistemas;
2. identificar diferentes tipos de SAD e comparar as características técnicas de
segurança destes com o funcionamento do OpenAFS, a fim de particularizar
a pesquisa com estudos que tratam especificamente do OpenAFS, com vistas
a compreender os níveis de segurança que o sistema oferece aos dados nele
armazenados;
3. executar testes com cada um dos subsistemas do OpenAFS que executam ope-
rações ligadas à disponibilidade, integridade, confidencialidade dos dados e de
credenciais de acesso, avaliando os resultados por meio da sistematização dos
dados coletados, de modo a permitir uma comparação com o estado da arte na
área de segurança de dados em SAD.
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1.4 Método
Método é uma palavra que deriva do termo grego methodos. Este termo pode
ser traduzido como um “caminho para chegar a um fim”. Vários autores abordam o
método como ferramenta necessária para orientar o processo de pesquisa. Wazlawick
[20], por exemplo, descreve o método como “a sequência de passos necessários para
demonstrar que o objetivo proposto foi atingido, ou seja, se os passos definidos
no método forem executados, os resultados obtidos deverão ser convincentes”. Gil
[21] complementa o raciocínio, apontando que a pesquisa é um “processo formal e
sistemático de desenvolvimento do método científico”. De acordo com o autor, “o
objetivo fundamental da pesquisa é descobrir respostas para problemas mediante o
emprego de procedimentos científicos”.
Cabe supor, dos conceitos apresentados, que a rigorosa definição dos passos neces-
sários para conduzir a pesquisa, de modo que os objetivos sejam alcançados, é fator
necessário para a adequada estruturação de um trabalho de pesquisa.
Sinteticamente, a metodologia proposta neste trabalho visa, a partir da pesquisa
bibliográfica executada no Capítulo 2 e com a compreensão detalhada do sistema
obtida com o Capítulo 3, proceder a uma pesquisa quantitativa5 que, por sua vez,
permitirá a comparação do OpenAFS com outros SAD e com os mais recentes traba-
lhos da área de segurança. Desta forma, será possível mapear e categorizar o nível
de segurança que o sistema pode conferir aos dados que armazena e manipula.
Nestas condições, esta Seção visa detalhar a série de fases planejadas para efetivar
este trabalho, com a finalidade de se atingir os objetivos propostos na Seção 1.3.
1.4.1 Caracterização do problema
Um problema científico é, de modo elementar, uma questão ainda não totalmente
resolvida que permanece sendo discutida em algum domínio do conhecimento. O
trabalho em tela levantou que o OpenAFS possui recursos de segurança, mas não foi,
até o momento, realizada uma pesquisa que o comparasse com as principais referên-
cias na área. Para fazer frente a esta lacuna, caracterizou-se o seguinte problema,
aqui formulado como pergunta:
O OpenAFS fornece garantias para os princípios da segurança da infor-
mação (disponibilidade, integridade e confidencialidade) de dados nele
armazenados?
5Tradução de alguns parâmetros em números que, após análise estatística, podem apontar padrões
conclusivos e aplicáveis ao estudo.
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1.4.2 Formulação da hipótese de pesquisa e justificativa
Uma hipótese, nas palavras de Gil [21], é uma proposição testável que pode vir a
ser a solução de um problema. Levando-se em conta o apresentado na Seção 1.2,
é cabível supor, neste ponto, que a questão colocada no item anterior tenha uma
solução viável. Isso posto, propõe-se como modelo de análise a seguinte hipótese de
pesquisa:
O OpenAFS apresenta-se como um Sistema de Arquivos Distribuídos que
fornece recursos necessários e suficientes que garantam a segurança da
informação (disponibilidade, integridade e confidencialidade) dos dados
nele armazenados.
A definição desta hipótese utilizou-se do método hipotético-dedutivo tal como posto
por Gerhardt and Silveira [22], uma vez que sua criação partiu das ideias conceituais
apresentadas na fase inicial deste capítulo, as quais podem (porém, não necessaria-
mente) explicar o objeto de estudo.
A propositura desta hipótese de pesquisa baseia-se no fato de que os conhecimentos
disponíveis sobre o sistema apresentaram-se, até a fase de pesquisa, insuficientes
para assegurar que o OpenAFS oferece recursos que garantam adequados níveis de
segurança aos dados que o sistema manipula, uma vez que não foram identificadas
análise de segurança deste SAD, fatores estes que justificam o presente trabalho.
1.4.3 Etapas e resultados esperados
Este estudo iniciou-se com a pesquisa bibliográfica a respeito dos SAD existentes,
debruçando-se sobre as análises já existentes sobre os aspectos de segurança destes
sistemas. Como poderá ser visto a partir do próximo capítulo, a fundamentação
teórica visa fornecer o entendimento básico dos conceitos que serão usados na fase
subsequente, na qual é executada a análise pormenorizada das características de
segurança do OpenAFS.
Com base nessas premissas, este trabalho utilizou uma abordagem sistemática por
meio de pesquisa quantitativa que possibilitou a coleta de dados intrínsecos do
OpenAFS. A análise quantitativa foi necessária para que dela pudesse ser extraída
uma coleção de dados que, então, pudessem ser formalmente modelados de tal forma
que denotem a performance do sistema. Esta última fase, analítica, permitiu com-
parar o OpenAFS com outros SAD e, desta forma, concluir a respeito de seus níveis
de segurança.
8
Desta forma, a fim de responder à questão-problema, foram definidos os seguintes
passos para delinear a fase de pesquisa do trabalho:
– identificar o estado da arte na área de segurança em SAD;
– conhecer detalhadamente o OpenAFS, coletando dados e informações a respeito
do sistema;
– comparar o OpenAFS com outros SAD e com o estado da arte na área de segu-
rança; e
– analisar uma implementação OpenAFS visando identificar o alinhamento da
solução com as garantias da segurança da informação, especificamente dispo-
nibilidade, integridade e confidencialidade.
A fase de análise de implementação, por sua vez, exige a execução de experimentos
por meio dos quais são efetuados testes de segurança e desempenho. Propõe-se
a adoção de um ambiente virtualizado utilizando OpenAFS, de modo que sejam
executados os seguintes procedimentos:
1. Execução de testes de Benchmark6 para coleta de datasets7;
2. Registro formal dos dados;
3. Análise e interpretação dos dados de Benchmark; e
4. Apresentação das conclusões.
Desta análise são esperados os seguintes resultados:
– entendimento dos aspectos de segurança do sistema de autenticação utilizado
pelo OpenAFS;
– compreensão dos sistemas relacionados ao controle de integridade dos dados
manipulados pelo OpenAFS; e
– percepção dos recursos que viabilizam a disponibilidade dos dados no SAD.
6Análise de desempenho de determinado equipamento, com objetivo de mensurar sua performance.
7Conjunto de dados classificados por variáveis, coletados de sistemas ou equipamentos.
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1.5 Considerações finais
Este capítulo apresentou o contexto em que se insere o trabalho e ofereceu ao leitor
as condições de delinear o escopo da dissertação e de compreender a metodologia
empregada na construção das diferentes fases da pesquisa elaborada.
A identificação dos objetivos geral e específicos teve como meta sintetizar o que se
busca com este trabalho de pesquisa. Já a definição dos primeiros conceitos teóricos
forneceram, ainda que prelimarmente, o embasamento necessário para entender as
motivações da análise a ser apresentada.
A parte que se segue fornecerá uma fundamentação teórica mais extensa e profunda,
cujos conceitos serão necessários ao entendimento das características de segurança




Este capítulo tem como objetivo estruturar conceitualmente o levantamento de publica-
ções e do referencial teórico a respeito do assunto, de forma a sustentar o desenvolvimento
da fase de pesquisa. Apresentar a revisão de literatura e determinar o “estado da arte”
possibilita a identificação de lacunas existentes na área e justifica as fases posteriores do
trabalho [22].
A fim de atingir estes propósitos, apresenta-se inicialmente uma revisão conceitual
sobre Sistemas Distribuídos e caracterizam-se, posteriormente, os Sistemas de Arquivos
Distribuídos. Ainda, são definidos formalmente os conceitos relacionados a persistência
de dados, e, finalmente, discutido o estado da arte na área de segurança da informação,
explorando-se os aspectos teóricos relacionados a esta temática no âmbito de Sistemas de
Arquivos Distribuídos.
2.1 Sistemas Distribuídos (SD)
Não há uma definição única para Sistemas Distribuídos. De modo mais abrangente,
Coulouris et al. [7] definem que um “Sistema Distribuído é aquele no qual os componentes
de hardware ou software, localizados em computadores interligados em rede, se comunicam
e coordenam suas ações apenas enviando mensagens entre si”. Já Tanenbaum and Steen
[23] estabelecem que SD formam “um conjunto de computadores independentes entre si
que se apresenta a seus usuários como um sistema único e coerente”.
Um SD passa a seus usuários a noção de que há apenas um sistema em atividade na
rede. Esta abstração, chamada também de imagem única, conduz ao conceito de compar-
tilhamento transparente de recursos. Tal concepção, requisito fundamental para os SD,
omite dos usuários a complexidade das respectivas implementações e, consequentemente,
facilita sua utilização.
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Ainda de acordo com Tanenbaum and Steen [23], a implementação de Sistemas Dis-
tribuídos pode proporcionar os seguintes benefícios:
– transparência ao usuário: a utilização de múltiplos recursos não é observável ou
sentida pelos utilizadores dos recursos disponíveis;
– economia: equipamentos específicos apresentam melhor custo/benefício;
– velocidade: um SD apresenta maior capacidade de processamento que equipamentos
isolados;
– confiabilidade: não apresenta pontos únicos de falhas, e a ocorrência destas não
interrompe o sistema como um todo [7]; e
– escalabilidade: apresenta condições de ampliação de seu estado, seja em processa-
mento, armazenamento ou outros recursos do sistema.
Sob outra ótica, os autores afirmam que os SD podem apresentar certas desvantagens.
Cabe citar, no contexto deste trabalho:
– complexidade de implementação, em comparação com sistemas centralizados;
– saturação de redes que não estejam adequadamente preparadas para o projeto; e
– a consistência dos dados pode ser comprometida por problemas de sincronização ou
replicação entre os sistemas [24].
A essência dos Sistemas Distribuídos forma a base dos Sistemas de Arquivos Distri-
buídos, os quais são discutidos na próxima seção.
2.2 Sistemas de Arquivos Distribuídos (SAD)
Sistemas de Arquivos Distribuídos são casos particulares de Sistemas Distribuídos. Con-
forme Coulouris et al. [7], um sistema como este “permite aos programas armazenarem
e acessarem arquivos remotos exatamente como se fossem locais, possibilitando que os
usuários acessem arquivos a partir de qualquer computador em uma rede”.
Esta explicação, fornecida na mesma linha por Mullender [25], mostra, em outras
palavras, que os SAD oferecem funcionalidades similares a um sistema de arquivos tradi-
cional, porém sendo executado em um ambiente distribuído. De acordo com os autores,
SAD devem permitir que vários processos compartilhem dados por longos períodos. Além
disso, fatores como desempenho e segurança no acesso aos arquivos armazenados em um
sistema remoto devem ser compatíveis aos arquivos armazenados em discos locais.
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Da mesma forma que os SD, os SAD também apresentam vantagens em sua imple-
mentação. Podem ser citadas, dentre outras:
– flexibilidade: o acesso aos arquivos independe da localização do cliente;
– transparência: a complexidade dos processos envolvidos não é percebida pelos usuá-
rios;
– escalabilidade: o sistema suporta aumento de recursos;
– confiabilidade: permite redução de danos em arquivos, ou mesmo perdas; e
– integridade: gerencia simultaneidade de acessos a um mesmo arquivo.
De igual modo, anomalias indesejáveis também podem ocorrer, como por exemplo:
– problemas de desempenho: acessos remotos normalmente são mais lentos, se com-
parados a acessos locais;
– maior número de causas de indisponibilidade: falhas em componentes externos (rede,
por exemplo), podem interferir em seu funcionamento; e
– problemas de acesso: enquanto um arquivo é acessado por um cliente, outros clientes
não podem modificá-lo1.
Vale ressaltar, conforme introduzido no começo deste trabalho, que a facilidade de
acesso a dados proporcionada por SAD pode dificultar o processo de garantia da segurança
dos dados, em especial no tocante à confidencialidade. Sobre isso, cabe introduzir que as
questões ligadas à segurança em Sistemas de Arquivos Distribuídos podem ser relacionadas
ao arquivo propriamente dito ou ao usuário.
Com relação ao primeiro caso, a adoção de técnicas de criptografia fazem frente aos
desafios, cujos métodos aplicáveis serão discutidos na Subseção 2.5.2. Esta Subseção
aborda, também, soluções para o segundo caso, relacionadas, por sua vez, ao controle de
acesso.
A próxima Seção trata de um sistema específico para compartilhamento de arquivos
denominado Network-Attached Storage (NAS) (Armazenamento Conectado à Rede), cuja
função é semelhante à dos SAD, porém com características distintas.
2.3 Network-Attached Storage (NAS)
Network-Attached Storage (NAS), também conhecido como “Armazenamento Conectado
à Rede”, é um dispositivo IP com sistema operacional embarcado que integra o hardware
1Esta ação de bloqueio é chamada de lock.
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ao serviço de armazenamento de dados, projetado especificamente para compartilhamento
de arquivos [26].
Atuando com outros dispositivos na rede, o equipamento assume exclusivamente a
função de processamento do sistema de arquivos, deixando os demais servidores com poder
de processamento livre para manipular conexões e operar em suas funções específicas.
Como consequência de sua especificidade, dispositivos NAS oferecem melhor desem-
penho na oferta de serviços de arquivos se comparados a servidores de uso comum, sendo
extensivamente utilizados nas redes das organizações [8]. Entre os benefícios de sua uti-
lização podem ser citados:
– eficiência: seu sistema operacional é especializado em compartilhar arquivos;
– flexibilidade: permite compatibilidade com diferentes tipos de clientes e protocolos;
– centralização do serviço: em um único sistema é possível gerenciar todos os dados
armazenados;
– alta disponibilidade: possuem redundância de componentes que permite implemen-
tação de Failover Clusters2, além de recuperação e replicação de arquivos.
Com relação aos óbices associados a implementações de NAS, podem ser citados:
– necessidade de otimização dos storages para as especificidades organizacionais;
– indispensável acompanhamento de atualizações de drivers e Sistema Operacional; e
– dependência de infraestrutura de rede adequada e resiliente.
Conforme Pawar et al. [27], dispositivos NAS são projetados de tal forma que permitam
a qualquer usuário legítimo contactar algum dos nós disponíveis para reconstruir o arquivo
demandado, que pode estar segmentado pelos demais entes do sistema. Com isso, da
mesma forma que nos SD e, em última análise, nos SAD, a garantia da segurança dos
dados armazenados pode ser dificultada pela facilidade de acesso aos sistemas.
Neste passo, Kumar [28] afirma que “embora a implantação seja relativamente simples,
as organizações devem ter o cuidado de garantir que níveis adequados de segurança para os
arquivos sejam fornecidos durante a configuração dos dispositivos NAS”. É, também, o que
alertam Somasundaram and Shrivastava [8]: “sistemas de armazenamento são expostos
a várias ameaças à segurança das informações neles guardadas, o que pode afetar dados
críticos das organizações e interromper serviços essenciais”.
2Dois ou mais equipamentos que trabalham em conjunto, de maneira que uma eventual falha em um
dos participantes do cluster não impacte na disponibilidade do todo.
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Mais uma vez foi possível identificar a separação entre segurança versus usabilidade no
âmbito de compartilhamento de arquivos em rede. Encontrar o equilíbrio coerente entre
essas duas importantes funções é um desafio constante, e a base teórica para identificar os
efeitos positivos desta harmonia no campo dos Sistemas de Arquivos Distribuídos depende
da compreensão de seus requisitos, os quais são apresentados a seguir.
2.4 Requisitos dos Sistemas de Arquivos Distribuí-
dos
Antes de explicitar os requisitos dos SAD, é imperativo complementar a compreensão de
Coulouris et al. [7], citada preliminarmente na Seção 2.2. Os autores tratam a respeito
de compartilhamento de informações armazenadas em redes locais e intranets e, conforme
suas palavras “um serviço de arquivos permite que os programas armazenem e acessem
arquivos remotos exatamente como se fossem locais, possibilitando que os usuários acessem
seus arquivos a partir de qualquer computador.”
Cabe acrescentar a este pensamento a afirmação colocada em sequência. Conforme os
autores, a utilização de SAD pode “reduzir a necessidade de armazenamento local, facili-
tando o gerenciamento e execução de cópias de segurança de uma organização”. Chamam
a atenção, ainda, para o fato de que o serviço de compartilhamento de arquivos é o mais
usado em redes organizacionais e, em decorrência, sua funcionalidade e desempenho são
críticos.
Nessa linha de raciocínio, é possível afirmar que um Sistema de Arquivos Distribuídos
pode assumir função crítica em redes organizacionais. Compreender as particularidades
destes sistemas é primordial para a análise que se pretende executar com esta dissertação.
A fim de alcançar esta compreensão, a seguir são estudados os requisitos relacionados com
os SAD.
2.4.1 Transparência
Coulouris et al. [7] assim definem transparência: “a ocultação, para um usuário final
ou para um programador de aplicativos, da separação dos componentes em um sistema
distribuído de modo que o sistema seja percebido como um todo, em vez de uma coleção
de componentes independentes”.
Tal qual introduzido nas seções 2.1 e 2.2, e dada a importância deste conceito, cabe
destacar como Tanenbaum and Steen [23] subdividiram a transparência, a saber:
– transparência no acesso: permite que recursos locais e remotos sejam acessados com
o uso de operações idênticas;
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– transparência na localização: permite que os recursos sejam utilizados sem o conhe-
cimento de sua localização física;
– transparência na migração: os recursos podem ser movidos para outros locais;
– transparência na relocação: permite que migrações não afetem a operação de usuá-
rios ou aplicações;
– transparência na replicação: permite que os recursos sejam replicados para aumentar
a confiabilidade e o desempenho do sistema, sem o conhecimento dos usuários ou
suas aplicações;
– transparência na concorrência: permite que múltiplos usuários compartilhem recur-
sos automaticamente; e
– transparência na falha: permite que eventuais panes no sistema não sejam sentidas
pelos usuários.
O conceito de transparência, intrínseco dos Sistemas Distribuídos, é também um dos
atributos do OpenAFS. Conforme Milicchio and Gehrke [19], este é um Sistema de Arquivos
Distribuídos transparente ao usuário, que oferece a possibilidade de acesso a arquivos in-
dependente da localização ou do sistema operacional do cliente. O OpenAFS será estudado
em detalhes no próximo capítulo.
2.4.2 Detecção e tolerância à falhas
A natureza do projeto de Sistemas Distribuídos leva naturalmente à percepção de relações
de interdependência entre seus vários componentes. São estes encadeamentos que tornam
o todo passível de problemas inevitáveis, como erros, falhas ou mal funcionamento. Estes
eventos podem causar problemas de acesso ou instabilidade na disponibilidade dos serviços
providos pelo conjunto.
Neste contexto, é relevante perceber a diferença entre os termos erro e falha, pois
este decorre daquele, não sendo portanto sinônimos, como pode parecer à primeira vista.
De acordo com Delamaro et al. [29], erros ocorrem durante a execução de um programa,
e são caracterizados por um estado inconsistente ou inesperado, como por exemplo uma
mensagem corrompida. Já as falhas são comportamentos inesperados de uma aplicação
ou programa, sendo causadas pelos erros.
Tanenbaum and Steen [23] definem um esquema que tipifica os processos de falhas em
SD:
– crash failure: falhas relacionadas a desligamentos de servidores que até então ope-
ravam normalmente;
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– omission failure: falhas relacionadas à omissão no envio e recebimento de mensagens;
– timing failure: falhas relacionadas a atrasos no tempo de resposta;
– response failure: falhas relacionadas ao formato correto de respostas; e
– arbitrary failure: relacionada a crash failure, é uma combinação das duas anteriores,
apresentando problemas de respostas em tempos aleatoriamente atrasados.
Para além dos tipos citados, é relevante ressaltar outra espécie de falhas. Denominadas
de arbitrárias ou bizantinas [30], tais falhas são resultados de respostas fora do padrão do
protocolo utilizado pelo sistema do servidor. Essa atipicidade normalmente ocasiona pro-
blemas na detecção das falhas geradoras das respostas, ou até mesmo a impossibilidade da
detecção. As falhas bizantinas tem, no contexto deste trabalho, importância significativa,
pois podem ser causa de problemas de segurança.
Um processo bizantino tem a possibilidade de se passar por outro processo e iniciar a
transiimissão de mensagens com valores errados, duplicados ou até mesmo não enviar as
mensagens no padrão que o protocolo da aplicação define. Portanto, a tolerância à falhas
bizantinas é importante no contexto da segurança, especialmente no campo dos Sistemas
Distribuídos.
Evitar que tais eventos se transformem em erros que venham a prejudicar o bom
funcionamento do sistema como um todo é o que se define como Tolerância à Falhas.
Neste enfoque, e dada a importância do tema, pesquisadores como Gupta and Saini [31]
propuseram técnicas para incrementar a segurança e a tolerância à falhas em Sistemas
de Arquivos Distribuídos, abordando a aplicação de múltiplos níveis de tolerância à fa-
lhas, de modo a conferir segurança no armazenamento de arquivos, com transparência e
independência de localização.
Como esperado, as ações para controlar as falhas em um sistema tem como consequên-
cia o aumento em sua disponibilidade. Por outro lado, o trabalho de Ostovari and Wu
[32] revela uma outra consequência, desta vez indesejável: mais redundância implica au-
mento na vulnerabilidade a ataques de eavesdropping em sistemas de armazenamento.
Este trabalho, bem como a análise de suas repercussões sobre a segurança em Sistemas
de Arquivos Distribuídos, serão apresentados a seguir.
Finalmente, tempo de inatividade em sistemas de armazenamento de uso intensivo
também implica em custos, uma vez que nos casos de solução de continuidade, sistemas
críticos oﬄine acarretam atraso de prazos e problemas na área operacional dos envolvidos.
Para minimizar os efeitos negativos da ocorrência de falhas é empregada, normalmente, a
técnica de replicação de dados, cujos fundamentos são explanados na próxima Subseção.
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2.4.3 Replicação
Um dos conceitos utilizados para fornecer confiabilidade a um Sistema de Arquivos Dis-
tribuídos é a replicação. Um arquivo pode ser representado por várias cópias de seu
conteúdo em diferentes pontos, de modo que, em caso de falha de um servidor, um outro
possa oferecer a um cliente uma cópia daquele arquivo [7].
Se por um lado a replicação de arquivos aumenta a confiabilidade de um SAD, por
outro, a existência de múltiplas cópias pode acarretar problemas de consistência, já que
se uma cópia é modificada, torna-se diferente das demais, fato que leva à necessidade de
modificações em todas as outras cópias, de modo a garantir a consistência dos dados [7].
Para fazer frente a este problema, são necessários serviços específicos que realizem a
monitoração de processos e garantam, com isso, a sincronização de seus dados. Neste
sentido, o OpenAFS utiliza uma tecnologia própria para manter a consistência entre suas
bases de informações, e suas características particulares serão estudadas no Capítulo 3.
A replicação é, ainda, uma das muitas implementações possíveis para cópias de se-
gurança (backups), uma vez que diminui a probabilidade de perda efetiva de dados. O
OpenAFS oferece a capacidade de replicar volumes em servidores de arquivos. Usando este
recurso de forma sincronizada e automatizada, as réplicas podem se tornar uma forma efe-
tiva de cópia de segurança [19]. A análise detalhada desta característica será apresentada
na Seção 3.4.
2.4.4 Cache
De modo geral, cache é um serviço que disponibiliza, em uma área próxima aos clientes, os
dados por eles recentemente usados. Desta forma, se um determinado dado é requisitado
por um outro processo cliente, o serviço tem condições de fornecê-lo mais rapidamente,
caso possua uma cópia atualizada. Caso contrário, o cache atualiza o dado solicitado e o
entrega, também guardando-o para um provável uso subsequente.
Exemplos clássicos deste recurso são os caches de proxies3 de acesso à Internet, larga-
mente utilizados em redes corporativas para otimizar o tráfego Web. Os proxies aceitam
solicitações de clientes locais e as repassam para servidores da Web e, recebidas as res-
postas, estas são repassadas aos clientes. A vantagem do proxy é poder armazenar os
resultados em cache e reaproveitá-los para outro cliente, se necessário [23].
Entretanto, não apenas neste cenário a utilização do cache é vantajosa. Este recurso
é, do mesmo modo, largamente utilizado em Sistemas de Arquivos Distribuídos. Nestes
ambientes o cache pode ser armazenado tanto no lado do cliente, quanto no lado do ser-
3Servidor posicionado entre uma aplicação cliente e um servidor final, que funciona como intermediário
entre os dois entes, interceptando as solicitações do primeiro para o segundo e controlando o fluxo de
dados entre eles.
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vidor. No primeiro caso, o cliente armazena conteúdo que foi acessado por um usuário
que está executando uma aplicação. No segundo, o servidor guarda dados que foram soli-
citados pela maioria dos usuários, já que tais dados podem ser potencialmente utilizados
por algum utilizador no futuro [33]. A Figura 2.1 ilustra a utilização do cache no segundo
caso:
Figura 2.1: Funcionamento do cache no cliente.
O armazenamento local, i.e, no lado do cliente, objetiva diminuir tanto o tráfego
de rede quanto o processamento resultante de reiterados acessos a um mesmo arquivo,
resultando em melhora global no desempenho e em maior velocidade de acesso. O OpenAFS
utiliza esta abordagem do cache.
Quando uma aplicação cliente solicita um arquivo, um processo envia uma solicitação
para o servidor e armazena uma cópia deste em disco ou memória, de modo transparente
ao usuário. Em outras palavras, o cliente não tem a necessidade de saber onde o arquivo
se encontra, conforme citado na Seção 2.4.1.
O funcionamento detalhado do cache no OpenAFS, bem como os processos usados para
garantir que o armazenamento local esteja atualizado com a última versão do arquivo,
serão apresentados na Seção 3.1.2.
2.5 Segurança
A demanda por sistemas de armazenamento seguros e confiáveis tem aumentando muito
atualmente. Esta necessidade está relacionada à tendência mundial de aumento no nú-
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mero de violações de dados em organizações ao redor do planeta, como se pode verificar
no relatório “2018 Cost of a Data Breach Study: Global Overview” [34], publicado recen-
temente pela IBM Security.
O documento, elaborado com os dados de mais de 2.200 profissionais de TI e com
informações de quase 500 empresas que sofreram violações em dados organizacionais a
cada ano, aponta que o custo total médio de violação de dados no mundo subiu de USD
3,62 milhões em 2017 para USD 3,86 milhões em 2018, o que corresponde a um aumento
médio de 6,4%.
O Brasil encontra-se entre os 15 países pesquisados. De acordo com o relatório, ape-
sar de possuirem um custo ligado à violação de dados menor do que outros países, as
organizações brasileiras estão mais propensas a sofrer novas violações, com probabilidade
estimada da ordem de 43%, seguido pela África do Sul e França, com estimativas de 40,9%
e 35,1%, respectivamente.
Tanenbaum and Steen [23] também chamam a atenção para a questão da segurança
em Sistemas Distribuídos: “Se por um lado os processos devem ser desvinculados e inde-
pendentes, por outro é necessário garantir integridade e confidencialidade dos dados”.
A título de complemento, vale citar que, de acordo com Modi et al. [35], o aumento de
casos de acesso mal-intencionado ou não autorizado a informações armazenadas remete
à necessidade de que os Sistemas de Arquivos Distribuídos devem estar preparados para
lidar com a segurança de dados de forma eficaz e transparente, sobretudo quando os dados
estão expostos a um ambiente não confiável.
Sob todos os ângulos enfocados, conclui-se que há real necessidade de se investigar os
requisitos de segurança e as ameaças às quais um dado Sistema de Arquivos Distribuídos
está exposto, de modo a definir o nível de segurança que a solução oferece aos dados
armazenados.
2.5.1 Segurança no armazenamento
Antes de se discutir a segurança em Sistemas de Arquivos Distribuídos, há que se pon-
tuar inicialmente os atributos genéricos relacionados aos sistemas de armazenamento.
Conforme Somasundaram and Shrivastava [8], são quatro os atributos primários para a
segurança em sistemas de armazenamento em geral:
– Disponibilidade: “garantia de acesso oportuno aos usuários , independente de falhas
isoladas”;
– Integridade: “garantia de que a informação não seja indevidamente alterada, detec-
tando e protegendo contra mudanças não autorizadas”;
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– Confidencialidade: “fornece a segregação necessária para a informação e garante que
apenas os usuários autorizados tenham acesso aos dados”; e
– Accountability: “refere-se à contabilização de todos os eventos e operações que ocor-
rem na infraestrutura do data center, por meio da manutenção de registros de even-
tos que podem ser auditados ou rastreados posteriormente para o propósito de
segurança”. Em outras palavras, pode ser definida como a capacidade de imputar
responsabilidade a determinado ente, tendo como argumentos os registros de suas
ações. A propriedade decorrente desta, ligada ao usuário, é definida como “Não-
Repúdio”, que assegura a impossibilidade de se questionar a autoria de uma dada
ação registrada em sistemas de informação pela accountability.
Daí se compreende, a priori, que a segurança em Sistemas de Arquivos Distribuídos
deriva da segurança no armazenamento, que é genérica, e passa necessariamente pela
garantia dos princípios da Segurança da Informação (Seção 1.2), porém com as particu-
laridades que lhe são peculiares.
A próxima subseção cuida de apresentar os principais estudos relacionados, além de
evidenciar e fundamentar a justificativa da hipótese de pesquisa.
2.5.2 Segurança em Sistemas de Arquivos Distribuídos
Esta subseção apresenta a pesquisa bibliográfica dos trabalhos na área de segurança em
SAD e discute as propriedades básicas da Segurança da Informação com enfoque nos
mecanismos de segurança em SAD. Como o foco do presente estudo é a análise de um
Sistema de Arquivos Distribuídos específico, resta necessário discorrer sobre o estado da
arte relacionado aos aspectos de segurança citados anteriormente.
A literatura atual fornece um grande número de propostas de solução para as mais
diversas ameaças à segurança em Sistemas de Arquivos Distribuídos. Como ponto de par-
tida e contextualização, cabe citar Grawinkel et al. [36]. Conforme os autores, se por um
lado aspectos como tamanho dos arquivos, latência, largura de banda e até mesmo eficiên-
cia dependem principalmente do hardware, por outro, aspectos importantes relacionados
à segurança, como confidencialidade, integridade e disponibilidade dos dados podem ser
afetados pelo software que os utilizam.
Graf and Wolthusen [37] caracterizam as diferentes ameaças a um sistema de armaze-
namento, dividindo-as entre em ameaças on-line e off-line. Segundo os autores, ameaças
on-line são definidas como as que ocorrem enquanto o sistema operacional executa a inter-
mediação para o acesso aos recursos de armazenamento, e off-line quando essa mediação
não é realizada.
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Choi et al. [38] discutem o problema de intrusão em Sistemas de Armazenamento
Distribuídos em situações em que pelo menos um dos nós do sistema apresenta problemas
de segurança. De modo geral, os autores classificam tentativas de intrusão em dois tipos:
intrusão ativa, por meio da qual o atacante consegue acesso em nível de modificação
de arquivos, e intrusão passiva (eavesdropping), que permite tão somente a leitura
de dados. Apresentam, então, uma análise de ambos os tipos de atacantes e oferecem
um modelo referencial teórico para a capacidade de manutenção da confidencialidade em
Sistemas de Armazenamento Distribuídos contra tais ações maliciosas.
Bžoch and Šafařík [24] também discorrem sobre a segurança em SAD: “a tendência
atual para obtenção de segurança em Sistemas de Arquivos Distribuídos pode ser dividida
em duas partes: comunicação segura em rede e segurança no armazenamento de arqui-
vos”. Ainda de acordo com os autores, “a comunicação segura em rede protege os dados
contra ataques do tipo eavesdropping por meio de aplicação de criptografia”, ao passo
que “a segurança em sistemas de arquivos distribuídos tradicionais é resolvida usando
autenticação e controlando o acesso aos arquivos”.
Conforme já comentado, ataques do eavesdropping interceptam e monitoram de modo
não-autorizado o tráfego de dados entre cliente e servidor. O objetivo deste abuso é
capturar dados sensíveis (como credenciais de acesso, por exemplo) ou mesmo remontar o
tráfego de dados na tentativa de recompor arquivos a partir da junção lógica de fragmentos
de dados.
Nessa linha, Ostovari and Wu [32] abordam uma interessante relação entre aumento
na redundância de hardware4 e ataques de eavesdropping. De acordo com os autores, à
medida que se aumenta a redundância, o sistema de armazenamento torna-se mais robusto
contra falhas, mas, em contrapartida, um efeito indesejável ocorre: há um aumento na
vulnerabilidade do sistema de armazenamento contra estes tipos de ataques.
A preocupação com a ocorrência de falhas é decorrência natural do funcionamento
de drives, assim como outros meios de armazenamento de dados. Estes apresentam ciclo
de vida útil que termina com o desgaste de suas mídias. Assim, com o objetivo de
prevenir perdas de dados, há necessidade de se introduzir redundância, o que acarreta
maior disponibilidade, uma vez que os arquivos estão armazenados em vários locais.
A solução proposta pelos pesquisadores aborda a codificação linear dos dados, utiliza
programação linear para reduzir a complexidade da otimização da programação e trata
tanto a probabilidade de ocorrência de falhas em Sistemas de Armazenamento Distribuí-
dos, como a probabilidade de um usuário malicioso executar um ataque de eavesdropping
em uma rede de armazenamento.
4Técnica que visa ao mascaramento de falhas em Sistemas Distribuídos, usando hardware adicional.
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Sobre este mesmo assunto, cabe destacar o trabalho de Tian et al. [39]. Nele os
autores reiteram a importância e a necessidade de procedimentos de replicação dos dados
em ambientes compostos por servidores eventualmente vulneráveis. Com o objetivo de
aumentar os níveis de segurança e confiabilidade em sistemas de arquivos distribuídos sem
afetar a questão de desempenho, o artigo apresenta a integração de técnicas de replicação
e fragmentação de dados5 para os nós do sistema.
Conforme citado preliminarmente na Seção 2.5.1 e de acordo com Yumerefendi and
Chase [40], “um sistema é considerado accountable se fornece um meio para detectar e
expor comportamentos inadequados de seus utilizadores. Esta ferramenta proporciona in-
centivos para a cooperação e desencoraja comportamentos incorretos e maliciosos”. Estes
autores apresentam um conjunto de ferramentas que incorporam funções de gerenciamento
de estado, armazenando evidências de execuções no sistema de armazenamento, que per-
mitem ações de auditoria e processos de responsabilização. Além disso, atua no controle
de acesso por meio de Access Control Lists (ACL) como parte do processo de avaliação
da responsabilização. Implementada como serviço, a ferramenta armazena estados para
comprovar evidências de violação de políticas de segurança.
A necessidade de implementação de controles de acesso é endossada também por outros
autores, como é possível verificar em Bžoch and Šafařík [24], que ressaltam a necessidade
de implementação de mecanismos de controle sobre privilégios de usuários e aplicação de
criptografia para garantir a segurança nos Sistemas Distribuídos; e Lizhong and Huibo
[41], que apresentam um esquema de detecção de intrusão específico para Sistemas de
Armazenamento, baseado em agentes estáticos e dinâmicos, que produzem alertas de
ataques que não impactam significativamente no tráfego da rede.
Pawar et al. [27] definem capacidades de sigilo e resiliência de um sistema de arma-
zenamento distribuído como a “quantidade máxima de informações que o sistema pode
armazenar com segurança, respectivamente, na presença de um um espião ou um adver-
sário malicioso”. Uma vez que os sistemas de armazenamento distribuídos naturalmente
sofrem processos de falhas ([42] e [43]), aqueles autores focaram em mensurar a tolerân-
cia a estes eventos usando um modelo matemático. Este modelo pode fornecer limites
superiores e inferiores relativos à capacidade que um Sistema de Arquivos Distribuídos
pode apresentar para tolerar ataques passivos durante o processo de reparação em panes.
Isso pode ocorrer porque ataques passivos durante a recuperação de falhas podem coletar
dados de um novo nó no processo de reparo, inclusive conseguindo introduzir mensagens
de erro.
Essa possibilidade necessariamente deve ser levada em consideração, uma vez que,
5Técnica de segurança que divide um arquivo sensível em vários fragmentos que por sua vez são
distribuídos em diferentes servidores em um sistema de armazenamento distribuído.
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conforme já citado, a ocorrência de falhas é intrínseca ao funcionamento dos SD, e ataques
eavesdropping podem tomar proveito dessa característica para obter dados sensíveis no
processo de reparação de falhas.
Como não poderia deixar de ser, a confiabilidade na transferência de dados em Sistemas
de Arquivos Distribuídos é igualmente importante. Palacios et al. [44] propõem uma
implementação de um protocolo que oferece suporte multicast6 para enviar dados de
forma confiável para diferentes grupos de nós de armazenamento em Sistemas de Arquivos
Distribuídos. Transferências usando multicast permitem realizar a difusão simultânea e
múltipla de dados necessários para oferecer redundância, provendo alta disponibilidade
e tolerância a erros. De acordo com o texto, “uma das principais vantagens de se usar
multicast em ambientes clusterizados é a melhora na transferência de dados quando do
envio para múltiplos nós, de modo a reduzir significativamente a sobrecarga da rede”.
2.6 Criptografia
Esta seção evoca os principais conceitos teóricos de criptografia, com especial atenção aos
protocolos e algoritmos utilizados pelos sistemas que serão analisados no Capítulo 4.
O termo criptografia, em Ciência da Computação, pode ser entendido como a apli-
cação de técnicas derivadas de conceitos matemáticos, denominados algoritmos, usados
para transformar mensagens em claro em mensagens ininteligíveis a quem não possui a
informação correta para decifrá-las.
Conforme Stallings [45], os algoritmos e protocolos de criptografia podem ser agrupa-
dos em quatro principais áreas:
– Encriptação ou criptografia simétrica: utilizada para ocultar o conteúdo dos blocos
ou fluxos contínuos de dados de qualquer tamanho;
– Encriptação ou criptografia assimétrica: usada para ocultar pequenos blocos de
dados, como valores de função de hash e chaves de encriptação;
– Algoritmos de integridade de dados: empregados para identificar possíveis alterações
em blocos de dados; e
– Protocolos de autenticação: esquemas baseados no uso de algoritmos criptográficos,
desenvolvidos para autenticar a identidade de entidades.
O papel da criptografia está diretamente ligado aos conceitos de segurança em Siste-
mas de Arquivos Distribuídos, conforme comentado na Subseção 2.5.2. Isso posto, e tendo
6Transmissão simultânea de dados, direcionada de uma origem para um grupo de destinos.
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em vista que a apresentação destes conceitos é relevante para o entendimento dos meca-
nismos apresentados nos próximos capítulos, é pertinente citar cada um deles, de modo a
fundamentar a apresentação do funcionamento dos sistemas analisados nesta dissertação.
2.6.1 Criptografia simétrica e assimétrica
A criptografia simétrica, também chamada de criptografia de chave secreta ou de chave
simples, consiste na aplicação de um segredo a um texto de uma mensagem, com o objetivo
de transformá-lo em um outro texto cifrado. Este segredo pode ser um número, uma senha
ou uma sequência de caracteres aleatórios, em forma de chave, e deve ser conhecido tanto
por quem cifra quanto por quem decifra a mensagem. O inconveniente desta técnica é
simples de se observar: como qualquer pessoa que conheça a chave é capaz de decifrar a
mensagem que foi cifrada por ela, a troca, controle e distribuição destas chaves passam a
ser um problema que pode impactar na segurança do processo.
A criptografia assimétrica, conhecida como criptografia de chave pública, traz uma
solução para este problema, já que se utiliza de um par de chaves relacionadas entre si, de
modo que uma delas pode ser distribuída publicamente e a outra permanece em segredo
com o proprietário. Por este motivo, a primeira chave é denominada chave pública e a
segunda, chave privada. Qualquer mensagem cifrada com a chave pública somente pode
ser decifrada utilizando-se o mesmo algoritmo utilizado e usando sua respectiva chave
privada. Com isso, o problema da distribuição de chaves existente no esquema simétrico
é resolvido.
Para além dessas diferenças, vale citar que a criptografia de chave pública apresenta
um custo relativamente maior de processamento e, por isso, é mais lenta se comparada
com a criptografia simétrica. Em decorrência, a primeira é indicada para cifrar mensagens
de tamanho reduzido, enquanto que a criptografia de chave simples é recomendada para
criptografar arquivos maiores.
Como cada um dos tipos citados possui suas próprias vantagens, há a possibilidade
de se usar um esquema híbrido que emprega as duas técnicas, aproveitando-se dos bene-
fícios de ambas. Pode-se citar com exemplo a utilização de criptografia assimétrica para
criptografar chaves de sessão, que são simétricas. Neste esquema, a criptografia de chave
pública garante a distribuição segura de uma chave privada que, então, pode ser usada
para cifrar arquivos maiores. Podem ser citados, como exemplos práticos deste método, os
protocolos Transport Layer Security (TLS) [46] e Secure Shell (SSH) [47], dentre outros.
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2.6.2 Funções de hash
De modo geral, uma função de hash é um cálculo matemático que opera dados de tamanho
variável, tendo como resultado uma sequência de dados de tamanho fixo, comumente
tratado como checksum. Uma importante característica desta função é a de que qualquer
alteração em seu domínio resulta em grande mudança em sua imagem.
Tipos particulares de funções de hash são as denominadas funções de hash criptográ-
ficas. Funções desta natureza, de acordo com Stallings [45], são algoritmos para os quais
é computacionalmente inviável: descobrir um objeto de dados que seja mapeado para um
resultado de hash pré-especificado; ou identificar dois objetos diferentes de dados que se-
jam mapeados para o mesmo resultado de hash. Estas características fazem com que esta
função apresente duas propriedades importantes: é uma função de via única e é, também,
livre de colisões.
Em consequência, via de regra, o resultado de uma função de hash é uma informação
que pode garantir a integridade dos dados de entrada, uma vez que uma mudança em
qualquer parte da entrada desencadeia uma grande mudança em sua saída.
2.6.3 Protocolos de autenticação
A garantia da confidencialidade, propriedade que restringe o acesso à informação exclusi-
vamente aos entes legítimos, conforme definido na Subseção 1.2, é uma imposição neces-
sária em todos os contextos da segurança da informação em ambientes computacionais.
Desta forma, o processo de autenticação de entidades, sejam elas pessoas ou equipamen-
tos, deve seguir as melhores práticas de segurança de modo a garantir a validade das
identidades alegadas.
Neste sentido, Stallings [45] apresenta dois tipos de protocolos de autenticação que
buscam garantir a confidencialidade:
– De autenticação mútua, no qual as partes em comunicação se satisfazem mutua-
mente a respeito da identidade um do outro, trocando suas chaves de sessão, usando
uma hierarquia de dois níveis de chaves de encriptação simétricas, usada para for-
necer confidencialidade para a comunicação em ambientes distribuídos; e
– De autenticação de mão única, o qual exige que o emissor emita uma solicitação
para o destinatário desejado, espere uma resposta que inclua uma chave de sessão
e somente então envie a mensagem.
Ainda de acordo com o autor, um dos principais serviços de autenticação é o Kerberos.
Discutido em detalhes nos Capítulos 3 e 4 deste trabalho, o sistema utiliza protocolos de
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autenticação para operação em ambientes distribuídos abertos. Os usuários devem aces-
sar, nestes ambientes, recursos em servidores distribuídos pela rede, mas os servidores
devem restringir o acesso unicamente a usuários autorizados. Além disso, o Kerberos
deve autenticar as solicitações de serviço em um ambiente em que uma estação de tra-
balho pode não ser confiável para identificar seus usuários corretamente com os serviços
disponibilizados.
2.7 Considerações finais
Este capítulo apresentou uma visão geral sobre os Sistemas Distribuídos, particularizando
os Sistemas de Arquivos Distribuídos e as questões relacionadas à segurança nestes siste-
mas. A análise dos mais recentes estudos ligados à segurança em Sistemas de Arquivos
Distribuídos apontou que há um grande número de ameaças e que estas impactam dire-
tamente no funcionamento dos sistemas de organizações.
Restou claro que os ataques do tipo eavesdropping são comumente observados contra
fluxos de dados em Sistemas de Arquivos Distribuídos e, por conta disso, são largamente
estudados na literatura. Por este motivo este tipo de ataque deve ser analisado criterio-
samente neste estudo.
Verificou-se, ainda, que a possibilidade de implementação de diferentes recursos de
segurança e controle podem servir para alavancar não somente a qualidade de acesso,
mas principalmente aprimorar os atributos da segurança da informação ligados aos dados
armazenados nas organizações. Exemplo disso é o papel da criptografia aplicada em am-
bientes distribuídos, especialmente relacionada à garantia da confidencialidade, fator que
apresenta-se como requisito fundamental para a segura utilização dos serviços disponibi-
lizados na rede.
O próximo capítulo apresentará o OpenAFS e suas características técnicas, tendo como
pano de fundo as ameaças ligadas a ataques de eavesdropping, bem como os recursos de
segurança que o sistema possui para fazer frente a tais desafios. Desta forma, o OpenAFS
poderá ser analisado sob a perspectiva dos conceitos apresentados neste capítulo, além de
ser comparado a outros Sistemas de Arquivos Distribuídos, com o objetivo de identificar





Tal qual introduzido na Seção 2.2, os Sistemas de Arquivos Distribuídos (SAD) foram
projetados para disponibilizar, remotamente, arquivos a aplicações através de uma rede,
executando tal serviço em um ambiente distribuído. Este capítulo trata de um SAD
em particular, denominado OpenAFS. As próximas seções apresentam os conceitos gerais
a respeito do sistema e listam as características técnicas e de segurança que o sistema
disponibiliza nativamente, bem como ressaltam as possibilidades de customizações que
podem alavancar os níveis de segurança oferecidos aos dados em armazenamento. Ao final,
traça-se um paralelo entre o OpenAFS e outros três Sistemas de Arquivos Distribuídos, de
modo a justificar sua escolha e estabelecer parâmetros de comparação.
3.1 Conceitos Gerais
A grande diversidade de aplicações atuais são dependentes de ambientes distribuídos
que viabilizem o armazenamento de grandes massas de dados e garantam, ainda, alta
disponibilidade, integridade e confidencialidade aos dados armazenados.
Exemplos dessa dependência podem ser observados em pequenas, médias e grandes
empresas, cujos sistemas necessitam fornecer acesso a arquivos da organização com um
mínimo de interrupção possível, além de garantir que tais dados sejam íntegros e acessíveis
apenas aos usuários autorizados [48].
Neste sentido se apresenta o Andrew Distributed File System (AFS), Sistema
de Arquivos Distribuídos que fornece uma arquitetura cliente-servidor para compartilha-
mento de arquivos e replicação de conteúdo distribuído que proporciona independência
de local, escalabilidade, segurança e transparência na migração de recursos [16].
No início da década de 1980, a Carnegie Mellon University iniciou o Projeto Andrew,
com o objetivo de fornecer à Universidade um sistema de computação distribuído que
conectasse várias estações de trabalho a servidores administrativos. Mais tarde, com seu
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amadurecimento, o projeto tornou-se comercialmente disponível, tendo sido adquirido
pela IBM em 1998.
Dois anos depois, a IBM decidiu tornar o código publicamente acessível, anunciando
então o OpenAFS como um software de código aberto. O projeto de desenvolvimento per-
manece ativo, contando com a The OpenAFS Foundation1 para promover a estabilidade
e o crescimento deste SAD, mantendo-o como uma implementação open-source.
O OpenAFS conta com versões para a maioria dos sistemas operacionais modernos,
podendo ser citados UNIX, Linux, MacOS X e Microsoft Windows. De acordo com
a pesquisa executada por Elomari et al. [49], o OpenAFS oferece diversas melhorias em
relação aos sistemas tradicionais, tendo como principais características:
– escalabilidade;
– proporciona independência de localização;
– oferece alto nível de segurança a dados em armazenamento e no tráfego de creden-
ciais; e
– provê transparência na migração de recursos.
Utilizado como SAD em grandes universidades ao redor do mundo (por exemplo, a
Faculdade de Tecnologia da Informação da Universidade de Stanford2, o Instituto de Tec-
nologia de Nova Jersey (NJIT)3, a Universidade de Tecnologia da Informação de Michigan4
e a Universidade da Carolina do Norte5), o OpenAFS é completamente transparente para
o usuário, provendo independência de localização e de sistema operacional [19].
Em outras palavras, ele oculta sua natureza distribuída do usuário e, assim, o acesso
a arquivos disponibilizados por este SAD ocorre como se fosse um acesso local, com o
diferencial para o cliente de poder armazenar um número muito maior de dados remo-
tamente, além de outras vantagens, como a possibilidade de obter cópias de segurança e
usufruir de alta disponibilidade.
De acordo com o citado na Seção 2.4.1, um arquivo disponibilizado por um sistema
com essas características é acessível a uma aplicação como se fosse local, embora esteja
remotamente distribuído. Além disso, como o OpenAFS depende do poder das máquinas
clientes para o processamento dos dados, o aumento no número de usuários não implica








Uma vez traçadas essas perspectivas, as próximas subseções passam a detalhar as
peculiaridades técnicas do OpenAFS.
3.1.1 Arquitetura
De acordo com Tanenbaum and Steen [48], a arquitetura de Sistemas Distribuídos é um
modelo conceitual relacionado principalmente à organização dos componentes do soft-
ware que constituem o sistema. Este desenho revela como os vários componentes são
organizados e aponta como deve ser a interação entre eles.
O OpenAFS utiliza a arquitetura cliente-servidor, com funções específicas para cada
ente. Este modelo é largamente utilizado em computação e apresenta dois tipos de máqui-
nas: os servidores, que armazenam dados e executam serviços, e os clientes, que executam
aplicações para usuários e acessam dados e serviços fornecidos pelos servidores.
O componente cliente é operado pelo deamon6 afsd, responsável pelo suporte ao cache
local e às operações de acesso aos servidores. O compontente servidor, por sua vez, é
dividido em duas categorias: servidores de banco de dados e servidores de arquivos. Cada
uma destas categorias são subdivididas em serviços específicos, cujos respectivos processos
são ilustrados na Figura 3.1:
Figura 3.1: Arquitetura do OpenAFS.
Desta forma, os servidores OpenAFS armazenam arquivos no Sistema de Arquivos Dis-
tribuídos, com diferentes processos gerenciando a entrega e o recebimento destes dados.
Os clientes, instalados nas máquinas dos usuários, fornecem acesso aos arquivos armaze-
nados nos servidores e executam um gerenciador de cache, o qual permite a comunicação
6Um deamon é um programa executado como um processo em segundo plano, sob controle do Sistema
Operacional.
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entre os processos cliente e servidor e atua no controle desta área de armazenamento
temporária.
Cabe, neste ponto, detalhar a função de cada dos componentes servidores:
– Servidor de gerenciamento:
- Basic OverSeer Server (BOS): monitora o status de todos os processos do
OpenAFS, reiniciando-os automaticamente em caso de falhas;
– Servidores de banco de dados:
- Backup Server : mantém uma base de dados que possibilita a administração
de todas as operações de backup nos servidores de banco de dados;
- Volume Location Server : mantém um banco de dados com a localização dos
volumes, rastreando suas informações de localização, status, ID e modificações;
- Protection Server : mantém e manipula informações no banco de dados de
proteção, mapeando usuários, grupos e seus identificadores internos; e
- Authentication Server : mantém o banco de dados de autenticação, usado para
autenticar usuários e responder a clientes com tickets de autenticação.
– Servidores de Arquivos:
- File Server : manipula arquivos e diretórios armazenados nos volumes, pro-
vendo a solicitações devidamente autenticadas;
- Salvager Server : executa tarefas de recuperação de dados armazenados nos
volumes de um servidor de arquivos; e
- Volume Server : executa tarefas administrativas relacionadas aos volumes, tais
como criação, realocação, exclusão e replicação, dentre outras.
Em um servidor tradicional, os discos de armazenamento são subdivididos em parti-
ções. Diferentemente disso, o OpenAFS trabalha com o conceito de volumes. Volumes são
subdivisões de partições, e cada um abriga uma sub-árvore de arquivos e diretórios [5].
Em outras palavras, um volume é uma unidade conceitual que denomina um conjunto de
arquivos relacionados, armazenados juntos em uma partição de um servidor de arquivos.
O volume é a principal unidade administrativa no OpenAFS e possui várias caracterís-
ticas que facilitam as tarefas administrativas e ajudam a melhorar o desempenho geral do
sistema [5], cabendo ser citadas:
– o tamanho relativamente pequeno dos volumes facilita a movimentação entre parti-
ções ou entre servidores;
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– cada volume corresponde logicamente a um diretório na árvore de arquivos e mantém
juntos, em uma única partição, todos os dados que compõem os arquivos no diretório
(incluindo subdiretórios possíveis); e
– ao permitirem sua replicação, os volumes aumentam a disponibilidade do sistema.
Estes volumes podem ser movidos de um servidor OpenAFS para outro sem que o
usuário perceba, já que o sistema os rastreia automaticamente. Tal modelo fornece acesso
transparente aos arquivos, de modo que os usuários não necessitam saber em que servidor
o arquivo está para ser acessado [19].
Para acessar os arquivos, os clientes consultam um conjunto de servidores administra-
tivos que armazenam em bancos de dados todas as informações relacionadas a volumes e
permissões de usuários. Essas máquinas de controle executam daemons que localizam o
volume ao qual um arquivo pertence, identificam a máquina em que reside fisicamente o
volume e verificam as autorizações do usuário para acesso aos recursos solicitados.
Ao conjunto de servidores de controle dá-se o nome de célula, que, portanto, forma
o domínio administrativo no OpenAFS. A Figura 3.2 [19] apresenta um exemplo desta
estrutura:
Figura 3.2: Exemplo de Célula do OpenAFS3.
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3.1.2 Cache
Como citado resumidamente na Seção 2.4.4, cache em Sistemas de Arquivos Distribuídos
pode ser usado tanto no cliente quanto no servidor. No primeiro caso, o cache arma-
zena conteúdo que foi baixado por uma aplicação; no segundo, guarda dados que foram
solicitados pela maioria dos usuários da rede.
O OpenAFS utiliza o primeiro caso, i.e., cada cliente dedica parte de seus recursos locais
(disco e/ou memória) para armazenar dados temporariamente. Essa abordagem é válida,
uma vez que a utilização do cache no servidor e no cliente, simultaneamente, não tem
como consequência o aumento no desempenho do sistema, já que o aumento da taxa de
acertos do cache no lado do cliente remete a um aumento proporcional de erros no lado
do servidor e vice-versa [50].
Nessas circunstâncias, cabe detalhar o mecanismo de controle do cache no OpenAFS.
Cada solicitação de uma dada aplicação cliente a um servidor OpenAFS passa, antes de
seguir seu destino, por um módulo gerenciador chamado de “Cache Manager”. Este
módulo é o responsável por se conectar ao respectivo processo no servidor e, recebidos os
dados, coordena o armazenamento em cache, respondendo, então, à aplicação do cliente
com os dados solicitados [5].
A Figura 3.3 ilustra o funcionamento do cache no OpenAFS:
Figura 3.3: Funcionamento do Cache no OpenAFS.
Como é possível visualizar na Figura 3.3, os servidores armazenam volumes que, por
sua vez, guardam os arquivos e diretórios. Tais conteúdos são acessíveis às estações
de trabalho por meio de pontos de montagem no Namespace7 do OpenAFS. Então, o
7Termo em inglês que pode ser traduzido como “espaço de nomes”. Define um delimitador abstrato
que fornece um contexto para os itens armazenados.
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Gerenciador de Cache, agente que permite o acesso a dados armazenados no espaço de
nomes do OpenAFS, solicita o arquivo ao servidor apropriado e armazena uma cópia dele
no disco local, possibilitando aos programas executados no cliente utilizarem o arquivo
em cache.
Como vantagem da utilização do cache no OpenAFS pode ser citado o aumento na
velocidade na entrega de dados para as aplicações do cliente, uma vez que, em casos de
requisições repetidas a um mesmo arquivo, a aplicação não precisa aguardar o tempo entre
sua solicitação e a resposta do servidor. Outro ganho, decorrente deste, é a diminuição
de tráfego repetido na rede.
Por outro lado, a consequência indesejada da utilização do cache no sistema é a ne-
cessidade de se garantir a consistência entre as cópias em cache de um dado arquivo e sua
versão original. Para fazer frente a este inconveniente, quando um arquivo é modificado
no servidor OpenAFS, um processo nesta máquina informa a todos os “Cache Managers”
que possuem cópias daquele dado que aquela versão em cache não é a mais recente.
Este procedimento utiliza um mecanismo especial para realizar tais notificações de
forma eficiente, chamado de “callback”, algoritmo que age junto ao Cache Manager,
forçando-o a sempre solicitar a versão mais atualizada de um arquivo [51].
Resumidamente, uma “callback” é um algoritmo, normalmente denominado como ca-
che police (política de cache), e pode ser entendida como uma “promessa” feita por um
servidor a um Cache Manager, na qual compromete-se a avisar se um dado anteriormente
entregue foi modificado. Com isso, o cliente não precisa contactar o servidor para desco-
brir se um arquivo armazenado em seu cache ainda é válido. Em vez disso, ele pressupõe
que o arquivo é válido até que o servidor o informe de modificações [52].
Bžoch and Šafařínk [33] apresentam a importância deste recurso e apontam estes
algoritmos como “políticas de substituição”, já que eles podem trabalhar com informações
estatísticas obtidas a partir de acessos de usuários anteriores para tomar uma eventual
decisão de substituição do cache por um dado mais novo. Utilizando-se de um simulador de
cache, os autores efetuaram comparações entre diferentes políticas de cache para diversos
tamanhos de cache em diferentes Sistemas de Arquivos Distribuídos.
Os testes demonstraram, na análise apresentada, que no domínio de uma célula8 do
OpenAFS, o algoritmo LFU-SS9 destacou-se como a melhor política de armazenamento
em cache, tendo alcançado 4% de melhoria em caches de tamanhos pequenos (de até
16MB) e 2% de melhoria em caches de tamanhos grandes (maiores ou iguais a 512MB),
em comparação com as demais políticas estudadas.
8Domínio administrativo do OpenAFS, conforme citado na Subseção 3.1.1.
9The Least Frequently Used with Server Statistics - este algoritmo substitui as unidades de dados com
base na frequência de acessos à unidade e armazena um contador para cada unidade de dados em cache,
que é incrementado a cada acesso.
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Além da utilização de “callbacks”, o Gerenciador de Cache possui um mecanismo
chamado “flushmount” para rastrear outros tipos de alterações, como a mudança na
localização de um volume. Um exemplo deste caso é a situação em que um volume seja
movido para outro servidor e o Gerenciador de Cache não tiver acessado nenhum dado
durante algum tempo.
Em consequência, o registro de localização de volume poderá estar errado. O recurso
de checagem de volumes do Gerenciador de Cache recria a tabela de mapeamentos de
nomes e volumes, referenciando volumes recém-realocados [51].
3.1.3 Replicação
A confiabilidade dos Sistemas de Arquivos Distribuídos é baseada, principalmente, nos
conceitos de replicação e distribuição [19]. Conforme introduzido na Subseção 3.4, replicar
significa criar uma cópia idêntica10 de um volume em mais de um servidor.
Uma consequência natural da utilização deste recurso é o aumento da disponibilidade,
uma vez que a falha de um servidor que hospeda o volume não causa a interrupção no
trabalho dos usuários, já que que seu conteúdo permanece disponível em outras máquinas.
Para além disso, a replicação fornece balanceamento de carga, uma vez que um servidor
não necessariamente será sobrecarregado com acessos a arquivos de um volume com um
grande número de requisições [5].
A Subseção 3.1.1 tratou de volumes e suas características. Como preliminarmente ci-
tado, o OpenAFS permite a execução de clones de volumes, disponibilizando-os em outro(s)
servidor(es) por meio de uma interface denominada Volume Server.
O Volume Server manipula dados do OpenAFS no nível de volumes completos, em vez
de arquivos e diretórios, possibilitando criar, excluir, mover e replicar volumes. Denomi-
nadas como “replication sites”, estas cópias são limitadas a um volume habilitado para
leitura e gravação, porém permitindo várias réplicas somente-leitura [5].
Por essas razões, cabe concluir que o OpenAFS não se adapta bem a um grande número
de leituras paralelas em volumes para leitura e gravação, mas demonstra ser muito bem
dimensionado para leituras paralelas de dados em réplicas do tipo somente-leitura. Como
a replicação de volumes do tipo somente-leitura não é instantânea, o OpenAFS pode não
ser adequado para escrever e ler imediatamente grandes volumes de dados.
10Esta cópia é comumente chamada de “clone”.
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A Figura 3.4 ilustra o processo de replicação no OpenAFS:
Figura 3.4: Processo de replicação no OpenAFS.
Como é possível observar na figura, o padrão de nomes para as partições que arma-
zenam os volumes no OpenAFS é o /vicepindex, onde index é uma letra minúscula. Por
convenção, a primeira partição criada é a /vicepa, a segunda /vicepb até /vicepz, podendo
naturalmente continuar como /vicepaa, e assim sucessivamente.
O Ubik é uma biblioteca de utilitários do OpenAFS que mantém as bases de dados do
sistema constantemente sincronizadas, vez que as cópias de cada base de dados devem
ser sempre idênticas a todo tempo. Trabalhando como componentes cliente e servidor, o
processo Ubik foi projetado para distribuir as mudanças nas bases de dados do OpenAFS
de modo automático e instantâneo [5].
Cabe ressaltar, finalmente, que a replicação de volumes em uma célula, disponibilizada
nativamente pelo OpenAFS, fornece ainda uma maneira alternativa para criação de backups,
assunto que será apresentado em detalhes na Subseção 3.2.3.
3.2 Segurança
Esta seção trata das principais características de segurança do OpenAFS e especifica seus
recursos de modo a contextualizar o desenvolvimento dos testes e análises executados no
próximo capítulo.
Garantir a segurança em um ambiente de rede é particularmente difícil. Quase todos
os procedimentos exigem a transmissão de informações através de estruturas acessíveis
a todos os clientes, além do fato de que usuários maliciosos ou não autorizados podem
monitorar transações ou até mesmo interceptar as transmissões de dados.
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Como citado na Subseção 2.5.2, Sistemas de Arquivos Distribuídos possuem, tal como
outros sistemas, a necessidade de controles que garantam disponibilidade, integridade
e confidencialidade aos dados neles armazenados. O OpenAFS incorpora vários recursos
que funcionam em conjunto para fornecer níveis adequados de segurança aos dados nele
armazenados [5], cabendo citar:
– aplicação de ACL’s em diretórios: arquivos armazenados no OpenAFS são protegidos
por ACL’s associadas ao respectivo diretório, definindo quais usuários ou grupos
podem acessar os dados no diretório e controlando a forma com que o acesso é
realizado;
– autenticação mútua entre cliente e servidor e entre processos servidores: para esta-
belecer a comunicação, cada ente exige que o outro prove sua identidade por meio
de um processo de autenticação mútua que envolve troca de informações criptogra-
fadas, de tal sorte que somente partes válidas podem decifrar e responder;
– tokens: para acessar os arquivos do OpenAFS, usuários devem provar suas identidades
a um serviço de autenticação, fornecendo uma senha. Se este dado for correto, o
usuário receberá um token como prova de autenticação;
– verificação de autorização: além da autenticação mútua entre cliente e servidor, o
OpenAFS verifica, ainda, se o cliente cuja identidade foi verificada também tem auto-
rização para fazer a solicitação do acesso, uma vez que pedidos diferentes requerem
diferentes tipos de privilégios; e
– criptografia do tráfego de rede: os processos do servidor criptografam informações
confidenciais antes de enviá-las aos clientes, impedindo que uma parte não autori-
zada, mesmo conseguindo capturar o tráfego de uma conexão autenticada, decifre
dados criptografados, já que não possui a chave correta.
Cabe citar, neste ponto, que o OpenAFS disponibiliza em seu site uma página11 dedicada
a documentar o histórico de alertas de segurança emitidos pelo projeto. São divulgadas as
vulnerabilidades conhecidas, componentes afetados e uma visão geral que inclui resumo do
problema, link para o texto completo do comunicado e, quando disponíveis, os patches12
de correção.
As próximas subseções passam a tratar de características específicas de segurança de
cada um dos principais mecanismos do OpenAFS.
11https://www.openafs.org/pages/security/
12Termo utilizado para definir programas criados com a finalidade de corrigir um software. No caso em
tela, o termo “bugfix” também pode ser usado, já que se presta a corrigir vulnerabilidades de segurança.
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3.2.1 Autenticação
De acordo com Milicchio and Gehrke [19], a confiança é uma questão importante na
segurança e, com isso, parte dos problemas nesta área está relacionada à autenticação.
Preliminarmente cabe ressaltar que, de acordo com os autores, autenticação é diferente
de autorização e, embora estes dois termos estejam sempre ligados, possuem diferentes
significados e propósitos. Autenticação tem o propósito de estabelecer a identidade de
um ente; autorização, por outro lado, é a decisão de permitir a um ente uma determinada
ação. Decorre, deste entendimento, que a autorização é subordinada à autenticação.
Sistemas computacionais utilizam senhas para que um usuário possa provar sua iden-
tidade; como consequência, qualquer outro ente que conheça esta credencial pode efetiva-
mente se passar por aquele, causando quebra na confidencialidade. Desta forma, há que se
aplicar controles que ofereçam não somente o serviço de autenticação, mas principalmente
segurança a este processo, de forma a impedir o roubo ou espionagem de credenciais de
acesso.
O OpenAFS fornece segurança no processo de autenticação, exigindo que servidores e
clientes comprovem suas identidades uns aos outros, antes de trocar informações. Cha-
mado de autenticação mútua, o processo exige que o servidor e o cliente demonstrem
conhecimento de um “segredo compartilhado” conhecido apenas pelos dois.
A autenticação mútua garante que os servidores forneçam informações somente aos cli-
entes autorizados e que os clientes, por sua vez, recebam informações apenas de servidores
legítimos [5].
O OpenAFS utiliza dois tipos de autenticação mútua:
– autenticação mútua simples: envolve apenas uma chave de criptografia entre
cliente e servidor. O cliente se conecta ao servidor enviando uma mensagem crip-
tografada de desafio com uma chave conhecida apenas pelos dois. O servidor de-
criptografa a mensagem usando sua chave (igual à do cliente) e responde ao desafio
usando sua chave para criptografar a resposta. Então, o cliente usa sua chave para
decriptografar a resposta do servidor e, se correto, o cliente tem certeza de que o
servidor é autêntico. Desta forma, somente alguém que conhece a mesma chave
que o cliente pode decriptografar o desafio e respondê-lo corretamente. Pela mesma
razão, o servidor pode concluir que o cliente é genuíno. O OpenAFS usa este processo
para verificar a identidade do usuário durante a primeira parte do procedimento de
login. Neste caso, a chave de criptografia para a criação dos desafios é a senha do
usuário - idealmente conhecida apenas pelo usuário e pelo servidor; e
– autenticação mútua complexa: utilizada para todas as outras transações, en-
volve três chaves de criptografia e três entes - o cliente, o servidor e o “ticket-
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granter”. Antes da comunicação entre um cliente e um servidor, o primeiro entra
em contato com um terceiro ente chamado “ticket-granter”, autenticando-se mutu-
amente usando a autenticação mútua simples. Se a transação ocorrer com sucesso,
o “ticket-granter” fornece ao cliente um ticket como prova de que a identidade do
cliente foi verificada. O “ticket-granter” criptografa o ticket com a primeira das três
chaves, que é conhecida apenas pelo “ticket-granter” e pelo servidor que o cliente
deseja contatar. O “ticket-granter” envia várias outras informações juntamente com
o ticket, as quais permitem ao cliente usar o ticket efetivamente, apesar de não con-
seguir decriptografá-lo: uma chave de sessão, que é a segunda chave de criptografia
envolvida na autenticação mútua, de modo que o cliente e o servidor possam usar
a chave de sessão para criptografar as mensagens enviadas durante as transações;
o nome do servidor para o qual o ticket é válido; e um limite de tempo de vida do
ticket, com duração padrão de 100 horas.
Para executar tais tarefas de autenticação (verificação de identidades para autentica-
ção mútua e geração de tickets), o OpenAFS utiliza um componente externo ao sistema,
chamado Kerberos.
O Kerberos é um protocolo de autenticação de rede, projetado para fornecer segurança
para processos de autenticação usados por aplicativos que utilizam arquitetura cliente-
servidor. Usando criptografia simétrica para prova de identidade entre entes em uma
rede insegura, o Kerberos mantém um banco de dados no qual armazena as chaves de
criptografia para usuários (que são suas respectivas senhas) e chave do Servidor OpenAFS
[53].
Seu serviço de autenticação foi construído em torno do protocolo publicado no final
da década de 1970 por Needham and Schroeder [54], tendo sido projetado para fornecer
um serviço de autenticação segura e distribuída, utilizando-se de criptografia de chave
simétrica. Com relação à criptografia aplicada ao Kerberos 5, (versão mais recente),
cabe ressaltar o suporte à cifra Advanced Encryption Standard (AES) de bloco de 128
bits e tamanhos de chave de 128 ou 256 bits, com a função SHA-1 como função de checksum,
conforme descrito em [55].
O papel deste protocolo é fundamental para a garantia da segurança no processo de
autenticação não somente dos usuários que desejam se autenticar no servidor OpenAFS,
mas também na confidencialidade dos dados que trafegam entre os servidores da célula
OpenAFS.
Cabe ressaltar, em complemento ao apresentado no início desta subseção, que a au-
tenticação é o primeiro passo no processo de autorização. A posse de um ticket fornecido
pelo Kerberos confere ao cliente tão somente a prova de que ele é quem alega ser. A
autorização é o próximo passo, cujos procedimentos determinam se o cliente pode ou não
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usar um determinado serviço e quais permissões e tipos de acesso ele possui. Este tema
será abordado em profundidade na próxima subseção.
É importante definir os principais conceitos e entes envolvidos no processo de auten-
ticação do Kerberos:
– Realm: Conjunto de nós (estações de trabalho, servidores, etc.) que compartilham
o banco de dados Kerberos;
– Principal: Identidade de um cliente, usuário ou servidor, à qual os tickets do
Kerberos podem ser atribuídos;
– Cliente: Processo, host, servidor ou outro nó que faz uso do Kerberos sob o comando
de um usuário;
– Servidor: Principal em particular, que fornece um recurso para clientes da rede;
– Serviço: Recurso fornecido pelo Servidor (ou por um conjunto destes) aos clientes
da rede;
– Key Distribution Center (KDC): Serviço do Kerberos, composto pelo Authentica-
tion Server (AS) e pelo Ticket Granting Server (TGS). Atende tanto às solicitações
de ticket inicial quanto de permissão de concessão de tickets;
– Authentication Server (AS): Componente do KDC que manipula a solicitação inicial
e emite um TGT. É o responsável por manter o banco de dados de entidades e as
respectivas chaves secretas;
– Ticket Granting Server (TGS): Componente KDC que manipula a etapa de conces-
são de tickets para os serviços solicitados.
– TGT: Ticket destinado ao TGS que pode ser usado para obter tickets para serviços
adicionais, sem a necessidade de senha ou de chave secreta do usuário original;
– Service Ticket: Ticket emitido pelo TGS que pode ser usado para autenticar um
serviço;
A Figura 3.5 apresenta um esquema lógico da sequência de ações no processo de
autenticação:
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Figura 3.5: Funcionamento geral do Kerberos [1].
Uma vez que o processo de autenticação do OpenAFS será analisado em detalhes
no Capítulo 4, cabe identificar, neste ponto, a interação deste SAD com o Kerberos.
Observando-se a Figura 3.5 é possível identificar três etapas principais:
– os passos 1 e 2 formam a etapa de autenticação inicial, na qual o cliente solicita um
token de autenticação e o recebe;
– os passos 3 e 4 formam a etapa de solicitação de serviço, na qual o cliente solicita a
concessão de um ticket para acesso a um determinado serviço (OpenAFS) e o recebe;
e
– os passos 5 e 6 formam a etapa de acesso ao serviço desejado (OpenAFS), na qual o
cliente usa o ticket para acessá-lo.
Ainda de acordo com a Figura 3.5, é possível identificar que o Authentication Server
(AS) e o Ticket Granting Server (TGS) formam o conjunto principal do Kerberos, deno-
minado Key Distribution Center (KDC). Além destes mecanismos, existe a base de dados
do KDC, responsável por armazenar todas as chaves secretas, sejam de serviços ou de
usuários, além de dados intrínsecos das contas armazenadas, tais como data de criação,
políticas de acesso, dentre outros.
Dada a relevância do processo de autenticação apresentado nesta Subseção, justifica-
se a apresentação de uma análise a respeito deste serviço, conforme objetivos específicos
desta dissertação, citados na Subseção 1.3.2. Para isso, a avaliação técnica da autenticação
do OpenAFS no Kerberos será discutida no decorrer do próximo capítulo, acompanhada
de testes e seus respectivos resultados.
É importante salientar, por oportuno, que o Kerberos versão 5 apresentou problemas
na aplicação de criptografia para proteção de credenciais em conjunto com o OpenAFS,
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evidenciando vulnerabilidade a ataques de força bruta contra o algoritmo utilizado para
a proteção das credenciais de acesso.
Outro protocolo utilizado especificamente na autenticação em servidores OpenAFS é o
Extended Remote Procedure Call (RX). Transportado pelo protocolo UDP, o RX é um
protocolo de Remote Procedure Call (RPC) que fornece suporte geral para transferência
de dados, autenticação e segurança de ponta a ponta.
Apesar de não ser definido por RFC13, o RX é robusto o suficiente para permitir que
clientes e servidores se adaptem às diferenças em seu desempenho relativo, a links com
perdas e a atrasos da rede, fornecendo, em baixo nível, a garantia de entrega de pacotes
a um servidor apto a recebê-los [56].
Uma chamada típica entre cliente e servidor OpenAFS consiste em:
– O cliente envia uma requisição ao servidor, contendo a ID do serviço;
– O servidor recebe a requisição e envia um desafio ao cliente;
– O cliente responde ao desafio, enviando o token de acesso (recebido anteriormente
do Kerberos);
– O servidor decifra o token e envia uma mensagem de resposta autorizando o acesso
do cliente; e
– O cliente confirma o recebimento com uma mensagem do tipo ACK.
No RX, todas as conexões autenticadas são, potencialmente, seguras. Com isso, co-
nexões usando o RX podem ser protegidas contra alteração de dados usando criptografia,
normalmente com uso de um segredo compartilhado entre cliente e servidor. Este proto-
colo é usado nas fases 5 e 6, ilustradas na Figura 3.5, e será objeto de análise na Subseção
4.2.3
3.2.2 Controle de Acesso
O controle de acesso a arquivos no OpenAFS é executado por um mecanismo chamado
ACL (Access Control List). As listas de controle de acesso são relações de permissões
ligadas a um determinado objeto.
No contexto do OpenAFS, elas definem quais usuários e grupos podem acessar dados
em determinado diretório, e de que forma podem fazê-lo, ou seja, determinam quem pode
ver, alterar ou mover os arquivos. Em outras palavras, as ACL mapeiam usuários e/ou
grupos a um conjunto de direitos de acesso.
13Publicações que documentam os padrões, serviços e protocolos oficiais e não-oficiais da Internet.
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Antes de tratar especificamente das ACL, faz-se necessário assinalar as diferenças no
controle de acesso a dados implementado pelo sistema de arquivos do OpenAFS e o sistema
de arquivos UNIX, vez que ambos se comportam de modo semelhante, mas com detalhes
distintos.
O UNIX controla ao nível de arquivo associando 9 bits para cada arquivo (leitura,
escrita e execução para donos, grupos e outros usuários); diferentemente disso, o OpenAFS
provê controle de acesso pelas ACL ao nível de diretório, protegendo todos os arquivos
em um mesmo diretório da mesma maneira [5]. Desta forma:
– mover um arquivo para outro diretório causa alteração nas permissões de acesso a
ele aplicadas, que passam a ser as da ACL do destino;
– a alteração de uma ACL provoca alteração na proteção de todos os arquivos do
diretório por ela controlado; e
– criar uma subpasta faz com que ela herde automaticamente as permissões de sua
pasta pai e implica cópia da ACL do diretório pai, mas a ACL filha pode ser alterada
independentemente da ACL pai, desde que esta conceda tal acesso a um usuário.
Em células (Subseção 3.1.1) nas quais o compartilhamento de arquivos é amplamente
difundido, pode não ser desejável que todos os usuários tenham o mesmo tipo de acesso
a todos os arquivos, e controles devem ser implementados, conforme Bžoch and Šafařík
[24].
O OpenAFS define sete direitos possíveis para configuração de controle de acesso a um
diretório e aos arquivos que ele contém: a - administer ; d - delete; i - insert; k - lock; l -
lookup; r - read; e w - write.
3.2.3 Backup
Como foi comentado na Seção 2.5.2, mídias mecânicas sofrem panes naturais ao final de
seu ciclo de vida, dada a natureza da estrutura de seus componentes. Para contornar
este problema, mesmo em sistemas que possuem recursos de replicação de dados, backups
devem ser detalhadamente planejados, com a finalidade de diminuir a probabilidade de
perda de dados em caso de falhas de hardware.
Cópias de segurança podem ser realizadas nativamente pelo OpenAFS com a configu-
ração de um processo opcional denominado Backup Server , que atua em conjunto com
outro serviço chamado Backup Database .
O Backup Database é uma base de dados administrativa, replicada e controlada pelo
Backup Server no contexto de uma célula do OpenAFS. Juntos, os serviços possibilitam
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o backup de volumes inteiros em fita ou mesmo em outro sistema de arquivos, fornecendo
a possibilidade de restauração quando necessário [5].
Alternativamente, o OpenAFS possibilita a gravação do estado de um volume em um
dado momento e, em seguida, o armazena em outras mídias ou em outro sistema de
arquivos, de modo a possibilitar a recuperação de arquivos excluídos ou alterados aciden-
talmente [5].
Neste ponto cabe ressaltar um requisito fundamental para a operação de Sistemas
Distribuídos de um modo geral, que afeta não somente a operação de backup, mas de
toda a tecnologia envolvida nos bancos de dados distribuídos do OpenAFS: a imperiosa
necessidade de sincronia dos relógios para a operação correta de todos os serviços.
Coulouris et al. [7] ressaltam que cada computador em um sistema distribuído possui
seu próprio relógio interno, que pode ser usado por processos locais para obter o horário
atual. Desta forma, dois processos em execução em computadores diferentes podem asso-
ciar cada data e hora a seus eventos. No entanto, mesmo que os dois processos leiam seus
relógios ao mesmo tempo, seus relógios locais podem fornecer valores de tempo diferentes.
Latha and Shashidhara [57] completam este raciocínio afirmando que, em um ambiente
distribuído, os relógios de cada um dos nós devem concordar com um valor de tempo
comum, necessitando de uma sincronia para limitar os erros decorrentes de diferenças de
velocidades de clock que se acumulam no tempo.
Não somente os Sistemas Distribuídos em si dependem da sincronia da hora entre seus
clientes e servidores. No caso do OpenAFS, o sistema de autenticação utilizado, provido
pelo Kerberos, tolera uma variação mínima entre os relógios do servidor e dos clientes,
de modo que a sincronização de tempo entre os hosts do ambiente de testes deve ser
adequadamente implementada. A fim de satisfazer tal necessidade, este trabalho prevê
a utilização do OpenNTPD14, que implementa o protocolo NTP, conforme citado na Seção
4.3.
Voltando ao sistema de backup do OpenAFS, é possível verificar que o mesmo apresenta
grande granularidade na configuração, permitindo o amplo controle de opções e automação
do processo de criação das cópias de segurança, incluindo itens como a frequência, quais
volumes devem ser copiados e características dos dumps15 gerados pelo sistema [5].
Uma vez que o processo de backup aumenta o nível de disponibilidade da solução, como
previamente assentado na Subseção 2.5.1, é cabível analisar tal subsistema do OpenAFS
sob a ótica do citado atributo de modo a validar sua eficácia. A execução da análise deste
recurso, bem como suas decorrências, serão apresentados no próximo Capítulo.
14http://www.openntpd.org/
15No contexto do OpenAFS, é uma coleção de dados resultante do backup de um volume ou conjunto
de volumes. Semelhante à terminologia tradicional de processos de backup, os dumps no OpenAFS podem
ser do tipo completo ou incremental, mas não há geração de backup diferencial.
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3.2.4 Accountability
A definição do termo Accountability, explanada na Subseção 2.5.1, denota a necessidade
de responsabilização como um dos atributos primários para a segurança em Sistemas
de Armazenamento. Por esta razão, um sistema de auditoria deve fornecer meios para
registro de informações relacionadas à segurança, bem como ferramentas de alerta sobre
potenciais ou reais violações da política de segurança do sistema auditado [58].
O OpenAFS não possui, nativamente, um serviço de auditoria de seus eventos. En-
tretanto, possibilita o envio de informações de auditagem do sistema para outro serviço
especializado, que pode organizar e sistematizar o processo.
A documentação do OpenAFS sugere a utilização do AIX Audit para prover o serviço
de auditoria a partir das informações fornecidas pelo sistema [5]. O AIX Audit é um
subsistema utilitário que fornece uma organização lógica de dados que facilita a identifi-
cação de eventos que potencialmente estejam ligados a ameaças à política de segurança
do sistema monitorado [59].
Como já citado, o OpenAFS fornece informações a respeito de várias classes de eventos
[5], tais como:
– autenticação;
– processos de backup;
– processos do servidor;
– processos do gerenciador de cache;
– uso e tentativas de abuso de privilégios de acesso;
– eventos de criação e apagamento de objetos; e
– modificação de atributos.
Enviando estas informações de syslog16 para um AIX Audit, o OpenAFS passa a contar
com um sistema que possibilita registrar ocorrências de acesso de clientes a objetos e
detectar repetidas tentativas de ignorar mecanismos de proteção ou, ainda, identificar uso
indevido de privilégios.
3.3 Estudo comparativo
Esta seção apresenta as características gerais, de arquitetura e de segurança de alguns
Sistemas de Arquivos Distribuídos de referência existentes, com os objetivos de fornecer
16Padrão criado pela IETF para a transmissão de mensagens de log em redes IP.
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uma visão geral a respeito de cada um e de possibilitar a análise comparativa entre tais
SAD e o OpenAFS.
3.3.1 NFS - Network File System
Conceitos gerais
Desenvolvido pela Sun Microsystems no início da década de 1980, o NFS é o Sistema de
Arquivos Distribuídos utilizado nativamente pelos sistemas Unix. A abstração permite
que um cliente acesse, via rede, um sistema de arquivos remoto como se este fosse lo-
cal, disponibilizando, desta forma, áreas de armazenamento para compartilhamento de
arquivos em rede, de forma hierárquica e unificada [7].
O protocolo NFS é utilizado pelo cliente para montar17 um sistema de arquivos de
determinado servidor, antes de acessar os arquivos nele armazenados. A versão atual,
NFSv4, inclui melhorias de desempenho, aplicação de criptografia e, como principal mo-
dificação, utiliza um protocolo stateful18 para transporte, diferente do stateless19 usado
nas versões anteriores [60].
Cada operação do NFS é projetada para ser idempotente20. Assim sendo, na hipótese
de travamento do servidor em meio a uma operação, o cliente poderá reexecutá-la sem a
necessidade de ter a confirmação de que o procedimento tenha sido finalizado.
A comparação com este Sistema de Arquivos Distribuídos justifica-se porque, nos
últimos anos, o NFS tem sido usado em ambientes onde o desempenho é um fator impor-
tante, como por exemplo em clusters Linux de alto desempenho. A versão mais recente,
NFSv4, fornece um recurso denominado pNFS (NFS paralelo), que permite acesso direto
de clientes a vários dispositivos de armazenamento, melhorando assim o desempenho e a
escalabilidade do sistema de arquivos, conforme Lim and Yang [61].
Arquitetura
A arquitetura do NFS segue o padrão cliente-servidor, sendo este o responsável por expor-
tar os volumes e aquele o encarregado de realizar a interface entre o sistema de arquivos
compartilhado e o cliente local.
17Termo usado para definir a ação de anexar um determinado sistema de arquivos, remoto ou não, ao
dispositivo em utilização.
18Serviços que utilizam este tipo de protocolo mantém uma tabela de estados de conexões anteriores,
o que garante persistência das requisições. Em casos de pane, apenas os dados perdidos devem ser
reenviados.
19Protocolos desta natureza não guardam estados de conexões passadas. No cenário de utilização
do NFS, significa que clientes que perderem a conexão com um servidor continuarão a enviar novas
solicitações, podendo causar saturação da rede.
20Operações desta natureza podem ser repetidas várias vezes, sem causar problemas na execução.
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A Figura 3.6 ilustra a arquitetura do NFSv4:
Figura 3.6: Arquitetura básica do NFS [2].
Como é possível observar, o acesso do cliente ao servidor NFS se dá através de uma
conexão de rede por meio de RPC. O Virtual File System (VSF) fornece o suporte para
vários sistemas de arquivos simultaneamente em um mesmo host, entendendo a solicitação
e oferecendo o sistema de arquivos adequado para atender ao pedido.
Segurança
O NFSv4 apresenta uma ruptura com as versões anteriores, apresentando modificações
inclusive em questões tidas como alicerces da antiga versão [62], como a utilização man-
datória do protocolo TCP em substituição ao UDP.
Foram implementados diversos mecanismos de segurança usando criptografia forte,
inclusive suportando negociação do nível de segurança com o cliente. A versão 4 do
protocolo continua baseando-se no modelo de segurança do Remote Procedure Call (RPC),
mas exige a implementação do esquema RPCSEC_GSS, baseado na Generic Security
Services API21 (GSS-API).
Um dos objetivos desta interface é obter isolamento entre a camada de aplicação e os
serviços de segurança propriamente ditos, tornando o esquema de segurança transparente
para a aplicação [62], conforme é possível observar na Figura 3.7:
21Padrões definidos por um dado software que podem ser usados por outros aplicativos que precisem
usar suas funcionalidades, mas não necessariamente necessitam manipular os detalhes de sua implemen-
tação - somente utilizar seus serviços.
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Figura 3.7: Esquema de segurança do NFSv4 [2].
Diferentemente de outros esquemas que só proveem autenticação, o RPCSEC_GSS
pode garantir integridade e privacidade do corpo inteiro de uma mensagem RPC [62].
Análises aprofundadas sobre a segurança do NFSv4, proporcionada pela utilização do
esquema RPCSEC_GSS, podem ser consultadas em [2] e [61].
3.3.2 GFS - Google File System
Conceitos gerais
O Google File System (GFS), também conhecido como GoogleFS, é, tal como sistemas
semelhantes, um SAD escalável que armazena grandes quantidades de dados (cada cluster
com aproximadamente 1000 nós e 300 TB de capacidade de armazenamento) e os dispo-
nibiliza para um grande número de aplicações que exigem acesso intensivo, ao mesmo
tempo que oferece alta disponibilidade, confiabilidade e performance [3].
Projetado no início dos anos 2000, o GFS é usado para suportar elevados requisitos
de processamento de dados em constante expansão, característicos da operação de dados
de seu ambiente. Otimizado para operar eficientemente com grandes arquivos, o sistema
permite acesso simultâneo a milhares de clientes simultâneos com o mínimo possível de
carga nos servidores.
Arquitetura
Um cluster GFS é formado por um único servidor master e vários chunkservers, estes
tipicamente executando Linux, com a função de armazenar os arquivos propriamente
ditos. Os arquivos são divididos em chunks, que são como blocos de um sistema de
arquivos tradicional, mas de 64MB de tamanho, ou seja, maiores que um bloco usual.
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A Figura 3.8 ilustra a arquitetura do GFS:
Figura 3.8: Arquitetura do GoogleFS [3].
É possível verificar na figura que o servidor master atua como o coordenador do
cluster, recebendo e enviando mensagens de controle (logs de operação), que minimizam
interrupções do serviço (já que se o servidor mestre falhar, um servidor substituto que
monitorou o log da operação poderá substituí-lo). Outro tipo de mensagem de controle
são os metadados, que informam ao servidor mestre a quais arquivos um determinado
fragmento pertence e onde ele se encaixa no arquivo.
Com os arquivos armazenados nos chunkservers, os metadados (nome do arquivo, res-
pectivo chunk, localização de cada chunkserver e réplicas) são guardados em memória no
master, que por sua vez tem seu estado replicado, como forma de backup. O armazena-
mento em memória busca fornecer mais velocidade nas operações.
Sendo o master o ponto central em que são armazenadas todas as informações sobre
chunks, é com ele que as aplicações se conectam inicialmente, para então se conectar ao
chunkserver, que efetivamente armazena o dado desejado [3].
Segurança
Com relação à confidencialidade, o GFS, por ser um sistema proprietário, não teve publi-
cado oficialmente seu esquema de segurança específico e não há publicações na literatura
que abordem esta propriedade de segurança.
No tocante à disponibilidade, o GFS oferece recursos de tolerância à falhas com a
execução de replicação de chunks em múltiplos chunkservers. São armazenadas, por pa-
drão, três réplicas, cujos metadados são armazenados no master, conforme citado no item
anterior. Da mesma forma, os logs de operações são armazenados e replicados, dada sua
criticidade.
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3.3.3 HDFS - Hadoop Distributed File System
Conceitos gerais
Assim como o GFS, o Hadoop Distributed File System (HDFS) apresenta várias similia-
ridades com os demais SAD. Por outro lado, apresenta significativas diferenças, as quais
serão tratadas a partir deste ponto.
Este SAD é uma implementação de código aberto lançado em 2008 que integra o
conjunto de tecnologias Hadoop22 e fornece um sistema escalável para armazenamento de
pools de big data, usados com aplicações específicas de análise clusterizada a partir de
grandes massas de dados estruturados e não-estruturados.
Baseado no Google File System (GFS), o HDFS também armazena seus arquivos em
blocos de 64Mb e, assim como ocorre em outros SAD, o HDFS suporta a tradicional
organização hierárquica de arquivos, possibilitando a criação de diretórios e as habituais
operações com arquivos.
Arquitetura
Também semelhante ao GFS neste ponto, o HDFS possui uma arquitetura master e slave.
Um cluster é composto por um único NameNode, que é o servidor principal que gerencia
o sistema de arquivos e controla o acesso dos clientes, e vários DataNodes.
A Figura 3.9 apresenta a arquitetura do HDFS:
Figura 3.9: Arquitetura do HDFS [4].
Análogo ao GFS, na arquitetura HDFS existe um nó mestre chamado de NameNode.
Ele armazena os metadados em memória, para rápida recuperação do cliente. Por sua vez,
22http://hadoop.apache.org/
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o DataNode armazena os dados reais no sistema de arquivos, efetuando as operações de
leitura e escrita, conforme a solicitação do cliente, e o conjunto de DataNodes possibilita
a replicação dos dados, provendo a tolerância à falhas da solução.
Segurança
De acordo com Cohen and Acharya [63], dados confidenciais armazenados em uma infra-
estrutura HDFS são potenciais alvos para exfiltração23, corrupção, acesso não autorizado
e modificação. Nas palavras dos autores, o modelo de segurança do Hadoop toma como
pressupostoso algumas suposições que normalmente não são reais nas redes das organiza-
ções, tais como acesso de root a usuários das máquinas do cluster ou possíveis modificações
em pacotes da rede.
Neste mesmo sentido, um dos principais colaboradores do projeto de segurança do
Hadoop, Owen O’Malley, citou em seu site [64] que “a motivação para adicionar segurança
ao Apache Hadoop na verdade tinha pouco a ver com as noções tradicionais de segurança
na defesa contra hackers, já que todos os grandes clusters do Hadoop estão protegidos
por firewalls corporativos que só permitem o acesso de funcionários”. Desta forma, como
já introduzido, um invasor que tenha como alvo específico este ambiente, considerando as
oportunidades certas, pode obter acesso não autorizado ao HDFS [63].
Com relação à disponibilidade, o Hadoop Distributed File System (HDFS) foi proje-
tado para armazenar de maneira confiável arquivos muito grandes em máquinas em um
grande cluster. Ele armazena cada arquivo como uma seqüência de blocos, que são por
sua vez replicados para tolerar falhas. O tamanho do bloco e o fator de replicação são
configuráveis por arquivo [65].
3.3.4 Tabela comparativa
Esta subseção apresenta uma comparação onde foram dispostos os dados do OpenAFS, do
NFS, do GFS e do HDFS.
O estudo de Adamov [4] apresenta uma comparação entre o HDFS e o GFS, apontando
as diferenças a respeito de diversos critérios. Já Milicchio and Gehrke [19] procederam a
uma comparação entre o OpenAFS e o NFS sob vários outros aspectos.
Tais estudos subsidiaram a comparação efetuada a seguir, ilustrada na Tabela 3.1:
23Terminologia recente, ligada à Segurança da Informação, que define a transferência não autorizada
de dados armazenados em um dado sistema.
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Tabela 3.1: Tabela comparativa.
Disponibilidade Integridade Confidencialidade Cache
OpenAFS Por replicação GSS-API Kerberos No cliente
NFS Sem replicação GSS-API Kerberos Por delegação
GFS Por replicação Checksums Não publicada No cliente
HDFS Por replicação Checksums AES No cluster
Da análise da tabela e da leitura dos tópicos apresentados, é possível verificar que
para uma organização de médio porte que não apresente requisitos de análise de big data,
necessitando tão somente de um sistema de compartilhamento de arquivos que ofereça
condições de escalabilidade, o OpenAFS apresenta-se como solução viável, o que justifica
a presente análise de segurança.
3.4 Considerações finais
Este capítulo apresentou o OpenAFS, evidenciando o detalhamento das características téc-
nicas e particularidades do sistema, além de tratadas suas possibilidades e limitações.
Especial atenção foi dada à parte dedicada à segurança do sistema, em que foram discuti-
das as funções de autenticação, controle de acesso, backup e responsabilização. Tratar das
especificidades de segurança do OpenAFS oferece as condições teóricas necessárias para o
entendimento dos testes realizados a seguir.
Ao final, foi apresentado um sucinto estudo comparativo entre o OpenAFS e outros
três SAD, de modo a identificar as diferenças entre eles e complementar a abordagem do
presente estudo.
O capítulo que se segue fornecerá os resultados obtidos com os testes de segurança




Este capítulo apresenta a execução dos testes realizados com a finalidade de aferir a
capacidade dos subsistemas do OpenAFS relacionadas à segurança, conforme planejado no
decorrer dos Capítulos anteriores.
A análise de uma implementação do OpenAFS em um ambiente simulado é a parte
final dos passos delineados na Subseção 1.4.3. De acordo com Gerhardt and Silveira [22],
citados na introdução desta dissertação, a execução desta etapa é necessária para testar
a hipótese proposta na Subseção 1.4.2.
A montagem do ambiente de testes utilizou a virtualização como ferramenta para
simular a operação de uma máquina na função de cliente, bem como de uma célula típica
do OpenAFS e da infraestrutura de autenticação do Kerberos. Este cenário compõe a
arquitetura básica deste SAD, o que possibilita o monitoramento dos recursos dos entes
envolvidos e a coleta de tráfego, necessário para a análise planejada.
Tal tráfego, depois de coletado, passará por uma análise circunstanciada, comparando-
se os resultados obtidos com as características apresentadas na Subseção 3.2. A próxima
Seção apresenta a arquitetura do ambiente simulado.
4.1 Arquitetura
Como foi tratado na Subseção 3.1.1, a arquitetura do OpenAFS é do tipo cliente-servidor,
típica de Sistemas de Arquivos Distribuídos, sendo baseada em uma estrutura específica
denominada célula.
Uma célula do OpenAFS é definida como sendo um conjunto de servidores e clientes
gerenciados e operados por uma organização administrativamente independente. Em uma
célula, ao menos uma das máquinas deve executar os processos do servidor de banco de
dados e do servidor de arquivos.
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Sendo esta a estrutura básica do OpenAFS, justifica-se utilizá-la como base para a
realização dos diferentes testes propostos neste trabalho. Para tanto, foi implementado
um cenário virtualizado do OpenAFS que possibilitou a ocorrência de tráfego de dados
específico do sistema, conforme se observa na Figura 4.1, que ilustra sua arquitetura:
Figura 4.1: Arquitetura do cenário.
Como já comentado, o objetivo desta implementação é possibilitar a obtenção de
tráfegos de rede para observação técnica. A análise de tais fluxos de dados possibilitará
visualizar e mapear as características de segurança que o sistema oferece aos dados que
gerencia. Esta análise faz parte dos objetivos desta dissertação e é parte crucial para a
identificação das propriedades de segurança da informação do OpenAFS.
Cabe ressaltar, também, que esta proposta considera a presença de pelo menos um
intruso passivo que tem capacidade de monitorar qualquer quantidade de nós do sistema,
com os objetivos tanto de colher informações sensíveis (credenciais, por exemplo) quanto
de obter dados armazenados por meio da remontagem de tráfego do OpenAFS durante a
execução dos processos de replicação de volumes1.
4.1.1 Configurações
A apresentação dos detalhes da instalação e configuração geral do ambiente proposto para
análise foge ao escopo deste trabalho. Todavia, é importante evidenciar que a montagem
do cenário seguiu a documentação oficial do Projeto OpenAFS e do Projeto MIT Kerberos,
1Conforme detalhado na Subseção 3.1.3.
54
especialmente o “OpenAFS Administration Guide”2, o “OpenAFS Quick Start Guide for
UNIX”3 e o “The MIT Kerberos Administrator’s How-to Guide”4.
De maneira resumida, a montagem do ambiente foi realizada da seguinte forma:
– Criação da máquina virtual5 “kerb”, com Sistema Operacional Debian GNU/Linux
9.7 (stretch) que executa, dentre outros, dois serviços críticos para o funcionamento
do ambiente: a) o Kerberos 5 KDC (Key Distribution Center), que verifica a identi-
dade dos usuários e concede tickets que, em seguida, são convertidos em tokens para
provar ao servidor a autenticidade do usuário; e b) O OpenNTPD, que implementa
o protocolo NTP, responsável por sincronizar os relógios internos das máquinas da
rede com o seu próprio, possibilitando a uniformidade dos clocks e permitindo o
correto funcionamento da tecnologia de banco de dados distribuído do OpenAFS;
– Criação da VM “afs1”, com Sistema Operacional Debian GNU/Linux 9.7 (stretch)
que executa o componente Servidor do OpenAFS versão 1.6.20 e todos os seus pro-
cessos, tais como descritos na Subseção 3.1.1;
– Criação da VM “afs2”, com as mesmas características da VM “afs1” e que, em
conjunto com ela, formam o domínio principal do OpenAFS, denominado célula,
neste trabalho configurada como “unb.br”; e
– Criação da VM “client”, com Sistema Operacional Debian GNU/Linux 9.7 (stretch)
que executa o componente Cliente do OpenAFS, usada para acessar os recursos do
Servidor OpenAFS após autenticação no KDC.
Exposta a estrutura básica do ambiente de testes, são apresentados, a partir deste
ponto, os detalhes de configuração afetos às características de segurança do sistema.
De acordo com o detalhado na Seção 3.2.1, o Kerberos oferece a possibilidade de
criação de chave secreta compartilhada com diversos tipos de configurações, dentre os
vários algoritmos possíveis, como é possível verificar na Tabela 4.1:
Tabela 4.1: Tipos de Criptografia do Kerberos.
Família Cifras Força
DES des-cbc-crc, des-cbc-md5, des-cbc-md4 Fraca
3DES ddes3-cbc-sha1 Forte




5Em computação, é comum usar o termo "VM"(Virtual Machine) para máquina virtual.
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Ocorre que a versão padrão 1.6.20 do OpenAFS, utilizada neste trabalho e atualmente
disponibilizada no repositório stable6 do Debian, ainda não está preparada para a uti-
lização de cifras AES, manipuladas pelo Kerberos 5. Em função desta limitação, há a
necessidade de alterar as configurações padrão do Kerberos, de modo que este aceite
pedidos de autenticação com chaves DES, relativamente mais fracas se comparadas com
chaves AES.
Nenhum usuário se autentica com esta chave. Entretanto, ela é usada para criptografar
os tickets que o KDC concede aos clientes do OpenAFS para apresentação aos processos
do servidor de arquivos durante a autenticação mútua, como foi detalhado na Subseção
3.2.1.
A Figura 4.2 ilustra o processo de criação da chave secreta DES a ser utilizada para a
célula do ambiente proposto:
Figura 4.2: Criação da chave simétrica no Kerberos para uso na célula do OpenAFS.
Desmembrando as partes da chave simétrica DES no modo CBC com checksum CRC-
32 gerada pelo Kerberos, é possível observar que a mesma possui as seguintes caracterís-
ticas:
– DES: O Data Encryption Standard é um algoritmo de chave simétrica que utiliza
chaves de tamanho 64 bits, dos quais 8 são usados para garantia de integridade. O
tamanho efetivo das chaves é, portanto, de 56 bits;
– CBC: O módulo Cipher Block Chaining é utilizado para alterar o algoritmo DES,
fazendo com que qual cada bloco de texto simples sofre uma operação de XOR-ed7
com o bloco de texto cifrado anterior antes da criptografia. Desta forma, dois blocos
de texto simples idênticos criptografam dados de maneira diferente; e
– CRC: Acrônimo de Cyclic Redundancy Check, é utilizado como método de detecção
de erros para fornecer garantia de integridade dos dados.
6Conjuntos de softwares armazenados em uma árvore de diretório especial que pode ser acessada por
clientes que baixam e instalam os pacotes disponibilizados. O repositório stable contém apenas as versões




4.2 Execução de testes
Esta Seção apresenta a execução dos testes de segurança e os resultados obtidos em cada
uma das características observadas, conforme planejado na Subseção 1.4.3.
4.2.1 Quanto à disponibilidade dos dados
A Subseção 3.2.3 apresentou de modo sucinto o recurso de criação de cópias de segurança
operacionalizado nativamente pelo OpenAFS . Com a finalidade de criar cópias de backup
de volumes do OpenAFS para possibilitar a restauração de dados eventualmente perdidos
ou corrompidos, o sistema disponibiliza o AFS Backup System, recurso que passa a ser
analisado em detalhes a partir das observações colhidas no ambiente virtualizado.
A execução do processo de backup e de restauração dos dados demanda um plane-
jamento minucioso que envolve determinar as principais características dos dispositivos
envolvidos, tais como:
– propriedades das fitas utilizadas, como capacidade, fabricante, identificação, dentre
outros;
– quais são os privilégios administrativos a serem concedidos aos operadores de backup;
– quais volumes ou coleções de volumes deverão ser alvo do backup; e
– estrutura lógica de definição da hierarquia entre os diferentes tipos de backup (com-
pleto, diferencial).
A criação de cópias de segurança no OpenAFS depende, inicialmente, da especifica-
ção do grupos de volumes chamados de volume sets, definidos com o programa backup
addvolset. Com os grupos definidos, o servidor, partição e nomes dos volumes devem ser
configurados com a execução do programa backup addvolentry. Naturalmente, é pos-
sível remover volumes ou grupos inteiros de volumes, usando os programas listvolsets
para exibir o índice de entradas de volumes e executando o programa delvolentry para
remover a entrada desejada.
De acordo com IBM [5], é mais eficiente incluir um número limitado de volumes em
uma dada entrada, uma vez que a execução de dumps com um grande número de volumes
pode levar muito tempo para sua conclusão, acarretando aumento da probabilidade de
ocorrência de falhas.
Um recurso importante identificado nos testes com o Backup System do OpenAFS
é o agendamento de reciclagem de mídias, método que permite definir um tempo de
expiração dos dumps e possibilita estabelecer o limite de tempo passado que o backup
deve alcançar, a partir do qual os dados poderão ser sobrescritos com novas versões. A
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manipulação destes parâmetros é realizada pela execução do programa backup setexp
com o argumento -expires, que define a data de expiração. Como citado no início desta
Subseção, este recurso necessita de definições que são estipuladas na fase de planejamento
do processo de backup.
A Tabela 4.2 resume os principais comandos dos programas usados na configuração e
manipulação do processo de backup no OpenAFS:
Tabela 4.2: Comandos dos programas de backup.
Comando Função
backup status Exibe o estado do dispositivo de backup
backup dump Realiza o backup dos dados
backup dumpinfo Exibe os dumps gravados
backup volinfo Exibe o histórico dos dumps de volumes
backup volrestore Executa a recuperação de um volume
backup volsetrestore Executa a recuperação de um grupo de volumes
backup dbverify Verifica a integridade da base de dados de backup
backup savedb e restoredb Repara dados corrompidos na base de dados de backup
backup deletedump Remove dumps da base de dados de backup
Para além da possibilidade de execução de cópias de segurança, o OpenAFS oferece
o recurso de replicação de volumes, como foi discutido na Subseção 3.1.3. A utilização
deste processo aumenta a disponibilidade dos dados, já que se um dado servidor falhar, o
usuário poderá acessar o volume replicado em outra máquina.
Como apresentado na Seção 3.2.3, o OpenAFS apresenta-se como um sistema de arqui-
vos que combina o conceito de Sistema de Arquivos Distribuído com recursos de backup
e suporte a failover. Utilizando-se do conceito de células, conforme descrito anterior-
mente, o OpenAFS possibilita a transferência automática do acesso a seus de sistemas de
arquivos inteiros de um servidor para outro em caso de erros ou falhas, sem afetar sua
disponibilidade para os clientes, de modo transparente.
Diferente do recurso de cópias de segurança, que oferece garantias de recuperação de
volumes de qualquer natureza, a replicação aplica-se, preferencialmente, a volumes que
não mudam com frequência, como por exemplo executáveis ou volumes do tipo somente-
leitura específicos do OpenAFS. De acordo com IBM [5], os volumes root.afs e root.cell
são fortes candidatos ao processo de replicação.
Essa indicação justifica-se, uma vez que o Gerenciador de Cache do OpenAFS utiliza
os diretórios correspondentes a estes volumes para a correta interpretação dos caminhos
de diretórios do sistema. Além disso, a indisponibilidade destes volumes (root.afs e
root.cell) pode causar a queda na disponibilidade de todos os outros volumes da célula,
mesmo que o servidor que os armazena esteja em funcionamento [5].
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A célula, base do ambiente, comporta-se como uma árvore de diretórios, com hierarquia
de arquivos e pastas. Esta arquitetura torna possível o crescimento da quantidade de dados
de uma célula, e a adição de novos servidores replica seus volumes, mantendo constante a
visão do usuário sobre a árvore de diretórios do OpenAFS, provendo alta disponibilidade.
Para identificar o comportamento da replicação de volumes no ambiente virtualizado
alvo de análise desta dissertação, foi necessário utilizar a ferramenta vos addsite para
adicionar uma entrada na Base de Dados de Localização de Volumes - Volume Location
Database (VLDB) referente a uma partição específica em um segundo servidor. O co-
mando vos release foi aplicado para replicar/clonar o volume de origem, o que distribui
a réplica para o servidor anteriormente definido. A Figura 4.3 mostra os passos para a
configuração do recurso:
Figura 4.3: Configuração de replicação de volumes entre dois servidores.
Nesta mesma imagem é possível verificar a saída do comando vos examine. Ele
foi utilizado para exibir informações da Volume Location Database (VLDB) e do hea-
der do volume especificado, as quais revelam que o volume teste, presente no servidor
afs1.unb.br, é replicado na partição /vicepa do servidor afs.unb.br, que é o segundo
servidor OpenAFS da célula configurada no ambiente simulado nesta análise, conforme é
possível verificar na Figura 4.1.
É relevante observar que o comando vos release replica o conteúdo do volume de
origem, que normalmente tem atributos de leitura e escrita, para o segundo servidor
indicado, mas com atributo de somente leitura, conforme é possível verificar na Figura 4.3.
4.2.2 Quanto à integridade dos dados
A análise da garantia de integridade dos dados, provida pelo OpenAFS, foi realizada por
meio da execução do programa backup dbverify. Este utilitário verifica as bases de
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dados do sistema em busca de dados danificados, inválidos ou corrompidos. Nos casos
em que tais problemas são identificados, existe outra ferramenta do próprio sistema que
executa a reparação dos danos automaticamente, incluindo, ainda, a possibilidade de
remoção de blocos órfãos na memória do servidor de backup, liberando espaço [5].
A Figura 4.4 ilustra o comando utilizado no ambiente de testes para executar a veri-
ficação da integridade do Banco de Dados de Backup do servidor afs1.unb.br. A saída
padrão do comando backup dbverify indica se este Banco está danificado, ou seja, se
há dados corrompidos, ou se a base de dados não apresenta problemas de integridade:
Figura 4.4: Verificação de integridade da base de dados de Backup do OpenAFS.
Como é possível observar, o diagnóstico do Banco de Dados de Backup do servidor
afs1.unb.br foi positivo, não apresentando problemas de integridade de seus dados. Fosse
o resultado diferente, ou seja, caso apresentasse indicações de dados corrompidos, seria
necessário executar a ação de recuperação de dados com a ferramenta backup savedb,
de modo a reparar o Banco de Dados.
4.2.3 Quanto à confidencialidade e ao processo de autenticação
De acordo com o exposto na Subseção 1.2, a confidencialidade garante que a informa-
ção não deve ser disponibilizada ou divulgada a indivíduos, entidades ou processos não-
autorizados.
No âmbito deste trabalho, a confidencialidade naturalmente está ligada ao processo de
autenticação, devendo fornecer “a segregação necessária para a informação e garante que
apenas os usuários autorizados tenham acesso aos dados”, conforme citado na Subseção
2.5.1.
O processo de autenticação entre cliente e servidor OpenAFS, abordado na Subseção
3.2.1, envolve o Kerberos, um serviço de autenticação de entidades (pessoas, hosts) que
utiliza criptografia simétrica - de chave privada compartilhada - em uma rede na qual,
supostamente, os dados em tráfego podem ser lidos ou modificados [53].
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Realizado por meio do fornecimento de tickeets e tokens, o processo somente autoriza
o acesso aos arquivos do OpenAFS a usuários que possuam duas autenticações válidas:
– no sistema operacional que dá acesso ao sistema de arquivos local, pois é através
deste SO que o acesso ao filespace8 do OpenAFS, por meio do Gerenciador de Cache,
conforme citado na Subseção 3.1.2 ; e
– no KDC do Kerberos, que fornece as credenciais para o acesso ao Gerenciador de
Cache.
Para analisar o processo de autenticação do OpenAFS no Kerberos, foi necessário
visualizar os detalhes dos pacotes de dados trafegados entre as requisições do cliente e
as respostas tanto Kerberos quanto do servidor OpenAFS durante as diversas fases do
processo de autenticação.
Este processo, já definido na Seção 2.5.2, é chamado de eavesdropping. Na prática, a
ação realizada foi a execução de intrusão passiva com a utilização de ferramenta específica
para captura de tráfego de redes, de modo a permitir a coleta dos dados em tráfego e sua
posterior visualização e análise gráfica.
O programa tcpdump9 foi a ferramenta adotada para capturar o tráfego de dados. De
acordo com Mota Filho [66], o tcpdump é um poderoso analisador de tráfego em modo
texto, baseado na API libcap10, que mostra as conexões estabelecidas pelo host e o
tráfego correspondente.
Para executar a visualização gráfica das informações coletadas, utilizou-se o programa
Wireshark11. Também baseado na API libcap, a aplicação possibilita, ainda acordo com
Mota Filho [66], a análise de tráfegos de rede em ambiente gráfico, sendo capaz de ler
arquivos gerados pelo tcpdump.
Destarte, a utilização conjunta destas duas ferramentas possibilitou a observação das
características técnicas do sistema de autenticação usado pelo OpenAFS, provido pelo
Kerberos.
A Figura 4.5 ilustra o ambiente em que foi reproduzido o ataque, cujos endereços IP
serão objetos de análise no decorrer desta Subseção:
8Denominação do espaço de arquivos (ou árvore de diretórios) do OpenAFS.
9http://www.tcpdump.org/
10Esta API padroniza o formato básico dos dados capturados, permitindo que diversos aplicativos
consigam identificar e manipular as informações registradas.
11https://www.wireshark.org/
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Figura 4.5: Monitoração do tráfego por eavesdropping.
Como é possível observar, o host hachurado em vermelho, conectado ao mesmo seg-
mento da rede ethernet que interliga cliente e servidores OpenAFS e Kerberos, faz o papel
de usuário malicioso e passa a utilizar sua interface de rede em modo promíscuo, que o
possibilita utilizar recursos para registrar todo o tráfego passante.
Esta ação, caracterizada como ameaça à segurança de redes em ambientes corporativos,
configura a intrusão passiva chamada de eavesdropping, comentada na Seção 2.5.2 e que,
como salientado, possibilita o registro dos dados em trânsito na rede.
Cabe detalhar, por oportuno, que a configuração da interface de rede do host malicioso
no modo promíscuo é condição necessária para permitir a recepção de todos os dados em
trânsito na rede, já que, em modo normal de operação, uma interface somente recebe
dados a ela endereçados ou, naturalmente, por ela transmitidos.
No modo promíscuo, todos os frames12, independente de sua origem ou destino, são
visualizados e podem ser registrados em arquivos para posterior exame, em um processo
denominado como “análise de tráfego” [66].
Antes da apresentação e detalhamento das capturas do tráfego do ambiente propria-
mente ditas, vale examinar a Figura 4.6, que ilustra as fases da autenticação entre um dado
cliente e um servidor OpenAFS que, como já citado, emprega o Kerberos como terceiro
ente confiável para validação das credenciais de acesso:
12Unidade básica de dados que encapsula as informações que devem ser transmitidas através de dispo-
sitivos conectados por uma rede ehernet.
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Figura 4.6: Sequência de passos da autenticação [5].
A seguir são detalhados os passos constantes da Figura 4.6:
1. o cliente OpenAFS envia seu ID de usuário em uma mensagem em claro para o AS.
Esta mensagem não inclui a senha do cliente nem sua chave secreta (detalhado no
ambiente virtualizado na Figura 4.10 adiante);
2. o AS verifica se o cliente está no banco de dados de usuários. Se sim, gera uma chave
secreta para o cliente via hash13. Em seguida, o AS envia uma chave de sessão para
o cliente, criptografada com a chave secreta criada anteriormente;
3. o cliente decifra a chave de sessão e envia para o TGS uma mensagem de solicitação
(contendo o TGT e o ID do serviço a ser acessado) e uma mensagem do autenticador
(contendo o ID do cliente e o carimbo de hora, criptografados com a chave do cliente)
para o TGS;
4. o TGS decifra o TGT na mensagem de solicitação para recuperar a chave de sessão
cliente / TGS e decifra a mensagem do autenticador. O TGS verifica se o cliente
está autorizado a acessar o OpenAFS e envia um ticket de serviço e uma chave de
sessão cliente / servidor criptografada com a chave de sessão para o cliente;
13Também chamada de função resumo, é uma função criptográfica bijetora que tem como domínio um
conjunto de elementos de tamanho variável e como imagem um conjunto de elementos de tamanho fixo.
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5. o cliente OpenAFS envia o ticket de serviço e uma nova mensagem do autenticador
criptografada com a chave de sessão cliente / servidor para o servidor OpenAFS a ser
acessado; e
6. o servidor OpenAFS decifra o ticket de serviço para recuperar a chave de sessão
cliente / servidor e, em seguida, decifra a mensagem do autenticador para recuperar
o registro de data e hora do cliente. O servidor OpenAFS envia uma mensagem de
confirmação de serviço, incluindo o registro de data e hora, criptografada com a
chave de sessão cliente / servidor de volta ao cliente OpenAFS. A partir deste ponto,
cliente e servidor OpenAFS têm a comunicação estabelecida.
Uma vez detalhados os passos teóricos do processo de autenticação entre cliente e
servidores, passa-se à descrição da fase de coleta dos dados no ambiente de testes. Como
já citado, a captura dos dados foi realizada com a utilização do tcpdump, usando os
endereços IP dos hosts envolvidos na simulação, conforme ilustrado na Figura 4.5.
Esta captura visa obter dados ligados ao processo de autenticação do cliente, conforme
detalhado na Subseção 3.2.1 e ilustrado na Figura 3.5. A Figura 4.7 apresenta os comandos
executados no host 172.16.201.1 para uso do tcpdump, de modo a possibilitar o registro
dos dados passantes por sua interface de rede:
Figura 4.7: Captura de tráfego no host 172.16.201.1.
O primeiro comando ilustrado na Figura 4.7 coloca a interface de rede “vmnet8”, que
está conectada ao segmento analisado, em modo promíscuo. Examinando a sintaxe uti-
lizada no segundo comando, é possível identificar que o tcpdump foi configurado para:
monitorar a mesma interface; não realizar a resolução de nomes dos hosts e de portas
(-n); mostrar dados da camada de enlace (-e); omitir dados de data e hora (-t); registrar o
conteúdo dos payloads (-A); aumentar a quantidade de informações extraídas dos cabeça-
lhos dos pacotes (-vvv); gravar a captura no arquivo “/home/borges/cliente.pcap” (-w);
registrar somente dados que contenham o endereço 172.16.201.103 (OpenAFS cliente); e
excluir tanto pacotes que contenham tanto o protocolo ARP quanto tráfego de DNS, de
modo a sanitizar o conteúdo capturado e facilitar sua visualização.
A captura foi executada precisamente no decorrer do processo de autenticação entre
o cliente e o servidor OpenAFS que, sabe-se, usa o Kerberos como terceiro ente confiável.
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A utilização dos parâmetros citados resultou no arquivo “cliente.pcap”14 que, a partir
deste ponto, será examinado com o auxílio do Wireshark, empregado para ler o arquivo
“cliente.pcap”.
A Figura 4.8 ilustra o processo de autenticação no host “client” (172.16.201.103):
Figura 4.8: Processo de autenticação e visualização de tokens no cliente.
Inicialmente, o comando kinit -p useralfa@UNB.BR15 conecta-se ao servidor de au-
tenticação, apresentando o usuário useralfa ao Realm UNB.BR.
A segunda parte da autenticação utiliza o comando klog.krb5 -principal useralfa
-cell unb.br -k UNB.BR16, que conecta o usuário useralfa ao servidor de autenticação,
informando a célula do OpenAFS à qual necessita de acesso (unb.br), que por sua vez
está cadastrada no Realm UNB.BR.
Como é possível observar na Figura 4.8, a listagem dos tickets efetuada pelo comando
klist17 mostra que o TGT do Kerberos concedeu um ticket ao usuário, e o comando
tokens18 retorna a listagem dos tokens do usuário de ID 20001 (useralfa). Como já
comentado, os processos do OpenAFS exigem que seus clientes apresentem um token como
evidência de que eles foram autenticados na célula local do servidor.
14A extensão “.pcap” é um acrônimo para a expressão packet capture e é comumente usada para arquivos
que contêm dados de tráfegos de rede.
15kinit é um programa cliente do Kerberos que obtém e armazena um ticket inicial de um Principal
armazenado em um servidor.
16Interface cliente do OpenAFS que solicita autenticação no Kerberos e obtém tokens.
17Lista o conteúdo do cache de tickets no cliente.
18Retorna os tokens recebidos do Kerberos
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Observando-se os logs do Servidor Kerberos ilustrados na Figura 4.9, é possível per-
ceber as fases da concessão do ticket e do token:
Figura 4.9: Log de concessão de ticket e token pelo Kerberos.
Cabe observar a exatidão nos horários tanto de cliente quanto de servidor. Como
foi comentado na Subseção 3.2.3, a necessidade de sincronia dos relógios das máquinas é
condição necessária para o correto funcionamento do Kerberos.
Esta necessidade é ratificada por Stallings [45], que destaca que quando um usuário de-
seja obter um ticket, é necessário enviar ao AS um bloco de pré-autenticação contendo um
fator de confusão aleatório, um número de versão e uma estampa de tempo (timestamp),
que são cifrados com a chave baseada em sua senha.
O AS, então, decifra o bloco mas não envia um ticket de concessão de tickets a menos
que a estampa de tempo no bloco de pré-autenticação esteja dentro de um intervalo de
tempo que considere a variação de relógios e atrasos da rede.
Como será observado na apresentação das capturas de tráfego a seguir, o timestamp
será um dado constantemente trocado entre cliente e servidor, apresentando-se como mais
um recurso para integrar o processo de garantia da confidencialidade dentro do processo
de autenticação.
Deste ponto em diante serão apresentadas telas do programa Wireshark, que contêm
os dados dos pacotes trafegados na rede - entre cliente e servidor - durante o processo de
autenticação, acompanhadas de comentários a respeito das informações nelas exibidas.
Inicialmente, é importante sublinhar que o Servidor OpenAFS não se comunica dire-
tamente com o KDC. Os tickets de serviço, mesmo empacotados pelo TGS, chegam ao
servidor somente através do cliente que deseja acessá-lo.
A Figura 4.10 ilustra o início de um processo de autenticação, no qual o host 172.16.201.103
(client) se conecta ao host (172.16.201.100) (Kerberos). O tipo de mensagem deste
pacote, krb-as-req, é um acrônimo para Kerberos Authentication Service Request:
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Figura 4.10: Pacote 1 - Requisição do cliente.
Nesta fase inicial, conhecida como requisição inicial de autenticação, o cliente (pro-
grama (kinit) solicita ao KDC, mais especificamente ao AS, um TGT (Ticket Granting
Ticket). É possível verificar na Figura 4.10 que esta requisição não é criptografada. Nela,
o cliente envia em texto claro sua própria identidade e a identidade do servidor para o
qual está solicitando credenciais. Vale destacar os seguintes dados:
– CNameString: contém a parte do nome do identificador do Principal do cliente
(useralfa);
– sname_string: contém o TGT e o Realm do Kerberos; e
– till: contém a data de expiração solicitada pelo cliente.
O AS verifica a existência do usuário e cria uma resposta criptografada, com uma chave
baseada na senha do usuário, de modo que apenas o usuário legítimo possa decifrá-la.
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A Figura 4.11 expõe os dados do segundo pacote, com origem no host 172.16.201.100
(Kerberos) com destino ao host 172.16.201.103 (client). A mensagem deste pacote
é do tipo krb-error, que contém informações adicionais que detalham o erro identificado
no servidor e informa dados que o cliente pode tomar como base para corrigi-los:
Figura 4.11: Pacote 2 - Resposta do AS.
Em resposta ao pacote 1, este pacote, apesar de transparecer um erro, na realidade
é uma informação do servidor ao cliente, informando que este deve reenviar uma nova
requisição, especificando um método de timestamp aceitável pelo servidor para a pré-
autenticação. O comportamento esperado nesta situação é que o cliente envie um novo
pacote com as mesmas características, porém com as informações referentes a timestamp
configuradas.
Mais uma vez, observa-se a importância crucial da sincronia entre os relógios dos
hosts envolvidos no processo de autenticação, conforme mencionado na Subseção 3.2.3.
O cliente, enviando o timestamp criptografado ao servidor, possibilita ao KDC verificar
se o tempo está dentro de um intervalo curto o suficiente para tornar mínimo o risco de
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um ataque de repetição. Desta forma, com uma referência de tempo para expiração, o
KDC pode identificar pedidos de autenticação que estejam fora deste intervalo, evitando
a reutilização de tickets obsoletos.
A Figura 4.12 ilustra o terceiro pacote, com origem no host 172.16.201.103 (client)
e destino ao host 172.16.201.100 (Kerberos). O tipo de mensagem deste pacote é,
também, do tipo krb-as-req:
Figura 4.12: Pacote 3 - Nova requisição do cliente.
Como esperado, em resposta ao pacote 2 o cliente envia o pacote 3, desta feita com um
volume maior de informações. A diferença fundamental entre este pacote e o pacote 1 é a
existência de dados criptografados em seu corpo, como é o caso do timestamp, solicitado
no pacote anterior. Conforme é possível verificar no campo cipher, o timestamp é cifrado
com a chave simétrica do usuário - neste caso sua própria senha - usando um algoritmo
suportado pelo servidor Kerberos (AES256-CTS-HMAC-SHA1-96).
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É importante ressalvar que, apesar da existência do recurso de controle de timestamp,
um usuário malicioso pode tentar replicar um pedido válido, dentro da janela de tempo
definida no servidor. Caso receba duas solicitações (original e replicada) com o mesmo
timestamp, o servidor registra este evento em seus logs. É possível, ainda, que um atacante
consiga suprimir a mensagem original, o que evitaria o registro do evento no servidor.
A Figura 4.13 traz os dados do pacote de origem no host 172.16.201.100 (Kerberos)
com destino ao host 172.16.201.103 (client). O tipo de mensagem deste pacote,
krb-as-rep, é um acrônimo para Kerberos Authentication Service Reply. Antes de iniciar
a resposta, o AS extrai a chave do cliente de sua base de dados e decifra os dados de
pré-autenticação. Um destes dados é o timestamp:
Figura 4.13: Pacote 4 - Kerberos Authentication Service Reply.
Estando o timestamp correto e dentro da janela de tempo válida, o AS assume que os
dados foram cifrados com a chave autêntica do cliente e, então, gera e envia neste pacote
uma chave randômica para ser usada como chave de sessão na comunicação.
Observando os campos enc-part, é possível verificar que eles contêm uma chave com-
partilhada com o KDC, que é a mesma que está dentro do TGT. Sendo assim, apenas o
Servidor Kerberos pode decifrar o TGT. Ainda, usando o ticket e a chave de sessão, o
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cliente pode, a partir de agora, solicitar um token, também chamado de ticket de serviço,
para acessar o servidor OpenAFS.
A Figura 4.14 exibe os dados do pacote de origem no host 172.16.201.103 (client)
com destino ao host 172.16.201.100 (Kerberos). Esta mensagem é do tipo tgs-req,
enviada do cliente para o Ticket Granting Server (TGS) solicitando um token (ticket de
serviço):
Figura 4.14: Pacote 5 - Solicitação de token para acesso à célula “unb.br”.
Após a decifra da chave de sessão (criada no passo anterior - Figura 4.13), o cliente
envia neste pacote duas informações para para o TGS: uma solicitação de token para
acesso ao OpenAFS, contendo o TGT e a célula desejada (unb.br); e uma mensagem de
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autenticação, contendo o ID do cliente e o timestamp, ambos criptografados também com
a chave de sessão.
A Figura 4.15 refere-se aos dados do pacote de origem no host 172.16.201.100
(Kerberos) com destino ao host 172.16.201.103 (client):
Figura 4.15: Pacote 6 - Envio do token para acesso à célula “unb.br”.
O TGS decifra o TGT da mensagem de solicitação (Figura 4.14) para recuperar a chave
de sessão e também decifra o timestamp. Verifica, então, se o usuário está autorizado a
acessar a célula solicitada. Finalmente, o TGS envia um token para acesso à célula unb.br
do OpenAFS, criptografado com a chave de sessão.
Cabe ressaltar que o ticket de serviço também é cifrado por uma chave secreta, com-
partilhada entre o KDC e o OpenAFS. Por este motivo, o OpenAFS poderá autenticar o
cliente, já que tem a certeza de que o cliente recebeu o ticket de serviço de um terceiro
confiável (Kerberos).
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A Figura 4.16 contém os dados do pacote de origem no host 172.16.201.103 (client)
com destino ao host 172.16.201.101 (OpenAFS). A partir deste ponto do processo, entra
em cena o protocolo RX, detalhado na Subseção 3.2.1:
Figura 4.16: Pacote 7 - Requisição do cliente ao servidor OpenAFS.
Como é possível visualizar, o cliente envia uma requisição ao servidor, contendo a ID
do serviço. Observando a porta de destino do protocolo de transporte, identifica-se a porta
7002. De acordo com [5], o serviço demandado é o pst database, que possui o código 73,
constante do campo Service ID. O pst database, em verdade, é o Protection Database,
serviço do OpenAFS que armazena informações sobre usuários, máquinas clientes e grupos
em um banco de dados, conforme detalhado na Subseção 3.1.1.
Desta forma, o servidor de arquivos usa esta base para determinar se os clientes estão
ou não autorizados a acessar dados das células do OpenAFS. Não somente esta, mas outras
verificações são realizadas internamente pelo serviço, como consultas à ACL’s da célula
que o usuário solicita, conferência de grupos e outras [5].
É importante salientar que o cliente, quando envia esta requisição, armazena em me-
mória um registro de timestamp e, juntamente com outras informações da conexão, deriva
uma chave de transporte [67]. O resultado é a solicitação criptografada específica do pro-
tocolo AFS, conforme é possível verificar na Figura 4.16.
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A Figura 4.17 traz os dados do pacote de origem no host 172.16.201.101 (OpenAFS)
com destino ao host 172.16.201.103 (client).
Figura 4.17: Pacote 8 - Envio do desafio do servidor OpenAFS ao cliente.
Como resposta à requisição do cliente, o servidor, seguindo o protocolo RX, envia um
desafio ao cliente. Conforme Honeyman et al. [68], sempre que uma solicitação de acesso
a um sistema de arquivos é recebida, o servidor verifica se o pedido está associado a uma
conexão já autenticada. Se sim, a solicitação é atendida com as credenciais armazenadas
no cache associado à conexão. Se não, o servidor emitirá um desafio ao gerenciador de
cache no cliente, já que este está preparado para aceitar uma solicitação como esta.
O pacote de desafio consiste essencialmente em um identificador de nonce de 32 bits,
usando as operações definidas para o objeto de segurança do protocolo RX, conforme esta-
belecido em [69]. Um nonce é uma sequência de caracteres aleatórios ou pseudoaleatórios,
gerada por um protocolo de autenticação, que visa auxiliar no processo de garantia da
não reutilização de mensagens em comunicações futuras.
Com estas características, o nonce auxilia na proteção aos ataques de repetição, que
ocorrem quando um usuário malicioso intercepta dados e, então, pode atrasá-los ou
reenviá-los de forma fraudulenta. Como a mensagem é adequadamente criptografada, o
receptor pode tratar a mensagem como correta e executar ações desejadas pelo atacante.
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A Figura 4.18 ilustra os dados do pacote de origem no host 172.16.201.103 (client)
com destino ao host 172.16.201.101 (OpenAFS):
Figura 4.18: Pacote 9 - Resposta do cliente ao desafio do servidor OpenAFS.
O payload deste pacote é específico da camada de segurança de dados e é usado para
autenticar a conexão RX [69]. Como resposta ao desafio, o cliente tão somente incrementa
o nonce, cifra o token usando a chave de sessão e, então, envia estes dados para o servidor
OpenAFS.
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A Figura 4.20 ilustra os dados do pacote de origem no host 172.16.201.101 (OpenAFS)
com destino ao host 172.16.201.103 (client):
Figura 4.19: Pacote 10 - Validação da conexão pelo servidor OpenAFS.
O servidor OpenAFS decifra o token (ou ticket de serviço) para recuperar a chave de
sessão e, em seguida, decifra a mensagem do autenticador para recuperar o timestamp
do cliente. Então, como é possível verificar na Figura, o servidor envia a mensagem
de confirmação da concessão de acesso ao serviço, incluindo mais uma vez o timestamp
criptografado com a chave de sessão.
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A Figura 4.20 ilustra os dados do pacote de origem no host 172.16.201.103 (client)
com destino ao host 172.16.201.101 (OpenAFS):
Figura 4.20: Pacote 11 - Acesso autenticado ao OpenAFS.
Finalmente, o cliente decifra a mensagem de confirmação do serviço e verifica se o
timestamp está correto. Neste ponto a autenticação mútua está concluída, conforme
comentado na Seção 3.2.1. A partir deste ponto, o cliente está autorizado a emitir soli-
citações de serviço normalmente ao OpenAFS, como é possível verificar na mensagem do
tipo ACK acima.
4.3 Análise
Esta Seção apresenta a análise dos dados obtidos na Seção anterior.
Em complemento ao citado na Subseção 3.2.1 e analisado em detalhes na Subseção
4.2, cabe citar Bžoch and Šafařík [24], os quais reforçam que “a segurança em sistemas
de arquivos distribuídos é implementada usando autenticação e controle de acesso aos
arquivos”.
De acordo com o estudo, “o Kerberos é um protocolo de autenticação de rede que
permite autenticação dos usuários e impede nodos no SAD de uma comunicação de au-
tenticação ou de autenticação repetida e fornece uma autenticação mútua: tanto o cliente
quanto o servidor realizam verificação de autenticidade”. Este sistema, de acordo com os
autores, pode ser usado em todos os sistemas de arquivos distribuídos como protocolo de
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autenticação, o que reforça a aplicabilidade do Kerberos como sistema de autenticação
para o OpenAFS.
Com relação à autenticação, conforme analisado na Subseção 4.2.3, conclui-se que uma
consequência natural do processo de autenticação é que o servidor conclui que o cliente está
autorizado a fazer uma solicitação porque a mensagem de solicitação faz sentido quando
o servidor a decifra usando a chave de sessão. Se o cliente usar uma chave de sessão
diferente daquela que o servidor encontra dentro do ticket, a mensagem de solicitação
permanecerá ininteligível mesmo após sua decifra.
Além disso, as duas cópias da chave de sessão (a de dentro do ticket e que o cliente usou)
só podem ser as mesmas se ambas vierem do TGS. O cliente não pode fingir conhecimento
da chave de sessão porque ele não pode visualizar o conteúdo do ticket, já que está com a
chave de criptografia do servidor, conhecida apenas por ele pelo TGS. O servidor confia
no TGS para oferecer tokens apenas a clientes com quem ele (TGS) foi autenticado, e,
portanto, o servidor OpenAFS pode confiar na legitimidade do cliente.
Restou claro que o processo de autenticação do Kerberos é versátil e flexível. Todavia,
ao analisar a Figura 4.15, é possível verificar que o protocolo DES-CBC-CRC é utilizado
para criptografar os tickets que o KDC concede aos clientes do OpenAFS para apresentação
aos processos do servidor de arquivos durante o processo de autenticação mútua, como
foi detalhado na Subseção , mais especificamente visualizado na Figura 4.2.
O próprio MIT [70] ressalta que alguns tipos de criptografia, como o protocolo DES-
CBC-CRC, são definidos como fracos, haja vista e, portanto, indesejáveis, sendo admitidos
apenas em redes nas quais os sistemas operacionais não suportem os tipos de criptografia
mais recentes.
Há várias fontes que publicaram as vulnerabilidades do DES, podendo ser citadas [71],
[72] e [73], dentre inúmeras outras. A maior parte dos estudos consultados apontam os
ataques de força bruta como os mais práticos e eficientes, embora haja outros ataques
teóricos que supostamente têm menos complexidade do que o ataque de força bruta,
como a criptoanálise diferencial, a criptoanálise linear e o “Davies Attack”, que envolve
criptoanálise estatística.
De fato, durante os testes realizados, o Kerberos, por padrão, não aceitou a utilização
do DES como algoritmo a ser utilizado em nenhum dos passos do processo de autenticação
mútua. A maneira encontrada foi utilizar a diretiva allow_weak_crypto = true na seção
libdefaults do arquivo de configuração /etc/krb5.conf do Kerberos, que controla as
propriedades do sistema. Esta opção permite a operação de algoritmos considerados
inseguros no mecanismo de funcionamento do Kerberos.
A correção para este problema de segurança abrangendo o OpenAFS envolve a mudança
no tipo de criptografia utilizada pelo sistema, utilizando versões mais novas do OpenAFS,
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que necessitam de compilação manual. Em versões como a que foi testada, é possível
utilizar o estudo apresentado por Chernyakhovsky [74] para implementar a solução para
o problema.
Uma forma de demonstrar o controle de acesso envolvido no processo de autenticação é
tentar acessar o volume do usuário sem a correta autenticação no servidor. A Figura 4.21
ilustra duas situações distintas:
Figura 4.21: Acesso negado e permitido ao volume do usuário.
– A primeira, em que o usuário faz uma tentativa de entrar no diretório onde está
montado seu volume no OpenAFS, depois de entrar com credenciais inválidas junto
ao Kerberos. É possível observar que o usuário recebe a notificação de Permissão
negada; e
– A segunda, após realizar as duas etapas da autenticação, listando inclusive os tokens
em seu cache, o usuário não encontra nenhuma restrição de acesso a seu volume,
sendo-lhe permitido listar, remover ou adicionar arquivos em seu volume.
Cabe ressaltar, ainda de acordo com a Figura 4.21, que o dono do arquivo listado no
diretório possui a ID 20001, que é a ID do usuário useralfa, cadastrado no OpenAFS no
momento de sua inserção no sistema.
Com relação à disponibilidade, e a título de complemento, foi realizada uma pesquisa
no CVE19, a fim de identificar vulnerabilidades de segurança no OpenAFS. O último regis-
tro, datado de 11/09/2018, refere-se a uma falha ligada ao tamanho de variáveis possíveis
19Base de dados pública internacional voltada para troca de informações sobre falhas de segurança em
softwares. https://cve.mitre.org/.
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para entrada do RPC. No ponto em que foi analisado, o problema permitia a um usuário
malicioso enviar grandes volumes de dados a um servidor, o que poderia causar um dano
na disponibilidade do OpenAFS que se define como ataque de negação de serviço, ou Denial
of Service (DoS).
A falha foi reconhecida pela equipe de desenvolvimento do OpenAFS e corrigida no dia
28/09/2018, data em que foram lançadas as novas versões dos pacotes do OpenAFS nos
repositórios do Debian Linux20.
4.4 Considerações finais
Este capítulo apresentou a análise dos dados obtidos com a execução de observações no
ambiente simulado do OpenAFS.
Foram abordados os aspectos ligados a disponibilidade, integridade, confidencialidade
e apresentados, ainda, a arquitetura do sistema alvo dos testes, os testes realizados segui-
dos de seus respectivos resultados e, finalmente, a análise dos resultados obtidos.
O próximo capítulo apresentará a conclusão final da dissertação.
20Dados obtidos no histórico de segurança do projeto, conforme citado na Seção 3.2.
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Capítulo 5
Conclusão e trabalhos futuros
Este capítulo traz a conclusão da dissertação, apresentando sua visão geral, o exame dos
objetivos, a contribuição do trabalho, as limitações enfrentadas e, por fim, as sugestões
para trabalhos futuros.
5.1 Visão geral do trabalho
Este trabalho levou em consideração a necessidade de implantação de um Sistema de
Arquivos Distribuídos em uma organização de médio porte. Para tanto, dentre os SAD
existentes, optou-se pelo OpenAFS, tendo em vista suas características operacionais, abor-
dadas no Capítulo 3 deste trabalho.
Uma vez que a pesquisa bibliográfica apresentada no Capítulo 2 não revelou estudos
ligados à análise de segurança específica da solução, esta dissertação propôs o exame desta
característica, de modo a validar o sistema e apresentar considerações relacionadas aos
conceitos formais da Segurança da Informação.
5.2 Exame dos objetivos e contribuição
Esta Seção recapitula os objetivos geral e específicos da dissertação, resumindo os resul-
tados alcançados.
O objetivo geral, descrito na Seção 1.3.1 foi o de executar uma análise da segurança
do OpenAFS, avaliando a disponibilidade, integridade e confidencialidade dos dados, além
de avaliar a segurança de seu sistema de autenticação.
Já os objetivos específicos, apresentados na Seção 1.3.2, são aqui recordados, seguidos
de seus resultados:
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1. apresentar a fundamentação teórica em forma de pesquisa bibliográfica,
de modo a identificar as características dos Sistemas Distribuídos (SD)
e, mais especificamente, dos Sistemas de Arquivos Distribuídos (SAD),
verificando os aspectos de Segurança da Informação ligados a disponi-
bilidade, integridade e confidencialidade dos dados manipulados pelos
sistemas;
A pesquisa bibliográfica relacionada na Seção 2.5.2 buscou obter os mais recentes
trabalhos relacionados à segurança de SAD, especialmente os ligados às caracterís-
ticas de Segurança da Informação. Com base no apresentado e de acordo com as
características técnicas do OpenAFS, foi possível verificar que:
(a) o OpenAFS utiliza um esquema de autenticação que fornece proteção contra
ataques de eavesdropping. Os protocolos implementados protegem o tráfego de
credenciais contra monitoração não-autorizada, uma vez que o fluxo de dados
não trafega em claro entre cliente e servidor;
(b) o protocolo DES-CBC-CRC é utilizado para criptografar os tickets que o KDC
concede aos clientes do OpenAFS para apresentação aos processos do servidor
de arquivos durante a autenticação mútua, sendo este protocolo vulnerável a
ataques de força bruta; e
(c) A tolerância a falhas discutida na Seção 4.2.1 é implementada no OpenAFS. De
acordo com o que foi apresentado na Subseção 3.1.3, a replicação dos dados
confere um mínimo de tolerância a falhas nas mídias de armazenamento do
sistema.
2. identificar diferentes tipos de SAD e comparar as características técnicas
de segurança destes com o funcionamento do OpenAFS, a fim de particu-
larizar a pesquisa com estudos que tratam especificamente do OpenAFS,
com vistas a compreender os níveis de segurança que o sistema oferece
aos dados nele armazenados;
O Capítulo 3 apresentou um estudo comparativo entre o OpenAFS e outros três
SAD, contrastando as características de gerais, de arquitetura, segurança e cache.
Foi possível concluir, da comparação, que o OpenAFS aplica-se a ambientes que ne-
cessitem de um sistema distribuído para compartilhamento de arquivos que ofereça
escalabilidade e tolerância a falhas.
3. executar testes com cada um dos subsistemas do OpenAFS que executam
operações ligadas à disponibilidade, integridade, confidencialidade dos
dados e de credenciais de acesso, avaliando os resultados por meio da
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sistematização dos dados coletados, de modo a permitir uma comparação
com o estado da arte na área de segurança de dados em SAD.
O Capítulo 4 apresentou a execução dos testes realizados com a finalidade de aferir
a capacidade dos subsistemas do OpenAFS relacionadas à segurança. Foram tratadas
as funções do sistema relacionadas à disponibilidade, integridade, confidencialidade
e sistema de autenticação do OpenAFS.
A contribuição deste trabalho está relacionada a descrição das características de segu-
rança de um SAD extensivamente utilizado em grandes estruturas de compartilhamento
de arquivos pelo mundo. A pesquisa bibliográfica executada não identificou, porém, estu-
dos ou análises a respeito do sistema, relacionadas à segurança do OpenAFS. Desta forma,
esta dissertação busca iniciar tal análise, propondo o presente estudo e vislumbrando
potenciais melhorias em trabalhos futuros.
5.3 Limitações
Os óbices enfrentados no decorrer da elaboração desta dissertação foram relacionados à
dificuldade de implementação da estrutura virtualizada que forma o núcleo central de
operação do OpenAFS.
Em outras palavras, a configuração da célula OpenAFS, utilizada como prova de con-
ceito para os testes, foi realizada com a utilização de virtualização baseada no VMWare
Player, software de virtualização gratuito para uso pessoal, o qual permitiu a montagem
do ambiente.
Em que pese o fato de que foi possível executar todas as máquinas virtuais necessárias
para a realização dos testes e capturas de tráfego de rede para análise, foram observadas
quedas de performance, especialmente durante a execução de operações complexas, como
a execução de backup e a replicação de volumes.
5.4 Trabalhos futuros
Vislumba-se a possibilidade de aprofundar os testes executados na Subseção 4.2 de modo
a obter mais detalhes sobre a interação em nível de rede entre o OpenAFS e o Kerberos.
Ainda, percebe-se a necessidade de complementar a análise sobre a segurança do
Kerberos, em função da possibilidade de vulnerabilidades a diferentes métodos de ataque
além do eavesdropping.
Um exemplo é o ataque de “Golden Ticket”. Analisado e remediado por Plotnik
et al. [75]), o Golden Ticket é o token de autenticação da conta KRBTGT, que é a conta
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privilegiada do Kerberos, que tem a função de cifrar todos os tokens de autenticação.
Um atacante que obtenha acesso a uma conta com privilégios elevados que possa acessar
o controlador de domínio pode então usar técnicas para obter o hash de senha para a
conta KRBTGT, ficando então livre para criar o Golden Ticket e utilizar os recursos da rede
sem restrições.
Existem ainda outros ataques possíveis, como o “Pass-the-ticket”, “Encryption down-
grade with Skeleton Key Malware” e “DCShadow attack”. Recentes estudos na área apon-
tam possíveis fragilidades que podem ser exploradas, como por exemplo o explanado por
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