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Abstract
Vertical Displacement Events (VDEs) are a major concern for future tokamak
operation since their consequences—halo currents and the associated j×B forces
on the vacuum vessel—have the potential to be very damaging when scaled up
to ITER-size devices. VDEs become more likely for elongated plasmas, which are
inherently vertically unstable and most tokamaks, including ITER, will operate
with elongated plasmas to take advantage of the higher β, and therefore higher
efficiency. Plasma stability to vertical displacement and halo current mitigation
are therefore critical areas of study for future tokamak devices.
The extreme geometry of Spherical Tokamaks (STs) makes them interesting ma-
chines on which to investigate stability and halo current behaviour, and none more
so than the Mega Ampe`re Spherical Tokamak (MAST), which has a unique open
vacuum vessel design. This thesis combines simple analytic exploration, theoretical
modelling, and experimental work and analysis on the MAST tokamak.
The vertical stability of the plasma is studied in MAST with a view to deter-
mining whether the non-linearity in the vertical feedback controller is increased in
STs compared to conventional tokamaks. It is thought that the higher curvature
of the vertical field index in STs will play a role, along with the deterioration in
efficacy of the vertical feedback with progressing excursion from equilibrium. The
open design of the MAST vessel brings an extra dimension to the problem, with
the passive stabilisation being provided by internal coil casings. Contrary to the
design of many other tokamaks, where a toroidal shell with coils outside is used,
the MAST vessel is cylindrical with poloidal field coils hanging on the inside. The
origin of non-linearity in the plasma response is explored by way of a simple heuris-
tic analytic model of an up-down symmetric plasma. Simulations are made using
the non-linear equilibrium evolution code DINA-CH to model plasma discharges
subject to a sinusoidal perturbation. Both MAST and a hypothetical conventional
aspect ratio tokamak are investigated. The responses of the plasma are subjected
to harmonic analysis to determine the non-linearity in the systems and enhanced
non-linearity is found in MAST. Experiments undertaken specifically to explore
this effect in the MAST tokamak are also detailed. These non-linear effects in
plasma control require consideration by controller designers.
Having examined plasma stability in MAST, one of the primary consequences
of VDEs—halo currents—are explored in detail. Forced VDE experiments are
described and the data analysed to give a picture of where in the MAST vessel
halo currents flow. A new method is developed for use with the DINA code to
calculate the halo currents flowing in the different passive conductors, based on
summing over flux surfaces. Further investigation is made into the stability of
the MAST plasma at high displacements from equilibrium, and it is found that
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MAST has a region of extreme instability, where both the feedback and the passive
stabilisation are insufficient to hold the plasma and thus the plasma acceleration
is very rapid.
The mechanisms for generating halo currents are considered in detail and an
analytic circuit-equation model is used to demonstrate the consistency of our un-
derstanding and to investigate the relative strength of the main drivers in MAST.
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Chapter 1
Introduction
1.1 Why study fusion?
Fusion as a future energy source would solve the major world energy problems that
are beginning to arise today—namely, an impending energy crisis where worldwide
demand exceeds supply from predominantly fossil fuel sources, and problems as-
sociated with cumulative environmental pollution. Fusion would satisfy increasing
demand with minimal environmental impact or public risk.
It has now become widely acknowledged that the world will face an energy crisis
at some time in the future. There are a few specific reasons for this:
The finite nature of fossil fuels. In the absence of new prospects or new meth-
ods of exploitation of reserves that are not currently extractable, the expiry of
certain fossil fuel reserves is already envisaged for not too far into the future.
Millions of years are required for organic matter to compress and compact
into oil, coal and natural gas and our current consumption rates are suffi-
ciently high to see their depletion in sixty to a hundred years in the case of
natural gas, less in the case of oil, more in the case of coal[9]. However, our
rate of consumption is not fixed and this could greatly affect the estimates.
The growth in the world’s population. Despite the fact that population in
industrialised countries grows slowly (but still grows), the population in other,
some large, developing countries is increasing rapidly with the fall in child
mortality brought about by better standards of living and the adoption of
Western medicine. This can be seen in countries such as China, India and
Indonesia. World population is predicted to rise to 10 billion in the next 50
years[10].
The increase in the world’s energy needs. These countries in the process of
massive development are increasing their energy demands at a huge rate as
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they strive to achieve the standards of living enjoyed by the more advanced
elements of the global society[11].
Pollution. The world is already suffering the adverse effects of over-consumption
of energy. Environmental issues range from chemical pollution to problems
such as climate change to physical or aesthetic pollution.
Humanity is already having to make adjustments in the face of this energy
problem, and there are different ways of tackling it. Changes in energy efficiency
and conservation have already begun to take place, as has the replacement of a
small amount of our primary sources of energy with sources commonly known as
“renewables”, such as solar energy, wind, hydroelectric, geothermal and biomass.
However, whether these could satisfy energy demands at current levels of consump-
tion is questionable, and while advances in the field are almost guaranteed, so is
the population growth and associated energetic exigencies of developing countries.
In order to retain the standard of living we currently enjoy, and prevent any future
deprivation, a solution will have to be found.
The major energy options now open to us are:
Renewable Sources These energy sources will definitely go some way towards
alleviating the burden of the energy crisis. However, as alluded to previously,
their output is insufficient for growing energy demands[11]. In the case of
solar panels or wind farms, to obtain a reasonable power output, if the re-
source were to be a significant contributor to base load, would require a huge
surface area, in addition to favourable conditions. The intermittent nature
of supply is also an unresolved issue and much improved storage capabilities
are required if renewables are to be a major and reliable contributor to our
energy supply.
Nuclear Fission Technically mastered several decades ago, nuclear fission offers
a regular and reasonably-priced source of energy. In recent decades, cer-
tain problems have ineffaceably tarnished its reputation and rendered the
source almost unacceptable in certain countries. The main contributors to
the public’s unfavourable perception are the occurrence of some accidents and
radiation leaks, the fear of long-term pollution from large quantities of nu-
clear waste, and the proximity of the technology to the atomic bomb. These
worries are mostly unfounded, with deaths from accidents such as Chernobyl
being far outweighed by deaths associated with other forms of energy, for
example coal mining deaths in China. The problem of long-lived radioactive
waste is a real one, but quantities of high-level waste produced are relatively
small[12]. Another realistic issue is that uranium itself is a scarce resource
and will eventually run out, meaning that fission of uranium cannot be a
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long-term energy solution. However, both these issues can be addressed in
some way by the design of new reactors that use other fuels, some of which
can be nuclear waste[13]. The UK is now beginning to change its stance on
nuclear power with the pressures of climate change and security of supply.
Coal The world has large reserves of coal[9], and an additional advantage is that,
compared with oil, they are better distributed worldwide to avoid energy-
driven political conflicts. However, the pollution problems associated with
this fuel make it ultimately undesirable and repercussions are already man-
ifest in developing countries where coal is the primary fuel, even though
the consumption remains relatively low—take the smogs and pollution suf-
fered in India, for example. Additionally, the release of carbon dioxide on
combustion contributes to the worldwide threat of global warming. Modern
power stations are more efficient and cleaner than they used to be, but the
threat of climate change begs further action if coal is to be used as a fuel
into the future. Carbon sequestration, or carbon capture and storage (CCS),
has been proposed as a means of making coal “green”, the principle being
to capture the carbon as it is emitted and then pump and trap it under-
ground in saline aquifers (sandstone formations) and old oil fields. Though
CCS is not yet common practice, there are some flagship projects underway
and it is expected to become more widely adopted when the benefits are
demonstrated[14][15]. This could render coal a passably environmentally-
friendly resource in the medium term, but it will be expensive to implement
and does not address the problem of supply when the coal does run out.
With consideration of these options open to us, it is clear that all lack the ability
to satisfactorily combat a rising energy crisis, and that it is a global necessity to find
something to compensate the projected huge future energy deficit. Nuclear fusion
could offer a solution. Fusion is nuclear power with the same vast energy-producing
capabilities of nuclear fission—greater in fact—but without the same risks[11]: the
danger of nuclear explosion is eliminated by the use of only a tiny amount of fuel
in the reactor at any one time, more than a million times less than that in a fission
reactor; the products of the reaction are helium and neutrons, and so pose no
large risk to the public through nuclear waste. The biggest radioactivity problem
will be the activation of the machine structure by the energetic fusion-generated
neutrons, requiring careful nuclear decommissioning at the end of its lifetime, but
this would not pose any problem on a geological time scale as the radioactivity of
the structure decays quickly (within 50-100 years). The choice of low-activation
materials for the reactor will also minimise the pollution issue. Fusion has the
enviable advantages of being able to provide large amounts of energy with no
climate-changing carbon dioxide emissions (save those produced in the construction
of the machine). The fuels, deuterium and tritium, are spread uniformly around the
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globe and are sufficiently abundant to last for thousands, if not tens of thousands,
of years.
Currently the greatest disadvantage of fusion is that its reliability as a major
energy source has not yet been demonstrated. The situation being as it is, it is
irrefutable that, if proven viable, fusion would take a major place in the energy
sources of the future. Research into this possibility is imperative as a means to
determining its potential.
1.2 Fusion basics
Nuclear fusion is the coalescence of two light nuclei into one heavier nucleus. As
a consequence of the reduction in total mass of the new arrangement, energy is
released in the form of kinetic energy of the products. The probability of a reac-
tion at low energy is small because of the mutual Coulomb repulsion experienced
between particles of like charge. This is like trying to get a ball to roll up a steep
hill and into a small, deep hole on the top. The ball must have enough energy to
climb the hill before it can fall into the hole. Similarly, the fusion nuclei must have
enough energy to overcome the repulsive force between them and get close enough
that the strong nuclear force, which acts on particles in the nucleus, will pull them
together. Thus fusion cross-sections (the probability of a fusion reaction) increase
with the energy of the particles, and hence temperature. However, the probability
does not increase indefinitely. There is an optimum temperature for fusion reac-
tions to occur, after which the cross-section will decrease again. This is like hitting
the ball so hard that it flies right over the top of the hole.
Fusion occurs continually in the sun and the stars, at temperatures of 10-15
million degrees C. At such high temperatures the particles are in a state known
as “plasma”, where electrons are separated from the nuclei of the atoms, which
become charged ions. In this state the thermal velocities of the nuclei are sufficient
to overcome the Coulomb repulsion and fusion may take place.
Of course, at these temperatures confining the plasma is a major problem since
it cannot be contained within material walls. In the sun, gravitational forces pro-
vide this confinement, but the challenge for scientists on Earth is to retain the
nuclei at the optimum energy for fusion reactions, at a sufficient density, and for
long enough in the reacting region for the reactions to take place. Magnetic or
inertial forces are used to this end, and researchers actively study both Inertial
Confinement Fusion (ICF) and Magnetic Confinement Fusion, the latter of which
is the focus of this thesis.
These fundamental conditions for fusion to take place were first shown by John
Lawson, who said that “it is necessary to maintain the plasma density multiplied
by the confinement time greater than a specified value”[16], and this was continued
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Figure 1.1: The deuterium-tritium reaction[1].
to give the condition for ignition (when the fusion reaction becomes self-sustaining)
in magnetic confinement fusion:
nTτE > 3.10
21m−3keV s. (1.1)
Here, n is the plasma density (number of fuel ions per cubic metre), T is the plasma
temperature in kilo-electron volts (keV, equivalent to about 10 million degrees) and
τE is the energy confinement time, which is a measure of the rate at which energy
is lost from the plasma.
τE =
total amount of energy in plasma
rate at which energy is lost
. (1.2)
The fusion triple product nTτE is used to compare the results of different fusion
experiments and monitor the progress towards ignition.
The most readily attainable fusion process on Earth is that involving the iso-
topes of hydrogen, deuterium (D) and tritium (T). This occurs at temperatures
around 100 million degrees. The reaction is given by
2
1D+
3
1T→ 42He [3.5MeV] + n [14.1MeV]. (1.3)
The products of this reaction are helium (an α-particle) and a neutron, which
carries away four fifths of the energy released. An illustration of this reaction is
shown in Figure 1.1.
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Figure 1.2: Cross-section of a torus indicating the poloidal and toroidal directions.
Other possible fusion reactions are
2
1D+
2
1D→ 32He [0.8MeV] + n [2.5MeV] (1.4)
2
1D+
2
1D→ 31T [1.0MeV] + p [3.0MeV] (1.5)
2
1D+
3
2He→ 42He [3.7MeV] + p [14.7MeV]. (1.6)
The D-T reaction is preferred over these other reactions because it has a higher
cross-section at lower energies, in other words, it is easier to achieve. Another
advantage is that due to quantum mechanical tunnelling, fusion occurs at lower
energies than that required to overcome the Coulomb barrier. Of the fuels, deu-
terium can be easily extracted from water, and tritium, although not occurring
naturally, can be produced by the interaction of fast neutrons with lithium in a
blanket around the reactor. Both deuterium and lithium are in abundant supply
and are distributed reasonably evenly around the world.
1.3 Magnetic Confinement Fusion
The earliest fusion research, carried out in England in the 1950s, involved “pinch”
arrangements, such as the linear Z-pinch or toroidal pinches, where an electrical
current was run through a plasma to generate a magnetic field that would compress
it to fusion temperatures. It was found in these experiments, however, that the
plasma quickly became unstable, and attempts to stabilise the plasma by faster
application of the current simply led to its more rapid destruction.
At a similar time a Russian team developed a means of confining a toroidal
(doughnut-shaped) plasma using a toroidal magnetic field (see Figure 1.2 for toroidal
and poloidal directions). This larger magnetic field increases the stability of the
plasma. A plasma current is also required for a stable equilibrium as it produces
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Figure 1.3: Poloidal cross-section, showing the halo region (red), of a plasma un-
dergoing a VDE[2].
the necessary poloidal component of the magnetic field, creating a helical resul-
tant magnetic field and allowing helical trajectories of the plasma particles. This
was the notion of the tokamak, and it is presently the most technologically and
scientifically advanced of all the controlled-fusion concepts.
1.4 Vertical Stability in Tokamaks
A tokamak aims to retain a toroidal tube of hot plasma centrally in a similarly-
shaped machine so that fusion reactions can take place. This thesis is concerned
with the stability of this plasma tube to vertical movements. It is possible that
the plasma can be displaced from the central equilibrium upwards or downwards
in the vessel. If the plasma is vertically unstable, then once this occurs, external
forces act on the plasma to increase this displacement, the plasma will continue its
movement and soon hit the wall. This process is known as a Vertical Displacement
Event (VDE).
Where the plasma is confined, the field lines are “closed”, that is, they form
closed loops with no beginning or end. When the plasma hits the wall and shrinks
into it, these closed field lines begin to open up, so that in the edge region of the
plasma there are “open” field lines that begin or end at the wall. Figure 1.3 shows
the cross-section of a plasma moving upwards in the vacuum vessel during a VDE.
The red region indicates where the field lines have opened up and intersect the
wall.
The undesirable consequences of VDEs are halo currents and induced vertical
forces. Halo currents are currents that flow along the open field lines at the edge of
the plasma (the red region in Figure 1.3) and from there into the metal walls of the
vacuum vessel. They are induced by the shrinking of the plasma and the reduction
in the current flowing through the plasma, and are described more fully in the
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following chapter. When halo currents flow into the vessel walls, they take the
shortest route back to the plasma and so flow poloidally (along the cross-section in
the picture). These currents, flowing in the presence of the strong magnetic fields
used to confine the plasma, induce large forces on the vessel structure that could be
equivalent to several thousand tonnes for future large tokamaks. For this reason,
much work is done to gain a greater understanding of VDEs and halo currents to
reduce the frequency and magnitude of these events.
1.5 Outline of the Thesis
This brief chapter has introduced the topic of fusion and the area of study of this
thesis—VDEs and halo currents. The following chapter gives a more technical
background to the subjects addressed in this thesis: further details of tokamaks;
plasma equilibrium and vertical stability; VDEs and halo currents; diagnostics used
in the MAST tokamak; and the basics of plasma control. Chapter 3 details the
simulation code used for this work, DINA-CH, outlining the workings of the code
and considering its advantages and limitations alongside some other, similar codes.
Chapter 4 relates the set-up of the DINA code for the MAST tokamak, details
how to run a simulation and shows the results of benchmarking tests performed
to validate DINA on MAST for future work. Chapter 5 investigates the plasma
response to feedback using DINA simulations to determine whether low-aspect-ratio
spherical tokamaks are more non-linear in their response than conventional aspect-
ratio tokamaks. Chapter 6 outlines a method of calculating halo currents flowing
in different sections of the MAST vessel using DINA output, and investigates the
stability of the plasma at increasing displacement from equilibrium.
Conclusions are drawn in Chapter 7 and some additional information that may
be of interest is in the appendices.
Chapter 2
Technical Background
2.1 Some Important Parameters
β A measure of the performance of a tokamak is given by the parameter β. Gen-
erally, this is the ratio of plasma pressure to magnetic pressure and is given
by
β =
p
B2/2µ0
=
2µ0p
B2
. (2.1)
The poloidal and toroidal β values, βp and βt refer to the poloidal or toroidal
magnetic field, Bθ or Bφ creating the magnetic pressure. The βp value gives
a measure of the efficiency of plasma confinement for a given plasma current,
while βt represents the amount of plasma pressure that can be sustained by
the magnetic field, so a higher value indicates higher fusion power. βt is also
the factor likely to have the most influence on the cost of electricity produced
by fusion power, since the toroidal magnetic field is expensive to produce,
and thus a higher βt indicates a more efficient and economical machine.
q The parameter q is called the “safety factor” and represents the amount by
which the field lines are twisted. q is equal to the average number of toroidal
revolutions of a field line required to complete one poloidal revolution. An
integer q indicates that a field line going once around the torus will join up
on itself. A large q value indicates a gentle twist in the field line, and a small
q a tight twist.
Ip This is the current flowing through the plasma in the toroidal direction. It is
responsible for the poloidal magnetic field and ohmically heats the plasma to
a few keV. The plasma current density is given by the parameter j, where
j =
∫
IpdS.
li This is the internal inductance of the plasma and gives a measure of how peaked
the plasma current density profile is, ie. how much higher j is at the centre of
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the plasma than at the edge. A low li indicates a peaked j profile, while a high
li indicates a flatter current distribution across the poloidal cross-section.
 The parameter  represents the inverse aspect ratio of the tokamak. The aspect
ratio, R/a, is the ratio of the major radius R—from the centre of the tokamak
ring to the centre of the cross-section—and the minor radius a—from the
centre to the edge of the plasma. Thus the inverse aspect ratio  = a/R.
2.2 Tokamaks
Its name an acronym of the Russian words toroidalnaya kamera i magnitnaya
katushka, meaning toroidal chamber magnetic coils, the tokamak consists, in essence,
of a toroidal vacuum vessel around which are wound poloidally a set of coils that
produce a toroidal magnetic field Bφ. In order to properly confine the plasma a
toroidally-flowing plasma current is also required. This is generated by induction
using a central solenoid with an air or iron transformer core as the primary winding
in the transformer circuit and the plasma as the secondary winding. The plasma
current is necessary for confinement because the toroidal field naturally decays out-
wards over the radius R of the tokamak (Bφ ∝ 1/R). There is consequently a drift
of the particles’ guiding centres as they are accelerated and decelerated at different
times during their Larmor orbit depending on whether they are in regions of higher
or lower magnetic field. As the electrons and ions are oppositely charged they drift
in opposite directions, which results in charge separation so that an electric field
is created, and the interaction of the magnetic and electric fields with the particle
motion cause what is known as the E×B drift. The E×B drift is not dependent
on charge and so the plasma drifts outwards as a whole. Thus toroidal equilibrium
is wholly dependent on there being a toroidally-flowing plasma current to produce
a poloidal magnetic field, which combined with the toroidal field produces a he-
lical magnetic configuration and shorts out the E × B drift by providing a fast
return path for the particles down the field line. The charged particles follow these
magnetic field lines and are thereby confined within the tokamak. This plasma con-
figuration is shown in Figure 2.1. In practice, poloidal field coils are also required
to shape the plasma and to control its horizontal and vertical position.
The driving of the toroidal plasma current in a tokamak is very important for
steady-state operation. If the current is produced wholly inductively by transformer
action it is impossible to have continuous operation, since the current in the primary
winding must always be changing. A device that has to cool down between pulses
would be inefficient and expensive to run and, additionally, large thermal stresses
would be produced in the machine, so it is desirable to run in steady state. This
requires non-inductive current drive.
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Figure 2.1: The typical tokamak configuration[1].
Non-inductive current-drive methods commonly used in tokamaks include Neu-
tral Beam Current Drive (NBCD), Electron Cyclotron Current Drive (ECCD) and
Lower Hybrid Current Drive (LHCD)[17]. However, these methods do not have
high efficiencies, so providing 100% of the plasma current by these techniques alone
would be prohibitively expensive. Fortunately there is a current produced in the
presence of a density or temperature gradient, known as the bootstrap current,
which could contribute to a viable steady state reactor concept if it could provide
50-90% of the plasma current.
The bootstrap current[18] occurs as a result of the interplay between trapped
and passing particles in the presence of a density or temperature gradient. Banana
shaped trajectories of the particles’ guiding centres arise in the tokamak due to
the non-uniformity of the magnetic field, causing those with insufficient velocity
along the magnetic field line to change direction in regions of higher magnetic
field, becoming trapped[17]. These banana trajectories can be seen in Figure 2.2.
Considering trapped particles to be on adjacent banana orbits, where these orbits
overlap there will be particles travelling in opposite directions, for example particles
from the outer banana orbit travelling upwards and those from the inner banana
orbit travelling downwards. Currents from these particles largely cancel out, unless
there is a density gradient or a temperature gradient, which would mean either that
there are more particles on the inner than the outer banana orbit, or that these
particles have a higher energy. Either of these scenarios would cause a net flow of
particles locally and a current to be set up. The exchange in momentum between
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Figure 2.2: Diagram of a tokamak plasma showing the banana-shaped orbits of
trapped ions. The presence of a density or temperature gradient can cause the
currents on adjacent trajectories to differ and thus not cancel each other out, as
they would normally, generating a current—the bootstrap current. The plasma
here is in a diverted configuration, showing the X-points and how the plasma only
contacts the wall at specified divertor strike points[1].
trapped particles and passing particles results in a net current flowing toroidally.
An additional function of the plasma current is to heat the plasma by ohmic
heating. However, this also has its limitations as ohmic heating is insufficient and
becomes less effective as the plasma heats up due to the inverse proportionality of
the plasma resistivity to temperature (resistivity η ∝ T−3/2). Other heating meth-
ods must therefore be employed, and these are often the same techniques used for
current drive. They include Neutral Beam Heating, Radio Frequency (RF) Heat-
ing and Electron Cyclotron Resonance Heating (ECRH)[19]. The helium nuclei
produced in the fusion reaction also heat the plasma through collisions. Toka-
maks strive to achieve what is known as “ignition”, where the plasma temperature
can be sustained by α-particle heating alone and the fusion reaction is thus self-
sustaining[20].
Often, the plasma shape is modified so that the plasma is in a diverted configu-
ration rather than a limited one, which changes the point of contact of the plasma
with the wall. Early tokamaks had a limiter made of metal that could withstand
high temperatures, which would stick out from the wall and limit the size of the
plasma, but when subjected to high heat loads these metals would release heavy
impurities into the plasma. A diverted system uses extra magnetic coils to channel
the field lines into a separate lower region of the tokamak called the divertor. Here
they can interact with the wall and any impurities produced have difficulty getting
back up into the main chamber. All diverted configurations have an X-point, which
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Figure 2.3: Comparison of the aspect ratios of a conventional tokamak and a
spherical tokamak[3].
is a null point of magnetic field, as shown in Figure 2.2.
2.3 Spherical Tokamaks
A spherical tokamak (ST) is a tokamak of very low aspect ratio R/a, where R
is the major radius and a the minor radius. STs typically have an aspect ratio
below ∼1.8, see Figure 2.3, which shows a comparison of the ST shape with the
conventional shape. The ST concept was pioneered at UKAEA Culham with the
Small Tight Aspect Ratio Tokamak (START) experiment, which was in operation
from 1991-1998. Despite being a small, low-budget experiment with relatively poor
vacuum conditions, short pulse length, small plasmas and a very basic control sys-
tem, START was able to achieve good results, particularly world record average
βt values of approximately 40%[21], more than three times the highest βt obtained
in conventional tokamaks, at the same time displaying no significant reduction in
the energy confinement properties in these high-βt discharges[22]. There is much
activity in the study of STs, not only for the increase in fundamental understanding
of tokamak physics they afford, but also because they are very interesting in their
own right as a possible power plant or a materials test facility. The pertinent issues
of tokamak physics, such as stability, transport and edge physics, are investigated
in addition to the technological considerations of heating, current drive and plasma
exhaust. Findings are applicable both to future ST devices and conventional toka-
maks such as ITER.
Spherical tokamaks have several advantages:
Operation at high βt. This allows a relatively high plasma pressure and subse-
quently high fusion power or, in practice, the same fusion power at lower
toroidal magnetic field.
Stability at high elongation. STs exhibit naturally high elongation of the plasma.
This increases the “safety factor” (q). Higher q at the plasma edge has a sta-
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bilising effect, or equivalently, allows a higher plasma current for a given
edge-q.
Lower halo currents during disruptions. There has been evidence to suggest
that halo currents in STs may be smaller than those in conventional tokamaks,
and more uniform in distribution[7].
Potentially high bootstrap fraction. The higher fraction of bootstrap current
means that less current needs to be driven by expensive non-inductive tech-
niques to achieve steady state operation.
Following the success of START, the Mega Amp Spherical Tokamak (MAST)
was constructed at Culham and began operating in 1999. MAST is a purpose-built
machine designed to provide a full test of the ST concept. In contrast to START it
has good vacuum conditions, long pulse length, large plasmas and advanced plasma
control systems. A comparison of the START and MAST vessels are shown in Fig-
ure 2.4, showing MAST as it was when it was constructed. Improvements to MAST
were made during shutdowns in 2003 and 2004, the major modifications being: the
replacement of the central solenoid for one which is longer, in order to reduce the
fringing fields affecting the height of the X-points and thereby increasing the at-
tainable elongation, and able to achieve higher plasma currents and longer pulse
length; modification of the divertor for improved power handling and diagnostic
access; and improvements to diagnostics and auxiliary heating systems. Further
details are available in [23].
The MAST vessel is large and cylindrical and, unusually, has poloidal field (PF)
coils internal to the vessel that create the plasma shape (these can be seen as the
orange squares in the cross-sectional diagram of MAST in Figure 2.4). This ar-
rangement gives increased flexibility and greater vessel accessibility, but does have
a down-side in that the stability advantage of a close-fitting shell is lost. As a
spherical tokamak it displays a high natural elongation, and since the improve-
ments made during the 2003/2004 shutdowns MAST has attained an elongation of
2.45. Pellet injection, from a large, 8-pellet injector used for fuelling after start-
up, facilitates the achievement of high plasma densities. Inboard mid-plane and
outboard gas puffing are also used, inboard fuelling having been found to improve
H-mode access. Heating on MAST is provided via Neutral Beam Injection (NBI).
Error field compensation coils reduce the problem of the plasma-terminating locked
mode by compensating for the error field in both Ohmic and neutral beam heated
plasmas[24].
In the past experiments have been performed on MAST to investigate the
“merging-compression” technique for plasma start-up. Pioneered on START, this
involves forming plasma rings around the large-radius P3 coils, which are then
merged and compressed in major radius to form the ST plasma. This technique
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Figure 2.4: Cross section of the vacuum vessels of START and MAST showing
their relative sizes and the position of the plasma in the vessel[1].
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Design Achieved
Minor radius a [m] 0.65 0.65
Major radius R [m] 0.85 0.85
Aspect ratio A ≥1.3 1.3
Elongation κ ≥2 2.45
Plasma cur-
rent
Ip [MA] 2 1.35
Toroidal field Bφ(R) [T] 0.52 0.52
Auxiliary
heating
PNBI , PECH [MW] 5, 1.4 3.3, 0.9
Pulse length tp [s] 5 0.7
Normalised
pressures
βT , βN 17% , 5.3
Core tempera-
tures
Te(R), Ti(R) [keV] 2.1, 2.3
Table 2.1: Key engineering and physics parameters for MAST.
saves the central solenoid flux, which can then be used to further ramp up the
plasma current. Investigation has been conducted into double-null merging (DNM),
a modification of merging-compression where the plasma forms at the magnetic null
rather than around the coils[23], which will be important for future devices where
the PF coils will be external to the vacuum vessel and neutron shielding require-
ments may leave little space for a useful solenoid.
MAST also has an extensive array of high quality diagnostics, including—which
has been most important for this work—being fully diagnosed for the study of halo
currents. These are described in Section 2.6.1. Table 2.3 shows the important
engineering and physics parameters for MAST.
2.4 Plasma equilibrium
This section outlines the principles of plasma equilibrium assuming knowledge of
the equations of magnetohydrodynamics (MHD). More information on the MHD
equations and the derivation of the Grad-Shafranov equation can be found in Ap-
pendix A.
For a plasma to be in equilibrium, there must be no net forces that will accel-
erate any part of the plasma. This requires force balance in the plasma between
forces due to the magnetic field B and those due to the pressure gradient ∇p within
the plasma:
j×B = ∇p (2.2)
where j is current density. This equation of force balance leads to the concept of
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Figure 2.5: Poloidal cross-section of a toroidal plasma showing the coordinate
system used to describe the equilibrium and depicting the nested flux surfaces on
which lines of field and current lie[4].
flux surfaces—surfaces of constant pressure on which the magnetic field lines and
current lines lie.
B · ∇p = 0 ⇒ p constant along line of B
j · ∇p = 0 ⇒ p constant along line of j (2.3)
The pressure gradient is perpendicular to the flux surfaces. The poloidal magnetic
flux function Ψ is defined to be the poloidal flux lying within each magnetic surface.
Figure 2.5 shows the nested flux surfaces in a plasma and the coordinate system
used.
The equilibrium of an axisymmetric toroidal plasma is described by the Grad-
Shafranov equation
− 1
µ0R
(
R
∂
∂R
(
1
R
∂Ψ
∂R
)
+
∂2Ψ
∂z2
)
= Rp′ +
µ0
R
ff ′
R
∂
∂R
(
1
R
∂Ψ
∂R
+
∂2Ψ
∂z2
)
= −µ0R2p′ − µ20ff ′.
(2.4)
It expresses the balance between the plasma pressure gradient and the j×B con-
tributions from both the toroidal current and poloidal field required for toroidal
stability, and the poloidal current and toroidal field necessary for radial stability.
The two arbitrary functions, p(Ψ)—representing the pressure—and f(Ψ)—
whose gradient is related to poloidal current—,are chosen to determine the nature
of the equilibrium configuration. The Grad-Shafranov equation generally has to be
solved numerically since p and f are both themselves functions of Ψ, which is only
known when the Grad-Shafranov equation is solved.
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2.5 Vertical stability
This thesis is concerned with the vertical stability of plasmas, and with the conse-
quences of them becoming unstable. Due to plasma shaping in tokamaks to increase
performance, plasmas are more prone to vertical instability and require continuous
position control with the use of sophisticated controllers to maintain the plasma
in the desired position. Most tokamaks are operated in this unstable mode—with
elongated plasmas and vertical position stabilisation. This section will discuss why
elongated plasmas bring performance improvements, how elongated plasmas are
created, why enhanced elongation leads to plasma instability, and finally the mani-
festation of the vertical instability—the Vertical Displacement Event (VDE)—and
its consequences.
2.5.1 Elongated plasmas
Elongated plasmas demonstrate significant performance improvements over plas-
mas of circular cross-section, the key advantage being the ability to operate at
higher β. According to the empirically-derived Troyon[25] and Sykes[26] theoreti-
cal scalings, a combination of low aspect ratio and plasma shaping can be used to
maximise the achievable β. The maximum β is constrained by plasma current Ip,
toroidal magnetic field Bφ and minor radius a:
βmax = g
Ip[MA]
a[m]Bφ[T ]
(2.5)
where g is often called the Troyon factor and has a value of ∼3.5 for conventional
tokamaks and ∼2.8 for more elongated plasmas[27]. The proportionality between
plasma current Ip and elongation κ, for a given q and Bφ, is given approximately
by
Ip ∝ 1 + κ
2
2
(2.6)
Vertically elongated plasmas are thus able to carry larger plasma currents for a
given safety factor q and for given magnetic field B, major radius R and minor
radius a, which translates to a higher β. Also, there is an inverse aspect ratio ()
formulation of the β-limit since
Ip =
Bφa
q
where  =
a
R
(2.7)
and from Equation (2.5) we find
β ∝ 
q
(2.8)
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R/a Bφ κ
2.5 1.58 1.1
1.2 0.07 2.0
Table 2.2: The effect on toroidal magnetic field Bφ and elongation κ of reducing
aspect ratio R/a.
Therefore, for a spherical tokamak with higher , at a fixed q, a higher value of β
is attainable, and hence a higher machine efficiency, than that for a conventional
tokamak.
Spherical tokamak plasmas exhibit natural elongation, meaning that in a uni-
form vertical magnetic field the plasma will have an elongated shape rather than
the more circular cross-section displayed by conventional tokamaks under the same
conditions. With the tighter aspect ratio the opposite sides of the plasma are in
closer proximity and therefore exert forces upon each other, rather in a manner
of two opposite-current-carrying wires exerting forces to repel one another. This
causes a flattening of the inboard plasma edge and increases the elongation of the
plasma with no contribution from the external magnetic field. This means that
the ST plasma will be more stable to the vertical instability than a conventional
tokamak plasma of similar elongation.
Sykes performed free boundary equilibrium simulations of plasma in a uniform
vertical field to demonstrate this tendency towards a natural elongation[28]. Simu-
lations of the plasma equilibrium were made for a conventional tokamak of aspect
ratio R/a = 2.5 and a spherical tokamak of R/a = 1.2. In each case the minor
radius a = 0.15m, plasma current Ip = 100kA and profiles and toroidal field Bφ
were chosen to give central and edge safety factor values of q0 = 1 and qa = 8
respectively. The results are summarised in Table 2.2, giving the main parameters,
and Figure 2.6, showing visually the change in the elongation of the plasma. Note
that as the aspect ratio is reduced from 2.5 to 1.2 the elongation of the plasma
increases naturally from 1.1 to 2 and that the toroidal field required to achieve the
same qa for a given Ip falls by a factor of twenty.
In conventional tokamaks, or to further increase elongation in STs, the shape
of the plasma is changed by adding a radial component to the vertical magnetic
field. This changes the curvature of the external vertical field and the nature of this
curvature determines whether the plasma shape becomes flattened or elongated—
positive curvature results in flattening of the plasma shape, negative curvature
results in elongation. This effect is shown in Figure 2.7. The radial component
of the external vertical field interacts with the plasma current to induce a Lorentz
force on the upper and lower parts of the plasma, which modifies the shape. Using
this method in STs to further elongate the plasmas, with a view to increasing the
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Figure 2.6: Natural elongation of a spherical tokamak compared with that of a
conventional tokamak. Image courtesy of A. Sykes.
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Figure 2.7: Effect of positive and negative curvature on plasma shape[5].
efficiency of the machines, means that they also suffer from the problem of vertical
instability associated with an elongated plasma shape.
2.5.2 Vertical instability from enhanced elongation
The external vertical magnetic field Bv is required to counter the hoop force on the
plasma and maintain the equilibrium.
It is the radial component of the external magnetic field Bext that leads to the
curvature of the magnetic field and hence determines the plasma shape. We can
decompose Bext into its radial and vertical components, BRext and Bzext,
Bext = BRexteR +Bzextez (2.9)
noting that Bzext = −Bv, the vertical field.
The degree of magnetic field curvature is measured by the decay index, also
known as the field index1,
nˆ = − R
Bzext
∂Bzext
∂R
(2.10)
1The decay index was conventionally calculated at the magnetic axis and given as a single
value. This is fine for a conventional tokamak, where the magnetic field curvature is relatively
constant, but the measurement is less useful for a spherical tokamak, where the curvature varies
throughout the plasma.
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If there were no external radial field, the resulting external field Bext would be
homogeneous, ie. no variation with R or z, and the decay index would be zero.
The field Bext is created by a current, but for the vacuum fields under considera-
tion the current density j = 0 outside the coils, and from Ampe`re’s law µ0j = ∇×B
we obtain
∂Bzext
∂R
− ∂BRext
∂z
= 0. (2.11)
The vertical Lorentz force acting on the plasma is given approximately by
Fz = −2piR0BRextIp (2.12)
and from the definitions above we can calculate the partial derivative of the vertical
force as a function of the plasma’s vertical position z.
∂Fz
∂z
= 2piR0Ip
nˆBzext
R
= −2piR0Ip nˆBv
R
(2.13)
Perturbing about a stable equilibrium, assumed at z = 0, then
Fz(z) = z
∂Fz
∂z
(2.14)
Therefore, for a positive decay index nˆ, where ∂Fz
∂z
< 0, if the plasma moves upwards
(z > 0) then Fz = z
∂Fz
∂z
is negative, ie. the Lorentz force is directed towards the
centre of the plasma and the plasma vertical position is stable. Similarly for a
downward motion. For a negative decay index, ∂Fz
∂z
> 0 so for a positive z motion,
Fz is also positive and the plasma vertical position is unstable. If the decay index
is zero then ∂Fz
∂z
= 0 and the plasma is marginally stable.
When the plasma position is unstable, the Lorentz force is directed away from
the centre of the plasma and so in the direction of any movement it may make
away from equilibrium, see again Figure 2.7. Due to the curvature of the field, the
force becomes greater the further the plasma moves from the equilibrium position
and so this serves to exacerbate the problem and leads to the failure of controllers
to maintain the desired plasma position after large displacements.
To create an plasma elongated beyond its natural value requires a negative
decay index, therefore artificially elongated plasmas are inherently unstable.
2.5.3 Vertical Displacement Events
A Vertical Displacement Event (VDE) is the vertical movement of the plasma
culminating in a disruption when the feedback system fails to retain the plasma in
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the desired position. The two main consequences of VDEs are halo currents and
induced forces in the vacuum vessel.
VDEs are sometimes called “hot plasma VDEs” because the plasma impacts
the wall whilst still possessing much of its energy and current. If instead of loss
of control, internal magnetohydrodynamic instability growth causes a rapid loss
of almost all of the plasma’s thermal energy, terminating the plasma discharge,
then this is known as a major disruption (MD). Sometimes this activity can trigger
vertical motion by inducing forces on the plasma, and then it can be termed a
“vertical disruption” or a “vertically unstable disruption” (VUD). This is a common
outcome of major disruptions in elongated plasmas. If the disruption ends with
primarily radial plasma motion it is termed a “radial disruption”.
This thesis is concerned with VDEs, so major disruptions will not be considered,
although the work is relevant to most major disruptions as well. VDEs and major
disruptions go through the same processes (a thermal quench where plasma energy
is lost, followed by a current quench where plasma current decays and halo currents
are generated), but these processes occur on different timescales and when the
plasma is in different positions. The consequences of the disruptions therefore
differ in magnitude, with those of the VDE being more severe because the plasma
current is greater for large plasma displacements.
The stages of a major disruption are as follows[29]: rapid growth of an internal
MHD instability initiates a thermal quench, where the plasma quickly loses its
thermal energy. As a result, the plasma current density j profile flattens (internal
inductance li drops) and the plasma current Ip increases slightly to conserve flux,
producing a characteristic bump in the Ip signal, see Figure 2.8. The plasma current
is then unable to be supported by the applied loop voltage and so decays rapidly.
This is known as the current quench.
The major consequences of VDEs are heat loads to the wall, and electromagnetic
forces that are induced as a result of currents, termed halo currents, that flow from
the plasma into the vacuum vessel when the plasma makes contact. VDEs generally
have more serious consequences than major disruptions because major disruptions
lose much of their thermal and magnetic energy before moving and contacting the
wall. In the case of a VDE, the plasma hits the wall before the thermal quench
and current quench phases, so these produce the maximum heat loads and halo
currents, and thus forces.
VDEs themselves can be categorised into type I and type II VDEs. Type I VDEs
have rapid core Ip decay relative to the rate at which the plasma area shrinks, and
so the halo current generated can be thought of as resistivity dominated. Type II
VDEs have a rate of plasma area shrinkage that exceeds the core Ip decay rate,
and so the halo current can be thought of as motion enhanced.
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Figure 2.8: The plasma internal inductance li (dimensionless), plasma current Ip
and vertical position in the vessel z for MAST Shot 11103, a major disruption,
showing the drop in li and the Ip spike before the current quench. Since this is a
major disruption and not a VDE, the z position in the run-up to the time of the
disruption does not change. The small dip in z early in the discharge is deliberately
programmed and occurs long before the onset of the disruption.
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Halo currents
The first consequence of VDEs are halo currents. These are currents driven in the
peripheral or scrape-off-layer region of the plasma, flowing on open magnetic field
lines, from where they can flow into the vessel structure when the plasma becomes
wall-limited. In the plasma they follow the field lines, flowing helically, because in
this region ∇p ∼ 0 and thus j × B = 0 and so j is parallel to B; in the vacuum
vessel they flow poloidally, taking the shortest path through first-wall structures.
The direction of halo current flow is that which enhances the toroidal field Bφ, see
Figure 3.3 in Chapter 3.
The principal effects providing the voltages that drive halo currents are the
decay of the core plasma current and the change in toroidal flux enclosed by the
halo region. Following the thermal quench, the core plasma current begins to decay
and toroidal current is induced in the closely coupled halo region. This toroidal
halo current also produces poloidal halo current, since the current in the plasma
follows the field lines. There is also some convection of current from the core to
the halo region as the motion of the plasma into the wall causes field lines to open
up. As the plasma area decreases, the toroidal flux enclosed by the halo region
decreases and this produces a poloidal voltage that can directly drive poloidal halo
current. The following equation by Humphreys and Kellman[30] describes how halo
currents are generated.
∂Ih
∂t
= −IhΩh
Lh
− Mh,p
Lh
∂Icorep
∂t
− 1
qhLh
d
dt
(
Bφpiκa
2
h
)
. (2.15)
The first term describes the resistive decay of the halo current, the second the
generation of halo current by the decay of the plasma current, and the third the
generation of halo current by the shrinking of the halo area and the conservation
of toroidal flux. This is discussed further in Chapter 6.
Halo currents are often considered in terms of the halo current fraction fhalo,
which is defined as the ratio of maximum halo current Ihθ to pre-disruptive plasma
current Ip0:
fhalo =
Ihθ
Ip0
(2.16)
The ITER Physics Basis guidelines for halo current fraction are Ihθ/Ip0 ≤ 0.4,
though often in larger machines this does not exceed about 25%[29].
Often in the modelling of tokamak plasmas, and certainly in the DINA code,
a two dimensional plasma configuration is considered where there is no variation
with toroidal angle, ie. the plasma is assumed to be axisymmetric. However, in
reality the halo current distribution is not symmetric, but subject to significant
toroidal asymmetries, arising from the instability of the plasma to the external
kink mode[31]. This halo asymmetry can produce a net radially-directed lateral
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Figure 2.9: Relationship between halo current fraction and toroidal peaking factor
for several tokamaks[6].
loading on the vacuum vessel and pose an additional issue for designers.
As a measure of the extent of variation of halo currents around the machine
the Toroidal Peaking Factor (TPF) is defined. This is the ratio of maximum halo
current density to toroidally averaged halo current density.
TPF = 1 +
max[Ihθ(i)− Average]
Average
(2.17)
where for a toroidal array of n partial Rogowski coils
Average =
1
n
n∑
i=1
Ihθ(i). (2.18)
ie. a TPF of 1 indicates a uniform halo current distribution and the greater the
deviation from 1 the more asymmetric the distribution.
The product of the TPF and the halo current fraction fhalo gives a measure of
the maximum halo current:
max. halo current = TPF × fhalo (2.19)
The toroidal asymmetry of halo currents is an important issue for ITER and as such
has been the subject of fairly wide study. Figure 2.9 is an amalgamation of TPF and
halo current data for several different tokamaks[6]. The data from each separate
tokamak can be seen to be quite closely grouped. This is as a result of the machines’
operating conditions and their geometry. Machine geometry has a bearing on halo
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Figure 2.10: Relationship between halo current fraction and toroidal peaking factor
in MAST[7].
current magnitude because, for example, the plasma may impact the wall very
early or very late in the disruption, which would have different consequences. This
was found on Alcator C-Mod when they installed a new divertor—resulting halo
currents dropped by about a factor of 2 and became less toroidally asymmetric[32].
The dominant trend, however, in Figure 2.9 is that at higher halo current fractions
the TPF is lower, indicating a fortunate reduction in the toroidal asymmetry. The
same trend can be seen in Figure 2.10, showing only the data from MAST[7].
Caloutsis and Karditsas[33] suggest that the high degree of scattering on these
plots could be explained by complex processes that occur during the VDE (such
as the generation of impurities, and ionisation and recombination of the increasing
neutral population) that affect the halo resistance. It has also been noted that even
for high peaking factors, occurring for lower halo currents, all the values lie below
the ITER design limit of TPF · fhalo < 0.75[29].
Work has been done on MAST on altering the distribution of halo currents by
varying the resistance in different sectors of the divertor to impose a preferred halo
current path[34]. Over a series of identical shots, where the total current generated
in the divertor remained the same, they noted that a significant halo current only
flowed in the sectors with resistance when that resistance was very low (10mΩ). The
voltages over the sectors were the same for all shots, so it was suggested that the
plasma behaves more as a voltage source than a current source in the generation
of halo currents.
Knight et al. observed on COMPASS-D[35] a negative, diamagnetic halo current
preceding the larger, positive, paramagnetic halo current. This is attributed to the
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plasma current spike during the thermal quench, which causes a negative change
in toroidal voltage and an associated negative diamagnetic halo current before
the much larger positive paramagnetic halo current that occurs during the current
quench, though this doesn’t happen in all tokamaks. They also found that the
maximum toroidally symmetric poloidal halo currents scale as
Ihθ ∝ Ip0
q95
(2.20)
where Ip0 is the pre-disruptive plasma current, and q95 is the safety factor at 95%
of the last closed flux surface, which can be considered approximately equivalent
to the halo region safety factor qh. The toroidally symmetric poloidal halo current
distribution was determined by taking the average of the halo current distributions
at each of the two toroidally opposite sectors. Similar results have been obtained
on Alcator C-Mod by Granetz et al.[36]. Work by Humphreys and Kellman[30]
on DIII-D has shown that, since the halo currents follow the magnetic field lines,
toroidal and poloidal components of the halo current are related by the field line
pitch:
Ihθ
Ihφ
∼= 1
qh
. (2.21)
The implication of these two results is that a higher halo safety factor produces
lower poloidal halo currents (from Equation (2.21)) and a lower halo current fraction
(from Equation (2.20)), which can be seen in Figure 2.11 from results on JET[8].
Thus the severity of the halo currents depends on whether the safety factor of the
halo region qh rises or falls during the evolution. The halo safety factor will rise
if the decay of the core plasma current is more rapid than the rate at which the
plasma area shrinks. Therefore, type I VDEs (where dIp
dt
> dS
dt
) tend to have lower
halo currents than type II VDEs.
Humphreys and Whyte[37] have found that the resistivities of the post-thermal
quench core and halo plasmas obey the classical Spitzer relation
ηhalo = 0.5
m
1/2
e e2lnΛ
30(2piTe)3/2
(2.22)
and that both core and halo regions appear to have the same uniform resistivity,
constant in time (ie. it does not change throughout the current decay).
Humphreys et al.[38] have also done predictive modelling work of plasma halo
current evolution and have found that wider halos produce lower halo current
fractions (generally the case in major disruptions), while narrower halos produce
higher halo current fractions (generally VDEs). The halo width is determined by
the competing processes of plasma motion and diffusion of the current from the
core to the wall. The colder plasmas of type I (current-decay dominated) VDEs
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Figure 2.11: In JET, the product of halo fraction and toroidal peaking factor
plotted against the pre-disruption halo safety factor, showing how the upper limit
of the maximum halo current decreases as the pre-disruption q95 increases. The
dark dots represent deliberate VDEs[8].
allow more rapid diffusion of the core current relative to the current quench and
thus produce wider halos. Hotter plasmas (type II) limit the diffusion rate and so
produce narrower halos. Machine geometry also has a bearing on the characteristic
halo width, and this is not yet fully understood. For example, halo spatial width
in JT-60U increases gradually as the plasma moves, but in DIII-D the halo spatial
width stays approximately constant[39]. However, the halo width varies slowly
and relatively little across the time during which most of the core current is lost,
which justifies fixing the halo width at a constant value for calculations. According
to Humphreys et al.[38], other key elements that remain difficult or unpredictable
are the halo width evolution, effectiveness of impurity penetration, and impurity
species concentrations in the post-thermal quench plasma.
Vertical forces
The second consequence of VDEs, and a direct result of both the generated halo
currents and eddy currents in the vessel walls, is the induction of forces on the
vacuum vessel. These are brought about by the interaction of the currents flowing in
the vessel with the local magnetic field. Forces can be equivalent to several hundred
tonnes and potentially damaging to the vessel, so along with the halo currents they
impose important engineering and design constraints on future tokamaks such as
ITER. Studies in this area are particularly significant with a view to minimising
the adverse affects of disruptions.
The ITER Physics Basis[29] worst case assumptions of forces during a VDE
disruption are of 150MN, including forces generated by eddy currents as well as
halo currents, but disruptions of this severity will have to be very rare for the
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machine to have a reasonable lifetime. It has been demonstrated that PF voltage
response strategy for dealing with an anticipated disruption can significantly affect
the vessel forces[40], with actions such as cutting the feedback voltage appreciably
reducing the total force.
Mitigation strategies
Techniques used to mitigate the effects of VDEs include killer pellet injection and
noble gas injection. Both work by initiating the current quench phase early, before
the plasma is wall limited. Pellet injection has been found to reduce halo currents
by 30-50% on DIII-D[41], as well as reducing EM loads and energy to the divertor,
but also tended to produce runaway electrons—electrons accelerated to relativistic
velocities by the toroidal electric field, which can produce several MeV beams[42].
To avoid this the density must be increased, so gas jets have been used successfully
on DIII-D[43][44], JET[45], Alcator C-Mod[46][47], ASDEX Upgrade[48] and JT-
60U[49]. In DIII-D gas jets have been shown to produce a 75% reduction in peak
halo current amplitude; in Alcator C-mod the jets facilitate the dissipation of
energy on a timescale even faster than required for ITER; on JT-60U the effect of
several gas impurities have been studied, with the greatest reduction in divertor
power loads being achieved with a mixture of krypton and hydrogen. An additional
benefit of the gas puff is that radiation is the dominant heat loss mechanism, rather
than conduction to the divertor floor or wall.
Since most disruptions have a cause that can be determined, it is possible to
predict stability limits that account for them. Work has been done by Whyte et
al.[50] on detecting disruptions and determining their precursors. ASDEX Upgrade
uses an online predictor of time to disruption to either avoid disruptions or palliate
those that are unavoidable[51]. Windsor et al.[52] have developed a disruption
predictor using JET and ASDEX Upgrade that, when trained on one tokamak
and tested on another, gives more than 65% success rate at least 0.04s before the
disruption. Success rates when trained and tested on the same tokamak are nearer
90%. A cross-tokamak predictor such as this would be useful for future devices
such as ITER.
2.6 Relevant Diagnostics in MAST
2.6.1 Magnetics
The magnetic diagnostics on MAST can be categorised into three main types:
flux loops, pick-up coils and Rogowski coils. Flux loops are usually large, single
turn coils used to measure flux and loop volts. Mirnov coils (also known as pick-up
coils) are usually small, multi-turn coils used for local magnetic field measurements.
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Figure 2.12: Diagrams of the three main types of coil used in MAST: flux loop,
Mirnov coil and Rogowski coil. Flux loops are usually large, eg. encircling the
whole tokamak; Mirnov coils are very small, typically a couple of centimetres in
diameter, and are used to measure local magnetic field; Rogowskis are long coils,
often used around a coil leg to measure the current through it. Images courtesy of
R. Martin.
Rogowskis are long, single-layer coils similar to a solenoid that are used for current
measurements. These are shown in Figure 2.12.
All these coils measure V = ∂Ψ
∂t
through the loop, and the voltage signals are
integrated to give the flux Ψ. The magnetic field B is found from the Mirnov coils
as
B =
1
AN
∫
V dt (2.23)
where A is the cross-sectional area of the loop and N the number of turns. In the
case of the Rogowski coil, ∫
V dt =
∑
N
ΨN (2.24)
where ΨN is the flux through each of the N turns, and the current flowing through
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the loop is calculated from the measured voltage V using Ampe`re’s law as
µ0I =
∫
B.dl
=
∫
ΨN
A
dl
=
∑
N
ΨN
A
l
N
I =
l
µ0AN
∫
V dt.
(2.25)
The pick-up coil arrays on MAST comprise:
1. Centre Column Bv Arrays (CCBV) to measure the vertical field on the centre
column.
2. Centre Column Toroidal Mirnov Arrays to make inboard measurements of
low frequency (<100kHz) magnetic fluctuations, which are used to determine
the toroidal mode number.
3. Centre Column Vertical Mirnov Arrays and Outboard Mirnov Arrays used
to determine poloidal mode number.
4. The OMAHA (Outboard Mirnov Array for High-Frequency Acquisition),
specifically designed to look for high frequency Mirnov fluctuations such as
Toroidal Alfve´n Eigenmodes (TAEs).
5. Outer Discrete Arrays mounted off the MAST outer vessel wall that measure
BR and Bv.
The most relevant of these for our studies are the centre column Bv arrays (1) and
the Outer Discrete Arrays (5), shown in Figure 2.13. There are also flux loops
mounted on each of the PF coil cases, along the P2 armour and equally spaced
down the centre column.
The Rogowski coils measure current, so these are the measurements important
for halo current work. The Rogowski coils on MAST comprise:
1. External Rogowskis to measure the feed currents to all the poloidal and
toroidal field coils.
2. Internal Rogowskis to measure the total PF current in the coils P2-P6, in-
cluding the casings surrounding the coils.
3. Central Column Toroidal Field Rogowskis that measure the total TF current
in the centre column, including the vacuum vessel.
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Figure 2.13: Cross-section of the MAST vessel showing in blue the location of the
Mirnov coils important for this study—the centre column Bv arrays and the outer
discrete arrays. The distribution of the magnetic diagnostics is up-down symmetric
in the vessel.
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Figure 2.14: Lower section of the MAST vessel showing the position of halo current
detectors, along with measured halo current data at the different detectors (only
the traces from the lower half of the vessel, suffixed L are relevant here). The partial
Rogowskis (3 and 5) are shown as blue dots labelled CSL and DIVL, with another
two, unlabelled, on the P2 armour. The full Rogowskis (6) are shown as the blue
bars across the P2 and P3 coil legs (support structures) and are labelled P2L and
P3L. The full Rogowskis encircle the P2 and P3 coil legs, of which there are six
each around the vessel. Experimental traces image courtesy of G. Counsell[7].
4. Plasma Current Rogowski, which is a partial Rogowski in four parts welded
to the inside of the vacuum vessel and thus encompassing all the PF coils
and the plasma. To obtain the plasma current, the currents measured in all
the coils, casings and metalwork are subtracted from this signal.
5. Partial Rogowskis to measure the current in the P2 plates and the divertor.
6. Halo Current Detectors on the P2 and P3 supports and feeds.
Figure 2.14 shows the lower section of the MAST vessel indicating the main halo
current Rogowskis (3, 5 and 6 from the above list) alongside an example of the halo
current signal measured at each of the detectors during a major disruption. The
partial Rogowskis (3 and 5) are shown as blue dots labelled CSL and DIVL, with
another two, unlabelled, on the P2 armour. The full Rogowskis (6) are shown as
the blue bars across the P2 and P3 coil legs (support structures) and are labelled
P2L and P3L. The full Rogowskis encircle the P2 and P3 coil legs, of which there
are six each around the vessel.
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2.6.2 Soft X-Ray Cameras
There are six soft X-ray cameras, together covering the whole vessel. There are two
cameras (upper and lower) located at the midplane viewing horizontally the upper
and lower halves; there are two cameras (inner and outer) viewing vertically from
the top of the vessel the plasma core and high- and low-field sides respectively; a
third horizontal camera views the whole plasma from the midplane low-field side;
and the tangential camera views the whole plasma tangentially from the centre
column to the outboard edge. The line-of-sight diagrams for the upper, lower,
inner and outer cameras are shown in Figure 2.3.
UPPER LOWER INNER OUTER
Table 2.3: The line-of-sight views of the upper, lower, inner and outer soft X-ray
cameras respectively. Courtesy of L. Garzotti.
2.6.3 CO2 Interferometer
The plasma density is derived from the measurement of the plasma refractive in-
dex made by the CO2 Interferometer. This actually uses two interferometers to
eliminate the effect of machine vibration. One, using the CO2 laser at 10.6µm (in-
frared), is sensitive to both the plasma electron density and vibration; the second,
using a HeNe laser at 633nm (visible light) is only sensitive to vibrations. During
processing, the vibration signal is subtracted to give the electron density integrated
along the line of sight, which passes twice through the vessel close to the centre
column.
2.6.4 Dα PMTS Spectrometer
The Dα spectrometer measures Dα light from different regions of the vacuum
vessel. This work uses data from three horizontal cameras giving measurements of
the midplane and upper and lower vessel regions.
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Figure 2.15: Diagram of a simple feedback system where A represents the tokamak,
V+ the demand voltage, V0 the output signal and V− the feedback correction, which
is subtracted from the input signal.
2.7 Basics of plasma control
Figure 2.15 shows a simple model of a feedback control system. A is the open loop
gain and represents the power supplies, coils, plasma vessel and z estimators of
the tokamak. V+ represents the demand voltage (ie. the reference signal for the
feedback), V0 the output signal and V− the feedback correction. Looking at this
diagram, we can write for the output signal
V0 = A(V+ − V−) (2.26)
and
V− = V0 × x (2.27)
where x is the feedback fraction, which controls the closed loop gain. Therefore,
V0 = AV+ − AV0x
V0 + AV0x = AV+.
(2.28)
In an ideal system A is large compared to the closed loop gain. Although the
tokamak system is not ideal, A is still relatively large, so
V0 =
1
x
V+. (2.29)
So the output doesn’t depend at all on A, the tokamak, only on the input signal
and the feedback fraction x. (If A was not large, the closed loop gain would
be dominated by A and the feedback would have no effect). The implication of
this is that for any variations in A, for example with frequency or z position, the
action of feedback results in a simple relation between the input and output signals,
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independent of frequency or z.
The feedback in this simple system can be one of three varieties—proportional
(P), integral (I) or derivative (D). It is quite usual for a controller to be designed
using all three parameters since they all have different effects. A feedback system
that uses all three is called a PID controller, but they can be used in other combi-
nations, for example a PD or PI controller. In all types of controller, a correction
called the gain is multiplied by the relevant error signal (the difference between the
system output V0 and the feedback reference) to give the applied feedback signal.
It is the gain that determines the strength of the contribution.
The proportional gain value determines the feedback reaction to the instan-
taneous error—it makes a change to the output that is proportional to the error
value. A higher gain means that the plasma is more tightly constrained by the
feedback and so the output response will be closer to the demand. However, as the
gain is increased the system becomes more prone to instability.
The integral control value uses the sum of recent errors to determine the feed-
back response, and so is useful when there are losses in the system. Integral control
eliminates steady state errors associated with pure proportional control, but can
increase the overshoot of the signal to the reference if the gain is set too high.
The derivative contribution is calculated from the gradient of the error over
time multiplied by the derivative gain. Derivative control is used to improve sys-
tems using proportional gain since pure proportional gain will only settle at its
target value if the gain is low enough for the target to be approached very slowly.
Increasing the proportional gain will lead to overshoot, which can be damped by
the derivative gain, thereby increasing the stability of the system.
Feedback controllers are typically designed based on simple models of the system
to be controlled and are then fine-tuned during operation, though modern systems
like JET and TCV are designed with quite sophisticated vertical stability modelling.
Figure 2.16 shows the feedback system in more detail and so demonstrates how
what is measured in the tokamak is translated into a voltage signal to be fed back
in as feedback. There are two flux loops around the centre column—one at the
top, one at the bottom— and the difference between the measured voltages gives
a measure of the position of the plasma, known as the zIpvelocity (zIp v), since
V =
∂Ψ
∂t
∼= Ip∂z
∂t
(2.30)
This is a differential signal, Ip
∂z
∂t
, so it must be integrated to give zIp. This signal is
then compared with the reference signal, zIpRef , from the Plasma Control System
to give the error value, zIperror. The differential zIp v and proportional zIperror
signals are then multiplied by their respective gains before being added together
and fed back onto the P6 coil. There is no integral term for z control on MAST.
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Figure 2.16: Schematic of the feedback system showing how the measured voltage
signal is used to determine the position of the plasma and make adjustments to it.
The measured voltage is integrated to give the zIp signal, which is then compared
with the zIpRef signal from the Plasma Control System to give the error, which
is then multiplied by the proportional gain. Additional derivative correction is
applied by multiplying the measured voltage, equivalent to Ip
∂z
∂t
, by the derivative
gain. These signals are then added together and applied to the P6 coil to adjust
the position of the plasma. zIptest is an external signal that can be applied into
the feedback loop.
Chapter 3
The DINA Code
3.1 Introduction
For modelling purposes, the vertical instability can be treated as an axisymmetric
problem (ie. no toroidal variation), where the equilibrium is described and the
plasma evolved according to external fields and the currents in the surrounding
conductors. The solution of the Grad-Shafranov equation determines the self-
consistent relation between the magnetic flux and the plasma pressure and currents.
DINA[53] is one amongst a variety of codes used for MHD equilibrium and stability
modelling, which are mentioned briefly in the next section. Others include EFIT,
which is an equilibrium code but not a transport code, ie. the plasma does not
evolve in time, and TSC[54], which has been applied successfully to both large and
tight aspect ratio devices but requires a large amount of computer time because
calculations involve incorporating the plasma mass. DINA, instead, uses a resistive
MHD model and ignores the plasma mass to substantially save on computer time.
With each timestep, DINA works with a new equilibrium, thus ignoring the fast,
Alfve´n timescale (10−7s) fluctuations that return the system to equilibrium after a
small displacement.
In 2004 DINA was developed to operate in an open-architecture model, and this
version was named DINA-CH. Previously, details of the tokamak, diagnostics and
control systems were hard-coded into DINA, however the successes of the initial
work in TCV encouraged subsequent extension of the simulation and difficulties
arose in maintaining different versions of the code. The implementation of the
complicated TCV control system also proved difficult to validate. This led to
the evolution of DINA into DINA-CH as a more accessible alternative, the main
principle being to facilitate its use with more devices (currently TCV, ITER, JT60-
U, MAST and ASDEX-Upgrade) and with more simulation codes, all using the
same core executable module and the same interface. More details are available in
[55] and [56]. A further advantage of the migration to DINA-CH is that, with all
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specific tokamak information removed from the core source, the code is very flexible
and allows for inclusion of extra features such as additional heating or transport
modules. For example, DINA is also capable of including effects such as neoclassical
bootstrap current and beam-driven current effects, fuelling by pellet injection and
heating by neutral beams and α-particles. Any references in this thesis to DINA
or the DINA code imply its use in the DINA-CH architecture.
DINA has been used extensively for plasma equilibrium response modelling and
in the design of controllers, as well as being a very attractive code for predictive
modelling for ITER due to the flexibility introduced by its evolution into DINA-
CH. Being a non-linear code it is particularly useful in cases where there are large
vertical displacements of the plasma and linearised models break down. Bench-
marking in this domain has taken place on TCV[57] against control experiments
and, more recently, against specific VDE experiments[58].
The DINA halo current module has been used for predictive modelling in
ITER[6][39][59][60], having been benchmarked on JT-60U[61][62]. It has also been
used on JT-60U during investigations of runaway current termination[63] and on
ASDEX-Upgrade to study disruptive events[64] prior to more detailed 3D mod-
elling. Bandyopadhyay et al. conducted an interesting comparison of DINA with
the TSC code for halo current modelling of ITER[65]. They found the amplitude
of the halo current calculated by TSC to be between 20-80% higher than DINA,
depending on the type of disruption and whether the plasma went up or down.
This highlights the dependency of predictive modelling on model assumptions and
inputs, and is indicative of the error bars required on the ITER force predictions.
DINA has also been compared with a semi-analytic halo model by Humphreys et
al.[66] and was found to agree favourably.
3.2 Other codes used for equilibrium and stabil-
ity modelling
EFIT An equilibrium code that solves the Grad-Shafranov equation of force bal-
ance, j×B = ∇p, using experimental data including magnetic measurements
external to the plasma. EFIT calculates an equilibrium at a specified time.
No EFIT data is available over the time of the disruption because the fast
changes of the plasma make it impossible for EFIT to converge on a solution.
Fiesta An equilibrium solver that can solve both the “forward” and the “inverse”
equilibrium problem. In the forward problem, p′ and ff ′ specify the plasma
current density profile and the coil currents specify the boundary conditions.
From this information Fiesta calculates the equilibrium and the signals in
various sensors. The inverse problem is like that for EFIT—coil currents and
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sensor signals are specified and Fiesta finds the p′ and ff ′ coefficients as well
as Ψ(R, z) and j(R, z). Fiesta also includes the RZIP algorithm for control
system design[67].
RZIP A circuit equation rigid current displacement model, initially benchmarked
on TCV, based on the assumption that small variations in the coil currents
produce small changes in the plasma position, plasma current and the current
in other inter-connected circuits. The vacuum vessel, PF coils and passive
structure are treated as toroidal current carrying filaments. The plasma can
move vertically and radially due to j×B forces and the total plasma current
can change, but the plasma current distribution remains constant[68].
TSC A free boundary evolving equilibrium transport code that models the evo-
lution of axisymmetric tokamak plasmas. It is similar to DINA in that the
plasma equilibrium is solved on a two dimensional Cartesian grid, while the
surface-averaged transport equations are solved in magnetic flux coordinates.
The main difference is that TSC uses a non-physical plasma mass to give the
plasma inertia and avoid having to model on the Alfve´n timescale[54].
3.3 DINA: details, advantages and limitations
DINA is a non-linear, 1.5 dimensional, axisymmetric, time-dependent, transport-
modelling, free boundary tokamak plasma simulation code. It is an equilibrium
code that is also time-dependent, so it calculates the evolution of the plasma over
time, in contrast to EFIT, for example. The axisymmetric assumption allows varia-
tion with toroidal angle to be neglected. DINA is considered to be a 1.5 dimensional
simulation code since it is not dealing with a fully 2 dimensional problem. DINA
uses two coordinate systems—one is cartesian (R, z), and the other a flux coor-
dinate system (ρ, θ, φ), where ρ is the flux surface coordinate, see Section 3.4.1.
The evolving plasma quantities (electron temperature, ion temperature, density of
plasma components and poloidal magnetic flux) are averaged on the constant flux
surfaces to solve the transport equations. In this way the two dimensional equilib-
rium problem is solved at each time step self-consistently with a one dimensional
system of transport equations. The DINA code can be set up to include transport-
modelling, where the evolution of the plasma equilibrium is calculated by solving
the transport equations for heat and particles. The free boundary feature means
that the plasma boundary is not constrained, but the plasma may be limited by an
X-point or by a material limiter. The equilibrium solver computes the boundary
knowing the poloidal magnetic field (also referred to as the external magnetic field
since it is due to the toroidal currents in the external conducting structure1 rather
1Active and passive coils and vacuum vessel.
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than the toroidal plasma current), eliminating the need to specify plasma boundary
conditions.
There are several advantages to using DINA over other tokamak plasma simu-
lation codes. These include:
Zero plasma mass assumed. Problems can be introduced by using a non-physical
plasma mass, a method employed by the TSC code. This code applies an ar-
tificial mass enhancement and an increase in the viscosity parameters to give
the plasma inertia, thereby allowing the evolution of the system to be tracked
on the resistive timescale[69]. In DINA, considering only equilibria, the force
balance is between the plasma forces and the external structure current forces,
so the evolution is constrained by the resistance and inductance of the ex-
ternal structure. In this case the plasma inertia plays no role, so therefore
DINA does not use the plasma mass at all.
Correct treatment of the toroidal current diffusion (skin depth). In DINA,
the plasma is modelled as a collection of filaments, each filament with its own
current density j, so DINA can correctly model the toroidal current diffusion.
A model like RZIP, where j remains constant, is not properly treating this
effect and so is not as accurate.
Use of “inverse variable” equilibrium calculation. This is used for quick and
accurate mapping of flux on to the poloidal magnetic surfaces of the plasma.
Having solved the free boundary Grad-Shafranov equation in (R, z) and ob-
tained the plasma boundary, the transformed (inverse) Grad-Shafranov equa-
tion in (ρ) can be solved with the fixed boundary to obtain the coordinates
of the poloidal flux[70].
Non-linearity Linear time-invariant properties of a model (such as those in lin-
ear response models used for feedback controller design, eg. RZIP) cannot
correctly simulate the evolution of a full plasma discharge. This is because,
in the case of RZIP, the plasma is moved in the vessel but the changes in the
system as the plasma deforms are not fully taken into account. The current
density profile should change as the plasma moves, but in RZIP this remains
constant. This becomes more of a problem at larger displacements, so for
VDE modelling a non-linear code, such as DINA, is required.
Of course, DINA also has some limitations:
• The vacuum vessel and the plasma are assumed to be toroidally symmetric,
neither of which are necessarily the case. There is, therefore, no information
about the tilting of the plasma that leads to toroidal peaking of the halo
currents, so studies of toroidal asymmetry are impossible.
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• The vacuum vessel is modelled as continuous toroidal filaments. This is not a
true description, however, since the continuity of the filaments of the machine
in actuality is interrupted by the holes of the diagnostic ports. There are also
cooling channels in the turns of the PF coils of the machine that are not taken
into account in the DINA model. These small, necessary approximations of
the model are generally insignificant, however in some circumstances the effect
of these approximations becomes evident.
• DINA does not take account of the detailed halo current dynamics in the first
wall. Instead, the halo current path between the two points where the plasma
touches the first wall is short-circuited and the path resistance is specified.
In TSC, conductors are treated as toroidal current-carrying filaments (with
cross-sections equal to grid size). If there is a poloidal current path existing,
then the resistance of the path is defined by the connected contour of the
filament centres and their resistivity. The inductance is determined by the
geometry of the conducting structure. In TSC simulations, any important
effects arising from the resistance and inductance of the poloidal halo current
in the passive structure can be assessed more realistically. This is important
for calculations of force distribution in various first wall components, where
it is necessary to know the detailed halo current distribution in the first wall.
Because of these limitations, particularly that of axisymmetry and the lack of a
detailed first wall, this work is concerned with calculating and predicting halo
current magnitudes and only their poloidal distribution in the vacuum vessel, not
the toroidal asymmetries produced.
The running environment of DINA-CH is the Simulink toolbox[71] of the Matlab
mathematical package, chosen because of its extensive use in fusion laboratories.
One clear advantage of this arrangement is that it offers transparent access to
the tokamak simulation parameters. It is also well adapted to plasma control
simulations due to a vast library of intrinsic functions available. The set-up is
created graphically, showing real-time inputs on the left of the DINA-CH code
block and simulation outputs on the right. An example of this, the Simulink
model used for the plasma-less case simulations, is shown in the following chapter,
Figure 4.2. Direct visualisation of the results is possible with this layout, no code
modification is necessary and all information is explicitly available to the user.
3.4 The DINA calculation
The DINA code takes as inputs an initial plasma current density profile, initial
density profile and an initial pressure profile. It determines magnetic flux surfaces
in the plasma by solving the partial differential Grad-Shafranov equation (Section
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2.4) and then evolves the fluxes, density and pressure in time using the transport
equations.
The evolution of the profiles is computed in one dimension, as a function of the
normalised magnetic flux coordinate ρ. Densities and temperatures are assumed
constant on each magnetic surface since, in tokamaks, the energy and particle
transport across the magnetic surfaces is much less than that along the field lines.
Therefore, densities and temperatures are averaged on the surfaces as in detailed
in Khayrutdinov et al.[53].
For our purposes, the modelling of VDEs, the only relevant transport equation
is the diffusion equation for magnetic flux. DINA does not solve the density or
energy transport equations but retains the initial profiles because, in the short time
window we are considering—from just before the start of the VDE to the end of the
shot—in the majority of cases experimental data confirm that there is very little
change in the plasma profiles. For this reason, the density and temperature profiles
are held constant until the thermal quench occurs, which is instigated either at a
specified time or when the plasma axis reaches a specified z position. At this point
in the simulation the density and temperature profiles flatten to their prescribed
values and remain constant thereafter.
3.4.1 Normalised magnetic flux surface coordinate
The flux in the plasma is distributed on flux surfaces ρ normalised between 0 and
1. The normalised flux surface coordinate is defined in terms of toroidal flux Φ,
ρ =
√
Φ(Ψ)
Φb(Ψ)
(3.1)
where
Φ(Ψ) =
∫
SΨ
Bφ.dS, (3.2)
SΨ is the area enclosed by the poloidal magnetic contour Ψ and
Bφ =
µ0f
R
. (3.3)
These flux surfaces make up the radial grid used for the diffusion equation.
3.4.2 Determination of the flux surfaces
For the first equilibrium (iteration n = 0 at t0) initial profiles are needed. These
are an initial pressure profile p(Ψ) and an initial poloidal current profile f(Ψ), in
our case provided by EFIT. These are used to find the toroidal current density in
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the plasma, jφp(tn, R, z), which is given as a function of p
′ and ff ′,
jφp = Rp
′ +
µ0
R
ff ′ , (3.4)
The prime here denotes differentiation with respect to Ψ. For the total toroidal
current density
jφ(tn, R, z) = jφext(tn, R, z) + jφp(tn, R, z) (3.5)
the current density in the external conducting structure jφext must be calculated,
so initial currents in the active and passive coils and in the vacuum vessel are also
required. During the simulation, subsequent iterations of jφext are calculated using
circuit equations (outlined in Section 3.4.4). The Grad-Shafranov equation
R
∂
∂R
(
1
R
∂Ψ
∂R
)
+
∂2Ψ
∂z2
= −µ0Rjφ (3.6)
is solved using the iterative inverse variable method[53] to compute first Ψ(R, z),
the poloidal flux on the rectangular grid, and then Ψ(ρ), the flux on the radial grid.
The free boundary Grad-Shafranov equation is first solved to find Ψ(R, z), which
gives the coordinates of the plasma boundary. The flux on the radial (magnetic
surfaces) grid Ψ(ρ) is calculated by solving Ψ(R, z) = constant in the inverse equi-
librium equation. Equations for the transformation functions r(ρ, θ) and z(ρ, θ) are
also calculated for quick and accurate mapping of quantities between the cartesian
and radial grids.
3.4.3 Calculation of the evolution for the next iteration
To calculate the evolution in time we need to understand how the fluxes are chang-
ing on the magnetic surfaces.
To calculate poloidal flux for the next iteration, DINA solves the flux diffusion
equation (see Appendix B for derivation) with Φ˙ = 0
σ||Ψ˙
dΦ
dρ
= C2f
′dΨ
dρ
− d
dρ
f(C2
dΨ
dρ
) (3.7)
with the boundary condition
dΨb
dt
=
dΨext
dt
+
d
dt
(LpIp), (3.8)
which specifies the linked flux from the external circuit. Differentiation in Equation
(3.7) is with respect to ρ as we are considering how the magnetic fluxes change
across the magnetic surfaces, Ψb is the poloidal flux at the plasma boundary (see
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Figure 3.3) and
C2 =
∮
gll√
g
dl (3.9)
where g is the metric tensor used to transform between coordinate systems. Ip is
calculated as
Ip = −C2dΨb
dρ
. (3.10)
By solving the diffusion equation we obtain the flux distribution Ψ(ρ) in the
plasma at the next time step, and therefore the new distributions of p′ and ff ′,
from which we can calculate jφp from Equation (3.4). This can then be fed into
the Grad-Shafranov equation for the next iteration, and the process repeats. See
Figure 3.2 for a schematic diagram of the functional structure of DINA. The main
run of boxes to the left of the diagram represent the processes described above.
3.4.4 Evolution of currents in active and passive structure
Circuit equations are used to calculate currents in the active poloidal field coils
and in the passive structure, both of which are represented by a set of inductively
coupled filaments. Toroidal symmetry of each of the passive and active filaments
is assumed, as is a uniform distribution of the current inside the filaments.
By considering the different ways in which a voltage can be generated in a fila-
ment, a differential equation expressing the time derivatives of the current flowing
in it can be found. Voltages are induced in a filament i by: a current Ii flowing
through it due to its self-inductance Li; a current Ij flowing in a coupled filament
j by its mutual inductance with the other filament Mij; a changing flux
∂Ψp
∂t
due
to the plasma. Additionally, the current flowing in the plasma is proportional to
the voltage—Ohms law, V = IΩ, where Ω is resistance. Thus the voltage across
the ith filament is
V = LiI˙i + Σi6=jMij I˙j + IiΩi + Ψ˙ip. (3.11)
The flux due to the plasma circuit can be expressed in terms of the plasma current
Ip as
Ψip =MipIp (3.12)
where Mip is the mutual inductance between the ith filament and the plasma. The
plasma area is also represented as small electrical circuits, with (Rpi , zpi) repre-
senting the position of the ith filament and Spi = ∆Rpi · ∆zpi its cross-sectional
area. The toroidal current density in each circuit is jpi . Thus plasma current can
be defined as a vector where for each filament
Ipi = jpiSpi (3.13)
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and the whole plasma grid, the area where the plasma could be, is represented.
Some values of Ipi will be zero if there is no plasma in that region. Writing I, V and
Ψp as vectors, M as a matrix encompassing the mutual and self-inductances of the
external structure circuits, and Mp as a matrix containing the mutual inductances
between the plasma and the external structure circuits, Equation (3.11) can thus
be solved in matrix form to obtain the time derivative of the currents in the active
and passive structure as
dI
dt
= −M−1ΩI +M−1V −M−1MpdIp
dt
. (3.14)
3.4.5 Convergence criteria
DINA uses convergence criteria on the evolution of poloidal flux and vertical plasma
position to check that the evolution resulting from the numerical integration is
adequately accurate. When the criteria are satisfied, so when the last two iterations
are sufficiently close as to be almost identical, the iteration process stops. The two
convergence criteria are:∣∣∣∣Ψj+1(tn+1, Rk, zk)−Ψj(tn+1, Rk, zk)Ψj(tn+1, Rk, zk)
∣∣∣∣ < εΨ (3.15)
and ∣∣∣∣∣z
j+1
pl (tn+1)− zjp(tn+1)
zjp(tn+1)
∣∣∣∣∣ < εz (3.16)
where here j is the number of iterations and
zp =
∫
Sp
zjφpl(R, z)dS∫
Sp
jφp(R, z)dS
. (3.17)
Previous studies have shown values of εΨ = 10
−6 and εz = 10−3 to be adequate
and so these are used here. If both criteria are not satisfied, the integration of the
transport equations is repeated with a smaller integration time step.
Some tests were made to show that the DINA convergence is sufficiently accu-
rate and reliable. Figure 3.1 shows the results of these tests. In both cases the z
evolution over the whole VDE does not change significantly with varying timestep
(left-hand plot) or grid points (right-hand plot). However, on close inspection of
each of these two cases it can be seen that the z behaviour is not identical. This
shows that the default values of the timestep and grid point numbers (timestep of
20µs and 128 radial grid points) are adequate to ensure reliable convergence.
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Figure 3.1: Results of DINA convergence tests, both with high zoom, showing how
changing the length of the time-step or the number of grid points affects the z
evolution. The left plot shows the z evolution for four different timesteps; the right
plot shows the z evolution for two different poloidal grids, one with 128 grid points
and one with 64.
3.4.6 Summary
Figure 3.2 shows a schematic of the functional structure of DINA by J-Y. Favez,
which demonstrates well the various steps and calculations made by the DINA code
during a simulation. In the VDE simulations the density and pressure profiles are
not evolved, indicated in the diagram by the red cross, but in other versions of the
code these steps will be included.
3.5 The DINA halo current module
In the calculation of the halo current, toroidal flux in the plasma is conserved. For
a low temperature of 5-10eV the resistive time of the flux is >10ms, so greater
than the VDE time, and thus the poloidal and toroidal flux in the plasma can be
considered to be constant.
During the simulation of the VDE, halo currents are calculated within a demar-
cated halo area bounded by the poloidal flux values Ψs on the outside and Ψb on
the inside at the plasma boundary, shown in Figure 3.3. The change in flux over
the halo area is thus defined by
∆Ψhalo = Ψb −Ψs
= w(Ψm −Ψb),
(3.18)
where Ψm is the poloidal flux value at the plasma axis and w represents the halo
width, not as a length, but as a fraction of the flux difference over the core plasma.
CHAPTER 3. THE DINA CODE 68
Figure 3.2: Schematic of the functional structure of the DINA code[5]. In the
VDE simulations the density and pressure profiles are not evolved, indicated in
the diagram by the red cross, but in other versions of the code these steps will be
included.
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Figure 3.3: Diagram of the plasma when it is limited on a surface and halo currents
flow in the peripheral plasma, or halo, region (hatched area). Ψm is the poloidal
flux at the magnetic axis, Ψb is the flux at the plasma boundary and Ψs is the flux
at the outside of the halo region. The direction of halo current flow is that which
enhances the toroidal field Bφ.
Thus the halo area boundary, Ψs, is calculated by
Ψs = Ψb − w(Ψm −Ψb). (3.19)
A scaling relation was found in order to determine the value of w, and has
been benchmarked against JT-60U disruption data[61] and subsequently used in
JT-60U[72] and ITER[6] disruption simulations. Improvements to the model have
since been made and further benchmarked[62].The calculation of w uses the implicit
expression γ(t, w) = 1 at each time moment t, where
γ(t, w) =
S0
S(t, w)
[
C +
(
Ip(t, w)
Ip0
)]
1
C + 1
. (3.20)
Here, S is the total poloidal cross section (core plus halo region), the 0 subscript
denoting the initial value before the thermal quench. C is a numerical constant
that can be modified in the code to change the halo area width. The C value
can vary between tokamaks to take account of the different machine geometries
and their effects on the halo width. Equation (3.20) is solved for S, the core plus
halo region, and the core boundary is known from the Grad-Shafranov equation.
Thus the halo region is known, which is then used to find Ψs from Equation (3.19).
Expression (3.20) is purely empirical. For large C the area S is conserved, so as the
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plasma shrinks the halo region grows bigger. For C = 0 the expression becomes
γ(t, w) =
S0
S(t, w)
(
Ip(t, w)
Ip0
)
(3.21)
so
S
S0
=
Ip
Ip0
(3.22)
indicating that as Ip falls the total plasma area S falls, so the halo region is much
narrower than when C > 0.
For earlier modelling on JT-60U, the constant C was taken as 3 and more recent
studies[62] have found very little variation in results with varying C > 2. Similarly,
for ITER modelling the value C = 0 was used since it was found that C > 0 made
no significant difference to the calculated halo currents.
3.6 Summary
In summary, DINA-CH is a non-linear tokamak simulation code that has been
benchmarked and used on TCV, JT-60U, ASDEX-Upgrade and, for predictive mod-
elling, on ITER. It solves the Grad-Shafranov equation for the plasma equilibrium
and evolves the flux surface parameters in time for the next-iteration equilibrium.
The following work describes DINA code simulations applied to the MAST
tokamak.
Chapter 4
Benchmarking DINA for MAST
4.1 Introduction
Before investigative work can be done using numerical simulations, the MAST
DINA model must be developed and demonstrated to be sufficiently accurate for
purpose. As described previously, benchmarking of the DINA code has been un-
dertaken on several devices, including the accurate modelling of VDEs under the
highly non-linear conditions of the TCV tokamak. This chapter explains the prepa-
ration of the model and the validation procedure that was effected in anticipation
of its use on MAST.
4.2 Preparing the MAST model
In order to run a DINA simulation, the machine must first be defined. Rather than
use physical details of the machine itself each run, we use these details to set up an
electromagnetic (EM) model of the tokamak to be simulated, which then becomes
an input into the simulation. This EM model is essentially a set of inductance and
resistance matrices describing the vacuum vessel conductors, PF coils and their
casings1 and the magnetic sensors.
The DINA structure of MAST is modelled as a set of ninety four inductively
coupled filaments (includes conductors of finite cross-section), each filament being
a loop in the toroidal direction. Six of these filaments are the powered poloidal
field (PF) coils (known as the active coils), ten are the coil casings that surround
the PF coils, and the remaining seventy eight are the vacuum vessel (these latter
eighty eight filaments are known as the passive coils). DINA also models the Bv
Mirnov coils and the flux loops in MAST. Together these form the model of MAST,
1Since the PF coils are inside the vacuum vessel, they are all surrounded by stainless steel
casings to prevent damage to the coils and contamination of the plasma, which would occur if
the plasma were to make contact.
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shown graphically in the left-hand plot of Figure 4.1. The right hand plot shows
the limiter used in the simulation, discussed in the following section.
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Figure 4.1: (Right) The active and passive structure of MAST, represented by 94
inductively coupled toroidal filaments, and the magnetic sensors—blue + indicate
the positions of Bv coils and red stars show the positions of the flux loops. (Left)
The active and passive structure of MAST showing the simulation limiter (green
line).
The calculation of the electromagnetics of the system used the physical model of
the vessel structure used by EFIT—coordinates of the vacuum vessel, PF coils and
magnetic sensors. Mutual inductances are calculated between each of the filaments
of the structure with larger conductors being broken down into smaller pieces and
the mutual inductance found by averaging over these pieces. Resistances of each
filament also come from the EFIT model.
Once a model of MAST and all the electromagnetics had been created it was
then necessary to validate this model against results obtained experimentally. The
following section describes how to set up a DINA simulation, then the work under-
taken in the validation for the case of a vacuum (plasmaless) shot is described, and
the final section outlines the validation of the model during an ohmic shot where
the plasma undergoes a VDE.
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4.3 Setting up a DINA simulation
Before the DINA simulation can commence, it must be initialised—all the required
data must be read into the Matlab workspace ready to be input into the DINA-CH
kernel within Simulink. DINA-CH requires:
Details of the model. These include the grid size in (R, z) and in (ρ), and the
number of PF coils, vessel filaments and magnetic sensors.
Electromagnetic data. These are the Greens Functions and resistances of all the
active and passive filaments.
Shot number. This is the experimental shot that DINA will use for initialisation.
All EFIT data referred to are for this shot.
Simulink model and Simulation number. The Simulink model details all the
time-dependent inputs that are required for the simulation, feeds them into
the DINA-CH kernel, generates the outputs and implements the feedback
control. Time-independent variables are called by DINA as fixed inputs as
the simulation begins. The simulation number is simply a reference for the
simulation. An example of a Simulink diagram is shown in Figure 4.2. The
DINA-CH equilibrium solver is the central red box. Feeding into this from
the left-hand side are various inputs, not all of which are used here but
which may be used for different tokamak or different simulation purposes.
Within the blue ‘Input I’ box is the experimental plasma current, and the
blue ‘Input V’ box contains the temperature and density profiles (also within
this box are additional heating and current drive profiles if being used). The
voltages and currents applied to the active coils are fed in through the yellow
‘Supply’ box. Currents are prescribed for the whole simulation for the first
five active coils (and for the initial time moment for the passive coils). As the
simulation progresses, the output z position data pass through the feedback
system (green ‘Z-control’ box), where the actual plasma position is compared
with a defined reference position and a feedback voltage is applied to the
P6 coil in an attempt to correct for any discrepancy. On the right of the
‘DINA-CH’ box are the outputs of the simulation. From the top: currents
in the filaments; flux measured by the flux loops; magnetic field measured
by the Bv coils; various profiles including temperature, density, p
′, ff ′ and
Zeff ; sim shape parameters, which include R, z, Ip, βp, κ, q0, q95, a and li;
coordinates of the plasma boundary; flux surfaces.
Experimental data (from EFIT). The DINA halo current simulation uses data
from EFIT to define the p′ and ff ′ profiles (see Chapter 2 Equation (2.4)), the
initial (R, z) of the magnetic axis, the geometric centre Rs0 and the vacuum
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Figure 4.2: Example of a Simulink diagram for DINA simulations. The red central
box is the DINA-CH equilibrium solver, the currents/voltages are applied to the
active coils via the ‘Supply’ box, the plasma current and the temperature and
density profiles are fed in from the blue ‘Input’ boxes, and the feedback control
system is represented by the green ‘Z-control’ box.
CHAPTER 4. BENCHMARKING DINA FOR MAST 75
field at this point. EFIT data are also used for z position feedback. Initial
plasma current and PF coil currents or voltages are defined from the experi-
mental values. There is an option to simulate Ip or to track the experimental
data.
Temperature and density profiles. Input values of initial temperature and den-
sity at the plasma axis and boundary are used to calculate parabolic profiles
for use in DINA.
Simulation Limiter. The simulation limiter is essentially a box outside of which
the plasma cannot go. It goes around the outside of the PF coils and is
necessary for MAST because of the open design of the vacuum vessel and
lack of close-fitting wall. Figure 4.1 shows the structure of the MAST vessel,
with the PF coils marked, and indicates the simulation limiter by the green
line.
Miscellaneous extras. These include: the value of Zeff ; the z reference position
and the proportional and derivative gains for the feedback control; time and
z position values at which to cut feedback control; and the length of the
simulation timestep. DINA is generally run by applying voltages to the PF
coils, but there is also an option to run with applied currents instead. To
switch between operating modes, DINA uses an input called indpf, which is
an array containing either 0 or 1 for each of the active and passive filaments.
If a 1 is assigned to a particular filament then voltages are prescribed; if a 0
is assigned then currents are prescribed.
This basic setup is that used for all DINA-CH simulations on MAST, any
variations will be detailed in the relevant chapters.
4.4 Validation of DINA for a vacuum shot
4.4.1 Experiment
For validation of the DINA code in the case of there being no plasma, a standard
MAST vacuum test shot was used to make the comparison. The chosen shot was
13068.
The experimental data used for comparison were: the currents flowing in the PF
coils, measured using Rogowski coils both externally and internally; the magnetic
field, measured at various locations around the vessel using the Mirnov coils; the
magnetic flux, measured by large flux loops. The current measurement generally
used for comparison was the external one, named icoil feed, taken from the feed
wires supplying the PF coils. The coils are each made up of a certain number of
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turns of this wire. The internal current measurement, icoil internal, encompasses
the entire PF coil and its casing. The casing currents can therefore be found by
subtracting the product of the feed current and the number of turns from the total
internal current of the conglomeration. For example, the current in the casing of
the upper P4 coil, which has 23 windings, would be calculated using
IP4Ucasing = IP4internal − 23× IP4feed. (4.1)
The P6 coil is an exception in that there is no external feed current measurement
and so an approximation to the feed current is used, simply the icoil internal value
divided by the number of turns of the coil, four. Of course, this is only approximate
as the icoil internal measurement also includes the current in the P6 coil casing,
which is not taken into account when calculating the external feed current in this
way. The P3 coil is also slightly different to the rest because it is only used for
start-up and is fired by a capacitor bank. After this time the current in the coil is
zero.
4.4.2 The DINA simulation
For validation of the plasmaless case, the DINA simulation was run in three different
modes:
1. Mode 1: Currents applied to the PF coils and their casings are prescribed.
The remaining vessel currents are modelled.
2. Mode 2: Currents applied to the PF coils are prescribed. The currents in the
casings and the vessel are modelled.
3. Mode 3: Voltages applied to the PF coils are prescribed. The currents in the
casings and the vessel are modelled.
In the first case the experimental values for the PF coil currents and the coil
casings are specified—using calibrated data with any drifts and offsets eliminated—
and the currents in the vacuum vessel are simulated. In the second case the value
of current in the coil casings evolve during the simulation and in the third case
experimental voltage values are provided for the PF coils only, and the coil casings
and vacuum vessel filaments evolve alone. Since there are no voltage measurements
for the P3 and P6 coils, currents are specified in these two coils even when the
simulation is running in voltage mode.
4.4.3 Roots of possible discrepancy
Before starting on the comparison of the DINA simulation with experiment it
is helpful to consider the possible problems there may be and what errors may
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have been introduced. The following points give an explanation of some of the
discrepancies that arise.
1. In the DINA model the PF coils are modelled in terms of inductance and
resistance, these being calculated from EFIT data on the machine geometry.
Several approximations are made in the modelling that will have an, albeit
small, effect on the simulated data. The coils are made of copper and are
modelled with a constant conductivity. However, we do not know exactly
the coils’ conductivity, and it will change slightly with temperature over the
shot. There is also a cooling channel down the centre of the copper wire,
which is not included in the model. The coils have rounded corners and are
connected to the power supply by long cables, which have finite inductance,
neither of these factors being taken into account in the model. In addition,
there may be small errors in the EFIT data used, which could have an effect.
For example, the resistances used in DINA come from the same set of data as
used for EFIT. However, the resistance of the central solenoid is unimportant
for the purpose of EFIT and is not entirely accurate, so it is known that the
same resistance used in DINA deviates slightly from the actual resistance of
the centre column by about 20%.
2. The voltage measurements are rather noisy and erratic. This is partly due
to ‘thyristor noise’ (the voltage very quickly switching off and on) and partly
because it is difficult to make accurate measurements in the noisy power
supply environment. Despite the fluctuating voltage signal, however, there is
no undue ripple in the PF coil current due to their high inductance.
3. In the experiment, voltage is delivered to the coils at the start of the shot
t = 0s by means of switches between the coils and the power supplies. Before
this time the coils have a current in them of 0A. These switches are necessary
because the ramping of P1 before the start of the shot would induce currents
in the other PF coils were this not prevented. The DINA model does not
incorporate these switches, and therefore models the voltage on the coils
from the start of the simulation, in the case of the plasmaless shot from -0.1s.
This may lead to discrepancies between the experimental and DINA voltages
at the beginning of the simulation as DINA will register a current in the coils
that wasn’t actually there.
4. DINA models the vacuum vessel as concentric rings of stainless steel and
graphite. This is, of course, an unrealistic assumption since the outer edge
of the vacuum vessel structure is punctuated by a multitude of ports for
diagnostics, neutral beams and so on. The current in the vacuum vessel is
therefore unable to flow exactly as the model would predict. However, this
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situation is improved somewhat in MAST by the fact that the outer vacuum
vessel plays less of a part in the passive stabilisation of the plasma as it
would for a tokamak with a close-fitting wall. In MAST, much of the passive
stabilisation is provided by the coil casings, particularly the P3 and P6 coils,
which are closest to the plasma.
4.4.4 Comparing MAST experiment with DINA simula-
tion
Currents
In the first scenario the currents were prescribed in all the PF coils and their casings,
so the DINA simulated currents tracked the input experimental values. Similarly
for the coils in the second case, where only the coil currents were prescribed and
not their casings. This tracking of the currents can be seen clearly in the first
two columns of Figure 4.3. In the third case the voltages were tracked, and the
currents were simulated. The results of this third case are shown in the third and
fourth columns of Figure 4.3, the third column showing the currents on the PF coils
and the fourth column the voltages. As a consequence of the noisy nature of the
voltage signal, the DINA-simulated currents for Case III do not match perfectly.
However, the discrepancies are relatively small, so it is clear that the model is
simulating the right coils, modelled accurately with the correct number of turns,
so the discrepancies are likely attributable to the imperfect voltage data.
Magnetic fields and flux
A selection of Bv coil and flux loop sensors were chosen for comparison, these being
selected to give an even representation around the vessel. The results are shown
in summary in Figures 4.4 and 4.5, for Bv coils and flux loops respectively, and
the labelling is as follows. The centre column Bv (CCBV) coils are numbered 1-40
down the centre column. Coil 20 is at z = 0, so in the data shown the lower
numbers relate to measurements taken at higher z. The outer Bv (OBV) coils are
numbered 1-19 down the outside edge of the tokamak, numbers 6-14 being at the
largest radius around the mid-plane of the tokamak. The centre column flux loops
(CC) are numbered 1-10 down the centre column and one flux loop from each of
the upper PF coils 2-5 is shown, each labelled with ‘p2u’,‘p3u’, and so on. Slight
discrepancies occur in Case III, when voltages were prescribed, but this again is
a manifestation of the imperfect voltage data giving rise to a disparity in current.
The data also compares less well for the outer Bv arrays than for the central ones
(the amb obv signals), particularly sensors 6 and 9, which are those on the very
outer edge of the vacuum vessel. This can be explained by the reasoning in item
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Figure 4.3: Comparison of the experimental values (blue solid line) of current and
voltage with the DINA simulated values (red dotted line). No voltage measure-
ments exist for the P3 and P6 coils. In Cases I and II currents are prescribed so
the DINA currents follow the experimental values exactly. In Case III the voltages
are prescribed and the currents are simulated.
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4 of the previous section, namely that DINA is only approximately predicting the
currents in the outer part of the vessel, due to the neglect of diagnostic ports in the
model. Magnetic fields in the region are thus also slightly in error. The situation
is similar in the case of the flux loops as well. Once again, the largest discrepancies
are displayed in the voltage-prescribed case (Case III), as seen in the third column
of Figure 4.5. There is also an incontrovertible error in the data for the flux loop on
the upper P2 coil, signal amb fl/p2u/4, which is demonstrated in Figure 4.6. This
plot shows the signals from all the flux loops on the upper P2 coil, which should
be comparable due to the similarity in their locations. Flux loops in MAST do
sometimes fail, perhaps due to broken connections, worn insulation or debris in the
vessel, and they are very difficult to access to repair. For this reason MAST was
designed with considerable redundancy in the magnetic diagnostics, so the data
from this flux loop can be disregarded.
In general, however, there is good agreement between the DINA-simulated re-
sults and the experimental results, providing clear evidence that the coils are cor-
rectly modelled.
Currents in the coil casings
It is important for our purposes that the casing currents are modelled correctly
since the coil casings collectively play a decisive role in regulating the growth rate of
VDEs. As part of the passive structure, eddy currents are induced in the metalwork
with the movement of the plasma, producing a stabilising force and regulating the
plasma movement from Alfve´n timescales to one over which active control of the
plasma is possible. The P3 and P6 coils in particular are in the optimum location
for stabilisation, this having been demonstrated by Leuer[73] to be just outside the
plasma on a poloidal angle of approximately 70 degrees from the plasma centre for
a conventional ITER-like plasma.
Figure 4.7 provides an example of the accuracy of the DINA model in simulating
the currents in the casings of the PF coils. Only the currents for the casings of P5
and P3 are shown (there is no casing current measurement for P6 because there is
no icoil feed measurement, see Section 4.4.1). For Case I the currents in the casings
are prescribed and the DINA signal follows the experiment. The currents for Cases
II and III are simulated by DINA, and very good agreement can be seen in Case
II, where currents in the PF coils were prescribed. In voltage-mode (Case III) the
DINA signal still on average traces the experimental signal, but the DINA trace
is much more noisy and fluctuating, attributable once again to the noisy voltage
signal being used to drive the PF coils. The P3 coil is not subject to this noise
because it is not powered by the same power supply but rather by a capacitor bank,
and in this case the DINA simulation agrees very well with the experiment.
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Figure 4.4: Comparison of DINA simulated data (green dotted line) with experi-
mental data (blue solid line) for a selection of magnetic probe signals.
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Figure 4.5: Comparison of DINA simulated data (green dotted line) with experi-
mental data (blue solid line) for a selection of flux loop signals.
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Figure 4.6: Four of the five flux loops on the upper P2 coil. Due to the similar
locations of the flux loops the detected flux should be comparable. It can clearly
be seen that there is an error on the fl/P2u/4.
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Figure 4.7: Comparison between the experimental (blue solid line) and DINA-
simulated currents (green line) for the P5 and P3 coil casings. In Case I the
currents in the casings are prescribed and DINA tracks the experimental signal. In
Cases II and III the currents are simulated.
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Figure 4.8: The DINA Simulink model used for simulation of the plasma shot
15045. The Plasma Control System (PCS) is in pink. Most inputs and outputs are
the same as for the previous Simulink model, with the exception of the ‘Supply’
box being replaced by a bus combining voltage outputs from the PCS for PF coils
1,2,4 and 5, with a 0V signal on P3 and the z feedback signal on P6.
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Figure 4.9: The voltages on the fast amplifiers (FAs) driving the feedback (P6)
coils. They drop to zero at t = 0.25s when the feedback is cut.
4.5 Validation of DINA for a plasma shot
4.5.1 DINA and the experiment
Validation of DINA simulating a plasma shot was done over the early stages of a
VDE. In the model, the parameter t z0, which dictates the time at which the DINA
‘Z-control’ feedback is cut, was set to 0.25s, and a short simulation was run around
this time. For this simulation, neither PF coil currents nor voltages were tracked,
but experimental data from EFIT was used to initialise the simulation and the
plasma evolved just as it would do in a real tokamak. To do this, a new Simulink
model was used that had as its vertical control a very accurate representation of the
real MAST feedback controller. This was able to take output PF currents, Ip and
magnetics data to determine the PF voltages for the next timestep. This Simulink
model is shown in Figure 4.8 (previous page), with the MAST feedback controller
(Plasma Control System) in the pink ‘PCS’ box. Most inputs and outputs are
the same as for the previous model, with the exception of the ‘Supply’ box being
replaced by a bus combining voltage outputs from the PCS for PF coils 1, 2, 4 and
5, with a 0V signal on P3 and the z feedback signal on P6. Voltages on the passive
filaments are all zero.
A good VDE shot from MAST was required for comparison with DINA, so
experiments were made on MAST where a VDE was initiated, as for DINA, by
cutting the vertical feedback at 0.25s into the discharge. This was done by applying
a gain of zero to the fast amplifiers FA1 and FA2, since it was noticed that simply
switching off the fast amplifiers resulted in a delay in the voltages dropping to zero.
Figure 4.9 shows how the voltages on the FAs drop to zero at 0.25s. The inherent
instability of the elongated plasma, combined with the slight disturbances within
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Figure 4.10: The plasma current and z position evolution (from EFIT) for shot
15045.
the plasma and those introduced by any noise in the system, caused the VDE to
commence shortly after the removal of feedback control. Figure 4.10 shows the
evolution of the z position from EFIT, along with the plasma current, for shot
15045, which was chosen for the DINA validation.
Currents in the PF coils and casings were calculated as for the plasmaless vali-
dation from icoil internal and icoil feed measurements, and the plasma parameters
from DINA were compared with those calculated by EFIT for the experiment.
4.5.2 Comparing MAST experiment with DINA simula-
tion
Taking an initial equilibrium setup from experimental data, the DINA simulation
evolved alone, with no voltages or currents on the PF coils prescribed, and the
agreement is quite satisfactory. Figure 4.11 shows the DINA-simulated z position
of the plasma during the feedback-controlled part of the shot (until 0.25s) and over
the beginning of the VDE. The DINA plasma is centred on zero, while the EFIT
(experimental) plasma is offset slightly, which is the reason for the disagreement
before 0.25s. This can be resolved by setting the feedback reference to the EFIT z
position at the initialisation time, if desired. The DINA vertical growth rate shown
in Figure 4.11 is somewhat higher than the experiment, probably due to some of
the sources of possible discrepancy identified in Section 4.4.3.
The DINA agreement with the experimental plasma current and other plasma
parameters, shown in Figure 4.12 is reasonably good. One noticeable difference
is the safety factor at the axis, q0, which zig-zags for the majority of the DINA
simulation. This is due to the inclusion of a sawtooth model in DINA that is
triggered by a plasma q0 = 1, which has come into effect. DINA uses the Kadomtsev
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Figure 4.11: Comparison of the z position of the plasma for shot 15045 simulated
by DINA and calculated by EFIT for the experiment.
sawtooth model[74], which assumes a complete reconnection process inside of a
particular radius to change the flux and raise q.
The currents in the PF coils are simulated tolerably well, as seen in Figure
4.13. The currents in P1 start at the experimental values and deviate slightly as
the simulation progresses. However, this deviation is not as significant as it first
appears, because the interesting parameter in this case is not the P1 current but
the loop voltage it creates, which in turn drives the plasma current. The reason for
the discrepancy here is likely a small error in the plasma resistance, which would
effect the loop voltage and require P1 to compensate.
Finally, Figure 4.14 demonstrates the favourable correspondence between sim-
ulation and experiment for the currents induced in the PF coil casings. The dis-
crepancy early in the simulation is due to the DINA simulation starting part-way
through an experimental shot, when there already would have been voltages in-
duced across the passive structure filaments of which DINA has no knowledge.
4.6 Conclusion
In this initial investigation, DINA showed good agreement with experiment in both
the plasmaless case—running in three different modes—and in the plasma case.
Possible reasons for discrepancy were discussed in Section 4.4.3. Validation in the
plasmaless case showed that the currents and voltages in the PF coils were modelled
correctly, and good correspondence between DINA and the experiment was found
for the magnetic sensors (the Bv coils and flux loops). We were, therefore, confident
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Figure 4.12: Comparison of DINA and EFIT for the main plasma parameters of
shot 15045 (note the suppressed zeros on the y-axes).
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Figure 4.14: DINA-simulated currents in the P3 and P5 coil casings for shot 15045
compared with the EFIT-calculated experimental currents.
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that the physical and electromagnetic model of the MAST vessel was accurate.
When DINA was run with a plasma, good agreement was demonstrated with the
PF currents, the plasma parameters and the PF coil casing currents. These casing
currents are particularly important as they govern the stability of the plasma.
Looking at the data presented in this chapter and considering the limitations of
DINA described here and in the previous chapter, it is concluded that the model is
sufficiently accurate to be used for forthcoming studies. In particular, limitations
associated with not reproducing the vertical growth rate exactly can be overcome
by prescribing the plasma vertical position (a mode in which DINA can be run).
Chapter 5
Plasma Response Investigations
5.1 Introduction
Due to the inhomogeneity of the vertical field (decay) index, − R
Bz
∂Bz
∂R
, and particu-
larly the shape of the field from the vertical control coils at low R/a (for spherical
tokamaks), the response of the plasma to a vertical perturbation, and thus the
vertical control, is expected to be more non-linear than for conventional R/a toka-
maks.
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Figure 5.1: Poloidal cross-section of the vessels for MAST and an R/a = 3 equiv-
alent, MAST2, showing the decay index (left-hand two plots) and the shape of
the field due to the P6 coil (right-hand two plots). The initial plasma equilibrium
separatrix for each is superimposed in blue, and the poloidal field coils are marked
in black.
This in turn raises issues for controller designers, namely: If there is a non-linear
effect, should it be taken into consideration for controller design? How different
is the ST to conventional tokamaks? As the control performance demands of sys-
tems in general increase, non-linear behaviour becomes a concern. Good feedback
controllers in tokamaks are essential as they are required to keep the plasma in
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a stable equilibrium and minimise the occurrence of VDEs. Good controllers are
imperative, and a non-linearity in the system would place extra demands on the
feedback and require higher bandwidth performance of the amplifiers, thus ST con-
trol designers will need to know if there is a significant non-linear effect in STs that
they need to take into account.
In this chapter we use the DINA code to answer these questions, investigating
the degree of non-linearity in the vertical position feedback control system response
to a sinusoidal perturbation by way of harmonic analysis of the applied feedback
voltage. The result for MAST is contrasted with simulations of a hypothetical
conventional aspect ratio tokamak of MAST proportions, to determine whether or
not there is an appreciable difference in the response of these two systems.
The interesting results provoked a desire to see whether a non-linear effect
is seen in the MAST experiment, so similar experiments examining the plasma
response to a sinusoidal perturbation were performed on the MAST tokamak. The
experimental work is presented to gauge the importance of the non-linear effect in
practice.
In the past, the method of applying an external oscillatory stimulation has
been used to study vertical stability in DIII-D[75] and TCV[76]. By examining
the plasma response to an external oscillating stimulus applied to various vertical
control coils, the stabilising effect of the particular stimulated coils could be deter-
mined. Recently, a similar approach of analysing the system response to a sinusoidal
perturbation has been used by control engineers to diagnose the non-linearity in
simulated systems with friction effects[77][78], with a view to improving the design
of non-linear controllers for high-precision systems where position accuracy is key.
The author notes that although control theory still draws heavily on linear analysis
techniques, a non-linear approach to analysis is becoming inevitable. With refer-
ence to tokamaks, the open loop equilibrium response of TCV has been determined
from the harmonics in the plasma response to an oscillating perturbation[68].
5.2 Importance of linear systems
Consider a system in which the response, xout, at the time t is determined by the
input, xin, at the time t. Then where K is constant and ε 1.
in a linear system xout(t) = Kxin(t)
in a non-linear system xout(t) = K[xin(t) + ε1x
2
in(t) + ε2x
3
in(t) + . . .]
In other words, if a system is linear and we subject it to a pure oscillation, for
example xin = cosωt, then we expect the response of the system to be propor-
tional to xin. For a non-linear system the response is distorted. The signal is no
longer a pure oscillation but will be made up of the input signal (the fundamental
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frequency) and some harmonics—oscillations with frequencies of multiples of the
original frequency. For example, the x2in term gives rise to a 2ω harmonic (and an
offset from the axis), the x3in term gives rise to a 3ω harmonic, as
xin = cosωt
x2in =
1
2
(1 + cos2ωt)
x3in =
1
4
(3cosωt+ cos3ωt)
(5.1)
and so on.
Linear systems are important because we can solve them. Therefore they are
more easily understood and their behaviour can be predicted.
When a plasma moves vertically in the vacuum vessel, there is a region within
which the feedback system can return the plasma to its original position and the
plasma is stable. The plasma will oscillate up and down in the vessel. As the oscil-
lations get larger they reach a point where the oscillation becomes too large (and
possibly non-linear), the feedback system loses control and the unstable plasma
undergoes a VDE. In a practical system, even if the response were purely linear,
the control amplifier would eventually saturate and a loss of control would result.
The presence of non-linearity places extra demands on the control amplifier by
requiring it to have a higher bandwidth.
Using a linear treatment is a common way of analysing and designing feedback
controllers. Linearised models such as RZIP are used to determine which plasma
properties are important in determining the plasma response. The controller design
process is described in detail in, for example Ariola et al.[79], Coutlis et al.[68] and
Albanese et al.[80][81] among others.
5.3 Model of an up-down symmetric plasma
As we are injecting a sinusoidal perturbation into the system, the harmonics will be
terms in sinωt, sin2ωt, sin3ωt,. . . . Figure 5.2 shows the form of these harmonics.
All odd harmonics, such as sin3ωt are centred on zero and so have an up-down
symmetric effect in the vessel. All even harmonics, such as sin2ωt are entirely
positive, and this means that they will only be seen in one half of the vessel,
indicating an asymmetric effect.
To investigate this symmetry effect in more detail, an heuristic analytic model
of an up-down symmetric plasma was developed to find solutions to the differential
equation governing vertical movement of the plasma. The results for when the
plasma was perfectly centered on the axis were contrasted with when the plasma
position was subject to a small offset from the axis, as in the case of imperfect
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Figure 5.2: Plots of sine to the power of 1, 2, 3 and 4. For the even powers the
function is wholly positive.
feedback.
Consider a plasma at equilibrium that moves upwards a distance z. The decay
index, defined in Section 2.5.2 Equation (2.10), is
nˆ = − R
Bz
∂Bz
∂R
(5.2)
and the variation of force on the plasma is
∂Fz
∂z
= −2piIpnˆBz (5.3)
from Equation (2.13) with R = R0 for a centralised plasma. If we treat an up-down
symmetric plasma then at z = 0 Fz = 0, so Taylor expanding Fz(z) we have
Fz = z
∂Fz
∂z
∣∣∣∣
z=0
(5.4)
so
Fz(1) = −2piIpnˆBzz (5.5)
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From the images of the decay index and the vertical control field, Figure 5.1 at the
beginning of this chapter, it is clear that the dominant difference between MAST
and MAST2 is in the radial field from the feedback vertical control. This radial
field decreases with height of the plasma eventually decreasing to zero at z ∼ 1m.
There is no term in z because of up-down symmetry, so the variation of the radial
field with height is proportional to
BR ∝ (1−K1z2) (5.6)
where K1 is a constant. Now if we apply a feedback field
BR =
[
Pz +D
∂z
∂t
+ Asin(ωt)
]
(1−K1z2), (5.7)
where P and D are proportional and derivative feedback and A is an external drive,
the force on the plasma due to this feedback field will be
Fz(2) = −2piRBRIp. (5.8)
If we assume that nˆ = nˆ0 + nˆ2z
2 (nˆ1 = 0 because of up-down symmetry), then
combining forces Fz(1) and Fz(2) (Equations (5.5) and (5.8)) gives the total force on
the plasma as
Fz = −2piIp
(
Bz[nˆ0 + nˆ2z
2]z +R
[
Pz +D
∂z
∂t
+ Asin(ωt)
]
(1−K1z2)
)
. (5.9)
This force is balanced by eddy (image) currents in the vacuum vessel. If we as-
sume the plasma current is constant, then this image current will vary linearly with
dz/dt and with the shell time (τP6). In MAST, because of the unusual geometry
the P6 and neighbouring coil casings (P3 and P5) provide the bulk of the passive
stabilising force on the plasma. For mathematical simplicity we will assume all is
provided by the P6 coil casing. With this assumption, the image conductors are at
the same location as the feedback coils, so the non-linear structure of the passive
field will be identical to the feedback field. The implication of this, perhaps unique
to MAST, is that non-linearity introduced is due not only to the active field but
the passive field as well. The overall image current force is thus
Fi = (1−K1z2)K2τw ∂z
∂t
(5.10)
where K1 and K2 are geometry constants, and so equating Fi and Fz we have
K2τw
∂z
∂t
= −2piIp
(
Bz
[nˆ0 + nˆ2z
2]
[1−K1z2] z +R
[
Pz +D
∂z
∂t
+ Asin(ωt)
])
. (5.11)
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Conceptually, to order z3, this equation is of the form
∂z
∂t
= [λ0 + λ2z
2]z + λAsin(ωt) (5.12)
and we could look at the effect of imperfect feedback by putting an offset into the
feedback:
∂z
∂t
= λ0(z − zerror) + λ2z3 + λAsin(ωt) (5.13)
where zerror is a constant.
A Matlab code was written to solve these equations iteratively and thus calcu-
late the response of the up-down symmetric plasma in three situations:
1. A linear system (λ2 = 0).
2. A non-linear system (λ2 6= 0).
3. A non-linear system with imperfect feedback (λ2 6= 0; zerror 6= 0).
Without the non-linear term (λ2 = 0) and with λ0λA/ω >> 1, the solution to
Equation (5.12) is
z = z|t=0eλ0t − λA
ω
cos(ωt). (5.14)
For the Matlab model, the frequency of oscillation was taken as 100Hz, so
ω = 2pi × 100. Strong feedback (λ0 = −5000s−1) was required to maintain control
when the non-linear destabilising term (λ2 > 0) was applied at a high enough value
to see a clear non-linear effect. The choice of λ2 > 0 corresponds to the situation
in the experiment where the non-linear effects are destabilising. λA was calculated
for a z excursion of 5cm so λA = 0.05×ω, see Equation (5.14). However, the actual
z excursion is significantly less than this value as a result of the strong feedback.
Table 5.1 shows the parameters used.
λ0 -5000s
−1
λ2 2.10
7m2s−1
λA 31.42ms
−1
Table 5.1: Parameters used for the z response model solving Equation 5.12.
From Equation (5.14), the long time linear solution is just a sine wave, as shown
in the upper plot of Figure 5.3. The power spectrum of this wave, calculated
from the Fourier transform, shows that it is a pure sine wave at the fundamental
frequency (100Hz) with no higher-order harmonics, see Figure 5.4, upper plot.
Non-linearly the z3 term will generate
sin3(ωt) =
3
4
sin(ωt)− 1
4
sin(3ωt), (5.15)
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so the non-linearity only gives rise to odd harmonics, as shown by the power spec-
trum in Figure 5.4, middle plot. There are peaks only at 100Hz (fundamental),
300Hz, 500Hz, 700Hz, etc. This is what we expect for MAST with an up-down
symmetric plasma.
However, imperfect feedback will introduce an offset into the system and this
will break the up-down symmetry and generate even harmonics. To look at the
effect of imperfect feedback, an offset of zerror = 0.0002m was added into the
feedback loop, Equation (5.13). The lower plot of Figure 5.4 shows the power
spectrum of the z response in this case, and here it can be clearly seen that, as well
as the odd harmonics, there are additional peaks at 200Hz, 400Hz, 600Hz, and so
on, ie. even harmonics have been introduced.
A key point from these simulations is that the feedback error (zerror 6= 0) only
marginally affects the strength of the non-linear 3ω harmonic. This means that the
ratio of the 3ω harmonic to the fundamental remains an excellent diagnostic of the
non-linearity even in the presence of imperfect feedback (which we will see below
can occur in both the experiment and modelling).
5.4 Process of the investigation
5.4.1 General Method
In order to compare the variation in response between spherical and conventional
tokamaks, MAST has been analysed alongside a second, hypothetical tokamak of
conventional aspect ratio, dubbed MAST2. MAST and MAST2 are identical in
design except for aspect ratio R/a, and currents in the poloidal field coils, which
necessarily vary in order to achieve an equilibrium of similar shape. A PD controller
acts to keep the plasma in equilibrium and restoring voltage is applied to the P6
coils, see Figure 5.1. It should be noted that the feedback system used here is
not representative of a full plasma control system since no voltage saturation is
assumed. That is to say that the voltages sometimes applied to the P6 coils in this
modelling work are greater than would be achievable on MAST in practice.
A sinusoidal perturbation was applied to the system to provoke a response. This
was injected as a voltage into the feedback loop, as shown by the zIptest signal
on the diagram of the feedback system in Chapter 2, Figure 2.16, so the actual
voltage on the P6 coils (V (P6)) was the sum of the sinusoidal perturbation and
any restoring feedback voltage. The perturbation was applied in “packets” of five
oscillations at the same amplitude A (Asinω0t for five periods). The amplitude
A was increased at discrete intervals until the plasma excursion became too large
to be held by the feedback system, control was lost and the plasma underwent a
VDE. Four perturbation frequencies were analysed for both MAST and MAST2:
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Figure 5.3: The z response for (top-bottom): a linear system (λ2 = 0); a non-linear
system (λ2 6= 0); a non-linear system (λ2 6= 0) with imperfect feedback (zerror 6= 0).
The non-linearity in the systems can clearly be seen in the departure from a perfect
sine wave, and the slight offset of the equilibrium from zero due to the feedback
error (shown by the red line) can be seen in the lower plot.
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Figure 5.4: The power spectra for the three modelled cases (top-bottom): linear;
non-linear; non-linear with imperfect feedback. In the linear case the wave is a pure
sine at the fundamental frequency with no higher-order harmonics. In the non-
linear case for an up-down symmetric plasma only odd harmonics are generated.
Even harmonics are only produced if the up-down symmetry of the plasma is broken
by an offset in the system.
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50Hz, 100Hz, 200Hz and 400Hz.
The important signals to consider were zIp and V (P6). zIp is the product
of plasma current, Ip, and vertical displacement of the plasma with respect to the
vessel centre, z, and is the quantity that is detected experimentally, see Section 2.7,
Figure 2.16. The voltage on the P6 coil, V (P6), indicative of the plasma response,
was decomposed into its first three harmonics by Fourier analysis to determine the
increase in non-linearity of the plasma response with excursion from equilibrium.
The oscillating function V (t) can be written as the sum of a number of simple
harmonic functions of time. In exponential form
V (t) = <
∞∑
n=0
aˆne
inωt (5.16)
where aˆn = an − ibn are the components, or the complex coefficients, of V(t) and
einωt are the basis vectors. This can be written in the form of a matrix equation as
V (t) = cBe (5.17)
where Be is the matrix of basis vectors and c is the matrix of components. Solving
this equation gives the amplitudes of the harmonics as the complex modulus of the
components c. In Matlab this is done using the least squared method because Be
is not a square matrix and the system is overdetermined, ie. there are many data
points and fewer unknowns, in our case only three.
5.4.2 Larger aspect-ratio analogue of MAST (MAST2)
To test whether the plasma response in a spherical tokamak is more non-linear than
in a conventional tokamak, the DINA code was used to simulate both MAST and a
conventional aspect ratio analogue of MAST, MAST2, with the shape of the initial
equilibria of the plasmas made as close as possible. Table 5.2 gives the major and
minor radii (R and a) of the two tokamaks and their corresponding aspect ratio
R/a.
MAST MAST2
R (m) 0.7 1.5
a (m) 0.5 0.5
R
a
1.4 3
Table 5.2: Aspect ratio parameters for MAST and MAST2.
The new model for the conventional aspect ratio tokamak MAST2 was created
by taking the definition of the MAST conductors and vacuum vessel and shifting
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all coordinates radially outwards by 0.8m to give a plasma of aspect ratio 3. The
electromagnetic data of the system (the mutual inductances between the PF coils,
the vessel and the plasma) were recalculated for the new configuration with these
new R-coordinates.
The currents applied to the PF coils had to be readjusted to get the new initial
equilibrium, with the intention that the shape of the MAST2 equilibrium should
be as close as possible to that of MAST. To do this the free boundary equilibrium
code Fiesta was used. Fiesta is equivalent to the equilibrium solver used in DINA,
but more convenient to use for fixed-time snapshots. The equilibrium is generated
by taking as inputs: the coordinates of the PF coils; the plasma current profile
and pressure profile, calculated for MAST by EFIT; the plasma current, also from
EFIT; and currents in the PF coils. The currents in the PF coils can be adjusted
until the desired shape is achieved. The initial equilibrium parameters for both
MAST and MAST2 are shown in Table 5.3.
MAST MAST2
IP1, kA 3.2 -0.001
IP2, kA 14.8 15.0
IP3, kA 0.006 0.005
IP4, kA -5.6 -4.6
IP5, kA -3.6 -4.6
IP6, kA 0.06 0.1
Ip, kA 643.4 643.4
Rmag,m 0.7 1.6
zmag,m 0.001 0.001
li 0.6 0.6
a,m 0.5 0.5
κ 1.9 2.1
Table 5.3: Initial equilibrium parameters for MAST and MAST2.
The PF currents for MAST throughout the discharge were specified from ex-
periment, so for MAST2 these experimental signals were modified to fit with the
new equilibrium.
The P1 (central solenoid) current in MAST2 was set to one tenth of the ex-
perimental current and shifted so that it kept the same gradient in time as the
experiment but had the initial value as calculated by Fiesta. It was necessary
to significantly reduce the P1 current in order to lower the raised loop voltage
in MAST2. The loop voltage in the plasma is generated by the changing of flux
from the solenoid, which itself is roughly proportional to the square of the solenoid
radius
Vloop =
∂Is
∂t
×Ms,p (5.18)
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where the subscripts s and p denote solenoid and plasma, and the mutual induc-
tance between the solenoid and the plasma Ms,p ∝ R2. In going from MAST to
MAST2, the radius of the central solenoid has grown from 0.2m to 1.0m—a fivefold
increase. The flux, and subsequently the loop voltage ∂Ψ/∂t, is thus about twenty-
five times in MAST2 what it was in MAST, and so for the same loop voltage the
solenoid current in MAST2 must be reduced. Naturally, the one-turn loop voltage
in a conventional tokamak should be higher than in a spherical tokamak, since the
resistance of the plasma would be greater due to its larger circumference, but an
increase by a factor of twenty-five would be excessive. The value of one tenth of
the experimental solenoid current for MAST2 was settled on after trying several
reductions, the right value being that which generates a loop voltage able to hold
the plasma current reasonably constant.
The required current in P2 was estimated from that in P1 using the following
relation:
IP2(t) = IP2,0 +
1
2
(IP1(t)− IP1,0) (5.19)
where IP1 and IP2 denote currents in P1 and P2 respectively for the duration of the
discharge and IP1,0 and IP2,0 denote initial currents in P1 and P2. The P1 and P2
signals are related because P2 is used to correct the plasma distortion resulting from
the non-uniform fringing magnetic field produced by the solenoid. This distortion
changes throughout the shot as the current in the solenoid changes. The P2 coil is
used to counter this effect by making the magnetic field more vertical, and it has
been found that the effect is minimised when the current in P2 is around half of
that in P1.
The currents in P3, P4 and P5 were held constant at the initial values and the
toroidal field (TF) was kept the same for both MAST and MAST2, at a value of
0.37T at the geometric centre R0.
These aforementioned details are important for setting up the model of the
conventional aspect ratio tokamak MAST2 for use with DINA. They are believed
to be unimportant to the question of the non-linearity of the vertical instability.
5.4.3 Growth rates of MAST and MAST2
Figures 5.5 and 5.6 both illustrate the growth rates of a VDE in the MAST and
MAST2 plasmas. Figure 5.5 shows how the plasma boundaries change in time, and
it is clear from these that the MAST2 plasma is moving upwards in the vessel more
quickly than that of MAST. This is understandable, since we have elongated the
MAST2 plasma so that its shape is comparable to the MAST plasma, and plasmas
of the same elongation are more prone to the vertical instability as the aspect ratio
increases. ST plasmas are more stable at their naturally higher elongations, as
discussed in Section 2.5.1.
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Figure 5.5: Plots showing the change in the plasma boundary with time for MAST
and MAST2 respectively.
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Figure 5.6: The change in the z position with time for both model tokamaks for
the z range of interest.
CHAPTER 5. PLASMA RESPONSE INVESTIGATIONS 105
0.102 0.1025 0.103 0.1035 0.104 0.1045 0.105 0.1055 0.1066
7
8
9
10
11
12
time, s
lo
g e
(zI
p)
MAST
Shot 15045; Sim 258
DINA
   linear
0.102 0.1025 0.103 0.1035 0.104 0.1045 0.105 0.1055 0.1066
7
8
9
10
11
12
time, s
lo
g e
(zI
p)
MAST2
Shot 15045; Sim 256
DINA
   linear
Figure 5.7: Plots of loge(zIp) used to estimate the growth rates for MAST and
MAST2—890s−1 and 1000−1 respectively.
Figure 5.6 shows the change in the z position with time for both tokamaks.
Again, it can be seen that MAST2 has a higher growth rate than MAST for the
majority of the VDE. Estimating the growth rate by linear fitting to plots of the
natural logarithm of zIp, it was found that the difference in the growth rates in
the z region of interest is only slight, Figure 5.7. The average MAST growth rate
is 890s−1 and for MAST2 it is 1000s−1—a difference of just over 10%. However,
as the plasma moves higher the MAST growth rate further decreases relative to
MAST2. By z ∼ 5cm the growth rates have become 450s−1 and 820s−1 for MAST
and MAST2 respectively.
The higher growth rate for MAST2 does have consequences for the non-linearity
comparisons, see Section 6.4 on Results, but does not affect the conclusions on non-
linearity.
5.4.4 Shell Time
The shell time, or time constant, of the vessel governs how quickly the magnetic
field diffuses through the passive structure. It is important to consider because it
has a bearing on the maximum frequency of applied perturbation that the plasma
will be able to “feel” and respond to.
MAST is different to most other tokamaks in that there is no close-fitting wall
surrounding the plasma. For this reason, the PF coils, being closer to the plasma,
have more affect on it than does the vacuum vessel. In this case the important
“shell” for which to calculate the time constant is the P6 coil casing, as this is
the coil closest to the plasma and the one from which the perturbing field is being
applied.
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The shell time for the P6 coil casing can be calculated from
−LP6I˙ = ΩP6I
I˙ =
ΩP6
LP6
I
(5.20)
where LP6 is the self inductance of the coil casing, ΩP6 its resistance and I the
current flowing in the casing. The shell time τP6 = LP6/ΩP6. This method can be
expanded to cater for the entire vessel structure by writing Equation (5.20) as a
matrix equation
I˙ = L−1P6ΩP6I
I˙ = DI
(5.21)
so
D = −L−1P6ΩP6 (5.22)
Calculating the eigenvalues of D gives the decay times of the currents due to all
filaments of the vacuum vessel and coil cases (the decay time is the imaginary part
of the eigenvalue, the real part is the frequency of the eigenmode). For MAST and
MAST2, Equation (5.22) was solved using inductance and resistance data from
their electromagnetic models used for the DINA simulation.
For MAST, the time constant of the P6 coil casing was calculated to be τP6 ≈
1ms, which is equivalent to a frequency of 160Hz. This means that for any changes
in the field from P6 that are faster than the P6 time constant (or oscillations that
are above the corresponding frequency), the plasma will be shielded from the field
by the coil casing and its full affect will not be felt.
For MAST2, τP6 ≈ 2ms, which corresponds to a frequency of approximately
80Hz, so for MAST2 the oscillations applied via the P6 coil will be significantly
shielded from the plasma at a lower frequency than MAST.
From these calculations of shell time it is inferred that the most important
driving frequencies to consider are 50Hz and 100Hz, as it is at these frequencies
that the applied field is not too strongly damped by the P6 coil casing, though it
should be noted that at 100Hz the MAST2 controller will already be beginning to
have difficulties in controlling the VDE growth. At higher frequencies the feedback
system can’t respond quickly enough to correct for the perturbation.
5.4.5 Variation in feedback voltage and plasma response in
z
Before commencing the analysis and looking at the harmonics themselves, it is
necessary to consider the response signals from the DINA simulation that will be
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analysed and what information they convey. The two most important signals to
consider are zIp, and the voltage applied to the feedback circuit (V (P6)).
The response of the plasma to the voltage perturbation on P6 is clearly seen
in the z position of the plasma—the plasma oscillates in the vessel, see Figure 5.8,
first and second plots. However, the non-linear nature of the response is masked
in the z position by the effect of the feedback, which aims to restore the plasma to
equilibrium. By analysing the feedback voltage V(P6) one can see the departure
from the applied pure sinusoidal signal (Figure 5.8, third plot), and from these
harmonics it is possible to gauge the extent of the non-linearity in the vertical
control.
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Figure 5.8: For MAST, the perturbation signal applied to the plasma (100Hz); the
response of the plasma seen in the z position; the voltage on the P6 coil made up
of the perturbation and the voltage required to stabilise the plasma.
Figure 5.9 shows how the response signals vary with frequency and gives an
indication of how the z of the plasma is regulated by the feedback. Both plots
show the variation in the excursion amplitude, shown by zIp normalised to average
Ip, ie. zIp/|Ip|, but for voltage signals taken at different points of the feedback
circuit, see Figure 5.10.
In the left-hand plot of Figure 5.9 we are looking only at the voltage on the
P6 coil, at point (2) on the feedback circuit (Figure 5.10). We are not seeing the
effect of the feedback, only the signal that goes into and comes out of the tokamak
A. What is noticeable about this plot is that the excursion amplitude falls with
increasing frequency for a given P6 voltage V(P6). This is largely because the
current in the coil due to a certain voltage varies inversely with frequency. If the
driving frequency is doubled the current in the P6 coil will halve, since
V = IZ, (5.23)
where Z here is the impedance of the coil defined as Z = iωL, giving
I =
V
iωL
(5.24)
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and so I varies inversely with the frequency ω. Higher driving frequencies thereby
have a smaller effect on the plasma. Here, excluding feedback, the output is clearly
dependent on frequency. The effect of feedback is to reduce this dependency.
In the right-hand plot of Figure 5.9, we are now seeing the effect of feedback in
the system. We are now considering the whole of the feedback circuit, from point
(1) to point (3) in Figure 5.10, so to the demand voltage V+ a feedback correction
is added before passing to point (2) and into the tokamak A. We remember from
Section 2.7 that the output signal, V0 = V+/x, is independent of A, ie. independent
of anything that causes variation in A, such as frequency or z. The right-hand plot
of Figure 5.9 now shows little variation in amplitude with frequency since the
feedback is correcting for the inductive load on the coils.
0 200 400 600 800 1000 1200 1400 1600 18000
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
0.1
V(P6) fundamental amplitude, V
I pZ
/|I p
| f
un
da
m
en
ta
l a
m
pl
itu
de
, m
NO FEEDBACK
50Hz
100Hz
200Hz
400Hz
0 200 400 600 800 1000 12000
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
0.1
perturbation amplitude, V
I pZ
/|I p
| f
un
da
m
en
ta
l a
m
pl
itu
de
, m
WITH FEEDBACK
50Hz
100Hz
200Hz
400Hz
Figure 5.9: Effect of the feedback on plasma excursion (normalised zIp). Left—
excluding feedback, at higher frequencies, a given P6 voltage corresponds to a
lower current in the P6 coil and therefore a lower z excursion. Higher frequency
perturbations have less affect on the plasma. Right—With feedback, for a given
perturbation amplitude the plasma should reach approximately the same z ex-
cursion regardless of the frequency of the perturbation since the feedback system
corrects for the inductive load on the coils.
Therefore, while variation in the z position of the plasma gives some indication
of non-linearity, the effect is small because the feedback controller acts to reduce
this variation. Further evidence of this can be seen by looking at the results of
harmonic analysis on the zIp signal compared with the V (P6) signal, Figure 5.11,
which shows the 3ω harmonic relative to the fundamental at 50Hz and 100Hz for
zIp and V (P6). Both signals show similar trends, but the relative amplitude of the
3ω harmonic of the zIp signal is about an order of magnitude less than that of the
V (P6) signal.
It is therefore more constructive to focus this analysis on the voltage on the P6
coil (V (P6)) to show the full extent of the non-linearity. Additionally, because of
the higher magnitudes involved, the V (P6) signal should be less subject to noise.
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Figure 5.10: Circuit diagram of the simple feedback system used.
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V (P6) (solid line, left-hand axis), showing that V (P6) is much more significant.
5.4.6 Calculation of harmonics
To analyse the non-linearity in response of the DINA-simulated plasma to the ap-
plied perturbation, the response signal was decomposed into its first three harmon-
ics. Any strong harmonics present, particularly odd, would point to non-linearity.
The even harmonics are not of interest here as their presence would signify an
asymmetric effect, whereas in the up-down symmetric system to which a symmet-
ric perturbation has been applied, the response is expected to be symmetric, as
discussed in Section 5.3.
The harmonics were calculated using Fourier analysis, as outlined in Section
5.4.1, over varying-length windows across the signal to minimise any noise and
transient effects at the start of the applied oscillation. The first window taken was
of length one period at the end of the packet, then the second was of length two
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Figure 5.12: An example zIp signal showing the varying-length windows used for
the harmonic analysis. The arrows indicate the length and position of the first two
windows used for Fourier analysis. The third window will be three periods long
extending from the back, and so on.
periods at the end of the packet, and so on, as shown in Figure 5.12. The final
amplitude of the harmonic was found by averaging over all of these windows.
Figure 5.13 shows how the first three harmonics, when summed, compare to
the original signal. It is clear from the deterioration of fit that as the perturbation
amplitude is increased the non-linearity increases. In the simulation from which
the first plot is drawn, the perturbation amplitude is low and zmax ∼ 0.8cm, and
therefore the first three harmonics are able to adequately represent the original
signal, seen from the good agreement between the original signal and the sum
of the harmonics. In the second plot the agreement is not so good, indicating
that there are further, higher harmonics in the response signal that have not been
calculated and not included in the sum. This signal is clearly more non-linear than
the first. The simulation in this case used a much higher perturbation amplitude
and attained zmax ∼ 6.2cm. The non-linearity of response increases as the plasma
moves further away from its equilibrium.
5.5 Results
Considering only the harmonics in V (P6), the DINA simulations for the MAST
and MAST2 tokamaks are compared at 50Hz and 100Hz, see Figure 5.14. There is
a clear dominance in the non-linearity of MAST over MAST2 in 3ω for excursions
of less than 5cm. Excursions of greater than 5cm are of less interest for controller
design since above 5cm the plasma is moving outside of the controllability limits.
The dominance of MAST2 over MAST in 2ω points to a greater up-down asym-
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Figure 5.13: Figures showing the original response signal, zIp, and how the cal-
culated harmonics compare to it when summed. The left-hand plot shows the
response to a perturbation of low amplitude (max. excursion of 0.8cm), when the
non-linearity in response is still relatively low, and the right-hand plot shows the
response to a perturbation of high amplitude (max. excursion of 6.2cm), when the
response has become more non-linear.
metry in MAST2, related to the higher growth rate making vertical control more
difficult. Although it was attempted to maintain up-down symmetry throughout
the investigation, this was not always possible and is attested by the presence of
an harmonic in 2ω.
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Figure 5.14: Ratio of the V(P6) harmonics at 2ω (upper plots) and 3ω (lower plots)
to the fundamental for MAST and MAST2 at driving frequencies of 50Hz (left)
and 100Hz (right).
However, looking at the amplitudes, the harmonic in 3ω is clearly more impor-
tant than that in 2ω, judging solely by the relative strength of the harmonic in
comparison to the fundamental. With a perturbation of 50Hz, the maximum am-
plitude of the 3ω harmonic to the fundamental is 30% (for MAST), while that for
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the 2ω harmonic reaches a maximum of 11% for MAST2 and only 5% for MAST.
As discussed in Section 5.3 on the model of the up-down symmetric plasma, at
this higher spherical tokamak elongation, MAST2 is more unstable than MAST so
it is harder to control and more prone to drifting. This is why we see a higher 2ω
component, indicating an asymmetric effect that is occurring only in one half of
the vacuum vessel, in the MAST2 simulations. The heuristic model demonstrated
that the presence of even harmonics does not affect the odd harmonics, so the ratio
of the 3ω harmonic to the fundamental remains a good indicator of non-linearity
in the system regardless of the drifts of the plasma.
Looking at higher harmonics, (Figure 5.15), we see again the dominance in the
non-linearity of MAST over MAST2 in 3ω at small amplitude, plot (a). In MAST
the amplitude of the 3ω harmonic relative to the fundamental reaches 30% at an
excursion of 5cm for 50Hz compared to MAST2 at 20%; for 100Hz these values are
23% in MAST and 15% in MAST2. Since the aim of the vertical controller is to
keep plasma excursion small, this small-amplitude behaviour is relevant. It should
also be noted that the higher growth rate of the MAST2 plasma will enhance the
non-linearity, making the higher non-linearity in MAST even more important. At
50Hz in MAST, the 5ω harmonic, (b), is also significant, increasing to 20% at small
amplitude, but higher harmonics, as expected, are less important.
5.6 Experimental analysis of non-linearity
Following the interesting result of the simulation work, being that MAST is more
non-linear than its equivalent conventional aspect ratio tokamak, experiments to
examine this non-linear effect in the MAST tokamak were designed and subse-
quently performed. From the calculation of the P6 casing time in Section 5.4.4,
the driving frequencies to which MAST will be the most responsive are 50Hz and
100Hz. 50Hz was chosen to be the perturbation frequency for the experiment.
An oscillating perturbing voltage at 50Hz was injected into the feedback loop,
applying an oscillating voltage to the P6 coil. In contrast to the original modelling
work, the oscillation slowly ramped in amplitude rather than increasing stepwise.
In all experiments, care was taken to avoid saturating the fast amplifiers, so always
|V (P6)| < 60V.
It took several experimental iterations to obtain shots with a large enough
plasma excursion that endured for long enough to see evidence of non-linearity.
There were four main stages before a suitable shot was reached, and these are
shown in Figures 5.16-5.20. The figures show the driving voltage arising from the
z test ref signal (the sinusoidal oscillation) that was applied to perturb the plasma,
and the resulting zIp of the plasma. These voltage signals were calibrated from the
experimental arbitrary values at the coil terminals using a plasmaless shot with an
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Figure 5.15: Ratio of the V(P6) harmonics to the fundamental at 50Hz and 100Hz,
showing greater harmonics in MAST than MAST2 at small-amplitude. (a-d: 3ω,
5ω, 7ω and 9ω)
impulse z test ref (21001).
Initially a low density shot designed to give a long Ip flat-top was used. Pa-
rameters at the flat-top are shown in Table 5.4. For all the shots in the first stage
we applied a perturbation that ramped up to a certain value over four periods
and then remained constant. The perturbation for shot 19519 ramped to 3V and
showed very little plasma response. Shots 19520 and 19521 had perturbations that
ramped to 11.5V and 22.5V, and 19522 to 45V when the plasma terminated in
an early VDE, shown by the sharp increase in zIp (and subsequently the voltage
signal drops to zero when the shot has ended). After this first stage it was clear
that besides increasing the applied perturbation, other techniques would have to
be used to make the plasma more unstable and get larger oscillations before the
disruption.
The second stage of experiments, shown in Figure 5.17, involved modifying the
divertor current and the P5/P4 current ratio to change the shape of the plasma
during the shot to make it more unstable (and so easier to oscillate). The divertor
current flows in the P2 coil and is used to shape the plasma. The instantaneous
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Figure 5.16: The driving signals (z test ref) and plasma response (zIp) signals for
the first stage of the experiment. A sharp increase in zIp which then drops to zero
indicates the shot has terminated in a VDE.
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Figure 5.17: The driving signals (z test ref) and plasma response (zIp) signals for
the second stage of the experiment.
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Figure 5.18: The driving signals (z test ref) and plasma response (zIp) signals for
the third stage of the experiment.
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Figure 5.19: The driving signals (z test ref) and plasma response (zIp) signals for
the fourth stage of the experiment.
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Figure 5.20: The driving signals (z test ref) and plasma response (zIp) signals for
the fifth stage of the experiment.
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IP1, kA -12.9
IP2, kA 5.1
IP3, kA -3.7
IP4, kA -6.1
IP5, kA -4.1
Ip, kA 633.6
q95 8.9
Rmag,m 0.9
zmag,m 0.004
li 1.0
a,m 0.6
κ 2.0
βp 0.3
Table 5.4: MAST parameters from the Ip flat-top at 0.15s for shot 19519.
current definition of the divertor current IDIV is
IP2 =
IP1
2
+ IDIV (5.25)
where the IP1/2 term gives a correction of fringing fields as discussed previously.
Increasing the divertor current raises the elongation of the plasma as the co-
directional currents of the P2 coil and the plasma attract. The shape of the plasma
is also changed by adjusting the ratio of current in P5 to that in P4. The cur-
rent in P4 is normally higher than P5 (ratio less than 1) making the plasma more
triangular in shape, see the section on setting the PF currents in Appendix C.
Shot 19553 ramped the drive voltage to 11V, with the divertor current ramping
at 200kAs−1 and the shape ratio remaining constant at approximately 1.2, but
control was lost too early. For shot 19554 the divertor current was ramped less
strongly from 0.2s (200kAs−1 up to 0.2s, 40kAs−1 thereafter), the P5/P4 ratio was
lowered and ramped at 2.8s−1 until 0.2s then at 1.2s−1. This time the oscillation
endured longer, but at low amplitude. For shot 19559 the P5/P4 ratio and diver-
tor current remained the same as for 19554, but the perturbation amplitude was
increased again, ramping continuously at a rate of 60Vs−1 from 0V to about 20V
when the plasma disrupted. Shots in the second stage of experiments also had a
lower Ip flat-top than the first, reaching a maximum of around 400kA rather than
600kA. Figure 5.21 shows the change in the plasma boundary at 0.15s from shot
19519 to shot 19559. One of the final shots used for analysis (21015) is also shown.
The changes are necessarily quite small, as we are working in a region of marginal
stability.
In the third stage of experiments, shown in Figure 5.18, the proportional gain
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Figure 5.21: Plasma boundaries for shots 19519 (the first shot), 19559 (an inter-
mediate shot) and 21015 (a shot used for analysis).
of the feedback system was adjusted. This changes the strength of the feedback
response and how fast the system converges back to equilibrium, see Section 2.7.
From shot 19561 to shot 19577 the proportional gain was reduced by a factor of
two each time. In 19577 the gain is too low to successfully hold the plasma and it
disrupts too early, so the value of the gain in shot 19576 was settled upon. This
shot was beginning to show oscillation amplitudes of a more reasonable level for
non-linearity to be detected, but the plasma centre was drifting quite strongly,
which had to be addressed.
In the fourth stage of experiments, in an attempt to reduce the vertical plasma
drift in shot 19576, the PF coil currents (plasma shape) were adjusted once again.
Previously, the divertor current and P4/P5 ratio had been ramping to make the
plasma progressively more unstable during the shot, and these values had remained
as those for shot 19559 throughout the third stage. Now these were ramped to a
certain level and then held constant so that the oscillation endured throughout
the full length of the shot without disrupting, Figure 5.19. For shot 21005 the
divertor current was ramping at 200kAs−1 and the ramp in the P5/P4 ratio was
reduced slightly to 1.6s−1. This shot, and 21006 after it, disrupted early. Shot
21008 used the same initial ramp values and from 0.2s held IDIV constant at 20kA
and P5/P4 constant at 1. This achieved a reasonable shot length with a maximum
perturbation amplitude of 14V. For subsequent shots, the perturbation was ramped
quickly to this level and more gently thereafter so that the plasma would spend
more time oscillating in the region of greater non-linearity, see shot 21009. Here
the drive voltage ramps at 60Vs−1 from 0.1-0.2s, then 220Vs−1 until 0.25s, and
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then a rate of 25Vs−1 until the end of the shot. The maximum voltage reached for
this shot was 23V.
Figure 5.20 shows the final shots. Working from shot 21009, the flat-top of the
divertor current was increased tentatively to give greater plasma instability and
excursion. Shot 21011 has a small increase in IDIV (ramping at 50kAs
−1 between
0.2s and 0.3s then remaining constant and 25kA) and lasts well. Shot 21013 has
had too much divertor current applied (ramping at 75kAs−1 between 0.2s and 0.3s)
and become too unstable. Shot 21015 and 21016 have higher IDIV than 21011 and
less than 21013, and so are intermediate in length (between 0.2s and 0.3s both
these shots ramp IDIV at 60kAs
−1, then between 0.3s and 0.35s shot 21015 ramps
IDIV at 20kAs
−1 levelling out at 27kA and shot 21026 ramps IDIV at 30kAs−1 and
flattens at 27.5kA).
Shots 21015 and 21016 are those that were analysed for non-linearity. The
final drive perturbation for both these shots was fast ramping to 17V with slower
ramping thereafter, as described for shot 21009. The parameters for shots 21015
and 21016 at the beginning of the Ip flat-top, 0.1s, are shown in Table 5.5.
Shot no. 21015 21016
IP1, kA 7.4 9.5
IP2, kA 8.2 9.2
IP3, kA -0.001 0.009
IP4, kA -2.7 2.8
IP5, kA -2.2 2.3
Ip, kA 417 417
q95 14.2 14.8
Rmag,m 0.8 0.8
zmag,m -0.004 -0.003
li 0.7 0.7
a,m 0.5 0.5
κ 2.2 2.2
βp 0.01 0.02
Table 5.5: MAST parameters from the Ip flat-top at 0.1s for shots 21015 and 21016.
5.6.1 Analysis
For the experimental analysis, the voltage on the P6 coil was analysed as well as the
plasma z position, the reason for this being that the non-linearity is more visible
in the P6 voltage signal because the feedback system acts on the plasma z position
to minimise the plasma deviation, as discussed in Section 5.4.5.
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Figure 5.22: Raw P6 voltage signal (fine blue line) with the filtered P6 voltage
signal over-plotted (thick red line) for shot 21015.
The harmonics calculation was made on a slightly shortened timebase, begin-
ning the analysis after 0.25s rather than at the start of the oscillation. This was
to avoid an undiagnosed effect that destabilises the plasma at around 0.2s. The
reaction by the feedback system can be seen in many of the plots of Figures 5.19
and 5.20 by a small peak in the V(P6) signal around 0.2s, and is also indicated
by the fact that the majority of the early VDEs in these experiments occurred at
0.2s. This is an effect that is not unique to this experiment and has been seen in
other shots on MAST. It has been suggested that this is a slightly delayed reaction
to the current in the solenoid changing direction, but this has never been verified.
However, it is clearly affecting the results of our experiment and leaving a little
time for the system to settle down before commencing the analysis is beneficial.
During the analysis, the signal was first filtered to remove the noise, see Figure
5.22. A Bessel filter was used with a cutoff frequency of 300Hz—well outside the
50Hz drive frequency so the filter should not attenuate the harmonics being studied.
Harmonics were calculated using the same continuous Fourier method as employed
for the simulation data, see Section 5.4.1, however, the process was varied slightly
for the experimental data because the oscillation experiment on MAST was done
by injecting a ramping sine wave, rather than packets of constant-amplitude waves
as for the simulation. As the amplitude was changing, this required the harmonics
calculation to be made over each period of the oscillation separately in order to
get a good fit. Additionally, the phase was calculated relative to the phase of the
fundamental found first over three to six central periods of good, clean data. Figure
5.23 shows the full fits built up from successive periods for shots 21015 and 21016.
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Figure 5.23: The calculated fit for shots 21015 and 21016, as a conglomerate of the
fits for each separate period, plotted over the filtered P6 voltage signal.
The red line traces the centre of the oscillation, which ideally would be centred on
zero, and thus shows how the plasma drifts slightly throughout the experiment.
As for the simulation data, the relative importance of the 3ω harmonic to the
fundamental was examined (this was the quantity shown to be relevant in the
analytic model of Section 5.3). Figure 5.24 shows how this 3/1 ratio varies both
with oscillation amplitude of the V (P6) signal and with plasma excursion. A
linear fit has been made to the latter to indicate the trend. Both shots display
an increase in the non-linearity of the plasma response with V (P6) and plasma
excursion, though there is quite some scatter in the results. The reason for this
large variation in the non-linearity of response appears to be the wavering nature
of the z signal, shown in Figure 5.20. The plasma in these shots is so unstable that
the excursion is fluctuating rather than increasing steadily with the ramping drive.
The gradients of the linear fits made to the plots of 3/1 ratio against z excursion
are very similar, so the data sets were combined. Figure 5.25 shows shots 21015
and 21016 plotted together. The maximum non-linearity achieved for 21015 and
21016 respectively is approximately 37% and 30%. This is in reasonable agreement
with the maximum non-linearity of 30% achieved in the simulation at z = 6cm.
5.7 Discussion & Conclusions
In this chapter we have investigated the stability of the MAST plasma and its
response to a perturbation using both computational and experimental techniques.
The hypothesis that the control of a spherical tokamak plasma is more non-linear
than that for an equivalent conventional tokamak has been substantiated by making
simulations, using the DINA code, of the MAST tokamak and a conventional aspect
ratio analogue of MAST, called MAST2.
Firstly, the non-linearity in the control system was explored by developing an
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Figure 5.24: Analysed experimental data for shots 21015 (top) and 21016 (bottom).
The left-hand plots show the ratio of the 3ω harmonic to the fundamental plotted
against the peak amplitude of the V(P6) signal; the right-hand plots show the ratio
of the 3ω harmonic to the fundamental plotted against the peak amplitude of the
z signal, ie. the plasma excursion. A linear fit has been made to this data, shown
by the red line.
heuristic analytic model of an up-down symmetric plasma. This considered the
origin of the different forces on the plasma, from the variation of the magnetic field,
the feedback controller and the image currents induced in the passive structure.
It was shown that for a perfectly symmetric plasma only odd harmonics would be
introduced, but if the feedback were imperfect, so asymmetric effects were present,
then even harmonics would be generated. It was further noted that the presence of
the even harmonics had a minimal effect on the odd harmonics, thereby validating
the use of the 3ω harmonic as a diagnostic for non-linearity in the system.
Secondly, the DINA code was used to simulate the injection of a sinusoidal
perturbation into the feedback loop of MAST and MAST2. This was done initially
at four different frequencies, though only two (50Hz and 100Hz) gave realistic
responses that could be considered due to shielding of the applied field by the
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Figure 5.25: Combined data for shots 21015 and 21016, with a linear fit shown in
red.
PF coil casings. Analysing the plasma response, by calculating the lower order
harmonics introduced into the oscillation, verified that MAST (spherical tokamak)
is indeed more non-linear than MAST2 (conventional tokamak) for small-amplitude
perturbations (<5cm). At a perturbation frequency of 50Hz, z = 4cm, the non-
linearity in the system in MAST was found to be 28%, contrasted with 13% in
MAST2; at 100Hz this was 23% in MAST and 10% in MAST2. Calculation of
the time constant of the P6 coil casing (recognised as having the greatest affect on
the plasma in this case) found for MAST τP6 ≈1ms, while for MAST2 τP6 ≈2ms.
These correspond to frequencies of around 160Hz and 80Hz respectively so, for the
injected perturbation at 100Hz, the MAST2 plasma will begin to have difficulties
responding to the control since the magnetic field from the P6 coil is being partially
shielded by the coil casing.
To verify that the non-linearity seen in DINA simulations of MAST was a real
effect, experiments on the MAST machine were proposed and conducted. The
perturbation frequency was 50Hz and the results were favourable. A non-linearity
of 20% was seen at an excursion of 5cm, rising to 30% at higher amplitudes, in
reasonable agreement with the modelling. The plasma never achieved an excursion
of greater than 10cm before disrupting—nor did the simulation—and the maxi-
mum non-linearity seen among all the points was 37%, which agrees well with the
simulation. We have thus shown that plasma simulation using the DINA code is
reliable in reproducing the amount of non-linearity seen in the experiment.
One concern is whether the controller/feedback system can introduce non-
linearity. Theoretically, they could do, but they are designed not to. Non-linearity
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could be introduced if the voltages applied to the PF coils were to saturate, so for
the experiments it was ensured that this did not happen and for the simulation the
saturation levels were raised. Experimental controllers are designed to be able to
cope with anything that the fast amplifiers (FAs) supplying the PF coils can cope
with.
The main conclusion to be drawn from this work is that, due to the inhomo-
geneity of the vertical field in the spherical tokamak, the plasma response—and
thus vertical control—of STs is more non-linear than for conventional tokamaks.
Additionally, this non-linearity is expected to be more extreme in MAST than in
STs with a close-fitting wall, since due to the lack of a nearby vessel in MAST,
a large amount of passive stabilisation is provided by the P6 coil casing, ie. the
same location as the feedback field. A close-fitting passive structure would partly
mitigate this effect. Although STs have better intrinsic vertical stability, this non-
linearity may have implications for amplifier bandwidth requirements and is signif-
icant enough to require consideration by controller designers.
In summary, excellent agreement has been found between a simple analytic
model, DINA-CH simulations and experimental analysis of non-linearity in the
MAST plasma response. The modelling clearly shows an increased non-linearity at
low aspect ratio; this is intrinsic to the magnetic field structures at low R/a, though
the lack of a close-fitting vessel in MAST, and the reliance on the PF coil casings to
provide passive stabilising currents, exacerbates the effect in MAST. Also, it should
be noted that although the non-linearity increases at low R/a, higher controllable
plasma elongation can be achieved at low R/a compared to conventional R/a.
Chapter 6
Halo Current Investigations
6.1 Introduction
In this chapter, we investigate one of the consequences of the vertical instability—
halo currents. In the following section we examine halo current data from forced
VDE experiments proposed and performed on MAST, and consider them in com-
parison with data from a major disruption shot from an earlier campaign. We look
at visible images of the plasma moving as well as the evolution of the halo currents
in different conductors of the vessel structure. From this we are able to build up a
picture of how the halo currents flow in the unconventional MAST vessel geometry.
The DINA code is used in the third section to simulate one of the forced VDE
shots and the halo currents flowing in the halo region of the plasma. A new
calculation is described that uses DINA flux surface data and coordinates of the
MAST vacuum vessel to determine the halo currents flowing in each of the main
passive conductors. The results are compared with MAST experimental data in
the fourth section.
Further investigation into the stability of the plasma at high z displacements is
done using the Fiesta equilibrium code and the RZIP model, and these results are
compared with the experiment.
Finally, we consider an analytic model of how halo currents are generated. This
model is used with experimental plasma current and shape data to calculate the
total halo currents that will flow in the halo region and into the vessel. The different
contributions are considered separately to yield information on the primary driver
of halo current in MAST VDEs.
6.2 Experimental halo current analysis
Before embarking on the DINA simulation and calculation of halo currents, it was
thought necessary to obtain some good halo current data from VDEs occurring due
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to feedback control failure. To this end, forced VDE experiments were suggested
and undertaken on MAST. By considering the experimental data a picture can be
built up of where the halo current flows.
Two cases of stability were investigated—one quite stable and the other made
more unstable by increasing its elongation. Thus halo currents could be compared
between shots with quite different VDE growth rates. In the experiments, the VDE
was triggered by setting the gain on the fast amplifiers to zero, thereby having the
effect of cutting the feedback control on the plasma and allowing the plasma to drift
vertically. The plasma was initially offset from the axis by ∼3cm so that the plasma
movement would be upwards. Table 6.1 gives the main plasma parameters for these
two shots (19695 and 19697) and for a major disruption (11103) from halo current
experiments conducted by G.F. Counsell[7]. 19695 is the more unstable shot that
undergoes a faster VDE. The plasma VDE growth rate γ, the halo fraction and
the toroidal peaking factor for these shots are also given. The growth rates are
estimated from linear fitting to plots of loge(zIp), shown in Figure 6.1.
Shot 19695 19697 11103
Disruption Type VDE VDE MD
IP1, kA -17.4 -11.3 -25.3
IP2, kA 15.4 7.4 1.7
IP3, kA 0.001 0.015 -0.019
IP4, kA -3.7 -4.2 -7.3
IP5, kA -3.8 -3.0 -5.11
Ip, kA 437.3 425.2 773.6
q95 4.4 7.5 6.9
Rmag,m 0.9 0.9 0.9
Zmag,m 0.04 0.03 0.004
li 1.1 1.1 0.8
a,m 0.5 0.6 0.6
κ 1.7 1.7 2.04
βp 0.04 0.1 0.4
γ, s−1 290 48 1500
fhalo 0.44 0.34 0.21
TPF 1.16 1.24 1.32
Table 6.1: MAST parameters from the Ip flat-top for the two VDE shots (19695
and 19697) and a major disruption (11103).
Figure 6.2 shows the plasma current and the evolution of the plasma z posi-
tion for the two VDE shots—the fast and slow VDEs—compared with a major
disruption. It can be seen that for the two VDE shots, z is beginning to increase
earlier in shot (once the feedback control has been cut), while for the major disrup-
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Figure 6.1: Plots of loge(zIp) used to estimate the growth rates for shots 19695,
19697 and 11103—290s−1, 48s−1 and 1500−1 respectively.
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trace is derived from centre column Bv (CCBV) measurements.
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VDE (left) and the slower VDE (middle) compared with a major disruption (right).
The z position trace is derived from centre column Bv (CCBV) measurements.
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tion the plasma remains fairly central until the Ip spike begins, when the plasma
suddenly moves downwards. As discussed in Chapter 2, the initial Ip spike in the
major disruption (11103) is caused by the drop in the plasma internal inductance
li due to the thermal quench. The subsequent increase seen in the Ip signal is
actually the halo current flowing in the core plasma, see Figure 6.3, which shows
the halo current, Ip and z over the disruption. The Rogowski coil that measures
the plasma current measures all current flowing inside it, so has no way of differen-
tiating between halo and core plasma current. For the VDE shots, there is no real
Ip spike—the rise in plasma current is entirely due to the halo current generated
by the plasma movement and the real Ip decay. This is discussed in more detail in
Section 6.5.
The z position data for these figures are calculated from centre column Bv
(CCBV) measurements since EFIT data is unavailable once the plasma moves
away from equilibrium. As indicated in the diagnostics drawings (Figures 2.13 and
4.1) in Chapters 2 and 4, the centre column Bv array consists of 2 sets of 40 Bv
Mirnov coils positioned under the centre column graphite armour, the 2 sets 180◦
apart toroidally, which measure the vertical field from z = +−1.5m. Knowing the z
position of all the CCBV coils, the peak of the signal is found where dBv/dz = 0
and the corresponding z is taken as the position of the plasma. This is then cross-
checked with EFIT and any adjustment necessary for an offset of the signals is
made. For shot 19695 the offset was 0.01m; for shot 19697 there was no offset; for
shot 11103 the offset was 0.06m. A comparison of the CCBV data with EFIT is
shown later in this chapter, Figure 6.22.
Figures 6.4, 6.5 and 6.6 are images of the plasma taken in visible light. Figure
6.4 shows, for reference, the position of the plasma at equilibrium before the onset
of the VDE, while the other figures show the movement of the plasma in the
later phases of the disruption for the two VDE shots and the contact made with
different parts of the vessel structure. (There is no image data for shot 11103 as this
experiment was done before the installation of the camera). Shot 19697 (Figure
6.5) gives more information for the slower VDE pulse. It can be seen in the earlier
frames that the divertor leg (the open field lines in contact with the divertor) is
contacting part of the divertor and the P2 coil casing as these shine brightly. As
the plasma moves further up in the vessel it begins to contact the P3 coil, as shown
by the lower band of light in the third plot. As the charged particles from the
plasma run into the P3 clamp holding the coil, some of the metal is vapourised,
as seen by the hazy patches around P3 (lower left frame of Figure 6.5). Then the
plasma collapses and it seems as if P5 is also hit, which seems to indicate that the
plasma is moving up and engulfing P3, unless it is just reflection of light on the P5
coil.
The time evolutions of the halo currents in the different parts of the vacuum
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Figure 6.4: Picture of the plasma in an equilibrium position before the onset of the
VDE for shot 19697.
Figure 6.5: Pictures of the plasma for shot 19697 taken in visible light showing
the outline of the plasma and the parts of the vessel structure with which it makes
contact as the disruption progresses.
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Figure 6.6: Pictures of the plasma for shot 19695 taken in visible light, showing
the outline of the plasma and the parts of the vessel structure with which it makes
contact as the disruption progresses.
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Figure 6.7: Experimental halo currents for the two VDE shots (top and middle) and
the major disruption (bottom), showing the halo currents flowing in the different
parts of the vacuum vessel. For the VDEs, the majority of the halo current flows
in the upper section since the VDEs are in the upwards direction. The lower halo
currents are almost insignificant in comparison to those in the upper vessel. The
major disruption resulted in a vertical movement of the plasma downwards, so the
halo currents are predominantly in the lower part of the vessel.
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Figure 6.8: Diagram of the MAST vessel showing the maximum halo current flows
for the slower VDE (shot 19697) and the major disruption (shot 11103). Halo
current values are in kA. Note that the vertical movement in these shots is in dif-
ferent directions, but the direction of halo current flow is the same—anticlockwise—
acting to enhance the toroidal field.
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Figure 6.9: A comparison of the sources and sinks of halo current for the fast and
the slow VDEs and the major disruption. Sources are defined as currents flowing
into the vessel (DIVU and P3U; CCL and P2L) and sinks as currents flowing out
of the vessel (CCU and P2U; DIVL and P3L).
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vessel for the VDEs and the major disruption are shown in Figure 6.7. Each
half of the vessel is divided into four sections—the divertor (DIV), centre column
(CC), P2 coil and P3 coil, with the upper and lower halves of the vessel denoted
by U and L accordingly. See Figure 2.14 in Chapter 2 for the labelling of these
vessel sections. For the VDEs, the majority of the halo current flows in the upper
section since the VDEs are in the upwards direction. The lower halo currents
are almost insignificant in comparison to those in the upper vessel. The major
disruption (11103) resulted in a vertical movement of the plasma downwards, so
the halo currents are predominantly in the lower part of the vessel. Though the
halo current magnitudes for the major disruption (11103) are similar to the fast
VDE (19695), it should be noted that the plasma current for the major disruption
was about twice that of the VDE, so consequently its halo current fraction Ihθ/Ip is
lower—0.21 contrasted with 0.44 for the fast VDE and 0.34 for the slower VDE. The
fast VDE therefore has the highest halo current fraction, as also seen in JET[8].
An interesting difference between the halo currents produced by the VDEs and
the major disruption is the shape of their evolution in time. In VDEs the halo
current maximum is reached very sharply and then it decays away, while for the
major disruption the halo currents are generated more slowly over a longer period
of time.
The maximum magnitudes of the halo current have been translated onto a
diagram of the MAST vessel to give a visual picture of where the halo currents
flow, Figure 6.8. Values given are maximum halo current in kA and are only given
for the half of the vessel where the plasma contacts the wall, eg. the upper half
for the upwards VDE. The fast VDE is not shown, since the pattern of current
flow is broadly the same as for the slow VDE. Halo currents flow upwards from
the plasma into the vacuum vessel through the P3 coil (and support leg) and
the divertor, then flow back down through the P2 coil and centre column. For the
major disruption, which moves downwards, the halo current flow is still downwards
through the centre column and the P2 coil, then back up through the divertor and
P3 coil. For both these shots the direction of halo current flow is anticlockwise.
This is consistent with the idea that the direction of the halo current is that which
would enhance the toroidal magnetic field, Bφ. In the MAST experiments the
toroidal field current is negative (down the centre column), which gives rise to a
clockwise toroidal field as viewed from the top of MAST and thus requires that
halo currents travel anticlockwise around the poloidal cross-section, see Figure 3.3
in Chapter 3. This situation is exactly what is seen in the experimental data of
Figure 6.8.
Finally, Figure 6.9 shows a comparison of currents flowing into the vessel (sources)
with currents flowing out (sinks), The excellent agreement satisfies the assertion
that all current paths in the vessel are monitored.
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6.3 Halo current calculated from DINA
6.3.1 DINA simulation of a MAST VDE
The DINA simulation was set up as described in Section 4.3. Since we are only
interested in what happens during the VDE at the end of the shot, the DINA
simulation was started from 0.24s, towards the end of the experimental shot. By
slightly modifying the experimental PF coil currents, good agreement in plasma
shape was achieved, as seen in the left-hand plot of Figure 6.10, which shows the
initial plasma boundary position of the DINA-simulated equilibrium compared with
the experimental boundary from EFIT. Details of how modifying PF coil currents
affects plasma shape are given in Appendix C. The PF coil currents for the DINA
simulation and the experiment are shown in Table 6.2. The adjustment in coil
currents is required to compensate for the lack of vessel currents at the start of
the DINA simulation, which contribute to the vertical field. This contribution in
MAST can be estimated by summing calculated vessel current signals and compar-
ing with summed P4 and P5 currents. The vessel current signal is from a MAST
calculation of the expected vessel currents, made knowing the PF coil currents and
the inductance and resistance of the vessel. For shot 19697 it was calculated that
ΣIvessel
ΣIP4+P5
= 0.12 (6.1)
and for the DINA simulation 523 shown in Figure 6.10 the P4 current was reduced
(made less negative) by 10% and the P5 current by 11%. The current in the P2 coil
was made less positive to make the plasma more vertically controllable. z position
feedback was used throughout the simulation to track the experimental evolution
and the right-hand plot of Figure 6.10 shows how these compare.
DINA Shot 19697
IP1, kA -14.5 -14.5
IP2, kA 4.7 7.7
IP3, kA 0.02 0.02
IP4, kA -3.6 -4.3
IP5, kA -2.7 -3.1
Table 6.2: PF coil currents used in DINA compared with those for the experiment,
shot 19697.
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Figure 6.10: (Left) The DINA plasma boundary in comparison to the experimental
plasma boundary after minor adjustments to the currents in the PF coils. (Right)
Plasma z positions for the DINA simulation and the experiment, calculated by
EFIT.
6.3.2 Calculating currents flowing in the halo region
Theory
To calculate the toroidal halo current we use the Grad-Shafranov equation
jφ = R
dp
dΨ
+
µ0
R
f
df
dΨ
(6.2)
and note that p = 0 in the halo region. Thus
jφ =
µ0
R
f
df
dΨ
=
µ0
R
d(f 2)
dΨ
since
d(f 2)
dΨ
=
d(f 2)
df
.
df
dΨ
=
µ0
2R
d(f 2)
dρ
dρ
dΨ
(6.3)
Then
Ihφ =
∫
halo
jφ ds
=
∫
halo
µ0
2R
d(f 2)
dρ
dρ
dΨ
(6.4)
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For the poloidal halo current
Ihθ =
∫ Ψs
Ψb
jhalods
=
∫ Ψs
Ψb
(∇×B)l
µ0
ds l is a toroidal arc
=
∫ Ψs
Ψb
1
µ0
Bφ · dl from Stokes’ law
=
∫ Ψs
Ψb
f
R
dl
=
[
f
R
.2piR
]Ψs
Ψb
= 2pi(fs − fb)
(6.5)
This can be approximated to calculate the current flowing between two flux sur-
faces, here between the boundary of the plasma Ψb and the boundary of the halo
region Ψs. Since
df
dΨ
= lim
∇Ψ→0
f(Ψs)− f(Ψb)
Ψs −Ψb
∴ fs − fb = df
dΨ
(Ψs −Ψb)
(6.6)
we can write
Ihθ ≈ 2pi df
dΨ
(Ψs −Ψb)
= 2pif ′
dρ
dΨ
(Ψs −Ψb)
(6.7)
Calculation from model outputs
The DINA halo current calculation uses the above result, which states that the halo
current flowing between two flux surfaces is equal to the difference in f between
them. For the DINA calculation, a normalised current function, fnorm is introduced
so that anywhere in a vacuum its value is Bφ0, the value of toroidal field at the
geometric centre, Rs0.
fnorm = Bφ0 = f
µ0
Rs0
(6.8)
In what follows, f refers to the normalised current function fnorm, so at the end of
the calculation it will be necessary to correct for the normalisation by multiplying
by Rs0/µ0.
In order to compute halo currents, it is necessary to know f on neighbouring
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Figure 6.11: The two outermost flux surfaces, f 2n and f
2
n−1 and the difference
between them ∆(f 2).
flux surfaces. The DINA simulation outputs values of ff ′, which is related to
the change in f 2 between the surfaces, ∆(f 2), by the change in flux between the
surfaces, ∆Ψ.
2ff ′∆Ψ = 2f
∆f
∆Ψ
.∆Ψ
= 2f∆f
= ∆(f 2)
(6.9)
Figure 6.11 shows a diagram of the two outermost flux surfaces, f 2n and f
2
n−1 and the
distance between them ∆(f 2). Knowing ∆(f 2) allows f 2 on each of the surfaces to
be calculated iteratively, working from the outside inwards and remembering that,
due to the way that f is defined, on the outermost flux surface fn ≡ Bφ0.
∆(f 2) is given by
∆(f 2) = f 2n − f 2n−1
∴ f 2n−1 = f 2n −∆(f 2)
(6.10)
Thus ∆(f 2), can be calculated from the DINA outputs of ff ′ and Ψ on the poloidal
surfaces (so ∆Ψ can be calculated), and f on each consecutive flux surface can be
calculated iteratively as
f 2n−1 =
√
f 2n − ff ′
∆Ψ
2
(6.11)
starting with fn. Halo currents flowing between the required surfaces can then
be calculated using Equation (6.7) and correcting for the normalisation in the
calculation
Ih = 2pi(fn−1 − fn)× Rs0
µ0
. (6.12)
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6.3.3 Calculating currents flowing in the MAST vessel
The challenge in calculating halo currents flowing in the MAST vessel is that, unlike
the majority of other tokamaks, MAST does not have a close-fitting vessel wall.
The vacuum vessel is cylindrical and the PF coils are suspended in the vessel by
six supporting “legs” for each coil. Consequently, the entire current in the halo
region does not flow uniformly into the walls of the vacuum vessel, but instead will
flow wherever the whole or part of the halo region contacts part of the external
structure. The first parts to be hit are generally the P3 coil casing and the divertor
region, as seen in Figures 6.5 and 6.6. Due to the non-uniform nature of the
MAST structure, an imaginary surface, termed the “limiter”, was constructed for
the purpose of the halo calculation. This limiter skirts around the inside of all
points with which the plasma is likely to come into contact and so represents the
first wall of the vessel. This is depicted in the first two plots of Figure 6.12, the
first a cross-section of the MAST vessel with the limiter used for the halo current
calculation, representing the boundary where the plasma will interact with part of
the vessel structure, shown in blue. This line almost exactly follows the lines of
the coil case structure, the exception being the two P5 coils on the far right of the
picture, which are not followed closely for simplification since when studying VDEs
the plasma will not be in this region.
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Figure 6.12: First plot: cross-section of the MAST vessel showing the limiter used
for the halo current calculation (blue), representing the boundary where the plasma
will interact with part of the vessel structure. Second plot: the limiter plotted alone
showing the index numbers that define the different sections. Third and fourth
plots: the MAST plasma towards the end of a VDE with the limiter over-plotted
to show how halo currents are calculated. The red central region is the plasma and
the blue outer area the halo region.
The third and fourth plots of Figure 6.12 show the MAST plasma towards the
end of a VDE. The red central region is the plasma and the blue outer area the halo
region. The limiter is also shown so one can see where the halo region intersects
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the limiter and where halo currents will flow. Important flux values for the halo
current calculation are the boundary values Ψb and Ψs, the poloidal flux in the
plasma boundary and the halo area boundary respectively, and Ψm, the poloidal
flux on the axis. The diagram of these surfaces is shown in Figure 3.3 in Section
3.5 of Chapter 3.
In order to calculate the halo current flowing in a particular part of the limiter
area it is necessary to know the flux surfaces that intersect this limiter surface so
that the method outlined in the previous section can be used. The halo current
extent should therefore depend on the width of the halo region, as determined by
Equation (3.20) in Chapter 3. However, as previously stated, modelling for JT-60U
and ITER found no significant variation in halo currents with different values of
the parameter C, which changes the halo width, so for these simulations C = 3
was used throughout.
When determining the flux surfaces that intersect the required limiter area,
the halo current calculation must interchange between the (R, z) coordinates of
the limiter and the radial (ρ) coordinates of the flux surfaces. The halo current
calculation progresses as follows:
For each time step
1. Calculate where on the radial grid (grid point indices) are the boundary values
Ψb and Ψs. DINA outputs psval, which gives the distribution of poloidal flux
over the radial grid surfaces. By comparing Ψb and Ψs with psval their grid
point indices can be calculated.
2. Calculate the flux across the limiter section of interest, so that maximum and
minimum values are known. DINA outputs psi on the (R, z) grid, which is
interpolated onto the limiter section.
3. Calculate where on the radial grid are the maximum and minimum values of
the limiter flux. The psi fluxes from the ends of the limiter section are com-
pared with psval to give grid point indices for the maximum and minimum
limiter flux. Thus the flux surfaces that intersect the limiter are known.
4. Cross-check these limiter flux surface indices with the boundary flux surface
indices to see if, or how much of, the limiter is in the halo region. This will
give radial grid indices of the flux surfaces where the limiter and the halo
region intersect.
5. Use Equations (6.11) and (6.12) to calculate the poloidal halo current flowing
between these flux surfaces.
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Repeated for each time step, this gives the evolution of the halo current in a
particular section of the limiter, and different limiter sections can be analysed by
inputting different (R, z) coordinates of the limiter section into the calculation.
Figure 6.12 shows a plasma at the top of its displacement, when the halo region
intersects the limiter surface (shown in black). The numbered points on the limiter
(plot 2) designate the different sections over which the calculation takes place: the
centre column surface is between 1 and 2; the P2 surface is between 2 and 5; the
divertor surface is between 5 and 8; and the P3 surface is between 8 and 10. The
calculation follows the contours of the limiter, for example the P2 halo current is
calculated by summing the currents across the surfaces from points 2-3 and 3-4 and
4-5, P3 by summing across the surfaces from points 8-9 and 9-10. Additionally,
the halo current in the divertor is calculated by summing all the way from 5-8,
so including the top of the P3 coil support. This is because these flux surfaces
exiting section 7-8 and then intersecting the divertor region have previously passed
through the P3 coil, as shown in the top right-hand corner of the figure. Since the
flux across limiter section 7-8 is changing in the opposite direction to the flux across
the other sections making up the divertor and P3, the halo current for section 7-8
is negative, so summing all the way from 5-8 is equivalent to subtracting the P3
halo current from the divertor halo current.
A simple test of the calculation is to sum the halo currents over two halves of the
plasma, for example across an imaginary limiter going through the plasma centre,
for example the dotted line in Figure 6.13. In this way the same flux surfaces are
being cut on both sides of the plasma, but the currents flowing between the flux
surfaces will be travelling in opposite directions on each side, so the halo currents
calculated for the first section of the limiter should be equal and opposite to those
for the second.
This halo current calculation was performed for shot 19697 over the two limiter
sections shown by the solid red lines in the left-hand plot of Figure 6.13, ie. section
1 is between points 1-5 on the limiter, section 2 is between points 5-10. Based on
the flux surfaces being cut by these limiter sections, these are equivalent to the
dotted line bisecting the vacuum vessel. The right-hand plot of Figure 6.13 shows
that the halo currents across the two limiter sections are indeed equal and opposite
and so validates the halo current calculation.
6.4 Results
After verifying the halo current calculation, it was checked that all current paths
were being monitored, as for the experiment, by plotting graphs of the sources and
sinks of halo current into the vacuum vessel, Figure 6.14 left-hand plot. For an
upward VDE in the MAST vessel, sources of halo current are the upper P3 coil
CHAPTER 6. HALO CURRENT INVESTIGATIONS 144
0 1 2 3!2.5
!2
!1.5
!1
!0.5
0
0.5
1
1.5
2
2.5
r [m]
z [
m
] 0.284 0.285 0.286 0.287 0.288 0.289 0.29
!20
!10
0
10
20
time, s
ha
lo
 cu
rre
nt
, k
A
0.284 0.285 0.286 0.287 0.288 0.289 0.290
5
10
15
20
time, s
ha
lo
 cu
rre
nt
, k
A
Shot 19697; Sim 523
section 1
section 2
 !(section 1)
section 2
Figure 6.13: Left-right: the two limiter sections (solid red lines) that were summed
over to verify the halo current calculation—summing over these limiter sections
is equivalent to summing over two halves of the plasma along the dotted red line
shown—; the calculated evolution of halo currents in the two limiter sections show-
ing that they are equal and opposite.
0.292 0.293 0.294 0.295 0.296 0.297 0.298 0.299!20
0
20
40
60
80
100
120
140
160
time, s
ha
lo
 cu
rre
nt
, k
A
DINA
Shot 19697; Sim 523
sources
sinks
0.292 0.293 0.294 0.295 0.296 0.297 0.298 0.299!20
0
20
40
60
80
100
120
140
160
time. s
ha
lo
 cu
rre
nt
, k
A
Experiment
sources
sinks
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vessel (both sources and sinks are compared) for both the DINA simulation (left)
and the experiment (right). The DINA timebase has been shifted by 6ms to match
the experiment.
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(P3U) and the upper divertor (DIVU), and sinks are the upper P2 coil (P2U)
and the upper part of the centre column (CCU). The sources and sinks of current
calculated by the DINA code match well, indicating that all current paths are
being monitored. The reason for the small discrepancy is the introduction of small
errors when converting Ψ between the rectangular (R, z) grid and the poloidal
grid, as approximations to the nearest flux surface had to be made. These sources
and sinks of halo current represent the total poloidal halo current flowing in the
vacuum vessel. The right-hand plot of Figure 6.14 shows the total experimental
halo currents for comparison. The DINA timebase has been shifted by 6ms so that
the VDE in the simulation matches that in the experiment, because the DINA
simulation lost control of the plasma slightly before the experiment did. The loss
of control is a function of the initiating disturbance, so having to shift the timebase
is not significant to the halo current. The maximum halo current for the DINA
simulation is within approximately 15% of the experimental maximum halo current.
Figure 6.15 shows the DINA-calculated halo currents flowing in each part of
the vacuum vessel compared with the experimental halo currents, with the DINA
timebase shifted slightly to match the experiment. The maximum DINA-calculated
halo currents flowing in the upper centre column and the upper divertor exceed the
experimental halo current by more than the 15% shown by the total halo current,
and the upper P2 and P3 coils show strong disagreement. Both show zero halo
current until after the time of maximum halo current in CCU and DIVU, and then
there is only a small amount of current registered.
Looking at contour plots of the magnetic flux in the core plasma and the halo
region around the time of the disruption, it becomes clear why there is no halo
current calculated in P2U and P3U. Figure 6.16 shows the evolution of the core
and halo regions of the plasma in the DINA simulation at four consecutive time-
steps. The halo limiter used for the calculation of halo currents is shown on the
plot in black, skirting round the inside of the PF coils. Since the halo current in
each section of the limiter is calculated by summing across all the flux surfaces that
intersect the limiter, it is quite obvious that in the first two figures there should
only be current in the centre column and the divertor, and none in P2 or P3, since
no part of the halo region intersects the limiter in these places. In the third and
fourth plots, after t=0.2883s, there is still very little intersection of the halo region
with the P2 and P3 limiter sections. Since the plots are over consecutive time-steps,
the model has seen an instantaneous movement of the plasma from a z position of
approximately 0.5m to one of over 1.5m, so at no point has the plasma or its halo
region passed through the P2 or the P3 coil. Additionally, the DINA-calculated
plasma boundary (shown by the black dotted line) no longer matches with the edge
of the plasma core calculated from magnetic flux, which is indicative of a problem.
Re-examining Figure 6.10 (right plot) on a wider scale, shown in Figure 6.17,
CHAPTER 6. HALO CURRENT INVESTIGATIONS 146
0.29 0.295 0.3 0.305 0.31 0.315
!140
!120
!100
!80
!60
!40
!20
0
20
Total Halo Current flowing in Upper Central Column
time, s
ha
lo 
cu
rre
nt
, k
A
Shot 19697; Sim 523
DINA
Experiment
0.29 0.295 0.3 0.305 0.31 0.315
!70
!60
!50
!40
!30
!20
!10
0
10
Total Halo Current flowing in Upper P2 Coil
time, s
ha
lo 
cu
rre
nt
, k
A
Shot 19697; Sim 523
DINA
Experiment
0.29 0.295 0.3 0.305 0.31 0.315
!20
0
20
40
60
80
100
120
140
Total Halo Current flowing in Upper Divertor
time, s
ha
lo 
cu
rre
nt
, k
A
Shot 19697; Sim 523
DINA
Experiment
0.29 0.295 0.3 0.305 0.31 0.315
!20
0
20
40
60
80
100
120
Total Halo Current flowing in Upper P3 Coil Leg
time, s
ha
lo 
cu
rre
nt
, k
A
Shot 19697; Sim 523
DINA
Experiment
Figure 6.15: Halo currents calculated from the DINA simulation compared with
experimental results for each of the different regions of the vacuum vessel. The
DINA timebase has been shifted by 6ms to match the experiment.
also shows this instantaneous jump of the plasma from 0.5m. This behaviour was
initially thought to be a numerical problem with the DINA code and numerous
simulations were attempted to correct it before it was considered as a possible real
effect. The length of the timestep used in the simulation was adjusted without
success. Figure 6.17 shows two DINA simulations—one with the usual default
timestep length of 20µs and the other with a timestep of half of the default, 10µs.
Based on calculations made in the previous chapter of the non-linearity in the
MAST vessel due to the loss of radial field at high z displacements, it was proposed
that the MAST plasma reaches an excursion at which the passive stabilisation is no
longer sufficient to balance the destabilising force on the plasma. At this point the
massless plasma approximation will break down, the plasma will become ideally
vertically unstable and it will accelerate upwards on its inertial timescale.
To investigate this hypothesis, the equilibrium code Fiesta was used to create
artificial equilibria beyond the final EFIT plasma boundary for shot 19697, and
calculate the parameter fs and the growth rate using RZIP code. The parameter
fs, defined by Leuer[73], is the ratio of the stabilising to the destabilising force
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Figure 6.16: Poloidal cross-section of the MAST vessel showing contours of flux in
the core and halo regions of the plasma for four consecutive time-steps over the
disruption. The plasma core is shown in red and the halo region in blue. The
dotted black line shows where DINA calculates the boundary of the plasma to be.
The MAST vessel structure, PF coils and the halo limiter used for calculation are
superimposed in black.
gradient in z, and gives a measure of the stability of the plasma.
fs = −F
′
s
F ′d
(6.13)
where subscripts s and d represent stabilising and destabilising forces on the plasma
respectively, the prime represents differentiation with respect to z. The stabilising
term F ′s is the force gradient on the plasma due to eddy currents flowing in the
passive structure generated by the movement of the plasma.
Fs = −2piRBRIp (6.14)
where
BR =
1
2piR
∂Ψ
∂z
=
1
2piR
M′p,sIs (6.15)
and Is, the currents in the passive structure, are induced by plasma movement.
Ms,sIs = −M′s,pIpz0, (6.16)
so
Fs =M
′
p,sIpM
′
s,pM
−1
s,sIpz0 (6.17)
and
Fs = z0F
′
s. (6.18)
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timesteps) and the experiment, calculated by EFIT, showing the full range of the
jump in z position of the DINA plasma.
The destabilising term F ′d is the force gradient on the plasma due to the curvature
of the external vertical magnetic field (in other words, due to the currents in the
PF coils). Here
BR =
1
2piR
M′p,PF IPF (6.19)
and
F ′d = −M′′p,PF IPF Ip. (6.20)
Thus fs can be calculated from the set of mutual inductance matrices describing
the interactions between the plasma, the passive structure and the PF coils as
fs =
ITpM
′
p,sM
−1
s,sM
′
s,pIp
ITpM
′′
p,PF IPF
(6.21)
where the subscript p represents plasma, s represents the stabilisation conductors
and PF the PF coils.
The fs parameter is often used to determine the suitability of a given passive
structure configuration since the value of fs reflects the controllability of the plasma
based on the passive structure characteristics.
fs < 0 means the plasma is stable;
fs > 1 means the plasma is unstable but controllable, with fs getting closer
to 1 as the plasma becomes less controllable;
0 < fs < 1 means the plasma is ideally unstable.
If fs > 1 then the growth rate of the system is governed by the resistive timescale
of the passive structure and the plasma inertia can be neglected. In this case the
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growth rate can be expressed as
γ =
1
τpassive
1
(fs − 1) . (6.22)
However, it should be noted here that this expression is valid in the case of a
simple passive system with a relatively uniform time constant τpassive, but it is not
so appropriate for MAST, whose unique structure makes it impossible to calculate
a simple τpassive. It can be seen here that the growth rate becomes infinite as fs
approaches unity. For fs < 1 the plasma mass becomes important, the growth rate
is dominated by inertial terms and the plasma will move on an Alfve´n timescale,
which is what has been proposed to explain the sharp jump in the DINA simulation.
The initial Fiesta boundary was constructed from EFIT parameters of the last
equilibrium it was able to calculate. From this equilibrium the plasma was slowly
moved upwards to specified z values, changing R to avoid the P3 coil and allow the
equilibria to converge. Figure 6.18, left plot, shows the boundaries of these higher
equilibria, the lowest green one being the last of the EFIT data. The right-hand
plot shows how the vacuum field varies with height in the vessel.
The RZIP model represents the vacuum vessel, PF coils and passive structure
as toroidal current carrying filaments. It calculates mutual inductance matrices
between the plasma and all parts of the active and passive structure, and solves
circuit equations to calculate the response of the plasma to control actions (changes
in the coil currents). fs and the growth rate of the system are calculated by RZIP
from these mutual inductance matrices, Ip and the PF coil currents. Figure 6.19
shows how the fs parameter changes as z increases. Beyond z = 0.65 the fs
parameter drops below 1, indicating that the plasma has become ideally unstable.
From this data, it is quite convincing that the “jumping plasma” in DINA is
not a numerical problem but due to the plasma becoming ideally unstable at high
z—a real effect unique to MAST and due to the machine structure. For further
verification, the same effect was looked for in experimental VDEs.
Experimental traces of soft X-ray (SXR), density, Dα, Ip, and centre column Bv
(CCBV) data were examined for shot 19697. The soft X-ray data used here comes
from the Lower Horizontal Camera, which looks at the plasma above the midplane
from the low-field side of the machine. A diagram of the view of this camera and a
range of the chords is shown in Figure 6.21. A selection of five of the eighteen soft X-
ray channels were chosen, the numbers ranging low to high from the midplane to the
top of the plasma. Density data comes from the CO2 interferometer, which views
horizontally directly through the middle of the machine. Dα light measurements
are shown for the upper, middle and lower parts of the vessel, and ten CCBV
channels are shown, with channel 20 being at the midplane and progressively lower
channel numbers being at higher z.
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Figure 6.18: (Left) Equilibria calculated by the Fiesta code. The lowest green
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higher to determine the maximum z excursion before the plasma becomes ideally
unstable. (Right) The MAST vacuum field, showing how the curvature greatly
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Figure 6.19: The Leuer parameter fs plotted against the position of the z axis for
each of the equilibria shown in Figure 6.18. The plasma becomes ideally unstable
when the Leuer parameter drops below 1.
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plots.
Figure 6.20 displays these signals together in the order they were discussed
above. Looking at the midplane Dα signal, showing the light being emitted by
the plasma, we see fairly constant emission in the time before the VDE, then the
midplane Dα signal begins to drop at the same time as the upper Dα signal begins
to rise, indicating that the vertical movement of the plasma has commenced. At
the same time, the midplane density reading is dropping, which confirms that the
VDE is well underway and that the plasma is almost wholly in the upper part of
the vessel. This is corroborated by the soft X-ray and CCBV signals, which show
the peak in emission and field moving from the central vessel chords to the upper
ones. Then suddenly, at t ∼ 0.2942s, all the soft X-ray emission drops to zero,
Dα emission in the top of the vessel shoots up to 5V (it saturates at this point),
and even a large amount of light is seen at the midplane. This drop in soft X-ray
emission is indicative of rapid plasma cooling (the thermal quench), and leads to
the slight increase in plasma current Ip. What is interesting is that after this time,
the density at the midplane increases again, implying that the plasma is no longer
confined by the plasma current and has spread throughout the tokamak. This is
reason to believe that the long time decay of the plasma current and CCBV signals
is due to vessel and halo currents rather than plasma. Similar behaviour can be
seen in other VDE shots, such as 19695 and 15045.
The soft X-ray data also give a good indication of the acceleration of the plasma
as it moves higher in the vessel. Figure 6.21 shows X-ray data from a selection of
chords across the plasma along with a cross-section of the MAST vacuum vessel
giving the views of these chords through the plasma. As the plasma moves off a
particular chord, the signal for this chord will drop to zero and, similarly, it will
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rise as the plasma crosses a higher chord. From the right-hand plot of Figure 6.21,
the movement of the plasma can clearly be seen as the X-ray signal picks up on
successively higher chords. Additionally, the acceleration of the plasma is evident
from the gradient of the signal drop-off as the plasma moves off the chord. Chord
2, the lower light-blue signal, has a very slow drop-off, whereas for chords 8 and
10 the drop-off is very steep. A similar effect is seen with the higher chords—the
plasma comes into view of these chords very quickly, see for example chords 14
and 16, which have very steep increases in signal. The difference in their gradients
shows how much the plasma is accelerating at that height.
In order to get some more information about the movement and position of
the plasma during the VDE, CCBV and soft X-ray data were used to calculate
the approximate plasma position. Due to EFIT data only being available up to
a certain point in the evolution, closer to the disruption other diagnostics are
required, though it should be noted that at the extreme heights and accelerations
of the plasma just before the thermal quench, data from all diagnostics will be less
reliable. The method for calculating z from the CCBV signals was discussed briefly
at the beginning of this chapter and a comparison with EFIT is shown in Figure
6.22, left-hand plot.
For the soft X-ray data, the height of the chords and the strength of the signal
were used to calculate an approximation for the z excursion of the plasma. z was
calculated using
z(t) =
∑
chords(sxr(t)× zchord)∑
chords sxr(t)
(6.23)
where zchord is the height of the chord on the centre column. This was shifted by
0.17m to match EFIT data early in the shot, see Figure 6.22, right-hand plot. This
was necessary because this method essentially calculates the z at the bottom of the
plasma as it leaves the line-of-sight of each chord.
The z evolution from the CCBV and soft X-ray data correlate very well, see
Figure 6.23. Thus verified, the CCBV data was used to to examine the growth rate
of the plasma. Figure 6.24 shows how the growth rate changes throughout the VDE.
After the feedback is cut at 0.25s up to 0.28s, the growth rate is approximately
constant at 40s−1. Between 0.28s (z = 0.11m) and 0.29s (z = 0.25m) the growth
rate increases to approximately 82s−1, but then after 0.29s the plasma begins to
accelerate and from 0.293s the growth rate is 2000s−1. This time corresponds to
a position of z = 0.44m. The plasma is clearly hugely destabilised by this point,
as attested fs ∼ 1 and the failure of DINA. Whether the experiment actually
shows ideal growth is unclear. It may be that the halo currents, not included in
the Fiesta/RZIP calculations, are somewhat stabilising. Nevertheless, a very rapid
acceleration of the plasma, due to the non-linearity of the MAST vertical field, is
evident experimentally.
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Figure 6.22: The plasma z position from EFIT compared with the z position
calculated from the CCBV data (left) and the soft X-ray data (right).
0.29 0.2905 0.291 0.2915 0.292 0.2925 0.293 0.2935 0.2940.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
1.2
time, s
z
Shot 19697
CCBV
XSX
Figure 6.23: The CCBV and soft X-ray data in the time just preceding the thermal
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Figure 6.24: Log of the CCBV z signal showing how the growth rate of the plasma
changes throughout the VDE. After t=0.29s the plasma growth rate changes con-
siderably.
6.5 Analytic calculation of halo current
To gain insight into how the halo currents in MAST are generated, we consider a
circuit-equation model of the competing halo current mechanisms. We calculate
the evolving toroidal halo current in the plasma, Ihθ, analytically from the evolving
experimental plasma current and other plasma parameters. This work is based
on the Humphreys and Kellman analytic model of halo currents[30] mentioned in
Chapter 2.
The analytic calculation considers a vertically moving, wall-limited, post-thermal
quench core plasma surrounded by a force-free elliptical halo region and solves the
circuit equation for the halo plasma. The core and the halo plasma regions are con-
sidered as two connected circuits (Figure 6.25) with resistance Ω and inductance
L.
The circuit equation for one circuit is
V = IΩ + L
∂I
∂t
= 0 since no applied voltage
∴ IΩ = −L∂I
∂t
(6.24)
For our two interconnected circuits, we also have to take account of mutual
CHAPTER 6. HALO CURRENT INVESTIGATIONS 156
Figure 6.25: The core and the halo plasma regions are considered as two intercon-
nected circuits.
inductance M , so
IpΩp = −Lp∂Ip
∂t
−Mh,p∂Ih
∂t
and IhΩh = −Lh∂Ih
∂t
−Mh,p∂Ip
∂t
(6.25)
where subscripts h define the halo and p defines the plasma.
For the purposes of this calculation, the plasma current Ip is taken from exper-
iment, so the solution of the first of these equations 6.25 is known. More details
on solving the circuit equation for Ip,core can be found in [30], on which work this
calculation is based. The second equation can be rearranged to give
∂Ih
∂t
= −IhΩh
Lh︸ ︷︷ ︸
resistive
−Mh,p
Lh
∂Ip
∂t︸ ︷︷ ︸
poloidal induction
. (6.26)
The poloidal induction term relates to current that is induced in the halo due
to the decay of the core plasma current. However, current is also generated in the
halo region when the plasma core area shrinks. As the plasma moves vertically
in the vessel, its motion into the limiting surface causes closed field lines to open
up and become halo field lines. So a final term to be added to Equation (6.26)
takes into account the toroidal flux cut by the shrinking plasma area, and uses the
force-free constraint relating poloidal to toroidal halo current (Ihθ = Ihφ/qh) to find
the rate of change of the toroidal projection of poloidal flux,
− d
dt
(
Φh
qh
)
. (6.27)
This can then be expanded in terms of known (or assumed) plasma parameters by
CHAPTER 6. HALO CURRENT INVESTIGATIONS 157
Figure 6.26: An ellipse showing the dimensions a and b from which elongation κ is
calculated.
approximating the plasma shape to an ellipse.
Φ = BS (6.28)
where S is the plasma area.
For an ellipse,
S = piba (6.29)
and plasma elongation is defined as the ratio of the cross-sectional height to the
cross-sectional width of the plasma (Figure 6.26), ie.
κ =
b
a
. (6.30)
Thus
S = piκa2 (6.31)
and
Φh = Bφpiκa
2
h (6.32)
where ah is the minor radius out to the edge of the halo region, ah = a + δh. The
halo circuit equation, (6.26), therefore becomes
∂Ih
∂t
= −IhΩh
Lh
− Mh,p
Lh
∂Icorep
∂t
− 1
qhLh
d
dt
(
Bφpiκa
2
h
)
(6.33)
where the halo resistance and self-inductance are defined as
Ωh =
ηhR0√
κahδh
(6.34)
and
Lh = µ0R0
[
ln
(
8R0
ah
√
κ
)
− 2
]
(6.35)
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where ηh is the Spitzer halo resistivity calculated with the Coulomb logarithm
lnλ = 17. An iteration method is used to solve this equation for Ih, which in
this case is Ihφ, the toroidal halo current flowing in the plasma. The poloidal halo
current, Ihθ is calculated by dividing by the halo safety factor qh as in Section 2.5.3
Equation (2.21).
For this calculation, the assumption is made that the resistance of the poloidal
halo current path is dominated by the halo resistance. This assumption depends
on the particular halo/wall resistivities. Humphreys and Kellman calculated the
post-thermal quench halo resistance using Spitzer resistivity and found the neglect
of the wall path resistance to be a good approximation for DIII-D disruptions. A
similar calculation was made for MAST.
Due to the complicated geometry of MAST, one halo current path through
the vessel structure was taken for the calculation, this being through the P3 coil
casing, up the P3 support leg and along the top of the vessel. Since the P3 coil is
supported in six different places, the vessel was divided into six identical segments
from halfway between each support leg, giving six identical paths through the
vessel. The resistance of a segment Ωseg is
Ωseg = Ωcan + Ωleg + Ωlid (6.36)
where the subscript can denotes the coil casing, leg denotes the support leg and
lid the top of the vessel.
Ωcan was calculated as 1/24 of the known resistance of the P3 coil casing
(3.4mΩ), since the average length travelled through the casing is 1/4 of the dis-
tance between the supports, and the distance between the supports is 1/6 of the
total coil circumference.
Since the coil is actually supported by two “legs” rather than one (one horizontal
and one going diagonally upwards), equivalent to two parallel resistances, Ωleg was
calculated from
Ωleg =
1
( 1
Ω1
+ 1
Ω2
)
. (6.37)
Ω1 and Ω2 were found using
Ω = η
l
Sx
(6.38)
where Sx is the cross-sectional area of the support, l its length and η is the resistivity
of stainless steel ηss = 63.10
−8
Ωm.
Ωlid was calculated using the same relation, (6.38), with Sx approximated to
one sixth the circumference of the lid times the thickness. This was found to be so
small in comparison to Ωcan and Ωleg that it could be neglected. The dimensions
used in these calculations are shown in Table 6.3.
From these resistances the resistance of the segment Ωseg could be found, and
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Structure l (m) Sx (m
2)
P3 support 1 1.02 0.003
P3 support 2 0.8 0.003
Vessel lid 2 0.04
Table 6.3: The dimensions of the different structures used in the calculation of the
vessel resistance.
since for the total vessel resistance the segments act as six resistors in parallel, the
total vessel resistance Ωvessel was calculated as
Ωvessel =
1
6
(Ωcan + Ωleg). (6.39)
For the resistance of the halo region, Equation (6.34) was used, taking as an
example the extreme case of the halo width being the entire plasma width ah and
using Te = 9.5eV to calculate Spitzer resistivity of the halo region.
Thus the resistances of the the vacuum vessel and the extreme halo region are
as follows:
Ωvessel = 4.10
−5Ω
Ωhalo = 7.10
−5Ω
ie. the resistance of the halo region in MAST is greater than that of the vacuum
vessel even when the halo region is assumed to be the entire plasma width. Thus,
with a realistic, narrower halo width the resistance of the halo region will always
be greater than that of the vessel. Therefore in MAST we are able to neglect wall
path resistance for the purpose of the analytic halo current calculation (and this
also validates the neglect of wall path resistance in DINA).
Te, eV 9.5
Zeff 2
κ 1.6
δh, cm 4
Bφ0, T 0.5
R0, cm 85
Table 6.4: The constant parameters used for the analytic calculation of halo cur-
rents.
The analytic halo current calculation was performed taking the parameters
shown in Table 6.4 as constants. The temperature was adjusted to give approxi-
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Figure 6.27: Minor radius, a, and halo safety factor, qh used for the analytic halo
current calculation.
mately the correct halo current decay rate compared to the experiment and is not
unreasonable, being about half the ionisation potential for deuterium. Variables
were Ip, qh and a. qh was derived from other plasma parameters using the relation
qh =
5a2B0
R0Ip
F (6.40)
with the empirical ITER formula[82]
F =
1
2
(1.17− 0.65)(1− 2)−2 [1 + κ2(1 + 2δ2 − 1.2δ3)] (6.41)
where here inverse aspect ratio  = R0/a and δ represents triangularity. The value
for triangularity was taken as 0.34 from final EFIT data for shot 19697. The time-
varying minor radius a, used in both the empirical ITER formula and the analytic
halo current calculation itself, was an estimation made from measurements of a in
visible images. Figure 6.27 (left-hand plot) shows the minor radius signal used for
the calculations, and on the right is the calculated empirical qh compared against
EFIT measurements of q95 and q100.
The plasma current required for the calculation is Icorep , ie. the plasma current
flowing only in the core plasma. The Ip diagnostic in MAST is a Rogowski coil
encircling the vacuum vessel, thereby measuring all toroidal current flowing inside
it, both core Ip and halo current. The purpose of this study being to gain further
understanding of the halo current mechanisms rather than predict halo currents,
the core Ip was calculated by subtracting the toroidal halo current from the plasma
current measurement. Since Ip is a toroidal measurement and the halo current Ihθ
poloidal, the ratio between Ihφ, Ihθ and qh (2.21) was used so
Icorep = Ip − Ihθqh. (6.42)
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Figure 6.28: Plot of the core Ip calculated by subtracting halo current from the
measured plasma current.
This reveals that in a MAST VDE the current spike is not in fact a real disruption
spike due to the thermal quench, but inclusion of the generated halo current in the
Ip measurement, see Figure 6.28.
Using these parameters and approximated variables as detailed, the agreement
between the poloidal halo current calculated analytically and the experimentally
measured poloidal halo current is good, see Figure 6.29.
Remembering the equation used to calculate the halo currents, Equation (6.33),
there are three terms instrumental in the evolution of the halo currents. The first
describes the decay of the halo current, the second the induction of halo current
by decay of the core plasma current, and the third the generation of halo current
by the cutting of flux, φh, as the plasma area shrinks.
To see the contributions to the halo current from the two driving terms, these
two terms were considered separately by setting the contribution by the other to
zero. The results are shown in Figure 6.30. The initial sharp spike in the halo
current seen in the VDE shots in MAST is due to the sudden loss of plasma area
as the plasma accelerates away from equilibrium. The secondary peak, generated
on a marginally slower timescale is from the rapid decay of core plasma current.
After this the halo current decays away on the timescale given by the Ωh/Lh term
in the equation.
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Figure 6.29: Comparison of poloidal halo current calculated analytically with mea-
sured poloidal halo current from the MAST experiment.
6.6 Discussion & Conclusions
For the work in this chapter, forced VDE experiments were proposed and run on
MAST to give halo current data for both fast and slow VDEs, traceable throughout
the entire MAST vessel. These were compared with an older shot of a major
disruption, which came about as a result of MHD activity rather than a loss of
control. This vertically unstable disruption moved in the opposite direction to the
VDEs. Considering the experimental halo current data along with photographic
fast camera images enabled a picture to be constructed of where in MAST the halo
currents flow. The MAST geometry is unusual in that coils hang in on the inside
of the vacuum vessel, and as such does not provide a simple poloidal path for the
halo current through the first wall. Instead there are two main entry and exit paths
for the halo current. For an upward-going plasma in MAST with a negative rod
current creating the toroidal field, the sources of current to the vessel are through
the upper P3 coil and the upper divertor, and the sinks are through the upper
P2 coil and the upper centre column. These are reversed for a downward-going
plasma, ie. the sources become the sinks, so regardless of the direction of motion,
the direction of the halo current is always the same—anticlockwise in this example
of MAST. Analysing the data has verified that the direction of halo current flow
in MAST is that which reinforces the toroidal field current, despite the complex
geometry of the MAST structure.
This complex geometry adds a further element of complication to the prediction
of halo currents flowing in the MAST vessel using simulation. The poloidal halo
current flowing in the halo region splits and flows into the different conductors. A
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Figure 6.30: The contributions to halo current generation by the change in plasma
current (left) and the change in flux due to the shrinking plasma area (right).
method was developed to calculate the halo currents flowing in the different parts of
the MAST vessel structure (centre column, P2 coil, P3 coil and divertor) using flux
surface output from the DINA code. Halo current flowing in a particular conductor
was calculated by finding the halo region flux surfaces that intersect that conductor
and summing the currents between them. The DINA code was used to simulate
the forced VDE shots from the experiment and the vessel halo current calculation
applied to the output.
An unexpected but interesting result to come out of the DINA simulation work
is that, due to a combination of the higher curvature of an ST vacuum magnetic
field and the open architecture of the MAST vacuum vessel lacking a close-fitting
passive structure, the plasma becomes ideally unstable at ∼0.5m. Depending on
the curvature of the vacuum magnetic field in a tokamak, a plasma at equilibrium
can be subject to a destabilising force. Generally, eddy currents in the passive
structure provide a reactive stabilising force to balance this destabilising one, or at
least slow down the movement when the plasma becomes vertically unstable. The
plasma therefore moves on the resistive timescale of the passive structure. The
closer the external vessel is to the plasma, the more stabilised the plasma will be
and, conversely, without this external passive system the plasma will be ideally
unstable and movements will be on the Alfve´n timescale, τA ∼ 10−7s. In DINA
this is seen as an instantaneous jump of the plasma from a mid-vessel z position
to the very top of the structure.
To further investigate this phenomenon and to determine whether it is indeed
a real effect or simply a numerical problem in the DINA code, the Fiesta and
RZIP codes were employed to create MAST equilibria and examine their stability.
The Fiesta code converged the final equilibrium created by EFIT and then, by
incrementally modifying PF coil currents, made new equilibria progressively higher
in the vessel. RZIP was then used to calculate the fs parameter—a measure of the
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controllability of the plasma. A value of this parameter less than 1 indicates that
the equilibrium is ideally unstable and uncontrollable by the passive structure. For
the equilibria generated by Fiesta it was found that the fs parameter dropped
below 1 from z ∼ 0.7m, indicating that the plasma does indeed become ideally
unstable in MAST before making contact with the vessel.
We then returned to the experimental data to corroborate this finding. Using
soft X-ray and centre column vertical field (CCBV) data, two separate approxi-
mations for the z position of the plasma were calculated and benchmarked against
available EFIT data from early in the shot before the VDE. These two independent
measurements of z showed excellent agreement. The growth rate of the plasma was
calculated from the CCBV data at different times during the VDE evolution. This
showed clearly that the growth was not exponential but that the plasma accelerated
rapidly in the later stages, attaining a final growth rate of ∼2000s−1. It appears
the plasma is not ideally unstable, but certainly demonstrates acceleration higher
than would be expected in tokamaks with a close passive structure and less vertical
field curvature.
Finally, using knowledge of halo currents generation, the halo current circuit
equation was solved analytically to give an estimate of the total halo current that
would flow in the plasma. The analytic calculation agreed very well with exper-
iment and showed that the sudden peak displayed in VDE halo currents derives
from the extremely rapid loss of plasma area as the destabilised plasma accelerates.
The decay of the plasma current contributes on a slightly slower timescale, albeit
still within 1ms, and then the halo current decays away.
In conclusion, we have verified using data from experiments performed on
MAST that, despite the complicated vessel structure, the direction of halo cur-
rent flow is that which enhances the toroidal field, and this continues through the
vessel regardless of the numerous entry and exit points. Though a routine has been
developed to calculate the halo currents flowing in the different vessel conductors,
the prediction of halo currents using the DINA code is made impossible by the
tendency of the plasma to go ideally unstable after a certain height in the vessel.
This is an effect unique to MAST, the destabilising of the plasma being a result of
the open design of the MAST vessel and the high curvature of the magnetic field
at high z. The DINA simulated plasma instantly jumping vertically is a result of
the “zero plasma mass” assumption used in DINA, from which consequent lack of
inertia causes the acceleration on the Alfve´n timescale. Examination of the exper-
imental data confirms that the plasma is highly destabilised from ∼0.4m, but it
does not become ideally unstable, perhaps due to a stabilising contribution from
the halo currents. A circuit-based analytic model shows a consistent understanding
of the drivers of halo currents occurring during MAST VDEs.
Chapter 7
Conclusions
This thesis addresses the topic of plasma vertical stability in spherical tokamaks
(STs), focused on the Mega Ampe`re Spherical Tokamak. The investigation has both
theoretical and novel experimental elements, and uses the axisymmetric tokamak
simulation code, DINA-CH, to model MAST.
The first chapter outlined the background of tokamak plasma stability and the
(potentially severe) consequences of a loss of vertical control, namely halo currents
and large induced forces on the vessel structure. For future, large tokamaks such
as ITER, disruptions will have to be mitigated or avoided, which makes feedback
control systems hugely important for next step devices. Chapter 5 investigated
plasma stability issues in relation to the feedback controller. Chapter 6 focused on
the consequences of vertical disruptions, and in doing so exposed some interesting
stability features of the MAST plasma.
The DINA code was described in detail in Chapter 3. Its advantages and limita-
tions were considered (though we shall see how one of its advantages in conventional
tokamaks may become a limitation) and the computational structure was outlined
in addition to details of the halo current module. The description of the bench-
marking of the DINA code was given in Chapter 4. Simulations were made using
the DINA code incorporating newly-updated structural and electromagnetic mod-
els of the machine, which tested operation with a full plasma and under plasmaless
conditions. General agreement was good and within the bounds of discrepancy
expected and discussed, and the DINA code thus configured was concluded to be
sufficiently accurate for studies on MAST.
The objective of the fourth chapter is encapsulated in the following question:
“Are spherical tokamaks more non-linear, in terms of plasma response and control
systems, than conventional tokamaks?” It was hypothesised that this would be the
case, due to the inhomogeneity of the vertical field in STs and the reduction in
efficacy of the vertical control system with increasing z displacement from a cen-
tral equilibrium. In order to investigate, an oscillatory perturbation was injected
165
CHAPTER 7. CONCLUSIONS 166
into the feedback loop at varying amplitudes, and the response of the plasma (and
also the response of the feedback controller aiming to keep the plasma stable) was
subjected to harmonic analysis. An heuristic analytic model of the system was
developed, which showed the origin of the non-linearity, and explained why in a
perfect up-down symmetric set-up only odd (3ω, 5ω, etc) harmonics are expected.
It was additionally shown that in an imperfect system, errors in feedback control
can introduce even (2ω, 4ω, etc) harmonics, but that their presence has no signifi-
cant effect on the odd harmonics. In the subsequent investigation, the 3ω harmonic
was used as a diagnostic of non-linearity in the system. Simulations of the MAST
tokamak using DINA-CH did indeed show evidence of non-linearity—up to 28% at
small amplitude (plasma excursions up to 4cm). To make a comparison between
spherical tokamaks and conventional tokamaks, a conventional aspect ratio ana-
logue of MAST was created for simulation purposes, which displayed non-linearity
up to 13% at small amplitude.
Experiments were proposed and conducted on MAST to investigate this non-
linear affect in the actual machine, and good correspondence with the simulation
was found. At an excursion of 5cm, the non-linearity was approximately 20%, ris-
ing to 30% at higher amplitudes. Commensurate with the simulation, the plasma
never achieved an excursion of greater than 10cm before disrupting, and the max-
imum non-linearity seen did not exceed 37%. It was, therefore, concluded that
the DINA code is reliable in reproducing the amount of non-linearity seen in the
experiment, and thus that the spherical tokamak is more non-linear than the con-
ventional tokamak. This has implications for controller design, since a higher degree
of non-linearity in the system will require higher amplifier bandwidth for the con-
trollers and demands consideration by controller designers. It should be noted,
however, that the unusual geometry of MAST causes this non-linear effect to be
more pronounced than it would be in a spherical tokamak with a close-fitting vessel
structure, which would provide better passive stabilisation.
Chapter 6 addressed one of the consequences of Vertical Displacement Events
(VDEs)—halo currents. A proposal was made for forced VDE experiments on
MAST to obtain good halo current data, and the data from the successful shots
were analysed to determine the pattern of halo current flow in the MAST vessel.
The unusual geometry of MAST, with the PF coils hanging inside the cylindrical
vessel, means that the halo currents have various entry and exit points rather than
just flowing easily through the first wall. The finding was that nearby conductors
support halo currents flowing in the same direction, so that the bulk flow of the
halo current, ignoring the entry/exit route taken, is in the established direction,
that which enhances toroidal magnetic field. A method was developed to calcu-
late the halo currents flowing in the different parts of the complex MAST vessel
structure (centre column, P2 coil, P3 coil and divertor) using flux surface output
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Figure 7.1: The MAST vacuum field (left-hand plot) and the field from the P6 coil
(right-hand plot). At high z excursions the curvature of the vacuum field greatly
increases, which will have a destabilising effect on the plasma. At this height
the radial feedback field from the P6 coil used to stabilise the plasma becomes
ineffectual as the plasma is in a region where the radial field is minimal. Note the
lack of a close-fitting, stabilising wall. In MAST, passive stabilisation is provided
predominantly by the PF coils P3 and P6.
from the DINA code and summing over halo region flux surfaces that intersect that
conductor of interest.
The interesting and unexpected conclusion from Chapter 6 is that MAST plas-
mas are more unstable at high z displacements than other tokamaks may be. This
is attributable to a combination of effects unique to MAST: the high curvature of
the vertical magnetic field at high z; the distance from the plasma of the vacuum
vessel walls, so the lack of a close-fitting passive structure; the progressive loss
of effective radial field to apply vertical feedback control to an advancing plasma.
These features can all be seen in Figure 7.1. It was noticed that the DINA code
simulations consistently suffered an instantaneous jump of the plasma beyond a z
displacement of ∼0.5m, which has its origins in the “zero plasma mass” assump-
tion used in the DINA code (hence an advantage becoming a limitation). With
no plasma mass, and thus no inertia, when the destabilising force gradient on the
plasma becomes too great for the passive structure to stabilise, the plasma becomes
ideally unstable and jumps upwards instantaneously.
The real MAST plasma is not subject to the “zero plasma mass” assumption
of the simulation and so will not jump instantaneously. It is not clear whether
the experiment shows ideal growth, however, the plasma movement greatly accel-
erates with increasing z. For shot 19697, the plasma vertical growth rate changed
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from 40s−1 below 10cm, through 80s−1 for excursions up to 25cm and reached ap-
proximately 2000s−1 by around 0.44cm. This instability is an extreme example of
non-linearity in the tokamak, as modelled in Chapter 5, and explains why it was
so difficult to get a plasma excursion of more than 10cm in the MAST oscillation
experiment—after this point the growth rate starts increasing.
This ideal instability in the DINA simulation renders the results unphysical and
makes prediction of the halo currents in MAST impossible. However, as stated,
this is an effect unique to MAST and has no bearing on the DINA performance
for other tokamaks. There is also no reason to believe that the method developed
to calculate halo currents flowing in different regions of the vessel would not be
transmutable to another tokamak.
Finally, the mechanisms responsible for generating halo currents were considered
in order to build up an analytic formula for calculation of halo currents using data
and parameters from experiment. This showed very good agreement with the
experimental halo current. The calculation was used to examine the two driving
terms separately, and it became evident that the large spike in the MAST VDE
halo current results from the rapid acceleration of the plasma when it becomes
destabilised, thus rapidly reducing its area in a couple of hundred microseconds.
The plasma current decay generates halo current on a slightly slower timescale,
within a millisecond, and after this point the halo current decays away.
Future Work
There are, of course, various extensions to this work that it would be interesting
to investigate in the future.
The technique used in Chapter 5 to examine the non-linearity in plasma re-
sponse could be used to investigate plasma stability in new designs of MAST Up-
grade (MAST-U). The position of the P6 coil in MAST-U will have to be altered
to accommodate the off-axis neutral beams, and using this sinusoidal perturbation
method with the DINA code, the optimum position of the P6 coil for feedback and
passive stabilisation could be determined. Work could also be followed through
to understand the quantitative implications of the Chapter 5 study on feedback
amplifiers.
Regarding the work described in Chapter 6, there are two extensions to the
work that come to mind. Firstly, the analytic halo current calculation of Section
6.5 could be further benchmarked on MAST experimental VDEs and vertically un-
stable disruptions with a view to making predictions of the halo current generated
in certain experimental circumstances. Additionally, the model could be used to
make quantitative tests of the MAST experimental result of Counsell et al.[7] that
showed that the plasma acts as a voltage source to drive halo currents. Secondly,
predictions could be made of the forces acting on the vacuum vessel and in-vessel
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components due to eddy currents and halo currents. Due to the problem of DINA
in MAST becoming ideally unstable, other methods would have to be used to de-
termine the currents flowing in the vessel structure. The halo current calculated
using the analytic model discussed above could be used to provide a worst-case
force prediction based on the maximum magnitude of poloidal halo current, but no
information would be available to determine the force distribution on the vessel.
More information of this kind would require DINA to be modified to include a
plasma mass, or the use of a code already incorporating the plasma inertia, such
as TSC. A major extension of this work would be the study of toroidal peaking
factor in MAST, both experimentally and using a 3-dimensional MHD code.
Appendix A
Magnetohydrodynamics and
Tokamak Equilibrium
A.1 MHD — Validity and Equations
Magnetohydrodynamics (MHD) considers the behaviour of a plasma on a macro-
scopic scale. When using MHD, various assumptions are made which define its
validity. For typical length, time and velocity scales L, τ and v, these assumptions
are as follows:
• L  λD, where λD is the Debye length and thus the plasma is assumed to
be quasineutral with ne ≈ ni.
• v  c, so relativistic effects are ignored.
• τi  τ , where τeq is the ion collision time and thus it is assumed that the
plasma is locally Maxwellian.
• L rLi, where rLi is the ion Larmor radius.
MHD is used for finding magnetic configurations required to confine a plasma
in equilibrium, and for studying the linear and non-linear stability of such config-
urations.
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A.1.1 The MHD Equations
ρm
(
∂v
∂t
+ v · ∇v
)
= j×B−∇p momentum equation (A.1)
∂ρm
∂t
+∇ · (ρmv) = 0 continuity equation (A.2)
E+ v×B = ηj Ohm’s law (A.3)
∇ ·B = 0 Gauss’ law (A.4)
∇ · E = ρc
ε0
Poisson’s law (A.5)
∇× E = −∂B
∂t
Faraday’s law (A.6)
∇×B = 1
c2
∂E
∂t
+ µ0j Ampe`res law (A.7)
The last four equations are Maxwell’s equations. There are a couple of points
to note about the use of Maxwell’s equations in MHD. Firstly, due to the quasi-
neutrality approximation the charge density ρc can generally be neglected. Sec-
ondly, in MHD the velocity of plasma flow is considered small compared to c (v  c)
and therefore the Ampe`re-Maxwell equation becomes
∇×B = µ0j (A.8)
The equations given above are those that are valid for what is known as resistive
MHD, where resistivity of the plasma is taken into account. However, tokamak
plasmas are generally very good electrical conductors and so are often considered
as an ideal conductor with η = 0. In this case we have ideal MHD. In the following
work the plasma is assumed ideal unless otherwise stated.
A.2 Equilibrium
The plasma equilibrium is a stationary solution of the MHD equations in space
and time, ie. a solution of j×B = ∇p. Under the assumption of axisymmetry this
reduces to a partial differential equation, called the Grad-Shafranov equation, which
contains two arbitrary functions p(Ψ) and f(Ψ). In this section we will consider
the behaviour of the magnetic field B and the current density j at equilibrium and
the introduce the flux functions Ψ and f . The following section will discuss the
Grad-Shafranov equation.
For a plasma in equilibrium we require steady-state solutions of the MHD equa-
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tions. Therefore
∂ρm
∂t
= 0,
∂B
∂t
= 0 (A.9)
v = 0 (A.10)
η = 0 (in ideal MHD) (A.11)
The MHD equations are thus reduced to
j×B = ∇p (A.12)
∇ ·B = 0 (A.13)
∇×B = µ0j (A.14)
Equation (A.12) is the equation of force balance in the plasma. A plasma is in
equilibrium if there are no net forces that will accelerate any part of the plasma,
so there must be internal force balance between the forces due to the magnetic
field and the pressure gradient within the plasma, which is what is described by
equation (A.12). It is clear from this that
B · ∇p = 0 ⇒ p constant along line of B
j · ∇p = 0 ⇒ p constant along line of j (A.15)
The above implication introduces the concept of magnetic flux surfaces as surfaces
for constant pressure upon which field- and current-lines lie. The pressure gradient
is perpendicular to these surfaces. p is therefore a function of flux, and we introduce
the poloidal magnetic flux function Ψ, determined by the poloidal flux lying within
each magnetic surface. Ψ is therefore constant on each magnetic surface, thus
B · ∇Ψ = 0 (A.16)
j · ∇Ψ = 0 (A.17)
For the calculation of tokamak equilibrium it is necessary to work in a right-
handed cylindrical coordinate system assuming toroidal symmetry, so B, Ψ and all
other dependent variables depend only on R and z and are independent of φ. ie.
B = B(R, z) and ∂
∂φ
= 0.
The poloidal magnetic flux function Ψ is defined to be the poloidal flux per
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radian in φ. If A is a magnetic vector potential and B = ∇×A then
Ψ =
1
2pi
∫
S
B · ds
=
1
2pi
∫
S
∇×A · ds
=
1
2pi
∮
l
A · dl around toroidal loop in φ
=
1
2pi
Aφ × 2piR
Ψ = AφR
(A.18)
The components of the magnetic field can be written in terms of Ψ. Remembering
that there is no variation with toroidal angle, so ∂
∂φ
terms can be neglected, and
using Ψ = AφR we find
B = ∇×A =
 − 1R ∂Ψ∂z∂AR
∂z
− ∂Az
∂R
1
R
∂Ψ
∂R
 (A.19)
Therefore
BR = − 1
R
∂Ψ
∂z
, Bz =
1
R
∂Ψ
∂R
(A.20)
and
Bθ = BReˆR +Bzeˆz (A.21)
where the subscript θ denotes the poloidal direction.
Similarly, since B and j both lie on magnetic surfaces, a current flux function f
can also be defined. If f is the current flux per unit radian in φ and ∇×B = µ0j
then
f =
1
2pi
∫
S
j · ds
=
1
2pi
∫
S
1
µ0
∇×B · ds
=
1
2piµ0
∮
l
B · dl around toroidal loop in φ
=
1
2piµ0
Bφ × 2piR
f =
BφR
µ0
(A.22)
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And components of the current density can be written in terms of f .
j =
1
µ0
∇×B
=
1
µ0

1
R
(
−∂RBφ
∂z
)
∂BR
∂z
− ∂Bz
∂R
1
R
(
∂RBφ
∂R
)
 (A.23)
again neglecting ∂
∂φ
terms, which, substituting (A.22) gives
j =
 − 1R
∂f
∂z
1
µ0
(
∂BR
∂z
− ∂Bz
∂R
)
1
R
∂f
∂R
 (A.24)
Therefore
jR = − 1
R
∂f
∂z
, jz =
1
R
∂f
∂R
(A.25)
and
jp = jReˆR + jzeˆz (A.26)
Note the parallel properties of B and j. Moreover, f is a function of the flux Ψ.
From
j · ∇p = 0
jR
∂p
∂R
+ jz
∂p
∂z
= 0
− 1
R
∂f
∂z
∂p
∂R
+
1
R
∂f
∂R
∂p
∂z
= 0
∂f
∂z
∂p
∂R
− ∂f
∂R
∂p
∂z
= 0
(A.27)
and
∇f ×∇p =
∣∣∣∣∣∣∣
ˆR
R
φ zˆ
R
∂f
∂R
0 ∂f
∂z
∂p
∂R
0 ∂p
∂z
∣∣∣∣∣∣∣ assuming axisymmetry
=
 0∂f
∂z
∂p
∂R
− ∂f
∂R
∂p
∂z
0

(A.28)
Therefore
∇f ×∇p = 0 (A.29)
APPENDIX A. MHD AND TOKAMAK EQUILIBRIUM 175
This implies that f is a function of p, and since p = p(Ψ) and f = f(p) this implies
that f = f(Ψ).
A.3 The Grad-Shafranov Equation
The Grad-Shafranov equation is derived from the ideal MHD equations for static
toroidal equilibrium assuming axisymmetry. The following steps are required:
1. The force balance equation is written in terms of the toroidal and poloidal
components of the magnetic field and the current density.
2. The poloidal components are written in terms of their respective flux func-
tions and then substituted into the force balance equation.
3. ∇f and ∇p are written in terms of ∇Ψ allowing ∇Ψ to be eliminated and
leaving an expression for jφ in terms of R, f , f
′ and p′, where f ′ and p′ are
derivatives with respect to Ψ.
4. Ampe`re’s law is used to find jφ as a function of Ψ.
5. Expressions for jφ from Ampe`re’s law and the force balance equation are
equated to give the Grad-Shafranov equation.
The derivation then proceeds as follows:
1. Begin with the force balance equation of MHD:
∇p = j×B (A.30)
j and B can be decomposed into their poloidal and toroidal components, jθ,
Bθ and jφ, Bφ respectively, so that
∇p = (jθ + jφ)× (Bθ +Bφ)
= jθ ×Bθ + jθ ×Bφ + jφ ×Bθ + jφ ×Bφ
= jθ ×Bφ + jφ ×Bθ since no cross-product when vectors are parallel
∴ ∇p = jθ ×Bφeˆφ + jφeˆφ ×Bθ
(A.31)
2. We can re-write Bθ in terms of the flux function Ψ using (A.21) and (A.20).
Bθ = BReˆR +Bzeˆz
=
1
R
∂Ψ
∂R
eˆz − 1
R
∂Ψ
∂z
eˆR
=
1
R
(
∂Ψ
∂R
eˆz − ∂Ψ
∂z
eˆR
) (A.32)
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And
∇Ψ = ∂Ψ
∂R
eˆR +
1
R
∂Ψ
∂φ
eˆφ +
∂Ψ
∂z
eˆz
∇Ψ× eˆφ = ∂Ψ
∂R
eˆR × eˆφ + 1
R
∂Ψ
∂φ
eˆφ × eˆφ + ∂Ψ
∂z
eˆz × eˆφ
=
∂Ψ
∂R
eˆR × eˆφ + ∂Ψ
∂z
eˆz × eˆφ
(A.33)
And remembering
eˆR × eˆφ = eˆz
eˆφ × eˆz = eˆR ⇒ eˆz × eˆφ = −eˆR
(A.34)
we find
∇Ψ× eˆφ = ∂Ψ
∂R
eˆz − ∂Ψ
∂z
eˆR (A.35)
Therefore
Bθ =
1
R
(∇Ψ× eˆφ) (A.36)
Similarly, for jθ we find
jθ =
1
R
(∇f × eˆφ) (A.37)
Substituting (A.36) and (A.37) into (A.31), and noting that eˆφ · ∇Ψ = eˆφ ·
∇f = 0, gives
∇p = 1
R
(∇f × eˆφ)×Bφeˆφ + jφeˆφ × 1
R
(∇Ψ× eˆφ)
=
Bφ
R
(∇f × eˆφ)× eˆφ + jφ
R
eˆφ × (∇Ψ× eˆφ)
=
Bφ
R
(eˆφ(eˆφ · ∇f)−∇f(eˆφ · eˆφ)) + jφ
R
(∇Ψ(eˆφ · eˆφ)− eˆφ(eˆφ · ∇Ψ))
= −Bφ
R
∇f + jφ
R
∇Ψ
(A.38)
3. Then we can write
∇f = df(Ψ)
dΨ
∇Ψ (A.39)
and
∇p = dp(Ψ)
dΨ
∇Ψ (A.40)
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and these can be substituted into (A.38) to give
−Bφ
R
df
dΨ
∇Ψ+ jφ
R
∇Ψ = dp
dΨ
∇Ψ
jφ = R
dp
dΨ
+Bφ
df
dΨ
and substituting (A.22) for Bφ gives
jφ = Rp
′(Ψ) +
µ0
R
f(Ψ)f ′(Ψ) (A.41)
where the prime implies derivation with respect to Ψ.
4. jφ can also be written in terms of Ψ by considering Ampe`re’s law, the toroidal
form of which is given by (A.24). Thus
jφ =
1
µ0
(
∂BR
∂z
− ∂Bz
∂R
)
(A.42)
Substituting BR and Bz from (A.20) gives
jφ =
1
µ0
(
∂
∂z
(
− 1
R
∂Ψ
∂z
)
− ∂
∂R
(
1
R
∂Ψ
∂R
))
= − 1
µ0
(
1
R
∂2Ψ
∂z2
+
∂
∂R
(
1
R
∂Ψ
∂R
))
= − 1
µ0R
(
∂2Ψ
∂z2
+R
∂
∂R
(
1
R
∂Ψ
∂R
)) (A.43)
5. Finally, equating the two expressions for jφ leads to the Grad-Shafranov equa-
tion:
− 1
µ0R
(
R
∂
∂R
(
1
R
∂Ψ
∂R
)
+
∂2Ψ
∂z2
)
= Rp′ +
µ0
R
ff ′
R
∂
∂R
(
1
R
∂Ψ
∂R
+
∂2Ψ
∂z2
)
= −µ0R2p′ − µ20ff ′
(A.44)
The two arbitrary functions p(Ψ) and f(Ψ), representing the pressure and
poloidal current profiles, are chosen to determine the nature of the equilibrium
configuration. The Grad-Shafranov equation generally has to be solved numeri-
cally since p and f are both themselves functions of Ψ, which is only known when
the Grad-Shafranov equation is solved.
Appendix B
The Diffusion Equation for DINA
B.1 Introduction
The DINA code solves the diffusion equation for magnetic fluxes at each time
step in the simulation to calculate the evolution of the p′ and ff ′ profiles. Before
deriving the diffusion equation, it is necessary first to define the coordinate system
and outline the vector operations that will be used.
B.2 Vector Operations
B.2.1 The Covariant Basis
The covariant basis of a coordinate system ξi(x, y, z) is given by the three vectors
∇ξi. For example, the covariant basis in Cartesian coordinates is the set of unit
vectors
∇x = xˆ
∇y = yˆ
∇z = zˆ
(B.1)
The covariant representation for a vector is its expansion in this basis
A = Ai∇ξi, (B.2)
summing over repeated indices, ie.
A = A1∇ξ1 + A2∇ξ2 + A3∇ξ3. (B.3)
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The covariant components of a vector can be expressed in terms of vector products
using the Jacobian, .
 ≡ ∇ξ1 · ∇ξ2 ×∇ξ3 ≡ ∇ξ2 · ∇ξ3 ×∇ξ1 ≡ ∇ξ3 · ∇ξ1 ×∇ξ2 (B.4)
∴ ∇ξ1 =  1∇ξ2 ×∇ξ3
∇ξ2 =  1∇ξ3 ×∇ξ1
∇ξ3 =  1∇ξ1 ×∇ξ2
(B.5)
and thus the covariant components are:
A1 = A
1
∇ξ1 = A
1

∇ξ2 ×∇ξ3
A2 = A
1

∇ξ3 ×∇ξ1
A3 = A
1

∇ξ1 ×∇ξ2
(B.6)
B.2.2 The Contravariant Basis
Contravariant components are designated by superscripts and are obtained by
Ai = A · ∇ξi. (B.7)
Any vector can be expanded in a contravariant basis as
A =
1

(A1∇ξ2 ×∇ξ3 + A2∇ξ3 ×∇ξ1 + A3∇ξ1 ×∇ξ2) (B.8)
The relationship between covariant and contravariant components is given by the
metric tensor, g.
Ai = gijAj
Ai = gijA
j (B.9)
The determinant of gij ≡ g is the inverse of the square of the Jacobian
g =
1
2
. (B.10)
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B.2.3 Vector Calculus
The dot product in terms of contravariant and covariant components is
A ·B = Ai∇ξi · ∇ξjBj = AigijBj = AiBi. (B.11)
The cross product W = A×B has contravariant components
W i = ∇ξi · ∇ξj ×∇ξkAjBk = ξijkAjBK (B.12)
and covariant components
Wi =
ξijk

AJBk (B.13)
where ξijk is the antisymmetric matrix with non-zero components. ie.
ξ123 = ξ231 = ξ312 = 1
ξ132 = ξ213 = ξ321 = −1
(B.14)
or, in (ρ, l, φ) coordinates,
ξρlφ = ξlφρ = ξφρl = 1
ξρφl = ξlρφ = ξφlρ = −1.
(B.15)
B.3 Coordinates used in DINA
So far a cylindrical coordinate system (R, φ, z) has been used, but to apply a 1.5
dimensional evolutionary model it is necessary to introduce coordinates associated
with the magnetic surfaces. We define an orthogonal coordinate system (ρ, l, φ)
with ρ perpendicular to the magnetic surface, l the poloidal arc, and φ the geometric
toroidal angle. Thus, in this coordinate system
∇ρ = eˆρ, ∇l = eˆl, ∇φ = eˆφ (B.16)
In the covariant basis
A = Aρ∇ρ+ Al∇l + Aφ∇φ (B.17)
and
Aρ = A
√
g∇l ×∇φ
Al = A
√
g∇φ×∇ρ
Aφ = A
√
g∇ρ×∇l (B.18)
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In the contravariant basis
A =
√
g(Aρ∇l ×∇φ+ Al∇φ×∇ρ+ Aφ∇ρ×∇l) (B.19)
Therefore
Aρ = A
√
g∇l ×∇φ from (B.18)
=
√
g(Aρ∇l ×∇φ+ Al∇φ×∇ρ+ Aφ∇ρ×∇l)(√g∇l ×∇φ)
= Aρg(∇l ×∇φ)2 − Alg(∇ρ×∇φ)(∇l ×∇φ) + Aφg(∇ρ×∇l)(∇l ×∇φ)
(B.20)
Note the sign change here due to ∇ρ ×∇φ = −∇φ ×∇ρ. This can be simplified
by use of the vector identity (B.21) below
(a× b) · (c× d) = (a · c)(b · d)− (a · d)(b · c) (B.21)
Expanding each term and noting that ∇l · ∇φ = 0 and ∇ρ · ∇φ = 0 gives
1) (∇l ×∇φ) · (∇l ×∇φ) = (∇l · ∇l)(∇φ · ∇φ)− (∇l · ∇φ)(∇φ · ∇l)︸ ︷︷ ︸
=0
= gllgφφ
2) (∇ρ×∇φ) · (∇l ×∇φ) = (∇ρ · ∇l)(∇φ · ∇φ)− (∇ρ · ∇φ)(∇φ · ∇l)︸ ︷︷ ︸
=0
= gρlgφφ
3) (∇ρ×∇l) · (∇l ×∇φ) = (∇ρ · ∇l)(∇l · ∇φ)︸ ︷︷ ︸
=0
− (∇ρ · ∇φ)(∇l · ∇l)︸ ︷︷ ︸
=0
= 0
(B.22)
gij and g
ij are respectively covariant and contravariant components of the metric
tensor g, and
gφφ = |∇φ|2 = R−2
gφφ = (gφφ)−1 = R2 (B.23)
Therefore
Aρ = gA
ρgllgφφ − gAlgρlgφφ
=
g
R2
Aρgll − g
R2
Algρl
= gρρA
ρ + gρlA
l from (B.9)
(B.24)
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From this we find
gρρ =
g
R2
gll
gρρ = − g
R2
gρl (B.25)
Similarly for Al
Al = A
√
g∇φ×∇ρ
= −√g(Aρ∇l ×∇φ+ Al∇φ×∇ρ+ Aφ∇ρ×∇l)(√g∇ρ×∇φ)
= −Aρg(∇ρ×∇φ)(∇l ×∇φ) + Alg(∇ρ×∇φ)(∇ρ×∇φ)− Aφg(∇ρ×∇φ)(∇ρ×∇l)
(B.26)
1) (∇ρ×∇φ) · (∇l ×∇φ) = (∇ρ · ∇l)(∇φ · ∇φ)− (∇ρ · ∇φ)(∇φ · ∇l)︸ ︷︷ ︸
=0
= gρlgφφ
2) (∇ρ×∇φ) · (∇ρ×∇φ) = (∇ρ · ∇ρ)(∇φ · ∇φ)− (∇ρ · ∇φ)(∇φ · ∇ρ)︸ ︷︷ ︸
=0
= gρρgφφ
3) (∇ρ×∇φ) · (∇ρ×∇l) = (∇ρ · ∇ρ)(∇φ · ∇l)︸ ︷︷ ︸
=0
− (∇ρ · ∇l)(∇φ · ∇ρ)︸ ︷︷ ︸
=0
= 0
(B.27)
Therefore
Al = −gAρgρlgφφ + gAlgρρgφφ
= glρA
ρ + gllA
l
(B.28)
And thus
glρ = −ggρlgφφ
= − g
R2
gρl
∴ glρ = gρl
and gll = gg
ρρgφφ
=
g
R2
gρρ
(B.29)
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B.4 Preliminaries of Derivation
The magnetic flux diffusion equations derive from Ohm’s law averaged over mag-
netic surfaces. Considering the poloidal and toroidal components of the current
density and the magnetic field we write:
B = Bθ +Bφeˆφ
j = jθ + jφeˆφ
(B.30)
where
Bφ = µ0
f
R
, (B.31)
Bθ =
1
R
(∇Ψ× eˆφ) from G-S derivation (A.36) (B.32)
and
jθ =
1
R
(∇f × eˆφ) from G-S derivation (A.37). (B.33)
jφ is derived as follows.
B.4.1 Deriving jφ
Using rules of vector calculus jφ can be derived in the (ρ, l, φ) coordinate system.
j = ∇×B (B.34)
so
jφ =ξφρl∇ρBl from (B.12)
=
1√
g
∂
∂ρ
Bl
(B.35)
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and
Bl =B · √g∇φ×∇ρ
=
(
1
R
∇Ψ× eˆφ +Bφeˆφ
)√
g∇φ×∇ρ
= −
√
g
R
∇Ψ× eˆφ · ∇ρ×∇φ−√gBφeˆφ · (∇φ×∇ρ)︸ ︷︷ ︸
=0
= −
√
g
R
∂Ψ
∂ρ
∇ρ×R∇φ · ∇ρ×∇φ
= −√g∂Ψ
∂ρ
∇ρ×∇φ · ∇ρ×∇φ
= −√g∂Ψ
∂ρ
|∇ρ×∇φ|2
= −√g∂Ψ
∂ρ
gρρgφφ
= −
√
g
R2
gρρ
∂Ψ
∂ρ
using (B.23)
= −
√
g
R2
R2
g
gll
∂Ψ
∂ρ
using (B.25)
∴ Bl = − gll√
g
∂Ψ
∂ρ
(B.36)
Then
jφ =
1√
g
∂
∂ρ
Bl
= − 1√
g
∂
∂ρ
(
gll√
g
∂Ψ
∂ρ
) (B.37)
and since jφ = Rj
φ we find
jφ = − R√
g
∂
∂ρ
(
gll√
g
∂Ψ
∂ρ
)
. (B.38)
B.4.2 Determining Components of the Electric Field
E = Eθ + Eφeˆφ (B.39)
For the poloidal component Eθ using Faraday’s law
∇× E = −∂B
∂t
(B.40)
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we find
−
∫
∂B
∂t
ds =
∫
∇× Eds
=
∮
Eθ · dl by Stokes’ law
= −Φ˙ in the plasma
= −Φ˙− IhΩ12 in the peripheral plasma region.
(B.41)
This is the EMF produced, ie. the voltage in the plasma and peripheral plasma
regions, where Ω12 is the electrical resistance of the first wall between points 1 and
2, and Ihθ is the poloidal component of halo current.
Additionally, for the toroidal component Eφ
Eφ = −Ψ˙
R
(B.42)
B.5 Deriving the Diffusion Equation
Having defined the relevant components, we begin with Ohm’s law, taking its
projection onto the vector of magnetic field.
E+ v×B = ηj
B · (E+ v×B) = B · ηj
B · E+B · (v×B) = B · ηj
B · E = 1
σ
B · j since η = 1
σ
∴ σB · E = j ·B
(B.43)
Each side of this equation will be considered separately.
B.5.1 j ·B
Considering first the right hand side of this equation (B.43)
j ·B = (jθ + jφeˆφ) · (Bθ +Bφeˆφ)
= jφBφ + jθ ·Bθ
= jφBφ +
1
R
(∇f × eˆφ) · 1
R
(∇Ψ× eˆφ)
(B.44)
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Since, using the vector identity (B.21) and remembering that ∇f,∇Ψ⊥eˆφ ,
(∇f × eˆφ) · (∇Ψ× eˆφ) = (∇f · ∇Ψ)(eˆφ · eˆφ)− (∇f · eˆφ)(∇Ψ · eˆφ)
= (∇f · ∇Ψ) (B.45)
and substituting for jφ and Bφ, we find
j ·B = −µ0 f
R
R√
g
∂
∂ρ
(
gll√
g
∂Ψ
∂ρ
)
︸ ︷︷ ︸
1
+
1
R2
(∇f · ∇Ψ)︸ ︷︷ ︸
2
(B.46)
Ohm’s law is averaged over the magnetic surface by multiplying by Rdl|∇ρ| =
√
gdl
and integrating over the poloidal circumference of the magnetic surface. Before
this can be done, part (2) of equation (B.46) above must be simplified as follows.
1
R2
(∇f · ∇Ψ) = 1
R2
(
∂f
∂ρ
∇ρ · ∂Ψ
∂ρ
∇ρ
)
=
1
R2
(
∂f
∂ρ
eˆρ · ∂Ψ
∂ρ
eˆρ
)
from (B.16)
=
1
R2
(f ′Ψ′∇ρ · ∇ρ)
=
1
R2
f ′Ψ′gρρ
=
1
R2
f ′Ψ′
R2
g
gll from (B.29)
=
gll
g
f ′Ψ′
(B.47)
where the prime denotes the derivative with respect to ρ. Thus
j ·B = −µ0 f√
g
∂
∂ρ
(
gll√
g
∂Ψ
∂ρ
)
︸ ︷︷ ︸
1
+
gll
g
f ′Ψ′︸ ︷︷ ︸
2
(B.48)
Now, for each part of this equation, (B.48), we multiply by
√
g dl and integrate
over the poloidal circumference of the magnetic surface. Thus, for part (1):∮
−µ0 f√
g
∂
∂ρ
(
gll√
g
∂Ψ
∂ρ
)√
g dl = −µ0f ∂
∂ρ
(∮
gll√
g
dl
∂Ψ
∂ρ
)
= −µ0f ∂
∂ρ
(C2Ψ
′)
(B.49)
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where
C2 =
∮
gll√
g
dl (B.50)
For part (2): ∮
gll√
g
f ′Ψ′
√
g dl =
∮
gll
√
g
g
dlf ′Ψ′
=
∮
gll√
g
dlf ′Ψ′
= C2f
′Ψ′
(B.51)
Therefore j ·B averaged over the magnetic surfaces is∮ √
g j ·B dl = C2f ′Ψ′ − µ0f ∂
∂ρ
(C2Ψ
′) (B.52)
B.5.2 E ·B
Now we shall consider the E ·B part of (B.43).
E ·B = (Eθ + Eφeˆφ) · (Bθ +Bφeˆφ)
= EφBφ + Eθ ·Bθ
(B.53)
Substituting in (B.42), (B.31) and Bθ (A.36)
E ·B = −Ψ˙
R
· −µ0 f
R
+ Eθ · 1
R
∇Ψ× eˆφ
= µ0
Ψ˙f
R2
+
Eθ
R
· ∂Ψ
∂ρ
∇ρ× eˆφ
= µ0
Ψ˙f
R2
+
Eθ
R
· ∂Ψ
∂ρ
∇ρ×R∇φ since eˆφ = R∇φ
(B.54)
Then since Al = A · √g∇φ×∇ρ we can write
E ·B = µ0 Ψ˙f
R2︸ ︷︷ ︸
1
−∂Ψ
∂ρ
El√
g︸ ︷︷ ︸
2
(B.55)
Averaging over poloidal surfaces, considering first part (1) of the above∮ √
g
Ψ˙f
R2
dl = Ψ˙
∮ √
g µ0
f
R2
dl (B.56)
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and we know that ∫
Bφ · ds = Φ =
∫
µ0f
R
ds (B.57)
and ∫
ΦRdφ =
∫
f
R
Rdφds
=
∫
f
R
dV since dV = Rdφds
=
∫
f
R
√
g dρdldφ changing the coordinate system
=
∫
f
R2
√
g dρdl(Rdφ).
(B.58)
Let dσ = Rdφ then ∫
Φdσ =
∫
f
R2
√
g dρdldσ
Φ =
∫
f
R2
√
g dρdl
dΦ
dρ
=
∫
f
R2
√
g dl
(B.59)
Substituting this into (B.56) gives∮ √
g µ0
Ψ˙f
R2
dl = µ0Ψ˙Φ
′ (B.60)
For part (2) of (B.55)
−
∮ √
g
∂Ψ
∂ρ
El√
g
dl = −∂Ψ
∂ρ
∮
Eldl = Ψ
′Φ˙ (B.61)
Thus ∫ √
gE ·B dl = µ0Ψ˙Φ′ +Ψ′Φ˙ (B.62)
Therefore, combining the surface averages for j · B and E · B, we find Ohm’s law
averaged over the magnetic surfaces to be
σ||(µ0Ψ˙Φ′ +Ψ′Φ˙) = C2f ′Ψ′ − µ0f(C2Ψ′)′ (B.63)
Appendix C
Setting the PF Coil Current to
Obtain a Good Equilibrium
C.1 Introduction
When running a new simulation, the currents in the PF coils must be set correctly
to give a good initial equilibrium. If a good initial equilibrium is not obtained then
the simulated shot will either not start up or will disrupt very quickly. Varying the
currents in the different coils has different effects on the equilibrium, so they must
be adjusted in combination to achieve the desired result. The following few pages
show the results of a short test that was performed to demonstrate the effects of
modifying the PF coil currents.
Figure C.1 shows a first equilibrium for shot 19576 at 0.2s. The DINA-calculated
equilibrium is plotted with the plasma boundary from the experimental data, which
we are trying to match. P2, P4 and P5 are the currents that are varied when trying
to obtain a suitable equilibrium. P6 is the coil used for feedback control of the
plasma, and so starts with 0A, and P3 is only used for start-up.
C.2 Adjusting P2
The P2 current is able to exert both a streching and a squashing force on the plasma,
depending on its strength. If the current in P2 (IP2) is in the same direction as
the plasma current, then the plasma feels an attractive force—as for two parallel
current-carrying wires—and the plasma is stretched out towards the coils. However,
if IP2 gets too high, the increasing magnetic field generated begins to push the
plasma away. Thus the P2 current has to be carefully balanced.
Figure C.2 shows the effect on the equilibrium of varying the current in the P2
coils. In this case the plasma current and IP2 are in the same direction (both have
positive currents), and it can be seen in (b) that increasing the current in P2 has
189
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Figure C.1: First, unadjusted, equilibrium.
the effect of stretching out the plasma. It also causes the plasma to move further
away from the centre column. However, increasing the current too much, as in (c),
begins to squash the plasma, and allows it to move too far into the centre of the
vessel. In (a), where the P2 current has been reduced, the plasma contracts further
inwards towards the centre column and the plasma is in a limited configuration.
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Figure C.2: Effect of reducing or increasing the current in the P2 coil.
C.3 Adjusting P4
The magnetic field created due to the P4 coil pushes in against the plasma and stops
it from expanding out too far into the vessel, as can be seen from Figure C.3. In
(a), the current has been reduced by 10% and the plasma therefore moves slightly
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outwards into the vessel. Conversly, in (b), the current has been increased by 10%,
meaning that there is now a stronger magnetic field pushing against the plasma,
which is pushed inwards towards the wall and sits in a limited configuration.
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Figure C.3: Effect of reducing or increasing the current in the P4 coil.
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C.4 Adjusting P5
P5 acts similarly to P4, in that it is also positioned on the outer side of the vessel
and has a negative current. The difference is that the P5 coils are much closer to
the plasma midplane and so their effect is seen in this region of the plasma. This is
demonstrated in Figure C.4. With a reduction in the current in P5, as seen in (a),
the plasma is free to expand further outwards, as was the case with reducing the
current in P4. However, it can be seen that the plasma in Figure C.4(a) is more
pointed at the outboard midplane than that in Figure C.3(a), and this is the effect
of the P5 coil.
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Figure C.4: Effect of reducing or increasing the current in the P5 coil.
C.5 Balancing Coil Currents
Previously, we have seen how varying the current in each of the P2, P4 and P5
coils affects the shape of the plasma equilibrium. Here we see how they all work
together to give the final configuration. Figure C.5(a) shows the effect of reducing
the current in both the P4 and P5 coils by 10%. As expected from previous trials,
the plasma moves away from the centre column. In (b), the current in P2 is
reduced by 4kA in addition to the 10% reduction in the P4 and P5 currents from
(a). The action of the reduced P2 current is to allow the plasma to shrink back a
little towards the wall. The P5 current can now be reduced further to allow the
plasma to expand more into the centre of the vessel, as seen in (c), which matches
reasonably well with the experimental equilibrium. Subfigure (d) illustrates how
the PF coil currents have to be considered together in order to achieve the best
equilibrium, rather than choosing the best scenarios from each of the tests. For
example, increasing the current in P2, as shown in Figure C.2(b) gives the best
match to the experimental equilibrium. However, when this action is combined
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with the reduction in P4 and P5 currents (the best scenarios as shown in Figures
C.3 and C.4), the result is the unstable equilibrium shown in Figure C.5(d). If it is
necessary to reduce the current in P4 and P5, for example to compensate for vessel
currents in the machine not taken into account in the simulation, a reduction in
P2 current is required to keep the plasma closer to the centre column so that the
plasma can expand outwards without becoming unstable.
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(b) P2 -4kA; P4 and P5 -10%
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(c) P2 -5kA; P4 -10%; P5 -12%
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(d) P2 +5kA; P4 -10%; P5 -12%
Figure C.5: Balancing the effects of the currents in the P2, P4 and P5 coils in order
to achieve a suitable equilibrium.
Glossary
Following is a list of symbols that are used without repeated definition.
I. Greek Symbols
β Plasma beta, ratio of pressure to magnetic pressure, 2µ0p/B
2
βp Poloidal beta
γ Growth rate
 Inverse aspect ratio, a/R
0 Permittivity of free space
η Resistivity
κ Plasma elongation
λD Debye length
µ0 Permeability of free space
ρc Charge density
ρm Mass density
ρ Magnetic flux coordinate
σ Electrical conductivity
σ|| Parallel electrical conductivity
τA Alfve´n timescale
τP6 MAST shell time
Φ Toroidal flux
ϕ Phase of oscillation
Ψ Poloidal flux function
Ψb Poloidal flux in plasma boundary
Ψm Poloidal flux at magnetic axis
Ψs Poloidal flux at outside edge of halo region
ω Angular frequency
Ω Electrical resistance
II. Roman Symbols
a Minor radius of the plasma edge
A Vector potential
B Magnetic field
Bθ Poloidal magnetic field strength
Bφ Toroidal magnetic field strength
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Bv Vertical magnetic field
c Speed of light
eˆ Basis vector in subscripted direction
e Electron charge
E Electric field
f Current flux function
f ′ df
dΨ
fs Leuer parameter—ratio of stabilising to destabilising force gradient on plasma
fhalo Halo current fraction
Fz Vertical force
g Metric tensor used to transform between coordinate systems
I Current
Ip Plasma current
Ip0 Predisruptive plasma current
Ihθ Poloidal halo current
Ihφ Toroidal halo current
j Current density
 Jacobian
li Plasma internal inductance
lnλ Coulomb logarithm
L Self inductance
q Safety factor
q0 Central safety factor
q95 Safety factor at the 95% normalised poloidal flux surface
me Electron mass
M Mutual inductance
nˆ Decay index
p Pressure
p′ dp
dΨ
rL Larmor radius, subscript i for ions, e for electrons
R Radial coordinate; plasma horizontal position
R0 Major radius
Rmag Radial coordinate of magnetic axis
S Area
t Time
T Period of oscillation
Te Electron temperature
Ti Ion temperature
v Particle velocity
V Voltage
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w Scaling factor to adjust halo width
z Vertical coordinate; plasma vertical position
Z Impedance
Zmag Vertical coordinate of magnetic axis
III. Subscripts
φ Toroidal
θ Poloidal
h Halo
p Plasma
0 Plasma axis or initial time (predisruptive)
R In R direction
z In z direction
i, j, k Indices
IV. Abbreviations, Acronyms and Names
ASDEX-U
COMPASS-D
D Deuterium
DIII-D Doublet III-D Tokamak
DINA(-CH) Free-boundary axisymmetric tokamak simulation code.
eV Electron volts
EFIT Equilibrium Fitting Code
ELM Edge Localised Mode
EM Electromagnetic
FA Fast amplifier
G-S Grad-Shafranov
He Helium
ITER International Thermonuclear Experimental Reactor
JET Joint European Torus
JT-60U Japan Torus
MAST Mega Ampe`re Spherical Tokamak
MD Major Disruption
MHD Magnetohydrodynamics
n Neutron
p Proton
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PF Poloidal Field
RZIP (R, z, Ip) Control Model
ST Spherical Tokamak
START Small Tight Aspect Ratio Tokamak
SXR Soft X-Ray
T Tritium
TCV Tokamak a´ Configuration Variable
TPF Toroidal Peaking Factor
TSC Tokamak Simulation Code
VDE Vertical Displacement Event
VUD Vertically Unstable Disruption
V. MAST- Specific Abbreviations
CC Centre column
CCBV Centre column Bv data
CCL Lower centre column
CCU Upper centre column
CS Central solenoid
DIV Divertor
DIVL Lower divertor
DIVU Upper divertor
IPX Visible camera data
P1 Poloidal field (PF) coil 1
P2 Poloidal field (PF) coil 2
P3 Poloidal field (PF) coil 3
P4 Poloidal field (PF) coil 4
P5 Poloidal field (PF) coil 5
P6 Poloidal field (PF) coil 6
P2L Lower P2 coil
P2U Upper P2 coil
P3L Lower P3 coil
P3U Upper P3 coil
V(P6) Voltage on MAST P6 coil
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