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ABSTRACT 
Eigenvalues and eigenvectors of a large sparse symmetric matrix A can be found 
accurately and often very quickly using the Lanczos algorithm without reorthogonali- 
zation. The algorithm gives essentially correct information on the eigensystem of A, 
although it does not necessarily give the correct multiplicity of multiple, or even 
single, eigenvalues. It is straightforward to determine a useful bound on the accuracy 
of every eigenvalue given by the algorithm. The initial behavior of the algorithm is 
surprisingly good: it produces vectors spanning the Krylov subspace of a matrix very 
close to A until this subspace contains an exact eigenvector of a matrix very close to 
A, and up to this point the effective behavior of the algorithm for the eigenproblem 
is very like that of the Lanczos algorithm using full reorthogonalization. This helps to 
explain the remarkable behavior of the basic Lanczos algorithm. 
1. INTRODUCTION 
The effectiveness of the Lanczos algorithm [l] in computing eigenvalues, 
and perhaps eigenvectors, of large symmetric matrices has led to consider- 
able interest in the algorithm and its properties; see for example [2] to [7], 
[lo] to [16]. Here we will extend the work in [2] and [4] to derive some 
properties of the algorithm which may help in the development and use of 
reliable computer programs, and also give more understanding of what is 
actually happening in such a computation and what can be expected, as well 
as more confidence in the reliability of the computed results. We will only 
consider the basic Lanczos algorithm, as opposed to any block version such 
as in [7], and we will not include any reorthogonalization, such as in [6]. 
The Lanczos algorithm can be considered as a way of producing a 
symmetric tridiagonal matrix and a set of vectors related to our given 
symmetric n X n matrix A. These can then be used to solve several different 
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problems. It was shown in [3] that some variants of the basic Ianczos 
algorithm do not work at all well, and that we need only consider the 
variants labeled Al and A2 in [4]. A rounding error analysis of A2 was given 
in [2], and the analysis for Al was given in [4], together with a summary of 
the results for A2. Although the bounds for Al were superior, the author had 
not then encountered computations showing any significant difference be- 
tween Al and A2. Much more testing and thorough work by Lewis ([5] and 
later personal communications) showed that Al was clearly superior in some 
very large problems, and from now on we will concentrate our attention on 
this variant. 
In Sec. 2 we will present the basic algorithm Al and summarize the 
results of the rounding error analysis given in [4]. In [3] it was suggested that 
the last elements of the eigenvectors of the tridiagonal matrix could be used 
to indicate how well the eigenelements of A were approximated, and in Sec. 
3 we will show that this approach always gives reliable information. As a 
result we can always obtain useful intervals containing eigenvalues of A, 
though at present we cannot determine multiplicities of eigenvalues without 
computing eigenvectors. An approach to determining multiplicities was 
suggested in [3], but the method of [6] would seem preferable. In Sec. 3 it 
will also be shown in what way the computed eigenvalues and eigenvectors 
from the Lanczos algorithm correspond to Rayleigh quotients of A; in 
particular it will be shown that the computed eigenvalues always lie between 
the extreme eigenvalues of A to within close to machine accuracy. 
In Sec. 4 we will indicate just how quickly the first few eigenvalues of A 
can be found. First we will show that we must obtain at least one very small 
interval containing an eigenvalue of A by the nth step. Next we will show 
that for the eigenproblem the algorithm behaves remarkably like the 
Lanczos algorithm using full reorthogonalization, at least until a very small 
eigenvalue interval is found. At this point several eigenvalues and eigenvec- 
tors of A are usually represented very accurately, and so the initial group of 
eigenvalues is found to near machine precision after about the same number 
of steps that the algorithm with reorthogonalization would take. This result is 
based on Krylov sequences and says little about orthogonality, and of course 
the algorithms with and without reorthogonalization behave quite differently 
as producers of orthogonal vectors. 
It has not been proven that all eigenvalues of A will eventually be given, 
whereas such knowledge would be important for some problems (see for 
example [13]). W. Kahan [14] has encountered cases where the initial vector 
is orthogonal to some eigenvectors, and even with rounding errors all 
computed vectors remain orthogonal to these, so the best we could hope to 
prove is that an eigenvector of A with a nonnegligible component in the 
initial vector will always eventually be found by the Lanczos process, with 
IANCZOS ALGORITHM 237 
perhaps some reasonable restriction on the dimension of the problem. 
Computations in [4], [13], and elsewhere in the literature support this 
possibility, as do the computations mentioned at the end of Sec. 4. 
2. THE ALGORITHM AND ITS ROUNDING ERRORS 
For a given n x n symmetric matrix A and nonzero n-vector b, k steps of 
the variant of the Lanczos algorithm we will consider here can be described 
as follows: 
,&=+(bTb)“2, (2.1) 
q:=b/P, (2.2) 
Ul. .=Av,, (2.3) 
and for j=I,2,..., k repeat steps (2.4) to (2.8): 
T ai:=viui (2.4) 
w.: =ui -ail.+ 
1 
(2.5) 
pi+l:= +(w;wy2, 
if &+i=O then STOP, 
“j+1. .=w&+1 
uj+l’ .=Avi+i -pi+ivj. 
(2.6) 
(2.7) 
(2.8) 
This algorithm is simple, elegant, and easy to program, and produces a 
sequence of vectors vi,. . . , ok and a symmetric tridiagonal matrix Tk, where 
we write 
V,; [vr,...,v& T$ (2.9) 
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In theory VkTVk= Z and pk+ r = 0 for some k < n, in which case each 
eigenvalue of Tk is an eigenvalue of A. But on a computer orthogonality is 
usually completely lost, and there need not even be a small pi+, in (2.6). 
Even so, the algorithm is amazingly effective, and it is our purpose here to 
show why this is so. 
A rounding error analysis of (2.1) to (2.8) was given in [4] for a floating 
point digital computer with relative precision E. The results will be used 
extensively here and for easy reference will now be summarized. Suppose A 
has at most m nonzero elements in any row and 
where I] * II without a subscript will always represent the 2-norm and I A I has 
elements I aii I, ai i being the elements of A. Tbe computed results were 
shown to satisfy 
AV,=V,T,+P,+,v,+,e,T+6V,, 
SV,=[6v,,...,6v,], Zk=[ e,,...,e,], 
(2.11) 
I v;vi- 11 <&n/2, i= 1,2 ,..., k+l, (2.12) 
whileforj=I,2 ,..., kwithp, LO, 
ll~~ill <a&,? (2.13) 
Pj+ll+j+ll<2%~ (2.14) 
lPjs+~p+Pi2,, -_IIAvijJ2] <4j(3q,+q)02. (2.15) 
It is assumed that 
pi+r#O, j=1,2 ,..., k; k(3q,+c1) < 1; 
.sn 2 2(n+4)e<+; si 2 2(7+mcr)e. (2.16) 
Here s0 and .si are twice the values given in [4], and by increasing the 
restriction on k here we could similarly decrease our error bounds. The 
existence of the bounds is far more important than the exact size of 
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the multiplicative constant. Note that n in (2.16) comes from vector inner 
products, while mo comes from matrix-vector multiplications. 
Perhaps the key to understanding the computational behavior of the 
Lanczos algorithm is an expression for the loss of orthogonality. It was shown 
in [4] that if R, is the strictly upper triangular matrix such that 
then 
(2.17) 
(2.18) 
where 6R, is upper triangular, and it can be shown that 
subscript F representing the square root of the sum of squared elements. 
Expressions of this form are messy, and in order to make the work a little 
more tractable and the results understandable, we will regularly simplify and 
thus weaken bounds. The important result is that the bounds exist, and since 
in many cases even tight bounds would not be approached in realistic 
examples, indications will be given where possible of the likely errors. If we 
define 
&a 2 fi max(6.s,,&,), (2.20) 
then (2.19) gives 
II 6% II F < kae, 9 (2.21) 
where we realize that for very large k the bound is effectively m kae,. 
This section has described one variant of the Lanczos algorithm and its 
rounding errors. The computed V, and Tk can be used in solving many 
problems involving A, and the results here can be used to analyse the 
methods used, but here we will restrict ourselves to the eigenproblem of A. 
We will assume that no further rounding errors occur; for example, we will 
assume the eigendecomposition of Tk is known exactly. The analysis will thus 
show the potential of the Lanczos algorithm for the eigenproblem. However, 
since we know the remaining computations are very well behaved, the 
analysis will in fact give us all the understanding we need. Chapter 9 of [2] 
also considers rounding errors in the remaining computations. 
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3. ACCURACY OF THE COMPUTED EIGENVALUES 
Here we will examine how accurately the eigenvalues of Tk will ap- 
proximate those of A, but to do this we first have to give a long series of 
definitions and results. Let the eigendecomposition of Tk be 
TkYck)= Yckdiag( py)), (3.1) 
where the orthonormal matrix Yck) has jth column ylk) and (i, j)th element 
n$f), and the eigenvalues are ordered 
(3.2) 
If pjk) is an approximation to an eigenvalue Xi of A, then the corresponding 
approximate eigenvector is zjk), the jth column of 
Z(k) & v,yW (3.3) 
We will need some properties of Tk. If vik), i = 1,. . . , k- 1, are the 
eigenvalues of the matrix obtained by deleting the (t + 1)st row and column 
of Tk, and ordered so that 
then it was shown in [8] that 
(Sl?l,i)‘= i6i(t+1,i,k)v 
i-1 
i#i 
lJ(t+ 1, j, k) 2 
1 
pLjk) - v/k) 
@) _ p$k) ’ 
i= 1,2,. 
p(A) - vy, 
I ’ 
Cl(k) _ CC(k) ’
i=j+ 1, 
(3.5) 
*a, i-1, 
. . . . k, 
(3.6) 
O<&(t+l, i, k) < 1, i= ,..., 1 i-l,j+l,..., k. (3.7) 
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Next if we apply Tk to an eigenvector of T,, t < k, 
then from [9,p. 1711 
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(3.8) 
DEFINITION 1. We will say an eigenvalue pp) of the t X t symmetric 
tridiagonal matrix Tt has stabilized to within S,, if for every k > t we know 
there is an eigenvalue of Tk within S,, of l.~v). We will say CL:) has stabilized 
when we know it has stabilized to within ykeuez, where y and 8 are small 
positive constants. 
We see from (3.9) that after t steps p!f) has necessarily stabilized to 
within S,,, and this quantity will be much used in the remaining analysis. 
Another useful result is obtained from (3.8) by multiplying it by ylk)r to give 
(3.10) 
A basic result is given by applying eigenvectors of Tk to each side of 
(2.18): 
(p(k) -p~))yp?l,yi(k) =/3k+IZjk%k+lgjj;) +,p, (3.11) 
Idk’l <km,, L, (3.12) 
from (2.21). If we take i=i, then 
Z!k)Tuk+I = - 
E!k) 
1 
(bk+‘k;)) ’ 
(3.13) 
so that with (3.9), zlk) is almost orthogonal to vk+i if we have not yet 
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obtained a small eigenvalue interval about CL?), and the eigenvector ap- 
proximation zi ck) does not have a smalI norm. The possibility of this eigenvec- 
tor approximation having a smaII norm also causes difficulty in showing that 
when pI (It) has stabilized then f;jk) is effectively an eigenvector of A. 
DEFINITION 2. We will say an eigenpair (p, 2) represents an eigenpair 
of A to within 6 if we know that 
It follows that if (p, z) represents an eigenpair of A to within S, then 
(EL, Z) is an exact eigenpair of A perturbed by a matrix whose e-norm is no 
greater than S, and if p is the Rayleigh quotient of A with z, then the 
perturbation will be taken symmetric [9, p. 1751. 
We see from (2.11) that 
(3.14) 
so from (2.12), (2.13), (3.9), and [9,p. 1711, if Ai are the eigenvalues of A, 
then 
minIA.-p(!)I< 
11 A~!~)-p(k) !k) )I 
’ ’ 'I 
i ’ 1 II Z(k) II I 
< 
Bkj(l+EO)+ki’%el 
]]z!k)]] ’ 1 
(3.15) 
and if 
]]z!k)]]Ll 
1 3 
(3.16) 
then (CL?), zjk)) represents an eigenpair of A to within about ski. Unfor- 
tunately computations carried out by the author indicate that (3.16) need not 
hold; in fact norms of lop6 have been observed on a computer with 
e&1()--11 
We see from (2.12) and (2.17) that 
IIZ!k)l12-1=2y!k)TRky~k)+y. 
1 1 
ck)rdiag( $ei- 1) ylk’, 
1 
(3.17) 
the last term on the right hand side having magnitude no greater than &a/2. 
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We use (3.13) to obtain the significant part of the (t+ 1)st column of RK: 
v,=u,+ 1= Y@)b, , 
,(U 
erTbtA _lr 
Pt+ 1771:) ’ 
(3.18) 
which with (3.10) and (3.5) gives 
(3.19) 
(3.20) 
k-l t J’) 
=-xc w 
t=1 r-1 Cl?) -cl’,‘;!, 
(3.21) 
i-l 
i#i 
ifs(r) 
The last equation has this form because t of the v,!~) in (3.4) are the 
eigenvalues p, . (t) The index s(r) indicates that the numerator of aSc,,(t+ 1, 
j, k) cancels with l/(py) --CL:)) in (3.20), and we know s(r)# j. These three 
equations give some useful insights. From (3.17), 11 zjk) 1) will be significantly 
different from unity only if the right hand sides of these last three equations 
are large. In this case (3.19) shows there must be a small &=flt+l [r&t)), and 
some 1-1, (t) has therefore stabilized. Equation (3.20) shows that some pv) must 
be close to py), and combining this with (3.19) we will show that at least one 
such ~1, (t) has stabilized. Finally from (3.21) we see that there is at least one 
p(k) close to I, so that j_~(ik) cannot be a well-separated eigenvalue of Tk. 
Conversely if ~7) is a well-separated eigenvalue of Tk, then (3.16) holds, and 
if j.+ ck) has stabilized, then it and z/‘) are a satisfactory approximation to an 
eigenvalue-eigenvector pair of A. We will now quantify these results. 
We note from (3.12) and (2.21) 
(3.22) 
r=l r=l s=l 
and using the Cauchy-Schwarz inequality, 
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In a similar manner (3.21) with (3.7) gives 
1 y!km,yjk) 
k 5’2ue 
1 ) < 2 6 ‘I2 ’ min _ 1 p,(h) 
i#i 1 
p(b) 
’ 
1 
which is a weak bound, but shows that if 
min]pLjk)--\k)] > k5j2ae2, 
i#j 
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(3.24) 
(3.25) 
then 
0.42 < I] zik) ]I < 1.4, 1 (3.26) 
with obvious implications for (3.15). Just as in (2.21), we can effectively 
replace .s2 by fi sr when k is very large, but it will still give a very 
conservative result. Note from (3.3) and (2.12) that 
(3.27) 
It was also proven in [2, pp. 122- 1261 that if I, . . . , p$!>, are s + 1 eigenval- 
ues of Tk which are close to each other but separated from the rest, then 
(3.28) 
i-i 
This result was proven for a different variant of the Lanczos algorithm, but 
will also hold here with “separated” interpreted similarly to (3.25). The proof 
is too lengthy and awkward to reproduce here, but the result has an 
interesting possible explanation. It is possible to have several close eigenval- 
ues of Tk corresponding to one simple eigenvalue of A; if this is the case 
here, then the columns of 
z,: [ zjk),..., z$‘s] (3.29) 
will all correspond in some sense to one eigenvector z of A having zr.= 1. 
Ideally ZS=.zeT where e is the vector of ones, but because of the inde- 
terminacy of eigenvectors corresponding to equal eigenvalues we apparently 
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obtain 2, Gze’Q for an “arbitrary” orthogonal matrix Q. This still gives 
(3.28), yet any particular column of 2, can have arbitrarily small norm. 
So far the results here have been parallels of results in [2] and [4], but we 
now give a new one. 
LEMMA 3.1. Let Tk and V, be the result of k steps of the Lanczos 
algorithm in Sec. 2 with (2.16) and (2.20), and let R, be the strictly upper 
triangular matrix defined in (2.17). Then for each eigenpair ( pjk), y/“)) of Tkr 
using the notation of (3.1) and following, there exists a pair of integers (r, t ) 
with l<r<t<ksuch that 
Proof. For r < t < k write, using (3.10), 
Yet : (p,, #) -lyy y!” 
[ 1 dk!l *I = 0 p(,e -p(f) ’ I r 
so with (3.19) and (3.20) 
k-l t 
y;k)TRkyjk)= - x .Il$Yl,/ 2 yrt&$ 
t=1 r=l 
(3.30) 
(3.31) 
where e is the vector with every element unity, C is upper triangular with 
(r, t) element y,r~$:), and rj contains the last k- 1 elements of yf k). Letting E 
be the (k - I)-square matrix with ( r, t ) element E!:) and combining this with 
(3.22) gives 
(y!k)TRky!k)) < ]]C’e]] <k’/2JjCI(F 1 1 (3.32) 
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where we take the particular T and t giving the maximum. For this r and t, 
(3.30) then gives the desired results 
(333) 
COMMENTS. Bounds proportional to k 3/2 have been found for each of 
these expressions individually, but the author has been unable to show that 
one (T, t) pair must satisfy both these tighter bounds simultaneously. The 
present expressions show that if 11 zlk) 11 is significantly different from unity, 
then for some t < k there is an eigenvalue of < which has stabilized and is 
close to pi . ck) This will be used to prove that stabilized eigenvalues of Tk are 
always close to eigenvalues of A, and so the Lanczos process does not 
produce any “spurious” eigenvalues. 
THEOREM 3.1. Zf, with the conditions and notation of Lemma 3.1, an 
eigenvalue py) of Tk is stabilized so that 
then for some eigenvalue A, of A 
IA -,~(.+z(k+l)~ae~. s 1 
Proof. (i) Suppose (3.35) holds. If 
1 y~W~~kyfk) I<? - “0 
1 8 2’ 
(3.36) 
(3.37) 
then from (3.17) 
Ilz!q >+, I (3.38) 
and using (3.15), (2.20), and (2.16), it follows that (3.36) holds. The other 
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possibility is that (3.37) is false, and then we take i= 1 and write 
tl=k, r,=i. (3.39) 
(ii) In this case we know from (3.33) and (3.34) in Lemma 3.1 that there 
exist positive integers ri + 1 and ti + 1 with 
such that 
<lb t&l&,. (3.41) 
If the equivalent of (3.37), and so (3.38), holds for ( T,+~, t +l), then for some 
eigenvalue X, of A 
jh s -&.+;‘I <(TEs[2ti t~(1+Eo)+(2t,+l)1’2], (3.42) 
which gives 
< (I&2 
13ti ti” 
6 
+(2ti+,y2+ti i t; 
p-1 I 
<(k+ 1)3ae2, (343) 
as required by (3.36), this last following from (3.39) and (3.40). If the 
equivalent of (3.37) does not hold, then we replace i by i+ 1 and return to 
(ii). 
We see that Ti = (pi, yi’) = 1, so that zf) =ui certainly satisfies (3.38), 
proving that we must encounter an (q+ i, ti+ 1) pair satisfying (3.38), which 
completes the proof. n 
COMMENT. It is clear from the derivation that (3.36) is not at all tight 
for realistic problems and is no indicator of the obtainable accuracy using the 
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Lanczos algorithm. In practice well-separated eigenvalues of A are usually 
given with an error no worse than km times a small constant. The following 
shows we have an eigenvalue with a superior error bound to (3.43), and that 
we also have a good eigenvector approximation. 
COROLLARY 3.1. Zf (3.35) holds, then for the find (r, t) pair in Theorem 
3 1 (/.~y),V,y!‘)) is an exact eigenpair for a matrix within 5t2ac, of A. * 9 
Proof. Theorem 3.1 shows that if there is a j, 1 < j < k, such that (3.35) 
holds, then there exist r and t, 1 < T < t < k, such that 
6,,<~t2uE2,11Z!f)I)>~, (344) 
and both 11:) and ~7) are close to the same eigenvalue of A. It follows from 
(3.14) that 
(A+SA!~))~!~)=I_L!~)Z!~), (3.45) 
(( aA 11 < 5t20e2, r 
so .z!‘), which lies in the range of V,, is an exact eigenvector of a matrix very 
close to A, and yf) is the corresponding exact eigenvalue. n 
COMMENT. This is clearly also the result we obtain for a stabilized, 
well-separated eigenvalue of Tk, where the exact meaning of these terms is 
given in (3.35) and (3.25) respectively. 
We now consider the accuracy of the Z.L~) as Rayleigh quotients. Without 
rounding errors p, C&j is the Rayleigh quotient of A with zik), and this gives the 
best bound from (3.14) and (3.15) with E= 0. Here (3.13) and (3.14) combine 
to give 
z!k)TAz(k)-~~)~jk)T~jk)= -~f;)++)~($V~yf~), 
I 
(3.46) 
so that if (3.16) holds, then 
p(k). In fact, if (3.25) holds, 
ZJ~) is remarkably close to the Rayleigh quotient 
1 
then 
1 pjk) -p(F) I< Bkm,. 
1 
(3.47) 
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If (1 zjk) ]I is small, then it is unlikely that pJk) will he very close to pjk), but 
this is because a small z(k) will probably have a relatively large rounding 
IV error component and so pi will probably be inaccurate. On the other hand, 
(3.28) suggests that at least one of a group of close eigenvalues will have 
I] .z!~) ]I 2 1, and for this (3.47) follows. In fact (3.20), (3.23), and an argument 
lik; that used in Theorem 3.1 show that every pjk) lies within k5/2ue2 of a 
Rayleigh quotient of A, and so with (2.16) and (2.20), all the py) lie in the 
interval 
A,,( A) - k5i2m2 < /if) <h,,(A) + k5’2ue2. (3.48) 
This is different from (3.36) in that here we do not require pfk) to have 
stabilized. 
To complete this section we emphasize that whatever the size of Ski, the 
eigenvalue !I”) of Tk with eigenvector y/k) has necessarily stabilized to 
within Ski = Pk+l]elyi(k)]. If ~7) is a separated eigenvalue of Tk, so that 
(3.25) holds, then it follows from (3.26), (3.14), and (3.15) that the eigenpair 
(3.49) 
represents an eigenpair of A to within 
2.5( ski+ k”2ael), (3.W 
and apart from reducing the constant to about unity, this is about all we can 
say. But if pjk) is one of a close group of eigenvalues of Tk, so that (3.25) does 
not hold, then we have found a good approximation to an eigenvalue of A. 
For in this case either (3.37) holds, in which case (3.38), (3.14), and (3.15) 
show that (3.49) p re resents an eigenpair of A to within (3.50), or there exists 
l<r<t<ksuchthat 
as can be seen from Lemma 3.1. It then follows from Theorem 3.1 that ~7) is 
within [(k+1)3+fi k2] b&2 of an eigenvalue of A. As noted earlier, bounds 
like this last one are not at all tight. The ski and py) can be computed from 
Tk quite quickly (see [3]), and these results show how we can obtain intervals 
from them which are known to contain eigenvalues of A, whether 6,, is large 
or small. 
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4. CONVERGENCE OF EIGENVALUES 
Theorem 3.1 showed if an eigenvalue of Tk has stabilized to within 
ti k’ue,, then it is within (k + l)3ue, of an eigenvalue of A, no matter how 
many other eigenvalues of Tk are close, and Corollary 3.1 showed we had an 
eigenpair of a matrix within 5 k2ue2 of A. We will now show that eigenvalues 
do stabilize to this accuracy and give an indication of how quickly this 
occurs. 
It was shown in [2] that at least one eigenvalue of Tk must have stabilized 
by k = n. The argument is based on (3.13), which indicates that significant 
loss of orthogonality implies stabilization of at least one eigenvalue. In fact, if 
at step k 
6,,: /3j+11$)1 >ti k2a&,, l<i<i<k, (4-l) 
then we have with (3.18) and the bound (3.12) 
(4.2) 
and if ui > . * * > uk are the singular values of V,, then (2.17) and (2.12) give 
0.41< (Ik < Ul < 1.6. (4.3) 
Note that if (4.1) does not hold, then we already have an eigenpair of a 
matrix close to A, and many eigenvalues of A are usually given accurately by 
this time. If we now consider the yik) giving smallest Ski for Tk, we see from 
(3.18) and (3.12) that 
(4.4 
THEOREM 4.1. For the Lancws algorithm in Sec. 2, if n(3&,+&,) < 1, 
then at least one eigenvalue of T,, mu& be within (n+ l)3ue2 of an eigen- 
valueofthenxnmatrixA,andthereexistr<t<n~h thut(pv),,z!t)) (see 
(3.1) to (3.3) ) is an exact eigenpair of a matrix within 5 t 2ue 2 of A. 
Proof. If (4.1) does not hold for k = n, then an eigenvalue has stabilized 
to that accuracy before k= n. Otherwise (4.1) holds for k= n, so from (4.3) 
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V,, is nonsingular, and then (4.4) shows that for the smallest S,,, of T,, 
if n>2, since ]]Vzuk+rJ( >~7~(ju~+~ I( >0.4 from (4.3) and (2.12). The case of 
n- 1 is trivial, so at least one eigenvalue must have stabilized to within 
fi k’ae, by k = n, and from Theorem 3.1 this eigenvalue must be within 
(k+ 1)3ue2 of an eigenvalue of A. In fact Corollary 3.1 shows that there is an 
exact eigenpair (pv), 2:‘) ),~<t<n,ofamatrixwithinSt~u.s~ofA. W 
COMMENT. In [lo] Scott shows how to arrange a problem so that even 
without rounding errors no eigenvalue of A is given accurately until step 
k-n, and the above result seems to be all that can be said in the most 
general case. 
Having shown that the Lanczos algorithm gives at least one eigenvalue of 
A to high accuracy by k = n, we now show just how quickly we can expect to 
find eigenvalues and eigenvectors of A in practice. To do this we will first 
consider the Krylov sequence on which the Lanczos algorithm and several 
other methods are based (see [9]). For symmetric A one way of using k steps 
of the Krylov sequence is to form an n X k matrix V whose columns span the 
range of 
[ ul, Aq,..., Ak-'u,] (4.6) 
and use the eigenvalues of 
VTAVy=/STVy (4.7) 
as approximations to some of the eigenvalues of A. Clearly the Lanczos 
algorithm does just this in a very efficient way when there are no rounding 
errors. As k increases these approximations improve, and for the error-free 
case Kaniel [ll] obtained a priori bounds showing just how good these 
approximations can be: for many distributions of eigenvalues they can be 
very impressive. Kaniel’s results were essentially correct, but as the proofs 
were a little faulty they were reworked in [2]. 
Kaniel’s results therefore apply to the theoretical Lanczos algorithm. 
Here we will describe how in the presence of rounding errors the Lanczos 
method with full reorthogonalization closely approximates the theoretical 
method, and in what way the Lanczos algorithm without reorthogonalization 
does the same. 
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In the presence of rounding errors, k steps of a correctly programmed 
Lanczos algorithm with full reorthogonalization form k X k T and n X k V so 
that the columns of V span the exact Krylov subspace of A + SA starting with 
vi. A fairly sloppy analysis in [12] shows that for the algorithm there under 
mild restrictions on problem size, and taking k > 100 to give simpler bounds, 
]I 6A I] <(67+ 1.6m(u)k3’2as, (4.8) 
]]VTAV-V=VT]]< 1.02]]6A]] 
]]VTV-1 I] < 15k.s. 
(4-P) 
(4.10) 
As a result the Lanczos algorithm with full reorthogonalization forms Krylov 
subspaces for a matrix very close to A, and the eigenvalues of T are very 
close to those of (4.7). It thus approximates the error-free case nicely. 
We will now show in what way the ordinary Lanczos algorithm parallels 
these results. 
THEOREM 4.2. For k steps of the L,anc.ws algorithm in Sec. 2 with (2.16) 
and (2.20), and k such that (4.1) holds, the Lmwzos vectors span Kyle 
spaces of a matrix within (3k)‘j2ae2 of A. 
Proof. We have from (2.11) 
(4.11) 
where Tk+ i k is the matrix of the first k columns of Tk+l, so that with (4.3), 
(2.13), and (2.20), 
(4.12) 
Since Tk+ 1 is tridiagonal with nonzero next to diagonal elements, we see that 
for j<k+l, vi,..., vi span the same space as the first j Krylov vectors for 
A+8Ak starting with vl. n 
COMMENT. This important result says that until an eigenvalue of Tk_l 
has stabilized, i.e. while (4.1) holds, the vectors vi.. . . , vk+i we compute 
correspond to an exact Krylov sequence for a matrix very close to A. We 
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cannot in general find an equivalent symmetric perturbation &A, with a 
small bound, but this does not worry us too much, as even with complete 
reorthogonalization we can say no better, at least before an eigenvalue has 
stabilized - and the bound (4.8) is actually worse than that for (4.12). In 
fact the result (4.12) is better than we could hope for if we computed the 
Krylov sequence directly. As a result of this and (3.45), the Lanczos algo- 
rithm can be thought of as a numerically stable way (in the backward error 
analysis sense [9]) of computing a Krylov sequence, at least until the 
corresponding Krylov subspace contains an exact eigenvector of a matrix 
within 5k%e, of A. However, it can be shown that a Krylov subspace can be 
very sensitive to small perturbations in A. 
In the particular case here where Tk and V, are used to solve the 
eigenproblem of A, if we follow (4.6) and (4.7) we would like the eigenvalues 
and vectors of Tk to be close to those of 
VkTAV,y=~V,TVky, yTy= 1, (4.13) 
as we showed would be the case with full reorthogonalization. In fact with 
(4.1) holding, th e range of V, is very much what we would expect using full 
reorthogonalization, so the eigensolutions of (4.13) correspond closely to 
those we could obtain in the Lanczos method with full reorthogonalization, 
and would thus approximate the error-free case nicely. 
THEOREM 4.3. If V, comes from the Lanczos algorithm in Sec. 2 with 
(2.16) and (2.20), and (4.1) holds, then fix p and y in (4.13), (y,V,y) is an 
exact eigenpair for a matrix within 2.58 + 2 k’be, of A, where we have 
defined 
77LeekTy, &&+,1771. (4.14) 
Proof. Define 
r f AV,y-pV,y (4.15) 
where we make use of (2.11). Since from (4.13) VkTr= 0, 
(Tk-Pz)Y= -(v:vk)-‘V,‘(fik+1~Vk+1+6Vk~)r (4.16) 
(4.17) 
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where Pk is the projector orthogonal to the range of V,. But (4.4) gives with 
(2.12), (2.13), and (4.3) 
II vl?vk+l 11 <(3k)-“2 (4.18) 
iiPkvk+lll -Ok+1 k k+l=“:+lvk+l-2) 2-T Pv :+,vk(v,‘vk)-lv,Tvk+l~ 
(4.19) 
1-&O-2/k~)IPkZ)k+l((2~1+&E, 
IITII <S(1+Ea)+(k/2)%e2, 
0.41< I( V,y II < 1.6. 
(4.20) 
(4.21) 
(4.22) 
We then have from (4.15) 
(A-GA)V,y=~V,y, 6A L TyTVkT 
IIvkYii2 
II * II <2 56+2k”2ae llSAll,- IIVkYll * 29 (4.23) 
which completes the proof. 
If we now order the eigenvalues pL(ik) of Tk so that 
and in the remainder of Sec. 4 assume (4.1) is also true for i = k, then for any 
eigenpair of (4.13), Eq. (4.16) gives 
k”2ae,, 
k “‘m 2 
(4.25) 
66 
< 7k”2tx2+ -. 
(3k)‘j2 
(4.26) 
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In fact, for any t> k 
and combining this with (4.25), 
min Ipy) - p”I <7k”2u~2+S l+k3 
i 
[ ( !+E$)y2 
<7k’/2ae 2 (4.27) 
We can combine (4.26) and (4.27) to give 
rnin)p$‘)---(:)) < 14k’/20e2+2.56 if k>6, (4.28) 
i 
so that an eigenvalue of Tk close to y has certainly stabilized to about 2.56, 
where from (4.23) ~1 is within about 2.56 of an eigenvalue of A. 
These results go a long way towards explaining the excellent behavior of 
the Lanczos algorithm. When (4.1) holds with i < k, all the pairs (~1, V,y) in 
(4.13) could, apart from normalization, have come from k steps of the 
Lanczos algorithm with reorthogonahzation. From (4.23) we know that any 
pair (pL,Vky) represents an eigenpair of A to within about 2.56, where 6 is 
defined in (4.14). But (4.26) to (4.28) show that there is an eigenvalue ~$1 of 
Tk which is within about 6 of ~1 for k > 12, and has stabilized to about 2.56, 
and we know then that PC) is within about 3.56 of an eigenvalue of A. Note 
that for small k (4.26) does not say y and ~2) will be very close unless S is as 
small as a,,. 
It can also be shown that for each py) of Tk 
min Ij~-y(k)I< 
p in (4.13) 1 
66k, 
< 7k’/2aE + ~ 
2 (3k)“2 ’ 
(4.29) 
so that when we know (p?), Vkyl k)) represents an eigenpair of A to within 
about 6ki, we know there is a y of (4.13) within about ski of yJk), at least for 
k> 12. 
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These results say that until an eigenvalue has stabilized, the Lanczos 
algorithm behaves very much like the error-free process, or the algorithm 
with reorthogonalization. It may not have all its eigenvalues close to those in 
the latter processes, but the resulting eigenpairs will still represent those of A 
to within about the same amount, and (4.29) shows that the most stabilized 
eigenvalue of Tk is very close to an eigenvahre in these latter processes. 
These results help us to understand why in practice the algorithm will 
give several eigenvalues to machine precision in the same number of steps 
that the algorithm with full reorthogonalization takes. For example, using 
FORTRAN double precision on the IBM 360 at McGill University in 1976, 
Nabil Rafla took 
5 -4 1 
-4 6 -4 1 
A ’ _ 
100X100- 
-4 6 -4 I . 
1 -4 6 -4 1 
1 -4 6 -4 
1 -4 5 
and applied the algorithm with and without reorthogonalization. For ui = e, 
neither algorithm gave any eigenvalues of A to machine accuracy until step 
78, but by step 85 both had given 42 eigenvalues of A to machine accuracy. 
Then the algorithms diverged, the one without reorthogonalization only 
finding 62 eigenvalues of A in 100 steps, and taking 350 steps to find all the 
eigenvalues of A. This is perhaps a biased example in that high precision was 
used and it took many steps before the first eigenvalue stabilized. With or 
the vector of ones, normalized, the first eigenvalues stabilized at k-40 and 
the algorithms diverged at k= 50 when both had found 32 eigenvalues to 
machine accuracy. At k= 100 the basic algorithm had only found 46, and the 
first repeated eigenvalue appeared at k= 110. All eigenvalues of A were 
given by k = 400. 
It is hard to imagine there being a better algorithm than the basic 
Lanczos algorithm when only a few eigenvalues of a large sparse symmetric 
matrix are needed, and these eigenvalues are among the early ones to be 
found, as will often be the case. Even when all the eigenvalues are required 
the algorithm can be surprisingly effective; see for example [13]. 
It should be a straightforward exercise to show that the behavior de- 
scribed here also holds for the skew-symmetric case, and that much of the 
good behavior carries over to other more general problems (see for example 
[15]). Section 4 of [16] indicates the relationship in finite precision between 
the Lanczos algorithm and the method of conjugate gradients, and the 
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results here could help in analyzing that method, though this may not be an 
easy task. The author has found the variant of the conjugate gradients 
method in Sec. 4 of [16] to be very reliable. 
Finally the author would like to point out once more (see [2] and [4]) that 
he is convinced that the expression (2.18) with the bound (2.21) will play an 
important role in the realistic analysis of any algorithm based on the Lanczos 
method, and this of course includes the conjugate gradient methods. Here 
this expression and bound led to Lemma 3.1, and so to all the subsequent 
results. 
Talks with John Lewis, Beresfmd Par&t, and H&k van a!er Vorst were 
very helpful to the author. Nabil Raflu carried out many computer experi- 
ments that provided useful insights. The work was supported by Natural 
Sciences and Engineering Research Council of Canada Grant A8652, and was 
partly carried out while the author was on sabbatical from the Department of 
Mathematics, Imperial College, London, England, enjoying the hospitality of 
Mike Bernal and others in the numerical group. 
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