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En el trabajo desarrollado en la presente tesis fueron obtenidos los algoritmos de fil-
trado y control óptimos para sistemas de Itó-Volterra, sistemas polinomiales de tercer y 
cuarto grados, y sistemas bilineales, en todos los casos anteriores, con observaciones con-
tinuas en el tiempo, y además con observaciones discontinuas para el caso de los sistemas 
de Itó-Volterra. También se trabaja con el caso en el cual el proceso es no observable, 
tanto en los sistemas de Itó-Volterra, así como en los sistemas polinomiales, obtenien-
do los algoritmos del controlador, mediante la aplicación de los principios de dualidad y 
de separación. En el caso de los algoritmos de filtrado, control y controlador polinomial 
obtenidos, se realiza una aplicación a un sistema automotriz, en la cual se compara la 
eficacia de estos algoritmos con respecto a los algoritmos del filtro lineal de Kalman-Bucy. 
Por último, se obtienen los algoritmos d$ filtrado para sistemas bilineales, para los cuales 
se presenta una aplicación a un reactor de polimerización en la cual se compara la eficacia 
de los algoritmos de filtrado obtenidos, con los lineales (de Kalman-Bucy). Los algoritmos 
de filtrado presentados en este trabajo, son obtenidos matemáticamente y su eficacia es 
mostrada mediante simulación en MatLab 6, versión 1.2. 
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Dentro de la calidad y la mejora continua va implícita la palabra filtrado, como algo 
que permitirá eliminar lo no deseado y mejorar de esta manera la calidad. Los ruidos, 
presentes en todos los procesos (químicos, biológicos, mecánicos, etc.) causan disturbios, 
los cuales afectan al proceso y por lo tanto a los resultados del mismo. En este trabajo 
se estudia el caso particular de procesos con la presencia de disturbios con la forma de 
ruidos blancos Gaussianos. El deseo es eliminar o minimizar los disturbios presentes en 
los procesos. Este aspecto de la calidad es estudiado por la teoría de control para procesos 
estocásticos y en específico, por la teoría de filtrado. En esta tesis se elaboran algoritmos 
de filtrado y control óptimo partiendo del método de mínimos cuadrados, el cual ofrece las 
condiciones mediante las cuales se podrá minimizar el error, para procesos representados 
por sistemas de ecuaciones polinomiales de grados tres y cuatro, ya que hay algunos 
procesos técnicos, químicos, que son representados por sistemas de ecuaciones de grados 
no lineales y no se cuenta con los algoritmos correspondientes. 
1.2. Antecedentes : i 
Ya que en este trabajo es presentado el control y el controlador para sistemas de Itó-
Volterra, se presentarán primero algunos antecedentes al respecto, y posteriormente se 
tratarán los referentes al filtrado polinomial. Los problemas de filtrado y control óptimos, 
para sistemas dinámicos con retardos, los cuales representan un caso particular de los 
sistemas integrales discontinuos, han sido estudiados desde diferentes puntos de vista 
(ver, por ejemplo, [34],[35],[1]). La aplicación de los sistemas dinámicos con retardos se 
puede apreciar en conceptos de economía global [40], modelos de mercado [43], sistemas 
técnicos [32] y otros. El italiano Vito Volterra (1860-1940), en los años 20, elaboró un 
modelo matemático de la coexistencia entre dos poblaciones ecológicas para analizar las 
variaciones cíclicas observádas en las poblaciones de tiburones y los peces que les sirven 
de alimento en el mar Adriático, el cual concluyó con la ecuación integral (la cual puede 
o no, ser reducida al caso de una ecuación diferencial). En [57] se puede apreciar el caso 
particular de la integral de Volterra, en el cual se trabajó para obtener los algoritmos de 
control y filtrado. Esta ecuación, combinada con la integral estocástica de Itó, dió paso 
a la integral estocástica de Itó-Volterra, la cual es tratada en esta tesis. En 1979, fueron 
realizados los primeros trabajos sobre existencia y unicidad de la ecuación de Itó-Volterra, 
por K. It [45]. En 1980. Balakrishnan [4] realizó las primeras aplicaciones de este modelo 
a la teoría de control óptimo. En 1985, Kleptsina y A. Yu. Veretennikov [51] establecieron 
el procedimiento para obtener el filtro óptimo del proceso descrito sobre observaciones 
continuas de una ecuación reducible a una ecuación diferencial en el caso escalar. Un año 
más tarde, L. E. Shaiket [74] presentó el resultado para el caso vectorial. Finalmente, en 
[67],[65], se sentaron las bases necesarias para el análisis de filtrado sobre observaciones 
discretas-continuas. En este trabajo se presenta el control y el controlador óptimos para 
sistemas de Itó-Volterra con observaciones continuas y discretas en el tiempo. El principio 
de dualidad [56] establece la utilización dé la estructura de la matriz de ganancia óptima Í 
del problema de filtrado dual como la matriz de ganancia en el problema de control, tal 
como se hizo para sistemas diferenciales estocásticos en [47], [46]. Como un resultado, la 
ley de control óptima y la matriz de ganancia son obtenidas primero en el caso general en 
la ecuación de estado de Itó-Volterra, donde la matriz de ganancia satisface la ecuación 
de Riccati, la cual depende de dos variables de tiempo, como la función matricial de 
correlación cruzada en el problema dual (ver [26] [27]). También es presentado el caso 
de la planta dinámica, gobernado por una ecuación diferencial, en el que la función de 
correlación cruzada coincide con la varianza como puede verse en [25]. En esta situación, 
la varianza y la matriz de ganancia satisfacen ecuaciones de Riccati, las cuales dependen 
solo de una variable, el tiempo, similarmente a la varianza en el problema de filtrado para 
procesos dinámicos sobre observaciones de Itó-Volterra [25], [22]. 
Las ecuaciones del controlador para sistemas de Itó-Volterra con estado discontinuo so-
bre observaciones discontinuas son obtenidas usando el procedimiento del filtrado [26],[27], 
en las cuales, derivando las ecuaciones de filtrado sobre observaciones discontinuas, se 
conocen las ecuaciones de filtrado sobre observaciones continuas, como un caso particu-
lar, y a partir de ellas, son obtenidas en este trabajo las ecuaciones de los algoritmos de 
control óptimo como un resultado dual del filtro óptimo, para sistemas de Itó-Volterra en 
el Capítulo 3, con observaciones lineales continuas y discretas en el tiempo. 
El inicio de la teoría de filtrado se remonta al año 1949, cuando N. Wiener [77] estu-
dió los problemas de filtrado de sistemas bajo la presencia de ruidos blancos Gaussianos. 
Wiener utilizó técnicas de interpolación y extrapolación sobre series estacionarias en el 
tiempo y a este método se le conoce como Filtrado de Wiener. Rudolf Emil Kalman 
(1930) elaboró en 1958 una aproximación del modelo basado en el problema de filtrado 
de Wiener, siendo conocido como el Filtro de Kalman [47] . En 1961, R. E. Kalman y R. 
S. Buey [46] presentaron una nueva aplicación a la teoría de filtrado, la cual se conoce 
como el Filtro de Kalman-Bucy. Los trabajos en [47] y [46] desarrollaron el concepto de 
filtrado para sistemas lineales en tiempo discreto y en tiempo continuo respectivamente. 
Posteriormente, la generalización del caso lineal al no lineal, fue hecha por P. Frost y T. 
Kailath [41] en 1971, utilizando el mismo esquema del filtrado lineal. ^ 
La solución general al problema de filtrado óptimo para el estado no lineal y ecuaciones 
de observación con presencia de disturbios representados por ruidos blancos Gaussianos fue 
obtnida ppr Kushner (53]en 1964.La solución que obtuvo Kushner se basa en la densidad 
condicional de un estado no observable con respecto a las observaciones. Más tarde se 
obtuvo el filtro finito dimensional no lineal para otros casos, por ejemplo, cuando el vector 
de estado puede tomar solo un número finito de estados admisibles [78], o si la ecuación 
de observación es lineal y el término drift en la ecuación de estado satisface la ecuación de 
Riccati df /dx + f2 = x2 (ver [29]). La clasificación completa de los casos generales en los 
cuales existe el algoritmo del filtro óptimo no lineal de dimensión finita es dada en [79]. 
En 1977 fue planteada la forma abstracta para funciones de densidad de probabilidad 
condicional que se establece en el Teorema de Correlación de Procesos Gaussianos por R. 
S. Liptser y A. N. Shiryayev en [60]. En el artículo [62] de S. K. Mitter (1996) se puede 
encontrar .más información referente a teoría de filtrado. 
En 1995, en [67] se elaboraron los algoritmos de filtrado Minimax sobre observaciones 
continuas y discretas, obteniendo vibrosoluciones de las ecuaciones diferenciales en dis-
tribuciones con tiempos discontinuos. 
En forma similar fue resuelto el problema de control óptimo o regulador óptimo para 
el estado de sistemas lineales durante los años 60s. [56], [39]. La función de control óptimo 
para sistemas no lineales se obtiene usando el principio general de máximo [70] o partiendo 
de programación dinámica [28] sin embargo, en estos trabajos, no se establece una forma 
específica de control óptimo. Hoy en día, tomando en cuenta que el problema de control 
óptimo en el caso lineal puede ser resuelto mediante la aplicación del principio de dualidad 
a la solución del problema de filtrado óptimo, en este trabajo se presenta la aplicación de 
este principio al caso de obtención del control para un sistema polinomial, con entrada 
de control lineal, usando el filtro óptimo para sistemas polinomiales sobre observaciones 
lineales. Los resultados obtenidos en virtud del principio de dualidad están basados en los 
resultados obtenidos por Bellman en 1957 [28], Pontryagin, Boltyanskii, Gamkrelidze, y 
Mishchenko [70] en 1962, y por Pugachev en 1984 [72] y [71] respectivamente, y pueden 
ser verificados rigurosamente usando estas referencias. Aplicando el principio de dualidad 
a un caso polinomial, por medio de la dualidad física se tiene que si el filtro óptimo existe 
en forma cerrada, el regulador óptimo existe en forma cerrada, y viceversa. 
El problema del controlador para una ecuación de estado lineal, no presenta una aplicación 
muy amplia, ya que, por ejemplo, los procesos químicos son descritos por ecuaciones 
cuadráticas [64]. El principio de separación para sistemas polinomiales con observaciones 
lineales y criterio cuadrático es establecido en la misma forma que en el caso lineal [56]. 
En este trabajo este principio es aplicado a sistemas.polinomiales de tercer grado con 
observaciones lineales y criterio cuadrático a minimizar, para los cuales ya existen el filtro 
y control óptimos [7]. 
1.3. Motivación 
La motivación para la realización de este trabajo radica en la importancia de filtrar 
señales que contienen ruidos en cualquier proceso y la necesidad de desarrollar algoritmos 
para la elaboración de filtros y controles óptimos que permitan trabajar con sistemas poli-
nomiales de grados 3 y 4. ya que muchos procesos (principalmente químicos y petroquími-
< 
eos) se representan mediante este tipo de ecuaciones y no se contaba con los algoritmos 
de filtrado y control correspondientes. Ya que no se contaba con las bases matemáticas 
necesarias, como son las técnicas de filtrado óptimo para sistemas polinomiales y para 
sistemas de Ito-Volterra. Además, algunos procesos son representados por medio de las 
ecuaciones de Ito-Volterra, para las cuales no se contaba con los algoritmos de filtrado y 
control óptimos y en esta tesis se hace el desarrollo de éstos para el caso de observaciones 
continuas, y discontinuas (con retardos en el tiempo) y el caso mas simple, las ecuaciones 
para la planta dinámica. 
1.4. Aportaciones 
A continuación son presentadas las aportaciones de esta tesis. 
1.4.1. Control Optimo en Sistemas de Ito-Volterra 
El contenido de este trabajo es basado en la obtención previa del filtro óptimo para 
sistemas de Ito-Volterra, presentado en [26], [27], en los cuales es obtenido el filtro óptimo 
para sistemas de Ito-Volterra, con observaciones continuas y discontinuas. En este trabajo 
se presenta el control óptimo en sistemas de Ito-Volterra, para observaciones continuas 
y discontinuas, así como los algoritmos de control óptimo con observaciones continuas y 
discontinuas, partiendo de las ecuaciones para la planta dinámica (cuando el integrando 
de la ecuación integro-diferencial depende de una sola variable). Los resultados de este 
capítulo se publicaron en [6], [16]. 
1.4.2. Controlador Optimo para Sistemas' no Observables de Itó-
Volterra 
Cuando el proceso es no observable, es necesario considerar los algoritmos del filtro 
[26], [27] y control [6] óptimos ya obtenidos, para elaborar un controlador [8], aplicando el 
principio de separación para sistemas integrales, el cual es establecido en la misma forma 
que en las ecuaciones diferenciales dinámicas [56]. Los algoritmos son obtenidos para 
observaciones continuas y discretas y además se presentan estos casos para las ecuaciones 
de la planta dinámica (cuando el integrando de la ecuación integro-diferencial depende de 
una sola variable). Los resultados de este capítulo se publicaron en [8], [15]. 
j 
1.4.3. Filtrado Optimo en Sistemas Polinomiales 
Considerando que ya han sido elaborados los algoritmos de filtrado cuando las ecua-
ciones de estado son lineales, con tiempo continuo y observaciones lineales, por Kalman 
y Buey [46], y siendo planteado el caso general de los algoritmos de filtrado por Kushner 
[53], y considerando la existencia de los algoritmos de filtrado para el caso cuadrático y 
observaciones lineales, obtenidos por Basin [5], en este trabajo son presentados los algo-
ritmos de filtrado para el caso en el cual las ecuaciones de estado son polinomiales de 
tercer y cuarto grados, y además es realizada una aplicación donde se muestra la eficacia 
del filtro polinomial respecto al filtro lineal. Los resultados de este capítulo se publicaron 
en [7], [13],[14], [18], [21]. 
1.4.4. Ecuaciones del Filtro para Ecuaciones de Estado 
Biiineales 
Múltiples procesos (por ejemplo, los de polimerización) son representados mediante 
ecuaciones de estado biiineales, con observaciones lineales, donde éste es el caso general, 
(siendo el caso cuadrático un caso particular de éste) y no se contaba con los algoritmos 
de filtrado correspondientes. En este trabajo son obtenidos los algoritmos de filtrado para 
el caso de ecuaciones de estado biiineales, con observaciones lineales y se presenta una 
aplicación a un reactor de polimerización, mostrándose su eficacia respecto al filtro lineal. 
Los resultados de este capítulo se publicaron en [11], [17], [19], [20]. 
1.4.5. Control Optimo en Sistemas Polinomiales 
Una vez obtenidas las ecuaciones de filtrado óptimo para sistemas polinomiales de ter-
cer grado, con observaciones lineales [7], aplicando el principio de dualidad, son obtenidas 
las ecuaciones del control óptimo para sistemas polinomiales de tercer grado, con ob-
servaciones lineales [11]. [12]. Se presenta una aplicación a un sistema automotriz [63], 
representado por un sistema de ecuaciones no lineales y con observaciones lineales, donde 
se puede apreciar la eficacia del control polinomial óptimo respecto al lineal. Los resultados 
de este capítulo se publicaron en [7], [11], [12], [18]. 
1.4.6. Controlador Optimo en Sistemas Polinomiales 
Cuando el proceso es no observable, es necesario considerar las ecuaciones de los algo-
ritmos de filtrado óptimo, previamente obtenidas [7], el principio de separación para sis-
temas polinomiales, y reformular el problema para obtener un controlador óptimo para sis-
temas polinomiales con observaciones lineales y tiempo continuo (ver [9], [10]). Además, se 
verifica la eficacia de este controlador polinoraial, respecto al controlador lineal, mediante 
una aplicación al mismo sistema automotriz que se utilizó en el filtro y en el control 
óptimos. Los resultados de este capítulo fueron sometidos para su publicación en [9],[10]. 
1.5. Organización de la Tesis 
En el Capítulo 2 se presenta una síntesis de la teoría de probabilidad, teoría de análisis 
funcional, procesos estocásticos, ecuaciones de Itó-Volterra, teoría de filtrado, teoría de 
control, y teoría de vibrosoluciones, necesarias para dar al lector una idea de los conceptos 
en los que se fundamentan los resultados obtenidos, así como las referencias en las que 
se sustenta la base teórica de los mismos. En el Capítulo 3 se presenta la obtención de 
las ecuaciones de control óptimo para sistemas de Itó-Volterra, con observaciones lineales, 
para el caso de observaciones continuas y discontinuas, y en la planta dinámica, partiendo 
de las ecuaciones de filtrado óptimo obtenidas previamente y aplicando el principio de 
dualidad. Además, se presenta una aplicación de estas ecuaciones de control óptimo al 
movimiento de un misil con motores jet e impulsivos. En el Capítulo 4 se presenta el caso 
del controlador óptimo para las ecuaciones de Itó-Volterra, con observaciones lineales, con 
los casos de observaciones continuas, y discontinuas. Finalmente, se presenta el controlador 
para la planta dinámica, también con observaciones lineales, continuas y discontinuas y 
una aplicación al movimiento de un misil con motores jet e impulsivo y velocidad no 
observable. En el Capítulo 5, tomando como base la existencia de los algoritmos de filtrado 
óptimo para ecuaciones de estado lineales y cuadráticas, son obtenidos los algoritmos de 
filtrado para ecuaciones de estado polinomiales de tercer y cuarto grados con observaciones 
lineales y continuas; además, se presenta una aplicación de estos algoritmos de filtrado 




El contenido de esta sección fueron tomados de las siguientes referencias bibliográficas: 
Probabilidad y Estadística [72], [71], Ecuaciones Estocásticas [71], La Teoría de Filtrado 
Óptimo, [2], [47], [46], [71], Teoría de Control Óptimo [39], [58], [59], [56], y Teoría de 
Vibrosoluciones [67], [50], [66]. 
2.1. Probabilidad y Estadística 
2.1.1. Conceptos Básicos 
Def in ic ión La observación de algún fenómeno bajo algunas condiciones y acciones, la 
cual es realizada en un período de tiempo, repitiendo un experimento dado, es llamada 
una prueba. 
Def in ic ión Una característica cualitativa de una prueba consiste en registrar si los 
resultados de un experimento presentan algún efecto o no. Este efecto es llamado evento. 
Def in ic ión Una característica cuantitativa de una prueba consiste en determinar los 
valores de algunas variables obtenidas como un resultado de una prueba. Cada una de 
estas variables supone diferentes valores, los cuales son imposibles de predecir. A estas 
variables se les llama variables aleatorias. Los valores específicos que toma una variable 
aleatoria son llamados valores simples o realizaciones de la variable aleatoria. 
Def in ic ión La proporción del número de apariciones de un evento respecto al número 
total de pruebas es llamada la frecuencia del evento. Así, si un evento aparece m veces en 
n pruebas, entonces la frecuencia en esta serie de pruebas es igual a m/n. 
Def in ic ión Dada la estabilidad de la frecuencia de un evento, y suponiendo que a 
todo evento le es asociado un número, a este número se le llama la probabilidad de este 
evento. 
Esto es, el número P{Á) al cual tiende la frecuencia de A, cuando el número de experi-
mentos tiende a oo es la probabilidad del evento A. 
Def in ic ión Un evento elemental es aquel que no contiene sub-eventos, excepto el 
evento imposible (0) y a sí mismo. 
Def in ic ión El conjunto de todos los posibles resultados de una prueba, es llamado el 
espacio muestral y usualmente es denotado por Í2. 
Def in ic ión Sea Q un espacio muestral. Sea 2 un conjunto de subconjuntos de Q. E 
es llamada una u—álgebra si: 
• Para toda A¿ € E, A\ G E, donde A\ = {x € £ Ai,} es el evento complementario 
al evento Ai. 
• Si Ai, Ai, ... A n . . . . es una sucesión contable de elementos de E, entonces IJAn € E. 
• (f>e E. 
Def in ic ión Sea un espacio muestral y A un evento de E, la a—álgebra definida en 
Q. La función P{Á) es llamada probabilidad (o medida de probabilidad de A) si se cumplen 
las siguientes condiciones: 
- P(A) ^ 0; 
. P(Ù) = 1; 
• Si Ai>Á2,..- es una sucesión finita o infinita de eventos mutuamente excluyentes 
ATìA? = ^ P 3 1 3 , t Qdas i,j tales que i ^ j, entoncesiP^iU^LMíU---) = 
P(Al)+P[A2) + P{A3) + ... 
D e f i n i c i ó n Un espacio muestral Q con una álgebra o cr-álgebra dada de conjuntos E, 
y una probabilidad en E definida como una medida no negativa P(A), A € es llamado 
un espació de probabilidad y es denotado por (Í2, E, P). Así, el espacio de probabilidad 
sirve como un modelo matemático de algún fenómeno aleatorio en la teoría moderna de 
probabilidad. 
D e f i n i c i ó n Al conjunto de eventos, de los cuales es determinada su probabilidad, es 
llamado a-álgebra de eventos y es denotado por E. 
D e f i n i c i ó n Un conjunto contable de eventos {Ak} es llamado un conjunto completo 
de eventos si hasta el último de ellos aparece como resultado de una prueba. Es decir, los 
eventos A i , A n , n < oo, forman un conjunto completo si |J A¡. = O. 
D e f i n i c i ó n Si P{B) / 0, 5 6 S entonces la probabilidad condicional de algún evento 
A 6 E relativo al evento B es determinada por la siguiente fórmula: 
El evento A es independiente de B si P(A\B) = P(A), y además: 
P(Af)B) = P(A)P(B\A) = P(B)P(A\B) 
2.1.2. Variables Aleatorias 
Def in ic ión La a-álgebra de Borel es definida como la menor cr-álgebra que contiene a 
los abiertos de un espacio topológico. 
Def in ic ión Una variable aleatoria X es una función real cuyo dominio es fi y el cual 
es £ — medible, esto es, para cada número real x, {a; € < x} € E. 
Def in ic ión Un vector aleatorio es una función X : Í7 —> Rn tal que, para B € B(R n ) , 
X _ 1 ( B ) e S ; 
X = (Xi, X2, ..., X n ) 
donde 
{Xi < XUX2 < x2, xn < xn} e s,xí e R. 
Def in ic ión El valor de una variable aleatoria en algún punto dado u del espacio H 
(i.e. el valor que se supone cuando aparece un resultado de la prueba) es llamado una 
realización de esta variable aleatoria. 
Def in ic ión La probabilidad Px es llamada la medida de probabilidad o la distribución de 
la variable aleatoria A", y está dada por: 
. Px(A) = P(X e A) = P(X~1(A)),A € S 
Def in ic ión El espacio de probabilidad (R, B(R), Px) es llamado el espacio de probabilidad 
de la variable aleatoria X. 
Def in ic ión Sea P x la medida de probabilidad de la variable aleatoria X . La función 
Fxfa) = P(X e (—00,a;]) = Px{{—oo,x]) es llamada una función de distribución de 
la variable aleatoria X. 
Propiedades de la Punción de Distr ibución 
• Una- función de distribución es una función no decreciente, F : [—00,00] 1—• [0,1]. 
(Es considerado el intervalo [—00,00] ya que hay variables aleatorias que pueden 
tomar valores infinitos, y de esta manera quedan representadas. 
- F{-00) = 0; F(oo) = 1 
• F(x) es continua por la derecha, es decir F(x) = F(aM-). 
• La función de distribución de una variable aleatoria discreta con saltos en los puntos 
£1, x2: ... x n igual a.pi,p2>—,pN respectivamente y es constante en algún intervalo 
que no contiene alguno de los valores Xi,x2, ...xn, como la probabilidad del evento 
X < x no cambia si x varía en cada intervalo. Entonces, la función de distribución 
de una variable aleatoria discreta, es representada por una función escalón. 
• La función de distribución de una variable aleatoria continua es continua. 
• La función de distribución de una variable aleatoria continuo-discreta tiene puntos de 
discontinuidad xx, x2, ... x^ con saltos de longitudes pi, p2, ... pn respectivamente, 
y es continua y diferenciable en todos los otros puntos del eje numérico y su derivada 
vale cero. 
Diferenciando la fórmula anterior con respecto a £ en el caso de una variable aleatoria 
continua escalar y aplicando el Teorema Fundamental del Cálculo, se obtiene 
f(x) = F'(x), 
Prop iedades d e ia Función de Dis tr ibuc ión 
• Una función de distribución es una función no decreciente, F : (—00,00] 1—> [0,1]. 
(Es considerado el intervalo [—00,00] ya que hay variables aleatorias que pueden 
tomar valores infinitos, y de esta manera quedan representadas. 
- F(—oo) = 0; F(oo) = 1 
• F(x) es continua por la derecha, es decir .F(x) = F ( x + ) . 
• La función de distribución de una variable aleatoria discreta con saltos en los puntos 
£1, x2 , ... xh igual api,p25 - ; P n respectivamente y es constante en algún intervalo 
que no contiene alguno de los valores xi ,x2, ...xjv, como la probabilidad del evento 
X < x no cambia si x varía en cada intervalo. Entonces, la función de distribución 
de una variable aleatoria discreta, es representada por una función escalón. 
• La función de distribución de una variable aleatoria continua es continua. 
• La función de distribución de una variable aleatoria continuo-discreta tiene puntos de 
discontinuidad Xi, x2, ... xN con saltos de longitudes P\, P2, ... PN respectivamente, 
y es continua y diferenciable en todos los otros puntos del eje numérico y su derivada 
vale cero. 
Diferenciando la fórmula anterior con respecto a a: en el caso de una variable aleatoria 
continua escalar y aplicando el Teorema Fundamental del Cálculo, se obtiene 
f(x) = F'(x), 
siempre y cuando F(x) sea diferenciable en toda X. Así, la densidad de una variable 
aleatoria es la derivada Radon-Nikodym [71] Px respecto a la medida de Lebesgue [73] 
de su función de distribución. 
Def in ic ión El límite de la proporción de la probabilidad de la ocurrencia de una 
variable escalar aleatoria X en un intervalo [a;, x 4- Ax) con longitud Acc cuando Aa; —> 0 
es llamado densidad o densidad de probabilidad de la variable aleatoria X en el punto x. 
f ( x ) = l í m X < + A . ) = 
J V ' Ax—»0 Ax 
Prop iedades d e la D e n s i d a d d e Probabi l idad 
- f(x) > 0. 
• fZof(x)dx = 1 
• La densidad de Y = X + a evaluada en Y está dada por: 
,, * ,, P{y <X + a<y + Ay) P{y - a < X < y - a + Ay) 
f(y — a) = Iim t = lim 
' Ay Ay—>o Ay 
La probabilidad de ocurrencia de una variable aleatoria X en el dominio A es deter-
minada por la fórmula 
P{X G A) = J f(x)dx 
si la densidad f(x) es continua parte por parte y acotada en el dominio A. La función de 
distribución de la variable aleatoria X está dada por F(x) = P(X < x) . Utilizando la 
densidad, 
F ( » = P{-oo <X <x) = f f{u)du 
J —oo 
cuando X es una variable aleatoria continua escalar. 
T e o r e m a [72] El valor esperado de una función <¡>{X) de la variable aleatoria continua 




D e f i n i c i ó n La varianza de una variable aleatoria escalar es definida como 
o* = E(X - E{X))2 
Def in ic ión La esperanza condicional de una función dada <f{X) de una variable o 
vector aleatorio escalar X, dado el valor de una variable o vector escalar aleatorio Y, 
está dada por: 
poo 
E[p(X)\Y]= / (p(x)f(x\Y)dx, 
J —00 
donde f(\Y) es la densidad condicional de la variable aleatoria X, dada la variable aleato-
ria y . 
D e f i n i c i ó n Dado un vector aleatorio X , el momento de segundo orden está dado por 
Tx = EXXT y la matriz de covarianza es determinada por la fórmula 
Kx = EX°X0T 
donde -X"0 = X — mx y mx = EX. Además 
Tx = Kx + mxmx. 
Donde el * indica la tansposición de una matriz, cambiando sus elementos complejos 
por sus conjugados correspondientes. Para dos vectores aleatorios X y Y, la matriz del 
momento de segundo orden T^y y la matriz de covarianza cruzada KXY están dadas por 
las fórmulas 
VXY = EXYT, 
Kxy = EX°Y ovor 
Y además 
rXY - KXY + rnxmy. 
Def in ic ión Para los momentos centrales e iniciales de órdenes superiores, la fórmula 
Def in ic ión La función característica de una variable aleatoria X está determinada 
La dimensión de la variable A coincide con la dimensión de la variable X. 
P r o p i e d a d e s de la Función Caracter ís t ica 
• La función característica es continua y | g(A) |< 1,<?(0) = 1, </(—A) = <?(A), donde 
indica el conjugado. 
• La función característica es positiva definida, esto es: para algunos valores A1}..., Aat 
de una variable A y algunos números complejos £1, 
está dada por 
ixr = E{X0Y,ar = EXr,(r = 1,2,...) 
ar = an rn = EX?...X?, 
vr = vn = 
( | r | = ri + ... + r n , | r | e { l , 2 , . . . } ) . 
n ' 
por el valor esperado de la variable aleatoria e t x r x y es considerada como una función de 
la variable real A. Su fórmula está dada por 
N 
P><7=1 
• La función característica <72 (¿O de una variable aleatoria Y = AX + a obtenida 
corno el resultado de una transformación de una variable aleatoria X es expresada 
en términos de la función característica #i(A) de la variable aleatoria X por 
M = e*Ta9l(ATn) 
• La función característica de la proyección de un vector aleatorio en algún subespacio 
G es igual a la contracción de su función característica en este espacio. Si a = 0 y A 
es la matriz proyección en (7, entonces AT = A, AX = X para algún A 6 G y AX = 0 
para algún vector A ortogonal a G. 
• La función característica g(X) de la suma de variables aleatorias independientes 
Xi,..., Xn es igual al producto de sus funciones características gk{A), (k = 1, .. . ,n) : 
g{X) = Ylnk^gk{X). 
• Si Xi, ...Xn son variables aleatorias independientes, entonces la función característi-
ca correspondiente g(A), A = [Ai, ... An]T del vector compuesto aleatorio X = 
[ X f , ... X^Y es igual al producto de las funciones características gk{ Afc), (k = 1, . . . , ) 
de las variables aleatorias Xi, ..., Xn : 
: í H A ^ n ^ f A , ) . 
El inverso también se cumple. 
2.1.3. Convergencia de Variables Aleatorias 
D e f i n i c i ó n La sucesión o red de variables aleatorias {X r } , con valores en un espacio 
topológico, es llamada convergente casi seguramente (o con probabilidad 1) a la variable 
aleatòria X si la sucesión de las funciones {xr(o;)} converge a x(w) casi donde quiera en i 
O relativamente con la medida P. 
P{Xr ~^X)= P{u : Xr(u}) —i- = 1. (2.1) 
D e f i n i c i ó n La red de variables aleatorias converge en probabilidad a X si para 
algún e > 0 
lím P(\\XT - X\\ >e)= lim P(u> : | |ir(ai) - z(w)|| > e) = 0 (2.2) r—»ro t—»ro 
D e f i n i c i ó n Consideremos una red de variables aleatorias {^ r }> c o n valores en el 
espacio Q. Se dice que Xr converge en media cuadrada a la variable aleatoria X , XrmJ.X 
si 
E || X ||2,£ || Xr | |2< oo (2.3) 
y 
S | | X r - A : | | 2 - > 0 (2.4) 
cuando r —>• r0. La convergencia estocàstica es la más débil de las tres anteriores: 
(2.1) =>• (2.2) <= (2.4). 
2.1.4. Procesos Estocásticos 
D e f i n i c i ó n Un proceso estocàstico es una red de variables aleatorias, { X u t G T} , 
definidas sobre el mismo espacio de probabilidad, donde T es un conjunto de índices y Xt 
es una variable aleatoria para cada t. Xt también se denota por X(t) y los valores que 
esta variable aleatoria asigna al evento elemental ui se denotarán por X(t, u>). 
D e f i n i c i ó n Dado el proceso estocástico vectorial X ( í ) = [Xi( í i ) , ... X n ( í n ) ] , se define 
su función de densidad multidimensional f{x\,..., xn; ti,..., tn) como la densidad conjunta 
del vector aleatorio X(t) = [-Xi(í), ... X n ( í ) ] , la cual toma los valores de en 
los tiempos ¿i, ...,tn. 
Para el proceso estocástico vectorial X(t) con valores independientes, los valores de las 
variables Xtl, ...,Xtn son independientes para algún ¿i, ...tn 6 T y algún número natural n. 
Para la función aleatoria X{t) con valores independientes para n = 1 ,2 , . . . es presentada 
la siguiente relación 
fn{xi,...,xn;tu...tn) = fi{xi,ti)fi{x2,t2)...fi(xn,tn) 
Así, todas las distribuciones multi-dimensionales de una función aleatoria con los valores 
independientes es determinada únicamente por sus distribuciones uni-dimensionales. 
D e f i n i c i ó n Dado el proceso estocástico X( í ) , t 6 Ti, los conjuntos de funciones 
características uni-dimensionalgi(\-,t) y multidimensionalgn = gn(\i, ..., An; í l 5 ...tn), 
con los parámetros t y { ¿1, . . . , í n , } son determinados respectivamente por: 
ffi(A ,É) = E(e i xTx^ 
gn(A1( A2í .... An; tu .... t„) = = % ^ ^ 
D e f i n i c i ó n Las funciones del momento de segundo orden del proceso estocástico 
( X ( í ) } , t E Ti (matriz r^-(íi,¿2)) y la función de covarianza (matriz Kx(ti,t2) son 
determinadas por la siguiente fórmula: 
rx(tut2) = Ex(ti)x(t2y (2.5) 
Kx{tiM) = EX\h)X^{t2)* 
Además 
r>(íi,í2) = Kx(tl,t2) + mx(ti)mlr(t2), 
donde el * indica la transposición de una matriz, cambiando sus elementos por sus con-
jugados. El momento cruzado de segundo orden (matriz ¿2)) Y ta función de co-
varianza cruzada (matriz KXY(¿ii h)) para dos funciones aleatorias X(t),Y(t), t e 7\ son 
determinadas por 
rx(ti,t2) = EXltJY&y, (2.6) 
Kx(tut2) = EX\h)Y\t2)\ 
y además: 
rXy{ti,t2) = Kxy{tu t2) + mxit^m^ih). 
Análogamente, los momentos superiores para funciones reales, escalares aleatorias 
X(t), t G Ti, son determinados por las siguientes fórmulas 
a r ( í i , í 2 , - í r ) = E X f o Y . - X i t r ) = ( 2 . 7 ) 
/
oo /»co 
/ xi...xrfr(xi, ...xr; t\...tr)dx]_...dxr co J —00 
l¿r(tl,...tr) = EX°(t1)...X0(tr) = 
/
co roo 
/ [Xi -m^íi)]...^ - ?7ir{tr)}fr{xi,...xr;ti...tT)dxl...dxr 
•00 j —co 
Def in ic ión El proceso estocàstico {X(¿)} con esperanza cero y función de covarianza 
KXy la cual contiene como un múltiplo la función ó de Dirac, 
mx(t) = O, (2 .8 ) 
K(Í1;Í2) = f ( t i W t i - i 2 ) 
es llamado ruido blanco, en sentido amplio. j 
Tomando en consideración que <5(¿i — í2) = 0 en í i ^ ¿2 y ¿(¿i ~~ ^ 2) = 1 en t\ = £2> el 
multiplicador puede ser reemplazado por el multiplicador ¿/(í2) o por el multiplicador 
simétrico \ /V( í i ) f (¿2). El multiplicador u{t) de la función 6 es llamado la intensidad del 
ruido blanco {X(¿)}. La intensidad de un ruido blanco escalar es positiva. La intensidad 
del ruido blanco vectorial representa una matriz simétrica definida no negativa. 
Si la variable 
para el proceso aleatorio estocástico escalar X(í) puede suponerse prácticamente igual 
a cero cuando \h — í 2 | > fk y la variable es suficientemente pequeña, entonces el 
proceso estocástico {X(t)} puede ser considerado como un ruido blanco no estacionario 
con intensidad igual a 
Condic iones para P r o c e s o s Independ iente s y P r o c e s o de W i e n e r 
Def in ic ión Dos procesos estocásticos { X í } , { y í } , í € T son independientes si para 
todo conjunto de parámetros {í¿} G T, los vectores aleatorios , •••Xtn]T> bti> •••2/tJr son 
independientes. 
Def in ic ión Un proceso {X f } , t e T con parámetros continuos tiene incrementos 
independientes si para todo conjunto finito {ti\U < £¿+1} E T los vectores aleatorios 
Xt2 - Xtl, Xtz - Xt2, ... Xtn - Xtn_1 son independientes. 
Def in ic ión El proceso {Xt},t E T tiene incrementos independientes estacionarios si 
Xt+h — XT+h tiene la misma distribución de Xt — XT para toda t > r € T. 
Kxituh) 
Def in ic ión El proceso estocástico {Xt, t > 0} es un proceso de Wiener o un proceso 
de movimiento Browniano si se cumple lo siguiente: 
• {Xt \ t > 0} tiene incrementos independientes estacionarios. 
• {Xt, t > 0} tiene distribución Normal. 
• Para toda t > 0, E[Xt] = 0 
• P(xo = 0) = 1. y sus realizaciones son continuas con probabilidad 1. 
Si {Xt} es una sucesión de variables aleatorias normalmente distribuidas, Xt — XT 
también está normalmente distribuida para todos los valores t, r > 0. Para encontrar la 
distribución del proceso de Wiener, hay que encontrar la distribución de Xt — Xr. Dado 
que Xt — XT es Gaussiana, su distribución es determinada por su media y su varianza. Por 
lo tanto, tenemos que E(Xt — XT) = 0, y ya que el proceso de Wiener tiene incrementos 
independientes y estacionarios, var{{Xt~XT)} = a2(t — r), t > r, donde a2 es la varianza 
y es constante. La función de correlación para el proceso de Wiener está dada por: 
-> (t, r) = E(XtXT) = E{([Xt - XT] + XT)XT} (2.9) 
= E{(Xt-Xr)XT} + E(X2) 
= 0 + a 2 
Además 
j(t, t ) = a2min(t, r) (2.10) 
= (^2)(í), í < r 
= (a2)(r), r < t, 
para todos valores de t.r > 0. La función min(t,r) es continua para todos los valores de 
t y r, pero - '— no existe en (É, t). Pero acerca de la continuidad es posible afirmar 
lo siguiente: el proceso de Wiener { X t } es continuo por media cuadrada, con t 6 T, si y 
solo si 7(¿, t ) es continua en ( í , r ) , í = r. Entonces el proceso de Wiener es continuo por 
media cuadrada en [0,oo). 
Def in ic ión El proceso estocástico {Xt} es Integrable por Riemann en sentido media 
cuadrada sobre [a, 6] si y solo si y(t, r) es Riemann integrable sobre [a, 6] x [a, 6]. El 
proceso estocástico {Xt} es Riemann integrable en el sentido de media cuadrada, y es 
diferenciable en el sentido de media cuadrada, para t € T si y solo si - ¡ ¡ ¿ ^ existe en 
(£,£). Por lo anterior se tiene que el proceso de Wiener no es diferenciable por media 
cuadrática. Las funciones que cumplen con las condiciones del proceso de Wiener son 
muy irregulares y diferenciables en ningún punto. 
P r o c e s o Gauss iano 
Def in ic ión Un proceso estocástico {Xt},t G T es un proceso Gaussiano o normal 
si la ley de probabilidad es normal. Las derivadas e integrales por media cuadrática de 
procesos Gaussianos son procesos Gaussianos. 
El proceso de movimiento Browniano es un proceso normal, ya que dados n tiempos 
ti, tn, podemos escribir 
Xtk = (Xtk - Xt^J + - Xtk_2) + ... + Xh, 
para todo 1 < k < n. Ahora los incrementos en el lado derecho, del movimiento Browniano 
son independientes y Gaussianos. Por lo tanto las Xtks son combinación lineal de variables 
aleatorias normales. 
El movimiento Browniano o proceso de Wiener es un proceso de Markov, dado que 
p{xtn\xtn_1,...,xtl) = p(Xtn - xtn_l +Xtn_l - XQ\Xtn_i - Xo,...,Xtl - Xo) 
= p(Xtn ~ X^ + X^ - X o l X ^ - X o ) ' ( 2 . 1 1 ) 
= P i X t j X t ^ ) j 
Dado que el proceso de movimiento Browniano es también Gaussiano, es llamado proceso 
Gauss-Márkov. Esto es establecido ya que los incrementos del proceso de Wiener son 
independientes. 
Ru ido B l a n c o 
Un buen modelo del ruido es el ruido blanco. 
Def in ic ión Una sucesión blanca aleatoria {Xn,n = 1 ,2 , . . . } es una sucesión de Markov 
para cada p(Xk\X[) = p(Xk),k > l. Una sucesión blanca es completamente aleatoria. Si 
las variables aleatorias Xks son normalmente distribuidos, la sucesión {Xn} es llamada 
sucesión aleatoria blanca Gaussiana. Podemos decir que el ruido blanco está compuesto 
por la superposición de un gran número de pequeños, independientes, y aleatorios efectos, 
y tomandó en cuenta el teorema del límite central, es siempre Gaussiano. 
Si {Xn,n = 1 ,2 , . . . } es una sucesión de vectores aleatorios blancos Gaussianos, la 
ley de probabilidad es especificada mediante su media E(Xn) y su matriz de covarianza 
E{(Xn - E(Xn))(Xm - E(Xm))T},min > 1. 
Y que la sucesión es blanca, entonces: 
E{(Xn - E(Xn))(Xm - E(Xm))T} = QmSmn (2.12) 
L = 1. n == m 
— 0 
Donde Qm es una matriz de covarianza semidefinida positiva y 8 es la función delta de 
Dirac. Para conocer más propiedades acerca del ruido blanco Gaussiano, consideremos 
la función de densidad de poder espectral, la cual es definida como la transformada de 
f b f(t)dW{t) 
J a 
no existe en el sentido usual. Sin embargo, es posible dar un significado a ésta integral. 
Una forma de hacer esto es definir la integral como 
; * J a £ 
si el límite existe. Al evaluar explícitamente, observemos que 
>t+s 
£ m E M A z J m ) d t = £ / ( Í ) | ( I f w { s ) d s ) d , 
Calculando por partes la integral del lado derecho de la ecuación, tenemos que 
j > m { w { t + e ) - w { t ) ) d t ( 2 i 6 ) 
Ja ^ 
i pt+e pb -i ft+S 
= [ / ( í ) ¿ j( W(s)ds]ba — j^ / ' ( í ) (A ^ W{s)ds)dt. 
Dado que el proceso tiene funciones simples continuas, el lado derecho converge a 
f(t)W{t)\i- f f'{t)W{t)dt, 
J a 
cuando e —» 0. Así, definimos 
f f(t)dW(t) 
Ja 
como el límite del lado derecho de (2.16), cuando € —>• 0, es decir, por la fórmula 
[" f(t)dW(t) = f(b)W(b) - f(a)W{a) - f f'{t)W(t)dt (2.17) 
Ja Ja 
El lado derecho de (2.17) es bién definido y coincide con la fórmula de integración por 
partes. La derivada del proceso de Wiener es llamada ruido blanco. Y no es un proceso 
estocástico en el sentido usual. Ya que dW{t) = W'(t)dt es un funcional que asigna valores 
a la integral que aparece en el lado izquierdo de (2..17). ruido blanco puede ser usado 
t 
para definir ciertas ecuaciones diferenciales estocásticas, las cuales son usadas en ciencias 
físicas y especialmente en ciertas áreas de ingeniería. Dado que el proceso de Wiener-es 
Gaussiano, de (2.17) tenemos que 
íbf(t)dW(t) 
Ja 
se distribuye normalmente. Como es sabido, esta variable aleatoria tiene media cero. Para 
calcular la varianza, tomemos a < b y g como otra función continuamente diferenciable 
en [a, b], 
E[ fbf{t)dW(t) íbg(t)dW(t)] = a 2 f f(t)g(t)d(t) (2.18) 
J a . Ja Ja 
Si / = g de (2.18), para a < b 
Var( [bf(t)dW(t)) = a2 f f2(t)d{t) 
Ja Ja 
Diferenc iac ión de variables aleatorias 
Def in ic ión La función aleatoria X(t) es llamada diferenciable en media cuadrada en 
Ti si esta es diferenciable en media cuadrada para toda ¿ € T^ 
Def in ic ión La derivada en media cuadrada de X(t) esta determinada por 
l í j j^H -X'(t) \\2= 0 (2.19) 
T e o r e m a [71] La función escalar aleatoria X(t) es diferenciable por media cuadrada 
t* j! \ 
en Ti si y solo si existe la derivada finita ^¿f- para todos los puntos en la diagonal 
t' = t e Ti. 
Def in ic ión L2{Q) = {X : Q —> es una variable aleatoria con varianza finita}. 
D e f i n i c i ó n Sea V un espacio vectorial. X es un funcional lineal estocástico si para 
cada / € V, X ( f ) es una variable aleatoria definida en un espacio muestral fi, tal que 
/ i—» X{f)(u>) es un funcional lineal para cada 
D e f i n i c i ó n Una red de variables aleatorias { X r } converge débilmente en media cuadra-
da a un funcional estocástico X, si se tiene que E\X\2,E\Xr\2 son finitos, y además la 
red {E\Xr — J£|2} converge a cero. 
D e f i n i c i ó n Una red de variables-aleatorias { X r } converge débilmente a un funcional 
lineal X con dominio en L2(Q) si para cada vf € L2(Q), se tiene que todo E\fXr\ es 
finito y además la red { £ ( / X r ) } converge a X ( f ) . 
D e f i n i c i ó n Una red de procesos estocásticos {X r(t)í>o} converge débilmente en media 
cuadrada a un funcional lineal estocástico X, si para cada / 6 L2(Q x [0, +00)) se tiene 
que X ( f ) € L2(Q) y además la red 
roo 
{E\ / f(t)Xr(t)dm(t)-X(f)|2} 
J Q 
converge a cero. 
D e f i n i c i ó n Decimos que w_{t+<i)-w(t)_ c o n v e r g e débilmente en media cuadrada al rui-
do blanco. Lo anterior significa que el proceso estocástico converge 
débilmente en media cuadrada, cuando e —> 0, al funcional lineal 
f = lím f X f ( t ) d W ( t ) . 
Jo 
T e o r e m a [71] Para la existencia de una derivada en sentido de la convergencia débil 
en media: cuadrada para procesos estocásticos, de la función aleatoria X(t) en T¡ es 
necesaria y suficiente la existencia de la derivada finita — p a r a todos los puntos 
en la diagonal t' = t 6 Ti, para toda A G A (A es un conjunto de funcionales lineales en el 
espacio lineal). O de otra forma, se necesita la existencia de la derivada en sentido de la 
convergencia débil en media cuadrada para procesos estocásticos. rn'x{t) = EX'(t) = m'x{t) 
y La derivada finita ^^¡g/para todos los plintos en la diagonal if — t e T l 5 y para 
toda A € A. Todo lo anterior es válido si se sustituyen los momentos iniciales P por la 
correspondiente función de covarianza K. 
P r o c e s o s c o n I n c r e m e n t o s no Correlacionados 
Def in ic ión Un proceso estocástico {X(t)} es llamado proceso con incrementos no 
correlacionados si, para todos los intervalos disjuntos [íi, ¿2), [£3, £4)} h < £2 < £3 < 
£4,..., los incrementos correspondientes Xt2 ~ Xt¡, y Xti — Xti,... del proceso X (í) son no 
correlacionados. 
De la definición resulta que los incrementos de cada proceso o algunos intervalos finitos 
tienen momentos finitos de segundo orden (y consecuentemente de primer orden). En 
este caso, el proceso X{t) mismo puede no tener media ni momento de segundo orden. 
Pero si en algún instante ¿o el valor del proceso con incrementos no correlacionados X(t) 
es igual a cero con probabilidad 1, entonces el proceso X{t) tiene esperanza finita y 
momento de segundo orden como el valor Xt, que en algún instante coincide con su 
incremento en el intervalo [£q,£) con t > ¿o y con su incremento en el intervalo [í, ¿0), 
tomado en forma inversa si £ < ¿o- El proceso aleatorio K(t) = X(t) — Xto representa 
un proceso con incrementos no correlacionados, los cuales tienen la propiedad Yt0 = 0. 
Además, si Xto = 0 (con probabilidad 1), entonces el valor Xt del proceso X"(í) en algún 
instante t es no correlacionado con sus futuros incrementos en los intervalos en los cuales 
sigue el instante ¿o y con sus previos incrementos en el intervalo que precede al instante 
£0 : EX¡{X¡¡ - X£) = 0 con t < h < t2,h > t0 o tt < t2 < t,t2 < t0, donde 
Xt° = Xt — mt, (mt = EXt)- Consideremos la siguiente fórmula: 
jfc(í) = EX?X! ' \ £ > £ 0 , (2.20) 
= 0; t = £0, 
—EX^Xf ; í < ¿o* 
Donde el asterisco indica el vector transpuesto cuyos componentes son los conjugados. La 
matriz de covarianza del incremento Xt2 — Xtl del proceso X(¿) en algún intervalo y la 
función de covarianza del proceso X(t) son determinadas por las siguientes fórmulas: 
El proceso aleatorio con incrementos no correlacionados es continuo por el criterio de 
media cuadrada sí y solo si la función k(t) es continua. 
Por otro lado, si k(t) es no solo continua, sino además diferenciable; en este caso, la 
fórmula (2.22) puede ser escrita (con í1 } ¿2 > ¿o) e n la forma: 
donde v{t) es una función no negativa, la cual es llamada la intensidad de un proceso X(t) 
con incrementos no correlacionados. 
Procesos con Incrementos Independ iente s 
Def in ic ión Un proceso estocástico X(í) es un proceso con incrementos independientes 
si para cualquier N € N. íq < ti < ... < t^ las variables aleatorias Xto> X t l — X t o , . . . , XtN — 
X t N_i, son independientes. 
Teorema [71] La función característica del incremento de un proceso con incremen-
tos independientes está completamente determinada por su función característica en una 
dimensión, i.e. su distribución uni-dimensional. 
E(X*-X°)(XZ-X*) = k(t2)-k(t o, 
Kx(tut2) = k{min(tut2)); h,t2 > t0, 
= 0; í i < í o < í 2 , t 2 < t 0 < t i , 
= - ¿ ( m m ^ ^ ) ) ; í i , ¿ 2 < í o -
(2 .21) 
(2 .22 ) 
Teorema[71] Todo proceso con incrementos independientes y con función de covarian-
za difereiiciable tiene una derivada en sentido de la convergencia débil en media cuadrada 
para procesos estocásticos, la cual representa un ruido blanco. 
Def in i c ión El ruido blanco obtenido por diferenciación de un proceso con incrementos 
independientes es llamado un ruido blanco en el sentido estricto. 
Un escalar o un proceso estocástico real con incrementos independientes W(í) , t > 0, 
será un proceso de Wiener si satisface las siguientes condiciones: 
• Casi seguramente las realizaciones tu(t) del proceso {W(t)},¿ > 0 son continuas y 
™(0) = 0; 
• La distribución uni-dimensional de W(t) es normal; 
• La esperanza de cada proceso W(t) es cero y su función de covarianza está deter-
minada por la fórmula 
pmin(ti,t2) 
Kw{tut2)= / f (r)dr, 
Jo 
donde v (í) es una función no negativa que representa la intensidad del proceso de Wiener 
W(t). El ruido blanco representando la. derivada en sentido de la convergencia débil en 
media cuadrada para procesos estrocásticos, de un proceso de Wiener es llamado ruido 
blanco normalmente distribuido. Un proceso de Wiener como un proceso con incrementos 
independientes el cual posee media cero y momento de segundo orden finito k(t) para 
cada instante t, genera una medida estocástica en el eje real con valores independientes en 
intervalos disjuntos. Esta medida estocástica es determinada por la fórmula Z((t\,t2]) = 
W(t2)-W(t!). 
La Integral de I tó ! 
» 
Sea W(t) un proceso escalar con incrementos independientes con esperanza cero y mo-
mento de segundo orden k(t)\ sea X(t) un proceso aleatorio continuo por media cuadrada 
[rrTt.), escalar con momento de segundo orden finito cuyo valor en todo t es independiente 
de los incrementos futuros del proceso W(t), W(t2) — W(ti), t <t\ < ¿2; sea Pn una suce-
sión de particiones del intervalo (a, b] , 
Pn : (a,6] = U ^ l ^ U ^ = = b, (2.23) 
k=1 
tal que m a x k ( t — —> 0 cuando n 00. 
Def in ic ión El límite por media cuadrática de la sucesión de sumas integrales {K n } , 
y . = E x í t f h w t t P ) - w ^ i 
k=l 
si el límite de la sucesión existe, es llamado la integral estocástica de Itó de la función 
aleatoria X con respecto al proceso con incrementos independientes {W(£)}t sobre el 
intervalo (a, 6]: 
Y= [ X(t)dW{t) = Iím Yn 
Ja 
T e o r e m a [71] La integral estocástica de Itó existe si y solo si la integral 
f E\X[t)\2,y{t)dt = E\Y\2 = DY 
J a 
existe, en cuyo caso esta is igual a la varianza DY de la integral de Itó Y. Siendo un 
caso particular de la integral de Itó cuando 0 = 0. La integral Y\ es el límite por media 
cuadrática de las sumas integrales 
Vi = B l í m ) f ; X ( t í n í ) [ ^ ( í í B ) ) - W&&)], 
" 00 fc=i 
cuando n tiende a infinito. ¡ 
i 
Definiendo una 6—integral estocástica para algún 9 € [0,1] por la siguiente fórmula: 
f X(r)dgW{r) = {l~0)Y + eY1 
Ja 
Cuando 9 = 1/2, la integral estocástica anterior representa la integral estocástica de 
Stratonovich. 
2.2. Ecuaciones Estocásticas 
D e f i n i c i ó n La ecuación diferencial 
X = a{X,t) + b{X,t)V (2.24) 
es llamada ecuación diferencial estocástica si la función aleatoria (generalizada) V representa 
un ruido blanco en el sentido estricto. Sea XQ un vector aleatorio de la misma dimensión 
que X(£). La ecuación (2.24) con la condición inicial X(¿o) = Xo determina el proceso 
estocástico X(t). La ecuación anterior es la representación simbólica de: 
X ( í ) = A ' 0 + f* a(X(r), r)dr + í 6 (X(r) , r) V(t) í¿t (2.25) 
Jt0 Jto 
donde la primera integral existe por el criterio de media cuadrática. Introduciendo el 
proceso con incrementos independientes W(t) cuyas derivadas son un ruido blanco V(t), 
la ecuación anterior se puede reescribir como 
X{t)=X0+ f a{X(T),T)dr+ f b{X(R),r)dW{T) (2.26) 
Jto Jto 
La ecuación (2.26) tiene un sentido exacto. La ecuación (2.24) con la condición inicial 
X ( í 0 ) = Xo es una representación simbólica de la ecuación (2.26). La ecuación (2.26) 
en la cual la segunda integral es una integral estocástica de Itó, es llamada la ecuación 
Integral estocástica de Itó, y la ecuación (2.24) y la que se forma sustituyendo dW por V 
en (2.24), son llamadas ecuaciones diferenciales estocásticas de Itó. Un proceso aleatorio 
X(t) el cual satisface la ecuación (2.26), en el cual las integrales representan límites 
por el criterio de media cuadrática de la correspondiente suma de integrales, es llamado 
solución de la ecuación integral estocástica (2.26) y de la ecuación diferencial estocástica 
correspondiente (2.24), con la condición inicial X(to) = XQ. 
2.2.1. Ecuaciones Estocásticas para Densidades 
M o m e n t o s 
Consideremos el sistema lineal 
donde a = A(t), ÜQ = ao(£), b = b(t) pueden ser funciones en el tiempo t, y V es un ruido 
blanco cüya intensidad u puede ser una función de tiempo t. Resolviendo la ecuación 
(2.27) es obtenido el vector Y, el cual está dado por la fórmula 
donde u(t, r) es la matriz determinada como una función de t por la ecuación diferencial 
homogénea ^ = a(t)u y la condición inicial u(r, r) = J. 
M o m e n t o s de S e g u n d o Orden 
Tomando en cuenta que la esperanza de un ruido blanco es igual a cero, en virtud de 
(2.28), es encontrada la siguiente fórmula para la esperanza del vector estado del sistema 
Y = aY + ao + bV, (2.27) 
(2.28) 
Y(t) 
m(í) = w(£,£0)m0 + / u(t, r)a0(r)cír (2.29) 
donde MIF es la esperanza del valor inicial YQ del vector de estado Y. La función de 
covarianza del vector de estado Y es determinada por la fórmula 
K(tut2) = u(ti,to)Kou(t2,to) + (2.30) 
+ / u{tu r)b{r)^{r)b{r)Tu(t2, r)*dr 
Jto 
donde KQ es la matriz de covarianza del valor inicial YQ del vector de estado Y. Dadas 
las funciones de valores reales m(t) y K(ti,t2), se sigue la fórmula para el momento de 
segundo orden. 
r ( ¿ i , í 2 ) = Kit^h) + m(ti)mfo)T (2.31) 
La ecuación diferencial para la esperanza del vector Y es obtenida diferenciando (2.29): 
m{t) = ut(t,t0)mQ+ í ut{t,T)a0{T)dT + oq(í) (2.32) 
Jto 




pero la expresión entre corchetes es igual a m(t) por(2.29). Por tanto, la ecuación (2.32) 
se puede escribir en la forma 
rh = am + aQ. (2.33) 
Integrando la ecuación (2.33) con la condición inicial m(to) = mo se puede calcular la 
esperanza del vector aleatorio Y en el sistema lineal estocàstico (2.27). 
La ecuación para la matriz de la varianza Kit) del vector Y en (2.30) t\ = ti = t : 
K{t) = K(t,t)=u(tit0)K0u*(tit0)+ (2.34) 
u(i1r)ò(r)i/(r)ò(r)Tu*(tJr)dr 
Derivando esta fórmula respecto a t y sustituyendo ut(t,T) =¡= a( í ) u ( t i T )> u t ( t> T )* = 
í 
u*(t,r)a(t)T, se obtiene 
K(t) = a{t)[u(t,tQ)K0u*{t,t0)+ (2.35) 
í u{t,T)b(r)u{r)b{T)Tu*(t,T)dr] + [u{t,t0)K0u*{t,t0) 
Jto 
[ U{t,T)b(T)v(T)b(T)TU*{t,T)dT]a(t)T + b{t)v{t)b{t)T. 
Jto 
Dado que la expresión en corchetes es igual a K = K{t), entonces 
K = aK + KaT + bvbT. (2.36) 
Integrando la ecuación (2.36) con la condición inicial K(to) = KQ se puede calcular la 
matriz de la varianza del vector aleatorio Y para el sistema lineal estocástico (2.27). La 
ecuación diferencial para el momento de segundo orden T(t) del vector Y con íx = t2 = ¿ 
se puede obtener en base a la fórmula 
r(£) = K{t) +m{t)m{t)T, (2.37) 
diferenciando la fórmula anterior se obtiene 
Í = K 4- mmT + mmT. (2.38) 
Sustituyendo aquí las expresiones para ra y k para las ecuaciones (2.33) y (2.36), y usando 
la fórmula (2.37) se llega a 
t = aV + VaT + bubT + a 0mT + maj . (2.39) 
Integrando la ecuación (2.39) y después la ecuación (2.33), la cual determina la esperanza 
m con la condición inicial r(¿o) = Tq = KQ + mom^, se puede calcular el momento 
inicial de segundo orden del vector aleatorio Y en el sistema lineal estocástico (2.27). La 
ecuación para la función de covarianza K(ti, t2) del proceso ¡aleatorio Y considerada como 
i 
una función de ¿i y algún ti fijo, con el caso ¿i < t2 : 
rti 
K(t\, t2) = u(t\, to)Ko1l(t2, ¿o)* + / u{tx,T)b{T)v{T)b{T)Tu{t2,T)*dT (2.40) 
Jto 
Diferenciando la fórmula anterior respecto a ¿2 : 
dK{tut2) 
dU = u(tht0)K0ut2{t2,t0y + (2.41) 
rti 
/ u(tUT)b(r)iy(r)b(T)Tu(t2,rydr = u{tutQ)KQu{t2,tQyár{t2) + 
Jto 
í 1 í í ( í i ,r)6(r) I . (r)6(r) r U ( í 2 ,r)*aT (£ 2 ) ( ír ; 
Jto 
= K{tut2)a(t2)T,ti<t2. 
con la condición inicial K{t\,t\) = K(t\). 
Integrando la ecuación (2.41) con varios valores de ¿i, se obtiene el número de secciones 
de la matriz de covarianza K(ti, t2) con ti < t2. Al obtener K{t\, t2) con t2 < ti se usa 
K{t\, t2) = K{t2> h)T 
Función Caracter í s t i ca Uni -d imens iona l 
Sea considerado el sistema cuyo vector de estado es descrito por la ecuación estocástica 
diferencial de Itó 
Y = a(Y,t)+b(Y<t)V, ( 2 . 4 2 ) 
donde V es un ruido blanco en el sentido estricto. El problema es encontrar la distribu-
ción multidimensional del estado del sistema Y(t), suponiendo que la distribución uni-
dimensional del proceso con incrementos independientes 
W{t) = W(t0) + í V(r)dr ( 2 . 4 3 ) 
Jto 
es conocida. La ecuación de la función característica uni-dimensional está dada por 
= E{iXTa(Y, t) + xíKY, t f \ ; t) ( 2 . 4 4 ) 
La ecuación multidimensional de la función característica de un vector estado Y de 
un sistema está dada por 
n 
gn{Ai, A n ; ¿ i , t n ) = B[exp{i £ A¡Y(ífc)}] ( 2 . 4 5 ) 
k=l 
Supongamos que la densidad uni-dimensional fi{y, t) para el vector estado del sistema 
existe. Entonces la ecuación (2.44) puede escribirse como 
^ ^ = / J¿ATfl(y'ÍJ + x{b{y>Í)TA; WeixTvMr> Wy t2-46) 
Por la Transformada de Fourier 
1 f°° 
fi(y;t) = - { ^ J e-^^Mdn ( 2 . 4 7 ) 
donde p es la dimensión del vector de estado Y, y la integral con respecto a todos los 
componentes del vector p-dimensional ¡i es asumida como el valor principal de la integral 
en el sentido de Cauchy si t) es no integrable absolutamente. Sustituyendo la ecuación 
(2.47) en la ecuación (2.46) es obtenida la ecuación integro-diferencial lineal 
551 c Ai t ] = r r i* ^ í}+^í)TA; í)] x (2-48) dt \ » v V V " WW 
. , . T T I x 
''gi{w t)dfj,dy ,<(A
 T-nT)y, 
Análogamente, suponiendo que la densidad multidimensional del proceso K(í) existe, 
se obtiene la ecuación integro-diferencial relativa a gn(Xi,..., An; ti,..., tn) : 
A „ ; í l 3 ( 2 . 4 9 ) 
<7tn 
roo roo 
[i\Ta{yn, tn) + x(KVn, tn)TXn; tn)} 
1 4 8 2 4 4 
( 9 - V t p 
I j — oo J —oo 
n 
xexp{iy^(\l - fll)yk}gn{(¿l, ...,tn) 
fc=1 
xdnidi¿ndyidyn 
Ecuac iones U n i - D i m e n s i o n a l e s para las Dens idades 
Reemplazando en la ecuación (2.46) la variable de integración y por r¡, multiplicando 
esta ecuación por (2-7r)~pe—i\Ty, e integrando esto con respecto a A, se obtiene la ecuación 
integro-diferencial para la densidad de una dimensión fi{y,t) 
~"w~ = j é y T L y x T a { v > f ) + x{b{7h í)r*X; ^ ^ A t e t)dVdx (2.50) 
Fórmula para la Función i) para e l P r o c e s o de W i e n e r 
Una forma específica para la función x = e n ^ ecuaciones obtenidas para las 
funciones características es determinada por el carácter del proceso con incrementos inde-
pendientes {W(t)} , t > 0. Aquí es obtenida cuando (W(£)} es un proceso de Wiener, pero 
se puede calcular para cualquier proceso, aunque este cálculo puede ser más complicado. 
Si {W"(í)} es el proceso de Wiener, entonces su función característica uni-dimensional 
hi(/i,t) se determina por la fórmula 
1 f* 
hi{^t) = exp{~-fiT u{r)drfx}, (2.51) 
¿ Jo 
ya que la función xil1'-. t) representa la derivada logarítmica de la función característica 
hi(/¿;t) con respecto a t : x(/¿;£) = §¡[lnhi(fr, £)]. Sustituyendo aquí la expresión de la 
función hi(fi\ í), se obtiene 
X(m;Í) = - A ( * W 2 (2-52) 
Ecuaciones para las D e n s i d a d e s e n el Caso M u l t i - D i m e n s i o n a l ! i 
del P r o c e s o d e W i e n e r 
En el caso de un proceso de Wiener W(t), de acuerdo con (2.46) se obtiene la siguiente 
ecuación 
x(b(v,t)TX;t) = XTb(ri, 1)^(7], t f x . (2.53) 
La ecuación (2.52) toma la forma 
djlir• = (2.54) 
xe^-rtfriv^dridX. 
Tomando en cuenta que uTAu = tr(uuTA) para un n-vector u y una matriz Anxn, es 
obtenida la siguiente fórmula 
xeiXT{ll-y) h{n;t)dr]dX. 
Utilizando la fórmula integral de la función delta 
( 2 ^ j J X T { l > " y ) d X = 5 ^ ~ y) (2-56) 
Diferenciando (2.56) con respecto a 77 son obtenidas las siguientes fórmulas 
1 r°° ñ 
-^-y j iXeixT^dX = - y ) = S'iv - y), (2.57) 
r ^TeiXT(t,~y)dX = - y ) = &»{n - y). (2tt)p drjdrj 
' En base a las últimas tres fórmulas anteriores, es posible escribir 
J ^ y j j ¿Ara(i7)í)cttT(' í-riA(í?;í)d»?dA== (2.58) 
/
oo QT 
S'(V - yfaMMri- t)dfj = t)h (y, i)], 1 poo /*oo 
^-J J AA^iíJi/^ft^ííJ^^^A^^Í^A^ 
(2ir)* J_ 
S"(i7 - y)&(>?; t ) r / i h ; t)dv = ¿M*)Ky; 0 T / i ( y ; *)] 
Usando las fórmulas (2.58), es posible representar la ecuación (2.55) en la forma 
^ ^ = ~[a(y,t)h(y,t)} + í)i/(t)6(y; i ) T / i ( y , *)] (2-59) 
Esta ecuación (2.59) fue obtenida en el inicio del siglo XX por Fokker, Einstein y 
Smoluchovsky, los cuales estudiaban el movimiento Browniano y la difusión [37], para el 
caso de Y escalar y luego para un vector Y, y es llamada la ecuación de Fokker-Planck-
Kolgomorov [52], y se obtiene solo para el proceso de Wiener. La ecuación (2.59) también 
es válida para la densidad multi-dimensional fn{yi, •••> yn\h, • si la diferenciación con 
respecto a t y a y es considerada como la diferenciación respecto a tn y yn. 
* 
2.3. Teoría de Filtrado Optimo 
2.3.1. Fi l t ro de Wiener 
P l a n t e a m i e n t o del P r o b l e m a 
El filtrado de Wiener [77] probablemente representa la primera presentación de ter-
minología en el cual dos importantes ideas han sido rescatadas: sistemas dinámicos y 
estimación óptima en presencia de ruido. Se considera una señal y(), la cual contiene un 
ruido v() y una medida *(•). y(-), «>(•)» y ¿O pueden originar un problema del tipo continuo 
o discreto en el tiempo, dependiendo de la naturaleza de las mismas. Las señales de tiempo 
son consideradas como escalares continuos definidos en el intervalo (—00,00) solamente. Se 
supone que y son funciones simples de procesos aleatorios estacionarios. Normal-
mente ellos son independientes y tienen media cero. Posteriormente ellos son considerados 
para la obtención de <pyy(jw) y <f>vv(jw),w £ R. La tarea del filtro de Wiener es utilizar 
las mediciones 2Q para estimar y(-). Más precisamente, se requiere que la estimación sea 
causal, en línea y óptima. Causal significa que y(t) va a ser estimada usando z(s) para 
algún s < í; en línea significa que al tiempo t el estimado de y(t) debería desempeñarse 
óptimamente. Óptima significa que y(t), debería presentar un error cuadrado mínimo, i.e. 
E[y(t) - y(t)]2, el cual debe ser minimizado. Si y{), y vQ son Gaussianos, esto significa 
que y(£) es el estimado condicional, E[y(t)|z(s), s < i]. 
La solución a este problema está dada en la siguiente explicación: El filtro de Wiener 
es un sistema lineal, invariante en el tiempo, causal, estable, cuya relación entrada-salida 
está dada por una función de respuesta al impulso h{) \ 
La señal y(f) y el ruido i>() son representados como la salida de un sistema lineal 
excitado por ruido blanco. Si £y (•), £v (•) son ruidos blancos con media cero v la intensidad 
de la varianza es 1, entonces 
Solución 
(2 .60) 
£"Mí)Ms)] = = S(t ~ 5), (2 .61 ) 
y. por tanto, 
ÌI{JVJ) = \Wy{jw)\2,<f>vv{jw) = I Wv(jw)\2 ( 2 . 6 2 ) 
La clave del problema es la obtención de <¡>yy{jv)), ^ » W para la función de respuesta 
al impulso h{t) o su función de transferencia H(jw). El paso crucial es la técnica de 
factorización espectral. El espectro de z{) cuando y() y vQ son independientes está dado 
por 
<f>zz(jvj) = (¡>yy(jw) + 4>vV{jw) ( 2 . 6 3 ) 
La factorización espectral requiere la determinación de una función de transferencia 
Wz(jw) tal, que Wz{s) y W~1(s) son analíticas en E, s > 0, y tal que 
= \Wz{jv>)\2, ( 2 . 6 4 ) 
En [48] esta operación de factorización espectral es presentada como un paso crucial 
en la obtención de #(•), la cual en [47] es la clave para la determinación del filtro óptimo. 
A continuación se procede de la siguiente manera: Se define una señal ez(c) como la salida 
de un sistema lineal de una función de transferencia W~l(jw) conducida por z(-). Si existe 
entonces £*(•) es equivalente a z(-), es decir, la estimación de y(t) usando s 2 (s) para 
s < t debería dar el mismo resultado como estimación de y(t) usando z(s) para s < í, 
y además ez{¿) es un ruido blanco. Esta simplificación es muy importante y es utilizada 
para la obtención del filtro óptimo en [59]. 
Además, es notable que la construcción de Wz{) satisface las condiciones de estabilidad 
y (2.64) y es un paso importante para la construcción de #(•). La pregunta es ¿Cómo puede 
hecerse esto? Si 4>Zz{) es racional, la clave es la factorización polinomial. En otro caso, 
utilizar: 
Wz{jw0) = m í n t x p { ± - f ° dw] (2.65) 
27T ./-oo -3{W - Wo)-e 
Otra forma de resolver el problema de filtrado, en el dominio del tiempo, es utilizando 
la función de respuesta al impulso h(t), la cual corresponde a la transformada inversa de 
Laplace de la fruición H(jw)y mediante la ecuación 
h{t)+ [ h{r)K{T-s)ds = K{t),t> O, ( 2 . 6 6 ) 
Jo 
donde K(r) es la función de covarianza de z(t). Esta ecuación es conocida como la ecuación 
de Wiener-Hopf. 
2.3.2. Filtro de Kalman (Tiempo Discreto) 
Prácticamente, todo lo establecido para el filtro de Kalman en el tiempo continuo, 
se traslada al caso del filtro con tiempo discreto. La teoría en el caso continuo es más 
transparente que en el caso discreto, ya que presenta aplicabilidad a más problemas. 
P l a n t e a m i e n t o de l problema 
El modelo está dado por 
Zk 
Fkxk + Gkwk 
HTkxk + vk 








y {tu*}, {vk} son sucesiones con media cero. Por convencionalismo, se considera el tiempo 
inicial k = 0. Agregando que la media XQ y la varianza PQ de XQ, son independientes de 
{wfc},{t>fc}. Todas las variables son Gaussianas. La idea principal es distinguir el efecto 
de dinámicas y las mediciones en el filtro. Más precisamente, sea Xk/k el estimado óptimo, 
una media estimada de Xk dada zj, l < h, y sea Xk±i dado por E{kk+i/z¡, i < fe], el primer 
paso en la predicción del estimado. 
Soluc ión 
Dado que Wk es independiente de para l < k, se tiene 
x t t i = FkXk (2.68) 
Esto demuestra la forma de actualizar un estimado como resultado de sistemas dinámicos, 
cuando no aparecen mediciones extras. (2.68) se apoya en 
\/ =Fk\jFl + GkQkGTk (2.69) 
Aquí \J k+i, y Vfc/fc s o n covarianzas del error asociadas con Xk y a?fc±i. Actualizar las fc fe fe 
ecuaciones de los estimados equivale a pasar de Xk+i y V í m a Xk±i y Vt±i • Esto se 
fc k fc + l fc+l 
muestra a continuación: 
%t i = Xk^ + y H k + l [ H ^ + i y H k ^ + Rk^}- 1 (2.70) 
fc+i fe+i 
k k 
x[zfc+1 - Hl+lXk±x] 
V - V - V ^ K i V ^ i + w X i V 
fc+l fc+l fc+l fc+l fc+l 
fc+l fc k k k 
2.3.3. Filtro de Kalman-Bucy (Tiempo Continuo) 
P l a n t e a m i e n t o del P r o b l e m a 
La representación del modelo está dada por: 
= F{t)x(t)+G(t)w(t) (2.71) 
z(t) = HT{t)x{t) + v{t) (2.72) 
. en el cual F, G, H son matrices n x n,n x m, y n x p respectivamente. Los procesos u>(() 







5(t - s) 
con R(t) — R'(t) > 0 para toda t. Muy frecuentemente, S(t) = 0, i.e. y t;Q son 
independientes. Entonces Q(t) = QT(t) > 0. Se supone un tiempo inicial finito ¿o- Por otro 
lado, x(to) será considerada como variable aleatoria Gaussiana con media XQ y varianza 
po- La tarea de la estimación es usar mediciones de 2(5) para s < t para estimar x(t)\, este 
estimado es llamado x(í), el cual minimiza x(t) — ||2]. Esto significa que x(t) es 
necesariamente una estimación de la media condicional, con respecto a las observaciones. 
Solución 
La solución se obtiene de la siguiente manera: Definamos P(T) = PT(T) > 0 como la 
solución de 
p = PFT + FP — PHR^ÍFP + GQGt, P{t0) = P0 (2.73) 
Y í ( í ) es la solución de 
dx 
- = F(t)x(t) + P(t)H(t)R~\t)[z(t) - HT(t)x(t)} (2.74) 
Donde P f y H f y R - 1 ^ ) denota la ganancia de Kalman. ¿;[rc(£) - Í(í)][x(í) - í ( í ) ] T = 
P(t). La efectividad del estimador óptimo es medida por la covarianza del error, la cual 
es dada por la solución de la ecuación (2.73), y la existencia de la solución a esta ecuación 
en (¿0iC>o) está garantizada. 
Algunas diferencias del filtro de Kalman con respecto al de Wiener son dadas en la 
siguiente tabla: 
Filtro de Wiener Filtro de Kalman 
¿o = — oo ¿0 > - 0 0 
Estacionario Acepta no estacionario. 
Infinito dimensional Finito dimensional 
Ruido no necesariamente blanco Ruido blanco 
Factorización espectral Solución de la ecuación de Riccati 
Estimación de la señal Estimación del estado 
El problema de predicción es resuelto por la teoría de filtrado. Esto consiste en calcular 
x(t + A ) para algún A positivo, dado z(s) para s < t. Esto es: 
x{t + A) = + A)x(t ) (2.75) 
_ A 
2.3.4. Ecuación General de Filtrado Optimo 
Consideremos el proceso continuo estocástico descrito por la ecuación 
X = ip{X,t) + ip{X, t)V (2.76) 
donde X es el vector de estado n—dimensional del sistema. V es un vector r—dimensional 
que representa el ruido blanco Gaussiano, y (p(X,t),i¡j(X,t) son funciones conocidas del 
estado del sistema y del tiempo. Los valores de la función <p{X, t) son vectores n— di-
mensionales y los valores de la función ip(X,t) son matrices n x r. Si el vector de estado 
del sistema X es medido continuamente, entonces el proceso aleatorio n—dimensional 
K(í) = X(t) + U(t) sería el resultado de las mediciones, donde U{t) es el error de la 
medición, el cual representa usualmente una función aleatoria del tiempo. Por otro lado, 
si esto no se cumple con el vector de estado, pero si algunas funciones del vector de estado 
son medidas por algunos de los componentes del vector de observación, el resultado de 
las mediciojies es determinado en forma general por la fórmula 
Y = Y(t) = <p „(*,£/,*)> (2.77) 
donde Y es un vector ni—dimensional, V es el error de la medición, representando una 
función vectorial aleatoria de tiempo de dimensión r > n l 5 y <po(x,u,t) es una función 
conocida del estado del sistema, el error de la medición y del tiempo. El modelo general 
de las mediciones que se llevan a cabo en un sistema, puede ser descrito por la ecuación 
diferencial 
Y = <Pl(Y,X,U,t). (2.78) 
El resultado de las mediciones representa el proceso aleatorio Y. El problema de filtrado 
es planteado para el vector de estado del sistema X en cada instante t > to, usando los 
resultados de mediciones continuas del proceso Y determinado por la ecuación (2.78) en 
el intervalo de tiempo [to, íj-
Sea un vector aleatorio de un proceso [YTXT\T determinado por las ecuaciones dife-
renciales estocásticas de Itó 
dY = ifi (K, X, t)dt + tpi (y, X, t) dW> (2.79) 
dX = tp{Y,X,t)dt + iP(Y,X,t)dW, 
donde Y es un proceso aleatorio ni—dimensional, X es un proceso n—dimensional, W es 
un proceso r—dimensional, (p\(y,x,t) y <p(y,x, t) son funciones vectoriales que mapean el 
espacio IR*1 x R n x R e n los espacios Rn i y R" respectivamente, y ^í(?/, x,t) y i/>(y, x,í) son 
matrices de funciones conocidas que mapean R"1 x E n x R en R n i r y Rnr respectivamente. 
Esto constituye el planteamiento del problema de filtrado para el vector estado del sistema 
en algún instante í > to usando los resultados de mediciones continuas del proceso Y en 
el intervalo de tiempo T.tr..t). 
j La solución general al problema de filtrado óptimo se obtiene de la siguiente propiedad 
para los momentos de segundo orden: el menor de todos los momentos de segundo orden de 
una variable aleatoria escalar es su varianza. De aquí resulta que la mejor aproximación de 
una variable aleatoria por una variable no aleatoria mediante el criterio de media cuadrada 
es dada por su esperanza condicional con respecto a las observaciones. Sea Y¿ el conjunto 
de valores del proceso medido en el intervalo de tiempo [to,t],Y¿ = {Y(r) : r € [ío,í]}. 
Entonces, el estimado óptimo del vector Xu = X(u), el cual da la solución del problema 
para u = t, es determinado por la fórmula 
Esta fórmula determina el estimado óptimo del valor Xu para alguna función aleatoria 
X(u) usando los resultados de las mediciones de otra función aleatoria Y(t) en el intervalo 
[í0,í]. También es válida para el caso de un vector con argumento t y la medición de la 
función Y(t) en algún conjunto T de valores de í. La aplicación de la fórmula (2.80) es 
necesaria para encontrar la distribucuón condicional de Xu. Este es un problema que en 
ocasiones no tiene solución. En el caso particular en el que Y(t) y X(¿) son determinados 
por las ecuaciones (2.79), el problema puede ser resuelto bajo algunas restricciones adi-
cionales. La fórmula general para el diferencial estocástico del estimado óptimo de una 
función del vector de estado dado es la base de la teoría de filtrado óptimo. Sea f ( X t , t ) 
alguna función escalar del vector de estado n—dimensional de un sistema y de tiempo. 
Su estimado óptimo usando los resultados de observación de acuerdo con (2.80) es 
determinado por la fórmula 
Este estimado representa un funcional del proceso aleatorio Y(£) en el intervalo de tiempo 
[¿O'íjr y consecuentemente es por sí mismo una función de t. Un problema matemático 
= E[XJYÜ ( 2 . 8 0 ) 
f { t ) = E[f(Xut)\Y}\. ( 2 . 8 1 ) 
que sirve de ayuda es encontrar la diferencial estocástica de Itó de este proceso aleatorio. 
Este problema puede ser resuelto bajo la condición de que W(t) en las ecuaciones (2.79) 
representa el proceso de Wiener cuya dimensión r es no menor que ni, que es la dimensión 
del proceso de medición Y(t), y que la función ip\ en las ecuaciones (2.79) no depende de 
X. Las ecuaciones (2.79) toman la forma 
dY = ^ ( Y , X , t)dt + Vi {Y, t)dW., ( 2 . 8 2 ) 
dX = tp(Y, X, t)dt + ij)(Y, X, t)dW, 
Diferencial d e I t ó para una Función del E s t i m a d o Ó p t i m o 
La ecuación diferencial estocástica del estimado óptimo de la variable aleatoria f(Xt, t) 
para las ecuaciones (2.79) es dada por la fórmula 
df = ElfúX^ + M X i t f v W X t t ) ( 2 . 8 3 ) 
+ f x ( X , t f ( ^ ) ( Y , XMYi^^D-'iY^idY - fadt), 
donde 
(^T){x,y,t) = iP(y,x,t)u(t)i¡;(y,x,t)T, ( 2 . 8 4 ) 
( ¿ W f r ' O A í ) = [My,tMt)My,tf)Vl> 
/
co 
V?1 Pt{x)dx = E[pi{XuYt,t\Yt\l co 
pt(x) es la densidad condicional de Xt relativa a V/o; las derivadas fufx.fxx y todas las 
esperanzas condicionales del lado derecho existen. 
Ecuac ión para la Función Caracter ís t ica 
Sustituyendo f{x, t) = elXTXt en la ecuación (2.83), se obtendrá la ecuación estocástica 
para la función condicional característica del vector aleatorio Xt : 
S tW = fi[cixTx;|y¿]. (2.85) 
Haciendo las sustituciones 
ft = o Jx = iXeixT*Jxx = -\\TeixTx, (2.86) 
tr{XXT{^T)(y,xit)} = XT{i>viPT){y,x,t)X, 
de la ecuación (2.83) se obtiene 
dgt( X) = E l i X ^ i ^ X ^ - ^ ^ ^ X ^ e ^ ^ l Y ^ d t (2.87) 
+£[{*! (Y, X, t f + ixTtyvtf) (y, x, t)} 
x e ^ l Y ^ ^ - ' i Y ^ i d Y - ftdt). 
El lado derecho representa una función de A. La distribución condicional del vector aleato-
rio X es completa y únicamente determinada por su función característica. Resolviendo 
la ecuación (2.87) es posible evaluar el estimado óptimo Xt del vector de estado Xt de-
terminado por la fórmula (2.80). Mediante estas fórmulas es posible obtener la expresión 
para la esperanza en términos de la función característica. 
X t = E [ X t K } = [ ^ ^ ] x = o (2-88) 
Ecuac ión para la Dens idad Condic ional 
La ecuación estocástica para la densidad condicional Pt{x) del vector aleatorio Xt es 
derivada a continuación: 
dpt(x) = Y,x,t)pt(x)]dt (2.89) 
T)~l(YMdy - frdt) 
o 
dpt(x) = L*pt(x)dt + t f - ^}pt(x) 
dx 
(2.90) 




Observando la última ecuación de (2.84), se concluye que la ecuación (2.89) representa 
una ecuación integro-diferencial relativa a la densidad condicional Pt{x). Como el momento 
inicial ¿o> función Pta{x) sirve como la condición inicial para la ecuación (2.89). Después 
de resolver la ecuación (2.89), se puede encontrar de acuerdo con la fórmula (2.80) el 
estimado óptimo Xt del vector de estado Xt del sistema 
Como la fórmula (2.79) determina la diferencial estocástica de Itó del proceso aleato-
(2.89) fue originalmente obtenida en otra forma y bajo restricciones más rígidas en [76], 
y denominada ecuación estocástica de Stratonovich. Al mismo tiempo, la ecuación para 
pt en la forma de Itó fue obtenida en [55], también bajo restricciones más rígidas. Por lo 
tanto, es usualmente llamada ecuación de Stratonovich-Kushner. 
Diferencial Es tocás t i ca de la Esperanza M a t e m á t i c a 
La fórmula (2.80) determinó el estimado óptimo como la esperanza condicional de X 
de la variable aleatoria correspondiente X . El estimado óptimo obtenido como resultado 
(2.92) 
rio /(£), las ecuaciones (2.87) y (2.89) son ecuaciones estocásticas de Itó. La ecuación 
de mediciones es caracterizado por la matriz de covarianza condicional R. Estas fórmulas 
se pueden obtener de la fórmula general (2.83). Como la fórmula (2.83) determina la 
diferencial estocástica de una función escalar del estado del sistema, es necesario aplicarla 
para cada elemento de las matrices X y R por separado. Sustituyendo en (2.83) f(X, t) = 
Xi, ft = Q> fx = [0, -.,1, •••]T,/iz = 0, y la fórmula (2.83) toma la forma 
dXt = iptdt + ElXtlvf-ipf) (2.93) 
H^IWÍM^Jr^dY - frdt)(l = 1, ...,n) 
donde de acuerdo con la última ecuación de (2.83) (p\ = E[tpi(Y, X, t) ¡Y^, (ipuipf)^ siendo 
la l—ésima columna de la matriz ipvipf y los argumentos de las funciones ipvipf y 
ipiuipT)-1 son omitidos por brevedad. Entonces, la matriz para el diferencial estocástico 
del estimado óptimo .Y del vector de estado del sistema X está dada por 
dX = ¡pdt + E[X{(tpi{Y,X,tf-0f)} (2.94) 
- Vidt) 
Diferencial Es tocás t i ca del M o m e n t o Condic ional de Segundo O r d e n 
Sustituyendo en (2.83) f { X , t ) = XkXt con k < l , f t = Q,fx = [0, 
0 0 0 ••• o 
fxx — 
o . . . o ••• 1 ••• o 
1 . . . o 
o ••• o ••• o ••• o 
Siendo que las dos columnas y renglones centrales contienen unos, los correspondientes 
a k, y l respectivamente, de la fórmula (2.83) se tiene 
dVH = E[Xm + Xtfk + ( i M > r ) « | Ytoidt ( 2 . 9 5 ) 
+E[XkXl{<pT-0[)+Xk{1>ifil>T)l 
donde dFki ~ E[XkXiVk/Yto\> y (,{í)V'ii)T)ki es el elemento correspondiente de la matriz 
[i¡)i/ipT). Re-escribiendo la fórmula (2.95) como 
dVkl = E[Xm + X m + {^T)ki\Yl\dt ( 2 . 9 6 ) 
r 
+ J2E[xkXiap + xkblk + XiòfcXl W " 
P= i 
donde ap es el /?—ésimo elemento de la matriz (<Pi— y bkp es el elemento del 
k—ésimo renglón y de la p—ésima columna de la matriz ipvipf (ipiisip'[)~1. Denotando por 
bp la p—ésima columna de la matriz V W ' f f a / ' i ^ D - 1 ' bp = [bip,..., bpp)T(p = l , . . . , r ) , se 
obtiene la siguiente fórmula diferencial estocàstica del momento condicional de segundo 
orden F del vector estado del sistema: 
dV = E[X¡p(Y, X, t)T + <p(Y, X, t)XT ( 2 . 9 7 ) 
r 
+(lMr)(V, X, t)\Y*]dt + E[XXTap(Y, X, í ) 
i 
+Xbp(YìXìtf + bpXT\Yl){dYp - (plpdt), 
Diferencia l E s t o c à s t i c a de la Matr i z de Covarianza 
Para encontrar la diferencial estocàstica de la matriz de covarianza condicional R 
del vector estado del sistema se usará la fórmula conocida que relaciona la esperanza, el 
momento de segundo orden, y la matriz de covarianza del vector aleatorio R = F — XXT, 
o en la forma escalar Rk[ = Tki — XkXi. Derivando en ambos lados de la última fórmula, se 
obtiene la expresión dRki. = dVki — d(XkXi). Para encontrar d(XkXi) se utiliza la fórmula 
d(ZxZ2) = Z\dZ<i + Z2dZi + YivYfdt, (2-98) 
Z(t) = [Z1} Z2] es un proceso de Itó, el cual está dado por 
dZ{t) = X{t)dt + Y{t)dW{t). (2.99) 
Aquí ¿o > 0, W(t) es un proceso de Wiener, donde Yi y Y2 representan la primera y segunda 
columnas de la matriz Y = [Yi, Y¡] respectivamente. X(t) = [Aá(¿), X2(t)\, Yi(í), Y2{t) 
son funciones aleatorias que satisfacen sus condiciones de existencia, y Z\ ,Z 2 son los 
componentes del vector aleatorio Z(t). De acuerdo con (2.94) 
F[Xk(<pf - 0{) + (2.100) 
ElXtitf - + 
juegan el rol de los renglones Yi, Y2 de la matriz; en este caso se llega a: 
d(X fcX f) = XkdXt + XtdXk (2.101) 
E[Xk(tf - @Z) + ( l M > í ) * | Y l ^ r ^ r ^ i ^ i ^ T r 1 
xE[Xi(<pJ - 0¡) + {fauifWQdt. 
Sustituyendo aquí las expresiones para dXk y dXi de la ecuación (2.93), se tiene 
d{XkXt) = {Xkipi + Á\(pk (2.102) 
+E{xk{¿ - + - + ( ^ D f K } } d t 
+El(XkX, + XiXk)($ - + X k ( ^ ) t 
+Xltyvvl)k\Ytt0]{Vlvtf)-l{dY - tpidt). 
Substrayendo está fórmula de (2.96) y adicionando el término 
(2.103) 
(2.104) 
Haciendo algunas transformaciones en la fórmula anterior(2.104), obtenemos la fórmula 
de la matriz diferencial estocástica para la matriz de covarianza como la solución de 
dR = + ^ 
( ^ n ^ ^ ^ i y / j t ^ D ^ ^ ^ K ^ i ^ ^ O - (2.105) 
r 
+ £ - - xThe(y, X, t) + ( X - X)bp(Y; t f 
p=1 
+ ( X - X ) T } \ Y¿}(dYp-iplpdt). 
Hasta aquí se ha establecido el planteamiento del problema y su solución para el caso 
de la obtención de los algoritmos de filtrado para un proceso representado por ecuaciones 
de estado lineales, y de observaciones lineales, con la presencia de disturbios, los cuales se 
comportan como ruidos blancos Gaussianos, lo cual fue desarrollado por Kalman-Bucy. En 
esta tesis se presenta el planteamiento del problema del filtro y control para ecuaciones de 
estado integro-diferenciales (del tipo Itó-Volterra) y ecuaciones polinomiales (de grados 
E[(XkXiM - 0í)K\ = XÁffi - 0Í) = o, 
se obtiene 
dRkl = { ^ ( ^ - X ^ i + ^ - ^ ^ + W^r^l^J 
-E{Xk(<fi - 0[) + ( w t f W t t i ^ v t f y ' E i X t i v ! - ¥¡i) 
H ^ ) J K \ } d t + E[(Xk - X^iXt - XiKtpf -
+ (Xk - Xk)(i/>vtf)t + (Xt - m ^ u ^ Y ^ u ^ ) - 1 
x(dY - frdt){k,l = 1, ...n). 
3 y 4) con observaciones lineales y con la presencia de ruidos blancos Gaussianos y la 
obtención de los algoritmos del filtro, regulador y controlador correspondientes. 
2.4. Teoría de Control Óptimo 
2.4.1. Principio del Máximo de Pontryagin 
P l a n t e a m i e n t o del P r o b l e m a 
Sea U un conjunto de funciones continuas parte por parte u(t), con valores en U donde 
U es un subconjunto cerrado de Rm ; cada función u(t) es definida en algún intervalo 
[to^ti]', f{t}x}u) es una función vectorial, la cual es continua y tiene primeras derivadas 
parciales continuas con respecto a las coordenadas de x\ <f> es una función vectorial de clase 
C1. Una función u(t) en U será llamada control. Para un control u(t) defiíiido en [í0, ¿i], 
la solución x(t) de la ecuación diferencial 
en el intervalo [¿o, ¿i] con condición inicial z(¿o) = XQ será llamada la trayectoria correspon-
diente al control u(t) y la condición inicial XQ. El valor de x(t) en el tiempo t es llamado el 
estado del sistema en el tiempo í. La ecuación (2.106) es llamada ecuación de movimiento 
del sistema. Los términos involucrados más frecuentemente son controles y trayectorias. La 
función vectorial <í>{to, t\, z(ío)i %{h)) será denominada el índice de efectividad del sistema. 
La efectividad, depende del estado inicial XQ = z(íci) y el control u(t) y está dada por 
x = f(t,x(t),u{t)) (2 .106) 
(2.107) 
Los siguientes k — 1 componentes de </> se definen a través de las ecuaciones 
o ;(¿o,íi,z(ío)>z(¿i)) = 0 J = 2, ...A (2 .108) 
y las condiciones para las trayectorias del sistema. Un par (xq, u¡), se considera realizable, 
si la solución x(t) de (2.106) en [¿o» h] con la condición inicial x(to) = XQ y las condiciones 
(2.108) son satisfechas por x(t). Denotemos por T la clase de pares realizables (£0 , u). El 
problema de control óptimo consiste en encontrar en la clase F un elemento (x 0 ,« ) tal, 
que el índice de efectividad sea minimizado. Algunos ejemplos pueden ser vistos en [3]. Un 
par [XQ,U) de F que alcanza el mínimo, se denomina condición inicial óptima y control 
óptimo. Algunos métodos computacionales han sido ideados y ampliamente utilizados 
para la solución de este problema de optimización; algunos de ellos son presentados en 
[49], [31], [61]. La teoría y el uso de estos métodos numéricos se puede apreciar en [38], 
[36], [68], 
So luc ión 
La expresión H(t, x, u) = P(t)Tf(t, x, u) es generalmente llamada el Hamiltoniano, 
en analogía con una expresión correspondiente de mecánica clásica, ver Goldstein [42]. 
Las condiciones necesarias para la optimalidad del problema de control óptimo están 
contenidas en el Principio de Pontryagin. Las condiciones del Principio de Pontryagin 
reducen el cálculo del control óptimo a la solución de dos problemas de frontera para un 
conjunto de ecuaciones diferenciales con una condición de minimización. 
Teorema [39] (Principio de Máximo de Pontryagin) 
Las condiciones necesarias, tales que (zq, u*(£)) sea una condición inicial y un control 
óptimo para el problema de control óptimo, es la existencia de un vector no cero, k-
dimensional <5 con 6 < 0 y una función vectorial n-dimensional P(t), tal que para t 6 
[to-M-
P(t)T = -P(tffx(t,x*(t)lU*(t)), (2.109) 
t e [ío»íi]»w £ 
Esta ecuación es llamada ecuación de co-estado (impulso): 
P ( 0 T [ / ( t , * ' ( * ) > « ) " f(t,x*(t),u*(t))] < 0- (2.110) 
Esta ecuación es llamada condición de control óptimo; y las siguientes son llamadas condi-
ciones de transversalidad [69]: 
Píhf = 5T(f>xl{t0,tllx*{t0),x*{tl))] ( 2 . 1 1 1 ) 
P(t0)T = ^ ( M i . a ' f t O . ^ í i i ) ) ; ( 2 - 1 1 2 ) 
P ( t i ) T / ( ¿ i , s * ( í i ) , • " * ( * ! ) ) = ( 2 . 1 1 3 ) 
P{to)Tf{to,x*{to),u*(t0)) = ST<l>to(to>tl,x^to)íx*{t1)); ( 2 . 1 1 4 ) 
donde 4>xi significa la derivada parcial de <f> con respecto a X\ y así respectivamente 
0ti, <Í>tQ- Si f(t, x, u) tiene una derivada parcial continua ft(t, x, u), entonces la condi-
ción 
P{tfMt,x*(t),u*{t)) = dTMto,ti,x*{t0),x*{tl))+ (2.115) 
f P(sfft(six*(s)>u*{s))ds 
Jto 
se cumple para cada t € [to, ¿i], y esta expresión es la condición de constancia del Hamil-
toniano en los puntos óptimos (x*,u*,t). La condición (2.110) puede ser expresada como 
máxH(t, x*(t), u) = H(t,x*(t),u*(t)) 
y es llamado Principio del Máximo de Pontryagin. Un control se denomina extremo si las 
condiciones del Principio de Pontryagin son satisfechas y la trayectoria correspondiente 
satisface 
¿j(¿o,íi.z(£o),:k(£i)) = 0 ; j = 2 ,...k. ( 2 . 1 1 6 ) 
Las condiciones (2.111)-(2.114) son generalizaciones de condiciones encontradas en prob-
lemas de cálculo de variaciones y de control óptimo [30] ,[70]. Dadas las condiciones del 
Principio de Pontryagin, las condiciones necesarias de optimalidad pueden ser un control 
extremo; dado que las condiciones no necesitan ser suficientes, para la optimalidad, puede 
darse un control extremo que no sea óptimo. 
2.4.2. Programación Dinámica 
El método de Programación Dinámica fue desarrollado por R. E. Bellman a finales de 
los 1950 s [28]. En este método es considerada una familia de puntos iniciales fijos en los 
problemas de control. El valor mínimo de la eficacia del criterio es considerado como una 
función valor de este punto inicial. Si la función valor es diferenciable, esta satisface la 
ecuación diferencial en derivadas parciales de primer orden llamada ecuación diferencial 
de programación dinámica. Una condición suficiente para la optimalidad puede ser expre-
sada en términos de la solución continuamente diferenciable de la ecuación diferencial de 
programación dinámica para el problema del regulador lineal. 
P l a n t e a m i e n t o del prob lema 
Consideremos un problema de optimización dado por (2.106), (2.107), con las condi-
ciones iniciales establecidas en 2.4.1. Dado el sistema 
con condición inicial x(fo), conocida y la ecuación (2.107). Nuestro problema consiste en 
encontrar el control óptimo u*(t) , t G el cual minimice 
X = f ( x , u , t) 
to 
siendo definido externamente el número de veces que debe de ser diferenciable f(x,u,t), 
1(X(T)),U(T) y m(x(T)). f(x,u,t) puede ser arbitraria, pero 1(X(T) y U(r) deben ser no 
negativas y pueden suponerse como cantidades físicas que serán minimizadas. El índice 
de efectividad o criterio depende del estado inicial z(ío)> y del tiempo ¿o, y del control 
u(t) para toda t G [to,T], y se define como 
V*(x{t),t) = mín V W f y u O . í ) , 
donde V*(x{t)it) se denomina la función de Bellman. Si la salida del sistema en el tiempo 
t es x{t), el valor mínimo de efectividad en (2.117) es V*(x(t),t). Se puede notar que 
V*(x(t),t) es independiente de u(t), por que el conocimiento del estado inicial y el tiempo 
inicial, determina el control particular por el requerimiento de que el control minimice 
El método de Programación Dinámica pone un interés especial a la función valor, 
razón por la cual se establecen las siguientes propiedades: 
• La función valor evaluada a lo largo de alguna trayectoria correspondiente a un 
control realizable para las condiciones iniciales de su estado, es una función no 
decreciente en el tiempo. 
• La función valor evaluada a lo largo de una trayectoria óptima es constante. 
Solución 
La Ecuac ión Diferencia l de Programac ión D i n á m i c a 
T e o r e m a [59] Sea [s.y) algún punto interior del conjunto extendido QQ, en el cual la 
función V(s,y) es diferenciable. Entonces V(s ,y) satisface la desigualdad diferencial 
Vs + Vyf(Siy,v)>0, 
74 
para toda v € U. Si u* es el control óptimo en FSjV,entonces la ecuación diferencial 
( 2 . 1 1 8 ) 
se satisface. El mínimo en (2.118) es alcanzado por el límite derecho de u*(s)+ tanto del 
control óptimo como de s. La ecuación diferencial parcial (2.118) es llamada ecuación 
diferencial parcial de programación dinámica. Para problemas donde el control óptimo 
existe, el teorema anterior establece que la función valor debe de satisfacer la ecuación 
diferencial parcial de programación dinámica en cada punto interior de el conjunto alcan-
zable en el cual esta es diferenciable. 
2.4.3. Regulador Lineal Optimo 
Control e n Lazo A b i e r t o 
P l a n t e a m i e n t o d e l P r o b l e m a 
Dado el sistema 
La matriz de peso, simétrica, de control R es elegida de acuerdo con los objetivos de 
control. Pero R se supone positiva definida; esto es, R tiene valores propios positivos, 
tales que uTRu > 0 para todo u{t) ^ 0. En este caso, J es acotado por debajo por el cero, 
de tal manera que se obtiene una sensible minimización de los resultados del problema. 
Dado que hay cuadrados de las entradas de control en (2.120). existe una tendencia a 
x = Ax + Bu, (2.119) 
con x € R" y entrada de control u 6 Rm y un criterio cuadrático asociado 
Ío 
( 2 . 1 2 0 ) 
minimizar la energía general de control, De esta forma, se determinará el control u(t) 
que minimice /(¿o) y conduzca el sistema de un estado inicial a;(¿o) = a un valor de 
referencia final de r t especificado por un valor fijo del tiempo final T. Es decir, se requiere 
que 
x ( T ) = r T , ( 2 . 1 2 1 ) 
para un valor dado de T. Dado que el sistema (2.119) es lineal y el criterio (2.120) es 
cuadrático, este problema es llamado problema lineal-cuadrático del estado final fijo. 
So luc ión 
La solución a nuestro problema lineal-cuadrático de control es obtenida en la siguiente 
forma. El Hamiltoniano es 
H{t) = ^uTRu + \T(Ax + Bu), * ( 2 . 1 2 2 ) 
¿i 
donde A(¿) € Rn es un multiplicador no determinado. Las ecuaciones de estado y co-estado 
son 
dH 
x = -^r- = Ax + Bu,x{t0) =x0 ( 2 . 1 2 3 ) OA 
-Á = ^ = AT\,\(T) = \, 
y la condición estacionaria 
dH 
0 = — = Ru + B T \ . ( 2 . 1 2 4 ) 
ou 
Resolviendo la ecuación anterior, es obtenido el control óptimo en términos del co-estado. 
u(t) = -R~lBTX(t), • ( 2 . 1 2 5 ) 
% 
y sustituyendo (2.125) en (2.123) se obtiene 
z = Ax-BR"lBT A. (2.126) 
Resolviendo el sistema del Hamiltoniano (2.123) y ((2.126), y tomando en cuenta las condi-
ciones de frontera, es posible obtener el control óptimo. Integrando la segunda ecuación 
de (2.123) se obtiene 
A(t) = e ^ r - É > A ( T ) , (2.127) 
donde A(T) es aún desconocida. Sustituyendo en (2.126) se obtiene 
x = Ax~ B J r W ^ A Í T ) , (2.128) 
cuya solución es 
¡c(í) = e ^ - ^ x o - i" eA <-T- r )BR-1BTeÁ T í T~T )X(T)dT. (2.129) 
Jto 
Para encontrar A(T), y evaluar (2.129) se obtiene 
x(T) = e ^ " ^ - G(t0,T)X{T), (2.130) 
donde el Gramiano Ct(ío,í) es la matriz simétrica 
G(í 0 , í ) = f e A ^ B R - 1 B T e A T ^ d r . (2.131) Jto 
De acuerdo con la condición (2.121), es posible resolver y obtener 
A (T) = -G~l{t0, T)[rT - e ^ - ^ o ] . (2.132) 
Entonces A (T) es expresada en términos del estado inicial, teniendo como requisito el esta-
do final. Finalmente, el control óptimo es encontrado, usando este resultado y sustityendo 
(2.127) en (2.125) para obtener 
í ( í ) - -R-1BTeAT^G~l(t0,T)[rT - eA^-^x0}: (2.133) u( 
Esta es ¡la mínima energía de control que maneja el estado para un XQ dado, a un valor 
requerido de TT en un tiempo final especificado T. Una manera más eficiente de obtener 
el Gramiano es usando la regla de Leibnitz. Para ello, consideraremos la solución de la 
ecuación 
P = AP + PAt + BR~lBT, (2.134) 
la cual está dada por 
• P ( í ) = e y l í t - t » J p ( t b ) c A r ( t - i 0 , + í e A { T ~ T ) B R - 1 B T e A T ^ d r . ( 2 . 1 3 5 ) 
Jto 
De esta forma, si (2.135) es resuelta usando P(¿o) = 0, entonces G{to,T) = P(T). La 
ecuación (2.134) es llamada ecuación de Lyapunov, y es lineal en P. La trayectoria del 
estado óptimo puede ser determinada sustituyendo (2.132) en (2.129). Esto podría ser 
utilizado para conocer también el valor óptimo de la función de costo cuadrática, utilizando 
el control propuesto. Definiendo la diferencia entre los estados final e inicial como 
d{t0iT) = rT~ eA{T'to)x0, ( 2 . 1 3 6 ) 
se puede sustituir (2.119) en (2.120) y escribir el criterio cuadrático óptimo como 
J(t0) = I [TdT{t^T)G-leA^BR-1BTeAT^G~ld{t0,T)dt. ( 2 . 1 3 7 ) 2 J to 
Usando la definición del Gramiano resulta que la función de costo óptimo está dada por 
. / ( ¿ o ) = ^dr(t0,T)G-l(tQ,T)d(tQ,T) ( 2 . 1 3 8 ) 
- l-<F(tQ,T)p-l(T)d(t0,T). 
En la siguiente tabla se presenta un resumen de las características principales 
del regulador lineal cuadrático de lazo abierto. 
I 
i 
M o d e l o del s i s t e m a x = Ax + Bu, t > to, x(to) = XQ dado 
C o n d i c i ó n final del e s tado x(T) = R?, TT dado. 
Func ión de cos to J(tQ) = U*uTRudt,R>0 
Control d e lazo ab ier to 
E c u a c i ó n de Lyapunov P = AP + PAT + BR~lBT, P{tQ) = 0 
Contro l de lazo abierto u(t) = R-1BTeAT^P~1{T)d{t0iT) 
• donde d{t0,T) = rT~ B^-^XQ 
C o s t o ó p t i m o J(to) = ^<f(t0>T)P-1(T)d(t0>T) 
Regulador d e Lazo Cerrado 
P l a n t e a m i e n t o del problema 
Considere el sistema lineal 
x = Ax + Bu, ( 2 . 1 3 9 ) 
con y entrada de control u € Rm . En vez de demandar un estado final fijo, solo 
se requiere que el estado final x(T) no sea cero en un tiempo específico T. Así, el estado 
final es libre y el interés es encontrar el control que minimice la función cuadrática 
1 1 Í T 
J(tQ) = -Xt(T)S(T)X{T) + - / {XtQX + uTRu)dt. ( 2 . 1 4 0 ) 
2 ¿ Jta 
El peso del control R. el peso del estado Q, y el peso del estado final S{T), son matrices 
simétricas elegidas de acuerdo a los objetivos de control. Se supone que Q y S(t) tienen 
valores propios no negativos, tales que xTQx y Xt(T)S(T)X(T) son no negativos para toda 
z(£). De la misma forma. R también es positiva definida, es decir R tiene valores propios 
positivos, tales que uTRu > 0 para toda U(t) ^ 0. En este caso J es siempre acotado por 
debajo por el cero, de lo cual resulta un problema sensible de minimización. Dados los 
cuadrados de los estados y las entradas de control en (2.140), se pretende minimizar una 
energía generalizada ( se puede considerar el caso en'el cual los componentes del estado 
son velocidades o corrientes y voltajes). Este problema es llamado problema del regulador 
lineal cuadrático libre del estado final. 
La solución al problema de control óptimo libre del estado final se obtiene en la 
siguiente forma. El Hamiltoniano está dado por 
donde A(í) € R.n es un multiplicador no determinado. Las ecuaciones de estado y co-estado 
son 
Soluc ión 
H{t) = L(xTQX + UtRU) + XT{Ax + Bu), 
¿i (2.141) 
—- = Ax 4- Bu 
dX 
(2.142) 
- A — = QZ + ATX, 
v la condición estacionaria 
(2.143) 
Resolviendo la ecuación anterior, es obtenido el control óptimo 
u{t) = ~R-lBTX{t). (2.144) 
Sustituyendo (2.144) en la primera ecuación de (2.143), se obtiene 
x = Ax~ BR~lBTA, (2.145) 
la cual puede ser combinada con la ecuación de co-estado en el sistema homogéneo Hainil-
toniano 
X A ~BR~lBT * X 
X -Q -AT X 
La matriz de coeficientes es llamada matriz Hamiltoniana. La condición inicial es el valor 
conocido XQ de El tiempo final es fijo. Dado que el estado final x(T) es libre, dx{T) 
no es igual a cero, entonces la condición final está dada por 
X(T) = ^\t=S(T)X(T). (2.146) 
Para encontrar el control óptimo, se resolverá este problema de frontera. El método de 
solución utilizado supone que x(t) y X(t) satisfacen la relación lineal (2.146) para todo 
tiempo en el intervalo [to,T] y son tales que 
A(¿) = S{t)x{t) (2.147) 
para alguna función matricial S(t) desconocida. Para obtener la función auxiliar S(t), se 
deriva la función de co-estado para obtener 
Á = Sx + Sx = Sx + S(Ax - BR~lBT Sx) (2.148) 
donde se ha utilizado la ecuación de estado. Por otro lado, con la ecuación de co-estado 
se verifica que, para todo t : 
-Sx = (ATS + SA- SBR'1BTS + Q)x. (2.149) 
En base a la ecuación anterior, para alguna condición inicial xo, y, por lo tanto, para todas 
las trayectorias del estado, se podría tener 
-Sx = ATS + SA - SBR~1BTS + Q,t<T. (2.150) 
Esta es la ecuación matricial de Riccati, la cual es bilineal en S. En términos de la solución 
i 
de Riccati S(t), la ley de control óptima está dada por 
u(t) = -R~1BTS(t)x(t) (2.151) 
Definiendo la ganancia de Kalman por 
K{t) = R~1BTS{t), (2.152) 
se puede escribir la ley de control de la retroalimentación del estado como 
u{t) = ~K{t)x{t). (2.153) 
Al determinar el costo óptimo, usando este controlador, es posible notar que 
i J* ~(xTSx)dt - i ^ í r j á t D a í C r ) - i i r ( t 0 ) 5 ( í 0 ) i 0 . (2.154) 
Usando (2.140) y (2.154), se obtiene 
J{to) = fT{xTQx + vTRu (2.155) " ** J ín 
+xTSx + xTSx 4 xTSx)dí 
La función de costo, tomando en cuenta la ecuación de estado, puede escribirse como 
o) = + L F - [ ( ¡ C T ( S + Q + AT$ + SA)X+ ( 2 . 1 5 6 ) 2 ¿ Jto 
xT S Bu + VtBtSX + uTRu)dt. 
Si S(t) satisface la ecuación de Riccati, entonces 
i i rT 
J(t0) = -xl'SitQ)xo + - jf ¡¡ RT1BTSX + u ||| dt. (2.157) 
Es importante notar que la ecuación de Riccati permite que «l integrando se puede escribir 
como un cuadrado perfecto. Seleccionando el control dado por la fórmula de (2.144), 
entonces */(¿o) es minimizado, y su valor óptimo está dado por 
= ^xJSÍtoJxo. 
La siguiente tabla presenta un resumen de las características principales del regulador 
lineal cuadrático de lazo cerrado. 
x = Ax + Bu, t > ¿o, £(¿o) = dado 
J(t0) = \Xt{T)S{T)X{T)+ 
\¡l{xTQx + uTRu)dt. 
conS{T)>0,Q>0,R>0 
-S = ATS + SA~ SBR-lBTS + Q, 
í < T , 5 ( T ) dado 
G a n a n c i a de K a l m a n K = R~lBTS 
R e t r o a l i m e n t a c i ó n variante e n el t i empo: u = —K{t)x 
Costo ó p t i m o . J(to) = \XQS(t(¡)xQ. 
/ 
2.4.4. Controlador Lineal Optimo 
P l a n t e a m i e n t o de l prob lema 
Dado un proceso que no es posible observar, representado por las ecuaciones dife-
renciales lineales de estado y de observaciones 
i(t) = F(t)x(t) + G(t)u(t) + Kw(t) (2.158) 
y(t) = HT(t)x(t) + Lv(t), 
M o d e l o del s i s t e m a 
Func ión de cos to 
E c u a c i ó n de de R i c c a t i 
donde F, G, H son matrices n x n,n x m, y n x p respectivamente. Los procesos w{() y 
v(.) son ruidos blancos Gaussianos. El problema consiste en encontrar el control óptimo 
u* (£) que minimice la función cuadrática de- costo dada por 
a lo largo de la trayectoria £*(í), generada al sustituir u*(í) en la ecuación de estado 
(2.158). Qi son matrices no negativas definidas y Res una matriz positiva definida. 
Pr inc ip io d e Separación 
El principio de separación [56], el cual es válido en sistemas de ecuaciones diferenciales 
lineales estocásticas, establece lo siguiente: puesto que no hay observaciones directas, es 
posible reemplazar la ecuación del estado del sistema no observable x(t) por la ecuación 
de su estimado óptimo m(t) 
— = F(t)m(t) + G(t)u(t) + P ( í ) H ( í ) L - 1 ( i ) [ y ( í ) - HT{t)m(t)\, ( 2 . 1 6 0 ) 
con la condición inicial m(¿o) = mo, donde P(t)H(t)L~l(t) denota la ganancia de Kalman. 
P{t) = E[x{t) - m(í)][i( í) - m(í)]T . Además, P(t) es la solución de 
Entonces, es posible verificar que el problema de control óptimo (2.158) y la función de 
costo (2.159) son equivalentes al problema de control óptimo para el estimado (2.160) y 
la función de costo representada por 
(2.159) 
dm 
p = PFT + F P - PHL~LHTP + KKT, P{t0) = Pe (2 .161) 
J = E{~[m(T)-zo)T$[m(T)-zQ] + 
1 
( 2 . 1 6 2 ) 
+1 / " r í r [ P ( S ) Q i ( s ) ] ^ + ír [P(T)$]} , 
¿ Jto 
donde tr[Á] denota la traza de la matriz A-. 
Dado que la última parte de J es independiente del control u(t) y del estado x(t), la 
función de costo reducida a ser minimizada M toma la forma 
M = E{~[m{T)-z0]T$[m{T)-z0] + (2.163) 
1 Í T 1 Í T 
- / uT(s)R(s)u(s)ds+ - / m r ( s ) (5 i ( s )m(s )ds} . 
2 Jto 2 Jt0 
En conclusión, el principio de separación para sistemas lineales establece que la solu-
ción del problema original de control óptimo especificada para (2.158),(2.159) puede en-
contrarse resolviendo el problema de control óptimo dado por (2.160),(2.163). Además, el 
valor mínimo del criterio J debe ser determinado usando (2.162). 
Solución 
Tomando como base la solución al problema de control óptimo del estado de un sis-
tema lineal observable, los siguientes resultados son válidos para el problema de control 
óptimo (2.160), (2.163), donde el estado del sistema (el estimado m{t)) es completamente 
disponible y observable. La ley de control óptimo está dada por 
u* = ñ" 1 ( í )G T ( í ) í3( í )m(í ) , (2.164) 
donde Q(t) es la solución de la siguiente ecuación dual de la varianza 
Q = -FTQ -QF- QGR~lGTQ + Qut< T, (2.165) 
con la condición terminal Q(T) = Sustituyendo la ley de control óptimo (2.164) en la 
ecuación (2.160) para el estado reconstruido del sistema m(¿), se obtiene la ecuación para 
el estimado del estaldo óptimamente controlado: 
i 
^ = F&mWGtyR-'WGTtyQWmit) + P(t)H(t)Rr1(tMt) - tfT(£)m(í)],(2.166) 
con la condición inicial m(¿o) = ^o- En esta forma queda completa la solución al con-
trolador para sistemas lineales, la cual está dada por la ecuación del estado óptimamente 
controlado (2.166), la ecuación de la matriz de ganancia (2.165), la ley de control óptimo 
(2.164), y la ecuación para la varianza (2.161). 
2.5. Teoría de Vibrosoluciones 
Antes de enunciar la teoría referente a vibrosoluciones es necesaria la presentación de 
algunos conceptos importantes. 
De f in i c ión Una función / definida sobre algún intervalo [a, 6], se dice de variación aco-
tada, si existe una constante C > 0 tal que: 
n 
X ) | / ( s * ) - / ( a * - i ) | < C , (2.167) 
k=1 
para toda partición a = Xo < < ••• < xn ~ b del intervalo [a, b]. 
Def in ic ión Sea / una función de variación acotada. Entonces la variación total de / sobre 
' [a, b] está dada por 
n 
Vba{f) = sup^2 I / ( a * ) - I ( 2 . 1 6 8 ) 
fc=i 
donde la mínima cota superior es tomada sobre todas las posibles particiones (finitas) del 
intervalo [o, b}. 
Condic ion de Lipschitz 




para toda (t,x) y ( t , y ) en alguna vecindad de (¿oj^o)-
P l a n t e a m i e n t o de l P r o b l e m a 
Sea considerada la ecuación diferencial 
¿ ( í ) = f{x,uyt) + b(x,u,t)ú{t),x{t0) = x 0 , ( 2 . 1 7 0 ) 
donde x(t) 6 Mn, f(x, u, ¿), b(x, u, t) son funciones absolutamente continuas, y u(t) es una 
función escalar de variación acotada. Dada la estructura de la ecuación anterior, en la cual 
se presenta la multiplicación de ú(t) por una función discontinua en t, b(x,u,t), (2.170) 
no puede tener una solución convencional. Para la obtención de la solución es necesaria 
la presentación de algunos conceptos importantes. 
Def inic ión La función continua por la izquierda x(t) es una vibrosolución de (2.170) si 
la convergencia *-débil 
* - limuk(t) = u(t),k — > o o , ( 2 . 1 7 1 ) 
de una sucesión arbitraria de funciones continuas uk(t),k = 1,2,. . . en el espacio de las 
funciones de variación acotada implica la convergencia análoga 
* - iimxk(t) = x(t), k — ^ o o , ( 2 . 1 7 2 ) 
de las soluciones correspondientes xk(t) de la ecuación 
¿fc(/) = f{x\uk,t) +b(xk,uk,t)ük{T),xk{tQ) = xQ, ( 2 . 1 7 3 ) 
independiente de la elección de una sucesión aproximada {ufc(t)}. 
Teorema de He l l ey [67] La convergencia *-débil en el espacio de funciones de variación 
acotada j 
* - limuk(t) = u(t), k —> oo, t > ta, ( 2 . 1 7 4 ) 
toma lugar si y solo si las siguientes condiciones se cumplen 
• lim tífe(ío) = u(ío)j fc—>-oo3í>¿0, 
• lim ufc(í) = u(t), k —> oo, ¿ > ¿o, en todos los puntos de continuidad de la función 
«(*)> y 
sup 
• k Var^u*^) < oo para toda t > ta. 
Soluc ión 
Las condiciones de existencia y unicidad para una vibrosolución están dadas por las 
siguientes proposiciones. 
Propos ic ión 1 Si las funciones f(xt u, t), b(x, u, t), db(x, u, t)/dx, db(x, u, t)/dt, son con-
tinuas en x,u,t y satisfacen la condición de Lipschitz en x, entonces existe una única 
vibrosolución de (2.170). • 
De esta manera, una vibrosolución de (2.170) coincide con una solución convencional de 
la ecuación (2.170) si y solo si u(t) es una función absolutamente continua. Generalmente 
una vibrosolución rr(f) es definida como un límite de las soluciones convencionales bajo 
una aproximación especial de una función u(t) por funciones absolutamente continuas, y 
es discontinua como una función de variación acotada, en los puntos de discontinuidad de 
la función u(t). Dado que (2.170) no determina los saltos de la vibrosolución en los puntos 
de discontinuidad de v{t) en una forma explícita; la siguiente proposición proporciona una 
manera de obtener los saltos de la vibrosolución directamente. 
Propos ic ión 2 Sean las funciones f(x,u,t),b(x,u,t),db{x,u,t)/dx,db(x,u,t)/dt, tales 
que satisfacen las condiciones de la proposición 1. Entonces una vibrosolución de (2.170) 
es también una solución de la ecuación con una medida 
dx{t) = f{x,u,t)dt + b{x4u,t)duc{t)+ (2.175) 
^ G í z í í i - ) , « ^ - ) , Au{ti) ,t i)dx{t - f;) ,z(ío) = 
U 
donde G(z, v, u, s) = K(z, v, v 4- u, s) — z\ una función K(z, v, u, s) es una solución de la 
ecuación 
dK/du = b(K, % s), K(v) = z, 
u°(t) es el componente continuo de una función de variación acotada u(í) ,Au(í¿) = 
u(ti+) — u(ti~) es el salto de una función u(t) con discontinuidades en t = i = 1, 2,..., 
son puntos de discontinuidad de una función w(í), y x(¿ — U) es una función de Heaviside. 
Capítulo 3 
Control Optimo en Sistemas de 
Itó-Volterra 
3.1. Control Optimo en Sistemas Continuos de Itó-
Volterra 
3.1.1. Planteamiento del Problema 
Sea (Q, F, P) un espacio completo de probabilidad con una familia creciente y continua 
por la derecha de a-algebras Ft , í > 0, y sea (Wi( t ) ,F í , t > 0) un inadaptado proceso 
de Wiener. Consideremos el proceso inmedible x(t) gobernado por la ecuación de Itó-
Volterra 
x(t) = x{t0)+ í {a0(t,s) + a(t,s)x(s) + b(t,s)u(t,s))ds+ í (3.1) 
Jto Jto 
Aquí x(t) G lRn es el vector de estado, w(í, s) G Rp es la variable de control, el pro-
ceso de Wiener W ^ í ) representa disturbios aleatorios independientes e idénticamente-
distribuidos, y el vector inicial Gaussiano x(to) es independiente de W\(t). La función de 
donde XQ es un vector dado, R es una matriz simétrica definida positiva, Q son 
matrices simétricas no negativas, T > to es un cierto momento en el tiempo, E[f(x)] 
expresa la esperanza matemática (media) de una función / de una variable aleatoria x, y 
aT denota la transpuesta de un vector (matriz) a. El problema de control óptimo consiste 
en encontrar u*(£), t € que minimice el criterio J a lo largo de la trayectoria x*(t), 
t € [ío,?!, generada al sustituir u*(t) en la ecuación de estado (3.1). 
3.1.2. Principio de Dualidad 
Para sistemas dinámicos gobernados por ecuaciones diferenciales, la solución del problema 
de control óptimo puede ser obtenida usando la solución del problema de filtrado y 
el principio de dualidad [33, 58]. El principio de dualidad para sistemas integrales es 
introducido a continuación. Consideremos el sistema integral de Volterra: 
costo cuadrática a ser minimizada J es definida como sigue: 
(3-2) 
(3.4) 
El principio de dualidad establece que (3.3) es controlable (observable) en to, si y solo si 
el sistema (3.4) es observable (controlable) en ¿o-
La demostración del principio de dualidad para sistemas integrales [23] es basada en 
el hecho de que existe la matriz dé transición $(í,¿o); Mo € ( — 0 0 , 0 0 ) , tal que 
x ( t ) = ®{t,tQ)x{t0) + f §{t,T)b{t,T)u{t,T)dT. 
Jto 
3.1.3. Solución al Problema Dual de Filtrado 
La solución al problema de control óptimo para sistemas integrales estocásticos es 
basada en la aplicación del principio de dualidad a la solución del problema de filtrado 
óptimo obtenido en [26], [27]. De este modo, consideremos el problema de filtrado, dual 
al problema de control dado por (3.1),(3.2), para la ecuación de estado 
z(t) = z(t0) + í (aT{t,s)-aT{t,s)z{s))ds+ í Q^2{s)dW,(s)' (3.5) 
Jto Jto 
y la ecuación de observación 
y{t) = f (bT{t, s)x(s))ds+ f Rl^{s)dWA{s), (3.6) 
Jto Jto 
donde Wg(s) y W^s) son procesos de Wiener independientes uno del otro y del vector 
inicial Gaussiano z(to). El problema de filtrado es encontrar el mejor estimado del proceso 
de Itó-Volterra x(t) al tiempo t, basado en el proceso de observación Y(t) = {y(s),¿o < 
s < ¿}, que está dado por la esperanza matemática m(t) = E(x(t) \ F t y) . Denotemos la 
función de correlación del mejor estimado como P(t) = E((x(t)—m(t)(x(t)—m(t))T \ F f ) . 
Como fue demostrado en [26], [27] y en artículos previos [51, 74], es imposible obtener 
un sistema cerrado de ecuaciones para las variables m(t) y P{t), dada la naturaleza de las 
ecuaciones de Volterra (3.5) y (3.6). Asignar un sistema cerrado de ecuaciones requiere 
la introducción adicional de una función de correlación cruzada f ( t , s), caracterizando la 
desviación del mejor estimado m(t) para el estado real x(t): 
f{t, s) = E{{z{ - m\){z{3) - m{s))T 1 
donde 
* í = * ( t o ) + f\a'H(t,r)-aT(t,r)z(r))dr+ f Ql^(r)dW,(r), 
Jto Jto 
Ffs es la a-algebra generada por el proceso estocástico y\ 
y¡= [ bT{t,s)z(s)ds+ f R1/2{s)dW4{s), 
J to Jto 
y m* = E(zts | F^s). 
El filtro óptimo para el vector de estado (3.5) sobre el proceso de observaciones continuas 
(3.6) es dado en [26] por las siguientes ecuaciones para el estimado óptimo m(í), su función 
de correlación P{t), y la función de correlación cruzada /(£, s) : 
m(t) = m(to) + / (ao(t, s) — aT(t, s)m{s))ds + (3.7) 
J tn o 
t 
/(í, s)6(í, s H - R M ) - 1 ^ ) - bT{t, s)m(s)ds], 
to 
P{t) = P(t0)+ [ [-aT{t,s)fT(t,s)-f{t,s)a{t>S)+Q(s)}ds- (3.8) 
Jtn to 
/ ( f , s ) í>( t , s){R(s)y1bT{t1 s ) / T ( t , s ) d s , 
t o 
f(t,s) = P( í 0 ) + [ ' [ - c F M f & r ) -
Jto 
/ ( a > r ) f l ( í , r ) + Q ( r ) ] d r - / [ / ( í , r ) f e ( S , r ) ( f í ( r ) ) ^ 6 r ( 5 , r ) / T ( S , r ) + ( 3 . 9 ) 
Jto 
/ ( a , r ) 6 ( í , r ) ( H ( r ) ) " 1 i . T ( í ) r ) / r ( í ) r ) -
( l / 2 ) / ( t , r ) b ( í , r ) ( ñ ( r ) ) - L b T ( S , r ) / T ( S , r ) -
( l / 2 ) / ( s , r ) 6 ( s , r ) ( f í ( r ) ) " 1 6 T ( £ 1 r ) / T ( í , r ) ] d r , 
donde m(t0) = E{z{t0) \ FtYa) = x0 y P(t0) = E{{z{t0) - m{tQ){z{tQ) - m{t0))T \ son 
las condiciones iniciales. 
Por tanto, la solución al problema de control definido por (3.1), (3.2) ahora puede ser 
obtenida usando la expresión para la matriz de ganancia del filtro óptimo en (3.7) y la 
ecuación de correlación cruzada (3.9). 
p 
3.1.4. Solución al Problema de Control Optimo para Sistemas 
Continuos de Itó-Volterra 
Dado que la matriz de ganancia del filtro en (3.7) es igual a 
Mf(t,s) = f(t,s)b(t,s)(R(s))-\ 
/ 
la matriz de ganancia dual en el problema de control óptimo toma su forma transpuesta 
Mc(£, s) = R-l(s)bT(t,s)fT{t,s). 
Aquí, la ley de control óptima del problema (3.1),(3.2) es dada por 
u*{t,s) - R-l{s)bT{t,s)fT{t,s)x{s), (3.10) 
donde /(£, 5) es la solución de la ecuación integral de Riccati 
f(t,s) = P{t0)+ í [-aT{s,r)fT{t,r) - f{s,r)a{t.,r) + Q{r)]dr - (3.11) 
Jt0 




( l / 2 ) / ( s , r)b{s} r ) ( f í ( r ) ) - ¥ ( í , r)fT(t, r)}dr. 
con la condición terminal f(T, T) = P(T) ~ Finalmente, sustituyendo la ley de control 
óptima (3.10) en la ecuación de estado (3.1), es obtenida la ecuación del estado óptima-
mente controlado 
3.2. Control Optimo en Sistemas Discontinuos de Itó-
Volterra 
3.2.1. Planteamiento del problema 
Sea (Q, F, P) un espacio completo de probabilidad con una familia de <j-algebras Ft, t > 
0, y sea (Wi(t),Ft,t > 0) un proceso de Wiener. Consideremos el proceso aleatorio in-
medible x(t) gobernado por la ecuación de Itó-Volterra 
En la cual x(t) 6 Rn es el vector de estado, u(t, s) € K™ es la variable de control, el 
proceso de Wiener W\(í) representa disturbios aleatorios, los cuales son independientes 
entre sí y de la condición inicial o vector Gaussiano X(ÍQ), y además son idénticamente 
distribuidos. La función de costo cuadrático a minimizar J es definida como sigue 
(3.12) 





donde XQ es un vector dado, <3/, R, Q son matrices simétricas, R es una matriz positiva 
y Q son no negativas, T > ta es un momento en el tiempo, E[f{x)j es la esperanza 
matemática de la función / de una variable aleatoria x, y aT denota la transpuesta de un 
vector (matriz) a. 
El problema de control óptimo consiste en encontrar el control u*(t), t 6 [ío>7l, que 
minimice el criterio J a lo largo de la trayectoria x*(t), t € generada al sustituir 
u*{t) en la ecuación de estado (3.13). 
3.2.2. Solución al Problema de Filtrado 
La solución al problema de control discontinuo para sistemas integrales estocásticos 
es basada en la aplicación del principio de dualidad a la solución del problema de filtrado 
óptimo discontinuo obtenido en [26], [27]. Aplicando el principio de dualidad a los sis-
temas discontinuos, es obtenida la siguiente solución al problema discontinuo de filtrado, 
correspondiente a la solución dual del problema de control (3.13), (3.14), para el estado 
no observable: 
z{t) = z[t0)+ [ {aH{t,s)-aT{t,s)z(s))ds+ í Q 1 / 2 (s)dW 3 (s) , (3.15) 
Jto Jto 
y el proceso de observaciones discontinuas 
y(t) - í (bT{t,s)x{s))dv{s)+ [ R1/2{s)dWi{v{s))., (3.16) 
Jto Jto 
donde Vt^s) y ^ ( s ) son procesos de Wiener independientes entre sí y del vector Gaussiano 
inicial z(to). 
El problema de filtrado consiste en encontrar el mejor estimado para el proceso de 
ItóVolterra x(t) en el tiempo í, basado en el proceso de observaciones V(í) = {y(s),to < 
s < í} , esto es, la esperanza matemática condicional m(t) = E(x(t) \ F f ) . Denotamos la 
función de correlación del mejor estimado como P(t) — E((x(t)—m(t){x(t)~m{t))T ¡ F f ) . 
En esta situación, similarmente al caso de observaciones continuas, es imposible construir 
un sistema cerrado de ecuaciones de filtrado para las variables m(í) y P(t), debido a la 
naturaleza de las ecuaciones de Itó-Volterra (3.15) y (3.16). Para la obtención del filtro en 
forma cerrada, requerimos introducir una función de correlación cruzada /(£, ¿) e M7iXn 
la cual caracteriza la desviación del mejor estimado m(t) del estado real x(t): 
/(¿, 5) = E((zl - mi)(z(s) - m(s)f | 
donde 
to 
Ff s es la familia de a-algebras generada por el proceso estocástico yl t,s 
and m ^ E i z W F l ) . 





P(t) = P(u)+ / [-aT(t,s)fT(t,s)~f(t,s)a(t,s) + Q(s)}d. s (3.18) 
to 
f(t,s) = P ( t o ) + [S[-aT(s,r)fT(t,r)-f(s,r)a(t,r)+Q(r)]dr ( 3 . 1 9 ) 
- /"[/(*, r)b(s, r ) ( ñ ( r ) ) - 1 6 r ( S , r)fT(s, r) + 
Jto 
/ ( s í r ) 6 ( t l r ) ( f í ( r ) ) - 1 6 Í r ( i í r ) / r ( í 1 r ) -
( l / 2 ) / ( ¿ , r ) í » ( í , r ) ( f í ( r ) ) - l 6 r ( S ) r ) / r ( S , r ) -
( l / 2 ) / ( S ) r)6(s, r*)(i?(r)) - 16 r(í , r ) / T ( í , r ) ] ^ ( r ) , 
ío 
donde m(t0) = E(z(t0) \ y P(tQ) = £ ( (¿ ( í 0 ) -m(í0)(¿(í0) -™(¿o)) T | F£ ) , / ( ¿ 0 , í 0 ) = 
E{{z(ta) — m(to)(z(to) — m(¿o))r ¡ son las condiciones iniciales. Las funciones m(t) y 
P(t) tienen saltos en los puntos de discontinuidad de la función v(t), y la función f(t,s) 
es continua en t y tiene saltos en s en los mismos puntos de discontinuidad de v(t). 
La solución al problema de control óptimo definido por (3.13),(3.14) puede ser obtenido 
usando la expresión para la matriz de ganancia del filtro óptimo contenida en la ecuación 
(3.17) y la función de correlación cruzada (3.19). 
3.2.3. Solución al Problema de Control 
Basado en el principio de dualidad el problema de control obtiene su matriz de ganancia 
a partir de las ecuaciones de filtrado. Así, la ley de control óptima está dada por 
ix*(í, s) = R-^s^it, s)fT{t, s)rc(s) ( 3 . 2 0 ) 
y /(£, s) es la solución de la ecuación de Riccati 
/ ( í , s ) - P ( í o ) + f [—(^(s, r)fT(t, r) — / ( s , r)a(t, r) + Q(r)]dr (3.21) 
/ ( 5 , r ) 6 ( í ; r ) ( ñ ( r ) ) - 1 6 r ( í , r ) / T ( í , r ) -
( 1 / 2 ) / ( í , r ) 6 ( £ , r ) ( ¿ ¡ ( r ) ) - 1 ^ , r ) / r ( S , r ) -
( l / 2 ) / ( í í r )6 (a , r ) ( i í ( r ) ) - 1 í r r ( í ) r ) / r ( í , r ) ]d í ; ( r ) 1 
con la condición terminal f(T,T) = P{T) = 
Sustituyendo la ley de control (3.20) en la ecuación de estado (3.13), la ecuación de estado 
para el controlador óptimo está dada por 
Las ecuaciones obtenidas (3.19)-(3.21) son integrales, con integración con respecto a una 
medida discontinua generada por una función de variación acotada v(t), para la cual 
las discontinuidades de la función v(t) corresponden a las discontinuidades en el estado 
x(t). Por otro lado, los saltos pueden ser encontrados resolviendo el siguiente sistema de 
ecuaciones diferenciales, donde x(t—) y f(t,s—) son valores a la izquierda de x(t) y de su 
correlación cruzada f{t,s) en sus puntos de discontinuidad t y (¿, s), respectivamente: 
(3.22) 
— = b(t,t)R-l(t)bT(tyt)f(t,v)x(v) 
,r(0) = x{t-)t ve[Q,Av(t)l 
(3.23) 
df(t. v) 




(1 /2 ) / ( í , v)b(t, 6-)(ñ(S))"16T(S , s)fT(s, v) -
(1 /2 ) / (* , v)b{s, s ) ( f í ( s ) ) - 1 6 r ( t , s)fT(t, „)], 
f ( t . 0) = /(£,*-), w € [0, 
Las expresiones para los saltos están dadas por 
Ax{t) = &(M)ñ~H0kr(M)/T(M-MH^U)> 
A / ( í , s) = - [ / ( £ , s - ) [ / + (6(Sí s)(f í(s))_ 1&T(s , s ) / T ( s , s-) + (3.25) 
6 ( ¿ , s ) ( f í ( s ) ) - 1 6 r ( t l s ) / r ( £ , s~) - ( l /2 )6(s , s ) (J i ( s ) ) - 1 6 r ( t ) a) x 
/ T ( f , S - ) - ( l / 2 ) 6 ( í , S ) ( i í ( S ) ) - 1 6 r ( S ! 5 ) x 
f(st s-))Av(S)]-'b(s, s)(R(s))-lbT(s, S)/T(S, + 
f(s,s-)[I + (6(s, s ) ( ñ ( s ) ) - 1 6 r ( s , s ) / T ( s , s - ) + 
6 ( ¿ , S ) ( ñ ( 5 ) ) ^ 6 r ( í , S ) / T ( £ , S - ) -
(1/2)6(4, s ) ( f í ( S ) ) - V ( S , s ) / r ( s , s—))Au(s)]_ 1 x 
b(t,s)(R(s))-1bT(t,S)fT(t^-) ~ 




6(s, s ) ( ñ ( s ) ) - 1 6 r ( í , s ) / T ( t , s—) — 
( l / 2 ) / ( í , * - ) [ / + (&(*, s ) ( f i ( s ) ) - ¥ ( s ) s)fT(s, s-) + 
( l /2 )6( S t s ) ( f í ( s ) ) - 1 6 r ( t , s ) / r ( t , s - ) -
( l /2)6(i , 5 ) ( f í ( S ) ) - 1 6 T ( S , S ) / T ( S , s - ) ^ ) ] " 1 x 
b(t.s)(R(s))-1bT(s,s)fT(s,s-)]Av(s), 
donde I es la matriz identidad de dimensión nxn. Las fórmulas para los saltos pueden ser 
incorporadas en las ecuaciones (3.19)-(3.21), usando la forma equivalente de las ecuaciones 
c o n m e d i d a : ! 
i 
x{t) = x(to)+ f (o0(t,s) + ( 3 . 2 6 Ì 
J to 
a{t,s)x{s))ds+ í b{t,s)R-l(s)bT{t,s)x 
Jto 
fT{t,s-)x{s-))dv{s)+ ( g{s)dWi{s). 
Jto 
Ht, s) = [ [—aT(s, r)fT(t, r) — / ( s , r ) a ( ¿ , r) + Q(r)]dr — 
Jto 
[ [ / ( x 
J t o 
fT{Sìr-) + b{t,r){R{r))-lbT{t,r) x 
fT(t,r~) - ( l / 2 ) 6 ( s , r ) ( / ? ( r ) ) - 1 ö T ( £ , r) x 
/ r ( í , T - ) - ( l / 2 ) 6 ( í , r ) ( Ä ( r ) ) - 1 6 T ( s , r ) / ( s , r - ) ) A v ( r ) ] - 1 x 
b(s,r)(R(r))-'bT(s,r)fT(s,T-) + 
f ( s , r - ) [ I + ( 6 ( s , r ) ( ñ ( r ) ) " 1 ó T ( s , r ) / T ( S , r - ) + 
( l / 2 ) ò ( s , r ) ( i ? ( r ) ) - l ö T ( i , r)fT(t, r~) — 
( l / 2 ) 6 ( í , r ) ^ ) ) " ^ , r ) / T ( s , r - ) ) A ^ r ) ] " 1 x 
^ r ) ( i 2 ( r ) ) - 1 6 r ( í ) r ) / r ( t , r - ) -
( l / 2 ) / ( 5 , r — ) [ / + ( 6 ( s , T)(R(r))~1bT(s, r)fT(s, r — ) + 
(1 /2 )b(s,r)(R(r))-'bT(t,r)fT(t,r-)~ 
( l / 2 ) 6 ( £ , r ) ( Ä ( r ) ) - 1 ö T ( s , r ) / T ( S ; r - ) ) A t ; ( r ) ] - 1 x 
(1/2 )f(tr-)[I+(b(sir)(R(r))-íbT(sir)f(s,r-) + 
b(t,r)(R(r))~lbT(t,r)fT(t,r~)-
(1/2 ) 6 ( s , r ) ( H ( r ) ) - V ( É , r ) / T ( É , r - ) -
( l / 2 ) 6 ( É ) r ) ( ñ ( r ) ) - I 6 r ( a ; r ) / r ( s ) r - ) ) A « ( r ) ] - 1 x 
6 ( t í r ) (H(r) ) - l f i í r (a ) r ) / r ( í , r - ) ]dw(r) ) 
con la condición terminal f{T, T) = F(T) = tf"1. Aquí Au(í) es el salto de la función de 
variación acotada v(t) en su punto de discontinuidad £, y x(t—) y f ( t , s—) son los valores 
para el lado izquierdo del estado x(t) y para formar la matriz de ganancia f(t, s) con sus 
puntos de discontinuidad t y (t, s), respectivamente. 
3.3. Control Optimo en la Planta Dinámica 
3.3.1. Planteamiento del Problema 
Puede ser significativamente más simple trabajar en el caso de las ecuaciones para la 
planta dinámica, si la ecuación de estado (3.13) tiene una parte interna diferencial de la 
siguiente forma: 
x{t) - x ( í 0 )+ f M s ) + (3.27) 
Jto 
a(s)x(s))ds 4- / b{t,s)u(t,s)dv(s)+ / 5 ( 5 ) ^ 1 ( 5 ) , 
Jto Jt0 
y la función de costo cuadrático J es la misma que en la sección 3.2.1. Entonces, el 
problema dual de filtrado para el estado no observado, podría ser formulado como sigue: 
z(t) = z(t0)+ [ (aZ{s)-aT(s)z{s))ds+ í Q^2{s)dW3{s) (3.28) 
J £0 J 'o 
y el proceso de observaciones discontinuas 
y(t) = [\bT(t,s)x(s))dv(s)+ f Rl/2(s)dW4(v(s)). (3.29) 
Jto Jto 
3.3.2. Solución 
Como fue probado en [22], [25] en el caso de ecuaciones dinámicas (3.28), es posible 
obtener un sistema cerrado de ecuaciones de filtrado con respecto a m(t)y a P(t), sin 
introducir a / (£ , s). Estas ecuaciones de filtrado toman la forma: 
m(t) = m(to) + / (ao(s) — aT(s)m(s))ds + (3.30) 
Jto 
f1 PisM^sKRis))-1^) - bT(t,S)m(s)dv(s)}, 
'ío 
P(t) = P ( f 0 ) + [\-aT(s)P{s)-P(s)a{s) + Q{s)]ds- (3.31) 
Jtn to 
t 
P{s)b{t, s)(K(s)) - 1 í>T(í , s)P{s)dv{s), 
to 
donde m(t0) = E(z{t0) \ F^) y P{t0) = E((z(t0) - m{t0){z(t o) - rn(t0))T | F%) son 
las condiciones iniciales. Tomando como base el principio de dualidad para las matrices 
de ganancia del filtro y el control, es posible obtener la ley de control óptimo, la cual 
está dada por 
u*(t, s) = R-^s^it, s)P(s)x(s), (3.32) 
y P(s) es la solución de la ecuación de Riccati 




con la condición terminal P{T) = Sustituyendo la ley de control óptima u* en la 
ecuación de estado (18). la ecuación para el estado óptimo x(t) está dada por: 
x{t) = x{t0)+ í (a0(s) + a(s)a;(s) + (3.34) 
Jto 
b[t,s)R-l(s)bT{t,s)P{s)x(s))dv{s) + í g{s)dWl{s). 
J t 0 
Los' saltos del estado controlado x(t) y la ecuación de la matriz de ganancia P(t) con los 
puntos de discontinuidad de v(í) toman la forma más simple: 
A x ( í ) = b{t,t)R-l{t)bT(t,t)P{t-)x(t-)Av{t), (3.35) 
A P ( t ) = ~[P(t-)[I + (b(t,t)(R(t))~l x 
6 T ( í ! í )P( í - )Av( í ) ] - 1 6( í , í ) (ñ( í ) ) - 1 6 T (¿ , í )P(£)]Aí; (£) , 
los cuales pueden ser incorporados a las siguientes ecuaciones con medida 
-í rt 
x(t) = x{tQ)+ f ( a 0 ( s ) + a ( s ) a ; ( s ) ) c t e + f b{t, s)R~1{s) x ( 3 3 6 ) 
J ta Jt0 
bT(t,s)P(s-)x(s-))dv(s)+ f g(s)dWl(s). 
J tn 
P{t) = í [—aT(s)P(s) - P(s)a(s) + Q{s)]ds - í [P{s-)[I + (3.3: 
Jto Jto 
(b(t, 5)(fi(«))-1&T(í, s ^ s ^ A ^ s ) ] " 1 ^ , 8 ) ( ü ( s ) ) - f ( í , s)P(s-)]dv(s), 
con la condición terminal P(T) = $ l. 
3.4. Ejemplo: Movimiento de un Misil con Motores 
Jet e Impulsivo 
3.4.1. Planteamiento del Problema 
Consideremos el problema de control para el movimiento de un misil con dos motores, 
impulsivo y jet (continuo), cuya tarea es alcanzar la máxima posible altitud en un cierto 
momento en el tiempo T > 0 con el mínimo consumo de combustible. El movimiento del 
misil es gobernado por las siguientes ecuaciones [32]: 





fl Pp{s) - Q{h,v) 
Jo rrt(s) l. Jo Jo 
donde ¿o = 0, v(t) es la velocidad del misil, o^ = ^(0) = 0; ho = h(0) > 0 es la altura inicial 
ajustada correspondiente a la posición del misil sobre la superficie de la tierra, y h(t) es 
la altitud ajustada; m(s) es la masa del misil y del combustible,mo = mo, mo > > 0; Pp(t) 
es la fuerza de propulsión; C(t, s) < 0 es el factor de diferencia entre la velocidad ideal del 
misil en el tiempo t y la velocidad del salida del flujo de combustible en el tiempo s, la 
cual es variante con el cambio de altitud y, consecuentemente, con la temperatura, presión, 
aceleración de la gravedad, etc.; g es la aceleración de la gravedad, considerada constante; 
r(s)dW /(5) es el disturbio estocástico representado por un proceso de Wiener y se presenta 
como el efecto resultante de disturbios independientes y con distribución desconocida, 
afectando la dinámica de la velocidad; y w(s) es una función de variación acotada, la cual 
representa el funcionamiento de dos motores del misil: el motor jet expulsa combustible 
gradualmente y el impulsivo hace esto intantáneamente en un momento t i , 0 < ti < T. 
Además, el funcionamiento de los motores es descrito usando la descomposición de w(t) 
en su componente continuo wc(t) (jet continuo) y la función de Heaviside x(¿ — ¿i) con 
salto en el momento í i (motor impulsivo), i.e., w(t) = wc(t) + x(t — ti) . 
Se supone que no hay resistencia del aire : Q(/i, v) = 0. 
Seleccionando la función de la masa u(s) = J^j = ¿ [ln (m(s))] como control, el pro-
blema de control es completamente establecido por el estado del sistema x(t) = [/i(í), u(í)] , 
gobernado por la ecuación 
;(t) = x 0 + í Ax{s)ds+ í B{t,s)u{s)dw{s)+ f Gds + f fi(s)dW(s), (3.39) 
Jo Jo Jo Jo 
donde 
s ( í ) = 
h(s) 
= 
0 1 0 
. v ^ . 0 0 
0 
, R(s) = 
0 
G = 
r(s) - 9 
, . m(s) d r . 
= 











+ - / u2(s)dw(s) —• mín, 
2 Jo «(•) 
; h* » /lo, y T > 0 es un cierto momento en el tiempo. 
3.4.2. Solución 
De acuerdo con (3.32), la ley de control óptimo está dada por 
u * ( t , s ) = Í 0 C ( í , s ) ] P ( s ) 
h(s) 
v{s) 
Note que la altitud inicial ajustada ho > 0 es determinada por las condiciones u(0) = 0 
v ¿(o) = 0 (aquí el misil está equilibrado sobre la superficie de la tierra en el momento 
inicial); sustituyendo la ley de control óptima u*(t,s) en la ecuación de la velocidad, 
obtenemos 0 = C(to,to)u*(to,to) — g = C(0,0)u*(0,0) - g. Así, la altitud inicial ajustada 
/i0 > 0 es determinada por la ecuación 
<? = C(0,0) 0 C(0,0) P{0) 
hQ 
0 
Tomando en cuenta las ecuaciones (3.36)—(3.37), las ecuaciones para la trayectoria óptima 
x(í) y la matriz P(t) toman la forma 





~ / P(8) 
0 1 
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C ( í , s) 




con la condición terminal P{T) = ip, y 
0 C{t,s) P{s-)dw(s), 






> ds + 
0 0 Jo _ C ( Í , S ) _ 





con la conaición inicial z(0) = 
impulsivo es activado, son iguales a AP 
A P(tl) = P(íi-){ 
0 1 J I C{t 
0 C ( í i , í i ) 1 P í i i - J A w f í x ) } - 1 
, y sus saltos en el punto ¿i, donde el motor 
¿i) donde 
1 0 • 0 
+ 





C ( í i . í i ) _ 
o 
o C(tuh) ] P ( í i - ) A z i ; ( í i ) , 
0 C{tx,h) Pih-Mt^Awih). 
De esta manera, el algoritmo completo para resolver este problema de control óptimo 
es descrito a continuación: 
• Resolver la ecuación para la matriz P(t) con la condición terminal P (T) = i/> y el 
salto A P ( í i ) en el punto ti, 
• Determinar la condición inicial P(0); 
• Calcular la altitud inicial ajustada 
• Sustituir u*(t,s) en las ecuaciones de estado y resolver estas con las condiciones 
iniciales h(Q) = ho y v(0) = 0, obteniendo la trayectoria óptima [/i(¿),u(¿)] = x{t), 
donde la velocidad v{t) tiene un salto en el punto íj , y la altitud ajustada h{t) es 
continua; 
• La máxima altitud deseada es determinada como h(T) — ho. 
Capítulo 4 
Controlador Optimo para Sistemas 
no Observables de Ito-Volterra 
4.1. Controlador Optimo para Sistemas Continuos de 
Ito-Volterra 
4.1.1. P lan teamien to del P rob lema 
Sea (fì, F, P) un espacio de probabilidad con una familia creciente de c-algebras 
Ft,t> 0 , y s e a n ( W i ( f ) , F ( , t > 0 ) y {W2{t),Ft, t > 0 ) p r o c e s o s d e W i e n e r Ft a d a p t a d o s . 
Consideremos el proceso aleatorio no observable F¿-medible x(t) gobernado por la ecuación 
de Ito-Volterra 
x{t) = s ( í 0 ) + / (a0(£, s) + a(t, s)x(s) + ò(t, s)u(t, s))ds + / g{t, ¿OcM^s) (4.1) 
t o <0 
y la salida (proceso de observación) 
(4-2) 
Aquí, x{t) € es el vector de estado no observable, u{t, s) G Kp es la variable de 
control, y(t) G Rm es el proceso de observación, y los procesos de Wiener independientes 
y ^ ( í ) representan disturbios aleatorios en la ecuación de estado y en la ecuación 
de observaciones, los cuales son independientes del vector inicial Gaussiano x(¿o). Sean 
A{t% s) matrices no cero y sea B(t)s)BT{t,s) una matriz definida positiva. El criterio de 
costo cuadrático a ser minimizado J es definido como sigue: 
J = E\±lx(T)-zo]T$[x(T)-Zo] (4.3) 
1 fT 1 fT 
+- uT(t, s)K(s)u(t, s)ds + - / a;'/,(s)X(5)j;(5)d5], 
donde ZQ es un vector dado, K, L son matrices simétricas, K es positiva, y $ y L son 
matrices no negativas, T > to es un cierto momento en el tiempo, E\f(x)} representa el 
valor esperado o esperanza matemática de una función / de una variable aleatoria x, y 
aT denota el transpuesto del vector (matriz) a. 
El problema de control óptimo consiste en encontrar el control óptimo u*(t), t G [íq. T], 
el cual minimice el criterio J a lo largo de la trayectoria x*{t), t G [io,^], generada al 
sustituir u'(t) en la ecuación de estado ( 4 . 1 ) . 
4.1.2. Principio de Separación en Sistemas Integrales 
Así como el principio de separación es válido en sistemas lineales estocásticos gobernados 
por ecuaciones diferenciales, también es válido en sistemas integrales lineales estocáticos, 
gobernados por ecuaciones de Itó-Volterra. Reemplazando el estado del sistema no observable 
j(é) por su estimado óptimo m(t) dado por la ecuación (ver [26], [27]) 
m{t) = m(t0)+ í ( a 0 ( í , s) + a ( í , s ) m ( s ) + &(£, $)u(t, s))ds + ( 4 . 4 ) 
Jo 
í f ( t . s)AT(t, s)(B(t, S ) B r ( í , s ) ) - 1 ^ ) - (¿o(t, s) + A{t, s)'m{s))ds), 
Jo 
con la condición inicial m(¿o) = E(x(to) I donde la ecuación para f(t,s) toma la 
forma (ver [26], [27] ) 
/ ( M ) = f M ) + í H v ) / r ( í , r ) + / ( S l r ) / ( f , r ) + (4.5) 
Jto 
(l/2)(ff(í , r)gT{s, r) + g{s, r)gT{t, r))]dr -
[ í f ( t > r)AT(s, r)(B(s, r)BT(s, r ) ) " 1 A{s, r ) / T ( s , r) + 
/ ( s , r ) A T ( t , r)(¿3(t,r)i?T(¿, r ) ) - U ( i , r ) / T ( í , r ) -
( l / 2 ) / ( í t r ) ^ r ( í , r ) ( B ( í ) r ) B r ( J 9 l r ) ) - 1 J 4 ( s í r ) / r ( a , r ) -
( l / 2 ) / ( s , r )A T ( s , r) {B{s, r)BT(t, r))"1 A(¿, r)fT(t, r)]dr, 
con la condición inicial / ( í 0 , í 0 ) = E((a;(ío) -™(¿o)M¿o) - m { h ) ) T í Note que, dada 
S{t) = f(t, t), la ecuación para la varianza S(t) resulta directamente de (4.5): 
[a(t,s)fT(t, s) + f(t,s)aT(t,s)+ 
) 
g(t, s)gT{t, s)]ds - f /(i, s)AT{t, s)(B(t, s)Br(t, S))~lA(t, s)fT(t, s)ds, 
Jo 
donde 5(¿o) = /(¿o, ¿o)- De este modo, el problema de control óptimo para el estado del 
sistema (4.1) y la función de costo o criterio (4.3) son equivalentes al problema de control 
para el estimado óptimo (4.4) y la función de costo cuadrático J, representada como: 
J = [m(T) - z0]T $ [m{T) - zo] (4.6) 
1 fT 1 fT 
+ - / uT{t,s)K(s)u{t,s)ds + - / mT(s)L(s)m.{s)ds 2 iío 2 Jto 
+ \ f trlS{s)L(s)]ds + trlS(T)$]}, 
- Jto 
donde tr\A) denota la traza de la matriz A. L son matrices simétricas, K es una 
matriz positiva definida y $ v L son matrices no negativas. Dado que la última parte de J 
S(t) = Sfo) + / 
Jt, 
es independiente del control u{t) y x(t), la función reducida de costo M a ser minimizada 
i 
toma la forma 
Tomando en cuenta el principio de separación, podemos concluir que para los sistemas 
integrales de Itó-Volterra, la solución para el problema de control planteado por (4.1)-
(4.3) puede ser encontrada resolviendo el problema de control óptimo dado por (4.4),(4.7). 
Ahora, el valor mínimo del criterio J debe de ser determinado usando (4.6). 
4.1.3. Solución del Problema de Control Optimo 
Tomando en cuenta los resultados obtenidos en el capítulo previo, en el caso del estado 
observable del sistema, los siguientes resultados son válidos para el problema de control 
dado por (4.4),(4.7), donde el estimado m(t) del estado del sistema es completamente 
disponible y observable. 
La ley de control óptima está dada por 
M = E{pm(T)-zo]T $[m(T)~Zo\ 
1 
(4.7) 
u * ( í , s ) = # - 1 ( s ) 6 T ( í , s)qT(t, s)m(s), ( 4 . 8 ) 
donde q(t, s) es la solución de la ecuación integral de Riccati 
q(t,s) = g(t0.t0)+ / í-aT( s, r)qT(t, r) - q{s, r)a{t. r) + L(r)]dr - (4.9) 
q(s.r)b(t,r)(K(r))-íbT(t,r)qT(t,r)'-
(l/2)q(t, r)b(tt r)(K(r)ylbT(s, r)qT(s, r) -
11 • 2 ) ? ( 5 ) r ) 6 ( s , r)(K(r))~1bT(t, r)qT(t, r)}dr. 
con la condición terminal q(T, T) = <£. í 
Sustituyendo la ley de control óptima (4.8) en la ecuación (4.4) para el estado reconstruido 
m(t), obtenemos el siguiente estimado del estado óptimamente controlado 
m ( í ) = m ( t o ) + [ A{t, s)m(s)ds + f b(t,s)K~l{s)bT(t,s)q(t,s)m(s)ds ( 4 . 1 0 ) 
Jto J to 
+ r f{U s)AT(t, s){B(t, s)BT(t, s)yl[dy(s) - (A0(t, s) + A ( í , 5 ) m ( s ) ) á s ] . 
J o 
Así, la ecuación del estado óptimamente controlado (4.10), la ecuación de la matriz de 
ganancia (4.9), la ley de control óptima (4.8), y la función de correlación cruzada (4.5), 
conforman la solución completa del problema del controlador para estados no observables 
de sistemas integrales continuos gobernados por ecuaciones de Itó-Volterra. 
A 
4.2. Controlador Optimo en Sistemas no Observables 
y Discontinuos de Itó-Volterra 
4.2.1. Planteamiento del Problema 
Consideremos el proceso aleatorio F(-medible z(í) gobernado por la ecuación de Itó-
Volterra 
a r ( í ) = z ( í 0 ) + í {a0(t,s) + a(t,s)x{s))ds+ ( 4 . 1 1 ) 
J t o 
/ 6(£,s)íi(t,s)dv(s) + / g{t, s)fíWi(s) 
Jto J to 
y el proceso de salida (observaciones) está dado por: 
y{t) = f (A0{t,s) + A(t,s)x(s))dw{s) + 
J o 
f B(t,s)dW2(w(s)), ( 4 . 1 2 ) 
J o 
Donde tanto la ecuación de estado como la de las observaciones sbn integrales del tipo 
Volterra con integración por medida discontinua. Las medidas discontinuas en las ecuaciones 
de estado y de observación son generadas por funciones de variación acotada v(t) y w(t), 
las cuales pueden coincidir en sus puntos de discontinuidad (saltos). Aquí, la función 
de observación y(t) puede ser discontinua debido a la discontinuidad de la integral con 
medida discontinua dw(t) en la ecuación (4.12). Esta ecuación de observaciones contempla 
dos tipos de observaciones: continuas, correspondientes a la parte continua de la función 
de variación acotada w(t), y discretas, correspondientes a su función de saltos. 
La función de costo cuadrática a minimizar J es definida en la siguiente forma: 
donde ZQ es un vector dado, K, L son matrices simétricas, K es una matriz positiva, 
y y L son no-negativas, T > to es un cierto momento en el tiempo. El problema de 
control para el estado del sistema no observable x(t) consiste en encontrar el control u*(í), 
t € [to,T], que minimice el criterio J a lo largo de la trayectoria x*{t), t E [ío,T], generada 
al sustituir u*{t) en la ecuación de estado (4.11). La trayectoria del estado x{t) podría 
ser discontinua, por las discontinuidades en la integral donde se encuentra la función t;(¿) 
en el lado derecho de (4.11). Este modelo de sistema considera dos tipos de movimiento 
(trayectorias), es decir, cambios en el sistema de posición (saltos), y movimientos graduales 
continuos. El modelado de estados de sistemas de Itó-Volterra a lo largo de observaciones 
discontinuas del tipo de Volterra en los cuales se consideran sistemas lineales continuos, 
discretos y con retardos en la forma dada por (4.11),(4.12), fue hecho en [22], [25], 




4.2.2. Principio de Separación en Sistemas Integrales Discon-
E1 principio de separación para sistemas discontinuos con observaciones discontinuas 
es basado en el caso continuo. Se efectuarán las siguientes acciones (planteadas en [67]): 
• Suponiendo que las funciones v(t) y w(t) en las ecuaciones de estado y de observación 
(4.11) y (4.12) sean absolutamente continuas, se aplicaría el principio de separación 
obtenido en la subsección 4.1.2, en el cual el problema de control óptimo es modifica, 
por la ecuación de estado (4.4), el criterio (4.7), la función de correlación cruzada 
(4.5), y el valor del criterio óptimo (4.6); 
• En las ecuaciones obtenidas de este modo, suponemos que las funciones v(t) y 
w(t) son de variación acotada, para las cuales sus derivadas v{t) y w(t) pueden -
ser funciones generalizadas de singularidad de orden cero (por ejemplo, 5-función), 
generando integración con medidas discontinuas dv(t) y dw(t). 
Como un resultado de la realización de dichas acciones, el estado no observable x(t) del 




[dy(a) - (A)(£, + A{t, s)m(s))dw{s)], 
con la condición inicial m(tQ) = B(x(to) | donde la función de correlación cruzada 
f(t, s) satisface la ecuación de Riccati: 
( 1 / 2 ) ( s ( i , r ) / ( 5 , r) + (S ) r ) f f r ( í , r))]dr -
/ ' [ / ( * , R)At(S, R) (B(s, r)BT{s, r))~LA(s, r)fT(s, r) + 
(s, r)Ár(t, r ) (B( i , r ) B r ( i , r ) ) " 1 ^ * , r ) / T ( í , r) -
( l / 2 ) ( / ( i , r ) ^ ( ¿ , r)(B(t, r)BT(s, r ) ) " 1 ^ , r ) / r ( S , r) -
/ ( * , r ) A r ( 5 ; r ) ( S ( s ; r )B T ( í f r ) ) " 1 ^ , r ) / T ( í , r))]dw(r). 
con la condición inicial /(ío> ¿o) = ^((^(¿o) — Tn(to)(x(to) — m(¿o))7 | B^)- Por otro lado, 
el problema de control para el sistema (4.11) y la función de costo cuadrático (4.13) son 
equivalentes al problema de control para el estimado óptimo (4.14) y la función de costo 
J, representada como: 
J = E{± [m(T) - z0F O [m(T) - ZQ] + i J* UT(t, s)K(s)U(t, s)dv(s) (4.16) 
í rnT{s)L(s)m(s)ds + \ [ í r [ S ( s ) L ( s ) ] d s + f r [ 5 ( T ) $ ] } , 
2 J t 0 2 Jto 
la cual puede ser reducida a la función de costo M 
M = E{l-[m{T)-zü\T^[m{T)-zü] (4.17) 
1 Í T 
/ s)K(s)u(t, s)dv(s) 
¿ Jto 
1 f T 
+ - I mT(s)L(s)m(s)ds}. 
2 Jto 
Así, la solución al problema de control óptimo especificado en (4.11),(4.13) puede ser 
encontrada resolviendo el problema de control óptimo dado por (4.14),(4.17) y usando 
(4.16) para el mínimo valor del criterio J. 
4.2.3. Solución ái Problema de Control para Sistemas Discon-
tinuos 
En base a la solución al problema de control óptimo obtenido en el capítulo previo, en el 
caso de un estado del sistema observable discontinuo, los siguientes resultados son válidos 
para el problema de control (4.14), (4.17), donde el estado del sistema (el estimado óptimo 
m(t)) es completamente disponible y observable. La ley de control óptimo está dada por 
u*(í,s) = K'1(s)bT(tís)qT(t,s)m{s)) (4.18) 
donde q(t> s) es la solución de la ecuación integral de Riccati 
q{t, s) = q{t0,t0) + 
f [-aT{s, r)qT(t, r) - q{s, r)a{t, r ) + L(r)]dr 
Jto 
- fS[q(t,r)b(s,r)(K(T))-1bT(s!r)qT(s,r) + 
Jt0 
( l /2)g( i , r)b(t, r) (K(r))-lbT(s, r)qT(s, r) -
con la condición terminal q(T, T) = 
Sustituyendo la ley de control óptimo (4.18) en la ecuación (4.14) para el estado 
reconstruido m(¿), se obtiene la siguiente ecuación para el estimado óptimamente controlado 
m(í) = m(í0) + / {ao(t,s) + a(t,s)m(s))ds + 
Jtn 
f b(t, s)K~l(s)bT(t, s)qT{t, s)m{s)dv{s) + 
' í o 
-t 
í f(t,s)AT(t,s)(B(t,s)BT(t,s))-1 x 
Jo 
(dy(s) - (A0(í, s) + A{t, s)m(s))dw(s)), (4.19) 
con la condición inicial ro(ío) = E(x(t0) \ F^). Las ecuaciones obtejiidas (4.19),(4.19), 
así como la ecuación (4.15) para la función de correlación cruzada / ( t , s), son ecuaciones 
integrales con integración por medidas discontinuas generadas por funciones de variación 
acotada z;(¿) y w(t), las cuales no nos indican la forma de encontrar los saltos de las 
variables del controlador (el estimado m(t), su función de correlación cruzada / ( í , s), y 
la matriz de ganancia q(t, 5)). Los puntos de discontinuidad de las funciones v(t) y 1o(í), 
corresponden a discontinuidades en el estado del sistema x(t) y el proceso de observación 
y(t). El método directo para encontrar los saltos fue dado por el Teorema 3 en [26], [27] por 
medio del cual se establece que los saltos pueden ser encontrados resolviendo el siguiente 
sistema de ecuaciones diferenciales, donde x(t—) y /(£, s—) son valores a la izquierda 
del estado del sistema x(t) y su función de correlación cruzada / ( í , s) y sus puntos de 
discontinuidad t y ( t . 5) respectivamente: 
b(t,t)R~l(t)bT{t,t)f{t,v )x(v), ( 4 . 2 0 ) 
-[/(í, v)b(s, sXñOO)-1^, s ) f ( s , v) + 
J(s,v)b(t,s)(R(s))-1bT(t,s)f(t,v)~ 
(l/2)f^v)b(t,s)(R(s)y1bT(s,s)¡T{s,v)-
(1/2 ) / ( 5 , v)b(s, s)(R(s))-V(¿, s ) f ( t , v)], 
f(t,s-)> [0 ,Av(s)} . 
4.2.4. Ecuaciones de los Saltos 
Resolviendo el sistema anterior, las expresiones para los saltos están dadas por: 
= b{t,t)R~1(t)bT{t,t)f{t,t-)x(t-)Av(t). ( 4 . 2 1 ) 
dx 
i ( 0 ) 
d f ( t , v) 
dv 
/(£- 0) = 
Am(¿) - f{t,t-)[I + AT(t,t)(B(t,t)BT{tìt))~1A(tìt)x 
/ T ( t l t - ) A i ü ( t ) ] - i A T ( t ) t ) ( ß ( t , t ) B r ( t ) t ) r 1 X 
[ A y ( i ) - ( A „ ( £ 5 t) + A(t, t)m{t-))Aw{t)] + 
b{t, t)K~l(t)bT(t, t)[I + AT(t, t){B(t, £ ) B r ( ¿ , í))"1 A(£, í ) x 
/ r ( í J í - ) A i ü ( í ) ] - 1 ? ( í , r ) m ( r ) A v ( í ) ) 
Af{t, s) = '[fit,s-)[I + (AT(s,s)(Bis,r)BTis,r))-1x 
Ms, s)fTis, s-) + A r ( t , a ) ( B ( i , A ( ¿ , s ) . 
f i t , s-) - ( l / 2 ) ( A r ( a , a ) ( B ( a , r)BTit, r ) ) - 1 ^ , Ä) / . 
/ r ( t , O - A T ( t , s ) ( B ( t , r ) B T ( a , r ) ) ~ M ( a , a ) / ( a , a " ) ) x 
A w ( S ) ) ] - M r ( S , a ) ( B ( a , r)BTis, r ) ) ^ , a ) / T ( a , O + 
/ ( a , 0 [ / + s)iBis, r)BTis, r ) ) " ^ , a ) x 
/ T ( S , a " ) + AT(t, s) ( B ( i , r ) B T ( £ , r - ) ) " 1 A ( i , a ) / r ( t , a ' ) -
( 1 / 2 ) ( A r ( a , a ) ( B ( a , r ) B r ( í , r ) ) " 1 ^ , a ) / r ( i , s " ) -
A r ( £ , a ) (Bit, r)BT(s, r ) ) " 1 A ( a , s ) / r ( s , a " ) } A ^ ( s ) ) ] ' 1 x 
A T ( í , a ) ( B ( í , r)BTit, r ) ) - M ( i , s ) / T ( i , -
( l / 2 ) / ( a , a - ) [ J + ( A T ( a , a ) ( B ( a , r - ) B T ( a , r ) ) - M ( a , a ) x 
/ r ( s , a " ) + A T ( f , s ) ( B ( £ , r ) B T ( i , r))~lA(t, s)fT(t, s~) -
( 1 / 2 ) ( A r ( a , a ) ( B ( a , r ) B T ( i , r ) ) " ^ , a ) / T ( i , a " ) -
At(í, a ) ( B ( í , r)BT(s, r))~lA(s, s)fT(s, a " ) ) Att(s))]-1 x 
A T ( a , s ) ( B ( a , r ) B r ( ¿ , r ) ) " ^ , a ) / r ( i 5 a - ) -
( l / 2 ) / ( í , s - ) [ i + ( A r ( s , s ) ( B ( s , r ) B r ( s , r ) ) - 1 A ( s , a ) x 
fT[Si s_) + AT{tj s ) { B { t j r ) B r [ t i r))-iA(L s)fT(t, a—) -
( l / 2 ) ( A T ( a , a ) ( B ( s , r ) B T ( í , r ) ) - 1 A ( í , a ) / T ( í , a - ) -
1 1 9 
AT(¿, s)(B(t, r)BT(s, s)fT(s, s-^Awis))}-1 x 
A T ( í , S ) ( B ( £ , r)BT(s, r ) ) - M ( s , s ) / T ( 5 , s - ) ] A w ( s ) , 
donde I es la matriz identidad n x n-dimensional, y 
A ^ s ) = - [ g ( í , s - ) [ / + ( 6 ( 5 5 S ) ( K ( 5 ) ) - 1 6 r ( s , s ) x 
qT(s, s-) + b(t, s)(K(s))~lbT(t, 5)gr(í, -
( l /2)6( s , s X i T C ^ ) - 1 ^ ^ ~ 
(l/2)6(t, s ) ^ ) ) " 1 ^ , S)?(S , s-))Av{sTl x 
« - ) [ / + (6(5, s ) ( ¿ r ( s ) r V ( s , s)qT(s, S-) + 
( í m s . s ) ^ ) ) - 1 ^ ^ ^ - ) -
( 1 / 2 ) 6 ( É , S ) ( ^ ( S ) ) - V ( 5 , s)qT(s, s - J J A w W ] - 1 x 
( l / 2 ) í ( a , s - ) [ J + ( 6 ( s , a ) W s ) ) " 1 ^ , S ) ? T ( S , s - ) + 
( l / 2 ) 6 ( s ) s ) ( ü r ( S ) ) - 1 6 T ( í ) s ) ? r ( í í S - ) -
b(s,s)(K(s)ylbT(t,s)qT(t,s-)-
( 1 / 2 ) g ( í , 5 - ) [ / + ( 6 ( s , s ) ( ü : ( s ) ) - 1 6 r ( s , s ) g r ( s , s - ) + 
b { t . s ) ( K { S ) ) - 1 b T { t l S ) < i r { t í 8 - ) -
(l/2)b(s,s)(K(s))-1bT(t,3)qT(t,s~)-
: l/2)6(í, 3 ) ^ ( 3 ) ) ^ ( s , s)qT{s, S-JJA^S)]" 1 X 
«XiArWJ-^^í», «)gr(a, s - ) ] 
Siguiendo [25], las expresiones para los saltos pueden ser incorporadas en las ecuaciones del 
filtrado y el controlador (4.19), (4 .21), ( 4 . 1 5 ) usando la forma equivalente de ecuaciones 
integrales con integración en medida discontinua 
/
t t 
^ («o(f, s) + a(í, s)m(s))ds + j b(t, s)u(t, s)ds (4.22) 
+ £ 6(¿, s ^ i s ^ i t , 8){I + AT(t, s)(B(t, s)Br(t, s) 
+ 5 _ ) + ^ * ) / ( * , O M * ) } " 1 
xAT(t, s)(B(¿, s)BT(t, W _ ^ S)m{s-)dw{s)}, 
con la condición inicial m(t0) = B(x(t0) | 
= f ( ¿o , ¿o) + J^ [ a ( s , r)fT(t, r ) + / ( s , r)aT(t, r ) + ( 4 . 2 3 ) 
(1/2)(ff(t, r)gT(s, r) + g(s, r ) P T ( í , r ) ) j ¿ r -
fto lf(t, r - ) [ / + r ) ( £ ( 5 , r ) B r ( 5 , r ) f ( s , r - ) + 
r ) ( B ( t , r)BT(t, r ) ) " U ( í , r ) / ( í , r - ) -
( l /2) .4 r(S , r J (B( S ) r )S r ( t , r ) ) - 1 ^ ^ r ) / ( í , r - ) -
( l / 2 ) - - l r ( í f r ) ( B ( t I r ) B T ( a i r ) ) - U ( í , r ) / ( a i r - ) ) A t « ( r ) ] - i x 
A r ( s . r)(B(s, r)BT(s, r ) ) " M ( S , r ) / T ( s , r - ) + 
/(5,r-)[/ + (Ar(5,r)(B(S,r)B7'(S)r))-M(S,r)/(s,r-) + 
r ) ( B ( ¿ , r ) B T ( ¿ , r ) ) " U ( ¿ , r ) / ( í , r - ) -
( 1 / 2 ) . 4 T ( S , r)(B(s, r)BT(t, r))~lA(t, r)f(t, r~) -
AT(t, r) (B(t, r)BT(t, r ) / r ( t , r - ) - ¡ 
( l / 2 ) / ( s , r-)[I + (At(S, r)(B(s, r)BT(s, r ) ) " 1 ^ ^ , r ) / ( s , r - ) + 
r ) ( B ( £ , r)BT(t, r))~lA(t, r ) / ( t , r - ) -
( 1 / 2 ) A t ( S , r ) ( B ( s , r ) B r ( £ , r ) ) " 1 ^ , r ) / ( í , r - ) -
( l / 2 ) A r ( í ! r ) ( B ( t , r ) B r ( S ! r ) ) - 1 A ( S , r ) / ( S , r - ) ) A W ; ( r ) ] - 1 x 
r ) ( B ( s , r ) B r ( í , r ) ) - M ( í , r ) / T ( t , r - ) -
( l / 2 ) / ( ¿ , r — ) [ / 4 - ( . A t ( S , r ) ( B ( s , r ) B r ( s , r ) ) " 1 ^ , r ) / ( s , r - ) + 
A r ( t , r ) ( B ( í , r ) B r ( í , r ) ) " 1 A ( ¿ , r ) / ( í , r - ) -
( l / 2 ) A r ( S , r ) ( B ( s , r ) B r ( í , r ) ) " 1 ^ , r ) / ( i , r - ) -
( l / 2 ) A r ( t ) r ) ( B ( t l r ) B r ( s ) r ) r 1 A ( s , r ) / ( s ) r - ) ) A w ( r ) ] - l x 
A r ( í , r ) ( B ( ¿ , r ) B T ( s , r ) ) " ^ , r - ) ] d w ( r ) , 
c o n l a c o n d i c i ó n i n i c i a l / ( ¿ o , ¿ o ) = ~ m ( í o ) ( z ( ¿ o ) - m(t0))T \ F^), l a f u n c i ó n 
/ ( £ , 5 ) e s c o n t i n u a e n t , y 
<?(M) - q{to,t0)+ f [-aT(s,r)qT(t,r)-q(s,r)a(t,r)+L(r)]dr- (4.24) 
JtQ 
[\q(t, r - ) [ / + r ) ( J R T ( r ) ) - 1 6 T ( s , r ) 9 r ( s , r - ) + 
Jto 
b(t, r)(K(r))-'bT(t,r)qT(t,r-)-
( l / 2 ) 6 ( 5 I r ) ( / f ( r ) ) - 1 ^ ( í I r ) í r ( í > r - ) -
( l / 2 ) 6 ( í , r ) ( / i : ( r ) ) - 1 6 T ( a ) r ) g ( s , r - ) ) A u ( r ) ] - 1 x 
í ( S . r - ) [ / + ( 6 ( S , r ) ( ^ ( r ) ) - 1 6 T ( S , r ) g T ( S , r - ) + 
( l / 2 ) 6 ( s ) r ) ( ü r ( r ) ) - 1 6 r ( í , r ) 9 7 ' ( £ ) r - ) -
( l / 2 ) 6 ( ¿ , r ) ( i í ' ( r ) ) _ i 6 T ( s , r)qT(s, r — ) ) A u ( r ) ] - 1 x 
6 ( í , r ) ( i r ( r ) ) - 1 6 r ( í , r ) ^ ( í , r - ) -
( 1 / 2 ) q ( s , r—)[ / + (b(s, r)(K(r)ylbT(s, r - ) + 
6 ( í , r ) ( K ( r ) ) " 1 6 T ( í , r - ) g r ( í , r - ) -
( l / 2 ) 6 ( s , r ) { K W - W f r r)qT{t,r-) -
( l / 2 ) 6 ( í , r X / C í r ) ) - ^ ^ , r j ^ s , r - ) ) A v ( r ) ] " 1 x 
b{s,r){K{r)TlbT{t,r)qT{t,r-) -
( 1 / 2 ) 9 ( t , r - ) [ / + ( 6 ( 5 , ( r ) ) " 1 ^ , r ) / ( s , r - ) + 
6 ( í , r ) ( Í T ( r ) ) - 1 i » T ( í ( r ) g r ( t í r - ) -
( l / 2 ) 6 ( s , r ) ( K " ( r ) ) _ 1 6 T ( É , r ) g T ( ¿ , r — ) -
( l / 2 ) 6 ( ¿ , O f i í f r ) ) - ^ 7 ' ^ , r - ) ) A ^ r ) ] " 1 x 
6 ( í , r ) ( K ( r ) ) - 1 6 r ( S , r ) g r ( 5 , r - ) ] A i ; ( r ) , 
con la condición terminal q(T,T) = la función </(í, s) es continua en t. Aquí A w ( t ) , 
A v ( t ) , y A y ( t ) son los saltos de las funciones de variación acotada w(t), v{t), y el proceso 
de observaciones y(t) en el punto í, respectivamente, y m(t—), / (£ , s—), y q(t,s—) son 
los valores del controlador discontinuo y los parámetros de filtrado (el estimado m(t), su 
función de correlación cruzada / ( í , 5), y la matriz de ganancia q(t, s)) en los puntos t y 
(í, s) por la izquierda. La ecuación del estado controlado óptimamente (4.22), la ecuación 
de la matriz de ganancia (4.24), la ecuación de correlación cruzada (4.23), y la ley de 
control óptima (4.18) dan la solución completa al problema del controlador óptimo para 
estados de sistemas integrales no observables, discontinuos, gobernados por ecuaciones de 
Itó-Volterra, incluyendo expresiones analíticas para los saltos de las variables del filtro 
y del controlador en ios puntos de discontinuidad del estado real del sistema x{t) y el 
proceso de observación y(t). 
4.3. Controlador Optimo para la Planta Dinámica 
4.3.1. Planteamiento del Problema 
Como ya se vio en la sección anterior, puede ser significativamente más simple trabajar 
en el caso de las ecuaciones para la planta dinámica si la ecuación de estado (4.11) tiene 
una parte diferencial interna de la siguiente forma: 
y el proceso de observaciones y(t) (4.12) y la función de costo cuadrático J (4.13) son los 
mismos. Como fue probado en [22], [25], en el caso de la ecuación de la planta dinámica 
(4.25) es posible obtener un sistema cerrado de ecuaciones de filtrado con respecto solo 
a dos variables, el estimado óptimo m(t) y su varianza S(t), sin introducir la función de 
correlación cruzada f{t.s). Estas ecuaciones de filtrado toman la forma [22], [25]: 
io 
(4.25) 
+ f b(t, s)u(t, s))dv(s) + 




(Ao(í,s) + A ( £ , s ) m ( s ) ) ( k j ( s ) ] , 
con la condición inicial ra (¿o) = E('v(to) \ Ftó), donde la función para la varianza S(t) 
satisface la ecuación de Riccati (usando como S(t) — f{t,t)) 
S ( t ) = 5 ( ¿ o ) + ( 4 . 2 7 ) 




A{t, s ) S ( s ) ] < M s ) , 
con la condición inicial 5(¿o) = /(¿o, ¿o) = £((a:(ío) ~ m(ío)(a:(ío) — ^ ( to ) ) T | 
Además, el problema de control óptimo para el estado del sistema ( 4 . 2 5 ) y función de 
costo ( 4 . 1 3 ) es equivalente al problema de control óptimo para el estado óptimo ( 4 . 2 6 ) y 
la función de costo ( 4 . 1 6 ) , la cual puede ser reducida a la función de costo efectiva ( 4 . 1 7 ) . 
Así, la solución para el problema de control óptimo especificado por ( 4 . 2 5 ) , ( 4 . 1 3 ) puede 
ser encontrado resolviendo el problema de control óptimo dado por ( 4 . 2 6 ) , ( 4 . 1 7 ) y usando 
( 4 . 1 6 ) para el valor mínimo del criterio. 
La ley de control óptimo se obtiene tomando como base los resultados obtenidos en el 
capítulo previo para el problema de control óptimo en sistemas de Itó-Volterra con parte 
interna dinámica. 
4.3.2. Solución 
La ley de control óptima es dada por 
u'{t,s) = K~1{s)bT{t,s)P{ s ) m ( s ) , ( 4 . 2 8 ) 
donde P(t) es la solución de la ecuación integral de Riccati 
P{t) = P[tQ)+ ( 4 . 2 9 ) 




con la condición terminal P(T) = q(T, T) = 
Sustituyendo el control óptimo (4.27) en la ecuación (4.26) para el sistema reconstruido 
m(t), es obtenida la siguiente ecuación para el estimado óptimamente controlado (siguiendo 
la ecuación (4.22) y usando S{t) = f{t, t) y P(t) = q(t, t) ) 
m(t) = mo + í [a0(s) + a(s)m(s))ds + ( 4 . 3 0 ) 
Jto 
b(t, s)u(£, s)ds + 
to 
t 





con la condición inicial m(ío) = E(X(ÍQ) \ F^). 
Así, en el caso de un sistema de Ito-Volterra con planta dinámica interna, la solución al 
problema del controlador es dada completamente por la ecuación del controlador óptimo 
(4.30), la ecuación de la varianza (4.27), la ecuación que constituye la matriz de ganancia 
(4.29), y la ley de control óptimo (4.28). Obviamente, el caso de ecuaciones de estado y 
de observaciones continuas en un sistema de Ito-Volterra con planta dinámica interna es 
resuelto asumiendo v(t) = t y w(t) = t en (4.25)-(4.30). 
4.3.3. Saltos para la Planta Dinámica 
Las ecuaciones de los saltos para controlador óptimo toman la forma siguiente: 
Am(t) = S(t~)lI + AT(t>t)(B(t,t)BT(t,t))~1A(t,t)x (4.31) 
S(t-)Aw(t)]-1AT(t1t)(B(t,t)BT(t,t))-1 x 
[ A y ( t ) - ( A , ( M ) + A ( í , í ) m ( í - ) ) A « ; ( í ) ] + 
b(t, t)K~l(t)bT{t, t)[I + AT(t, t)(B(t, t)BT(t, t))'1 x 
A ( í ) í ) 5 ( É - ) A ^ ( í ) ] - 1 P ( í - ) m ( ¿ - ) A u { ¿ ) , 
A S ( t ) = - [ 5 ( í - ) [ / + {AT(t, t)(B(t,'t)BT{t,t))~1 x 
A{t,t)S(t~))Aw(t)]~1AT(t,t) x 
(B(t,t)BT(t,t))-lA{t,t)S(t-)}Aw(t), 
AP(t) = -[P(t-)[I + (bitMKWW&VPit-)) x 
Avit^-XT^MR^MPIT-^Avis). 
Notemos finalmente que los resultados de la asignación del controlador óptimo para un 
sistema con planta dinámica interna se pueden aplicar a la solución del problema del 
controlador óptimo del lanzamiento de un misil con motores continuos y jet impulsivos y 
velocidad no observable, logrando la máxima posible altitud con el mínimo consumo de 
combustible (ver [32] para su planteamiento inicial continuo), como ha sido hecho en el 
capítulo previo por el correspondiente problema del regulador óptimo. Esta aplicación se 
presenta en la siguiente sección. 
4.4.; Movimiento de un Misil con Motores Jet e Im-
pulsivo y Velocidad no Observable 
4.4.1. Planteamiento del Problema 
Consideremos el problema de control óptimo para el movimiento de un misil con dos 
motores, impulsivo y jet (continuo), cuya tarea es alcanzar la máxima altitud posible 
en un cierto momento en el tiempo T > 0 con el mínimo consumo de combustible. E! 
movimiento del misil es gobernado por las ecuaciones de estado siguientes ([32]) 
donde ¿o = 0, v{t) es la velocidad del misil, VQ = v(0) = 0; la información de la velocidad 
del misil, es reunida usando la ecuación de medida de la velocidad (observación) 
Aquí, ho = ^(0) > 0 es la altitud inicial ajustada correspondiente a la posición del 
misil sobre la superficie de la tierra, y h(t) es la altitud ajustada; m(s) es la masa del 
misil, rao = m(0),mo > > 0; Pp{t) es la fuerza de propulsión; C(t,s) < 0 es el factor de 
diferencia entre la velocidad real del misil al tiempo £ y el flujo de salida al tiempo s, 
el cual es variante con el cambio de altitud y consecuentemente, con la temperatura, la 
presión, la aceleración de la gravedad etc.; g es la aceleración de la gravedad, la cual es 
considerada constante; r(t, s)dW\{s) es una familia de disturbios estocásticos simulados 
usando un proceso estándar de Wiener Wi(s) y se presenta como el efecto resultante 
de disturbios independientes y con distribución desconocida, afectando la dinámica de la 
velocidad en el tiempo t; w(s) es 'una función de variación acotada, la cual representa el 
funcionamiento de los motores del misil, impulsivo y jet (continuo): el motor jet expulsa 
combustible gradualmente y el impulsivo lo hace en un cierto momento instantáneo ¿1? 
0 < ti < T. El funcionamiento de los motores es descrito usando la descomposición de 
w(t) en su componente continuo wc(t) (jet continuo), y la función de Heaviside x(¿ — ¿i) 
con salto en el momento ¿! (motor impulsivo), i.e., w(t) = wc(t) + x{t — h). 
Dada la inexactitud del artefacto de medición y por razones naturales (tales como el 
efecto Doppler), la medición de la velocidad proporciona información en los valores de 
velocidad, no solo en el tiempo transcurrido £, sino como una suma de valores en algunos 
instantes previos de tiempo, presentando un caso clásico de fusión de datos. Este efecto 
es modelado por el término J0£ H(t, s)v{s)dw(s) en la ecuación de observación, donde, 
como el último término F(t, s)dW2(iü(s)) toma en cuenta la influencia de una familia 
de disturbios estocásticos F(t, s)dW-2(w(s)), se afecta las mediciones de las velocidades 
v(s) ,0 < s < t en el momento de observación t. Los disturbios de las observaciones 
son simulados también usando un proceso estándar de Wiener W2(s), suponiendo que son 
independientes e idénticamente distribuidos. El término de medida discontinua dw(t) en la 
integración contenida en la ecuación de observaciones permite incorporar correctamente 
el salto en el estado del sistema (velocidad del misil) en el modelo de observaciones, 
así como también tomar en cuenta que el componente de observación discreta es afectado 
por disturbios independientemente de las observaciones continuas. 
Se supone que la fuerza de resistencia de la atmósfera es ausente: Q{h, v) = 0. 
Seleccionando la función del flujo de salida de masa u(s) = = j¡ [ln (m(s))] como 
control, el problema de control óptimo es completamente establecido por el estado del 
sistema x(t) = [ / i ( í ) ,r (0j , gobernado por la ecuación 
x(t)=x0+ í Ax{s)ds+ í B(t,s)u{s)dw{s)+ f Gds + f Dr(t, s)d\Vl{s).. ( 4 . 3 2 ) 
Jo Jo Jo Jo 
donde 
x{t) = 
h(s) 0 1 
,B(t,s) = 
0 
, 4 = 
0 0 _C{t,s) _ 
0 0 
D — 
1 ~9 _ m(s) ds 








i f T 
+ - / u(s)u(s)cíu;(s) —> min, 




; h" » ho, y T > 0 es un cierto momento en el t i empo. 
La ecuación de observación toma la forma 
y(t) = 
4.4.2. Solución 
0 H(t,s) ] 
h(s) 
v(s) 
dw(s)+ / F{t,s)dW2{s). 
'o 
Se puede observar que la ecuación de estado (4.32) satisface la definición de una 
ecuación de Ito-Volterra con parte interna diferencial (la matriz A es constante), y pode-
mos usar los resultados simplificados de la sección 4.3. De acuerdo con la sección 4.3.2, la 
ley de control óptimo está dada por 
u ' ( i , s ) = [ o C ( í , s ) ] P M 
h(s) 
v{s) 
La altitud inicial ajustada /i0 > O es determinada por las condiciones v(0) = 0 y v(0) = 0 
(este es el equilibrio del misil en la superficie de la tierra en el tiempo inicial); sustituyendo 
el control óptimo ti* (i, s) en la ecuación de la velocidad, se obtiene: 0 = C(t0, tQ)u*(to, t0) -
g = C(0,0)u*(0,0)—g. La altitud inicial ajustada se obtiene haciendo ho > 0 en la ecuación 
5 = C(0,0) 0 C{0,0) P{0) 
h0 
0 
De acuerdo con (4.30), (4.27), (4.29), las ecuaciones para el estimado de la trayectoria 
óptimamente controlada x{t), su varianza S(t), y la matriz de ganancia P(t) toman, la 
forma 









1 0 0 
(F(t,s)FT(t,s))~l + 
H(t,s) 





(.F(t,s)FT(t,s)) - i 0 H{t,s) •S(s—)dw(s), 
con la condición inicial 5(0) = 0, 
C1 0 0 f l 
P{t) = P{0)- / P(s)ds- / P(s) 




~ / P(s-){ 
1 0 0 
+ 
0 1 _C(É,5) _ 
0 C ( í , s ) P{s-)Aw{s)} - i 
0 
C(t s) 
0 C(í, s) 
con la condición terminal P(T) = ip,y 
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1 0 1 0 
+ 
0 1 _ H(t,s) _ 
(F(t,s)FT(t,s))-1 0 H(t,s) S(s-)Aw(s)} - i 











(F{t,s)FT{t,s))~1 dy(s)- 0 ií(í,s) z(s-)diu(s) 
con la condición inicial ¿(0) = 
impulsivo es utilizado, son iguales a 
A 5 ( í I ) = 5 ( í 1 - ) { 
ho 
0 
, y sus saltos en el tiempo í1? donde el motor 
1 0 0 
+ 
0 1 _ H( t i , t i ) _ 
(F(tu íi)i^(ti, íi))"1 0 H(tuti) 
xS[U~) Aw{ti)} - i 
0 
tf(Mi) 
{Fitut^i^hir1 [ o H(ti,íi) ] S ^ - J A i u ^ ) , 
1 0 0 
+ 
0 1 C(f i ,£ i ) 




C(t i , í i ) 
o ¿7(ti,ti) ] P í t i - J A w í í O , 
Ax( í a ) = 
0 







[Fitut^ituh))-1 [ O H(tuti) ] 5 ( í i - ) A « / ( í i ) } " 1 P ( í i - ) A ( t i - ) A « i ( í 1 ) 
+ 5 ( í ! " ) { 
1 0 0 
(Fítut^tut,))-1 + 0 H(tutl) 5 ( Í ! - ) A u , ^ ) } " 1 
0 1 H{tuh) 
O 
•ff( í i , í i ) 
( F ( ¿ i , í i ) P T ( ¿ i , ¿ i ) ) - 1 [ A y ( t i ) - [ O H(tuti) ] ® ( i i - ) A w ( í i ) 
El algoritmo completo para resolver este problema de control óptimo es descrito a 
continuación: 
• Resolver la ecuación para la matriz de varianza S(t) con la condición inicial 5(0) = 0 
y el salto A5(¿i ) en el punto ti; 
• Resolver la ecuación para la matriz de ganancia P(£) con la condición terminal 
P(T) =i¡> y el" salto A P ( í i ) en el punto íj; 
• Determinar la condición inicial P(0); 
• Calcular la altitud inicial ajustada 
• Sustituyendo u"(t. s) en las ecuaciones del estimado óptimo y resolviendo estas con 
las condiciones iniciales h( 0) — hoy 0(0) = 0, se obtiene la ecuación de la trayectoria 
óptimamente controlada /i(í),í>(í)j = £(£), donde el estimado óptimamente con-
trolado de la velocidad v(t) tiene un salto en el punto ti, y el estimado óptimamente 
controlado de la altitud ajustada h(t) es continuo; 
• El estimado óptimamente controlado de la altitud máxima deseada es determinado 
como h(T) — ho. 
Como se puede verificar, los algoritmos obtenidos para el controlador contienen la ecuación 
para la matriz de varianza, la ecuación para la matriz de ganancia, la ecuación para el 
estimado y las ecuaciones para los saltos de las matrices de ganancia y de varianza. Ya que 
para este caso, no hay observaciones. Mientras que los algoritmos del control contienen 
solo las ecuaciones del estimado óptimo, de la matriz de ganancia y de los saltos para la 
matriz de varianza. 
Capí tu lo 5 
F i l t rado Opt imo en Sistemas 
Polinomiales 
5.1. Filtrado Optimo para Ecuaciones de Estado y de 
Observaciones Lineales 
5.1.1. Planteamiento del Problema 
Previo al caso polinomial, esta sección trata del caso lineal, correspondiente al filtro 
de Kalman-Bucy [46]. es decir, con ecuaciones de estado y de observación lineales. Sea un 
proceso aleatorio no observable x(t) que satisface la ecuación lineal 
dx{t) = (a0(í) + a{t)x(t))dt + b{t)dWi(t),x(tQ) = x0, (5.1) 
y las observaciones lineales son dadas por : 
dy{t) = (A0{t) + A(í)z(i))dí + B{t)dW2{t). (5.2) 
donde W\(t) y ^ ( í ) son procesos de Wiener, para los cuales su derivada en sentido de 
• 
la convergencia débil en media cuadrada para procesos estocásticos, es un ruido blan-
co Gaussiano, que son independientes uno del otro y del valor inicial Gaussiano XQ. El 
problema de filtrado consiste en encontrar las ecuaciones dinámicas para el mejor estimado 
del proceso real x(t) al tiempo £, basado en las observaciones K(í) = [y(s)|0 < s < t], el 
cual es la esperanza condicional m(t) = E[x(t)\Y(t)] del proceso real x(t) con respecto 
a las observaciones Y(t). Sea P(t) ~ E[(x(t) — m(t))(x(t) — m ( í ) ) r | y ( í ) ] la varianza del 
error (función de correlación). 
5.1.2. Solución 
La solución a este problema es dada por el siguiente sistema de ecuaciones, el cual es 
cerrado con respecto a las variables m(í) y P(t): 
dm(t) = {a0{t) + a{t)m(t))dt + P(t)AT(t)(B{t)BT(t)y1 x (5.3) 
[d¡/(i40(í) + i4(í)m(í))]dí, 
m(ío) = í?[a:(ío)|y(ío)], 
dP{t) - (a(t)P(t) + P(t)aT(t) + b(t)bT(t))dt — P(t) x 
Ár{t)(B(t)BT{t))~1A(t)P(t)dt, 
P[to) = ^[(x(í0) - m(t0)){x{t0) - m{t0))T\y(t0)}. 
5.2. Ecuación de Kushner¡para el Estado no Lineal y 
i 
Observaciones lineales 
5.2.1. Planteamiento del Problema 
En el caso de la ecuación de estado no lineal, el problema es más complicado. Sea un 
proceso aleatorio no observable rc(í) que satisface la ecuación 
dx(t) = {f{x(t)))dt + b^dW^t), ,t(í0) = xQ, (5.4) 
y las observaciones lineales son dadas por 
dy{t) = (A0(í) + A(t)x(t))dt + B{t)dW2{t), (5.5) 
donde W\{t) y W2U) son procesos de Wiener independientes uno del otro y del valor 
inicial Gaussiano XQ. Todos los coeficientes en (5.4) y en (5.5) se consideran funciones 
determinísticas dependientes solo del tiempo t. El mejor estimado es la esperanza condicional 
m(t) = - E j ^ í ) ^ ^ ) ] del proceso real x(t) con respecto de las observaciones ^ ( í ) , y 
P(t) = - m(í)) (x( í ) — m( í ) ) r | y (¿ ) ] es la varianza condicional del error (función 
de correlación). 
5.2.2. Solución 
Dado que la ecuación de observaciones es lineal, el proceso de innovación está dado 
por 
K í ) = y ( / ) - ( A 0 ( í ) + A(í)m(í)) 
- i.40(í) + A{t)x{t))dt + B(t)dW2(t) - (A0(t) + A(t)m(t)) 
= Ait'[x{t) -m{t)) + B(t)dW2{t) 
es un proceso de Wiener en el caso de disturbios Gaussianos (ver [62]), y B{t)dWi{t) 
es también un proceso de Wiener, entonces la variable aleatoria A{t){x(t) — m(t)) es 
condicionalmente Gaussiana con respecto a las observaciones para cada tiempo t [72]. Si la 
matriz A~l existe, entonces la variable aleatoria (x(t) —m(t)) es también condicionalmente 
Gaussiana [72]. En este caso, la ecuación de Kushner para el estimado óptimo m(t) = 
¿?[x(í)|y(í)] toma la forma que se obtiene de la ecuación general de Kushner (ver [62]) y 
la ecuación de observación (5.5): 
dm(t) = E i f i x m y ^ + Pi^it^B^B7^))-1 x (5.6) 
[ d y ( í ) - ( i 4 o ( t ) + A ( í ) m ( i ) ) d í ] , 
m(io) = £[®(ío)|y(io)]. 
Ahora, si la función f{x(t)) = ao(í) + ai(t)x(t) + ci2(t)x2(t) +a3(t)z3(£) + ... es polinomial, 
debe ser posible encontrar un filtro finito-dimensional en forma cerrada para las variables 
m(f) y P( í ) , usando el hecho de que la variable (x(t)—m(t)) es condicionalmente Gaussiana. 
Esto implica que todos los momentos centrales impares de esta variable Gaussiana m] = 
E[{x{t) - m(£))|y(£)]. m3 = E[{x{t) - m( í ) 3 | y ( í ) ] , m5 = E[(x{t) - m( í ) ) 5 | y ( í ) ] , ... son 
iguales a 0, y todos los momentos centrales pares = i?[(:r(í) — m(í ) ) 2 | y ( í ) ] ,m4 = 
E[(x(t) — m( í ) ) 4 | y ( í ) ] . .... pueden ser representados a partir de la varianza P{t). Por 
ejemplo: M2 = P, m 4 = 3P 2 , IUQ = 15P3 , ... etc. Además, todos los momentos superiores 
de ;r(í) — m(t) con respecto a Y(t) pueden ser expresados usando P(t), y esto indica que 
debe existir la posibilidad de obtener el filtro óptimo para el caso polinomial. 
5.3. Filtro Óptimo Polinomial para la Ecuación de 
Estado de Tercer Grado y Observaciones 
Lineales 
5.3.1. Planteamiento del Problema 
En esta sección se aplica el procedimiento anterior, para obtener el filtro óptimo para el 
caso en que la ecuación de estado es polinomial de tercer orden: /(re) = ao(í) + (í)^(í) + 
a2(i);r2(£) + a3(£)a;3(í) : 
dx{t) = (a0(¿) + ai(t)x(t) + a2(t)x2(t) + a^(t)x3 (t))dt + (5.7) 
b^dW^t), 
x(t0) = a:0, 
y las observaciones lineales están dadas por 
dy{t) = (A0(í) + A{t)x{t))dt + B(t)dW2{t)i (5.8) 
donde x 6 Rn,x = [xi(í) x2{t) ... xn{t)]T,x2(t) = [xf(í) x\{t) x¡(í) ... x2n{t)}T, 
x*(t) = [x¡(t) 4(t) x¡(t) ... xl(t)}T. 
5.3.2. Solución 
Dado que todos los momentos centrales impares (x(t) — m(t)) son iguales a 0 y to-
dos los momentos centrales pares pueden ser representados como funciones de P{t), los 
mayores momentos iniciales del estado x(t) con respecto a las observaciones Y(t) pueden 
ser expresados también como funciones de m(t) y P{t), como se hará a continuación. Sea 
m(t) e IR" el vector del estimado óptimo m(t) = [mi (i) m2(t) ... m n ( í ) ] r ; P ( í ) G Mn 
¡ 
es la matriz del error; p(t) € R n es el vector cuyos componentes son las varianzas de 
los componentes de a;(¿), i.e., los elementos de la diagonal de la matriz P(t);m2(t) es 
definido como el vector cuyos componentes son los cuadrados de los componentes del 
vector m(í) : m2{t) = \m\{t) m\{t) ... ml{t)]T]P(t)m(t) es el producto convencional de 
una matriz P(t) por un vector m(í); y p(t) * m(t) es el producto de dos vectores por sus 
componentes: p(t) * m(t) = [pi(£)mi(t) p2{t)m2(t) ... pn{t)mn{t)]T. Usando la notación 
anterior, la expresión para el segundo momento inicial está dada por 
E[x2(t)\Y(t))=p(t) + m2(t). (5.9) 
Dado que £[(a:(£)-m(í)) 3 |F(£)] = 0, entonces £[(a;(í)-m(¿))3|y(¿)] = S [ x 3 ( í ) | r ( í ) ] -
3m(t)*E[x2(t)\Y(t)\ + 3m2(t)*E[x(t)\Y(t)]-m3(t) = 0. Sustituyendo (5.9) en la ecuación 
anterior, se obtiene la expresión para el tercer momento 
£[x3(£) |y(¿)] = 3 p ( t ) * m(t) + m3(É). (5.10) 
Tomandoen cuenta que E[(x(t)~m(t))A{Y(t)} = 3p2(t), la siguiente igualdad es válida: 
£[(a;(í) - m U ) ) 4 ! ^ ) ] - £[a:4(¿)|y(£)] - 4m{t) * £[a;3(t)|y(í)] + (5.11) 
6m2(í) * £[f2(í)|y(í)] - 4m3(¿) * £7[a:(í)|y(í)] + m 4 ( í ) = 3p2(¿), 
donde mz{t) = [m¡(t) m¡(t) ... m3n(t)}T y m4(t) = [mj(t) m4( í ) ... m4(¿)] r . 
Sustituyendo (5.9) y (5.10) y haciendo las operaciones algebraicas correspondientes, se 
obtiene la expresión para el cuarto momento inicial 
£[j4(í)|y(t)] - 3p2{t) + 6p(t ) * m2(t) + m4(í). (5.12) 
La representación del quinto momento inicial puede ser obtenida análogamente usando 
la igualdad £[^ 5 ( í ) | } ' ( t) = 0 y sustituyendo en las expresiones obtenidas previamente 
(5.9)-(5.12): [ 
¿>5(í)|y(í)] = I5m(í) * p2(t) + 10p(í) *m3(í) +m5(í), (5.13) 
donde m5(t) = [mf (í) m^(í) ... mJ(í)]T . Además, en el caso de la ecuación de estado de 
tercer grado, f{x(t)) — a0(£) + ai(í)#(£) + a2(t)x2(t) + a3(í)a;3(t), la ecuación de Kushner 
(5.6) para el estimado óptimo m(t) — E[x{t)\Y(t)] puede ser reducida a 
dm(i) = E[f{x{t))\Y{t)}dt + PT{t)AT{t)(B(t)BT{t))~l x (5.14) 
( d y - ( A 0 ( í ) + A(t)m(í))dí)] 
= (E[ao(t)\Y(t)] + £[fli(i)®(É)|y(í)] + ^ [ a 2 ( í ) x 2 ( f ) | r ( í ) ] + 
E[a,(t)x3(t)\Y(t)])dt + 
PT(t)AT(t)(B(i)BT(t))~1(dy - (A0(t) + A(t)m(t))dt). 
Usando las representaciones (5.9) y (5.10) para el segundo y tercer momento, la ecuación 
del estimado óptimo toma la forma 
dm{t) = (ao(t) + ai(t)m(t) + a2{t)p{t) + a2{t)m2(t) + (5.15) 
a3(í)(3p(£) * m(t) + mz{t))dt + PT{t)AT(t){B{t)BT{t))~l x 
( d | / - ( i 4 o ( í ) + i 4 ( í ) m ( í ) ) d í ) , 
m(í 0 ) = £[x(io)|l/(to)]-
El siguiente paso es obtener la matriz de covarianza P(t) = E[(x(t) — m(t))(x{t) — 
m(í))T |y(¿)] . Diferenciando la igualdad anterior respecto a t : 
P(t) = ^ ( i J - m í ^ ^ - m W f i y t i ) ] 
dP{t) = dE{(x{t)-m{t)){x{t)-m{t))T\Y{t)) 
= E(d[x(t)(x(t) - m{t))T - m(t)(x(t) - m(í))r]|y(í)) 
= E[(c&(É))(a;(t) - m(t))T + i ( t )d(x(t) - m( í ) ) T ) ) f r ( t ) ] 
= £?[(di(i))(a;(i) - m(t))T + x(t){dx{t) - dm{t)f \Y {t)j 
= E[(dx{t)){x(t) - m(t))T\Y{t)] + E[x(t) x 
(dx{t) - dm(t))T |y(*)] 
y sustituyendo las expresiones para dx(t) y dm(t) dadas por (5-4) y (5.15), se obtiene la 
siguiente ecuación: 
dP(t) = £ ( (a 0 ( í ) + ai(t)a;(í) + a2(í):r2(í) + a3(t)¡c3W + b{t) x 
c/m(£))(x(í) - m{t)fdt + x{t){aQ{t) + ai{t)x{t) + 
a2(t)x2{t) + a 3 ( í )^(¿) + b^dW^t) - a0{t) - a ^ m f í ) -
«2(í)p(í) - a2(í)m2(¿) + 3as(í)p(í) * m(í) -
«•3(í)m3(í))dí - Kdv)T\Y{t)), (5.16) 
donde K{t) = PT{t)¿r(t)(B{t)BT{t))~1 y i/(t) es el proceso de innovación, du{t) = 
dy(t) - (A0(í) + A-i{t)m{t))dt. Entonces la ecuación anterior es transformada en 
dP(t) = Mt)E[(x(t) - m(í))T|y(í)] + Oi(t)£7[(i(É)(i(É)m(í))r | 
Y{t)] + a2{t)E[x2(t){x{t)m{t))T\Y{t)} + as(t)E[(x3{t) x 
(a:(í)m(í))T|y(í)] + E[x(t)(ai(t)x(t))T\Y(t)] + 
£[-r( í ) (a 2 ( í )x 2 ( í ) ) T /K(í ) ] + E K £ ) a 3 ( í ) : r 3 ( í ) ) r | r ( í ) l -
Eíma^m^flYit)] ~ E[x(t)(a2(t)p(t)r\Y(t)} ~ 
^ W O ^ t J m ' t o ) ^ ^ ) ] - E[x(t)(a3(t)p(t) *m{t)f\Y(t)] -
(^^ U)(a3(£)m3(í))T/y(¿))+ - (5.17) 
W-^it) _ P(t)AT{f){B(t)BT(t))-'A{t)P(t))dt. 
Finalmente, sustituyendo (5.9)-(5.12) y haciendo las operaciones algebraicas correspondientes, 
la ecuación para la varianza toma la forma 
dP{t) = {ai{t)P{t) + P{t)a\{t) + 2av{t)m{t)*P{t)+ (5.18) 
2(P( í ) * m T ( í ) ) 4 ( í ) + 3o3(é)(p(í) * R{t)) + 
3 ( p ( t ) * P(t))TaJ(t) + 3a 3( í ) (m 2( í ) * P(t)) + 
mt)*(™2(t))T)a¡(t) + (b(t)bT(t))-
P{t)AT{t)m)BT{t)rlA{t)P{i;})at: 
con: P{t0) = E{{x(t0) - m{t0)){x(tQ) - m{t0))T\y{t0)), 
Def in ic ión El producto m(t) * P(t) entre un vector m{t) y una matriz P{t) es definido 
como el vector cuyos renglones son iguales a los renglones de P(é), multiplicados por el 
correspondiente elemento del vector m(t) : 
mi (i) Pn{t) Pl2(t) ••• Pln{t) 
m2(t) P2l{t) P22(t) ••• P2n(t) 
_mn(t) Pni(t) Pn2(t) ••• Pnn{t) _ 
m i(í)Pn{í) 7tii(í)P12(í) ••• mi(í)Pln(í) 
m2(t)P21{t) m2(t)P22(t) ••• m2{t)P2n{t) 
_mn{t)Pnl{t) mn(t)Pn2(t) ••• mn(t)Pnn(t) 
Def in ic ión La matriz transpuesta P(¿) * mT(t) = (m(t) * P{t))T es definida como la 
matriz cuyas columnas son iguales a las columnas de la matriz P(t)y multiplicadas por el 
elemento correspondiente de m(t) : 
mi(í) m2{t) mn(t) 
-Pn(í) P«( t ) 
P2 i ( í ) P22CO 
Pnl(í) Pn2(í) 
mi( í)Pn(¿) m2(í)P1 2(¿) 
m x ^ P s ^ í ) m2(í)P22(í) 




mi(í)Pm(t) m2{t)Pn2{t) ••• mn(t)Pnn{t) 
Así, la ecuación (5.15) para el estimado óptimo m(t) y la ecuación (5.18) para la matriz 
de covarianza P(t) forman un sistema cerrado de ecuaciones de filtro óptimo en el caso 
de una ecuación de estado polinomial de tercer grado y observaciones lineales, dadas por 
las ecuaciones (5.7) y (5.8), respectivamente. 
5,4. Filtro Optimo para Ecuaciones de Estado Poli-
nomial de Cuarto Grado y Observaciones 
Lineales 
5.4.1. Planteamiento del Problema 
Generalizando el resultado de la sección anterior, el procedimiento es aplicado para 
obtener el filtro óptimo para el caso en el cual la ecuación de estado es polinomial de cuarto 
grado, obtenido de (5.4) si f{x) = a0(t) + ai(t)x{t) + a2(t)x2{t) + a 3 ( t )z 3 ( í ) + a 4 ( í )x 4 ( í ) : 
dx(t) = (ao(í) + Oi(í)x(í) + a2(t)x2{t) + a3(í)x3(£) 
aA(t)xA{t))dt + b(t)d,Wx{t), 
y las observaciones lineales (5.8), donde x e Rn, x4(t) = [x}(¿) x\{t) xj( í ) ... x^(t)}T. 
5.4.2. Solución 
Siguiendo el esquema previo y sustituyendo las expresiones (5.9)-(5.12) para el mo-
mento inicial condicional de x(t) en la ecuación de Kushner (5.6), se obtiene la siguiente 
ecuación para el estimado óptimo: 
dm(t) = (oo(í) + ai( í )m(f) + a2{t)p(t) + a2(t)m2(t) + 3a s( í ) x 
p{t) * m(t) + a3{t)m3{t) + 3a4(t)p2(t) + (5 20) 
6a4{t)p(t) *m2(t) +aA(t)m4{t))dt + PT{t)AT(t)(B{t)x 
BT{t))~l{dy - (Ao(t) + A(t)m(t))dt), 
m(t0) = £?[a:(íd)|y(io)] 
En la misma forma, la ecuación de la varianza toma la forma: 
dP(t) = (oi( í )P(í) + P ( í ) a f ( í ) + 2a2(t)(m(t) * P{t)) + 2(P(¿) * 
m r ( í ) ) 4 ( 0 + 3a s(í)(p(í) * P ( 0 ) + 
3(p(í) * P ( £ ) ) T ^ ( í ) + 3a3( í)(m2( í) * P(t)) + 3{P(t) * 
(m2(t)f)a¡(t) + 12 a4(é)((m(í) *p(t)) * P(t)) + 
V2(P(t)* (m(t)*p(t))T)(a4(t)f + 4a4(t)(m3(t) * (5.21) 
P{t)) + 4(P(t) * (m3(t))T)(a4(t))T + (b(t)bT(t)) -
P{t)AT{t){B{t)BT{t)ylA{t)P{t))dt, 
P{t o) - £ ;x ' ( ío ) -7n( ío) ) (3: ( ío ) -m( ío) ) T | y ( ío ) ] . 
Nota. Si continuamos obteniendo filtros para ecuaciones de estados polinomiales de quin-
to, sexto grados, etc., las ecuaciones correspondientes al estimado m(t) y la varianza P{t) 
contendrán los términos de las ecuaciones de los grados anteriores, además de los nuevos 
términos correspondientes a ese grado. En otras palabras, las ecuaciones de filtrado para 
el estado cuadrático contienen todos los términos de las ecuaciones del filtrado lineal, más 
los términos cuadráticos; las ecuaciones de filtrado para el estado cúbico contienen todos 
los términos del filtro lineal y cuadrático, más los nuevos términos cúbicos, y así sucesi-
vamente. 
A 
5.5. Aplicación del Filtro Optimo Polinomial a un 
Sistema Automotriz 
5.5.1. Planteamiento del Problema 
Esta sección presenta la aplicación del filtro obtenido para ecuaciones de estado poli-
nomiales de tercer grado sobre observaciones lineales para estimar las variables de estado, 
de orientación y de velocidad angular, en un modelo cinemático no lineal de un carro en 
movimiento [63], donde las ecuaciones de estado son: 
dx(t) = vcos<j>{t)dt 
dy{t) = vsen<j){t)dt 
d<j>{t) = (v/l)tanS(t)dt (5.22) 
dó(t) = u{t)dt 
Aquí, x(t) y y{t) son las coordenadas cartesianas del centro de masa del carro, 4>(t) es el 
ángulo de orientación, v es la velocidad, l es la longitud entre los dos ejes del carro, <5(¿) 
es el ángulo del volante, y u(t) es la variable de control (velocidad angular del volante). 
Todas las variables tienen condición inicial cero. El problema es encontrar los estimados 
óptimos de las variables 4>(t) y 5(í), usando las observaciones directas, las cuales contienen 
disturbios modelados como ruidos blancos Gaussianós, que se asumen independientes e 
idénticamente distribuidos 
dzS) = <f>{t)dt +h(t)dt (5.23) 
dzs(t) = S(t)dt + Mt)dt 
donde z^{t) es la variable de observación para <f>(t), z$(t) es la variable de observación para 
<5(0 > y /í(^) Y fÁfy s o n ruidos blancos Gaussianós independientes uno del otro. 
Aplicando los algoritmos de filtrado al sistema no lineal (5.22) y observaciones lineales 
(5.23), se obtendrá la expansión en series de Taylor (con t = 0) para las últimas dos 
ecuaciones (5.22), para formar un polinomio de tercer grado (el cuarto grado no aparece 
en la expansión de Taylor para la tangente) 
W ) = ( ( j W * ) + ( y ) ( ^ ) ) d i (5-24) 
d5(t) = u(t)dt 
5.5.2. Solución 
Las ecuaciones de filtrado (5.15) y (5.21) para el estado polinomial de tercer grado 
(5.24) sobre observaciones lineales (5.23) toman la forma 
u u 
DM4> = (y)™¿ + + m ¿ ) ~ m<¿) +P+S{ZÓ ~ ™¿) 
dms = u(f) + PS4>{Z* _ M<T>) + PSÓ{ZÓ ~ MG) 
d p H = {2vll)p54lP6sJr-rPs<!} + - r m ^ - p ^ - p ^ (o.2o) 
,J V V 0 
¡ w = j P s s -i- - j r n ¡ p s s - p ^ p ^ s ~ P t s P s s 
dpss = -P%-P2ZS 
donde m$ y m¡ son los estimados para las variables <f> y y P4^,P4>s,Pss son elementos de 
la matriz simétrica de covarianza P. 
Los estimados obtenidos resolviendo las ecuaciones (5.25) son comparados con los 
estimados convencionales de Kalman-Bucy que satisfacen las ecuaciones de filtrado de 
Kalman-Bucy para un estado del sistema linealizado (solo el término lineal está presente 
de la expansión de Taylor para la tangente) sobre observaciones lineales (5.23) 
yms + P4><p(z<t, - + Péó{zd ~ ™>s) 
u(t) + pstizj - mé) + pS6(zx - ms) 
2V 2 2 . . 
y P ó * - Pw - P& (5.26) v 
JPSS - P w P t f - p<t>sp66 
2 9 
~Pfi<j> ~ Pss 
Resolviendo los sistemas de ecuaciones de filtrado (5.25) y (5.26), por medio de simulación 
numérica son obtenidos los resultados. Los valores obtenidos de los estimados m<p y m§ 
son comparados, en ambos casos, con el valor real de las variables y m¿ en el sistema 
original (5.22) y su aproximación polinomial (5.24). Entonces, obtenemos dos conjuntos 
de gráficas. 
• Gráficas de las variables (f> y 6 para la aproximación polinomial del sistema (5.24); 
gráficas de los estimados del filtro de Kalman-Bucy m<¡> y m¿ que satisfacen las 
ecuaciones (5.26): y gráficas de los estimados de) filtro polinomial de tercer grado 






• Gráficas de las variables 0 y ó para el sistema original (5.22); gráficas de los estimados 
del filtro de Kalman-Bucy m¿ y m¿ que satisfacen las ecuaciones (5.26); y gráficas 
de los estimados del filtro polinomial de tercer grado m$ y rn¿ que satisfacen las 
ecuaciones (5.25) (Figuras 5.3 y 5.4). 
Para cada uno de los cuatro filtros y los dos sistemas de referencias involucrados en la 
simulación, fueron asignados los siguientes valores iniciales: 
u = l j = l m , u { t ) = 0.05,771^(0) = 10,m,í(0) = 0.1,^(0) = 5{0) -- ü: 
P w ( 0 ) = 100, P^(0) - 10 ,P«(0) - 1. 
Para la realización de los disturbios Gaussianos fi(t) y / 2 ( í ) en (5.23)y todas l a s s i m u l a -
ciones en adelante, es utilizado el block correspondiente al ruido blanco que a p a r e c e e n ei 
MatLab 6, versión 1.2. Cabe mencionar que el bloque que aparece como ruido blanco en 
el MatLab 6, versión 1.2, corresponde a una aproximación del ruido blanco, ya que por su 
naturaleza, es físicamente no representable. Se puede decir que este bloke, que representa 
al ruido blanco, esta formado por una secuencia de impulsos en tiempos discretos, donde 
la amplitud de los impulsos es proporcional al tiempo de discretización A i [75]. 
Figura 5.1: Gráficas de las variables <f> y 6 para la aproximación polinomial del sistema 
(5.24); Gráficas del filtro de Kalman-Bucy; los estimados m$ y m¿ satisfacen las ecuaciones 
(5.23).<¿> = phi y S = delta, m$ = mphi y m¿ = mdelta. 
Los valores obtenidos de las variables de referencia <f> y Ó (aproximación polinomial 
(5.24)) son comparados con el filtro de Kalman-Bucy y los estimados para el filtro poli-
nomial de tercer grado m<p y m¿, en el tiempo terminal T = 20min, y son presentados en 
la siguiente tabla (correspondiente a las Figuras 5.1 y 5.2): 
Figura 5.2: Gráficas de las variables 4> y ó para la aproximación polinomial del sistema 
(5.24); Gráficas del filtro polinomial de tercer grado; los estimados y m j satisfacen las 
ecuaciones (5.25). <¡) = phi y 5 = delta, m¿ = mphi y ms = mdelta. 
Filtro de Kalman-Bucy Filtro polinomial de grado 3 
o(20) = brad 0(20) = 5 rad 
¿(20) = 1 rad ¿(20) = 1 rad 
mo(20) = 3.25 m0(2O) = 4.84 
m¿(20) = 0.475 m¿(20) = 0.73 
Figura 5.3: Gráficas de las variables (f> y 6 para el sistema original (5.22); Gráficas de los 
estimados m¿ y m s del filtro de Kalman-Bucy, los cuales satisfacen las ecuaciones (5.26). 
o = phi y í = delta, mó = mphi y m§ = mdelta. 
t i m e t i m e 
Figura 5.4: Gráficas de las variables (f> y 6 para el sistema original (5.22); Gráficas del 
filtro polinomial de tercer grado; los estimados m<$, y m ¡ satisfacen las ecuaciones (5.25). 
ó — phi y 5 = delta, m$ = mphi y m$ = mdelta. 
Los valores de las variables <fi y ó obtenidos que satisfacen el sistema original (5.22), 
son comparados con los estimados del filtro de Kalman-Bucy y con los estimados del 
filtro polinomial óptimo de tercer grado y en el tiempo terminal T = 20mm, en 
la siguiente tabla (correspondiente a las Figuras 5.3 y 5.4): 
Filtro de Kalman-Bucy Filtro polinomial de tercer grado 
0(20) = 12.3 rad 0(20) = 12.brad 
¿(20) = lrad 5(20) = 1 rad 
20) = 7.08 m 0 ( 20) = 11.5 
má(20) - 0.608 m¿(20) = 0.91 
Los resultados obtenidos mediante simulación ilustran los resultados obtenidos 
matemáticamente para los algoritmos de filtrado polinomial. Mostrando que estos 
algoritmos presentan mejoría respecto a los algoritmos de filtrado lineal de Kalman-Bucy. 
Capí tulo 6 
Ecuaciones del Fi l t ro pa ra 
Ecuaciones de Es tado Bilineales y su 
Aplicación a la Est imación de un 
Proceso de Polimerización 
6.1. Ecuaciones del Filtro para Ecuaciones de Estado 
Bilineales 
6.1.1. Planteamiento del Problema 
Dada la función f(x) de la forma: 
f{x) = a0( í) -f ai(t)x + a2(t)xxT (6.1) 
donde x es un vector rc-dimensional, ai es una matriz n x n, y a2 es un tensor de 3 
dimensiones n x n x n. 
6.1.2. Solución 
Bajo las hipótesis para el caso polinomial, y repitiendo los procedimientos anteriores, 
las ecuaciones del filtro para el caso bilineal toman la forma: 
dm(t) = (aQ(t) + al(t}m(t) + a2(t)m(t)TTiT(t) + a2(t)P(t))dt+ (6 .2) 
P{t)AT{t){B(t)BT{t))~l{dy{t) - A(t)m(t)dt], 
m{to) = E{x{t0) | r(ío)), 
dP{t) = {al{t)P{t)+P(t)aJ{t) + 
2{a2{t)m{t))P{t) + 2P( í ) (a 2 ( í )m( í ) ) T + (6.3) 
b{t)bT{t))dt - P{t)AT{t){B{t)BT{t))'1A{t)P{t)dt, 
P(t0) = E((x(to) — m(t0))(x(to) — m( í 0 ) ) T | F(to)), 
dado que el tercer momento central es igual a 0, y el tercer momento inicial de x(t) 
puede ser expresado usando el segundo y primer momentos, i.e., P(t) y m(t). En este caso 
lineal-bilineal, la ecuación de la varianza es también independiente de las observaciones 
y{t), pero contiene términos bilíneales m(t)P(t) en su lado derecho y depende de m(í); 
haciendo una conexión entre ambas ecuaciones, la ecuación del estimado es bilineal con 
respecto a m, como se esperaba. 
6.2. Aplicación del Filtro Bilineal a la Estimacióníde 
un Proceso de Polimerización 
6.2.1. Planteamiento del Problema 
A continuación se desea aplicar el algoritmo de filtrado bilineal a un sistema mayor de 
dos ecuaciones. Después de revisar algunos trabajos, se encontró un modelo matemático 
de un proceso de polimerización, el cual es dado por Ogunnaike [64], y son consideradas 
para trabajar solo diez ecuaciones; a través de las cuales se pretende mostrar la eficacia 
de los algoritmos de filtrado obtenidos en esta tesis comparándolos con los algoritmos del 
filtro de Kalman-Bucy, haciendo la aclaración de que no se pretende resolver el problema 
físico-químico del reactor de Ogunnaike, solo mostrar la eficacia de los algoritmos de filtra-
do bilineal. Cabe mencionar que queda como trabajo a futuro, que en el área de Química, 
primero se determinara el grupo mínimo de ecuaciones que representan el proceso, para 
así aplicar el algoritmo en forma computacionalmente sensata (para una computadora 
de escritorio), o de otra manera, se requiere contar con una estación de trabajo para 
aplicar el algoritmo a el total de las 29 ecuaciones. Debe de notarse que la sola reduc-
ción del modelo pudiera ser el desarrollo de una tesis doctoral, que queda fuera de los 
objetivos de la presente investigación. Un proceso de polimerización consiste en la unión 
de varias moléculas idénticas para formar otra mayor. Un reactor es el recipiente en el 
cual se efectúa una reacción química, en este caso, la polimerización, en presencia de un 
catalizador. Un catalizador es una sustancia que provoca y fija una reacción. Las variables 
consideradas son: las concentraciones de los reactivos de entrada, los momentos de orden 
cero de la distribución del peso molecular (MWD), y sus primeros momentos de masa. 
Estas ecuaciones son intrínsicamente no lineales (bilineales), y su linealización produce 
grandes desviaciones de la dinámica del sistema real, como podrá verse en los resultados de 
la simulación. Por supuesto, la hipótesis de que los momentos MWD pueden -ser medidos 
en tiempo real es ficticia, dado que esto puede hacerse solo con grandes retardos de tiem-
po; por otro lado, nuestro objetivo es verificar el desempeño de los algoritmos de filtrado 
no lineal para un sistema no lineal y comparar éste con los algoritmos de filtrado lineal 
correspondientes al modelo linealizado. Las diez ecuaciones seleccionadas del modelo del 
proceso de polimerización de Ogunnaike [64] son las siguientes: 
dCmi/dt = [ ( l ¡ V ) d & m l i d t - { { l i 6 ) + KLlC* + Kn& + K2lp0Q + Ksl/4)CmI(6.4) 
dCm2/dt = (l/V)dAm2/dt-{{l/e) + KL2C^Knli°P + K22^Q)Cm2] 
dCm3/dt = (l/y)dAm3/dí~((l/0) + ^i3Mp)Cm3; 
dC^/dt = (l/V)dAm./dt - ((1 /$) + Kd + KL1Cml + KL2Cm2)C*; 
d(j,°P/dt = {-1/0 - Ktl)¡x°p + KLlCmlC* - ( K 1 2 C m 2 + KnCm3)fi°P + 
K2iCmi^Q + KziCmlíAú 
dfi°Q/dt = {-l/e)^0Q + KL2Cm2C*-{K21Cml + Kt2)pL°Q + Kl2Cm2i4>; 
dt¿ydt = ( — l/0)fJ,°R — (KsiCmi + Kt3){X°R + KisCmSlip', 
dX\00/dt = (-l/0)\l00 + KLÍCmlC* + KL2Cm2C*-t-KnCmlfj,oP + 
K2lCmi(lQ + KziCmifJ'R', 
dXf°/dt = {-l¡e)\™ + KLlOmiC* + KL2Cm2C* + 
Ki2Cm2^°P + K22Cm2^ 
d X f l f d t = (-l/d)X^ + {KLlCml + KL2Cm2)C* + Kl3Cm3iJ,0P, 
Aquí, las variables de estado: C m i , Cm2, y Cm3 corresponden a las concentraciones del 
reactivo (monómero, o sea el compuesto constituido por moléculas simples);, C" es la 
concentración del catalizador activo; y son los momentos de orden cero del 
peso molecular del producto (MWD); y A¡00, A?10, y Aj01 son los primeros momentos de 
' masa. El volumen del reactor V y el tiempo de residencia 0, y todos los coeficientes K s, 
son parámetros conocidos, y A m i , A m 2 , A ^ , A m . corresponden a las velocidades de flujo 
de los reactivos y del catalizador activo en el reactor. 
El problema de filtrado consiste en encontrar el estimado óptimo del estado no observable 
(6.4), suponiendo que las observaciones Y¿ son directas y contienen ruidos blancos Gaussianos 
Vi = X i + i>2i-
De este modo, x\ denota Cmi, x2 denota Cm 2 , y así sucesivamente, hasta zio-
Re-escribiendo las ecuaciones de estado bilineales (6.1) y las ecuaciones de observación 
lineales (5.8), utilizando la notación de sumatorias y subíndices, se obtiene el siguiente 
sistema: 
dxk(t)/dt = aQk{t)^^2alki{t)xi{t)+ (6.5) 
i 
^aikiji^Xii^Xjit) + ^2bki{t)ipu{t), k = l,n, 
ij i 
yk(t) = i4ofe+53AJfci(t)a;í(i) + 5^fíJfci(í)^Jfc(i)) 
i i 
donde Y ih(t) son ruidos blancos Gaussianos. Entonces, las ecuaciones de filtrado 
(6.2),(6.3) pueden ser re-escritas como sigue: 
dmk{t)/dt - a o f c ( í ) + ^ a u i ( í ) m i ( í ) + ^ a 2 f c í ; ( ¿ ) r n i ( í ) 7 n J ( £ ) + (6.6) 
i ij 
ij ijlps 
AQi - ^2Asr(t)mr(t)dt\ 
T 
mk{t o) - £-[^(í 0) |Y(í 0)] , 
2 J2 tkt{t)mt{t)Pkj + 2 Y , a2jkl {t)ml (í) Pki {t) + 
U kl 
k klpsr 
Pij(to) - ^(íoJ-mi^fe-ííoJ-mj-ítoJfiyíío)]. 
6.2.2. Solución 
En esta situación, las ecuaciones bilineales de filtrado (6.6) para el vector de estimados 
óptimos m(í) toman la forma: 
dmi(t)/dt = (l/V)dAml/dt-((l/e) + KLlm4{t)+Knm5{t) + (6.7) 
K21me(t) + ^31^7(^)777!(í) - KL1Pu(t) - KnP15{t) -
KaPie(t) - K31P17{t) + - mj; 
3 
dm2(t)/dt = (l/V)dAm2/dt-({l/e) + KL2m,(t) + K12m5{t) + 
K22m6{t))m2(t) - KL2P24(t) - ^ i 2 P 2 5 ( í ) - X22-P26(í) + 
3 
dm3(t)/dt = {l/V)dAmZ/dt - {{1/9) + K13m5{t))m3{t) -
K i A { t ) + E F 3 i [ d y 3 / d t - mj]-j 
dm4(t)/dt = {l/V)dAm./dt-{{l/9) + Kd + KL1rn1{t) + 
Ki2m2( í))m4( í) - KL1Pu(t) - Kl2P2i{t) + 
E ^ f e M - m , ] ; 
3 
dm5{t)/dt = {-l/d-Kt^msitf + Knm^m^t)-
I<i2 m2{t)m5{t) + if2i™6(í)rai(í) + 
A'3im7(í)mi(í) - Ki3m5{t)m3(t)+ 
KL1Pu(t) + K2lPl6{t) + K3lPl7(t) - Kl2P2b{t) -
K i A { t ) + £ P^idyj/dt - mj ]; 
j 
dm6{t)/dt = ( - 1 ie-Kt2-K2lml{t))mfi{t) + 
KL2m4(t)m2(t) + Ki2m5(t)m2(t) 
-K21Pl6(t) + KL2P24{t) + K12P25{t) + 
À d y j / d t - m A 
j 
dm7(t)/dt = {-l/O-Ktz-KsiTmit^mri^ + K^m^m^t)-
Kzlpir{t) + K13p35{t) + J2 PiAdyildt - "»il; 
j 
dm8{t)/dt = (-lle)mz{t) + {KLlm4{t) + Kumh(t) + 
K2ims(t) + + KL2m4(t)m2(t) + 
KL1P14(t) + KuP15(t) + K21P16(t) + K3lPl7(t) + 
P&j [dyj/dt - rrij]; 
3 
dm9(t)/dt = ( - l / 0 ) m 9 ( f ) + / f L i m 4 ( £ ) m i ( i ) + KL2m4{t)m2{t) + 
Kl2m5{t)m2{i) + K22m6(t)m2(t) + KLlPl4{t) + 
KL2P24{t)Kl2P25(t) + K22P26{t) + -
j 
dmio(t)/dt = ( - l / 0 ) m i O ( i ) + KLim4(t)mi{t) + KL2m4(t) x 
m2(¿) + K13m5{t)mz{t) + iCL1P14(í) + Ì^PmÌì) + 
A'i3-P3ñ(í) + Y,p™Àdy3/dt ~ mjl j 
Aquí, mi ( í ) es el estimado óptimo para C m i , m2(t) para Cm2, y así sucesivamente, has-
ta m10(£). Las 55 componentes de las ecuaciones de la varianza son similarmente generadas 
por las ecuaciones (6.7). A continuación se presentan las diez ecuaciones de los elementos 
de la diagonal de la matriz de varianza, que son: 
Pn{t) = {('2/0)-4{KLlm4{t) + Knm5{t) + K2imG{t) + K31m7{t)))Pu- (6.8) 
P2u - PÌ2 - Ph - Pi - PÏ5 - Pi - Pv7 - Pis - Pi - Pi10 ; 
Pnit) = ( ( - 2 / 0 ) + 4(-KL2rrH(t)) - Kl2mb{t) - K22m6(t)))P22 
-Pi - PÎ2 - Pîz - Pl - Pl - Pl - Pl - pl - p29 - P2io; 
P33 (i) = ("2/0 - 4(A-13m5(£)))P33 - P31 - P¡2 - Pi - H4 - pl -
p 2 p 2 p 2 p 2 p 2 . 
"36 — "37 •'38 ^39 310' 
P 4 4 ( i ) = ( - 2 ( 1 / 0 + X d ) ) P 4 4 ~ i(KL1m4{t)P4l+Kl2m4{t))P42)-
Pl - Pi - Pl - Pu - Pis - Pie - Plr - Pl - PÌ9 - Pi10; 
P B 5 ( t ) - 2 ( - l / f l + K i l ) P 5 S + 4 ( K L 1 m 4 ( t ) ) P 5 i + K 2 i m 6 ( t ) P 5 1 + 
K31m7{t)PSi - K12m5(t)P52 - Knm5{t)P5A) - P£ - P¿ -
r>2 d 2 p 2 p 2 p 2 p 2 _ p 2 p 2 . P53 - P54 - 55 - 56 - P57 ^58 59 ^510' 
P 6 6 ( t ) = 2 ( - l / 0 + i í ( 2 ) P 6 6 + 4 ( - i ; i : 2 i m 6 ( í ) P 6 1 + ^ L 2 m 4 ( í ) P 6 2 + 
ifl2"l5(í)P62) - Pei ~~ ^62 ^63 ~ ^64 ~~ ^65 ~~ _ 
p 2 r>2 p 2 p 2 . 
P 7 7 ( i ) - 2 ( - l / 0 + ^ í 3 ) P 7 7 + 4 ( - ü : 3 i m 7 ( í ) P r i + í í ' i 3 m 5 ( í ) P 7 3 ) - ^ 7 2 i -
- -P73 - Pl - Pl - Pl - Pl - Pl - pl - p7io ; 
K3lm7{t)Psl + X L 2 m 4 ( i ) P 8 2 ) - Pl - Ps2? - Pl - -
p 2 p 2 p 2 p 2 p 2 p 2 . 
P85 - P86 ~ *87 *88 r89 r810> 
P 9 9 ( t ) = 2 ( - l / 0 ) P 9 9 + 4 ( A : L I m 4 ( i ) - f 9 i + KL2m4[t)P92 + 
A'12m5(i)P29 + K22me(t)Pw) - P i P i P l ~ P | 4 ~ 
p2 _ p2 p2 p2 p2 p2 . 
, 95 96 •'97 — •'98 ~ -^ 99 ~ ^910' 
A o - i o ( í ) = 2 ( - l / í ) P 1 0 _ 1 0 + 4 ( i f L 1 m 4 ( í ) P i o - i + i f L 2 m 4 ( í ) P i o - 2 + 
^ 1 3 m S ( í ) P l 0 _ S ) - P Í o _ l - i f o - 2 - * ? G - 3 - A o - 4 - P í o - 5 ~ ^ 0 - 6 " 
p2 p2 p2 p2 i 
10—7 r10-8 ^10-9 — *10-10J" 
En el proceso de simulación, las condiciones iniciales en £ = 0 son iguales a cero para 
las variables de estado Cm i , . . . , Aj01, son 0.5 para los estimados mi (i), . . . , mw{t), toman 
el valor de 1 para los componentes diagonales de la matriz de varianza, y cero para sus 
otros componentes. Los parámetros del sistema son asignados con el valor de 1: V = 
l ; d A m l / d í = 1 \KhX = l-,Kn = l,K2l = l;K31 = 1 \Km =-- l;dAm2/dt = I ; d A m 3 / d t = 
1; dAm*jdt = 1; KL2 = \\KL3 = l]K12 = 1 ,Kl3 = 1 -K22 = 1 ;Kd = 1 \Ktl = 1; Kt2 = 
1 \ K a — 1\6 = 1. Los ruidos blancos Gaussianos en las ecuaciones (6.7) son tomados de 
la función de MatLab 6. versión 1.2. 
En la Figura 6.1, los valores obtenidos de las variables de estado C m i , . . . ,Aj 0 1 están 
representados por una línea continua delgada, y los valores de los estimados del filtro 
óptimo bilineal mi{t) ^io( í ) s o n mostrados por la línea delgada empalmada con la 
línea punteada gruesa (que corresponde al filtro polinomial mixto). 
El desempeño del filtro bilineal óptimo dado por las ecuaciones (6.6), (6.7) es com-
parado con el desempeño del filtro lineal óptimo de Kalman-Bucy, el cual es obtenido de la 
linealización del sistema. Este filtro lineal contiene sólo los términos lineales y el proceso 
de inovación de las ecuaciones (6.6) ó (6.7) para los estimados óptimos, y los términos 
correspondientes a las ecuaciones de Riccati para componentes de las ecuaciones de la 
matriz de varianza (6.7): 
dmk{t)/dt = (aok(t) + ^ a l f c i ( í ) m i ( £ ) + (6.9) 
jlps r 
mk{tQ) = E[xk{U)\Y{t0)}; 
dPíj(t)/dt = £ > « ( ^ ( 0 + S ^ W f l w i f e W + (6.10) 
fe k 
- E pik^)ATkl(t)(BlpBps))-lAsrPTj(t), 
fe klpsr 
B i Á i o ) = - n « i ( í o ) ) C ® i ( t o ) " m j ( í o ) ) r | ^ ( í o ) ] . 
Las gráficas de los estimados obtenidos usando el filtro lineal de Kalman-Bucy son mostradas 
por una línea segmentada en la Figura 6.1. 
Finalmente, el desempeño del filtro bilineal óptimo (6.6),(6.7) es comparado con el 
desempeño del filtro mixto, el cual es compuesto por la siguiente estructura: Las ecuaciones 
del estimado óptimo en este filtro coinciden con las ecuaciones (6.6) o (6.7) para el filtro 
bilineal óptimo, y las ecuaciones de la varianza coinciden con las ecuaciones (6.10) para 
el filtro lineal de Kalman-Bucy. Las gráficas de los estimados obtenidos usando el filtro 
mixto son mostradas en la Figura 6.1 por una línea punteada gruesa (empalmada con una 
delgada, la cual corresponde a los estimados del filtro bilineal óptimo). Las condiciones 
iniciales y los ruidos blancos Gaussianos son realizados en la misma forma que en los filtros 
estudiados en el capítulo anterior. En la gráfica siguiente se muestran los resultados de 
la simulación, basados en los algoritmos obtenidos matemáticamente. Se puede ver que 
los resultados obtenidos para el filtro bilineal óptimo proporcionan el mejor estimado. 
Además se puede decir que el filtro mixto presenta valores muy cercanos al bilineal, y en 
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Figura 6.1: Gráficas de las diez variables de estado (6.4) (línea continua a la cual convergen 
las demás), los estimados obtenidos mediante el filtro bilineal (6.6),(6.7) (línea delgada 
empalmada con la línea punteada gruesa), los estimados obtenidos mediante el filtro lineal 
de Kalman-Bucy (6.9).(6.10) (línea segmentada), y los estimados obtenidos mediante el 
filtro mixto (6.6),(6.10) (línea punteada gruesa). 
Capí tu lo 7 
Control Opt imo en Sistemas 
Polinomiales 
7.1. Control Optimo para un Estado Polinomial de 
Tercer Grado con Entrada Lineal de Control 
7.1.1. Planteamiento del Problema 
Consideremos el siguiente sistema polinomial: 
dx(t) = ( a o ( í ) + a i ( í ) r c ( t ) + a2{t)x2(t) + az(t)x3{t))dt + ( 7 . 1 ) 
B(t)u(t)dt 
X(to) = XQ. 
donde z( í ) € K" es el estado del sistema, x(t) = [xi(¿) s 2 ( í ) ... x'„(í)]r G 2 2( i ) = 
[xjfí) xl(t) ... x2n{t)]T. xz(t) = [a;? (i) x | ( í ) ... xl{t)]T, y u(t) es la variable de control. La 
función de costo cuadrático a ser minimizada está dada por: 
- / z T ( s )L(s)z(s )ds , 
¿ Jto 
(7.2) 
donde x\ es un vector dado, K, L son matrices simétricas, K es una matriz positiva, 
y $ y L son no-negativas, T > to es un cierto momento en el tiempo. El problema de 
control óptimo consiste en encontrar el control t£*(í), t € [ío, T], que minimice el criterio 
J a lo largo de la trayectoria x*(t), t e [to, T], generada al sustituir u*(t) en la ecuación 
de estado (7.1). 
Para encontrar la solución al problema de control óptimo, es necesaria la aplicación del 
principio de dualidad [56], el cual establece que si el control óptimo existe para sistemas 
lineales, con función de costo cuadrático J, el filtro óptimo existe para el sistema lineal dual 
con disturbios Gaussianos, y puede ser encontrado partiendo de la solución al problema de 
control óptimo, usando simples transformaciones algebraicas (dualidad entre las matrices 
de ganancia y de varianza), y viceversa. Tomando en cuenta la dualidad física existente 
entre los problemas de filtrado y control, las conjeturas anteriores deberían ser válidas 
para todos los casos donde el control óptimo existe en forma cerrada y finito-dimensional. 
Se llevará a cabo la aplicación de este principio a un sistema polinomial de tercer orden, 
para el cual el filtro óptimo ya ha sido obtenido en el Capítulo 5, para posteriormente 
retornar al problema de control óptimo para el estado polinomial (7.1) con entrada de 
control lineal y función de costo cuadrático (7.2). Partiendo del filtro, y tomando en cuenta 
que el filtro óptimo polinomial de tercer grado existe en forma cerrada, tenemos que la 
7.1.2. Solución 
matriz de ganancia en el filtro polinomial (5.15) es igual a 
Kf = P(t)AT(t)(B(t)BT(t))~\' 
la matriz de ganancia en el problema de control óptimo toma la forma de su transpuesta 
dual 
Kc = (Rwr'Bmit), 
y la ley de control óptima está dada por 
u*(¿) - Kcx = {RWY'BtyQWxit), (7.3) 
donde la matriz Q(t) es la solución de la siguiente ecuación dual (5.18) de la ecuación de 
varianza: 
dQ(t) = (-aí(í)Q(í) " Q(íK(í) " 2a%{t)Q[t) * xT(t) - (7.4) 
2x{t) * Q(t)a2{t) - 3aJ{t)Q(t) * qT{t) -
3q(t ) * Q(t)aa(t) - 3a¡"(í)Q(í) * ( (x 2 )T ( í ) ) - 3 ( x 2 ( t ) * 
Q{t))a3{t) + L(t) - Q(t)B(t)IT\t)BT(t)Q(t))dt, 
con la condición terminal Q(T) = ip . La operación binaria * ha sido introducida en la 
Sección 5.3, y q(t) = [<?i(í) q2{t) ••• Qn{t)]T denota el vector formado por los elementos de 
la diagonal de la matriz Q(t). 
Sustituyendo el control óptimo (7.3) en la ecuación de estado (7.1), se obtiene la 
ecuación del estado óptimamente controlado: 
dx{t) = ( a 0 ( í ) + ai(t)x(t) + a2(t)x2(t) 4 - as{t)x3(t))dt + ( 7 . 5 ) 
B{t){R{t))~1BT{t)Q(t)x{t)dt, 
x{to) = Xo, 
Note que si el vector del estado real x(t) es desconocido (no-observable), el corjtrolador 
óptimo es obtenido agrupando las ecuaciones del filtro óptimo y del regulador. Esta agru-
pación es posible, gracias al principio de separación [56] para sistemas polinomiales, el cual 
establece que esto es posible si las soluciones al problema del filtro y el control existen en 
forma cerrada y finito-dimensional. 
Los resultados obtenidos en esta sección por virtud del principio de dualidad pueden 
ser rigurosamente verificados usando el Principio del Máximo de Pontryagin [70] o la 
programación dinámica de Bellman [28]. 
7.2. Aplicación del Regulador Optimo Polinomial de 
Tercer Grado a un Sistema Automotriz 
7.2.1. Planteamiento del problema 
Esta sección presenta la aplicación del regulador óptimo para un sistema polinomial 
de tercer grado con entrada de control lineal y criterio cuadrático para controlar las 
variables de estado, y los ángulos de orientación del automóvil y de dirección del volante, 
en el modelo cinemático de un carro en movimiento [63], dadas las ecuaciones (7.7) para 
el caso no lineal. El problema de control consiste en maximizar el ángulo de orientación 
usando la mínima energía de control u. El criterio cuadrático a ser minimizado J toma la 
forma 
Donde T = O.lrran, y 0* = Irací es un valor grande de (¡>{t) (inalcanzable en el tiempo 
T). Las ecuaciones de estado ya han sido presentadas en la sección de la aplicación del 
(7.6) 
filtro óptimo polinomial, pero se presentarán de nuevo para hacer más fácr] la lectura y 
comprensión del texto. Estas toman la forma 
dx(t) = vcos<f){t)dt, 
dy(t) = vsen<f>(t)dt, 
d<f>(t) = (v/l)tan6(t)dt 
dó(t) = u(t)dt. 
(7.7) 
Aquí, a;(í) y y(t) son las coordenadas cartesianas del centro de masa del carro, <f>(t) es el 
ángulo de orientación, v es la velocidad, l es la longitud entre los dos ejes del carro, 6(t) 
es el ángulo del volante, y u(t) es la variable de control (velocidad angular del volante). 
Usando la expansión en series de Taylor de las ecuaciones originales para <f>(t) y 5(t) 
(7.7), obtenemos un sistema polinomial de ecuaciones de tercer grado (el cuarto grado no 
aparece en la expansión de Taylor para la tangente), el cual toma la siguiente forma: 
Las observaciones son directas, y contienen disturbios modelados como ruidos blancos 
Gaussianos, que son independientes e idénticamente distribuidos. Las ecuaciones de las 
observaciones están dadas por: 
donde z<¡,{t) es la variable de observación para (f>(t),z¿(t) es la variable de observación 
para ¿(í), y fi(¿) y fzit) son ruidos blancos Gaussianos independientes uno del otro. Se 
asignó v = 1 7 m / m i n y l = 2m y el tiempo final es T — O.lmm, lo cual corresponde 
d<f>(t) = {v/l){6(t) + ó3(t)/Z)dt 
dÓ(t) = u(t)dt. 
(7.8) 
dz^t) - <}>{t)dt + fx{t)dt 
dzs(t) - 5{t)dt +f2(t)dt 
(7.9) 
al movimiento angular de un carro de tamaño mediano en un intervalo de tiempo de 6 
segundos. En otras palabras, el problema es hacer el giro máximo de las ruedas de su 
posición inicial, usando el mínimo de energía en el volante. Las condiciones iniciales para 
los ángulos son 0(0) = O.lrad y (5(0) = 0.1 rad. 
7.2.2. Solución 
Sustituyendo las ecuaciones de estado (7.7) en las ecuaciones generales para el control 
óptimo (7.3)-(7.5) son obtenidas las ecuaciones para el control óptimo en esta aplicación. 
Considerando los valores para R = 1 y para GT = [0,1], el control óptimo u*(t) = 
(R(t))'1GT(t)Q{t)x(t) toma la forma u*(í) = g 2 i ( f )0( í ) + q22{t)Ó(t), donde los elementos 
Qu (¿)i 921W» 922(í) de la matriz simétrica Q(t) satisfacen la ecuación 
dqu(t) = -qh(t) 
dqn{t) = -yAW-giaítfeW-ygiiW-y^CiknW (7-!°) 
2v 2v 2v 
dQ22{t) - -yffi2(0-yíi2W«!2(t)-yó2{t)q12(t) ^ q¡2{t). 
con condiciones terminales qn(T) = l,qi2{T) = O , ^ ^ ) = 0. El sistema compuesto 
por los sistemas de ecuaciones anteriores (7.7) y (7.10) debe ser resuelto con condiciones 
iniciales </>(0) = O.lracf, <5(0) = O.lrad y con las condiciones terminales anteriores. Este 
problema de frontera es resuelto numéricamente usando el método iterativo mediante el 
cual se pasa de las ecuaciones en tiempo directo a las ecuaciones en tiempo inverso, como 
se describe a continuación. Las primeras condiciones iniciales para qfs son evaluadas y 
el sistema es resuelto en tiempo directo con las condiciones iniciales en t = 0; así son 
obtenidos los valores de ó y de <5 en el punto terminal T = O.lrmn. Después el sistema es 
resuelto en tiempo inverso (sustituyendo — t en lugar de t) tomando los valores obtenidos 
áe 4> y 6 del sistema en tiempo directo como valores iniciales en tiempo inverso; así ob-
tendremos valores para las qfs en el punto inicial t = 0, los cuales son tomados como 
valores iniciales en las ecuaciones en tiempo directo, y así sucesivamente. Las condiciones 
iniciales dadas 0(0) = 0.1 rad y <5(0) = 0.1 rad son mantenidas fijas en el sistema en tiempo 
directo y las condiciones terminales <?n(T) = 1 ,qu{T) = 0,q22(T) = 0. son mantenidas 
fijas en el sistema en tiempo inverso. El algoritmo se detiene cuando el sistema alcanza 
los valores qu(T) = 1, qi2{T) = 0, <722{T) = 0 en el sistema en tiempo directo y los valores 
0(0) = O.lrad, 5(0) = O.lrad en el sistema en tiempo inverso. 
Las condiciones iniciales para las qfs en la iteración final en tiempo directo son qn{0) = 
L32,<212(0) = 16,922(0) = 1640. Los valores obtenidos para 4> y el criterio J mediante la 
simulación se presentan en la Figura 7.3. Estos resultados para el regulador polinomial de 
tercer grado son comparados con los resultados obtenidos usando el regulador lineal para 
el cual los elementos de la matriz Q(t) satisfacen las ecuaciones de Riccati: 
dqn{t) = ~q\2{t) 
v 
dqn{t) = -gi2<?22 - y<?n (7-11) 
dq22{t) = —^<?12-<?22> 
con condiciones terminales qu{T) = 1, <7i2(T) = 0, q22{T) = 0. Note que en el caso lineal es 
necesaria solo una iteración con la ecuación en tiempo inverso (—¿) para qfs, porque el sis-
tema (7.11) no depende de (¡> ni de 6, y los valores iniciales para qfs en t = 0 son obtenidos 
después de una iteración con la ecuación en tiempo inverso. Las condiciones iniciales para 
las qfs en la iteración en tiempo directo son qn(0) = 1.025,^12(0) = 0.87,922(0) = 0.74. 
Las gráficas de la simulación para el caso lineal se muestran en la Figura 7.1. Así, son 
obtenidas dos conjuntos de gráficas. 
1. Gráfica de la variable 0 que satisface el sistema original (7.7) controlado por el 
regulador lineal óptimo definido por (7.11); gráfica de los valores correspondientes del 
criterio J (7.6); gráfica del control lineal u*(t) correspondiente a las ecuaciones (7.11) 
(Figuras 7-1 y 7.2). 
2. Gráfica de la variable <f> que satisface el sistema original (7.7) controlado por el 
regulador polinomial de tercer grado definido por (7.10); gráfica de los valores correspon-
dientes de J (7.6); gráfica del control polinomial u* (i) correspondiente a las ecuaciones 
(7.10) (Figs. 7.3 y 7.4). 
Figura 7.1: Gráficas del regulador lineal correspondiente a las ecuaciones (7.11).phi = <j>. 
criterion = J. 
Los valores obtenidos de la variable controlada ^ y el criterio J son comparados en 
el tiempo terminal T = Q.lmin en la siguiente tabla (correspondiente a las Figuras 7.1 y 
7.3). 
Figura 7.2: Gráfica del control lineal u*(t) correspondiente a las ocua/úorTr ' i) -
= u*. 
Control lineal Control polinomial de tercer grado 
0(0.1) = 0.1875rad 0(0.1) = 0.989rad 
J = 0.661 J = 0.065 
time 
Figura 7.3: Gráficas del regulador polinomial de tercer grado correspondiente a las ecua-
ciones (7.10).phi = criterion = J. 
Figura 7.4: Gráfica del control polinomial u*(t) correspondiente a las ecuaciones (7.10). 
control = u*. 
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Capí tu lo 8 
Controlador Opt imo en Sis temas 
Polinomiales 
8.1. Problema del Controlador Optimo 
8.1.1. Planteamiento del Problema 
Sea (ft, F, P) un espacio de probabilidad completo con una familia creciente y continua 
por la derecha de a-algebras Fut > 0, y sean (Wi(t), Ft,t > 0) y (W2(í), Ft, t > 0) procesos 
de Wiener inadaptados. Considere el proceso aleatorio no observable F rmedible z( í ) 
gobernado por la ecuación polinomial de tercer grado 
dx{t) = (ao(í) + ai(í)x(í) + a2{t)x2(t) + as{t)x3(t))dt + G{t)u(t)dt + (8.1) 
6 ( í ) r f » \ ( í ) , a : ( í 0 ) = i 0 , 
y el proceso de salida (observación) 
dy{-) = {A0{t) +A(t)x{t))dt+B{t)dW<¿{t). (8.2) 
Aquí, x{t) e Rn es el vector de estado no observable, para el cual los componentes del 
segundo y tercer grados están dados en la siguiente forma: x2(t) = [xf(í) (í) x|(¿) • • • 
zíUOr» = ••• ^( í ) ] 7 1 ' u ( ¿ ) ^ R P e s l a variable de control, 
y(t) £ Rm es el proceso de observaciones, y los procesos de Wiener independientes Wi(t) 
y W2(t) representan disturbios aleatorios en las ecuaciones de estado y de observaciones, 
los cuales son independientes del vector inicial Gaussiano Xq. A(t) es una matriz no cero 
y B(t)BT(t) es una matriz positiva definida. Además, la función de costo cuadrático a ser 
minimizada J, está dada por 
donde zo es un vector dado, K es una matriz positiva definida y <E>, L son matrices 
simétricas definidas no-negativas, T > ta es un cierto instante de tiempo, el símbolo 
E[f(x)} denota la esperanza (media) de una función / de una variable aleatoria x, y aT 
denota la transpuesta de un vector (matriz) a. 
El problema de control óptimo consiste en encontrar el control u*(t), t € [ío, T], que 
minimice el criterio J a lo largo de la trayectoria x*(t), t € [ío>^]} generada al sustituir 
u*(t) en la ecuación de estado (8.1). 
8.1.2. Principio de Separación para Sistemas Polinomiales 
Así como para los sistemas estocásticos lineales, el principio de separación también 
es válido para un sistema estocástico dado por una ecuación polinomial de tercer grado, 
con observaciones lineales, y criterio cuadrático. El principio de separación ya ha sido 
enunciado en secciones anteriores, pero se hará mención del mismo para facilitar la lectura 
y comprensión del texto. Reemplazando el estado del sistema no observable x(t) por su 
1 
( 8 . 3 ) 
estimado óptimo m(t) dado por la ecuación (5.15) 
dm{t) = {aQ{t) + al(t)m{t) + a2(t)p{t) + a2{t)m2{t) + (8.4) 
a3( í)(3p(í) * m(f) + mz(t))dt + G{t)u(t) + 
PT{t)AT(t)(B(t)BT{t))~1{dy - (.Ao{t) + A(t)m{t))dt), 
con la condición inicial m(¿o) = E(x(to) \ F^). Aquí, m(t) es el mejor estimado del 
proceso no-observable x{t) en el tiempo t basado en el proceso de observación Y(t) = 
{y(5), ¿o < s < i}, el cual está dado por la esperanza condicional m(t) = E(x(t) | F¿y), 
m(t) -= [mi(í) m 2 ( í ) ... mn(% P(t) = E[{x{t) ~ m{t)){x{t) - m ( í ) ) r | r ( í ) ] e M" es 
la matriz de covarianza del error; p(t) € es el vector cuyos componentes son las 
varianzas de los componentes de x(t) — m(t), i.e., los elementos de la diagonal de P(t)\ 
m2(t) y m 3 ( í ) son definidos como vectores de los cuadrados y cubos de los componentes 
de m(t): m2(t) = [m2{t) m\{t) ... m2n{t)]T, m 3 ( í ) = [ m f ( t ) m 3 ( í ) . . . m ® ( t ) ] r ; P{t)m{t) 
es el producto convencional de la matriz P(t) por un vector m(t)\ y p(t) * m(t) es el 
producto de dos vectores dado como el producto entre sus componentes: p(t) * mit) = 
¡Pi(t)mi(t) P2(t)m2(t) ... pn(t)mn(t)]T. El mejor estimado m(t) minimiza el criterio 
H = £[(a;(t) - m{t)f{x{t) - m(f))], (8.5) 
con respecto a la elección del estimado ra como una función de las observaciones y (i), en 
todo momento de tiempo t ([62]). 
La ecuación complementaria para la matriz de varianza P(t) toma la forma (5.18) 
dP{t) = ( a 1 ( í ) P ( t ) + P ( í ) a [ ( É ) + 2 a 2 ( £ ) m ( í ) * P ( í ) + ( 8 - 6 ) 
2 ( P ( t ) * m T ( í ) ) a í ( t ) + 3 f l s ( í ) ( p ( í ) * P ( í ) ) + 
3(p(t) * P{t))Tal{t) + 3a3( í)(m2( í) * P{t)) + 
3(P(t) * (m2(t))T)al(t) + (b(t)bT(t)) -
P(t)AT{t)(B(t)BT(t))~lA(t)P(t))dt, 
con la condición inicial P(¿o) = E((x(to) — m(ío))(^(ío)—"i(ío))Tly(ío)), donde el producto 
m(t) * P{t) entre un vector m(t) y una matriz P(t) es definido como en la Sección 5.3. 
Es posible verificar (como en [56]) que el problema de control óptimo (8.1) y la función 
de costo (8.3) es equivalente al problema de control óptimo para el estimado (8.4) y la 
función de costo J, representada como: 
J = E{¿[m(T)-zí)]T$[m(T)-zQ\+ (8.7) 
1 fT 1 fT 
- i uT(s)K(s)u(s)ds + - I mT(s)L(s)m(s)ds 
2 Jto 2 Jto 
+ \ j tr[P(s)L(s)]ds + tr[P(T)$}}, 
donde tr[A] denota la traza de la matriz A. K, L son matrices simétricas, K es una 
matriz positiva definida y $ y í son matrices no negativas. 
Dado que la última parte de J es independiente del control u(t) y del estado z(í) , la 
función de costo reducida M a ser minimizada toma la forma: 
M = E{l-[m{T)-zQ\T<b[m{T)-zQ\+ (8.8) 
1 fT 1 fT 
- / u : r(s)i í '(s)u(s)ds + - / mT{s)L{s)m{s)ds}. 
2 Jto 2 Jto 
En conclusión, el principio de separación para sistemas polinomiales de tercer grado es-
tablece que la solución del problema original de control óptimo especificada para (8.1) ,(8.3) 
puede encontrarse resolviendo el problema de control óptimo dado por (8.4),(8.8). Además, 
el valor mínimo del criterio J debe ser determinado usando (8.7). 
8 . 1 . S o l u c i ó n al Problema de Control Optimo 
Teniendo como base la solución al problema de control obtenido en el capítulo previo 
en el caso de un estado del sistema observable, gobernado por una ecuación polinomial 
de tercer grado, los siguientes resultados son válidos para el problema de control óptimo 
(8.4),(8.8), donde el estado del sistema (el estimado m(¿)) es completamente disponible, 
y observable. La ley de control ópt ima está dada por: 
u*{t) = K-^t^WQ^mit), (8.9) 
donde la matriz Q(t) es la solución de la siguiente ecuación (7.4), dual a la ecuación de 
la varianza 
dQ(t) = (-af{t)Q{t)-Q{t)c$(t)-2al{t)Q(t)*mT{t)- (8.10) 
2m(t) * Q(t)a2{t) - 3aJ( í )Q( í ) * qT{t) -
3q(t) * Q(t)ad(t) - 3(g(t)Q(t) * ((m2f(t)) -
3(m2( í) * Q(t))a3{t) + L(t) ~ Q ( í ) G ( í ) ü : - 1 ( í ) G T ( í ) Q ( í ) ) d í , 
con la condición terminal Q(T) = La operación binaria * ha sido introducida en la 
Sección 5.3, y q(t) = [91 (í) ^ ( í ) ••• Qn(t)]r denota el vector formado por los elementos de 
la diagonal de la matr iz Q(í). En el proceso de obtención de la ecuación (8.10), ha sido 
tomado en cuenta que el último término en la ecuación (8.4), 
PT(t)AT(t){B(t)BT(t))~L(dy - (¿0(i) + A{t)m{t))dt), 
es un ruido blanco Gaussiano. 
Sustituyendo la ley de control óptimo (8.9) en la ecuación (8.4) pa ra el estado reconstruido 
del sistema m(t), se obtiene la siguiente ecuación para el est imado del estado ópt imamente 
controlado: j 
d m ( t ) = (ao{t) + d l { t ) m ( t ) + a 2 ( t ) p ( t ) + a 2 { t ) m 2 { t ) + ( 8 . 1 1 ) 
os(í)(3p(í) * m ( t ) 4- m?(t))dt + G { t ) { K { t ) ) ~ l G T { t ) Q { t ) m ( t ) d t + 
P T { t ) A T { t ) { B { t ) B T { t ) ) ~ l ( d y - (A)(t) + A { t ) m { t ) ) d t ) , 
m ( t o ) = E ( x ( t a ) \ F * ) . 
Así, la ecuación del estimado del estado ópt imamente controlado (8.11), la ecuación 
de la matr iz de ganancia (8.10), la ley de control ópt ima (8.9), y la ecuación de la var-
ianza (8.6), forman la solución completa del problema del controlador para estados no 
observables de sistemas polinomiales de tercer grado. 
A 
8.2. Aplicación del Controlador Polinomial Optimo 
a un Sistema Automotriz 
8.2.1. Planteamiento del problema 
Esta sección presenta la aplicación del controlador para un estado polinomial de tercer 
grado con observaciones lineales y función de costo cuadrática para controlar las variables 
de estado no observables, y ángulos de orientación y de giro del volante, en un modelo 
cinemático no lineal de un carro en movimiento [63], el cual ya ha sido presentado en sec-
ciones anteriores, pero se repetirá el planteamiento para facilitar la lectura y comprensión 
del texto. Las ecuaciones de estado para este sistema están representadas por: 
d x ( t ) = veos <¡>{t)dt, (8.12) 
dy(t) = v sin 0(í)d£, 
d(f>{t) ~ (v/l) tânÔ(t)dt, 
dô(t) = u{t)dt. 
Aquí, x(t) y y(t) son las coordenadas cartesianas del centro de masa del carro, <j>(t) es 
el ángulo de orientación, v es la velocidad, l es la longitud entre los dos ejes del carro, 
es el ángulo del volante, y u(t) es la variable de control (velocidad angular del volante). 
Se suponen condiciones iniciales cero para todas las variables. 
El proceso de observación para las variables no observables 0( t ) y 6(t) es dado por las 
observaciones lineales directas, las cuales contienen disturbios independientes e idéntica-
mente distribuidos, modelados como ruidos blancos Gaussianos. Las ecuaciones correspon-
dientes a las observaciones son 
donde z^t) es la variable de observación para <¡>{t), z$(t) es la variable de observación 
para S(t)> y tui(¿) y ^ ( í ) son ruidos blancos Gaussianos independientes uno del otro. 
Los valores asignados para la velocidad y la longitud entre los ejes son v = Ylrn/min, 
l = 2m, los cuales corresponden a un modelo de carro de t a m a ñ o estándar. En otras 
palabras, el problema es lograr el giro máximo de las ruedas de su posición inicial, usando 
la mínima energía p a r a dirigir el volante. Por razones de economizar combustible y reducir 
la contaminación del aire, el peso del término de control en el criterio, se considera diez 
veces mayor que el peso del término del estado terminal. El criterio correspondiente J a 
ser minimizado toma la forma 
donde T = 0.3rom, y o' = 10rad es un valor grande de <f>(t) inalcanzable en el t iempo T . 
dzM = $(t)dt + Wi{t)dt, 




La aplicación de los algoritmos del controlador obtenido se hace pa r a el s is tema no 
lineal (8.12), observaciones lineales (8.13), y criterio cuadrát ico (8.1'4), usando la expansión 
de Taylor pa r a las ú l t imas dos ecuaciones en (8.12) en el origen, ha s t a el tercer grado (el 
cuar to grado no aparece en la serie de Taylor pa ra la tangente) 
d(j>{t) 




La solución p a r a el problema del controlador óp t imo establecido, es d a d a como sigue. 
Dada K = 1 y GT = [0,1] en (8.14) y (8.15), la ley de control óp t imo 
u*(í) = (K"( í ) )~ 1 G T ( í )Q( í )m( í ) t o m a la fo rma 
u*{t) = q2i{t)m<¡>{t)+q22{t)m5(t), (8.16) 
y las siguientes ecuaciones pa r a el controlador óp t imo (8.9)—(8.11) y (8.6) pa r a el es tado 
polinomial de tercer grado (8.15) sobre observaciones lineales (8.13) y cri terio cuadrát ico 
(8.14) son: 
V V 
d m 0 = ( ( y )m¿ + ( g p ( 3 p í 4- m j ) - m¿) + p<¡>Au ~ m¿))dt, (8.17) 
dm5 = (tt*(í) + Ps<t>{z<i> - m<p) + p5s{zs ~ m¿))dt, 
2v 2v 
dPM = {{2v/l)pS(í>pfi6 + —p5<¡) + y m ^ - p2H -
t* u 
dp<¡>5 = { j p s s + y r r i s P s s ~ P^P^s ~ p<¡>5p5s)dt, 
dpss = {~P% ~ Ps¿)d^ 
d q u { t ) = ( - q ¡ M d t , 
V V V dqi2(t) = ( - y i n - tfi2?22 - y t fn - y 
I ! 2v 2 2 ... dq22{t) = ( — j - ? i 2 - —912Í22 - —msqi2 - q22)dt-
Aquí, 771$ y m¿ son los est imados de las variables 0 y 5; ftyí, pss son elementos de la ma-
triz s imétr ica de covarianza P\ y ? n ( í ) , 92i(t), ^ 2 2 s o n elementos d e la mat r i z s imétr ica 
de ganancia Q(¿) formando el control ópt imo (8.16). Los siguientes valores iniciales pa r a 
las variables de en t rada son asignados: m¿(0) = 1, m¿(0) = 0 .1 ,0(0) = <S(0) = 0, = 
1 0 , P * ( 0 ) = 1,P¿<$(0) = 1. Son disturbios Gaussianos W\{t) y w2(t) en (8.13) son realiza-
dos como ruidos blancos, t omando el block correspondiente en el MatLab 6, versión 1.2. 
Las condiciones terminales pa ra los elementos de la mat r i z de ganancia Q es tán dadas 
por: qn{T) = 0 .1 ,? i 2 (T) = 0 > q n { T ) = 0, en el t iempo final T = 0.3MM. 
Así, el s is tema compuesto por las dos úl t imas ecuaciones de (8.12) y las ecuaciones 
(8.17) debe ser resuelto con las condiciones iniciales m^(Q) = 1, m¿(0) = 0 .1 ,0(0) = 5(0) = 
0, P^i0) = 10, P ^ ( 0 ) = 1, Pss{0) = 1, y las condiciones terminales qu(T) = 0.1, qi2{T) = 
0,<?22(T) = 0. Este problema de frontera es resuelto numér icamente usando un método 
iterativo, pasando del sistema en t iempo directo al s is tema en t i empo inverso, como fue 
realizado en la sección de la aplicación del control óp t imo a un s i s tema automotr iz (Sección 
8.2). Las gráficas de la simulación para el caso polinomial de tercer grado son mos t radas 
en la F igura 8.1. La ley de control ópt imo en el caso lineal es la mi sma que en (8.16), pero 









= {jms + P4>Áz<t> ~ m4>) P<!>s(z5 - m))dt, (8.18) 
= (u*(í) + P64.ÍZ4, ~ TTty) 4- Pss{zs - m s ) ) d t , 
1v 
= ( y P S 4 - P& -
= (jPss ~ PwPtf - P<psPss)dt, 
= (~P% - p2ss)dt-
= (-Q¡i(t))dt, 
v 
= (-Í12022 - jQl l )d t , 
184 
^ ( í ) = ( j-012 ' ql2)dt. > 
Se puede observar que en el caso lineal solo se requiere un paso en el sistema inverso 
para g's, porque las ecuaciones para q*s en (8.18) no dependen de <j>, 5, ni m¿, y los 
valores iniciales para g's en t = 0 pueden ser obtenidos después de un pase por el sistema 
inverso (con el t iempo (—í)). Las gráficas de la simulación para el caso lineal se muestran 
en la Figura 8.2. Así, dos conjuntos de gráficas son obtenidos: 1. Gráficas de las variables 
(j) y 5 que satisfacen las ecuaciones del s is tema polinomial (8.15) y el controlador usando 
el regulador lineal óptimo definido por (8.16), (8.18); gráficas de los estimados m$ y m$ 
que satisfacen el sistema (8.18) y el controlador usando el regulador óptimo lineal definido 
por (8.16), (8.18); gráficas de los valores correspondientes del criterio J\ gráficas de los 
valores correspondientes del control ópt imo u* (Figura 8.1). 
2. Gráficas de las variables 0 y 6 que satisfacen el sistema polinomial (8.15) y el 
controlador usando el regulador óptimo polinomial de tercer grado definido por (8.16), 
(8.17); gráficas de los estimados m¿ y m¿ que satisfacen el sistema (8.17) y el controlador 
usando el regulador óptimo polinomial de tercer grado definido por (8.16), (8.17); gráficas 
de los valores correspondientes del criterio J ; gráficas de los valores correspondientes del 
control ópt imo u* (Figura 8.2). 
Los valores obtenidos de la variable controlada <¿> y del criterio J son comparados 
para el controlador óptimo polinomial de tercer grado y el controlador óptimo lineal en 
el t iempo terminal T = 0 .3mw en la siguiente tabla (correspondiente a las Figuras 8.1 y 
8.2). 
Controlador Lineal Controlador Polinomial de Tercer Orden 
0(0.3) = 0.Oh Arad 0(0.3) = 0-084rad 
J = 98.971 J = 98.45 
Los resultados de la simulación demuestran que el valor de la variable controlada 0 en el 
punto terminal T = 0.3?ran es mayor por una y media veces en el controlador polinomial 
con respecto al controlador lineal, y la diferencia entre los valores iniciales y finales del 
criterio es más que una y media veces mayor en el controlador polinomial de tercer orden 
con respecto al controlador lineal. Por tan to , mediante esta simulación queda demostra-
da la eficacia del algoritmo del controlador polinomial de tercer grado, con respecto al 
controlador lineal. 
Figura 8.1: Gráficas del controlador lineal formado por las ecuaciones (8.18),(8.16). phi = 
<j>, delta = Mphi = m^,, M delta — m¿, criterion = J, control = t¿*. 
9 i 
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Figura 8.2: Gráficas del controlador óptimo polinomial de tercer grado, correspondiente a 
las ecuaciones (8.17) y (8.16). phi = <j>, delta = Mphi = m^, Mdelta = m¿, criterion = 
J, control = u*. 
Capítulo 9 
Conclusiones, Aportaciones y 
Recomendaciones para Trabajos 
Futuros 
9.1. Conclusiones 
Se han obtenido matemáticamente los algoritmos del regulador óptimo para sistemas 
de Itó-Volterra con entradas de control continuas o discontinuas, part iendo del principio 
de dualidad para el caso de las ecuaciones de Itó-Volterra con observaciones lineales. 
Utilizando el principio de separación, y los algoritmos de filtrado obtenidos previamente, 
se obtuvo matemáticamente el controlador óptimo para los sistemas de Itó-Volterra. 
Se obtuvieron los algoritmos de filtrado y control óptimos para ecuaciones de estado 
polinomiales de tercer y cuarto grado, con observaciones lineales. Se ha mostrado la efi-
ciencia de los algoritmos de filtrado y control, obtenidos matemáticamente, para sistemas 
polinomiales de tercero y cuarto grados, con observaciones continuas, comparándolos con 
los algoritmos de filtrado de Kalman-Bucy ya existente.';, mediante una simulación en Mat-
Lab 6, versión 1.2., aclarando que en esta simulación, el ruido blanco es considerado como 
una señal de banda ancha finita, por lo cual es una aproximación. En forma similar al caso 
de Itó-Volterra, se obtuvieron mediante procedimientos matemáticos, los algoritmos del 
controlador óptimo pa ra ecuaciones de estado polinomiales de tercer grado. Aplicándolos, 
a un fenómeno físico, mediante simulación en MatLab 6, versión 1.2., se compararon los 
algoritmos del controlador polinomial obtenido en este t rabajo , con los algoritmos del 
controlador lineal, obteniendo mejores resultados con el controlador polinomial. Como 
un caso general, se t r a b a j ó con los algoritmos de filtrado óptimo pa ra el caso bilineal, y 
teniendo el deseo de verificarlos en un número mayor a dos ecuaciones, se llevó a cabo 
su aplicación a un modelo matemático de un reactor de polimerización, con el propósito 
de mostrar su eficacia respecto a los algoritmos lineales ya existentes. Lo anterior se con-
siguió mediante la simulación en MatLab 6, versión 1.2. Queda como t raba jo a futuro la 
verificación de la eficacia de los algoritmos obtenidos mediante su aplicación a diversos 
fenómenos físicos que se presentan en la naturaleza. 
9.2. Aportaciones 
Las aportaciones se pueden enlistar en la siguiente forma: 
a) Diseño de algoritmos de filtrado óptimo para: 
• Sistemas de I tó - \ olterra y observaciones lineales continuas. 
• Sistemas de Itó-Volterra y observaciones lineales discontinuas. 
• Ecuaciones de estado polinomiales de tercer y cuarto grados y observaciones lineales 
continuas. 
• Ecuaciones de estado bilineales y obsecraciones lineales continuas, 
b) Diseño de algoritmos de control óptimo para: 
• Sistemas de Ito-Volterra y entradas de control lineales continuas. 
• Sistemas de Ito-Volterra y entradas de control lineales discontinuas. 
• Ecuaciones de estado polinomiales de tercer grado y entradas de control lineales 
continuas. 
c) Diseño del controlador para sistemas que representan procesos no observables para: 
• Sistemas de Ito-Volterra con observaciones y entradas de control lineales continuas. 
• Sistemas de Ito-Volterra con observaciones y entradas de control lineales disconti-
nuas. 
• Ecuaciones de estado polinomiales de tercer grado con observaciones y entradas de 
control lineales continuas. 
d) Los problemas técnicos resueltos en este t raba jo son los siguientes: 
• Obtención del control óptimo del movimiento de un misil con motores jet e impul-
sivos. 
• Obtención de controlador óptimo del movimiento de un misil con motores jet e 
impulsivos y velocidad no observable. 
• Obtención de las ecuaciones de filtrado óptimo referentes al movimiento angular de 
un automóvil. 
• Obtención de las ecuaciones de control óptimo referentes al movimiento angular de 
un automóvil. 
• Obtención de las ecuaciones del controlador óptimo referentes al movimiento angular 
de un automóvil. 
• Obtención de las ecuaciones de filtrado óptimo para la estimación de un proceso de 
polimerización. 
9.3. Recomendaciones para Trabajos Futuros 
Existen múltiples casos a desarrollar en las áreas de filtrado y control, dada la diver-
sidad de los procesos de la naturaleza. Algunos de ellos pueden ser: 
• Corroboración de los algoritmos de filtrado y control obtenidos, mediante su apli-
cación en diversos fenómenos físicos. 
• Desarrollo de filtro y control óptimo para sistemas de otros grados polinomiales 
superiores, con observaciones continuas. 
• Desarrollo de filtro y control óptimo para sistemas de otros grados polinomiales 
superiores, con observaciones discontinuas. 
• Desarrollo de filtro y control óptimo para ecuaciones de estado con términos no 
lineales y no polinomiales, con funciones de tipos exponencial, logarítmico, trigonométri-
co, etc., con observaciones continuas y discontinuas. 
• Aplicación de los algoritmos obtenidos a problemas técnicos de diversas áreas de 
Ingeniería. 
• Verificación de los algoritmos de filtrado bilineales, interdisciplinariamente, esto es 
con un especialista en las dos ingenierías, de control y química, para el proceso 
de polimerización presentado por Ogunnaike [64], utilizando métodos químicos para 
elegir las ecuaciones afines, y los valores de los parámetros, y los algoritmos obtenidos 
en este t r aba jo . 
La verificación y corroboración de los algoritmos de filtrado obtenidos permit i rá la consolida-
ción de los mismos,y esto, junto con el desarrollo de los algoritmos de filtrado y control 
para otras condiciones específicas que presenta la naturaleza, proveedrá de herramientas 
para resolver diversos problemas técnicos de las Ingenierías Química, Automotriz, Eléctri-
ca, etc. 
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1 Introduction 
The optimal control and filtering problems for dynamic systems with delays, 
which represent a particular cas§ of discontinuous integral systems, have been 
studied in a number of publications from various viewpoints (see. for exam-
ple, [95, [10], [1] for dynamic systems and [17] for a particular case of integral 
Volterra ones). This attention is directly related to common use of dynamic 
systems with delays in global economy concepts [12], marketing models [13], 
technical systems [7], and others. Since the class of integral Volterra systems 
includes the class of retarded dynamic ones, the study of integral systems 
becomes a significant part of the control theory. Nevertheless, the integral 
Volterra systems have been of independent interest in the deterministic en-
vironment, as well as in the stochastic one (see [2]). 
This paper presents solutions of the optimal linear-quadratic control prob-
lems for stochastic integral Ito-Volterra systems with continuous and then 
discontinuous states. There are a number of papers investigating the con-
trol problems for continuous system states given by stochastic differential 
equations (see [11, 19] and bibliography therein) or bivariate Volterra ones 
[17], or deterministic continuous and discontinuous system states governed 
by Volterra equations [3, 4). However, the problems have not been treated 
yet in the case of integral stochastic systems governed by Ito-Volterra equa-
tions. The solution presented in the paper is based on applying the duality 
principle for Volterra systems (substantiated in [3]) to the known solutions of 
the dual filtering problems for Ito-Volterra states over continuous and then 
discontinuous observations. The duality principle enables one to use the op-
timal gain matrix structure in the dual filtering problem for the optimal gain 
matrix in the control one, as it was done for differential stochastic systems 
[14, 15]. As a result, the optimal control law and the gain matrix formula 
are first derived in the general case an Ito-Volterra state equation, where the 
gain matrix constituent satisfying a Riccati equation depends on two time 
variables, as the cross-correlation matrix in the dual filtering problem does 
(see [5]). The gain matrix formula is then simplified in the case of a dynamic 
plant (the internal part of a system) governed by a differential state equation, 
where the gain matrix constituent satisfying a Riccati equation depends on 
only one time variable, similarly to the variance in the dual filtering prob-
lem (see [6]). The obtained results for discontinuous system states, where 
the optimal control problem is dual to the optimal filtering problem over 
discontinuous observations ([5, 6]), consist of the discontinuous control law 
and the corresponding Riccati equation with integration with a discontinuous 
measure, which allows discontinuous solutions. In particular, the obtained 
results enable one to compute jumps of the optimal control parameters (the 
gain matrix, optimal control law, and optimally controlled state) that can 
appear due to discontinuities in system behavior. 
The secondary goal of this paper is to reveal more functional capabilities 
of the duality principle as a means for solving the optimal control (or, vice 
versa, filtering) problems. Indeed, the duality principle applicability to linear 
dynamic systems is well known (see [8, 18]) and its applicability to linear in-
tegral Volterra (Ito-Volterra) systems is investigated in (3, 4] and this paper. 
However, it seems that the more advanced conjecture is valid: the duality 
principle should be valid in all cases of linear and nonlinear systems, where 
the optimal solution to control or filtering problem exists. Taking this work-
ing hypothesis into account makes the duality principle a quite powerful tool 
for designing the optimal control and filtering algorithms. 
The paper is organized as follows. The Section 2 presents the optimal 
control statement and its solution (the optimal control law and gain matrix 
equation) for a continuous Ito-Volterra system, based on applying the duality 
principle to the solution of the dual filtering problem. The optimal control 
problem for a discontinuous Ito-Volterra system is stated and solved in Sec-
tion 3. The obtained results are then simplified in the case of a dynamic plant 
(the internal part of a system) governed by a differential equation. In par-
ticular, the relations enabling one to compute jumps of the optimal control 
parameters are obtained. Finally, Section 4 presents the technical exam-
ple illustrating application of the obtained results to solution of the optimal 
control problem of launching a missile with continuous and impulsive jet mo-
tors to the maximal possible altitude w|th the minimal fuel consumption, 
if the velocity dynamics is affected by e4u&!ly distributed and independent 
stochastic disturbances. 
2 Optimal Control in Continuous Ito-Volterra 
Systems 
2.1 P r o b l e m s ta tement 
Let (fi, F, P) be a complete probability space with an increasing right-contin-
uous family of <r-algebras F t,f > 0, and let (Wi(t),Ft,t > 0) be an Ft~ 
adapted Wiener process. Let us consider the Ft-measurab!e random process 
x(i) governed by the Ito-Volterra equation 
x(t) = x{t0) + (a0(t,s)+a(t,s)x($)+b(t,s)u(t,s))ds-i- 5 ( 5 ) ^ ( 5 ) . (1) 
Here x(t) 6 Rn is the state vector, u(t,s) € Rp is the control variable, 
the Wiener process Wi (i) represents a random disturbance, and the initial 
Gaussian vector x(io) is independent of Wi(t). The quadratic cost function 
J to be minimized is defined as follows 
where 20 is a given vector, R, Q are positive (nonnegative) definite sym-
metric matrices, T > to is a certain time moment, the symbol E [ f ( x ) ] means 
the expectation (mean) of a function / of a random variable x, and aT de-
notes transpose to a vector (matrix) a. 
The optimal control problem is to find the control u*(i), t € [fo, T], that 
minimizes the criterion J along with the trajectory i*(£), t € [io, Tj, gener-
ated upon substituting u*(t) into the state equation (1). 
2.2 Dual i ty principle 
For dynamic systems governed by differential equations, solution of the op-
timal control problem can be obtained using the solution of the optimal 
filtering problem and the duality principle [8, 18]. Thus, it would be help-
ful to introduce the duality principle for integral stochastic systems, as done 
below. 
Consider the integral Volterra systems: 
J = E[\ [x(T) - x o f i " 1 [x(T) - xol (2) 
y ( t ) = d(t,s)u(t,s)ds 
and ^ ( 2(i) = 2:(to) + / -aT{t,$)z{s)ds + / cT(t,s)v{t,s)d$, (4) 
•/to J t0 
7 ( i ) = f bT(t,s)z{s)ds+ f dT{t,s)v{t.$)ds. 
Jto J to 
The duality principle claims that the system (3) is controllable (observable) 
at ¿0! if and only if the.system (4) is observable (controllable) at to. 
The proof of the duality principle for integral systems [3] is based on the 
fact that there exists the transition matrix $(t,io); t, io € ( -co , co), such 
that £ 
x(t) = 4>{t,to)x(to) + f <b{t,T)b{t,T)u(t. T)dr. 
2.3 Dual filtering problem solution 
The suggested solution to the optimal control problem for integral stochastic 
systems is based on applying the duality principle to the optimal filtering 
problem solution obtained in [5], Indeed, let us consider the filtering problem, 
dual to the optimal control one given by (I),(2), for the state equation 
z ( t ) = z ( t 0 ) + f (c%{t,s)~aT(t,S)z(S))ds + f Q^2(s)dW3(s) (5 ) 
Jt0 JtQ 
and the observation equation 
y( f )= f{bT(t,3)x(s))dS+ f R^2{s)dWi(s), (6) 
Jto J to 
where ^ ( s ) and are independent Wiener processes which are in turn 
independent of an initial Gaussian vector z(i0). 
The filtering problem is to find the best estimate for the Ito-Volterra 
process x(t) at time f based on the observation process V(£) = (y(s), ¿o < 
s < £}> that is the conditional expectation m(t) = E{x{t) | F f ) . Denote 
the correlation function of the best estimate as P(t) = E'((z(t) — m(t)(x(t) — 
m(t))T | F t n 
As shown in [5] and the previous papers [16, 21] , it is impossible to obtain 
a closed system of filtering equations for variables m(t) and P(t) due to the 
Volterra nature of the equations (5) and (6). Designing a closed filter requires 
introducing the additional cross-correlation function / ( i , s) characterizing a 
deviation of the best estimate m(t) from the real state x(t): 
}{t, s) = E{(zl - m l ) ( z ( S ) - m ( s ) f | 
I where ! 
^ = z ( t 0 ) + f (a10(t,r)-<iT(tir)z(r))dr+ f Q1/2(r)dW3(r), 
JtO JtQ 
F?s is the cr-aigebra generated by the stochastic process y\ 
yLs= f* bT(t,s)z(s)ds + f R^2(s)dW4(s), 
J to J to 
and mi = E ( z l \ F ^ a ) . 
The optimal filter for the state vector (5) over the continuous observation 
process (6) is given [5] by the following equations for the optimal estimate 
m(t), its correlation function P(£), and the cross-correlation function f(i,s) 




/>(<) = F(£o)+ f [-aT(t,S)fT(t,s)-f(t,s)a(t,s) + Q(s)}ds- (8) 
J to 
f f i t , a)&(i, «)(*(•))-^(t, s)fT(t, s)ds, 
J to 
/ ( i , s ) = P ( i 0 ) + [S [—aT {s,r)fT (t,r) — / ( s , r ) a ( i , r ) + Q(r}]dr— (9) 
J to 
r[f(t,r)b(s,r){R(r)rlbT{s,r)fT(s,r)+ 
Jtn ' o 
/ ( s , r ) 6 ( t , r ) ( f i ( r ) ) - 1 6 T ( t , r ) / T ( t , r ) -
(1/2)f(t, r)bit, r ) ( f i ( r ) ) " 1 6 r ( 5 , r ) / T ( s , r ) -
( l /2 ) / ( S , r ) fc (s , r ) (R(r ) ) - 1 6 T ( i , r ) / T ( i , r ) ]dr , 
where m(t0) = B{z(t0) \ F £ ) = i 0 and P{t0) = E({z(t0) - m(i0)(z(«o) -
m(£o))T | F ^ ) are the initial conditions. 
Thus, the solution to the optimal control problem defined by (1),(2) can 
be now obtained using the expression for the optimal filter gain matrix in (7) 
and the cross-correlation equation (9). 
2.4 Opt imal control problem solution 
Since the filter gain matrix in (7) is equal to 
Mf{t,s) = f(t>S)b(t,s){R{s))-1, 
the dual gain matrix in the optimal control problem takes the form of- i(is 
a. transpose ! 
Mc(t,s) = R^(^bT(t,s)fT(t,s). 
Hence, the optimal control law in the problem (1), (2) is given by 
«'(*,*) =R-1(s)bT(t,s)fT(t,s)x(s), (10) 
where /(<, s) is the solution of the integral Riccati equation 
f(t,s) = P(t0) + f l-aT(s,r)f{t,r) - f(s,r)a[t,r) +Q(r)}dr- (11) 
J to 
r [ / ( i , r ) 6 ( S , r ) ( R ( r ) ) - I 6 r ( S > r ) / 7 ' ( S , r ) + 
Jto 
/ ( i , r ) 6 ( t , r ) ( R ( r ) ) - l f t ; r ( i , r ) / T ( t I r ) -
( l /2 ) / ( f , r)fe(i, rJ iKtr))- 1 &T(s, r)fT(s, r) -
( l / 2 ) / ( S ) r )6 ( S , r ) (K( r ) ) - 1 6 T ( i , r ) / r ( i , r ) ]d r , 
with the terminal condition / (T , T) = P(T) = 
Pinaily, upon substituting the optimal control (10) into the state equation 
(1), the optimally controlled state equation is obtained 
x(t)=z{to)+ f ( ao( i ) «)+o( i ) s )a (s )+ (12) 
J to 
b(t,s)R-1(s)bT(t,s)fT(t,s)x{s))ds+ f g{s)dW1(s). J u> 
3 Optimal Control in Discontinuous Ito-Volterra 
Systems 
3.1 P r o b l e m statement 
Let (fi, F, P) be a complete probability space with an increasing right-contin-
uous family of <r-algebras F t , i > 0, and let ( W i { t ) , F t , t > 0) be an Ft-
adapted Wiener process. Let us consider the Ff-measurable random process 
x(t) governed by the Ito-Volterra equation 
x(t) = z(io) + f ( ao( i , s )+a( i , s )x(s )ds+ (13) 
Jto 
f b(t,s)u{t,s))dv{s) + f g(s)dWi{s). 
J to J to 
Here x(t) € Rn is the state vector, u(t, s) € Rp is the control variable, v(s) is 
a scalar bounded variation function, the Wiener process Wi(t) represents a 
random disturbance, and the initial Gaussian vector x(to) is independent of 
Wi(t). The quadratic cost function J to be minimized is defined as follows 
J = E[\ [x(T) - x0]T [s(T) - s 0 ] (14) 
1 rT i tT 
+ o / « r ( i , *)#(«)«(<» «)<&>(*)+« / arr(s)<3(s)i(5)ds], 
2 Jt0 2 Jto 
where XQ is a given vector, "P, R, Q are positive (nonnegative) definite sym-
metric matrices, T > io is a certain time moment. 
The optimal control problem is to find the control tt*(f), t € [ioiT], that 
minimizes the criterion J along with the trajectory t 6 [¿o, T], gen-
erated upon substituting u'{t) into the state equation (13). The state tra-
jectory z(i) may be discontinuous due to discontinuity of the integral with 
discontinuous function w(t) in the right-hand side of (24). This model of sys-
tem states enables one to consider sharp changes (jumps) in system position, 
as well as its gradual continuous movement. 
3.2 Dua l filtering problem solut ion 
Using the same technique as in Section 2, the suggested solution to the op-
timal discontinuous control problem for integral stochastic systems is based 
again on applying the duality principle to the optimal discontinuous filtering 
problem solution obtained in [5]. In this case, the filtering problem over dis-
continuous observations, dual to the optimal discontinuous control problem 
(13), (14), is formulated for the unobserved state 
* ( t ) = * ( < o ) + f\aZ(t,s)-aT(t,s)z(s))ds+ f Q^2(s)dW3(s) (15) 
Jto Jto 
and the discontinuous observation process 
y(t)= f (bT(t,s)x(s))dv(s) + ['&/2(s)dWt(v(s)), (16) 
Jto J t f , 
where W3(s) and are independent Wiener processes which are in turn 
independent of an initial Gaussian vector z(to). The filtering objective is the 
same as in Subsection 2.3. 
As a result, the following filtering equations for the optimal estimate m(i), 
its correlation function P( i ) , and the cross-correlation function f(t,s) (all 
notation is the same in Subsection 2.3) have been obtained in [5], applying the 
filtering procedure [20] for deriving the filtering equations over discontinuous 
observations from the known filtering equations over continuous ones to the 
equations (8)-(10): 
m(t) = m(f0) + f ( a j ( t , s) - aT(t, s)m(s))ds+ (17) 
A0 
f f(t, s)b(t, sXRis))-1^) - bT(t, s)m(s)dv(*)], 
J to 








/ ( s , r ) 6 ( i . r ) ( i i ( r ) ) - 1 6 T ( i , r ) / T ( i 1 r ) -
( l /2) / (5 , r}6(s . r ) ( i ï ( r ) ) - 1 6 r ( i 1 r ) / T ( i , r ) ] ( i i i ( r ) ; 
where m(t0) = E(z(t0) \ F j ) = x0 and P(«o) = E{(z(t0) - m{t0){z{t0) -
m(to))T | are the initial conditions. The functions m(t) and P{t) have 
jumps at the discontinuity points of the function u(i), and the function f(t,s) 
is continuous in t and has jumps in the second time argument s at the same 
discontinuity points of v(t). 
3.3 Optimal control problem solution 
Based on the duality of the filtering and control gain matrices, we conclude 
that the optimal control law is given by the same expression 
u'(t,s) = R-1(s)bT(t,s)fT(t^s)x(sl (20) 
and f{t,s) is the solution of the integral Riccati equation 





( l /2 ) / ( i , r)6(t, r)(R(r))~1bT(s,r)fT(s,r)~ 
(1/2 )f(s, r)b(s. r)(R(r)rlbT(t, r)fT{t, r)}dv{r), 
with the terminal condition f(T, T) = P(T) = 
Upon substituting the optimal control (20) into the state equation (1), 
the optimally controlled state equation is obtained 
The obtained equations (21)-(22) are integral equations with integration 
w.r.t. a discontinuous measure generated by a bounded variation function 
u(i), which do not tell us how to compute jumps of the optimally controlled 
state x{t) and the gain-forming matrix / ( t , s ) at the discontinuity points of 
the function v(t) corresponding to discontinuities in the state x(t). Neverthe-
less, in accordance with Theorem 3 in [5], the jumps can be computed solving 
the following system of differential equations, where x(t—) and f ( t , s~) are 
values from the left of the system state x(t) and its cross-correlation f(t,s) 
at their discontinuity points t and (t, $), respectively: 
— =b(t,t)R~1(t)bT(t,t)f(t,v)x(v), 
x(0)=x{t-), v€ [0,Ay(0], 
= -~lf(t,v)b(siSms)rHT(s,S)fT(Siv)+ 
/ ( s , v)b(t, 5) (K ( S ) )" 1 f i T ( i , s)fT(t, v)-
( l / 2 ) / ( i , U ) 6 ( i , S ) ( i i ( S ) ) - 1 6 r ( s , s ) / r ( S l U ) -
(1/2 )f(s, v)b(s, s)(R{s)) ~1bT(t, s)fT(t, v)], 
/ ( i , 0 ) = / ( M - ) , v€[0,Av(s)}. 
Subsequent solution yields the following jump expressions 
Ax(t) = b(t, t)f{t, t-)Av(t), 
A f(t,s) = -[f(t,s-)[I+(b(s,s)(R(s)r1bT(SiS)fT(s,s~)+ 
biUsms))-1 bT{t,s)fT(t,s-)-
( l /2 )6 ( s , s ) (ß ( s ) ) - 1 6 T ( i , s ) / T ( i , s—)-






b(t,s)R-1(s)bT(t,s)fT(t,s)x(s))dv(s) + ft9(s)MMs) 








(1/2)/(«, s-)[I + (b(s, s)(fi(5))-36T(s, s ) / r ( s , 
(1/2)6(5,5) (fi(a))" I6T(i, s ) / T ( i , 5 - ) -
b(t,s)(R(s))-1bT(s,S)fT(s>s-)}Av(s), 
where I is the n x n-dimensional identity matrix. 
Following [5], the obtained jump expressions can be incorporated into 
the regulator equations (21)-(22), using the form of the equivalent equations 
with a measure 
x(i) =a:(to) + f (oo(t,a) + a(i,«)a;(s)+ (23) 
Jt o 
b(t,s)R-1{s)bT(t,s)fT{t,s-)x(s))dv(s)+ [ g(s)dW1(s). 
Jto 
f(t,s)= fS[-aT(s,r)fT(t,r)-f{s,r)a(t,r) + Q(r)]dr- (24) 
J to 
M t . r J W r ) ) - 1 ^ ^ ^ ) / 1 ' ^ ^ - ) -
( l / 2 )6 ( S , r ) ( i £ ( r ) ) - 1 6 T ( i , r ) / T ( i , r - ) -
( l /2 )6 ( i , r ) (R( r ) ) - 1 f t T ( i , r ) / (« , r - ) )At i ( r ) l - , x 
bM(R(r))-1bT{s,r)fT(s,r-)+ 
/ ( 5 , r - ) [ J + (6 ( s , r ) (R( r ) ) - l6 T ( 8 > r ) / T ( s 1 r - )+ 
- 6{* 1 r ) ( i2<r)) - 16T ( t , r ) / r (* , r - ) -
( l / 2 )6 ( s , r ) ( i i ( r ) ) - 1 6 T ( | ; , r ) / T ( i , r - ) -
( l / 2 )6 ( i ! r ) (R( r ) ) - 1 6 T ( S , r ) / T ( S , r - ) )Av( r ) ] - 1 x 
&(i , r ) (Ä(r ) ) - 1 6 T ( i 1 r ) / r ( i , r - ) -
(l/2)f(s,r-)[I+(b(s,r)(R(r)rHT(Slr)fT(s,r~) + 
b&vKRirìr'bTfrrìffrr-)-
( l / 2 ) 6 ( S ) r ) ( Ä ( r ) ) - 1 ^ ( i ) r ) / r ( t 1 r - ) -
(V2)6( t , r ) (ß(r ) ) - 1 6 2 , ( S ) r ) / r (5 , r - ) )A«(r) ] - 1 x 
(1/2 )/(*, r-)[I + (b(s, r)(R(r))-1bT(s, r)fT(s, r - ) + 
& ( t , r ) ( Ä ( r ) ) - H r ( i 1 r ) / r ( t , r - ) -
( l /2 )6 ( S , r ) (Ä( r ) ) - 1 b T ( i , r ) / T ( i , r - ) -
( l /2)6(t (r)(Ä(r))- 16 r(« )r) / 7 ,(S , r - ) )At;(r)]- 1x 
with the terminal condition f(T,T) = P(T) = Here Au(i) is the jump 
of the bounded variation function v{t) at its discontinuity point t. and x(t~) 
and f(t, s—) are values from the left of the system state x(t) and the gain-
forming matrix f(t, s) at their discontinuity points t and (t,s), respectively. 
3 . 4 O p t i m a l c o n t r o l for d y n a m i c p l a n t 
As shown in this section, the huge equations of Subsection 3.3 can be signif-
icantly simplified in the case of a dynamic system, if the state equation (13) 
has an internal differential part, i.e., is given by 
and the quadratic cost function J is the same as in (14). Then, the dual 
filtering problem should be formulated for the unobserved state 
x(t) = x(tQ) + f (ao(s) + a(s)x(s)ds-i-
Jto to 
(25) 
and the discontinuous observation process 
to 
y{t) = f\bT(tiS)x{s))dv{s) + r R^(s)dWMs))- (28) 
Jtn J ta to 
As was proved in [6], in the case of a dynamic equation (27), it is possible 
to obtain a closed system of the optimal filtering equations with respect to 
only two variables, the optimal estimate m(t) and its variance P(i), without 
I i 
I 
introducing the cross-correlation f(t,s). Those filtering equations take the 
form [6] 
m(t) = m ( i 0 ) + f (a$(s)-aT{s)m(s))ds+ (29) 
[ P{s)b(t, s J C R i s ) ) - 1 ! ^ ) - bT{t, s)m(s)dx;(s)j. 
J t0 
P{t) = P{tQ)+ f [-aT{s)P{s)~P(s)a{s) + Q{s)}ds- (30) 
J to 
[ P(s)b{t, 5) (K(s})^6 r ( f , s)p{s)du(s) r 
J t0 
where m(t0) = E{z{t0) | = x0 and P{t0) = E{(z(t0) - m{t0){z{t0) -
m(t0))T | F^) — ^  are the initial conditions. 
Based again on the duality of the filtering and control gain matrices, we 
conclude that the optimal control law is given by the expression 
w*(i,s) = R~1(s)bT(t,s)P{s)x(s), (31) 
and P(s) is the solution of the integral Riccati equation 




with the terminal condition P(T) = 
Upon substituting the optimal control (31) into the state equation (25), 
the optimally controlled state equation is obtained 
x(f) = x(i0) + f (a0(s) +a ( s )z ( s )+ (33) 
J to 
b(t,s)R~1(s)bT{t,s)P(s)x{s))dv(s)+ [ g&dW^s). 
J to 
Correspondingly, the jumps of the optimally controlled state x(t) and the 
gain-forming matrix P(i) at the discontinuity points of v(t) take the more 
simplified form 
A tc{t) = H M ^ i ^ i M J P i M M i ) , ' 
AP(t) = ~{P(t~)[I + (b(t, tmt))~1bT(t1 DPit^Avit)}-1 x 
b(t,t)(R(t))~ibT(t,t)P(t)}Av{tl__ 
which can be incorporated into the following equations with a measure 
x(t) = x(t0) + [ (aoO) + a(s):r(s)+ (34) 
J to 
g{s)dWl{s). 
P{t)= f [-aT(s)P{s)-P(s)a(s)+Q(s)]ds~ (35) 
Jt o 
f\p{s~)[I + (6(i, s m s ) ) - ^ ^ s)P(s~)Av(s))-i x 
J t0 
b(t,s)(R(s))-1bT(t,s)P(s-))dv(s), 
with the terminal condition P(T) = "P -1. 
4 Movement of Missile with Impulsive and Jet 
Motors 
Let us consider the optimal control problem for movement of a missile with 
two motors, impulsive and jet (continuous), whose task is to reach the max-
imal possible altitude at a certain time moment T > 0 with the minimal 
possible fuel consumption. The missile movement is considered governed by 
the following equations (cf. [7]) 
h(t) - ho + f v(s)ds, Jo 
v{t)= ftPp{s)~fQ}h'v)dw(s)- f gds + f\(s)dW{s), 
Jo m{s) J0 J o 
where to = 0, v(t) is the missile velocity, t>o = v(0) — 0; 
ho = h{0) > 0 is the initial adjusted altitude corresponding the missile 
position on the earth surface, h(t) is the current adjusted altitude; 
m(s) is the missile and fuel mass, mo > > 0; 
Pp(t) is the propulsion force; 
C(f ,s) < 0 is the difference factor of the ideal velocities of the missile 
at time t and the outflowed fuel at time s, which is varying with change of 
altitude and, consequently, temperature, pressure, gravity acceleration, etc.; 
g is the gravity acceleration; 
b{t,s)R-1(s)bT(tìs)P(s-)x(s))dv($) + f 
Ji, 
r(s)dW(s) is the stochastic disturbance represented by a Wiener process 
and arising due to the resulting effect of unknown equally distributed and 
independent disturbances affecting velocity dynamics; and 
w(s}' is a bounded variation function which represents functioning of two 
missile motors, impulsive and jet (continuous): the jet motor expels fuel 
gradually and the impulsive one does this instantaneously at a certain time 
moment fx, 0 < ti < T. Thus, the motors functioning is described using 
decomposition of w{t) into its continuous component wc(t) (continuous jet) 
and the Heaviside function x(£ — tj) with jump at the moment ti (impulsive 
motor), i.e., w{t) ~ u>c(i) + — h)-
It is assumed that the atmosphere resistance force is absent: Q(h, v) = 0. 
Upon selecting the mass outflow function u(s) — ^ y = £ [In (m(s))] 
as control, the optimal control problem is completely stated for the system 
state x(t) = [h(t), v(t)] governed by the equation 
/ Ac(s)cis+ f B(t,s)u{s)dw(s)+ f Gds+ [ R(s)dW{s), 
Jo Jo Jo Jo 
where 
G = 0 
•9 
,R(s) = 0 r(s) 
0 o].^ >=[c,M) 
.«w^-sn-M'"!-
x0 = [/io, 0], and the cost function to be minimized 
T 
H x(T)~ h" 0 ip KO - h* 0 
+ 
1 f1 
- f u2(s)dxv(s) —> min, 
2 J0 u(-) 
where 
tf = 1 0 0 0 ; h' » h,Q, and T > 0 is a certain time moment. 
In accordance with (31), the optimal control is given by 
u " ( M ) = [ 0 C ( M ) ] P ( s ) h{s) v{s) 
Note that the initial adjusted altitude HQ > 0 is determined from the condi-
tions f (0) = 0 and u(0) = 0 (there is equilibrium of the missile on the earth 
surface at the initial time moment), which, upon substituting the optimal 
control u*(f,s) into the velocity equation, yield 0 = C(£o, io)u*(£o, ¿o) ~ 9 ~ 
C(0,0)u"(0,0) —p. Thus, the initial adjusted altitude HQ > 0 is determined 
from the equation 
g = C(0,0) [ 0 C(0,0)]P(0) h o 0 
In accordance with (34)-(35), the equations for an optimal trajectory x(t) 
and the matrix P{t) take the forms 
P ( t ) = P ( 0 ) - / J J ° \P{s)da 
1 0 0 1 Mo 
[0 C(t,s) ]P(s-)dw(s), 0 C(t,s) 
with the terminal condition P{T) = ip, and 
x ( f ) =x0 + 
0 1 0 0 x(s) + G > ds + I [ *) 
[0 C(t,s) ] P(8-)x(s)dw(s) + J^ [ [dW(«), 0 r(s) 
with the initial condition x(0) = h0 0 , and their jumps at the point t\, 
where the impulsive motor is applied, are equal to 
+ 
1 0 0 1 0 C(h,t 0 A P(tl) = />(«!-){ 
x [ 0 Cituh) ]P(t1-)Aw(tl)}~1 
C(tlitl) ] t 0 CCil'il) J ^ i - ) ^ « , ) , 
Ax(h)= | ^ ^ j [0 C(ii,ti) jPC^-JxCiJAwti!). 
Thus, the complete algorithm for solving this optimal control problem is 
described as follows: 
- the equation for the matrix P(t) with the terminal condition P(T) — ifi 
and the jump AP( i i ) at the point fi is solved; 
- the initial condition P(0) is thus determined; 
- the initial adjusted altitude ho is calculated; 
- substituting u*(t, s) into the state equations and solving them with 
initial conditions h(0) = ho and v(0) = 0 yields the optimal trajectories 
[h(i),u(i)] = x(i)> where the velocity v(t) has a jump at the point f i , and the 
adjusted altitude k(t) is continuous; 
- the desirable maximal altitude is determined as h(T) — ho. 
References 
[I] R.. L. Alford and E. B. Lee, Sampled data heredi tary systems: linear quadra t i c theory, 
IEEE Trans. Automat. Contr., A C - S I , (1986) 60-65. 
[2j A . V. Balakrishnan, On stochastic bang-bang control. Lecture Soles in Control and 
Information Sciences, 25 , Springer, New York, (1980) 221-238. 
[3] M. V. Basin and I. R . Valadez G., Minmax filtering in Volterra systems, Proc. Amer-
ican Control Conference 2000 (Chicago, I t ) , (2000) 1380-1385. 
[4] M. V . Basin and I. R. Valadez G., Optimal minmax filtering and control in discon-
t inuous Volterra systems, Proc. American Control Conference 2000 (Chicago, IL), 
(2000) 904-909. 
[5] M. V . Basin and M. A. Villanueva L., On filtering problems over I to-Volterra observa-
tions, Proc. American Control Conference 1999 (San Diego, CA), (1999) 3407-3412. 
[6] M. V. Basin, M. A. Villanueva L., and I. R. Valadez G., On filtering p rob lems 
over observations with delays, Proc. SSth IEEE Conference on Decision and Con-
trol (Phoenix, AZ), (1999) 4572-4577. 
[7] A. E. Bryson and Y. C. Ho, Applied Opt imal Control, Hemisphere Publ ishing Com-
pany, New York, 1979. 
[8] C.T. Chen, Linear System Theory and Design, Holt, Rinehart , and Wins ton , New 
York, 1984. 
[9] D . Chyung and E. B. Lee, Linear optimal systems with time delays. SI AM J. Contr., 
3, (1966) 548-575. 
[10] M. C. Delfour, T h e l inear-quadratic optimal control problem with delays in s t a t e and 
control variables: a s t a t e space approach, SIAM J. Contr., 24 , (1986) 835-883. 
[ I I ] W . H. Fleming and R . W . Rishel, Deterministic and Stochastic Opt imal Control , 
Springer, New York, 1975. 
[12] G. L. Fonseca, Keynesian Business Cycle Theory, Department of Economics, Balti-
more University, 1998. 
[13] R . F . Hart l , Optimal dynamic advertising policies for hereditary processes, J. Optim. 
Theory Appl., 4 3 , (1984) 51-72. 
[14] R . E. Kalman, A new approach to linear filtering and prediction problems, A S M E 
Trans., Part D (J. of Basic Engineering), S2, (1960) 35-45. 
[15] R .E . Kalman and R.S. Bucy, New results in linear filtering and prediction theory, 
ASME Trans., Pari D (J. of Basic Engineering), 83 , (1961) 95-108. 
[16] M. L. Kleptsina and A. Yu. Vereteimikov, On filtering and propert ies of conditional 
laws of Ito-Volterra processes, Statistics and Control of Stochastic Processes. Steklov 
Seminar. 1984, Optimization Software Inc., Publication Division, New York, (1985) 
179-196. 
[17] E . B. Lee and Y. C. You, Optimal control of bivariate linear Volterra integral type 
systems, Proc. 26th IEEE Conference on Decision and Control, (1987) 721-726. 
[18] F . L. Lewis, Optimal Control , Wiley, New York, 1986. 
[19] S. K . Mit ter , Filtering and stochastic control: A historical perspective, Control Sys-
tems, 1 6 ( 3 ) , (1996) 67-76. 
[20] Yu. V . Orlov and M. V. Basin, On minmax filtering ewer discrete-continuous obser-
vations, IEEE Trans. Automat. Contr., A C - 4 0 , (1995) 1623-1626. 
[21] L. E . Shaikhet, On an opt imal control problem of partly observable stochastic 
Volterra 's process, Problems of Contr. and Inform. Theory, 1 6 ( 6 ) , (1987) 439-448. 
Received August 2000; revised May 2001. 
h t tp : / /monotone .uwate r loo .ca /~ journa l 
Dynamics of Continuous. Discrete and Impulsive Systems 
Series B : Applications & Algorithms 9 (2002) 85-100 
Copyright © 2 0 0 2 Watan» Press 
O P T I M A L C O N T R O L I N U N O B S E R V A B L E 
I T O - V O L T E R R A S Y S T E M S 
Michael V. Basin and Maria A. Alcorta Garcia 
Depar tment of Physical and Mathemat ica l Sciences 
Autonomous University of Nuevo Leon 
Apdo postal 144-F, C.P . 66450, San Nicolas de los Garza 
Nuevo Leon, Mexico 
A b s t r a c t . Th is paper presents solution of the opt imal l inear-quadratic controller problem 
for unobservable Ito-Volterra systems with continuous/discontinuous states over continuo-
us/discont inuous observations. As a result, t h e system of t h e optimal controller equat ions 
is obtained, including a linear integral equation for t h e optimally controlled es t imate and 
two integral Riccati aquations for il& cross-correlation function and a const i tuent of the 
opt imal regulator gain matrix. Those equations are then simplified in the case of a dynamic 
plant ( the internal par t of a s ta te equat ion) governed by a differential equation. 
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1 Introduction 
This paper presents solution to the optimal linear-quadratic controller prob-
lem for unobservable Ito-Volterra systems with continuous/discontinuous 
states over continuous/discontinuous observations. Due to the separation 
principle for integral systems, which is stated analogously to that for dy-
namic. differential ones [5], the initial continuous problem is split into the 
optimal minmax filtering problem for Ito-Volterra systems over continuous 
observations (see [1]) and the optimal linear-quadratic control (regulator) 
problem for observable Ito-Volterra systems with continuous states (see [2j). 
(Both papers [1, 2] contain the bibliography related to control and filtering 
problems for Ito-Volterra processes.) Based on the results obtained in [1, 2], 
the system of the optimal controller equations is first derived in the general 
case of Ito-Volterra state and observation equations, including a linear inte-
gral equation for the optimally controlled estimate and two integral Riccati 
equations for the estimate cross-correlation function and a constituent of the 
optimal regulator gain matrix. Those equations are then simplified in the 
case of a dynamic plant (the internal part of a state equation) governed by a 
differential equation, where the estimate cross-correlation function coincides 
with its variance (sec [1)). In this situation, the estimate variance and the 
gain matrix constituent satisfying the Riccati equations depend on only one 
time variable, similarly to the variance in the filtering problem for a dynamic 
process over Ito-Volt-erra observations ([1]). 
The optimal controller equations for I t o Volt err a systems with discontin-
uous states over discontinuous observations are obtained using the filtering 
procedure (6, 1] for deriving the filtering equations over discontinuous obser-
vations proceeding from the known filtering equations over continuous ones, 
which have already been obtained in the paper, and the dual results in the 
optimal control problem for Ito-Volterra- systems [2]. In vie«" of discontinuity 
of states and observations, the obtained optimal control law is discontinuous, 
and the optimal controller equations allow discontinuous solutions. Never-
theless, the obtained results enable one to compute jumps of the optimal 
filtering and control parameters (the optimally controlled state, the cross-
correlation or variance, the gain matrix constituent, and the optimal control 
function) that can appear in points of discontinuity of states or observations. 
Design of the optimal controller for Ito-Volterra state and observation 
equations and its simplification in the case of a dynamic plant (the internal 
part- of a system) can serve as a background for subsequent design of the 
optimal controller for systems with delayed states and observations. The 
first obtained results (see (lj) have been based on the fact that a differential 
equation including even multiple time-varying delays presents a particular 
case of an integral (Ito)-Volterra equation. Further possible applications to 
controlling industrial processes, whose state and observation equations axe 
subject to delays, are expected. 
The paper is organized as follows. In Section 2, the optimal controller 
problem is stated and solved for unobservable continuous Ito-Volterra sys-
tems, using the separation principle for integral systems. Section 3 general-
tees those results to discontinuous unobservable Ito-Volterra systems. The 
optimal controller equations are first obtained for Ito-Volterra state and ob-
servation equations and then simplified in the case of a dynamic plant (the 
internal part of á state equation). 
2 Optimal Controller for Unobservable Con-
tinuous Ito-Volterra Systems 
2.1 Problem s ta tement 
Let (CI, F, P) be a complete probability space with an increasing right-contin-
uous family ofa-algebras Ft,t> 0, and let (Wi(t),Ft,t > 0) and {W2(t),Ft, 
t > 0) be Ff-adapted Wiener processes. Let us consider the unobservable 
immeasurable random process x(t) governed by the Ito-Volterra equation 
x(t)=x{t0) + I (ao(t, s) + a.(t, s)x(s) + 6(t, s)u(f, s))ds + g(t, s)dWi(s) 
and the output (observation) process 
Jf(t)= f{A0{t,s) + A{t,s)x(s))ds + f B(t.$)SV.2(s). (2) 
j o Jo 
Here, x(t) £ R" is the unobservable state vector, u(t, s) £ R? is the control 
variable, y(i) 6 Rm is the observation process, and the independent Wiener 
processes fl'i (f) and IVoit) represent random disturbance? in state and obser-
vation equations, which are in turn independent of an initial Gaussian vector 
a;(io)- Let .A(i,s) be a nonzero matrix and B(U s)BT(t,$) be a positive def-
inite matrix. In addition, the quadratic cost function J to be minimized is 
defined as follows 
J = E[^\X{T)-Zq\T€>[X(T)^Z0\ (3). 
T" 7* 
/ T i r ( i , s ) / v ( 5 )« ( i , s )d s+ - j xT(s)L(s)x{s)ds], 2 Jt„ * Jt„ 
where ZQ is a given vector, <£, K, L are positive (nonnegative) definite sym-
metric matrices. T > io is a certain time moment, the symbol £[ / (x)] means 
the expectation (mean) of a function / of a random variable x, and aT de-
notes transpose to a vector (matrix) a. 
The optimal control problem is to find the control u" (t). t 6 [io.T], that 
minimizes the criterion J along with the trajectory x*{t). t € [io• 71], gener-
ated upon substituting u*(t) into the state equation (1). 
2.2 Separation principle in integral sys tems 
As well as in linear stochastic systems governed by differential equations, 
the separation principle remains valid in linear integral stochastic systems 
governed by Ito-Volterra equations. Indeed, let us replace the unobservable 
system state x(t) by its optimal estimate m(t) given by the equation (see fl] 
for statement and derivation) 
m(t) — m{io) + [ (a0(t,s) + a{t,s)m(s) + b{t,s)u(t.s))ds+ (4) 
Jo 
f f(t, s)Ar(t, s)(B(t, s)BT(t, s))-1 [dy(s) - (A0{U s) + A(t. s)m(s))ds], 
J o 
with the initial condition m(to) = E(x(to) ( F^). Here, m(t) is the best 
estimate for the Ito-Volterra process x(t) at time t based on the observa-
tion process Y(t) = {y(s),io < s < £}, that is the conditional expectation 
m(t) — E(x(t) | F,v). As shown in [1] and the previous papers [4, 7], 
it. is impossible to obtain a closed system of filtering equations only for 
the optimal estimate m(t) and 'its correlation function (variance) S(t) — 
- m(i)(.r(f) - m(t))T \ F? ), due to the Volterra nature of the equa-
tions (5) and (6). Designing a closed filter requires introducing the additional 
cross-correlation function f{t, s) characterizing a deviation of the best esti-
mate ni(t) from the real state x(t): 
/«,«) = E({xl - ml)(x(s) - m(s))T | (5) 
where 
A = ( (a0(t,r) + a(t,r)x(r) + b(t,s)u(t,s))dr+ [ g(i.r)d\V,(r), Jt,, J to 
Fis is the (T-algebra generated by the stochastic process y\ 
y*M= f (A0(t,s) +A(Ls)x($))ds+ f B(t.,s)dW2{s) 
Jtt, J tu 
and ml=E(a*\F*). 
The equation for /(£, s) takes the form (see [1] for derivation) 
(6) / ( M = / ( i o , i 0 ) + f [«(s, T )fT{t, r) + f(s,r )aT(t. r)4-
Jta 
( 1 / 2 ) ( g ( t , r)gT(s, r ) + g(s, r)gT(t, r ) ) ] d r -
f [f{t, r)AT{s, r)(B(s,r)BT(s, r))-lA{s, r)fT(s. r)+ 
J o 
/ ( i , r ) A r ( t , r ) ( S ( t , r ) B r ( i , r ) ) - M ( £ , r ) / T ( £ , r ) -
( l / 2 ) / ( i , r ) A r ( i 1 r ) ( B ( t , r ) B T ( s , r ) ) - 1 A ( s , r ) / T ( j , r ) -
( l / 2 ) / ( s , r ) j4 r (s , r ) (S(s , r)BT(t, r))~1A(t, r)fT(t, r)jdr, 
with the initial condition f{to, to) — E((x(to) - m{to){x(to) - m{t0))T | F ^ ) . 
Note that since S{t) = f(t,t), the variance equation for S(f) directly follows 
from (6): 
S{t) = S(tQ) + f\a(t, s ) / T ( f , s) + / ( t , s)aT(i , s)+ 
Jin 
g(t, s)gT(t, - f f i t , j)(5(i, s)/T(i, 
Jo 
where S(io) = /(io^o)- It is readily verified that the optimal control problem 
for the system state (1) and cost function (3) is equivalent to the optimal 
control problem for the optimal minmax estimate (4) and the cost function 
J represented as 
J = E{ I [m(T) - zo? <*> [m(T) - zD] 
1 f I f 
+ - / vT(t.s)I\{s)u{i.x)(te + - / mT(s)I(s)m(s)da 
2 J to 2 J to 
7 
+ ^ f tr\S(s)L{*))ds + tr[S(T)*)}, (7) 
- Jt.„ 
where ir[A] denotes trace of a matrix A. Since the latter part of J is inde-
pendent of control u(t) or state .r{t). the reduced effective cost function M 
to be minimized takes the form 
f uT{t,s)K(s)u(t.s)ds + l f mT(s)L(s)m(s)ds}. (8) 
2 J to 2 J to 
Thus, the solution for the optimal control problem specified by (1),(3) can 
be found solving the optimal control problem given by (4),(8). However, 
the minimal value of the criterion J should be determined using (7). This 
conclusion presents the separation principle in integral Ito-Volterra systems. 
2.3 Optimal control problem solut ion 
Based on the solution of the optimal control problem obtained in f '2l in the 
case of an observable system state, the following results are valid for the op-
timal control problem (4),(8), where the system state (the minmax estimate 
m(f)) is completely available and, therefore, observable. 
The optimal control law is given by 
it* (t. s) - A"-1 (s)bT{t, s)qT{t, s)m(s), (9) 
where q(t, s) is the solution of the integral Riccati equation 
[—aT(s, r)qT(t, r) - q(s,r)a{t,r) + L{r)}dr- (10) 
f [ q(t,r)b{s>r)(K(r))-1bT(s,r)qT(s,r)+ 
Ju, 
9(s , r )6 ( i . r ) (A ' ( r ) ) " 16T ( i 1 r ) i T ( t , r ) -
0-/2)q(ttr)b(tir)(K(r))~1bT(s, r)qT(s,r) — 
0-/2)q(s, r)b(s,r)(K(r))~1bT(t, r)qT(t,r)]dr, 
with the terminal condition q(T,T) — 
Upon substituting the optimal control (9) into the equation (4) for the 
reconstructed system state m(i), the following optimally controlled state es-
timate equation is obtained 
m ( t ) - m ( / 0 ) + f A(t.s)m(s)ds+ f b(t,s)I<-1(s)bT{t,s)q{t,s)m{s)ds 
J to Jto 
q(Us) = q(to,to) + J 
+ I f{tts)AT(t,s){B(t,s)BT(t,s))~1[dy{s) - (.40(t.s) + Ait. *)m(s))ds]. 
Jo 
(11) 
Thus, the optimally controlled state estimate equation (11). rhe gain ma-
trix constituent equation (10). the optimal control law (9). and the cross-
correlation equation (6) give the complete solution to the optimal controller 
problem for unobservable states of continuous integral systems governed by 
Ito-Volterra equations. 
3 Optimal Controller for Unobservable Dis-
continuous Ito-Volterra Systems 
3.1 P r o b l e m statement 
Let (Q, F, P) be a complete probability space with an increasing right-contin-
uous family of cr-algebras Ft,t > 0, and let ( I I^ ( t ) ,F t , t > 0) and ( H ^ i ) , ^ , 
t > 0) be i v adapted Wiener processes. Let us consider the unobservable 
F t-measurable random process x(t) governed by the Ito-Volterra equation 
x ( i ) = x ( i 0 ) + f (oo(i,s) + a(t ,s)x(s))ds+ 
Jto 
[ b(t,s)u(t,s)dv(s)+ f Q{Us)dW1{s) (J 2) 
J to J to 
and the output (observation) process 
y{t) = [ [A0{t,s) +A(t,_s)x(s))dw{s)+ [ B{t,s)dW2{w(s)), (13) 
, J 0 J 0 
where both state and observation equations are integral equations of the 
Volterra. type with integration w.r.t. discontinuous measures, and the rest of 
the notation is the same as in Subsection 2.1. 
The discontinuous measures in the state and observation equations are 
generated by scalar bounded variation functions v(t) and w(t), which can of 
course coincide or have discontinuities (jumps) at the same points. Therefore, 
the observation function y(t) may be discontinuous due to discontinuity of 
the integral with discontinuous measure dw{t) in the right-hand side of (13). 
This model of observations enables one to consider continuous and discrete 
observations in the common form: continuous observations correspond to 
the continuous component of a bounded variation function w(t), and discrete 
observations correspond to its function of jumps. 
The quadratic cost function J to be minimized is defined as follows 
J = E[\ {X(T)-Z0}t$IX(T)-Z0} (14) 
+1 f -t!r(t.s)K{s)u{Us)dv{s) + \ [ xT{s)L[s)x{s)ds}. 2 Jt„ 2 Ju, 
where cq is given vector, <3?, K, L are positive (nonnegative) definite sym-
metric matrices, T > to is a certain time moment. 
The optimal control problem for the unobservable system state x(t) is 
to find the control u'(t), t e [U>. Tj, that minimizes the criterion J along 
with the trajectory x*{t). t € [¿o, generated upon substituting u*(t) into 
the state equation (12). The state trajectory x(t) may also be discontinuous 
due to discontinuity of the integral with discontinuous function v(t) in the 
right-hand side of (12). This model of system states enables one to consider 
sharp changes (jumps) in system position, as well as its gradual continuous 
movement. Modeling discontinuous unobservable system states of an Ito-
Volterra system along with discontinuous observations of the Volterra type 
enables one to consider linear continuous, discrete, and delayed systems in 
the common form given by (12),(13), as it was done in [1]. 
3.2 Separation principle in discontinuous integral sys-
tems 
The separation principle for discontinuous system states (12) and discontin-
uous observations (13) is based on the separation principle for continuous 
states and observations (5),(6). Actually, the corresponding filtering proce-
dure was suggested [6] to obtain filtering equations over discontinuous obser-
vations proceeding from the known filtering equations over continuous ones. 
In the examined case, the following actions substantiated in [6] should be 
performed: 
- assuming functions w(t) and w(t) in state and observation equations (12) 
and (13) to be absolutely continuous, write out the separation principle for 
continuous systems, obtained in Subsection 2.2, which yields the modified 
optimal control problem given by the state equation (4), effective criterion 
(8), cross-correlation function equation (G), and optimal value criterion (7); 
- in thus obtained optimal control problem, assume the functions v(t) and 
uj(i) to be arbitrary bounded variation ones again, keeping in mind that their 
derivative v{t) and w(t) can be generalized functions of zero singularity or-
der (for example, ¿-functions), generating integration with the discontinuous 
measures dv(t) and dw(t). 
As a result, the unobservable system state x{t) of the system (12) is 
replaced by its optimal minmax estimate x(t) given by the equation (see [1] 
for statement and derivation) 
m ( i ) = m ( i o ) + f {a.Q(t,s) + a(t,s)m(s))ds+ [ b(t, s)u(t, s))dv(s)+ (15) 
Jo Jo 
with the initial condition rn(t0) = E(x(to) | ), where the cross-correlation 
function f ( t - s ) satisfies the Riccati equation 
f{t.s)= [ [a(s,r)fT(t, r) + / ( s , r )a T ( i , r)-f (16) 
Jo 
{im{gMgT(s<r) + g{s,r)gT{Ur))]dr-
f S [ f ( t . r)AT(s, r)(B(s, r)BT(s, r))-lA{s, r)fT{s, r )+ 
J 0 
f(s.r)AT(t,r)(B(t,r)BT(t,r)yiA(UT)fT(t,r)-
(1/2)/( t , r )A T ( t , r ) (S( t , r )B T ( s , r ) ) " M ( s , r ) / r ( S , r ) -
( l /2 ) / ( s . >').4T(s, r)(B(s, r ) S T ( t , r ) ) " 1 A{t, r)fT{t, r)\dw{r). 
with the initial condition f{to,tG) - E{[x{t0) - m(io)(x(to) - m ( f 0 ) ) r I ^ j . 
Furthermore, the optimal control problem for the system state (12) and 
cost function (14) is equivalent to the optimal control problem for the optimal 
estimate (15) and the cost function J represented as 
J = E{1- [m(D - zof <& {m(T) - z0] + i jf uT(tts)K{8)u(t.s)dv(s) 
+ \ ( mT{$)L{s)m{S)ds+\ [ tr\S(s}L{s))ds + fr[S(T)$]}, (17) 
* Jt o 1 J to 
which can be reduced to the effective cost function M 
AI = E{~ [m(T) - z0)T $ [m(T) - z0] 
T s ' T 
f vT(t,s)K{s)u{t,s)dv{s) + I f m T ( s ) L ( s ) m ( s ) d s } . (18) 
^ A . ^ Jid 
Thus, the solution for the optimal control problem specified by (12).(14) can 
be found solving the optimal control problem given by (15),(18) and using 
(17) for the minimal value of the criterion J. 
3.3 Optimal control problem solut ion for discontinuous 
sys tems 
Based on the solution of the optimal control problem obtained in [2] in the 
case of an observable discontinuous system state, the following results are 
valid for(the optimal control problem (15),(18), where the system state (the 
optimal estimate m(i)) is completely available and, therefore, observable. 
The optimal control law is given by 
u'{t. s) - K~i($)bT(t, s)qT(t, s)m(s). (19) 
where g{t,s) is the solution of the integral Riccati equation 
<l{t-s) = q(tQ.to)+ f [~aT(s,r)qT(t,r)-q(str)a(t.r) + Lir))(ir- (20) 
J to 
[ \q(t-,r)b{s;r)(K{r))-1bT($,r)qT(s.,r) + 
J to 
q{s.r)b{Ur)[K{r))'lbT{t,7-)qT(Ur)~ 
{\/2)q{t, r)6(i, r)(K(r))~lbT(s, r)qT{s. r) — 
(1/2)q(s, r)b{s, r ) ( / i ( r ) ) - 1 6 T ( t , r ) q : r a , r)]du(r). 
with the terminal condition q(T,T) — 
Upon substituting the optimal control (19) into the equation (15) for 
the reconstructed system state m(f), the following optimally controlled state 
estimate equation is obtained 
m[t) — m(to) + / (a0(t, s) + a(i, s)m(s))ds 
J to 
+ [ b(t,s)K-l{s)bT{t,s)q(t,s)m{s)dv{s) 
J to 
+ I /(t, S)AT(U s)(B(t, s)BT(t, s))-1 [dy{s) - (A0(i, s) + A{L s)m(s))dW(s)}, 
Jo 
(21) 
with the initial condition m(fo) — E(X(IQ) | F^). 
The obtained equations (20)-(2l), as well as the equation (16) for the 
cross-correlation function J(t.s), are integral equations with integration w.r.t. 
discontinuous measures generated by bounded variation functions v(t) and 
w{t), which do not tell us how to compute jumps of the controller variables 
(the estimate m(t), its cross-correlation function / ( t , $), and the gain matrix 
constituent q(t.. s)) at the discontinuity points of the functions t>(i) and w(t), 
corresponding to discontinuities in the system states x{t) and the observation 
process y(t). Nevertheless, the direct method for computing the jumps was 
given by Theorem 3 in [lj, which yields the following jump expressions 
Atn(i) — /(t , t—)[/ + AT(t,t)(B{t,t)BT(t,t))~1A{t,t)fT(t, f—)Ait>(t}]-1 x 
AT{t.t){B(t,t)BT{t,t)r1 [Ay(f) - (A0{t,t) + A(t,t)m(t-))&w(t)\ + 
bit^K-^t^it,^! + AT(t,t){B(t,t)BT{tA))~1A{t,t)>< 
A/(M = -[/(«,«-)[/+ (AT(s,S)(B(str)BT(s,r))-1A(s,s)fT(sis-)-h 
A t ( L s)(B(t. r)BT(t, r ) )~M(i , s)FT(t, s-)-
( l /2M r ( .5 , s)(i?(s, r)BT{Ur))~yA{t, a)fT(t.s-)~ 
(l/2)AT(t.s)(B{t,r)BT{sir))-lA{s,s)f(s,s~))Sw{s)}~1x 
AT{S, S)(B( S, r )B T (S , s)fT{s, 
f{s.s-)\I + (AT(s,s)(B{s,r)BT{s,r))-iA(s,S)fT(s.s~) + 
Ar(tìsXB(tir)BT(tìr))-1A(t,s)fT(tis-)-
(L/'2)AT{s, s){B(s. t)BT{U r ) ) ~ M ( t , s)fT{1, s - 1 -
-4T<f, i ) (S ( i , r)BT(t, r ) ) - 1 s ) / T ( t , s - ) -
^ ( i , s)(B(£, r )B T ( i , r))^1J4{i, s ) / T ( i , s - ) -
( l / 2 ) J 4 r ( . 5 , s ) ( B ( s , r ) B r ( i , r ) ) ~ M ( t , s ) / T ( f . 5 - ) -
J 4 T ( s , s ) ( B ( s , r ) B T ( i . r ) ) - I A { i . s ) / r ( i , s - } -
(1/2 )f(Us-)[I+(AT&s)(B(s,r)BT(Sir))-1A(s.s)fT[s,s-)+ 
AT(t,s)(B(t,T)BT(t.r))-iA(t,s)fT(tis-)-
( l / 2 ) A r ( s , s)(3(s, r)BT(t, r))~1A{t, s)fT(t, 5 - ) -
( l / 2 ) J 4 T ( i . S ) ( B ( i , r ) B T ( ^ r ) ) - M ( S l 5 ) / T ( S , 5 - ) ) A t c ( 5 ) ] - J x 
AT(t, s)(B(i, r ) -B r(s , r ) ) " M ( s , s)fT(s, s~)]Aw(s)._ 
where I is the n x rc-dhnensionaJ identity matrix, and 
b(t!s){K(s))-1bT(t..s)qT{tìS-)-
(lf2)b(s,s)(K(s)rlbT(t,s)qT(t,s-)~ 
( l / 2 ) 6 f i , 5 ) f i i ( s ) ) - 1 f t T ( s , S ) g ( s , S - ) ) A 1 ; ( S ) ] - i x 
b(t,s)(K(s))-,bT(t,s)qT(t,s^)-
(l/2)b(S-S)(K(s)rlbT(t, s)qT{t, s-)-
( l /2)^(s. s - ) [ / + (6(s, .s)(/iT{s))-16rCs, 5 - ) + 
{\/2)b(Us){K(s))-1bT{s,s)qT(sts~))Av(s)}-^ 
b{s,s){K{s)rlbT(Us)qT(t,s-y 
( l /2 )g ( t , s - ) [ / + (b(s.s)(K(s))-1bT{s,:s)qT(&, s - H -
b{t,s){K(s))-1bT{t,s)qT{t,s-)-
(1/2)6(3,3)(Jf(s))-16T(t, s)<?T(i, s - ) -
( l /2 )b ( i ,3 ) (^ ( s ) ) - 1 6 T ( s , s ) i T ( s ,8 - ) )Ar ( i [ ) ] - 1 x 
b(t,s)(K(s))-1bT(s,s)qT{s,s~))Av(s). 
Following [1], the obtained jump expressions can be incorporated into the 
controller and filtering equations (20), (21), (16) using the equivalent form 
of integral equations with integration w.r.t. a discontinuous measure 
m(t) = mo + / (a0(t,s) +a ( t , s ) ro ( s ) )ds+ / b{t,s)u{t.$)d$ 
•ho Jtu 
H- f b{t,s)K-\s)bT{l.s){I + AT(Us)(B{Ls)BT(t..s)r1A{t.,s) 
Jlo 
x / ( t , a-)Aw{s)}~1q{t, s-)m($-)dv{s) 
+ t f(t,s~) {I + AT(t,s)(B{Us)BT(t,s))-1A(t,s)f(t,s-)Aw(s)y1 Jl 0 
X¿T(t, s){B{t, s)BT(t,s))~i [dj/(s) - ¿ ( t , s)m(s-)du?(s)], (22) 
with the initial condition m(to) = E{x{to) | 
/ ( M ) = /(t<h t0) + /S[ii(s, r)fT{t,r) + f(s,r)aT(t,r)+ (23) 
J to 
(l/2)(9(t,r)gT(s,r)+g{s,r)gT(t,r))}dr-
[ [f(t,r-)[I + (AT(s,r)(B(s,r)BT(s,r))-iA(s,r)f(s,r-) + 
J to 
AT(i, r)(B(t. r)BT{t;r))-lA(t, r)f(t. r - ) -
( l / 2 ) J 4 r ( 3 , r ) ( i 3 ( s , r ) B T ( £ , r ) ) - 1 ^ ( i ! r ) / ( t , r - ) -
( l / 2 ) A T ( t i r ) ( B ( t t r ) B 7 ' ( s , r ) ) - 1 A ( s ) r ) / ( s , r - ) ) A « ) ( r ) ] - 1 x 
AT(s,r){B(s,r)BT(s,r))-1A{s,r)fT(s,r-)+ 





(1/2)/(s , r _ ) [ / + (At(S. r){B(S, r)BT(st r ) ) " M ( s , r ) / ( s . r - ) + 
AT(t,r)(B(t,r)BT(t,r))-lA(t,r)f(t,r-y 
(1 /2)AT{s,r)(B(s,r)BT(Ur))-lA(Lr)f(t,r-)-
(1 /2)AT(t,r)(B(t,r)BT(s,r)y1A(s, r)f(s, r - ) ) A w ( r ) ] _ 1 x 
y l T ( s , r ) ( B ( s , r ) B T ( f , r ) ) - M ( i , r ) / 7 ' ( i 1 r - ) -
( l / 2 ) / ( i . r - ) [ / + (AT(s,r){B(s, r ) B T ( s , r ) ) " M ( s , r ) / ( s . r - ) + 
J4 r( i , r)(S(É, r)BT(t, r))~lA(t, r ) / ( i , r - ) -
( l / 2 ) A 7 ' ( s , r ) ( B ( 8 , r ) B r ( i 1 r ) ) - 1 A ( t , r ) / ( ( , r - ) -
( l / 2 ) J 4 T ( i , r } ( B ( i , r ) B T ( s , r ) ) - M ( s , r ) / ( s , r - ) ) A u < r ) ] - 1 x 
/4r(£, r)(5(£, r)BT(5, r ) ) - 1 ^ , r ) / T ( s , r-) jdui(r) . 
with the initial condition f(t0J-o) = £((x( t 0 ) - m(to)(x{t0) - m{t0))T | Ft*'), 
the function / ( t , s ) is continuous in i, and 
$(t, s) - q(tQ, ta) + [ [ - a r ( s , r)qT(t, r} - q(s, r)a(t, r) + £ ( r ) ]d r - (24) 
Jto 
f [q(t, r—)[/ + (6(5, r ) ( /C(r)) - 16 r (s , r)qT(s, r-)+ 
J to 
& ( i , r ) ( t f ( r ) ) - 1 & T ( f ) r ) 9 T ( i , r - ) -
, / ( l / 2 ) ^ , r ) ( A - ( r ) ) - 1 i T ( i , r ) i r ( i , r - ) -
(l/2)6(i, r)(A"{r)) -16T{s, r)q(s,r—))Au(r)] - 1 x 
b(s, r)[K(r))~lbT [s, r)qT(s,r — )+ 
<t{s, r-){I + (b(s, r)(K(r))-2bT(s, r)çT(s, r - ) + 
6 ( t , r ) ( / i ( r ) ) - 1 6 r ( i , r ) q r ( i , r - ) -
(l /2)6(s,r)(A"(r)) - 1 /> r(t ,r)gT(i , r—) — 
(l/2)6(i, r ) ( / i - (7- ) ) -V>, r - ) )Au(r ) ]~ J x 
6 ( i , r ) ( 7C( r ) ) - 1 6 r ( t , r ) q T ( i , r - ) -
(l/2)?(s, r - ) [ J + (6(a, r)(A'(r))"16T(s, r)qT{s, r - ) + 




- b(s, r){K(r))~lbT(t, r)qT(t. r—) — 
J[/ + (b(s, r)(K(r))~ibT{s, r)q'r(s. )+ 
b(t,r)(K{r))-1bT(t,r)qT(t,r')-
(\/2)b{s, r)(K(r))~lbT(t. r)qT(t„r—) — 
(1/2)b(t, r)(K(r))~1bT(s, r)qT(s, r - ) )Av( r ) ] " ' x 
6( i , r ) (Ä-( r ) ) - 1 6 : r ( s , r ) 9 r ( S , r - ) ]Av(r ) . 
with the terminal condition q(T,T) = the function q{t. s) is continuous 
in t. Here Aw(t ) , Av( t ) , and Ay{ t ) are the jumps of the bounded variation 
functions w(t), v(t), and the observation process y{t) At a point f, respec-
tively, and m(t~), f(t, s—), and q{t, s—) are the values of the discontinuous 
controller and filtering parameters (the estimate m(t), its cross-correlation 
function / ( i , s), and the gain matrix constituent q(t, s)) at points t and (t, s) 
from the left. 
The optimally controlled state estimate equation (22). the gain matrix 
constituent equation (24), the cross-correlation equation (23), and the op-
timal control law (19) give the complete solution to the optimal controller 
problem for unobservable states of discontinuous integral systems governed 
by Ito-Volterra equations, including analytic expressions for jumps of the con-
troller and filtering variables at the discontinuity points of the real system 
state x(i) and the observation process y{t). 
3.4 Optimal controller for dynamic plant 
As shown in this section, the equations of Subsection 3.3 can be significantly 
simplified in the case of a dynamic system, if the state equation (12) has an 
internal differential part, i.e.. is given by 
and the observation process y{t) (13) and the quadratic cost function J (14) 
are the same. 
As was proved in [1], in the case of a dynamic plant equation (25), it 
is possible to obtain a closed system of the optimal filtering equations with 
respect to only two variables, the optimal estimate m(t) and its variance S(£), 
without introducing the cross-correlation /(£, s). Those filtering.equations 
take the form [1] 
£o 
m ( £ ) = m(i.0)+ f (flo(s) + a ( s ) m ( s ) ) d s + f b(t,s)u{t, s))dv(s)+ (26) 
JI,, io 
[ S(s)AT(t,s){B(t,s)BT(t,s))-l\dy{s) - (AQ{t,s) + A[t. s)m{s))dw(.t)l 
Jo 
with the initial condition m(to) = E(x(to) | ), where the variance function 
S(t) satisfies the Riccati equation (which is given in the equivalent form and 
follows from (23) using S(t) = f(t,t)) 
S(t) = S(to) + f {a(s)S{s) + S{s)aT(s)+g{t,s)gT(t.s)}ds- (27) 
J to 
f [£ ($ - ){ / + AT(t, s)(B(i, s)BT(t, s))~M(i, s )S(s - ) 
J U, 
AT{t,s){B(t,s)BT(t,$))-1A{tis)S{s-)]duis). 
with the initial condition S(to) = f{to,ta) = E((x{t0) — m(io)(a;(£o) — 
m(io))T I O 
Furthermore, the optimal control problem for the system state (25) and 
cost function (14) is equivalent to the optimal control problem for the opti-
mal estimate (26) and the cost function (17). which can be reduced to the 
effective cost function (18). Thus, the solution for the optimal control prob-
lem specified by (25),(14) can be found solving the optimal control problem 
given by (26),(18) and using (17) for the criterion minimal value. 
Based on the results obtained in [2] for the optimal control problem in an 
Ito-Yolterra system with a dynamic internal part, the optima) control law is 
given by 
u"(t, s) = iM{fi)&T(t , s)P{s)m(s), (28) 
where P(t) is the solution of the integral Riccati equation (which is given in 
the equivalent form and follows from (24) using P(t) = q{t,t)) 
t 
{-aT(s)P{$) - P{s)a{s) + L(s)}ds~ (29) 
i) 
t 
[P{s-){I + AT{t,s)(B{t,s)BT(t,s))-1A(t,s)P(s-)&w(s)}-1x 
b{t,s)(I<{s))-1bT(t,s)P(s~)}dv(s), 
with the terminal condition P(T) = q(T, T) = 
Upon substituting the optimal control (27) into the equation (26) for 
the reconstructed system state m(i), the following optimally controlled state 
estimate equation is obtained (which is given in the equivalent form and 
follows from (22) using S{t) = f{t,t) and P{t) = q{t,t)) 
m(t) = mo 4- J (no(s) + a(s)ro(s))ds 4- / b(t,s)u{t.s)ds 




+ / b(L*)K-1(.s)bT(t.s){I + AT(t.s)(B(t,s)Br(t.t)r1A(t,.$) 
x 5 ( s - ) A w ( s ) } - 1 P ( s - ) m ( s - ) d v ( 5 ) 
+ f S(s~){I + AT(t,s){B{t,s)BT{Us))-lA(t.s)S(<,-)Ato(s)}-1 
Jn< 
xAT{t,s){B{t,s)BT(t,s))~l [dy(s)-A{t,s)m(s-)du-{s)}, (30) 
with the initial condition m(to) = E(x(to) | F ^ ) . 
Thus, in the case of an Ito-Voltevra system with a dynamic internal plant, 
the optimal controller problem solution is completely given by the optimal 
controller equation (30), the variance equation (27), the gain matrix con-
stituent equation (29), and the optimal control law (28). Obviously, the case 
of continuous state and observation equations in Ito-Volterra system with a 
dynamic internal part (considered in Section 2) is recovered assuming v(t) = t 
and w(f) - t in (25)-(30). 
The jumps of ail the optimal controller variables in the discontinuous case 
also take the simplified form 
Am(f) = S{t—)[I + ^ ( ^ ( ^ ( M i B ^ i - ^ r ' ^ O S U - U w i i ) ] - 1 x 
AT(t.t){B(t,t)BT{tJ.))-1 [Ay(t) - (A0(tt) + A{t.t)m(t-))Aw{t)] + 
M M j A ' - ^ ^ M j U + A ^ M K F f M i B ^ U i r ' A I / . i ) * 




AP(t) = - [ P ( i - ) [ / + (6( i , t ) ( /< ' ( i ) ) - 1 6 T ( i , t )F( i - ) )Ar l0] - 1 x 
b(Ut){I<{t))-ibr{t,t)P{t-)\Av(s). 
Let us finally note that the results in design of the optimal controller 
for a system with an internal dynamic part can readily be applied to solu-
tion of the optimal controller problem of launching a missile with continuous 
and impulsive jet motors and unobservable velocity to the maximal possible 
altitude with the minimal fuel consumption (see [3j for its initial continu-
ous statement), as it has been done for the corresponding optimal regulator 
problem in [2]. 
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This paper presents the optimal nonlinear filter for a stochastic system state given by 
a polynomial equation of degree 3 or 4 and linear observations confused with white 
Gaussian noises. The obtained filtering equations are applied to solution of the state 
estimation problem for a nonlinear automotive system. Simulation results are com-
pared for the optima! polynomial filter given in this paper and the linear Kalman-
Bucy filter applied to the linearized system^ Using the duality principle, the optimal 
regulator is then designed for a polynomial system of degree 3 with linear control in-
put and quadratic cost criterion, applied to the nonlinear automotive system, and 
compared to the optimal linear regulator dual to the Kaiman-Bucy filter. 
1. Introduction 
Although the general optimal solution of the filtering problem for nonlinear state 
and observation equations confused with white Gaussian noises is given by the 
K-ushner equation for the conditional density of an unobservable state with respect to 
observations [6], there are a very few known examples of nonlinear systems where the 
Kushner equation can be reduced to a finite-dimensional closed system of filtering 
equations for a certain number of lower conditional moments. The most famous re-
sult, the Kalman-Bucy filter [5], is related to the case of linear state and observation 
equations, where only two moments, the estimate itself and its variance, form a closed 
system of filtering equations. However, the optimal nonlinear finite-dimensional filter 
can be obtained in some other cases, if, for example, the state vector can take only a 
finite number of admissible states [13] or if the observation equation is linear and the 
drift term in the state equation satisfies the Riccati equation df/dx + f2 = x2 (see [3]). 
The complete classification of the "general situation" cases (this means that there are 
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no special assumptions on the structure of state and observation equations), where the 
optimal nonlinear finite-dimensional filter exists, is given in [14]. 
This paper presents the optimal nonlinear filter for a stochastic system state given 
by a polynomial equation of degree 3 or 4 and linear observations confused with 
white Gaussian noises. This relatively simple case seems to be important for practical 
applications, since a nonlinear state equation can usually be well approximated by a 
polynomial of degree 3 or 4 and the observations are frequently direct, that is linear. 
Moreover, the filtering problem for a polynomial state equation of lower degree is 
significant itself, because many, for example, chemical processes are described by 
quadratic equations (see [10]). As shown in the paper, the polynomial filter of lower 
degree represents a particular case of the polynomial filter of any superior degree, so 
the quadratic filter is a particular case of the polynomial filter of degree 3, 3 of 4, etc. 
The obtained optimal filter for a polynomial state equation of degree 3 is applied 
to solution of the state estimation problem for a nonlinear automotive system [9] 
whose state equation for car orientation angle is nonlinear (contains tangent). Along 
with the original state equation, its expansion to Taylor polynomial up to degree 3 is 
also considered. For both state equations and linear observations, the optimal filtering 
equations for a polynomial state of third degree are written and then compared to the 
linear Kalman-Bucy filter applied to the linearized system. Simulations are conducted 
for both original and approximate systems and also compared to the linear Kalman-
Bucy filter applied to the linearized system. The simulation results given in the paper 
show significant advantage of the optimal polynomial filter in comparison to the 
Kalman-Bucy one, especially for the original nonlinear state equation. 
Although the optimal control (regulator) problem for linear system states was 
solved, as well as the filtering one, in 1960s [7, 4], the optimal control function for 
nonlinear systems has to be determined using the general principles of maximum [11] 
or dynamic programming [2] which do not provide an explicit form for the optimal 
control in most cases. However, taking into account that the optimal control problem 
can be solved in the linear case applying the duality principle to the solution of the 
optimal filtering problem, this paper exploits the same idea for designing the optimal 
control in a polynomial system with linear control input, using the optimal filter for 
polynomial system states over linear observations. Based on the obtained polynomial 
filter of the third degree, the optimal regulator for a polynomial system of degree 3 
with linear control input and quadratic cost criterion is obtained in a closed form, find-
ing the optimal regulator gain matrix as dual transpose to the optimal filter gain one 
and constructing the optimal regulator gain equation as dual to the variance equation 
in the optimal filter. The results obtained by virtue of the duality principle could be 
rigorously verified through the general equations of [11] or [2] applied to a specific 
polynomial case, although the physical duality seems obvious: if the optimal filter ex-
ists in a closed from, the optimal closed-form regulator should also exist, and vice 
versa. Finally, the obtained optimal control for a polynomial system of the third de-
gree is applied for regulation of the same automotive system [9], with the objective of 
increasing values of the state variables and consuming the minimum control energy. 
The paper is organized as follows. The Kalman-Bucy filter for linear state and 
observation equations is reminded in Section 2. Section 3 presents an intermediate 
result: the Kushner equation in the case of polynomial state and linear observation 
equations. The optimal nonlinear filter for a polynomial state equation of degree 3 and 
linear observations is derived in Section 4. This result is generalized to a polynomial 
state equation of degree 4 in Section 5. The optimal control problem for a polynomial 
system is stated, the duality principle is briefly reminded, and the optimal control 
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problem ftfr a polynomial system state of degree 3 is solved in Section 6. In Section 7, 
the obtained results are applied to the filtering problem for a nonlinear automotive 
system with two state variables, orientation and steering angles, over direct linear ob-
servations confused with white Gaussian noises. Graphic simulation results are also 
obtained and compared with those for the linear Kalman-Bucy filter applied to the lin-
earized system. Section 8 presents application of the optimal polynomial regulator to 
the same automotive system, with the objective to increase values of the state vari-
ables and consume the minimum control energy. Graphic simulation results are con-
ducted for polynomial control of degree 3 and compared with those for lineal control. 
2. Optimal filtering for linear state and observation 
equations 
For reference purposes, this section briefly describes the Kalman-Bucy filter [5] 
for linear state and observation equations. Let an unobservable random process x(t) 
satisfy a linear equation 
dx(t) = (ao(t) + a(t)x(t))dt + b(t)dW,(t), x(to) - x0, 
and linear observations are given by: 
dy(t) = (Ao(t) + A(t)x(t))dt + B(t)dW2(t), 
where Wi(t) y W2(t) are Wiener processes, whose weak derivatives are Gaussian 
white noises and which are assumed independent of each other and of the Gaussian 
initial value x<). 
The filtering problem is to find dynamical equations for the best estimate for the 
real process x(t) at time t, based in the observations Y(t) = (y(s) / to < s < t}, that is the 
conditional expectation m(t) = E[x(t) / Y(t)] of the real process x(t) with respect to the 
observations Y(t). Let P(t) = E[(x(t) - m(t))(x(t) - m(t))T/ Y(t)] be the estimate vari-
ance (correlation function). 
The solution to this problem is given by the following system of filtering equa-
tions, which is closed with respect to the introduced variables, m(t) and P(t): 
dm(t) = (a0(t) + a(t)m(t))dt + P(t) AT(t)(B(t)BT(t))"1 [dy - (Ao(t) + A(t)m(t))]dt, 
m(t 0 ) = E [x ( t 0 ) / y ( t 0 )3 , 
dP(t) = (a(t)P(t) + P(t)a (t) + b(t)bT (t))dt - P(t)A (t) (B (t)BT(t))"1 A(t)P(t)dt, 
P(to) = E[(x(to) - m(to))(x(to) - m(t0))T / y(t0)]. 
3. Kushner equation for nonlinear state and linear 
observations 
In the case of a nonlinear state equation, the problem is more complicated. Let an 
unobservable random process x(t) satisfy a nonlinear equation 
(1) dx(t) - (f(x(t)))dt + b(t)dW|(t), x(t0) = x0, 
and linear observations are given by 
(2) dy(t) = (Ao(t) + A(t)x(t))dt + B(t)dW2(t), 
where Wi(t) and W2(t) are Wiener processes independent of each other and of the 
Gaussian initial value xo. The desirable best estimate is the conditional expectation 
m(t) = E[x(t) / Y(t)] of the real process x(t) with respect to the observations Y(t), and 
P(t) = E[(x(t) - m(t))(x(t) - m(t)) / Y(t)] is its variance (correlation function). 
Since the observation equation is linear, the innovations process t>(t) = y(t) -
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Lc (A0(t) + A(t)m(t)) dt = U (Ao(t) + A(t)x(t)) dt + B(t)dW2(t) - (A0(t) + A(t)m(t)) dt 
= itol (A(t)(x(t) -m(t))) dt + B(t)dW2(i) is a Wiener process in the case of Gaussian 
disturbances (see [8]), and J«/ B(t)dW2(t) is also a Wiener process, then the random 
variable A(t)(x(t) - m(t)) is Gaussian with respect to observations for each fixed t 
[12]. If the matrix A'1 exists, then the random vector (x(t) - m(t)) is also Gaussian 
[12]. 
Moreover, in this case, the Kushner equation for the optimal estimate m(t) = 
E[x(t) / Y(t)] takes the form which readily follows from the general form of the 
Kushner equation (see [8]) and the observation equation (2)); 
(3) dm(t) = E[f(x(t)) / Y(t)] dt + P(t)AT(t)(B(t)BT(t))-'[dy(t) - (A<>(t) +A(t)m(t))dt], 
m(to) = E[x(to)/y(to)]. 
Let us note [1] that if the function f(x(t)) = ao(t) + ai(t)x(t) + a2(t)x2(t) + 
a3(t)x3(t)+... is a polynomial, it should be possible to compute a finite-dimensional 
filter in a closed form for variables m(t) and P(t), using the fact that the random vari-
able (x(t)-m(t)) is Gaussian. This implies that all conditional odd central moments of 
this Gaussian variable ^ = E[(x(t) - m(t)) / Y(t)], = E[(x(t) - m(t))3 / Y(t)], /i5 = 
E[(x(t) - m(t))5 / Y(t)],... are equal to 0, and all even central moments p2 = E[(x(t) -
m(t))2 / Y(t)], fX4 = E[(x(t) - m(t))4 / Y(t)], .... can be represented as functions of the 
variance P(t). For example: |i2 = P, |i4 = 3P2, ^ = 15P3,... etc. Thus, all higher mo-
ments of x(t) with respect to Y(t) can be expressed using P(t), and this yields addi-
tional relations for representing each higher initial moment of x(t) with respect to Y(t) 
and, finally, the possibility to obtain the optimal filter in a closed form, i.e., the opti-
mal finite-dimensional filter should exist in the polynomial-linear case. 
4. Optimal filter for polynomial state equation of degree 3 
and linear observations 
In this section, the outlined procedure is applied to deriving the optimal filter for 
the case of a polynomial state equation of degree 3, obtained from (1) if f(x)= ao(t) + 
a, (t)x(t) + a2(t)x2(t) + a3(t)x3(t): 
(4) 4x( t )= (a0(t) + a i(t)x(t) + a2(t)x2(t)+a3(t)x3(t))dt + b(t)dW1(t), x(to) = xo, 
and the linear observations (2), where x € RD, x2(t) = (xi2(t), x22(t), x32(t), - ,xn 2(t)) , 
x3(t) = (x,3(t), x23(t), x33(t),...,x„3(t)). 
Since all odd central moments for (x(t) - m(t)) are equal to 0 and all even central 
moments can be represented as functions of P(t), the higher initial moments of the 
state x(t) with respect to the observations Y(t) can also be expressed as functions of 
m(t) and P(t), as it is done below. 
Let m(t) e Rn be the best estimate vector, m(t) - (mi(t), m2(t),...,mn(t)); P(t) ^ Rnxn 
be the covariance matrix; p(t) e R" be the vector whose components are the variances 
of the components of x(t), i.e., the diago»al elements of P(t); m2(t) be defined as the 
vector of squares of the components of m(t): m2(t)=(mi2(t), m22(t),...,mn2(t)); P(t)m(t) 
be the conventional product of a matrix P(t) by a vector m(t); and p(t)*m(t) be the 
product of two vectors by components: p(t)*m(t) = [pi(t)mi(t), 
p2(t)m2(t))...,pn(t)mn(t)]. 
Using the introduced notation, the expression for the second initial moment is 
given by 
(5) E[x2(t)/Y(t)] = p(t) + m2(t). 
Since E[(x(t) - m(t))3 / Y(t)] = 0, then E[(x(t) - m(t))3 / Y(t)] = E[x3(t) /Y(t)] -
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3m(t) * E[x2(t) / Y(t)] + 3m2(t) * E[x(t) / Y(t)] - m3(t) = 0. 
Substituting (5) into the last equation, the third initial moment expression is ob-
tained 
(6) E[x3(t) 1 Y(t)] = 3p(t)*m(t) + m 3 ( t ) . 
Taking into account E[(x(t) - m(t))4 /Y(t)] - 3p2(t), the following equality is valid: 
E[(x(t) - m(t))4/Y(t)] = E[x4(t) /Y(t)] - 4m(t)*E[x3(t) /Y(t)] + 6m2(t)*E[x2(t) / Y(t)] -
4m3(t)*E[x(t) /Y(t)] + m4(t) = 3p2(t), where m3(t) = (m,3(t), m23(t),...m03(t)) and m4(t) 
= (m|4(t), m24(t),...mn4(t)). Substituting (5) and (6) and making the corresponding al-
gebraic transformations, the fourth initial moment expression follows 
(7) E[x4(t) / Y(t)] = 3p2(t) +6p(t)*m2(t) + m4(t). 
The fifth initial moment representation can be obtained analogously using the 
equality E[x5(t) / Y(t)] = 0 and substituting the previously obtained expressions (5)-
(7): 
(8) E[x5(t) / Y(t)] = 15m(t)*p2(t) + 10p(t)*m3(t) + m5(t), 
where m5(t) = (mi5(t), m25(t),...mn5(t)). Thus, in the case of a polynomial state equa-
tion of degree 3, f(x(t)) = ao(t) + ai(t)x(t) + a2(t)x2(t) + a3(t)x3(t), the Kushner equation 
(3) for the optimal estimate m(t) = E[x(t) / Y(t)] can be reduced to 
dm(t) = (E[ao(t) /Y(t)] + E[a,(t)x(t) / Y(p] + E [a2(t)x2(t) / Y(t)] + 
E[a3(t)x3(t) / Y(t)])dt + P(t)AT(t)(B(t)B (t))"l(dy - (Ao(t) +A(t)m(t))dt). 
Using the representations (5) and (6) for the second and third moments, the opti-
mal estimate equation takes the form 
(9) dm(t) = (ao(t) + a, (t)m(t) + a2(t)p(t) + a2(t)m2(t) + 
a3(t)(3p(t)*m(t) + m3(t)))dt + P(t)AT(t)(B(t)B1(t))-1(dy - (Ao(t) + 
A(t)m(t))dt), m(to) = E[x(to) / y(t0)]. 
The next step is to obtain the equation for the covariance matrix 
P(t) = E[(x(t) - m(t))(x(t) - m(t))T/ Y(t)]. 
Upon differentiating the last equality in t 
dP(t) = dE[(x(t) - m(t))(x(t) - m(t))T / Y(t)] = 
E[d{x(t)(x(t) - m(t))T + m(t)(x(t) - m(t))T}/ Y(t)] = 
E[{ (dx(t))(x(t) - m(t))T + x(t)(d(x(t) - m(t))T)} / Y(t)] = 
E[ {(dx(t))(x(t) - m(t))T + x(t)(dx(t) - dm(t))T}/ Y(t)l = 
E[(dx(t))(x(t) - m(t)) / Y(t)] + E[x(t)(dx(t) - dm(t)f / Y(t)] 
and substituting the expressions for dx(t) and dm(t) given by (4) and (9), the following 
equation follows 
dP(t) = E[(((ao(t) + a,(t)x(t) + a2(t)x2(t) + a3(t)x3(t)) dt + 
b(t)dW,(t))(x(t) - m(t))T + x(t)((ao(t) + a,(t)x(t) + a2(t)x2(t) + 
a3(t)x3(t))dt + b(t)dW,(t) + ( - a0(t) -a l(t)m(t)-a2(t)p(t) - a2(t)m2(t) + 
3a3(t)p(t)*m(t) - a3(t)m3(t))dt +Kdu)T / Y(t)], 
where 
K(t)-PT(t)AT(t)(B(t)BT(t))-' 
and D(t) is the innovations process, 
dv(t) - dy(t) - (Ao(t) + Ai(t)m(t))dt. 
The latter equation can be transformed into 
dP(t) = (ao(t)E[(x(t) - m(t))T / Y(t)] + a,(t)E[(x(t)(x(t) - m(t))T / Y(t)] + 
a2(t)E[x2(t)(x(t) - m(t))T / Y(t)] + a3(t)E[(x3(t)(x(t) -m(t))T / Y(t)] + 
E[x(t)(a,(t)x (t))T / Y(t)] + E[x(t)(a2(t)x (t))T / Y(t)] + 
E[x (t)a3(t)x3(t))T / Y(t)] - E[x(t)(a,(t)m(t))T/ Y(t)] -
E[x(t)(a2(t)p(t))T / Y(t)] - E[x(t)(a2(t)m2(t))T / Y(t)} - . 
E[x(t)(a3(t)p(t)*m(t))T / Y(t)] - E(x(t)(a3(t)m3(t))T / Y(t)) + 
b(t)bT(t) - P (t)AT(t)(B (t) BT(t))"1 A(t)P(t) )dt. 
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Finally, upon substituting (5)-(7) and making the corresponding algebraic trans-
formations, the variance equation takes the form 
(10) dP(t) = (a,(t)P(t) + P(t)a,T(t) + 2a2(t)m(t)*P(t) + 2(P(t)*mT(t))a/(t) + 
3a3(t)(p(t)*P(t)) + 3(p( t )*P(t ) )V(t) + 3a3(t)(m2(t)*P(t)) + 
3(P(t)*(m2(t))T)a3T(t) + b(t)bT(t) - P(t)AT(t)(B(t)B (t))'1 A(t)P(t))dt, 
P(t0) -E((x(toV m(to))(x(to) - m(to))T / y(t0)), 
where the product m(t)*P(t) between a vector m(t) and a matrix P(t) is defined as the 
matrix whose rows are equal to rows of P(t) multiplied by the same corresponding 
element of m(t): 
m,(t) Pn(t) Pi2(t)...P,n(t) m,(t)Pn(t) m,(t)Pi2(t)... m ^ P ^ t ) 
m2(t) P2i(t) P22(t)...P2n(t) m2(t)P21(t) m2(t)P22(t)... m2(t)P2n(t) 
mn(t) Pni(t) Pn2(t)...Pnn(t) mn(t)P„](t) mn(t)Pn2(t)... mn(t)Pnn(t) 
The transposed matrix P(t)*mT(t) = (m(t)*P(t))T is defined as the matrix whose 
columns are equal to columns of P(t) multiplied by the same corresponding element 
ofm(t): 
[ml(t) m2(t) ... mn(t)] 
P l l ( t ) Pl2(t) ... P i n ( t ) m i ( t )P„ ( t ) m2(t)P,2(t)... mn(t)P}n(t) 
P2i(t) P22(t) - P2n(t) m,(t)P21(t) m2(t)P22(t)...mn(t)P2n(t) 
Pnl(t) Pn2(t) ... Pn„(t) mi(t)Pni(t) m2(t)Pn2(t) ... mn(t)Pnn(t) 
Thus, the equation (9) for the optimal estimate m(t) and the equation (10) for its 
covariance matrix P(t) form a closed system of filtering equations in the case of a 
polynomial state equation of degree 3 and linear observations given by the equations 
(4) and (2), respectively. 
5. Optimal filter for polynomial state equation of degree 4 
and linear observations 
Generalizing the result of the previous section, the outlined procedure is now ap-
plied to deriving the optimal filter for the case of a polynomial state equation of de-
gree 4, obtained from (1) if f(x)= ao(t) + a,(t)x(t) + a2(t)x2(t)+ a3(t)x3(t) + a4(t)x4(t): 
(11) dx(t) = (ao(t) + a,(t)x(t) + a2(t)x2(t) + a3(t)x3(t) + a4(t)x4(t))dt + b(t)dW,(t), 
x(to) = Xo, 
and the linear observations (2), where x e Rn, x4(t) = (x t4(t), x24(t), x34(t), ...,x„4(t)). 
Following the scheme of the previous section and substituting the expressions 
(5)-(8) for the conditional initial moments of x(t) in the Kushner equation (3), the fol-
lowing equation is obtained for the optimal estimate in the case of a polynomial state 
equation of degree 4 and linear observations 
(12) dm(t) = (ao(t) + av(t)m(t) + a2(t)p(t) + a2(t)m2(t) + 3a3(t)p(t)*m(t) + 
a3(t)m3(t) + 3a4(t) p2(t) + 6a4(t)p(t)*m2(t) + a4(t)m4(t))dt + 
P(t)AT(t)(B(t)BT(t)y'(dy- (A0(t) +A(t)m(t))dt), 
m(to) = E[x(to)/y(to)]. 
Correspondingly, the variance equation takes the form 
(13) dP(t) = (ai(t)P(t) + P(t)a,T(t) + 2a2(t)(m(t)*P(t)) + 2(P(t)*mT(t))a2T(t) + 
3a3(t)(p(t)*p (t))+ 3(p( t )*P( t ) )V(t ) + 3a3(t)(m2(t)*P(t)) + 
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3(P(t)=V(t))T)a3T(t) +12a4(t)((m(t)*p(t))*P(t)) + 
12(P(t)*(m(t)*p(t)) )(a4(t))T + 4a4(t)(m3(t)*P(t)) + 
4(P(t)*(m3(t))r)(a4(t))T + b(t)bT(t) - P(t)AT(t)(B(t)BT(t))'lA(t)P(t))dt, 
P(to) =E((x(to)- m(to))(x(to) - m(to))T/ y(to)). 
Remark. If we continue obtaining the filters for polynomial state equations of de-
grees 5, 6, etc., the corresponding equations for the estimate m(t) and the variance P(t) 
would contain the terms of the preceding lower degrees, complemented with new 
terms. In other words, the filtering equations for the quadratic state contain all terms 
of the linear filtering equations, plus new quadratic terms, the filtering equations for 
the cubic state contain all terms of the linear and quadratic filtering equations, plus 
new cubic terms, and so on. 
6. Optimal control for polynomial state degree 3 with linear 
control input 
Consider the polynomial system 
(14) dx(t) = (ao(t) + a,(t)x(t) + a2(t)x2(t) + a3(t)x3(t))dt + G(t)u(t)dt, x(to) - x0, 
where x(t) e Rn is the system state, x2(t) = (Xi2(t), x22(t), x32(t), ...,xn2(t)), 
x3(t) = ( X | 3 ( t ) , x23(t), x3 3(t) , . . . ,x„3(t)) , and u(t) is the control variable. The quadratic 
cost function to be minimized is defined as follows: 
(15 ) J = y2 [ X ( T ) - X , ] t T [ x ( T ) - Xi] + '/2 J to T u T (s)R(s)u(s) ds + 
l/2jt0TxT(s)L(s)x(s)ds, 
where xi is a given vector, R, L are positive (nonnegative) definite symmetric ma-
trices, and T > to is a certain time moment. 
The optimal control problem is to find the control u*(t), t € [to,T], that minimizes 
the criterion J along with the trajectory x*(t), t € [to,T], generated upon substituting 
u*(t) into the state equation (14). To find the solution to this optimal control problem, 
the duality principle [7] could be used. For linear systems, if the optimal control exists 
in the optimal control problem for a linear system with the quadratic cost function J, 
the optimal filter exists for the dual linear system with Gaussian disturbances and can 
be found from the optimal control problem solution, using simple algebraic transfor-
mations (duality between the gain matrices and the matrix and variance equations), 
and vice versa. Taking into account the physical duality of the filtering and control 
problems, the last conjecture should be valid for all cases where the optimal control 
(or, vice versa, the optimal filter) exists in a closed finite-dimensional form. This 
proposition is now applied to a third order polynomial system, for which the optimal 
filter has already been obtained (see Section 4). 
Let us return to the optimal control problem for the polynomial state (14) with 
linear control input and the cost function (15). This problem is dual to the filtering 
problem for the polynomial state (4) of degree 3 and the linear observations (2). Since 
the optimal polynomial filter gain matrix in (9) is equal to 
Kf=P(t)AT<t)(B(t)BT(t))-\ 
the gain matrix in the optimal control problem takes-the form of its dual transpose 
Kc=(R(t))"1GT(t)Q(t), 
and the optimal control law is given by 
(16) u*(t) - Kcx KR(t))-'GT(t)Q(t)x(t), 
where the matrix function is the solution of the following equation dual to the vari-
ance equation (10) 
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(17) dQ(t) =(-a.T(t)Q(t)-Q(t)al(t)-2a2T(t)Q(t)*xT(i)-2x(t)*Q(t)a2(t) -
3a3T(t)Q(t)^qV3q(t)*Q(r)a3(t)-3a3\t)Q(t)n(x2)T(t))-3(x2(t)*Q(t))a3(t) 
+L(t)-Q(t)G(t)R'l(t)GT(t)Q(t))dt, 
with the terminal condition Q(T)= xf. The binary operation * has been introduced in 
Section 4, and q(t) =(qi(t),q2(t)s...,qn(t)) denotes the vector consisting of the diagonal 
elements of Q(t). 
Upon substituting the optimal control (16) into the state equation (14), the opti-
mally controlled state equation is obtained 
dx(t) = (ao(t) + a((t)x(t) + a2(t)x2(t) + a3(t)x3(t))dt + 
G(t)(R(t))-'GT(t)Q(t)x(t)dt, x(tb) - x0, 
Note that if the real state vector x(t) is unknown (unobservable), the optimal con-
troller uniting the obtained optimal filter and regulator equations, can be constructed 
using the separation principle [7] for polynomial systems, which should also be valid 
if solutions of the optimal filtering and control problems exist in a closed finite-
dimensional form. 
The results obtained in this section by virtue of the duality principle could be rig-
orously verified through the general equations of the Pontryagin maximum principle 
[11] or Bellman dynamic programming [2]. 
7. Application of optimal polynomial filter to automotive 
system 
This section presents application of the obtained filter for a polynomial state of 
degree 3 over linear observations to estimation of the state variables, orientation and 
steering angles, in a nonlinear kinematical model of car movement [9] satisfying the 
following equations: 
(18) dx(t) = x> cos(p(t) dt, 
dy(t) = v sincp(t) dt, 
dcp(t) - (u/1) tanS(t) dt, 
d8(t) = u(t) dt. 
Here, x(t) and y(t) are Cartesian coordinates of the mass center of the car, ip(t) is 
the orientation angle, u is the velocity, 1 is the longitude between the two axes of the 
car, 5(t) is the steering wheel angle, and u(t) is the control variable (steering angular 
velocity). The zero initial conditions for all variables are assumed. 
The problem is to find the optimal estimates for the variables (p(t) and §(t), using 
direct linear observations confused with independent and identically distributed dis-
turbances modeled as white Gaussian noises. The corresponding observation equa-
tions are 
(19) dz,p(t) = (p(t)dt + (J)i(t)dt, 
dz5(t)=8(t)dt+<j>2(t)dt, 
where zp(t) is the observation variable for <p(t), zg(t) is the observation variable for 
8(t), and <J)i(t) and (^(t) are white Gaussian noises independent of each other. 
To apply the obtained filtering algorithms to the nonlinear system (18) and linear 
observations (19), let us make the Taylor expansion of the two last equations in (18) 
at the origin up to degree 3 (the fourth degree does not appear in the Taylor series for 
, tangent) 
(20) dcp(t) = ((u/l)8(t) + (u/I)(S3(t))/3)dt 
dS(t) = u(t)dt 
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The filtering equations (9) and (10) for the third degree polynomial state (20) 
over linear observations (19) take the form 
(21) dmtp = ((Wl)m5 + (\)/3 l)(3ps + m3g) + p w (zq, - m<p) + P<p8(z8 - ms))dt, 
dma = (u(t) + P8(p(z<p - m<p) + pss(zs - ms))dt, 
d p w = ((2u/l)p&pPM + (2Wl)p&p + (2i>/l)m2(pp6<p - p 2 w - P2<p5 )dt, 
dp«p5 = ((D/l)pss + (\)/l)m2SP88 - P<p(fP(p6 - p«p8p88 )dt, 
2 2 
dps8= ( - p 8<p-P «)dt , 
where m<p and m§ are the estimates for variables <p and 8, and pqxp, P(p8, p&s are ele-
ments of the symmetric covariance matrix P. 
The estimates obtained upon solving the equations (21) are compared to the con-
ventional Kalman-Bucy estimates satisfying the following Kalman-Bucy filtering 
equations for a state of the linearized system (18) (only the linear term is present in 
the Taylor expansion for tangent) over linear observations (19) 
(22) dm<p = ((\)/l)m8 + Pqxp (zq> - m<p) + p<ps(z8 - mg))dt, 
dms = (u(t) + p&pfo - m^) + pss(zs - mg))dt, 
d P w = ((2\>/l)p&p - p 2 w - p2<p§ )dt, 
dp<p8 = ((D/1)P66 " P<fxpP<p8 - PtpSPSS )dt, 
dP66= (-P25<p-P285 )dt. 
Numerical simulation results are obtained solving the systems of filtering equa-
tions (21) and (22). The obtained values of the estimates m<p and mg are compared, in 
both cases, to the real values of the variables <p and 8 in the original system (18) and 
its polynomial approximation (20). 
Thus, two sets of graphs are obtained. 
1) Graphs of variables <p and 5 for the polynomial approximation system (20); graphs 
of the Kalman-Bucy filter estimates m<p and mg satisfying the equations (22); and 
graphs of the optimal third degree polynomial filter estimates m<p and ms satisfy-
ing the equations (21) (Figs. 1 and 2). 
2) Graphs of variables (p and 8 for the original system (18); graphs of the Kalman-
Bucy filter estimates m<p and ms satisfying the equations (22); and graphs of the 
optimal third degree polynomial filter estimates nty and ms satisfying the equa-
tions (21) (Figs. 3 and 4). 
For each of the four filters and two reference systems involved in simulation, the 
following values of the input variables and initial values are assigned: x> = 1,1 = 1, u(t) 
- 0.05, m^O) - 10, ms(0) = 0.1, <p(0) - 5(0) - 0, P w (0 ) - 100, P ^ O ) - 10, PS5(0) = 1. 
Gaussian disturbances <J>[(t) and (^(t) in (21) are realized as sinusoidal signals: <{)i(t) = 
<J)2(t) = sin t. 
The obtained values of the reference variables cp and 8 satisfying the polynomial 
approximation system (20) are compared to the Kalman-Bucy filter and optimal third 
degree polynomial filter estimates m<p and m§ at the terminal time T=20 in the follow-
ing table (corresponding to Figs. 1 and 2). 
Kalman-Bucy filter Third degree polynomial-filter 
9(20) - 5 9(20) = 5 
5(20) - 1 ' 5(20) - 1 
m<p(20) = 3.35 m<p(20) = 5.2 
m8(20) = 0.48 m5(20) = 0.73 
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The obtained values of the reference variables cp and 5 satisfying the original sys-
tem (18) are compared to the Kalman-Bucy filter and optimal third degree polynomial 
filter estimates m<p and ms at the terminal time T=20 in the following table (corre-
sponding to Figs. 3 and 4) 
Kalman-Bucy filter Third degree polynomial filter 
tp(20) = 12.3 tp(20)= 12.3 
6(20) = 1 5(20) = 1 
m,p(20) = 7 . 3 5 m<p(20) = 1 1 . 8 3 
mg(20) = 0.61 m5(20)= 0.905 
The simulation results show that the estimates obtained by using the optimal third 
degree polynomial filter are closer to the real values of the reference variables than 
those obtained by using the conventional Kalman-Bucy linear filter, especially for the 
original nonlinear system (18). Although this conclusion follows from the developed 
theory, the numerical comparison serves as a convincing illustration. 
8. Application of optimal polynomial regulator to 
automotive system 
This section presents application of the obtained optimal regulator for a polyno-
mial system of degree 3 with linear control input and quadratic criterion to controlling 
the state variables, orientation and steering angles, in the nonlinear kinematical model 
of car movement [9] given by the nonlinear equations (18). The optimal control prob-
lem is to maximize the orientation angle <p using the minimum energy of control u. 
The corresponding criterion J to be minimized takes the form 
J = ¡4 [<p(T) - <p*]2 + l/2 J0Tu2(s) ds, 
where T = 0.3, and <p* = 1 is a large value of <p(t) unreachable for time T. Since R = 1 
and G t = [0 1], the optimal control law (16) u(t) =(R(t))"lGT(t)Q(t)x(t) takes the form 
u*(t) = q2i(t)(p(t) + q22(t)6(t), where the elements qu(t), q2i(t), q22(t) of the symmetric 
matrix Q(t) satisfy the equations 
(23) dqn(t) = - (q2i(t))2 dt, 
dq12(t) = (-3(u/l) (q,,(t))2 - qn(t)q12(t) - (Wl)qu(t) - 3(u/l)<p2(t)qn(t))dt, 
dq22(t) = (-2(o>/l)q12(t) - 2(W1) q,2(t)q22(t) - 2(u/I)52(t)q12(t) -
(q22(t))2)dt 
The system composed of the two last equations of (18) and the equations (20) should 
be solved with initial conditions <p(0) = 0.1, 5(0) = 0.1 and terminal conditions qu(T) 
- 1, qi2(T) = 0, q22(T) = 0. This boundary problem is solved numerically using the 
iterative method of direct and reverse passing as follows. The first initial conditions 
for q 's are guessed, and the system is solved in direct time with the initial conditions 
at t = 0, thus obtaining certain values for q) and 5 at the terminal point T = 0.3. Then, 
the system is solved in reverse time, taking the obtained terminal values for cp and 5 in 
direct time as the initial values in reverse time, thus obtaining certain values for q's at 
the initial point t = 0, which are taken as the initial values for the passing in direct 
time, and so on. The given initial conditions <p(0) = 0.1, 5(0) = 0.1 are kept fixed for 
any direct passing, and the given terminal conditions qu(T) = 1, qi2(T) = 0, q22CO - 0 
are used as the fixed initial conditions for any reverse passing. The algorithm stops 
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when the system arrives at values qu(T) = 1, qi2(T) - 0, q22(T) = 0 after direct passing 
and al values <p(0) = 0.1, 8(0) = 0.1 after reverse passing. The obtained simulation 
graphs for 9, 8, and the criterion J are given in Fig. 5. These results for polynomial 
regulator of degree 3 are then compared to the results obtained using the optimal lin-
ear regulator, whose matrix Q(t) elements satisfy the Riccati equations 
(24) dq u ( t ) = -(q2 1(t))2dt 
dq]2(t) = (- qn(t)q12(t) - 0>/l)qn(t)) dt, 
dq22(t) - (-2(M)q !2(t) - (q22(t))2) dt, 
with terminal conditions qn(T) = 1, qi2(T) = 0, q22(T) = 0. Note that in the linear case 
the only reverse passing for q 's is necessary, because the system (24) does not depend 
on cp and 5, and the initial values for q's at t = 0 are obtained after single reverse pass-
ing. The simulation graphs for the linear case are given in Fig. 6. 
Thus, two sets of graphs are obtained. 
1) Graphs of variables cp and 8 satisfying the original system (18) and controlled us-
ing the optimal linear regulator defined by (24); graphs of the corresponding val-
ues of the criterion J (Fig. 5). 
2) Graphs of variables (p and 8 satisfying the original system (18) and controlled us-
ing the optimal third order polynomial regulator defined by (23); graphs of the 
corresponding values of the criterion J (Fig. 6). 
The obtained values of the controlled variables 9 and 8 and the criterion J are 
compared for the optimal third order polynomial and linear regulators at the terminal 
time T = 0.3 in the following table (corresponding to Figs. 5 and 6). 
Linear regulator Third degree polynomial regulator 
9(0.3) = 0.132 9(0.3) = 0.138 
8(0.3) = 0.1045 5(0.3) = 0.1278 
J(0.3) = 0.759 J(0.3) = 0.75 
The simulation results show that the values of the controlled variables cp and 8 at 
the terminal point T = 0.3 are greater for the third order regulator than for the linear 
one (although only the variable 9 is maximized) and the criterion value at the terminal 
point is less for the third order regulator also. Thus, the third order polynomial regula-
tor controls the system variables better than the linear one from both points of view, 
thus illustrating, as well as for the filtering problem, the theoretical conclusion. 
9. Conclusions 
The optimal nonlinear filter for a stochastic system state given by a polynomial 
equation of degree 3 or 4 and linear observations confused with white Gaussian noises 
has been obtained. The optimal polynomial filter of degree 3 has been then applied to 
solution of the estimation problem for state variables, orientation and steering angles, 
of a nonlinear automotive system describing kinematics of car movement. The esti-
mates obtained by using the optimal third degree polynomial filter have been com-
pared to the conventional Kalman-Bucy linear filter estimates. The numerical simula-
tion results have demonstrated that the values of the polynomial filter estimates are 
closer to the real values of reference variables than the Kalman-Bucy ones, showing 
that the polynomial filter yields better estimation results for nonlinear systems. Using 
the duality principle, the optimal regulator has been designed for a polynomial system 
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of degree 3 with linear control input and quadratic cost criterion. Application of the 
obtained regulator to the nonlinear automotive system have yielded lesser values of 
the criterion and greater values of the controlled variables in comparison to the opti-
mal linear regulator. In both cases, the numerical simulation results confirm the theo-
retical conclusions. 
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the equations (21). 
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Abstrac t . The paper presents the optimal nonlinear filter for bilinear state and linear observation 
equations confused with white Gaussian disturbances. The general scheme for obtaining the optimal 
filter in case of polynomial state and linear observation equations is announced. The obtained bilinear 
filter is applied to solution of the identification problem for the bilinear terpolymerization process and 
compared to the optimal linear filter available for the linearized model and to the mixed filter designed 
as a combination of those filters. 
1 Introduction 
It is virtually the common opinion that the optimal nonlinear finite-dimensional filter exists and 
ran be obtained in a closed form only in the case of linear s ta te and observation equations. This 
famous construction is called the linear Kalman-Bucy filter [1], referring to the scientists who derived 
it in 1960s. However, it is much less known that the optimal nonlinear finite-dimensional filter can 
be obtained in many other cases, if, for example, the state vector can take only a finite number of 
admissible states [2] or if the observation equation is linear and the drift term in the state equation 
satisfies the Riccati equation + f2 = x2 (see [3]). Moreover, the complete classification of (.he 
"general situation" cases (this means that there are no special assumptions on the structure of stale 
and observation equations) when the optimal nonlinear finite-dimensional filter exists is given in [4]. 
This paper would like to at t ract attention to relatively simple (but impor tant in practical appli-
cations, see [5]) cases when the optimal nonlinear finite-dimensional filter can be obtained in a closed 
form. Indeed, if the observation equation is linear and the observation matr ix is invertible, then, as 
shown below in the paper, it is possible to obtain the optimal finite-dimensional filter for a polynomial 
state equation, provided tha t the system coefficients depend on t ime only. In the case of a bilinear 
state equation, the corresponding filtering equations are derived in the paper directly. The possibility 
to derive similar results for an arbitrary polynomial state equation is underlined. 
The paper is organized as follows. Section 2 briefly reminds the linear Kalman-Bucy fikej for 
reference purposes, considers the case of nonlinear state and linear observation equations, establishes 
the procedure to obtain a closed system of the filtering equations for polynomial state and linear 
observation equations, and gives the opt imal filter for bilinear system s ta tes and linear observations 
in the explicit form. In Section 3, the obta ined bilinear filter is applied to solution of the identification 
problem for the bilinear terpolymerizat ion process and compared to the op t imal linear filter available 
for the linearized model and to t h e mixed filter designed as a combinat ion of those filters. The 
simulat ion results show an advantage of the opt imal bilinear filter in comparison to the other filters. 
2 Optimal filtering for polynomial state equation 
\ 
2.1 Linear Kalman-Bucy filter 
It is well known t h a t the linear op t imal filter [1] can be designed in a closed form, if the s ta te and 
observation equat ions of a dynamic system are linear. Let an unobservable r andom process x(t) satisfy 
a linear equation 
dx{t) = (a0( i ) + a(t)x(t))dt + b(t)dWi[t), x(i0) - x0i (1) 
and linear observations are given by 
dy(t) = ( ^o ( i ) + A{t)x(t))dt + B(t)dW2(t). (2) 
Here, ^ ( t ) and dW2{t) are Wiener processes, whose weak derivatives are Gaussian noises and which 
are assumed independent of each other and of the initial value x§. T h e last equat ion can also he 
wri t ten in the algebraic form: 
y(t) = A0{t) + A(t)x{t) + B{tWt). (3) 
where ip(t) is a white Gaussian noise (a weak derivative of ^ ( i ) ) . 
T h e est imation problem is to find the best es t imate for the real process x(t) a t t ime t based on the 
observations Y(t) = {y(s), tQ < s < £}, t h a t is the condit ional expectat ion m(t) = E{x{t) \ Y (t)) of the 
real process x(t) with respect to the observations Y(t). Let P(t) = E((x(t)-m(t)(x(t)-m(t))T \ y(i)) 
be the es t imate variance (correlation funct ion) . 
The solution to this problem is given by the following system of filtering equations, which is closed 
with respect to the introduced variables, m(t) and P(t): 
dw,{t) - (a0( t ) + a{t)m{t))dt + P{t)AT{t){B{t)BT{t))~lx 
[dy{t) — (Ao(i) + A(t)m(t))dt], (4] 
m(i0) - E{x{tQ) | Y{t0)) 
dP{t) = ( a ( i ) P ( i ) + P(t)aT(t) + b{t)bT{t))dt- (5) 
P{t)AT{t){B{t)BT{t))~lA{t)P{t)dt, 
P(t0) - £ ( ( z ( £ 0 ) - m( i 0 ){ .x ( i 0 ) - m ( i 0 ) ) T | V ( i 0 ) . 
The advantages of the Kalman-Bucy filter are very well known: the equat ions are simple, the variancf 
equation is independent of the observations y(t) and can be solved off-line, the es t imate equation is 
linear and the variance one is quadra t ic of the Riccati type. 
2.2 Nonlinear filtering equation 
In the case of nonlinear s ta te and observation equations, the problem is more complicated. Let. an 
unobservable random process x(t) satisfy a nonlinear equation 
dx{t) = f{x(t))dt + b{t)dWl{t), x(t0) = xo, (6) 
and nonlinear observations are given by 
dy(t) = h(x(t))dt + B(t)dW2(t). (7) 
There exist two principal results related to this case [6]. First , as in the previous linear case, the 
innovations process = y{t) — ¡¡o E(h{x(s)) | Y(s))ds is a Wiener process and, second, contains 
the same new information as the observation process y{t) itself. The first result means tha t for every 
fixed £, the random variable i9(i) is Gaussian and the second one implies t ha t for every function ip[x) 
depending on the real unobservable vector x(t) , the expectations with respect to the observation and 
innovations processes are the same: E(ip(x(t)) \ K(£)) E{<p(x(t)) | {$(s) , io < s < t}), in particular. 
iiip(x) = x, then m(£) - E{x(t) j F ( i ) ) - E{x{t) | < s < £}). 
Using these basic properties, it is possible to obtain the equation for the opt imal est imate rn(l.) = 
E{x(t) | Y(t)), the so-called nonlinear filtering equation, first derived by Kushner [7], in the form 
dm{t) = E{f{x{t)) | r ( t ) ) d i + 
\E{h{x{t))xT{t) | y(£)) - E{h{x{t)) | Y(t))mT(t)]Tx 
(B(t)BT(t))-l[dy(t) - E(h(x(s)) \ K(t))d£], 
m{tQ) = E{x{t0) \Y{t0)). (8) 
However, the computat ion of m(t) requires computing the functions in the r ight-hand side of this 
equation, which, in turn , requires computing the quantities: E(f(x(t)) | ^ ( i ) ) , E(h(x(t))x(t) | !'(£))• 
and E(h(x(t)) | Y(t)). Each of them is a nonlinear function of x and, as a consequence, a non-
Gaussian random variable. Thus, one has to solve a nonlinear stochastic differential equation for each 
of these variables, which involves higher moments of these variables in its r ight-hand side. Hence, 
an infinite-dimensional system of nonlinear stochastic equations should be obtained as the optimal 
filter. In other words, the opt imal filter cannot be obtained in a closed form, i.e., with respect to a 
finite number of filtering variables (there are two, m(t) and P(£)> in the linear Kalman-Bucy filter), 
or one can say tha t the opt imal finite-dimensional filter does not exist. Actually, there are only a few-
number of examples where the optimal finite-dimensional filter exists for a nonlinear model of s ta te 
and observation processes [2-4] in the "general situation." 
2.3 Polynomial state and linear observation equations 
Nonetheless, it should be possible to obtain the optimal finite-dimensional filter in a closed form in 
the following case. Let a unobserved random process x(t) satisfy a nonlinear equation 
dx(t) = f{x{t))dt^b{t)dWl{t)l x{h) = x0, ' (9) 
9K 
and linear observations are given by 
dy{t) = (A0{t) + A{t)x{t))dt + B(t)dW2(t), (10) 
where the function f(x(t)) = ao(£) + a\{t)x + a2(t)x2 + ... is a polynomial and the observation matrix 
A(t) is invertible, i.e., t h e inverse ma t r ix exists. 
Since the observat ion equat ion is linear, the first result of nonlinear f i l tering implies that, the 
innovations process = y(t) - / / 0 (A 0 ( s ) + A ( s ) m ( s ) ) d s = Jl(A0{s) + 4(s) : r(s))ds- l- ¡¡Q B(s)d,W2{s) 
- ¡¡o(A0(s) + A{s)m(s))ds = A( s ) ( z ( s ) -m(s))ds + / / o B(s)dW2{s) is a Wiener process, and, since 
/ / B(s)dW2(s) is also a Wiener process, the r andom variable A(t)(x(t) — m(t)) is Gaussian for every 
fixed t. If the inverse ma t r ix A~l(t) exists, then the random vector (x( t ) — m(t)) is also Gaussian [8]. 
Moreover, in th i s case, the second te rm in t h e nonlinear filtering equat ion is equal to 
[E{h{x{t))xT{t) | Y{t)) - E{h{x{t)) | F ( i ) ) m T ( £ ) ] T x 
{B{t)BT{t))~1[dy{t) - A{t)m{t)dt] = 
[E(x{t)xT{t)AT | Y{t)) - m(t)E{xT(t)AT(t) \ K(i))]x 
(B^B^i))"1^) - A(t)m(t)dt] = 
[E{x(t)xT{t) | y ( i ) ) A T ( £ ) - m{t)E{xT{t) | y ( i ) ) A T ( i ) ] x 
{B{t)BT(t))~1[dy{t) ~ A(t)m[t)dt] = 
\E{x{t)xT{t) | Y{t)) - m ( £ ) m T ( i ) ] A r ( £ ) x 
{B{t)BT{t))~l[dy{t) - A(t)m(t)dt] = 
P ( i ) A T ( i ) ( S ( i ) S r ( i ) ) - 1 [ ^ ( i ) - A{t)m{t)dt\. 
Hence, the nonlinear filtering equat ion for the opt imal es t imate m(t) takes the form: 
dfn{t) ^ E{f{x{t)) \Y{t))dt^ 
P{t)AT{t){B{t)BT{t))'1-[dy{t) ~ A{t)m{t)dt], 
m(t0) = E(x{t0) \ Y(t0)). (11) 
Let us note now t h a t if t h e funct ion f{x(t)) = ao(t) + a i ( t ) x + a,2{t)x2 4- ... is a polynomial , it should 
be possible to compu te a finite-dimensional filter in a closed fo rm for variables m(t) and P(t), using 
the fact t h a t the r andom variable (x(t) — m(£)) is Gaussian. Since all t h e system coefficients in (9), | 
(10) do not depend on s ta te x(t) and observations y(t), the condit ional m o m e n t s of (a;(£) — m(£)) with i 
respect to observat ions y(t) coincide with the uncondi t ional ones. This implies t h a t all odd central 
condit ional momen t s of this Gaussian variable /¿i = E((x(t) — iri{t)) | y ( t ) ) , ¡¿i = E{{x(t) — m{t)f \ 
y(£) ) , ¡i5 = E((x(t) - m(£))5 | y ( i ) ) , . . . are equal to 0, and all even central condit ional moments 
to - E{(x(t) - m(t))2 | y ( i ) ) , M4 = E((x(t) - m( i ) ) 4 | Y( i ) ) , IM = E((x(t) - m ( i ) ) 6 | Y(t)),... can be 
• represented as funct ions of the variance P(t). For example, /¿2 ~ P-> ^4 = 3 P 2 , fte ~ 15P 3 , . . . . Thus, 
all higher momen t s of {x(t) — m(t)) can be expressed using P ( i ) , and this yields addi t iona l relations 
for representing every higher init ial moment of x{t) and, finally, the possibili ty to obta in the optimal 
filter in a closed form, i.e., the opt imal finite-dimensional filter should exist in t h e polynomial-l inear 
case. 
For example, if the funct ion 
f(x) =a0(t) + a!(t)x + a2{t)xxT (12) 
is a bilinear polynomial , where x is now an n-dimensional vector, a\ is an n x n - matr ix , and a2 is a 
3D tensor of dimension n x n x n , the system of filtering equat ions is as follows 
dm{t) = (ao(i) + a x ( i ) m ( i ) + a 2 ( i ) m ( i ) m T ( i ) + a2{t)P{t))dt+ 
P(t)AT(t){B{t)BT{t))~l[dy{t) - A{t)m(t)dt], 
m(to)=E(x(to)\Y(to))i (13) 
dP(t) = (ai(i)P(i) + P(£)af(i)+ 
2a2{t)m{t)P{t) + 2P{t)mT{t)al{t) + 
b{t)bT{t))dt - P(t)AT{t){B{t)BT{t))~1A{t)P(t)dt, 
P{to) = E({x{t0) - m(t0))(x(t0) - m(tQ)f \ Y{t0)), (14) 
since t h e third central moment ¿¿3 is equal to 0, and the th i rd initial moment of x(t) can be expressed 
using i ts second and first moments , i.e., P(t) and m(t). In this bil inear-l inear case, the variance 
equation is also independent of the observations y(£), bu t has the bil inear t e rms m(t)P{t) in its 
r ight-hand side and depends on m( i ) , thus making bo th the equat ions interconnected. The es t imate 
equation is bilinear wi th respect to m, as expected. 
3 Application 
The obta ined op t imal filter for bilinear system s ta tes and linear observations is applied to solution of 
the terpolymerizat ion process identification problem in the presence of direct l inear observations. The 
mathemat ica l model of terpolymerizat ion process given by Ogunnaike [5] is reduced to ten equat ions 
for the concentrat ions of input reagents, the zeroth live moments of the p roduc t molecular weight 
distr ibution (MWD) , and its first bulk moments . These equat ions are intrinsically nonlinear (bilinear), 
so their l inearization leads to large deviat ions f rom the real system dynamics , as it could be seen from 
the simulat ion results. Of course, the assumpt ion t h a t the M W D m o m e n t s can be measured in the 
real t ime is artificial, since this can be done only with large t ime delays, however, a t th is s tep, the 
objective is to verify the performance the obta ined nonlinear fil tering a lgor i thm for a nonlinear system 
and compare it wi th other filtering algori thms based on the linearized model . Taking into account 
delays in some of the observation components would be the subjec t of subsequent papers. 
Let us rewrite the bilinear s ta te equat ions (9),(12) and the l inear observat ion equat ions (10J in 
the component form using index summat ions 
dxk(t)/dt = aQk(t) + Y, < W i M t ) + (15) 
i 
Y^a2kij{t)^(t)x3(t) + J2bki(t)i)li(t), k = l,n, 
ij i 
i i 
where (i) and ^ ( i ) are white Gauss ian noises. Then , the filtering equat ions (13),(14) can bo 
rewri t ten in the component form as follows: 
dmk{t)/dt = (aQk{t)+ (16) 
E ßlfei ) mi (i) + E fcii )mi (i )mJ ) + 
I i j 
+ £ ^ 
t j i j i p s r 
with 
mjt(io) = - B M i o ) | y ( to) ] , 
d P i j ( t ) = + Y , P k j { t ) a l j k { t ) + ( 1 1 
k 3 




^•(to) = E [ ( X i ( t 0 ) - r m W K x j W ~ mjito))7 | Y ( t 0 ) } . 
The terpolymerizat ion process model reduced to 10 bilinear equat ions selected f rom [5] is given by 
d C m i / d t = [ ( l / V ) d A m l / d t - ((1/9) + KL1C* + Kn»°P + K2lfi°Q + K3lfi°R)Cmi] ( 1 8 ) 
dCm2/dt = ( l / V ) d A m 2 / d t - ( (1 /0) + KL2C* + K l 2 ^ p + K22ii°Q)Cm2; 
dCm3/dt = ( l / V ) d & m 3 / d t - ((1/9) + Klzii°P)Cmz, 
dCmA/dt = ( l / V ) d A m . / d t - ((1/9) + Kd + K L l C m l + KL2Cm2)C*: 
d f i p / d t = ( - 1 / 0 - Ktl)fi°P + KL1CmlC* - ( K l 2 C m 2 + KlzCm3)fi°P+ 
KilCmifiQ + KnCmlfa 
dfx°Q/dt = ( - 1 /e)fi°Q + KL2Cm2C* - ( K 2 l C m i + Kt2)fiQ + K l 2 C m , y P ; 
dfi°R/dt = ( - 1 /e)fi% - {KnCml + Ka)n°R + KuCmi{i°P\ 
d X T / d t = ( ~ l / 9 ) \ \ 0 0 + KLiCmlC* + KL2Cm2C' + K u C m i t f P + 
^2iCmi(J.°Q + KziCmi^0R\ 
d X l l 0 / d t = ( - 1 / 0 ) A ? 1 0 + KL1CmiCT + KL2Cm2C*+ 
KnCm2& + K22Cm2^°Q\ 
d X T l / d t = ( ~ l / 9 ) \ T 1 + ( K L i C m l + KL2Cm2)C* + KuCm^x°p-
Here, the s t a te variables are: C m l , Cm2, and C m 3 are the reagent (monomer) concentrat ions , C" i* 
the active cata lyst concentra t ion; /i°P, and fi.% are the zeroth live momen t s of the p roduc t M W D 
and Aj00 , A?10, and A?01 a re its first bulk moments . The reactor volume V and residence t ime 0, as 
well as all coefficients K ' s , are known parameters , and A m l , A m 2 , A m 3 , A m . s t a n d for net molar flows 
of the reagents and active ca ta lys t into the reactor. 
The identif ication (filtering) problem is to find the opt imal es t imate for the unobservable s ta tes 
(18) assuming t h a t t h e direct observations Y{ mixed with Gaussian noises VVs are provided for each 
of the ten s t a t e componen t s X{ 
Vi = Xi + lp2i-
Here, xx denotes C m l , x2 denotes C m 2 , and so on up i 1 0 . In this s i tuat ion, t h e bilinear filtering 
equations (16) for t h e vector of the opt imal es t imates m(t) take the form 
dm^/dt = {l/V)dAml/dt - ( (1/0) + KLlm^{t) + Knm5{t)+ (19) 
K2lm6{t) + tf31m7(t))mi(i) - KLlPu(t) - tfnP15(i)-
K2lP16{t) - KuP17{t) + E PiAdyj/dt - mj] 
j 
dm2{t)/dt = {liV)d^m2fdt - ( (1/0) + KL2m4(t) + K12m5{t)+ 
K22m6{t))m2{t) - KL2P24(t) - K12P25(t) - K22P2G(t) + 
HP2j\dyj/dt-mj] j 
dm3(t)/dt = (l/V)dAm3/dt - ( (1/0) + K13m5(t))m3(t)~ 
KuP35{t) + Y, Pij[dy3!dt - rrij] 
3 
dm4{t)/dt = (l/V)dAm./dt - ( (1/0) + Kd + KLlml{t) + 
K12m2{t))mi{t) - KL1Pu{t) - Kl2P2i(t) + 
J]P4j[dyj/dt - mj] 
3 
dm5(t)/dt = ( - 1 / 0 - Ka)m5(t) + /ftim4(i)mi(i)-
K12m2{t)m5(t) + K21mQ{t)mi(t)+ 
K3lm7(t)mi(t) - K13m5{t)mz{t) + 
KLlPu{t) + K2lP16(t) + K3lPl7(t) - Kl2P25(t)~ 
P35{t) + J2 M^Vj/dt - mj] 
3 
dm6{t)/dt = ( - 1 / 0 - Kt2 - ^2im1(i))m6(-i)+ 
KL2mA(t)m2(t) + Kum5(t)m2(t) 
-K2iPi<i(t) + KL2P2A{t) + Kl2P25{t)+ 
J2psAdyj/dt - mj] j 
dm7{t)/dt = {-1/6 - Ktz - K3 imi ( i ) )m 7 { t ) + K13m5(t)m3{t)-
KaiPnit) + ^i3-P35(i) + E p 7 A d y j / d t ~ 
j 
dms(t)/dt = (-l/6)m${t) + (^£lm4(i) + Knm5{t)+ 
K21m6(t) + tf31m7(i))mi(t) + KL2mA(t)m2(t)+ 
KLlPu{t) + KuPisit) + KiiPisW + ^3iPi7(£)+ 
KL2Pu{t) + E P&Adyj/dt - rrij] 
3 
dm9{t)/dt = ( - 1 / 0 )m 9 ( i ) + i^Lim 4( i )m 1( i ) + KL2mA{t)m2{t)-{-
Kl2m5{t)m2{t) 4- K22me{t)m2(t) + KL1P14(t)+ 
KL2P24{t)K12P25{t) + K22P2S) + E P^Viidt - mj]; 
j 
dm1Q{t)/dt = (~l/9)m10{t) + KL1m4(i)m1(i) + KL2m4(t)x 
m2{t) + Kum5{t)m3{t) + KLlPu{t) + KL2P24{t)+ 
K i M t ) + E p i o A d y j / d t - mj\. 
3 
Here, m ^ t ) is the opt imal es t imate for Cm\, Tn2{t) for Cm2, and so on up to mio( t ) . The fifty-five 
variance component equat ions are similarly generated by the equat ions (17), however are not given 
here due to place shortage. 
In t h e simulation process, the initial conditions a t £ = 0 are equal to zero for the s ta te variables 
Cmi,..., A®01, to 0.5 for the es t imates m i ( i ) , ...,m-io(i), to 1 for t h e diagonal entr ies of the variance ma-
trix, and to zero for i ts o ther entries. The system pa ramete r values are all set to 1: V = 1; dAmi /dt ~ 
1 ;KLl = 1 ;Kn = 1 ;K21 1; K3l = 1\K32 = l\dhm2/dt = l-,dAm3/dt = l ; d A m . / d t - 1: 
KL2 = 1 -Klz = 1; K\2 — 1 = 1 ;K22 = l;Kd = \\Ktl = 1 \Kt2 = 1 -Kt3 = 1;0 = 1. The 
white Gaussian noises in the equat ions (19) are realized as sinusoidal signals: ipi = s i n i for i = 1,10. 
In Figure 1. the obta ined values of the s ta te variables Cmi, •••, Aj01 are given in the blue, and the 
values of the bilinear op t imal filter es t imates m i ( i ) , . . . ,mio(i) are depicted in t h e red. 
The performance of the opt imal bilinear filter (16),(17) is compared to the performance of the 
op t imal linear Ka lman-Bucy filter available for the linearized system. This linear filter consists of only 
the linear t e rms and innovations processes in the equat ions (16) (or (19)) for t h e op t imal estimates 
and the Riccati equat ions for the variance ma t r ix components corresponding to the equat ions (17): 
dmk{t)/dt= (a o k( t ) + E ( W i W i ) + (2I1) 
i 
' E PkAt)Al(t)(BiPBps)rl(t)[dys - E ^ r ( i ) m r ( i ) d i l 
jlps T 
with 
mk(t0) = E[xk{t0) | Y{t0)]; 
dP^/dt = EaittW^jW + Ep"(£KfcW+ (211 
k k 
E Mi)MO- £ Pik(t)AUt)(BipBps))-lASTPrj(t). k klpsr 
with 
Pijito) = Elixiito) - mi(io))(iCj(to) - mj{tQ)f \ Y(t0)]. 
The graphs of t h e es t imates obta ined using this linear Kalman-Bucy filter are shown in Figure 1 in 
the green. 
Finally, the per formance of the op t imal bilinear filter (16),(17) is compared to the performance! of 
the mixed filter designed as follows. T h e es t imate equat ions in this filter coincide wi th the equat ions 
(16) (or (19)) f rom the opt imal bilinear filter, and the variance equat ions coincide wi th the equat ions 
(21) f rom the linear Kalman-Bucy filter. T h e graphs of the es t imates obta ined using this mixed filter 
are shown in Figure 1 in the black. T h e initial condit ions and whi te Gaussian noise realizations remain 
the same for all the filters involved in the s imulat ion. 
Upon compar ing all s imulat ion results given in Figure 1, it can be concluded t h a t the opt imal 
bilinear filter gives the best es t imate in comparison to two other filters. Al though this conclusion 
follows f rom the developed theory, t h e numerical s imulat ion serves as a convincing i l lustrat ion. 
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Figure 1: Graphs of the ten s ta te variables (18) (blue), the estimates given by the opt imal bilinear filtxff 
(16),(17) (red), the est imate given by the linear Kalman-Bucy filter (20),(21) (green), the estimate 
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Abstract 
This paper presents t h e opt imal regula tor for a nonlinear sys tem s t a t e given 
by a polynomial equa t ion of degree 3 wi th linear control inpu t and q u a d r a t i c 
cost cri terion. T h e opt imal regulator equat ions a re ob ta ined using the dua l i ty 
principle, which is applied to t h e op t imal filter for a polynomial system s t a t e of 
degree 3 over linear observations. T h e ob ta ined results are applied to solut ion 
of t h e op t imal control problem for a nonlinear au tomot ive system. Simulat ion 
results a re compared for t h e op t imal polynomial regulator given in this p a p e r 
and t h e linear opt imal regulator . 
1 Introduction 
Although the optimal control (regulator) problem as well as the filtering one were-
solved in the 1960s [4, 3], the optimal control function for nonlinear systems has to be 
determined by using the general principles of maximum [7] or dynamic programming [2] 
which do not provide an explicit form for the optimal control in most cases. However, 
taking into account that the optimal control problem can be solved in the linear case 
by applying the duality principle to the solution of the optimal filtering problem, this 
paper exploits the same idea for designing the optimal control in a polynomial system 
with linear control input, using the optimal filter for polynomial system states over 
linear observations. Based on the obtained polynomial filter of the third degree [1], 
the optimal regulator for a polynomial system of degree 3 with linear control input 
and quadratic cost criterion is obtained in a closed form, finding the optimal regulator 
gain matrix as dual transpose to the optimal filter gain one and constructing the 
optimal regulator gain equation as dual to the variance equation in the optimal filter. 
The results obtained by virtue of the duality principle could be rigorously verified 
through the general equations of [7] or [2] applied to a specific polynomial case, although 
the physical duality seems obvious: if the optimal filter exists in a closed from, the 
optimal closed-form regulator should also exist, and vice versa. Finally, the obtained 
optimal control for a polynomial system of the third degree is applied to regulation 
'Mathematics Subject Classifications: 49K15, 93E11. 
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of a nonlinear automotive system [5j whose state equation for car orientation angle 
is nonlinear (contains tangent). To apply the polynomial regulator, the nonlinear 
equation is expanded into its Taylor polynomial up to degree 3. The optimal regulator 
equations for a polynomial state of third degree are written and then compared to 
the optimal linear regulator for the linearized system. Simulations are conducted for 
both polynomial and linear regulators applied to the original nonlinear system. The 
simulation results show significant advantage of the polynomial regulator in comparison 
to the linear one, five times in the values of the controlled variable and ten times in 
the criterion performance. 
This relatively simple case treated in the paper seems to be important for practical 
applications, since a nonlinear state equation can usually be well approximated by a 
polynomial of degree 3 and the control input is, as a rule, linear. Moreover, the optimal 
control problem for a polynomial state equation of lower degree is significant itself, 
because many, for example, chemical processes are described by quadratic equations 
(see [6]). The quadratic state equation is, of course, a particular case of the third degree 
one, as well the cubic state equation is a particular case of that of fourth degree, etc. 
The paper is organized as follows. Section 2 states the optimal control problem for 
a polynomial system of degree 3 and the duality principle for a closed-form situation. 
For reference purposes, the optimal filtering equations for a polynomial state equation 
of degree 3 and linear observations are briefly recalled in Section 3. The optimal con-
trol problem for a polynomial system state of degree 3 is solved in Section 4. Section 
5 presents application of the optimal polynomial regulator to a nonlinear automotive 
system with two state variables, orientation and steering angles, with the objective 
to increase the value of the orientation angle and consume the minimum control en-
ergy. Graphic simulation results are conducted for polynomial control of degree 3 and 
compared with those for linear control. 
2 Optimal Control Problem 
Consider the polynomial system 
dx(t) = (oo(t) + a i ( t ) a j ( f ) + a 2 ( f ) x 2 ( i ) + az{t)x^{t))dt + G(t)u(t)dt, x(t0) = x0, (1) 
where x(t) € Rn is the system state, x2(t) = (zj(f). ...,ar£(i)), x2(t) = (x^(i), 
and u(t) is the control variable. The quadratic cost function to be minimized is defined 
as follows: 
J = i[x(T) - Xx}tIIJ[X{T) - xi] + I f (ur{s)R{s)u{s) + xT(s)L(s)x(s)) ds, (2) 2 2 J t0 
where x j is a given vector, ip, R, L are positive (nonnegative) definite symmetric 
matrices, and T > to is a certain time moment. We remark that the transpose of a 
vector x is also denoted by xT, which, however, should not cause any confusion. 
The optima] control problem is to find the control ix(£), t € [to; T], that minimizes 
the criterion J along with the trajectory x*(t), t G [ t o , g e n e r a t e d upon substituting 
u*(i) into the state equation (1). To find the solution to this optimal control problem. 
the duality principle [4] could be used. For linear systems, if the optimal control exists 
in the optimal control problem for a linear system with the quadratic cost function J , 
the optimal filter exists for the dual linear system with Gaussian disturbances and can 
be found from the optimal control problem solution, using simple algebraic transfor-
mations (duality between the gain matrices and between the gain matrix and variance 
equations), and vice versa. Taking into account the physical duality of the filtering 
and control problems, the last conjecture should be valid for all cases where the op-
timal control (or, vice versa, the optimal filter) exists in a closed finite-dimensional 
form. This proposition is now applied to a third order polynomial system, for which 
the optimal filter has already been obtained (see [1]). 
3 Optimal Filter 
In this section, the optimal filtering equations for a polynomial state equation of degree 
3 over linear observations (obtained in [1]) are briefly recalled for reference purposes. 
Let an unobservable random process x(t) satisfy a polynomial equation of third degree 
dx{t) = (a0(t) + ai(t)x(t) + a2(t)x2{t) + a3{t)x3(t))dt + b^dW^t), x(t0) = x0, (3) 
and linear observations are given by: 
dy{t) = (¿o(i) + A(t)sc(t))dt + B{t)dW2{t), 
where x g Rn, x2(t) = (xf(i), ...,a£(i)), x3(t) ~ (x\(t),...,xl(t)). W^t) and W2(t) 
are Wiener processes, whose weak derivatives are Gaussian white noises and which are 
assumed independent of each other and of the Gaussian initial value XQ. 
The filtering problem is to find dynamical equations for the best estimate for the 
real process x(i) at time t, based on the observations Y(t) = [j/(s) | io < s < f], that is 
the conditional expectation m(t) = E[x{t) \ Y(t)} of the real process x{t) with respect 
to the observations F(i). Let Pit) = E[(x(t) - m(f))(x(i) - m(t))T | y(t)] be the 
estimate covariance (correlation function). 
The following notations are used. Let m(t) = (mj (t),..., mn(t)) e R" be the best, 
estimate vector; P(t) £ Rnxn be the covariance matrix; p(t) € Rn be the vector whose 
components are the variances of the components of x(i), i.e., the diagonal elements of 
P(t); m2(t) = (m?(0,.-.,m2(t)); m3(t) = (m?(t),..., ml(i)); P{t)m(t) be the conven-
tional product of a matrix P(t) by a vector m(t); and p(t) *ro(i) be the product of two 
vectors defined componentwise: p(t) *m(t) = \pi(t)mi(i),...,pn(t)mn(t)]. 
The solution to the stated problem is given by the following system of filtering 
equations, which is closed with respect to the introduced variables, m(i) and P(t): 
dm(t) 
= (ao(t) +ai(i)m(i) +a2(t)p(t) + a2(t)m'1(t) + a3(i)(3p(i) * m(i) +m3{t)))dt 
+P(t)AT(t)(B(t)BT(t))-\dy ~ (A0(t) + A(t)m(t))dt), (4) 
m(f0) = S[x(i0)/ü(to)I-
dF (t) = (ai(i)P(i) + P(i)a[(i) + 202(t)m(i) * P(t) 
+2(P(t) * m r ( t ) ) 4 ( i ) + 3aa(i)(p(t) * P(t)) + 3(p(t) * P ^ ) ) 7 " « ^ ) 
+3o3(<)(m2(i) * P(<)) + 3(P(t) * (m 2 ( i ) ) T )4( i ) + 
~P(t)AT(t){B{t)BT(t))-lA(t)P(t))dt: (5) 
P{i0) - £((a:{to) - m(i0))(a:(to) " m(t0))T/yfo)), 
where the product m(t) * P(i) between a vector m(t) and a matrix P(i) is defined as 
the matrix whose rows are equal to rows of P(i) multiplied by the same corresponding 
element of m(t): 
PUt) ] 
P*n(t) 
r mj(t) Pji(i) Pi2(t) 
m2(t) P21(i) P22(i) 
mn(i) Pnl(t) Pns(t) 




m l(i)Pln(t) 1 
m2(t)P2ra(i) 
The transposed matrix P(t)*mT(t) = (m(t)*P(t))T is defined as the matrix whose 
columns are equal to columns of P(t) multiplied by the same corresponding element of 
m ( t ) : 
f Pu(i) Pi2(0 --- Pm(t) 1 
P2:(i) P22(t) --• P2n(i) 
mi(i) m2(i) mn(i) 
[ mi(i)Pii(t) m2(i)P12(i) 
mi (0^21(0 m2(i)P22(i) 
mi(t)P„i(t) mz(t)Pn2(t) 
Pnl(i) Pn2(i) 




Thus, the equation (4) for the optimal estimate m(t) and the equation (5) for its 
covariance matrix P(t) form a closed system of filtering equations in the case of a 
polynomial state equation of degree 3 and linear observations. 
4 Optimal Solution 
Let us return to the optimal control problem for the polynomial state (1) with linear 
control input and the cost function (2). This problem is dual to the filtering- problem 
for the polynomial state (3) of degree 3 and linear observations. Since the optimal 
polynomial filter gain matrix in (4) is equal to 
Kf = P(t)AT(t)(B(t)BT(t)y 
Kc={R{t))~lGT(t)Q(t)-
and the optimal control law is given by 
tt*(i) = Kcx = (R(t))~1GT{t)Q{t)x(t), (6) 
where the matrix function Q(t) is the solution of the following equation dual to the 
variance equation (5) 
dQ(t) = (~a[(t)Q{t) - Q(t)ai(i) - 2al(t)Q(i) * xT(t) - 2x(t) * Q(t)a2(t) 
- ^ ( ¿ j Q t t ) * qT(t) - 3 q{t) * Q(t)a3(t) - 3 c$(t)Q(t) * ( ( x 2 ( t ) f ) 
-3(x2( t) * Q(t)}a3(t) + L(t) - Q C t ì G i t ì R - ^ t ^ W Q i t ) ) ^ (7) 
with the terminal condition Q(2'J = xp. The binary operation * has been introduced in 
Section 3, and q{t) = C<7i (i) - <?2(£),---, Qn(t)) denotes the vector consisting of the diagonal 
elements of Q(t)-
Upon substituting the optimal control (6) into the state equation (1). the optimally 
controlled state equation is obtained 
dx{t) = (a0{t) + o.1(i)x(f) + 0 2 ( 0 ^ ( 0 + az(t)x3(t))dt 
+G(t)(R(t))-1GT(t)Q{t)x(t)dt} 
x[to) = Xo, 
Note that if the real state vector x(t) is unknown (unobservable). the optimal 
controller uniting the obtained optimal filter and regulator equations, can be con-
structed using the separation principle [4] for polynomial systems, which should also 
be valid if solutions of the optimal filtering and control problems exist in a closed 
finite-dimensional form. 
The results obtained in this section by virtue of the duality principle could be 
rigorously verified through the general equations of the Pontryagin maximum principle 
[7] or Bellman dynamic programming (2], 
5 Application to Automotive System 
This section presents application of the obtained optimal regulator for a polynomial 
system of degree 3 with linear control input and quadratic criterion to controlling the 
state variables, orientation and steering angles, in the nonlinear kinematical model oi 
car movement [5] given by the following nonlinear equations 
dx(t) = v cos(<p(f) )dt 
dy[t) - i; sin{d>(t))dt 
dè(t) = [v/l) tan(<5(f))di W 
d6{t) = u(t)dt 
Here, x(t) and y(t) are Cartesian coordinates of the mass center of the car, is 
the orientation angle, v is the velocity, I is the longitude between the two axes of the 
car, <5(£) is the steering wheel angle, and u(t) is the control variable (steering angular 
velocity). 
The optimal control problem is to maximize the orientation angle 4> using the mini-
mum energy of control u. The examined values of the velocity and longitude are v = 17, 
1 = 2, and the motion time is T = 0.1, which correspond to the idle engine mode of a 
full-size car in the time interval of 6 seconds. The initial conditions for the angles are 
<¿(0) = 0.1 and 6(0) ~ 0.1. In other words, the problem is to make the maximum turn 
of the running wheels from their initial position, using the minimum steering energy. 
The corresponding criterion J to be minimized takes the form 
j = \ [ m ~ ^ \ 2 + r2£u2(t)dt o ) 
where T — 0.1, and <fi* = 1 is a large value of <t>(t) a priori unreachable for time T. To 
apply the obtained optimal control algorithms to the nonlinear system (8), let us make 
the Taylor expansion of the two last equations in (8) at the origin up to degree 3 (the 
fourth degree does not appear in the Taylor series for tangent) 
dS(t) = u{t)dt 
Now, since R = 1 and GT = [0,1] in (9), the optimal control law (6) takes the form 
u*(t) = Q2i(t)<}>(t)+q22(t)6(t), where the elements qii(i), Q2i(t), Q22(i) of the symmetric 
matrix Q(t) satisfy the equations 
dqn{t) = -?2i(i) 
¿912 (0 " - f<?u ( t ) - 9i2(t)922(t) " fln(t) ~ quit) (11) 
dtort) = -T<?i2(i) ~ f ?n(0®2(0 - f ^ ( i ) - qh(t) 
The system composed of the two last equations of (8) and the equations (10) 
should be solved with initial conditions <i>(0) — 0.1, ¿(0) — 0.1 and terminal condi-
tions qn(T) = 1, qn(T) = 0, Q22C^") — 0- This boundary problem is solved numerically 
using the iterative method of direct and reverse passing as follows. The first initial 
conditions for q's are guessed, and the system is solved in direct time with the initial 
conditions at t = 0, thus obtaining certain values for <p and 6 at the terminal point 
T =' 0.1. Then, the system is solved in reverse time, taking the obtained terminal 
values for <f> and 8 in direct time as the initial values in reverse time, thus obtaining 
certain values for q's at the initial point t = 0, which are taken as the initial values 
for the passing in direct time, and so on. The given initial conditions 0(0) = 0.1, 
¿(0) = 0.1 are kept fixed for any direct passing, and the given terminal conditions 
gn (T) = 1, qu(T) = 0, ?22(T) — 0 are used as the fixed initial conditions for any 
reverse passing. The algorithm stops when the system arrives at values q\-\ (T) ~ 1, 
<?i2(T) = 0, 922(T) = 0 after direct passing and at values <¿(0) = 0.1, <5(0) = 0.1 
after reverse passing. The initial conditions for q's in the final direct iteration are 
<?n(0) = 1.32, 9 1 2 ( 0 ) = 16, <?22(0) = 1640. The obtained simulation graphs for 4> and 
the criterion J are given in Fig. 2. These results for polynomial regulator of degree 
3 are then compared to the results obtained using the optimal linear regulator, whose 
matrix Q(i) elements satisfy the Riccati equations 
dqu(t) = -ql2{t) 
dqnit) = -912922 - f<Jn (12) 
d^2(t) = - ^ 9 1 2 - 922 
with terminal conditions <?ii(T) = 1 ,qn(T) = 0,922(T) — 0. Note that in the linear 
case the only reverse passing for q's is necessary, because the system (12) does not 
depend on 4> and <5, and the initial values for q's at f — 0 are obtained after single 
reverse passing. The initial conditions for q's in the direct iteration are <?n(0) — 1.025, 
912(0) — 0.87, <722(0) = 0.74. The simulation graphs for the linear case are given in 
Figure 1, which consists of the graph of the variable <j> satisfying the original system 
(8) and controlled using the optimal linear regulator defined by (12) and the graph of 
the corresponding values of the criterion J . 
Figure 1. 
In Figure 2, we show the graph, of the variable <f> satisfying the original system (8) 
and controlled using the optimal third order polynomial regulator defined by (11) and 
the graph of the corresponding values of the criterion J. 
Figure 2. 
The obtained values of the controlled variable <fi and the criterion J are compared for 
the optimal third order polynomial and linear regulators at the terminal time T = 0.1 
in the following table (corresponding to Figs. 1 and 2). 
Linear regulator Third degree polynomial regulator 
¿(0.1) = 0.1875 ' ¿(0.1) = 0.989 
J = 0.661 J = 0.065 
Graphs of control functions u*(£) corresponding to the optimal linear regulator and 
the optimal third order polynomial regulator are given in Figs. 3 and 4, respectively. 
Figure 3. 
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The simulation results show that the values of the controlled variable <f> at the terminal 
point T = 0.1 are five times greater for the third order regulator than for the linear 
one and the criterion value at the terminal point is ten times less for the third order 
regulator. Thus, the third order polynomial regulator controls the system variables 
significantly better than the linear one from both points of view. The obtained results 
show that the best gain matrix based on the linearized model could still be too far 
from achieving the optimal performance. The considered example validates design and 
implementation of the regulators based on polynomial approximations of nonlinear 
systems. 
Finally note that the better performance of the cost function and controlled variable 
has been achieved without changing the system dynamics (in both simulation cases, the 
designed control algorithms are applied to the original nonlinear system (8)), but by 
assigning a better regulator gain matrix (C?(t) satisfies (11) instead of (12)). Thus, the 
principal result in the considered application consists in designing a better regulator 
and not in using more accurate system dynamics, as it could seem after the first glance. 
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Abstract. This paper presents the solution to the optimal controller prob-
lem for a stochastic system given by a polynomial equation of third degree, 
linear observations confused with white Gaussian noises, and a quadratic 
cost function. The obtained controller equations are applied to solution of 
the state controlling problem for a nonlinear automotive system. Simulation 
results are compared for the optimal polynomial controller given in this pa-
per and the best linear controller available for the linearized system. 
1 Introduction 
Although the optimal controller problem for linear system states was solved 
in 1960s, based on the solutions to the optimal filtering [3] and regulator 
(4, 2] problems, solution to the optimal controller problem for nonlinear (in 
particular, polynomial) systems has been impossible due to the absence of 
the solution to the corresponding filtering and control problems for nonlinear 
systems. This paper presents solution to the optimal controller problem for 
unobservabie third degree polynomial system states over linear observations 
and quadratic criterion. Due to the separation principle for polynomial sys-
tems with linear observations and quadratic criterion, which is stated and 
substantiated in the paper analogously to that for linear ones (see [4}), the 
original controller problem is split into the optimal filtering problem for third 
degree polynomial system states over linear observations and the optimal 
control (regulator) problem for observable third degree polynomial system 
states with quadratic criterion. (The statements and solutions of both those 
problems can be found in [1]). 
The relatively simple case of third degree polynomial systems consid-
ered in this paper seems to be important for practical applications, since 
a nonlinear state equation can usually be well approximated by a polyno-
mial of degree 3, the observations are frequently direct, that is linear, and 
the cost function in the controlling problems, where the desired vaiue of the 
controlled variable should be maintained or maximized using the minimum 
control energy, is intrinsically quadratic. Moreover, the controlling problem 
for a polynomial state equation of lower degree is significant itself, because 
many, for example, chemical processes are described by quadratic equations 
The obtained optimal controller for a polynomial state equation of degree 
3 is applied to solution of the state controlling problem for a nonlinear auto-
motive system [6] whose state equation for car orientation angle is nonlinear 
(contains tangent), with the objective of increasing values of the state vari-
ables and consuming the minimum control energy. To apply the developed 
polynomial technique, the original state equation is expanded as a Taylor 
polynomial, up to degree 3. The optimal controller equations for a polyno-
mial state of third degree are written and then compared to the best linear 
controller available for the linearized system. Numerical simulations are con-
ducted for the optimal polynomial controller and also compared to those for 
the linear one applied to the linearized system. The simulation results given 
in the paper show a significant, more than one and half times, advantage of 
the optimal polynomial controller performance in comparison to the linear 
one. 
The paper is organized as follows. In Section 2, the optimal controller 
problem is stated and solved for unobservable third degree polynomial sys-
tem states, using the separation principle for polynomial systems with linear 
observations and quadratic criterion. Section 3 presents application of the 
obtained results to the controlling problem for a nonlinear automotive system 
with two state variables, orientation and steering angles, over direct linear 
observations confused with white Gaussian noises, with the objective-of in-
creasing values of the state variables and consuming the minimum control 
energy. Graphic simulation results axe obtained and compared to those for 
the best linear controller available for the linearized system. 
2 Optimal Controller Problem 
2.1 Problem statement 
Let (H, F, P) be a complete probability space with an increasing right-contin-
uous family of a-algebras Fut> 0, and let (Wi(t),Ft>t > 0) and {W2{t),Ft, 
t > 0) be /v&dapted Wiener processes. Let us consider the unobservable 
Ft-measurable random process x(t) governed by the third degree polynomial 
state equation 
ds(t) = (a0(t)-l-ai(í)a:(t)4-O2(í)a:2{i)+a3(í)a:s(¿))dí+Gr(t)-u(<)cií+6(í)í¿V^i(é), 
(see [7]). 
x(t0) = x0> 
and the linear output (observation) process 
dy{t) = (A0(t) + A(t)x(t))dt + B{t)dWo(t). ( 2 ) 
Here, x(t) 6 R" is tlie unobservable state vector, whose second and third de-
grees are defined in the componentwise sense x2(t) — (a^ (i), x\(t),..., 
x2n{t))., x3{t) = (if(i),a3(t),ari(i),--.,s®(t)), u{t) € Rp is the control vari-
able, y(t) € Rm is the observation process, and the independent Wiener 
processes Wi(f) and W~2(t) represent random disturbances in state and ob-
servation equations, which are also independent of an initial Gaussian vector 
xQ. Let A(t) be a nonzero matrix and B(t)Br(t) be a positive definite ma-
trix. In addition, the quadratic cost function J to be minimized is defined 
as follows 
J = [x(T) - z 0 f * [x(T) - z0] + (3) 
j\T{s)K(s)u(s)ds + ± J*xT(s)L(s)x(s)ds], 
where ZQ is a given vector, K is positive definite and L are nonnegative 
definite symmetric matrices, T > ¿o is a certain time moment, the symbol 
£[/(x)j means the expectation (mean) of a function / of a random variable 
x, and aT denotes transpose to a vector (matrix) a. 
The optimal control problem is to find the control u*(t), t e [io.T1], 
that minimizes the criterion J along with the trajectory x*(t), t € (to,T], 
generated upon substituting u*(t) into the state equation (1). 
2.2 Separation principle for polynomial sys-
tems 
As well as for a linear stochastic system, the separation principle remains 
valid for a stochastic system given by a third order polynomial equation, 
linear observations, and a quadratic criterion. Indeed, let us replace the 
unobservable system state x(i) by its optimal estimate m(t) given by the 
equation (see [ij for statement and derivation) 
dm{t) = (a0(£) +<n(i)m(i) + a2(t)p(t) + a2{t)m2(t)+ (4) 
Q3(0(3p(i) * m{t) + m?{t))dt + G{t)u(t)+ 
PT{t)AT(t)(B(t)BT(t))-l(dy - (A0(£) + A(t)m(t))dt), 
with the initial condition rn(io) = E(x(to) | F?). Here, m(t) is the best 
estimate for the unobservable process x(t) at time t based on the observa-
tion process Y(t) — {y{s),to < s < £}, that is the conditional expectation 
m(t) = E{x{t) | F?), m(t) - m 1 ( t ) ,m 2 ( t ) r . . ,m n (£)) ; P(t) = E{{x(t) -
m(t))(x(t) - m(t))T | K(tj] € Kn is the error covariance matrix; p(t) € Rn 
is the vector whose components are the variances of the components of 
x{t) - m(£), i.e., the diagonal elements of P(t); m2(t) and m3(i) are de-
fined as the vectors of squares and cubes of the components of m(t): m2(t) = 
(mf(t.).m$(t),. ..,m%(t), rn3(i) = (m?(/.), m$(i)y - - - >ml(t); P(t)m(t) is the 
conventional product of a matrix P{t) by a vector m(t); and p(t)*m (t) is the 
product of two vectors by components: p(t) *m(t) = [pi {t)m\{t),p2{t)m.2{t), 
.. .,p„(()mn(t)]. The best estimate m(t) minimizes the criterion 
H = £[(:r(i) - m(t))T(x(t) - m(i))], (5) 
with respect to selection of the estimate m as a function of observations y(t), 
at every time moment t ([5]). 
The complementary equation for the covariance matrix P(t) takes the 
form (see [1] for derivation) 
dP(t) = (ai(t)P(t) + P(t)a[{t) + 2c2(t)m(t) * P{t)+ (6) 
2(P(i) * mT(t))ai'(i) + 3a3( t)(p(t) * P(t)) + 
3(p(i) * P( i ) ) T «i (0 + 3as(i)(m2(i) * P(t)) + 
3(P(t) * (m2(t))T)a3(t) + (l>(t)bT(t))-
P(t)AT(t)(S(t)B r(t))~1A(t)P(t))dt, 
with the initial condition P(t0) = E{(x(t0) - m(io))(2(io) — tn(to))T i y(to)), 
where the product m(t) * P(t) between a vector m(t) and a matrix P(t) is 
defined as the matrix whose rows are equal to rows of P(t) multiplied by the 
same corresponding element of m(t): 
mi(i) Pn(t) P12(t) ••• Pln{t) 
m2(t) P21(t) P22(i) ••• Pin{t) 
mn(t) Pnl(t) Pn2(i) ••• Pnn(t) 
m ^ P n i t ) mi(i)P12(i) -•• mi(t)/» ln(i) 
m2(t)P21(t) m2(t)P22(t) • • • m2(t)P2n(t) 
mn(t)Pnl(t) mn(t)Pn2(t) mn(t)Pnn(t) 
It is readily verified (see [4]) that the optimal control problem for the 
system state (1) and cost function (3) is equivalent to the optimal control 
problem for the estimate (4) and the cost function J represented as 
- / uT(s)K{s)u(s)ds + - / mT{s)L(s)tn{s)ds 
- J t 2 J tn 
( ? ) 
I 
+ 2 
ir[P(s)L(s)|ds + ir[P(T)$]}, 
where tr[A\ denotes trace of a matrix A. Since the latter part of J is inde-
pendent of control u(t) or state x(t), the reduced effective cost function M 
to be minimized takes the form 
M = E{±[M(T)-ZQ}T®[IN(T)~Z0) + (8) 
7 7 
\ f uT(s)K(s)u{s)ds+l f mT(s)L(s)m(s)ds}. 
2 J to 2 J to 
Thus, the solution for the optimal control problem specified by (1),(3) can 
be found solving the optimal control problem given by (4),(8). However, the 
minimal value of the criterion J should be determined using (7). This con-
clusion presents the separation principle in third order polynomial systems. 
2.3 Optimal control problem solution 
Based on the solution of the optimal control problem obtained in [1] in the 
case of an observable system state governed by a third order polynomial equa-
tion, the following results are valid for the optimal control problem (4),(8), 
where the system state (the estimate m(t)) is completely available and, there-
fore, observable. 
The optimal control law is given by 
u*(i) = K-l(t)GT(t)Q(t)m(t), (9) 
where the matrix function is the solution of the following equation dual to 
the variance equation 
dQ(t) = (~a[(t)Q(t) - Q(t)al(t) - 2a%(t)Q(t) * mr(t)-
2m(t) * Q(t)a7(t) - 3aJ{t)Q{t) * qT{t)~ (10) 
3q(t) * Q(i)a3(i) - 3al( t )Q( t ) * ((m2)T{t))-
3(m2(i) - Q{t))a3(t) + Lit) - Q(t)G{t)K~\t)GT (t)Q(t))dt 
with the terminal condition Q(T) = <£. The binary operation * has been 
introduced in Subsection 2.2, and <?(i) = (?i(£), <?2(i)> •••> Qn(t)) denotes the 
vector consisting of the diagonal elements of Q(t). In the process of derivation 
of the equation (10), it has been taken into account that the last term in 
the equation (4), FT(t)A r(i)(S(£)B r(£))-1 {dy - (A0(t) + /l(t)m(t))d£), is a 
Gaussian white noise. 
Upon substituting the optimal control (9) into the equation (4) for the 
reconstructed system state m(t), the following optimally controlled state es-
timate equation is obtained 
d m ( f ) = (q0(£) + a i ( f ) m ( i ) + a2{t)p{t) + a2(t)m2{t)+ (11) 
5 
a3(i)(3p(i) * m(i) + m3(t))dt + G(t)(K{t))'1GT{t)Q(t)rn{t)dt+ 
PT(t)AT(t)(B(t)BT(t)r1(dy - (A0(t) + A{t)m(t))dt), 
m(ta) = E(x(t0)\F£). 
Thus, the optimally controlled state estimate equation (11), the gain ma-
trix constituent equation (10), the optimal control law (9), and the variance 
equation (6) give the complete solution to the optimal controller problem for 
unobservable states of third degree polynomial systems-
3 Application of optimal polynomial 
controller to automotive system 
This section presents application of the obtained controller for a polynomial 
state of degree 3 over linear observations and a quadratic cost function to 
controlling the unobservable state variables, orientation and steering angles, 
in a nonlinear kinematical model of car movement [6] satisfying the following 
equations: 
dx{t) = vcos<j>(t)dt, (12) 
dy(t) = usin <j>{t)dt. 
d<t>{t) = (v/l)ta.r\6{t)dt, 
d6{t) = u(t)dt. 
Here. x(tl and y(t) are Cartesian coordinates of the mass center of the 
car, 4>{t) is the orientation angle, u is the velocity, t is the longitude between 
the two axes of the car, <5(t) is the steering wheel angle, and u(t) is the 
control variable ¡.steering angular velocity). The zero initial conditions for all 
variables are assumed. 
The observation process for the unobservable variables 4>{i) and 5(t) is 
given by direct linear observations confused with independent and identically 
distributed cifmrbances modelled as white Gaussian noisea. The correspond-
ing observation? equations are 
dz^it) = <t)(t)dt + wi(t)dt. (13) 
dss(t) = 6{t)dt + w2(t)dt, 
where the observation variable for <p{t), z$(t) is the observation vari-
able for 6{i . and wjj(t) and ^ ( t ) are white Gaussian noises independent of 
each other. 
. The examined values of the velocity and longitude are v = 17, I = 2. 
which correspond to the idle engine mode of a full-size car. In other words, the 
problem is to make the maximum turn of the running wheels from their initial 
position, using :he minimum steering energy. For the reasons of economizing 
the fuel and reducing air pollution, the weight of the control term in the 
criterion is assigned ten times more than the weight of the state terminal 
term. The corresponding criterion J to be minimized takes the form 
J = (¿>(f) - ¿ ' J 2 + 10 f u2(t)dt, (14) 
Jo 
where T — 0.3. and 4>* = 10 is a large value of 4>(t) unreachable for time T. 
To apply the obtained optimal controller algorithms to the nonlinear 
system (12), linear observations (13), and the quadratic criterion (14), let 
us make the Taylor expansion of the two last equations in (12) at the origin 
up to degree 3 (the fourth degree does not appear in the Taylor series for 
tangent) 
^ ( i ) = ((y)5(t) + ( y ) ( ^ ) ) ^ (15) 
d6{t) = u(t)dt. 
The solution to the stated optimal controller problem is given as follows. 
Since K = 1 and GT = [0.1] in (14) and (15), the optimal control u*(t) = 
(/C(i))-1GT(0Q(i)m(i) takes the form 
u'{t) = q2i(t)m^{t) + q22{t)ms(t), (16) 
and the following optimal controller equations (9)-(ll) and (6) for the third 
degree polynomial state (15) over the linear observations (13) and the quadratic 
criterion (14) are obtained 
dm= {(j)m? + ( g ^ 3 ^ + m a ) +Pu(z<t- ~ +P<t.s(zs ~rns))dt. (17) 
dnig = (u'{t) +P6<j>{z$ - m¿) +P6i(zs - rns))dt, 
2 y 
dpcs = l[2v/l)p6opss + -jVd* + —mlPSt ~ Pla, ~ Pls)dt-
d?o6 = (jPS6 + jmjpss - P^Pts - 'P^6Pss)dt, 
dp66 = {-pli, -Ps6)dt, 
dq11{t) = {~q^(t))dt, 
dc:i(t) = ('Jill ~ 912922 - y9ll -
/ 2 v 2 v 2v o 2 \ i 
«< ? : : i ) = ( - — 9 i 2 - y 9 1 2 9 2 2 - - ^ - " ^ 9 1 2 - 9 2 2 J " i -
Here, rn0 and are the estimates for variables <b and 6: p^o • PoS • P66 are 
elements of the symmetric covariance matrix P; and <?n (i)- <721 <¿22(0 are 
elements of the iymmetric matrix Q(t) forming the optimal control (16). 
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The following values of the input variables and initial values are as-
signed: v = 17,i = 2,m*(0) = 1,toj(0) = 0.1,0(0) = ¿(0) = 0,P<^(0) = 
10,P^i(0) = l.P$i(0) = 1. Gaussian disturbances w\(i) and W2(t) in (13) 
are realized as sinusoidal signals: u/j(t) = wi(t) = sin t. The terminal con-
ditions for the matrix Q elements are: qn(T) = 0.1 ,q\v{T) = 0,422 (T) = 0, 
where the final time T = 0.3. 
Thus, the system composed of the two last equations of (12) and the 
equations (17) should be solved with initial conditions md(0) = l,mi(0) = 
0.1,^(0) = ¿(0) = 0, /W(0) = 10,/W(0) = 1,P«(0) = 1 and terminal 
conditions qn(T) = 0.1,412(2") = 0, 922(T) = 0. This boundary problem is 
solved numerically using the iterative method of direct and reverse passing 
as follows. The first initial conditions for q's are guessed, and the system 
is solved in direct time with the initial conditions at t = 0, thus obtaining 
certain values for the other listed variables at the terminal point T — 0.3. 
Then, the system is solved in reverse time, taking the obtained terminal 
values for the other variables in direct time as their initial values in reverse 
time, thus obtaining certain values for q's at the initial point t = 0, which 
are taken as their initial values for the passing in direct time, and so on- The 
given initial conditions m*(0) = l ,m*(0) = 0 . 1 , 0 ( 0 ) = ¿ (0 ) = 0, P^(0) = 
10. = 1. P^fO) — 1 are kept fixed for any direct passing, and the 
given terminal conditions qu{T) = 0.1, qi2(T) = 0, q22(T) = 0 are used 
as the fixed initial conditions for any reverse passing. The algorithm stops 
when the system arrives at values ~ 0.1, q\2 (T) = 0, 922 — 0 
after direct passing and at values m0(0) = l,m$(0) = 0.1,0(0) = ¿(0) = 
0,P^(0) = 10.Po5(0) = 1,P«(0) = 1 after reverse passing. The obtained 
simulation graphs for 0, <5, m^, m,5, the criterion J, and the optimal control 
u'(t) are given in Fig. 1. These results for the polynomial controller of 
degree 3 are then compared to the results obtained using the best linear 
controller available for the linearized model (only the linear term is present 
in the Taylor expansion for tangent). The optimal control law in this linear 
controller is The same as in (16) and the optimal linear controller equations 
are given by 
= (j'mfi -+- p^Ua, - m^) + Pt${z6 ~ rn^d t . (18) 
= (u*{t) + psAz<> ~ md) +P6i(z6 ~ ms))dt. 
2v 2 1 
apao ~ { —PI* - PM ~ PI,s)dt. 
v 
dpt,6 = ijPdS -PooPfS ~Po6PSs)dt. 
dp 6 0 = {-p%-ph)dt-
dqn(t) = (-<&(*))#, 
V 
dqn{t) = (-912722 - 7<?n)ctt, 
i Note that in the linear case the only reverse passing for q's is necessary, 
because the the equations for q's in (18) do not depend of <fi, 8, rn^,, or raj, 
and the initial values for q's at t = 0 can be obtained after single reverse 
passing. The simulation graphs for the linear case are given in Fig. 2. 
Thus, two sets of graphs are obtained. 
1. Graphs of the variables <j> and 8 satisfying the polynomial system (15) 
and controlled using the optimal linear regulator defined by (16), (18); graphs 
of the estimates m^ and m<s satisfying the system (18) and controlled using 
the optimal linear regulator defined by (16), (18); graphs of the corresponding 
values of the criterion J\ graphs of the corresponding values of the optimal 
control u" (Fig. 1). 
2. Graphs of the variables <i> and 5 satisfying the polynomial system (15) 
and controlled using the optimal third order polynomial controller defined 
by (16), (17): graphs of the estimates m^ and mg satisfying the system (17) 
and controlled using the optimal third order polynomial controller defined 
by (16), (17): graphs of the corresponding values of the criterion J; graphs 
of the corresponding values of the optimal control u* (Fig. 2). 
The obtained values of the controlled variable <p and the criterion J are 
compared for the optimal third order polynomial and linear controllers at the 
terminal time T = 0.3 in the following table (corresponding to Figs. 1 and 
2) . 
Lineal controller Third degree polynomial controller 
o(0.3) = 0.0545 ¿(0.3) - 0.0876 
J = 98.9625 J = 98.3884 
The simulation results show that the value of the controlled variable rp at 
the terminal pornc T = 0.3 is more than one and half times greater for the 
third order polynomial controller than for the linear one, and the difference 
between the mitral and final criterion values is more than one and half times 
greater for the third order polynomial controller as well. Thus, the third order 
polynomial controller regulates the system variables better than the linear 
one from both points of view, thus illustrating the theoretical conclusion. 
4 Conc lus ions 
The optima! nort.mear controller for a stochastic system state given by a poly-
nomial CQU&. lui. J f degree 3. linear observations confused with white Gaussian 
noises, and a c;r.idratic criterion has been obtained. The optimal polynomial 
controller o: decree 3 has been then applied to solution of the controlling 
problem for itatf variables, orientation and steering angles, of a nonlinear 
automotive «vstim describing kinematics of car movement. Application of 
the obtained controller to the nonlinear automotive system has yielded more 
than one and half times better values of the criterion and greater values of 
the controlled variable in comparison to the best linear controller available 
for the linearized model. Although this conclusion follows from the developed 
theory, the numerical simulation serves as a convincing illustration. 
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Figure 1: Graphs of the variables (f) and 5 satisfying the polyno-
mial system (15) and controlled liking the optimal linear regulator 
defined by (16'. (18); graphs of the estimates m$ and m& satisfy-
ing the system (18) and controlled using the optimal linear regu-
lator defined by (16), (18); graphs of the corresponding values of 
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Figure 2: Graphs of the variables 4> and 6 satisfying the poly-
nomial system (15) and controlled using the optimal third order 
polynomial controller defined (16), (17); graphs of the esti-
mates m 0 and ms satisfying the system (17) and controlled us-
ing the optimal third order polynomial controller defined by (16). 
(17); graphs of the corresponding values of the criterion J: graphs 
of the corresponding values of the optimal control u*. 

