Abstract. We show that the construction in group cohomology of the Gruenberg resolution associated to a free presentation and the resulting relation module can be copied in the context of representations of categories. We establish five-term exact sequences in the cohomology of categories and go on to show that the Schur multiplier of the category has properties which generalize those of the Schur multiplier of a group.
Introduction
It has been known for some time that many results from the representation theory and cohomology of groups may be made to work in the more general setting of representations and cohomology of categories. A brief exposition of some of this theory is given in [20] where it is explained that the usual interpretation of low dimensional group cohomology works in the setting of cohomology of categories, including the parametrization of equivalence classes of extensions by elements of second cohomology, and a familiar interpretation of first cohomology in terms of complements in the Grothendieck construction (which generalizes the semidirect product of groups).
In this paper we turn to the Schur multiplier, defined for categories in the same way as for groups, as the second homology group. We show that the usual theory for groups generalizes to categories, when suitably formulated. This theory has to do with central extensions, and two key results in group theory are, firstly, that in any central extension where the kernel is contained in the derived subgroup, the kernel is an image of the Schur multiplier; and secondly that there is up to isomorphism a unique maximal perfect central extension of a perfect group. We show that these and other results do work in the larger context of categories, but to do this we must first say what we mean by a central extension of a category, and also formulate a condition which generalizes the notion that the kernel of an extension is contained in the derived subgroup. There are in fact several ways to generalize the first of these conditions, and we discuss them here. We also show that the 5-term sequences from group cohomology generalize to categories. These are a useful tool in dealing with Schur multipliers.
As well as generalizing the theory of central extensions, we introduce a theory of relation modules for categories which extends the notion from group theory [10] . The initial problem is to say what we might even mean by a relation module, since the usual group theoretic construction is not available. In group theory a relation module is the abelianized quotient of the relation subgroup in a free presentation of the group. With categories, we may take a presentation of a category by a free category (a surjective functor between the categories) but there is no adequate analogue of the relation subgroup whose abelianization we hope to take. This is an example of a general obstacle, which is that techniques from group theory which involve computation within groups are frequently not available when working with categories. On the other hand techniques which use representations often do translate more easily, and we emphasize such methods. To define a relation module we first show that starting from a surjection from a free category to another given category, there is a projective resolution of the constant functor which is analogous to the Gruenberg resolution in group theory. The relation module is defined as the second kernel in this resolution. This is a new constuction, but we show that in case the category we start with is a group we obtain either the usual relation module or else something very closely related to it. We also show that the relation module is the kernel in a projective object in a certain category whose objects are category extensions.
These categories whose objects are extensions provide a way to describe the fundamental technique which we shall use. Gruenberg [9] showed that the category whose objects are group extensions with abelian kernel is equivalent to the category of module extensions of the augmentation ideal of the group. It turns out that a generalized version of this result is true for category extensions also. The functors which give this equivalence are the tools which allow us to translate between categories on the one hand, and representations of categories on the other.
We will use the same notation as in [20] , to which we also refer for basic background on the representation theory and cohomology of categories, such as facts about the constant functor, left and right augmentation ideals, and so on. A discussion of background and the uses of representations of categories can also be found in many of the other references we give, including [1, 2, 3, 6, 8, 11, 14, 15, 19] . In any case, we now give some of the basic definitions. For convenience we will work with small categories with finitely many objects, although the theory can be extended more generally than this. A representation of such a category C over a commutative ring R with identity is a functor M : C → R-mod. We will adopt the convention that we compose morphisms on the left, so that βα means first do α then β. The category algebra RC is the free R-module with the morphisms of C as a basis, the multiplication being composition of morphisms when defined, and otherwise zero. It has the property that representations of C over R may be regarded as left RC-modules, and vice-versa. Equally, right RCmodules, which are the same thing as RC op -modules, may be identified with functors C op → R-mod, where C op is the opposite category. There is a left constant functor R which is the representation of C which assigns to each object the R-module R, and to each morphism the identity map. There is also a right constant functor, which is the left constant functor for C op . The category algebra has two augmentation ideals, the left augmentation ideal
• IC and the right augmentation ideal IC
• . The left augmentation is the kernel of the map of left RC-modules RC → R which sends each morphism α : x → y in C to 1 in the copy of R corresponding to y. Thus
• IC is the R-submodule of RC spanned by the elements 1 y − α where y = cod(α) is the codomain of α. The right augmentation is the kernel of the map of left RC-modules RC → R which sends each morphism α : x → y in C to 1 in the copy of R corresponding to x. Thus
• IC is the R-submodule of RC spanned by the elements 1 x − α where x = dom(α) is the domain of α.
A number of times we will use the Grothendieck construction, in the special case when we are given a representation M of C. This is a category M ⋊ C which we may take to have the same objects as C and where the morphisms x → y are pairs (m, α) with α : x → y in C and m ∈ M(y). Given another morphism (n, β) : y → z the composition is defined to be (n, β) • (m, α) = (n + β m, βα) with β m denoting the functorial action of β on m.
In defining the homology and cohomology of a small category C we assume that A is a left RC-module, B is a right RC-module and take H * (C, B) = Tor it does not make much difference if B is a right module or a left module, but here the distinction is significant, and our convention with H * and right modules is in keeping with [12] , for example.
Here is the layout of this paper: we start in Section 2 by showing that the Gruenberg resolution from group cohomology may be made to work equally well with categories, giving formulas for the homology and cohomology with constant functor coefficients. The construction of the start of that resolution is fundamental to the rest of what we do in this paper. It is used immediately in Section 3 where we show that extensions of a category may be translated into extensions of the left augmentation ideal, and vice-versa. In the special case when we start with a presentation of a category by a free category (i.e. a surjection from a free category) the construction produces what we define to be a relation module, and this is described in Section 4. We next turn to the properties of the Schur multiplier, defined for a category C as H 2 (C, Z). We first develop a useful tool for establishing these properties, namely five-term exact sequences which are analogous to such sequences in group cohomology. We show in Section 5 that there are two kinds of such sequences, one kind associated to an extension of categories, the other associated to the opposite categories in an extension. Continuing with the discussion of the Schur multiplier, we formulate the analogues for category extensions of the notion of central extension, and stem extension. This is begun in Section 6 where we also deduce immediate consequences for the Schur multiplier of the five-term sequence and the universal coefficient theorem. The most obvious generalization to categories of the notion of a central extension of groups is to consider extensions by constant functors, or at least locally constant functors (which are constant on connected components of the category C being represented). It turns out that the arguments we wish to make require a still more general notion, namely extensions by sublocally constant functors, which we define to be subfunctors of locally constant functors. We develop their properties in Section 7, and move on in Section 8 to describe the maximal stem extensions, and to prove that when C is a category with free abelian first homology and finitely generated second homology, there is a unique isomorphism class of maximal stem extensions by locally constant functors. In Section 9 we conclude with some examples.
It will be apparent to anyone familiar with Karl Gruenberg's book [9] that much of what I have done here is to go through his work and present his arguments in the context of categories. The influence of Gruenberg's development of the theory and of his teaching is pervasive, and I acknowledge with gratitude the debt which I owe.
A Gruenberg Resolution for Categories
We start with the construction which will be fundamental in the next sections. Let C and E be categories which have the same finite set of objects, and let p : E → C be a functor which is surjective on morphisms. Such a functor extends to an algebra homomorphism RE → RC whose kernel we will denote N, a 2-sided ideal in RE. Taking N and the left augmentation ideal
• IE we will construct an acyclic complex of RC-modules in the same way as the Gruenberg resolution is constructed in [9, p. 34 Subsequently our goal in this section will be to show that when E is a free category this complex is a resolution of R by projective RCmodules after which we will use the resolution to give formulas for the homology and cohomology of C.
First we record some facts about the ideals N and • IE. The first (which is well known) is an extension of the fact that over a field the category algebra of a free category is hereditary. Proposition 2.1. Let F be a free category and R a commutative ring with a 1. Left ideals I ⊆ RF for which RF/I is projective as an R-module are projective as RF -modules.
Proof. The argument we use is based on one which appears in [4] , the difference here being that we allow an arbitrary ground ring instead of a field. Let J ⊂ RF be the ideal which is the span of the non-identity morphisms of F . We have an exact sequence of (RF , RF)-bimodules
as in [4] where the left non-zero map is u ⊗ α ⊗ v → uα ⊗ v − u ⊗ αv and the right non-zero map is α ⊗ β → αβ. When regarded as a sequence of right RF-modules this sequence is split since the right hand term is projective. Thus if we write M = RF /I and apply − ⊗ RF M to it, using the identification RF ⊗ RF M ∼ = M and associativity of tensor products, we obtain a sequence
which is exact because the previous sequence of right modules was split. Since M is projective as an R-module, as is J, the two modules on the left hand side of this sequence are projective as left RF -modules. Applying Schanuel's lemma to this sequence and the short exact sequence of left RF -modules
from which it follows that I is projective.
We deduce from this that when F is a free category the ideals N and • IF are projective RF -modules since the factor modules RF/N ∼ = RC and RF/
• IF ∼ = R are both projective as R-modules. In the case of the left augmentation ideal
• IF we can do better than this. We will use the notation F x = R Hom C (x, −) : C → R-mod for the linearized representable functor associated to the object x of C; thus F x (y) = R Hom C (x, y) is the free R-module with the homomorphisms from x to y as a basis. The RC-module F x is projective by Yoneda's lemma [20, Prop. 4.4] . We comment that some authors refer to direct sums of the F x as free representations, but we prefer to reserve this terminology for representations isomorphic to a direct sum of copies of RC. Proposition 2.2. Let F be a free category with morphisms α 1 , α 2 , . . . , α n as free generators. Then
as left RF -modules, where cod(α) denotes the codomain of a morphism α.
Proof. A direct argument with elements of the augmentation ideal is possible. We present here an indirect argument which copies the corresponding argument for groups which is used to prove [9, Sect. 3.1, Prop. 1]. We sketch the approach, and the reader can refer to [9] for greater detail. We start with the isomorphism
for any representation M under which a homomorphism δ : [20, Lemma 6.2] for the this result and the definition of a derivation). Although the same in spirit as resolutions construction by Gruenberg [9] and Butler-King [4] , the projective resolution specified in the next theorem, and the ensuing corollaries for homology, do not appear to be consequences of that earlier work because the setting we consider is different. Butler and King consider presentations of algebras by tensor algebras (category algebras of free categories) where the kernel is contained in the square of the ideal spanned by the generators of the algebra. This restriction plays a significant role in their work, and it is important that we do not make it here, so that for example, presentations of groups by free monoids may be considered. Theorem 2.3. Let E and C be categories with the same objects, let p : E → C be a surjection of categories which is the identity on objects and let N = Ker(RE → RC). Consider the acyclic complex of RCmodules
If E is a free category this complex is an RC-projective resolution of R.
Proof. The acyclic complex arises from the chain of left ideals
which form the list of numerators in the complex, and also the list of denominators when shifted by 2. The inclusion maps from each ideal to the next induce the maps in the complex. When E is free, by Proposition 2.1 both N and • IE are projective REmodules, and hence all products N n and N n · • IE are projective left REmodules by Remark 5 in [9, p. 35], attributed there to Kaplansky. Since the modules in the resolution (apart from R) are obtained from these products by applying RC ⊗ RE −, they are projective RC-modules.
Corollary 2.4. Let F and C be categories with the same objects, let p : F → C be a surjection of categories which is the identity on objects, and let N = Ker(RF → RC). Suppose that F is a free category. Then
The formula for first homology simplifies to give
Proof. We use the monomorphisms
which come from the resolution to compute homology. We apply the functor R ⊗ RC −, which on any RC-module M can be identified as taking the value M/(IF • · M). We get exact sequences
From these the homology groups are identified as stated in general.
When n = 0 we get
We have identifications
From these thes formula for H 1 (C, R) follows using the third isomorphism theorem.
These formulas fit into a picture exactly exactly like that on [9, p. 48]. The formula for first homology extends the result for groups that the abelianization of the group is isomorphic to the augmentation ideal (over the integers) modulo its square.
At this point we record also the universal coefficients formula, which allows us to deduce the cohomology of a category with constant coefficients from the formulas for homology in 2.4. It is an instance of standard theory. Theorem 2.5 (Universal Coefficient Theorem). Let A be an abelian group. There are short exact sequences which are functorial in A and which split, but not naturally:
Proof. See [12] .
An Equivalence of Extension Categories
In this section we describe two categories whose objects are extensions, in the first case extensions of a fixed category C and in the second case RC-module extensions of
• IC. These categories are part of a formalism which allows us to study extensions of categories by looking at modules extensions instead. We first recall the notion of an extension of a category which appears in Hoff [13] , bearing in mind that there are also other approaches to category extensions (see [1, 8, 11, 13] and also [20] for an exposition of this basic material). An extension of categories is a pair of functors
between categories K, E and C for which (1) K, E and C all have the same objects, i and p are the identity on objects, i is injective on morphisms, and p is surjective on morphisms; (2) whenever f and g are morphisms in E then p(f ) = p(g) if and only if there exists a morphism m ∈ K for which f = i(m)g. In that case, the morphism m is required to be unique. It is convenient to use the notation (K|E) to denote the above extension, although this notation does not retain complete information about it. We leave the reader to prove it as a exercise or consult the above references to see that K must be a disjoint union of groups.
The category K which appears in the extension has further structure, and may in fact be regarded a functor K from E to Groups, generalizing the fact that the kernel in a group extension acquires an action of the extension group coming from conjugation. Thus if α : x → y is a morphism in E and m ∈ End K (x) then p(α) = p(αi(m)), and so αi(x) = i( α m)α for some unique element α m ∈ End K (y). The specification K(x) = End K (x) and K(α)(m) = α m defines a functor K constructed from the extension. If the target groups K(x) of this functor happen to be abelian then K factors through the surjective functor p : E → C as a composite E p →C → Abelian Groups and we write K also for the functor C → Abelian Groups so obtained. In this situation the category K may thus be regarded as a ZC-module K. The ambiguity between regarding the left term in the extension as a category K or as a ZC-module K will be present throughout the remainder of this work, and we use both symbols K and K for it.
In any case, when the K(x) are not abelian the homomorphisms
of the abelianized groups, and on these K acts trivially. The first homology H 1 (K) is the product of these abelianizations (since K is a disjoint union of groups) and so H 1 (K) acquires the structure of a left ZC-module. This module structure will appear throughout the rest of this paper.
There is a bijection between the equivalence classes of representations of C by a representation K and the elements of H 2 (C, K), under which the zero element corresponds to the split extension K → K ⋊ C → C where K ⋊ C is the Grothendieck construction [20, 7.3] . Thus to any extension of C by K we may associate a second cohomology class ζ ∈ H 2 (C, K), and if f : K → K 1 is any homomorphism of RC-modules we obtain by functoriality a second cohomology class f * (ζ) ∈ H 2 (C, K 1 ). We point out that given any commutative diagram of functors where the rows are extensions ζ :
the class of the lower extension is necessarily f * (ζ), as may be seen by noting that ζ and f * (ζ) are the images in cohomology of homomorphisms from the second kernel in a projective resolution of Z. Given f and ζ we may always construct an extension whose class is f * (ζ) in the same way as for group extensions, as follows. We may define E 1 to be the quotient of
This means we form the category with the same objects as C and define Hom E 1 (x, y) = H\ Hom K 1 ⋊E (x, y) as the set of orbits in the left action of H. The functors in the lower extension are induced by the inclusion into and projection from the Grothendieck construction K 1 ⋊ E. We choose to call the lower extension in this construction the explicit pushout of the top extension along f .
We introduce two extension categories C and • IC as in [9, Chapter 9] . The objects of C are the category extensions (K|E) = K → E → C where K may be any RC-module, and the morphisms are the pairs of functors (f, g) so that
commutes. Similarly
• IC has as its objects the RC-module extensions (K|E) = K → E →
• IC and as morphisms the pairs of RC-module homomorphisms (f, g) so that
Certain formalities to do with these categories follow immediately as in [9] and we state some of them now. (1) Let (f, g) be a morphism in C or in • IC . The functor f is necessarily a homomorphism of RC-modules. The morphism (f, g) is an epimorphism if and only if f is surjective, and is an isomorphism if and only if f is an isomorphism.
(2) Let (K|E) and (K 1 |E 1 ) be extensions of the category C with cohomology classes ζ ∈ H 2 (C, K) and η ∈ H 2 (C, K 1 ). Suppose f : K → K 1 is an RC-module homomorphism for which f * (ζ) = η. Then there is a morphism of extensions of the form
A similar statement holds for the module extensions of
• IC.
Proof. These assertions are analogous to statements in [9] and are proved in the same way. We leave (1) to the reader, and (2) is really the 'Surjectivity Theorem' on page 187 of [9] . To prove it, we observe that the extension constructed from (K|E) by explicit pushout along f has class f * (ζ), and appears as the lower row of a diagram
This extension is equivalent to (K 1 |E 1 ) and so composing the above diagram with the equivalence gives a morphism (K|E) → (K 1 |E 1 ) as required. The argument in the category of module extensions is similar.
We now construct functors between these extension categories. The first is a functor † :
It is in fact defined more generally on a category whose objects are surjections of categories E → C (without necessarily requiring that the surjection be part of an extension) and where the morphisms are commutative squares. It is really part of the construction of the acyclic complex given in the last section. Thus given a surjection of categories E → C which is the identity on objects we let N = Ker(RE → RC) and construct the short exact sequence of RC-modules
If the surjection is part of an extension K → E → C we write K † instead of B and we also write (K|E)
It is a straightforward check that † is functorial on morphisms of extensions.
In the opposite direction, given an extension of RC-modules
we define an extension of categories
Here U † is the category with the same objects as C and morphisms x → y are defined to be the pairs (u, α) for which α :
and that composition is associative. The surjection φ † : U † → C is defined to be the identity on objects and φ † (u, α) = α on morphisms. Also we define
and this is isomorphic to A(x) via an isomorphism (u, 1 x ) ↔ u. Observe that this isomorphism is functorial, so that A † ∼ = A as RC-modules. It is a straightforward check that A † → U † → C is indeed a category extension of C and that we have a second functor (denoted by the same symbol) † :
• IC → C . Note that the functor just described is in fact described by the pullback
in the category of small categories, where
We set about showing that these two functors † between the extension categories are inverse equivalences, and start with some preliminary lemmas.
Lemma 3.2. Let E and C be categories with the same objects and let p : E → C be a surjection of categories which is the identity on objects. Then Ker(RE → RC) is generated as an R-module by elements w 1 − w 2 where w 1 and w 2 are morphisms in E with p(w 1 ) = p(w 2 ).
Proof. The elements w 1 − w 2 certainly lie in the kernel. Let I be the R-submodule of RE generated by such w 1 − w 2 . The quotient RE/I is spanned by the imagesw = w + I of morphisms w in E and if p(w 1 ) = p(w 2 ) thenw 1 =w 2 , so if we pick α 0 ∈ p −1 (α) for each α ∈ C theᾱ 0 span RE/I. Their images in RC are independent, and RC is an image of RE/I, so it follows that theᾱ 0 are independent, and hence form a basis for RE/I. The mapping RE/I → RC induces a bijection of bases and so is an isomorphism. Therefore I is equal to the kernel.
We now give a smaller set of ideal generators of N. Corollary 3.3. Let E and C be categories with the same objects, let p : E → C be a surjection of categories which is the identity on objects and let N = Ker(RE → RC). Consider the set of pairs (w 1 , w 2 ) of morphisms of E with the property that p(w 1 ) = p(w 2 ) and write (w 1 , w 2 ) ≤ (w Note that the relation ≤ is a preorder, and not necessarily a partial order.
lies in the ideal generated by w 1 − w 2 . The result now follows from Lemma 3.2.
We will use the following result in Proposition 3.5 Lemma 3.4. Let K → E → C be an extension of categories. Then RE is projective as an RK-module.
Proof. Since K is a disjoint union of groups K(x) where x ranges over the objects of K, it suffices to check for each x that 1 x · RE ∼ = y R Hom E (y, x) is projective as a RK(x)-module. However K(x) permutes each set Hom E (y, x) freely (as is immediate from the definition of an extension), and so the module is indeed projective.
Proposition 3.5. Let K → E → C be an extension of categories, let N = Ker(RE → RC) and suppose that R = Z. Then
(1) N is generated as a right RE-module by the elements k x − 1 x where x is an object of K and
the right hand map being induced by the surjection E → C. Thus if the endomorphism groups in K are abelian we have
Observe in statement (1) that because K is a disjoint union of groups the left and right augmentation ideals of RK coincide and we write simply IK for this ideal. In (2) the action of RC on H 1 (K) is the one specified in the remarks at the start of this section.
Proof. Observe that since IK ⊆ N we have IK · RE ⊆ N. For the reverse inclusion, we know from Lemma 3.2 that N is generated as an R-module by elements w 1 − w 2 where w 1 , w 2 ∈ E and p(w 1 ) = p(w 2 ). Because we have an extension of categories there exists k in K so that w 1 = kw 2 and so w 1 − w 2 = (k − 1)w 2 lies in the right submodule generated by the k − 1. It follows that these elements as k ranges over K generate N as a right RE-module, as was claimed in statement (1) .
We now prove statement (2) . Observe that for each RK-module K
Since RE is projective as an RK-module by Lemma 3.4 we may compute Tor RK (R, R) by applying R ⊗ RK − to either of the rows in the following diagram in which the vertical arrows are inclusions:
This gives a commutative diagram with exact rows as follows:
The kernel of the top right hand map may be identified as N/(N · • IE) so we obtain an isomorphism between this group and Tor
RK (R, R). It remains to show that this isomorphism is one of RC-modules
Since K is a disjoint union of groups we may identify Tor
′ taken over the objects of K, where we write K(x) = Aut K (x), and we have a well known isomorphism
Composing this with the map to N/(N · • IE) induced by the inclusion of IK we obtain an isomorhism
where k ∈ K(x). We show finally that this isomorphism is a homormorphism of RE-modules, and hence of RC-modules. If w : x → y is a morphism in E and k ∈ K(x) then w k is defined by an equation wk = w kw and w kK(y) ′ maps to
. This completes the proof of (2), and (3) is immediate from the construction of (K|E) † .
From the definitions and by dimension shifting we know that
so that equivalence classes of category extensions of C by K are in bijection with equivalence classes of module extensions of • IC by K. This bijection is compatible with the the equivalence of categories in the next theorem, in that if two extensions correspond under the equivalence then their cohomology classes correspond under the isomorphism of cohomology groups.
Theorem 3.6. The extension categories C and • IC are equivalent.
Proof. We have already constructed functors in each direction between these two categories. We now show that given an extension of RC-
and an extension of categories
Given an extension (A|U) of
• IC the category U † has morphisms which are certain pairs (u, α) with α ∈ C and now U † † is constructed as a quotient of
• I(U † ), which is spanned by elements (u, α) − 1 cod(α) . We ggg a morphism
This is an RU † -module homomorphism, and since the target is an RC-module we obtain an RC-module homomorphism η :
, so that the following diagram commutes:
(A|U) † † :
where u ∈ A(y) and we have seen in the proof of Proposition 3.5 that it is an isomorphism. We deduce that η is itself an isomorphism. We thus have an isomorphism (A|U) † † → (A|U), and it is evident that our construction is natural. Given an extension (K|E) of C the category E † † has morphisms of the form (v, β) where v ∈
• IE/(N · • IE) and β ∈ C. Given a morphism γ in E we define a functor E → E † † which is the identity on objects, and which on morphisms is γ → (1 − γ + N ·
• IE, p(γ)). We may check that this is indeed a functor. We have seen in Proposition 3.5 that the restriction of this morphism to K is an isomorphism, and from this it follows that the functor E → E † is an isomorphism. We obtain in this way a natural isomorphism (K|E) → (K|E) † † .
We now consider the same constructions in a slightly different set-up where we do not suppose at the beginning that we have an extension of categories. Theorem 3.7. Let p : G → C be a surjection of categories where G and C have the same objects, and suppose the surjection is the identity on objects. Let N = Ker(RG → RC). Then there is a commutative diagram of functors between categories in which the bottom row is an extension
with the universal property that any diagram
in which the bottom row is an extension by an RC-module K, factors uniquely as
Another way to express this is to regard the functors † as being defined on categories where the objects are surjections of categories G → C which are the identity on objects, on the one hand, and surjections of RC-modules U →
• IC on the other hand and in which the morphisms are commutative squares. The functor which takes categories to modules is right adjoint to the functor which takes modules to categories.
Proof. Given the surjection p : G → C we start with the functorial construction described between Proposition 3.1 and Lemma 3.2 of an extension of RC-modules
. We now apply the second functor † :
• IC → C to get an extension which is the top row of the following diagram in which the square is a pullback
does lift to a functor G → G † † so that everything commutes, by the pullback property. This establishes the existence of the first diagram in the statement of the theorem.
A commutative diagram of functors
in which the bottom row is an extension does give rise to a commutative diagram of RC-modules
by functoriality of the † construction, and hence a commutative dia-
by the equivalence of extension categories in Theorem 3.6. From the construction we may verify that the composite G → G † † → E coincides with the original morphism G → E.
Any morphism of extensions (B|G † † ) → (K|E) which appears in a factorization of G → E corresponds under the equivalence of categories to a morphism of extensions (B|G † ) → (K|E † ) in which the morphism G † → E † is the one induced from G → E. Since this morphism is uniquely determined, the original morphism of extensions is uniquely determined.
Relation Modules for Categories
Relation modules for groups have been extensively studied by many authors, and we refer to [10] for an indication of the depth and intricacy of the theory. In this section we make a new definition of relation modules for small categories in general and establish some of their immediate properties, bearing in mind that it is not even clear how the definition should be made outside the realm of groups. The properties we establish are that relation modules occur as the kernels in certain projective objects in the extension categories C and
• IC , and also that the definition we make here genuinely extends the definition usually made for groups. It would be possible to develop the theory of relation modules of categories further along the lines of [10] , but we do not attempt this here. Since relation modules are naturally defined over the integers, in this section we work over the ring Z instead of a more general ring R.
First we recall that given a presentation of groups
(that is, a short exact sequence of groups in which F is a free group) the relation module is defined to be the abelianization K/K ′ , regarded as a ZG-module using conjugation within F .
To define a relation module for a small category C we start with a surjective functor F → C where F is a free category with the same objects as C, and such that the functor is the identity on objects. At this point we do not immediately have the means to copy the construction from group theory, since we do not have a satisfactory notion of the kernel of the functor. Instead we define the associated relation module to be the ZC-module B = N/(N ·
• IF ) where N = Ker(ZF → ZC). This is a special case of the module considered in Section 3 and it appears in the short exact sequence of ZC-modules
obtained by applying the functor † to F → C as described after Proposition 3.1. This sequence is also part of the resolution constructed in Theorem 2.3.
Proposition 4.1. Let F → C be a surjection of categories in which F is a free category with the same objects as C, and let N = Ker(ZF → ZC). Then the extension of ZC-modules
is a projective object in the extension category • IC , and the corresponding extension
is a projective object in C .
Proof. The first statement follows from the fact that F † is a projective ZC-module as in the proof of Theorem 2.3. For, given any diagram of extensions
in which the horizontal map is an epimorphism we obtain a diagram of ZC-modules
which the horizontal map is a surjection, and now the lift morphism F † → E 1 gives rise to a map of extensions (B|F † ) → (A 1 |E 1 ) which is the required lift.
To show that the extension of categories (B|F † ) is projective, the easiest thing at this point is to say that it follows from the equivalence of categories in Theorem 3.6. It is also possible to give a direct argument to show that we can lift through epimorphisms of extensions, using the fact that F is a free category together with the universal property of Theorem 3.7, but this argument is longer.
There is a difference between the definition of a relation module for a group and a relation module for a category, in that the first uses a surjection from a free group and the second uses a surjection from a free category, which is in fact a free monoid since there is only one object. We show now that the category definition gives a module which is a relation module in the sense using free groups. We also show that if we consider a set of group generators for G which do not generate G as a monoid (something which only happens when there are generators of infinite order) then the relation module in the sense of group theory is obtained from the category theory relation module by inducing it from the submonoid of G generated by the elements, to G. Thus relation modules for a group (defined using free groups) are in fact computable using free monoids. This is the content of the next result. Proposition 4.2. Let F be a free group on d generators and let F be the (free) submonoid of F generated by these generators. Let φ : F → G be a surjective group homomorphism to a group G and let C = φ(F ) be the submonoid of G which is the image of C under φ. Let N = Ker(ZF → ZG), and let K = Ker(F → G). The sequence
coming from the group presentation. In particular, ZG ⊗ ZC
Proof. We know from Proposition 2.2 that Since ZG ⊗ ZC Z ∼ = Z (we leave this to the reader) we get an exact sequence of ZG-modules
from which we deduce that
via an isomorphism which associates 1 ⊗ (1 − s) to 1 − s. In the exact sequence
we now deduce that the right hand mapping identifies with the right hand mapping of the sequence coming from the group presentation. It follows that these two sequences are isomorphic, and hence also that the modules are isomorphic as claimed.
Corollary 4.3. Let F be a free group on d generators and let F be the (free) submonoid of F generated by these generators. Let φ : F → G be a group homomorphism to a group G such that the images of the generators of F generate G as a monoid (so G = φ(F )). Let N = Ker(ZF → ZG), and let K = Ker(F → G). Then, as ZG-modules, the relation module computed from F → G is isomorphic to the relation module computed from F → G. Furthermore, the category extension
coming from the monoid presentation is isomorphic to the extension
Proof. We apply Proposition 4.2 in the case C = G, so that the functor ZG ⊗ ZC − is the identity. This gives the isomorphism of relation modules and also shows that the two ZC-module extensions of IG coming from the monoid presentation and from the group presentation are isomorphic.
To show that the two extensions of categories are isomorphic we may use the equivalence of extension categories in Theorem 3.6. This completes the proof, but as an alternative we may observe that the diagram
satisfies the universal property of Theorem 3.7. For, suppose we have a diagram
in which the bottom row is an extension of categories by a ZG-module M. Necessarily E must be a group (we leave this easy argument to the reader) and so the morphism F → E factors through the free group F as F → F → E and K ′ is contained in the kernel of F → E since M is abelian. Thus we obtain a factorization
which is unique since the images of the generators of F generate F/K ′ as a group. Since the other category extension in the statement of the corollary is also known to have this universal property by Theorem 3.7, the two category extensions are isomorphic.
Five-Term Exact Sequences
Exact sequences of low-dimensional cohomology groups are presented in every thorough treatment of group cohomology. We present two pairs of five-term sequences in this section, one pair associated to representations of an extension of categories, the other pair associated to representations of the opposite of an extension of categories. The first of these is what we will use in this paper and we start by describing it, leaving the second possibility to the end of this section.
Theorem 5.1. Let K → E → C be an extension of categories, let B be a right ZC-module and let A a left ZC-module. There are exact sequences
In this result H 1 (K) is the product of the abelianizations of the groups K(x) = End K (x) taken over the objects x of K, and because we have an extension of categories it becomes a left ZC-module, as described at the start of Section 3.
Proof. We follow page 202 of [12] . We start with the short exact sequence of ZC-modules of Proposition 3.5
and apply B ⊗ ZC − to get an exact sequence
In this we can identify the terms
and
We construct an epimorphism
as follows: take a short exact sequence
of right modules, where P is a projective ZC-module, and apply the functors − ⊗ ZE • IE and − ⊗ ZC (ZC ⊗ ZE • IE), which on ZC-modules give isomorphic results. We get a commutative diagram
where the vertical morphisms are part of long exact Tor sequences. The top term is zero because P is projective and we see from this that the top arrow from left to right exists and is an epimorphism. At this point we have an exact sequence
We can replace the two right non-zero terms by H 1 (E, B) and H 1 (C, B) in the following way. We apply B ⊗ ZE − to the diagram
with exact columns from which we deduce that the morphism H 1 (E, B) → H 1 (C, B) is surjective and
Thus we obtain the sequence in the statement of the theorem. The construction of the cohomology sequence is entirely analogous using the functor Hom ZC (−, A) and we omit the details.
We now report on two five-term exact sequences which arise when we have the opposite of an extension of categories. There is an asymmetry in the definition of an extension of categories K i −→E p −→C given at the start of Section 3, in that condition (2) of that definition contains an arbitrary choice which when reversed gives condition (2 op ) in what follows.
(1) K, E and C all have the same objects, i and p are the identity on objects, i is injective on morphisms, and p is surjective on morphisms;
(2 op ) whenever f and g are morphisms in E then p(f ) = p(g) if and only if there exists a morphism k ∈ K for which f = gi(k). In that case, the morphism k is required to be unique.
We will call a pair of functors satisfying (1) and (2 op ) an opposite extension, and it is equivalent to the requirement that the corresponding functors between the opposite categories form an extension.
We have already seen in Section 3 that given an extension K → E → C, K can be regarded as a functor E → Groups. It is immediate that given an opposite extension we may regard K op as a functor E op → Groups, and in fact since K is a disjoint union of groups we have K ∼ = K op via the isomorphism which sends each morphism to its inverse. We see from all this that when we have an opposite extension H 1 (K) acquires the structure of a left ZC op -module, which is the same thing as a right ZC-module. More generally, it is the case that given an opposite extension K → E → C, a left ZE-module A and a right ZE-module B, the cohomology groups H q (K, A) acquire the structure of left ZCmodules and the homology groups H q (K, B) acquire the structure of right ZC-modules.
We now quote a result of Fei Xu [21] which generalizes the LyndonHochschild-Serre spectral sequences in the cohomology of groups. Our notation is slightly different to Xu's, in that he defines homology groups H q (E, B) when B is a left ZE-module, whereas in this paper we define these homology groups when B is a right ZE-module.
Theorem 5.2. Let K → E → C be an opposite extension of categories, let B be a right ZE-module and A a left ZE-module. There are spectral sequences whose second pages are
Just as in group cohomology we may deduce the five-term exact sequences from the Lyndon-Hochschild-Serre spectral sequences so here we may also deduce five-term exact sequences.
Corollary 5.3. Let K → E → C be an opposite extension of categories, let B be a right ZE-module and A a left ZE-module. There are exact sequences
For comparison with Theorem 5.1 observe that
since K is a disjoint union of groups. These groups have the structure of ZC-modules, and in the direct sum decompositions given on the right, the term corresponding to x is the image of 1 x on the module. In the special case that A and B are themselves representations of C, made into representations of E via the given surjection to C, these expressions simplify to H 0 (K, B) ∼ = B and H 0 (K, A) ∼ = A. In this case also we have isomorphisms A) , by the Universal Coefficient Theorem 2.5.
The Schur Multiplier of a Category
We define the Schur multiplier of C to be H 2 (C) = H 2 (C, Z), suppressing the constant coefficients Z from the notation in homology and cohomology groups. It has properties which generalize the corresponding familiar results for groups and we now present the first of these. Theorem 6.1. Let K → E → C be an extension of categories and suppose that the induced homomorphism
Proof. This is an immediate consequence of the five-term exact homology sequence (Theorem 5.1). We take B = Z so that the last four terms of the sequence are
and the result is immediate on observing that
We take a moment to explain the connection between the above result and a familiar result in group theory. Suppose we have a group E with a normal subgroup K and factor group C = E/K. The condition K ⊆ E ′ is equivalent to our condition on first homology that the induced homomorphism E/E ′ → C/C ′ be an isomorphism. Furthermore, the group lim
, the largest quotient of K on which E acts trivially. To require that the extension be central (K ⊆ Z(E)) is the same as to require [K, E] = 1. The result on the Schur multiplier of a group which Theorem 6.1 generalizes is sometimes stated in the form that if K ⊆ E ′ ∩ Z(E) then K is an image of the multiplier. This is seen to be a particular case of Theorem 6.1.
Group extensions for which K ⊆ E ′ are sometimes called stem extensions, and as a generalization of this terminology we use the same term for extensions of categories in which H 1 (E) → H 1 (C) is an isomorphism. We will study them further in Section 8. We are also going to discuss in greater depth the generalization to categories of the notion of a central extension, but for now we can take it to be an extension by a constant functor. If A is any abelian group we use the notation A for the constant functor on C with group A. It is well known that if G is a finite perfect group it has a universal central stem extension which is unique up to isomorphism. We now give a version of this result for categories as follows. It makes use of the Universal Coefficient Theorem 2.5, and not the five term exact sequence. The result will be strengthened in Theorem 8.6 where we show that the unique extension about to be described is in fact a stem extension. Theorem 6.2. Let C be a category for which H 1 (C) is a free abelian group and let A be an abelian group. There is an extension of categories H 2 (C) → E → C with the property that any extension of C by the constant functor A is obtained from it as an explicit pushout, and such an extension with H 2 (C) as its left-hand term is unique up to isomorphism if H 2 (C) is finitely generated. Proof. Since Ext(H 1 (C), A) = 0 we have a functorial isomorphism θ :
by the Universal Coefficients Theorem 2.5. Let (H 2 (C)|E) be the extension of C by H 2 (C) which corresponds to 1 H 2 (C) . We show this has the desired property. For, any extension by A corresponds to a homomorphism f : H 2 (C) → A and is the explicit pushout of f : H 2 (C) → A since the following diagram commutes:
If we have another extension by H 2 (C) with the same property we have maps
and now 1 = β * α * 1 = βα. From this it follows that β is surjective, and since H 2 (C) is finitely generated β must be an isomorphism. Therefore the extensions are isomorphic, by Proposition 3.1.
Sublocally Constant Representations
We continue with our goal of showing that the role of the Schur multiplier in group theory may be duplicated in the context of categories. Prior to doing this we examine in this section some different ways in which the notion of a central group extension may be generalized.
The most obvious kind of category extension to consider which generalizes central group extensions is that of an extension by a constant functor, since on such functors the action of the category is trivial. In fact this notion is probably too restrictive to be useful. For example, the category we represent may be disconnected and there is no reason why we should only consider representations which are are forced to be the same on different components. To remedy this we say that a representation M of a category C is locally constant if and only if whenever α : x → y is a morphism in C then M(x) = M(y) and M(α) is the identity morphism. Thus if M is locally constant the groups M(x) are constant on the connected components of C.
There are still more general classes of representations which extend the notion of a trivial group representation and we define one of these now. We say that a representation M of C is sublocally constant if M is a subfunctor of a locally constant functor. These representations have a technical advantage, which is that each representation M has a largest sublocally constant quotient, whose direct limit equals lim −→ M. We collect some of the first properties of sublocally constant functors Lemma 7.1. Let M be a representation of C.
(1) M is sublocally constant if and only if M is isomorphic to a subfunctor of a constant functor. (2) If M is a sublocally constant representation then for every morphism α :
(3) If M is a subfunctor of a constant functor A for some group A then lim −→ M is the subgroup of A generated by the M(x) where x ranges over the objects of C.
Proof. A subfunctor of a constant functor is also a subfunctor of a locally constant functor. Conversely, given a subfunctor of a locally constant functor, it is isomorphic to a subfunctor of the constant functor whose group is the direct sum over the connected components of C of the component groups of the locally constant functor. This proves (1) The second statement holds because M(α) is the restriction of an identity morphism.
For the third statement we observe that the subgroup generated by the M(x) satisfies the universal property of the direct limit.
Given any representation M we now construct 
The map M → M slc is the map specified at each object x as the canonical map from M(x) to its image in lim −→ M, and it is a surjection.
We characterize sublocally constant representations in various ways. Proposition 7.2. The following are equivalent for a representation M.
(1) M is sublocally constant, (2) the canonical quotient map M → M slc is an isomorphism, (3) each of the canonical homomorphisms M(x) → lim −→ M, as x ranges over the objects of C, is a monomorphism, (4) M is isomorphic to a subfunctor of the constant functor M c . (5) M is isomorphic to a subfunctor of the locally constant functor M lc .
Proof. All of (2), (4) and (5) immediately imply (1) from the definitions, and (2) is equivalent to (3) from the definitions. Since M slc is a subfunctor of both M lc and M c , (2) implies both (4) and (5). We see that (1) implies (3) because if M is sublocally constant we may regard it as a subfunctor of a constant functor A and by Lemma 7.1 each M(x) is a subgroup of lim −→ M.
We now state the universal property which these constructions satisfy. 
Furthermore, both of the maps
Proof. Let N be a sublocally constant representation and suppose we are given a morphism M → N. We will show that this morphism factors through M → M slc . For each object x of C we have Since M lc is constant on each component and the direct sum of the component groups is lim
The final assertion about direct limits follows.
A more sophisticated approach to the statements in Lemma 7.3 is to say that each of the functors M → M c , M → M lc and M → M slc is left adjoint to the corresponding functor which includes either constant, locally constant or sublocally constant functors in the full category of representations of C.
Stem Extensions of Categories
We define a stem extension of categories to be an extension (K|E) which satisfies any of the equivalent statements in the next proposition. Some of these statements have to do with the equivalent ZC-module extension (K|E † ) and we will say also that this module extension is a stem extension in this case. Proposition 8.1. Let (K|E) = (K → E → C) be an extension of C by a ZC-module K with corresponding ZC-module extension (K|E † ) of • IC. The following statements are equivalent.
(1) The induced map 
Now this happens if and only if
K = N/(N· • IE) ⊆ (IE • · • IE)/(N· • IE) = IE • ·( • IE/(N· • IE)) = IC • ·E † . (5) ⇔ (3) The map in (3) is K/(IC • · K) → E † /(IC • · E † )
and this is zero if and only if
the equivalence of (2) and (3) is now clear.
(1) ⇔ (4) We have H 1 (K) = K since the groups in K are abelian, and the map
This map is zero if and only if N ⊆ IE
• · • IE, which was an equivalent condition to (1) which appeared in the proof of the equivalence of (1) and (5).
The special case of the next result which arises when the extensions are group extensions is a standard result and has a direct proof using a calculation with commutators of group elements. Such an approach is not available to us here, but the result is immediate from the five-term exact sequence. Proposition 8.2. In any map of extensions
where K 1 and K are locally constant and the lower extension is a stem extension, the homomorphism K 1 → K is surjective.
Proof. Consider the five-term exact sequences
K is surjective, and since this factors through lim −→ K 1 the map lim −→ K 1 → lim −→ K must be surjective also. Since K 1 and K are locally constant it follows that
We may put a transitive relation ≥ on the set of stem extensions of C by locally constant functors by writing (K 1 |E 1 ) ≥ (K|E) if there is a morphism (K 1 |E 1 ) → (K|E). We see from Theorem 6.1 and Proposition 8.2 that provided H 2 (C) is a finitely generated abelian group, if (K 1 |E 1 ) ≥ (K|E) and (K|E) ≥ (K 1 |E 1 ) then (K|E) ∼ = (K 1 |E 1 ) since the two composites of the two morphisms when restriced to K and K 1 are both surjections, and hence isomorphisms. Thus ≥ induces a partial order on the set of isomorphism classes of stem extensions. We say that a stem extension (K|E) of C by a locally constant functor is maximal if its isomorphism class is maximal in this partial order. Equivalently, a stem extension by a locally constant functor is maximal if and only if whenever it is the target of a morphism from a stem extension, that morphism is an isomorphism. We have as our goals Theorems 8.4 and 8.6 which are about the maximal stem extensions. Proof.
(1) Consider the five-term exact sequences
Here the top map H 2 (C) → lim −→ M is epi and hence so is the map The next result identifies the maximal stem extensions by locally constant functors, and is one of the principal results of this section. It says that each maximal stem extension is, on each component of C, an extension by the constant functor whose group is the Schur multiplier of that component. This is a functor which, when C is not connected, will usually differ from the constant functor H 2 (C), but which in all cases has H 2 (C) as its direct limit. To simplify the question of dealing with connected components of C we assume that C is connected in the next result, so as to obtain a cleaner statement.
Theorem 8.4. Let C be a connected category and let (K|E) : K → E → C be a stem extension, where K is a constant representation of C. Then (K|E) is an image of a stem extension (H 2 (C)|D) :
Proof. Let F → E be a surjective functor where F is a free category with the same objects as C, so that we obtain by Theorem 3.7 a morphism of extensions
is the relation module of the presentation F → E → C and N is the kernel of the algebra homomorphism ZF → ZC. It is convenient to work with the equivalent diagram of ZC-modules
where
, using the equivalence of Theorem 3.6. We have an isomorphism,
by Corollary 2.4, and this is a subgroup of lim
We have seen in Theorem 6.1 that the composite map
We claim that there is in fact a direct sum decomposition lim −→ B = X ⊕ H 2 (C) where X is a subgroup contained in Y which hence maps to 0 in lim −→ K. This is because the quotient 
) is a free abelian group and we conclude that Y = X ⊕(Y ∩H 2 (C)) for some direct factor X ⊆ Y , and hence that lim
We construct a sublocally constant representation U of C by defining for each object x of C the value
is surjective by construction.
Furthermore lim −→ U = H 2 (C) since p is surjective. Let the extension (U|J) be defined by explicit pushout along this map, so there is a morphism of extensions (B|F † ) → (U|J). We claim that (U|J) is a stem extension, and we prove it by showing that the map lim −→ U → lim −→ J is zero, one of the equivalent conditions of Proposition 8.1. We apply the functor lim −→ to the left hand square of the morphism of extensions (B|F † ) → (U|J) to obtain a commutative diagram of groups lim
Observe that H 2 (C) is the kernel of the top map so that the image of lim
since X was constructed to lie in Ker( lim −→ B → lim −→ U). This shows that (U|J) is a stem extension. We claim that because X ⊆ Ker( lim −→ B → lim −→ K) and K is locally constant the morphism of extensions (B|F † ) → (K|E † ) factors through (U|J). This is because U ∼ = B/Q where
and this implies that Q(x) is sent to 0 in lim
Next the morphism (U|J) → (K|E † ) factors through the morphism (U|J) → (H 2 (C)|J) which we see by recalling that lim −→ U = H 2 (C). By Proof. First we comment that it suffices to assume that C is connected, because in general an extension of C is a disjoint union of extensions of its connected components, and the extension is stem if and only if on each component the extension is stem. Thus we assume C = D is connected. We see from Theorem 8.4 that every maximal stem extension has the form stated.
Conversely, suppose we have a stem extension (H 2 (C)|E). Given a morphism (K|E 1 ) → (H 2 (C)|E) in which the first extension is also stem, by Theorem 8.4 there is a morphism (H 2 (C)|E 2 ) → (K|E 1 ) for some E 2 , giving a composite morphism (H 2 (C)|E 2 ) → (H 2 (C)|E). By Proposition 8.2 all these morphisms must be epimorphisms, and in particular the epimorphism H 2 (C) → H 2 (C) is a surjection. Since H 2 (C) is finitely generated this epimorphism is an isomorphism and hence the original morphisms K → H 2 (C) and (K|E 1 ) → (H 2 (C)|E) are isomorphisms. Hence (H 2 (C)|E) is a maximal stem extension.
We have already proved in Theorem 6.2 that if H 1 (C) is a free abelian group and H 2 (C) is finitely generated then up to isomorphism there is a extension by H 2 (C) with the property that every extension of C by a constant functor can be obtained from it by explicit pushout, but we did not prove that this is a stem extension (assuming C is connected). We now do this. Theorem 8.6. Let C be a connected category for which H 1 (C) is free abelian and H 2 (C) is finitely generated. There is up to isomorphism a unique maximal stem extension of C by a constant functor. It has the form (H 2 (C)|E) and has the property that every extension of C by a constant functor can be obtained from it by explicit pushout.
Proof. Let (H 2 (C)|E) be the extension constructed in Theorem 6.2, so that every extension by a constant functor can be obtained from it by explicit pushout. Let (H 2 (C)|E 1 ) be any maximal stem extension of C by a constant functor. It can be obtained by explicit pushout from the first extension, so there is a morphism (H 2 (C)|E) → (H 2 (C)|E 1 ). By Proposition 8.2 this morphism must be an epimorphism, and since H 2 (C) is finitely generated the surjection H 2 (C) → H 2 (C) must be an isomorphism. Hence the two extensions are isomorphic, and the extension described in Theorem 6.2 is a stem extension.
9. Examples 9.1. Cyclic groups. Let H = H(s) be the free monoid on a single generator s and let C m = x be a cyclic group of order m. The surjective homomorphism H → C m which sends s to x gives rise to a surjection RH → RC m , and we let N be the kernel. We see that the monoid algebra RH is a polynomial ring R[s], the augmentation ideal IH is the ideal (s − 1) and N = (s m − 1). The resolution described in Theorem 2.3 is now 9.2. The suspension of K(C 2 , 1). Let C be the category with three objects labelled x, y and z and three non-identity morphisms: g : x → x, a : x → y and b : x → z and so that g 2 = 1 x , the other compositions being determined uniquely. The nerve of C is the suspension of the Eilenberg-MacLane space K(C 2 , 1), since the endomorphism monoid of x has as its nerve K(C 2 , 1), adjoining just one of the morphisms a or b produces a cone on this space, and adjoining both a and b gives the double cone, or suspension. Thus the homology of C is
if n is odd, Z/2Z if n ≥ 2 is even.
We take the presentation of C by the free category F with objects x, y and z and generator morphisms G : x → x, A : x → y and B : x → z. The left augmentation ideal of F is
and the kernel N of the algebra homomorphism ZF → ZC is the 2-sided ideal generated by 1 x − G 2 , B(1 x − G) and A(1 x − G). We find that We see from this that the projective extension of C described in Theorem 3.7 has as its middle term the category F † † which has objects x, y and z and with each of the morphism sets End(x), End(y), End(z), Hom(x, y) and Hom(x, z) a copy of Z. The composition of any two composable morphisms is the sum of the integers. The surjection F † † → C sends each of these sets of morphisms to a single morphism, except for End F (x) → End C (x) which is a surjective group homomorphism Z → Z/2Z. This surjection of categories is seen to be part of an extension M → F † † → C.
Since H 1 (C) = 0 and H 2 (C) = Z/2Z there is a unique (up to isomorphism) maximal stem extension of C by a locally constant functor, and its left term is the constant functor Z/2Z. We describe it first and then explain how it may be calculated. The extension category E has objects x, y and z and now End(y) and End(z) are copies of the cyclic group C 2 while End(x) is a Klein four-group C 2 × C 2 . We may identity Hom(x, y) as a copy of C 2 in which End(x) acts via composition as projection onto the first factor p 1 : C 2 × C 2 → C 2 and then multiplication within C 2 , and End(y) acts as multiplication within C 2 . On the other hand Hom(x, z) is a copy of C 2 in which End(x) acts via composition as projection onto the second factor p 2 : C 2 × C 2 → C 2 and then multiplication within C 2 , and End(z) acts as multiplication within C 2 . There is an extension Z/2Z → E → C in which the surjection End E (x) → End C (x) is the homomorphism C 2 × C 2 → C 2 which has the diagonally embedded copy of C 2 as its kernel, and this is the maximal stem extension.
We may compute this extension by first working over the field of two elements F 2 and constructing a projective resolution of the constant functor F 2 by projective F 2 C-modules. We write modules diagrammatically, so that the constant functor F 2 has the form
where we denote the three simple F 2 C-modules, each of dimension 1 on the subscript object and 0 on the other two, by S x , S y and S z . we have a decomposition of the regular representation into indecomposable projective modules
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