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Abstract. We consider the family of 3 × 3 operator matrices H(K), K ∈ Td := (−pi;pi]d
arising in the spectral analysis of the energy operator of the spin-boson model of radioactive
decay with two bosons on the torus Td. We obtain an analogue of the Faddeev equation for
the eigenfunctions of H(K). An analytic description of the essential spectrum of H(K) is
established. Further, it is shown that the essential spectrum of H(K) consists the union of
at most three bounded closed intervals.
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1. Introduction
In statistical physics [11], solid-state physics [12] and the theory of quantum fields [5], one
considers systems, where the number of quasi-particles is not fixed. Their number can be
unbounded as in the case of full spin-boson models (infinite operator matrix) [7] or bounded
as in the case of ”truncated” spin-boson models (finite operator matrix) [6, 11, 14, 16, 17, 24].
Often, the number of particles can be arbitrary large as in cases involving photons, in other
cases, such as scattering of spin waves on defects, scattering massive particles and chemical
reactions, there are only participants at any given time, though their number can be change.
Recall that the study of systems describingN particles in interaction, without conservation
of the number of particles is reduced to the investigation of the spectral properties of self-
adjoint operators, acting in the cut subspace H(N) of Fock space, consisting of n ≤ N particles
[5, 11, 12, 23].
The essential spectrum of the Hamiltonians (matrix operators) in the Fock space are the
most actively studied objects in operator theory. One of the important problems in the
spectral analysis of these operators is to describe the location of the essential spectrum.
One of the well-known methods for the investigation of the location of essential spectra of
operator matrices are Weyl criterion and the Hunziker-van Winter-Zhislin (HWZ) theorem.
Using these methods in many works the essential spectrum of the 3 × 3 and 4 × 4 lattice
operator matrices are studied, see e.g., [9, 15, 18, 21]. In particular, in [21] it is described the
essential spectrum of 4 × 4 operator matrix by the spectrum of the corresponding channel
operators and proved the HWZ theorem. In [23] geometric and commutator techniques have
been developed in order to find the location of the spectrum and to prove absence of singular
continuous spectrum for Hamiltonians without conservation of the particle number.
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In the present paper we consider the family of 3 × 3 operator matrices H(K), K ∈ Td
associated with the lattice systems describing two identical bosons and one particle, another
nature in interactions, without conservation of the number of particles. This operator acts in
the direct sum of zero-, one- and two-particle subspaces of the bosonic Fock space and it is a
lattice analogue of the spin-boson Hamiltonian [11]. For the study of location of the essential
spectrum of H(K), first we introduce the notion of channel operator Hch(K) corresponding to
H(K). Using the theorem on spectrum of decomposable operators we describe the spectrum
of Hch(K) via the spectrum of a family of generalized Friedrichs models h(K, k), K, k ∈ Td.
Then we prove that the essential spectrum of H(K) is coincide with the spectrum of Hch(K)
and show that the set σess(H(K)) consists the union of at most 3 bounded closed intervals.
Further, we define the new so-called two- and three-particle branches of σess(H(K)).
We point out that the operatorH(K) has been considered before in [2, 3] for a fixedK ∈ Td
and studied its essential and discrete spectrum. In this paper we investigate the essential
spectrum of H(K) depending on K ∈ Td. It is remarkable that, the essential spectrum and
the number of the eigenvalues of a slightly simpler version of H(K) were studied in [13] and
the result about the location of the essential spectrum were announced without proof.
The present paper is organized as follows. Section 1 is an introduction to the whole work.
In Section 2, the operator matrices H(K), K ∈ Td are described as the family of bounded
self-adjoint operators in the direct sum of zero-, one- and two-particle subspaces of the bosonic
Fock space and the main aims of the paper are stated. Family of generalized Friedrichs model
is introduced and its spectrum is established in Section 3. In Section 4, we determine the
channel operator Hch(K) corresponding to H(K) and define its spectrum. Next Section is
devoted to the derivation of the Faddeev equation for the eigenvectors of H(K). In Section
6, we investigate the essential spectrum of H(K) and its new branches.
Throughout this paper, we use the following notation. If A is a linear bounded self-adjoint
operator from Hilbert space to another, then σ(A) denotes its spectrum, σess(A) its essential
spectrum and σdisc(A) its discrete spectrum.
2. Family of 3× 3 operator matrices and its relation with spin-boson models
Let us introduce some notations used in this work. Let Td be the d-dimensional torus,
the cube (−pi, pi]d with appropriately identified sides equipped with its Haar measure. Let
H0 := C be the field of complex numbers (channel 1), H1 := L2(Td) be the Hilbert space
of square integrable (complex) functions defined on Td (channel 2) and H2 := L2sym((Td)2)
stands for the subspace of L2((Td)2) consisting of symmetric functions (with respect to the
two variables) (channel 3). Denote by H the direct sum of spaces H0, H1 and H2, that
is, H = H0 ⊕ H1 ⊕ H2. The spaces H0, H1 and H2 are called zero-, one- and two-particle
subspaces of a bosonic Fock space Fs(L2(Td)) over L2(Td), respectively, and the Hilbert space
H is called the truncated Fock space or the three-particle cut subspace of the Fock space. We
write elements f of the space H in the form, f = (f0, f1, f2), fi ∈ Hi, i = 0, 1, 2 and for any
two elements f = (f0, f1, f2), g = (g0, g1, g2) ∈ H their scalar product is defined by
(f, g) := f0g0 +
∫
Td
f1(t)g1(t)dt+
∫
(Td)2
f2(s, t)g2(s, t)dsdt.
In the present paper we study the essential spectrum of the family of 3 × 3 tridiagonal
operator matrices
(2.1) H(K) :=
 H00(K) H01 0H∗01 H11(K) H12
0 H∗12 H22(K)
 , K ∈ Td
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in the Hilbert space H. The matrix entries Hii(K) : Hi →Hi, i = 0, 1, 2 and Hij : Hj →Hi,
i < j, i, j = 0, 1, 2 are given by
H00(K)f0 = w0(K)f0, H01f1 =
∫
Td
v0(t)f1(t)dt,
(H11(K)f1)(p) = w1(K; p)f1(p), (H12f2)(p) =
∫
Td
v1(t)f2(p, t)dt,
(H22(K)f2)(p, q) = w2(K; p, q)f2(p, q), fi ∈ Hi, i = 0, 1, 2.
Throughout the paper we assume that the parameter functions w0(·), vi(·), i = 0, 1; w1(·; ·)
and w2(·; ·, ·) are real-valued continuous functions on Td; (Td)2 and (Td)3, respectively. In
addition, for any fixed K ∈ Td the function w2(K; ·, ·) is a symmetric, that is, the equality
w2(K; p, q) = w2(K; q, p) holds for any p, q ∈ Td.
Under these assumptions the operator H(K) is bounded and self-adjoint.
We remark that the operators H01 and H12 resp. H
∗
01 and H
∗
12 are called annihilation resp.
creation operators, respectively. A trivial verification shows that
H∗01 : H0 → H1, (H∗01f0)(p) = v0(p)f0, f0 ∈ H0;
H∗12 : H1 → H2, (H∗12f1)(p, q) =
1
2
(v1(p)f1(q) + v1(q)f1(p)), f1 ∈ H1.
These operators have widespread applications in quantum mechanics, notably in the study of
quantum harmonic oscillators and many-particle systems [4]. An annihilation operator lowers
the number of particles in a given state by one. A creation operator increases the number
of particles in a given state by one, and it is the adjoint of the annihilation operator. In
many subfields of physics and chemistry, the use of these operators instead of wavefunctions
is known as second quantization. In this paper we consider the case, where the number of
annihilations and creations of the particles of the considering system is equal to 1. It means
that Hij ≡ 0 for all |i− j| > 1.
The family of operator matrices of this form play a key role for the study of the energy
operator of the spin-boson model with two bosons on the torus. In fact, the latter is a 6× 6
operator matrix which is unitary equivalent to a 2×2 block diagonal operator with two copies
of a particular case of H(K) on the diagonal, see [14]. Consequently, the essential spectrum
and finiteness of discrete eigenvalues of the spin-boson Hamiltonian are determined by the
corresponding spectral information on the operator matrix H(K) in (2.1).
Independently of whether the underlying domain is a torus or the whole space or the
whole space Rd, the full spin-boson Hamiltonian is an infinite operator matrix in Fock space
for which rigorous results are very hard to obtain. One line of attack is to consider the
compression to the truncated Fock space with a finite N of bosons, and in fact most of the
existing literature concentrates on the case N ≤ 2. For the case of Rd there some exceptions,
see e.g. [6, 7] for arbitrary finite N and [24] for N = 3, where a rigorous scattering theory
was developed for small coupling constants.
For the case when the underlying domain is a torus, the spectral properties H(K) for a
fixed K were investigated in [2, 3, 9, 14, 21], see also the references therein. The results
obtained in this paper for all K will play important role when we study the problem of
finding subset Λ ⊂ Td such that the operator matrices H(K) has a finitely or infinitely many
eigenvalues for all K ∈ Λ.
It is well-known that the three-particle discrete Schro¨dinger operator Ĥ in the momentum
representation is the bounded self-adjoint operator on the Hilbert space L2((T
d)3). Introduc-
ing the total quasimomentum K ∈ Td of the system, it is easy to see that the operator Ĥ
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can be decomposed into the direct integral of the family {Ĥ(K), K ∈ Td} of self-adjoint
operators [1, 8]:
Ĥ =
∫
Td
⊕Ĥ(K)dK,
where the operator Ĥ(K) acts on the Hilbert space L2(ΓK) (ΓK ⊂ (Td)2 is some manifold).
Observe that H(K) enjoys the main spectral properties of the three-particle discrete
Schro¨dinger operator Ĥ(K) (see [1, 8]), and the generalized Friedrichs model plays the role
of the two-particle discrete Schro¨dinger operator. For this reason the Hilbert space H is
called the three-particle cut subspace of the Fock space, while the operator matrix H(K) the
Hamiltonian of the system with at most three particles on a lattice.
Main aim of the present paper are
(i) to investigate the spectrum of a family of generalized Friedrichs model;
(ii) to introduce the channel operator Hch(K) corresponding to H(K) and describe its
spectrum;
(iii) to obtain an analogue of the Faddeev equation for eigenvectors of H(K);
(iv) to show that the essential spectrum of H(K) is coincide with the spectrum of Hch(K);
(v) to prove that the essential spectrum of H(K) consists at most three bounded closed
intervals;
(vi) to define the new branches of σess(H(K)).
The next sections are devoted to the discussion of these problems.
3. Family of generalized Friedrichs models and its spectrum
To study the spectral properties of the operator H(K) we introduce a family of bounded
self-adjoint operators (generalized Friedrichs models) h(K, k), K, k ∈ Td, which acts in the
Hilbert space H0 ⊕H1 as 2× 2 operator matrices
(3.1) h(K, k) :=
(
h00(K, k) h01
h∗01 h11(K, k)
)
,
with matrix elements
h00(K, k)f0 = w1(K, k)f0, h01f1 =
1√
2
∫
Td
v1(s)f1(s)ds,
(h11(K, k)f1)(q) = w2(K; k, q)f1(q), fi ∈ Hi, i = 0, 1.
Here
h∗01 : H0 →H1, (h∗01f0)(p) = v1(p)f0, f0 ∈ H0.
Now we study some spectral properties of the family h(K, k), given by (3.1), which plays
a crucial role in the study of the essential spectrum of H(K). We notice that the spectrum,
usual eigenvalues, threshold eigenvalues and virtual levels of the typical models for a fixed
K, k ∈ Td are studied in many works, see for example [2, 3, 19]. The threshold eigenvalues
and virtual levels of a slightly simpler version of h(K, k) were investigated in [20], and the
structure of the numerical range are studied.
Let the operator h0(K, k), K, k ∈ Td acts in H0 ⊕H1 as
h0(K, k) :=
(
0 0
0 h11(K, k)
)
.
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The perturbation h(K, k) − h0(K, k) of the operator h0(K, k) is a self-adjoint operator of
rank 2, and thus, according to the Weyl theorem, the essential spectrum of the operator
h(K, k) coincides with the essential spectrum of h0(K, k). It is evident that
σess(h0(K, k)) = [Emin(K, k);Emax(K, k)],
where the numbers Emin(K, k) and Emax(K, k) are defined by
Emin(K, k) := min
q∈Td
w2(K; k, q) and Emax(K, k) := max
q∈Td
w2(K; k, q).
This yields σess(h(K, k)) = [Emin(K, k);Emax(K, k)].
Remark 3.1. We remark that for some K, k ∈ Td the essential spectrum of h(K, k) may
degenerate to the set consisting of the unique point [Emin(K, k);Emin(K, k)] and hence we can
not state that the essential spectrum of h(K, k) is absolutely continuous for any K, k ∈ Td.
For example, this is the case if the function w2(·; ·, ·) is of the form
w2(K; k, q) = ε(k) + ε(q) + ε(K − k − q),
K = 0¯ := (0, . . . , 0), k = p¯i := (pi, . . . , pi) ∈ Td and
ε(q) =
d∑
i=1
(1− cos qi), q = (q1, . . . , qd) ∈ Td.
Then σess(h(0¯, p¯i)) = {4d}.
For any fixedK, k ∈ Td we define an analytic function ∆K(k ; ·) (the Fredholm determinant
associated with the operator h(K, k)) in C \ [Emin(K, k);Emax(K, k)] by
∆K(k ; z) := w1(K; k)− z − 1
2
∫
Td
v21(t)dt
w2(K; k, t)− z .
The following lemma [2] is a simple consequence of the Birman-Schwinger principle and
the Fredholm theorem.
Lemma 3.2. For any K, k ∈ Td the operator h(K, k) has an eigenvalue z(K, k) ∈ C \
[Emin(K, k);Emax(K, k)] if and only if ∆K(k ; z(K, k)) = 0.
From Lemma 3.2 it follows that for the discrete spectrum of h(K, k) the equality
σdisc(h(K, k)) = {z ∈ C \ [Emin(K, k);Emax(K, k)] : ∆K(k ; z) = 0}
holds.
The following lemma describes the number and location of the eigenvalues of h(K, k).
Lemma 3.3. For any fixed K, k ∈ Td the operator h(K, k) has no more than one simple
eigenvalue lying on the l.h.s. (resp. r.h.s.) of Emin(K, k) (resp. Emax(K, k)).
The proof of Lemma 3.3 is an elementary and it follows from the fact that for any fixed
K, k ∈ Td the function ∆K(k ; ·) is a monotonically decreasing on (−∞;Emin(K, k)) and
(Emax(K, k);+∞).
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4. The spectrum of channel operator corresponding to H(K)
In this section we define the channel operator Hch(K) corresponding to H(K) and describe
its spectrum by the spectrum of the family of operators h(K, k), K, k ∈ Td, defined by (3.1).
We introduce so-called channel operator Hch(K) acting in L
2(Td)⊕ L2((Td)2) as a family
of 2× 2 operator matrices
(4.1) Hch(K) :=
(
H11(K)
1√
2
H12
1√
2
H∗12 H22(K)
)
, K ∈ Td.
It is important that for this case the operator H∗12 is defined as follows
H∗12 : L
2(Td)→ L2((Td)2), (H∗12f1)(p, q) = v1(q)f1(p), f1 ∈ L2(Td).
Under these assumptions the operator Hch(K) is bounded and self-adjoint.
Set
mK := min
p,q∈Td
w2(K; p, q), MK := max
p,q∈Td
w2(K; p, q),
ΛK :=
⋃
k∈Td
σdisc(h(K, k)), ΣK := [mK ;MK ] ∪ ΛK .
Here by Lemma 3.2 we may define the set ΛK as the set of all complex numbers z ∈ C \
[Emin(K, k);Emax(K, k)] such that the equality ∆K(k ; z) = 0 holds for some k ∈ Td.
The spectrum of the operator Hch(K) can be precisely described by the spectrum of the
family h(K, k) of generalized Friedrichs models as well as in the following assertion.
Theorem 4.1. The operator Hch(K) has a purely essential spectrum and for its spectrum
the equality σ(Hch(K)) = ΣK holds.
Proof. It is clear that the operator Hch(K) commutes with any multiplication operator Uα
by the bounded function α(·) on Td:
Uα
(
g1(p)
g2(p, q)
)
=
(
α(p)g1(p)
α(p)g2(p, q)
)
,
(
g1
g2
)
∈ L2(Td)⊕ L2((Td)2).
Therefore the decomposition of the space L2(Td)⊕ L2((Td)2) into the direct integral
(4.2) L2(Td)⊕ L2((Td)2) =
∫
Td
⊕ (H0 ⊕H1)dk
yields the decomposition into the direct integral
(4.3) Hch(K) =
∫
Td
⊕h(K, k)dk,
where the fiber operators (a family of the generalized Friedrichs models) h(K, k) are defined
by (3.1). We note that identical fibers appear in the direct integral in decomposition (4.2).
Then the theorem on the spectrum of decomposable operators [22] gives the equality
(4.4) σ(Hch(K)) =
⋃
k∈Td
σ(h(K, k)).
The definition of the set ΛK and the equality⋃
k∈Td
[Emin(K, k);Emax(K, k)] = [mK ;MK ]
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imply the equality
(4.5)
⋃
k∈Td
σ(h(K, k)) = ΣK .
Now, the equalities (4.4) and (4.5) complete the proof. 
5. The Faddeev equation and main property
In this section we derive an analog of the Faddeev type system of integral equations for
the eigenvectors corresponding to the discrete eigenvalues (isolated eigenvalues with finite
multiplicity) of H(K), which plays a crucial role in our analysis of the spectrum of H(K).
For any fixed K ∈ Td and z ∈ C \ΣK we introduce a 2× 2 block operator matrix T (K, z)
acting in H0 ⊕H1 as
T (K, z) :=
(
T00(K, z) T01(K, z)
T10(K, z) T11(K, z)
)
,
where the entries Tij(K, z) : Hj →Hi, i, j = 0, 1 are defined by
T00(K, z)g0 = (1 + w0(K)− z)g0, T01(K, z)g1 =
∫
Td
v0(t)g1(t)dt;
(T10(K, z)g0)(p) = − v0(p)g0
∆K(p ; z)
, (T11(K, z)g1)(p) =
v1(p)
2∆K(p ; z)
∫
Td
v1(t)g1(t)dt
w2(K; p, t)− z .
Here gi ∈ Hi, i = 0, 1. We note that for each K ∈ Td and z ∈ C \ ΣK the entries T00(K, z),
T01(K, z) and T10(K, z) are rank 1 operators, the integral operator T11(K, z) belongs to the
Hilbert-Schmidt class and therefore, T (K, z) is a compact operator.
The following theorem is an analog of the well-known Faddeev’s result for the operator
H(K) and establishes a connection between eigenvalues of H(K) and T (K, z).
Theorem 5.1. The number z ∈ C \ΣK is an eigenvalue of the operator H(K) if and only if
the number λ = 1 is an eigenvalue of the operator T (K, z). Moreover the eigenvalues z and
1 have the same multiplicities.
Proof. Let z ∈ C\σess(H(K)) be an eigenvalue of the operator H(K) and f = (f0, f1, f2) ∈ H
be the corresponding eigenvector. Then f0, f1 and f2 satisfy the system of equations
(w0(K)− z)f0 +
∫
Td
v0(t)f1(t)dt = 0;
v0(p)f0 + (w1(K; p)− z)f1(p) +
∫
Td
v1(t)f2(p, t)dt = 0;(5.1)
1
2
(v1(p)f1(q) + v1(q)f1(p)) + (w2(K; p, q)− z)f2(p, q) = 0.
The condition z 6∈ [mK ,MK ] yields that the inequality w2(K; p, q) − z 6= 0 holds for all
p, q ∈ Td. Then from the third equation of the system (5.1) for f2 we have
(5.2) f2(p, q) = −v1(q)f1(p) + v1(p)f1(q)
2(w2(K; p, q) − z) .
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Substituting the expression (5.2) for f2 into the second equation of the system (5.1), we
obtain that the system of equations
(w0(K)− z)f0 +
∫
Td
v0(t)f1(t)dt = 0;
v0(p)f0 +∆K(p ; z)f1(p)− v1(p)
2
∫
Td
v1(t)f1(t)dt
w2(K; p, t)− z = 0(5.3)
has a nontrivial solution and this system of equations has a nontrivial solution if and only if
the system of equations (5.1) has a nontrivial solution.
By the definition of the set ΛK the inequality ∆K(p ; z) 6= 0 holds for all z 6∈ ΛK and
p ∈ Td. Therefore, the system of equations (5.3) has a nontrivial solution if and only if the
following system of equations
f0 = (1 + w0(K)− z)f0 +
∫
Td
v0(t)f1(t)dt;
f1(p) = − v0(p)f0
∆K(p ; z)
+
v1(p)
2∆K(p ; z)
∫
Td
v1(t)f1(t)dt
w2(K; p, t)− z
or 2× 2 matrix equation
(5.4) g = T (z)g, g = (f0, f1) ∈ H0 ⊕H1
has a nontrivial solution and the linear subspaces of solutions of (5.1) and (5.4) have the
same dimension. 
Remark 5.2. We point out that the matrix equation 5.4 is an analogue of the Faddeev type
system of integral equations for eigenfunctions of the operator H(K) and it is played crucial
role in the analysis of the spectrum of H(K).
6. Essential spectrum and its new branches
In this section applying the statements of Sections 3-5, the Weyl criterion [22] we investigate
the essential spectrum of H(K).
Denote by ‖ · ‖ and (·, ·) the norm and scalar product in the corresponding Hilbert spaces.
For the convenience of the reader we formulate Weyl’s criterion for the essential spectrum
of H(K) as follows. First, a number λ is in the spectrum of H(K) if and only if there exists
a sequence {Fn(K)} in the space H such that ||Fn(K)|| = 1 and
(6.1) lim
n→∞
‖(H(K)− z0(K)E)Fn(K)‖ = 0.
Here E is an identity operator on H. Furthermore, λ is in the essential spectrum if there is a
sequence satisfying this condition, but such that it contains no convergent subsequence (this
is the case if, for example {Fn(K)} is an orthonormal sequence); such a sequence is called a
singular sequence.
The following theorem describes the location of the essential spectrum of H(K).
Theorem 6.1. The essential spectrum of H(K) is coincide with the spectrum of Hch(K),
that is, σess(H(K)) = σ(Hch(K)). Moreover the set σess(H(K)) consists no more than three
bounded closed intervals.
Proof. By the Theorem 4.1, we have σ(Hch(K)) = ΣK . Therefore, we must to show that
σess(H(K)) = ΣK . We begin by proving ΣK ⊂ σess(H(K)). Since the set ΣK has form
ΣK = ΛK ∪ [mK ;MK ] first we show that [mK ;MK ] ⊂ σess(H(K)). Let z0(K) ∈ [mK ;MK ] be
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an arbitrary point. We prove that z0(K) ∈ σess(H(K)). To this end it is suffices to construct
a sequence of orthonormal vector-functions {Fn(K)} ⊂ H satisfying (6.1).
From continuity of the function w2(K; ·, ·) on the compact set (Td)2 it follows that there
exists some point (p0(K), q0(K)) ∈ (Td)2 such that z0(K) = w2(K; p0(K), q0(K)).
For n ∈ N we consider the following neighborhood of the point (p0(K), q0(K)) ∈ (Td)2 :
Wn(K) := Vn(p0(K))× Vn(q0(K)),
where
Vn(p0(K)) :=
{
p ∈ Td : 1
n+ n′ + 1
< |p − p0(K)| < 1
n+ n′
}
is the punctured neighborhood of the point p0(K) ∈ Td and n′ ∈ N is chosen in such way
that Vn(p0(K)) ∩ Vn(q0(K)) = ∅ for all n ∈ N (provided that p0(K) 6= q0(K)).
Let µ(Ω) be the Lebesgue measure of the set Ω and χΩ(·) be the characteristic function of
the set Ω. We choose the sequence of functions {Fn(K)} ⊂ H as follows:
Fn(K) :=
1√
2µ(Wn(K))
 00
χWn(K)(p, q) + χWn(K)(q, p)
 .
It is clear that {Fn(K)} is an orthonormal sequence.
For any n ∈ N let us consider an element (H(K)− z0(K)E)Fn(K) and estimate its norm:
‖(H(K)−z0(K)E)Fn(K)‖2 ≤ sup
(p,q)∈Wn(K)
|w2(K; p, q)−z0(K)|2+ µ(Vn(p0(K)))max
p∈Td
|v1(p)|2.
The construction of the set Vn(p0(K)) and the continuity of the function w2(K; ·, ·) implies
‖(H(K) − z0(K)E)Fn(K)‖ → 0 as n → ∞, i.e. z0(K) ∈ σess(H(K)). Since the point z0(K)
is an arbitrary we have [mK ;MK ] ⊂ σess(H(K)).
Now let us prove that ΛK ⊂ σess(H(K)). Taking an arbitrary point z1(K) ∈ ΛK we show
that z1(K) ∈ σess(H(K)). Two cases are possible: z1(K) ∈ [mK ;MK ] or z1(K) 6∈ [mK ;MK ].
If z1(K) ∈ [mK ;MK ], then it is already proven above that z1(K) ∈ σess(H(K)). Let z1(K) ∈
ΛK \ [mK ;MK ]. Definition of the set ΛK and Lemma 3.2 imply that there exists a point
p1(K) ∈ Td such that ∆K(p1(K) ; z1(K)) = 0.
We choose a sequence of orthogonal vector-functions {Φn(K)} as
Φn(K) :=
 0φ(n)1 (K; p)
φ
(n)
2 (K; p, q)
 , where φ(n)1 (K; p) := cn(K; p)χVn(p1(K))(p)√
µ(Vn(p1(K)))
,
φ
(n)
2 (K; p, q) := −
v1(p)φ
(n)
1 (K; q) + v1(q)φ
(n)
1 (K; p)
2(w2(K; p, q) − z1(K)) .
Here cn(K; p) ∈ L2(Td) is chosen from the orthonormality condition for {Φn(K)}, that is,
from the condition
(Φn(K),Φm(K)) =
1
2
√
µ(Vn(p1(K)))
√
µ(Vm(p1(K)))
(6.2)
×
∫
Vn(p1(K))
∫
Vm(p1(K))
v1(p)v1(q)cn(K; p)cm(K; q)
(w2(K; p, q)− z1(K))2 dpdq = 0
for n 6= m. The existence of {cn(K; ·)} is a consequence of the following proposition.
Proposition 6.2. There exists an orthonormal system {cn(K; ·)} ⊂ L2(Td) satisfying the
conditions supp cn(K; ·) ⊂ Vn(p1(K)) and (6.2).
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Proof of Proposition 6.2. We construct the sequence {cn(K; ·)} by the induction method.
Suppose that c1(K; p) := χV1(p1(K))(p)
(√
µ(V1(p1(K)))
)−1
. Now we choose the function
c˜2(K; ·) ∈ L2(V2(p1(K))) so that ‖c˜2(K; ·)‖ = 1 and (c˜2(K; ·), ε(2)1 (K; ·)) = 0, where
ε
(2)
1 (K; p) := v1(p)χV2(p1(K))(p)
∫
Td
v1(q)c1(K; q)dq
(w2(K; p, q)− z1(K))2 .
Set c2(K; p) := c˜2(K; p)χV1(p1(K))(p). We continue this process. Suppose that c1(K; p),
. . . , cn(K; p) are constructed. Then the function c˜n+1(K; ·) ∈ L2(Vn+1(p1(K))) is chosen so
that it is orthogonal to all functions
ε(n+1)m (K; p) := v1(p)χVn+1(p1(K))(p)
∫
Td
v1(q)cm(K; q)dq
(w2(K; p, q)− z1(K))2 , m = 1, . . . , n
and ‖c˜n+1(K; ·)‖ = 1. Let cn+1(K; p) := c˜n+1(K; p)χVn+1(p1(K))(p). Thus, we have constructed
the orthonormal system of functions {cn(K; ·)} satisfying the assumptions of the proposition.
Proposition 6.2 is proved. 
We continue the proof of Theorem 6.1. Now for n ∈ N we consider (H(K)−z1(K)E)Φn(K)
and estimate its norm as
‖(H(K)− z1(K)E)Φn(K)‖2 ≤ C(K)max
p∈Td
v21(p)µ(Vn(p1(K)))
+ 2 sup
p∈Vn(p1(K))
|∆K(p; z1(K))|2(6.3)
for some C(K) > 0.
Since µ(Vn(p1(K)))→ 0 and sup
p∈Vn(p1(K))
|∆K(p; z1(K))|2 → 0 as n→∞, from the (6.3) it
follows that ‖(H(K) − z1(K)E)Φn(K)‖ → 0 as n → ∞. This implies z1(K) ∈ σess(H(K)).
Since the point z1(K) is an arbitrary, we have ΛK ⊂ σess(H(K)). Therefore, we proved that
ΣK ⊂ σess(H).
Now we prove the inverse inclusion, i.e. σess(H(K)) ⊂ ΣK . Since for each z ∈ C \ ΣK the
operator T (K; z) is a compact-operator-valued function on C\ΣK , from the self-adjointness
of H(K) and Theorem 5.1 it follows that the operator (I − T (K, z))−1 exists if z is real and
has a large absolute value. The analytic Fredholm theorem (see, e.g., Theorem VI.14 in [22])
implies that there is a discrete set SK ⊂ C\ΣK such that the function (I−T (K, z))−1 exists
and is analytic on C \ (SK ∪ ΣK) and is meromorphic on C \ ΣK with finite-rank residues.
This implies that the set σ(H(K)) \ ΣK consists of isolated points, and the only possible
accumulation points of ΣK can be on the boundary. Thus
σ(H(K)) \ΣK ⊂ σdisc(H(K)) = σ(H(K)) \ σess(H(K)).
Therefore, the inclusion σess(H(K)) ⊂ ΣK holds. Finally we obtain the equality σess(H(K)) =
ΣK .
By Lemma 3.3 for any K, k ∈ Td the operator h(K, k) has no more than one simple
eigenvalue on the l.h.s. (resp. r.h.s) of Emin(K, k) (resp. Emax(K, k)). Then by the theorem
on the spectrum of decomposable operators [22] and by the definition of the set ΛK it follows
that the set ΛK consists of the union of no more than two bounded closed intervals. Therefore,
the set ΣK consists of the union of no more than three bounded closed intervals. Theorem
6.1 is completely proved. 
In the following we introduce the new subsets of the essential spectrum of H(K).
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Definition 6.3. The sets ΛK and [mK ;MK ] are called two- and three-particle branches of
the essential spectrum of H(K), respectively.
It is obvious that for a given H(K), the operator Hch(K) is uniquely selected by the
property of decomposability into a direct integral.
According to Theorem 6.1, the operator Hch(K) have the characteristic property of a
channel operator of the corresponding discrete Schro¨dinger operator, see [1, 8]. Therefore,
we call this operator the channel operator associated with H(K). We note that the channel
operator Hch(K) have a more simple structure than the operator H(K), and hence, Theorem
6.1 plays an important role in the subsequent investigations of the essential spectrum of
H(K).
Since for any K ∈ Td and z ∈ C \ΣK the operators T00(K, z), T01(K, z) and T10(K, z) are
one dimensional and the kernel of T11(K, z) is a continuous function on (T
d)2, the Fredholm
determinant ΩK(z) of the operator I − T (K, z), where I is the identity operator in H0⊕H1,
exists and is a real-analytic function on C \ ΣK .
According to Fredholm’s theorem [22] and Theorem 5.1 the number z ∈ C \ ΣK is an
eigenvalue of H(K) if and only if ΩK(z) = 0, that is,
σdisc(H(K)) = {z ∈ C \ ΣK : ΩK(z) = 0}.
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