INTRODUCTION 1
In dealing with traffic congestion problems, three main questions asked by traffic managers are: 2 "Why is this congestion occurring?", "Can we anticipate when it will occur?", and "How can we 3 prevent or mitigate them?" The first question leads to addressing a congestion diagnosis problem, 4 which aims to understand the causes of a particular congestion situation and identify the most 5 critical causes, and the second question leads to addressing a congestion prediction problem, 6 which aims to predict the occurrence of traffic congestion based on the observations of the causes. 7
These two problems are closely connected and together provide important grounds for answering 8 the third question; that is, the ability to accurately diagnose and predict traffic congestion allows 9 traffic managers to identify and closely monitor the root causes of congestion and therefore 10 proactively detect and manage congestion hotspots. 11
The general objective of this study is to apply a probabilistic graphical modelling approach 12 and machine learning techniques to solve congestion diagnosis and prediction problems in urban 13 road networks. To this end, this paper proposes a Bayesian Network (BN) model that is capable of 14 capturing the probabilistic dependency structure among causes of congestion on a particular road 15 segment and assessing the probability of traffic congestion given various roadway condition 16 scenarios. 17 18
BAYESIAN NETWORKS 19
A Bayesian Network (BN) is a probabilistic graphical model that represents probabilistic 20 relationships among a set of variables via a directed acyclic graph (DAG) (1) (2) (3) . A BN consists of 21 a set of nodes and a set of arcs, where nodes represent random variables and arcs connecting pairs 22 of nodes represent direct dependencies between variables. In general, constructing a BN model 23 requires the following three steps: (i) defining variables (nodes), (ii) specifying structure (arcs), 24 and (iii) specifying parameters (conditional probability distribution for each node). The second 25 step is to determine a qualitative property of the BN, which is causality or dependence 26 relationships between variables, and the third step is to determine its quantitative part, which are 27 probability distributions that quantify these relationships. Once a set of nodes of a BN are defined, 28 specifying its structure and parameters can be done in two ways: manual specification based on 29 domain expert knowledge or automatic specification using machine learning techniques. In this 30 study, we take an approach to manually specifying the network structure while learning parameters 31 from data. Once built, a BN provides a compact representation of the full joint probability 32 distribution over its variables, which allows us to compute the probability of each state of a node 33 conditioned on any subset of other variables. becomes maximum, as shown in FIGURE 1 (a). We will use this binary congestion 12
indicator C as a main target variable in our BN in performing the congestion diagnosis and 13 prediction analysis. 14 15 1 Once the nodes of the BN are specified, the next step is to specify qualitative relationships between 6 variables. While the structure of BN can be learned from data by searching for the best model 7 using various learning algorithms (1, (15) (16) (17) (18) , this paper adopts the approach of manually 8 specifying a set of alternative model structures and selecting the best model from them. This 9 allows us to incorporate our knowledge on the variables into the model building process and 10 compare different configuration assumptions more clearly. Among these seven configurations, we consider type (g) in FIGURE 2 as our main model structure 2 as it seems to be reasonable to assume that the environment variables directly affect both incident 3 occurrence and traffic conditions while there will be also a direct influence of incident occurrence 4 on link traffic. To keep the model structure simple, we assume that variables within each node 5 group are conditionally independent given their common parent or common descendant, i.e., no 6 direct arcs between nodes within the group. This is apparent in Group Once the structure of the BN is determined, the next step is to quantify the relationships between 24 connected nodes. This is done by computing a conditional probability distribution for each node, 25 considering all the possible combinations of values of its parent nodes. For discrete variables, 26 conditional probability distribution is expressed in the form of conditional probability reports weather parameters including precipitation, visiblity, temperature, and humidity, which are 13 recorded every 30 minutes. For the case study, traffic, incident, and wetaher data were collected 14 from 608 days between 2011-01-01 and 2013-09-30. These data are used to learn the parameters of 15 the BN model in FIGURE 3. In order to match the data with the model, the data should be 16 organized in a matrix form, where columns represent 12 variables defined in TABLE 1 and rows  17 represent observations for these variables for the entire study period covering all the study links. 18
To do this, we map weather and incident data to traffic data such that each 3-min traffic 19 observation (link measures) has its associated weather and incident information attached. After 20 fusing data in this way, we obatined a 4,787,932-by-12 matrix for all 19 links, where each row 1 represent a 3-min traffic, incident, and weather observation. Since the data are originally numerical 2 and continuous, the data were discretized on the categorical states defined in TABLE 1. After the 3 discritization, we obtain the matrices of discrete (categorical) data converted from the original 4 numeric matrices. An example of the processed data matrix is provided in FIGURE 5. 5 6
7
FIGURE 5 Example of processed data. this study. FIGURE 6 shows the network scores and classification errors obtained from the seven 24 BN structures in FIGURE 2 including the one selected for this study (type g). FIGURE 6 (a) 25 presents the network scores, where the higher the score, the better the model fits the data. Overall, 26 the scores are low in a and b and high in c, d, e, f, and g. By closely looking at the numbers, we find 27 that the score of g is the highest among the seven in AIC and K2, the second highest in 28
Log-likelihood, and the third highest in BIC. FIGURE 6 (b) presents the classification errors tested 29 for five variables F, S, L, O, and C, where the lower the error, the better a learned model predicts 30 the state of a variable. The classification error for F shows the highest variability across models, 31 where the error is the highest in a and b and the lowest in f and g. By comparing the numbers, we 32 find that the error rate produced by g is the lowest among the seven models when predicting S, L, 33 and, C and the second lowest when predicting F and O. From these results, we conclude that the 34 model structure selected for this study, g, describes the underlying data best, among the tested 35 seven structures. 36 S, L, and C (the lower, the better). 7 8 9
Parameter estimation results

10
The parameters of the BN, i.e., the CPT for each node, were learned from the the data that contain 11 a total of 4,787,932 observations from all 19 links. In this paper, we used the R software package 12 bnlearn (21) for parameter learning and probabilitic inference. showing that 90.9% of the time the occupancy is very low and the percentage of high or very high 23 is 1.7%. Based on Congestion indicator (C), the probability that any given link within the study 24 corridor is congested is 4% and the probability of uncongested is 96%. 25 26 1 2 FIGURE 7 Marginal probability distributions for 12 variables in the proposed BN model. 3 4 4. ANALYSIS 5
In this section, we present a number of analysis methods to identify factors that affect traffic 6 congestion using the BN model constructed above. The main variable of interest is congestion 7 indicator C and its parent nodes DR, D, W, H, I_U, I_O, and I_D are potential causes of congestion 8 or congestion factors, which will be called scenario variables. The focus of our analysis is on 9 understanding the relationships between the target variable and the scenario variables by 10 performing various diagnostic and predictive reasoning tasks. 11 12
Identifying Leading Causes for Congestion Diagnosis 13
Using the BN model, we can perform diagnostic reasoning, i.e., reasoning from effect (congestion 14 occurrence) to cause (scenario variables). FIGURE 8 shows the posterior probability distribution 15 of each scenario variable S given that congestion has been observed, i.e., P(S|C=congested).
16
Notice that the probability of C=congested is 100% in FIGURE 8, meaning that we have updated 17 our belief about the congestion state, e.g., we have observed the traffic congestion, and there is no 18 uncertainty in variable C. Compared to the prior distributions P(S) in FIGURE 7, the following 19 changes have been made on the distributions of scenario variables: 20  [DR] The probability that a link is northbound when congestion has been observed is 21 56.3%, increased from 47.5% when there is no information about the congestion state. 22
The probability that it is weekday has increased from 71.1% to 97.1%. 23
 [H] The probability of being PM-peak has increased from 17% to 49% and that of 1 AM-peak has increased from 17% to 38.1%. 2  [W] The probability that it is raining (regardless of the rain intensity) has increased by 3 3.1%. 4
 [I_U, I_O, I_D] The probabilities that there exists an incident on the downstream link, the 5 current link, and the upstream link have increased from the level of 0.44% to 1.85%, 6
1.41%, and 1.00%, respectively. 7  [F] The probability that the flow rate is very high has increased from 5.6% to 26.8%. 8  [O] The probability that the occupancy is high or very high has increased from 1.7% to 9 7.9%. 10  [S] The probability that the speed is very low or low has increased from 4.1% to 82.6%. 11  [L] The probability that the level-of-service is E-F has increased from 3.6% to 15.6%. 12 13 14 FIGURE 8 The posterior distributions of scenario variables S given that congestion has been 15 observed, i.e., P(S|C=congested). 16 17 18
We can further quantify how strongly a particular scenario state is associated with the congestion 19 occurrence by measuring odds ratio. The odds of an event occurring is the ratio of the probability 20 that the event will happen to the probability that the event will not happen. The odds ratio (OR) is 21 the ratio of the odds of an event occurring in one group to the odds of it occurring in another group, 22
providing a way to measure how strongly the event is associated with the first group compared to 23 the second group. For instance, if we consider the event of "congestion" and compare its odds 1 between two groups: "rain" and "no rain", then the odds ratio is: 2
An odds ratio greater than 1 (less than 1) indicates that the event is more likely (less likely) to 4 occur in the first group. In the above example, OR < 1 indicates that the "congestion" is more 5
likely to occur when it is "rain" compared to when there is "no rain". The fact that the distribution 6 of OR is highly skewed (the odds ratio is limited to zero at the lower end but unlimited at the upper 7 end), however, makes it difficult to compare the strength of association across two regimes 8 1 0   OR and 1  OR . To overcome this, the logarithm of the odds ratio (logOR) is used to 9 convert the scales of "less-likely" and "more-likely" regimes from (0, 1) and (1, ∞) to (-∞, 0) and 10 (0, ∞), respectively. 11
By denoting the event of having congestion and the event of having a particular scenario state 12 simply by C and S, respectively, the log odds ratio (logOR) for our problem is defined as follows: 13 14 15 16 where P(S) is the probability of scenario event S occurring (e.g., P(W=clear)), P(~S) is the 17 probability that the scenario event does not occur (e.g., P(W≠clear)), P(C) is the probability that 18 the congestion occurs, i.e., P(C=congested), and P(~C) is the probability that the congestion does 19 not occur, i.e., P(C≠congested). The odds ratio can also be defined in terms of the joint 20 probabilities, as shown in the last term in Eq. (1), where the expression becomes the product of the 21 probability that both C and S occur and the probability that both C and S do not occur divided by 22 the product of the probabilities that only one of them occur. If the logOR is greater than 0, then 23 having scenario event S is considered to be "associated" with having congestion C and events S 24 and C are more likely occur together. If the logOR is less than 0, event S and C are less likely occur 25 together. All the probability values required to compute logOR can be obtained from the BN model 26 and the results are presented in FIGURE 9. The highest logOR is found in scenario event 27
"D=Weekday" which is 1.15, indicating that weekday and congestion occurrence is very strongly 28 associated (highly likely to occur together). The events "H=PM-peak" and "I_D=Incident" is also 29 strongly associated with congestion occurrence, with the log odds ratios of 0.71 and 0.70, 30
respectively. The next highest logORs are found in "I_O=Incident" and "H=AM-peak" with the 31 values of 0.56 and 0.51, respectively. Scenario events "DR=Southbound, D=Weekend, 32
H=Morning H=Off-peak, H=Night, W=Clear, I_O=No incident, I_D=No incident, I_U=No 33 incident" are all showing the log odds ratios less than 0, indicating that these events are less likely 34 to occur together with the congestion event. 35 1 2 FIGURE 9 The log odds ratio between each scenario event and congestion occurrence. So far, we have investigated the relationships between scenario variables and congestion variable 7 focusing on individual scenario variables separately. It is, however, possible to consider all seven 8 scenario variables simultaneously to quantify their impacts on congestion occurrence. Now 9 assume that scenario event S is the combination of all seven scenario variables, e.g., S = 10 {DR=Southbound, D=Weekday, H=AM-peak, W=Clear, I_U=No incident, I_O=Incident, I_D=No 11 incident}. We are interested in identifying the most important scenarios that are highly associated 12 with congestion event C, namely, scenarios that have high join probabilities with the congestion 13 event, P(S, C). While we can compute all possible combinations of P(S, C) and identify the 14 scenarios with highest joint probabilities, the scenarios identified in this manner might include 15 very rare scenarios because
and the combination of very low P(S) and 16 very high P(C|S) can still produce high P (C,S). A better strategy would be to identify scenarios 17 that produce both high P(S) and high P(C|S Impact  Scenario  of  y  Probabilit  Risk  Scenario      ,  1   2 where P(C,S) represents the overall importance or risk of scenario S, P(S) is the likelihood of the 3 scenario, and P(C|S) is the impact of the scenario expressed in terms of the probability that 4 congestion occurs given this scenario occuring. Based on this framework, we now create the 5 Impact-Probability chart to identify high probability-high impact scenarios (i.e., high P(S) and 6 high P(C|S)) as shown in FIGURE 10. This chart allows us to rate potential risks or importance of 7 a scenario on two dimensions and select appropriate cut-off points for P(S) and P(C|S) based on the 8 number of scenarios that we wish to include in the final scenarios set. In this study, we select top 40 9 important scenarios from the High Probability and High Impact region in the chart and the 10 boundaries for this region were selected as P(S) ≥ 0.0003 and P(C|S) ≥ 0.0085, as depicted in 11 FIGURE 10 (b). The selected 40 scenarios are presented in FIGURE 11 in the form of scenario 12 tree. The column chart in the rightmost column of the figure visualizes the relative magnitude of 13 each of P(S), P(C|S), and P(C,S) across 40 scenarios, allowing us to easily find the ranking of a 14 scenario within the selected scenario group. For instance, scenario #5 has relatively high P(S) but 15 low P(C|S) and scenario #15 has relative low P(S) but high P(C|S) within those 40 scenarios. The 16 resulting P(C,S) are relatively high in both scenarios. 17
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Identifying critical scenarios that affect traffic performance is an important task in many 18 decision-making situations for transportation planning and operations. The proposed approach 19 provides a systematic framework to rank and prioritize important scenarios and can be used in 20 various scenario analysis applications such as scenario-based travel time reliability analysis and 21 simulation modelling (22, 23). 22 23
24
FIGURE 10 Probability-Impact chart for identifying high probability-high impact scenarios 25 in terms of scenario probability P(S) and scenario impact P(C|S 
