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CONSTRUCTION OF MULTI-BUBBLE SOLUTIONS
FOR THE CRITICAL GKDV EQUATION
VIANNEY COMBET AND YVAN MARTEL
Abstract. We prove the existence of solutions of the mass critical generalized Korteweg–
de Vries equation ∂tu + ∂x(∂xxu + u
5) = 0 containing an arbitrary number K > 2 of blow
up bubbles, for any choice of sign and scaling parameters: for any ℓ1 > ℓ2 > · · · > ℓK > 0
and ǫ1, . . . , ǫK ∈ {±1}, there exists an H
1 solution u of the equation such that
u(t)−
K∑
k=1
ǫk
λ
1
2
k (t)
Q
(
· − xk(t)
λk(t)
)
−→ 0 in H1 as t ↓ 0,
with λk(t) ∼ ℓkt and xk(t) ∼ −ℓ
−2
k t
−1 as t ↓ 0. The construction uses and extends techniques
developed mainly in [18] and [22, 23, 24]. Due to strong interactions between the bubbles,
it also relies decisively on the sharp properties of the minimal mass blow up solution (single
bubble case) proved in [3].
1. Introduction
1.1. Main result. We consider the mass critical generalized Korteweg–de Vries equation
(gKdV)
{
∂tu+ ∂x(∂xxu+ u
5) = 0, (t, x) ∈ [0, T ) × R,
u(0, x) = u0(x), x ∈ R.
(1.1)
We first recall a few well-known facts about this equation. The Cauchy problem is locally
well-posed in the energy space H1 from [10, 11, 12]: for a given u0 ∈ H1, there exists a unique
(in a suitable functional space) maximal solution u of (1.1) in C([0, T ),H1) and
T < +∞ implies lim
t↑T
‖∂xu(t)‖L2 = +∞. (1.2)
Moreover, such H1 solutions satisfy the conservation of mass and energy
‖u(t)‖2L2 =
∫
u2(t) = ‖u0‖2L2 , E(u(t)) =
1
2
∫
(∂xu)
2(t)− 1
6
∫
u6(t) = E(u0).
Equation (1.1) is invariant under scaling and translation: if u is a solution of (1.1) then uλ,x0 ,
defined by
uλ,x0(t, x) = λ
1
2u(λ3t, λx+ x0), λ > 0, x0 ∈ R,
is also a solution of (1.1).
Recall that equation (1.1) admits solutions of the form u(t, x) = Q(x− t), called solitons,
where Q is the ground state
Q(x) =
(
3
cosh2(2x)
) 1
4
, Q′′ +Q5 = Q,
1
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which attains the best constant in the following sharp Gagliardo–Nirenberg inequality, as
proved in [40]:
∀v ∈ H1,
∫
v6 6 3
∫
(∂xv)
2
( ∫
v2∫
Q2
)2
.
It is well-known that the conservation of mass and energy, the above inequality, and the blow
up criterion (1.2) ensure that H1 initial data with subcritical mass, i.e. ‖u0‖L2 < ‖Q‖L2 ,
generate global in time and bounded solutions.
Concerning the mass threshold, it was proved in [23] that there exists a unique (up to
invariances) blow up solution S of (1.1) with ‖S(t)‖L2 = ‖Q‖L2 , called the minimal mass
blow up solution. Fixing by convention the blow up time as t ↓ 0, S(t) has the form of a single
blow up bubble satisfying, for some universal constant c0, for all t > 0 close to 0,∥∥∥∥∥S(t)− 1t 12 Q
(
·+ 1t
t
+ c0
)∥∥∥∥∥
H1
. t.
In particular, it follows that ‖∂xS(t)‖L2 ∼ Ct−1 as t ↓ 0 for some C > 0. We refer to [3, 23]
and to the Theorems 1.2, 1.3 and 1.4 below for detailed properties of S(t) near the blow up
time. For blow up and classification results for initial data in a neighborhood of Q, i.e. for
u0 satisfying ‖u0 −Q‖H1 6 α with α > 0 small, we refer to [18, 21, 22, 23, 24, 31] and to the
references therein.
In this paper, we use and extend results and techniques developed in the above mentioned
articles to prove the following finite time blow up result with an arbitrary number of bubbles.
Theorem 1.1. Let K > 2, ℓ1 > ℓ2 > · · · > ℓK > 0 and ǫ1, . . . , ǫK ∈ {±1}. Then there exist
T0 > 0 and a solution u ∈ C((0, T0],H1) to (1.1) such that, for all t ∈ (0, T0],∥∥∥∥∥∥u(t)−
K∑
k=1
ǫk
λ
1
2
k (t)
Q
( · − xk(t)
λk(t)
)∥∥∥∥∥∥
H1
6 t
1
22 , (1.3)
where λk(t) and xk(t) satisfy, for all 1 6 k 6 K,
|λk(t)− ℓkt| 6 t
23
22 ,
∣∣∣xk(t) + ℓ−2k t−1∣∣∣ 6 t− 2122 .
Moreover, the values of the mass and the energy of u(t) are ‖u(t)‖2L2 = K‖Q‖2L2 and
E(u(t)) =
1
16
‖Q‖2L1
K∑
k=1
ℓk
1 + 2 k−1∑
j=1
ǫkǫj
√
ℓk
ℓj
 > 0.
Note that the blow up points xk(t) go to infinity as t ↓ 0, as in all previous blow up
results for the mass critical (gKdV) equation (see [22, 23, 24] and references therein). The
assumption that the values of ℓk are all different implies some decoupling between the bubbles.
In particular, the solution u(t) given by Theorem 1.1 satisfies ‖u(t)‖2L2 = K‖Q‖2L2 , which is
expected to be the minimal amount of mass so that blow up occurs at K different points.
However, because of the slow decay of S(t, x) for x 6 −1t − 1 (see (1.6) below), the bubbles
strongly interact close to the blow up time, as shown by the value of the energy of u(t) given
in Theorem 1.1. Indeed, if on the one hand the first part of the energy 116‖Q‖2L1
∑
k ℓk is due
to the bubbles themselves (recall that E(S(t)) = 116‖Q‖2L1 from [3]), on the other hand the
additional terms
∑
j<k ǫkǫj
√
ℓk
ℓj
are due to interactions.
MULTI-BUBBLES FOR CRITICAL GKDV 3
These interactions need to be carefully computed to construct the solution u(t) and this
is why the present paper relies decisively on the sharp properties of the minimal mass blow
up solution S derived in [3], as well as on some additional technical arguments from [24].
We recall relevant previous results in the next section before commenting on the proof of
Theorem 1.1 in Section 1.3. We also briefly review some results on multi-bubble blow up for
other nonlinear models in Section 1.4.
1.2. Previous results on minimal mass blow up for critical (gKdV). We first recall
the main result in [23].
Theorem 1.2 (Existence and uniqueness of the minimal mass blow up solution [23]).
(i) Existence. There exist a solution S ∈ C((0,+∞),H1) to (1.1) and universal constants
c0 ∈ R, C0 > 0 such that ‖S(t)‖L2 = ‖Q‖L2 for all t > 0 and
‖∂xS(t)‖L2 ∼
C0
t
as t ↓ 0,
S(t)− 1
t
1
2
Q
(
·+ 1t
t
+ c0
)
−→ 0 in L2 as t ↓ 0. (1.4)
(ii) Uniqueness. Let u0 ∈ H1 with ‖u0‖L2 = ‖Q‖L2 and assume that the corresponding
solution u(t) to (1.1) blows up in finite or infinite time. Then, u ≡ S up to the
symmetries of the flow.
In [23], it is also proved that S(t, x) has exponential decay in space for x > −1t , but the
behavior of S(t, x) for x 6 −1t is not studied, and the convergence result (1.4) is limited to
the L2 norm. In view of their objective to eventually prove Theorem 1.1, the authors of the
present paper established in [3] the following sharp time and space asymptotics for S(t) close
to the blow up time.
Theorem 1.3 (Time asymptotics [3]). Let S and c0 be defined as in (i) of Theorem 1.2.
Then there exist functions {Qk}k>0 ⊂ S(R) (with Q0 = Q) such that the following holds.
For all m > 0, there exists T0 > 0 such that, for all t ∈ (0, T0],∥∥∥∥∥∂mx S(t)−
m∑
k=0
1
t
1
2
+m−2kQ
(m−k)
k
( ·+ 1t
t
+ c0
)∥∥∥∥∥
L2
. t1+m. (1.5)
Theorem 1.4 (Space asymptotics [3]). Let S be defined as in (i) of Theorem 1.2 and m > 0.
Then there exists T0 > 0 such that the following hold.
(i) Pointwise asymptotics on the left. For all t ∈ (0, T0], for all x 6 −1t − 1,∣∣∣∣S(t, x) + 12‖Q‖L1 |x|− 32
∣∣∣∣ . |x|− 32− 121 , (1.6)
|∂mx S(t, x)| . |x|−
3
2
−m. (1.7)
(ii) Pointwise bounds on the right. There exists γm > 0 such that, for all t ∈ (0, T0], for
all x ∈ R,
|∂mx S(t, x)| .
1
t
1
2
+m
exp
(
−γm
x+ 1t
t
)
. (1.8)
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As a corollary of Theorems 1.3 and 1.4, we also obtain time estimates in exponential
weighted spaces for S(t), stated and proved in Appendix A.
Let us now comment on the main consequences of the above results on the construction of
multi-bubbles. First, Theorem 1.3 means that S(t) is smooth and that its behavior as t ↓ 0 is
completely understood in any Sobolev norm, which makes it a good candidate as the building
brick to construct multi-bubble solutions.
Second, while the decay of S(t, x) for x > −1t is exponential, which means weak interactions
on the other bubbles on its right, the asymptotic behavior of S(t, x) for x 6 −1t − 1 is
like |x|− 32 . Surprisingly, this asymptotic behavior does not translate like the bubble, but it
rather describes a fixed explicit power-like tail, which interacts with the other bubbles on
the left of S(t, x). Such a power-like perturbation can be considered as a strong interaction
compared to the usual exponential interactions between solitons.
Finally, also observe that the convergence of u(t) to the sum of bubbles in H1 in (1.3) is of
order t
1
22 as t ↓ 0. The reason why we cannot improve this convergence result are the possible
fluctuations of order |x|− 32− 121 of the tail of S(t, x) around the explicit tail −12‖Q‖L1 |x|−
3
2
given by (1.6). Of course, the exponent 121 is not optimal in [3], but it seems difficult to
obtain a significantly better estimate. Another observation to complement Theorem 1.1 is
that u(t) exhibits an explicit tail made of the sum of the tails of each modulated version
of S(t) (see Remark 3.5 at the end of this paper).
1.3. Outline of the proof of Theorem 1.1. Since we anticipate an explicit blow up rate,
it is natural to use rescaled variables — see (2.6) and (2.7). Though not absolutely necessary,
this change of variables allows us to reduce to the case of bounded solitons in large time at
the cost of an additional scaling term in the equation.
Next, we introduce an approximate solution to the multi-bubble problem whose main term
is a sum of K rescaled and modulated versions of S(t). As discussed above, the interactions
between the bubbles are strong because of the tail on the left of the building brick S(t, x).
However, continuing the formal discussion of Section 1.4 in [24], we notice that a tail of the
form c|x|− 32 , with any c ∈ R, is compatible with the blow up rate t−1. Thanks to the precise
space asymptotics in Theorem 1.4 and following the technique developed in [24], we improve
the ansatz by adding terms taking into account the leading order of the interactions of the
bubbles with such fixed tails. Constructed in this way, the approximate solution is sharp
enough to compute the energy of the multi-bubble solution given in Theorem 1.1.
The full ansatz V is introduced in Section 2.2 and studied in Lemmas 2.4 and 2.6. Then,
it only remains to construct a solution close to V using the by now standard (see references
in the next section) strategy of defining a sequence of backwards solutions satisfying uniform
estimates close to V. To derive such uniform estimates, we study both the evolution of
the modulation parameters and the remaining infinite dimensional part (denoted ε in the
standard decomposition result Lemma 2.7). To control ε, we use a modification of the mixed
energy–virial functional introduced in [22] for one bubble. Due to the presence of K bubbles,
we need to run it recursively on each soliton. At this point, the argument is reminiscent from
the construction of bounded multi-solitons in [2, 5, 17, 25]. Finally, some instability directions
have to be controlled by adjusting the initial parameters of the approximate solution, e.g. as
in [2, 5] for the supercritical (gKdV) equation.
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1.4. Previous results for related models. We start by recalling early results on minimal
mass blow up for the mass critical nonlinear Schrödinger equation (in dimension N > 1),
(NLS) i∂tu+∆u+ |u|
4
N u = 0, (t, x) ∈ [0, T ) × RN .
For (NLS), it is well-known (see e.g. [1]) that the pseudo conformal symmetry generates an
explicit minimal mass blow up solution
SNLS(t, x) =
1
t
N
2
e−i
|x|2
4t
− i
tQNLS
(
x
t
)
,
defined for all t > 0 and blowing up as t ↓ 0, where QNLS is the unique radial ground state
of (NLS), solution to
∆QNLS −QNLS + |QNLS|
4
NQNLS = 0, QNLS > 0, QNLS ∈ H1(RN ).
Using the pseudo conformal symmetry, it was proved by Merle [30] that SNLS is the unique
(up to the symmetries of the equation) minimal mass blow up solution of (NLS) in the energy
space. The situation is thus similar to the one for (gKdV), though much more explicit and
simple due to the pseudo conformal symmetry.
The first result on the construction of solutions of a dispersive PDE blowing up at K given
points in RN is given in another pioneering paper of Merle [28] for the mass critical (NLS). In
this paper, the solution is obtained as the limit of backwards solutions containing K focusing
bubbles SNLS and satisfying uniform estimates. This strategy has been widely used and
extended to other constructions of multi-bubble solutions, both in regular or singular regimes
— see [2, 5, 17, 22, 39] notably. Since the blow up solution is obtained by gluing (rescaled
and translated) solutions SNLS(t), it has the so-called conformal blow up rate t
−1. As a
consequence of the exponential decay of SNLS(t), the interactions between the bubbles are
exponentially small in t−1. This construction has been extended to (NLS) in bounded sets
with Dirichlet boundary conditions in [8].
Recall also that, for (NLS), the stable blow up is not the conformal one, but the so-
called log-log blow up, whose rate is
√
1
t log | log t|. This blow up behavior has been studied
thoughtfully by Merle and Raphaël [32, 33, 34] (see also references therein) in a neighborhood
of QNLS. Multiple point log-log blow up solutions and log-log blow up in a bounded set were
studied in [7] and [38].
For the mass critical (NLS), we also mention the construction in [27] of a solution blowing
up strictly faster than the conformal blow up rate using strong interactions between several
colliding blow up bubbles.
For the (gKdV) equation in the slightly supercritical case, which reads
∂tu+ ∂x(∂xxu+ u
p) = 0, (t, x) ∈ [0, T ) × R,
with 5 < p < 5+α and α > 0 small, Lan [15, 16] constructed solutions blowing up at K given
points in the self-similar regime, i.e. with blow up rate t−
1
3 . The idea to construct explicit self-
similar blow up for slightly supercritical models originates from [35] for the (NLS) model. In
contrast to [35], where self-similar solutions are built using the soliton, [15, 16] take advantage
of the exact self-similar profiles constructed by Koch [14] for p > 5 close to 5. As for the
present paper, some technical tools in [15, 16], e.g. the mixed energy–virial functional, are
taken from [18, 22]. However, the context and the difficulties of the construction are different
in the self-similar blow up regime, since the blow up points are finite and the interactions
between the solitons are controlled as perturbation terms (see the outline of the proof in [16]).
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For a numerical study of blow up for the critical and supercritical (gKdV) equations, we
refer to [13] and to the references therein.
Note that, for the L2 critical modified Benjamin–Ono equation, a minimal mass blow up
solution was recently constructed in [26], following [3] and [23] as well as more specific previous
works on Benjamin–Ono type equations (see references in [26]).
For the semilinear wave equation in the energy subcritical case, we refer to [6, 36, 37],
where multi-soliton profiles are relevant in the refined study of the behavior of solutions at
a blow up point. We also refer to the construction by Jendrej [9] of radial two-bubbles for
the energy critical wave equation in large dimensions. In this work, the solution is global in
one direction of time and one bubble stays bounded. On the top of this standing bubble, a
second bubble concentrates with a specific rate as time goes to infinity.
In the parabolic context, a similar result of blow up at K points for the energy subcritical
nonlinear heat equation was proved in the early work [29], using crucially continuity properties
of blow up by perturbation of the data for this equation. We also refer the reader to the
recent result [4] where, in the case of the energy critical heat equation in a bounded set with
zero Dirichlet condition, blow up in infinite time at K given points in the domain is obtained,
provided a particular property related to the Green’s function is satisfied. This construction is
another example of strong interactions, both between the bubbles and the boundary condition
and between the bubbles themselves.
1.5. Notation. For f, g ∈ L2(R), their L2 scalar product is denoted as
〈f, g〉 =
∫
R
f(x)g(x) dx.
The Schwartz space S is classically defined as
S = S(R) = {f ∈ C∞(R,R) | ∀j ∈ N,∀α ∈ N,∃Cj,α > 0,∀y ∈ R, |yαf (j)(y)| 6 Cj,α}.
For f ∈ S and k > 0, we use the notation f (−k) defined by induction as f (0) = f and
f (−k−1)(x) = −
∫ +∞
x
f (−k)(y) dy. (1.9)
Let the generator of L2 scaling be
Λf =
1
2
f + y∂yf.
For brevity,
∑
j and
∑
k denote
∑K
j=1 and
∑K
k=1 respectively. For a given k > 1,
∑
j<k
denotes
∑k−1
j=1 when k > 2, and 0 when k = 1.
All numbers C appearing in inequalities are real positive constants (with respect to the
context), which may change in each step of an inequality.
Finally, for N > 1, we denote by BN (resp. SN ) the closed unit ball (resp. the unit sphere)
of RN for the euclidian norm.
Acknowledgements. This work was partly supported by the Labex CEMPI (ANR-11-
LABX-0007-01) and by the project ERC 291214 BLOWDISOL.
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2. Decomposition of the solution
2.1. Properties of the linearized operator. Let the functional space Y be defined by
Y = {f ∈ C∞(R,R) | ∀j ∈ N,∃Cj, rj > 0,∀y ∈ R, |f (j)(y)| 6 Cj(1 + |y|)rje−|y|}
and L be the linearized operator close to Q given by
Lf = −∂yyf + f − 5Q4f.
We recall without proof the following properties of L. The properties (i)–(iii) are taken
e.g. from [19, 41], while (iv) is proved in [22] and (v) in [24].
Lemma 2.1 (Properties of L). The self-adjoint operator L defined on L2 satisfies:
(i) Kernel: kerL = {aQ′ ; a ∈ R}.
(ii) Scaling: L(ΛQ) = −2Q.
(iii) Coercivity: there exists κ0 > 0 such that, for all f ∈ H1,
〈Lf, f〉 > κ0‖f‖2H1 −
1
κ0
(
〈f,Q〉2 + 〈f,ΛQ〉2 + 〈f, yΛQ〉2
)
. (2.1)
(iv) There exists a unique function P such that P ′ ∈ Y and
(LP )′ = ΛQ, 〈P,Q〉 = 1
16
‖Q‖2L1 > 0, 〈P,Q′〉 = 0, (2.2)
∀y > 0, |P (y)| +
∣∣∣∣P (−y)− 12‖Q‖L1
∣∣∣∣ . e−y/2. (2.3)
(v) There exists a unique even function R ∈ Y such that
LR = 5Q4, 〈Q,R〉 = −3
4
‖Q‖L1 . (2.4)
We recall that the function P plays a crucial role in [3, 22, 23, 24] for understanding the
blow up dynamics. In particular, it appears naturally in the definition of Q1, exhibited in
Theorem 1.3. Indeed, from (3.47) in [3], there exist λ0, c1 ∈ R such that
Q1 = −P ′ − λ0(ΛQ)′ + c1Q′′. (2.5)
2.2. Approximate multi-soliton of the rescaled flow. Let u(t, x) be any solution of (1.1)
defined for t > 0 and x ∈ R. For s < 0 and y ∈ R, we consider the rescaled version of u
defined by
u˜(s, y) =
1
(−2s) 14
u(t, x) with t =
1√−2s and x =
y√−2s , (2.6)
or, equivalently,
u(t, x) =
1
t
1
2
u˜(s, y) with s = − 1
2t2
and y =
x
t
.
In these new variables, u˜ is continuous with values in H1 and is solution of the equation
∂sv +
1
2s
Λv + ∂y(∂yyv + v
5) = 0. (2.7)
Conversely, by a solution v of (2.7), we mean v = u˜ where u is an H1 solution of (1.1) in the
sense of [11, 12].
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Let S be the minimal mass solution of (1.1) defined in Theorem 1.2. Let t0 > 0 be the
minimum of the T0 given by Theorems 1.3 and 1.4 applied with any m such that 0 6 m 6 20,
and let s0 = − 12t20 . We define S˜(s, y) from S(t, x) as above, so that S˜ satisfies (2.7) on (−∞, s0].
As in Theorem 1.1, let K > 2, ℓ1 > ℓ2 > · · · > ℓK > 0 and ǫ1, . . . , ǫK ∈ {±1}. We look
for an approximate solution V of (2.7) under the form of a sum of K rescaled bubbles S˜ plus
correction terms and modulation.
Let s1 < 2ℓ
3
1s0 < 0 with |s1| ≫ 1 to be fixed later, and let I ⊂ (−∞, s1) be a compact
interval. For all 1 6 k 6 K, we consider C1 functions µk and yk defined on I to be determined
later, and define τk by
dτk
ds
= µ−3k . (2.8)
In view of proving Proposition 3.1, which implies Theorem 1.1 by rescaling (see Section 3.8),
we assume that µk, τk and yk satisfy, for some 0 < α≪ 1, for all s ∈ I,
|µ¯k(s)| 6 α, |τ¯k(s)| 6 α, |y¯k(s)| 6 α,
with µ¯k(s) =
µk(s)
ℓk
− 1, τ¯k(s) = τk(s)
sℓ−3k
− 1, y¯k(s) = yk(s)
2sℓ−2k
− 1. (2.9)
For all 1 6 k 6 K, for all s ∈ I and all y ∈ R, we set
Wk(s, y) = ǫkµ
− 1
2
k (s)S˜
(
τk(s),
y − zk(s)
µk(s)
)
with zk = yk + µk
(
−2τk + c0 − c1
2τk
)
,
and similarly, letting µ˜k = µk
(
1 + λ02τk
)−1
,
Qk(s, y) = ǫkµ˜
− 1
2
k (s)Q
(
y − yk(s)
µ˜k(s)
)
, Rk(s, y) = ǫkµ˜
− 1
2
k (s)R
(
y − yk(s)
µ˜k(s)
)
,
P˜k(s, y) = ǫkµ˜
− 1
2
k (s)P
(
y − yk(s)
µ˜k(s)
)
,
where R and P are defined in Lemma 2.1, λ0 and c1 are defined in (2.5), and c0 is defined in
Theorem 1.2. As a consequence of (2.9), we observe that
|z¯k(s)| . |µ¯k(s)|+ |τ¯k(s)|+ |y¯k(s)|+ |s|−1 . α, with z¯k(s) = zk(s)
s
, (2.10)
since, from the definition of zk,
z¯k =
zk
s
= 2ℓ−2k (1 + y¯k)− 2ℓ−2k (1 + µ¯k)(1 + τ¯k) +O(|s|−1)
= O(|y¯k|+ |µ¯k|+ |τ¯k|+ |s|−1).
Similarly, directly from the definition of µ˜k and (2.9), we find
|µ˜k(s)− µk(s)| . |s|−1 and
∣∣∣∣∣ ˙˜µk(s)µ˜k(s) − µ˙k(s)µk(s)
∣∣∣∣∣ . |s|−2. (2.11)
As in [3, 22], we proceed to a simple localization of P˜k to avoid some artificial growth
at −∞. Let
γ = min
16k6K−1
{
1
4ℓk
(
1
ℓ2k+1
− 1
ℓ2k
)}
> 0.
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Let χ ∈ C∞(R,R) be such that 0 6 χ 6 1, χ′ > 0 on R, χ ≡ 1 on [−γ,+∞) and χ ≡ 0 on
(−∞,−2γ]. We define
Pk(s, y) = P˜k(s, y)χ
(
y − yk(s)
µ˜k(s)
|s|−1
)
.
Setting for notational purposes yK+1(s) = yK(s)− 6γℓK |s|, we prove the following result.
Lemma 2.2 (Estimates on Pk). There exists α > 0 small such that the following hold.
For all m > 1, for all 1 6 k 6 K, for all s ∈ I and for all y ∈ R,
|Pk(y)|+ |(y − yk)∂my Pk(y)| . e−
|y−yk|
2µ˜k + 1 1
2
(yk+1+yk)<y<yk
(y),
|∂my Pk(y)| . e−
|y−yk|
2µ˜k + |s|−m1 1
2
(yk+1+yk)<y<yk− ℓkγ2 |s|
(y).
(2.12)
In particular, for all m > 1, for all 1 6 k 6 K and for all s ∈ I,
‖(· − yk)Pk‖H˙m + ‖Pk‖L2 . |s|
1
2 and ‖∂my Pk‖L2 . 1. (2.13)
Proof. From (2.9) and the definitions of γ and χ, we first claim that, for all 1 6 k 6 K,
χ
(
y − yk(s)
µ˜k(s)
|s|−1
)
=
0 for all y 6 12
[
yk+1(s) + yk(s)
]
,
1 for all y > yk(s)− ℓkγ2 |s|.
(2.14)
Indeed, if χ
(
y−yk(s)
µ˜k(s)
|s|−1
)
< 1 then y−yk(s)µ˜k(s) |s|−1 < −γ and so, since µ˜k(s) >
ℓk
2 from (2.9)
and (2.11) by taking α 6 12 ,
y < −γ|s|µ˜k(s) + yk(s) 6 yk(s)− ℓkγ
2
|s|.
Similarly, if χ
(
y−yk(s)
µ˜k(s)
|s|−1
)
> 0 then y−yk(s)µ˜k(s) |s|−1 > −2γ, and so
y > −2γ|s|µ˜k(s) + yk(s) > −2(1 + α)|s|
(
γℓk + ℓ
−2
k
)
.
Thus, for 1 6 k 6 K − 1,
y > −1
2
(1 + α)|s|
(
ℓ−2k+1 + 3ℓ
−2
k
)
> −1
2
(1 + α)|s|
(
2ℓ−2k+1 + 2ℓ
−2
k − 4ℓKγ
)
.
But, from (2.9), we have
−4(1 + α)|s|ℓ−2K 6 yk+1(s) + yk(s) 6 −2(1− α)|s|(ℓ−2k+1 + ℓ−2k ),
and so
y >
1
2
[
yk+1(s) + yk(s)
] (1 + α
1− α − ℓ
3
Kγ
)
>
1
2
[
yk+1(s) + yk(s)
]
,
by taking α > 0 small enough, namely α 6 ρρ+2 with ρ = ℓ
3
Kγ > 0. For k = K, we find
similarly, from (2.9) and the definition of yK+1 above,
y > −2(1 + α)ℓ−2K |s|(1 + ρ) > ℓ−2K |s|(2α − 2− 3ρ) > yK(s)− 3γℓK |s| =
1
2
[
yK+1(s) + yK(s)
]
by taking again α > 0 small enough, namely α 6 ρ2(ρ+2) .
Thus, the claim (2.14) is proved, and we deduce directly (2.12) from this claim, the defi-
nition of Pk and the properties of P as recalled in Lemma 2.1. Finally, estimates (2.13) are
obtained as direct consequences of (2.12), which concludes the proof of Lemma 2.2. 
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In order to handle the growth of P˜k at −∞, we also introduce the local norms
‖f‖L∞
k
= sup
y∈R
∣∣∣∣f(y)e− |y−yk|10µ˜k ∣∣∣∣ and ‖f‖2L2
k
=
∫
f2(y)e
− |y−yk|
10µ˜k dy.
We may now prove the following key result for our analysis, which translates in terms ofWk
the properties satisfied by S given in Theorems 1.3 and 1.4 and in Corollary A.1.
Lemma 2.3 (Estimates on Wk). Let 1 6 k 6 K and 1 6 m 6 20. Then the function Wk
satisfies the following, for all s ∈ I.
(i) Sobolev norms estimates:
‖Wk −Qk‖L2 . |s|−
1
2 , ‖Wk −Qk‖H˙m . |s|−1, (2.15)
and, in particular,
‖Wk −Qk‖L∞ . |s|−
3
4 . (2.16)
More precisely, ∥∥∥∥Wk −Qk − 12τk P˜k
∥∥∥∥
H˙m
. s−
3
2 . (2.17)
(ii) Exponential weighted estimate:∥∥∥∥Wk −Qk − 12τk P˜k
∥∥∥∥
L∞
k
. |s|−2. (2.18)
(iii) Pointwise asymptotics on the left: for all y 6 yk − |s| 34 ,∣∣∣∣Wk(s, y) + ǫk2 ‖Q‖L1µk√−2τk|y − zk|− 32
∣∣∣∣ . |s| 12+ 142 |y − zk|− 32− 121 , (2.19)
|∂my Wk(s, y)| . |s|
1
2 |y − zk|−
3
2
−m. (2.20)
(iv) Pointwise bounds on the right: there exists ρm−1 > 0 such that, for all y ∈ R,
|∂m−1y Wk(s, y)| . exp
[
−ρm−1
(
y − yk
µ˜k
)]
. (2.21)
(v) Polynomial weighted estimates:
‖(· − yk)(Wk −Qk)‖H˙m . |s|−
1
2 . (2.22)
(vi) Equation:
∂sWk +
1
2s
ΛWk + ∂y
(
∂yyWk +W
5
k
)
= ~m0k · ~MkWk, (2.23)
with ~Mk =
(−Λk
−∂y
)
, Λk =
1
2 + (y − yk)∂y and
~m0k =

µ˙k
µk
+
1
2µ3kτk
− 1
2s
y˙k − yk
2s
− 1
µ2k
− c0
2µ2kτk
+
3c1
4µ2kτ
2
k
 .
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Proof. (i) First note that (2.9) and (2.17) imply directly the second estimate in (2.15) since
P ′ ∈ Y from Lemma 2.1. Note also that (2.16) is a direct consequence of (2.15) from the
standard inequality ‖f‖2L∞ . ‖f‖L2‖∂yf‖L2 , valid for any f ∈ H1(R). Thus, we just have to
prove the first estimate in (2.15) and (2.17).
To prove the first estimate in (2.15), we apply (1.5) withm = 0 and obtain, for all t ∈ (0, t0],∥∥∥∥∥S(t)− 1t 12 Q
(
·+ 1t
t
+ c0
)∥∥∥∥∥
L2
. t.
Thus, applying the change of variables (2.6), we get, for all s 6 s0,∥∥∥S˜(s)−Q (· − 2s+ c0)∥∥∥
L2
. |s|− 12
and so, from the definition of Wk, for all s ∈ I,∥∥∥∥Wk − ǫkµ− 12k Q( · − ykµk + c12τk
)∥∥∥∥
L2
. |s|− 12 .
But, from (2.11) and the a priori estimate (2.9) on τk, we have∥∥∥∥µ− 12k Q( ·µk + c12τk
)
− µ˜−
1
2
k Q
( ·
µ˜k
)∥∥∥∥
L2
. |s|−1.
We deduce the first estimate in (2.15) from the two above estimates and the definition of Qk.
To prove (2.17), we proceed similarly and first get from (1.5), applied with any 1 6 m 6 20,
for all t ∈ (0, t0],∥∥∥∥∥∂mx S(t)− 1t 12+mQ(m)
(
·+ 1t
t
+ c0
)
− 1
t
1
2
+m−2Q
(m−1)
1
(
·+ 1t
t
+ c0
)∥∥∥∥∥
L2
. t3−m.
Note that we may obtain a sharper estimate in the case m > 2, but the above one will be
enough for our purpose. Thus, applying the change of variables (2.6), we get, for all s 6 s0,∥∥∥∥∂my S˜(s)−Q(m) (· − 2s+ c0) + 12sQ(m−1)1 (· − 2s+ c0)
∥∥∥∥
L2
. |s|− 32
or equivalently, from the expression (2.5) of Q1,∥∥∥∥S˜(s)− [Q+ 12sP + λ02sΛQ− c12sQ′
]
(· − 2s+ c0)
∥∥∥∥
H˙m
. |s|− 32 .
Noticing that, from a Taylor expansion with remainder of integral form, for all j > 0,∥∥∥∥∥
(
1 +
λ0
2s
) 1
2
Q
[(
1 +
λ0
2s
)(
· − c1
2s
)]
−
(
Q+
λ0
2s
ΛQ− c1
2s
Q′
)∥∥∥∥∥
H˙j
. |s|−2, (2.24)
we obtain∥∥∥∥∥S˜(s)−
(
1 +
λ0
2s
) 1
2
(
Q+
1
2s
P
)[(
1 +
λ0
2s
)(
· − 2s+ c0 − c1
2s
)]∥∥∥∥∥
H˙m
. |s|− 32 .
From the definitions of µ˜k and Wk, it gives, for all s ∈ I,∥∥∥∥Wk − ǫkµ˜− 12k (Q+ 12τkP
)( · − yk
µ˜k
)∥∥∥∥
H˙m
. |s|− 32 ,
then (2.17) from the definitions of Qk and P˜k.
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(ii) The proof of (2.18) follows closely the one of (2.17) above. From (A.2) applied with
B = 10, M = 1 and m = 0, 1, we first obtain, for all (0, t0],∥∥∥∥∥
[
S(t)− 1
t
1
2
(
Q+ t2Q
(−1)
1
)( ·+ 1t
t
+ c0
)]
e−
|·+ 1
t
|
10t
∥∥∥∥∥
L∞
. t
7
2 ,
where Q
(−1)
1 = −P − λ0ΛQ+ c1Q′ from (1.9), (2.3) and (2.5), and so, by (2.6),∥∥∥∥[S˜(s)− (Q+ 12sP + λ02sΛQ− c12sQ′
)
(· − 2s + c0)
]
e−
|·−2s|
10
∥∥∥∥
L∞
. |s|−2.
Using (2.24) for j = 0, 1, we get, for all s 6 s0,∥∥∥∥∥
[
S˜(s)−
(
1 +
λ0
2s
) 1
2
(
Q+
1
2s
P
)((
1 +
λ0
2s
)(
· − 2s+ c0 − c1
2s
))]
e−
|·−2s|
10
∥∥∥∥∥
L∞
. |s|−2.
From the definitions of µ˜k and Wk, it gives, for all s ∈ I,∥∥∥∥[Wk − ǫkµ˜− 12k (Q+ 12τkP
)( · − yk
µ˜k
)]
e
− |·−yk|
10µ˜k
∥∥∥∥
L∞
. |s|−2,
then (2.18) from the definitions of Qk, P˜k and L
∞
k .
(iii) From (1.6), (1.7) and (2.6), we obtain, for all y 6 2s−√−2s,∣∣∣∣S˜(s, y) + 12‖Q‖L1√−2s|y|− 32
∣∣∣∣ . |s| 12+ 142 |y|− 32− 121 and |∂my S˜(s, y)| . |s| 12 |y|− 32−m.
We deduce (2.19) and (2.20) from these two estimates, the a priori estimates (2.9) and the
definition of Wk.
(iv) From (1.8) and (2.6), we obtain, for all s 6 s0 and all y ∈ R,
|∂m−1y S˜(s, y)| . exp
[
−γm−1(y − 2s)
]
,
which gives, from the definition of Wk and (2.11), for all s ∈ I and all y > yk,
|∂m−1y Wk(s, y)| . exp
[
−γm−1
(
y − yk
µk
)]
. exp
[
−2
3
γm−1
(
y − yk
µ˜k
)]
,
then (2.21) by letting ρm−1 = 23γm−1 > 0. Note that (2.21) holds also obviously for y 6 yk
since ‖∂m−1y Wk‖L∞ . 1 from (2.15).
(v) To prove (2.22), we first notice that ‖∂m−1y (Wk−Qk)‖L2 . |s|−
1
2 from (2.15). Then we
decompose ‖(· − yk)∂my (Wk − Qk)‖L2 on the three regions y < 2yk, 2yk 6 y 6 0 and y > 0.
Indeed, using first (2.20) and the exponential decay of Q, we obtain
‖(· − yk)∂my (Wk −Qk)‖2L2(y<2yk)
. |s|
∫
y<2yk
(yk − y)2(zk − y)−3−2m dy +
∫
y<2yk
(yk − y)2e
2(y−yk)
µ˜k dy
. |s|
∫
y<2yk
(yk − y)−3 dy +
∫
y<2yk
e
y−yk
µ˜k dy . |s||yk|−2 + eyk/µ˜k . |s|−1,
from (2.9), (2.10) and the fact that we assume m > 1. Next, from (2.17), we get
‖(·−yk)∂my (Wk−Qk)‖L2(2yk6y60) . |s|
∥∥∥∥Wk −Qk − 12τk P˜k
∥∥∥∥
H˙m
+|s|−1‖(·−yk)∂my P˜k‖L2 . |s|−
1
2 ,
MULTI-BUBBLES FOR CRITICAL GKDV 13
using also the exponential decay of P ′ ∈ Y. Finally, from (2.21) and the exponential decay
of Q, we obtain, with ρ′m = min(ρm, 1) > 0,
‖(· − yk)∂my (Wk −Qk)‖2L2(y>0) .
∫
y>0
e
−ρ′m
(
y−yk
µ˜k
)
dy . eρ
′
myk/µ˜k . |s|−10.
Gathering the above estimates, we obtain (2.22).
(vi) First, note that ǫkS˜ satisfies (2.7) and
ǫkS˜(τk(s), y) = µ
1
2
k (s)Wk(s, µk(s)y + zk(s)).
Using (2.8), we compute
ǫk∂sS˜(τk, y) = µ
3
k∂s
[
ǫkS˜(τk, y)
]
= µ
7
2
k
[
µ˙k
µk
Wk
2
+ ∂sWk + µ˙ky∂yWk + z˙k∂yWk
]
(s, µky + zk)
= µ
7
2
k
[
∂sWk +
µ˙k
µk
ΛWk +
(
z˙k − µ˙k
µk
zk
)
∂yWk
]
(s, µky + zk),
then
ǫk
2τk
ΛS˜(τk, y) = µ
1
2
k
1
2τk
[
Wk
2
+ µky∂yWk
]
(s, µky + zk)
= µ
7
2
k
1
2µ3kτk
[
ΛWk − zk∂yWk
]
(s, µky + zk),
and
ǫk∂y(∂yyS˜ + S˜
5)(τk, y) = µ
7
2
k
[
∂y
(
∂yyWk +W
5
k
)]
(s, µky + zk).
Thus, summing the above terms and using the definition of zk,Wk satisfies the equation (2.23),
which concludes the proof of Lemma 2.3. 
For 1 6 k 6 K, we consider additional C1 functions rk, dk and ak defined on I by
rk(s) = ǫkµ˜
1
2
k (s)
∑
j 6=k
Wj(s, yk(s)), dk(s) = ǫkµ˜
3
2
k (s)
∑
j 6=k
∂yWj(s, yk(s)), (2.25)
and ak to be determined later. We assume that ak satisfies, for all s ∈ I,
|ak(s)| 6 |s|−1, (2.26)
and we observe that, from (2.9) and (2.19)–(2.21),
|rk(s)| . |s|−1, |dk(s)| . |s|−2. (2.27)
We will prove more precise asymptotics on rk and dk in Lemma 2.5 below.
Finally, for all s ∈ I and y ∈ R, let
Vk(s, y) = Wk(s, y) + rk(s)Rk(s, y) + ak(s)Pk(s, y)
and define
W =
K∑
k=1
Wk and V =
K∑
k=1
Vk =W+
K∑
k=1
(rkRk + akPk).
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Note that, by (2.13), (2.15)–(2.16), (2.22) and (2.26)–(2.27), we have, for all 1 6 k 6 K,
all 1 6 m 6 19 and all s ∈ I, ‖(· − yk)(Vk −Qk)‖H˙m + ‖Vk −Qk‖L2 . |s|
− 1
2 , ‖Vk −Qk‖L∞ . |s|−
3
4 ,
‖Vk −Qk‖H˙m . |s|−1, ‖∂my (Vk −Qk)‖L∞ . |s|−1,
(2.28)
and, in particular, ‖∂m−1y V‖L2 + ‖∂m−1y V‖L∞ . 1.
In the next lemma, we prove that such an ansatz V is indeed an approximate solution
of (2.7), in a precise sense. In Lemma 2.6 below, we also estimate the mass and the energy
of V, relying on the sharp estimates of Lemma 2.5.
Lemma 2.4 (Approximate rescaled multi-soliton). The error of the flow (2.7) at V, defined
as
EV = ∂sV+ 1
2s
ΛV+ ∂y(∂yyV+V
5),
decomposes as
EV =
∑
j
~mj · ~MjVj +
∑
j
(r˙jRj + a˙jPj) +Ψ (2.29)
where, for all 1 6 j 6 K,
~mj =
(
mj,1
mj,2
)
=

µ˙j
µj
+
1
2µ3jτj
− 1
2s
+
aj
µ3j
y˙j − yj
2s
− 1
µ2j
− c0
2µ2jτj
+
3c1
4µ2jτ
2
j
 = ~m0j +

aj
µ3j
0
 , (2.30)
and ~m0j and
~Mj are defined in (vi) of Lemma 2.3. Moreover, for all s ∈ I,
‖Ψ‖H2 . |s|−
7
4 + |s|− 12
∑
j
|aj |, (2.31)
and, for any 1 6 k 6 K,
‖Ψ‖
H2(y>yk−|s|
1
4 )
. |s|− 138 + |s|− 12
∑
j<k
|aj |, ‖Ψ‖L∞
k
. |s|−2, (2.32)
|〈Ψ, Qk〉 − Ωk| . |s|−
5
2 , (2.33)
with
Ωk(s) =
‖Q‖2L1
8µ3k(s)
[
ak(s)
τk(s)
+ a2k(s)
]
+
‖Q‖L1
µ3k(s)
dk(s).
Proof. Equation of V. We insert the definition of V =
∑
j(Wj + rjRj + ajPj) in EV and,
using the equation (2.23) satisfied by Wj, we obtain
EV =
∑
j
~m0j · ~MjWj +
∑
j
(r˙jRj + a˙jPj) + |s|−1
∑
j
ajZj
−
∑
j
˙˜µj
µ˜j
Λj (rjRj + ajPj)−
∑
j
y˙j∂y (rjRj + ajPj) +
1
2s
∑
j
Λ (rjRj + ajPj)
+
∑
j
∂yyy(rjRj + ajPj) + ∂y
V5 −∑
j
W 5j
 ,
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where we have denoted
Zj(s, y) =
(
y − yj(s)
µ˜j(s)
|s|−1
)
ǫj µ˜
− 1
2
j (s)P
(
y − yj(s)
µ˜j(s)
)
χ′
(
y − yj(s)
µ˜j(s)
|s|−1
)
. (2.34)
Since
˙˜µj
µ˜j
=
µ˙j
µj
+
λ0
2µ3jτ
2
j
(
1 +
λ0
2τj
)−1
from the definition of µ˜j, we may decompose EV as
EV =
∑
j
~mj · ~MjVj +
∑
j
(r˙jRj + a˙jPj) +Ψ,
where we have set
Ψ = |s|−1
∑
j
ajZj +
∑
j
 1
2µ3jτj
+
aj
µ3j
− λ0
2µ3jτ
2
j
(
1 +
λ0
2τj
)−1Λj(rjRj + ajPj)
+
∑
j
[
− c0
2µ2jτj
+
3c1
4µ2jτ
2
j
]
∂y(rjRj + ajPj)
+
∑
j
ajµ
−3
j ΛjWj +
∑
j
aj∂y
(
∂yyPj − µ−2j Pj + 5Q4jPj
)
+
∑
j
rj∂y
(
∂yyRj − µ−2j Rj + 5Q4jRj
)
+ ∂y
V5 −∑
j
W 5j − 5
∑
j
Q4j(rjRj + ajPj)

= (ΨI +ΨII) +ΨIII +ΨIV +ΨV.
Estimate of ΨI. We rely on (2.3) and (2.14) to estimate Zj . For instance, we first note
that ‖Zj‖H2 . |s|
1
2 . Thus,
‖ΨI‖H2 . |s|−
1
2
∑
j
|aj |.
Moreover, we observe that, for j > k, Zj(y) = 0 for y > yk − |s| 14 , and so
‖ΨI‖
H2(y>yk−|s|
1
4 )
. |s|− 12
∑
j<k
|aj |.
Finally, we note that ‖Zj‖L∞
k
. |s|−10 for all 1 6 j 6 K. Thus, using also the exponential
decay of Q, we get
|〈ΨI, Qk〉| . ‖ΨI‖L∞
k
. |s|−12.
Estimate of ΨII. First, from (2.9) and (2.26), we notice that∣∣∣∣∣ 12µ3jτj + ajµ3j
∣∣∣∣∣ . |s|−1 and
∣∣∣∣∣∣ λ02µ3jτ2j
(
1 +
λ0
2τj
)−1∣∣∣∣∣∣ . |s|−2.
Second, from the exponential decay of R ∈ Y and (2.13), we have ‖ΛjRj‖H2 . 1 and
‖ΛjPj‖H2 . |s|
1
2 . Thus, using also (2.27), we find
‖ΨII‖H2 . |s|−2 + |s|−
1
2
∑
j
|aj |.
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Moreover, since ‖ΛjPj‖
H2(y>yk−|s|
1
4 )
. |s| 18 for j > k from (2.12), we have
‖ΨII‖
H2(y>yk−|s|
1
4 )
. |s|−2 + |s|−2+ 18 + |s|− 12
∑
j<k
|aj | . |s|− 158 + |s|− 12
∑
j<k
|aj |.
Similarly, since ‖ΛjPj‖L∞
k
. |s|−10 for j 6= k and ‖ΛkPk‖L∞
k
. 1, we find
‖ΨII‖L∞
k
. |s|−2.
Finally, projecting on Qk, observing that 〈ΛkRk, Qk〉 = 〈ΛR,Q〉 and, from the properties
of χ, 〈ΛkPk, Qk〉 = 〈ΛP,Q〉+O(|s|−10), we obtain, using also (2.14),∣∣∣∣∣〈ΨII, Qk〉 −
(
rk
2µ3kτk
+
akrk
µ3k
)
〈ΛR,Q〉 −
(
ak
2µ3kτk
+
a2k
µ3k
)
〈ΛP,Q〉
∣∣∣∣∣ . |s|−3.
Estimate of ΨIII. We proceed as in the estimate of ΨII except that, from Lemma 2.1,
〈Rk, ∂yQk〉 = µ˜−1k 〈R,Q′〉 = 0 by parity, and
〈Pk, ∂yQk〉 = 〈P˜k, ∂yQk〉+O(|s|−10) = µ˜−1k 〈P,Q′〉+O(|s|−10) = O(|s|−10).
Since we also have ‖∂yPj‖H2 + ‖∂yRj‖H2 . 1 from (2.13), we obtain
‖ΨIII‖H2 . |s|−2 and |〈ΨIII, Qk〉| . |s|−12.
Estimate of ΨIV. For (l,m) ∈ N2, set
P
(l,m)
j (s, y) = ǫj µ˜
−( 1
2
+l+m)
j (s)P
(l)
(
y − yj(s)
µ˜j(s)
)
χ(m)
(
y − yj(s)
µ˜j(s)
|s|−1
)
.
Note for instance that P
(0,0)
j = Pj . From the relation (LP )
′ = ΛQ in (2.2), we find
∂y
(
∂yyP˜j − µ˜−2j P˜j + 5Q4j P˜j
)
= −µ˜−3j ΛjQj,
and so
∂y
(
∂yyPj − µ−2j Pj + 5Q4jPj
)
= −µ˜−3j (ΛjQj)χ
(
· − yj(s)
µ˜j(s)
|s|−1
)
+ µ˜j(µ˜
−2
j − µ−2j )P (1,0)j − µ−2j |s|−1P (0,1)j
+ 5|s|−1Q4jP (0,1)j + 3|s|−1P (2,1)j + 3|s|−2P (1,2)j + |s|−3P (0,3)j .
Thus,
ΨIV =
∑
j
ajµ
−3
j Λj(Wj −Qj) +
∑
j
aj µ˜
−3
j ΛjQj
[
1− χ
(
· − yj(s)
µ˜j(s)
|s|−1
)]
+
∑
j
aj(µ
−3
j − µ˜−3j )ΛjQj +
∑
j
ajµ˜j(µ˜
−2
j − µ−2j )P (1,0)j −
∑
j
ajµ
−2
j |s|−1P (0,1)j
+
∑
j
aj|s|−1
[
5Q4jP
(0,1)
j + 3P
(2,1)
j + 3|s|−1P (1,2)j + |s|−2P (0,3)j
]
= Σ1 +Σ2 +Σ3 +Σ4 +Σ5 +Σ6.
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By the properties of P and χ, we have
‖Q4jP (0,1)j ‖H2 + ‖P (2,1)j ‖H2 + ‖P (1,2)j ‖H2 . |s|−10,
‖ΛjQj‖H2 + ‖P (1,0)j ‖H2 . 1, ‖P (0,1)j ‖H2 + ‖P (0,3)j ‖H2 . |s|
1
2 .
Thus, using also (2.11) and (2.26), we obtain
‖Σ3‖H2 + ‖Σ4‖H2 . |s|−2, ‖Σ5‖H2 . |s|−
1
2
∑
j
|aj| and ‖Σ6‖H2 . |s|−
7
2 .
By (2.14) and the exponential decay of Q, we also have ‖Σ2‖H2 . |s|−10. Now, from (2.15)
and (2.22), we notice that
‖Λj(Wj −Qj)‖H2 . |s|−
1
2 , and so ‖Σ1‖H2 . |s|−
1
2
∑
j
|aj |.
Thus, gathering the previous estimates, we have obtained
‖ΨIV‖H2 . |s|−2 + |s|−
1
2
∑
j
|aj |.
Moreover, we observe as before from (2.14) that, for j > k, P
(0,1)
j (y) = 0 for y > yk − |s|
1
4 ,
and so
‖Σ5‖
H2(y>yk−|s|
1
4 )
. |s|− 12
∑
j<k
|aj |.
Next, we claim that, for all j > k,
‖Λj(Wj −Qj)‖
H2(y>yk−|s|
1
4 )
. |s|− 58 .
Note that it is enough to prove the claim for j = k since yj 6 yk. To do so, we first notice
that
‖Wk −Qk‖
H˙m(y>yk−|s|
1
4 )
. |s|−1
for m = 1, 2 from (2.15). Second, using (2.16) and (2.21), we estimate
‖Wk −Qk‖2
L2(y>yk−|s|
1
4 )
= ‖Wk −Qk‖2
L2(yk−|s|
1
4 <y<yk+|s|
1
4 )
+ ‖Wk −Qk‖2
L2(y>yk+|s|
1
4 )
. ‖Wk −Qk‖2L∞ |s|
1
4 + e−2ρ0|s|
1
4 /µ˜k + e−2|s|
1
4 /µ˜k . |s|− 54 .
Next, to estimate ‖(· − yk)∂my (Wk − Qk)‖L2(y>yk−|s| 14 ) for m = 1, 2, 3, we proceed similarly
and find, using (2.15) and again (2.21),
‖(· − yk)∂my (Wk −Qk)‖2
L2(y>yk−|s|
1
4 )
. |s| 12 ‖Wk −Qk‖2H˙m + e−ρ0|s|
1
4 /µ˜k + e−|s|
1
4 /µ˜k . |s|− 32 .
Thus the claim is proved and, together with the above estimates, it gives
‖ΨIV‖
H2(y>yk−|s|
1
4 )
. |s|− 138 + |s|− 12
∑
j<k
|aj |.
Now, we control ‖Σ1‖L∞
k
and ‖Σ5‖L∞
k
. First, by (2.14), we find ‖P (0,1)j ‖L∞k . |s|−10 for all
1 6 j 6 K, and so
‖Σ5‖L∞
k
. |s|−12.
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Next, by (2.15) and (2.18), we find ‖Λk(Wk − Qk)‖L∞
k
. |s|−1. But, for j 6= k, by (2.9),
(2.10) and (2.19)–(2.21), we have ‖Λj(Wj −Qj)‖L∞
k
. |s|−10. Thus, using (2.26), we obtain
‖Σ1‖L∞
k
. |s|−2, which proves, together with the above estimates,
‖ΨIV‖L∞
k
. |s|−2.
Finally, we look at the projection on Qk. Note that, from (2.18),
〈Λk(Wk −Qk), Qk〉 = −〈Wk −Qk,ΛkQk〉 = − 1
2τk
〈P˜k,ΛkQk〉+O(|s|−2)
= − 1
2τk
〈P,ΛQ〉+O(|s|−2) = 1
2τk
〈ΛP,Q〉 +O(|s|−2).
Moreover, as before, we have |〈Λj(Wj − Qj), Qk〉| . ‖Λj(Wj − Qj)‖L∞
k
. |s|−10 for j 6= k,
and similarly |〈Σ5, Qk〉| . ‖Σ5‖L∞
k
. |s|−12. Also, since 〈ΛkQk, Qk〉 = 〈ΛQ,Q〉 = 0 and
〈P (1,0)k , Qk〉 = −µ˜−1k 〈P,Q′〉+O(|s|−10) = O(|s|−10) from (2.2), we find |〈Σ3+Σ4, Qk〉| . |s|−12.
To conclude for this term, we have obtained, using also (2.26),∣∣∣∣∣〈ΨIV, Qk〉 − ak2µ3kτk 〈ΛP,Q〉
∣∣∣∣∣ . |s|−3.
Decomposition of ΨV. From the relation LR = 5Q4 in (2.4), we find
∂yyRj − µ˜−2j Rj + 5Q4jRj = −5ǫjµ˜
− 1
2
j Q
4
j ,
and so
ΨV = ∂y
V5 −∑
j
W 5j − 5
∑
j
Q4j (rjRj + ajPj) +
∑
j
rj(µ˜
−2
j − µ−2j )Rj − 5
∑
j
rjǫjµ˜
− 1
2
j Q
4
j
 .
Thus, we may further decompose ΨV as
ΨV = ΨVI +ΨVII +ΨVIII,
with
ΨVI = ∂y
V5 −W5 − 5∑
j
Q4j(rjRj + ajPj)
 ,
ΨVII = ∂y
W5 −∑
j
W 5j − 5
∑
j
rjǫjµ˜
− 1
2
j Q
4
j
 ,
ΨVIII = ∂y
∑
j
rj(µ˜
−2
j − µ−2j )Rj
 .
Estimate of ΨVI. A binomial expansion first gives
V5 −W5 =
[
W+ (V−W)
]5 −W5 = 5∑
i=1
(
5
i
)
W5−i(V−W)i.
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We estimate each term of the sum separately, and we recall that V−W =∑j(rjRj + ajPj).
First, for i = 2, by (2.15) and (2.26)–(2.27),
‖W3(V−W)2‖H3 . ‖W‖3H3
3∑
p=0
‖∂py(V−W)‖2L∞ .
∑
j
(
r2j + a
2
j
)
. |s|−2.
Similarly, for i = 3, 4,
‖W5−i(V−W)i‖H3 . ‖W‖5−iH3
3∑
p=0
‖∂py(V−W)‖iL∞ . |s|−i.
And, for i = 5, using also (2.13),
‖(V−W)5‖H3 . ‖V−W‖H3
3∑
p=0
‖∂py (V−W)‖4L∞ . |s|−
1
2 |s|−4 = |s|− 92 .
To estimate the term corresponding to i = 1,
W4(V−W) =
∑
j
Wj
4∑
j
(rjRj + ajPj)
 = ∑
j1,...,j5
(rj1Rj1 + aj1Pj1)
5∏
l=2
Wjl,
we rely on the following claim. Let 2 6 p 6 5. Let j1, . . . , jp ∈ {1, . . . ,K} with j1 6= jl for
2 6 l 6 p. Then, from the decay properties of Wj, Rj and Pj , we have∥∥∥∥∥Rj1W 5−pj1
p∏
l=2
Wjl
∥∥∥∥∥
H3
. |s|−p+1 and
∥∥∥∥∥Pj1W 5−pj1
p∏
l=2
Wjl
∥∥∥∥∥
H3
. |s|−p+ 32 .
Indeed, if j1 > j2, . . . , jp, we first find, decomposing on the two regions y < yj1 + |s|
1
4 and
y > yj1 + |s|
1
4 , and using (2.19),∥∥∥∥∥Rj1W 5−pj1
p∏
l=2
Wjl
∥∥∥∥∥
2
L2
. |s|p−1
∫
y<yj1+|s|
1
4
(
e
− |y−yj1 |
µ˜j1
p∏
l=2
|y − zjl |−3
)
dy + e−|s|
1
4 /µ˜j1
. |s|p−1|s|−3(p−1)
∫
e
− |y−yj1 |
µ˜j1 dy + |s|−10 . |s|−2(p−1).
Note that such an estimate also holds in H˙m for m = 1, 2, 3 from (2.20). In the case where
there exists 2 6 l 6 p such that jl > j1, we find, decomposing on the regions y < yj1 − |s|
1
4
and y > yj1 − |s|
1
4 , and using (2.21),∥∥∥∥∥Rj1W 5−pj1
p∏
l=2
Wjl
∥∥∥∥∥
H3
. e−|s|
1
4 /µ˜j1 + e−ρ0|s|/µ˜jl . |s|−10.
Proceeding similarly with Pj and (2.12), the claim is proved and we obtain, as a consequence,∥∥∥∥∥∥W4(V−W)−
∑
j
Q4j (rjRj + ajPj)−
∑
j
(W 4j −Q4j )(rjRj + ajPj)
∥∥∥∥∥∥
H3
. |s|−2+|s|− 12
∑
j
|aj |.
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But we also observe that, using (2.15) and (2.16),∥∥∥(W 4j −Q4j )(rjRj + ajPj)∥∥∥
H3
.
(
‖Wj‖3H3 + ‖Qj‖3H3
) 3∑
p=0
‖∂py (rjRj + ajPj)‖L∞
 3∑
p=0
‖∂py(Wj −Qj)‖L∞

. (|rj |+ |aj|) |s|−
3
4 . |s|− 74 .
Gathering the previous estimates, we have obtained
‖ΨVI‖H2 . |s|−
7
4 + |s|− 12
∑
j
|aj |,
but also the more precise estimates∥∥∥∥∥∥ΨVI − ∂y
20∑
j
ajPjW
3
j
∑
j2 6=j
Wj2

∥∥∥∥∥∥
H2
. |s|− 74 (2.35)
and ∥∥∥∥∥∥ΨVI − ∂y
5∑
j
(W 4j −Q4j ) (rjRj + ajPj) + 10W3(V−W)2
+ 20
∑
j
(rjRj + ajPj)W
3
j
∑
j2 6=j
Wj2

∥∥∥∥∥∥
H2
. |s|− 52 .
(2.36)
For j > k, we note that ‖Pj‖
H3(y>yk−|s|
1
4 )
. |s| 18 from (2.12), and thus, using (2.35),
‖ΨVI‖
H2(y>yk−|s|
1
4 )
. |s|− 74 + |s|−2+ 18 + |s|− 12
∑
j<k
|aj| . |s|−
7
4 + |s|− 12
∑
j<k
|aj |.
To control ‖ΨVI‖L∞
k
, we rely on (2.36). First, as observed before,
‖∂y[W3(V−W)2]‖L∞
k
. ‖W3(V−W)2‖H2 . |s|−2.
Next, for j 6= k, it follows from similar arguments as before that∥∥∥∂y [(W 4j −Q4j )(rjRj + ajPj)]∥∥∥
L∞
k
+
∥∥∥∥∥∥∂y
(rjRj + ajPj)W 3j ∑
j2 6=j
Wj2

∥∥∥∥∥∥
L∞
k
. |s|−10.
Finally, by (2.15), (2.18) and |ak|+ |rk| . |s|−1,∥∥∥∂y [(W 4k −Q4k)(rkRk + akPk)]∥∥∥L∞
k
. |s|−2,
and, by (2.19)–(2.21), ∥∥∥∥∥∥∂y
(rkRk + akPk)W 3k ∑
k2 6=k
Wk2

∥∥∥∥∥∥
L∞
k
. |s|−2,
which proves
‖ΨVI‖L∞
k
. |s|−2.
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Concerning the projection on Qk, we note from (2.16) and (2.36) that∣∣∣∣∣∣〈ΨVI, Qk〉+ 5
∑
j
〈
(W 4j −Q4j)(rjRj + ajPj), ∂yQk
〉
+ 10
〈
W3(V−W)2, ∂yQk
〉
+ 20
∑
j
〈
(rjRj + ajPj)Q
3
j
∑
j2 6=j
Wj2, ∂yQk
〉∣∣∣∣∣∣ . |s|− 52 .
Since all the terms corresponding to j 6= k in this estimate are controlled by |s|−10, and since
we find similarly as above∣∣∣〈W3(V−W)2 −W 3k (rkRk + akPk)2, ∂yQk〉∣∣∣ . |s|−3,
we obtain, using again (2.16),∣∣∣∣∣〈ΨVI, Qk〉+ 5〈(W 4k −Q4k)(rkRk + akPk), ∂yQk〉+ 10〈Q3k(rkRk + akPk)2, ∂yQk〉
+ 20
〈
(rkRk + akPk)Q
3
k
∑
k2 6=k
Wk2 , ∂yQk
〉∣∣∣∣∣∣ . |s|− 52 .
By (2.11) and (2.18), we have
5
〈
(W 4k −Q4k)(rkRk + akPk), ∂yQk
〉
= 10
rk
τk
〈Q3kP˜kRk, ∂yQk〉+ 10
ak
τk
〈Q3kP˜kPk, ∂yQk〉+O(|s|−
5
2 )
= 10
rk
µ3kτk
〈Q3PR,Q′〉+ 10 ak
µ3kτk
〈Q3P 2, Q′〉+O(|s|− 52 ).
Moreover, since 〈Q3kR2k, ∂yQk〉 = µ˜−3k 〈Q3R2, Q′〉 = 0 by parity, we have
10
〈
Q3k(rkRk + akPk)
2, ∂yQk
〉
= 20rkak〈Q3kRkPk, ∂yQk〉+ 10a2k〈Q3kP 2k , ∂yQk〉
= 20
rkak
µ3k
〈Q3RP,Q′〉+ 10a
2
k
µ3k
〈Q3P 2, Q′〉+O(|s|−10).
Finally, noticing by (2.20) that, for all i > 1,∥∥∥∥∥∥Qik
∑
k2 6=k
[
Wk2(s)−Wk2(s, yk(s))
]∥∥∥∥∥∥
L∞
. |s|−2, (2.37)
then, by the definition (2.25) of rk and the cancellation 〈RkQ3k, ∂yQk〉 = ǫkµ˜
− 5
2
k 〈RQ3, Q′〉 = 0
obtained again by parity, we find
20
〈
(rkRk + akPk)Q
3
k
∑
k2 6=k
Wk2, ∂yQk
〉
= 20ǫkakrkµ˜
− 1
2
k 〈PkQ3k, ∂yQk〉+O(|s|−3)
= 20
akrk
µ3k
〈PQ3, Q′〉+O(|s|−3).
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Therefore, we have obtained∣∣∣∣∣〈ΨVI, Qk〉+ 10 rkµ3kτk 〈Q3PR,Q′〉+ 10 akµ3kτk 〈Q3P 2, Q′〉+ 10a
2
k
µ3k
〈Q3P 2, Q′〉
+ 20
akrk
µ3k
〈Q3RP,Q′〉+ 20akrk
µ3k
〈PQ3, Q′〉
∣∣∣∣∣ . |s|− 52 .
Estimate of ΨVII. Using the definition (2.25) of rj , we decompose Ψ
VII as
ΨVII = 5∂y
∑
j
(
W 4j −Q4j
) ∑
j1 6=j
Wj1

+ 5∂y
∑
j
Q4j
∑
j1 6=j
(
Wj1(s)−Wj1(s, yj(s))
)
+ ∂y

∑
j
Wj
5 −∑
j
W 5j − 5
∑
j
W 4j
∑
j1 6=j
Wj1
 .
As before, using (2.15)–(2.16) and (2.19)–(2.21), we have∥∥∥∥∥∥
(
W 4j −Q4j
) ∑
j1 6=j
Wj1
∥∥∥∥∥∥
H3
. |s|− 74 and
∥∥∥∥∥∥Q4j
∑
j1 6=j
[
Wj1(s)−Wj1(s, yj(s))
]∥∥∥∥∥∥
H3
. |s|−2.
Using also (2.18), we get ∥∥∥∥∥∥
(
W 4j −Q4j
) ∑
j1 6=j
Wj1
∥∥∥∥∥∥
L∞
k
. |s|−2.
Projecting on Qk, proceeding as before, we find
5
〈
∂y
(W 4k −Q4k) ∑
k1 6=k
Wk1
 , Qk
〉
= −10rk
τk
ǫkµ˜
− 1
2
k 〈Q3kP˜k, ∂yQk〉+O(|s|−
5
2 )
= −10 rk
µ3kτk
〈Q3P,Q′〉+O(|s|− 52 ).
Moreover, from (2.11), the definition (2.25) of dk and the relation Q
′′ +Q5 = Q, we find
5
〈
∂y
Q4k ∑
k1 6=k
(
Wk1(s)−Wk1(s, yk(s))
) , Qk
〉
= −5ǫkdkµ˜−
3
2
k 〈(· − yk)Q4k, ∂yQk〉+O(|s|−3)
= −5dk
µ˜3k
∫
yQ4(y)Q′(y) dy +O(|s|−3) = dk
µ˜3k
∫
Q5(y) dy +O(|s|−3) = dk
µ3k
‖Q‖L1 +O(|s|−3).
To estimate the last term in ΨVII, we use the decay properties of Wj and obtain as before∥∥∥∥∥∥∥
∑
j
Wj
5 −∑
j
W 5j − 5
∑
j
W 4j
∑
j1 6=j
Wj1
∥∥∥∥∥∥∥
H3
. |s|−2,
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and similarly, using also (2.16),∥∥∥∥∥∥∥
∑
j
Wj
5 −∑
j
W 5j − 5
∑
j
W 4j
∑
j1 6=j
Wj1 − 10
∑
j
Q3j
∑
j1,j2 6=j
Wj1Wj2
∥∥∥∥∥∥∥
H3
. |s|− 114 . (2.38)
But, since 〈Q3k, ∂yQk〉 = µ˜−2k 〈Q3, Q′〉 = 0 by parity, we find, from the definition (2.25) of rk,〈
Q3k
∑
k1,k2 6=k
Wk1Wk2, ∂yQk
〉
=
∑
k1,k2 6=k
∫
Q3k(y)
[
Wk1(s, yk(s)) +
(
Wk1(s, y)−Wk1(s, yk(s))
)]
[
Wk2(s, yk(s)) +
(
Wk2(s, y)−Wk2(s, yk(s))
)]
∂yQk(y) dy
= 2ǫkµ˜
− 1
2
k rk
∑
k′ 6=k
∫
Q3k(y)
[
Wk′(s, y)−Wk′(s, yk(s))
]
∂yQk(y) dy
+
∑
k1,k2 6=k
Q3k(y)
[
Wk1(s, y)−Wk1(s, yk(s))
][
Wk2(s, y)−Wk2(s, yk(s))
]
∂yQk(y) dy
and so, from (2.27) and (2.37),∣∣∣∣∣∣
〈
Q3k
∑
k1,k2 6=k
Wk1Wk2, ∂yQk
〉∣∣∣∣∣∣ . |rk|
∑
k′ 6=k
∥∥∥Q3k[Wk′(s)−Wk′(s, yk(s))]∥∥∥
L∞
+
∑
k′ 6=k
∥∥∥Qk[Wk′(s)−Wk′(s, yk(s))]∥∥∥2
L∞
. |s|−1|s|−2 + |s|−4 . |s|−3.
Thus, from (2.38), we finally deduce∣∣∣∣∣∣∣
〈∑
j
Wj
5 −∑
j
W 5j − 5
∑
j
W 4j
∑
j1 6=j
Wj1, ∂yQk
〉∣∣∣∣∣∣∣ . |s|−
11
4 .
Therefore, we have obtained
‖ΨVII‖H2 . |s|−
7
4 , ‖ΨVII‖L∞
k
. |s|−2,∣∣∣∣∣〈ΨVII, Qk〉+ 10 rkµ3kτk 〈Q3P,Q′〉 −
dk
µ3k
‖Q‖L1
∣∣∣∣∣ . |s|− 52 .
Estimate of ΨVIII. We estimate ΨVIII as ΨIII, noticing that ‖Rj‖H3 . 1, |rj | . |s|−1
from (2.27), |µ˜j − µj| . |s|−1 from (2.11), 〈Rk, ∂yQk〉 = µ˜−1k 〈R,Q′〉 = 0 by parity and
|〈Rj , ∂yQk〉| . |s|−10 for j 6= k, and thus obtain
‖ΨVIII‖H2 . |s|−2, |〈ΨVIII, Qk〉| . |s|−12.
Conclusion. Gathering the estimates in H2 of ΨI, . . . ,ΨVIII above, we obtain (2.31).
Then, using also the additional estimates in H2(y > yk − |s| 14 ) and L∞k when necessary, we
get (2.32).
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Finally, gathering the projections of ΨI, . . . ,ΨVIII on Qk yields (2.33), with
Ωk =
(
rk
2µ3kτk
+
akrk
µ3k
)(
〈ΛR,Q〉 − 20〈Q3PR,Q′〉 − 20〈PQ3, Q′〉
)
+
(
ak
µ3kτk
+
a2k
µ3k
)(
〈ΛP,Q〉 − 10〈Q3P 2, Q′〉
)
+
dk
µ3k
‖Q‖L1 .
But, from [22] and [24], we recall the identities
〈ΛP,Q〉 − 10〈Q3P 2, Q′〉 = 1
8
‖Q‖2L1 and 〈ΛR,Q〉 − 20〈Q3PR,Q′〉 − 20〈PQ3, Q′〉 = 0,
and so
Ωk =
1
8
‖Q‖2L1
(
ak
µ3kτk
+
a2k
µ3k
)
+
dk
µ3k
‖Q‖L1 ,
which concludes the proof of Lemma 2.4. 
Next, we give precise asymptotics on r˙k and rk.
Lemma 2.5. (i) Asymptotics of r˙k: for all 1 6 k 6 K, for all s ∈ I,∣∣∣∣∣ dkµ3k −
(
r˙k +
rk
4µ3kτk
+
akrk
2µ3k
)∣∣∣∣∣ . |s|−3 + |s|−1|~mk|+ |s|−1∑
j<k
|~m0j |+ |s|−10
∑
j>k
|~m0j |, (2.39)
and, in particular,
|r˙k| . |s|−2 + |s|−1
∑
j
|~mj |. (2.40)
(ii) Asymptotics of rk: for all 1 6 k 6 K, for all s ∈ I,∣∣∣∣rk(s)− ‖Q‖L14s ℓ3kθk
(
1 +
1
2
µ¯k − 3
2
y¯k
)∣∣∣∣
. |s|−1
|s|− 142 + |µ¯k|2 + |y¯k|2 +∑
j<k
(|µ¯j |+ |τ¯j |+ |y¯j|)
 , (2.41)
where the constant θk ∈ R is defined by
θk =
∑
j<k
ǫkǫj
√
ℓk
ℓj
. (2.42)
Proof. (i) By the definition (2.25) of rk, we have
r˙k =
1
2
˙˜µk
µ˜k
rk + ǫkµ˜
1
2
k
∑
j 6=k
∂sWj(s, yk) + ǫkµ˜
1
2
k y˙k
∑
j 6=k
∂yWj(s, yk).
First, from (2.11) and the definition (2.30) of mk,1, we find
˙˜µk
µ˜k
=
µ˙k
µk
+O(|s|−2) = − 1
2µ3kτk
+
1
2s
− ak
µ3k
+O(|s|−2) +O(|~mk|).
Thus, since |rk| . |s|−1, by (2.27),
1
2
˙˜µk
µ˜k
rk = − rk
4µ3kτk
+
rk
4s
− akrk
2µ3k
+O(|s|−3) +O(|s|−1|~mk|).
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Second, by (2.23), for all j 6= k,
∂sWj = − 1
2s
ΛWj − ∂y
(
∂yyWj +W
5
j
)
+ ~m0j · ~MjWj.
By (2.9)–(2.10) and (2.19)–(2.20), we estimate, for j < k,
|∂yyyWj(s, yk)| . |s|−4, |∂y(W 5j )(s, yk)| . |s|−6, |~MjWj(s, yk)| . |s|−1,
and, for j > k, using (2.21),
|yk∂yWj(s, yk)|+ |Wj(s, yk)|+ |∂yyyWj(s, yk)|+ |∂y(W 5j )(s, yk)|+ |~MjWj(s, yk)| . |s|−10.
Thus, for j < k,
∂sWj(s, yk) = − 1
4s
Wj(s, yk)− yk
2s
∂yWj(s, yk) +O(|s|−4) +O(|s|−1|~m0j |),
and, for j > k,
|∂sWj(s, yk)| . |s|−10 + |s|−10|~m0j |.
Therefore, from (2.25),
ǫkµ˜
1
2
k
∑
j 6=k
∂sWj(s, yk) = −rk
4s
− yk
2s
µ˜−1k dk+O(|s|−4)+O
|s|−1∑
j<k
|~m0j |
+O
|s|−10∑
j>k
|~m0j |
 .
Third, from (2.11), (2.27) and (2.30),
ǫkµ˜
1
2
k y˙k
∑
j 6=k
∂yWj(s, yk) = µ˜
−1
k y˙kdk = µ˜
−1
k
(
yk
2s
+
1
µ2k
)
dk +O(|s|−3) +O(|s|−2|~mk|)
=
yk
2s
µ˜−1k dk +
dk
µ3k
+O(|s|−3) +O(|s|−2|~mk|).
Gathering the above estimates, we find (2.39). Finally, using the a priori estimates (2.9)
and (2.26)–(2.27), we directly deduce (2.40) from (2.39).
(ii) From the definition (2.25) of rk, the a priori estimates (2.9)–(2.10), and estimates (2.11),
(2.19) and (2.21), we find
rk = −‖Q‖L1
2
ǫkµ˜
1
2
k
∑
j<k
ǫjµj
√
−2τj|yk − zj|−
3
2 +O
|s| 12+ 142 ∑
j<k
|yk − zj |−
3
2
− 1
21
+O(|s|−10)
= −‖Q‖L1
2
ǫkµ
1
2
k |yk|−
3
2
∑
j<k
ǫjµj
√
−2τj +O
|s|−1∑
j<k
|z¯j |
+O(|s|−1− 142 )
= −‖Q‖L1
2
ǫkµ
1
2
k |yk|−
3
2
√−2s
∑
j<k
ǫjℓ
− 1
2
j +O
|s|−1∑
j<k
(|z¯j |+ |µ¯j |+ |τ¯j |)
+O(|s|−1− 142 ).
From (2.9), we have µk = ℓk(1+ µ¯k) and |yk| = −2sℓ−2k (1+ y¯k), thus a Taylor expansion gives
µ
1
2
k = ℓ
1
2
k
[
1 +
1
2
µ¯k +O(|µ¯k|2)
]
and |yk|−
3
2 = (−2s)− 32 ℓ3k
[
1− 3
2
y¯k +O(|y¯k|2)
]
,
which leads to (2.41) together with the above estimate of rk and (2.10). 
Finally, we give sharp asymptotics on the mass and the energy of the approximate rescaled
multi-soliton V.
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Lemma 2.6. (i) Mass of V: for all s ∈ I,∣∣∣‖V(s)‖2L2 −K‖Q‖2L2 ∣∣∣ .∑
k
|ak|+ |s|
∑
k
a2k + |s|−1
∑
k
(|µ¯k|+ |τ¯k|+ |y¯k|) + |s|−1−
1
42 . (2.43)
(ii) Energy of V: for all 1 6 k 6 K, for all s ∈ I, let the local energy ek be defined by
ek(s) =
s
µ2k(s)
[
ak(s) +
1
2τk(s)
+
4rk(s)
‖Q‖L1
]
. (2.44)
Then, for all s ∈ I, ∣∣∣∣∣E(V(s)) + ‖Q‖2L116s ∑
k
ek(s)
∣∣∣∣∣ . |s|− 32 (2.45)
and, in particular,∣∣∣∣∣E(V(s)) + ‖Q‖2L132s ∑
k
ℓk(1 + 2θk)
∣∣∣∣∣ .∑
k
|ak|+ |s|−1
∑
k
(|µ¯k|+ |τ¯k|+ |y¯k|) + |s|−1−
1
42 . (2.46)
Proof. (i) First, expanding V =
∑
k(Wk + rkRk + akPk), using (2.27) and ‖Pk‖L2 . |s|
1
2
from (2.13), we find∫
V2 =
∑
k
∑
j
∫ (
WkWj + 2rjWkRj + 2ajWkPj
)
+O
(
|s|
∑
k
a2k
)
+O(|s|−2).
Thus, distinguishing the cases j = k and j 6= k, expanding Wk = Qk + (Wk −Qk) and using
estimates (2.15), (2.16) and (2.18),∫
V2 =
∑
k
∫ (
W 2k+2rkQkRk
)
+
∑
k
∑
j 6=k
∫
WkWj+O
(∑
k
|ak|
)
+O
(
|s|
∑
k
a2k
)
+O(|s|−1− 34 ).
Now note that, by the definitions of Wk and S˜, and by the value ‖S(t)‖L2 = ‖Q‖L2 , we have
‖Wk‖L2 = ‖S˜(τk)‖L2 =
∥∥∥∥S ( 1√−2τk
)∥∥∥∥
L2
= ‖Q‖L2 .
Thus, using also 〈Qk, Rk〉 = 〈Q,R〉 = −34‖Q‖L1 from (2.4), we obtain
‖V‖2L2 = K‖Q‖2L2 +
∑
k
2∑
j<k
∫
WkWj − 3
2
‖Q‖L1rk

+O
(∑
k
|ak|
)
+O
(
|s|
∑
k
a2k
)
+O(|s|−1− 34 ).
Finally, we claim that, for all 1 6 k 6 K,∣∣∣∣∣∣
∑
j<k
∫
WkWj −
3‖Q‖2L1
16s
ℓ3kθk
∣∣∣∣∣∣ . |s|−1
∑
j6k
(|µ¯j |+ |τ¯j |+ |y¯j|) + |s|−1−
1
42 , (2.47)
which gives (2.43), together with (2.41) and the calculation above.
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To prove (2.47), we estimate 〈Wk,Wj〉 with j < k on the three regions y < yk − |s| 34 ,
|y − yk| 6 |s| 34 and y > yk + |s| 34 . First, using (2.19) then (2.9)–(2.10), we obtain∫
y<yk−|s|
3
4
WkWj =
1
2
‖Q‖2L1ǫkǫjµkµj
√
τkτj
∫
y<yk−|s|
3
4
|y − zk|−
3
2 |y − zj |−
3
2 dy +O(|s|−1− 142 )
=
1
4
‖Q‖2L1ǫkǫjµkµj
√
τkτj|yk|−2 +O
(
|s|−1(|z¯j |+ |z¯k|)
)
+O(|s|−1− 142 )
= −‖Q‖
2
L1
16s
ǫkǫjℓ
7
2
k ℓ
− 1
2
j +O
(
|s|−1(|µ¯j |+ |µ¯k|+ |τ¯j |+ |τ¯k|+ |y¯j|+ |y¯k|)
)
+O(|s|−1− 142 ).
Second, we decompose the next term as∫
|y−yk|6|s|
3
4
WkWj =
∫
|y−yk|6|s|
3
4
(Wk −Qk)Wj +
∫
|y−yk|6|s|
3
4
Qk(Wj −Wj(yk))
+Wj(yk)
∫
|y−yk|6|s|
3
4
Qk = Aj,k +Bj,k + Cj,k.
By the Cauchy–Schwarz inequality, (2.15) and again (2.19), we find
|Aj,k| . |s|−1
∫
|y−yk|6|s|
3
4
|Wk −Qk| . |s|−1|s|
3
8 ‖Wk −Qk‖L2 . |s|−1−
1
8 .
Next, similarly to (2.37), we obtain |Bj,k| . |s|−2. To estimate Cj,k, we use the exponential
decay of Q and (2.11) to get∫
|y−yk|6|s|
3
4
Qk(y) dy = ǫkµ˜
1
2
k
∫
|z|6µ˜k|s|
3
4
Q(z) dz
= ǫkµ˜
1
2
k ‖Q‖L1 +O(|s|−10) = ǫkµ
1
2
k ‖Q‖L1 +O(|s|−1),
and again (2.19) then (2.9)–(2.10) to obtain as before
Wj(yk) = −ǫj
2
‖Q‖L1µj
√
−2τj |yk − zj |−
3
2 +O(|s|−1− 142 )
= −ǫj
2
‖Q‖L1ℓj
√
−2sℓ−3j (−2sℓ−2k )−
3
2 +O
(
|s|−1(|z¯j |+ |µ¯j|+ |τ¯j|+ |y¯k|)
)
+O(|s|−1− 142 )
=
ǫj
4s
‖Q‖L1ℓ3kℓ
− 1
2
j +O
(
|s|−1(|µ¯j |+ |τ¯j|+ |y¯j|+ |y¯k|)
)
+O(|s|−1− 142 ).
Thus,
Cj,k =
‖Q‖2L1
4s
ǫkǫjℓ
7
2
k ℓ
− 1
2
j +O
(
|s|−1(|µ¯j |+ |µ¯k|+ |τ¯j|+ |y¯j |+ |y¯k|)
)
+O(|s|−1− 142 ).
Finally, from (2.21), we observe that∣∣∣∣∣
∫
y>yk+|s|
3
4
WkWj
∣∣∣∣∣ . |s|−10.
Thus, gathering the previous estimates, we have obtained∣∣∣∣∣
∫
WkWj −
3‖Q‖2L1
16s
ǫkǫjℓ
7
2
k ℓ
− 1
2
j
∣∣∣∣∣ . |s|−1(|µ¯j |+ |µ¯k|+ |τ¯j |+ |τ¯k|+ |y¯j|+ |y¯k|) + |s|−1− 142
and so, summing over j < k and using the definition (2.42) of θk, we obtain (2.47), which
concludes the proof of (2.43).
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(ii) To compute the gradient term in the energy of V, we proceed as in (i). Indeed, expan-
ding first V =
∑
k(Wk + rkRk + akPk), using (2.26)–(2.27) and ‖∂yPk‖L2 . 1 from (2.13), we
find similarly
1
2
∫
(∂yV)
2 =
∑
k
∑
j
∫ (
1
2
∂yWk∂yWj + rj∂yWk∂yRj + aj∂yWk∂yPj
)
+O(|s|−2).
Now note that, because of the stronger decay (2.20) on the left of ∂yWk than the decay (2.19)
on the left of Wk, we may estimate simply, for j < k,∣∣∣∣∫ ∂yWk∂yWj∣∣∣∣ . ‖∂yWk‖L2‖∂yWj‖L2(y<yk+|s| 34 ) + ‖∂yWj‖L2‖∂yWk‖L2(y>yk+|s| 34 ) . |s|− 32 .
Thus, distinguishing again the cases j = k and j 6= k, expanding Wk = Qk + (Wk − Qk),
integrating by parts and using estimates (2.15) and (2.18), we obtain
1
2
∫
(∂yV)
2 =
∑
k
∫ (
1
2
(∂yWk)
2 − rk∂yyQkRk − ak∂yyQkPk
)
+O(|s|− 32 ).
To compute the nonlinear term in the energy of V, we follow the estimates of ΨVI and
ΨVII in the proof of Lemma 2.4. Indeed, expanding V =W+ (V−W), we first decompose
this term as
1
6
∫
V6 =
1
6
6∑
i=0
(
6
i
)∫
W6−i(V−W)i = 1
6
∫
W6 +
∫
W5(V−W) +O(|s|−2),
since, for all 2 6 i 6 6, using ‖V−W‖L∞ . |s|−1 and ‖V−W‖L2 . |s|−
1
2 ,∣∣∣∣∫ W6−i(V−W)i∣∣∣∣ . |s|−2.
Now we expand W =
∑
kWk to decompose the nonlinear term as
1
6
∫
V6 =
1
6
∑
k
∫
W 6k +
∑
k
∑
j 6=k
∫
W 5kWj +
1
6
∫ (∑
k
Wk
)6
−
∑
k
W 6k − 6
∑
k
W 5k
∑
j 6=k
Wj

+
∫ (∑
k
W 5k
)
(V−W) +
∫ (∑
k
Wk
)5
−
∑
k
W 5k
 (V−W) +O(|s|−2).
As before, using (2.19) and (2.21), we observe that∫ ∣∣∣∣∣∣
(∑
k
Wk
)6
−
∑
k
W 6k − 6
∑
k
W 5k
∑
j 6=k
Wj
∣∣∣∣∣∣ .
∑
16k66···6k16K
k5<k1
∫ 6∏
j=1
|Wkj |
.
∑
16k66k56k26k16K
k5<k1
∫
y<yk1+|s|
3
4
|Wk1||Wk2 ||Wk5 ||Wk6 |+
∑
k1
∫
y>yk1+|s|
3
4
|Wk1 |
. |s|−2
∑
16k26k16K
‖Wk1‖L2‖Wk2‖L2 + |s|−10 . |s|−2,
and similarly ∫ ∣∣∣∣∣∣
(∑
k
Wk
)5
−
∑
k
W 5k
∣∣∣∣∣∣ . |s|−1.
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Thus, using also ‖V−W‖L∞ . |s|−1, we obtain
1
6
∫
V6 =
1
6
∑
k
∫
W 6k +
∑
k
∑
j 6=k
∫
W 5kWj +
∫ (∑
k
W 5k
)
(V−W) +O(|s|−2).
Next, expanding V−W =∑k(rkRk + akPk) and Wk = Qk + (Wk −Qk), using (2.15)–(2.16)
and (2.18), we obtain∫ (∑
k
W 5k
)
(V−W) =
∑
k
∫
Q5k(rkRk + akPk) +O(|s|−2).
Gathering the above estimates and using the identity ∂yyQk + Q
5
k = µ˜
−2
k Qk, we have
obtained
E(V) =
∑
k
E(Wk)−
∑
k
∫
µ˜−2k (rkQkRk + akQkPk)−
∑
k
∑
j 6=k
∫
W 5kWj +O(|s|−
3
2 ).
Now note that, by the definitions of Wk and S˜, and by the value E(S(t)) =
‖Q‖2
L1
16 , we have
E(Wk) = µ
−2
k E(S˜(τk)) =
µ−2k
−2τkE
(
S
(
1√−2τk
))
= −‖Q‖
2
L1
16
1
2µ2kτk
.
Thus, using also (2.11) and the identities 〈Qk, Rk〉 = 〈Q,R〉 = −34‖Q‖L1 from (2.4) and
〈Qk, Pk〉 = 〈Q,P 〉+O(|s|−10) =
‖Q‖2L1
16
+O(|s|−10)
from (2.2), we find
E(V) = −‖Q‖
2
L1
16
∑
k
1
2µ2kτk
+
3‖Q‖L1
4
∑
k
rk
µ2k
− ‖Q‖
2
L1
16
∑
k
ak
µ2k
−
∑
k
∑
j 6=k
∫
W 5kWj +O(|s|−
3
2 ).
Finally, we claim that, for all 1 6 k 6 K,∣∣∣∣∣∣
∑
j 6=k
∫
W 5kWj −
rk
µ2k
‖Q‖L1
∣∣∣∣∣∣ . |s|− 74 , (2.48)
so that, from the definition (2.44) of ek, we obtain
E(V) = −‖Q‖
2
L1
16
∑
k
1
µ2k
(
1
2τk
+
4rk
‖Q‖L1
+ ak
)
+O(|s|− 32 ) = −‖Q‖
2
L1
16s
∑
k
ek +O(|s|−
3
2 ).
Thus (2.45) is proved, and (2.46) is obtained as a direct consequence by inserting (2.9)
and (2.41) into (2.45).
We conclude by proving the claim (2.48). First note that, by (2.19) and (2.21), for j 6= k,∣∣∣∣∣
∫
y>yk+|s|
3
4
W 5kWj
∣∣∣∣∣ . |s|−10 and
∣∣∣∣∣
∫
y<yk−|s|
3
4
W 5kWj
∣∣∣∣∣ . |s|−4,
since |Wk(y)|4 . |s|−4 for y < yk − |s| 34 . Next, for j 6= k and |y − yk| 6 |s| 34 , we have
|Wj(y)| . |s|−1 from (2.19) and (2.21) again, and thus, using also (2.16),∣∣∣∣∣
∫
|y−yk|6|s|
3
4
(
W 5k −Q5k
)
Wj
∣∣∣∣∣ . |s|− 74 .
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Moreover, by (2.11), (2.25), (2.27) and the exponential decay of Q, we get similarly as before∑
j 6=k
∫
|y−yk|6|s|
3
4
Q5kWj =
∑
j 6=k
Wj(yk)
∫
|y−yk|6|s|
3
4
Q5k(y) dy +O(|s|−2)
= rkµ˜
−2
k
∫
|z|6µ˜k|s|
3
4
Q5(z) dz +O(|s|−2)
= rkµ˜
−2
k
∫
Q5 +O(|s|−2) = rkµ−2k ‖Q‖L1 +O(|s|−2).
Combining these estimates, we obtain (2.48), which concludes the proof of Lemma 2.6. 
2.3. Modulation around the approximate multi-soliton. We want to construct solu-
tions v of (2.7) of the form
v(s, y) = V(s, y) + ε(s, y), with ‖ε(s)‖H1 6 |s|−
1
2 . (2.49)
From the definition of EV in Lemma 2.4, the equation of ε reads
∂sε+
1
2s
Λε+ ∂y
(
∂yyε+ (V+ ε)
5 −V5
)
+ EV = 0. (2.50)
First, for a suitable solution v of (2.7), we construct in the next lemma a time-dependent
parameter vector
Γ = (τ1, µ1, y1, a1, . . . , τK , µK , yK , aK)
T ∈ ((−∞, 0)× (0,+∞) ×R× R)K
to be inserted in the definition of V = V[Γ] in Section 2.2, so that ε defined by (2.49) satisfies
the orthogonality conditions
d
ds
〈ε,ΛkQk〉 = d
ds
〈ε, (· − yk)ΛkQk〉 = d
ds
〈ε,Qk〉 = 0. (2.51)
As a consequence of (2.50) and (2.51), we also give estimates on the time derivatives of the
parameters in Γ in Lemmas 2.9 and 2.10.
Lemma 2.7 (Decomposition of the solution). There exist α > 0 small and s1 < 0 with |s1|
large such that the following hold. Let v be an H1 solution of (2.7) defined in a neighborhood
of sin < 0 such that sin < 2s1. Assume that v(s
in) and Γin satisfy, for all 1 6 k 6 K,
∣∣∣∣∣µinkℓk − 1
∣∣∣∣∣ 6 α2 ,
∣∣∣∣∣ τ inksinℓ−3k − 1
∣∣∣∣∣ 6 α2 ,
∣∣∣∣∣ yink2sinℓ−2k − 1
∣∣∣∣∣ 6 α2 ,
|aink | 6
1
2
|sin|−1,
∥∥∥v(sin)−V[Γin]∥∥∥
H1
6
1
2
|sin|− 12 .
Then there exist 0 < s¯ < |s1| and a unique C1 function Γ defined on [sin, sin + s¯] and taking
values into ((−∞, 0) × (0,+∞) × R× R)K such that Γ(sin) = Γin and, on [sin, sin+s¯], Γ and
ε = v−V[Γ] satisfy (2.8) and (2.51). Moreover, Γ and ε also satisfy (2.9), (2.26) and (2.49).
Remark 2.8. The strategy of the proof of Lemma 2.7 below is to write the relation (2.8)
and the orthogonality conditions (2.51) as a non-autonomous differential system Γ˙ = A(s,Γ)
satisfied by Γ and to apply the Cauchy–Lipschitz theorem. More precisely, we prove that the
function A is continuous and Lipschitz in Γ on [sin, sin+ s¯]×DΓ, where s¯ > 0 is small enough
and DΓ is the compact set of Γ satisfying (2.9) and (2.26).
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Proof of Lemma 2.7. To start, we observe that the relation (2.8) may be rewritten as
Lτk Γ˙ = F τk with Lτk = (0, . . . , 0, 1, 0, . . . , 0) and F τk = µ−3k ,
where the nonzero coefficient in Lτk is located at the position 4(k − 1) + 1. Note that F τk is
locally Lipschitz in Γ from (2.9).
Next, we compute dds〈ε,ΛkQk〉 = 〈∂sε,ΛkQk〉+ 〈ε, ∂s(ΛkQk)〉. Note that Qk satisfies
∂sQk = −
˙˜µk
µ˜k
ΛkQk − y˙k∂yQk, (2.52)
and in particular ∂s(ΛkQk) = −
˙˜µk
µ˜k
Λ2kQk − y˙k∂y(ΛkQk). Thus, using the equation (2.50) of ε
and the expression (2.29) of EV, we find
d
ds
〈ε,ΛkQk〉 = − 1
2s
〈Λε,ΛkQk〉 −
〈
∂y
(
∂yyε+ (V+ ε)
5 −V5
)
,ΛkQk
〉
− 〈Ψ,ΛkQk〉
−
∑
j
〈~mj · ~MjVj,ΛkQk〉 −
∑
j
r˙j〈Rj ,ΛkQk〉 −
∑
j
a˙j〈Pj ,ΛkQk〉
−
˙˜µk
µ˜k
〈ε,Λ2kQk〉 − y˙k〈ε, ∂y(ΛkQk)〉.
(2.53)
The first term in the right-hand side of (2.53) rewrites
− 1
2s
〈Λε,ΛkQk〉 = 1
2s
〈v,ΛΛkQk〉 − 1
2s
〈V,ΛΛkQk〉.
Note that v is continuous in L2 as a function of s, and ΛΛkQk[Γ] is locally Lipschitz in L
2 as
a function of Γ, so 12s〈v,ΛΛkQk〉 is continuous in s and locally Lipschitz in Γ. For the second
term, we only have to check that V[Γ] =
∑
j Vj[Γ] is locally Lipschitz in L
2 as a function
of Γ. For the regularity in τj of Wj, it suffices to use the fact that S satisfies (1.1) and the
regularity of S from Theorem 1.3. The regularity in µj and yj of Wj follows from the decay
property of the derivative of Wj from Lemma 2.3. The other terms in Vj, i.e. rjRj and ajPj ,
are clearly locally Lipschitz in L2 as functions of Γ (again the regularity of rj follows from
the properties of S in Theorem 1.3).
The second term in the right-hand side of (2.53) rewrites
−
〈
∂y
(
∂yyε+ (V+ ε)
5 −V5
)
,ΛkQk
〉
= 〈v −V, ∂yyy(ΛkQk)〉+
〈
v5 −V5, ∂y(ΛkQk)
〉
and the regularity of these terms is obtained as before. Next, observe that the regularity of
the term 〈Ψ,ΛkQk〉 follows from the explicit expression of Ψ in the proof of Lemma 2.4 and
similar arguments. The regularity of all the other terms in the right-hand side of (2.53) is
proved similarly, and we will not comment on it further.
Now note that, from (2.18), we have
〈ΛkWk,ΛkQk〉 = 〈ΛkQk,ΛkQk〉+ η = ‖ΛQ‖2L2 + η
and, using also 〈Q′,ΛQ〉 = 0 by parity,
〈∂yWk,ΛkQk〉 = 〈∂yQk,ΛkQk〉+ η = η,
where the notation η denotes various functions which are locally Lipschitz in Γ and small for
|s1| large and α small. Thus, we find
−〈~mk · ~MkVk,ΛkQk〉 = µ˙k
ℓk
‖ΛQ‖2L2 + µ˙kη + y˙kη + η.
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Moreover, for j 6= k, with similar notation, since 〈ΛjWj,ΛkQk〉 = η and 〈∂yWj,ΛkQk〉 = η,
−〈~mj · ~MjVj ,ΛkQk〉 = µ˙jη + y˙jη + η.
Next, using the computations in the proof of Lemma 2.5 and recalling the identity
˙˜µj
µ˜j
=
µ˙j
µj
+
λ0
2µ3jτ
2
j
(
1 +
λ0
2τj
)−1
,
we have also r˙j = µ˙jη + y˙jη + η for all 1 6 j 6 K. For the next term, we simply note that
〈Pk,ΛkQk〉 = 〈P,ΛQ〉+ η and 〈Pj ,ΛkQk〉 = η for j 6= k. Finally, we find similarly
˙˜µk
µ˜k
〈ε,Λ2kQk〉 = µ˙kη + η and y˙k〈ε, ∂y(ΛkQk)〉 = y˙kη
where, replacing ε = v −V, the functions η above depend again continuously on s through
the function v, are locally Lipschitz in Γ and are small for |s1| large and α small.
In conclusion of these computations, the relation dds〈ε,ΛkQk〉 = 0 rewrites from (2.53) as
Lµk Γ˙ = Fµk with Lµk = Lµk0 +L
µk
η and L
µk
0 = (0, . . . , 0, ℓ
−1
k ‖ΛQ‖2L2 , 0, 〈P,ΛQ〉, 0, . . . , 0),
where the nonzero coefficients in Lµk0 are located at the positions 4(k − 1) + 2 and 4k, and
where Lµkη and F
µk are locally Lipschitz in Γ and continuous in s, and ‖Lµkη ‖ ≪ 1 for |s1|
large and α small.
Similarly, using 〈Q′, yΛQ〉 = 12‖yQ‖2L2 , 〈P,Q〉 = 116‖Q‖2L1 and 〈ΛQ, yΛQ〉 = 〈ΛQ,Q〉 =
〈Q′, Q〉 = 0, we check that the other two orthogonality conditions in (2.51) rewrite as
LykΓ˙ = F yk with Lyk = Lyk0 + L
yk
η and L
yk
0 = (0, . . . , 0,
1
2‖yQ‖2L2 , 〈P, yΛQ〉, 0, . . . , 0),
LakΓ˙ = F ak with Lak = Lak0 + L
ak
η and L
ak
0 = (0, . . . , 0,
1
16‖Q‖2L1 , 0, . . . , 0),
where the nonzero coefficients in Lyk0 are located at the positions 4(k − 1) + 3 and 4k, the
nonzero coefficient in Lak0 is located at the position 4k, and where L
yk
η , F
yk , Lakη , F
ak are
locally Lipschitz in Γ and continuous in s, and ‖Lykη ‖+ ‖Lakη ‖ ≪ 1 for |s1| large and α small.
We refer to (2.60) and (2.62) in the proof of Lemma 2.9 below for more details about the
computation of dds〈ε, (· − yk)ΛkQk〉 and dds〈ε,Qk〉.
Denoting by D the (4K) × (4K) matrix formed by the line vectors Lτ1 , Lµ1 , Ly1 , La1 up
to LτK , LµK , LyK , LaK , and denoting F = (F τ1 , Fµ1 , F y1 , F a1 , . . . , F τK , FµK , F yK , F aK )T, we
are reduced to solve the differential system DΓ˙ = F. Note that D is a perturbation of the
block matrix
D0 =

D10 0 · · · 0
0 D20
. . .
...
...
. . .
. . . 0
0 · · · 0 DK0
 , with Dk0 =

1 0 0 0
0 ℓ−1k ‖ΛQ‖2L2 0 〈P,ΛQ〉
0 0 12‖yQ‖2L2 〈P, yΛQ〉
0 0 0 116‖Q‖2L1
 ,
in the sense that D = D0 + Dη with ‖Dη‖ ≪ 1 for |s1| large and α small, and so D is
invertible, with bounded inverse. The system thus rewrites Γ˙ = D−1F and the existence and
uniqueness of a C1 solution Γ satisfying (2.8) and (2.51) on some time interval [sin, sin+s¯] with
s¯ > 0 follows from the Cauchy–Lipschitz theorem. By the assumptions at sin and continuity
arguments, possibly reducing s¯, (2.9), (2.26) and (2.49) hold on [sin, sin + s¯]. 
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Lemma 2.9 (Modulation equations). Assume that the hypotheses of Lemma 2.7 hold on I.
Then, for all 1 6 k 6 K and for all s ∈ I,
|~mk| . ‖ε‖L2
k
+
∑
j
‖ε‖2L2
j
+ |s|−2, (2.54)
|a˙k| .
∑
j
‖ε‖2L2
j
+ |s|−2, (2.55)
|r˙k| . |s|−1
∑
j
‖ε‖L2
j
+ |s|−2. (2.56)
More precisely, denoting
Ak(s, y) =
1
‖ΛQ‖2L2
[
∂yyy(ΛkQk)− µ−2k ∂y(ΛkQk) + 5Q4k∂y(ΛkQk)
]
,
there holds ∣∣∣∣∣ µ˙kµk + 12µ3kτk −
1
2s
+
ak
µ3k
+ 〈ε,Ak〉
∣∣∣∣∣ .∑
j
‖ε‖2L2
j
+ |s|−2. (2.57)
Finally, there holds
|e˙k| .
∑
j6k
‖ε‖L2
j
+ |s|
∑
j
‖ε‖2L2
j
+
∑
j<k
|aj |+ |s|−
3
2 . (2.58)
Proof. Computation of dds〈ε,ΛkQk〉. We continue the calculation started in the above proof
of Lemma 2.7 and rewrite (2.53), after integrating by parts,
d
ds
〈ε,ΛkQk〉 = −
(
˙˜µk
µ˜k
− 1
2s
)
〈ε,Λ2kQk〉 −
(
y˙k − yk
2s
− 1
µ2k
)
〈ε, ∂y(ΛkQk)〉
+
〈
∂yyε− µ−2k ε+ (V+ ε)5 −V5, ∂y(ΛkQk)
〉
−
∑
j
〈~mj · ~MjVj,ΛkQk〉 −
∑
j
r˙j〈Rj ,ΛkQk〉 −
∑
j
a˙j〈Pj ,ΛkQk〉 − 〈Ψ,ΛkQk〉.
For the first term, we note that, from (2.11) and (2.30),
−
(
˙˜µk
µ˜k
− 1
2s
)
〈ε,Λ2kQk〉 = −
(
µ˙k
µk
− 1
2s
)
〈ε,Λ2kQk〉+O
(
|s|−2‖ε‖L2
k
)
= −mk,1〈ε,Λ2kQk〉+O
(
|s|−1‖ε‖L2
k
)
= O
(
|~mk|‖ε‖L2
k
)
+O
(
|s|−1‖ε‖L2
k
)
and similarly
−
(
y˙k − yk
2s
− 1
µ2k
)
〈ε, ∂y(ΛkQk)〉 = O
(
|~mk|‖ε‖L2
k
)
+O
(
|s|−1‖ε‖L2
k
)
.
Next, from the definition of Ak and integration by parts, we find〈
∂yyε− µ−2k ε+ (V+ ε)5 −V5, ∂y(ΛkQk)
〉
= ‖ΛQ‖2L2〈ε,Ak〉+
〈
(V+ ε)5 −V5 − 5Q4kε, ∂y(ΛkQk)
〉
= ‖ΛQ‖2L2〈ε,Ak〉+O(|s|−1‖ε‖L2k) +O(‖ε‖
2
L2
k
).
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Indeed, since∣∣∣(V+ ε)5 −V5 − 5Q4kε∣∣∣ 6 ∣∣∣(V+ ε)5 −V5 − ((Qk + ε)5 −Q5k)∣∣∣+ ∣∣∣(Qk + ε)5 −Q5k − 5Q4kε∣∣∣
. |V−Qk||ε|+ |ε|2 . |Vk −Qk||ε| +
∑
j 6=k
|Vj ||ε| + |ε|2,
we have, using (2.18), (2.19) and (2.21),∣∣∣〈(V+ ε)5 −V5 − 5Q4kε, ∂y(ΛkQk)〉∣∣∣ . |s|−1‖ε‖L2
k
+ ‖ε‖2L2
k
.
Moreover, since 〈ΛkWk,ΛkQk〉 = 〈ΛkQk,ΛkQk〉+O(|s|−1) = ‖ΛQ‖2L2 +O(|s|−1) from (2.18),
and 〈Q′,ΛQ〉 = 0 by parity, we have
〈~mk · ~MkVk,ΛkQk〉 = −mk,1
[
‖ΛQ‖2L2 +O(|s|−1)
]
+O(|s|−1|~mk|).
Note also that, for j 6= k,
|〈~MjVj ,ΛkQk〉|+ |〈Rj ,ΛkQk〉|+ |〈Pj ,ΛkQk〉| . |s|−10.
Thus, using |〈Ψ,ΛkQk〉| . ‖Ψ‖L∞
k
. |s|−2 from (2.32), we find
d
ds
〈ε,ΛkQk〉 = mk,1
[
‖ΛQ‖2L2 +O(|s|−1)
]
+ ‖ΛQ‖2L2〈ε,Ak〉+O(|s|−1|~mk|) +O(|~mk|‖ε‖L2k )
+O(‖ε‖2L2
k
) +O(|r˙k|) +O(|a˙k|) +O
|s|−10∑
j 6=k
(|~mj |+ |a˙j |+ |r˙j |)
+O(|s|−2).
Finally, we use (2.40) to estimate r˙k and r˙j for j 6= k, and simplify the last expression as
d
ds
〈ε,ΛkQk〉 = mk,1
[
‖ΛQ‖2L2 +O(|s|−1)
]
+ ‖ΛQ‖2L2〈ε,Ak〉+O(|~mk|‖ε‖L2k )
+O(‖ε‖2L2
k
) +O
∑
j
|a˙j |
+O
|s|−1∑
j
|~mj|
 +O(|s|−2). (2.59)
Computation of dds〈ε, (· − yk)ΛkQk〉. Using 〈Q′, yΛQ〉 = 12‖yQ‖2L2 and 〈ΛQ, yΛQ〉 = 0
by parity, we find with similar computation
d
ds
〈ε, (· − yk)ΛkQk〉 = mk,2
[
1
2
‖yQ‖2L2 +O(|s|−1)
]
+O(|~mk|‖ε‖L2
k
)
+O(‖ε‖L2
k
) +O
∑
j
|a˙j |
+O
|s|−1∑
j
|~mj |
+O(|s|−2). (2.60)
Computation of dds〈ε,Qk〉. From the equation (2.50) of ε, the expression (2.29) of EV
and (2.52), we find
d
ds
〈ε,Qk〉 = − 1
2s
〈Λε,Qk〉 −
〈
∂y
(
∂yyε+ (V+ ε)
5 −V5
)
, Qk
〉
−
∑
j
〈~mj · ~MjVj, Qk〉
−
∑
j
r˙j〈Rj , Qk〉 −
∑
j
a˙j〈Pj , Qk〉 − 〈Ψ, Qk〉 −
˙˜µk
µ˜k
〈ε,ΛkQk〉 − y˙k〈ε, ∂yQk〉.
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Note again that, for j 6= k,
|〈~MjVj , Qk〉|+ |〈Rj , Qk〉|+ |〈Pj , Qk〉| . |s|−10.
Moreover, from (2.2) and (2.4),
〈Pk, Qk〉 = 1
16
‖Q‖2L1 +O(|s|−10), 〈Rk, Qk〉 = −
3
4
‖Q‖L1 ,
and
〈ΛkQk, Qk〉 = 〈∂yQk, Qk〉 = 0.
Thus, after integration by parts,
d
ds
〈ε,Qk〉 =
〈
∂yyε− µ˜−2k ε+ (V+ ε)5 −V5, ∂yQk
〉
+
3
4
‖Q‖L1 r˙k −
1
16
‖Q‖2L1 a˙k
− 〈Ψ, Qk〉 −
(
˙˜µk
µ˜k
− 1
2s
)
〈ε,ΛkQk〉 −
(
y˙k − yk
2s
− 1
µ˜2k
)
〈ε, ∂yQk〉
+O(|s|−1|~mk|) +O
|s|−10∑
j 6=k
(|~mj |+ |a˙j |+ |r˙j |)
 +O(|s|−10|a˙k|).
But, from the cancellation LQ′ = 0 and the definition of Qk, we have
∂yyyQk − µ˜−2k ∂yQk + 5Q4k∂yQk = 0. (2.61)
Thus, from (2.11) and again integration by parts, we obtain as before
d
ds
〈ε,Qk〉 =
〈
(V+ ε)5 −V5 − 5Q4kε, ∂yQk
〉
+
3
4
‖Q‖L1 r˙k −
1
16
‖Q‖2L1 a˙k
− 〈Ψ, Qk〉+O
(
|~mk|‖ε‖L2
k
)
+O
(
|s|−1‖ε‖L2
k
)
+O(|s|−1|~mk|) +O
|s|−10∑
j
(|~mj |+ |a˙j |+ |r˙j |)
 ,
and also ∣∣∣〈(V+ ε)5 −V5 − 5Q4kε, ∂yQk〉∣∣∣ . |s|−1‖ε‖L2
k
+ ‖ε‖2L2
k
.
Therefore, using (2.33), (2.39) and (2.40), we obtain
d
ds
〈ε,Qk〉 = − 1
16
‖Q‖2L1
(
a˙k +
2ak
µ3kτk
+
2a2k
µ3k
)
− 1
4
‖Q‖L1
(
r˙k +
rk
µ3kτk
+
2akrk
µ3k
)
+O(|s|−1‖ε‖L2
k
) +O(|~mk|‖ε‖L2
k
) +O(‖ε‖2L2
k
)
+O
|s|−1∑
j<k
|aj |
+O
|s|−10∑
j
|a˙j|

+O
|s|−1∑
j6k
|~mj |
+O
|s|−10∑
j>k
|~mj |
+O(|s|− 52 ).
(2.62)
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Proof of (2.54)–(2.57). We assume now that the three orthogonality conditions (2.51)
are satisfied. First, we give a simplified bound on |a˙k| deduced from dds〈ε,Qk〉 = 0 in (2.62).
Using also (2.40), we find
|a˙k| . |s|−2 + |~mk|‖ε‖L2
k
+ ‖ε‖2L2
k
+ |s|−1
∑
j
(|a˙j |+ |~mj |).
Summing over 1 6 k 6 K and taking |s1| large enough, we obtain∑
k
|a˙k| . |s|−2 +
∑
j
|~mj |‖ε‖L2
j
+
∑
j
‖ε‖2L2
j
+ |s|−1
∑
j
|~mj |,
and so, inserting this estimate in the above bound on |a˙k|, we get
|a˙k| . |s|−2 + |~mk|‖ε‖L2
k
+
∑
j
‖ε‖2L2
j
+ |s|−1
∑
j
|~mj|.
Now, we insert this estimate on |a˙k| into (2.59) and (2.60) and we obtain, using (2.51),
|~mk| . ‖ε‖L2
k
+
∑
j
|~mj |‖ε‖L2
j
+
∑
j
‖ε‖2L2
j
+ |s|−1
∑
j
|~mj |+ |s|−2.
Summing as before over 1 6 k 6 K, using (2.49) and taking |s1| large enough, we find∑
k
|~mk| .
∑
j
‖ε‖L2
j
+ |s|−2,
and so (2.54). Inserting this estimate into the above simplified bound on |a˙k| and into (2.40),
we obtain respectively (2.55) and (2.56). Finally, inserting (2.54) into (2.59), we obtain (2.57).
Proof of (2.58). Directly from the definition (2.44) of ek, we first compute
e˙k =
1
µ2k
[(
ak +
1
2τk
+
4rk
‖Q‖L1
)
− 2sµ˙k
µk
(
ak +
1
2τk
+
4rk
‖Q‖L1
)
+ s
(
a˙k − τ˙k
2τ2k
+
4r˙k
‖Q‖L1
)]
.
Using (2.8) and the definition (2.30) of mk,1, we find
e˙k =
s
µ2k
[(
a˙k +
2ak
µ3kτk
+
2a2k
µ3k
)
+
4
‖Q‖L1
(
r˙k +
rk
µ3kτk
+
2akrk
µ3k
)]
+O(|~mk|).
But, inserting estimates (2.54)–(2.56) into (2.62), and using from (2.51) the orthogonality
condition dds〈ε,Qk〉 = 0, we also find∣∣∣∣∣ 116‖Q‖2L1
(
a˙k +
2ak
µ3kτk
+
2a2k
µ3k
)
+
1
4
‖Q‖L1
(
r˙k +
rk
µ3kτk
+
2akrk
µ3k
)∣∣∣∣∣
. |s|−1
∑
j6k
‖ε‖L2
j
+
∑
j
‖ε‖2L2
j
+ |s|−1
∑
j<k
|aj |+ |s|−
5
2 .
Gathering the two last estimates and (2.54), we obtain (2.58), which concludes the proof of
Lemma 2.9. 
Next, we prove more precise estimates on the modulation parameters, using the notation
introduced in (2.9).
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Lemma 2.10 (Refined modulation equations). Assume that the hypotheses of Lemma 2.7
hold on I. Let fk = µ¯k + y¯k. Then, for all 1 6 k 6 K and for all s ∈ I,∣∣∣∣f˙k + 12 (1 + 3θk) fks + (1 + µ¯k)〈ε,Ak〉
∣∣∣∣ . |s|−1 ∣∣∣∣ek − ℓk (12 + θk
)∣∣∣∣+∑
j
‖ε‖2L2
j
+ |s|−1
|s|− 142 + |µ¯k|2 + |y¯k|2 +∑
j<k
(|µ¯j |+ |τ¯j |+ |y¯j |)
 (2.63)
and ∣∣∣∣ ˙¯yk − y¯k2s + fks
∣∣∣∣ .∑
j
‖ε‖2L2
j
+ |s|−1|µ¯k|2 + |s|−2. (2.64)
Proof. We first prove the two estimates∣∣∣∣ ˙¯µk − µ¯k2s + 1s
(
ek
ℓk
− 1
2
− θk
)
+
3θk
2s
(µ¯k + y¯k) + (1 + µ¯k)〈ε,Ak〉
∣∣∣∣
.
∑
j
‖ε‖2L2
j
+ |s|−1
|s|− 142 + |µ¯k|2 + |y¯k|2 +∑
j<k
(|µ¯j |+ |τ¯j |+ |y¯j |)
 (2.65)
and ∣∣∣∣ ˙¯yk + y¯k2s + µ¯ks
∣∣∣∣ .∑
j
‖ε‖2L2
j
+ |s|−1|µ¯k|2 + |s|−2. (2.66)
Indeed, multiplying (2.57) by µk, replacing
ak
µ2k
+
1
2µ2kτk
=
ek
s
− 4rk
µ2k‖Q‖L1
from (2.44) and rk by its asymptotics (2.41), we find∣∣∣∣∣µ˙k + eks − µk2s + µk〈ε,Ak〉 − ℓ
3
kθk
µ2ks
(
1 +
1
2
µ¯k − 3
2
y¯k
)∣∣∣∣∣
.
∑
j
‖ε‖2L2
j
+ |s|−1
|s|− 142 + |µ¯k|2 + |y¯k|2 +∑
j<k
(|µ¯j |+ |τ¯j |+ |y¯j|)
 ,
and so (2.65) after expanding µk = ℓk(1 + µ¯k) and µ
−2
k = ℓ
−2
k
[
1− 2µ¯k +O(|µ¯k|2)
]
in the
left-hand side. Similarly, from yk = 2ℓ
−2
k s(1+ y¯k), we get y˙k = 2ℓ
−2
k (1+ y¯k) + 2ℓ
−2
k s
˙¯yk, which
gives, inserted into the second line of (2.54),
|2s ˙¯yk + y¯k + 2µ¯k| . |µ¯k|2 + ‖ε‖L2
k
+
∑
j
‖ε‖2L2
j
+ |s|−1.
Dividing the last estimate by 2s, we get (2.66). Finally, adding (2.65) and (2.66) yields (2.63),
and replacing µ¯k = fk − y¯k into (2.66) yields (2.64). 
Finally, as in the previous works [18, 22, 31] related to blow up for (gKdV), we need some
L1 type estimates on ε. Technically, we prove a priori estimates on the quantity 〈ε, Pk〉 and
its time variation in the following lemma.
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Lemma 2.11. Assume that the hypotheses of Lemma 2.7 hold on I. Then, for all 1 6 k 6 K
and for all s ∈ I,
|〈ε, Pk〉| . |s|
1
2‖ε‖L2(y>yk+1), (2.67)
and, for some constant c > 0,∣∣∣∣ dds〈ε, Pk〉 − csa˙k
∣∣∣∣ . |s|− 12 ‖ε‖L2(y>yk+1) +∑
j6k
‖ε‖L2
j
+
∑
j6k
|aj |+
∑
j
‖ε‖2L2
j
+ |s|− 98 . (2.68)
Proof. To prove (2.67), we note that, from (2.14) and the definition of Pk, we have Pk(y) = 0
for y 6 12(yk+1 + yk). Thus, using also ‖Pk‖L2 . |s|
1
2 from (2.13),
|〈ε, Pk〉| . ‖Pk‖L2‖ε‖L2(y> 1
2
(yk+1+yk))
. |s| 12‖ε‖L2(y>yk+1).
To prove (2.68), we proceed as in the proof of Lemma 2.9. First note that
∂sPk = −
˙˜µk
µ˜k
ΛkPk − y˙k∂yPk + |s|−1Zk,
where Zk is defined by (2.34) and satisfies, from (2.9) and (2.14),
|Zk(y)| . 1 1
2
(yk+1+yk)<y<yk− ℓkγ2 |s|
(y).
Thus, using the equation (2.50) of ε, the decomposition (2.29) of EV and integrations by
parts, we find
d
ds
〈ε, Pk〉 = −
(
˙˜µk
µ˜k
− 1
2s
)
〈ε,ΛkPk〉 −
(
y˙k − yk
2s
)
〈ε, ∂yPk〉
+ |s|−1〈ε, Zk〉+ 〈ε, ∂yyyPk〉+
〈
(V+ ε)5 −V5, ∂yPk
〉
−
∑
j
〈~mj · ~MjVj, Pk〉 −
∑
j
r˙j〈Rj , Pk〉 −
∑
j
a˙j〈Pj , Pk〉 − 〈Ψ, Pk〉.
For the first term, from (2.11), (2.30), (2.49) and (2.54), we note that∣∣∣∣∣ ˙˜µkµ˜k − 12s
∣∣∣∣∣ .
∣∣∣∣ µ˙kµk − 12s
∣∣∣∣+ |s|−2 . |~mk|+ |s|−1 . ‖ε‖L2k + |s|−1.
Thus, using also (2.12), we find∣∣∣∣∣
(
˙˜µk
µ˜k
− 1
2s
)
〈ε,ΛkPk〉
∣∣∣∣∣ . (‖ε‖L2k + |s|−1)(‖ε‖L2k + |s| 12‖ε‖L2(y>yk+1))
. ‖ε‖L2
k
+ |s|− 12‖ε‖L2(y>yk+1).
Similarly, we also find∣∣∣∣(y˙k − yk2s
)
〈ε, ∂yPk〉
∣∣∣∣ . ∫ |ε||∂yPk| . ‖ε‖L2k + |s|− 12 ‖ε‖L2(y>yk+1)
and
|s|−1|〈ε, Zk〉| . |s|−
1
2‖ε‖L2(y>yk+1).
Using again (2.12), we find
|〈ε, ∂yyyPk〉| . ‖ε‖L2
k
+ |s|− 52 ‖ε‖L2(y>yk+1)
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and, since ‖V‖L∞ + ‖ε‖L∞ . 1,∣∣∣〈(V+ ε)5 −V5, ∂yPk〉∣∣∣ . ‖ε‖L2
k
+ |s|− 12 ‖ε‖L2(y>yk+1).
For the next term, we first note that, from (2.3), (2.9) and (2.14), for j 6= k,{ |〈ΛjRj , Pk〉|+ |〈∂yRj , Pk〉|+ |〈ΛjPj , Pk〉|+ |〈∂yPj , Pk〉| . |s|−10,
|〈ΛkRk, Pk〉|+ |〈∂yRk, Pk〉| . 1 and 〈ΛkPk, Pk〉 = 〈∂yPk, Pk〉 = 0.
Then, for j > k, from (2.14) and (2.21), we find
|〈ΛjWj, Pk〉|+ |〈∂yWj, Pk〉| . |s|−10.
Finally, for j 6 k, using (2.13), (2.15) and (2.22), we have
|〈ΛjWj, Pk〉| 6 |〈Λj(Wj −Qj), Pk〉|+ |〈ΛjQj, Pk〉|
. ‖Λj(Wj −Qj)‖L2‖Pk‖L2 + ‖ΛjQj‖L1 . 1
and, using (2.15) for m = 1 and 〈P,Q′〉 = 0, we find similarly |〈∂yWj, Pk〉| . |s|− 12 . Thus,
gathering the previous estimates, using (2.54) and then (2.49), we obtain∣∣∣∣∣∣
∑
j
〈~mj · ~MjVj , Pk〉
∣∣∣∣∣∣ .
∑
j6k
|~mj |+ |s|−10
∑
j>k
|~mj| .
∑
j6k
‖ε‖L2
j
+
∑
j
‖ε‖2L2
j
+ |s|−2.
Next, by (2.56) and the decay properties of Rj, we find∣∣∣∣∣∣
∑
j
r˙j〈Rj, Pk〉
∣∣∣∣∣∣ .
∑
j
|r˙j | . |s|−1
∑
j
‖ε‖L2
j
+ |s|−2 . |s|− 32 .
For the next term, we first note that, by (2.3) and (2.14), we have |〈Pj , Pk〉| . |s|−10 for
j 6= k. For j = k, we compute∫
P 2k = µ˜
−1
k
∫
P 2
(
y − yk
µ˜k
)
χ2
(
y − yk
µ˜k
|s|−1
)
dy = |s|
∫
P 2(|s|z)χ2(z) dz.
But, again from (2.3), we find
|s|
∫
z>0
P 2(|s|z)χ2(z) dz . |s|
∫
z>0
e−|s|z dz . 1
and
|s|
∣∣∣∣∫
z<0
P 2(|s|z)χ2(z) dz − 1
4
‖Q‖2L1
∫
z<0
χ2(z) dz
∣∣∣∣ . |s| ∫
z<0
e|s|z/2 dz . 1.
Thus, denoting c = 14‖Q‖2L1
∫
z<0 χ
2(z) dz > 0, we have found |〈Pk, Pk〉 + cs| . 1 and so,
using (2.49) and (2.55),∣∣∣∣∣∣
∑
j
a˙j〈Pj , Pk〉+ csa˙k
∣∣∣∣∣∣ . |a˙k|+ |s|−11 .
∑
j
‖ε‖2L2
j
+ |s|−2.
Finally, to control the source term 〈Ψ, Pk〉, we use (2.13), (2.14) and (2.32), and thus
obtain, for k < K,
|〈Ψ, Pk〉| . ‖Pk‖L2‖Ψ‖L2(y> 1
2
(yk+1+yk))
. |s| 12‖Ψ‖
L2(y>yk+1−|s|
1
4 )
. |s|− 98 +
∑
j6k
|aj |.
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Similarly, for k = K, using (2.31), we find
|〈Ψ, PK〉| . ‖PK‖L2‖Ψ‖L2 . |s|−
5
4 +
∑
j
|aj |.
Gathering the above estimates, we get (2.68), which concludes the proof of Lemma 2.11. 
2.4. Weak H1 stability of the decomposition. The next lemma shows that the decom-
position of Lemma 2.7 is stable by weak H1 limit. To prove such a result, we rely on the
weak H1 stability of the flow of (1.1), as stated in [3, Lemma 2.10] and proved e.g. in [18].
Lemma 2.12. Let (v0,n) be a sequence of H
1 functions such that
v0,n ⇀ v0 in H
1 weak as n→ +∞.
Let I = [S1, S2] with S1 < S2 < 2s1 < 0 and S0 ∈ I. Assume that, for all n large, the
solution vn of (2.7) such that vn(S0) = v0,n satisfies the assumptions of Lemma 2.7 on I. In
particular, for any n, there exists a unique Γn such that Γn and εn defined by εn = vn−V[Γn]
satisfy (2.8), (2.9), (2.26), (2.49) and (2.51) on I. Let v be the solution of (2.7) satisfying
v(S0) = v0. Then,
∀s ∈ I, vn(s) ⇀ v(s) in H1 weak as n→ +∞,
and
∀s ∈ I, εn(s)⇀ ε(s) in H1 weak, Γn(s)→ Γ(s) as n→ +∞,
where Γ and ε = v −V[Γ] satisfy (2.8), (2.9), (2.26), (2.49) and (2.51) on I.
Proof. Let un and u be the solutions of (1.1) defined from the change of variables (2.6) such
that vn = u˜n and v = u˜ respectively. Let Ti =
1√−2Si for i = 0, 1, 2. Then un(T0) ⇀ u(T0)
in H1 weak as n → +∞ and, since vn satisfies the assumptions of Lemma 2.7, there exists
C1 > 0 such that maxt∈[T1,T2] ‖un(t)‖H1 6 C1. We deduce from the H1 weak stability of the
flow of (1.1) that, for all t ∈ [T1, T2], un(t)⇀ u(t) in H1 weak and so, from (2.6), vn(s)⇀ v(s)
in H1 weak for any s ∈ I.
Next, it follows from (2.9), (2.26) and (2.8), (2.54), (2.55) that |Γn| + |Γ˙n| 6 C on I for
some C > 0. Thus, by Ascoli’s theorem, up to the extraction of a subsequence, there exists
a continuous function Γ satisfying (2.9) and (2.26) such that Γn → Γ uniformly on I as
n → +∞. By the definition of V[Γ], it follows that V[Γn] → V[Γ] in H1(R) as n → +∞.
The weak H1 convergence of εn to ε then follows. Writing the integral form of the differential
system satisfied by Γn as stated in Remark 2.8 and passing to the limit, we obtain that Γ is
a C1 function of time which also satisfies (2.8) on I.
By weak convergence, 〈ε,ΛkQk〉, 〈ε, (· − yk)ΛkQk〉 and 〈ε,Qk〉 are constant functions of
time and thus (2.51) holds for Γ and ε. By weak convergence again, the function v satisfies
the assumptions of Lemma 2.7 on I, and the uniqueness statement proves that Γ and ε
correspond to the decomposition of v from Lemma 2.7. It follows that the above limits hold
for the whole sequence. 
3. Proof of Theorem 1.1
The proof of Theorem 1.1 is mainly based on the following proposition, written with the
notation of Section 2, i.e. in the rescaled variables (2.6)–(2.7) and using the approximate
solution V(s) = V[Γ(s)].
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Proposition 3.1. There exist S0 < −1 with |S0| large, an H1 solution v of (2.7) and a C1
function Γ = (τ1, µ1, y1, a1, . . . , τK , µK , yK , aK)
T defined on (−∞, S0] such that, defining ε by
v(s) = V[Γ(s)] + ε(s),
for all 1 6 k 6 K, for all s 6 S0,
∣∣∣∣µk(s)ℓk − 1
∣∣∣∣+
∣∣∣∣∣τk(s)sℓ−3k − 1
∣∣∣∣∣ +
∣∣∣∣∣ yk(s)2sℓ−2k − 1
∣∣∣∣∣ 6 |s|− 143 ,
|ak(s)| 6 |s|−1−
1
43 , ‖ε(s)‖H1 6 |s|−
1
2
− 1
43 ,
(3.1)
and
〈ε(s),ΛkQk(s)〉 = 〈ε(s), (· − yk)ΛkQk(s)〉 = 〈ε(s), Qk(s)〉 = 0. (3.2)
The proof of Proposition 3.1 is by compactness. For n > 1 large, we let Sn = −n, and
we construct a solution vn of (2.7) with a well-prepared data vn(Sn). Proposition 3.2 below
shows uniform estimates on vn on a time interval [Sn, S0], where S0 < −1 and |S0| > 2|s1|
is large enough but independent of n. In Section 3.8, we obtain vn(S0) ⇀ v0 passing to the
weak limit in n (up to a subsequence). Then, from the uniform estimates and Lemma 2.12,
the initial data v(S0) = v0 provides the desired solution v of (2.7).
The proof of Theorem 1.1 is also given in Section 3.8, as a straightforward consequence of
Proposition 3.1 and the change of variables (2.6).
3.1. Formal discussion on the system of parameters. We discuss formally how to derive
estimates on the various parameters on a time interval [Sn, S0] from Lemmas 2.9 and 2.10, in
particular from (2.58), (2.63) and (2.64). We refer to Sections 3.6 and 3.7 below for rigorous
arguments. Suppose that we already know from an induction argument that, for all j < k,
|µ¯j |+ |τ¯j |+ |y¯j| 6 |s|−δk−1 , |aj | 6 |s|−1−δk−1 ,
for some small δk−1 > 0. Then, from (2.58) and neglecting ε, we obtain |e˙k| . |s|−1−δk−1 and
so, by integration and assuming ek(Sn) = ℓk
(
1
2 + θk
)
, we find
∣∣∣ek − ℓk (12 + θk)∣∣∣ . |s|−δk−1 .
Next, from (2.63), inserting the above information on ek, taking δk−1 6 142 and neglecting for
the moment the higher order terms |µ¯k|2 and |y¯k|2, we get∣∣∣∣f˙k + 12 (1 + 3θk) fks
∣∣∣∣ . |s|−1−δk−1 .
The general behavior of functions fk satisfying such a differential inequality depends on the
value of the parameter 12(1 + 3θk). Indeed, the last inequality is equivalent to∣∣∣∣ dds
[
(−s) 12 (1+3θk)fk
]∣∣∣∣ . |s|−1−δk−1+ 12 (1+3θk).
If 12 (1+3θk) < δk−1, then it is clear by direct integration on [Sn, s] that any data fk(Sn) such
that |fk(Sn)| . |Sn|−δk−1 leads to |fk(s)| . |s|−δk−1 . On the contrary, if 12(1+3θk) > δk−1, we
have to choose the data fk(Sn) carefully to obtain the same estimate on fk(s) and avoid the
instability. At the technical level, we will need to treat such indices k by a global topological
argument. For the sake of simplicity, we will choose the values of δk so that we avoid the
remaining case, i.e. when 12 (1 + 3θk) = δk−1. Next, from (2.64), we get similarly∣∣∣∣ ˙¯yk − y¯k2s
∣∣∣∣ . ∣∣∣∣fks
∣∣∣∣+ |s|−2 . |s|−1−δk−1 , which rewrites as ∣∣∣∣ dds
[
(−s)− 12 y¯k
]∣∣∣∣ . |s|−1−δk−1− 12 .
42 V. COMBET AND Y. MARTEL
Here, we note that any sufficiently small data y¯k(Sn) leads to the estimate |y¯k(s)| . |s|−δk−1 ,
and so |µ¯k(s)| . |s|−δk−1 since fk = µ¯k + y¯k. However, from (2.8), since we obtain∣∣∣∣ ˙¯τk + τ¯ks
∣∣∣∣ . |s|−1|µ¯k| . |s|−1−δk−1 , which rewrites as ∣∣∣∣ dds(sτ¯k)
∣∣∣∣ . |s|−δk−1 ,
we deduce that τ¯k is an unstable parameter for all 1 6 k 6 K, and so the data τ¯k(Sn) will also
have to be included in the global topological argument. Finally, the parameter ak is controlled
using the almost conservation of ek and (2.44). To get rid of multiplicative constants, we will
choose δk < δk−1 at each step and take |S0| large enough.
In view of the above discussion, it is natural to define
K− =
{
k ∈ {1, . . . ,K} | 1
2
(1 + 3θk) 6
1
43
}
and K+ =
{
k ∈ {1, . . . ,K} | 1
2
(1 + 3θk) >
1
43
}
.
We observe that K+ contains 1 since θ1 = 0 and we denote by d = |K+| > 1 the cardinal
of K+. The set K− may be empty or not, depending on the choice of the parameters {ℓk}k
and {ǫk}k. The proof is the same in both cases. Let
δ+ = min
k∈K+
1
2
(1 + 3θk) >
1
43
, δ0 = min
{
1
42
, δ+
}
, δK+1 =
1
43
.
For all 1 6 k 6 K, we define δ−k , δk and δ
+
k so that
1
43
= δK+1 < δ
+
K+1 6 δ
+
k+1 < δ
−
k < δk < δ
+
k < δ
−
k−1 6 δ
−
0 < δ0 6
1
42
. (3.3)
Indeed, for technical reasons, it will be convenient to have several orders of smallness in |s|−1
for each 1 6 k 6 K.
3.2. The bootstrap setting. From the formal discussion in the previous section, we define
Vn(Sn) = V[Γn](Sn) as in Section 2.2, for parameters {µk(Sn)}k, {τk(Sn)}k, {yk(Sn)}k and
{ak(Sn)}k chosen as
µk(Sn) = ℓk for k ∈ K−, µk(Sn) = ℓk
(
1 + |Sn|−δ
+
k ξk
)
for k ∈ K+,
τk(Sn) = Snℓ
−3
k (1 + |Sn|−δkζk), yk(Sn) = 2Snℓ−2k ,
ak(Sn) =
ℓkµ
2
k(Sn)
Sn
(
1
2
+ θk
)
− 1
2τk(Sn)
− 4rk(Sn)‖Q‖L1
,
where ξ = {ξk}k∈K+ and ζ = {ζk}16k6K , satisfying (ξ, ζ) ∈ Bd+K , will be chosen later.
We claim the following consequences of these choices of initial parameters:
µ¯k(Sn) = 0 for k ∈ K−, µ¯k(Sn) = |Sn|−δ
+
k ξk for k ∈ K+,
τ¯k(Sn) = |Sn|−δkζk, y¯k(Sn) = 0,
ek(Sn) = ℓk
(
1
2
+ θk
)
, |ak(Sn)| 6 1
2
|Sn|−1−δ
−
k ,
(3.4)
and in particular |µ¯k(Sn)| 6 |Sn|−δ
+
k for any 1 6 k 6 K. Indeed, the values of µ¯k(Sn), τ¯k(Sn)
and y¯k(Sn) are straightforward consequences of their definition in (2.9). The value of ek(Sn)
is a direct consequence of the choice of ak(Sn) and the definition (2.44) of ek.
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Finally, by the definition of ak(Sn), we observe that, for k ∈ K+,
ak(Sn) =
ℓ3k(1 + |Sn|−δ
+
k ξk)
2
Sn
(
1
2
+ θk
)
− ℓ
3
k
2Sn
(1 + |Sn|−δkζk)−1 − 4rk(Sn)‖Q‖L1
.
Moreover, by (2.41), and since 2δ+k > δk−1 and
1
42 > δk−1 from (3.3), we obtain∣∣∣∣rk(Sn)− ‖Q‖L14Sn ℓ3kθk
(
1 +
1
2
µ¯k(Sn)
)∣∣∣∣ . |Sn|−1−δk−1
and thus ∣∣∣∣∣4rk(Sn)‖Q‖L1 − ℓ
3
kθk
Sn
∣∣∣∣∣ . |Sn|−1−δ+k .
It follows that |ak(Sn)| . |Sn|−1−δk and thus, for n large enough, |ak(Sn)| 6 12 |Sn|−1−δ
−
k .
Noticing that the proof is the same for k ∈ K−, it concludes the proof of (3.4).
Let vn be the solution of (2.7) with initial data vn(Sn) = Vn(Sn). From Lemma 2.7
and (3.4), assuming n large enough, we may decompose vn as
vn(s, y) = Vn(s, y) + εn(s, y)
on [Sn, Sn+s¯n] for some s¯n > 0, whereVn = V[Γn] is defined as in Section 2.2 with parameters
{µk(s)}k, {τk(s)}k, {yk(s)}k, {ak(s)}k and εn satisfies the orthogonality conditions (2.51).
Note that, for simplicity of notation, we do not specify the dependency in n of the parameters
µk, τk, yk and ak. Finally, in view of applying (2.63), we denote
gk(s) = µ¯k(s) + y¯k(s) +
∫ s
Sn
(1 + µ¯k(τ))〈εn(τ), Ak(τ)〉 dτ.
Note also that εn(Sn) ≡ 0 and gk(Sn) = µ¯k(Sn) for all 1 6 k 6 K.
We work with the following bootstrap estimates, for 1 6 k 6 K:
‖εn(s)‖H1 6 |s|−
1
2
−δ+
K+1 , ‖εn(s)‖H1(y>yk) 6 |s|−
1
2
−δ+
k ,∫ s
Sn
|τ |1+ 143
(
‖∂yεn(τ)‖2L2
k
+ ‖εn(τ)‖2L2
k
)
dτ 6 |s|−2δ+k + 143 ,
|µ¯k(s)|+ |y¯k(s)| 6 |s|−δk , |ak(s)| 6 |s|−1−δ
−
k ,
(3.5)
and ∑
k∈K+
[
|s|δ+k gk(s)
]2
+
K∑
k=1
[
|s|δk τ¯k(s)
]2
6 1. (3.6)
From the application of Lemma 2.7 above and continuity arguments, these bootstrap estimates
are satisfied on [Sn, Sn + s¯n], for a possibly smaller s¯n > 0. Now let S0 < −1 with |S0| large
to be fixed later. Assuming |S0| large enough so that |S0|−δ
+
K+1 6 min
(
1
2 ,
α
2
)
with α given
by Lemma 2.7, we may set
S∗n(ξ, ζ) = sup {Sn 6 τ 6 S0 such that (3.5) and (3.6) are satisfied for all s ∈ [Sn, τ ]} .
When there is no risk of confusion, we will denote S∗n(ξ, ζ) simply by S∗n.
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Note for future reference that, as a direct consequence of Lemma 2.11, (3.3) and (3.5), we
have, for |S0| large enough, for all 1 6 k 6 K, for all s ∈ [Sn, S∗n],
|〈εn, Pk〉| . |s|−δ
+
k+1 , (3.7)∣∣∣∣ dds〈εn, Pk〉 − csa˙k
∣∣∣∣ .∑
j6k
‖εn‖L2
j
+ |s|−1−δ+k+1 . (3.8)
Note also that, from the orthogonality conditions (2.51) satisfied by εn and the identity
εn(Sn) ≡ 0, we obtain by integration, for all 1 6 k 6 K, for all s ∈ [Sn, S∗n],
〈εn(s),ΛkQk(s)〉 = 〈εn(s), (· − yk)ΛkQk(s)〉 = 〈εn(s), Qk(s)〉 = 0. (3.9)
Now we prove that, for all n large, there exists at least one choice of (ξ, ζ) such that the
bootstrap estimates (3.5)–(3.6) hold up to some time S0, with |S0| large, independent of n.
Proposition 3.2. There exists S0 < −1, independent of n, such that, for all n large enough,
there exists (ξ, ζ) ∈ Bd+K such that S∗n(ξ, ζ) = S0.
The proof of Proposition 3.2 is given in Sections 3.3 to 3.7. We argue by contradiction,
assuming that S∗n(ξ, ζ) ∈ [Sn, S0) for all (ξ, ζ) ∈ Bd+K . The way to reach a contradiction is
first to strictly improve all estimates in (3.5) (provided that |S0| is large enough, independently
of n), and second to use a topological obstruction on a certain continuous map related to the
definition of S∗n(ξ, ζ), the bootstrap (3.6), the definition (2.8) of τk for all 1 6 k 6 K, and
the differential inequality (2.63) for k ∈ K+.
3.3. Monotonicity of global energies. We define the mass related to ε as
Gn =
∫
ε2n + 2
∑
k
ak〈εn, Pk〉+ c|s|
∑
k
a2k,
where c > 0 is defined in Lemma 2.11, the energy related to ε as
Hn = 1
2
∫
(∂yεn)
2 − 1
6
∫ [
(Vn + εn)
6 −V6n − 6V5nεn
]
,
and we estimate their time variation in the following lemma.
Lemma 3.3. There exists C > 0 such that, for all s ∈ [Sn, S∗n],
d
ds
(|s|Gn) 6 C|s|
∑
j
‖εn‖2L2
j
+ |s|−2−δ−K−δ+K+1
 (3.10)
and ∣∣∣∣ dds (|s|Hn)
∣∣∣∣ 6 C|s|
∑
j
‖εn‖2L2
j
+ |s|−1‖εn‖2L2 + |s|−2−2δ
−
K
 . (3.11)
Proof. We denote εn, Vn, Gn and Hn simply by ε, V, G and H. For brevity, we also use the
notation fs = ∂sf and fy = ∂yf .
Proof of (3.10). We first compute
1
|s|
d
ds
(|s|G) = − 1|s|
(∫
ε2 + 2
∑
k
ak〈ε, Pk〉+ c|s|
∑
k
a2k
)
+ 2
∫
εsε
+ 2
∑
k
a˙k〈ε, Pk〉+ 2
∑
k
ak
d
ds
〈ε, Pk〉+ 2c|s|
∑
k
a˙kak − c
∑
k
a2k,
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which gives
1
|s|
d
ds
(|s|G) 6 − 1|s|
∫
ε2 + 2
∑
k
ak
d
ds
〈ε, Pk〉+ 2c|s|
∑
k
a˙kak
+ C|s|−1
∑
k
|ak〈ε, Pk〉|+ 2
∫
εsε+ 2
∑
k
a˙k〈ε, Pk〉.
Then, by estimates (3.8) and |ak| 6 |s|−1−δ
−
k from (3.5), we find∣∣∣∣ak dds〈ε, Pk〉+ c|s|a˙kak
∣∣∣∣ . |s|−1−δ−k
∑
j6k
‖ε‖L2
j
+ |s|−1−δ+k+1

.
∑
j6k
‖ε‖2L2
j
+ |s|−2−δ−k −δ+k+1. (3.12)
Similarly, from (3.7), we find
|s|−1|ak〈ε, Pk〉| . |s|−2−δ
−
k
−δ+
k+1 . (3.13)
Next, using the equation (2.50) satisfied by ε, the expression (2.29) of EV, and integration by
parts (recall that
∫
(Λε)ε = 0), we find∫
εsε+
∑
k
a˙k〈ε, Pk〉 =
∫ [
(V+ ε)5 −V5
]
εy −
∫ (∑
k
~mk · ~MkVk +
∑
k
r˙kRk +Ψ
)
ε.
For the first term, integrating by parts, we have∫ [
(V+ ε)5 −V5
]
εy = −
∫ [
(V+ ε)5 −V5 − 5V4ε
]
Vy
and, by (2.28) and (2.49), we obtain∣∣∣∣∫ [(V+ ε)5 −V5 − 5V4ε]Vy∣∣∣∣ . ‖Vy‖L∞ (∫ |ε|5 + ∫ |V|3ε2)
. ‖ε‖5H1 + ‖ε‖2L2
∑
j
‖Vj −Qj‖3L∞ +
∑
j
‖ε‖2L2
j
. |s|− 52 + |s|− 134 +
∑
j
‖ε‖2L2
j
.
Second, again by (2.28), we note that∣∣∣∣∫ (~MkVk)ε∣∣∣∣ 6 ∫ ∣∣∣~Mk(Vk −Qk)∣∣∣ |ε|+ ∫ ∣∣∣~MkQk∣∣∣ |ε| . |s|− 12 ‖ε‖L2 + ‖ε‖L2k .
Thus, by (2.54) and (3.5),∣∣∣∣∫ (~mk · ~MkVk)ε∣∣∣∣ .
‖ε‖L2
k
+
∑
j
‖ε‖2L2
j
+ |s|−2
(|s|− 12 ‖ε‖L2 + ‖ε‖L2
k
)
6 C
∑
j
‖ε‖2L2
j
+
1
8K|s|‖ε‖
2
L2 + C|s|−4.
Third, by (2.56) and the exponential decay of R ∈ Y,∣∣∣∣r˙k ∫ Rkε∣∣∣∣ .
|s|−1∑
j
‖ε‖L2
j
+ |s|−2
 ‖ε‖L2
k
.
∑
j
‖ε‖2L2
j
+ |s|−4.
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Finally, by (2.31) and (3.5), we find∣∣∣∣∫ Ψε∣∣∣∣ 6 ‖Ψ‖L2‖ε‖L2 . |s|− 32−δ−K‖ε‖L2 6 C|s|−2−2δ−K + 18|s| ‖ε‖2L2 .
Gathering the above estimates, we have proved (3.10).
Proof of (3.11). We proceed similarly, and first compute
1
|s|
d
ds
(|s|H) = − 1
2|s|
∫
ε2y +
1
6|s|
∫ [
(V+ ε)6 −V6 − 6V5ε
]
−
∫
εs
[
εyy + (V+ ε)
5 −V5
]
−
∫
Vs
[
(V+ ε)5 −V5 − 5V4ε
]
.
Using the equation (2.50) of ε and the definition of EV in Lemma 2.4, we obtain
1
|s|
d
ds
(|s|H) = 1
2s
∫
ε2y −
1
6s
∫ [
(V+ ε)6 −V6 − 6V5ε
]
+
1
2s
∫
(Λε)εyy
+
1
2s
∫
Λε
[
(V+ ε)5 −V5
]
+
1
2s
∫
ΛV
[
(V+ ε)5 −V5 − 5V4ε
]
+
∫
∂y(Vyy +V
5)
[
(V+ ε)5 −V5 − 5V4ε
]
+
∫
EV(εyy + 5V4ε).
But, from integrations by parts, we get
∫
(Λε)εyy = −
∫
ε2y and∫
Λε
[
(V+ ε)5 −V5
]
=
1
3
∫ [
(V+ ε)6 −V6 − 6V5ε
]
−
∫
ΛV
[
(V+ ε)5 −V5 − 5V4ε
]
.
Thus, we have obtained the simplified expression
1
|s|
d
ds
(|s|H) =
∫ (
Vyyy + 5VyV
4
) [
(V+ ε)5 −V5 − 5V4ε
]
+
∫ (
∂yyEV + 5V4EV
)
ε.
For the first term, we obtain as before∣∣∣∣∫ (Vyyy + 5VyV4) [(V+ ε)5 −V5 − 5V4ε]∣∣∣∣ . ∫ (|ε|5 + |V|3ε2) . |s|− 52 +∑
j
‖ε‖2L2
j
.
For the second term, we use the expression (2.29) of EV and get∫ (
∂yyEV + 5V4EV
)
ε =
∑
k
∫
~mk ·
(
∂yy ~MkVk + 5V
4 ~MkVk
)
ε+
∑
k
r˙k
∫ (
∂yyRk + 5V
4Rk
)
ε
+
∑
k
a˙k
∫ (
∂yyPk + 5V
4Pk
)
ε+
∫ (
Ψyy + 5V
4Ψ
)
ε
= h1 + h2 + h3 + h4.
To estimate these four terms, we follow the proof of (3.10) above, and obtain similarly
|h1| .
∑
k
|~mk|
(
|s|− 12‖ε‖L2 + ‖ε‖L2
k
)
.
∑
j
‖ε‖2L2
j
+ |s|−1‖ε‖2L2 + |s|−4,
|h2| .
∑
k
|r˙k|‖ε‖L2
k
.
∑
j
‖ε‖2L2
j
+ |s|−4,
|h4| . ‖Ψ‖H2‖ε‖L2 . |s|−
3
2
−δ−
K‖ε‖L2 . |s|−1‖ε‖2L2 + |s|−2−2δ
−
K .
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Finally, to estimate h3, we use (2.49) and (2.55) to obtain
|h3| .
∑
k
|a˙k|
(
‖∂yyPk‖L2 + ‖Pk‖L∞‖V‖3L∞‖V‖L2
)
‖ε‖L2
. ‖ε‖L2
(∑
k
|a˙k|
)
. |s|− 12
∑
j
‖ε‖2L2
j
+ |s|−2
 .∑
j
‖ε‖2L2
j
+ |s|− 52 .
Gathering the above estimates, we obtain (3.11), which concludes the proof of Lemma 3.3. 
3.4. Monotonicity of local energies. Let ψ,ϕ ∈ C∞(R,R) be nondecreasing functions
such that
ψ(y) =

ey for y < −1,
1 for y > −1
2
,
and ϕ(y) =

ey for y < −1,
y + 1 for − 1
2
< y <
1
2
,
2− e−y for y > 1.
We note that such functions satisfy 12e
y 6 ψ(y) 6 3ey and 13e
y 6 ϕ(y) 6 3ey for y < 0, and
1
2ϕ(y) 6 ψ(y) 6 3ϕ(y) for all y ∈ R. Moreover, we may choose the function ϕ such that
1
4 6 ϕ
′(y) 6 1 for y ∈ [−1, 1] and so 13e−|y| 6 ϕ′(y) 6 3e−|y| for all y ∈ R.
For B > 100(1 + ℓ1) large to be chosen later and 1 6 k 6 K, we define
ψk(s, y) = ψ
(
y − yk(s)
B
)
and ϕk(s, y) = ϕ
(
y − yk(s)
B
)
.
Note that, directly from the definitions of ψ and ϕ, we have, for all y ∈ R,
1
3
e−
1
B
|y−yk| 6 B∂yϕk(y) 6 3e−
1
B
|y−yk| 6 9ϕk(y),
1
2
ϕk(y) 6 ψk(y) 6 3ϕk(y),
∂yψk(y) +B
2|∂yyyψk(y)|+B2|∂yyyϕk(y)| . ∂yϕk(y),
(3.14)
and, for all y < yk,
1
2
e
1
B
(y−yk) 6 ψk(y) 6 3e
1
B
(y−yk) and
1
3
e
1
B
(y−yk) 6 ϕk(y) 6 3e
1
B
(y−yk). (3.15)
In particular, from the definition of the L2k norm in Section 2.2, we have the control
‖εn‖2L2
k
. B
∫
ε2n∂yϕk. (3.16)
Similarly as in [3, 22], we define now the mixed energy–virial functional
Fk,n =
∫
(∂yεn)
2ψk + µ
−2
k
∫
ε2nϕk −
1
3
∫ [
(Vn + εn)
6 −V6n − 6V5nεn
]
ψk,
and we estimate it, as long as its time variation, in the following lemma.
Lemma 3.4. There exist B > 100, C > 0 and κ > 0 such that, for all 1 6 k 6 K and all
s ∈ [Sn, S∗n], the following hold.
(i) Almost coercivity of Fk,n:
Fk,n > κ
[∫
(∂yεn)
2ψk +
∫
ε2nϕk
]
− |s|−10. (3.17)
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(ii) Time variation of Fk,n:
d
ds
|s|1+ 143
Fk,n + 4µ−2k ∑
j<k
aj〈εn, Pj〉+ 2cµ−2k |s|
∑
j<k
a2j

+κ|s|1+ 143 [‖∂yεn‖2L2k + ‖εn‖2L2k]
6 C|s|1+ 143
∑
j<k
‖εn‖2L2
j
+ |s|− 12
∑
j
‖εn‖2L2
j
+ |s|−2−δ+k −δ−k−1
 . (3.18)
Proof. We denote again εn, Vn and Fk,n simply by ε, V and Fk. As in the proof of Lemma 3.3,
we also use the notation fs = ∂sf and fy = ∂yf .
(i) To prove (3.17), we rely on the coercivity of the linearized energy (2.1), together with
the choice of orthogonality conditions (3.9) and standard localization arguments (we refer to
the proof of Lemma 4 in [25] for similar arguments). We first decompose Fk as
Fk =
∫ ε2yψk + µ˜−2k ε2ϕk − 5ε2
∑
j6k
Q4j
ψk
+ (µ−2k − µ˜−2k ) ∫ ε2ϕk
− 5
∫ V4 −∑
j6k
Q4j
 ε2ψk − 1
3
∫ [
(V+ ε)6 −V6 − 6V5ε− 15V4ε2
]
ψk.
To estimate the first term, we claim that, for some κ¯ > 0 and for B large enough,∫ ε2yψk + µ˜−2k ε2ϕk − 5ε2
∑
j6k
Q4j
ψk
 > κ¯ ∫ (ε2yψk + ε2ϕk) .
Proceeding as in the Appendix A of [20] (see also Claim (29) in the proof of Lemma 4 in [25]),
we recall without proof a localized version of (2.1). Consider a smooth even function Φ such
that Φ′ 6 0 on [0,+∞), Φ ≡ 1 on [0, 1], Φ(x) = e−x for x ∈ [2,+∞) and e−x 6 Φ(x) 6 3e−x
for x ∈ [0,+∞). For D > 0, let ΦD(x) = Φ( xD ). Then there exists 0 < κ1 < 1 such that, for
D large enough, for all η ∈ H1(R) such that 〈η,Q〉 = 〈η,ΛQ〉 = 〈η, yΛQ〉 = 0, there holds
(1− κ1)
∫ (
η2x + η
2
)
ΦD > 5
∫
η2Q4ΦD.
For 1 6 j 6 k, let Φj(s, y) = ΦD(x) and define ηj such that ε(s, y) = µ˜
− 1
2
j ηj(s, x), with
x = µ˜−1j (y − yj). Then, since 〈ηj , Q〉 = 〈ηj ,ΛQ〉 = 〈ηj , yΛQ〉 = 0 by (3.9), we may apply the
above estimate to ηj and obtain
(1− κ1)
∫ (
ε2y + µ˜
−2
j ε
2
)
Φj > 5
∫
ε2Q4jΦj.
Moreover, we have µ˜−2j 6 µ˜
−2
k for 1 6 j 6 k, and thus, summing over 1 6 j 6 k, we find
(1− κ1)
∫ (
ε2y + µ˜
−2
k ε
2
)∑
j6k
Φj
 > 5 ∫ ε2
∑
j6k
Q4jΦj
 .
But, by the definitions of ψ, ϕ and Φ, we have∑
j6k
Φj 6 (1 + |s|−10)ψk and
∑
j6k
Φj 6 (1 + |s|−10)ϕk,
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and, using moreover the exponential decay of Q,
∑
j6k
Q4jΦj >
∑
j6k
Q4j
ψk − (|s|−10 +B−10 +D−10)ϕk.
Thus, for D, B and |S0| large enough, we deduce that(
1− κ1
2
)∫ (
ε2yψk + µ˜
−2
k ε
2ϕk
)
> 5
∫
ε2
∑
j6k
Q4j
ψk,
which proves the claim with κ¯ = κ12 > 0.
To estimate the second term, we use (2.11) to obtain, for |S0| large enough,∣∣∣∣(µ−2k − µ˜−2k ) ∫ ε2ϕk∣∣∣∣ . |s|−1 ∫ ε2ϕk 6 κ¯4
∫
ε2ϕk.
To estimate the third term, we use (2.28) and (3.14) to obtain
5
∣∣∣∣∣∣
∫ V4 −∑
j6k
Q4j
 ε2ψk
∣∣∣∣∣∣ . |s|− 34
∫
ε2ϕk +
∑
j>k
∫
Q4jε
2ψk.
Moreover, for j > k, we have, from (2.49), (3.14)–(3.15) and the exponential decay of Q,∫
Q4jε
2ψk .
∫
y<yk−|s|
1
4
ε2ψk +
∫
y>yk−|s|
1
4
Q4jε
2ϕk . |s|−11 + |s|−10
∫
ε2ϕk.
Thus, for |S0| large enough,
5
∣∣∣∣∣∣
∫ V4 −∑
j6k
Q4j
 ε2ψk
∣∣∣∣∣∣ . |s|− 34
∫
ε2ϕk + |s|−11 6 κ¯
4
∫
ε2ϕk + |s|−10.
Finally, the nonlinear term is estimated as
1
3
∣∣∣∣∫ [(V+ ε)6 −V6 − 6V5ε− 15V4ε2]ψk∣∣∣∣ . ‖ε‖L∞ ∫ ε2ϕk 6 κ¯4
∫
ε2ϕk,
by choosing again |S0| large enough. Gathering the above estimates and letting κ = κ¯4 > 0,
we obtain (3.17).
(ii) The proof is partly similar to the proof of Lemma 3.4 in [3] (see also Proposition 3.1
in [22]). We first compute
1
|s|1+ 143
d
ds
|s|1+ 143
Fk + 4µ−2k ∑
j<k
aj〈ε, Pj〉+ 2cµ−2k |s|
∑
j<k
a2j

 = dFkds + 4µ−2k ∑
j<k
a˙j〈ε, Pj〉
+ 4µ−2k
∑
j<k
aj
d
ds
〈ε, Pj〉+ c|s|
∑
j<k
a˙jaj
− 4µ˙kµ−3k
2∑
j<k
aj〈ε, Pj〉+ c|s|
∑
j<k
a2j

− 2cµ−2k
∑
j<k
a2j −
(
1 +
1
43
)
1
|s|
Fk + 4µ−2k ∑
j<k
aj〈ε, Pj〉+ 2cµ−2k |s|
∑
j<k
a2j
 .
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Now note that, by combining (2.30), (2.49) and (2.54), we have |µ˙k| . ‖ε‖L2
k
+ |s|−1. Thus,
using also (3.12) and (3.13), and the estimate on |aj | from (3.5), we find
1
|s|1+ 143
d
ds
|s|1+ 143
Fk + 4µ−2k ∑
j<k
aj〈ε, Pj〉+ 2cµ−2k |s|
∑
j<k
a2j
 6 −
(
1 +
1
43
) Fk
|s| +
dFk
ds
+ 4µ−2k
∑
j<k
a˙j〈ε, Pj〉+ C|s|−1−δ
−
k−1
−δ+
k ‖ε‖L2
k
+ C
∑
j<k
‖ε‖2L2
j
+ C|s|−2−δ−k−1−δ+k .
Next, denoting Gk(ε) =
{
− εy∂yψk − εyyψk + µ−2k εϕk − [(V + ε)5 −V5]ψk
}
, an integration
by parts gives, since ∂sψk = −y˙k∂yψk and ∂sϕk = −y˙k∂yϕk,
dFk
ds
= −2
∫
(Vs + y˙kVy)
[
(V+ ε)5 −V5 − 5V4ε
]
ψk
+ 2
∫
(εs + y˙kεy)Gk(ε)− 2µ˙kµ−3k
∫
ε2ϕk.
Therefore, using the equation (2.50) satisfied by ε, the identity Λk =
1
2+(y−yk)∂y = Λ−yk∂y,
and the definition of EV in Lemma 2.4, we find
−
(
1 +
1
43
) Fk
|s| +
dFk
ds
+ 4µ−2k
∑
j<k
a˙j〈ε, Pj〉 = f1 + f2 + f3 + f4
where, denoting G˜k(ε) =
{
− εy∂yψk − εyyψk + µ−2k εϕk − 5V4εψk
}
, we have set
f1 = −2
∫
∂y
[
εyy − µ−2k ε+ (V+ ε)5 −V5
]
Gk(ε),
f2 = −
(
1 +
1
43
) Fk
|s| +
1
|s|
∫
(Λkε)Gk(ε)− 1|s|
∫
(ΛkV)
[
(V+ ε)5 −V5 − 5V4ε
]
ψk,
f3 = −2
∫
EVG˜k(ε) + 4µ−2k
∑
j<k
a˙j〈ε, Pj〉 − 2µ˙kµ−3k
∫
ε2ϕk,
f4 = 2
∫
∂y
[
Vyy +V
5 −
(
y˙k − yk
2s
)
V
] [
(V+ ε)5 −V5 − 5V4ε
]
ψk
+ 2
(
y˙k − yk
2s
− 1
µ2k
)∫
εyGk(ε).
We now estimate these four terms separately.
Control of f1. From multiple integrations by parts, we may rewrite f1 as
f1 = −
∫ [
3ε2yy∂yψk + ε
2
y
(
3µ−2k ∂yϕk + µ
−2
k ∂yψk − ∂yyyψk
)
+ ε2
(
µ−4k ∂yϕk − µ−2k ∂yyyϕk
)]
− 1
3
µ−2k
∫ [
(V+ ε)6 −V6 − 6V5ε− 6
(
(V+ ε)5 −V5
)
ε
] (
∂yϕk − ∂yψk
)
− 2µ−2k
∫
Vy
[
(V+ ε)5 −V5 − 5V4ε
]
(ϕk − ψk)
+ 10
∫
εy
[
Vy
(
(V+ ε)4 −V4
)
+ εy(V+ ε)
4
]
∂yψk
−
∫ {[
−εyy + µ−2k ε−
(
(V+ ε)5 −V5
)]2 − [−εyy + µ−2k ε]2} ∂yψk = f<1 + f∼1 + f>1 ,
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where f<1 , f
∼
1 and f
>
1 respectively correspond to integration on y − yk < −B2 , |y − yk| 6 B2
and y − yk > B2 .
Estimate of f<1 . From (2.9) and (3.14)–(3.15), taking B large enough (depending on ℓk),
we find
f<1 6 −3
∫
y−yk<−B2
ε2yy∂yψk −
1
2
µ−2k
∫
y−yk<−B2
(
ε2y + µ
−2
k ε
2
)
∂yϕk
+ C
∫
y−yk<−B2
(ε6 +V4ε2)∂yϕk +CB
∫
y−yk<−B2
|Vy|(|ε|5 + |V|3ε2)∂yϕk
+ C
∫
y−yk<−B2
|εy|
[
|Vy|
(
|V|3|ε|+ ε4
)
+ |εy|(V4 + ε4)
]
∂yψk
+ C
∫
y−yk<−B2
(
V4|ε|+ |ε|5
) (
|εyy |+ |ε|+V4|ε|+ |ε|5
)
∂yψk.
Using (2.28) we find, for −|s| 14 < y − yk < −B2 ,
|V(y)| . e−
B
4ℓk + |s|− 34 and |Vy(y)| . e−
B
4ℓk + |s|−1.
Moreover, for y − yk < −|s| 14 , we have ∂yψk(y) + ∂yϕk(y) . e− 1B |s|
1
4 from (3.14). Therefore,
f<1 6 −3
∫
y−yk<−B2
ε2yy∂yψk −
1
2
µ−2k
∫
y−yk<−B2
(
ε2y + µ
−2
k ε
2
)
∂yϕk
+ C0B
(
‖ε‖4L∞ + e−
B
ℓk + |s|−3
)
µ−2k
∫
−|s| 14<y−yk<−B2
(
ε2y + µ
−2
k ε
2
)
∂yϕk
+ C1
(
‖ε‖4L∞ + e−
B
ℓk + |s|−3
)∫
−|s| 14<y−yk<−B2
ε2yy∂yψk
+ C2|s|−10
∫
y−yk<−|s|
1
4
ε2yy∂yψk + C|s|−10
for some constants C0, C1, C2 > 0. We choose B large enough, and then |S0| large enough
(depending on B), so that C2|s|−10 6 1,
C1
(
‖ε‖4L∞ + e−
B
ℓk + |s|−3
)
6 1 and C0B
(
‖ε‖4L∞ + e−
B
ℓk + |s|−3
)
6
1
4
.
Hence, we obtain
f<1 6 −
1
4
µ−2k
∫
y−yk<−B2
(
ε2y + µ
−2
k ε
2
)
∂yϕk + C|s|−10.
Estimate of f>1 . For y − yk > B2 , we have ψk(y) = 1 and so ∂yψk(y) = ∂yyyψk(y) = 0.
Thus,
f>1 = −
∫
y−yk>B2
[
3µ−2k ε
2
y∂yϕk + µ
−4
k ε
2
(
∂yϕk − µ2k∂yyyϕk
)]
− 1
3
µ−2k
∫
y−yk>B2
[
(V+ ε)6 −V6 − 6V5ε− 6
(
(V+ ε)5 −V5
)
ε
]
∂yϕk
− 2µ−2k
∫
y−yk>B2
Vy
[
(V+ ε)5 −V5 − 5V4ε
]
(ϕk − 1).
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Using (3.14) and ‖Vy‖L∞ . 1, and taking B large enough as before, we find
f>1 6 −
1
2
µ−2k
∫
y−yk>B2
(
ε2y + µ
−2
k ε
2
)
∂yϕk +C
∫
y−yk>B2
(
ε6 +V4ε2
)
∂yϕk
+ C
∫
y−yk>B2
(
|ε|5 + |V|3ε2
)
.
For B2 < y−yk < |s|
1
4 , by (2.28) and the exponential decay ofQ, we find |V(y)| . e−
B
4ℓk +|s|− 34 .
For y − yk > |s| 14 , by (3.14), we have ∂yϕk(y) . e− 1B |s|
1
4 . Thus, we obtain
f>1 6 −
1
2
µ−2k
∫
y−yk>B2
(
ε2y + µ
−2
k ε
2
)
∂yϕk + C|s|−10 + C‖ε‖5H1 + C
∫
y−yk>B2
|V|3ε2
+ C
(
‖ε‖4L∞ + e−
B
ℓk + |s|−3
)∫
B
2
<y−yk<|s|
1
4
ε2∂yϕk.
Then, using also (2.49), we find as before, for B large enough and |S0| large enough,
f>1 6 −
1
4
µ−2k
∫
y−yk>B2
(
ε2y + µ
−2
k ε
2
)
∂yϕk + C
∫
y−yk>B2
|V|3ε2 + C|s|− 52 .
But, by (2.28) and the exponential decay of Q, we have∥∥∥∥∥∥V−
∑
j6k
Qj
∥∥∥∥∥∥
L∞(y−yk>B2 )
.
∑
j>k
‖Qj‖L∞(y−yk>B2 ) +
∑
j
‖Vj −Qj‖L∞ . |s|− 34 .
And since
∫ |Qj|3ε2 . ‖ε‖2L2
j
and
∫
y−yk>B2 |Qk|
3ε2 . e
− B
4ℓk ‖ε‖2
L2
k
. B−2‖ε‖2
L2
k
, we find∫
y−yk>B2
|V|3ε2 .
∑
j<k
‖ε‖2L2
j
+B−2‖ε‖2L2
k
+ |s|− 94‖ε‖2L2 .
In conclusion for this term, we have
f>1 6 −
1
4
µ−2k
∫
y−yk>B2
(
ε2y + µ
−2
k ε
2
)
∂yϕk +C
∑
j<k
‖ε‖2L2
j
+ CB−2‖ε‖2L2
k
+ C|s|− 52 .
Estimate of f∼1 . For |y − yk| 6 B2 , we still have ψk(y) = 1 and ∂yψk(y) = ∂yyyψk(y) = 0.
Moreover, ϕk(y) =
y−yk
B + 1, ∂yϕk(y) =
1
B and ∂yyyϕk(y) = 0. Thus, we may rewrite f
∼
1 as
Bf∼1 = −µ−2k
∫
|y−yk|6B2
(
3ε2y + µ
−2
k ε
2
)
− 1
3
µ−2k
∫
|y−yk|6B2
[
(V+ ε)6 −V6 − 6V5ε− 6
(
(V+ ε)5 −V5
)
ε
]
− 2µ−2k
∫
|y−yk|6B2
(y − yk)Vy
[
(V+ ε)5 −V5 − 5V4ε
]
= −µ−2k
∫
|y−yk|6B2
(
3ε2y + µ˜
−2
k ε
2 − 5Q4kε2 + 20(y − yk)∂yQkQ3kε2
)
+ µ−2k RVir(ε),
MULTI-BUBBLES FOR CRITICAL GKDV 53
with
RVir(ε) = (µ˜
−2
k − µ−2k )
∫
|y−yk|6B2
ε2 +
1
3
∫
|y−yk|6B2
(
40V3 + 45V2ε+ 24Vε2 + 5ε3
)
ε3
+ 5
∫
|y−yk|6B2
[(
V4 −Q4k
)
− 4(y − yk)
(
VyV
3 − ∂yQkQ3k
)]
ε2
− 2
∫
|y−yk|6B2
(y − yk)Vy
(
10V2 + 5Vε+ ε2
)
ε3.
With the change of space variable x = µ˜−1k (y − yk), and letting ε(s, y) = µ˜
− 1
2
k η(s, x), we find∫
|y−yk|6B2
(
3ε2y + µ˜
−2
k ε
2 − 5Q4kε2 + 20(y − yk)∂yQkQ3kε2
)
= µ˜−2k
∫
|x|6µ˜−1
k
B
2
(
3η2x + η
2 − 5Q4η2 + 20xQ′Q3η2
)
and, by (3.9),
〈η,ΛQ〉 = 〈η, yΛQ〉 = 〈η,Q〉 = 0.
But, from Lemma 3.4 in [22] (see also Proposition 4 in [18]), these orthogonality conditions
ensure that, for B large enough (here depending on ℓk) and for some κ0 > 0,∫
|x|6µ˜−1
k
B
2
(
3η2x + η
2 − 5Q4η2 + 20xQ′Q3η2
)
> κ0
∫
|x|6µ˜−1
k
B
2
(
η2x + η
2
)
−B−1
∫
η2e−|x|/2.
Thus, going back to the original space variable, we find∫
|y−yk|6B2
(
3ε2y + µ˜
−2
k ε
2 − 5Q4kε2 + 20(y − yk)∂yQkQ3kε2
)
> κ0
∫
|y−yk|6B2
(
ε2y + µ˜
−2
k ε
2
)
−B−1µ˜−2k ‖ε‖2L2
k
.
Now, we estimate RVir(ε). By (2.28) and the exponential decay of Q, we observe that
‖V−Qk‖L∞(|y−yk|6B2 ) .
∑
j
‖Vj −Qj‖L∞ +
∑
j 6=k
‖Qj‖L∞(|y−yk|6B2 ) . |s|
− 3
4
and, similarly, ‖∂y(V − Qk)‖L∞(|y−yk|6B2 ) . |s|
−1. Using also (2.11) and ‖ε‖L∞ . |s|− 12
from (2.49), we thus find
|RVir(ε)| . B|s|−
1
2
∫
|y−yk|6B2
ε2.
In conclusion for this term, we have obtained, for |S0| large enough (depending on B),
f∼1 6 −
κ0
2
µ−2k
∫
|y−yk|6B2
(
ε2y + µ
−2
k ε
2
)
∂yϕk + CB
−2‖ε‖2L2
k
.
Estimate of f1. Gathering the above estimates of f
<
1 , f
∼
1 and f
>
1 , using (3.16), assuming
κ0 <
1
2 and B large enough, and finally letting κ1 =
κ0
4 > 0, we obtain
f1 6 −κ1µ−2k
∫ (
ε2y + µ
−2
k ε
2
)
∂yϕk + C
∑
j<k
‖ε‖2L2
j
+ C|s|− 52 .
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Control of f2. Using integrations by parts, we find the identities
−
∫
(Λkε)∂y(ψkεy) =
∫
ε2yψk −
1
2
∫
(y − yk)ε2y∂yψk,∫
(Λkε)εϕk = −1
2
∫
(y − yk)ε2∂yϕk,
and
−
∫
(Λkε)
[
(V+ ε)5 −V5
]
ψk =
1
6
∫
[(y − yk)∂yψk − 2ψk]
[
(V+ ε)6 −V6 − 6V5ε
]
+
∫
(ΛkV)
[
(V+ ε)5 −V5 − 5V4ε
]
ψk.
Thus, from the definition of Fk, we may rewrite f2 as
f2 = − Fk
43|s| −
µ−2k
|s|
∫
ε2ϕk − 1
2
|s|−1
∫
(y − yk)ε2y∂yψk −
1
2
µ−2k |s|−1
∫
(y − yk)ε2∂yϕk
+
1
6
|s|−1
∫
(y − yk)
[
(V+ ε)6 −V6 − 6V5ε
]
∂yψk,
and so, using (3.14) and (3.17),
f2 6 −µ
−2
k
|s|
∫
ε2ϕk + C|s|−1
∫
|y − yk|
(
ε2y + µ
−2
k ε
2
)
∂yϕk + C|s|−10.
From (3.14) again, if |y−yk| > |s| 14 , then |y−yk|∂yϕk(y) . e− 12B |s|
1
4 , and so, using also (2.49),
|s|−1
∫
|y − yk|
(
ε2y + µ
−2
k ε
2
)
∂yϕk . |s|−
3
4
∫
|y−yk|6|s|
1
4
(
ε2y + µ
−2
k ε
2
)
∂yϕk + |s|−10.
In conclusion for this term, we have obtained, for |S0| large enough,
f2 6 −µ
−2
k
|s|
∫
ε2ϕk +
κ1
10
µ−2k
∫ (
ε2y + µ
−2
k ε
2
)
∂yϕk + C|s|−10.
Control of f3. From the expression (2.29) of EV, we may rewrite f3 as
1
2
f3 =
∑
j
mj,1
∫
(ΛjVj)G˜k(ε) +
∑
j
mj,2
∫
(∂yVj)G˜k(ε)−
∑
j
r˙j
∫
RjG˜k(ε)
+
2µ−2k ∑
j<k
a˙j〈ε, Pj〉 −
∑
j
a˙j
∫
PjG˜k(ε)
 − ∫ ΨG˜k(ε)− µ˙kµ−3k ∫ ε2ϕk
= f3,1 + f3,2 + f3,3 + f3,4 + f3,5 + f3,6.
Estimate of f3,1. By integration by parts, we have∫
(ΛjVj)G˜k(ε) = −
∫
ε
[
∂yy(ΛjVj)ψk − µ−2k (ΛjVj)ϕk + 5V4(ΛjVj)ψk + ∂y(ΛjVj)∂yψk
]
.
First, by R ∈ Y, (2.12) and (2.21), we note that, for all 1 6 j 6 K and all 0 6 m 6 19,
|∂my Vj(y)| . e−ρj,m(y−yj) for y > yj . In particular, for j > k, using (3.15) and the estimate
|mj,1| . ‖ε‖L2 . |s|−
1
2 from (2.49) and (2.54), we find∣∣∣∣mj,1 ∫ (ΛjVj)G˜k(ε)∣∣∣∣ . |s|−10.
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Next, we focus on the case j = k. First, by (2.28), we obtain∫
|y−yk|6|s|
1
4
|ΛkVk − ΛkQk|2 .
(
‖Vk −Qk‖2L∞ + |s|
1
2 ‖∂y(Vk −Qk)‖2L∞
)
|s| 14 . |s|− 54 .
Moreover, by the decay properties of Vk and Qk for y > yk and by (3.15), we have∫
|y−yk|>|s|
1
4
|ΛkVk − ΛkQk|2ϕk . |s|−10 and so
∫
|ΛkVk − ΛkQk|2ϕk . |s|−
5
4 .
Similarly, we get
∫
|∂yy(ΛkVk)− ∂yy(ΛkQk)|2ψk . |s|−
5
4 and also∫
|V4(ΛkVk)−Q4k(ΛkQk)|2ψk +
∫
|∂y(ΛkVk)− ∂y(ΛkQk)|2∂yψk . |s|−
5
4 .
We also observe that, by the definitions of ϕk and ψk and the exponential decay of Q,∫
|ΛkQk|
∣∣∣∣ϕk − (1 + y − ykB
)∣∣∣∣2 + ∫ (|∂yy(ΛkQk)|+ |Q4k(ΛkQk)|) |ψk − 1|2
+
∫
|∂y(ΛkQk)| |∂yψk|2 . e−
B
2ℓk .
Therefore, by the Cauchy–Schwarz inequality,∣∣∣∣∫ (ΛkVk)G˜k(ε) − ∫ ε [∂yy(ΛkQk)− µ−2k (1 + y − ykB
)
(ΛkQk) + 5Q
4
k(ΛkQk)
]∣∣∣∣
. |s|− 58
(∫
ε2ϕk
) 1
2
+ e
− B
4ℓk ‖ε‖L2
k
.
Now note that, since L(ΛQ) = −2Q from Lemma 2.1, we have the identity
∂yy(ΛkQk)− µ˜−2k (ΛkQk) + 5Q4k(ΛkQk) = 2µ˜−2k Qk.
Thus, from the three orthogonality conditions (3.9), the second term in the last estimate
cancels and we find ∣∣∣∣∫ (ΛkVk)G˜k(ε)∣∣∣∣ . |s|− 58 (∫ ε2ϕk) 12 + e− B4ℓk ‖ε‖L2k .
Using also (2.49) and (2.54), it follows that∣∣∣∣mk,1 ∫ (ΛkVk)G˜k(ε)∣∣∣∣ .
‖ε‖L2
k
+
∑
j′
‖ε‖2L2
j′
+ |s|−2
[|s|− 58 (∫ ε2ϕk) 12 + e− B4ℓk ‖ε‖L2
k
]
.
(
e
− B
4ℓk + |s|− 18
)
‖ε‖2L2
k
+ |s|− 98
∫
ε2ϕk + |s|−
1
2
∑
j′
‖ε‖2L2
j′
+ |s|−4.
Finally, for j < k, we observe that, by (2.28), ‖ΛjVj − ΛjQj‖L2 . |s|−
1
2 , and similarly
‖∂yy(ΛjVj)− ∂yy(ΛjQj)‖L2 + ‖V4(ΛjVj)−Q4j(ΛjQj)‖L2 + ‖∂y(ΛjVj)∂yψk‖L2 . |s|−
1
2 .
Proceeding as before, using (3.14), we obtain in this case∣∣∣∣∫ (ΛjVj)G˜k(ε)∣∣∣∣ . |s|− 12 (∫ ε2ϕk) 12 + ‖ε‖L2j .
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By (2.49) and (2.54), it follows that∣∣∣∣mj,1 ∫ (ΛjVj)G˜k(ε)∣∣∣∣ .
‖ε‖L2
j
+
∑
j′
‖ε‖2L2
j′
+ |s|−2
[|s|− 12 (∫ ε2ϕk) 12 + ‖ε‖L2
j
]
6 C‖ε‖2L2
j
+
µ−2k
10K|s|
∫
ε2ϕk + C|s|−
1
2
∑
j′
‖ε‖2L2
j′
+ C|s|−4.
Therefore we have obtained, for B and |S0| large enough, and using (3.16),
|f3,1| 6 κ1
10
µ−4k
∫
ε2∂yϕk +
2µ−2k
10|s|
∫
ε2ϕk + C|s|−
1
2
∑
j
‖ε‖2L2
j
+ C
∑
j<k
‖ε‖2L2
j
+ C|s|−4.
Estimate of f3,2. By integration by parts, we have∫
∂y(Vj)G˜k(ε) = −
∫
ε
(
∂yyyVjψk − µ−2k ∂yVjϕk + 5V4∂yVjψk + ∂yyVj∂yψk
)
.
We use similar arguments as for f3,1, and obtain the same estimates in the cases j > k and
j < k. In the case j = k, we also obtain similarly, using (2.28),∣∣∣∣∫ ∂y(Vk)G˜k(ε) − ∫ ε [∂yyyQk − µ−2k (1 + y − ykB
)
∂yQk + 5Q
4
k∂yQk
]∣∣∣∣
. |s|− 34
(∫
ε2ϕk
) 1
2
+ e
− B
4ℓk ‖ε‖L2
k
.
Using again (3.9), we find 〈ε, (· − yk)∂yQk〉 = 〈ε,ΛkQk〉 − 12〈ε,Qk〉 = 0. Thus, from the
cancellation (2.61) and the estimate (2.11), we have∣∣∣∣∫ ∂y(Vk)G˜k(ε)∣∣∣∣ . |s|− 34 (∫ ε2ϕk) 12 + (e− B4ℓk + |s|−1) ‖ε‖L2k .
Therefore we also obtain, for B and |S0| large enough,
|f3,2| 6 κ1
10
µ−4k
∫
ε2∂yϕk +
2µ−2k
10|s|
∫
ε2ϕk + C|s|−
1
2
∑
j
‖ε‖2L2
j
+ C
∑
j<k
‖ε‖2L2
j
+ C|s|−4.
Estimate of f3,3. By integration by parts, we have
−
∫
RjG˜k(ε) =
∫
ε
(
∂yyRjψk + ∂yRj∂yψk + 5V
4Rjψk − µ−2k Rjϕk
)
.
Since R ∈ Y, we have ‖Rj‖H2 . 1 for any 1 6 j 6 K and so we find, using also ‖V‖L∞ . 1
and (2.49), ∣∣∣∣∫ RjG˜k(ε)∣∣∣∣ . ‖Rj‖H2‖ε‖L2 . |s|− 12 .
Thus, using (2.56), we obtain as before
|f3,3| . |s|− 12
∑
j
|r˙j| . |s|− 12
∑
j
‖ε‖2L2
j
+ |s|− 52 .
Estimate of f3,4. By integration by parts, we have
−
∫
PjG˜k(ε) =
∫
ε
(
∂yyPjψk + ∂yPj∂yψk + 5V
4Pjψk − µ−2k Pjϕk
)
.
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From (2.13), ‖∂my Pj‖L2 . 1 for m = 1, 2 and so, by (2.49), for any 1 6 j 6 K,∣∣∣∣∫ ε(∂yyPjψk + ∂yPj∂yψk)∣∣∣∣ . ‖ε‖L2 . |s|− 12 .
From (2.28), we have ‖V‖L2 + ‖V‖L∞ . 1. Thus, for any 1 6 j 6 K,∣∣∣∣∫ V4εPjψk∣∣∣∣ . ∫ V4|ε| . ‖V‖3L∞‖V‖L2‖ε‖L2 . ‖ε‖L2 . |s|− 12 .
Next, for j > k, by (2.12) and ϕk(y) . e
1
B
(y−yk) for y < yk from (3.15), we have ‖Pjϕk‖L2 . 1,
and so
|〈ε, Pjϕk〉| . ‖ε‖L2‖Pjϕk‖L2 . ‖ε‖L2 . |s|−
1
2 .
In contrast, for j < k, by (2.12) and ϕk(y) = 2− e− 1B (y−yk) for y > yk+B from the definition
of ϕ, we have ‖Pj(ϕk − 2)‖L2 . |s|−10, and so
|2〈ε, Pj〉 − 〈ε, Pjϕk〉| . ‖ε‖L2‖Pj(ϕk − 2)‖L2 . |s|−10.
Using also (2.55), it follows from these estimates that
|f3,4| . |s|−
1
2
∑
j
|a˙j | . |s|−
1
2
∑
j
‖ε‖2L2
j
+ |s|− 52 .
Estimate of f3,5. By integration by parts, we have
−
∫
ΨG˜k(ε) =
∫
ε
(
Ψyyψk +Ψy∂yψk + 5V
4Ψψk − µ−2k Ψϕk
)
.
From (3.14), we have ψk + ∂yψk . ϕk on R and ϕk(y) . e
1
B
(y−yk) for y < yk. Thus, using
also ‖V‖L∞ . 1 from (2.28), we find
|f3,5| . ‖Ψ‖
H2(y>yk−|s|
1
4 )
(∫
ε2ϕk
) 1
2
+ e−
1
B
|s| 14 ‖Ψ‖H2‖ε‖L2 .
From (2.31), (2.32) and (3.5), we obtain the estimate
|f3,5| .
(
|s|− 138 + |s|− 32−δ−k−1
)(∫
ε2ϕk
) 1
2
+ |s|−10 6 µ
−2
k
10|s|
∫
ε2ϕk + C|s|−2−2δ
−
k−1.
Estimate of f3,6. We first decompose f3,6 as
−f3,6 =
[(
µ˙k
µk
+
1
2µ3kτk
− 1
2s
+
ak
µ3k
)
−
(
1
2µ3kτk
− 1
2s
)
− ak
µ3k
]
µ−2k
∫
ε2ϕk.
Thus, using on the one hand the definition (2.30) and the estimate (2.54) of mk,1, and on the
other hand the estimates
∣∣∣∣ 12µ3
k
τk
− 12s
∣∣∣∣ . |s|−1−δk and |ak| 6 |s|−1−δ−k from (3.5)–(3.6), we find
|f3,6| .
‖ε‖L2
k
+
∑
j
‖ε‖2L2
j
+ |s|−1−δ−k
µ−2k ∫ ε2ϕk
. ‖ε‖2L2‖ε‖L2k + ‖ε‖
2
L2
∑
j
‖ε‖2L2
j
+ |s|−1−δ−k µ−2k
∫
ε2ϕk.
Using the estimate on ‖ε‖L2 from (3.5), we obtain
‖ε‖2L2‖ε‖L2k . |s|
−1−2δ+
K+1‖ε‖L2
k
. |s|−δ+K+1‖ε‖2L2
k
+ |s|−2−3δ+K+1 ,
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and so, since 3δ+K+1 > 3δK+1 > 2δ0 > 2δ
−
k−1 from (3.3),
|f3,6| . |s|−δ
+
K+1µ−4k
∫
ε2∂yϕk + |s|−2−2δ
−
k−1 + |s|−1
∑
j
‖ε‖2L2
j
+ |s|−1−δ−k µ−2k
∫
ε2ϕk.
Thus, taking |S0| large enough, we obtain
|f3,6| 6 κ1
10
µ−4k
∫
ε2∂yϕk +
µ−2k
10|s|
∫
ε2ϕk + C|s|−1
∑
j
‖ε‖2L2
j
+ C|s|−2−2δ−k−1.
Estimate of f3. Gathering the above estimates of f3,1, . . . , f3,6, we obtain
|f3| 6 3κ1
10
µ−4k
∫
ε2∂yϕk +
6µ−2k
10|s|
∫
ε2ϕk + C|s|−
1
2
∑
j
‖ε‖2L2
j
+ C
∑
j<k
‖ε‖2L2
j
+ C|s|−2−2δ−k−1 .
Control of f4. By integration by parts, we have∫
εyGk(ε) = −1
2
∫
ε2y∂yψk −
1
2
µ−2k
∫
ε2∂yϕk +
1
6
∫ [
(V+ ε)6 −V6 − 6V5ε
]
∂yψk
+
∫
Vy
[
(V+ ε)5 −V5 − 5V4ε
]
ψk.
Thus, we may rewrite f4 as
f4 = −
(
y˙k − yk
2s
− 1
µ2k
)∫ {
ε2y∂yψk + µ
−2
k ε
2∂yϕk − 1
3
[
(V+ ε)6 −V6 − 6V5ε
]
∂yψk
}
+ 2
∫ [
Vyyy + 5VyV
4 − µ−2k Vy
] [
(V+ ε)5 −V5 − 5V4ε
]
ψk = f4,1 + f4,2.
Estimate of f4,1. We first note that, from the definition (2.30) and the estimate (2.54)
of mk,2, and from (2.49),∣∣∣∣∣y˙k − yk2s − 1µ2k
∣∣∣∣∣ . |~mk|+ |s|−1 . ‖ε‖L2k + |s|−1 . |s|− 12 .
Thus, using (3.14) and taking |S0| large enough, we obtain
|f4,1| . |s|−
1
2
∫ (
ε2y + µ
−2
k ε
2
)
∂yϕk 6
κ1
10
µ−2k
∫ (
ε2y + µ
−2
k ε
2
)
∂yϕk.
Estimate of f4,2. We decompose f4,2 as f4,2 = f
<
4,2 + f
∼
4,2 + f
>
4,2, where f
<
4,2, f
∼
4,2 and f
>
4,2
respectively correspond to integration on y− yk < −B2 , |y− yk| 6 B2 and y− yk > B2 , and we
follow the above calculation done for the estimate of f1.
First, to estimate f<4,2, we recall that ‖V‖L∞ . 1 from (2.28), and so, using also (3.14)
and (3.15),
|f<4,2| . B
∫
y−yk<−B2
(|Vyyy |+ |Vy|)
(
|ε|5 + |V|3ε2
)
∂yϕk.
Thus, we may estimate this term as the one similar in f<1 and find, taking B large enough
and then |S0| large enough,
|f<4,2| 6
κ1
10
µ−4k
∫
ε2∂yϕk + C|s|−10.
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Second, to estimate f>4,2, we recall that ‖∂my V‖L∞ . 1 for m = 1, 3 from (2.28) and so,
proceeding as in the estimate of f>1 , we find
|f>4,2| .
∫
y−yk>B2
(
|ε|5 + |V|3ε2
)
.
∑
j<k
‖ε‖2L2
j
+B−2‖ε‖2L2
k
+ |s|− 52 .
Thus, using (3.16) and taking B large enough, we find
|f>4,2| 6
κ1
10
µ−4k
∫
ε2∂yϕk + C
∑
j<k
‖ε‖2L2
j
+ C|s|− 52 .
Third, to estimate f∼4,2, we find as in the estimate of f∼1 that, for m = 1, 3,
‖V−Qk‖L∞(|y−yk|6B2 ) . |s|
− 3
4 and ‖∂my (V−Qk)‖L∞(|y−yk |6B2 ) . |s|
−1.
Thus, using also (2.11), the cancellation (2.61) and the identity ∂yϕk(y) =
1
B for |y−yk| 6 B2 ,
we find
|f∼4,2| .
∫
|y−yk|6B2
∣∣∣Vyyy + 5VyV4 − µ−2k Vy∣∣∣ ε2 . |s|− 34 ∫|y−yk|6B2 ε2 . B|s|−
3
4
∫
ε2∂yϕk.
Finally, gathering the estimates of f<4,2, f
∼
4,2 and f
>
4,2, and taking |S0| large enough, we have
|f4,2| 6 3κ1
10
µ−4k
∫
ε2∂yϕk + C
∑
j<k
‖ε‖2L2
j
+ C|s|− 52 .
Estimate of f4. Gathering the above estimates of f4,1 and f4,2, we obtain
|f4| 6 4κ1
10
µ−2k
∫ (
ε2y + µ
−2
k ε
2
)
∂yϕk + C
∑
j<k
‖ε‖2L2
j
+ C|s|− 52 .
Conclusion. Gathering the above estimates of f1, f2, f3 and f4, we have obtained
f1 + f2 + f3 + f4 6 −κ1
5
µ−2k
∫ (
ε2y + µ
−2
k ε
2
)
∂yϕk − 2µ
−2
k
5|s|
∫
ε2ϕk
+ C
∑
j<k
‖ε‖2L2
j
+ C|s|− 12
∑
j
‖ε‖2L2
j
+ C|s|−2−2δ−k−1 .
Thus, taking |S0| large enough, we have
1
|s|1+ 143
d
ds
|s|1+ 143
Fk + 4µ−2k ∑
j<k
aj〈ε, Pj〉+ 2cµ−2k |s|
∑
j<k
a2j


6 −κ1
10
µ−2k
∫ (
ε2y + µ
−2
k ε
2
)
∂yϕk + C
∑
j<k
‖ε‖2L2
j
+C|s|− 12
∑
j
‖ε‖2L2
j
+ C|s|−2−δ−k−1−δ+k ,
which proves (3.18) and concludes the proof of Lemma 3.4. 
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3.5. Local and global estimates on εn. We claim the following estimates on εn, strictly
improving the first two lines of (3.5) for |S0| large enough:
‖εn(s)‖2H1 . |s|−1−δ
−
K
−δ+
K+1 6
1
4
|s|−1−2δ+K+1 , (3.19)
‖εn(s)‖2H1(y>yk) . |s|
−1−δ−
k−1
−δ+
k 6
1
4
|s|−1−2δ+k , (3.20)∫ s
Sn
|τ |1+ 143
(
‖∂yεn(τ)‖2L2
k
+ ‖εn(τ)‖2L2
k
)
dτ . |s|−δ−k−1−δ+k + 143 6 1
2
|s|−2δ+k + 143 . (3.21)
Note that, as a consequence of (3.21), by the Cauchy–Schwarz inequality,∫ s
Sn
‖εn(τ)‖L2
k
dτ . |s|− 186
(∫ s
Sn
|τ |1+ 143 ‖εn(τ)‖2L2
k
dτ
) 1
2
. |s|− 12 (δ−k−1+δ+k ). (3.22)
Proof of (3.19). As before, we denote εn and Vn simply by ε and V. First, we prove the
bound on ‖ε(s)‖L2 . Integrating (3.10) on [Sn, s], using
∫ s
Sn
|τ |‖ε(τ)‖2
L2
j
dτ 6 |s|−2δ+j from (3.5)
and finally (3.4), we get
‖ε‖2L2 + 2
∑
k
ak〈ε, Pk〉+ c|s|
∑
k
a2k
6 C|s|−1
∑
j
∫ s
Sn
|τ |‖ε(τ)‖2L2
j
dτ + C|s|−1−δ−K−δ+K+1 + c|s|−1|Sn|2
∑
k
a2k(Sn)
6 C|s|−1−2δ+K + C|s|−1−δ−K−δ+K+1 + C|s|−1−2δ−K 6 C|s|−1−δ−K−δ+K+1 .
Using (3.7) and the bound on |ak| from (3.5), we obtain ‖ε‖2L2 . |s|−1−δ
−
K
−δ+
K+1 . Now, we
may prove the bound on ‖ε(s)‖H˙1 . Integrating (3.11) on [Sn, s], using the bound on ‖ε‖L2
found above, we also get
‖εy‖2L2 . |s|−1
∑
j
∫ s
Sn
|τ |‖ε(τ)‖2L2
j
dτ + |s|−1−δ−K−δ+K+1 +
∫ ∣∣∣(V+ ε)6 −V6 − 6V5ε∣∣∣
. |s|−1−2δ+K + |s|−1−δ−K−δ+K+1 + ‖ε‖2L2 . |s|−1−δ
−
K
−δ+
K+1 .
Proof of (3.20) and (3.21). We denote εn, Vn and Fk,n by ε, V and Fk. Integrating (3.18)
on [Sn, s], using from (3.5) the estimates∫ s
Sn
|τ |1+ 143 ‖ε(τ)‖2L2
j
dτ 6 |s|−2δ+j + 143 , for j < k,∫ s
Sn
|τ | 12+ 143 ‖ε(τ)‖2L2
j
dτ 6 |s|− 12−2δ+j + 143 , for all 1 6 j 6 K,
we find, using also the estimate a2j(Sn) . |Sn|−2−2δ
−
k−1 for j < k from (3.4),
|s|1+ 143
Fk + 4µ−2k ∑
j<k
aj〈ε, Pj〉+ 2cµ−2k |s|
∑
j<k
a2j
+ κ ∫ s
Sn
|τ |1+ 143
(
‖∂yε‖2L2
k
+ ‖ε‖2L2
k
)
dτ
. |s|−2δ+k−1+ 143 + |s|− 12−2δ+K+ 143 + |s|−δ+k −δ−k−1+ 143 + |s|−2δ−k−1+ 143 . |s|−δ+k −δ−k−1+ 143 .
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Moreover, using (3.7) and the bound on |aj | from (3.5), we have∑
j<k
|aj〈ε, Pj〉| . |s|−1−δ
+
k
−δ−
k−1.
Thus, using also (3.17) and the definitions of ψk and ϕk, we obtain
‖ε‖2H1(y>yk) 6
∫
(∂yε)
2ψk +
∫
ε2ϕk . |s|−1−δ
+
k
−δ−
k−1
and ∫ s
Sn
|τ |1+ 143
(
‖∂yε(τ)‖2L2
k
+ ‖ε(τ)‖2L2
k
)
dτ . |s|−δ+k −δ−k−1+ 143 .
3.6. Parameters estimates. Now, we close the parameters estimates in (3.5) on the time
interval [Sn, S
∗
n]. Technically, even if the parameters ek and fk do not appear in the boot-
strap (3.5), their estimates are necessary to handle the other parameters.
Estimate of ek. Integrating (2.58) on [Sn, s], using (3.22) for the terms in ‖εn‖L2
j
for j 6 k
and (3.5) for the terms in ‖εn‖2L2
j
and aj , we obtain, using also (3.3),
|ek(s)− ek(Sn)| .
∑
j6k
∫ s
Sn
‖εn(τ)‖L2
j
dτ +
∑
j
∫ s
Sn
|τ |‖εn(τ)‖2L2
j
dτ +
∑
j<k
∫ s
Sn
|aj(τ)| dτ + |s|−
1
2
. |s|− 12 (δ−k−1+δ+k ) + |s|−2δ+K + |s|−δ−k−1 + |s|− 12 . |s|− 12 (δ−k−1+δ+k ).
Thus, the value of ek(Sn) being given in (3.4), we find∣∣∣∣ek(s)− ℓk (12 + θk
)∣∣∣∣ . |s|− 12 (δ−k−1+δ+k ). (3.23)
Estimate of fk. We first rewrite (2.63) in terms of
gk(s) = fk(s) +
∫ s
Sn
(1 + µ¯k(τ))〈εn(τ), Ak(τ)〉 dτ,
as ∣∣∣∣g˙k + 12 (1 + 3θk) gks
∣∣∣∣ . |s|−1 ∣∣∣∣∫ s
Sn
(1 + µ¯k(τ))〈εn(τ), Ak(τ)〉 dτ
∣∣∣∣ +∑
j
‖ε‖2L2
j
+ |s|−1
|s|− 142 + |µ¯k|2 + |y¯k|2 + ∣∣∣∣ek − ℓk (12 + θk
)∣∣∣∣+∑
j<k
(|µ¯j |+ |τ¯j |+ |y¯j|)
 .
Using the decay properties of Ak, (3.5)–(3.6) and (3.23), we obtain∣∣∣∣g˙k + 12 (1 + 3θk) gks
∣∣∣∣ . |s|−1 ∫ s
Sn
‖εn(τ)‖L2
k
dτ + |s|−1−2δ+K+1
+ |s|−1
(
|s|− 142 + |s|−2δk + |s|− 12 (δ−k−1+δ+k ) + |s|−δk−1
)
and so, using also (3.22) and 2δk > 2δ
+
K+1 >
1
42 > δk−1 > δ
−
k−1 > δ
+
k from (3.3),∣∣∣∣g˙k + 12 (1 + 3θk) gks
∣∣∣∣ . |s|−1− 12 (δ−k−1+δ+k ). (3.24)
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Following the discussion in Section 3.1, we consider now separately the cases k ∈ K− and
k ∈ K+. First, let k ∈ K− (if K− is empty, we just skip this case). Then (3.24) rewrites as∣∣∣∣ dds
[
(−s) 12 (1+3θk)gk
]∣∣∣∣ . |s|−1− 12 (δ−k−1+δ+k )+ 12 (1+3θk).
Since −12(δ−k−1+ δ+k )+ 12 (1+ 3θk) < −δ+K + δK+1 < 0 for k ∈ K−, integrating on [Sn, s], using
gk(Sn) = 0 from (3.4), we get |gk(s)| . |s|−
1
2
(δ−
k−1
+δ+
k
). Thus, by (3.22), for |S0| large enough,
|fk(s)| . |gk(s)|+
∫ s
Sn
‖εn(τ)‖L2
k
dτ . |s|− 12 (δ−k−1+δ+k ) 6 |s|−δ+k .
Now, let k ∈ K+. We use (3.6) to obtain directly |gk(s)| 6 |s|−δ
+
k . As above we obtain, for
|S0| large enough again, |fk(s)| 6 |s|−δ
+
k + C|s|− 12 (δ−k−1+δ+k ) 6 2|s|−δ+k .
In conclusion, for all 1 6 k 6 K, we have
|fk(s)| 6 2|s|−δ
+
k . (3.25)
Estimate of y¯k. Note that (2.64) rewrites as∣∣∣∣ dds
[
(−s)− 12 y¯k
]∣∣∣∣ . |s|− 32 |fk|+ |s|− 12 ∑
j
‖ε‖2L2
j
+ |s|− 32 |µ¯k|2 + |s|−
5
2 .
Thus, using (3.5) and (3.25), we obtain, since 2δk > 2δ
+
K+1 > δ0 > δ
+
k from (3.3),∣∣∣∣ dds
[
(−s)− 12 y¯k
]∣∣∣∣ . |s|− 32−δ+k + |s|− 32−2δ+K+1 + |s|− 32−2δk + |s|− 52 . |s|− 32−δ+k .
Integrating on [Sn, s], using y¯k(Sn) = 0 from (3.4), we obtain, for |S0| large enough,
|y¯k(s)| . |s|−δ
+
k 6
1
2
|s|−δk . (3.26)
Estimate of µ¯k. From (3.25) and (3.26), since fk = µ¯k + y¯k, we obtain also, for |S0| large
enough,
|µ¯k(s)| . |s|−δ
+
k 6
1
2
|s|−δk . (3.27)
Estimate of ak. We extract ak from the definition (2.44) of the local energy ek as
ak =
µ2k
s
ek − 1
2τk
− 4rk‖Q‖L1
.
But, by (2.41) and (3.5)–(3.6), we find∣∣∣∣∣ 4rk‖Q‖L1 − ℓ
3
kθk
s
∣∣∣∣∣ . |s|−1−δk .
Thus, from (3.23) and again (3.5)–(3.6), we have
ak =
ℓ3k
s
(1 + µ¯k)
2
(
1
2
+ θk
)
− ℓ
3
k
2s
(1 + τ¯k)
−1 − ℓ
3
kθk
s
+O
(
|s|−1−δk
)
= O
(
|s|−1−δk
)
and so, for |S0| large enough,
|ak| . |s|−1−δk 6 1
2
|s|−1−δ−k .
In conclusion, we have strictly improved all the estimates in (3.5).
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3.7. Topological obstruction. Since the estimates in (3.5) have been strictly improved on
[Sn, S
∗
n] and since we have assumed S
∗
n < S0, by continuity, we know that the bootstrap
estimate (3.6) has to be saturated at s = S∗n and, for some S∗∗n ∈ (S∗n, S0) close enough to S∗n,
the bootstrap estimates (3.5) hold on [Sn, S
∗∗
n ].
Thus, for s ∈ [Sn, S∗∗n ], we may consider
N (s) =
∑
k∈K+
[
|s|δ+k gk(s)
]2
+
K∑
k=1
[
|s|δk τ¯k(s)
]2
and note that N (S∗n) = 1. By continuity again, we choose S∗∗n possibly closer to S∗n so that
N (s) 6 2 for all s ∈ [Sn, S∗∗n ]. Now we claim that, for all s∗ ∈ [Sn, S∗∗n ] such that N (s∗) = 1,
dN
ds
(s∗) > 0. (3.28)
Indeed, we first compute
1
2
dN
ds
=
∑
k∈K+
(
−δ+k |s|2δ
+
k
−1g2k + |s|2δ
+
k g˙kgk
)
+
∑
k
(
−δk|s|2δk−1τ¯2k + |s|2δk ˙¯τkτ¯k
)
.
But from (3.24) we have, for all 1 6 k 6 K,
g˙k =
1
2
(1 + 3θk)
gk
|s| +O
(
|s|−1− 12 (δ−k−1+δ+k )
)
.
Moreover, from (2.8) and (3.27),
˙¯τk = ℓ
3
k
(
τ˙k
s
− τk
s2
)
=
ℓ3k
s
[
µ−3k − ℓ−3k (1 + τ¯k)
]
= −|s|−1
[
(1 + µ¯k)
−3 − (1 + τ¯k)
]
= |s|−1τ¯k +O
(
|s|−1−δ+k
)
.
Inserting these estimates in the above formula of dNds , we obtain
1
2
dN
ds
=
∑
k∈K+
[
−δ+k +
1
2
(1 + 3θk)
]
|s|2δ+k −1g2k +O
(
|s|−1− 12 δ−k−1+ 32 δ+k |gk|
)
+
∑
k
(−δk + 1) |s|2δk−1τ¯2k +O
(
|s|−1−δ+k +2δk |τ¯k|
)
and so, since N (s) 6 2 for s ∈ [Sn, S∗∗n ],
1
2
dN
ds
=
∑
k∈K+
[
−δ+k +
1
2
(1 + 3θk)
]
|s|2δ+k −1g2k +
∑
k
(−δk + 1) |s|2δk−1τ¯2k
+O
(
|s|−1− 12 (δ−k−1−δ+k )
)
+O
(
|s|−1−(δ+k −δk)
)
.
Now we recall that 12 (1 + 3θk) > δ0 > δ
+
1 > δ
+
k for k ∈ K+, from (3.3) and the definition
of K+, and similarly 1 > 142 > δ0 > δ+1 > δk for all 1 6 k 6 K. Thus,
1
2
dN
ds
> (δ0 − δ+1 )|s|−1N − C|s|−1−
1
2
(δ−
k−1
−δ+
k
) − C|s|−1−(δ+k −δk).
Since N (s∗) = 1, taking |S0| large enough, we obtain
1
2
dN
ds
(s∗) > (δ0 − δ+1 )|s∗|−1 − C|s∗|−1−
1
2
(δ−
k−1
−δ+
k
) − C|s∗|−1−(δ+k −δk) > 1
2
(δ0 − δ+1 )|Sn|−1 > 0,
and (3.28) is proved.
64 V. COMBET AND Y. MARTEL
Finally, we follow classical arguments as in [2, 5] to conclude. We first note that the map
(ξ, ζ) 7→ S∗n(ξ, ζ) is continuous. Indeed, if ǫ > 0 is given, since dNds (S∗n) > 0 from (3.28), N
is strictly increasing on [S∗n − ǫ, S∗n + ǫ] and there exists δ > 0 such that N (S∗n + ǫ) > 1 + δ
and N (S∗n − ǫ) < 1 − δ. But, from the transversality property (3.28), we may choose δ > 0
possibly smaller so that N (s) > 1+δ for s ∈ [S∗n+ǫ, S∗∗n ] and N (s) < 1−δ for s ∈ [Sn, S∗n−ǫ].
Now note that, by continuity of the flow, there exists η > 0 such that if ‖(ξ˜, ζ˜)− (ξ, ζ)‖ 6 η
then |N˜ (s) − N (s)| 6 δ/2 for all s ∈ [Sn, S∗∗n ]. Thus, from the definition of S∗n, we may
conclude that |S∗n(ξ˜, ζ˜) − S∗n(ξ, ζ)| 6 ǫ whenever ‖(ξ˜, ζ˜) − (ξ, ζ)‖ 6 η, which proves that
(ξ, ζ) 7→ S∗n(ξ, ζ) is indeed continuous.
In particular, the map
M : Bd+K → Sd+K
(ξ, ζ) 7→
(
{|S∗n|δ
+
k gk(S
∗
n)}k∈K+ , {|S∗n|δk τ¯k(S∗n)}16k6K
)
is also continuous. Moreover, if (ξ, ζ) ∈ Sd+K then N (Sn) = 1 from (3.4), thus S∗n = Sn
from (3.28) and the definition of S∗n, and so M(ξ, ζ) = (ξ, ζ) again from (3.4). In other
words,M restricted to Sd+K is the identity, and the existence of such a map is contradictory
with Brouwer’s fixed-point theorem. Therefore, Proposition 3.2 is proved.
3.8. Conclusion.
End of the proof of Proposition 3.1. By Proposition 3.2, we may consider a sequence (vn) of
solutions of (2.7) as in Section 3.2, such that their decomposition vn = V[Γn] + εn satisfies
the uniform estimates (3.5)–(3.6) and the orthogonality conditions (3.9) on some time interval
[Sn, S0]. In particular, it follows from these estimates that ‖vn(S0)‖H1 6 C for some C > 0,
so there exists v0 ∈ H1 such that, up to a subsequence, vn(S0) ⇀ v0 in H1 weak, and we
consider the solution v of (2.7) such that v(S0) = v0.
Let any S < S0, and consider n large enough so that Sn < S. Then, applying Lemma 2.12
on [S, S0], we obtain the existence of a C1 function Γ such that Γ and ε defined by ε = v−V[Γ]
satisfy the estimates (3.5)–(3.6) on [S, S0], and also (3.9) since εn(s) ⇀ ε(s) for all s ∈ [S, S0].
Since S < S0 is arbitrary, the function Γ and ε satisfy the estimates (3.1) and the orthogonality
conditions (3.2) on (−∞, S0], which concludes the proof of Proposition 3.1. 
Proof of Theorem 1.1. We consider the solution v of (2.7) obtained in Proposition 3.1. First
note that, from (3.1), we have ‖v−V‖H1 = ‖ε‖H1 6 |s|−
1
2
− 1
43 for all s 6 S0. Moreover, by the
definition of V and (2.28), we recall that ‖V−∑kQk‖L2 . |s|− 12 and ‖V−∑kQk‖H˙1 . |s|−1.
By the triangle inequality, it follows that∥∥∥∥∥v −∑
k
Qk
∥∥∥∥∥
L2
. |s|− 12 and
∥∥∥∥∥v −∑
k
Qk
∥∥∥∥∥
H˙1
. |s|− 12− 143 .
Now we let T0 =
1√−2S0 and consider the solution u of (1.1) defined on (0, T0] by v = u˜ from
the change of variables (2.6). For 0 < t 6 T0, set
λk(t) = tµ˜k(s), xk(t) = tyk(s), s = − 1
2t2
.
Then, by (2.11), (3.1) and possibly taking a smaller T0 > 0,
|λk(t)− ℓkt| . t1+
2
43 6 t1+
1
22 , |xk(t) + ℓ−2k t−1| . t−1+
2
43 6 t−1+
1
22 .
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Moreover, from the above estimates on v, we obtain∥∥∥∥∥u(t)−∑
k
ǫkλ
− 1
2
k (t)Q
( · − xk(t)
λk(t)
)∥∥∥∥∥
L2
. t,
∥∥∥∥∥u(t)−∑
k
ǫkλ
− 1
2
k (t)Q
( · − xk(t)
λk(t)
)∥∥∥∥∥
H˙1
. t
2
43 ,
and thus (1.3) by possibly taking a smaller T0 > 0.
Now, we compute the mass and the energy of the solution u(t). First, by Lemma 2.6
and (3.1), for any s 6 S0, we note that∣∣∣‖V(s)‖2L2 −K‖Q‖2L2 ∣∣∣ . |s|−1− 143
and ∣∣∣∣∣E(V(s)) + ‖Q‖2L132s ∑
k
ℓk(1 + 2θk)
∣∣∣∣∣ . |s|−1− 143 .
By (3.1) again, it first follows that∣∣∣‖v(s)‖2L2 −K‖Q‖2L2 ∣∣∣ . ‖v(s) −V(s)‖L2 + ∣∣∣‖V(s)‖2L2 −K‖Q‖2L2 ∣∣∣ . |s|− 12− 143 .
Moreover, from (2.6), we have ‖u(t)‖2L2 = ‖v(s)‖2L2 for s = − 12t2 . Thus, since the mass of u(t)
is constant, passing to the limit s→ −∞ in the last estimate, we obtain ‖u(t)‖2L2 = K‖Q‖2L2 .
To estimate similarly E(v(s)) = E(V(s)+ ε(s)), we first note that, by the definition of the
energy and (3.1),∣∣∣∣E(V+ ε)− E(V)− ∫ (∂yV∂yε−V5ε)∣∣∣∣ . ‖ε‖2H1 . |s|−1− 243 .
Moreover, by (2.28) and (3.1), we have∣∣∣∣∣
∫
(∂yV∂yε−V5ε)−
∑
k
∫ (
∂yQk∂yε−Q5kε
)∣∣∣∣∣
.
∥∥∥∥∥V−∑
k
Qk
∥∥∥∥∥
H˙1
+
∥∥∥∥∥V−∑
k
Qk
∥∥∥∥∥
L∞
+
∥∥∥∥∥∥
(∑
k
Qk
)5
−
∑
k
Q5k
∥∥∥∥∥∥
L2
 ‖ε‖H1 . |s|−1− 14 .
But, by integration by parts and (3.2), for all 1 6 k 6 K, we also have the cancellation∫ (
∂yQk∂yε−Q5kε
)
= −
∫ (
∂yyQk +Q
5
k
)
ε = −µ˜−2k 〈Qk, ε〉 = 0.
Thus, we have proved |E(V+ ε)− E(V)| . |s|−1− 243 and so∣∣∣∣∣E(v(s)) + ‖Q‖2L132s ∑
k
ℓk(1 + 2θk)
∣∣∣∣∣ . |s|−1− 143 .
Moreover, from (2.6), we have E(u(t)) = −2sE(v(s)) for s = − 12t2 . Thus, since E(u(t)) is
constant, multiplying the last estimate by 2|s| and passing to the limit s→ −∞, we obtain
E(u(t)) =
‖Q‖2L1
16
∑
k
ℓk (1 + 2θk) .
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We finally note that E(u(t)) > 0. Indeed, using the definition (2.42) of θk and rewriting
16
‖Q‖2L1
E(u(t)) =
K∑
k=1
ℓ2k
 1
ℓk
+ 2
ǫk√
ℓk
k−1∑
j=1
ǫj√
ℓj
 = K∑
k=1
ℓ2k

 k∑
j=1
ǫj√
ℓj
2 −
k−1∑
j=1
ǫj√
ℓj
2
 ,
we obtain, after integration by parts and since ℓk > ℓk+1 for all 1 6 k 6 K − 1,
16
‖Q‖2L1
E(u(t)) =
K−1∑
k=1
(ℓ2k − ℓ2k+1)
 k∑
j=1
ǫj√
ℓj
2
+ ℓ2K
 K∑
j=1
ǫj√
ℓj
2 > 0.
This finishes the proof of Theorem 1.1. 
Remark 3.5. We prove that the solution u(t, x) of (1.1) constructed in Theorem 1.1 sat-
isfies an estimate as x → −∞ similar to, but weaker than, the estimate (1.6) for S(t, x) in
Theorem 1.4.
Indeed, since ‖v(s)−V(s)‖H1 6 |s|−
1
2
− 1
43 by (3.1), we find ‖v(s)−∑kWk(s)‖L2 . |s|− 12− 143
by the estimates |rk(s)| . |s|−1 from (2.27), ‖Rk‖L2 . 1, |ak(s)| 6 |s|−1−
1
43 from (3.1) and
‖Pk‖L2 . |s|
1
2 from (2.13), valid for all 1 6 k 6 K. Therefore, from the definition of Wk and
the change of variables (2.6),∥∥∥∥∥u(t)−∑
k
ǫkλ˜
− 1
2
k (t)S
(
ρk(t),
· − x˜k(t)
λ˜k(t)
)∥∥∥∥∥
L2
. t1+
2
43 (3.29)
with
ρk(t) =
1√−2τk(s) , λ˜k(t) = tµk(s)
√
−2τk(s), x˜k(t) = tzk(s), s = − 1
2t2
.
Moreover, from (3.1), we have |ρk(t)− ℓ
3
2
k t| . t1+
2
43 , |λ˜k(t)− ℓ−
1
2
k | . t
2
43 and |x˜k(t)| . t−1+ 243 .
Using (1.6), a first interesting consequence of (3.29) is the following L2 version of (1.6) on
the solution u(t): ∥∥∥∥∥u(t) +
(
1
2
‖Q‖L1
∑
k
ǫk√
ℓk
)
| · |− 32
∥∥∥∥∥
L2(x<−2ℓ−2
K
t−1)
6 t1+
1
22 .
It means that an explicit tail, sum of the tails of each rescaled version of S(t), is visible in
the asymptotic behavior of u(t, x) for x→ −∞.
Finally, using the estimate ‖| · |− 32 ‖L2(x<−2ℓ−2
K
t−1) & t, the exponential decay of Q and the
L2 estimate on u(t) given in the above proof of Theorem 1.1, we obtain the sharp control
t .
∥∥∥∥∥u(t)−∑
k
ǫkλ
− 1
2
k (t)Q
( · − xk(t)
λk(t)
)∥∥∥∥∥
L2
. t.
Thus, as a second interesting consequence of (3.29), we may notice that, in L2 norm, u(t)
is closer to the sum of K modulated versions of S than to the corresponding sum of pure
modulated solitons Q.
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Appendix A
As a corollary of Theorems 1.3 and 1.4, we prove in this appendix the following time
estimates in exponential weighted spaces, which are used to prove (2.18). Note that we use
the notation (1.9) for the antiderivative.
Corollary A.1 (Time asymptotics in weighted spaces). With the notation of Theorem 1.3,
there exists B0 > 0 such that, for all B > B0, M > 0, and all t ∈ (0, T0],∥∥∥∥∥
[
∂mx S(t)−
M∑
k=0
1
t
1
2
+m−2kQ
(m−k)
k
( ·+ 1t
t
+ c0
)]
e
·+ 1
t
Bt
∥∥∥∥∥
L2
. t2M+2−m. (A.1)
Remark A.2. A weaker but useful estimate may be directly deduced from (A.1). Indeed,
we observe that, for all B > 0, for all M > 0, for all t ∈ (0, T0],∥∥∥∥∥
[
∂mx S(t)−
M∑
k=0
1
t
1
2
+m−2kQ
(m−k)
k
( ·+ 1t
t
+ c0
)]
e−
|·+ 1
t
|
Bt
∥∥∥∥∥
L2
. t2M+2−m. (A.2)
Note that this estimate becomes weaker as B gets smaller, and thus is valid for all B > 0
without restriction. Note also that this estimate could be directly deduced from (1.5) for
M 6 m− 1, and thus is only interesting for M > m. In particular, we observe that (A.2) is
sharper than (1.5) in the limit case M = m, where both estimates are valid.
To prove Corollary A.1, we first need the following technical lemma.
Lemma A.3. Let p > 1. Assume that f ∈ C∞(R,R) ∩ H˙p(R) satisfies, for all 0 6 ℓ 6 p, for
all x > 0,
|f (ℓ)(x)| . e−x. (A.3)
Then, for all 0 < κ < 1, all 0 < σ < 1− κ, and all x ∈ R,
|f(x)|eκx . ‖f (p)‖σL2 + ‖f (p)‖L2 . (A.4)
Proof. By the Taylor formula with integral remainder term, we have, for all x, y ∈ R,
f(x) = f(y) + (x− y)f ′(y) + · · · + (x− y)
p−1
(p− 1)! f
(p−1)(y) +
∫ x
y
f (p)(z)
(p− 1)! (x− z)
p−1 dz.
By (A.3), passing to the limit as y → +∞, we obtain, for all x ∈ R,
f(x) = −
∫ +∞
x
f (p)(z)
(p − 1)! (x− z)
p−1 dz.
For x > 0, we deduce, from (A.3) and Hölder’s inequality,
|f(x)|eκx .
∫ +∞
x
zp−1eκz|f (p)(z)| dz
.
∫ +∞
x
[zp−1eκze−(1−σ)z ]|ezf (p)(z)|1−σ |f (p)(z)|σ dz . ‖f (p)‖σL2 .
68 V. COMBET AND Y. MARTEL
For x < 0, we obtain similarly
|f(x)|eκx . eκx
∫ +∞
0
(|x|p−1 + zp−1)|f (p)(z)| dz + eκx|x|p−1
∫ 0
x
|f (p)(z)| dz
. |x|p−1eκx
∫ +∞
0
e−(1−σ)z |ezf (p)(z)|1−σ |f (p)(z)|σ dz
+
∫ +∞
0
[zp−1e−(1−σ)z ]|ezf (p)(z)|1−σ |f (p)(z)|σ dz + eκx|x|p−1+ 12‖f (p)‖L2
. ‖f (p)‖σL2 + ‖f (p)‖L2 ,
which concludes the proof of Lemma A.3. 
Proof of Corollary A.1. Let B > 0, m > 0, M > 0 and t ∈ (0, T0]. We prove (A.1) as a
consequence of the time estimate (1.5) and the space estimate (1.8), that we rewrite in a
rescaled version so that we may apply Lemma A.3.
For this purpose, we let L ∈ N to be fixed later, we denote
γ¯0 = min
06ℓ6L
γℓ > 0, γ¯ = min
{
γ¯0,
1
2
}
, A = γ¯−1 > 2,
where γℓ is defined in (1.8), and we consider the change of variables
y = γ¯
(
x+ 1t
t
+ c0
)
or, equivalently, x = Aty − c0t− 1
t
.
First note that the rescaled version of (A.1) that we want to prove rewrites ‖gA/B‖L2 . t2M+2
where, for r > 0, gr(y) = g(y)e
ry and
g(y) = t
1
2
+m∂mx S
(
t, Aty − c0t− 1
t
)
−
M∑
k=0
t2kQ
(m−k)
k (Ay).
Next, from (1.5), we obtain, for all 0 6 ℓ 6 L,∥∥∥∥∥t 12+ℓ∂ℓxS
(
t, At · −c0t− 1
t
)
−
ℓ∑
k=0
t2kQ
(ℓ−k)
k (A·)
∥∥∥∥∥
L2
. t1+2ℓ. (A.5)
And, from (1.8), we get, for all 0 6 ℓ 6 L, for all y > 0,∣∣∣∣t 12+ℓ∂ℓxS (t, Aty − c0t− 1t
)∣∣∣∣ . e−γℓAy . e−y.
Now note that, since Qk ∈ Y for all k > 0 from the proof of Theorem 1.3 in [3], we have
|Q(n)k (y)| . e−y/2 for all n ∈ N and y > 0. Since moreover A > 2 and since we use the
convention of antiderivative (1.9), we obtain, for all y > 0 and all n ∈ Z,
|Q(n)k (Ay)| . e−y.
Thus, we may apply Lemma A.3 with p = 2M + 2 and
f(y) = t
1
2
+m∂mx S
(
t, Aty − c0t− 1
t
)
−
2M+1∑
k=0
t2kQ
(m−k)
k (Ay).
Indeed, letting L = m+ p, we have f ∈ C∞(R,R) and f satisfies (A.3) from the above space
estimates. Moreover, applying (A.5) with ℓ = L, we get ‖f (p)‖L2 . t4M+4.
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For all 0 < κ 6 14 , we take σ = 1− 2κ > 12 , so that we have 0 < σ < 1− κ and we obtain,
from (A.4), for all y ∈ R,
|f(y)|eκy . ‖f (p)‖σL2 + ‖f (p)‖L2 . tσ(4M+4) + t4M+4 . t2M+2.
In particular, we obtain ‖gκ‖L∞ . t2M+2 for all 0 < κ 6 14 . To conclude, we estimate
‖gκ‖2L2 =
∫
g2(y)e2κy dy =
∫ 0
−∞
g2(y)e2κy dy +
∫ +∞
0
g2(y)e2κy dy
6 ‖gκ/2‖2L∞
∫ 0
−∞
eκy dy + ‖g3κ/2‖2L∞
∫ +∞
0
e−κy dy . ‖gκ/2‖2L∞ + ‖g3κ/2‖2L∞ ,
and so we obtain ‖gA/B‖L2 . t2M+2 as expected, provided that κ = AB satisfies 3κ2 6 14 , which
rewrites B > B0 with B0 = 6A. 
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