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controller to a 3D new chaotic system with one saddle and two stable node-foci. Some
complex dynamical behaviors such as ultimate boundedness, chaos and hyperchaos of the
simple 4D autonomous system are investigated and analyzed. The corresponding bounded
hyperchaotic and chaotic attractor is ﬁrst numerically veriﬁed through investigating phase
trajectories, Lyapunove exponents, bifurcation path, analysis of power spectrum and
Poincaré projections. Finally, two complete mathematical characterizations for 4D Hopf
bifurcation are rigorous derived and studied.
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1. Introduction
In the last four decades, chaos analysis and chaos control as well as chaotiﬁcation in dynamical systems have been stud-
ied extensively. Hyperchaos is characterized as a chaotic system with more than one positive exponent [1], this implies that
its dynamics are expended in several different directions simultaneously. Thus, hyperchaotic systems have more complex
dynamical behaviors than ordinary chaotic systems. At the same time, due to its theoretical and practical applications in
technological ﬁelds, such as secure communications, lasers, nonlinear circuits, neural networks, generation, control, syn-
chronization, hyperchaos has recently become a central topic in nonlinear sciences research (see e.g. [1–7] as well as their
references).
On the one hand, the ultimate boundedness of a chaotic system is very important for the study of the qualitative
behaviour of a chaotic or hyperchaotic system. If one can show that a chaotic or hyperchaotic system under consideration
has a globally attractive set, one knows that the system cannot have equilibrium points, periodic or quasi-periodic solutions,
or other chaotic or hyperchaotic attractors existing outside the attractive set. This greatly simpliﬁes the analysis of dynamics
of the system. However, the estimate of the ultimate boundedness of a chaotic system still is a very diﬃcult task [8–11]. Ever
since the Lorenz system was put forward, researchers have been investigating its boundedness. It had been unknown until
1987 when Leonov et al. investigated the boundedness of the Lorenz system and derived a spherical bound and cylindrical
bound for the Lorenz system [10,11]. Due to themselves complexity, the study of the ultimate boundedness of hyperchaotic
systems is more diﬃculty task. So far, the ultimate boundedness of theirs are not systematically studied [12]. On the other
hand, the hyperchaos theory is still its infancy. Very little has been achieved on hyperchaotic systems. The dynamics of the
hyperchaotic systems have not been completely understood by mathematicians until now. For example, some dynamical
behavior such as ultimate boundedness, Hopf bifurcation and chaotic property of the 4D hyperchaotic system have not been
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studied. Therefore, it is necessary to make new study for hyperchaotic systems. This situation motivated us to further study
the properties of chaos and hyperchaos and some subtle characteristics of 4D Hopf bifurcation of the new hyperchaotic
system which is generated from the chaotic system, so as to beneﬁt more systematic studies of 4D quadratic systems, and
to reveal the true geometrical structures of the lower-dimensional chaotic and hyperchaotic attractors.
Recently, based on the Lorenz system, a new chaotic system was reported by Yang and Chen [13]. The system is described
by
⎧⎪⎨
⎪⎩
x˙ = a(y − x),
y˙ = cx− xz,
z˙ = −bz + xy,
(1.1)
where a > 0, b > 0 and c are constants. It is a 3D autonomous system with six terms including only two quadratic terms
in a form very similar to the Lorenz, Chen and Lü systems, but it has three very different ﬁxed points: one saddle and
two stable node-foci. System (1.1) can generate complex dynamics within wide parameters ranges, including chaos, Hopf
bifurcation, period-doubling bifurcation, periodic orbit, sink and source, and so on.
In this paper, a new hyperchaotic is generated from system (1.1) via adding a linear controller to it and its basic dynamics
and properties are investigated. The corresponding bounded hyperchaotic and chaotic attractor is ﬁrst numerically veriﬁed
through investigating phase trajectories, Lyapunove exponents, bifurcation path, analysis of power spectrum and Poincaré
projections. The ultimate boundness and two complete mathematical characterizations for 4D Hopf bifurcation are also
rigorous derived and studied.
The rest of this paper is organized as follows. In Section 2, the new hyperchaotic system is introduced and its ulti-
mate boundness is also proved. The dynamical behaviors of this hyperchaotic system such as Lyapunov exponents, fractal
dimension and chaotic behaviors are analyzed in Section 3. In Section 4, by using the normal form theory and symbolic
computations, two complete mathematical characterizations for the 4D Hopf bifurcations are derived and investigated. Fi-
nally, conclusions are drawn in Section 5.
2. Generating hyperchaos via a linear controller
2.1. Formulation of the system
Let (a,b, c) = (35,3,35), then system (1.1) has three equilibria: O (0,0,0), E+(√105,√105,35) and E−(−√105,−√105,
35), where O is a saddle E+ and E− are both locally table node-foci. Its chaotic attractor is shown in Fig. 2.1.
By introducing a linear feedback controller to the second equation of system (1.1), the following hyperchaotic system is
obtained:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
x˙ = a(y − x),
y˙ = cx− xz + w,
z˙ = −bz + xy,
w˙ = −k1x− k2 y,
(2.1)
where k1 and k2 are two constant parameters, determining the chaotic and hyperchaotic behaviors and bifurcations of the
system. Thus, the controller w has made the chaotic system (1.1) a 4D hyperchaotic system (2.1), which has four Lyapunov
exponents. When (k1,k2) = (2,7.5), the four Lyapunov exponents are
λLE1 = 0.2747, λLE2 = 0.1374, λLE3 = 0.0000, λLE4 = −38.4117,
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Fig. 2.3. (a) Poincaré mapping on the x− z plane and (b) power spectrum of time series x(t) for the hyperchaotic system (2.1).
and the Lyapunov dimension is DL = 3.0107. Moreover, numerical simulations have veriﬁed that system (2.1) indeed has
a hyperchaotic attractor when (k1,k2) = (2,7.5), as depicted in Fig. 2.2. Fig. 2.3 shows the Poincaré mapping on the x − z
plane and power spectrum of time series x(t) for this hyperchaotic system.
2.2. Ultimate boundedness
Theorem 2.1. Suppose (a,b, c,k1,k2) ∈ Σi , i = 1,2,3, where
Σ1 =
{
(a,b, c,k1,k2)
∣∣ a > 0, b > 0, k1 = 0, k2 = 0},
Σ2 =
{
(a,b, c,k1,k2)
∣∣ a > 0, b > 0, k2 = 0, 0 < k1 < min{a,a2}},
Σ3 =
{
(a,b, c,k1,k2)
∣∣ a > 0, b > 0, k2 = 0, k1 + k2 > 0}.
Then all the system orbits, including hyperchaotic orbits, are trapped in a bound region.
Proof. Case 1: Let (a,b, c,k1,k2) ∈ Σ1. In this case, system (2.1) becomes⎧⎪⎨
⎪⎩
x˙ = a(y − x),
y˙ = cx− xz + w0,
z˙ = −bz + xy,
(2.2)
where w0 is constant. Construct the following Lyapunov function:
V1(x, y, z) = 1
2
[(
x− w0
a
)2
+ y2 + (z − a − c)2
]
.
Along the orbits of system (2.2), one has
V˙1(x, y, z) = −ax2 − bz2 + w0x+ (a + c)bz
= −a
(
x− w0
)2
− b
(
z − a + c
)2
+ ab(a + c)
2 + w20 .
2a 2 4a
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ax2 + b
(
z − a
2 + ac + k1
2a
)2
>
ab(a+ c)2 + w20
4a
.
Consequently, on the surface {(x, y, z) | V1(x, y, z) = d1}, one has V˙1(x, y, z) < 0, which implies that the set Ω1 = {(x, y, z) |
V1(x, y, z) d1} is a trapping region of all solutions of system (2.2). Thus, when (a,b, c,k1,k2) ∈ Σ1, all orbits of system (2.1)
are ultimate bounded.
Case 2: Let (a,b, c,k1,k2) ∈ Σ2. Construct the following Lyapunov function:
V2(x, y, z,w) = 1
2
[(
x− w
a
)2
+ y2 +
(
z − a
2 + ac + 1
a
)2
+ (a − k1)w
2
ak1
]
.
Along the orbits of system (2.1), one has
V˙2(x, y, z,w) = −a
2 − k1
a
x2 − bz2 + (a
2 + ac + 1)b
a
z
= −a
2 − k1
a
x2 − b
(
z − a
2 + ac + 1
2a
)2
+ (a
2 + ac + 1)2b
4a2
.
Then, there exists a suﬃciently large constant d2 > 0 so that the set Ω2 = {(x, y, z,w) | V2(x, y, z,w)  d2} is a trapping
region of all solutions of system (2.1). Thus, in the case of k2 = 0 and 0 < k1 < min{a,a2}, all orbits of system (2.1) are
ultimate bounded.
Case 3: Let (a,b, c,k1,k2) ∈ Σ3. one will prove this case from two subcases.
Case 3.1: k1 = 0. Construct the following Lyapunov function:
V3(x, y, z,w) = 1
2
[
x2 + y2 + (z − a − c)2 + w
2
k2
]
.
Similarity to Case 2, it is easy to prove that there exists a suﬃciently large constant d3 > 0 so that the set Ω3 = {(x, y, z,w) |
V3(x, y, z,w) d3} is a trapping region of all solutions of system (2.1). Thus, in the case of k1 = 0 and k2 > 0, all orbits of
system (2.1) are ultimate bounded.
Case 3.2: k1 = 0. Construct the following Lyapunov function:
V4(x, y, z,w) = 1
2
[
x2 + y2 +
(
z − a
2 + ac + k1
a
)2
+ k
2
1
k1 + k2
(
w
k1
− x
a
)2]
.
Along the orbits of system (2.1), one has
V˙4(x, y, z,w) = −ax2 − bz2 + b(a
2 + ac + k1)
a
z
= −ax2 − b
(
z − a
2 + ac + k1
2a
)2
+ b(a
2 + ac + k1)2
4a2
.
Similarity to Case 2, it is easy to prove that there exists a suﬃciently large constant d4 > 0 so that the set Ω4 =
{(x, y, z,w)|V4(x, y, z,w)  d4} is a trapping region of all solutions of system (2.1). Thus, in the case of k1 = 0 and k1 +
k2 > 0, all orbits of system (2.1) are ultimate bounded.
From Cases 1–3, it follows that all orbits of system (2.1), including hyperchaotic orbits, are trapped in a bound region.
The proof is thus completed. 
Remark 2.1. From the ultimate boundedness and two positive Lyapunov exponents, it follows that system (2.1) with
(a,b, c,k1,k2) = (35,3,35,2,7.5) indeed has a hyperchaos attractor.
3. Dynamical behaviors of the hyperchaotic system
This section further investigates the dynamical behaviors of the hyperchaotic system (2.1), including dissipativity, equi-
libria and stability, Lyapunov exponents, and bifurcation diagrams.
First, Figs. 3.1–3.7 show some typical dynamical behaviors of the system.
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For system (2.1), it is noticed that ∇V = ∂ x˙
∂x + ∂ y˙∂ y + ∂ z˙∂z + ∂ w˙∂w = −(a+ b). So, the system is dissipative with an exponential
contraction rate: dVdt = −(a + b)V for any values of k1 and k2. That is, a volume element V0 is contracted by the ﬂow into
a volume element V0e−(a+b)t in time t . This means that each volume containing the system orbit shrinks to zero as t → ∞
at an exponential rate, −(a+ b), which is independent of x, y, z and w . Therefore, all system orbits are ultimately conﬁned
to some subset of zero volume, and the asymptotic motion settles on some attractors.
3.2. Equilibria and stability
It is clear that system (2.1) (and thus its solution) is invariant under the transformation T (x, y, z,w) → (−x,−y, z,−w).
This means that any orbit that is not itself invariant under T must have its “twin” orbit in the sense of this transformation.
3.2.1. The hyperbolic case with parameters k1 + k2 = 0
For k1 +k2 = 0, the origin O (0,0,0,0) is a unique equilibrium. In this case, system (2.1) is a hyperbolic system. Linearize
system (2.1) at O (0,0,0,0) now yields the Jacobian matrix
A =
⎡
⎢⎢⎣
−a a 0 0
c 0 0 1
0 0 −b 0
−k1 −k2 0 0
⎤
⎥⎥⎦
and its characteristic equation
(λ) = (λ + b)[λ3 + aλ2 + (k2 − ac)λ + a(k1 + k2)]= 0, (3.1)
which gives λ1 = −b, and
0(λ) = λ3 + aλ2 + (k2 − ac)λ + a(k1 + k2) = 0. (3.2)
Let
A1 = a, B1 = k2 − ac, C1 = a(k1 + k2).
Then, according to the Routh–Hurwitz criterion, the real parts of all the roots λ in 0(λ) = 0 are negative if and only if
A1 > 0, C1 > 0, and A1B1 − C1 > 0. From these inequalities, one obtains
a > 0, k1 < −ac, k2 > −k1. (3.3)
Based on the above discussion, the following property is veriﬁed.
Theorem 3.1. Let k1 + k2 = 0. Then, system (2.1) has a unique equilibrium O (0,0,0,0). Furthermore, the necessary and suﬃcient
condition for equilibrium O to be local stable is a > 0, b > 0, k1 < −ac and k2 > −k1 .
Theorem 3.2. Suppose (a,b, c,k1,k2) ∈ Σ1 = {(a,b, c,k1,k2) | a > 0, b > 0, c < 0, −a < k1 < 0, k2 > a}. Then, the equilibrium O
of system (2.1) is globally uniformly and asymptotical stable. Moreover, system (2.1) is neither chaotic nor hyperchaotic.
Proof. Deﬁne the following Lyapunov function
V (x, y, z,w) = 1
2
[
1+ k1k2
ac(k1 + k2)
]
x2 − a
2c
[
y2 + z2 + w
2
k1 + k2
]
+ k1xw
c(k1 + k2) . (3.4)
From a > 0, c < 0, −a < k1 < 0 and k2 > a, one knows k1 + k2 > 0 and k1/a − 1 > 0, which imply (3.4) is positive function.
Its time derivative along the orbit of system (2.1) is
V˙ (x, y, z,w) =
[
1+ k1k2
ac(k1 + k2)
]
xx˙− a
c
[
y y˙ + zz˙ + ww˙
k1 + k2
]
+ k1
c(k1 + k2) (x˙w + xw˙)
= −ac(k1 + k2) + k
2
1 + k1k2
c(k1 + k2) x
2 + ab
c
z2
= − (ac + k1)x
2 − abz2  0,c
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(x, y, z,w)
∣∣ V˙ (x, y, z,w) = 0}= {(x, y, z,w) ∣∣ x = 0, z = 0, y ∈ R, w ∈ R}
which does not contain a nontrivial trajectory of (2.1). The Krasnoselskii theorem implies that system (2.1) is globally uni-
formly and asymptotically stable about the origin. Furthermore, system (2.1) has neither chaotic attractor nor hyperchaotic
attractor. The proof is thus completed. 
Theorem 3.3. Let
(a,b, c,k1,k2) ∈ Σ2 =
{
(a,b, c,k1,k2)
∣∣∣ b > 0, a > k1 > c > 0, −k1 < k2 < −ak1(c + 1)
ac + k1
}
.
Then, the equilibrium O of system (2.1) is globally uniformly and asymptotical stable. Moreover, system (2.1) is neither chaotic nor
hyperchaotic.
Proof. From conditions of Theorem 3.3, it follows that k1 +k2 > 0, k1 −a < 0 and ack2 +k1k2 +ack1 +ak1 < 0, which imply
ack2 + k1k2 + ack1 + k21 < 0 and ack2 + k1k2 + ack1 < 0.
Deﬁne the following Lyapunov function
V (x, y,w, z) = 1
2
[
1+ ak1
D
]
x2 − ak1
2D
(x− w)2 − a
2(k1 + k2)
2D
(
y2 + z2), (3.5)
where D = k1k2 + ac(k1 + k2) < 0 and −D > k21. It is easy to see that (3.5) is positive function. Its time derivative along the
orbit of system (2.1) is
V˙ (x, y, z,w) = −a
[
1+ k
2
1
D
]
x2 + a
2b(k1 + k2)
D
z2  0,
and by setting{
(x, y, z,w)
∣∣ V˙ (x, y, z,w) = 0}= {(x, y, z,w) ∣∣ x = 0, z = 0, y ∈ R, w ∈ R}
which does not contain a nontrivial trajectory of (2.1). The Krasnoselskii theorem implies that system (2.1) is globally uni-
formly and asymptotically stable about the origin. Furthermore, system (2.1) has neither chaotic attractor nor hyperchaotic
attractor. The proof is thus completed. 
3.2.2. The non-hyperbolic case with parameters k1 + k2 = 0
It is easy to see that when k1 + k2 = 0, all the points in the form (x, x, x2b , x
3
b − cx), x ∈ R, are non-isolated equilibria of
the system. Therefore, in this case system (2.1) is non-hyperbolic. In this case, moreover, the non-hyperbolic system (2.1)
becomes⎧⎪⎪⎪⎨
⎪⎪⎪⎩
x˙ = a(y − x),
y˙ = cx− xz + w,
z˙ = −bz + xy,
w˙ = −k1(x− y).
(3.6)
For any initial value (x0, y0, z0,w0), the corresponding 4D controlled system (3.6) projects the following 3D system⎧⎪⎪⎪⎨
⎪⎪⎪⎩
x˙ = a(y − x),
y˙ =
(
c + k1
a
)
x− xz − k1
a
x0 + w0,
z˙ = −bz + xy
(3.7)
on the subspace
Λk =
{
(x, y, z,w)
∣∣∣ (x, y, z,w) ∈R4, w − k1
a
x = w0 − k1
a
x0
}
.
In particular, for any initial value (x0, y0, z0,w0), if k1 = k2 = 0 then the corresponding controlled system (3.6) becomes
the 3D system (3.7), i.e.,⎧⎪⎨
⎪⎩
x˙ = a(y − x),
y˙ = cx− xz + w0,
z˙ = −bz + xy
(3.8)
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Fig. 3.2. Lyapunov exponents of system (2.1) with a = 35, b = 3, c = 35, k2 = 0 and k1 ∈ [0,30].
on the subspace
Λk =
{
(x, y, z,w)
∣∣ (x, y, z,w) ∈R4, w = w0}.
By varying the parameter w0 in system (3.8), considered as a “constant controller”, the small w0 can control swiftly
system to the stable node of the left (or right) side. Some typical phase portraits of system (3.8) with different w0 value
are shown in Fig. 3.1.
3.3. Lyapunov exponents and bifurcation diagrams
In the two sections below, some properties of the new four-dimensional system are discussed with k1 and k2 varying.
And the simulation results are further obtained by using Matlab Tools.
3.3.1. Fix k2 = 0 with a = 35, b = 3, c = 35 and vary k1
When k1 ∈ [0,30] varies, the corresponding Lyapunov exponent spectrum of system (2.1) are shown in Fig. 3.2. The
bifurcation diagram with respect to k1 ∈ [0,5] ∪ [29,30] is given in Fig. 3.3. It can be observed that the bifurcation diagram
well coincides with the spectrum of Lyapunov exponents. Fig. 3.2 shows that system (2.1) is hyperchaotic for a very wide
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Fig. 3.4. Phase portraits of system (2.1) on z − x− y space with a = 35, b = 3, c = 35, k2 = 0 and different values of k1.
Table 1
Lyapunov exponents of system (2.1) with a = 35,b = 3, c = 35 and k2 = 0.
k1 λLE1 λLE2 λLE4 λLE4 Dynamical property
3.5 0.000 −0.0271 −0.0275 −37.9463 Periodic orbit
3.63 0.000 −0.0262 −0.0270 −37.9477 Periodic orbit
3.64 0.0430 −0.0274 −0.0303 −37.9463 Chaos
4.53 0.0222 0.0104 0.000 −38.0286 Hyperchaos
4.85 0.2306 0.1439 0.0000 −38.3743 Hyperchaos
5.3 0.2502 0.1510 0.000 −38.4011 Hyperchaos
10.5 0.2725 0.1333 0.0000 −38.4055 Hyperchaos
range of k1, and the system can also evolve into chaotic orbits and periodic orbits. From Figs. 3.2 and 3.3, the dynamical
behaviors of system (2.1) can be clearly observed. When k1 ∈ (0.05,3.64), (3.64,3.84), (3.84,4), (4,4.03), (4.03,4.21),
(4.21,4.24), (4.24,4.26), (4.26,4.29), (4.29,4.37), (4.37,4.42), (4.42,4.45), (4.45,4.48), (4.55,4.59), the largest Lyapunov
exponent almost equals zeros, which means that system (2.1) is either periodic or quasi-periodic. Some typical dynamical
behaviors for special values of k1 are depicted in Fig. 3.4. Moreover, when k1 ∈ (1.34,4.31), and k1 = 4.45, 4.75, the second
and the third largest Lyapunov exponents are almost equal. Especially there are also some paroxysmal chaotic phenomena
in the periodic regions (see Table 1, k1 = 3.64).
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Fig. 3.6. Bifurcation diagram of system (2.1) with a = 35, b = 3, c = 35 and k2 = 0.
Fig. 3.7. Phase portraits of system (2.1) on x− y − w space with a = 35, b = 3, c = 35, k1 = 0 and different values of k2.
3.3.2. Fix k1 = 0 with a = 35, b = 3, c = 35 and vary k2
Fig. 3.5 shows the Lyapunov exponent spectrum of system (2.1) with respect to parameter k2. And the corresponding
bifurcation diagram with k2 ∈ [0,5] ∪ [25,30] is shown in Fig. 3.6. With k2 increasing, the system (2.1) can evolve into peri-
odic, quasi-periodic orbits, hyperchaotic and chaotic. The Lyapunov exponent spectrum and bifurcation diagram demonstrate
that system (2.1) has complex behaviors as k2 varies. Some special attractors are brieﬂy depicted in Fig. 3.7. Fig. 3.5 clearly
shows that when k2 varies in a very wide range, the system is still hyperchaotic. But the chaotic region is very swallow
with respect to parameter k2. For some typical values of k2, the corresponding Lyapunov exponents are tabulate in Table 2.
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Lyapunov exponents of system (2.1) with a = 35, b = 3, c = 35 and k1 = 0.
k2 λLE1 λLE2 λLE3 λLE4 Fractal dimension DL Dynamical property
4.5 0.1021 0.000 −0.00 −38.0042 3.0027 Chaos
6.3 0.2708 0.1454 0.000 −38.4155 3.0108 Hyperchaos
7.5 0.2720 0.1620 0.000 −38.4335 3.0113 Hyperchaos
8.6 0.2733 0.1458 0.000 −38.4191 3.0109 Hyperchaos
4. Hopf bifurcation of the new hyperchaotic system
This section employs the higher-dimensional Hopf bifurcation theory and applies symbolic computations to perform the
analysis of parametric variations with respect to dynamical bifurcations.
First, consider the existence of Hopf bifurcation.
Theorem 4.1 (Existence of Hopf bifurcation). Suppose that a > 0, b > 0 and k2 > ac holds. Then, as k1 varies and passes through the
critical value k0 = −ac, system (2.1) undergoes a Hopf bifurcation at the equilibrium O (0,0,0,0).
Proof. Suppose that (3.1) has a pure imaginary root λ = iω, (ω ∈R+). Substituting it into (3.1) yields
a
(
ω2 − k1 − k2
)+ iω(ac − k2 + ω2)= 0.
It follows that
ω2 − k1 − k2 = 0, ac − k2 + ω2 = 0.
Solving the above equations gives
ω =
√
k2 − ac, k1 = k0 = −ac,
under the condition k2 > ac. Substituting k1 = k0 = −ac into (3.1), one obtains
λ1 = iω, λ2 = −iω, λ3 = −b, λ4 = −a,
where ω = √k2 − ac. Thus, when k2 > ac, k1 = k0, so the ﬁrst condition for Hopf bifurcation [14] is satisﬁed.
From (3.1) and k2 > ac, it follows that
λ′(k0)|λ=iω = − −a3λ2 + 2aλ + k2 − ac |λ=iω
= a
2
(
1
1+ k2 − ac + i
√
k2 − ac
(k2 − ac)(1+ k2 − ac)
)
(4.1)
implies that
Re
(
λ′(k0)
)|λ=iω = a2(1+ k2 − ac) = 0.
Therefore, the second condition for a Hopf bifurcation [14] is also met. Consequently, Hopf bifurcation exists. 
Remark 4.1. When k2  ac, system (2.1) has no Hopf bifurcation at the equilibrium O (0,0,0,0).
In the following, the stability and expression of the Hopf bifurcation of system (2.1) is investigated, by using the normal
form theory [15,16], some rigorous mathematical analysis and symbolic computations.
Theorem 4.2. Let a > 0, b > 0 and k2 > ac, then bifurcating periodic solutions exist for suﬃcient small 0 < |k0 − k1| < |ac + k1|.
Moreover, Hopf bifurcation periodic solutions of system (2.1) at O (0,0,0,0) have the following properties:
(i) Hopf bifurcation periodic solutions of system (2.1) at O (0,0,0,0) is non-degenerate, supercritical and stable;
(ii) the period and characteristic exponent of the bifurcating periodic solution are:
T = 2π
ω0
(
1+ τ2ε2 + O
(
ε4
))
, β = β2ε2 + O
(
ε4
)
,
where ω0 =
√
k2 − ac, and
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2(4a + b) − (k2 − ac)(4ab2 + 4a2b + 8a2 − b2) − 3a2b2
8b(k2 − ac)(a2 + k2 − ac)[b2 + 4(k2 − ac)] ,
β2 = − (k2 − ac)(8a
2 + b2) + 3a2b2
4b(a2 + k2 − ac)[b2 + 4(k2 − ac)] , ε
2 = k1 − k0
μ2
+ O [(k1 − k0)2],
μ2 = (1+ k2 − ac)[(k2 − ac)(8a
2 + b2) + 3a2b2]
4ab(a2 + k2 − ac)[b2 + 4(k2 − ac)] ;
(iii) the expression of the Hopf bifurcation periodic solution of system (2.1) is⎛
⎜⎜⎝
x
y
z
w
⎞
⎟⎟⎠=
⎛
⎜⎜⎝
cos( 2πtT )
sin( 2πtT )
0
−√k2 − ac sin( 2πtT )
⎞
⎟⎟⎠ε +
⎛
⎜⎜⎝
0
0
K
0
⎞
⎟⎟⎠ε2 + O (ε3),
where K = 12b +
[ab+2(k2−ac)] cos( 4πtT )+(2a−b)
√
k2−ac sin( 4πtT )
2a[b2+4(k2−ac)] .
Proof. Let k2 > ac, k1 = k0 = −ac and t1 =
√
k2 − ac. Then, by straightforward computations, one can obtain
v1 =
⎛
⎜⎜⎝
1
1+ i t1a
0
− k2a + it1
⎞
⎟⎟⎠ , v3 =
⎛
⎜⎜⎝
0
0
1
0
⎞
⎟⎟⎠ , and v4 =
⎛
⎜⎜⎝
1
0
0
−c
⎞
⎟⎟⎠ ,
which satisfy
Av1 = it1v1, Av3 = −bv3, Av4 = −av4.
Deﬁne
P = (Re v1,− Im v1, v3, v4) =
⎛
⎜⎜⎝
1 0 0 1
1 − t1a 0 0
0 0 1 0
− k2a −t1 0 −c
⎞
⎟⎟⎠ , (4.2)
and
(x1, y1, z1,w1)
T = P (x2, y2, z2,w2)T .
Then, system (2.1) becomes⎧⎪⎪⎪⎨
⎪⎪⎪⎩
x˙2 = −t1 y2 + F1(x2, y2, z2,w2),
y˙2 = t1x2 + F2(x2, y2, z2,w2),
z˙2 = −bz2 + F3(x2, y2, z2,w2),
w˙2 = −aw2 + F4(x2, y2, z2,w2),
(4.3)
where
F1(x2, y2, z2,w2) = −a
2(x2 + w2)z2
a2 − ac + k2 , F2(x2, y2, z2,w2) =
a(k2 − ac)(x2 + w2)z2
(a2 − ac + k2)t1 ,
F3(x2, y2, z2,w2) = 1
a
(x2 + w2)(ax2 − t1 y2), F4(x2, y2, z2,w2) = a
2(x2 + w2)z2
a2 − ac + k2 .
Furthermore,
g11 = 1
4
[
∂2F1
∂x22
+ ∂
2F1
∂ y22
+ i
(
∂2F2
∂x22
+ ∂
2F2
∂ y22
)]
= 0,
g02 = 1
4
[
∂2F1
∂x22
− ∂
2F1
∂ y22
− 2 ∂
2F2
∂x2∂ y2
+ i
(
∂2F2
∂x22
− ∂
2F2
∂ y22
+ 2 ∂
2F1
∂x2∂ y2
)]
= 0,
g20 = 1
4
[
∂2F1
∂x22
− ∂
2F1
∂ y22
+ 2 ∂
2F2
∂x2∂ y2
+ i
(
∂2F2
∂x22
− ∂
2F2
∂ y22
− 2 ∂
2F1
∂x2∂ y2
)]
= 0,
G21 = 1
8
[
∂3F1
∂x3
+ ∂
3F1
∂x ∂ y2
+ ∂
3F2
∂x2∂ y
+ ∂
3F2
∂ y3
+ i
(
∂3F2
∂x3
+ ∂
3F2
∂x ∂ y2
− ∂
3F1
∂x2∂ y
− ∂
3F2
∂ y3
)]
= 0.2 2 2 2 2 2 2 2 2 2 2 2
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h111 =
1
4
(
∂2F3
∂x22
+ ∂
2F3
∂ y22
)
= 1
2
, h211 =
1
4
(
∂2F4
∂x22
+ ∂
2F4
∂ y22
)
= 0,
h120 =
1
4
(
∂2F3
∂x22
− ∂
2F3
∂ y22
− 2i ∂
2F3
∂x2∂ y2
)
= 1
2
+ t1
2a
i,
h220 =
1
4
(
∂2F4
∂x22
− ∂
2F4
∂ y22
− 2i ∂
2F4
∂x2∂ y2
)
= 0.
By solving the following equations:
Dw11 = −h11 and (D − 2it1 I)w20 = −h20,
where
D =
(−b 0
0 −a
)
, h11 =
(
h111
h211
)
, h20 =
(
h120
h220
)
,
one obtains
w11 =
(
1
2b
0
)
, w20 =
( a+t1 i
2a(b+2t1i)
0
)
.
Furthermore,
G1110 =
1
2
[(
∂2F1
∂x2∂z2
+ ∂
2F2
∂ y2∂z2
)
+ i
(
∂2F2
∂x2∂z2
− ∂
2F1
∂ y2∂z2
)]
= −a
2t1 + ia(k2 − ac)
2(a2 − ac + k2)t1 ,
G2110 =
1
2
[(
∂2F1
∂x2∂w2
+ ∂
2F2
∂ y2∂w2
)
+ i
(
∂2F2
∂x2∂w2
− ∂
2F1
∂ y2∂w2
)]
= 0,
G1101 =
1
2
[(
∂2F1
∂x2∂z2
− ∂
2F2
∂ y2∂z2
)
+ i
(
∂2F2
∂x2∂z2
+ ∂
2F1
∂ y2∂z2
)]
= −a
2t1 + ia(k2 − ac)
2(a2 − ac + k2)t1 ,
G2101 =
1
2
[(
∂2F1
∂x2∂w2
− ∂
2F2
∂ y2∂w2
)
+ i
(
∂2F2
∂x2∂w2
+ ∂
2F1
∂ y2∂w2
)]
= 0,
g21 = G21 +
2∑
k=1
(
2Gk110ω
k
11 + Gk101ωk20
)
= −(k2 − ac)(b
2 + 8a2) − 3a2b2
4b(a2 + k2 − ac)[b2 + 4(k2 − ac)] +
√
k2 − ac[2a2b + 2ab2 + (k2 − ac)(8a + 2b)]
4b(a2 + k2 − ac)[b2 + 4(k2 − ac)] i.
Based on the above calculation and analysis, one can compute the following quantities:
C1(0) = i
2ω0
(
g20g11 − 2|g11|2 − 1
3
|g02|2
)
+ 1
2
g21 = 1
2
g21,
μ2 = −ReC1(0)
α′(0)
= (1+ k2 − ac)[(k2 − ac)(8a
2 + b2) + 3a2b2]
4ab(a2 + k2 − ac)[b2 + 4(k2 − ac)] ,
τ2 = − ImC1(0) + μ2ω
′(0)
ω0
= −4(k2 − ac)
2(4a + b) − (k2 − ac)(4ab2 + 4a2b + 8a2 − b2) − 3a2b2
8b(k2 − ac)(a2 + k2 − ac)[b2 + 4(k2 − ac)] ,
β2 = 2ReC1(0) = − (k2 − ac)(8a
2 + b2) + 3a2b2
4b(a2 + k2 − ac)[b2 + 4(k2 − ac)] ,
where
ω0 =
√
k2 − ac, α′(0) = Re
(
λ′(k0)
)= a
2(1+ k2 − ac) , ω
′
0(0) =
a
√
k2 − ac
2(k2 − ac)(1+ k2 − ac) .
From a > 0, b > 0 and k2 > ac, one obtains that μ2 > 0 and β2 < 0 always hold, which imply that the Hopf bifurcation
of system (2.1) at O (0,0,0,0) is non-degenerate and supercritical, and the bifurcating periodic solution exists for k1 > k0
and is stable.
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Furthermore, the period and characteristic exponent are:
T = 2π
ω0
(
1+ τ2ε2 + O
(
ε4
))
, β = β2ε2 + O
(
ε4
)
,
where ε2 = k1−k0μ2 + O [(k1 − k0)2]. And the expression of the bifurcating periodic solution is (except for an arbitrary phase
angle):
X(x, y, z,w)T = P (y1, y2, y3, y4)T = PY ,
where the matrix P is deﬁned in (4.2),
y1 = Reu, y2 = Imu, (y3, y4)T = w11|u| + Re
(
w20u
2)+ O (|u|3),
and
u = εe 2itπT + iε
2
6ω0
[
g02e
− 4itπT − 3g20e 4itπT + 6g11
]+ O (ε3)= εe 2itπT + O (ε3).
By tedious computations, one can obtain
⎛
⎜⎜⎝
x
y
z
w
⎞
⎟⎟⎠=
⎛
⎜⎜⎜⎜⎝
ε cos( 2πtT )
ε sin( 2πtT )
ε2K
−ε√k2 − ac sin( 2πtT )
⎞
⎟⎟⎟⎟⎠+ O
(
ε3
)
,
where K is deﬁned as in Theorem 4.2.
Based on the above discussion, the results of Theorem 4.2 are indeed established.
In order to verify the above theoretical analysis, let a = 35, b = 3, c = 35, and k2 = 1300. According to Theorem 4.1,
one has k0 = −1225. Then, from Theorem 4.2, one can get μ2 = 2.88827 and β2 = −0.084523, which imply that the
Hopf bifurcation of system (2.1) at O (0,0,00) is non-degenerate and supercritical, a bifurcating periodic solution exists for
k1 > k0 = −1225, and the bifurcating periodic solution is stable. In fact, Hopf bifurcation occurs when k1 < k0 = −1225, as
shown in Fig. 4.1(a). When k1 > k0 = −1225, the equilibrium O (0,0,0,0) is stable, as shown in Fig. 4.1(b). 
5. Conclusions
In this paper, a 4D hyperchaotic system has been constructed by linearly adding a new variable to the new chaotic system
with one saddle and two stable node-foci. Some complex dynamical behaviors such as ultimate boundedness, chaos and
hyperchaotic of the simple 4D autonomous system are investigated and analyzed. The corresponding bounded hyperchaotic
and chaotic attractor is ﬁrst numerically veriﬁed through investigating phase trajectories, Lyapunove exponents, bifurcation
path, analysis of power spectrum and Poincaré projections, showing that a simple 4D system can have a strong ability
of generating complex chaotic and hyperchaotic attractors. Meanwhile, by using the normal form theory, two complete
mathematical characterizations for 4D Hopf bifurcation are rigorous derived and studied. In particular, the ultimate bound
for the new hyperchaotic system is investigated in detail. It will beneﬁt future theoretical analysis and practical applications
of new hyperchaotic system. More mathematical studies, including homoclinic orbits and the riddled property of the basin
of attraction of hyperchaotic attractor, will be made in the future to reveal the numerical phenomena of hyperchaotic
behavior in this system. It is hoped that the investigation of the paper will shed some lights to more systematic studies of
4D quadratic systems.
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