Robust insect navigation arises from the coordinated action of concurrent guidance systems but 10 the neural mechanisms through which they function, and are coordinated, remain unknown. Our 11 analysis suggests that insects require distinct visual homing and route following strategies which 12 we propose use different aspects of frequency encoded views and different neural pathways: 13 Mushroom Bodies for visual homing and Anterior Optic Tubercles for route following. We then 14 demonstrate how the Central Complex and Mushroom Bodies work in tandem to coordinate the 15 directional output of different guidance cues through contextually switched ring-attractor circuits 16 inspired by neural recordings. The resultant unified model of insect navigation reproduces 17 behavioral data from a series of cue conflict experiments in realistic animal environments and 18 offers testable hypotheses of where and how insect process visual cues, utilise the different 19 information provided and coordinate their outputs to achieve the adaptive behaviours observed in 20 the wild. 21 22 39 Honkanen et al., 2019), a theoretical hypothesis explaining how this is achieved by the neural 40 1 of 21 Manuscript submitted to eLife
Introduction 23
Central-place foraging insects (especially desert ant who relays little on pheromone) navigate using 24 a 'toolkit' of independent guidance systems (Wehner, 2009 ) of which the most fundamental are path 25 integration (PI), whereby foragers track the distance and direction to their nest by integrating the 26 series of directions and distances travelled (for reviews see Heinze et al. (2018) ; Collett (2019)), and 27 visual memory (VM), whereby foragers derive a homing signal by comparing the difference between 28 current and stored views (for reviews see Zeil (2012) . 69 In practice, this compromise leads ants to converge on their route but in a less direct manner with the optimal integration of PI and VH when Off-Route (b) switch from Off-Route (PI and VH) to 75 On-Route (RF) strategies when familiar terrain is encountered. Mathematical models have been 76 developed that reproduce aspects of cue integration in specific scenarios (Cruse and Wehner, 2011; 77 Hoinville and Wehner, 2018), but to date no neurobiologically constrained network revealing how 78 insects might realise these capabilities has been developed. 79 To address these questions a functional modelling approach is followed that extends to the 80 current base model described by (Webb, 2019) to (a) account for the ability of ants to home from 81 novel locations back to the familiar route before retracing their familiar path the rest of the journey 82 home, and (b) propose a neurally-based model of the central complex neuropil that integrates com-83 peting cues optimally and generates a simple steering command that can drive behaviour directly. 84 Performance is bench-marked by direct comparison to behavioural data reported by Wystrach et al. (Narendra, 2007) . Biological realism is enforced by constraining models to the known anatomy of 89 specific brain areas, but where no data exists we take an exploratory approach to investigate the 90 mechanisms that insects may exploit. capabilities produced by the model replicate the adaptive homing behaviour of insects with path integration and visual homing combined optimally to drive the animal back to familiar surroundings (banded red and green path segment) before the route is recognised and retraced home (blue path segment). (B) The proposed conceptual model of the insect navigation toolkit from sensory input to motor output. Three elemental guidance system are all modelled in this paper: path integration , visual homing (VH) and route following (RF) . Their outputs must then be coordinated in an optimal manner appropriate to the context as in insects. (C) The unified navigation model maps the elemental guidance systems to distinct processing pathways: RF: optic lobe -> AuTo -> CX; VH: optic lobe -> MB -> SMP -> CX; PI: optic lobe -> CX. The outputs are then optimally integrated in the ring attractor networks of the FB in CX to generate a single motor steering command. Images of the brain regions are adapted from the insect brain database https://www.insectbraindb.org. that we wish to replicate and an overview of our unified model of insect navigation. 92 as a sinusoidal activity profile in the ring of TB1 neurons found in the protocerebral bridge (PCB/PB) 114 tracking the celestial compass as in Stone et al. (2017) . The desired heading is derived by mirroring 115 the current heading ring-network to a matched ring-network (assumed CPU3 neurons) but crucially 116 with activity shifted leftwards in proportion to the increase MBON activity (provided by the SMP 117 pathway). The result is a mechanism that iteratively refines the animals orientation to keep it 118 moving down the gradient and thus back towards familiar terrain (Figure 2B) . routes. We note that upon encountering the route the model is unable to distinguish the direction 123 in which to travel and thus meanders back and forth along the familiarity valley, unlike real ants, 124 demonstrating the need for additional route recognition and recovery capabilities. 126 We have demonstrated how ants could use visual cues to return to the route in the absence of 127 PI but in most natural scenarios (e.g. displacement by a gust of wind) ants will retain a home 128 vector readout offering an alternative, and often conflicting, guidance cue to that provided by visual 129 homing. In such scenarios desert ants strike a comprise by integrating their PI and VH outputs in a 130 manner consistent with optimal integration theory by weighting VH relative to the familiarity of the For every time step from − 2 to , the sensory data of visual novelty will drive the agent's motor to descent the visual novelty gradient. How this left turn is generated neurally is showni n A, where the desired heading is shifted 90 degrees from the current heading, leading to increased activity on in the turn left ring of the steering circuit. (C) Resultant visual homing behaviours as in (Wystrach et al., 2012 ). The grey curve shows the habitual route along which ants were trained. RP indicated the release point from which simulated and real ants were tested. The firing rate of the MBON sampled across locations at random orientation is depicted by the heat-map showing a clear gradient leading back to the route directly. The ability of the MB->SMP->CX model to generate realistic homing data in this scenario is shown by the initial paths of simulated ants which closely match those of real ants (see inserted polar plot showing the mean direction and 95% confidential interval), and also the extended homing path shown. Note that once the agent get the vicinity of the route, it will wandering around because of the flat of visual novelty gradient. Figure 4A ). 176 The route following model accurately replicates the initial paths of real ants in Wystrach et al. 177 (2012) (Figure 4B , insert) when released at the start of a familiar route, and the extended paths The grey curve along the y-axis is the trained route, after training the agents are released at different release points (RP1, RP2 and RP3). For the first experiment (benchmark study -Wystrach et al. (2015) ), all the agents with different home vector length (i.e., with different PI certainty, generate by manually generate the PI desired heading, for details see subsection ) are released at RP1 (i.e., with the same visual novelty and thus visual certainty), the results of initial headings are shown in the left polar plot. For the second experiments (benchmark study -Legge et al. (2014) ), the agents with the same home vector length are respectively released at RP1, RP2 and RP3. The results of the initial heading (the mean direction and 95% confidential interval) are shown in the right polar plots. (D) Typical homing paths of the independent and combined guidance systems. means to modulate their impact on the steering circuit independently. This is realised through a 197 non-linear weighting of the on-route and off-route strategies which we propose acts through the 198 same SMP pathway as the VH model (see the SN1 and SN2 neuron in Figure 5A ). 199 Figure 5B shows example paths of simulated ants when released sidewards of their habitual 200 route with and without access to their PI system, i.e., the full vector and zero vector agent. Zero-201 vector agents apply VH to approach the route directly as in Figure 5B but upon arrival switch to 202 RF which guides them home along their habitual path. Full-vector ants initially combine PI and VH 203 making them move parallel to the route direction initially, but again as they approach the familiar 204 route area they switch to RF which guides them back to the nest by the habitual path. Taken 205 together, the proposed unified navigation model successfully clearly fulfils all of the criteria defined 206 for replication of key adaptive behaviour observed in insects (Figure 1A) . by the insect brain? 211 We propose that the insect navigation toolkit (Wehner, 2009; Webb, 2019) should be extended to 212 include independent visual homing (VH) and route following (RF) systems (see Figure 1B for updated 213 Insect Navigation Toolkit). We show how VH and RF can be realised using frequency-encoding of 214 panoramic skylines to separate information into rotationally-invariant magnitudes for VH and 215 rotationally-varying phases for RF. Behavioural studies support the use of spatial frequency by bees 216 (Horridge, 1997; Lehrer, 1999) , with neurons in the lobulla found to have receptive fields akin to 217 basis functions (O'Carroll, 1993; James and Osorio, 1996) providing a mechanism by which the optic 218 lobes could extract frequency information. Follow-on modelling of the optic lobe based on the 219 above data is therefore required to extend the neural pathway from sensory input to motor output. 220 We note that 229 and other taxis behaviours (Wystrach et al., 2016) . This is inline with the hypothesis forwarded by 230 Collett and Collett (2018) that suggest that the MBs output "whether" the current sensory stimulus 231 is positive or negative and the CX then adapts the animal heading, the "whither", accordingly. 232 Conceptually this flexible mechanism has the potential to play a key role realising other navigation 233 behaviours from straight line following (El Jundi et al., 2016) to migrations (Reppert et al., 2016) as 234 well as more nuanced strategies that flexibly use directional cues from different sensory modalities 235 (Wystrach et al., 2013; Schwarz et al., 2017; Dacke et al., 2019) . 236 Route following is shown possible by learned associations between the magnitudes (i.e. the The coordination are modelled as three neurons in SMP: switching neuron 1 (SN1) and switching neuron 2 (SN2) has mutual exclusive firing state so they work together to switch on/off the output from the on-route RF or off-route PI+VH integrated cue and the celestial/terrestrial current heading to the steering neurons depending on the visual novelty from the MB; The tuning neuron (TN) is the same in Figure 3 . The activation functions of these neurons are shown in the left side of SMP box. (B): Reproduce the desired homing behaviours of the insect navigation in Figure 1A , dashed curve depicts the non-linear weighting of on and off-route strategies (i.e., VH and RF) for zero vector (ZV) agent and solid curve shows the optimal weighting of the off-route strategies (i.e., PI and VH) and then successfully retrace the habitual route and do RF for the full vector (FV) agents. for fruit flies with a blocked EB of the CX but not MB, which is predicted by our model if animals 252 have learned target facing views to which they can allign. Analysis of the animals orientation during 253 learning is thus vital to unpicking precisely how the above results arise. 254 With the elemental guidance strategies defined, we propose that their outputs are coordinated 255 through the combined action of the MBs and CX. Specifically, we demonstrate how ring attractor 256 networks, following neural firing patterns recorded in the CX (Green et al., 2017) , are sufficient 257 for optimally weighting multiple directional cues from the same frame of reference (e.g. VH and 258 PI are both referenced to the celestial compass). The optimal integration of PI and VH using a 259 ring attractor closely matches the networks theorised to govern optimal directional integration 260 in mammals (Jeffery et al., 2016) and supports hypothesis of their conserved use across animals. 261 Optimality is secured either through adapting the shape of the activity profile of the input as is the 262 case for PI which naturally scales with distance, or by using a standardised input activity profile Following referenced to the terrestrial compass). Indeed as CX steering network seeks to minimise 269 the difference between a current and desired heading, merging input signals from different frames 270 of reference would require similar integration of their respective compass systems. 271 Rather, the unified model incorporates a context-dependent non-linear switching mechanism 272 to completing alternate between strategies. In the specific case above, as insects approach their the condition that there is no obstacles, so the agent can freely explore in that area (see Figure 6A) . , 1980; Khotanzad and Hong, 1990) . This set of functions are 300 defined on the unit circle with polar coordinates ( , ) showed as:
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Optimally Integrating Visual Homing and Path Integration
Closed-loop behavioural studies during which the spatial frequency information of views is
Where ∈ + is the order and is the repetition meeting the condition: ∈ , | | ≤ and − | | 302 is even to get the rotational invariant property.
( ) is the radial polynomial defined as:
For a continuous image function ( , ), the ZM coefficient can be calculated by:
For a digital image, summations can replace the integrals to get the ZM:
The image used to calculated the ZM as the input of the visual navigation model is the wrapped 306 format of the reconstructed image (Figure 6B ) whose centre is taken as the origin of the polar 307 coordinates, so all the valid pixels are within the unit circle. For a given image (P1 in Figure 6B ) and 308 the rotated version of this image (P2 in Figure 6B) , the magnitude = | | and phase Φ = ∠ of 309 ZM coefficients of these two images will satisfy:
From which we can see that the magnitude of ZM coefficient is keeping the same while the phase of 311 ZM carries the information of rotation (see Figure 6B) . This property is the cornerstone of the visual 312 navigation model where the magnitudes (amplitudes) encode the features of the view (see the heat 313 map of Figure 6C ) while the phase defines the terrestrial compass (see the quiver plot of Figure 6C) . 314 For the inputs of the VH model, as the ZM with different orders encode the information of 315 different frequency of the image, in order to cover all the information within the image we set 316 computational cost, which overall result in totally = (16 ÷ 2 + 1) 2 = 81 number of ZM coefficients 318 fed into the visual navigation network. For training the ANN network for RF, in Equation 5, if we set 319 = 1, then we have Φ ,1 = Φ ,1 − which means that how much the image was rotated from the 320 original image, the same amount of angle will shifted in the phase of the ZM coefficients. Therefore, 321 when the agent compare the magnitudes of ZM of the current view with that of the memorised 322 view, the turn angle that the agent should make to align with the visual memory equals the angular 323 difference of the ZM's phase, i.e. :
Where the order of this ZM is selected to be = 7 manually by comparing the performances with 325 different orders in this specific virtual environment, ℎ is the current heading of the agent while 326 is the memorised heading direction.
327
Neural Networks 328 We use the simple firing rate to model the neurons applied in this proposed networks, where the 329 output firing rate is a sigmoid function of the input if there is no special note. In the following 330 descriptions and formulas, a subscript is used to represent the layers or name of the neuron while 331 the superscript is used to represent the value at a specific time or with a specific index. 332 Celestial current heading 333 The compass neural network applied in this study is the same as that of 
Where is a balance factor to modify the strength of the inhibition and the CL1 excitation. Finally, 343 the population coding , 1 , = 0, 1, ...7 represents the heading of agent at time . 
where is the velocity of the agent and is the preference angle of the TN-neurons. In this study 376 = ∕4. Activation function applied to TN2-neurons is rectified linear function: 377 2 = max(0, 2 )
As CPU4 neurons integrate the speed and direction of the agent, the desired heading of PI can be 378 represented by the population encoding of these neurons, thus:
Optimal cue integration 380 A ring attractor neural network is used to integrate the cues from the VH and PI. As it is reported 381 in Hoinville and Wehner (2018) 
Where is the scale factor. 396 Therefore, the 1 and 2 for this ring attractor network can be calculated by: . Second, the current heading decoded by ZM phase sensitive neuros and the desired 433 heading decoded by the output of the RF network . These two groups can be modulated by two 434 switching neurons (SN1 and SN2) in the SMP (Figure 3A) . These two switch neurons is modelled in a 435 binary way with the step function defined activation function. SN1 will always fire unless SN2 fires 436 while SN2 will keep silent unless the excitation injection from MBON exceeds activation threshold 437 ℎ 2 (see Figure 5 ). 438 Given that the key part of the steering circuit is the left-and right-shifted inputs from the 
Where is the step length. And then the position of agent +1 in the Cartesian coordinates for 447 the next step can be calculated by :
Reproduce the visual navigation behaviour 449 The position − and heading − alone the arc shape route is manually generated by:
Where the = 7 is the radius of the arc and = 20 in this case is the number of the sampled 451 points (sampled memories) alone the route. 452 Simulation of visual homing 453 After training, 12 agents with different initial headings that is evenly distributed in [−180, 180) then 454 be released at the sideway release point ( = [0, −7]) for the simulation of VH (Figure 2B) . The 455 headings of each agent at the position that is 1.5m from the start point is taken as the initial 456 headings, the mean direction and the 95% confidential intervals are calculated. 
Where the function (0, ) generate a random value from the uniform distribution of [0, ], thus 469 the speed of x-axis will be in [− 0 , 0 ] and will cancel each other during the forging. The speed of 470 y-axis is constant so it will accumulated and be recorded by the PI model. And 0 = 1 ∕ is the 471 basic speed of the agent and is the total time for outbound phase determining the length of 472 the outbound route. As for the simulated homing route, we duplicate the outbound route when 473 = 700 but with a inverted heading direction. And then the visual navigation network was trained 474 with images sampled along a simulated route (grey curve in Figure 3B ). 475 Tuning PI uncertainty 476 The agent in this simulation was allowed to forage to different distances of 0.1m, 1m, 3m or 7m 477 from the nest to accrue different PI states and directional certainties before being translated to a 478 never-before-experienced test site 1.5m from the nest. (RP1 in Figure 3B ). For each trial, we release 479 20 agents with different initial headings that is evenly distributed in [−180, 180). The headings of 480 every agent at the position that is 0.3m from the start point is taken as the initial headings, the 481 mean direction and the 95% confidential intervals are calculated. As in the biological experiment, 482 the angle between the directions recommended by the PI and visual navigation systems differed by 483 approximately 130 • . The initial paths travelled by the simulated ants follow the same pattern as 484 those of real ants under the same experimental manipulation. That is, in the unfamiliar location, 485 route following is suppressed and visual homing and path integration networks compete. As the 486 Supplement 1, and will increasingly determine the output of the ring attractor integration. Since 488 the length of the home vector is also encoded in the activation of the PI memory neurons, the ring 489 attractor can extract this information as the strength of the cue. As the visual familiarity is nearly 490 the same in the vicinity of the release point, the strength of visual homing circuit remains constant 491 and has more of an influence as the PI length drops. The resultant behaviour is very close to that 492 observed in real ants and can account for the optimal integration of navigational cues Figure 3B . 493 Tuning visual uncertainty 494 The agent in this simulation was allowed to forage to the distances of 1m from the nest to accrue 495 different PI states and directional certainties before being translated to two different release points 496 (RP2 and RP3 in Figure 3B ). From RP1 to RP3, the distance from nest is creasing so does the 497 visual uncertainty. For each trial, we release 20 agents with different initial headings that is evenly 498 distributed in [−180, 180) . The headings of each agent at the position that is 0.3m from the start 499 point is taken as the initial headings, the mean direction and the 95% confidential intervals are 500 calculated.
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Simulation of the whole model 
