The Hick-Hyman law describes a linear increase in reaction time (RT) as a function of the information entropy of response selection, which is computed as the binary logarithm of the number of response alternatives. While numerous behavioral studies have provided evidence for the Hick-Hyman law, its neural underpinnings have rarely been examined and are still unclear. In this functional magnetic resonance imaging study, by utilizing a choice reaction time task to manipulate the entropy of response selection, we examined brain activity mediating the input and the output, as well as the connectivity between corresponding regions in human participants. Beyond confirming the Hick-Hyman law in RT performance, we found that activation of the cognitive control network (CCN) increased and activation of the default mode network (DMN) decreased, both as a function of entropy. However, only the CCN, but not the DMN, was involved in mediating the relationship between entropy and RT. The CCN was involved in both stages of uncertainty representation and response generation, while the DMN was mainly involved at the stage of uncertainty representation. These findings indicate that the CCN serves as a core entity underlying the Hick-Hyman law by coordinating uncertainty representation and response generation in the brain.
Introduction
Cognitive control plays a critical role in efficient information processing under conditions of uncertainty by dynamically allocating mental resources to permit selection and prioritization domain-specific information processing to reach the conscious mind (Posner and Snyder 1975; Fan 2014) . The Hick-Hyman law (also known as Hick's law), which describes a linear relationship between information uncertainty, measured as entropy in unit of bits based on information theory (Shannon and Weaver 1949) , and reaction time (RT), has been confirmed by both early and more recent behavioral studies (Hick 1952; Hyman 1953; Attneave 1959; Neisser 1963; Roberts et al. 1988; Usher et al. 2002; Fan et al. 2008a; Hawkins et al. 2012) , suggesting that cognitive control follows this information-theoretic law. As the underlying neural basis of the Hick-Hyman law, an information processing entity of cognitive control in the brain should be involved in processing the mental representation of uncertainty and the generation of behavioral responses and should mediate these processes by coordinating the uncertainty representation and response generation (Miller and Cohen 2001; Fan 2014) .
Neuroimaging studies of cognitive control have reported a positive linear relationship between entropy and brain activation in regions of anterior cingulate cortex (ACC), anterior insula (AI), frontal eye field (FEF), the areas near and along the intraparietal sulcus (IPS), and thalamus, as well as hippocampus (HIP), visual cortex, striatum, and cerebellum (Koechlin et al. 2003; Strange et al. 2005; Harrison et al. 2006 ; Lee et al. 2006; Koechlin and Hyafil 2007; Koechlin and Summerfield 2007; Lee and Keller 2008; Fan et al. 2014 ). Many of these are key regions of the cognitive control network (CCN), which is composed of the frontoparietal network (FPN) including regions of FEF and supplementary eye field, mid frontal gyrus (MFG), IPS, and superior parietal lobule (Corbetta 1998; Fan et al. 2014) , the cingulo-opercular network (CON) including ACC and AI, and thalamus (Dosenbach et al. 2007 (Dosenbach et al. , 2008 , and the basal ganglia (BG) (Rossi et al. 2009; Fan et al. 2014; Koziol 2014) . Although the involvement of the CCN in cognitive control has been demonstrated, the mediative role of the CCN in cognitive control has not been tested directly. In addition, an anti-correlation between entropy and brain activation has been found in regions of posterior cingulate cortex (PCC), ventromedial prefrontal cortex (vmPFC), angular gyrus (ANG), middle temporal gyrus (MTG), HIP, and parahippocampal gyrus (paraHIP) , which are key regions of the default mode network (DMN) . However, the functional role of the DMN in cognitive control is unclear.
We previously proposed that the CCN serves as a high-level information processing entity in the brain, while the negative DMN activation-entropy correlation reflects the suppression of task-irrelevant processing that accompanies cognitive control (Fan 2014; Fan et al. 2014; Wu et al. 2015) . Other studies suggested that the CCN and DMN subserve external and internal processes, respectively (Fox et al. 2005; Buckner et al. 2008; Spreng et al. 2013; Andrews-Hanna et al. 2014) . Efficient facilitation of task-relevant external processing in the CCN and suppression of task-irrelevant internal processing in the DMN is associated with high cognitive control efficiency, suggesting a functional role of this between-network coupling in shaping cognitive control (Kelly et al. 2008; Spreng et al. 2010; Leech et al. 2011; Hellyer et al. 2014; Elton and Gao 2015) . However, whether both the CCN and DMN are core information processing entities for cognitive control has not been thoroughly examined.
In this functional magnetic imaging (fMRI) study, we utilized a choice reaction time (CRT) task to parametrically manipulate the to-be-controlled information (in entropy) by varying the number of response alternatives (RA) and by asking participants to make reversed or nonreversed responses. We examined the effects of these manipulations on participants' RT and brain responses. A 3-level approach was employed to examine the neural mechanisms underlying the Hick-Hyman law. First, whole-brain general linear modeling (GLM) and multilevel mediation analysis (Wager et al. 2008 (Wager et al. , 2009 Atlas et al. 2010 Atlas et al. , 2014 were conducted to test voxelwise contributions of brain activation to the Hick-Hyman law. Specifically, the involvement of CCN and DMN in implementing the Hick-Hyman law was tested as the positive/negative correlation between entropy and their activation by the GLM, while their involvement in uncertainty representation and response generation as well as their roles in mediating these processes were examined using multilevel mediation analysis. Second, regionbased multivariate prediction analyses were conducted to assess the relative contribution of each region/network to the Hick-Hyman law. Third, at the network-level, the roles of within-and between-network coupling of the CCN and DMN in implementing the Hick-Hyman law were tested using hypothesisdriven psychophysiological interaction (PPI) analyses (Friston et al. 1997 ) and data-driven Bayesian network analyses (Mumford and Ramsey 2014) . We hypothesized that the CCN, but not the DMN, is the core entity of cognitive control and predicted that it would be involved in uncertainty representation and response generation as well as in mediating these processes.
Methods

Participants
In total, 31 adult volunteers with no history of head injury, psychiatric, or neurological disorders participated in this study. After excluding 1 participant due to a neurological abnormality, the final sample size was 30 (18 females and 12 males; mean age: 26.1 ± 3.9 years). The Institutional Review Boards of The City University of New York and the Icahn School of Medicine at Mount Sinai (ISMMS) approved the protocol and written informed consent was obtained from each participant.
CRT Task and Estimation of Entropy
For the CRT task ( Fig. 1) , each trial began with a random variable fixation period (0-500 ms) followed by an arrow presented in the center of a gray screen, which pointed either left, right, up, or down. Participants were instructed to indicate the direction of the arrow as quickly and accurately as possible. The arrow was presented for up to 1500 ms; responses made prior to the end of this 1500-ms period terminated the arrow display and replaced it with a fixation cross for the remaining of the trial duration for a total of 2000 ms (Fig. 1a) . With this trial structure, the intertarget interval (ITI) was jittered between 1500 and 2500 ms, with the mean ITI as 2000 ms. For each participant, the ITIs followed a triangular distribution, as the difference between 2 flat (uniform) distributions.
In this task, 2 factors were manipulated: RA and response reversal (RR). This task constituted a 3 (RA: 1-direction, 2-direction, 4-direction) × 2 (RR: nonreversal, reversal) factorial design. The RA was defined by the number of possible arrow directions and responses in each task block (Fig. 1b) . In the 1-direction block, the arrows always pointed in the same direction in a series of single direction presentation (e.g., all left); in the 2-direction block, the arrows pointed either in one direction or its opposite direction (left/right or up/down); and in the 4-direction block the arrows randomly pointed in one of the 4 possible directions in each trial. If there was more than one direction in a block, each possible direction was presented with equal probability. The RR was indicated by altering the color of the arrow (Fig. 1c) . In half of the task blocks, all of the arrows were black (nonreversal condition) indicating that participants were required to press the key corresponding to the arrow direction. In the other half of the task blocks, the arrows were in either green or red with equal probability (reversal condition). If the color of the arrow was green, participants were required to press the key corresponding to the arrow direction. However, if the arrow was in red, participants were required to press the key corresponding to the opposite direction (e.g., if a red right pointing arrow was presented, the participant would press the LEFT response button).
There were 24 trials within each task block. The experiment consisted of 8 runs, each comprised of these 6 task blocks (1-direction nonreversal, 2-direction nonreversal, 4-direction nonreversal, 1-direction reversal, 2-direction reversal, and 4-direction nonreversal). The 6 task blocks were presented in a random order in each run. There was a 10-s fixation period between blocks and 30-s fixation periods at the beginning and end of each run ( Supplementary Fig. 1) . Each of the 8 runs lasted 398 s. During the experiment, 1152 trials in total were presented, with 192 trials for each task condition; the total task duration was approximately 54 min. In total, there were 2 blocks for each possible arrow direction for the 1-direction blocks, 4 left/right blocks and 4 up/down blocks for the 2-direction block, and 8 blocks for the 4-direction block. This mixed block/event-related design has intermediate trade-offs between estimation efficiency and detection power (Liu 2004) .
The entropy of the RA (H A ) associated with each block condition is the log 2 of the number of possible arrow direction(s); therefore, the 1-, 2-, and 4-direction blocks correspond to 0, 1, and 2 bit (s) of entropy, respectively. For the RR, 2 steps have to be completed in order to make the response: (1) discriminating the color of the arrow (perceptual step), and (2) deciding whether or not to reverse the response (decision-making step). For the nonreversal condition, because the color was always black, there was only one possible choice in each step (perceptual step: always black, corresponding to 0 bit, and decisionmaking step: always nonreversal, corresponding to 0 bit). However, each step has 2 possible choices in the reversal condition (perceptual step: red or green, corresponding to 1 bit, and decision-making step: reverse response or not, also corresponding to 1 bit). Therefore, the additive entropy of RR (H R ) is 0 bit for the 3 nonreversal conditions and 2 bit for the 3 reversal conditions.
fMRI Data Acquisition MRI acquisitions were obtained on a 3 T Siemens Magnetom Skyra scanner with a 16-channel phase-array coil at ISMMS. Each scan session lasted about 1.5 h. Foam padding was used to minimize participants' head movement. All images were acquired along axial planes parallel to the anterior commissure-posterior commissure (AC-PC) line. Eight runs of T2*-weighted images for fMRI were acquired with a gradient-echo planar imaging (GE-EPI) sequence with the following parameters: 40 axial slices of 4 mm thick, interleaved, skip = 0 mm, TR = 2000 ms, TE = 27 ms, flip angle = 77°, FOV = 240 mm, matrix size = 64 × 64, voxel size = 3.75 × 3.75 × 4 mm 3 . Each run began with 2 dummy volumes before the onset of the task to allow for equilibration of T1 saturation effects, followed by 199 volumes. A high-resolution T1-weighted anatomical volume of the whole brain was acquired with a magnetization-prepared rapid gradient-echo (MPRAGE) sequence with the following parameters: 176 axial slices of 0.9 mm thick, skip = 0 mm, TR = 2200 ms, TE = 2.51 ms, flip angle = 8°, FOV = 240 mm, matrix size = 256 × 256, voxel size = 0.9 × 0.9 × 0.9 mm 3 .
Procedure
The task was compiled and run using the E-Prime software (Psychology Software Tools, Pittsburgh, PA). Task instructions were first explained to the participants verbally, then participants performed a practice session on a PC with one run of 6 + + R ev er sa l b lo ck (2 bi ts ) G re en : P re ss bu tto n co rr es po nd in g to th e ar ro w di re ct io n R ed : P re ss bu tto n co rr es po nd in g to th e op po si te di re ct io n + + N o n -r ev er sa l b lo ck (0 bi t) B la ck : P re ss bu tto n co rr es po nd in g blocks (one block for each condition with 12 trials in each block) using the same timing parameters as the actual task. Once participants demonstrated an understanding of the task, another practice session was performed in a mock scanner, which simulated the sounds associated with the scanning sequences and identical response button gloves as the actual scanner were used to acclimate participants to performing the task in an MRI environment. During the actual scan, stimuli were presented using a liquid crystal display (refresh rate: 60 Hz; spatial resolution: 1024 × 768) placed at the back of the magnet bore. A mirror mounted on the head coil was adjusted so that the stimuli appeared in the center of the participants' field of view. MRIcompatible lenses were provided to participants who required vision correction. On the screen, the length of the arrow was 2.5 cm with a viewing distance of 238 cm (visual angle 0.6°). Participants' responses were collected using a fiber optic button system with 2 button response gloves (BrainLogic, Psychology Software Tools) placed on their left and right hands. Participants indicated their responses to the stimuli by pressing one of 4 buttons with the middle and index fingers of each hand (LEFT: right hand index finger, RIGHT: right hand middle finger, UP: left hand middle finger, DOWN: left hand index finger).
Behavioral Data Analysis
RT in each trial was measured as the interval between the onset of the arrow and the subsequent first response made within the 1500 ms response window. Mean and standard deviation (SD) of RTs in each condition were calculated for each participant. Trials with commission or omission errors were excluded from the RT analyses. Trials with RT exceeding 3 SD of the mean RT across the remaining trials in each condition were considered as outliers and were also excluded from the RT analyses. There were 98.3 ± 0.4% (mean ± SD) trials remaining after this RT trimming. The accuracy was calculated as the percentage of trials with correct responses out of the total number of trials in each condition.
To test the Hick-Hyman law, a generalized linear mixed effect model (GLMM) was conducted on RT, with the main effects of H A , H R , and the H A × H R interaction as the fixed effect and participants as the random effect. 
Image Preprocessing
Event-related fMRI data analysis was conducted using the statistical parametric mapping package (SPM 8; Welcome Trust Centre for Neuroimaging, London, UK). Image preprocessing was performed first for each participant. Each EPI image volume was realigned to the first volume and then slice timing corrected using the first slice as the reference. The T1 image was coregistered to the mean EPI image using normalized mutual information. EPI images were then spatially normalized to the Montréal Neurological Institute (MNI) ICBM152 space based on the normalization parameters of the T1 image and resampled to a voxel size of 2 × 2 × 2 mm 3 , and spatially smoothed with a Gaussian kernel of 8 mm full-width halfmaximum.
Whole-Brain Voxelwise Statistical Parametric Mapping
General Linear Modeling
First-level statistical analyses of event-related blood oxygenation level-dependent (BOLD) signal of each participant were conducted using GLM to identify the relationship between the hemodynamic responses and task events (Friston et al. 1994) . Six regressors were constructed based on the onset vectors of the target of the trials with correct responses in each run, corresponding to the 6 task conditions (i.e., RA: 1-, 2-, 4-direction × RR: nonreversal, reversal). For each condition in each run, if there was any trial(s) with incorrect responses, a regressor for the onset(s) of the target of these error trials was added to the GLM as an additional nuisance variable (minimum 0 and maximum 6 nuisance regressors in each run). All of these regressors were convolved with a standard hemodynamic response function (HRF) (Friston et al. 1998) . The 6 motion parameters that were generated during realignment and one regressor to indicate sessions were entered into the model as additional nuisance covariates. A high-pass filter with a 128-s cutoff was used to remove low-frequency drifts in signal. Serial correlation was estimated using an autoregressive AR (1) model. The GLM was estimated and the images of parameter estimates values (β) were obtained. The orthogonal polynomial contrast (−1, 0, 1, −1, 0, 1) (based on the estimation of the H A [0, 1, 2, 0, 1, 2], mean-centered to remove the zero-order term and normalized to an arbitrary maximum value) was used to examine the linear increase in brain activation as a function of the H A , regardless of the RR. As such, the first 3 numbers in all contrast vectors were for the weight of 1-, 2-, and 4-direction conditions in nonreversal blocks, and the second 3 numbers were for the weight of those conditions in the reversal blocks. The contrast for the main effect of RR (−1, −1, −1, 1, 1, 1) corresponds to greater brain activation under the reversal condition than under the nonreversal condition, regardless of the RA. The contrast of (1, 0, −1, −1, 0, 1) for the RA × RR interaction corresponds to a greater linear main effect of the RA under the reversal condition than under the nonreversal condition.
Second-level group analyses were performed using the contrast images from the first-level GLM for the main effects of RA and RR, and the RA × RR interaction respectively, with a random-effects statistical model that accounts for inter-subject variability and permits population-based inferences. Positive and negative activation associated with each effect were tested. The significance threshold was P < 0.001 (uncorrected) for the height as suggested by Woo et al. (2014) , with a contiguousvoxel extent threshold (k) to correct for multiple comparisons, resulting in a corrected threshold as P < 0.05. The k values were estimated by a Monte Carlo simulation using AlphaSim (https://afni.nimh.nih.gov/pub/dist/doc/program_help/AlphaSi m.html). The same thresholding strategy was used for the following single-trial and mediation analyses. See Supplementary Material for the regions of interest (ROI) analyses, in which GLMMs were conducted in each region of the CCN and DMN to estimate the parameters for the H A , the H R , and the H A × H R interaction. The ROIs of the CCN included SMA/ACC (the caudal cingulate zone as described in Fan et al. (2008b) extending to the supplementary motor area, SMA), AI, FEF, IPS, thalamus, and putamen, while the ROIs of the DMN included PCC, vmPFC, MTG, HIP, and ANG.
Estimating and Extracting the Single-Trial β Values
Estimating whole-brain voxelwise responses in each trial is important for further analyses, including the mediation analysis for brain responses between trial-by-trial uncertainty and RT, the Bayesian network analyses, and multivariate prediction analyses. The single-trial related brain responses should reflect the condition-based brain responses and may provide additional information beyond those condition-based brain responses. These single-trial β maps were generated and then used in the analyses mentioned above.
To estimate single-trial brain response at the first level, a GLM design matrix for each specific trial was constructed using "extract-one-trial-out" approach (Rissman et al. 2004; Padmala and Pessoa 2011; Choi et al. 2012; Kinnison et al. 2012) . All regressors in the design matrix were identical to the first-level GLM described above, except that the onset of the specific tobe-extracted trial was removed from the onset vectors of its corresponding condition and an individual onset vector for this trial was constructed. All onset vectors were then convolved with the HRF to generate the regressors and their corresponding β values were estimated. The β value of the regressor for the specific trial was considered as the brain response for that trial. This estimation was looped for each trial using this "extractone-trial-out" approach so that the β value for each trial could be obtained. Trials with global-mean β value that exceeded 3 SD of the mean for each condition for each participant were considered as outliers and were excluded from further analyses. There were 92.1 ± 0.9% trials remaining after excluding trials with incorrect responses, RT trimming, and global-mean β value trimming.
This single-trial approach has been demonstrated to be reliable and it can increase sensitivity for the estimation of eventrelated brain responses (Koyama et al. 2003) . To confirm that the single-trial β maps reflect brain activation corresponding to its experimental condition, we generated the first-level (single subject) maps for each condition by averaging all single-trial β maps across trials in that condition. The images of the main effects of RA and RR and the RA × RR interaction effect were estimated by the weighted sum of the first-level single-trial contrast maps for 6 conditions, using the corresponding orthogonal polynomial contrasts mentioned in the GLM section as the weights. Second-level group analyses were then performed on these images of the main effects and the interaction using the same method and significant level as in the GLM analyses. In addition, we compared the estimation efficiency (Liu and Frank 2004) by estimating the time course of responses for each task condition in each of the ROIs in the CCN and DMN for the classical GLM and single-trial analysis respectively, using the finite impulse response (FIR) model. For the classical GLM, the time course for each task condition was estimated for the corresponding regressor in each run, averaged across runs for each participant, and averaged across participants. For the single-trial analysis, the time course was estimated for each trial for the corresponding regressor in the single-trial GLM mentioned above, averaged across trials in each condition for each participant, and then averaged across participants. The ROIs were extracted using the MarsBaR toolbox (Brett et al. 2002) .
Multilevel Mediation Analysis
A whole-brain voxelwise multilevel mediation analysis was conducted to identify brain regions that mediate the relationship between entropy and RT (Fig. 2) . In this analysis, the initial variable (X) was the uncertainty measured as entropy in unit of bits. We treated the 6-task conditions in the CRT as a parametric manipulation of the entropy in response domain (H A + H R : 0, 1, 2, 2, 3, and 4 bit). The outcome variable (Y) is the trial-by-trial RT. The mediating variable (M) is the corresponding single-trial β value of each voxel, which reflects the voxelwise trial-by-trial brain activation. Path a refers to the effect of entropy on brain activation (X to M), which identifies brain regions that are involved in uncertainty representation. This is equivalent to a linear contrast of entropy (H A + H R ) in the standard GLM analysis. Path b refers to the association between brain activation and RT while controlling for entropy (M to Y, controlling X), which identifies brain regions that are involved in response generation regardless of uncertainty. Path c indicates the total effect of X on Y that reflects the observed behavioral effect of entropy on RT, while path c′ indicates the direct effect of X on Y controlling for the M. The X to M to Y mediation effect (c -c′) is equivalent to the sum of the product of the path coefficients a × b and the covariance between a and b (i.e., c -c′ et al. 2000) , which indicates whether a significant amount of the covariance between X and Y can be explained by M. This mediation effect identifies brain regions that serve as the mediators for an indirect pathway that links changes in mental representations of uncertainty (estimated as entropy) to response generation (measured by RT). Significant path a and path b effects are necessary but not sufficient conditions for a significant mediation effect. Therefore, a brain mediator underlying the Hick-Hyman law would not be only due to the variance in entropy or RT.
The multilevel mediation analysis was implemented in a voxelwise analysis framework called mediation effect parametric mapping (Wager et al. 2008 (Wager et al. , 2009 Atlas et al. 2010 Atlas et al. , 2014 using the mediation toolbox (https://github.com/canlab/ MediationToolbox). The entropy (X), single-trial β value of each voxel (M), and RT (Y) were treated as the fixed effects on a trialby-trial basis, while the participant factor was treated as the random effect. The voxelwise coefficients of path a, path b, and mediation effect were estimated at the first-level. Biascorrected, accelerated bootstrap significance testing (Efron and Tibshirani 1994) was used in the second-level to test the significance of these effects. The conjunction across path a, path b, and mediation was examined with a final significance level of P < 0.05 corrected (for each effect, the height of P < 0.001 uncorrected with a contiguous-voxel extent threshold), to identify the core regions of CCN/DMN that are involved in both uncertainty representation and response generation and mediates these 2 processes. The disjunction of each effect to the other 2 effects was examined to identify effect-specific regions, tested using the other 2 effects (uncorrected P < 0.05) as the inclusive masks to that effect (uncorrected P < 0.001 with a contiguousvoxel extent threshold). See the Supplementary Material for the ROI analyses for the mediation analysis and the tests of the mediation effect for whole network activation of CCN and DMN.
Region-Based Multivariate Prediction Analyses
To further investigate the role of the CCN and DMN as well as their coupling in cognitive control in path a and b, we conducted region-based multivariate prediction analyses, which took not only predictors but also the relationship between predictors into account, for the predictive effect of the regions in the CCN and DMN activation on trial-by-trial entropy and RT. For the group of models corresponding to path a, the predictors were β value vectors, and the target was entropy. For the group of models corresponding to path b, the predictors were the β value vectors that were regressed against entropy, and the target was RT. In each of these groups, 3 models were performed for each participant, with predictors as the β value vectors for CCN regions, DMN regions, and a combination of CCN and DMN regions (CCN + DMN), respectively. Eleven CCN regions (i.e., SMA/ACC, left/right AI, left/right FEF, left/right IPS, left/ right thalamus, and left/right putamen) and 8 DMN regions (i.e., PCC, vmPFC, left/right MTG, left/right HIP, and left/right ANG) were selected as the ROIs (see Supplementary Material for ROI definitions and β values extraction). These ROIs were selected based upon the GLM contrast maps, whose activation was already revealed to be associated with both RA and RR. Our purpose was not to test whether each ROI can significantly predict entropy or RT, but to compare the relative contribution of CCN and DMN as well as the relative contribution of the sub-networks in CCN in the predictions. Therefore, it was no "double-dipping" issue (Kriegeskorte et al. 2009 ).
Support vector machine (SVM) (Cortes and Vapnik 1995) analysis was adopted to test these multivariate predictions. The SVM performs classification/regression by finding a separating hyper-plane defined by a weight vector w across predictors in order to maximize the margin between different samples. A linear kernel SVM was adopted for each analysis with default parameters because we did not have any specific hypothesis about non-linear relationship between regions in this study. For the prediction corresponding to path a, Ranking SVM (SVM-R) (Joachims 2002 ) was performed because the dependent variable (entropy) could be treated as a rank scale (low to high: 0, 1, 2, 3, 4 bit). The outputs of the SVM-R were the ranking scores, with a greater score indicating a higher rank. For a pair of trials with different ranks (e.g., trial 1 as 0 bit and trial 2 as 4 bit), if the predicted ranks were higher for trial 1 than trial 2, the prediction for that pair was swapped (incorrect), otherwise it was correct. Performance of the SVM-R was measured as 100% minus the percentage of swapped pairs out of maximum number of possible swapped pairs between trials with different ranks, which can be considered as prediction accuracy. The SMV-R was implemented using the SVM rank toolbox (Joachims 2006) (https://www.cs.cornell.edu/people/tj/svm_ light/svm_rank.html).
For the prediction corresponding to path b, support vector regression (SVR) (Vapnik et al. 1996) was performed because the dependent variable (RT) was a continuous variable. Performance of the SVR was measured as the R 2 between predicted RTs and empirical RTs, with a higher R 2 indicating better fitting. The SVR was implemented using the SVM light toolbox (Joachims 1999) (https://www.cs.cornell.edu/people/tj/svm_light/index.html).
A cross-validation test was conducted in a "leave-one-runout" manner for each test at the single subject level. That is, for each run of data, the other 7 runs were used as the training sets, while data of this run was used as the testing set. Performance of these predictions was averaged respectively across all runs as the overall performance. To examine the effect size of the prediction performance, we only visualized the performance for the model referenced to the chance level performance without statistical testing to avoid the "doubledipping" issue. For the SVM-R, the chance level was 50% for all tests because the outputs of SVM-R were either swapped or not, with equal probability when inputs were random. For the SVR, chance level was estimated by permutations, in which the target was shuffled in each permutation. For each test, the mean R 2 across 1000 times permutations was considered as the chance-level performance. To test whether the DMN provides unique information beyond the CCN, we conducted planned comparisons for the prediction performance (i.e., CCN + DMN vs. CCN, CCN + DMN vs. DMN, and CCN vs. DMN). Bonferroni correction was applied to correct for multiple comparisons. The Bayes factor (BF) was also calculated for each t-test using the Bayes factor calculator (Dienes 2008 (Dienes , 2014 (http://www.lifesci. sussex.ac.uk/home/Zoltan_Dienes/inference/bayes_factor.swf). A BF greater than 3 indicates substantial evidence for the alternative hypothesis H 1 while a BF less than 1/3 indicates substantial evidence for the null hypothesis H 0 , and any BF between 1/3 and 3 indicates the data are insensitive to distinguish between the H 0 and H 1 . In addition, we conducted similar analyses for regions in the 3 sub-networks/structure of the CCN (i.e., CON, FPN, and BG) to test the role of these sub-networks/structures in cognitive control. We included SMA/ACC, left/right AI, and left/right thalamus as the regions of CON, left/right FEF and left/right IPS as the regions of FPN, and left/right putamen as the regions of BG. Feature selection was applied to identify the set of ROIs with greatest discriminative ability, using SVM with a recursive feature elimination (SVM-RFE) algorithm (Guyon et al. 2002; De Martino et al. 2008; Ding et al. 2015) . See Supplementary Material for details of the feature selection.
Network Analyses
Although activation-related analyses can be used to test the involvement of brain regions/networks and the coupling between those regions/networks in different stages of cognitive control, network analyses are also necessary because they can provide additional information for the network structure and networklevel connectivity change associated with these mental processes.
Here we conducted a whole-brain voxelwise functional connectivity analysis (the PPI analysis) (Friston et al. 1997 ) and a regionbased effective connectivity analysis (Bayesian network analysis, see below) to investigate the interaction between brain regions underlying the Hick-Hyman law. If the CCN and DMN work independently during cognitive control, these 2 networks should be highly intraconnected but not interconnected. In contrast, if the between-CCN/DMN coupling is critical for the information processing of cognitive control, these 2 networks should be interconnected through a certain hub(s). In addition, the relationship between sub-networks within the CCN can be also tested following the same logic.
PPI Analyses
The PPI analyses were conducted to identify the regions that serve as within-and between-network hubs, which would show increased functional connectivity as a function of entropy to regions in the corresponding network(s). First, for each region of the CCN or DMN, a PPI analysis was conducted to identify regions showing increased connectivity to that region as a function of entropy. The within-CCN hub region(s) were identified by the conjunction across all 11 PPI effects with each effect using one of the CCN regions as the seed (within-CCN conjunction), while the within-DMN hub region(s) were identified by the conjunction across all 8 PPI effects with each effect using one of the DMN regions as the seed (within-DMN conjunction). The hub region(s) that connected the CCN and DMN were identified by the conjunction across these above 2 conjunction effects (between-CCN/DMN conjunction).
Definition of the seed ROIs was identical as described in the multivariate prediction analysis. In first-level analysis, the time-series of the first eigenvariate of each seed ROI was extracted for each participant as the physiological variable. The F-contrast of all experimental events versus baseline was used to adjust the time-series. The neuronal signal in each ROI was derived by deconvolving the time-series with the HRF. The psychological variable was the onset vectors (convolved with the HRF) weighted by the entropy value of each task event (0, 1, 2, 2, 3, 4 bit for 6 conditions) representing the linear increase of entropy. The PPI variable was generated as the interaction between neuronal signal and the psychological factor. These 3 variables (PPI, psychological, and physiological) were entered into the GLM with nuisance regressors including 6 motion correction parameters and sessions for each run. Model estimation was performed with the high pass filter as 128-s cutoff and serial correlation using an autoregressive AR (1) model. Secondlevel group analyses were performed using the contrast estimates of the PPI regressors from the first-level GLM for each ROI, with a random-effects statistical model that accounts for inter-subject variability. Conjunction analyses for the withinnetwork connectivity were conducted at second-level with the final significance level for the height was 0.05 (FWE correction). The between-CCN/DMN conjunction was performed by using the DMN-related conjunction (FWE P < 0.05) as the inclusive mask for the CCN-related conjunction (FWE P < 0.05). Because we found that the connectivity of dorsal PCC to both the CCN and DMN was significantly modulated by entropy (see Results), we further excluded the PPI effects with PCC as the seed from DMN-related conjunction, to rule out the possibility that the common connectivity of PCC to CCN and PCC to DMN is due to the increased local connectivity within this seed region.
Bayesian Network Analysis
To investigate the effective connectivity within and between CCN and DMN under conditions of uncertainty, and to further explore network structure, we conducted a ROI-based Bayesian network analysis of the CCN and DMN, by which the strength of the connectivity (edge) between each pair of ROIs and the direction of the connectivity could be estimated using Bayesian network structure learning. In contrast to the PPI analysis, we did not separate trials into different conditions, because the purpose of this analysis was to examine the network structure driven by the range of uncertainty manipulated but not the effect of random variance on connectivity. As an unsupervised approach, the Bayesian network analysis does not require prior hypothesis of the network structure and can handle a large amount of ROIs (nodes) (Mumford and Ramsey 2014) . Therefore, it is more appropriate to be performed in this instance, compared to dynamic causal modeling (DCM) (Friston et al. 2003) , which is the most popular hypothesis-driven effective connectivity analysis. See Supplementary Material for details of the algorithm and analytic approach of the Bayesian network analysis.
Results
Behavioral Results
Mean RT and accuracy for all conditions are presented in Figure 3 and Supplementary Table 1. The error bars in each figure represent the 95% confidence intervals in the corresponding conditions in within-subject designs (Cousineau 2005) . The Hick-Hyman law was confirmed by the GLMM analyses with RT = 451 + 95 H A + 86 H R − 13 H A × H R . The intercept was significant (F 1, 38.61 = 1886.06, P < 0.001) and the slopes were significant for H A (F 1,59.81 = 112.46, P < 0.001) and H R (F 1,72.27 = 93.31, P < 0.001), but not significant for the H A × H R interaction (F 1,109.64 = 3.22, P = 0.076). The model with H R (reversal) as 2 bit fit the RT data better than other alternative models (see Supplementary Material for other model comparisons). GLMM for accuracy showed that Accuracy = 96.15 + 0.02 H A − 0.04 H R -0.61 H A × H R . The intercept was significant (F 1,40.45 = 63013.99, P < 0.001), but the 2 main effects were not significant (H A : F < 1; H R : F < 1). However, the H A × H R interaction was significant (F 1,116.61 = 9.22, P = 0.003). Considering both RT and accuracy patterns (Fig. 3a,b) , there was a trend of speed-accuracy trade-off for the reversal conditions as a function of H A .
Statistical Parametric Mapping Results
The orthogonal polynomial contrast revealed a significant linear increase as a function of H A on activation in all core regions of the CCN (including SMA/ACC, AI, FEF, IPS, thalamus, and putamen), precentral and postcentral gyri, visual cortex, and a broad area of cerebellum (all regions distributed bilaterally; see regions in red in Fig. 4a and Supplementary Table 2). The increase in H A was also associated with a linear decrease in activation of the superior occipital gyrus bilaterally (see regions in blue in Fig. 4a and Supplementary Table 2 ). The main effect of RR was associated with increased activation in core regions of the CCN, precentral gyrus, fusiform gyrus, and cerebellum (reversal > nonreversal, all regions distributed bilaterally; see regions in red in Fig. 4b and Supplementary Table 3) , and with decreased activation of core regions of the DMN, including vmPFC, PCC, MTG, left ANG, and paraHIP (reversal < nonreversal, all regions distributed bilaterally except ANG; see regions in blue in Fig. 4b and Supplementary Table 3 ). The similarity between brain activation associated with these 2 main effects indicated that the involvement of the CCN in the brain responses for the RA could not be just due to the increased demand on motor control, because the manipulation of RR is not associated with motor responses. We also demonstrated that this effect was not just due to the increase in stimuli-response compatibility in the red-arrow condition, but also due to the increase in H R , because CCN activation was stronger in the green-color conditions than in the nonreversal blocks, in which the task requirement was exactly the same (Supplementary Material, and Supplementary Fig. 2 and Supplementary Tables 4 and 5) . For, the RA × RR interaction effect, which was defined as the stronger linear trend of task entropy in the reversal condition than in the nonreversal condition, no voxel or cluster passed the significance threshold (Fig. 4c) . Parameter estimates of ROIs in CCN and DMN are shown in Supplementary Figure 3 and Supplementary Table 6 . As in the case of the RT results, the model with H R (reversal) as 2 bit fit the parameter estimation better than the model with H R (reversal) as 1 bit in most of ROIs, except the FEF. In summary, we showed that both RA and RR were associated with an increase in CCN activation and decrease in DMN activation.
The results of single-trial analyses were highly consistent with the results described above, except that the DMN activation decreased as a function of H A in single-trial but not GLM analyses ( Supplementary Fig. 4 and Supplementary Tables 7 and 8), demonstrating that the single-trial approach had strong detection power for estimating the amplitude of responses for task conditions and suggesting this approach may improve the sensitivity of statistical parametric mapping. Time courses of the activation in ROIs of the CCN and DMN by classical GLM and single-trial analysis are shown in Supplementary Figures 5 and 6 , respectively, demonstrating the estimation efficiency for the hemodynamic response associated with each task condition could be significantly improved by the single-trial analysis method. Although the traditional GLM could not recover the HRF under current task design ( Supplementary Fig. 5 ), the reconstructed HRF based on the single-trial method showed a clear pattern as a standard HRF and a monotonic increase in amplitude as a function of entropy ( Supplementary Fig. 6 ). These 2 examinations together justified the validity of this single-trial β extraction method.
Multilevel Mediation Analysis Results
The increased brain activation associated with path a (entropy to brain activation) included core regions of the CCN, in addition to MFG, precentral gyrus, visual cortex, and cerebellum (all regions distributed bilaterally; see regions in red in Fig. 5a and Supplementary Table 9), while decreased brain activation associated with this effect included core regions of the DMN (all regions distributed bilaterally except left ANG; see regions in blue in Fig. 5a and Supplementary Table 9) . Similarly, increased activation in core regions of the CCN, in addition to MFG, precentral and postcentral gyri, right MTG, visual cortex, and cerebellum were associated with path b (brain activation associated with RT controlling entropy; regions in red in Fig. 5b and Supplementary Table 10), while decreased brain activation associated with this effect only included the vmPFC, left HIP and bilateral ANG of the DMN (see regions in blue in Fig. 5b and Supplementary Table 10 ). For the mediation effect (c-c′, entropy to brain activation to RT), there was increased activation in the core regions of the CCN (except putamen), in addition to left HIP, MFG, precentral and postcentral gyri, inferior and mid occipital gyrus, and cerebellum (see regions in red in Fig. 5c transform of the number of responses alternatives in each condition. HR is the difference between reversal and nonreversal blocks (2 bit). Error bars represent the ±95% confidential interval (CI) for within-subject design across participants.
the current threshold, which was due to the assumption of positive mediation. Moreover, the conjunction and disjunction analyses across path a, path b, and the mediation effect confirmed that the CCN is involved in uncertainty representation, response generation, and the coordination between these 2 processes, while the DMN is only involved in uncertainty representation, and that motor-related regions are only involved in response generation (see Supplementary Material, Supplementary Fig. 7 and Supplementary Tables 12-15 for details).
ROI analyses ( Supplementary Fig. 8 and Supplementary  Table 16 ) revealed that most of the mediators in the CCN were driven by strong path a and path b responses, as well as by covariance between these 2 paths. The direct entropy-RT relationship (path c') remained significant when the activity in the mediator was controlled (for each ROI in the CCN), indicating a partial mediation effect. For core regions in the DMN, vmPFC and HIP showed strong paths a and b responses, while PCC and MTG only showed strong path a response. The partial mediation effect was significant only at ANG and marginally significant at HIP. For other DMN regions, the mediation effect was not shown because the coefficients of path a were negative and/or the coefficients of path b were not significant. See Supplementary Material and Supplementary Figure 9 for the mediation effect of the whole network activation of the CCN and DMN. Figure 6a illustrates the locations of the ROIs of the CCN and DMN for the multivariate prediction analyses. Figure 6b shows the accuracy of prediction on trial-by-trial entropy (corresponding to path a). The accuracy was enhanced 8.3 ± 3.0% (mean ± SD) for the CCN, 3.1 ± 2.3% for the DMN, and 9.2 ± 3.2% for CCN + DMN, compared to the chance level (50%). CCN + DMN predicted entropy significantly better than the CCN (t (29) = 3.04, P = 0.015, BF = 41.20) and the DMN (t (29) = −10.16, P < 0.001, BF > 10 3 ), while the CCN also predicted entropy significantly better than the DMN (t (29) = 7.48, P < 0.001, BF > 10 3 ). These results suggest that the CCN is a better predictor than the DMN for path a, and that the DMN adds additional information beyond CCN in this prediction. Within the CCN, the accuracy was enhanced 3.5 ± 3.0% for CON, 8.0 ± 2.9% for FPN, 1.5 ± 2.7% for BG, compared to the chance level. The CCN predicted entropy significantly better than CON (t (29) = 7.28, P < 0.001, BF > 10 3 ) and BG (t (29) = 9.85, P < 0.001, BF > 10 3 ), but not significantly better than FPN (t (29) = 0.98, P > 0.99, BF = 1.39). FPN predicted entropy significantly better than CON (t (29) = 6.49, P < 0.001, BF > 10 3 ) and BG (t (29) = 9.89, P < 0.001, BF > 10 3 ). CON also predicted entropy significantly better than BG (t (29) = 3.77, P = 0.004, BF = 469.43). These results suggest that the predictive effect by the CCN in the path a might be mainly due to FPN. Feature selection revealed the prediction reached highest accuracy (58.5 ± 5.0%) with left and right FEF, left and right IPS, SMA/ACC, left MTG, and left thalamus as the predictors ( Supplementary  Fig. 10a ), confirming the importance of FPN, and parts of CON and DMN in this path.
Multivariate Prediction Analyses Results
Similar results were found for the prediction of ROI activation on trial-by-trial RT while controlling entropy, which corresponds to path b (Fig. 6c) . The R 2 was higher than chance level for the CCN (5.83 ± 2.6% > 2.89 ± 1.01%), the DMN (2.06 ± 0.09% > 1.50 ± 0.33 %), and CCN + DMN (5.56 ± 2.3% > 2.34 ± 0.64%). CCN + DMN predicted RT significantly better than the DMN (t (29) = 8.12, P < 0.001, BF = 2.37), but not significantly better than the CCN (t (29) = −1.60, P = 0.36, BF = 0.26). The CCN also predicted RT significantly better than the DMN (t (29) = 7.83, P < 0.001, BF = 2.22). These results suggest that the CCN is a better predictor than the DMN in predicting trial-by-trial RT, and that the DMN does not add additional significant information beyond the CCN in this prediction. Within the CCN, the R 2 was higher than chance level for CON (3.52 ± 1.8% > 2.21 ± 0.86%), and FPN (5.26 ± 1.80% > 3.26 ± 1.22%). The R 2 was 1.47 ± 0.64% for BG. The CCN predicted RT significantly better than CON (t (29) = 6.69, P < 0.001, BF = 1.47), and BG (t (29) = 10.36, P < 0.001, BF = 4.23), but not significantly better than FPN (t (29) = 3.36, P = 0.13, BF = 0.35). FPN predicted RT significantly better than CON (t (29) = 6.34, P < 0.001, BF = 1.05) and BG (t (29) = 9.47, P < 0.001, BF = 7.65). CON also predicted RT significantly better than BG (t (29) = 6.59, P < 0.001, BF = 1.73). These results indicate that the predictive effect of the CCN in path b might be mainly due to FPN, but this is not conclusive (1/3 < BF = 0.35 < 3). Feature selection revealed that the prediction reached highest R 2 (8.07 ± 2.97%) with left and right FEF, left IPS, and left ANG as the predictors, confirming the importance of FPN and part of DMN in path b (Supplementary Fig. 10b ). Figure 7 and Supplementary Table 17 show results of the conjunction across PPI effects. The CCN-related conjunction revealed that entropy positively modulated the connectivity among all CCN regions, suggesting that the intraconnection of the CCN increased as a function of entropy. This conjunction also revealed positive modulation effect among CCN regions and other regions including visual areas, precentral and postcentral gyri, left paracentral lobule, dorsal PCC, left HIP, caudate nuclei, and a broad area of cerebellum (most of regions distributed bilaterally except HIP and paracentral lobule). Although these effects could also reflect that the positive linear brain activationentropy relationship in these regions was modulated by activation of the seed region, we use the previous explanation thereafter for simplicity. The DMN-related conjunction revealed that the increase of entropy positively modulated the connectivity among all DMN regions, suggesting that the intraconnection of the DMN increased as a function of entropy. This conjunction also revealed positive modulation effect as well as between DMN regions and other regions including SMA, left AI, caudate nuclei, and posterior part of cerebellum. The between-CCN/ DMN conjunction showed that both CCN-and DMN-related conjunctions shared dorsal PCC and left inferior temporal gyrus. This effect remained significant after we removed the PPI effects with PCC as the seed. This result suggests that dorsal PCC might be a hub to connect the CCN and DMN. For the Bayesian network analysis, we found strong withinnetwork connectivity of both the CCN and DMN, but no significant between-CCN/DMN connectivity was found (Fig. 8a) . In addition, both within-network connections of the CCN and the DMN showed significantly more significant edges than the between-CCN/DMN connectivity (all Ps < 0.001; see the left panel of Fig. 8b ). These results suggested that CCN and DMN are highly intraconnected but not interconnected, and the between-CCN/DMN connectivity was weak and inconsistent for all participants. Within the CCN, the main effect of significant edges was significant (F 4,116 = 112.89, P < 0.001), with within FPN > within CON > between CON/BG > between CON/FPN > between FPN/BG connectivity (all Ps < 0.001, except between within CON and between CON/BG connectivity, P > 0.99), suggesting that both CON and FPN are highly intraconnected and also interconnected, while BG had stronger connectivity to CON than to FPN (see the right panel of Fig. 8b ). In addition, SMA/ACC revealed significant direct connectivity to most of other CCN regions except right IPS, indicating SMA/ACC is the hub of the CCN.
Network Analyses Results
Discussion
In this study, we confirmed the Hick-Hyman law and demonstrated that the CCN, which is a core information processing entity of cognitive control in the brain, serves as the brain mediator of this relationship between uncertainty and behavioral performance. We revealed that the CCN is involved in the entire pathway of cognitive control (Fig. 5) , which is composed of 3 stages: representing the uncertainty (path a), controlling response generation (path b), and serving as an interactive interface between uncertainty representation and response generation (mediation effect). Because uncertainty level and RT are highly correlated, it is difficult to separate the contribution of paths a and b without applying a mediation model to the data analysis. Increases in CCN activation may be not only associated with increases in uncertainty, but also with a trial-by-trial variation in RT, especially in regions of SMA/ACC (Naito et al. 2000; Mulert et al. 2003; Lehmann et al. 2006; Yarkoni et al. 2009; Grinband et al. 2011) . Using multilevel mediation analysis, we confirmed the associations between CCN activation and entropy, and demonstrated that the CCN-RT association remained significant when uncertainty level was held constant. These findings suggest that the CCN is involved in both uncertainty representation and response generation. We also found that activation in regions of the CCN mediated the relationship between uncertainty (entropy) and RT, with the mediation effect in regions of the CCN driven by a consistent between-subjects effect on paths a and b as well as by a strong within-subject covariance between paths a and b. These results suggest that the CCN mediates the stages of uncertainty representation and response generation.
In contrast, we found that another large-scale network, the DMN, is not a brain mediator between uncertainty and RT (Fig. 5) . By definition, a mediator has to be involved in both paths a and b, and can be also driven by a within-subject covariance between paths a and b (MacKinnon et al. 2000) . In regions of the DMN, we found that only left HIP and the posterior part of ANG showed these properties, but not the PCC and vmPFC, which are typically considered the core regions of the DMN Fransson and Marrelec 2008) . Most of the other regions in the DMN (and BG) were involved only in uncertainty representation but not in response generation, and did not show significant within-subject covariance between paths a and b, suggesting that they are not brain mediators between these 2 stages. The involvement of the DMN in within-CCN conjunction within-DMN conjunction between-CCN/DMN conjunction uncertainty representation may reflect the mental representation of uncertainty level, or to-be-suppressed task-irrelevant processes in this stage (Fan 2014; Fan et al. 2014; Wu et al. 2015) . Multivariate prediction analyses (Fig. 6) confirmed that although the DMN shares a large portion of information with the CCN in both stages of uncertainty representation and response generation, it carries unique information beyond the CCN in uncertainty representation but not in response generation. These results suggest that although other studies showed the involvement of CCN-DMN coupling in cognitive control (Kelly et al. 2008; Spreng et al. 2010; Leech et al. 2011; Hinds et al. 2013; Yang et al. 2013; Hellyer et al. 2014; Elton and Gao 2015) , this coupling occurs with a functional role in uncertainty encoding about stimuli, but not in response making. Within the CCN, which is composed of 3 distinct sub-networks: CON, FPN, and BG (Corbetta 1998; Dosenbach et al. 2007 Dosenbach et al. , 2008 Rossi et al. 2009; Fan et al. 2014 ; Koziol 2014), we found that the FPN (especially bilateral FEF and left IPS) is more important to dynamic trial-by-trial control than the other 2 sub-networks in uncertainty representation and response generation (Fig. 8b) , supported by multivariate prediction results ( Fig. 5 and Supplementary Fig. 10 ). This finding is consistent with the dual-network theory of cognitive control, which states that the FPN initializes and adapts the trial-by-trial control dynamically (Dosenbach et al. 2007 (Dosenbach et al. , 2008 . In contrast, we found that CON did not carry unique information beyond FPN for uncertainty representation and response generation, suggesting that CON may only mirror the processes in the FPN involved in these 2 stages (Figs 5, 8b , and Supplementary  Fig. 10 ). Although we have demonstrated that CON is involved in the processing of state uncertainty , the evidence to support this argument is not obvious in this study because all regions in the CCN showed deactivation in the easiest condition. Within the CON, we found that SMA/ACC, but not AI, was an important predictor on trial-by-trial entropy in path a, suggesting that the SMA/ACC plays a crucial role in representing high-level abstract information (Kahnt et al. 2011; Censor et al. 2012) . However, we found that neither SMA/ACC nor AI was important for predicting RT in path b, which is inconsistent with the proposal that the strong ACC-AI coupling facilitates the motor stage of cognitive control (Sridharan et al. 2008) . It is noteworthy that the activation in ventral ACC was only associated with path b (Supplementary Fig. 7) , which is consistent with a previous finding that ACC is only associated with RT variance when the conflict effect was controlled (Grinband et al. 2011) . These results were consistent with our previous findings of dissociation of dorsal and ventral ACC (Fan et al. 2008b) . In addition, BG may not belong to the high-level control system because the lack of mediation effect in putamen, and may belong to a low-level encoding system for uncertainty because it was only involved in uncertainty representation ( Supplementary Fig. 7) .
The intrinsic architecture of the CCN and DMN (Fox et al. 2005; Power et al. 2011; Cole et al. 2014) , which is composed of abundant within-network connectivity and little betweennetwork connectivity, may work as the neural basis in implementing cognitive control. We found that the within-network connectivity of both the CCN and DMN was positively modulated by the increase of entropy, and the connectivity of dorsal PCC to both the CCN and DMN also showed this effect from the PPI analysis (Fig. 7) . These results are consistent with previous findings and confirm that dorsal PCC is a hub connecting the task positive and negative networks (Weissman et al. 2006; Hagmann et al. 2008; Kelly et al. 2008; Vincent et al. 2008; Margulies et al. 2009; Leech et al. 2011 ). This connection was not found in our Bayesian network analysis (Fig. 8) possibly because that the ROI of PCC selected for this analysis did not overlap with dorsal PCC. However, inconsistent with a previous study (Sridharan et al. 2008 ), we did not find evidence that the AI plays a crucial role in switching between the CCN and DMN. Moreover, consistent with previous studies (Hopfinger et al. 2000; Kastner and Ungerleider 2000; Corbetta and Shulman 2002; Rossi et al. 2009 ), SMA/ACC was identified as the hub of within CCN connectivity (Fig. 8) , which connects to regions not only in CON but also in FPN, suggesting that SMA/ACC plays a pivotal role in integrating and coordinating information processing in these 2 sub-networks of the CCN. This integrative role may be due to the presence of a class of neurons called spindle neurons or von Economo neurons in ACC, which have large axonal diameters and abundant connections with diverse parts of the brain (Allman et al. 2001 ). The Hick-Hyman law describes high-level information processing. As a high-level control entity underlying the Hick-Hyman law, a brain region (network) processes abstract information that has already been encoded by lower-level (e.g., sensory and motor) regions (Posner and Petersen 1989; Fan 2014) . Therefore, the involvement of this high-level entity in cognitive control should be modality/domain-general. In this study, the involvement of the CCN in cognitive control was independent of our experimental manipulations (i.e., RA and RR), demonstrating that it was due to the entropy manipulation in the general response domain but not motor specific. Although RA is the classical manipulation to study the Hick-Hyman law (Hick 1952; Hyman 1953; Woo and Lee 2007; Lee and Keller 2008) , the brain activation associated with RA may be due to other possible reasons besides entropy in different levels of RA, such as differences in the adaption effect caused by the hemodynamic refractory period (Buxton et al. 2004) , differences in motor demand for selecting fingers and hands or in rhythmicity of motor commands, and in the vigilance to name different number of possibilities. However, by introducing a manipulation of RR on top of RA, we demonstrated that increased CCN activation is associated with increases in high-level uncertainty, rather than those alternative explanations, because the RR factor involves only the additional mental process of whether not to make a reversal response beyond the RA, with no difference in those activation explanations between the nonreversal and the reversal conditions. Identifying the overlap in brain activation between both of these manipulations as the conjunction between RA and RR helped to disentangle brain responses related to high-level cognitive control from brain responses related to these alternative reasons. This conjunction approach is important for identifying regions with a general involvement for a certain process by ruling out the confounding factors associated with one of the manipulations (Friston et al. 1999) . Similarly, this approach was also used in studies to identify the domain-general brain mechanism for the stimuli-response compatibility (Schumacher et al. 2003; Nagel et al. 2008) , which is a special case of uncertainty processing in the response domain (Fitts and Seeger 1953; Fitts 1954) . Moreover, a positive correlation between CCN activation and entropy was found in our previous study using a perceptual decision-making task . In that study, entropy was estimated based on mental algorithm employed by participants (Fan et al. 2008a ), which is not related to the response domain. Other studies have shown that CCN activation increases as a function of uncertainty under a broad number of conditions (such as attentional control, conflict processing, stimuli-response compatibility, and decisionmaking), rather than just for any specific cognitive control task (Deiber et al. 1991; Corbetta 1998; MacDonald et al. 2000; Botvinick et al. 2001; Dassonville et al. 2001; Fan et al. 2003 Fan et al. , 2005 Dosenbach et al. 2006 Dosenbach et al. , 2008 Grinband et al. 2006; Brown 2013 ).
Together, these findings demonstrate a reliable and general involvement of the CCN in cognitive control under uncertainty, regardless of domain or modality.
In summary, we demonstrated the involvement of the intraconnected CCN in both uncertainty representation and response generation and its role in mediating cognitive control under the framework of the Hick-Hyman law, indicating that this network is the core information processing entity in the brain underlying cognitive control. In contrast, the intraconnected DMN is mainly involved in uncertainty representation. These findings provide an enhanced understanding of the distinct roles of large-scale brain networks in cognitive control.
