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This is the second part of studies on multilinear problems devoted to the aver- 
age case setting. The first part deals with the worst case setting and appeared as a 
separate paper. Assuming that the space of a multilinear problem is a Hilbert 
space, we show that the spline algorithms are optimal. We also prove that adap- 
tion does not help. For the Banach case, we show how to reduce the analysis of 
multilinear problems to linear subproblems. In particular, we prove that adaption 
can help by the factor of at most k for k-linear problems. Optimality properties of 
spline algorithms are established. We illustrate our analysis by an example of the 
bilinear integration problem. 0 1991 Academic Press. Inc. 
This paper is a continuation of studies on multilinear problems and it is 
devoted to the average case setting. The worst case setting has been 
presented in Jackowski (1990). 
Recall that by a multilinear problem, we mean a problem with a multili- 
near solution operator S defined on the Cartesian product of linear spaces, 
and approximated by the evaluation of finitely many linear functionals. In 
the average case setting, we assume additionally that the domain of solu- 
tion operator is equipped with some probability measure /..L. In this setting, 
the error and cost of algorithm are defined by average performance with 
respect to the measure p. The average &-complexity is understood as the 
minimal average cost needed to compute an algorithm with at most F 
average error. 
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We give the example of a multilinear problem in the average case set- 
ting. Consider the bilinear integration problem 
where 5 E Fj . We assume that Fi is a space of ri continuously differentia- 
ble functions defined on the interval [O, I], J(O) = s’(O) = * . . = h’ro = 0, 
and is equipped with a Wiener measure pI placed on rith derivatives. Thus 
the space F1 x F2 is equipped with the product measure y = p1 x p2. We 
assume that information available about functions JI consists of function 
and derivative evaluations, J;:“‘(a), j = li, li + 1, . . . , ri, for some, not 
necessarily positive, prechosen Ii, li 5 Ti. This means that for li < j < 0, 
we compute negative derivatives given by 
We show that the theory of multilinear problems can be applied to find 
optimal information and an optimal algorithm to approximate S(f,, A) 
and also how to establish the average case &-complexity for this problem. 
We begin our analysis from the Hilbert case, i.e., by assuming that the 
image of a solution operator is a Hilbert space. We show that the spline 
algorithm is optimal and we compare adaptive information to nonadapt- 
ive. It is proven that for this case adaption does not help on the average. 
This result is similar to the linear case. 
Then we assume a more general case, namely that the image space of a 
solution operator is a Banach space. We first show that the study of 
multilinear problems can be reduced to linear problems. Since there exist 
many results and vast literature for linear problems, this reduction en- 
ables us to use these results for multilinear problems. In particular, we 
address the question of whether adaption is more powerful than nonadap- 
tion and we study the error of the spline algorithm. The results are weaker 
than those in the Hilbert case. However, they are similar to the results 
from the worst case setting. Namely we show that for k-linear problems 
adaption can be more powerful by a factor of at most k, and the spline 
algorithm is optimal to within a factor (2 k - 1)/2k-’ E [ 1, 2). 
We illustrate the study of complexity of multilinear problems by analyz- 
ing the complexity of the bilinear integration problem mentioned above. 
We show that the .z-complexity is equal to 
comp(r:, S, F) = 0 ( 
C 
E l/(min{r~-l~,r2-12.,l+r2+1/2)+1) 1 * 
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2. PROBLEM FORMULATION 
Let S be a k-linear solution operator 
S: F-+ G, (2.1) 
where F = F, x * * . x Fk is the Cartesian product of separable Banach 
spacesFi,i= 1,. . . , k, and G is also a separable Banach space. 
The k-linearity of S means that for fixed k - 1 arguments fi , . . . , A-,, 
fi+1,. . . ,fktheoperatorS(ft,. . . ,fi-r,e.A+r,. . . ,fk)islinear.For 
notation simplicity, we denote f, , . . . , A-, , A+, , . . . , fk by fi, S(fr , 
. . . ) A--l,*,.L+1,. . . ,fk)by$and wedefineF’=FIX...XFi-,X 
Fi+l X . . . X Fk. Thus f i E F’. 
We assume that the space F = F, X * * . X Fk is equipped with the 
probability product measure CL. More precisely, let 8i be a Bore1 u-field 
on Fi and let pi be a probability measure on 9i, i = 1, . . . , k. Let US 
define S = 9, x . . . X Sk. The measure p = & X . * * X &, defined on 
9, is given by 
p(B) = PI(&) . . . . * /&(Bk), VB=B,X... XBk, 
Bi E Bi, i = I, . . . , k. 
SinceFi,i= 1,. . . , k, are separable Banach spaces, 9 is a Bore1 o-field 
on F. For notational convenience we denote the probability measure pI x 
. . . 
x Pi-l x Pi+1 x ’ . * X j,,k by pi. Thus, pi is a probability product 
measure on Fi. 
Our aim is to approximate S(f) for some f = (j’r , . . . , fk) from F = FI 
x . . . X Fk, knowing only certain information about J We assume that 
we can compute N(f), where N, called the information operator, consists 
of k components, i.e., 
NW = CNrCfd, . . . 3 Nk(.ti)l, Vf E F, (2.2) 
where 
Ni: Fi* [w”‘, 
Ni = [Li,l, * * . 3 Li,n,l, 
(2.3) 
is the ith information operator with cardinality ni, i = I, . . . , k, see 
Traub et al. (1988). The information N is called the k-component informa- 
tion. We define the cardinality y2 of N to be the sum of the cardinalities of 
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its components, i.e., 
k 
n = C n;. 
i=l 
Wesaythat(nr,. . . , nk) is a partition of the k-component information 
N=[N,,. . . , Nk] with respect to the cardinalities of its components iff 
ni = card Ni, i= 1,. . . ,k. (2.5) 
For given N = [N,, . . . , NB]. the algorithm @ is defined as any 
measurable mapping, 
a: Iw”I x . * . x R”k+G 9 (2.6) 
such that S(f) is approximated by @(N(f)). 
The quality of the approximation is measured by the average case error 
of the algorithm 
ea’W’, N) = (a @‘(N(f)) - s(f)l12}1’2 ,u.(df). (2.7) 
Let 
ravg(N, S, F) = inf e’+‘(@, N), 
a (2.8) 
denote the sharp lower bound on average case _errors of the algorithms 
that use information N. The quantity r(N, S, F) is called the average 
radius of information N; see Traub et al. (1988). To guarantee that r(N) is 
finite we assume that 
LetN=[Nt,. . . , Nk] be a measurable k-component information 
operator. Fori= 1,. . . , k, let mi(.( yi) be conditional measures gener- 
ated by N; and pi given yi = N;(A). That is, r;+Jy;) is concentrated on 
N-‘(yi), and for vi = ki 0 NT’ we have 
Pi(*) = I N(F) ~i(.lYi)vi(dYi). I I (2.10) 
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We define the following product measures 
v = v, x ’ . ’ x vk 
and 
(2.11) 
dy) = d+‘) x ’ * ’ x ~,&k), vY=(y,, . . . ,yk)EN(F). 
(2.12) 
It is easy to show that v is the measure induced by N and p, i.e., v = p 0 
N-i, and r(*jy) is the conditional measure for N and p given y = N(f). 
The existence and uniqueness of conditional measures are shown, for 
example in Parthasarathy (1967). 
We recall the definition of the local average case error of an algorithm, 
see, e.g., Traub et al. (1988). For each y E N(F), the local average case 
error of the algorithm is given by 
(2.13) 
The local average radius of the information is a sharp lower bound on 
local average case errors of algorithms using N, 
r(iV, y) = i;f e(@, N, y). (2.14) 
We refer to problems with k-linear solution operator defined on the 
space F, that is a Cartesian product of the separable Banach spaces 
equipped with a probability product measure, and with k-component in- 
formation consisting of linear functionals as k-linear problems or multili- 
near problems in the average case setting. 
3. AVERAGE CASE SETTING 
In this section we study the average case setting for multilinear prob- 
lems. We analyze the Hilbert and the Banach case, then we discuss the 
average case E-complexity of the multilinear problems, and finally we 
establish the complexity result for the bilinear integration problem. 
3.1. Hilbert Case 
In this subsection we assume that the space G is a separable Hilbert 
space with the inner product (0, l ). For arbitrary measures pi, we find a 
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central algorithm, i.e., an algorithm with minimal local average case er- 
rors, see Traub et al. (1988, p. 206). Then we assume that the measures pi 
are orthogonally invariant measures (see Munch (1990), Traub et al. 
(1988), and Wasilkowski and Woiniakowski (1984)), and we show that for 
such measures the spline algorithm is central. Finally, we show that adap- 
tive information does not help. 
Fori= 1,. . . , k, let mi(yi) be the mean element of the measure 
ni+lyi). We assume that for q-almost all yi, the mean element mi(yi) 
exists. It can be shown that m(y) = (mi(yi), . . . , mk(yk)) is the mean 
element of measure crr(j y). Define the algorithm aC by 
@‘(Y) = SMY)), \dY = (Yl, . . . , Yk) E N(F). (3.1.1) 
THEOREM 3.1.1. The algorithm QC is central; i.e., it has the minimal 
local average error among all algorithms using the same information, 
rW, Y) = eW, N, Y> 
and 
= {IF llSfl12MflY) - llSCmCy)~l12]“2, for v-almost ali y, 
(3.1.2) 
r(N) = e(ac, N) 
(3.1.3) 
= ((f Ilsfl12~W) - I,,,, IlS(m(y))l124dy))“2. 
Proof. Due to Lemma 3.2.1 of Traub et al. (1988, p. 209), it is suffi- 
cient to show that S(m(y)) is a mean element of the measure rr (S-i l ] y). 
Indeed, let g be any element of G; then 
-. . . - m(dfiI yd 
= . . . = (Sh(yA . . . , mk(yk)), g) = (s(m(y)), g). (3.1.4) 
The proof is complete. m 
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We now restrict our analysis to orthogonally invariant measures. The 
properties of such measures can be found in, e.g., Kwapien (private com- 
munication), Munch (1990), Wasilkowski, and Woiniakowski (1984). We 
assume that the measure pi with mean 0 and covariance Ci is orthogonally 
invariant, i = 1, . . . , k. That is pi = pi” D for every orthogonal mapping 
D. By the orthogonality of the mapping D we mean that D is a finite 
superposition of mappings of the form J ---;, 2Lfi(CiLILCiL) - h, VJ E 
F;, for some linear functional L from F*; see Munch (1990) Traub et al. 
(1988) Wasilkowski and Woiniakowski (1984). 
From this point on, we consider only k-component adaptive informa- 
tion, i.e., 
N(f) = [~Iul), . . . 7 Nk(h)lr 
where each component Ni is an adaptive information operator of the form 
NithI = [&l(h)9 Li,2(h; Y&l), . . . 9 L,n,(h; Yi,l, * * * 7 Yi,n,-1113 
Vh E Fi, 
where yi,j = Li,j(h; yi,i, . . . , y;,j-1) and Li,j are linear functions with 
respect to the first argument; see Traub and Woiniakowski (1980), Traub 
et al. (1988). If Li,j do not depend on yi,r, . . . , yi,j-1, then N is called 
nonadaptive. Without loss of generality we assume that functionals Li,j 
are normalized, i.e., 
Li;pP; Yi)CiLi,qP; Yi) = $7,q 3 (3.1.5) 
where JS,~P; YJ = Li,p@; Y~,I, . . . , Yi,p-1). 
Let oi(y;) be the CL,-spline interpolating yi+ That is, ai = E,!‘Lr 
yi,jCiLi,j+; Yi), i = 1, * * . 7 k. Let cPS be the spline algorithm, i.e., 
a”(Y) = S(W(YI), * * * , Uk(Yk)) = S(dY)). 
It is known that the CL-spline algorithm is central for linear problems, 
k = 1; see Traub et al. (1988, pp. 227-228). We now extend this result for 
arbitrary k-linear problems. 
THEOREM 3.1.2. If the measure p is the product of orthogonally invar- 
iant measures then for any adaptive information the p-spline algorithm 
minimizes the average case error and 
- IRn fi Yj,, c IIS(C,LI,,,~ YI), . . . , CkLk,pr+; Yd)l12ddY). 
1 zq?p3l, 
i=l.....k 
(3.1.6) 
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Zf N is nonadaptive then 
r(N)* = eW, W2 = IF IlSfl12wV 
To prove this theorem we need the following lemma. 
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(3.1.7) 
LEMMA 3.1 .l. Let {,, be an orthogonally invariant probability mea- 
sure defined on Iw” with covariance I and mean 0. Let G, G: [Wk --, R, be a 
measurable mapping such that SW” G(yk)<,(dy) < +m, where y” = (y,, 
. . . . ) yk),vyEIW”,l~k<n.Then,foreveryk<i~j-(n, 
I,. YiYj(G(Yk)5n(dy) = 6i.j I,” yiG(yk){n(dy). 
Proof. Define a mapping P, P: R ” + Rk to be a projection on the first k 
directions, i.e., P(y) = (y,, . . , , yk). Let A+lv) be conditional measures 
for P and i$, and let p = I& 0 P-l. It is known that for &-almost all v E Rk, 
the measure X+lv) has the diagonal covariance matrix and the first k 
elements on the diagonal are zeros, whereas the remaining elements are 
equal to some constant cr, > 0; see Munch (1990), Wasilkowski and 
Wozniakowski (1984). Thus, we have 
I,. YiYjG(Yk)5n(dY) = lRL I,.YiYj(G(Yk)A(dy(v)p(dv) 
= l,L G(u) I,. YiYjA(&(v)p(du) 
= 6.j I,. YFxG(Yk)5n(4)- 
This completes the proof of Lemma 3. I. 1. See also Wasilkowski and 
Wainiakowski (1984). n 
We are ready to prove Theorem 3.1.2. 
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Proof. It is known, see Traub et al. (1988, pp. 227-228), that for vi- 
almost all yi E RR, the pi-spline ai is the mean element of the measure 
Wj@)yi), i = 1, . . . , k. Thus, applying Theorem 3.1.1, we obtain 
- C I,. fI Yj.fiYj.4, 
I-‘P,.9,-Ii J-1 
i=l.....k 
(s(c,LI,,,l(-; yl), . . . , CkLk.pl+; Ykh 
S(CILI,,,k Yl), * . . 7 CkLk,yi(*; yk))jlb(&)* (3.1.8) 
If N is linear then functionals Lj,i are independent on y. Therefore, (3.1.7) 
follows immediately from (3.1.8) and the fact that measures vi have mean 
0 and covariance identity. Assume that N is adaptive. We show that for j, 
1 sjskand 1 SpjsqjSn;, 
CkLk,p, ti; Yk)), 
s(c,L,,,,b; y,), . . . , ckLk,,(‘; Yk))b(&) 
= [fi L%l I,. !J Yj,n,IIS(C&,,p,k Yl), . . . 9 CkLk,p,(*; Yk>)))2d&>. 
(3.1.9) 
Indeed, observe that the functionals Lj,P,P; Yj), Lj,q,@; Yj) depend only on 
Yj.1, . . . 9 yj,,-I. Therefore, from Lemma 3.1 we have 
Yj,pjYj,g,(S(CILl,pl~; Yl), . . . 9  CjLj,p,bi Yj.1, * . . 7 y.i,P~-~)~ ’ ’ ’ ’ 
CkLk,pk+; Yk)),S(CILl,q,(*; Yl), . . . 7 CjLj,,Pi Yj.lT * * . 7 Y.&-I)3 
.  .  .  )  CkLk,qk@; Yk)))vj(dYj) = a,,, 
CjLj,,<.; Yj.1, . . . 7 Yj,p,-l)r * * . 3 CkLk,pkC’; Yk))>S(ClLlv~t@; Yl), 
. . . ) CjLj,q,(*; Yj,l, . . . 7 Yj,q,-I)r . . * 3 CkLk.9kb; Yk)))vj(dYj)- 
(3.1.10) 
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This completes the proof. See also Wasilkowski and Woiniakowski 
(1984), where the case k = 1 is considered. n 
We now prove that adaptive information is not more powerful than 
nonadaptive information. 
THEOREM 3.1.3. Let N” = [NY, . . . , Ni] be adaptive information 
and let p be the product of orthogonally invariant measures. Then there 
exists nonadaptive information N”O* = [N;“, . . . , N;““] such that card 
NY” = card NY, i = 1, . . . , k, and 
r(N”O”) 5 r(N”). (3.1.11) 
Proof. Let y* = (yT, . . . , y:) E IR” be chosen such that 
fRn,$ $a, c Il~(c&~,,(.; YI), . . . 3 CkLk,pk+; Yk))(l*ddY) 
1ap@z, 
i=l.....k 
5 c I(S(c&,,P; y:>, . . . , C&,~k ~;“))ll’. (3.1.12) 
Iq+n, 
i=l,....k 
The existence of y* is guaranteed by the mean value theorem. 
Let NY = IL;,,@; y*), . . . , Li,,,@; y:)]. Obviously N”“’ = [N;““, 
. . . , NY] is nonadaptive and card NY = card NY, i = 1, . . . , k. 
Applying successively Theorem 3.1.2, (3.1.7), (3.1.12), and (3.1.6) we 
obtain 
r(Nnon)2 = e(Qs, NFP)2 
= F isf l12df 1 - I-.n IIW,L,,,(.; Y;), I < 1- I
i=l.....A 
= e(W, Na)2 = r(N”)*. 
.  .  5 CkLk,p,+; $))(I2 
ckLk.,,(.; Yk))l12ddY) 
(3.1.13) 
The proof is complete. See also Wasilkowski and Woiniakowski (1984), 
fork=l. n 
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3.2. Banach Case 
In this section we assume that the space G is a separable Banach space 
and the space F is equipped with the measure p which is the product of 
orthogonally invariant measures ,CQ. We consider normalized adaptive 
information operators. First, we analyze the error of the p-spline algo- 
rithm and then we verify whether adaptive information is more powerful 
than nonadaptive. The results obtained here are similar to those obtained 
for the worst case setting; see Jackowski (1990). Namely, we prove that 
adaption can help by the factor of at most k and that the error of the p- 
spline algorithm, is at most (2 k - 1)/2k-’ worse than the error of the 
optimal algorithm. 
The following theorem shows optimality to within a constant of the p- 
spline algorithm. 
THEOREM 3.2.1. Let N be k-component normalized adaptive informa- 
tion. Then the p-spline algorithm is almost optimal, i.e., 
e(@“, N, Y) 5 coWI Y), for v-almost all y E N(F), (3.2.1) 
and 
e(@‘, N) 5 ckr(N), (3.2.2) 
where ck = (2k - 1)/2k-1 E [l, 2). 
Proof. Let ;ir(.Jy) = ?ir@(yr) X * * . X jFk@(yk), where Zi@(yi) = ?T([I - 
Ui]*lyi), i = 1, . . . , k. Here, [I - ai] is the mapping f+ f - ai(Nif), 
where oi(yi) is the pLi-spline interpolating yi. It is shown in Munch (1990) 
that if Fi is a Hilbert space then for +almost all yi E R”I, ?i(*Iyi) is an 
orthogonally invariant measure. This result can be extended for the case 
when Fi is a Banach space. Define Hi(yi) = [I - oi](Nl”{yi}), i = 1, . . . , 
k,andletH(y) = Hr(yi) X . . . X H&k). LetA,(hl, . . . , hk) = s(cq(yl) 
+ h,, . . . , ak(yk) + hk) - sb,(Y,), . . . 7 ckk(Yk)h Let * be any 
algorithm. Observe that orthogonal invariance of the measures Zi(.(yi) 
implies that for each sequence S = {si}f=t such that si = 1 or Si = - 1, i = 1, 
. . . ) k, we have 
e(*. N, Y) 
= I I . . . IIS - Q(y) + A@,, . . . 9 hn)(12WdhhJ 
H,(YI)X...XHk(Yd 
x . . . 
x %(dhlYk) 
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= I I . . . ((S(a) - a(y) + A&h,, . . . , skhdll*~ddhl~~) 
HI(y,)X-XH&(Yd 
112 
x ’ * ’ x zk@hk(yk) 
I 
2 
i 
I 5 
. . . 
I(Wy(h, * . . 9 h/c; ~)l12~,Wdy~) 
H,(y,)x’-xH&h) 
I 
Ii2 
x . . . 
x *k(dhk)Yk) - 
(3.2.3) 
Here, W,(h,, hz, . . . , hk; S) = $(A,(h,, . . . , hk) - A,(slh,, . . . , 
S/h/& Using similar reasoning as in the proof of Jackowski (1990, Theo- 
rem 3. ,3.1) and applying (3.3.8) from Jackowski (1990) we obtain 
2k-I 
e(@7 Np y, >- Tc-i 
x . . . 
= cke(@‘, N, y). 
llA,h . . . 7 hd)12%(dhb’d 
l/2 
. 
(3.2.4) 
This proves (3.2.1). Integrating (3.2.4) over Rn with respect to v we obtain 
(3.2.1). The proof is now complete. l 
We now estimate the radius of k-component information N by the radii 
of its components. 
THEOREM 3.2.2. Let N = [N,, . . . , Nk] be a k-component adaptive 
information operator. Then 
1 k 
c (IFi Wj, S~;)2p’(df’)J”2 7E i-1 
(3.2.5) 
where r(Ni, Sfi) is the average case radius ofinformation N&r the linear 
problem S,i . 
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Proof. The left-hand side of (3.2.5) follows directly from the following 
inequality which holds for every algorithm Cp, 
z I F’ r(Nj, Sfi)2pi(dfi), Vfi E Fi, i = 1, . . . , k. (3.2.6) 
We now prove the right-hand side of (3.2.5). Observe that 
r(N) 5 e(W, N) 
= I FIJs(fl - @l,“h,. . . ,fd + sbm,“fi - f72,. . . ,.td 
+ * . . + &!?(a,, . . . ) 
5 I$ [I, IIs(u~r . . . 3 Ui-1, J+I, . . . , .h)l12p(dS)JI’2. (3.2.7) 
i=l 
Since the measures pi are orthogonally invariant, then for every fi E F’ 
we have 
= I F, Ils,1<Ui(Ni~))l12cLi(d). 
(3.2.8) 
Then applying (3.2.8) several times, (3.2.7) becomes 
(3.2.9) 
where @T, is the ,u-spline algorithm for the linear problem + and e (a’, , 
Ni, &) denotes its error. Since the ,u-spline algorithm is optimal or 4 
MULTILINEARPROBLEMS 111 
linear problems, see also Theorem 3.2.1, we have that for every fE E Fi, 
r(N;, Sft, yi) = e(@T,v Sfl>* (3.2.10) 
This completes the proof. n 
We now show that adaption does not essentially help. 
THEOREM 3.2.3. Let N” = [NT, . . . , N$] be k-component adaptive 
informption and let p be the product of orthogonally invariant measures. 
Then there exists nonadaptive information N”“” = [N;““, . . . , NT] 
such that card NY % card NY, i = I, . . . , k, and 
i r(N”o”) 5 r(N”). (3.2.11) 
To prove this theorem we need the following lemma. 
LEMMA 3.1.1. Let Na, N”: F-, Iw”, be normalized adaptive informa- 
tion and let p be an orthogonally invariant measure on F. Let P be any 
positive convex functional on F such that P(tf) = (tnlP(f ), Vt E R, f E 
F, for positive CY. Then there exists nonadaptive information Nno” such 
that card NnO” = card N” and 
where cr, (TO are the p-splines which correspond to N”“” and N”, respec- 
tively . 
The proof of this lemma for the case when F is a separable Hilbert case 
can be found in Munch (I990). This proof can be extended for the case 
when F is a separable Banach space. 
We are ready to prove Theorem 3.2.3. 
Proof of Theorem 3.2.3. Let Na be any k-component adaptive infor- 
mation. Since the p-spline algorithm is optimal for linear problems, we 
have 
I F, r(NP, Sp)*p’(df ‘) 
(3.2.13) 
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Define the mapping Pi: h + [SF; IlS~(h)(J2pi(df’)J, i = 1, . . . , k. Obvi- 
ously the functional Pi satisfies assumptions of Lemma 3. I. 1 with 01 = 2. 
Therefore for i = 1, . . . , k there exists a linear information operator Nj 
such that 
5 I Fi Pdfi - ~“(NY.O)~it&J (3.2.14) 
= I F, rtN9, Sp)2pi(dfi). 
This and Theorem 3.2.2 immediately imply that 
(3.2.15) 
This completes the proof. n 
3.3. Average Case Complexity for Multilinear Problems 
In this section we define the average case complexity for multilinear 
problems. Then we show how to compute the average case complexity of 
the bilinear integration problem using the analysis of Section 3.2. 
We assume that the model of computation is the same as in Traub et al. 
(1988, p. 30). That is, standard arithmetic operation over reals are permis- 
sible and can be performed with unit cost. We also assume that the cost of 
computing the information functionals is constant and is equal to c. Thus, 
the cost of computing information is at least linear with respect to its 
cardinality . 
The average case &-complexity comp(s, S, F) of the problem is defined 
as the minimal average cost needed to compute approximations to Sfto 
within E with respect to the average case error. The cost of approximation 
of Sf by an algorithm @ using N is composed of the cost of computing 
information N(f) and the combinatorial cost of computing a(y) given y = 
N(f). Precisely, let cost(N, f) be the cost of computing N(f) and let 
cost(@, y) be the cost of computing (P(y) given y. Then the cost of approx- 
imation of Sf by U(f) = @(N(f)) is given by 
cost(U) = 1, ( cost(N, f) + cost(@, NtfWW-1. 
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We now comment on the bounds on complexity. In Jackowski (1990) 
we analyzed the cost of multilinear algorithms. Based on this analysis the 
complexity bounds for the worst case setting has been established. In the 
average case setting similar analysis can be conducted. Suppose that n is 
the minimal cardinality of information N whose average case radius is at 
most E and whose cost is cn. Assume further that there exists a multilinear 
algorithm that use N and which can be computed in cost proportional to II 
and whose average case error is less than E. Then the average case E- 
complexity is proportional to c11 (since usually c + l), i.e., comp(s, S, F) 
= cn. 
We now turn to optimal linear information, i.e., information of fixed 
cardinalities with minimal average radius. Let 
r(n,,. . . ,nk)= inf r([N,, . . . , Nk]) 
card N,=n, 
denote a sharp lower bound on radii of k-component linear information 
with partition nl, . . . , nk. Let 
r(n) = inf r(N) = inf r(nl, - . . y nk) 
card N=n ,,,,....fl& 
R,+...+“~=n 
be a sharp lower bound on radii of k-component linear information with 
cardinality n . 
For the Hilbert case, Theorem 3.1.2 implies that the linear information 
operator fi = [(L;,j)i=l,,,.,kj=l,,,.,~,] is optimal with respect to the partition 
(nl, . . . , nk), i.e., 
r(N) = r(n,, . . . , nk), 
iff 
1sp;cn, 
i=l,....k 
= sup I\%c&I,p,, . . . , ckLk,,,)\12. 
L,,P,-linear 15ppPn, 
Li.D,c,Li,,,=G,i,,; i=l,....k 
1q%,q,rn, 
i=l,...,k 
Similarly, fi = [(ii,i, . . . , ii,,,), . . . , (ik,i, . . . , Lk,rir)] with tii + 
. * . + iik = n is optimal with respect to cardinality n, i.e., 
r(i+) = r(n,, . . . , nk), 
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The essence of this relation is that optimal information may be at least 
conceptually, found through analyzing algebraic problems. Of course for 
some problems finding the information operators satisfying the above 
condition may be difficult. 
For the Banach case the above conditions may not guarantee optimality 
of the information. In this case, we may consider finding the k-component 
information that minimizes 
Theorem 3.2.2 yields that the k-component information that minimizes 
the above sum among all information with the partition nt , . . . , nk (nr + 
- * * 4 nk = n) is optimal within the constant factor k. 
We illustrate the complexity analysis by the example of the bilinear 
integration problem. Consider integration problem 
where fi E Fi. For i = 1,2, assume that Fi is a space of functions defined 
on [0, l] equipped with the Wiener measure pi placed on r;th derivatives. 
Precisely, 
F; = {f: [0, I] + R: f” is continuous, f(0) = f’(0) 
= . . . = p’(0) = O}. 
Obviously the Wiener measures are orthogonally invariant; see Munch 
(1990), Wasilkowski and WaAniakowski (1984). Let Aj consist of linear 
functionais of the form L(f) = f(j)(a)VfE Fi, where j = Ii, li + 1, . . . , 
ri, for some prechosen Ii. Observe that L(f) = si f(t)&, with s(t) = 
(a - t)yjl(rj - j)!. 
We now find almost optimal information and establish the complexity 
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bounds for this problem. First we show that 
rh, 122) = @ ( 1 1 min(r,-/,,r,+r*+l/2)+I + 1 min{r2-l*,r~+r2tl/2)+1 * (3.3.1) nl n2 
To prove this we need the following lemma. 
LEMMA 3.3.1. Let F = {fi [0, I] + R: f is continuous, f(0) = 0) be 
equipped with the Wiener measure w. Let P, be a space of scalar polyno- 
mials of degree at most q - 1. Let 
and (T’;f)(x) = 1: f(t) (~~~)~~’ dt. 
Let the average error of approximation of TTT?f by elements of P, on 
interval [a, a + h] C [O, 11 be given by 
esl.s2,q = {I, inf [I,“‘” (T;lT$f(x) - p(x))’ dx : p E Pq) w(df))“2. 
Then 
eLq = 
O(ah2q+l + h2q+2), forq5sl + s2, 
@(h 1. 2(s,+s$t2 for sI + s2 < q. 
Proof. LetpI,. . . , pu be an orthogonal base of P, in the sense of 
L2{0, I]. Note that for arbitrary m-times differentiable function g, T&” g(‘“) 
= (1 - 2@g + w, for some polynomial w of the degree at most m - 1, 
andifg(j)(Cy)=O,j=O,. . . , m, then w = 0, where (Y = 0, 1 (see also 
Papageorgiou and Wasilkowski (EM)), where properties of the operators 
T,” are studied). Let u = min{q, s1 + ~2). Let Ts@* = Ti’T$, and let g = 
TS1yS2f. It is easy to see that 
B(f) = inf ( \I+k (TS1*S2f(x) - P(x))~ dx : p E P’) 
= inf [I.“‘” M-4 - ~(4)~ dx : p E Pq) 
= h ti{Ji Ig(a + ht) - p(t))2dr : p E Pq) 
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= h inf {Ii ((T4(g(a + h*)@)))(t) - ~(t))~dt : p E Pq} 
= hZu+I (G’-f(a + h*))(t))2dt 
where k~ = u + max{O, SI - u} and kz = min{sz, s1 + s2 - u}. Observe that 
- i ((: (Tk’*k*f(a + h.))(~)piWcft)2 w(df) 
i=l 
= 
I [I ’ ((Tk~-k~(f(u) + f(a + h*) - f(a)))(t))2dr F 0 
- 2 (1; Uk’W’(4 + f(a + W - fla)M~)~iW~)~] wW”). 
i=l 
Using the fact that J~f(x)f(y)w(df) = min{x, y} it is possible to show that 
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II 
F ; (Tk’,k’f(U))(f)(Tk’,k’f(U + h*))(t)dt w(df) 
1.i 
1 = 
F 0 
(T-f(u))*(f)dt w(df). 
From this we conclude that 
II 1 F 0 WTm + flu + h*) - f(aMtVdt w(df) 
= 
II ’ F 0 ((PJy-(u))(f))2dt w(df) 
’ + II F 0 ((PlJyf(U + ha) - f(u)))(Wdt w(df). 
Similarly, it can be shown that 
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Hence, 
+ 
I [, 
I 
F 0 
((Pqf(u + h*) - f(u)))Wdt 
r 
- 
c [, 
’ (Tk’*kz(f(U + h*) - f(U)))(t)pi(t)dt ’ 
)I 
Wf 1. 
is, O 
The first term is equal to 
cx inf ((Tklgk21)(f) - p(t))?dt : p E Pu). 
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Note that Tk1.k2 is a polynomial of degree kr + k2 = SI + ~2. Using similar 
technique as above it can be shown that the second term does not depend 
on a. Letting a = 0 we find that the second term is equal to 
Thus 
C= l @(a + h), for q I s1 + s2, 
et,,,, = 
b%h), for sI + s2 < q. 
I FB(f)w(df = h2”+‘C 
O(ah29+l + h24+*), for q 5 sI + s2, 
O(h , Z(s,+szH2) for sI + s2 < q. 
Hence, 
This completes the proof of Lemma 3.3.1. n 
We now show that 
(3.3.2) 
Indeed, let iVi be an arbitrary information operator consisting of func- 
tionals from the class Ai, i.e., ZVi(J;) = [IA ~‘(x)&,(x), . . . , 
ef; .#%W,;(~)l, h w ere So = (aj - X)?l(Uj)!, 0 5 Uj 5 ri - Ii. (For 
simplicity of the notation we have only one index for a’s, u’s, and s’s but 
readers should be aware of their dependence on i.) 
As in Lemma 3.3.1, let 
Using techniques similar to those in Lee and Wasilkowski (1986) it can be 
shown that 
r(Ni, Sp,12 = inf (Ji (T?“f’(X) - 2 gjSj(X))* dx). (3.3.3) 
RJ j=l 
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First we show a lower bound of (3.3.2). Let ri = rl + r2 - rj. Immediately 
from (3.3.3) we have that 
I, Wi, S,i)2pi(dfi) = 1,) inf {Ii 
gi 
( T;‘+‘f’(X) - ,$ gjSj(X))* dX] /.h’(df’) 
: pj E ~[a,-,,o,], j = 1, . . . 7 ni I P’(df’) 
: pi E Q[a,-,,ajl,  = 1, . - * 3 ni I w(dg), (3.3.4) 
where Qj[aj-1 , aj] (here a0 = 0) is a space of functions that are polynomi- 
als of degree at most ri - li on interval [aj-r, aj] and 0 outside [aj-l , aj], 
and where G is a space of continuous functions on [O, I] equipped with 
Wiener measure wo. Applying Lemma 3.3.1 to the last part of (3.3.4) with 
sl=r;-t- 1,S2=riandq=r;-li+ lweobtain 
(jF, r(Ni, Sp)2w(df))"2 _> ($ @((uj - uj-,)*minlu+I:*.,ltr?-1!))"2 
(3.3.5) 
We now show that this lower bound is sharp. Without loss of generality 
we consider only information operators of cardinality rzi being a multiplic- 
ity Of ri. Let 
Ei(J;) = [.(“‘(ai,j)lj=I .._.. m:r=l,.l,tl,.._, ,; 
with ai,j = j/m, j = 1, . . . , m, and m = n;lr;. Note I rat for this 
information operator we have equality in (3.3.4) and then (3.2.5) becomes 
This completes the proof of (3.2.2). From (3.3.2) and Theorem 3.2.2, we 
immediately obtain (3.3.1). 
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We conclude that the two-component information fl = [Ni, &I, with 
Ni defined as above, is optimal to within a constant factor. Let di = 
min{ri - liy ri + t-2 + l/2} + 1. From (3.3.1) we also conclude that an 
almost optimal partition is obtained for nr, n; such that &nr”+’ = 
dl nt4+‘. It also can be shown that 
r(n) = @ (A). (3.3.6) 
The above equation determines the lower bound of the &-compkxity; 
i.e., we have 
comp(s, S, F) = R (+m). 
In order to find an upper bound it suffices to show that the cost of comput- 
ing the spline algorithm Qs(yi, ,y2) = S(UI(YI), 4~2)) = .fA (UI(YI) 
uz(yz))(x)dx is proportional to n. Indeed, observe that ci(yi) can be com- 
puted in linear cost with respect to ni. Thus ui(yi)a(yz) is an n-piecewise 
polynomial and therefore its integral over [0, 11 can be easily computed in 
cost proportional to n. This together with (3.3.6) and (3.3.7) yields 
comp(s, S, F) = 0 ( 
c 
E Wminh-h,r2 - /2,r1+r2+1/2)+1) 1 . 
(3.3.8) 
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