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Abstract
We present some properties of a Cauchy family of distributions on the sphere,
which is a spherical extension of the wrapped Cauchy family on the circle. The
spherical Cauchy family is closed under the Mo¨bius transformation on the sphere and
there is a similar induced transformation on the parameter space. Stereographic pro-
jection transforms the the spherical Cauchy family into a multivariate t-family with
a certain degree of freedom on Euclidean space. Many tractable properties of the
spherical Cauchy are derived using the Mo¨bius transformation and stereographic pro-
jection. A method of moments estimator and an asymptotically efficient estimator are
expressed in closed form. The maximum likelihood estimation is also straightforward.
Keywords: Conformal mapping; Directional data; Stereographic projection; Von Mises–
Fisher distribution; Wrapped Cauchy distribution.
1 Introduction
This paper discusses a family of distributions on the sphere Sd ⊂ Rd+1 with probability
density function
f(y;µ, ρ) =
Γ{(d+ 1)/2}
2π(d+1)/2
(
1− ρ2
1 + ρ2 − 2ρµTx
)d
, y ∈ Sd, (1)
with respect to surface area, where µ ∈ Sd is the location parameter, ρ ∈ [0, 1) is the
concentration parameter, and Sd = {x ∈ Rd+1 ; ‖x‖ = 1} denotes the unit sphere in Rd+1.
The circular case (d = 1) is well-known as the wrapped Cauchy or circular Cauchy family;
see, e.g., Kent & Tyler (1988) and McCullagh (1996). In this paper, the distribution (1)
is called the Cauchy distribution on the sphere or the spherical Cauchy distribution.
McCullagh (1996) showed that the wrapped Cauchy family is closed under conformal
maps preserving the unit circle which are called the Mo¨bius transformations on the unit
circle, and that there is a similar induced transformation on the parameter space. Related
results about the Cauchy family on the real line and on the Euclidean space have been
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given by McCullagh (1992) and Letac (1986), respectively. To our knowledge, however,
there has been no literature about the association between the Mo¨bius transformation and
the spherical Cauchy family (1). Since there have been various statistical applications of
the wrapped Cauchy family and/or the Mo¨bius transformation in directional statistics
(McCullagh, 1996; Downs & Mardia, 2002; Downs, 2003; Jones, 2004; Kato, 2010; Kato
& Jones, 2010; Kato & Pewsey, 2015; Uesu el al., 2015), it is potentially useful to consider
the Cauchy family on the sphere and its relationship with the Mo¨bius transformation.
This paper presents some properties of the Cauchy family on the sphere, especially,
those related to Mo¨bius transformation. The spherical Cauchy family is closed under
the Mo¨bius transformation on the sphere, and the transformed parameter is given by
the extended Mo¨bius transformation on Rd+1. The statistical benefits of this property
include: (i) an efficient algorithm for random variate generation; (ii) a simple pivotal
statistic for parametric inference; (iii) straightforward calculation of probabilities of a
surface region; (iv) closed form expression for maximum likelihood estimator for n ≤
3; and (v) straightforward calculation of the Fisher information matrix. A method of
moments estimator can be expressed in simple form. A simple algorithm for maximum
likelihood estimation is available. The likelihood for the spherical Cauchy is equivalent
to that for the t-family with a certain degree of freedom which is related to the spherical
Cauchy via stereographic projection. An asymptotically efficient estimator is presented
which our simulation study suggests outperforms the method of moments estimator and
the maximum likelihood estimator in certain settings. Comparing the densities of the
spherical Cauchy and von Mises–Fisher, the spherical Cauchy density takes greater values
around the mode and antimode and smaller values in the other area of the sphere. The
advantages of the spherical Cauchy over the von Mises–Fisher in terms of properties
include the closure under the Mo¨bius transformation and the related properties, while
the von Mises–Fisher compares favourably with the spherical Cauchy in terms of its
membership in the exponential family, straightforward maximum likelihood estimation
and well-developed theory of hypothesis testing.
Throughout this paper, d is a positive integer. We let Rd and R
d
denote the d-
dimensional Euclidean space and extended Euclidean space Rd ∪ {∞}, respectively. Sup-
pose that ‖·‖ is the Euclidean norm and that Sd is the d-dimensional unit sphere in Rd+1,
namely, Sd = {x ∈ Rd+1 ; ‖x‖ = 1}. Let Dd and Dd denote the open and closed unit
balls in Rd+1, so that Sd = D
d \Dd. The set of all (d + 1) × (d + 1) rotation matrices
is denoted by SO(d + 1). The (d + 1)-dimensional unit vector whose jth element equals
one is ej . The (d+ 1)× (d+ 1) identity matrix is denoted by I.
Proofs and further details can be found in the Supplementary Material.
2 Mo¨bius transformation and a Cauchy family on Sd
2.1 Mo¨bius transformation on Sd
The goal of this section is to discuss the Mo¨bius transformation Sd → Sd, and to in-
vestigate its association with the Cauchy family (1). The first step to achieve this is to
consider the following function
M˜R,ψ(y) = R
{
1− ‖ψ‖2
‖y + ψ‖2 (y + ψ) + ψ
}
, y ∈ Sd, (2)
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where ψ ∈ Rd+1 \ Sd and R ∈ SO(d + 1). The transformation (2) maps the unit sphere
onto itself: it is called the Mo¨bius transformation on the sphere.
The transformation (2) with R = I can be interpreted as follows. To any interior
point ‖ψ‖ < 1 there corresponds an inversion Sd → Sd that sends each point y ∈ Sd to
an antipodal point y˜ by projection through ψ:
y˜ − ψ = −1− ‖ψ‖
2
‖y − ψ‖2 (y − ψ). (3)
The vectors y− ψ and y˜ − ψ are co-linear, but opposite in direction, so ψ lies on the line
segment (y, y˜). The product of the lengths is constant ‖y − ψ‖ × ‖y˜ − ψ‖ = 1 − ‖ψ‖2.
It follows from the intersecting chords theorem that y˜ ∈ Sd. As is well known, the
intersecting chords theorem applies also to chords that intersect outside the circle, so the
transformation extends to ‖ψ‖ > 1. In either case, the transformation is an inversion
because (y, y˜) is a ψ-antipodal pair, and a second application of (3) returns the original
point i.e., ˜˜y = y for every y ∈ Sd. The inversion (3) is said to be conformal because
there is no local distortion of angles: it is a property of conic sections that the image of
a circular cap is a circular cap.
A function equivalent to (2) with the restriction R = I, ψ = ψ1e1 and −1 < ψ1 < 1
occurs in §10 of McCullagh (1989).
The two parameters R and ψ have a clear interpretation. The matrix R works as
a rotation parameter. In order to discuss the interpretation of ψ, assume, without loss
of generality, that R = I. If ‖ψ‖ < 1, ψ can be interpreted as a parameter vector that
attracts the points on the sphere towards ψ/‖ψ‖, with the concentration of the points
around ψ/‖ψ‖ increasing as ‖ψ‖ increases. In particular, if ψ = 0, then M˜I,ψ reduces
to the identify mapping. As ‖ψ‖ → 1, M˜I,ψ(y) → ψ/‖ψ‖ for any y 6= −ψ/‖ψ‖. The
points y = ψ/‖ψ‖ and y = −ψ/‖ψ‖ are invariant under M˜I,ψ, i.e., M˜I,ψ(ψ/‖ψ‖) =
ψ/‖ψ‖ and M˜I,ψ(−ψ/‖ψ‖) = −ψ/‖ψ‖ for any ψ 6= 0. For the case of ‖ψ‖ > 1, the
transformation M˜I,ψ consists of the two types of transformations, namely, the reflection
in y = cψ/‖ψ‖ (c ∈ R) and the transformation M˜I,ψ/‖ψ‖2 .
2.2 An extension of the Mo¨bius transformation on Sd
Definition 1. We define a function by
MR,ψ(x) = R
{
1− ‖ψ‖2
‖x˜+ ψ‖2 (x˜+ ψ) + ψ
}
, x ∈ Rd+1 \ {0,−ψ/‖ψ‖2}. (4)
where x˜ = x/‖x‖2, ψ ∈ Rd+1\Sd, and R ∈ SO(d + 1). Also, we define MR,ψ(0) = Rψ,
MR,ψ(−ψ/‖ψ‖2) =∞ and MR,ψ(∞) = Rψ/‖ψ‖2.
If we restrict the domains of x to be Sd, then MR,ψ reduces to the Mo¨bius transfor-
mation on the sphere MR,ψ. The transformation MR,ψ can also be expressed as
MR,ψ(x) = RTψ˜
{
1− ‖ψ˜‖2
‖x+ ψ˜‖2 (x+ ψ˜) + ψ˜
}
, x ∈ Rd+1 \ {−ψ˜}, (5)
where ψ˜ = ψ/‖ψ‖2 and Tψ˜ = 2ψ˜ψ˜
T
/‖ψ˜‖2 − I. Throughout the paper the transformation
(4) is denoted by MR,ψ.
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Theorem 1. The following hold for the transformation MR,ψ:
(i) The transformation MR,ψ is a bijective conformal map which maps Rd+1 onto itself.
(ii) For any ψ ∈ Rd+1 \ Sd, the transformation MR,ψ maps the unit sphere Sd onto
itself.
(iii) If ‖ψ‖ < 1, then MR,ψ(Dd+1) = Dd+1 and MR,ψ(Rd+1 \Dd+1) = Rd+1 \Dd+1.
(iv) If ‖ψ‖ > 1, then MR,ψ(Dd+1) = Rd+1 \Dd+1 and MR,ψ(Rd+1 \Dd+1) = Dd+1.
If d = 1, the transformation MR,ψ is related to the Mo¨bius transformation on the
complex plane which is of the form
Mc(z) = α0 z + α1
α1z + 1
, z ∈ C, (6)
where α0 and α1 are complex numbers such that |α0| = 1 and |α1| 6= 1. The transforma-
tion Mc is essentially the same as MR,ψ with d = 1 if the real and imaginary parts of
Mc(z) are identified as the first and second components of MR,ψ(x), respectively. This
fact can be easily confirmed by expressing (6) as
Mc(z) = α0 α
2
1
|α1|2
{
1− |α1|−2
|z + α1/|α1|2|2
(
z +
α1
|α1|2
)
+
α1
|α1|2
}
.
After extremely tedious but straightforward calculation, it follows that the set of
transformations (5) has the following closure property.
Lemma 1. For ψ2 6= −R1ψ1,
MR2,ψ2{MR1,ψ1(x)} =MRˇ,ψˇ(x), x ∈ R
d+1
,
where Rˇ = R2Tψ2TβR1Tψ1Tψˇ, ψˇ =MI,ψ1(RT1 ψ˜2)/‖MI,ψ1(RT1 ψ˜2)‖2 = Tψ1RT1 TβTψ2MI,ψ2(R1ψ1),
β = R1ψ˜1+ψ˜2, and ψ˜j = ψj/‖ψj‖2 (j = 1, 2). If ψ2 = −R1ψ1, thenMR2,ψ2{MR1,ψ1(x)} =
MR2R1,0(x) for any x ∈ R
d+1
.
Using this lemma, the following result can be immediately obtained.
Theorem 2. Let G be a set of the transformations {MR,ψ} with all possible combinations
of R ∈ SO(d+1) and ψ ∈ Rd+1\Sd, namely, G = {MR,ψ ; R ∈ SO(d+1), ψ ∈ Rd+1\Sd}.
Then G forms a group under composition.
Therefore {MR,ψ} is a subgroup of the Mo¨bius group on Rd+1; see, e.g., Iwaniec
& Martin (2001, §2). It is clear from Theorem 2 that the set of Mo¨bius transforma-
tions on the sphere {M˜R,ψ} also forms a group under composition. The set of trans-
formations {MR,ψ} is not an abelian group, implying that that MR1,ψ1{MR2,ψ2(x)} =
MR2,ψ2{MR1,ψ1(x)} does not hold in general. However, for fixed µ ∈ Sd, the subset of
transformations {MI,ρµ ; |ρ| 6= 1} forms an abelian group. Similarly, an abelian group can
be established for the set of the Mo¨bius transformations on the sphere {M˜I,ρµ ; |ρ| 6= 1}.
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2.3 A Cauchy family on Sd
The parameters µ and ρ of the spherical Cauchy family (1) can be clearly interpreted. The
parameter µ controls the mode of the density. The concentration of the distribution is
regulated by ρ. The greater the value of ρ, the greater the concentration of the density (1)
around the mode. In particular, when ρ = 0, the distribution (1) reduces to the uniform
distribution on Sd. On the other hand, as ρ tends to 1, the distribution converges to
a point distribution with singularity at y = µ. There is a similar interpretation for the
case ‖φ‖ > 1 because f(y;φ) = f(y;φ/‖φ‖2). See Fig. 1 given in §6 for some plots of the
densities of the spherical Cauchy (1).
In order to investigate the relationship between the spherical Cauchy family (1) and
the set of transformations (4), it is advantageous to write the parameters of the spherical
Cauchy (1) as φ = ρµ and extend the parameter space to be R
d+1
. Specifically, we write
the density of the spherical Cauchy as
f(y;φ) =
Γ{(d+ 1)/2}
2π(d+1)/2
(∣∣1− ‖φ‖2∣∣
‖y − φ‖2
)d
, y ∈ Sd, (7)
where φ ∈ Rd+1\Sd. For φ ∈ Sd we assume that the distribution is a point mass at y = φ.
Also define that the density is uniform if φ =∞. It can be seen that f(y;φ) = f(y;φ/‖φ‖2)
for any φ. Write Y ∼ C∗d(φ) if an Sd-valued random vector Y has density (7).
The following result can be readily established from Lemma 1.
Theorem 3. The following hold for the spherical Cauchy family (7) and the transforma-
tion MR,ψ:
Y ∼ C∗d(φ) =⇒ MR,ψ(Y ) ∼ C∗d {MR,ψ(φ)} .
If d = 1, Theorem 3 is essentially the same as the result for the circular Cauchy or
wrapped Cauchy family given in McCullagh (1996).
There are some statistical applications of Theorem 3. For example, this theorem can
be applied to propose an efficient algorithm to generate a random variate following the
Cauchy family on Sd.
Corollary 1. If a random vector U follows the uniform distribution on Sd, thenMI,φ(U)
has the Cauchy distribution on the sphere C∗d(φ).
In addition a pivotal statistics for φ and probabilities of a surface area under the
density (7) can be obtained as follows.
Corollary 2. Suppose Y ∼ C∗(φ). Then MR,−φ(Y ) is a pivotal statistics for φ, where
R is any (d+ 1)× (d+ 1) matrix.
Corollary 3. Let f(y;φ) denote the density (7). Assume A ⊂ Sd. Then∫
A
f(y;φ)dy =
Area{MI,−φ(A)}
Area(Sd)
,
where Area(C) denotes the area of C with respect to the surface measure.
The proofs of Corollaries 1–3 are straightforward from Theorem 3 and omitted.
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3 Extended stereographic projection
In this section we consider a transformation of the Cauchy family on the sphere (7) via
the stereographic projection. The stereographic projection Sd → Rd is known to be
P˜(y) = 1
1− yd+1 (y1, . . . , yd)
T , y ∈ Sd \ {ed+1}. (8)
Also assume P˜(ed+1) = ∞. It is known that the stereographic projection (8) maps the
unit sphere Sd onto R
d
. A geometrical interpretation of (8) is that P˜(y) corresponds
to the point at the intersection of the embedded Euclidean space R
d × {0} and the line
connecting y and the north pole ed+1.
In order to discuss the transformation of the spherical Cauchy family (7) via the
stereographic projection (8), we propose an extension of the complex number and an
extended stereographic projection.
Definition 2. An extension of the complex number is defined by
θ = µ+ iσ,
where µ ∈ Rd, σ ∈ R and i is the imaginary number. We write µ+ iσ = µ if σ = 0.
Definition 3. We define a new function on R
d+1
by
P(x) = 2(x1, . . . , xd)
T
‖x− ed+1‖2 + i
1− ‖x‖2
‖x− ed+1‖2 , x ∈ R
d+1 \ {ed+1} (9)
Also, P(∞) = −i and P(ed+1) =∞.
Theorem 4. The following hold for the function P.
(i) The function P is a bijective function which maps Rd+1 onto (Rd + iR) ∪ {∞}.
(ii) The function P reduces to P˜ if x ∈ Sd.
(iii) If ‖x‖ < 1 (‖x‖ > 1), then the imaginary part of P(x) is positive (negative).
Theorem 4 implies that there exists the inverse function of (9) which is
P−1(θ) = 2‖µ‖2 + (1 + σ)2
(
µT ,
‖µ‖2 + σ2 − 1
2
)T
,
where θ = µ+iσ ∈ (Rd+iR)\{−i}. Also, suppose that P−1(−i) =∞ and P−1(∞) = ed+1.
Then the following result is established.
Theorem 5. The following hold for the spherical Cauchy family (7) and the extended
stereographic projection P:
Y ∼ C∗d(φ) =⇒ P(Y ) ∼ Cd {P(φ)} .
Equivalently,
X ∼ Cd(θ) =⇒ P−1(X) ∼ C∗d
{P−1(θ)} .
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Here Cd(θ) denotes a d-variate t-distribution with d degrees of freedom with density
f(x; θ) =
2d−1Γ{(d+ 1)/2}
π(d+1)/2
( |σ|
σ2 + ‖x− µ‖2
)d
, x ∈ Rd, (10)
where θ = µ+ iσ, µ ∈ Rd and σ 6= 0. For σ = 0, we assume that the distribution (10) is a
point mass at x = µ. If θ =∞, then the distribution is assumed to be a point distribution
with singularity at x =∞.
This theorem and Theorem 3 imply that a random variate following the t-distribution
with d degrees of freedom Cd(θ) can be generated from the uniform distribution on Sd.
4 Statistical inference
4.1 Method of moments estimation
Throughout this section we assume that Y1, . . . , Yn is a random sample from the multi-
variate Cauchy distribution on the sphere C∗d(φ) with ‖φ‖ < 1.
Theorem 6. Let Y have the spherical Cauchy C∗d(φ) with ‖φ‖ < 1. Then, for φ 6= 0,
E(Y ) = η1,d(‖φ‖) φ‖φ‖ , E(Y Y
T ) =
1
d
[
{1− η2,d(‖φ‖)}I + {(d+ 1)η2,d(‖φ‖) − 1} φφ
T
‖φ‖2
]
,
where
η1,d(ρ) =
1 + ρ2
2ρ
[
1− (1 + ρ)
2
1 + ρ2
F
{
1,
d
2
; d;
−4ρ
(1− ρ)2
}]
,
η2,d(ρ) =
(1 + ρ2)2
4ρ2
[
1−2(1 + ρ)
2
1 + ρ2
F
{
1,
d
2
; d;
−4ρ
(1− ρ)2
}
+
(1 + ρ)4
(1 + ρ2)2
F
{
2,
d
2
; d;
−4ρ
(1− ρ)2
}]
,
and F denotes the hypergeometric series (Gradshteyn & Ryzhik, 2007, equation 9.111).
If φ = 0, E(Y ) = 0 and E(Y Y T ) = (d+ 1)−1I.
This theorem and Theorems S3 and S4 of the Supplementary Material imply that
E(Y ) and E(Y Y T ) can be expressed in closed form without hypergeometric functions for
any d.
A method of moments estimator of φ is obtained by equating the expectation of Y
and its sample analogue. In other words the method of moments estimator is the solution
of the equation
η1,d(‖φ‖) φ‖φ‖ = Y , (11)
where η1,d(‖φ‖) is defined as in Theorem 6 and Y = n−1
∑n
j=1 Yj. As is clear from
Lemma S1 of Supplementary Material, it holds that η1,d(0) = 0, lim‖φ‖→1 η1,d(‖φ‖) = 1,
and η1,d(‖φ‖) is monotonically increasing with respect to ‖φ‖. This immediately leads to
the following theorem.
Theorem 7. The equation (11) has the unique solution φˆMM on the (d+1)-dimensional
unit disc
φˆMM = η
−1
1,d
(‖Y ‖) Y‖Y ‖ , (12)
where η−11,d(ρ) is the inverse of η1,d(ρ) for 0 ≤ ρ < 1.
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Since η1,d is monotonically increasing, the method of moments estimate φˆMM can be
estimated numerically via usual optimization algorithms.
Theorem 8. Let φˆMM be the method of moments estimator (12). Then
√
n(φˆMM − φ)
tends in distribution to N(0,ΛΣΛ) as n→∞, where
Σ = d−1
[
{1− η2,d(‖φ‖)}I + {(d+ 1)η2,d(‖φ‖) − 1− dη21,d(‖φ‖)}
φφT
‖φ‖2
]
,
Λ = η−11,d
′{η1,d(‖φ‖)} φ
Tφ
‖φ‖2 +
‖φ‖
|η1,d(‖φ‖)|
(
I − φ
Tφ
‖φ‖2
)
,
η−11,d
′{η1,d(‖φ‖)} = d+ 1
2d
(1− ‖φ‖)3
1 + ‖φ‖
{
F
(
2,
d
2
+ 1; d+ 2;− 4‖φ‖
(1 − ‖φ‖)2
)}−1
.
4.2 Maximum likelihood estimation
Theorem 9. Let Y1, . . . , Yn be an iid sample from the spherical Cauchy C
∗
d(φ). Suppose
that P is the function (9). Then the maximum likelihood estimator of φ is equal to P−1(θˆ),
where θˆ is the maximum likelihood estimator of the d-variate t-distribution with d degrees
of freedom Cd(θ), given in (10), for the sample P(Y1), . . . ,P(Yn).
The proof is clear from Theorems 4 and 5 and omitted. This theorem implies that,
in order to estimate the parameter of the spherical Cauchy, it suffices to estimate the
parameter of the d-variate t-distribution with d degrees of freedom.
Although Theorem 9 is helpful for computing the maximum likelihood estimates of the
parameter, there remain various properties of the maximum likelihood estimator which
are not clear from this theorem. For example, closed-from expression of the maximum
likelihood estimator for small sample size and asymptotic behaviour of the maximum like-
lihood estimator are not immediately obvious from Theorem 9. The rest of this subsection
is devoted to investigate properties of the maximum likelihood estimator which are not
clear from Theorem 9. The loglikelihood function is
ℓ(φ) =
n∑
j=1
log f(yj;φ) = C + d

n log(1− ‖φ‖2)−
n∑
j=1
log(1 + ‖φ‖2 − 2φT yj)

 , (13)
where C = n log Γ{(d+ 1)/2} − n log{2π(d+1)/2}. The first derivative of the loglikelihood
function with respect to φ is
∂ℓ
∂φ
= 2d

 nφ
1− ‖φ‖2 −
n∑
j=1
φ− yj
1 + ‖φ‖2 − 2φT yj

 = 2d
1− ‖φ‖2
n∑
j=1
MI,−φ(yj), (14)
where MR,ψ is as in (4). Therefore the estimating equation for φ has a simple form
n∑
j=1
MI,−φ(yj) = 0.
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Theorem 10. For n ≤ 3, the maximum likelihood estimator of φ, φˆML, can be expressed
as follows.
(i) For n = 1, the maximum likelihood estimator of φ is φˆML = y1.
(ii) Suppose n = 2. If y1 6= ±y2, the contour of maximum likelihood of φ is the circle
perpendicular to the unit sphere with chord (y1, y2) in the two-dimensional plane
spanned by y1 and y2. When y1 = −y2, the contour of maximum likelihood of φ is
the line connecting y1 and y2. If y1 = y2, then φˆML = y1.
(iii) Assume n = 3 and yj 6= yk (j 6= k). Then the maximum likelihood estimator of φ is
φˆML = P−1(µˆ+ iσˆ),
where P is defined as in (9) and
µˆ =
‖P(y1)− P(y2)‖2P(y3) + ‖P(y2)− P(y3)‖2P(y1) + ‖P(y3)− P(y1)‖2P(y2)
‖P(y1)− P(y2)‖2 + ‖P(y2)− P(y3)‖2 + ‖P(y3)− P(y1)‖2 ,
σˆ =
√
3
‖P(y1)−P(y2)‖‖P(y2)− P(y3)‖‖P(y3)− P(y1)‖
‖P(y1)− P(y2)‖2 + ‖P(y2)− P(y3)‖2 + ‖P(y3)− P(y1)‖2 .
For d = 1 and n = 4, McCullagh (1996) showed the maximum likelihood estimator
of φˆML can be expressed in closed form. However it does not appear clear that there are
closed form expressions for the maximum likelihood estimators for n ≥ 4 for general d.
Lemma 2. Let f(y) be the density (7) with ‖φ‖ < 1. Then the Fisher information matrix
is
I = −E
{
∂
∂φ∂φT
log f(Y )
}
=
4
(1− ‖φ‖2)2
d2
d+ 1
I. (15)
Thus the asymptotic variance of the maximum likelihood estimator of φ can be ex-
pressed in simple form.
Theorem 11. Let Y1, . . . , Yn be a random sample from C
∗
d(φ) with ‖φ‖ < 1. Assume
φˆML is the maximum likelihood estimator of φ. Then
√
n(φˆML − φ) tends in distribution
to N(0,I−1) as n→∞, where I−1 = (1− ‖φ‖2)2(d+ 1)/(4d2)I.
As seen in Theorem 9, the maximum likelihood estimates for the sample from the
spherical Cauchy (7) for general sample size can be estimated via the transformation of
the spherical Cauchy into the d-variate t with d degrees of freedom. However it would be
more efficient if the parameter estimates are obtained directly from the sample without
transformation. For d = 1, the algorithm of Kent & Tyler (1988) is available to estimate
the parameter φ. Using the fact that the Fisher information (15) and the score function
(14) for the spherical Cauchy is expressed in simple and closed form, here we present a
simple algorithm based on the Fisher scoring algorithm.
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Algorithm 1.
Step 1: Take an initial value φ0.
Step 2: Compute φ1, . . . , φN as follows until the estimate φN remains virtually unchanged
from the previous estimate φN−1,
φt = φt−1 +
(d+ 1)(1− ‖φ‖2)
2dn
n∑
j=1
MI,−φt−1(yj), t = 1, . . . , N.
Step 3: Record φN as an estimate of φ.
The convergence of this algorithm is not proved mathematically. However our sim-
ulation study implies that the algorithm converges fast when the method of moments
estimate (12) is used as the initial value φ0. In addition, for d = 1, it seems that the
parameter estimates based on Algorithm 1 numerically coincide with those based on the
algorithm of Kent & Tyler (1988).
The following tractable property holds for stationary points of the loglikelihood func-
tion.
Theorem 12. Let Y1, . . . , Yn be a random sample from the spherical Cauchy C
∗(φ).
Assume that Yj 6= Yk for some (j, k). Then any stationary point of the loglikelihood
function (13) is a local maximum.
4.3 Asymptotically efficient estimation
Consider an estimator
φˆAE = η
−1
1,d(‖Y ‖)
Y
‖Y ‖ +
d+ 1
2dn
n∑
j=1
MI,−φ(Yj). (16)
This estimator is derived as φˆAE = φˆMM + (nI)−1∂ℓ/∂φ, where φˆMM is the method of
moments estimator (12), a consistent estimator of φ, and I denotes the Fisher information
matrix (15). It can be readily seen from this derivation that the estimator (16) is an
asymptotically efficient estimator of φ with asymptotic variance I−1 = (1 − ‖φ‖2)2(d +
1)/(4d2)I. The estimator (16) also appears as φ1 in Algorithm 1 when the method of
moments estimator (12) is taken as the initial value φ0.
An advantage of the estimator (16) is that it achieves both closed-form expression and
asymptotic efficiency, whereas the method of moments estimator (12) and the maximum
likelihood estimator do not have either of them.
5 Simulation study
The method of moments estimator (12), maximum likelihood estimator and asymptoti-
cally efficient estimator (16) were compared in terms of the performance of finite sample
sizes and the asymptotic behaviour via a Monte Carlo simulation study. Details of the
simulations given in the Supplementary Material suggest the following recommendations
can be made as to the choice of the three estimators in terms of mean squared error. If d
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is large, then the asymptotically efficient estimator (16) is preferred. When d is small, the
asymptotically efficient estimator (16) is preferred for dispersed data and the maximum
likelihood estimator is recommended otherwise.
The calculation of the asymptotically efficient estimator (16) is as fast as that of the
method of moments estimator (12) and is faster than that of the maximum likelihood
estimator. However the convergence of the maximum likelihood estimation based on
Algorithm 1 is very fast and stable when d is greater than one or n is not small. For
the circular case d = 1, the maximum likelihood estimates estimated via Algorithm 1
numerically coincide with those estimated via the algorithm of Kent & Tyler (1988) in
the sense that the sum of squared error of these two estimators is very small.
6 Comparison with von Mises–Fisher family
We compare the spherical Cauchy family with the von Mises–Fisher family which is a
well-known family of distributions on the sphere. The von Mises–Fisher family on Sd has
density
f(y) =
κ(d−1)/2
(2π)(d+1)/2I(d−1)/2(κ)
exp(κµT y), y ∈ Sd, (17)
where µ ∈ Sd controls the mode of the density, κ ≥ 0 regulates the concentration of the
distribution, and Iν denotes the modified Bessel function of the first kind and order ν.
The mean direction and mean resultant length of the von Mises–Fisher distribution (17)
are µ and Ad(κ), respectively. See, e.g., for Mardia & Jupp (1999, §9.3.2) for properties
of von Mises–Fisher family.
First we discuss similarities and differences between the densities of the spherical
Cauchy family (7) and von Mises–Fisher family (17). The densities of both families are
unimodal and rotationally symmetric around their modes. If the mean resultant lengths
are small, the densities of both models have similar shapes. In particular, when the mean
resultant lengths are zero, both models reduce to the uniform distribution on the sphere.
However, when the mean resultant lengths are not small, the densities of the spherical
Cauchy and von Mises–Fisher show different behaviour. Figure 1 displays densities and
ratios of the spherical Cauchy distributions (7) and the von Mises–Fisher distributions
(17) for some selected values of d and ‖φ‖. The values of the concentration parameters are
selected such that the mean resultant lengths of both models are 0.5 in Figure 1(a)–(c)
and 0.9 in Figure 1(d). Because of the rotational symmetry of both families, the values
of the densities displayed in Figure 1 depend only on y1, namely, the first component of
y. The figure suggests that, when the mean resultant lengths are not small, the spherical
Cauchy density takes greater values than the von Mises–Fisher density around the mode
and antimode and smaller values than the von Mises–Fisher density in the other area of
the sphere. The comparison between Figure 1(a) and (b) implies that, compared with the
densities with d = 2, the densities with d = 10 take greater values around the mode. It
seems from Figure 1(c) and (d) that, as d increases, the ratio of the two densities around
the mode and that around the antimode approach zero. In addition, the greater the value
of d, the smaller the range of y1 in which the von Mises–Fisher density takes greater values
than the spherical Cauchy density. When the mean resultant lengths are large, the von
Mises–Fisher density takes greater values than the spherical Cauchy density in a small
range of y1, but there is considerable difference in the values of densities in such a range.
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Figure 1: Density of the spherical Cauchy (7) (solid) and that of the von Mises–Fisher (17)
(dashed) as a function of y1 for y = (y1, . . . , yd+1)
T , φ = η−1
1,d(0.5)e1, κµ = A
−1
d (0.5)e1, and: (a)
d = 1 and (b) d = 10. The von Mises–Fisher density (17) divided by the spherical Cauchy density
(7) as a function of y1 for d = 1 (solid), d = 2 (dashed), d = 10 (dotted), and d = 100 (dotdashed),
and: (c) φ = η−1
1,d(0.5)e1 and κµ = A
−1
d (0.5)e1 and (d) φ = η
−1
1,d(0.9)e1 and κµ = A
−1
d (0.9)e1. The
longdashed lines in (c) and (d) represent the horizontal lines whose intercepts are 1.
Next we compare other statistical aspects of the spherical Cauchy family and von
Mises–Fisher family. The von Mises–Fisher has well-developed theory of statistical infer-
ence. Some tractable results about statistical inference for the von Mises–Fisher partly
follow from the fact that, unlike the spherical Cauchy, the von Mises–Fisher is a member
of the exponential family. The maximum likelihood estimator of the parameter for the
von Mises–Fisher distribution can be expressed in closed form. On the other hand, a
closed form expression for the maximum likelihood estimator has not been found apart
from n ≤ 4 for d = 1 and n ≤ 3 for d ≥ 2. As for hypothesis testing, many test statistics
have been proposed in the literature for testing the location parameter and/or the concen-
tration parameter of the von Mises–Fisher family in various settings. Many of these test
statistics are expressed in simple and closed form and their asymptotic distributions are
well-studied. Apart from the use of pivotal statistics and a direct application of likelihood
ratio test, methods of hypothesis testing for the spherical Cauchy do not seem immedi-
ately clear. Also various extensions are available for the von Mises–Fisher distribution
such as the Fisher–Bingham distribution and Kent distribution (Kent, 1982) and not for
the spherical Cauchy distribution.
The spherical Cauchy family has the tractable property that it is closed under the
Mo¨bius transformation on the sphere and there is a similar induced transformation on
the parameter space; see Theorem 3. This result can be applied to derive tractable
properties of the spherical Cauchy family such as an efficient algorithm for random variate
generation, a simple form of pivotal statistics, a closed form expression for probabilities
of a surface area under the spherical Cauchy density. These properties do not hold
for the von Mises–Fisher family in general. Theorem 3 can also be used to simplify the
computations for Fisher information matrix and maximum likelihood estimation for n ≤ 3.
Furthermore, unlike the von Mises–Fisher family, the spherical Cauchy family is related
to the t-family with d degrees of freedom via the stereographic projection; see Theorem 5.
A simple algorithm for maximum likelihood estimation and the asymptotically efficient
estimator (16) enable us to use the spherical Cauchy, which has a different shape of the
density from the von Mises–Fisher in general, as a practical statistical model. Since
the Mo¨bius transformation and/or the wrapped Cauchy family are applied to propose
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statistical models for circular data including regression models and time series models,
the theory of the Mo¨bius transformation and/or the spherical Cauchy presented in this
paper can be potentially useful for the development of statistical models for spherical
data.
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S1 A marginal distribution of a Cauchy family on Sd (§2.3
in article)
S1.1 A marginal distribution and real Mo¨bius group
Theorem S1. Suppose Y = (Y1, . . . , Yν+1)
T ∼ C∗ν (φ), where φ = (ρ, 0, . . . , 0)T and
ρ ∈ R \ {−1, 1}. Then the marginal density of Y1 is of the form
f(y1; ρ, ν) =
1
B(ν/2, 1/2)
( |1− ρ2|
1 + ρ2 − 2ρy1
)ν
(1− y21)(ν−2)/2, −1 < y1 < 1, (S1)
where B(·, ·) denotes a beta function.
The proof is straightforward and therefore omitted.
In a similar manner as in McCullagh (1989), if we view ν as a continuous-valued
parameter with ν ≥ 0, then (S1) can be considered a two-parameter family. Clearly,
f(y1; ρ, ν) = f(y1; ρ
−1, ν). If ρ = 0, then the distribution (S1) reduces to the symmetric
beta distribution with density
f(y1; ν) =
(1− y21)(ν−2)/2
B(ν/2, 1/2)
, −1 < y1 < 1. (S2)
It can be readily seen from equation (8.384.5) of Gradshteyn & Ryzhik (2007) that the
family (S1) with −1 < ρ < 1 is equivalent to Seshadri’s (1991) family with the parameter-
ization given in Example 1 of his paper. As discussed there, if ν = 1, then the family (S1)
reduces to the family discussed in Leipnik (1947) and McCullagh (1989) whose density is
given by equation (2) of the latter paper.
∗Address for correspondence: Shogo Kato, Institute of Statistical Mathematics, 10-3 Midori-cho,
Tachikawa, Tokyo 190-8562, Japan. E-mail: skato@ism.ac.jp
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Theorem S2. Let R be the real Mo¨bius transformation
R(y1) = y1 + b
by1 + 1
, −1 < y1 < 1; −1 < b < 1. (S3)
If Y1 has the density (S1), then R(Y1) belongs to the same family with the parameter ρ
replaced by (ρ+ ρ′)/(ρρ′ + 1), where ρ′ = (1−√1− b2)/b.
The proof is clear from straightforward calculation and therefore omitted. Another
approach to proving this result is to remember the derivation of the model given in
Theorem S1 and apply Theorem 3 with R1 = R2 = I and φ1 = (ρ, 0, . . . , 0)
T and φ2 =
(ρ′, 0, . . . , 0)T .
This is an extension of the result given in Seshadri (1991) that the family (S1) is
transformed into the symmetric beta density (S2) via a special case of the Mo¨bius trans-
formation (S3) with b = −2ρ/(1 + ρ2).
S1.2 Moments
We discuss some moments of the the marginal family (S1) which can be applied to obtain
moments for the spherical Cauchy family. Define
ηk,ν(ρ) = E(Y
k
1 ) =
∫ 1
−1
1
B(ν/2, 1/2)
( |1− ρ2|
1 + ρ2 − 2ρy1
)ν
(1− y21)(ν−2)/2dy1, −1 < ρ < 1,
where Y1 has the density (S1). As the following lemma shows, the monotonicity holds for
ηk,ν for an odd integer of k.
Lemma S1. Suppose that k is an odd integer. Then ηk,ν(0) = 0, limρ→1 ηk,ν(ρ) = 1, and
∂ηk,ν(ρ)/∂ρ > 0 for 0 < ρ < 1.
Next the first and second moments of the marginal family (S1) are discussed. Seshadri
(1991) obtained closed-form expressions for the mean and variance of the family (S1) with
ν = 1 and approximated values of these statistics with general ν. Here we provide exact
expressions for the moments for general ν.
Theorem S3. The following hold for η1,ν(ρ):
(i) for any ν ≥ 0,
η1,ν(ρ) =
1 + ρ2
2ρ
[
1− (1 + ρ)
2
1 + ρ2
F
{
1,
ν
2
; ν;− 4ρ
(1− ρ)2
}]
=
1 + ρ2
2ρ
[
1− 1− ρ
2
1 + ρ2
F
{
1
2
,
ν − 1
2
;
ν + 1
2
;− 4ρ
2
(1− ρ2)2
}]
,
where F denotes the hypergeometric series (Gradshteyn & Ryzhik, 2007, equation
9.111),
(ii) for ν = 1, . . . , 4,
η1,1(ρ) = ρ, η1,2(ρ) =
1 + ρ2
2ρ
{
1− (1− ρ
2)2
2ρ(1 + ρ2)
log
(
1 + ρ
1− ρ
)}
, η1,3(ρ) =
ρ(3− ρ2)
2
,
η1,4(ρ) =
1 + ρ2
2ρ
{
1− 3(1 − ρ
2)2
8ρ2
+
3
16ρ3
(1− ρ2)4
1 + ρ2
log
(
1 + ρ
1− ρ
)}
,
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(iii) for ν ≥ 4,
η1,ν(ρ) =
ν − 1
(ν − 2)(ν − 3)
[{
ν − 2 + (ν − 3)(1 − ρ
2)2
4ρ2
}
µ1(ν − 2)
− (ν − 3)(1 − ρ
2)2
4ρ2
µ1(ν − 4) − ν − 2
ν − 1
1 + ρ2
ρ
]
.
It follows from these results that, for any positive integer ν, the mean of η1,ν(ρ) can
be expressed in closed form.
Theorem S4. The following results hold for η2,ν(ρ):
(i) for ν ≥ 0,
η2,ν(ρ) =
(1 + ρ2)2
4ρ2
[
1− 2(1 + ρ)
2
1 + ρ2
F
{
1,
ν
2
; ν;− 4ρ
(1− ρ)2
}
+
(1 + ρ)4
(1 + ρ2)2
F
{
2,
ν
2
; ν;− 4ρ
(1− ρ)2
}]
,
(S4)
(ii) for ν = 1, . . . , 4,
η2,1(ρ) =
1 + ρ2
2
, η2,2(ρ) =
1 + ρ2
4ρ2
{
2(1 + ρ4)
1 + ρ2
− (1− ρ
2)2
ρ
log
(
1 + ρ
1− ρ
)}
,
η2,3(ρ) =
1 + 6ρ2 − 3ρ4
4
,
η2,4(ρ) =
1 + ρ2
16ρ4
{−2(3− 8ρ2 + 2ρ4 − 8ρ6 + 3ρ8)
1 + ρ2
+
3(1 − ρ2)4
ρ
log
(
1 + ρ
1− ρ
)}
,
(iii) for ν > 4,
η2,ν(ρ) =
1
(ν − 3)(ν − 4)
[
−3(1 + ρ
2)2
2ρ2
+
1 + ρ2
ρ
{
(ν − 3)(ν − 4)η1,ν(ρ)
− c1η1,ν−2(ρ) + c2η1,ν−4(ρ)
}
+ c1η2,ν−2(ρ)− c2η2,ν−4(ρ)
]
,
where c1 = (ν − 1)(ν − 6) − (ν − 1)(ν − 3)(1 − ρ2)2/(4ρ2) and c2 = −(ν − 1)(ν −
3)(1 − ρ2)2/(4ρ2).
It follows from these results and equation (9.134.3) of Gradshteyn & Ryzhik (2007)
that η2,ν(ρ) has a closed-form expression for any ν ∈ N. Thus the variance of Y1 can also
be expressed in closed from for any positive integer ν.
Theorems S3 and S4 can be applied to express certain moments of the spherical Cauchy
family; see §4.1 in the article.
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S2 Details of simulation study (§5 in article)
We compare the method of moments estimator (12), the maximum likelihood estimator
and the asymptotically efficient estimator (16) in terms of the performance of finite sample
sizes and the asymptotic behaviour. In order to compare the performance of the three
estimators, the mean squared error MSE = E(‖φˆ − φ‖2) is adopted, where φˆ is an
estimator of φ of the spherical Cauchy C∗d(φ). We consider the relative mean squared
error defined by
RMSEX/ML = MSEX/MSEML,
where MSEML denotes MSE of the maximum likelihood estimator and MSEX is MSE of
the method of moments estimator (12) or the asymptotically efficient estimator (16).
First we consider the performance of the three estimators for finite sample sizes
via a Monte Carlo simulation study. Random samples of sizes n = 10, 25, 50, 200
and 1000 were generated from the spherical Cauchy C∗d(φ) with φ/‖φ‖ = e1, ‖φ‖ =
η−11,d(0.1), η
−1
1,d(0.3), η
−1
1,d(0.5), η
−1
1,d(0.7) and η
−1
1,d(0.9) and d = 1, 2, 10, 50 and 100. For
each combination of d, n and ‖φ‖, r = 2000 random samples were generated using Corol-
lary 1. Then the three estimators were estimated for each random sample. We used
Algorithm 1 to estimate the maximum likelihood estimator and the method of moments
estimator (12) was adopted as the initial value of the algorithm.
An estimate of MSE based on r random samples is defined by M̂SE = r−1
∑r
j=1 ‖φˆj−
φ‖2, where φˆj is an estimator of φ estimated from the jth random sample (j = 1, . . . , r).
We then discuss an estimate of relative mean squared error defined by
R̂MSEX/ML = M̂SEX
/
M̂SEML, (S5)
where M̂SEML denotes M̂SE of the maximum likelihood estimator and M̂SEX is M̂SE
of the method of moments estimator (12) or the asymptotically efficient estimator (16).
Table S1 shows estimates of relative mean squared error (S5) for some selected com-
binations of d, n and ‖φ‖. The values of ‖φ‖ are defined such that the mean resultant
lengths of the underlying distributions are 0.1, 0.3, 0.5, 0.7 and 0.9. The values of the
relative mean squared error (S5) for n =∞ given in the table are those of the asymptotic
relative mean squared error, namely, limn→∞RMSEX/ML, which can be calculated using
Theorem 8 and Lemma 2.
The conclusions deduced from this table are the following. For high dimensional
cases, that is, d ≥ 10, the asymptotically efficient estimator (16) slightly outperforms the
method of moments estimator (12) and the maximum likelihood estimator in terms of the
mean squared error. For low dimensional cases, that is, d = 1 or 2, the asymptotically
efficient estimator (16) outperforms the other two estimators for small values of ‖φ‖
and the maximum likelihood estimator is preferable otherwise. The method of moments
estimator (12) shows worse performance than the asymptotically efficient estimator (16)
in all the cases, especially, those of small d and large ‖φ‖.
In a little more detail, both the asymptotically efficient estimator (16) and the method
of moments estimator (12) outperform the maximum likelihood estimator in terms of mean
squared error in the cases of small n and ‖φ‖. In those cases, the smaller the value of d,
the better the performance of the asymptotically efficient estimator (16) over the other
two estimators.
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Table S1: Relative mean squared error of the method of moments estimator (12) (MM) and
that of the asymptotically efficient estimator (16) (AE) with respect to the maximum likelihood
estimator estimated from 2000 simulation samples of size n from the spherical Cauchy C∗d(φ) with
φ/‖φ‖ = e1 and: (a) d = 1, (b) d = 2, (c) d = 10, (d) d = 50 and (e) d = 100.
(a)
n = 10 n = 25 n = 50 n = 200 n = 1000 n =∞
‖φ‖ = η−1
1,1(0.1)
MM 0.914 0.970 0.987 1.009 1.005 1.010
AE 0.833 0.928 0.962 0.991 0.998 1.000
‖φ‖ = η−1
1,1(0.3)
MM 0.978 1.055 1.057 1.103 1.099 1.099
AE 0.863 0.946 0.972 0.993 0.999 1.000
‖φ‖ = η−1
1,1(0.5)
MM 1.153 1.249 1.303 1.321 1.326 1.333
AE 0.927 0.984 0.994 0.995 1.000 1.000
‖φ‖ = η−1
1,1(0.7)
MM 1.603 1.849 1.832 1.902 1.931 1.961
AE 1.108 1.074 1.041 1.013 1.004 1.000
‖φ‖ = η−1
1,1(0.9)
MM 3.861 4.657 4.850 4.917 5.286 5.263
AE 2.128 1.902 1.545 1.151 1.036 1.000
(b)
n = 10 n = 25 n = 50 n = 200 n = 1000 n =∞
‖φ‖ = η−1
1,2(0.1)
MM 0.965 0.985 1.002 1.000 1.003 1.005
AE 0.903 0.961 0.980 0.995 0.999 1.000
‖φ‖ = η−1
1,2(0.3)
MM 0.996 1.027 1.043 1.046 1.043 1.048
AE 0.903 0.962 0.983 0.996 0.999 1.000
‖φ‖ = η−1
1,2(0.5)
MM 1.096 1.123 1.141 1.158 1.159 1.153
AE 0.923 0.970 0.987 0.997 1.000 1.000
‖φ‖ = η−1
1,2(0.7)
MM 1.288 1.336 1.377 1.369 1.415 1.392
AE 0.961 0.986 0.997 0.999 1.000 1.000
‖φ‖ = η−1
1,2(0.9)
MM 1.896 2.165 2.159 2.222 2.275 2.234
AE 1.071 1.043 1.031 1.011 1.002 1.000
(c)
n = 10 n = 25 n = 50 n = 200 n = 1000 n =∞
‖φ‖ = η−1
1,10(0.1)
MM 0.993 0.996 0.999 1.001 1.002 1.001
AE 0.977 0.991 0.996 0.999 1.000 1.000
‖φ‖ = η−1
1,10(0.3)
MM 0.998 1.002 1.005 1.010 1.009 1.009
AE 0.977 0.991 0.996 0.999 1.000 1.000
‖φ‖ = η−1
1,10(0.5)
MM 1.013 1.024 1.023 1.024 1.031 1.027
AE 0.978 0.992 0.996 0.999 1.000 1.000
‖φ‖ = η−1
1,10(0.7)
MM 1.037 1.050 1.062 1.060 1.056 1.058
AE 0.980 0.993 0.996 0.999 1.000 1.000
‖φ‖ = η−1
1,10(0.9)
MM 1.084 1.106 1.111 1.106 1.110 1.111
AE 0.984 0.994 0.997 0.999 1.000 1.000
(d)
n = 10 n = 25 n = 50 n = 200 n = 1000 n =∞
‖φ‖ = η−1
1,50(0.1)
MM 0.998 1.000 1.000 1.000 1.000 1.000
AE 0.995 0.998 0.999 1.000 1.000 1.000
‖φ‖ = η−1
1,50(0.3)
MM 0.999 1.001 1.001 1.002 1.001 1.002
AE 0.995 0.998 0.999 1.000 1.000 1.000
‖φ‖ = η−1
1,50(0.5)
MM 1.003 1.004 1.005 1.005 1.004 1.005
AE 0.995 0.998 0.999 1.000 1.000 1.000
‖φ‖ = η−1
1,50(0.7)
MM 1.007 1.008 1.009 1.010 1.011 1.010
AE 0.995 0.998 0.999 1.000 1.000 1.000
‖φ‖ = η−1
1,50(0.9)
MM 1.014 1.016 1.017 1.016 1.019 1.017
AE 0.996 0.999 0.999 1.000 1.000 1.000
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(e)
n = 10 n = 25 n = 50 n = 200 n = 1000 n =∞
‖φ‖ = η−1
1,100(0.1)
MM 0.998 1.000 1.000 1.000 1.000 1.000
AE 0.998 0.999 1.000 1.000 1.000 1.000
‖φ‖ = η−1
1,100(0.3)
MM 1.000 1.000 1.001 1.001 1.001 1.001
AE 0.998 0.999 1.000 1.000 1.000 1.000
‖φ‖ = η−1
1,100(0.5)
MM 1.001 1.003 1.003 1.002 1.002 1.003
AE 0.998 0.999 1.000 1.000 1.000 1.000
‖φ‖ = η−1
1,100(0.7)
MM 1.004 1.005 1.005 1.005 1.004 1.005
AE 0.998 0.999 1.000 1.000 1.000 1.000
‖φ‖ = η−1
1,100(0.9)
MM 1.007 1.008 1.008 1.008 1.008 1.008
AE 0.998 0.999 1.000 1.000 1.000 1.000
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Figure S1: Asymptotic relative mean squared error of the method of moments estimator (12)
with respect to the maximum likelihood estimator for the spherical Cauchy C∗d(φ) as a function
of: (a) ‖φ‖ for d = 1 (solid), d = 2 (dashed), d = 10 (dotted), d = 50 (dotdahsed), and d = 100
(longdashed) and (b) d for ‖φ‖ = η−1
1,d(0.1)(), ‖φ‖ = η−11,d(0.3)(©), ‖φ‖ = η−11,d(0.5)(△), ‖φ‖ =
η−1
1,d(0.7)(+), and ‖φ‖ = η−11,d(0.9)(♦).
For fixed values of d and ‖φ‖, as n increases, the value of R̂MSEX/ML for the method
of moments estimator (12) increases and the value of R̂MSEX/ML for the asymptotically
efficient estimator (16) approaches one. For fixed d and n, the greater the value of ‖φ‖,
the greater the value of R̂MSEX/ML for both the method of moments estimator (12) and
the asymptotically efficient estimator (16). The values of R̂MSEX/ML for the method of
moments estimator (12) are greater than those for the asymptotically efficient estimator
(16) in all the cases.
These trends of the performance among the three estimators given in the last para-
graph are particularly clear for small d. As d increases, the difference among the estima-
tors in terms of mean squared error decreases. In particular, when d = 100, there are not
considerable differences among the three estimators.
Table S1 suggests that the values of the relative mean squared error of the method
of moments estimator (12) with respect to the maximum likelihood estimator increase
as n increases. Here we discuss more details on the limits of these values as n → ∞.
Figure S1 displays the asymptotic relative mean squared error of the method of moments
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estimator (12) with respect to the maximum likelihood estimator as a function of d or
n. Its panel (a) implies that, when ‖φ‖ is small, the asymptotic relative mean squared
error is close to one for any d. This panel also suggests that the asymptotic relative
mean squared error is monotonically increasing with respect to ‖φ‖. In particular, when
d is small and ‖φ‖ is large, the asymptotic relative mean squared error is very large.
As d increases, The asymptotic relative mean squared error approaches one for any ‖φ‖.
Figure S1(b) implies that, when the mean resultant length is small, the asymptotic mean
squared error of the method of moments estimator (12) is close to that of the maximum
likelihood estimator. If the mean resultant length is large, the asymptotic relative mean
squared error is large for small d and close to one for large d. The asymptotic relative
mean squared error monotonically decreases as d increases. Because of asymptotically
efficiency of the asymptotically efficient estimator (16), the same discussion can be given
to the relative mean squared error of the method of moments estimator (12) with respect
to the asymptotically efficient estimator.
Given these observations, the following conclusions can be made as to the choice of
the three estimators of the parameter of the spherical Cauchy in terms of mean squared
error. If the dimension of the data is large, then the asymptotically efficient estimator
(16) is preferred. This estimator outperforms both the maximum likelihood estimator
and method of moments estimator (12) in terms of mean squared error for large d. When
the dimension of the data is small, the asymptotically efficient estimator (16) is preferred
for dispersed data and the maximum likelihood estimator is recommended otherwise.
The calculation of the asymptotically efficient estimator (16) is as efficient as that of
the method of moments estimator (12) and is more efficient than that of the maximum
likelihood estimator. However, our simulation study suggests that the converge of the
maximum likelihood estimation based on Algorithm 1 is very fast when n is not very small
and d is greater than one. Actually, our computation for producing Table S1 implies that
Algorithm 1 converges in almost all the combinations of (d, n, ‖φ‖) when the method of
moments estimator (12) is adopted as the initial value. To be more precise, using the
stopping rule ‖φt − φt−1‖ < 1 × 10−7 and t ≤ 100, Algorithm 1 failed to converge only
twice for (d, n, ‖φ‖) = (1, 10, η−11,1(0.1)) and once for (d, n, ‖φ‖) = (1, 10, η−11,1(0.7)) and
(d, n, ‖φ‖) = (1, 10, η−11,1 (0.9)) among 2000 simulation samples for each combination of
(d, n, ‖φ‖). When the stopping rule is relaxed to be ‖φt − φt−1‖ < 1× 10−5 and t ≤ 100,
then Algorithm 1 converged in all the cases. Also, when d = 1, our simulation study
implies that the maximum likelihood estimates estimated via Algorithm 1 numerically
coincide with those estimated via the algorithm of Kent & Tyler (1988) in the sense that
the sum of squared error of these two estimators is very small.
S3 Proofs
S3.1 Proof of Theorem 1
Proof. (i) Consider the function
Mˇ(x) = A
(
γ
x+ a
‖x+ a‖ε + b
)
, x ∈ Rd+1 \ {−a}, (S6)
where a, b ∈ Rd+1, γ ∈ R \ {0}, A is a (d+ 1)× (d+ 1) orthogonal matrix, and ε is
either 0 or 2. If x ∈ {−a,∞}, we define Mˇ(−a) = Ab and Mˇ(∞) =∞ for ε = 0 and
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Mˇ(−a) = ∞ and Mˇ(∞) = b for ε = 2. It is known that the transformation (S6)
is a bijective conformal map which maps R
d+1
onto itself (see Iwaniec & Martin,
2001, §2). Since the transformation (4), which has the alternative expression (5), is
a special case of (S6), it follows that (4) is a bijective conformal map which maps
R
d+1
onto itself.
(ii) This is clear from the fact the transformation (4) reduces to (2) if x ∈ Sd.
(iii) It holds that
‖MR,ψ(x)‖2 =
∥∥∥∥∥RTψ
{
1− ‖ψ˜‖2
‖x+ ψ˜‖2 (x+ ψ˜) + ψ˜
}∥∥∥∥∥
2
=
1 + 2xT ψ˜ + ‖x‖2‖ψ˜‖2
‖x+ ψ˜‖2 . (S7)
The difference between the numerator and denominator of the last expression of
(S7) is
(1 + 2xT ψ˜ + ‖x‖2‖ψ˜‖2)− ‖x+ ψ˜‖2 = (1− ‖x‖2)(1− ‖ψ˜‖2).
This implies that, if ‖ψ‖ < 1, then MR,ψ(x) ∈ Dd+1 for x ∈ Dd+1 and MR,ψ(x) ∈
R
d+1 \ Dd+1 for x ∈ Rd+1 \ Dd+1. It follows from this fact and the bijectivity
of MR,ψ given in (i) that, for any y ∈ Dd+1, there exists x ∈ Dd+1 such that
y =MR,ψ(x). Similarly, for any y ∈ Rd+1 \Dd+1, there exists x ∈ Rd+1 \Dd+1 such
that y =MR,ψ(x).
(iv) This result can be proved in a similar manner as in (iii).
S3.2 Proof of Theorem 2
Proof. For convenience writeMR2,ψ2◦MR1,ψ1(x) =MR2,ψ2{MR1,ψ1(x)} forMR1,ψ1 ,MR2,ψ2 ∈
G. Then Lemma 1 implies that, ifMR1,ψ1 ,MR2,ψ2 ∈ G, thenMR2,ψ2 ◦MR1,ψ1 ∈ G. Also,
it is clear that (MR3,ψ3 ◦MR2,ψ2) ◦ MR1,ψ1 = MR3,ψ3 ◦ (MR2,ψ2 ◦MR1,ψ1). It follows
from Lemma 1 that, for any MR,ψ ∈ G, MR,ψ ◦MI,0 =MI,0 ◦MR,ψ =MR,ψ, implying
that MI,0 ∈ G is the identity element of G. Finally, the existence of the inverse element
of G can be seen from the fact that, for any MR,ψ ∈ G, it holds that MRT ,−Rψ ∈ G and
MR,ψ ◦MRT ,−Rψ =MRT ,−Rψ ◦MR,ψ =MI,0.
S3.3 Proof of Theorem 3
Proof. Let U = (U1, . . . , Ud+1)
T follow the uniform distribution on the sphere with density
f(u) = Γ{(d + 1)/2}/{2π(d+1)/2}. Suppose U1 = cos Θ˜1, Uj = (
∏j−1
k=1 sin Θ˜k) cos Θ˜j and
Ud+1 =
∏d
k=1 sin Θ˜k (2 ≤ j ≤ d), where Θ˜1, . . . , Θ˜d−1 take values in [0, π] and Θ˜d takes
values in [0, 2π). Then the density of (Θ˜1, . . . , Θ˜d) is
f(θ˜1, . . . , θ˜d) =
Γ{(d+ 1)/2}
2π(d+1)/2
sind−1 θ˜1 sin
d−2 θ˜2 · · · sin θ˜d−1.
Next, let V = (V1, . . . , Vd+1) = MI,ρe1(U), where 0 ≤ ρ < 1. Assume V1 = cosΘ1,
Vj = (
∏j−1
k=1 sinΘk) cos Θj and Vd+1 =
∏d
k=1 sinΘk (2 ≤ j ≤ d), where Θ1, . . . ,Θd−1 take
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values in [0, π] and Θd takes values in [0, 2π). Then it holds that cosΘ1 = (1 − ρ2)/(1 +
ρ2 − 2ρ cos Θ˜1)− ρ and Θj = Θ˜j (2 ≤ j ≤ d). It follows that
f(θ1, . . . , θd) =
Γ{(d+ 1)/2}
2π(d+1)/2
(
1− ρ2
1 + ρ2 − 2ρ cos θ1
)d
sind−1 θ1 sin
d−2 θ2 · · · sin θd−1,
implying V ∼ C∗(ρe1). Since the uniform distribution on the sphere is invariant under
rotation, we have MR,φ(U) ∼ C∗d(Rφ) for any R and φ.
Also, it follows from Lemma 1 thatMR,ψ{MI,φ(U)} =MRˇ,φˇ(U), where Rˇ = RTψTβTφTφˇ,
φˇ = TφTβTψMI,ψ(φ) and β = φ˜+ ψ˜. ThereforeMI,φ(U)(≡ Y ) has the spherical Cauchy
distribution C∗d(φ) and its transformation MR,ψ(Y ) also follows the spherical Cauchy
C∗d(ω), where
ω = Rˇφˇ = RTψTβTφ · TφTβTψMI,ψ(φ) =MR,ψ(φ).
S3.4 Proof of Theorem 4
Proof. We first prove (i). Consider the function
P⋆(x) = (I − 2ed+1eTd+1)
{
2
x− ed+1
‖x− ed+1‖2 + ed+1
}
, x ∈ Rd+1 \ {ed+1}. (S8)
Also, assume that P⋆(∞) = −ed+1 and P⋆(ed+1) = ∞. Clearly the function (S8) is a
Mo¨bius transformation on R
d+1
which maps R
d+1
onto itself; see Iwaniec & Martin (2001,
§2). It can be seen that P(x) is equal to P⋆(x) if the imaginary part of P(x) is identified
as the (d+1)-th component of P⋆(x). It follows from the general property of the Mo¨bius
transformation that the function (9) is a bijective function which maps (Rd + iR) ∪ {∞}
onto R
d+1
. The other properties (ii) and (iii) are clear from the definition of P.
S3.5 Proof of Theorem 5
Proof. For convenience, write Y˜ = (Y˜1, . . . , Y˜d+1) = (Yd+1, . . . , Y1). Let Y˜1 = cosΘ1,
Y˜j = (
∏j−1
k=1 sinΘk) cosΘj and Y˜d+1 =
∏d
k=1 sinΘk (2 ≤ j ≤ d), where Θ1, . . . ,Θd−1 take
values in [0, π] and Θd takes values in [0, 2π). Then the density of (Θ1, . . . ,Θd) is of the
form
f(θ1, . . . , θd) =
Γ{(d+ 1)/2}
2π(d+1)/2
( ∣∣1− ‖φ‖2∣∣
‖y(θ)− φ‖2
)d
sind−1 θ1 sin
d−2 θ2 · · · sin θd−1,
where y(θ) = (y˜d+1, . . . , y˜1)
T is a function of θ1, . . . , θd.
Using (θ1, . . . , θd), the function (9) defined on the sphere or stereographic projection
(8) can be expressed as
P˜(θ1, . . . , θd) = sin θ1
1− cos θ1
{
d−1∏
k=2
sin θk,
(
d−2∏
k=2
sin θk
)
cos θd−1, . . . , sin θ2 cos θ3, cos θ2
}
.
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Write z = (z1, . . . , zd) = P˜(θ1, . . . , θd). Then the density of z is of the form
f(z) =
Γ{(d+ 1)/2}
2π(d+1)/2
( ∣∣1− ‖φ‖2∣∣
‖y(z)− φ‖2
)d(
2
1 + ‖z‖2
)d
=
2d−1Γ{(d + 1)/2}
π(d+1)/2
(
|σφ|
σ2φ + ‖z − µφ‖2
)d
,
where y(z) = {2/(1 + ‖z‖2)}(z1, . . . , zd, (‖z‖2 − 1)/2) and µφ + iσφ = P(φ).
Since P is a bijective mapping, it is easy to see that the multivariate t-distribution
Cd(θ) is transformed into the spherical Cauchy C
∗
d{P−1(θ)} via the inverse stereographic
projection P−1.
S3.6 Proof of Theorem 6
Proof. We first prove the case φ 6= 0. Let Y˜ = (Y˜1, . . . , Y˜d+1)T follow the spherical Cauchy
C∗d(φ˜), where φ˜ = (‖φ‖, 0, . . . , 0)T . Then it follows from Theorem S3 that E(Y˜1) =
η1,d(‖φ‖). Also, the symmetry of the marginal density of Y˜j (2 ≤ j ≤ d + 1) implies
E(Y˜j) = 0. Then we obtain E(Y ) by transforming Y˜ via Y = RY˜ , where R is a rotation
matrix whose first column is φ/‖φ‖.
As for E(Y Y T ), Theorem S4 implies E(Y˜ 21 ) = η2,d(‖φ‖). In order to calculate the
moment E(Y˜ 22 ) for d ≥ 3, we first transform Y˜ into polar-coordinate form such that the
first and second elements of Y˜ are Y˜1 = cosΘ1 and Y˜2 = sinΘ1 cosΘ2, respectively, where
Θ1 and Θ2 take values in [0, π]. Then E(Y˜
2
2 ) is of the form
E(Y˜ 22 ) =
d− 1
2π
(1− ‖φ‖2)d
∫ π
0
sind+1 θ2
(1 + ‖φ‖2 − 2‖φ‖ cos θ1)d dθ1
∫ π
0
cos2 θ2 sin
d−2 θ2dθ2.
Using Theorem S4, we have E(Y˜ 22 ) = d
−1{1 − η2,d(‖φ‖)}. The moment E(Y˜ 22 ) for d = 1
and d = 2 can be calculated in a similar manner by transforming (Y˜1, Y˜2) into polar-
coordinate form. As for E(Y˜j Y˜k) (j 6= k), the symmetry of the marginal distribution
(Y˜j , Y˜k) implies E(Y˜j Y˜k) = 0. Then E(Y˜ Y˜
T ) = diag[η2,d(‖φ‖), d−1{1−η2,d(‖φ‖)}, . . . , d−1{1−
η2,d(‖φ‖)}]. Transforming Y˜ via Y = RY˜ , where R is a rotation matrix whose first column
is φ/‖φ‖, we obtain E(Y Y T ).
If φ = 0, then Y has the uniform distribution on the sphere. In this case it is known
that E(Y ) = 0 and E(Y Y T ) = (d+ 1)−1I; see Mardia & Jupp (1999, §9.6.1).
S3.7 Proof of Theorem 8
Proof. It follows from Theorem 6 that
√
n(Y − η1,d(φ)φ/‖φ‖) tends in distribution to
N(0,Σ) as n→∞, where
Σ = nvar(Y ) = E(Y1Y
T
1 )− E(Y1)E(Y1)T
= d−1
[
{1− η2,d(‖φ‖)}I + {(d+ 1)η2,d(‖φ‖) − 1− dη21,d(‖φ‖)}
φφT
‖φ‖2
]
.
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The monotonicity of η1,d implies that the Delta Method is applicable to Y and we have√
n(φˆMM − φ) d→ N(0,ΛTΣΛ) (n→∞), where
Λ =
∂
∂β
η−11,d(‖β‖)
β
‖β‖
∣∣∣∣∣
β=η1,d(‖φ‖)φ/‖φ‖
= η−11,d
′{η1,d(‖φ‖)} φ
Tφ
‖φ‖2 +
‖φ‖
|η1,d(‖φ‖)|
(
I − φ
Tφ
‖φ‖2
)
.
Here
η−11,d
′{η1,d(‖φ‖)} = ∂
∂x
η−11,d(x)
∣∣∣∣∣
x=η1,d(‖φ‖)
=
1
∂
∂yη1,d(y)
∣∣∣∣∣
y=‖φ‖
. (S9)
The first derivative of η1,d is
∂
∂y
η1,d(y) =
∂
∂y
EZ
(
b− Z
bZ − 1
)
= −b′EZ
{
1− Z2
(bZ − 1)2
}
,
where b = −2y/(1+y2), b′ = (∂/∂y)b = −2(1−y2)/(1+y2)2, and Z follows the symmetric
beta distribution (S2). It follows from Gradshteyn & Ryzhik (2007, equation 9.111) that
EZ
{
1− Z2
(bZ − 1)2
}
=
∫ 1
−1
1− z2
(bz − 1)2
(1− z2)(d−2)/2
B(d/2, 1/2)
dz
=
d
d+ 1
1
(1 + b)2
F
(
2,
d
2
+ 1; d + 2;
2b
1 + b
)
.
Substituting these results into (S9), we obtain the expression for η−11,d
′{η1,d(‖φ‖)} given in
Theorem 8.
S3.8 Proof of Theorem 10
Proof. (i) Clearly, the likelihood function is unbounded at φ = y1 and bounded other-
wise.
(ii) Let y1 = e1 and y2 = −e1 be the observations from C∗d(φ). Then the likelihood
function L2 is proportional to
L2(φ) ∝
[
(1 − ‖φ‖2)2
‖e1 − φ‖2‖ − e1 − φ‖2
]d
=
[
(1− φ21 − ‖φ˜‖2)2
{(1 − φ1)2 + ‖φ˜‖2}{(1 + φ1)2 + ‖φ˜‖2}
]d
where φ = (φ1, φ˜
T )T , φ˜ = (φ2, . . . , φd+1)
T . It follows from this expression that the
maximum likelihood estimate of φ˜ has to be zero. Then the contour of the maximum
likelihood of φ is given by the line
C = {(β, 0, . . . , 0)T ; β ∈ R}. (S10)
Rotation of e1 implies that, for y1 = −y2, the contour of the maximum likelihood
is the line connecting y1 and y2.
When y1 = y2, it is clear from Theorem 10(i) that φˆML = y1.
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Consider the the maximum likelihood for general y1 and y2 (y1 6= ±y2). Let φˇ =
(0, γ, 0, . . . , 0)T , where γ = ([1 − {(1 − yT1 y2)/2}1/2]/[1 + {(1 − yT1 y2)/2}1/2])1/2.
Then MI,φˇ(e1)TMI,φˇ(−e1) = yT1 y2. This implies that the angle between y1 and y2
is the same as that betweenMI,φˇ(e1) andMI,φˇ(−e1). The contour of the maximum
likelihood C in (S10) is transformed via Mφˇ,I onto{
(φ1, φ2, 0, . . . , 0)
T ; φ21 + {φ2 − (1 + γ2)/(2γ)}2 = {(1 − γ2)/(2γ)}2
}
.
Therefore the contour of the maximum likelihood for general y1 and y2 (y1 6= ±y2) is
the circle perpendicular to the unit sphere with chord (y1, y2) in the two-dimensional
plane spanned by y1 and y2.
(iii) In order to obtain the maximum likelihood estimator for the spherical Cauchy for
n = 3, we first consider the maximum likelihood estimator for the d-variate t-
distribution with d degrees of freedom (10) and then transform the maximum like-
lihood estimator using Theorem 9.
First we consider the observations x1 = −e1, x2 = 0 and x3 = e1 sampled from
the d-variate t-family with d degrees of freedom Cd(θ) given in (10). In a similar
manner to Ferguson (1978) and McCullagh (1996), it can be seen that the maximum
likelihood estimate of θ is given by θˆ = 0 + (1/
√
3)i.
Next we transform θˆ in order to obtain the maximum likelihood estimate of θ for
general x1, x2 and x3. Letac (1986) showed that the family (10) is closed under
the following transformation (S6). Let θ = µ + iσ ∈ (Rd + iR) ∪ {∞}. Define the
following operations
θ + a = µ+ a+ iσ, γθ = γµ+ iγσ,
‖θ‖ = {‖µ‖2 + σ2}1/2, Aθ = Aµ+ iσ,
where a, γ and A are defined as in (S6). Then, if X ∼ Cd(θ),
X + a ∼ Cd(θ + a), γX ∼ Cd(γθ), AX ∼ Cd(Aθ), X‖X‖2 ∼ Cd
(
θ
‖θ‖2
)
.
Here we transform (−e1, 0, e1) to the general (x1, x2, x3). To achieve this, we first
set (x˜1, x˜3) = R(x1−x2, x3−x2), where R is a d×d rotation matrix such that x˜j =
(x˜j1, x˜j2, 0, . . . , 0)
T (j = 1, 3). Note that (x1, x2, x3) and (x˜1, 0, x˜3) constitute the
same triangle apart from translation and rotation. Then the three points (−e1, 0, e1)
are transformed to (x˜1, 0, x˜3) via the transformation
E(t) = A
(
γ
t+ a
‖t+ a‖2 + b
)
, t ∈ Rd × iR, (S11)
where
A =
(
A˜ O
O I
)
, A˜ =
1
|αβ|
( −Re(αβ) −Im(αβ)
−Im(αβ) Re(αβ)
)
,
a = (Re(β), Im(β), 0, . . . , 0)T , b = − |α/β| (Re(β), Im(β), 0, . . . , 0)T ,
γ = |αβ|, α = 2z1z3
z1 + z3
, β =
z1 − z3
z1 + z3
, zj = x˜j1 + ix˜j2, j = 1, 3.
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Then x1 and x3 have the expression
x1 = x2 +R
TE(−e1) and x3 = x2 +RTE(e1).
Substituting t = 0 + (1/
√
3)i into (S11), the estimate of the parameter for general
(x1, x2, x3) is given by θˆ = x2+R
TE(t). After some algebra, it can be seen that the
estimate is of the form
µˆ =
‖x1 − x2‖2x3 + ‖x2 − x3‖2x1 + ‖x3 − x2‖2x1
‖x1 − x2‖2 + ‖x2 − x3‖2 + ‖x3 − x1‖2 ,
σˆ = ±
√
3
‖x1 − x2‖‖x2 − x3‖‖x3 − x1‖
‖x1 − x2‖2 + ‖x2 − x3‖2 + ‖x3 − x1‖2 .
Finally the maximum likelihood estimate of φ for the sample y1, y2 and y3 can be
obtained via Theorem 9 by substituting xj into P(yj) and transforming µˆ+ iσˆ via
the mapping P−1.
S3.9 Proof of Lemma 2
Proof. The Fisher information matrix is expressed as
I = 2d
{
1
1− ‖φ‖2 + E
(
1
‖Y − φ‖2
)}
I
+ 4d
[
φφT
(1− ‖φ‖2)2 − E
{
(Y − φ)(Y − φ)T
‖Y − φ‖4
}]
.
(S12)
Put Z =MI,−φ(Y ). Then it follows from Theorem 3 that Z has the uniform distribution
on the sphere. Therefore
EY
(
1
‖Y − φ‖2
)
=
EZ(‖Z + φ‖2)
(1− ‖φ‖2)2 =
1 + ‖φ‖2
(1− ‖φ‖2)2
and
EY
{
(Y − φ)(Y − φ)T
‖Y − φ‖4
}
=
EZ
{
(Z + φ)(Z + φ)T
}
(1− ‖φ‖2)2 =
1
(1− ‖φ‖2)2
{
1
d+ 1
I + φφT
}
.
Substituting these results into (S12), we obtain Lemma 2.
S3.10 Proof of Theorem 12
Proof. Let φ∗ be a stationary point of the loglikelihood function (13). For convenience,
write
zj =MI,−φ∗(yj). (S13)
It holds that zj ∈ Sd. Then the estimating equation for φ can be simply expressed as
n∑
j=1
zj = 0. (S14)
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The second derivative of the loglikelihood function is
∂2ℓ
∂φ∂φT
= −2d

 nI1− ‖φ‖2 + 2nφφ
T
(1− ‖φ‖2)2 +
n∑
j=1
I
‖yj − φ‖2 − 2
n∑
j=1
(yj − φ)(yj − φ)T
‖yj − φ‖4

 .
Using zj defined in (S13), the second derivative of the loglikelihood function at φ = φ
∗
can be expressed as
∂2ℓ
∂φ∂φT
∣∣∣∣
φ=φ∗
= −2d



 n1− ‖φ∗‖2 +
n∑
j=1
‖zj + φ∗‖2
(1− ‖φ∗‖2)2

 I + 2nφ
∗φ∗T
(1− ‖φ∗‖2)2 − 2
n∑
j=1
(zj + φ
∗)(zj + φ
∗)T
(1− ‖φ∗‖2)2


= − 4d
(1− ‖φ∗‖2)

nI − n∑
j=1
zjz
T
j

 .
The second equality follows from equation (S14). Therefore, for any t ∈ Sd,
tT
∂2ℓ
∂φ∂φT
∣∣∣∣
φ=φ∗
t = − 4d
(1− ‖φ∗‖2)

n−
n∑
j=1
(zTj t)
2

 < − 4d(1− ‖φ∗‖2) (n− n) = 0,
implying the second derivative of the loglikelihood function at φ = φ∗ is a negative
definite matrix. Here the inequality follows from the assumption that yj 6= yk for some
(j, k). Hence any stationary point of the loglikelihood function is a local maximum.
S3.11 Proof of Lemma S1
Proof. It follows from the last sentence in §S1.1 that ηk,ν(ρ), the kth moment of the
random variable having the distribution (S1), can be expressed as
ηk,ν(ρ) = EZ
{(
b− Z
bZ − 1
)k}
, (S15)
where b = −2ρ/(1 + ρ2) and Z follows the symmetric beta distribution (S2). With this
expression,
∂
∂ρ
ηk,ν(ρ) = EZ
{
∂
∂ρ
(
b− Z
bZ − 1
)k}
= 2k
1− ρ2
(1 + ρ2)2
EZ
{
(b− Z)k−1(1− Z2)
(bZ − 1)k+1
}
> 0.
The symmetry of the distribution of Z implies that ηk,ν(0) = 0. As for the limit of
ηk,ν(ρ), we see that, for fixed z (∈ (−1, 1)), limρ→1{(b − z)/(bz − 1)} = 1. Therefore this
fact and the dominated convergence theorem imply that limρ→1 ηk,ν(ρ) = limρ→1EZ [{(b−
z)/(bz − 1)}k] = 1.
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S3.12 Proof of Theorem S3
Proof. (i) It follows from (S15) that the mean of Y1 can be expressed as
η1,ν(ρ) = EY1(Y1) = EZ
(
b− Z
bZ − 1
)
= −1
b
− 1− b
2
b2
EZ
(
1
Z − b−1
)
, (S16)
where b = −2ρ/(1 + ρ2) and Z follows the symmetric beta distribution (S2). With
this representation, the first equality in Theorem S3(i) is clear from equation (9.111)
of Gradshteyn & Ryzhik (2007). The second equality in Theorem S3(i) follows from
equations (9.131.1) and (9.134.1) of Gradshteyn & Ryzhik (2007).
(ii) The closed-form expressions for η1,1(ρ) and η1,2(ρ) are available by applying equa-
tions (9.131.1) and (9.121.6) of Gradshteyn & Ryzhik (2007), respectively, to The-
orem S3(i). The integral representation of the hypergeometric series (Gradshteyn
& Ryzhik, 2007, equation 9.111) leads to closed-form expressions for η1,3(ρ) and
η1,4(ρ).
(iii) Gauss recursion formulas (9.137.5) and (9.137.15) of Gradshteyn & Ryzhik (2007)
imply that
F
(
1
2
,
ν − 1
2
;
ν + 1
2
; z
)
=
ν − 1
(ν − 2)(ν − 3)
{(
ν − 2− ν − 3
z
)
F
(
1
2
,
ν − 3
2
;
ν − 1
2
; z
)
+
ν − 3
z
F
(
1
2
,
ν − 5
2
;
ν − 3
2
; z
)}
.
The recursion formula presented in Theorem S3(iii) can be obtained by substituting
the equation above into the second expression of η1,ν(ρ) in Theorem S3(i).
S3.13 Proof of Theorem S4
Proof. (i) It follows from equation (9.111) of Gradshteyn & Ryzhik (2007) and equation
(S16) that η2,ν(ρ) has the form (S4).
(ii) For ν = 1, . . . , 4, Theorem S3 implies that the hypergeometric series F{1, ν/2; ν;−4ρ/(1−
ρ)2} in the second term in the right-hand side of (S4) can be expressed in closed
form. The hypergeometric series F{2, ν/2; ν;−4ρ/(1 − ρ)2} in the third term of
the right-hand side of (S4) can be calculated partly using its integral representa-
tion (Gradshteyn & Ryzhik, 2007, equation 9.111). Summarizing these facts, the
closed-form expressions for η2,ν(ρ) are available for ν = 1, . . . , 4.
(iii) From equation (9.134.3) of Gradshteyn & Ryzhik (2007), we have
F
{
2,
ν
2
, ν,− 4ρ
(1− ρ)2
}
=
(1− ρ)2
(1 + ρ)2
F
(
1,
ν − 2
2
,
ν + 1
2
, z
)
,
where z = −4ρ2/(1 − ρ2)2. Then it follows from this equation and Theorem S4(i)
that
F
(
1,
ν − 2
2
,
ν + 1
2
, z
)
=
(1 + ρ2)2
(1− ρ2)2
{
1− 4ρ
1 + ρ2
η1,ν(ρ) +
4ρ2
(1 + ρ2)2
η2,ν(ρ)
}
.
(S17)
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Equations (9.137.5) and (9.137.15) of Gradshteyn & Ryzhik (2007) imply that
F
(
1,
ν − 2
2
,
ν + 1
2
, z
)
=
1
(ν − 3)(ν − 4)
{
c1F
(
1,
ν − 4
2
,
ν − 1
2
, z
)
− c2F
(
1,
ν − 6
2
,
ν − 3
2
, z
)}
.
(S18)
Substituting (S17) into (S18), we obtain Theorem S4(iii).
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