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Abstract
In this paper, we propose a new control design scheme for solving
the obstacle avoidance problem for nonlinear driftless control-affine
systems. The class of systems under consideration satisfies control-
lability conditions with iterated Lie brackets up to the second order.
The time-varying control strategy is defined explicitly in terms of the
gradient of a potential function. It is shown that the limit behavior
of the closed-loop system is characterized by the set of critical points
of the potential function. The proposed control design method can
be used under rather general assumptions on potential functions, and
particular applications with navigation functions are illustrated by
numerical examples.
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1 Introduction
The development of control algorithms for stabilization and motion planning
problems is one of the most important issues in mathematical control the-
ory which attracts significant theoretical interest and is highly demanded in
various engineering applications. Motion planning problems were intensively
studied by many researchers, and there exist several classical approaches for
their solution. Comprehensive reviews of the main approaches are given, e.g.,
in [3,6,16]. However, the presence of obstacles in the state space significantly
increases the complexity of motion planning. Up to our knowledge, the ob-
stacle avoidance problem was studied only for systems of a special structure
(cf. [5, 11–15, 17, 19]), or without ensuring asymptotic stability of the tar-
get point (see, e.g. [20] and references therein), while solving these problems
for general classes of nonlinear systems together with guaranteed stability
properties remains a challenging issue.
In this paper, we present a rigorous theoretical analysis of the obstacle
avoidance problem and a proof of asymptotic stability for a rather general
class of driftless control-affine systems. Note that a general class of nonholo-
nomic systems was also considered in the recent paper [18], where a smooth
time-invariant controller was constructed based on the gradient of a potential
function. However, since nonholonomic systems are not stabilizable by con-
tinuous state feedback laws [1], the above result ensures only the stability in
the sense of Lyapunov (but not asymptotic stability). This paper continues
our study of obstacle avoidance problems for nonholonomic systems. In the
previous work [25], we have proposed time-varying feedback controls ensur-
ing a collision-free motion for systems of the degree of nonholonomy 1. The
contribution of the present paper is twofold. On the one hand, we present
a constructive solution to the obstacle avoidance problem for nonholonomic
systems under the controllability condition with second-order iterated Lie
brackets. We construct a control algorithm which ensures the collision-free
motion of this class of systems. On the other hand, a novel control de-
sign scheme is derived for the stabilization of nonholonomic systems. The
proposed class of controls is given by trigonometric polynomials with state-
dependent coefficients. Although the exploited approach is similar to the
one already presented in [25], our new formulas for the control coefficients
are much simpler and do not require solving a system of cubic equations. This
is of particular use for both the motion planning with obstacle avoidance and
for further development of control algorithms for nonholonomic systems of
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an arbitrary high degree of nonholonomy.
The rest of this paper is organized as follows. In the remaining part
of this section, we formulate the obstacle avoidance problem and introduce
relevant notations and definitions. The main result is stated in Section II
and illustrated with several examples in Section III. The proof of the main
result is given in the Appendix.
1.1 Problem statement & Main idea
Consider a control system
x˙ =
m∑
i=1
uifi(x), x ∈ D ⊂ Rn, u ∈ Rm (1)
where x = (x1, ..., xn)
T is the state and u = (u1, ..., um)
T is the control,
m < n, and fi ∈ C1(D).
To formulate the obstacle avoidance problem, we assume that there is a
closed bounded domain W ⊂ Rn (workspace) and open domains
O1,O2, ...,ON ⊂ W (obstacles)
such that D =W\⋃Nj=1Oj. We refer to D as the free space and assume that
D is valid [5], i.e. Oi ⊂ intW , Oi ∩Oj = ∅ if 6= j, for all i, j ∈ {1, . . . , N}.
Here and in the sequel, we denote the interior of W as intW and its closure
as W¯ .
We will study the following obstacle avoidance problem: for a given initial
point x0 ∈ intD and a destination point x∗ ∈ intD, our goal is to construct
an admissible control such that the corresponding solution of (1) with the
initial data x(0) = x0 satisfies the conditions:
1) x(t) ∈ intD for all t ≥ 0; 2) x(t)→ x∗ as t→ +∞.
The main objective of this paper is to solve the obstacle avoidance problem
for system (1) by approximating a gradient-like dynamics corresponding to
certain potential function. In particular, we aim to construct control laws
for (1) such that the trajectories of (1) approximate the solution x¯(t) of
˙¯x = −∇P (x¯), (2)
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where ∇P (x¯) = (∂P (x¯)
∂x¯1
, . . . , P (x¯)
∂x¯n
)T
is the gradient of a potential function
ensuring the collision free motion of system (2). In particular, proper can-
didates for P are navigation functions [5, 13], artificial potential fields [4],
etc.
It should be emphasized that, as the control system (1) is underactu-
ated (m < n), an arbitrary solution x¯(t) of (2) with the initial condition
x¯(0) = x0 does not satisfy (1) in general. However, the curve Γ = {x¯(t) :
0 ≤ t < ∞} can be approximated by admissible trajectories of (1) with
high-frequency high-amplitude (open-loop) controls (see, e.g., [3, 10, 26] and
references therein). In this paper, we will present a novel explicit control de-
sign scheme for solving the obstacle avoidance problem by using time-varying
feedback controls and exploiting the sampling concept.
1.2 Preliminaries
Notations and definitions for a function f : Rn → R and a constant
c ∈ R, we denote Lc = {x ∈ Rn : f(x) ≤ c}. For vector fields f, g : Rn → Rn
and x ∈ Rn, we denote the Lie derivative as Lgf(x) = lim
s→0
f(x+sg(x))−f(x)
s
, and
[f, g](x) = Lfg(x) − Lgf(x) is the Lie bracket. For any sets D1, D2 ⊂ Rn,
ρ(D1, D2) = infx∈D1,y∈D2 ‖x − y‖. Similar to the approaches of [2, 23], we
will exploit the sampling concept. For a given ε > 0, define a partition piε of
[0,+∞) into intervals [tj, tj+1), tj = εj, j = 0, 1, 2, . . . .
Definition 1 Given a feedback u = h(t, x), h : [0,+∞) ×D → Rm, ε > 0,
and x0 ∈ Rn, a piε-solution of (1) corresponding to x0 ∈ D and h(t, x) is an
absolutely continuous function x(t) ∈ D, defined for t ∈ [0,+∞), such that
x(0) = x0 and x˙(t) = f
(
x(t), h(t, x(tj))
)
, t ∈ [tj, tj+1), for each j=0,1,2,. . . .
2 Main result
We focus on the class of systems (1) whose vector fields together with their
iterated Lie brackets up to the second order span the whole Rn. Namely, we
assume that there exist sets of indices S1 ⊆ {1, 2, ...,m}, S2 ⊆ {1, 2, ...,m}2,
S3 ⊆ {1, 2, ...,m}3 such that |S1|+ |S2|+ |S3| = n, and
span
{
fi(x),[fj1 , fj2 ](x), [[f`1 , f`2 ], f`3 ] (x) |
i∈S1, (j1, j2)∈S2, (`1, `2, `3)∈S3
}
=Rn,
(3)
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for each x ∈ D. Under the above assumption, the following n× n-matrix is
nonsingular for each x ∈ D:
F(x) =
((
fi(x)
)
j1∈S1
(
[fj1 , fj2 ](x)
)
(j1,j2)∈S2(
[[f`1 , f`2 ], f`3 ] (x)
)
(`1,`2,`3)∈S3
)
.
(4)
Below we introduce a family of control functions which will be used for ap-
proximating the gradient dynamics corresponding to a function P ∈ C1(D;R)
by the trajectories of (1). Namely, for given positive real number ε and ν,
we take
uεk(t, x) =
∑
i1∈S1
ai1(x)φ
(k,ε)
i1
(t)
+ ε−
1
2
∑
(j1,j2)∈S2
√
|aj1j2(x)|φ(k,ε)j1j2 (t) (5)
+ ε−
2
3
∑
(`1,`2,`3)∈S3
3
√
a`1`2`3(x)φ
(k,ε)
`1`2`3
(t), k = 1, . . . ,m,
and define the state dependent vector function
a(x) =
(
ai1(x)
∣∣
i1∈S1 , aj1j2(x)
∣∣
(j1,j2)∈S2 ,
a`1`2`3(x)
∣∣
(`1,`2,`3)∈S3
)T ∈ Rn
= −γF−1(x)∇P (x) (6)
with some γ > 0, and
φ
(k,ε)
i1
(t)=δki1 ,
φ
(k,ε)
j1j2
(t)=2
√
piKj1j2
(
δkj1sign(aj1,j2(x)) cos
2piKj1j2
ε
t
+δkj2 sin
2piKj1j2
ε
t
)
,
φ
(k,ε)
`1`2`3
(t)=2 3
√
2pi2K3`1`2`3K4`1`2`3
(
δkl31 cos
2piK1`1`2`3t
ε
+δk`2 sin
2piK2`1`2`3t
ε
+δk`3cos
2piK1`1`2`3t
ε
sin
2piK2`1`2`3t
ε
)
. (7)
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Here δki is the Kronecker delta, and non-zero integer parametersKj1j2 , K1`1`2`3 ,
K2`1`2`3 , K3`1`2`3 = K1`1`2`3 + K2`1`2`3 , and K4`1`2`3 = K2`1`2`3 − K1`1`2`3 are
specified according to the following non-resonance assumption.
Assumption 1
• |Ki1i2 | 6= |Kj1j2| for all S2 3 (i1, i2) 6= (j1, j2) ∈ S2;
• for any s1, s2, s3∈{1, . . . , 4}, if c1, c2, c3∈{+1,−1} and
c1Ks1i1i2i3+c2Ks2j1j2j3=c3Ks3`1`2`3 ,
then s1 6= s2 6=s3 6=s1 and (i1, i2, i3)=(j1, j2, j3)=(`1, `2, `3)∈S3.
The aim of the above non-resonance assumption is to ensure the motion of
system (1) in the direction of the Lie brackets appearing in rank condition (3)
without generating undesirable equivalent Lie brackets, as will be discussed
later.
The following theorem shows that, under a proper choice of the potential
function P , the control functions defined in (5) solve the obstacle avoidance
problem for system (1).
Theorem 1 Let D ⊂ Rn be a bounded free space, fi ∈ C3(D;R), i =
1, . . . ,m, and let there exist an α > 0 such that ‖F−1(x)‖ ≤ α for all x ∈ D,
where the matrix F(x) is given by (4). Suppose also that a function P ∈
C2(D) is such that ρ(D0, ∂D) > 0, for any x
0 ∈ D and D0 := LP (x0) = {x ∈
Rn : P (x) ≤ P (x0)}, and let the functions uεk(t, x), k = 1, . . . ,m, be defined
in (5)–(7) with the parameters satisfying Assumption 1.
Then there exists an ε¯ > 0 such that, for any ε ∈ (0, ε¯], the piε-solution of
system (1) with the controls uk = u
ε
k(t, x) and the initial data x(0) = x
0 ∈ D
is well-defined on t ∈ [0,+∞) and satisfies the following properties:
x(t) ∈ intD, ∀t ≥ 0,
x(t)→ Z0 = {x ∈ D0 : ∇P (x) = 0} as t→ +∞.
The proof of Theorem 1 is in the Appendix.
Remark 1 It is important that the matrix F(x0) contains only the Lie brack-
ets of fi which appear in the controllability condition (3). For example, the
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motion in the direction of the Lie bracket [[f1, f2], f3](x) can be generated with
the controls
uε1(t) = cos
2piK1123t
ε
, uε2(t) = sin
2piK2123t
ε
,
uε3(t) = cos
2piK1123t
ε
sin
2piK2123t
ε
.
In this case, the solutions of system (1) can be represented as follows:
x(ε) =
ε3
16pi2(K22123 −K21123)
[[
f1, f2], f3
]
(x0) +R(ε),
provided that |K1123| 6= |K2123|, |K1123| 6= 2|K2123|, and 2|K1123| 6= |K2123|.
Here R(ε) denotes higher order terms, ‖R(ε)‖ ≤ σε4/3‖∇P (x0)‖4/3 with some
σ > 0 (see the proof of Theorem 1) . Similarly, the controls
uε1(t) = cos
2piK1123t
ε
(
1 + sin
2piK2123t
ε
)
,
uε2(t) = sin
2piK2123t
ε
, uε3(t) = 0,
generate the only Lie bracket [[f1, f2], f1](x
0) (with higher order terms being
omitted).
3 Example
In this section, we illustrate the proposed control design approach with sev-
eral second degree nonholonomic systems.
Rigid body with oscillators Consider the system
x˙1 = u1, x˙2 = u2, x˙3 = x
2
1u2 − x22u1. (8)
System (8) has been considered in [21] as a mathematical model of a rotating
rigid body with oscillating point masses. It is easy to check that the above
system satisfies the rank condition (3) with S1 = {1, 2}, S2 = ∅, S3 =
{(1, 2, 1)}, i.e. rank F(x) = rank (f1(x) f2(x) [[f1, f2], f1](x)) = 3 for each
7
x ∈ R3. According to Theorem 1, we define
uε1(t, x) =a1(x) + 2
3
√
2pi2(K22121 −K21121)
ε2
3
√
a121(x)
× cos 2piK1121t
ε
(
1 + sin 2piK2121t
ε
)
,
uε2(t, x) =a2(x) + 2
3
√
2pi2(K22211 −K21121)
ε2
3
√
a121(x)
× sin 2piK2121t
ε
,
(9)
where  a1(x)a2(x)
a12(x)
 = −γF−1(x)∇P (x)
=

− γ ∂P (x)
∂x1
− γ ∂P (x)
∂x2
γ
2
(
x22
∂P (x)
∂x1
− x21 ∂P (x)∂x2 −
∂P (x)
∂x3
)
 .
In this example, we put K1121 = 1, K2121 = 3, ε = 0.5, γ = 0.5. It is
easy to see that Assumption 1 is satisfied. Suppose that the goal is to steer
system (8) to the target x∗ = (0, 0, 3)T avoiding collisions with three spherical
obstacles Oj = {x ∈ R3 : βj(x) < 0} and remaining in the workspace
W = {x ∈ R3 : β(x) ≥ 0}, where
β0(x) = 12.25− x21 − x22 − x23,
β1(x) = x
2
1 + x
2
2 + (x3 − 1.75)2 − 0.5625,
β2(x) = (x1 − 0.5)2 + x22 + (x3 + 1.5)2 − 0.5625,
β3(x) = (x1 + 2)
2 + x22 + x
2
3 − 0.36.
As a potential function P (x), we take the following navigation function pro-
posed in [5]:
P (x) =
‖x− x∗‖2(‖x− x∗‖4 + 3∏
j=0
βj(x)
)1/2 . (10)
The behavior of the corresponding closed-loop system with the initial point
x0 = (0, 0,−3)T is illustrated in Fig. 1. The time-plot of the function ln(1 +
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Figure 1: Trajectory of system (8) with controls (9) (top), time-plot of the
function ‖x(t)− x∗‖ (middle), and ln(1 +
3∏
j=0
βj(x(t))) (bottom).
3∏
j=0
βj(x(t))) illustrates that the trajectory of system (8) remains in the free
space.
Disc rolling on the plane Consider the control system that describes the
motion of a unit disc rolling on the horizontal plane (cf. [9]):
x˙1 = u1 cosx3, x˙2 = u1 sinx3, x˙3 = u2, x˙4 = u1. (11)
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The vector fields of (11) satisfy (3) with S1 = {1, 2}, S2 = {(1, 2)}, S3 =
{(1, 2, 2)}. In this case, we take
uε1(t, x) = a1(x) + 2
√
piK12
ε
cos 2piK12t
ε
+ 2
3
√
2pi2(K22122 −K21122)
ε2
3
√
a122(x) cos
2piK1122t
ε
,
uε2(t, x) = a2(x) + 2
√
piK12
ε
sin 2piK12t
ε
+ 2
3
√
2pi2(K22122 −K21122)
ε2
3
√
a122(x)
× sin 2piK2122t
ε
(
1 + cos 2piK1122t
ε
)
,
(12)
with 
a1(x)
a2(x)
a12(x)
a122(x)
=

− γ ∂P (x)
∂x4
− γ ∂P (x)
∂x3
− γ( sinx3 ∂P (x)∂x1 + cosx3 ∂P (x)∂x2 )
γ
(
cosx3
∂P (x)
∂x1
+ sinx3
∂P (x)
∂x2
+ ∂P (x)
∂x4
)
 .
The function P is defined by (10), and the integer parameters K12 = 1,
K1122 = 3, K2122 = 7 satisfy Assumption 1. For the simulation, we take the
initial point x0 =
(−2.5,−2.5, 0, pi
4
)T
, the target point x∗ =
(
2.5, 1.5, 0, pi
4
)T
,
ε = 0.75, γ = 0.5, λ = 2, while the obstacles and the workspace are defined
by
β0(x) = 1− 18(x1 − x2)2 − 132(x1 + x2)2 − 110x23 − 110x24,
β1(x) = 2(x1 − x2 − 1.5)2 + 13(x1 + x2 + 2.5)− 1,
β2(x) = 2(x1 − x2 + 1.5)2 + 13(x1 + x2 + 1.5)− 1,
β3(x) = 4(x1 − 1)2 + 43(x2 − 1.75)− 1.
Fig. 2 illustrates that the controller proposed can be used for solving the
obstacle avoidance problem.
4 Conclusions
The main theoretical contribution of this paper is summarized in Theorem 1
and illustrated with numerical examples in Section III. It should be empha-
10
Figure 2: Projection of the trajectory of system (11) with controls (12) on
the (x1, x2)-plane (top), time-plot of the function ‖x(t)− x∗‖ (middle), and
ln(1 +
3∏
j=0
βj(x(t))) (bottom).
sized that the proposed control design scheme is obtained for the general
class of second degree nonholonomic systems and is applicable under rather
general assumptions on the potential function P (x). The advantages of our
approach are twofold in nature. On the one hand, the controllers are de-
fined explicitly by rather simple formulas (5)–(7). These formulas exploit
the inversion of the matrix composed by the vector fields appearing in the
controllability conditions. On the other hand, we use a family of oscillating
controls uε(t, x) with state-depending coefficients in contrast to the open-
loop approaches to motion planning of nonholonomic systems. We expect
that a similar control design scheme with the coefficients defined by (6) can
11
be extended to general nonholonomic systems. We leave this issue for future
work.
APPENDIX
We will use the following result.
Lemma 1 [23] Let x(t) ∈ D ⊂ Rn, 0 ≤ t ≤ τ , be a solution of system (1)
with a control u ∈ C[0, τ ], and let
‖fi(x)− fi(y)‖ ≤ L‖x− y‖, ∀x, y ∈ D, i = 1, ...,m.
with some L > 0. Then
‖x(t)− x(0)‖ ≤ M
L
(eLUt − 1), t ∈ [0, τ ], (13)
where M = sup
x∈D
1≤i≤m
‖fi(x)‖, U = max
0≤t≤τ
∑m
i=1 |ui(t)|.
Proof of Theorem 1. Without loss of generality, we assume that x∗ = 0. The
proof is splitted into several steps.
Step 1. Let x0 ∈ D, and let P (x) be a given potential function. On the
first step we show that there exists an ε1 > 0 such that, for all ε ∈ (0, ε1),
the piε-solution of system (1) with the initial data x(0) = x
0 and the controls
uk = u
ε
k(t, x) defined by (5) is well-defined on t ∈ [0, ε]. Let us define
D0=LP (x0) ⊂ D, d0 = ρ (D0, ∂D) > 0, d1 ∈ (0, d0),
M = sup
x∈D0
1≤i≤m
‖fi(x)‖, U(x0) = max
0≤t≤ε
m∑
i=1
|uεi (t, x0)|.
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Using Ho¨lder’s inequality, one can estimate U as
U(x0) ≤
∑
j1∈S1
|aj1(x0)|+ 4
∑
(j1,j2)∈S2
√
piKj1j2 |aj1j2(x0)|
ε
+ 6
3
√
2pi2
ε2
∑
(`1,`2,`3)∈S3
3
√
|K22`1`2`3−K21`1`2`3||a`1`2`3(x0)|
≤
√
|S1|a0 + 4
√
pi
ε
( ∑
(j1,j2)∈S2
Kj1j2
2/3
)3/4
a
1/2
0 (14)
+ 6
3
√
2pi2
ε2
( ∑
(`1,`2,`3)∈S3
|K22`1`2`3 −K21`1`2`3|2/5
)5/6
a
1/3
0
≤ C1‖∇P (x0)‖+C2√
ε
‖∇P (x0)‖1/2+ C3
3
√
ε2
‖∇P (x0)‖1/3,
where a0 = ‖a(x0)‖, C1 = γα
√|S1|,
C2 = 4
√
piγα
( ∑
(j1,j2)∈S2
Kj1j2
2/3
)3/4
,
C3=6
3
√
2pi2γα
( ∑
(`1,`2,`3)∈S3
|K22`1`2`3−K21`1`2`3|2/5
)5/6
.
LetMP = supx∈D ‖∇P (x)‖. Note thatMP is well-defined asD is compact
and ∇P is continuous in D. Then it follows from Lemma 1 and estimate (14)
that
‖x(t)− x0‖ ≤ M
L
(eU(x
0)Lε−1)
≤ M
L
(eL(εMPC1+
√
εMPC2+
3√εMPC3)−1), t∈[0, ε].
Thus, defining ε1 as the smallest positive root of the equation
εMPC1 +
√
εMPC2 +
3
√
εMPC3 =
1
L
(
ln
Ld1
M
+ 1
)
,
we obtain ‖x(t)−x0‖ < d for each ε ∈ (0, ε1) and t ∈ [0, ε], that is, x(t) ∈ D
for all t ∈ [0, ε].
Step 2. In this step, we expand the piε-solution of system (1) into the
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Volterra series and estimate its remainder. Namely, we compute
x(t) = x0 +
m∑
j1=1
fj1(x
0)
t∫
0
uj1(s1)ds1
+
m∑
j1,j2=1
Lfj2fj1(x
0)
t∫
0
s1∫
0
uj1(s1)uj2(s2)ds2ds1
+
m∑
`1,`2,`3=1
Lf`3Lf`2f`1(x
0)
t∫
0
s2∫
0
s1∫
0
u`1(s1)u`2(s2)
× u`3(s3)ds3ds2ds1 + r(t),
(15)
where the remainder of the Volterra series expansion can be represented as
follows (see, e.g., [24]):
r(t) =
m∑
j1,...,j4=1
t∫
0
. . .
s3∫
0
Lfj4 . . . Lfj2fj1(x(s4))
× uj4(s4) . . . uj1(s1)ds4 . . . ds1.
(16)
Denote H = 1
24
max
x∈D0
m∑
j1,...,j4=1
∥∥Lfj4 . . . Lfj2fj1(x)∥∥. Then
‖r(t)‖ ≤ H(U(x0)t)4. (17)
Computing the integrals in (15) with regard to Assumption 1, we obtain the
following representation for t = ε:
x(ε) = x0 + ε
∑
j1∈S1
fj1(x
0)aj1(x
0)
+ ε
∑
(j1,j2)∈S2
[fj1 , fj2 ](x
0)aj1j2(x
0)
+ ε
∑
(`1,`2,`3)∈S3
[[f`1 , f`2 ], f`3 ](x
0)a`1`2`3(x
0)
+ Ω(a, ε) + r(ε) = x0 + εF(x0)a(x0) + Ω(a, ε) + r(ε),
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where Ω(a, ε) contains the higher order terms. We omit the explicit formula
due to lack of space. It can be shown that there exists a $ ≥ 0 such that
‖Ω(a, ε)‖ ≤ ε4/3$‖a(x)‖4/3 for all x ∈ D. Taking into account (14) and (17),
we can estimate r(ε) as
‖r(ε)‖ ≤H(U(x0)ε)4 ≤ ε4/3H‖∇P (x0)‖4/3(C1(εMP )2/3
+ C2(εMP )
1/6 + C3
)4
.
Using the formula (6) for a(x), we may rewrite the obtained representation
for x(ε) as
x(ε) = x0 − εγ∇P (x0) +R(ε), (18)
where R(ε) = Ω(a, ε) + r(ε), and
‖R(ε)‖ ≤ σε4/3‖∇P (x0)‖4/3 for all ε ∈ (0, ε1), (19)
with the fixed ε1 defined in Step 1, and σ = $(γα)
4/3 +
(
C1(ε1MP )
2/3 +
C2(ε1MP )
1/6 + C3
)4
.
Step 3. The next goal is to ensure that the function P is decreasing along
the trajectories of system (1).
For this purpose, we apply Taylor’s formula with the Lagrange form of
the remainder to P (x(ε)) and exploit the formula (18):
P (x(ε)) = P (x0) +∇P (x0)(x(ε)− x0)T
+
1
2
m∑
i,j=1
∂2P (x)
∂xi∂xj
∣∣∣∣
θ
(xi(ε)− x0i )(xj(ε)− x0j)
≤ P (x0)− εγ‖∇P (x0)‖2 + ‖∇P (x0)‖‖R(ε)‖
+ µ
(
εγ‖∇P (x0)‖+ ‖R(ε)‖)2,
where µ = 1
2
supx∈D
∑m
i,j=1
∥∥∥∂2P (x)∂xi∂xj ∥∥∥, ‖θ − x0‖ ≤ ‖x(ε)− x0‖. With (19), we
get
P (x(ε)) ≤ P (x0)− εγ‖∇P (x0)‖2(1− µεγ
− (1 + 2µεγ)σε1/3M1/3P − µσ2ε5/3M2/3P
)
.
Taking ε2 as the smallest positive root of the equation
µεγ + (1 + 2µεγ)σε1/3M
1/3
P + µσ
2ε5/3M
2/3
P = 1,
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we obtain that, for all ε ∈ (0, ε2) and x0 ∈ D0,
P (x(ε)) < P (x0),
provided that ‖∇P (x0)‖ 6= 0. Iterating the above procedure for x0 ∈ D0,
we conclude that x((j + 1)ε) ∈ D0, and x((j + 1)ε) ∈ D0, P (x((j + 1)ε)) ≤
P (x(jε)), j = 0, 1, ..., .
Step 4. In this final step, we prove the assertion of Theorem 1. Consider
the discrete-time dynamical system
xj = h(xj−1), j = 1, 2, ... , (20)
where h : D0 → D0 maps any ξ ∈ D0 to the solution of system (1) with the
initial condition x|t=0=ξ and controls (5) evaluated at t = ε, and h(ξ) = ξ if
∇P (ξ) = 0. One can see that xj = x(jε), j = 0, 1, 2, ..., where x(t) is the piε
solution of system (1) with the initial condition x|t=0=ξ and controls uεk(t, x)
given by (5). As it has been already proved in Step 3, x(t) is well defined
on each interval Ij = [εj, ε(j + 1)), and x(t) ∈ intD for all t ≥ 0. Then the
invariance principle [8]1 for (20) implies that
xj → Z0 as j → +∞, (21)
where Z0 is the largest invariant subset of the set Z = {x ∈ D0 : ∇P (x) = 0}
for the dynamical system (20). For an arbitrary t ≥ 0, denote N = [ t
ε
]
and
notice that 0 ≤ t − Nε < ε. Applying the triangle inequality together with
Lemma 1, we obtain:
ρ(x(t), S0) = inf
y∈S0
‖x(t)− y‖
≤ inf
y∈S0
‖x(Nε)− y‖+ ‖x(t)− x(Nε)‖
≤ inf
y∈S0
‖x(Nε)− y‖+ M
L
(eLU(Nε)ε−1),
where U(Nε) = max
s∈[Nε,t]
∑`
i=1 |uεi (s,Nε)|. From (21), infy∈S0 ‖x(Nε)− y‖ → 0
as N →∞. Furthermore, (14) yields
U(Nε)ε ≤ C1ε‖∇P (x(Nε))‖+ C2
(
ε‖∇P (x(Nε))‖)1/2
+ C3
(
ε‖∇P (x(Nε))‖)1/3,
1Another versions of the invariance principle are presented in [7, 22] for problems of
partial stability.
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therefore, U(Nε)ε → 0 as N → ∞ because of the continuity of ‖∇P (x)‖.
Summarizing all the above, we conclude that
ρ(x(t), Z0)→ 0 as t→∞.
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