Parking functions, classically defined in terms of cars with preferred parking spots on a directed path attempting to park there, arise in many combinatorial situations and have seen various generalizations. In particular, parking functions have been defined for general digraphs, which yields many more enumeration problems. For example, in a directed tree whose edges are orientated away from the root, it is unknown in general how the number of parking functions on it changes once the orientation is reversed, even in the case when the tree is a star. We show that this orientation reversal results in more parking functions on the directed star in most cases, after which we extend these methods to show that this also results in more parking functions on the general directed tree if, in some sense, the number of vertices greatly exceeds the number of cars.
Introduction
Introduced by Konheim and Weiss [6] in their work on the linear probing solution to collisions on hash tables, parking functions can be described as follows: Consider a sequence of m cars attempting to park, one after another, randomly along a one-way street with n parking spots. Each car has a preferred parking spot and will park there if the spot is unoccupied. If it is occupied, the car attempts to park at the next parking spot, and this process continues until the car manages to park, or it terminates due to lack of available parking spots. The street can be modeled by a directed path with n vertices, and this sequence s ∈ [n] m of car preferences is called a classical (m, n)-parking function if all m cars manage to park through this process. For m ≤ n, there are (n − m + 1)(n + 1) m−1 classical (m, n)-parking functions [3] .
Classical parking functions are prominent combinatorial objects in the study of topics such as noncrossing partitions, tree enumeration, and acyclic functions [4] [8] [9] . There have been many generalizations of parking functions, including rational parking functions [1] , Naples parking functions [2] , and parking functions on digraphs [5] . In particular, King and Yan [5] investigated what happens to the number of parking functions on a directed tree when the orientation is reversed, and we will continue this line of study here.
For a digraph D let P (D, m) denote the number of parking functions with m cars on the digraph D, and let n m := n m m!. In the case where the digraph is a sink tree T , i.e. a rooted tree with vertex set [n] and edges oriented toward the root, the following inequalities have been established [7] : n m + m 2 (n − 1) m−1 ≤ P (T, m) ≤ (n − m + 1)(n + 1) m−1 .
LetT be the source tree obtained by reversing the orientation of T . Then the following inequalities hold [5] : with equality if and only if T is a path. It is not known in general which of P (T, m) and P (T , m) is larger for m < n, even in the case where T is a star whose center is the root, for which P (T, m) = n m + m 2 (n − 1) m−1 and P (T , m) = m i=0 m i (n − 1) m−i . In Section 4, we show that the sink star has more parking functions than its corresponding source star in most cases. These methods will then be extended in Section 5 to show that P (T , m) < P (T, m) when m is "much smaller" than n, for any sink tree T .
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Preliminaries
We start with the definition of parking functions on digraphs given in [5] . Definition 3.0.1 (Parking Process). Let m, n be integers such that 0 ≤ m ≤ n. Let D be a digraph on vertex set [n] and let s ∈ [n] m . One after another m cars try to park in D via the following process:
1. Car i starts at vertex s i .
The car will park at the current vertex if it is unoccupied. If the current vertex is occupied,
then the car chooses a vertex in its neighborhood and drives there.
3. The car repeats step 2) until it either parks, and the next car enters, or is unable to find an available vertex to park at, and the process terminates.
. For a sequence s ∈ [n] m , we say that s is a parking function on D if it is possible for all m cars to park following the aforementioned parking process. If s is a parking function on D, then the pair (D, s) will be called an (n, m)parking function. For n = 13 and m = 9, the sequence s = (6, 6, 6, 10, 10, 1, 1, 1, 1) is a (13, 9)-parking function.
We now go over some notations that will be used repeatedly in the following sections.
In the vein of [5] , we continue the practice of using P (D, m) to denote the number of parking functions with m cars on the digraph D. We will useP (D, m) to denote the set of parking functions with m cars on the digraph D. More generally, if "P . . ." denotes the number of parking functions satisfying some conditions, we will use "P . . ." to denote the set of parking functions satisfying these conditions, and vice versa.
Directed Stars
Fix 3 < m < n ∈ N. Let S denote a sink star with n vertices and root z, and letS denote the corresponding source star. We wish to find out which of
is larger. In comparing P (S, m) and P (S, m), there are three cases for a parking function to consider, depending on whether the parking lot isS or S:
1. No car parks at z. This applies to both S andS.
2. One car prefers z. This applies to both S andS.
(a) Two cars prefer one leaf. This applies to S.
(b) At least two cars prefer z. This applies toS.
The following lemma shows that the number of parking functions is the same in Cases 1 and 2, where no two cars prefer the same vertex.
Proof. Each parking function (S, s) onS with no two cars preferring the same vertex corresponds to a unique parking function (S, s) on S with no two cars preferring the same vertex, and vice versa.
LetP ≥2 (S, m) denote the set of elements ofP (S, m) with at least two cars preferring z. Let P 0&1 (S, m) denote the set of elements ofP (S, m) with two cars preferring the same leaf. To compare Due to the apparent difficulty in comparing P ≥2 (S, m) and P 0&1 (S, m) directly from their formulae, we will partitionP ≥2 (S, m) andP 0&1 (S, m) into corresponding subsets that are much easier to compare; this partitioning in effect controls the "common" aspects of P ≥2 (S, m) and P 0&1 (S, m), and allows us to focus on where they are different. Let i < j ∈ [m]. We first define the setsP ≥2 (S, m) i,j partitioningP ≥2 (S, m) and the setsP 0&1 (S, m) i,j partitioningP 0&1 (S, m) as follows.
LetP 0&1 (S, m) i,j denote the set of parking functions inP 0&1 (S, m) with cars i, j preferring the same leaf vertex. Let U i,j := [j]−{i, j}. LetP ≥2 (S, m) i,j denote the set of parking functions inP ≥2 (S, m) with (i, j) being the smallest pair of cars preferring the root, i.e. there are no cars in U i,j preferring the root. We further partitionP 0&1 (S, m) i,j andP ≥2 (S, m) i,j as follows.
For any parking function inP ≥2 (S, m) i,j , the cars in U i,j prefer leaf vertices, so we can first arrange these j − 2 cars among the n − 1 leaves. For each injection f : U i,j →S − {z}, let P ≥2 (S, m) i,j (f ) denote the elements ofP ≥2 (S, m) i,j with cars in U i,j arranged via f , and let P 0&1 (S, m) i,j (f ) denote the elements ofP 0&1 (S, m) i,j with cars in U i,j arranged via f . Since f is itself a "restricted" parking function, we will express f as a sequence when the context is clear. We can thus partitionP ≥2 (S, m) i,j into the setsP ≥2 (S, m) i,j (f ) andP 0&1 (S, m) i,j into the setsP 0&1 (S, m) i,j (f ), with f ranging over the injections U i,j →S − {z}. Let m = 5, (i, j) = (1, 3), and f = (6). OnS, the cars (i, j) must prefer vertex 1. On S, the cars (i, j) can prefer vertices 2, 7, 4, 8, 3, 9, 5. An element ofP ≥2 (S, m) i,j (f ) is s = (1, 6, 1, 7, 1). An element ofP 0&1 (S, m) i,j (f ) is s = (8, 6, 8, 4, 3) .
The following lemma will help us compare the cardinalities of the setsP ≥2 (S, m) i,j (f ) and P 0&1 (S, m) i,j (f ).
with equality possible only when a = 0.
Proof. The inequality is clear for a = 0. For a = 1, we have r 
It is straightforward to check that C l < C a−2 < b a for all l < a − 2. Hence it remains to
We have 4b a −(
Proof. As described previously, partitionP ≥2 (S, m) into the setsP ≥2 (S, m) i,j (f ) and partition P 0&1 (S, m) into the setsP 0&1 (S, m) i,j (f ). To prove the inequality, we compare P ≥2 (S, m) i,j (f ) and P 0&1 (S, m) i,j (f ) for a fixed injection f :
Fix a leaf vertex x. Note that an element ofP ≥2 (S, m) i,j (f ) is completely determined once we finish arranging all the cars preferring the leaves, and that an element ofP 0&1 (S, m) i,j (f ) is completely determined once we finish arranging the car pair (i, j) and the remaining cars. For each integer 0 ≤ l ≤ m − j, letP ≥2 (S, m) i,j l (f ) denote the elements ofP ≥2 (S, m) i,j (f ) with exactly |U i,j | + l = j + l − 2 cars preferring leaves; i.e. we choose l cars from [m] − [j] to arrange them among the n − 1 − |U i,j | = n − j + 1 remaining leaves. If j > 2, letP 0&1 (S, m) i,j k (f ) denote the elements ofP 0&1 (S, m) i,j (f ) with car pair (i, j) preferring the (k + 1)st empty leaf after car
Notice that
Since r ≥ 2 and j ≥ 2, it is easy to check that m − j + 1 ≤ n+1 r − j + 1 = n+1−rj+r r ≤ n−j+1 r . Letting a = m − j and b = n − j, we have a ≤ b − 1 and b ≤ n − 2, and it follows by Lemma 4.0.
as desired.
The following lemma will help us obtain a different inequality dealing with larger values of m.
Continuing in this manner, it is straightforward to check that
and all injections f :
General Directed Trees
We now consider the situation where a general directed tree is sparsely-parked, in other words there are far fewer cars than parking spots in some sense. This situation has remarkable similarities with the directed star case analyzed previously, and can be studied via an extension of the previous approach. Let T denote a sink tree with n vertices with root z, and letT denote the corresponding source tree. For two vertices u, v ofT where v is reachable from u, let path(u, v) denote the unique directed path connecting them; path(u, v) is defined analogously for T . Let leaf(u) denote the minimal leaf connected to u by a directed path of maximal length. Let minleafdist(T ) denote the number of vertices in the shortest path from a leaf to a vertex of degree at least three in T ; minleafdist(T ) is defined the same way.
If I is a directed path inT starting at u, define the neighborhood N (I) of I to be the set of vertices adjacent to I, excluding the parent of u; intuitively, an element of N (I) is the start of a branch attached to I. We have z = 1, path(2, 10) = (2, 6, 9, 10), leaf(2) = 11, N (2, 6) = {7, 9}, N (9, 10, 11) = {13}, and minleafdist(T ) = 2.
We now introduce a certain "flip" operation for parking functions on a path, which will be useful for studying the effects of reversing the orientation ofT . We now define a flip * operation on the entire tree that is independent of the specific parking function; this operation will yield an involution from P (T , m) to P (T, m) in certain cases. Given s ∈ P (T , m), define flip * (s) as follows:
1. For each u ∈ N (z), apply flip path(u,leaf(u)) .
2. For each u 1 ∈ N (path(u, leaf(u))), apply flip path(u1,leaf(u1)) .
3. For each u 2 ∈ N (path(u 1 , leaf(u 1 ))), apply flip path(u2,leaf(u2)) .
4.
In general, for each u i+1 ∈ N (path(u i , leaf(u i ))), apply flip path(ui+1,leaf(ui+1)) .
For a vertex v we also define flip * (v) to be flip I (v) where I is the predetermined path v is on in the above process; we will call such I a flip-path ofT . The same operation can be defined from P (T, m) to P (T , m). Roughly speaking, flip * fixes the cars preferring z in both situations, while reflecting the preferences on the "branches". We will be interested in situations where applying flip * to s and reversing orientation produces a parking function on T . Remark 5.0.2. A type of "flip" operation had been used in [5] to show that P (T, n) ≤ P (T , n). In that situation, the flip of preferences depends on the specific parking function. For the parking function s = (2, 2, 10, 11), we have flip * (s) = (8, 8, 10, 9) . For the parking function s = (6, 6, 6, 14, 12), we have flip * (s) = (7, 7, 7, 5, 13) . For the parking function s = (4, 16, 16, 22), we have flip * (s) = (17, 15, 15, 21).
In our comparison of P (T , m) and P (T, m), complicated sets of parking functions, for which no nice formulae for cardinalities are known, will need to be considered. Nonetheless, the following crude estimates will be enough for our purposes.
We will be considering the situation where j ≤ m cars have already made their preferences in T andT . The preferences of these j cars yield a "restricted" parking function g[T, j] : [j] → T and g[T , j] : [j] →T on T andT respectively. We are interested in analyzing how many ways the remaining cars [m] − [j] can make their preferences to "complete" g[T, j] to an element of P (T, m) and g[T , j] to an element ofP (T , m). 
For any l
2. Suppose G is acyclic. Let l ≤ m − j and let v ∈ [n] be a vertex that no cars in [j] will occupy but whose outgoing paths will be completely occupied by cars in [j] . Suppose also that, for any vertex
be the subset ofP (G, j + l)[g] such that no car will park at v, and letP
such that one car may park at v. Then
Proof. The cars [j] will occupy exactly j vertices in the parking process.
1. Any s ∈P (G, j + l 1 )[g] results in a parking arrangement in which exactly j + l 1 vertices are occupied. To complete s to an s ′ ∈P (G, j + l 2 )[g], there are at least n − j − l 1 vertices that the (j + l 1 + 1)st car can prefer, at least n − j − l 1 − 1 vertices that the (j + l 1 + 2)st car can prefer, and so on.
2. Since G has no cycles, there is at most one path connecting v to any other vertex. For v to be occupied, there must be a car that prefers an ingoing path to v and ultimately parks at v. Let s ∈P (G, j + l) [g,v] . s has at most l cars that can be chosen to park at v. Proof. In analogy to the directed star situation studied earlier, there are three cases for a parking function, depending on T orT being the parking lot in question:
1. Exactly one car prefers z. This applies to both T andT . We first show that P (T , m) = P (T, m) in Cases 1 and 2, after which it will suffice to compare P (T , m) and P (T, m) in Case 3. The Cases 1 and 2 correspond to the cancellations performed in the situation where each vertex is preferred by at most one car in the directed star case.
Case 1:
Let s ′ ∈P (T, m) be such a parking function with car j z preferring z. By definition, each flippath J has enough vertices to accommodate all the cars preferring J. It follows that flip * (s ′ ) ∈ P (T , m) and that flip * (s ′ ) is a parking function with just car j z preferring z.
Let s ∈P (T , m) be such a parking function with car i z preferring z. Since m < minleafdist(T ), each flip-path I has enough vertices to accommodate all the cars preferring I; these cars can all park without ever leaving I. It follows that flip I (s) also satisfies this property, for each flip-path I. Hence flip * (s) ∈P (T, m) and flip * (s) is a parking function with just car i z preferring z.
flip * is clearly an involution, so the two sets of parking functions have the same cardinality as claimed. Case 2:
The same argument as in Case 1 applies, except now with s, s ′ , flip * (s), flip * (s ′ ) all being parking functions with no cars preferring z or parking at z. Case 3: LetP ≥2 (T , m) denote the set of elements ofP (T , m) with at least two cars preferring z, corresponding to Case 3b. LetP 0&1 (T, m) denote the set of elements ofP (T, m) with no cars preferring z and one car parking at z, corresponding to Case 3a. Similar to our work on the directed star case, we will partitionP ≥2 (T , m) into subsets and match them with corresponding subsets ofP 0&1 (T, m) in such a way that makes for easier comparison; as before, this method involves controlling the "common" features ofP ≥2 (T , m) andP 0&1 (T, m).
Let i < j ∈ [m], and let U i,j := [j] − {i, j}, with the following purpose. In Case 3b, the pair i < j will be the first two cars preferring z, so all cars in U i,j prefer the graphT − {z}. In Case 3a, the pair i < j will be the first two cars preferring a single vertex such that j parks at z, so all cars in [j] prefer the graph T − {z}. In both cases, the cars in U i,j prefer non-root vertices of the tree.
DefineP ≥2 (T , m) i,j to be the set of elements ofP ≥2 (T , m) with i < j being the first two cars preferring z. DefineP 0&1 (T, m) i,j to be the set of elements ofP 0&1 (T, m) with i < j being the first two cars preferring a single vertex such that j parks at z. Notice that
the latter set inequality is strict asP 0&1 (T, m) includes the situation of more than two cars preferring a single vertex such that the last car parks at z.
In bothP ≥2 (T , m) i,j andP 0&1 (T, m) i,j , the preferences of the cars in U i,j must constitute a parking function on the respective trees. For each such restricted parking function fT : . This involves comparing the number of ways to complete fT to an element ofP ≥2 (T , m) i,j and the number of ways to complete flip * (fT ) to an element ofP 0&1 (T, m) i,j . Since m ≤ min(|N (z)|, minleafdist(T )), we immediately have m 2 ≤ n.
Denote by fT and flip * (fT ) the parking functions resulting from including the preferences of the car pair (i, j) in fT and flip * (fT ), respectively. Note that the cars (i, j) must prefer z in fT , whereas they can prefer at least |N (z)| vertices (which allow car j to park at z) in flip * (fT ), since m ≤ min(|N (z)|, minleafdist(T )). The idea here is that fT and flip * (fT ) are "almost the same" except for the preference of the cars (i, j), so we can focus on the differences between completing fT and flip * (fT ) to an element ofP ≥2 (T , m) i,j and an element ofP 0&1 (T, m) i,j , respectively.
Let m ′ ≥ |N (z)| be the number of possible vertices for (i, j) to prefer so that j parks at z, in the formation of flip * (fT ). This yields the partition ofP 
fT is completed to an element ofP ≥2 (T , m) i,j l [fT ] by choosing l cars from [m] − [j] and then determining their preferences onT − {z}; the other m − j − l cars will prefer z. Since m ≤ minleafdist(T ), there is only one outgoing path from flip * (v l ) inT , which leads to a leaf. For any s ∈P ≥2 (T , m) i,j l [fT ], the outgoing path from flip * (v l ) will be completely occupied by cars in [j] with the exception of flip * (v l ) itself. After choosing the l cars, letP (T −{z}, l)[fT ] denote the subset ofP ≥2 (T , m) i,j l [fT ] where these specific l cars are the ones chosen; we use this notation for simplicity since the number of ways to determine the preferences of the l cars is independent of the specific cars chosen, and is always equal to |P where flip * (v l ) is never occupied in the former set while flip * (v l ) may be occupied in the latter set. Notice that flip * is an injection fromP (T − {z}, l)[fT , flip * (v l )] toP 0&1 (T, j + l) i,j l [flip * (fT )] where the preference of (i, j) is changed from z to v l , hence
Since m ≤ minleafdist(T ), there are at least m − j vertices connecting flip * (v l ) to any vertex of degree at least three. By Lemma 5.0.4 (2) 
For l < m − j, the inequality established above yields and hence P ≥2 (T , m) < P 0&1 (T, m).
In conclusion, summing over the three cases yields P (T , m) < P (T, m), with the difference coming from Case 3.
Remark 5.0.6. In the case that T is a starlike tree (a collection of paths joined at a common root), the same conclusion holds with the looser restriction m ≤ min(N (z), √ n); the same argument applies with slight modifications.
Example 5.0.7. SupposeT is the following digraph. 
Future Work
For a source starS, computations show that we may have P (S, m) > P (S, m) for values of m close to n. It would be interesting to find out how large m needs to be for P (S, m) > P (S, m).
For a source treeT with m > minleafdist(T ), the argument in Theorem 5.0.5 breaks down since the flip * operation may not yield a parking function on T . It would be interesting to see how/if this difficulty could be overcome, and what inequality could be established for larger values of m. Conceivably, the restriction m ≤ |N (z)| in Theorem 5.0.5 may be relaxed if finer estimates than those in Lemma 5.0.4 are found or if the full size ofP 0&1 (T, m) is considered by taking into account the case where more than two cars prefer a single vertex with the last car parking at z.
