Abstract. We present a unified approach to study large positive solutions (i.e., u(x) → ∞ as x → ∂Ω) of the equation ∆u + hu − kψ(u) = −f in an arbitrary domain Ω. We assume ψ(u) is convex and grows sufficiently fast as u → ∞. Equations of this type arise in geometry (Yamabe problem, two dimensional curvature equation), probability (superdiffusion). We prove that both existence and uniqueness are local properties of points of the boundary ∂Ω, i.e., they depend only on properties of Ω in arbitrary small neighborhood of each boundary point. We also find several new necessary and sufficient conditions for existence and uniqueness of large solutions including an existence theorem on domains with fractal boundaries.
Introduction
In this paper we study positive solutions of the problem ∆u + hu − kψ(u) = −f in Ω, u(x) → ∞ as δ(x) = dist(x, ∂Ω) → 0 (1) on domains Ω with nonempty (possibly) arbitrary boundary in a compact Riemannian manifolds M without boundary of dimension n = dim M ≥ 2. Here ∆ is the Laplace-Beltrami operator given by the Riemannian metric on M . We assume that the metric tensor g ij on M is at least of class C 2 (M ), hence M has well defined scalar curvature of class C(M ). The function ψ in (1.1) is assumed to be well defined on all nonnegative numbers, vanishing at zero, increasing, convex and growing sufficiently fast as u → ∞. The precise conditions will be given later. The functions h, k, f are assumed to be sufficiently smooth, and k, f ≥ 0 with k bounded away from zero near the boundary ∂Ω.
It turns out that the equation (1) for various functions ψ plays important role in geometry, probability, etc. Two classical examples arising in geometry are the Yamabe equation and two dimensional curvature equation mentioned below. One motivation we had writing this paper was to show that these problems with seemingly very different functions ψ can be given very similar treatment.
The equation (1) with ψ(u) = u (n+2)/(n−2) arises in the problem of conformal change of metric in dimensions 3 and more and is known as the Yamabe problem. Let g, g be two conformally related Riemannian metric. The conformal relationship will be written as g = u 4/(n−2) g. Denote by R , R their scalar curvature functions. These are related by the equation (2) ∆u − n − 2 4(n − 1) Ru + n − 2 4(n − 1) R u (n+2)/(n−2) = 0.
Here ∆ is the Laplace-Beltrami operator in the metric g. The first two terms on the right hand side of (2) are known as "conformal Laplacian" and the corresponding operator will be denoted by L. Clearly the equation (2) is a special case of (1), provided R ≤ 0 and R < 0 near the boundary ∂Ω. In this light the equation (2) with boundary data as in (1) can be seen as a problem of finding complete metric g in Ω with given nonnegative scalar curvature R such that g is conformally related to the background metric g in M . The most typical example we want to consider is when R is constant and negative. The meaning of the words complete metric is that all geodesics of g in Ω never intersect the boundary ∂Ω of Ω, i.e., (Ω, g ) is geodesically complete. This problem has been considered in many papers both on compact and noncompact manifolds, in particular in [2] , [3] , [4] , [28] , [46] , [33] , [34] [ 26] , most recently in [24] , [25] and also elsewhere. The problem for R ≥ 0 which is of different nature and not considered here is addressed in [23] , [6] , [45] , [46] , [27] , [30] , [31] , [29] , [13] and elsewhere.
If the same problem is considered in two dimensions, a different equation arise. In this case we look for g = e 2u g where u solves
Here K is curvature in the original metric and K in the mew metric. This problem for K = −1 was extensively considered in [32] . Solutions of (3) give rise to classification of Riemannian surfaces, see Corollary 9.3 which is a nice application of the theory we develop in this paper. The equation with various powers ψ(u) = u α also arises in probability (α = 2 -Brownian snakes, 1 < α ≤ 2 -superdiffusion) see e.g [11] , [12] , [19] .
We consider the equation (1) on a domain Ω in a Riemannian manifold M . The main result of this article is that both questions -the existence of a large positive solution and its uniqueness are local properties. That is they depends solely on the properties of ∂Ω near a point x ∈ ∂Ω. We develop concepts of ψ-regularity and ψ-uniqueness of a boundary point x ∈ ∂Ω (see definitions in section 2). What these notions mean is that a boundary point x ∈ ∂Ω has a neighborhood U such that the problem ∆u − cψ(u) = 0 in Ω ∩ U has a large solution for some c > 0 (or unique large solution for ψ-uniqueness for some c > 0). More will be discussed when these notions are properly introduced. To put our results into context the question of existence of large solutions for function ψ(u) = u q for 1 < q < ∞ has been settled in the works [24] , [25] where it has been shown that the solvability is equivalent to certain Wiener-type condition at every boundary point y ∈ ∂Ω. Hence at least in this special case, the solvability is indeed a local property. From this perspective it is not surprising that the existence (as well as uniqueness) of large solutions is a local property for more general functions.
We present our main results in section 3 after all notions are defined. There are two subsections, the first one on the existence with main results Theorems 3.1 and 3.2 which imply that the equation (1) is solvable if and only if the every point of the boundary of Ω is ψ-regular.
The second subsection on (non)uniqueness first presents two examples of nonuniqueness (Examples 3.1 and 3.2) on very general (fractal) domains. The construction is given in detail in section 7 and is a generalization of known examples in smooth setting. The common feature of these examples is that the solutions u(x) grow to infinity slowly as x → ∂Ω. In particular, the new metric which would arise in the Yamabe problem or in the two dimensional problem is not complete. If we require that u grows sufficiently fast (we say u has maximal rate of blow-up) then such solution (if exists) is unique (Proposition 3.4). This type of behavior has been already noted in some cases in the works of Delanoë, Finn, McOwen and Tang.
The general results on uniqueness (Theorem 3.6 and Theorem 3.7) state that again uniqueness is a local property, i.e., the solution of the equation (1) is unique if and only if all its points are ψ-unique. We also present several new necessary and sufficient conditions for uniqueness of the large solution in (Theorem 3.8 and Proposition 9.9). These generalize the uniqueness condition from [39] and [42] . We conjecture that they can be further improved (see the conjecture just above Proposition 9.9).
We devote the last section to examples of how this theory can be applied to concrete examples functions ψ. Most results of this section are not new, the point we want to make is to show how they all fit nicely into the same framework. We show that in many cases existence and uniqueness do not depend on the metric tensor g on M , i.e., if we know the answer in R n we have it on any manifold M (e.g. Corollaries 9.2 and Proposition 9.4). These results nicely complement the recent progress in the special case of ψ(u) = u α in Ω ⊂ R n where we now know the necessary and sufficient conditions for existence of a large solution in terms of Wiener-type capacity. Labutin's result states that the large solution exists if every point has a "local complement" that is the set U ∩ (R n \ Ω) for all neighborhoods U of x of sufficiently large capacity. What "capacity" means depends on α > 1. The uniqueness in not considered in his work. Our approach follows a different path, we treat much broader range of problems with less case-specific results.
Section 4, although auxiliary contains important results about large solutions such as comparison principle, existence of barriers and Harnack inequality.
Definitions

Preliminary definitions.
As mentioned in the introduction we consider positive solutions of the equation (4) ∆u + hu − kψ(u) = −f in Ω. Condition (7) is a classical condition introduced by Keller and Osserman [21] , [44] . We note that (6) implies that ψ(u) ≤ ku for some k > 0 and u ∈ [0, ε), hence, the integral (7) converges to ∞ as a → 0+. It is also worth pointing out that the condition (6) says something about the differentiability of ψ. Since ψ is convex we know that ψ exists almost everywhere. It also follows that ψ(u)/u is a monotone increasing function, hence it has a one-sided limit at zero, so the right-derivative ψ (0) is well defined and finite.
Definition 2.1. A positive solution of the equation (4) which satisfies
In several cases we shall in place of (7) assume slightly stronger condition (8) . Functions ψ for which (8) hold will give rise to solutions that satisfy the well-know Harnack inequality (see below), hence we name this condition appropriately. Definition 2.3. If in addition to condition (6) and there exists θ > 1 such that
we say that ψ satisfies the Harnack assumptions.
If is easy to see that (8) implies that ψ(u) ≥ cu 1+ε , where ε = ln y/ ln θ > 0 and y is any number between 1 and lim inf u→∞ ψ(θu)/(θψ(u)). Clearly such ψ satisfies (7) . To see that these conditions are not equivalent, consider ψ equal to u ln 4 (1 + u) for large u. We see that ψ satisfies (7) but not (8) , so (8) is a slightly stronger condition. All ψ we will consider in examples do satisfy (8) .
The condition (usually easy to verify)
is even stronger, as it implies that (8) holds for all θ > 1, hence ψ satisfies the strong Harnack assumptions.
Definition 2.4.
Let Ω be a domain in M . We say that two positive functions u 1 , u 2 defined on Ω are comparable if 
, for some nondecreasing function f :
We say that a complete large solution u of the equation (4) blows-up at the maximal rate if the function f in (11) can be taken to be positive and constant.
Remark 2.1. The reason we call such solution complete is that (if it exists) the metric it defines gives rise to a complete metric for the Yamabe equation (2) . Of course, this definition is much more general, but fits nicely into the whole picture.
2.2.
Regular boundary points and regular domains. We recall the classical notions of regular, L-regular boundary point and the concept of a barrier. These notions were first introduced for Laplacian in R n but generalize to second order elliptic operators on manifolds, c.f. [20] and [48] . Let Ω be an arbitrary domain Ω ⊂ M with nonempty boundary. Then the Dirichlet problem
has always a solution (the Poisson integral) u = PI(g), where PI:
(y) exists and is equal to g(x). If all points of ∂Ω are L-regular then we say that the domain Ω is L-regular. Obviously in such case we have: PI:C(∂Ω) → C(Ω).
We say a point
All L-regular points can be characterized in terms of local barriers.
Theorem 2.7. The point x ∈ ∂Ω is L-regular if and only if there exists a neighborhood U of x and a C
We now want to generalize the notions of L-regular points and domain for our purposes. In our case these notions will depend on the given function ψ, hence we will talk about ψ-regularity. We say that a point x ∈ ∂Ω is ψ-regular if there exists a neighborhood U of x such that U ∩ Ω is ψ-regular.
If ψ satisfies only the standard assumptions we say that the domain Ω is ψ-regular if the equation ∆u − cψ(u) = 0 has a large solution in Ω for all c > 0. The notion of ψ-regular point remains unchanged.
In parallel to classical theory we also introduce ψ-barriers:
Assume that the function ψ satisfies the standard assumptions. Let U be a neighborhood of a point x ∈ ∂Ω. We say that a positive function w defined in U ∩ Ω is a local ψ-barrier at x if w is a subsolution of the equation ∆u − ψ(u) = 0, i.e, ∆w − ψ(w) ≥ 0 in the sense of distributions on U ∩ Ω and (14) lim y→x w(y) = ∞.
ψ-uniqueness. For the classical problem
there is no issue with uniqueness, as the maximum principle applies. There are however several examples of non-uniqueness of large solutions for equation (4) some of which can be found in this paper. For this reason we will consider the uniqueness issue in detail here and in parallel with the previous subsection will introduce a new notion of ψ-uniqueness. Here we will assume the stronger Harnack assumptions on the function (8) . This will allows to consider nonconstant k in the equation (1), if however k is constant the standard assumptions would suffice. 
with the property that any other nonnegative solution u of the equation (17) in Ω satisfies u ≤ U max .
Conversely, if ψ satisfies the Harnack assumptions and the equation (17) has at least one large solution for some
If all boundary points of Ω are regular, then there also exists a minimal large solution U min of the equation (17) , i.e., if u is any other large solution of the equation (17) , then u ≥ U min .
As we will see in Examples 3.1 and 3.2 the concept of minimal large nonnegative solution does not make sense on on more general domains, i.e., domains that are not regular, since on such domains it is possible to construct a decreasing sequence of large solutions with limit zero. If k is continuous at ∂Ω , then we have uniqueness in (b) that is U min = U max , hence there is only one large solution. We think that this is true even for discontinuous k ∈ L ∞ , but we do not have the proof.
Conjecture:
If all boundary points of Ω are regular and k ∈ L ∞ (Ω), k ≥ c > 0 then U min = U max so uniqueness holds and the domain Ω is ψ-unique. If ψ only satisfies the standard assumptions then Ω is ψ-regular domain if and only if every point x ∈ ∂Ω has a local (cψ)-barrier at x for every c > 0.
All regular points have a local local (cψ)-barrier at x for every c > 0.
3.2.
(Non)uniqueness.
can be uncountable) where each Γ i satisfies
for all x ∈ Γ and 0 < r < diam(M ) and some c independent of x and r. Here 
for all x ∈ Γ and 0 < r < 1. The important point of previous examples is that the constructed solutions in section 7 go to infinity quite slowly. We do have the following uniqueness in the class of comparable solutions by an argument essentially identical to [42] . 
Even better statement is true if the large solutions are complete: 
has a unique large solution for some c > 0 then the domain Ω is ψ-unique.
Now we state one sufficient condition for ψ-uniqueness. This condition works only on special class of manifolds with rich set of local isometries, i.e., manifolds that look locally as T n , S n or H n . This does not represent any restriction in two dimensions as any compact Riemannian manifold M can be equipped with conformally equivalent metric of constant curvature 1, 0 or −1, so M is either S 2 , T 2 or locally H 2 . The following proposition is an improvement of uniqueness result from [39] which was formulated in R n and it required that R n \ Ω has nonempty interior near every point x ∈ ∂Ω. 
Then the point x is ψ-unique. If all points of Ω have this property, then Ω is ψ-unique.
A similar observation has been made in [42] (c.f. Theorem 0.3 there). Proof of the Corollary: For any x ∈ Γ we identify some neighborhood U of x with a neighborhood V of 0 in T x T n via the exponential map (this is a local isometry on T n ). Then there is a unit vector v ∈ T x T n and a function ϕ : W = V ∩ {w ∈ T x T n ; w⊥v} → R such that ϕ(0) = 0 and Γ ∩ U = {x + w + vϕ(w); w ∈ W }. Indeed, if this holds then Γ∩U has two connected components -one "above" and one "below" the graph. Then Φ t (y) = y + tv for t > 0 is the family of isometries for the component "above" the graph and Φ t (y) = y − tv for t > 0 is the family of isometries for the component "below" the graph. Finally, we note that with bit of an effort it is also possible to handle surfaces with corners, more can be found in Proposition 9.9.
Preliminaries: The comparison lemma, barriers and the Harnack inequality
The results in this section are mostly generalizations of known results from the case ψ(u) = u α to a general ψ. For briefness we will omit certain details and concentrate on the differences. We start with crucial comparison result. (4), i.e.,
Under these assumptions, if (26) lim sup
We modify argument contained in [5] and also in [39] . Let ε 1 > ε 2 > 0 and denote
Here (.) + denotes the nonnegative part of the function inside parentheses. Clearly, w i ∈ L 2 1,loc (Ω), w i ≥ 0 and w i has compact support in Ω due to (26) . By (24) with w = w 1 and w = w 2 after subtraction we get (27) Let Ω + (ε 1 , ε 2 ) = {x ∈ Ω; u 2 (x) + ε 2 > u 1 (x) + ε 1 } and note that all integrands in (27) vanish outside this set. Clearly w 1 > w 2 in Ω + (ε 1 , ε 2 ). The first integral on left hand side of (27) is equal to (28) −
From this we conclude that the left hand side is not positive. Looking at the right hand side if we let ε 1 → 0 we conclude that its limit is (29)
Clearly, as u 2 > u 1 on Ω + (0, 0) by (6) we see that
. It follows that the measure of the set {x ∈ Ω + (0, 0); k(x) > 0} is zero, otherwise the integral (29) is positive which contradicts the fact that the right hand side of (27) is not positive. From this we see that Ω \ Ω + (0, 0) = ∅.
Pushing the matter further we see that the limit ε 1 → 0 of (28) must be zero. As each set Ω + (ε 1 , ε 2 ) is compactly contained in Ω, the continuity of u 1 , u 2 , the fact that u 1 > 0 in Ω and u 2 > u 1 in Ω + (ε 1 , ε 2 ) implies that both u 1 /u 2 and u 2 /u 1 are bounded away from infinity on each Ω + (ε 1 , ε 2 ).
By
Finally, since the last integral in (30) goes to zero as ε 1 → 0 it follows that the middle term of (30) 
. From this we conclude that Ω + (0, 0) is empty, as otherwise u 1 /u 2 = 1 at ∂Ω + (0, 0). However, this implies u 2 /u 1 = 1 inside Ω + (0, 0) which contradicts the fact that u 2 > u 1 on the whole Ω + (0, 0). Thus Ω + (0, 0) is empty and u 1 ≥ u 2 everywhere.
In the case
in Ω follows from the strong (Zarremba) maximum principle. (4) on very general domains. We present these in the following section.
4.2.
Barriers. In this subsection we develop certain absolute estimates on solutions of the equation (4) . The main goal is to show that there exists a function B : Ω → R + such that all finite nonnegative solutions of (4) are bounded from above by B, provided ψ satisfies certain growth assumptions. We first consider balls in R n .
Lemma 4.2. Let R > 0 and let ψ satisfy the standard assumptions (6) and (7) .
Note that the strict convexity of ψ implies that the function g defined by (33) is well defined on (0, ∞), g is decreasing and g(0+) = ∞, g(∞) = 0. Proof. Writing (32) in polar coordinates it suffices to find a C 2 function ϕ of one variable such that
Following Keller [21] and Osserman [44] we rewrite (34) in the form
We integrate once, using ϕ (0) = 0. This yields
Using this estimate we get
, which multiplying by ϕ and integration gives us (36) (ϕ (r))
Finally, taking the reciprocal of (36) and integrating we get
It follows from (7) that for any R > 0 there exists ϕ 0 = ϕ 0 (R) > 0 for which the solution ϕ with initial condition ϕ(0) = ϕ 0 blows up at R, i.e., ϕ(R−) = ∞. Indeed, the equation (34) with boundary conditions ϕ (0) = 0, ϕ(R) = m has unique solution for any m > 0. Denote such solution by ϕ m . By letting m → ∞ we obtain a function ϕ = lim m→∞ ϕ m . We claim that ϕ is also a solution to (34) and ϕ (0) = 0, ϕ(R−) = ∞. Clearly, ϕ m is nondecreasing sequence of functions and ϕ m satisfies (37) for r = R. Hence, by (7) it follows that ϕ m (0) has a finite upper bound, otherwise the right hand side of (37) would converge to zero as m → ∞ which is not possible. It follows that ϕ(0) < ∞, hence by the well posedness of the equation (34) 
It follows that ϕ is well defined on [0, R) and ϕ(R−) = lim m→∞ ϕ m (R) = ∞. We also have an estimate on the value of ϕ(0) = ϕ 0 . Indeed, using (37) for ϕ and r = R we obtain
where g is defined by (33) .
Remark 4.2. In some interesting cases the function g defined is tractable. In particular, if ψ(u)
. Hence we get that
This a priori bound is due to Aviles, Keller, Osserman and Véron.
Next, we consider similar barrier estimates on geodesic balls around points on compact manifold M . 
R) is a geodesic ball or radius R, i.e., B(z, R) = {y ∈ M ; dist(x, y) < R}, where the distance function is the geodesic distance given by the metric tensor g on M .
Moreover, u(z) satisfies
where g is the function given by (33) .
Proof. Pick R 0 > 0 sufficiently small such that for every z ∈ M the geodesic ball B(z, R) for R ≤ R 0 can be equipped with local geodesic coordinates centered at z. In such coordinates the metric tensor simplifies and has form g ij (z) = δ ij and ∇g ij (z) = 0. Also, if g ij is the inverse matrix to g ij then g ij (z) = δ ij and ∇g
In any local coordinates using the summation convention we have
Let ∆ 0 u be the operator given by (42) 
Hence for any ε > 0 there is
This is a crucial estimate that allows us to take the v = ϕ(|x|) to be the solution from Lemma 4.2 for the ball B(0, R) ⊂ R n to the equation
Moreover, the bounds from previous lemma such as (35) 
If we pick R 0 > 0 sufficiently small, it follows that the right hand side of (46) can be bounded by
Hence u is the supersolution to (40) . The estimates for u(z) follows from (33) .
In addition, let ψ be a function satisfying (6) and (7) . Then there exists continuous function B : Ω → (0, ∞) called barrier such that any nonnegative solution u to the PDE
is bounded by B, i.e.,
Moreover, the barrier function B can be taken in the form
Next, find R 0 > 0 as in Lemma 4.3 such that for all 0 < R ≤ R 0 and z ∈ M there exists a supersolution U to the equation (40) satisfying (41) and
. By possibly making R 0 smaller, if necessary, we can arrange that any such U also satisfies U ≥ m thanks to (41) . First, we define the barrier B on the set {x ∈ Ω; δ(x) ≤ R 0 } by
where g is given by (33) . Indeed, let
We compare u and U R in the ball B(x, R) using Lemma 4.1. Clearly u is a bounded nonnegative solution of (48) in B(x, R) and U R a supersolution of the same equation in B(x, R) since
it follows that all assumptions of Lemma 4.1 are satisfied and u ≤ U R is B(x, R). Hence by (52) we see that 
4.3. Harnack inequality and other elliptic estimates for solutions. In this subsection we prove certain general estimates that our solutions satisfy. These estimates will be useful for the question of uniqueness we deal with in the following section. We note that most results we present here are based on the work for ψ(u) = u α in [18] . Our results are a minor modification of their argument for more general ψ. 
where C > 0 depends on n, the ellipticity modulus of ∆ and νδ where
We claim that νδ ≤ K for some K independent of u and x. Having that it follows that C in (56) can be taken independent of νδ, hence (55) follows.
To estimate (57) we first develop estimates on the barrier function (51), provided ψ(u) satisfies (8) . Recall the definition of the function g in (33) . Since ψ is convex we get that
Here we choose β such that (1 + β)/2 = θ. We further estimate (59) as follows. As ϕ is increasing 1/ϕ((a + s)/2) on the interval [aβ n , aβ n+1 ] can be estimated from above by 1/ϕ(a(
Furthermore, by (8) it follows that for sufficiently large a there is 0 < τ < 1 such that 1/ϕ(aθ
We put all of this into (59), evaluate the integral for n = 0 separately (we get it is integrable) and for the rest since (s 2 − a 2 ) 1/2 ≈ s as s >> a we replace this term by s. This yields
The last estimate follows from the fact that the series is summable. It follows from the definition of the function (49) and (51) we get that
i.e., νδ in bounded uniformly from above. From this our claim follows. 
for some K > 0 small. Notice that in the case ψ(u) = u α this again yields (54). However, (62) is not always optimal, e.g., when ψ(u) = e u − 1 which is another important case. In this case the definition of g yields the estimate
The Harnack inequality is the crucial step in proving weighted global estimates for the solution. As the details are done in [18] we just state the results. As before let δ(x) = dist(x, ∂Ω). By u 2,α,Ω we denote the following weighted norm: 
Having (64) we now consider the following situation. Let u be a solution of the equation ∆u − ψ(u) = 0 in Ω. Given δ > 0 let x be a point in Ω such that δ(x) = dist(x, ∂Ω) = 2δ and let B = B(x, δ) be a geodesic ball of radius δ around x. It follows that any point of B has distance at least δ to the boundary ∂Ω.
Given any R > 1 it is obvious that Ru is a supersolution of the equation ∆u − ψ(u) = 0 in Ω and therefore in B as well. We ask the following question. It is possible to find "better" supersolution in B? That is could we find a radial function Θ = Θ(r) such that Θu is a supersolution in B, and Θ(r) < R on [0, δ), Θ(δ) = R? The following lemma gives us the answer. This lemma represent a crucial step in the proof in uniqueness of large solutions with sufficiently fast blow-up.
Lemma 4.8. Assume that ψ satisfies (6) and (8) 
If this does not happen we take
Proof. Computing ∆(Θu) for a radial function Θ we see that
where B is a bilinear function in ∇u and ∇Θ. Hence, by (64) there is a constant
as Θ (r) ≥ 0. The constant K is independent of x. Having (65) and (66) we see that Θ(r) ≥ θ. By (8) we have that for large u:
. It follows that if we find Θ such that
it follows that the righthand side of (70) is less than 0, so Θu is a supersolution. Next, instead of solving (71) we look for Θ such that
, where ∆ 0 is a flat Laplacian in geodesic local coordinates centered at x. Since (44) holds, if δ 0 > 0 is chosen sufficiently small, we get that (71) follows from (72). Writing ∆ 0 in polar coordinates we get
Finally we note that the term 
) . It is a simple exercise that the function Θ given by (65) for some C > 0 depending only on K, c and n solves this equation. We get (66) if Θ(0) given by (65) is less than θ (if we allow this, (69) no longer holds), so we make this modification.
Existence and Uniqueness for continuous Dirichlet data
In this section we establish the existence an uniqueness of large solutions in domains with relatively nice boundary. In section 2 we defined a regular point x ∈ ∂Ω. In such point the Poisson integral for the Laplace's equation in Ω with C(∂Ω) data gives a continuous function at x. We will consider for now domains Ω with all boundary points regular. The following theorem (c.f. [48] ) gives sufficient (but not necessary) condition for a point to be regular. 
In particular, all boundary points of a Lipschitz domain are regular. Now we tackle the equation (4). We first settle the question of the existence and uniqueness of a solution to the Dirichlet problem with continuous boundary data under additional assumption h ≥ 0. In this case we want to consider all solutions, not only the positive one. To accommodate this extension we have to extend the domain of ψ onto whole R. 
Then for any g ∈ C(∂Ω) and a distribution f = ∆F for some F ∈ C(Ω) the Dirichlet problem
has a unique solution. There exists C > 0 such all solutions to (76) satisfy the estimate
If in addition f ≤ 0 and g ≥ 0 the solution u is nonnegative.
Proof. Consider the linear problem
We want to establish the existence of a solution for this problem. Clearly, if f = 0 there is nothing to prove, since (78) is just the same equation as (13) and hence Theorem 2.7 and Corollary 2.8 apply.
If f = 0, let F be a continuous extension of F on whole M and let f = ∆ f . Since we can always arrange that V > 0 on a set of positive measure on each connected component of M \ Ω it follows (c.f. [35] - [38] , [7] - [9] 
This establishes the existence. For uniqueness see e.g. [8] . Moreover, there exists C > 0 independent of V such that the solution u to (78) satisfies the estimate
The proof of (81) can be split into two cases. The first case is when f = 0 and g = 0, and the estimate follows directly from the maximum principle, as |u(x)| ≤ sup y∈∂Ω |u(y)|. The second case g = 0 and f = 0 follows from and intriguing lemma established in [10] (c.f. Lemma 2.7). Even though this lemma is formulated for Lipschitz domains, it follows from the proof that the L ∞ version works on any domain. Moreover, the computation there gives there precise value of C, namely C = 2. Combining these two cases we have that (81) holds, in fact the stronger estimate
is also true. Equipped with this estimate we take on (76). The properties of function ψ implies that a new function defined by Ψ(u) = ψ(u)/u if u = 0 and Ψ(0) = inf u =0 ψ(u)/u = lim u→0 ψ(u)/u is nonnegative on R and continuous.
We fix, f and g as in the statement of our theorem and consider the number
Hence V is as in (78) so the solution v to (83) exists and satisfies the estimate (82), i.e., v C(Ω) ≤ M for all u ∈ C(Ω). Hence T maps the ball
We prove that T is continuous and compact, hence by Schauder fix point theorem T has a fixed point. Clearly, the fixed point of T solves (76). Let us first deal with the issue of continuity of T . Let u n be a sequence from B M converging to some u ∈ B M in the C(Ω) norm. Since Φ is continuous on R it is uniformly continuous on the interval
(Ω) for some ε > 0. Now by looking at the difference w n = v − v n where v n = T (u n ) and v = T (u), we see that w n is a solution to the PDE
The in the light of the estimate (82) and the fact that for each f n there is F n such that
This proves continuity. Now we show compactness. Take an arbitrary sequence
(Ω) norm of f n = (h + kΦ(u n ))v n can be bounded by a constant independent of n. It follows that v n solves the PDE
We claim that this implies that (v n ) n∈N has a convergent subsequence in C(Ω). Indeed, consider the extension of f n onto M by putting f n = f n on Ω and f n = 0 on M \ Ω. The Laplace-Beltrami operator ∆ is not invertible on functions on M , since all constants are annihilated by ∆, but the operator ∆ − V for V = 0 in Ω, V = 1 on the set M \ Ω is. Moreover, the mapping properties of this operator (c.f. [35] ) implies that
, it follows that there is a subsequence of w n convergent in C(Ω). Slightly abusing the notation, we will refer to this subsequence as (w n ) n∈N . Denote the limit of w n in C(Ω) by w 0 . Finally, let V n for n = 0, 1, 2, 3, . . . be the solution of the PDE (88)
We see that v n = V n + w n and since g − w n ∂Ω → g − w 0 ∂Ω in C(∂Ω) the estimate (82) implies that V n → V 0 in C(Ω). Putting things together this implies that 
We take
It follows that V 12 ∈ L n/2+ε (Ω). Thus, one more time using the estimate (82) the equation (89) implies that w ≡ 0. From this uniqueness follows.
Finally, the last claim that u ≥ 0 when f ≤ 0 and g ≥ 0 is an easy consequence of the maximum principle.
Next we deal with the general case. As we can see, our claim in this case is weaker than in the most favorable case contained in Theorem 5.2. We also consider only the nonnegative solutions. 
(Ω) for some ε > 0, and ψ satisfies (6) . Let f = ∆F for some F ∈ C(Ω) and f ≤ 0 in the sense of distributions. Assume that the equation Proof. Let us denote the positive supersolution of the equation (91) by U max . Without loss of generality we can assume that at the boundary ∂Ω we have U max ∂Ω ≥ g. Indeed, if this does not hold, then since inf x∈∂Ω U max (x) > 0 and g ∈ C(∂Ω) there exists integer n such that nU max ≥ g. Moreover, nU max is also a supersolution of the equation (91). Indeed,
in the sense of distributions. Here we used convexity of ψ which implies ψ(nu) ≥ nψ(u) for all u ≥ 0 and the fact that f ≤ 0.
Having this, we look for the solution to the equation (91) satisfying the Dirichlet boundary data g on ∂Ω in the closed convex set
Let h 1 = max{h, 0} be the positive and h 2 = max{−h, 0} be the negative part of the function h. Let us extend the function ψ onto the whole R by putting ψ(x) = −ψ(−x) for x < 0. Then Theorem 5.2 implies that the map
is well defined. Finally, take (95) T : K → K, where T (u) = max{0, min{U max , T 1 (u)}}.
We claim that the map T is also continuous and compact. It suffices to prove that the map T 1 is continuous and compact. Let us first deal with the continuity.
We take V (x) = h 1 (x) for v 1 (x) = v 2 (x). As before for the function V 12 if follows that V ≥ 0 and V ∈ L n/2+ε (Ω). Hence, by the estimate (82), the equation (96) gives us for w:
From this continuity follows. The proof of compactness of T 1 is very similar to the proof we gave for T in the previous theorem. Therefore we just sketch important details. Let (u n ) n∈N be a sequence from K and v n = T 1 (u n ). It follows from the equation (94) that all v n are uniformly bounded in the C(Ω) norm (by (82)). Hence
It follows that the norm of f n can be bounded independent of n. From this the compactness follows as the proof copies the argument give below (87).
Hence T 1 and therefore T are continuous and compact. It follows that the map T has a fixed point as the set K is closed and convex. Let u ∈ K be such fixed point and let w = T 1 (u). We want to show that u = w, hence u is a fixed point of T 1 , i.e., a solution to (91) such that u ∂Ω = g. We leave details to the reader, the main point of the proof uses the fact that 0 ≤ u ≤ U max and 0 is a subsolution and U max a supersolution.
The uniqueness follows from Lemma 4.1 under the additional assumptions on f and k. Let k > 0 in Ω. Then, if u 1 , u 2 are two solutions to our problem, the interior regularity results implies that u 1 , u 2 ∈ L 2 1,loc (Ω). Hence u 1 , u 2 satisfies all assumptions of Lemma 4.1 as well as (24) . Let Ω 0 = {x ∈ Ω; u 1 (x) > u 2 (x)}. Then if we apply Lemma 4.1 in domain Ω 0 , we have that u 1 ∂Ω 0 = u 2 ∂Ω 0 and u 1 is a subsolution and u 2 is a supersolution. Hence u 1 ≤ u 2 in Ω 0 from which follows that Ω 0 = ∅. Therefore u 1 ≤ u 2 in Ω. If we switch u 1 and u 2 we get u 2 ≤ u 1 , hence
If instead we assume k > 0 on a set of positive measure and f, g, h ∈ C α loc (Ω) for some α > 0, then interior regularity of the PDE implies that u 1 , u 2 ∈ C 2 (Ω). We claim that unless f , g are vanishing then u 1 , u 2 > 0 in Ω and hence uniqueness follows as above. This is clear, as in such case u ≡ 0 is a subsolution but not a solution, hence by the second part of Lemma 4.1 we have that u 1 , u 2 > 0 in Ω. (4) such that u n ∈ C(Ω) and u n ∂Ω = n. Lemma 4.1 implies that u 1 ≤ u 2 ≤ u 3 ≤ . . . . On the other hand Corollary 4.4 implies that u n ≤ B, hence for every x ∈ Ω the limit lim n→∞ u n (x) exists and is finite. Denote this limit by u(x). It follows that the sequence (u n ) n∈N converges locally uniformly and u ∈ C loc (Ω) solves (4). Finally, the continuity of u n in Ω and the boundary condition of u n implies that given any N > 0 there exists δ > 0 such that for all x ∈ Ω, δ(x) = dist(x, ∂Ω) < δ we have u(x) > N . Hence u is the desired large solution.
Remark 5.1. If both f and g vanish, it is not difficult to construct an example of nonuniqueness.
Remark 5.2. Let ψ(u)/u → ∞ as u → ∞. Then the previous theorem implies the existence of a solution for arbitrary
If f, g, h are more regular, Lemma 4.1 implies that u n > 0, hence u > 0 in Ω. Now we do the uniqueness. Find a sequence of slightly smaller regular domains Ω ε ⊂⊂ Ω that approximate Ω from inside and go to Ω as ε → 0. One can just take Ω ε = {x ∈ ∂Ω; dist(x, ∂Ω) > ε}. Then we consider the equation (4) on domain Ω ε with boundary data u ε n ∂Ω = n. Now, at any point y ∈ Ω, sup n |u ε n (y) − u n (y)| → 0 as ε → 0. Two ingredients go into this estimate. The first one is that k varies small near the boundary, the second one is that boundaries Ω ε and Ω are uniform is the sense that whatever estimate we can get for Ω will also hold on Ω ε with slightly larger constant. Now, let v be any large solution in Ω. Then at any y ∈ ∂Ω for fixed ε and large n we have by comparison lemma
Hence taking the limit in ε yields that both left and righthand side converge to same function-the large solution we found above. It follows that v must be equal to this large solution.
Localization Principle (Existence)
Let us recall that u is called a large solution provided it satisfies (5) . In this section we present proofs of main results listed in section 3 on existence. In particular, we establish that the existence of large solution is a local property, that is the question whether a large solution exists for any domain Ω ⊂ M can be reduced to the same question for U ∩ Ω. Here U is a neighborhood of a point x ∈ ∂Ω. This is analogous to results for the linear operator ∆ − V with continuous boundary data and is crucial in proving Theorem 2.7. We start by proving Theorem 3.1. Proof of Theorem 3.1. One implication is clear, if Ω is ψ-regular, so is any its boundary point. We only have to deal with one issue, namely, that in the Definition 2.9 if ψ satisfies the Harnack assumptions, then the existence of a large solution for the equation ∆u − cψ(u) = 0 for one c > 0 implies the existence for all c > 0. For simplicity, let us assume that we have a large solution for ∆u − ψ(u) = 0 in Ω. We want to look at ∆v − cψ(v) = 0. In c < 1 we are done as in such case u is going to be a subsolution for ∆v − cψ(v) = 0. In such case consider Θ 1 ⊂ Θ 2 ⊂ Θ 3 ⊂ . . . , an increasing sequence of domains with smooth boundary such that Θ n ⊂ Θ n+1 ⊂ Ω and n∈N Θ n = Ω. Theorem 5.4 gives us that for each n there is a large nonnegative solution v n of ∆v − cψ(v) = 0 in Θ n . We note that it is possible that Θ n are multiply connected domains, in such case Theorem 5.4 applies to each connected component of Θ n separately. The comparison lemma implies that (v n ) n∈N is monotone decreasing and v n ≥ u. It follows that v = lim n→∞ v n is well defined on Ω and v ≥ u solves our equation. It also follows that v must be a large solution.
If c > 1 we need to use a different subsolution in the construction above. Consider u/θ instead, where θ > 1 is as in (8) . It follows that for some q > 1 and any u > 0:
Hence u/θ is a subsolution of ∆u − cψ(u) = 0 for all c ≤ q. By a similar argument, u/θ n is a subsolution for ∆u − cψ(u) = 0 for all c ≤ q n . The rest goes as above. The converse follows from the following lemma. 
Assume for a second the lemma holds. Pick any c > 0. Consider again the equation ∆u−cψ(u) = 0 in Ω. We want to construct a large solution in Ω. Consider the same sequence Θ n ⊂ Θ n+1 ⊂ Ω and n∈N Θ n = Ω of smooth subdomains as above. Theorem 5.4 gives us again that for each n there is a large nonnegative solution u n of ∆u n − cψ(u n ) = 0 in Θ n . As before, by the comparison theorem, u 1 ≥ u 2 ≥ u 3 ≥ . . . , hence the limit u = lim n→∞ u n exists and solves our equation in Ω. It remains to prove that u is a large solution. Every point of ∂Ω is ψ-regular hence (by the Lemma) every point has a neighborhood U such that in U ∩Ω (a) and (b) holds. As ∂Ω is compact we can find a finite number of open sets U 1 , U 2 , . . . , U m covering ∂Ω such that v i , i = 1, 2, . . . , m is a solution satisfying (a) and (b) in Ω∩U i . Using the comparison lemma in Ω ∩ U i we see that u n ≥ v i for all n and i. Hence by taking the limit we see that u ≥ v i in Ω ∩ U i . As sets U i cover the boundary we have by (a) that u(x) → ∞ as x → ∂Ω, so u is a large solution.
The lemma above as well as the Theorem 3.2 part (a) will be proven if we establish the following Proposition. 
There exists δ > 0 such that for every x ∈ ∂Ω and a neighborhood U ⊂ B(x, δ) with C 1 boundary the equation (4) has a large nonnegative solution in Ω ∩ U .
same as in (ii). There exists δ > 0 such that for every x ∈ ∂Ω and a neighborhood U ⊂ B(x, δ) with C
1 boundary we can find a nonnegative solution u of (4) Take U max to be a large solution of ∆U max −2cψ(U max ) = 0 in Ω. Consider M (δ) = inf{U max (x); x ∈ Ω and δ(x) < δ}. Then, since U max is the large solution there
. by an increasing sequence of domains with smooth boundary such that Θ n ⊂ Θ n+1 ⊂ Ω and n∈N Θ n = Ω. Theorem 5.4 gives us that for each n there is a large nonnegative solution u n of (4) 
hence by the comparison lemma if u n + v ≥ U max on ∂(Θ n ∩ V ), then the same holds inside. However on ∂(Θ n ∩ V ) u n + v is infinite and U max is finite, so the inequality holds.
Limiting u n +v ≥ U max we get u+v ≥ U max in Ω∩V or u ≥ U max −v. However, as v is finite near x, we get that for all points on ∂Ω near x, u goes to infinity when approaching boundary. As this is true near any boundary point u must be a large solution of (4).
(ii)=⇒(iii). Let U be any set with C 1 boundary containing a point from ∂Ω. Denote by U max the large solution of the equation (4) in Ω from (ii). Denote by v the large solution of the same equation in U (Theorem 5.4). Consider the sets with smooth boundary Θ 1 ⊂ Θ 2 ⊂ Θ 3 ⊂ . . . now exhausting Ω ∩ U . As before we denote by u n the solution of the equation (4) in Θ n . Let u = lim n→∞ u n . By same argument as given above u is well defined in Ω∩U and solves the equation. It remain to establish that u is a large solution. This has two parts. On Θ n we use comparison of u n with U max . As Θ n ⊂⊂ Ω and both solve the same equation we see that u n ≥ U max as this holds on ∂Θ. From this u n ≥ U max on Ω ∩ U . Same argument as given above is also true when U max is replace by v. Hence u ≥ max{U max , v} and so
(iii)=⇒(iv). Notice that the claim does not say what happens on ∂U ∩ ∂Ω. Take x and U as in (iii). Let Θ 1 ⊂ Θ 2 ⊂ Θ 3 ⊂ . . . be an increasing sequence of domains with C 1 boundary such that n∈N Θ n = Ω ∩ U . This time we require
In addition, matters can be arranged such that all Γ 1,n are disjoint. For every n, we consider a sequence of continuous functions (ϕ n,k ) k∈N on ∂Θ n . We require
Theorem 5.3 implies that for each n and k there is nonnegative and continuous solution u n,k of (4) on Θ n equal to ϕ n,k at the boundary. As in the proof of Theorem 5.4 it follows that u n = lim k→∞ u n,k is a well defined, since (u n,k ) k∈N is a monotone increasing and bounded sequence (by the barrier B for domain Ω). It follows that u n ∈ C loc (Θ n ) solves (4) in Θ n . Also u n → ∞ as x → Γ 1,n . It requires a bit more sophisticated argument to show that u n is continuous on Γ 2,n = {x ∈ Γ 2,n ; dist(x, Γ 1,n ) > 1/n} and u Γ 2,n = 0. This requires improving the barrier function B such that it is vanishing on Γ 2,n . This can be arranged by taking B to be nonnegative solution to (4) on a smaller domain Θ n ⊂ Θ n . Here we take Θ n such that it's boundary is C 1 , and ∂Θ n = Γ 2,n ∪ X n where X n ⊂⊂ Θ n . We also require B X n = B X n and B Γ 2,n \{x∈M ;dist(x,X n )<ε} = 0 for any ε > 0. On the rest of the boundary we prescribe the boundary data such that the overall function is continuous. Theorem 5.3 implies existence of such B and the comparison lemma gives u n,k ≤ B in Θ n as u n,k ≤ B on ∂Θ n . From this we get continuity of u n on Γ 2,n \ {x ∈ M ; dist(x, X n ) < ε}. As ε > 0 can be taken arbitrary small the claim holds on the whole Γ 2,n . Next, we take the limit n → ∞. As u n,k ≥ u n+1,k the sequence (u n ) n∈N is monotone decreasing. Consequently, u = lim n→∞ u n is well defined in U ∩ Ω and u solves (4) there. Given the fact that u n is continuous and vanishes on Γ 2,n we see that u is continuous and vanishes on n∈N Γ 2,n = Γ 2 . This gives us (b).
What happens on Γ 1 ? Let V be the large solution of (4) in U and W be the large solution of the same equation in Ω ∩ U (which exists thanks to our assumption that (ii) holds). It follows that u n + V is a supersolution of our equation in Θ n that blows up on the whole ∂Θ n , hence u n + V ≥ W . From this u + V ≥ W . As V stays bounded on the set {x ∈ Γ 1 ; dist(x, ∂U ) > ε} for any ε > 0 we conclude that u ≥ W − V → ∞ uniformly on such set. This implies (a). Proof of the rest of Theorem 3.2. We first address the issue of the largest maximal solution of the equation (4) . Let u be any nonnegative solution of the equation (4) . Consider as before an increasing sequence of domains with smooth boundary Θ 1 ⊂ Θ 2 ⊂ · · · ⊂ Ω whose union is Ω. We also require Θ n ⊂ Θ n+1 . Then on each Θ n we find unique large nonnegative solutions u n of the equation (4) in Θ n . As before, the Lemma 4.1 gives us that u n ≥ u n+1 and u n ≥ u as both u n+1 and u are bounded on Θ n and u n blows up at the boundary of Θ n . It follows that U max = lim n→∞ u n is well defined and solves (4) in Ω. Also U max ≥ u. As u is arbitrary, U max must be a large solution, since Ω has at least one large solution.
Regarding the U min , we claim that the solution we constructed in the proof of Theorem 5.4 is minimal. Indeed, if u n is the sequence of function on Ω such that u n ∂Ω = n, then u n ≤ u for any large solution u on Ω. Hence U min = lim n→∞ u n ≤ u. Now we make connection between ψ-regularity and the concept of local barriers which are defined in Theorem 2.7. Proof of Theorem 3.3. The implication =⇒ is trivial, since if x is ψ-regular then assuming U has "nice" boundary Ω ∩ U is ψ-regular and hence the large solution
Conversely, we first make the standard construction by finding a sequence of smooth domains exhausting Ω by a sequence of smooth domains on which we can find a large solutions (u n ) of ∆u − ψ(u) = 0. Let w be a ψ-barrier at x. Without loss of generality (by making U smaller in necessary) we can assume that U has C 1 boundary and w ∈ L ∞ loc (∂U ∩ Ω). Let v be a large solution of same equation on U . It follows from comparison lemma that u n is a decreasing sequence of functions and therefore u = lim n→∞ u n exists and solves our equation. Also by comparison lemma w ≤ u n + v, as w is a subsolution, u n + v a supersolution and the inequality holds at the boundary. Limiting yields w ≤ u + v from which u(y) → ∞ at y → x since v is bounded near x. This coupled with the fact that ∂Ω is a compact set implies that u(y) → ∞ uniformly as y → ∂Ω, so Ω is a ψ-regular domain.
Large solutions and nonuniqueness on large class of fractal domains
In this section we present a method to construct large solutions for broad class of domains Ω and functions ψ. The method is a generalization of construction from [45] , [6] , [14] and [16] . These papers established that on domains M \ Γ where Γ is a smooth submanifold of dimension d ≤ n − 2 there are examples of nonuniqueness of large solutions.
One important aspect of this generalization is that it applies to domains with fractal boundaries and shows nonuniqueness for such domains.
for all x ∈ Γ and 0 < r < diam(M ) and some c independent of x and r. Here
Moreover, the exists c > 0 such that for all x ∈ M \ Γ with dist(x, Γ) ≤ 1/2:
Proof. The mapping properties of the operator (1 − ∆) −1 has been studied extensively in [35] - [38] and also in [9] . In particular, this operator is invertible under very mild assumptions on the metric tensor on M and the fundamental solution E(x, y), i.e., a function solving ( 
is well defined as we integrate a bounded function over a set of finite and positive d-dimensional Hausdorff measure. We want to see that (106) holds. If n = 2, i.e., d = 0 there is nothing to prove. If all other cases, consider x ∈ M \ Γ such that 0 < δ(x) = dist(x, Γ) < 1/2. As (107) holds, the asymptotic of u near Γ is determined only by the leading order term of E(x, y). Let y ∈ Γ be a point such that dist(x, y) = δ(x). Consider a sequence of balls
It follows that if
Here we use (105) to estimate
then if we sum the righthand side over k ∈ N we get a finite number, as the series is summable. From this (106) follows. On the other hand if d = n − 2 we have to be more careful and sum only over k such that 2 k δ(x) ≤ 1. Clearly, the contribution of points z ∈ Γ to the integral (108) for which dist(x, z) > 1/2 is estimable by a constant independent of x. Hence,
This proves (106). It remain to prove the last part of our statement, that u blows up at points x ∈ Γ where lim sup r→0+ r 
for all x ∈ Γ k and r > 0.
Assume also for each x ∈ Γ there is a k such that lim sup r→0+ r
Proof. Let Σ k = Γ k . Then Σ k satisfies all assumptions of Lemma 7.1. Let u k be the function constructed in the lemma, it follows that u k satisfies (106) for some
. It follows that u also satisfies (106) for c = 1. If x ∈ Γ then u blows up at x as our assumption implies that u ≥ u k /(2 k c(k)) for all k and u k blows up at x for at least one k.
The following lemma is a simple corollary of the definition of the Hausdorff measure (6) and (7). 
Remark 7.1. The important aspect of this theorem is the nonuniqueness, that is we construct whole family of solutions for the parameter c ∈ (0, ε).
Proof. Let us assume (a). Pick 0 < c < ε. Consider x ∈ Γ. Then for any bounded w we see that 0 < cu + w ≤ εu for y close to x as u(y) → ∞ for y → x. If follows that (5.19) holds for εu replaced by cu + w. For δ > 0 consider S = {w ∈ C(B(x, δ)); w ≤ 0} and a map T : S → S defined as follows:
Wee see that (114) guarantee that T w is a bounded function. It is also negative as ψ(cu + w) ≥ 0 and E(x, y) ≥ 0. T w is continuous as for any z, z ∈ B(x, δ) close to each other we can make E(z , y) − E(z, y) small everywhere except at points y close to z or z . At those points we use (114) for small r. Let w L ∞ ≤ 1. Again by (114) we see that T w L ∞ ≤ 1, provided δ > 0 is chosen sufficiently small. Hence T maps the set C = S ∩ {w; w L ∞ ≤ 1} into itself. Next we want to show T has a fixed point. We show that T is contractive. We use the fact that
the integral in (114) is less than 1/2. So T has a fixed point T w = w. Applying ∆ − 1 to (116) we get that (∆ − 1)w = ∆(cu + w) = ψ(cu + w). So we have a family of solutions cu + w > 0 on B(x, δ). Now we refer to Lemma 8.2 which shows that there is u 0 -a solution of (
We can extend u 0 continuously to whole Ω by putting u 0 = 0 outside B(x, δ). This makes u 0 a subsolution of our equation in Ω. Now, as we can do the same for all other points of x ∈ Γ and Γ is a compact set we eventually get subsolutions u 0 , u 1 , u 2 , . . . , u k such that for every x ∈ Γ there is i ∈ {0, 1, 2, . . . , k} such that ) i.e., U max ≥ u i . Since for every x ∈ Γ there is i such that u i (y) → ∞ as y → x, we get that U max (y) → ∞ as y → Γ, i.e., U max is a large solution on Γ. Assume therefore that Γ satisfies (105) and let u be as in Lemma 7.1. We want to establish (114). We note that
It follows that
As d−n+2 < 0 and α(n−d−2)−n+d < 0 we can sum over i and k and get that (124) is less than Cδ
. This concludes the proof.
Localization Principle (Uniqueness)
In this section we will prove theorems from section 3 concerning uniqueness. As with the existence, we see that the uniqueness is also a local property of points of ∂Ω. This completes the picture and reduces both questions of existence and uniqueness of large solutions on a domain Ω to study of the local properties of its boundary. Proof of Theorem 3.4. We borrow the main idea from [42] Crucially, u ≤ w and v ≤ w everywhere in Ω. If we prove that u = w then we are done as same argument would also give us that v = w, and hence u = w = v. Notice also, that u and w are also comparable. Let K be number for which (21) holds. Then any other large solution u of the equation ∆u − ψ(u) = 0 in Ω comparable to u (hence w) will satisfy
If K = 1 we are done, so let us assume that K > 1.
We claim that the function
is a supersolution of our equation that is greater than (K 2 + 1)u/2K 2 . Indeed,
On the other hand for any θ ∈ (0, 1) we have that v 2 = θu is a large subsolution of our equation in Ω. For any θ < (K 
We also have that
We now repeat the whole construction with u 1 in place of u and obtain a large solution u 2 of our equation in Ω such that
Inductively we can define a decreasing sequence of large solutions u, u 1 , u 2 , u 3 , . . . that all are comparable to w and we will have 
Function g is nonincreasing and g(r) ≥ 1/(r 2 f (r)). Similarly, R is nonincreasing (comparison lemma) at points where R > 1. For a point x ∈ Ω, let δ = δ(x)/2 be as in Lemma 4.8 
, 
where C > 0 is the same constant as in (65). As x is an arbitrary point of distance 2δ from the boundary, taking the supremum over all such points gives us
for a new constant C 0 > 0. Here we use the fact that the supremum over such points equals to R(2δ), as R is a nonincreasing function. The inequality (131) can be iterated, as many times as we want, provided the righthand side of it is bigger that θ. We just replace δ by δ/2, etc. This yields We start with a technical lemma, introducing once again solutions as in (iv) of Proposition 6.2, i.e., solutions that blow up on part of the boundary and vanish on the other part. and attains boundary values given by g 1 , g 2 , respectively. We V n zero on the remaining portion of the boundary. This might cause discontinuities at the ends.
Let u be any solution in U ∩ Ω satisfying the assumption. Let g 1 = u Γ 1 n and
n . It follows that g 1 is bounded and continuous, hence there is a solution v n in V n such that v n Γ 1 n = u Γ 1 n and v n Γ 2 n = 0. By the comparison lemma it follows that v n ≤ u in V n ∩ Ω. Hence w n = u − v n is a nonnegative subsolution of our equation in V n ∩ Ω such that w n vanishes on Γ 1 n and blows up as it approaches ∂Ω ∩ V n . Let U 0 be the solution constructed in Lemma 6.1 for U ∩ Ω. It follows from the construction that w n ≤ U 0 . It also follows that w n belongs to the set
Let u n (y) = sup f ∈Sn f (y). Standard elliptic arguments imply that u n is well defined as S n is nonempty and it solves our equation in V n ∩ Ω. Also since S n+1 V n ⊂ S n , the sequence u n decreases monotonely. Let u 0 = lim n→∞ u n . It follows that u 0 is also well defined and is a solution of the equation in U ∩ Ω. The definition also implies that u 0 ≤ u n ≤ min{u, U 0 }, hence u 0 (y) → 0 locally uniformly as y → Γ 2 and u 0 ≤ u. On the other hand, u n ≥ w n = u − v n . Taking the limit yields u 0 ≥ u − v max which implies the desired inequality follows, as well as that u 0 (y) → ∞ locally uniformly as y → Γ 1 . The claim that these inequalities are in fact strict is a consequence of the strong maximum principle.
Proof Theorem 3.6. It suffices to prove the only if part. We first assume part (a) of the Definition 2.11 holds. We consider only the case c = 1 as the rest is similar.
Let u 1 , u 2 be any two large solutions in Ω. Pick a point x ∈ ∂Ω and denote by V x the neighborhood from Definition 2.11 such that (15) holds. By U x we denote a neighborhood of x with C 1 boundary such that 
As the ε can be taken arbitrary small, we get that
Now as x was an arbitrary point at the boundary and ∂Ω is a compact set, it follows that u 1 (y)/u 2 (y) → 1 uniformly as y → ∂Ω. Consequently, for every ε > 0 there exists a neighborhood Ω δ = {x ∈ Ω; dist(x, ∂Ω) < δ} of the boundary where 
The following proposition shows that the neighborhood U in the Definition 2.11 can be taken "nice" (i.e. with C 1 boundary) and arbitrary small. All in (137) is well defined as ∇v i is Lipschitz on V and moreover V can be split to two parts
Integrating by parts we get
Here ν is the normal to ∂U ∩ V pointing into V 2 . As both u If (c) holds we in addition obtain that |(g − g )(x)| ≤ εδ(x). A variant of (64) (∇u satisfies a similar equation as u itself) implies that δ|∇ 2 u| ≤ C|∇u| which together with the above estimate yields
From this we again get (154). Finally, if (d) holds, Let us also assume that
. Using this and (64) in (152) yields
Again (154) follows. Now we can remove the assumption of "smallness" of the C 2 norm of the difference g − g by using the fact that any two metric that satisfy Proof. The first part of the claim that Ω is u α -regular has already been established in Example 3.2. We give another proof which also shows that there is a solution with maximal rate of blow-up.
Indeed, the function u(x) = C|x| β for C > 0 solving C α−1 = β(β + n − 2) and β = −2/(α−1) is a u α -barrier (Definition 2.10) for domain R n \{0}. By translation, similar barrier exists for any point x ∈ R n . Consider now Ω = M \ {x} for some x ∈ Ω. Picking local geodesic coordinates centered at x we get a metric tensor g ij satisfying (d) of Proposition 9.1 for g ij = δ ij in a small neighborhood U of x. Hence by Proposition 9.1 since u is a u α -barrier on R n for 0 there exists a local u α -barrier v for x on M . As x was an arbitrary point, it follows from the Theorem 3.3 that any domain Ω ⊂ M with nonempty boundary is u α -regular. Uniqueness of the solution with maximal rate of blow-up has been established in Theorem 3.4. If Ω has an isolated point then as in Example 3.2 we can construct near this point a whole family of large solutions so Ω is not ψ-unique.
9.1. Two dimensional uniformization theorem. We reprove a classical result on uniformization of Riemannian surfaces. We would like to refer the reader much more detailed treatment in [32] , where more general cases are treated. In general, given g on M we consider new metric tensor g on to be given by g = e 2u g, where u is a large solution of the equation (159) ∆u − e 2u = K(x).
Here K is the Gauss curvature function for the original metric tensor g, i.e., K ∈ L ∞ (Ω). A simple computation shows that if u solves this equation, then g has Gauss curvature −1.
The equation is not exactly what we have studied so far, as u is allowed to be negative and also e 2u does not satisfy all necessary assumptions. We deal with the matter now.
Assume first that M \ Ω is a set of positive measure. The it is possible to extend K defined on Ω onto whole M such that K ∈ L ∞ (M ) and M (K + 1) dVol = 0. Hence there exist u 0 defined on M solving ∆u 0 = K + 1. As u 0 is determined up to a constant we may assume that u 0 ≤ 0. Writing u = u 0 + v we see that v solves , for r = dist(x, y).
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This is sufficient to show that the new metric g = e 2u g is complete as r log If χ(M ) = 2, then M is conformally equivalent to the Riemann sphere. Indeed, as noted in [32] given a distribution δ of order 1 at p ∈ M such that 1, δ = 0 (a derivative of delta function) we can solve ∆u = δ . This can be done on any compact connected M , but in this case M \ {p} is simply connected. Hence u is a real part of a meromorphic function f on M with one simple pole (at p). Then f defines a holomorphic map f : M →Ĉ, whereĈ is the Riemann sphere. We see that f has degree one, and it follows that f is a holomorphic diffeomorphism. Now,Ĉ \ {∞} is holomorphically equivalent to C. By removing two additional points (recall that we assume that M \ Ω has at least three points) we get that M \ {p 1 , p 2 , p 3 } is holomorphically equivalent to C \ {q 1 g. We use v as a subsolution. Indeed, let Ω 1 ⊂⊂ Ω 2 ⊂⊂ · · · ⊂⊂ Ω be a increasing sequence of domains approximating Ω. As M \ Ω n has positive measure it follows from the argument above that (159) has a large solution u n on Ω n . By comparison lemma that can be established for this equation it follows that u 1 ≥ u 2 ≥ . . . and u n ≥ v. From this follows that u = lim n→∞ u n is well defined on Ω and solves (159) there. Also as u ≥ v we get that no geodesic γ : I → Ω in the metric g = e 2u g can exit Ω at the points p 1 , p 2 , p 3 , since v is a complete metric on M \ {p 1 , p 2 , p 3 }. As these three distinct points can be chosen arbitrary from the set M \ Ω, it follows that no geodesic γ : I → Ω can exit Ω, i.e., g is complete.
If χ(M ) = 0 then M is conformal to a flat torus -it this case we can solve the equation ∆u = K on M giving us a new metric e 2u g which is flat. Hence we may assume that M = C/Λ and C is a covering space of M . We work for now in the covering space. Here can view M as a parallelogram P ⊂ C whose sides are identified in the standard way and 0 is its interior point. As C \ P has positive measure, what we have established above and also part (iii) of Theorem 6.2 implies that we can find a solutionṽ of (159) with K = 0 in P \ {0} which blows us at 0 and vanishes on ∂P. It follows thatṽ attains its minimum at the boundary of P, hence ∂ṽ ∂ν (y) ≤ 0 for all y ∈ ∂P. Here ν is the outer normal to P at the point y. It follows that if we push downṽ back to M we get v on M \ {p} a large subsolution of (159) with K = 0. Again by repeating the construction we gave above, i.e., we approximate Ω by a sequence of increasing domains Ω n we obtain a nonincreasing sequence of solutions u n for which v serves as subsolution if p ∈ M \ Ω. Hence u = lim n→∞ u n is well defined, solves our equation and gives rise to a complete metric.
As far as the uniqueness goes we refer to the discussion in [32] .
9.2. Maximal rate of blow-up for ψ(u) = u α . We present several sufficient and necessary conditions that guarantee the existence of a solution of the equation (162) with maximal rate of blow-up (163). These conditions more general than present in
