c ○ 2002 Nonlinear Phenomena in Complex Systems Basic Principles of Direct Chaotic Communications by A. S. Dmitriev et al.
c ° 2002 Nonlinear Phenomena in Complex Systems
Basic Principles of Direct
Chaotic Communications
A.S. Dmitriev1, M. Hasler2, A.I. Panas1, K.V. Zakharchenko1
1Institute of Radioengineering and Electronics, Russian Academy of Sciences,
Mokhovaya St., 11, Moscow, Russia
E-mail: chaos mail.cplire.ru
2Ecole Polytechnique Federale de Lausanne, Switzerland,
E-mail: martin.hasler epﬂ.ch
Basics of the theory of direct chaotic communications is presented. We introduce the notion of chaotic
radio pulse and consider signal structures and modulation methods applicable in direct chaotic schemes.
Signal processing in noncoherent and coherent receivers is discussed. The eﬃciency of direct chaotic com-
munications is investigated by means of numerical simulation. Potential application areas are analyzed,
including multiple access systems.
Key words: dynamic chaos, chaotic radio pulse, communication system
PACS numbers: 05.45; 02.30.H, J
1 Introduction
Direct chaotic communication (DCC) systems are
systems in which the information-carrying chaotic
signal is generated directly in RF or microwave band
[1–9]. Information is put into the chaotic signal by
means of modulating either the chaotic source pa-
rameters or the chaotic signal after it is generated by
the source. Consequently, information is retrieved
from the chaotic signal without intermediate het-
erodyning.
The idea of direct chaotic systems and results of
experiments with a wideband communication sys-
tem operating in 900–1000 MHz band and providing
transmission rates 10 to 100 Mbps were presented
in Refs. [2–6]. The results of experiments with
ultra-wideband direct chaotic circuit operating in
500–3500 MHz band with up to 200 Mbps rate are
given in Refs. [6–9]. The limit transmission rate in
that system is estimated as 500–1000 Mbps. These
experiments veriﬁed practical applicability of DCC
and estimates of its performance.
A key notion of direct chaotic systems is the no-
tion of chaotic radio pulse, which is a signal frag-
ment whose duration is longer than the quasiperiod
of chaotic oscillations. The frequency bandwidth of
the chaotic radio pulse is determined by the band-
width of the original chaotic source signal and is
independent of the pulse duration in a wide range
of duration variation. This makes the chaotic radio
pulse essentially diﬀerent of the classical radio pulse
ﬁlled with a fragment of periodic carrier, whose fre-
quency bandwidth ∆f is determined by its duration
¿
∆f »
1
¿
(1)
In this paper, the basics of the theory of direct
chaotic transmission of information are given.
The paper layout is as follows.
In the ﬁrst section, the scheme of direct chaotic
communications is described. In the second, we con-
sider the signal structure and modulation methods.
In the third section, receiver models are described
and their eﬀectiveness is discussed. The system per-
formance with noncoherent and coherent receivers is
investigated in the fourth section. Then, we analyze
in brief organization of multiple access, electromag-
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netic compatibility and ecological aspects.
2 Scheme of information trans-
mission using chaotic radio
pulses
Three main ideas constitute the basis of direct
chaotic communication circuits [2–9]: (1) chaotic
source generates oscillations directly in the pre-
scribed microwave band; (2) information is put into
the chaotic signal by means of forming the corre-
sponding sequence of chaotic radio pulses; (3) infor-
mation is retrieved from the microwave signal with-
out intermediate heterodyning.
Block diagram of direct chaotic communication
system in the cases of external and internal modu-
lation is shown in Fig. 1.
The transmitter of the system is composed of a
unit of oscillator control; a chaotic source that gen-
erates the signal directly in the frequency band of
information transmission, i.e., in RF or microwave
band; a keying-type modulator; an ampliﬁer; an an-
tenna; an information source; a message source en-
coder, and a channel encoder.
Chaotic source provides generation of the signal
with the frequency bandwidth
∆F = Fu ¡ Fl (2)
where Fl andFu are the lower and upper bound-
aries of the chaotic oscillation band. The chaotic
signal frequency bandwidth is the frequency range,
at which boundaries the power spectral density is
–20 dB of the maximum within the range.
The central frequency
F0 = (Fu + Fl)=2 (3)
and the bandwidth ∆F of the generated signal
may be adjusted by control unit. Modulator forms
chaotic radio pulses and intervals between them.
Information that comes from an information
source is transformed by the message source en-
coder into a signal that is fed to the channel en-
coder, which in turn transforms it into a modulat-
ing signal that controls the modulator. Modulator
forms chaotic radio pulses either by means of mul-
tiplying chaotic signal and modulating pulses (the
case of external modulation, Fig. 1, a), or by means
of modulating the oscillator parameters (the case of
internal modulation, Fig. 1, b). The duration of the
formed chaotic pulses may be varied in the range ¿
» 1/∆F to ¿ ! 1.
The formed signal is put through ampliﬁer and is
emitted to free space with wideband antenna. Infor-
mation stream can be formed by means of changing
the intervals between the pulses, the pulse dura-
tion, the mean square amplitude of the pulses, or
by means of combining these parameters.
For example, the stream can be formed so as to
have constant rate of pulse positions and ﬁxed du-
ration of the pulses. In this case, the presence of a
pulse at a certain prescribed position in the stream
corresponds to transmission of symbol “1”, and the
absence of the pulse in the stream corresponds to
the transmission of symbol “0”.
The receiver (Fig. 1, c) is composed of a
broadband antenna, a ﬁlter that passes the signal
within the frequency band of the transmitter, a
low-noise ampliﬁer, and a signal processing system.
The sequence of chaotic radio pulses comes to an-
tenna and passes through ﬁlter and ampliﬁer. The
signal-processing system ﬁnds the pulses and deter-
mines their parameters and location in time domain.
Then, the signal-processing system retrieves useful
information from the signal either by means of in-
tegrating the pulse power over the pulse interval
(noncoherent receiver), or by means of convolving
the chaotic radio pulses with corresponding refer-
ence pulses generated in the receiver (coherent re-
ceiver).
3 The signal structure and mod-
ulation methods
Information is transmitted by means of forming a
sequence of chaotic radio pulses. Here, each pulse
duration is ¿, and the the pulse position is located
within the time window of length T (in the average).
The parameter
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FIG. 1. Block-diagram of direct chaotic communications
system: (a) transmitter with external modulation; (b)
transmitter with internal modulation; (c) receiver.
D =
¿
T
(4)
will be called the duty cycle.
Let P be the power of the original chaotic signal,
and let the transmission of information bit “1” be
encoded by the presence of a chaotic radio pulse in
the corresponding position and by “0” by its ab-
sence in this position. Then, the average power of
the chaotic signal in the communication channel is
equal to
Pav =
P
2
D: (5)
The factor 1=2 come from the fact that in average
only half the pulses is present, provided that “1”’s
and “0”’s have the same probability.
Let us denote the power spectral density of the
chaotic signal by s(f). As a rule, the spectral den-
sity is not constant within the frequency band ∆F.
So, it is useful to know the mean-over-the-band
spectral density of the signal
< s >=
1
Fu ¡ Fl
Fu Z
Fl
s(f)df =
1
∆F
FU Z
Fl
s(f)df: (6)
The signal base is a quantity [10–11]
B = 2∆F¿ (7)
Judging from the value of base B, elementary sig-
nals with base
B = 2∆F¿ » 1 (8)
and complex signals with
B = 2∆F¿ >> 1 (9)
are distinguished.
Since 2¿∆F is the signal base, then increasing
the duration of chaotic radio pulse gives greater sig-
nal base. If the chaotic radio pulse duration is
¿ >>
1
2∆F
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then the power spectrum of the sequence of chaotic
radio pulses is practically the same as that of the
original chaotic signal.
As an example, let us consider chaotic RF pulses
obtained from the chaotic signal of a ring-structure
oscillator with 2.5 freedom degrees that is passed
through a band-pass ﬁlter (2000-5000 MHz) with –
40 dD side-band suppression. Normalized equations
of the oscillator are as follows:
T ˙ x + x = F(z)
¨ y + ®1 ˙ y + y = x
¨ z + ®˙ z + !2z = ®2 ˙ y
F(z) = M
h
jz + E1j ¡ jz ¡ E1j + 1
2 (jz ¡ E2j ¡ jz + E2j)
i
with the parameters set at ®1 = 0:0577;T =
0:7996;®2 = 0:2803;! = 0:7253;E1 = 0:5;E2 =
1;M = 20.
The power spectrum of a periodic sequence of
chaotic RF pulses as a function of the pulse length
is presented in Fig. 2,a. As can be seen, in a wide
range of the pulse length variation the form of the
main spectrum lobe changes weakly and with a de-
crease of the pulse length the level of spectrum den-
sity outside the main band increases.
Dependencies for random sequences of chaotic
pulses (Fig. 2, b) are presented in Fig. 3. As can be
seen from comparison of Figs. 2, a and 2, b, in both
cases the levels of the background spectrum outside
the main lobe are approximately equal, however it
is more smooth in the case of random sequence.
To understand the main features of chaotic radio
pulse as an information carrier, let us compare it
with two other carriers: harmonic signal and ultra-
short ultra-wideband video pulses.
Radio pulses obtained by means of multiplication
of a harmonic signal of frequency f0 and video pulses
of duration ¿ are elementary, because the band-
width of such pulses is ∆F » 1/¿ and their base
equals B = ¿∆F » 1 [13–14]. Simple-form ultra-
short pulses [15], despite their super-wide band-
width are also elementary, because the product
of their duration by their bandwidth is also B =
2¿∆F » 1. In contemporary communication sys-
tems, especially those operating under diﬃcult sig-
nal propagation conditions (cellular systems, local
wireless communications, etc.) large-base signals
FIG. 2. The power spectrum of the periodic (a) and
random (b) sequence of chaotic RF pulses for four values
of the pulse length ¿: 1 – chaotic signal, 2 – ¿1=2ns, 3 –
¿2=1ns, 4 – ¿3=0.3ns, 5 – ¿4=0.25ns.
FIG. 3. Waveform fragments of random sequence of
chaotic RF pulses for the pulse length ¿3=0.3ns.
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are preferably utilized. When operating with the
signals based on harmonic carrier, spectrum spread-
ing techniques (direct spread sequences or frequency
hopping) are used, where the signal base is in-
creased in proportion to the spectrum spreading
factor [12–14]. To obtain large-base signals using
ultra-wideband pulses, either the energy of several
pulses is accumulated, or the pulse shape is compli-
cated so as to increase their duration and retain the
ultra-wide bandwidth.
In contrast to the above signals, the signal base in
DCC is determined by only the duration of chaotic
radio pulses. No supplementary elements are neces-
sary in the system to change the value of B. More-
over, at various transmission rates the input circuits
of the receiver and the base values may be kept con-
stant.
Note also that direct chaotic signals may be ac-
complished in any necessary frequency band (which
is impossible, e.g., in ultra-wideband systems with
ultra short pulses).
We distinguish below two classes of receivers. In
a coherent receiver exact copies of all possible sig-
nals the transmitter could sent in a given time in-
terval are present. In opposite to this, in the case of
noncoherent receiver we do not use the information
about of the waveform of the transmitted signal.
In the case of noncoherent receiver, a pair of or-
thogonal signals can be represented by the above
signals: the presence of chaotic radio pulse in a pre-
scribed position or its absence (Fig. 4, a). Another
variant of the pair of orthogonal signals can be the
pair of chaotic pulse signals shifted against some
known position in opposite directions. In this case,
“0” is related to the signal shifted to the left of the
ﬁxed position, and “1” to the right of it (in time
domain) (Fig. 4, b).
Both these pairs of orthogonal signals can be also
used with the coherent receiver. However, addi-
tional possibilities are available here.
Indeed, two arbitrary fragments of a chaotic sig-
nal that are of same length are practically uncor-
related, i.e., orthogonal. This fact can be used to
organize pairs of “orthogonal” signals as follows.
The transmitter and receiver incorporate chaotic
sources that form identical chaotic signals. For ex-
FIG. 4. Examples of orthogonal pairs of signals for direct
chaotic communication systems: (a) simplest system of
signals; (b) pulse position modulation.
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FIG. 5. Geometrical interpretation for orthogonal (a, b)
and antipodal (c) signals.
ample, sequences of chaotic radio pulses are formed.
Each sequence is divided into pairs, each containing
two practically orthogonal signals.
Such a way of creating “orthogonal” signal sys-
tem is naturally generalized to groups of m signals
which allows to transmit log2m information bits
during one active interval.
With coherent receiver antipodal signals can also
be used. As in the case of orthogonal signals, iden-
tical sequences of chaotic radio pulses are formed
in the transmitter and receiver. When transmit-
ting “0”, the radio pulse is inverted by sign, while
by transmission of “1” it is emitted in its original
form.
Geometrically, the discussed signal systems can
be presented as in Fig. 5.
Note that uncorrelated character (orthogonality)
of chaotic radio pulses is approximate. The same
is the situation with the chaotic radio pulse energy.
In general, it varies from pulse to pulse and this
fact must be taken into account by calculation of
communication system parameters.
4 Noncoherent and coherent re-
ceiver models
Information transmitted with chaotic radio pulses
can be received with two main methods: noncoher-
ently or coherently. Here we restrict our analysis of
the receiver operation to the case when “0” is trans-
mitted by the absence and “1” by the presence of a
chaotic radio pulse in the corresponding time posi-
tion.
Let S0(t) and S1(t) be signal forms that corre-
spond to two diﬀerent transmitted bits. In our case,
S0(t) = 0 and S1(t) is a chaotic radio pulse. At the
input of signal-processing unit the signal y(t) is fed
FIG. 6. Noncoherent receiver structure: (a) threshold
value is taken outside the processing unit; (b) threshold
value is set inside the processing unit.
y(t) =
(
S0(t) + ´(t); the case of”0”
S1(t) + ´(t); the case of ”1”
: (10)
where ´(t) is Gaussian noise with spectral density
N0.
In the noncoherent receiver, the signal processing
comprises its detection with a quadratic detector,
integration over the time interval ¿, and comparison
with a threshold value (Fig. 4, a). The signal at the
threshold unit is
d0 =
T R
0
´2(t)dt,
if the transmitted signal is “0”, and
d1 =
T R
0
(S(t) + ´(t))2dt,
is symbol “1” is transmitted.
The decision on “0” or “1” is taken judging from
comparison of the obtained value di with the thresh-
old d. If di < d, then the receiver concludes “0”,
otherwise, symbol “1”.
In the circuit in Fig. 6, a, the threshold value
is taken from preliminary observations of the noise
level, i.e., outside the processing unit. Alternatively,
in the circuit presented in Fig. 6,b, the noise energy
is estimated on the time interval ¿ preceding the
position with the chaotic radio pulse. With this
estimate, the threshold value is set automatically.
In the coherent receiver, the signal forms S0(t)
and S1(t) that correspond to two diﬀerent trans-
mitted signals are assumed to be present. In our
case, S0(t) = 0 and S1(t) is a chaotic radio pulse.
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FIG. 7. Coherent receiver structure.
Then the following operations are performed in
the signal-processing unit (Fig. 7).
The incoming signal y(t) is fed to the upper and
lower processing channels, where S0(t) ´ 0 and
S1(t) are subtracted from it, respectively. The
obtained diﬀerence signals are detected with a
quadratic detector and integrated over the time in-
terval ¿, equal to the chaotic radio pulse duration.
The processed signals are directed to a summer, and
after that the threshold unit makes decision which
symbol is received.
Let a signal corresponding to symbol “0” come
to the receiver. Then, in the upper channel we have
d0 =
T Z
0
´2(t)dt;
while in the lower chanel
d1 =
T Z
0
(S1(t) ¡ ´(t))2dt
and the diﬀerence d0 – d1 < 0.
If the signal corresponding to “1” comes to the
receiver, then in the upper channel we have
d0 =
T Z
0
(S1(t) + ´(t))2dt;
in the lower chanel
d1 =
T Z
0
´2(t)dt
and the diﬀerence d0 – d1 > 0.
Thus, the threshold for decision is zero and the
threshold unit makes decision on symbol “0” re-
ceived, if the signal at the summer’s output is neg-
ative, and on symbol “1”, if the signal at the sum-
mer’s output is positive.
Noise resistance of DCC can be analyzed with a
continuous model discussed above, as well as with
the signal sampled in time domain. In the latter
case, signals samples S0(t) and S1(t) are substi-
tuted by signals S0(i) and S1(i), and noise ´(t) by
noise samples ´(i), where S0(i) = S0(i¿/n), S1(i) =
S1(i¿/n), ´(i) = ´(i¿/n).
The ﬁlter passband is assumed to be matched
with the chaotic signal band. So, the noise signal
has the same correlation time and bandwidth as the
chaotic signal.
In discrete case, main relations for noncoherent
and coherent receivers are as follows.
Noncoherent case.
d0 =
n P
i=1
´2(i)– for symbol “0” transmitted.
d1 =
n P
i=1
(S1(i) + ´(i))2– for symbol “1”.
The problem of noncoherent receiver in discrete
case as in continuous case is that d0 and d1 are com-
pared not to each other, but each with a threshold
that is estimated separately, which contributes ad-
ditional uncertainty.
Coherent case. At the output of the upper chan-
nel we have
d0 =
n P
i=1
´2(i)– for symbol “0” transmitted and
d0 =
n P
i=1
(S1(i) + ´(i))2– for symbol “1”.
At the output of the lower channel we have:
d1 =
n P
i=1
(S1(i) ¡ ´(i))2– for symbol “0” transmit-
ted and
d1 =
n P
i=1
´2(i)– for symbol “1”.
As in continuous case, if the signal at the sum-
mer’s output is negative, the decision is symbol “0”
received, if positive, then the received symbol “1”.
5 DCC performance
We expect that the error probability for the dis-
cussed modulation and reception methods approxi-
mately correspond to standard characteristics of sig-
nal systems that permit geometrical interpretation
as in Fig. 5, namely (for error probability P = 10–3,
Gaussian noise spectral density N0 and average en-
ergy of chaotic radio pulse per transmitted informa-
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tion bit Eb):
noncoherent receiver, orthogonal signals (Fig. 5, a)
– Eb/N0 = 13–14 dB;
coherent receiver, orthogonal signals (Fig. 5, a) –
Eb/N0 = 10–12 dB;
coherent receiver, orthogonal signals (Fig. 5, b) –
Eb/N0 = 10–12 dB;
coherent receiver, antipodal signals (Fig. 5, c) –
Eb/N0 = 7–8 dB.
We test this conjecture by means of direct numer-
ical simulation. Note that the signal energy varies
from pulse to pulse due to its chaotic nature which
is not the case for classical career signal. Besides,
in the noncoherent receiver, one expects a decrease
of the receiver eﬃciency at large values of the signal
base. The results of direct simulation for a pair of
orthogonal signals (Fig. 5, a) are given in Figs. 8–11.
By the simulation, the chaotic signals were assumed
to have three variants of instantaneous chaotic sig-
nal distribution: (1) Gaussian distribution, (2) uni-
form distribution with zero mean, and (3) §1 values
with equal probability.
As a whole, Fig. 8 (noncoherent receiver) and
Fig. 9 (coherent receiver) conﬁrm the preliminary
estimates. However, statistical distribution of the
signal values appears to be important. For exam-
ple, for the noncoherent receiver the worst is the
Gaussian distribution (Fig. 8, a). In this case, error
probability P · 10–3 is achieved only beginning
from the value (Eb/N0) > 15 dB in the range of 20
< B < 60. For small value of B error probability
P · 10–3 is never achieved at any reasonable val-
ues of Eb/N0. This is associated with long tails of
the distribution of the sum of squares of normally
distributed random variable.
For uniform distribution (Fig. 8, b) the situa-
tion is much better. In this case, error probability
P · 10–3 is achieved beginning from the value
(Eb/N0) > 14 dB in the range of 10 < B < 30. For
small B » 4–6 error probability P · 10–3 is
also achievable, though at a slightly greater value
of Eb/N0, namely, at value (Eb/N0) > 15 dB.
Finally, for the distribution of a kind of random
telegraph signal the most eﬀective are the signals
with small base values. In this case, error probabil-
ity P · 10–3 can be obtained already at the value
(Eb/N0) > 11 dB.
Note that the receiver eﬃciency decreases with
increasing base beginning from the base B > 50
and at the base B = 300 error probability P · 10–3
is obtained in all three cases only for (Eb/N0) >
16.5 dB.
In the case of the coherent receiver (Fig. 9),
asymptotically at B ! 1 for all distributions
error probability P · 10–3 is achieved if (Eb/N0) >
10 dB. However, in the case of random telegraph
distribution the asymptotic condition is satisﬁed al-
ready at low values of B, whereas in the worst case
(Gaussian distribution) it is achieved only for B >
100. Note also that in the case of Gaussian distribu-
tion and small base, P · 10–3 cannot be obtained
by means of moderate increase of Eb/N0 (Fig. 9, a).
At the same time, this can be easily achieved with
the uniform-distribution signal.
As follows from the above analysis, Gaussian-
distribution signals are the least favorable for direct
chaotic communications as in the case of noncoher-
ent as well as coherent receivers. Under all other
equal conditions they provide transmission rates 3–
4 times lower than the signals with uniform or ran-
dom telegraph distribution. In the range where the
transmission rate for all three types of signals is ap-
proximately equal (10 < B < 50), the systems with
Gaussian-distribution signals provide P · 10–3 at
(Eb/N0) about 1–1.5 dB greater than the systems
with two other types of signals.
As follows from the above, in particular, in the
case of uniform or random telegraph distributions
the limit information-carrying capacity of the chan-
nel can reach its bandwidth (e.g., with 1 GHz band-
width the transmission rate can achieve 1 Gbit/sec),
whereas in the case of Gaussian signal the limit rate
is 3–4 times less.
It is interesting to note that for the signal with
random telegraph distribution the eﬃciency of non-
coherent and coherent receivers at low base values
is nearly the same.
Finally, let us compare the eﬀectiveness of sig-
nal energy accumulation with increasing base for
noncoherent and coherent receivers. If in the range
of base values 10 < B < 50 the coherent receiver
is 2.5–4.5 dB more eﬀective than the noncoherent
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FIG. 8. Noncoherent receiver eﬃciency as a function of
signal base (B) for diﬀerent Eb/N0 values: (a) chaotic
signal with Gaussian distribution; (b) chaotic signal with
uniform distribution; (c) chaotic signal with equal prob-
ability of §1 values. 1 – 12.5 dB (contour square), 2 – 13
dB (contour rhombus), 3 – 13.5 dB (contour triangle), 4
– 14 dB (diagonal cross), 5 – 14.5 dB (asterisk), 6 – 15
dB (contour circle), 7 – 15.5 dB (vertical cross), 8 – 16
dB (solid square), 9 – 16.5 dB (solid rhombus), 10 – 17
dB (solid triangle).
FIG. 9. Coherent receiver eﬃciency as a function of sig-
nal base (B) for diﬀerent Eb/N0 values: (a) chaotic sig-
nal with Gaussian distribution; (b) chaotic signal with
uniform distribution; (c) chaotic signal with equal prob-
ability of §1 values. 1 – 10 dB (contour square), 2 – 10.5
dB (contour rhombus), 3 – 11 dB (contour triangle), 4 –
11.5 dB (diagonal cross), 5 – 12 dB (asterisk), 6 – 12.5
dB (contour circle), 7 – 13 dB (vertical cross), 8 – 13.5
dB (solid square).
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one, then for base 200 the diﬀerence in eﬃciency is
already 6 dB (Figs. 8 and 9). Error probabilities
are presented for various average signal-to-noise ra-
tio average values in Fig. 10 (noncoherent receiver)
and in Fig. 11 (coherent receiver). All curves are for
the case of duty cycle D = 1/2. As can be seen in the
Figures, at P < 10–3 both with coherent receiver
(Fig. 11) and with noncoherent receiver (Fig. 10)
the average power of the transmitted signal can be
lower than the noise power. This eﬀect is strength-
ened in proportion to the duty cycle.
Real chaotic signals have ﬁnite amplitude and
their distributions do not have long tails as the
Gaussian does. Therefore, the estimates pertaining
to uniformly distributed signal and to random tele-
graph signal are more suitable for them. Moreover,
the model with random telegraph signal matches es-
pecially good to the signals with phase chaos, that
are obtained, e.g., in phase-locked loop systems [16].
6 Multiple access
All three conventional techniques of sharing the
channel between many users, such as frequency-
division multiple access (FDMA), time-division
multiple access (TDMA) and code-division multi-
ple access (CDMA), can be accomplished in DCC.
The most interesting is time-division multiple ac-
cess discussed below.
Time-division multiple access. Let there be an
ideal Gaussian channel with bandwidth W and the
noise spectrum density N0. The throughput of such
a channel in the case of an information signal with
mean power P equals to
C = W log2(1 +
P
WN0
): (11)
In the case of DCC, W = ∆F, where ∆F is
the chaotic signal bandwidth. Let us compare the
throughput of this channel with that of the channel
with K TDMA users in assumption that the mean
signal power of ith user is Pi = P (i =1..K):
In TDMA system each user transmits informa-
tion during 1/Kth part of the total time in the en-
tire frequency bandwidth ∆F with the signal power
KP. So, the throughput per each user is
FIG. 10. Noncoherent receiver. Error probability as
a function of signal base (B) for diﬀerent SNR values:
(a) chaotic signal with Gaussian distribution; (b) chaotic
signal with uniform distribution; (c) chaotic signal with
equal probability of §1 values. 1 – 7 dB (contour square),
2 – 5 dB (contour rhombus), 3 – 3 dB (contour triangle),
4 – 2 dB (diagonal cross), 5 – 0 dB (asterisk), 6 – -2
dB (contour circle), 7 – -5 dB (vertical cross), 8 – -7 dB
(solid square), 9 – -10 dB (solid rhombus).
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FIG. 11. Coherent receiver. Error probability as a func-
tion of signal base (B) for diﬀerent SNR values: (a)
chaotic signal with Gaussian distribution; (b) chaotic
signal with uniform distribution; (c) chaotic signal with
equal probability of §1 values. 1 – 7 dB (contour square),
2 – 5 dB (contour rhombus), 3 – 3 dB (contour triangle),
4 – 2 dB (diagonal cross), 5 – 0 dB (asterisk), 6 – -2
dB (contour circle), 7 – -5 dB (vertical cross), 8 – -7 dB
(solid square), 9 – -10 dB (solid rhombus).
CK =
∆F
K
log2(1 +
KP
WN0
): (12)
The total throughput of a multiple-access DCC
channel is
CK = ∆F log2(1 +
KP
WN0
); (13)
i.e., theoretically it is somewhat higher than the ca-
pacity of a channel with a single user. It is provided
due to an increase of the signal-to-noise ratio (factor
K is under logarithm).
Relations (8)–(10) show that multiple access can
be eﬃciently realized in DCC by means of time di-
vision.
Let Eb = P=CK be the signal energy per bit of
transmitted information. Then, relation (9) can be
rewritten as
KCK
∆F
= log2(1 +
KCK
∆F
E
N0
); (14)
and (8) as
C
∆F
= log2(1 +
C
∆F
E
N0
): (15)
All relations (8)–(12) are limits. In real schemes,
the throughput in multiple-access mode is deter-
mined by the single-user system throughput as a
function of the signal-to-noise ratio. For example,
in TDMA DCC the same throughput per user can
be achieved both with coherent or noncoherent re-
ceivers. However, with noncoherent receiver it can
be achieved at a slightly higher value of Eb=N0.
Multiple access in DCC can also be organized
using packet data transmission under IEEE 802.11
standard.
7 Electromagnetic compatibility
In the case of small duty cycle, the sequence of wide-
band (ultra-wideband) chaotic radio pulses inter-
feres with the signals of conventional radio circuits
only on very small time intervals. For example, at a
rate of 106 bps and the length of each chaotic pulse
10–8 sec., the duty cycle is D = 10¡2, so, the time
of interference is 0.5% of the system operation time.
Nonlinear Phenomena in Complex Systems Vol. 4, No. 1, 200212
A.S. Dmitriev, M. Hasler, A.I. Panas, K.V. Zakharchenko: Basic Principles of Direct Chaotic
Communications ...
Besides, the average emitted power is by a factor of
200 lower than the mean power during emission of
chaotic radio pulses. If, e.g., the transmitter power
during the pulse emission is 200 mW, then the av-
erage power is only 1 mW.
Let us consider the interaction of narrowband and
wideband signals in more detail. A typical interfer-
ence of narrowband communication systems is wide-
band noise. The method combating the noise is
frequency ﬁltering. By means of matching the re-
ceiver bandwidth with that of the received signal,
one manages to cut the most part of the noise en-
ergy oﬀ. The remaining noise energy N0
2 ∆F makes
the energy of interference.
With wideband and ultra-wideband DCC sys-
tems the situation is diﬀerent. Here, besides the
Gaussian white noise the interference is represented
by narrowband signals of the devices operating
within its frequency range. In noncoherent receiver,
the average power of the interference signal at the
input is
Pint =
F Z
F
N0
2
df +
F Z
F1
S(f)df; (16)
where Snb´(f) is the spectral density of narrowband
signal. Take for simplicity that there is a single nar-
rowband signal whose spectral density is constant
within certain frequency range and zero outside that
range.
Let us denote the bandwidth ratio of the chaotic
signal to the narrowband signal by M, and the
power ratio of the narrowband signal to the Gaus-
sian signal within the bandwidth of the narrowband
interference signal, necessary to receive information
with admissible error probability, by L. (This ratio
is equal to the ratio of spectral densities). Then the
total power of the interference signal is
Pn = (1 +
L
M
)
N0
2
∆F: (17)
Example. The receiver bandwidth is 100 MHz,
the narrowband signal bandwidth is 1 MHz, L =
15 dB, then
Pint = (1 +
30
100
)P0
int = 1:3P0
int; (18)
where P0
int is the power of interference determined
by Gaussian noise in the frequency range of the
chaotic signal.
If the information sequence of chaotic radio pulses
has duty cycle D, then the eﬀective average inter-
ference power is lower by a factor of D
Pe = D ¢ Pint: (19)
Let the same volume of information be transmit-
ted with the rate 1 Mbps using narrowband and
wideband signals, and the chaotic signal duty cy-
cle be 10¡2 and L = (Eb/N0) = 15 dB. Denote
the energy of the narrowband signal, obtained by
wideband receiver when receiving one information
bit, by Enb;n. As follows from (15) and (16), ef-
fective excess to the Gaussian noise level is 30%,
and interference added by the narrowband signal is
(Enb;n/Eb) = –20 dB. Thus, distortions induced by
narrowband information signal are below the admis-
sible level of L = 15 dB, consequently, are not an
interference for the wideband information signal.
Consider now the eﬀect of the wideband infor-
mation signal on the narrowband information signal
under the same conditions ((Eb/N0) = 15 dB). De-
note the energy of the wideband chaotic signal, ob-
tained by narrowband receiver when receiving one
information bit, by Ew;n. With the duty cycle D =
10¡2 taken into account, this energy is 5 dB less
than the interference energy induced by Gaussian
noise. Hence, (Ew;n/Eb) = –20 dB, i.e., narrow-
band signal distortions due to reception of a part of
wideband signal are also negligible.
Thus, information-carrying traditional narrow-
band and wideband (ultra-wideband) direct chaotic
signals have but a little eﬀect on each other and
in many cases can be used together. Actually, this
gives a chance of repeated use of the already occu-
pied regions of microwave band.
8 Ecological safety
The degree of an eﬀect of electromagnetic radia-
tion on living systems is determined by the total
power of electromagnetic radiation and by its struc-
ture. In the case of signals based on harmonic car-
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rier, distinct spectral components are present in the
electromagnetic spectrum that can have selective
(resonant) eﬀect on various subsystems of living or-
ganisms. In the case of ultra-short almost periodic
video pulses, potential danger may be in “percus-
sive” periodic eﬀect of electromagnetic pulses.
Unstructured in time domain and “spread” over
the frequency band, direct chaotic signals are less
dangerous, because their potential negative eﬀect
is determined by only an increase of the environ-
mental electromagnetic background radiation. Be-
sides, in the majority of practically interesting cases
the added radiation level is below the natural back-
ground. Thus, DCC are ecologically more safe than
traditional radio systems.
9 Conclusions
In conclusion, note two other useful aspects of DCC.
The ﬁrst is the stability of communications in mul-
tipath environment.
Multipath propagation is a less problem to DCC
than to conventional communication systems. Ac-
tually, Rayleigh fading that takes place due to sig-
nal interference by multipath propagation is caused
by the narrowband character of signals. In order
to make interference between individual chaotic ra-
dio pulses possible, certain conditions must be ful-
ﬁlled. However, even if such an interference takes
place, it doesn’t lead to as unpleasant consequences
as in the case of sinusoidal signals, because wide-
band chaotic signals have rapidly decreasing auto-
correlation functions.
The second aspect is simplicity of the transmit-
ter and receiver design and, as a consequence, low
cost of mass production. The transmitter is a
chaotic source containing a little number of com-
ponents, and information is put directly to the car-
rying chaotic signal. So, the transmitter layout is
rid of a number of elements used in conventional
communication systems, and restrictions to the re-
maining parts are more soft than in classical sys-
tems. In particular, there are no strong restrictions
on the linearity of the output ampliﬁer, which de-
creases the cost and energy consumption.
The receiver is also more simple in structure than
the narrowband receiver, because the stage of sig-
nal processing at an intermediate (heterodyne) fre-
quency is not necessary here. Besides, in contrast
to conventional spread-spectrum receivers, the con-
trol circuits operate here not at microwave frequen-
cies but at pulse repetition frequencies. Preliminary
analysis shows that DCC transceivers can be accom-
plished in the form of single inexpensive chip.
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