This research presents a feature-based statistical model and subsequently explores the degree to which similarity perceptions between two advertisements can be decomposed and explained by a "weighted-andsummed" distance measure, computed on the advertisements' executional elements, after controlling for familiarity and viewers' attitudinal responses toward the advertisements. Furthermore, the authors obtain empirical findings in two major areas: First, variation in similarity ratings can be explained by the advertisements' features, a finding of potential importance for advertisement construction. Second, some, but not all, executional elements that have been shown (in the literature) to drive recall and persuasion are effective at driving perceptions of similarity. This is of practical importance because managers want their advertisements not only to be liked and remembered but also (possibly) to be perceived as similar (or dissimilar) to those for other products. In particular, an understanding of which items drive which constructs (recall and persuasion, or similarity) can contribute to a more effective overall marketing strategy.
A Feature-Based Approach to Assessing Advertisement Similarity
The development of similar advertisements is often part of many firms' overall marketing strategy. For example, in MasterCard's recent "Priceless" campaign, several elements were intentionally repeated across different appeals so that the advertisements within the campaign would be perceived as similar. Moreover, such a strategy is not unique to a given company's advertisements; a successful campaign that one company develops can spur several copycats from different companies (e.g., the "Got Milk?" campaign and its spin-offs; Lukas 1998).
Furthermore, understanding similarity judgments is important not only in marketing practice but also as a basic theoretical psychological process. Similarity is considered among "the most central theoretical constructs in psychology" (Medin, Goldstone, and Gentner 1993, p. 254) and is often linked to other cognitive processes, such as preference formation. For example, research has shown that preferences among and between alternatives can depend on whether the alternatives share (or do not share) features-in other words, how similar or dissimilar the alternatives are perceived to be (Dhar, Nowlis, and Sherman 1999) . The nature of initial similarity judgments can also have a systematic effect on evaluations and preference judgments (Brenner, Rottenstreich, and Sood 1999) . This suggests that the processes underlying the construction of both similarity and preference judgments can have common aspects and can possibly be captured by feature-based models (Dhar, Nowlis, and Sherman 1999; Tversky 1977) . Consistent with this perspective, we examine not only similarity judgments among advertisements (as our primary focus) but also whether the same executional elements shown to drive advertisement effectiveness affect perceptions of similarity.
We use a hierarchical Bayesian approach to model similarity data. In particular, building on Hutchinson and Mungale's (1997) similarity framework, we use the componential features of the advertisements as descriptors of pairwise (dis)similarity ratings, but we allow for differential feature-matching weights (coefficients) across individuals. To the best of our knowledge, this is the first time Bayesian techniques have been applied to research on advertisement similarity; thus, our research contribution is both substantive and methodological.
In the next section, we describe previous research that has acted as our principal guide in the selection of advertisement features and the types of viewer affective responses that act as control variables. Then, we describe our modeling framework and computational approach. We follow this discussion with a description of the data and then offer an empirical application, including a comparison of the drivers of advertisement similarity we obtained with those of effectiveness found in previous research. Finally, we offer conclusions, discuss limitations of our research, and suggest areas for further research.
PREVIOUS LITERATURE
Our use of previous literature centers on three major areas: (1) existing models of similarity, (2) advertising executional elements, and (3) viewer responses to advertisements. We include viewer responses (hereinafter denoted as "control variables") and control for their impact because we want to understand the variation in advertisement similarity that is uniquely attributable to the executional elements.
Subsequently, we review previous models of similarity in psychology and marketing to position our work within existing frameworks. Next, to understand the features that potentially drive perceptions of similarity, we turn to the work of Stewart and Furse (1986) , who provide a comprehensive list of executional elements (note that they obtained their list for a different purpose). We then review the literature on consumer responses to advertisements, which may affect how consumers evaluate advertisement similarity.
Related Models
Much work in feature-based similarity stems from Tversky's (1977) contrast model, in which the similarity between objects A and B, S(A, B), is a function of both the shared features of A and B, A∩B, and the features present in only one of the pair, A-B and B-A. The real-valued function S is defined on the set of features and is often assumed to be additive (Goldstone 1999) ; thus, similarity is a linear combination of features that two items share and features that are distinct. Hutchinson and Mungale (1997) propose an extension of this model for pairwise similarity judgments; we rely on this extension in the current work. In their model, where s jj′ is the reported similarity between items j and j′, m jp is 1 if feature p is contained in item j and 0 if otherwise, c is a constant, and ε jj′ is an error term. Each feature p receives its own coefficient w p . Shared features are weighted by a common factor θ, whereas distinct features are weighted by a common factor α. Restrictions on θ and α allow this model to nest other feature-based models of similarity.
The Advertisement Features
On the basis of prior literature and input from advertisers and agencies, Stewart and Furse (1986) identify a large set of advertisement executional elements, or features. They conducted extensive studies on more than 1000 commercials, examining the use of these features and their impact on advertising effectiveness. Whether these executional ele- The results of the factor analysis were not particularly sensitive to the .5 value of the cutoff that we used. 2 We performed regressions of the control variables on the factors composed of executional elements; the results are available on request. ments are also related to similarity is one focus of this research, which we address in the "Results" section.
However, other research suggests that feature-based models of similarity can have a significant limitation. Specifically, such models may not be well suited to the assessment of the similarity of items for which the number of features is highly dimensional (Goldstone 1999) . Stewart and Furse (1986) use factor analysis to reduce the number of dimensions in the features they study. Similarly, we perform a factor analysis on the features that occur in at least 10% of the advertisements in our sample. We present the factors and the features with loadings of at least .5 in magnitude on those factors in Table 1 , and we use them in our model (see "The Model" section). 1
Individual-Level Control Measures
To understand the "unique" role of executional elements in similarity judgments, we control for (covary out) aspects of advertisement processing that may influence perceptions of advertisements at both the feature and the holistic levels. For example, a respondent may experience warm feelings in response to two different advertisements (Vanden Abeele and MacLachlan 1994) and judge those advertisements as similar. This suggests that holistic viewer responses to advertisements and to the features of the advertisement can drive evaluations of similarity. In an investigation of the effect of executional features on the media's impact on sales, MacInnis, Rao, and Weiss (2002) identify and control for several response variables; we borrow these from their findings. Using Likert preference scales, we similarly control for interest, relevance, comprehension, and empathy; in addition, we control for attitude toward the advertisement (AAd) and brand (ABrand) and other individual-level measures (for details, see the "Data" section). The remaining explainable variation is then "attributable" to the executional elements. 2 In addition to response variables, we also consider prior experience with a product or service that may cause differential weighting to be placed on the advertisement attributes (Alba and Hutchinson 1987) . It has also been posited that with experience, people "can learn to attend to relevant dimensions and to ignore irrelevant or uninformative dimensions," thus changing perceptions of similarity (Medin, Goldstone, and Gentner 1993, p. 256) . For example, consider advertisements from two brands. Familiarity with both brands may cause advertisement features pertaining to brand identification not to be processed and thus not to contribute to perceived similarity. Therefore, we consider a possible moderating role for familiarity while controlling for any main effects that such differences may cause.
THE MODEL
To describe the perceived similarity between advertisements, we constructed a statistical model that accounts for (1) the specific nature of our data (a dissimilarity rating score collected for pairs of advertisements), (2) the elements of the advertisements (with an associated distance metric) to act as the fundamental "matching" kernel, (3) viewer responses to the advertisements (the previously identified control variables), (4) varying levels of familiarity across the advertisement-respondent pairs, and (5) heterogeneity in parameters that reflect underlying individual differences. To accomplish this, we adapted the aforementioned models and merged them into a single cohesive hierarchical Bayesian framework. We introduce each piece of the model (ignoring heterogeneity momentarily for purposes of explication) and then present the full model (incorporating heterogeneity).
The Model Components
As we described previously and fully explicate subsequently, the fundamental kernel of our model is that each advertisement j and j′ in a given pair has a p vector of exe-cutional elements given by f j = (f j1 , …, f jP ). These executional elements load onto factors 1, …, Z, as we show in Table 1 . To turn these factors into components that we then use to model the ith dissimilarity score between advertisements j and j′, denoted as Y ijj′ , we extend the work of Hutchinson and Mungale (1997) . 3 The feature-based component of our model considers two functions, D(f jz , f j′z ) and M(f jz ,f j′z ), given by the following: where m jp is 1 if feature p nested in factor z (p ∈ z) is present in advertisement j and 0 if otherwise. In addition, D and M count the number of nonmatching and matching features, respectively, between advertisements j and j′ on factor z. To identify the model, we omit the number of components N(f jz , f j′z ) that are contained in neither advertisement j nor advertisement j′ in factor z and treat it as a baseline. 4 There are two other "components" we consider in our dissimilarity model: F ijj′ (the familiarity of respondent s(i) with advertisement pair [j, j′], which we describe operationally in the "Data" section) and X ij (the vector of control variables). We bring in F ijj′ as both a main effect on dissimilarity perceptions and a potential moderating variable (Baron and Kenny 1986) . That is, the effects of D(f jp , f j′p ) and M(f jp , f j′p ) on dissimilarity perceptions may depend on a person's familiarity with the advertisements.
Finally, we bring the kth individual-level control measure, X ijk , into the model by adding the term which is the Euclidean distance on the individual-level measure k between advertisements j and j′ for the ith observation.
The Integrated Model
Our complete model specification for the dissimilarity measure of respondent s(i) when presented with advertisements j and j′, Y ijj′ , and allowing for heterogeneity across respondents is given by the following:
The first and second terms account for an overall mean, which may differ from 0, and the main effect of familiarity, F ijj′ . The third term accounts for differences in the individual-level control variables with associated slopes κ k . The fourth and fifth terms correspond to a main effect of 5 We code these with a negative sign so that an increase in M corresponds to a positive value of θ and a decrease in dissimilarity. 6 We used slightly informative inverse-gamma hyperpriors for the variance components and slightly informative normal priors for all other coefficients. 7 The WinBUGS code is available on request.
matching features and the interaction of matching features with familiarity. 5 The sixth and seventh terms account for the main effect of distinct features and the interaction of distinct features with familiarity. The final term corresponds to a residual error, ε ijj′~ N(0, σ 2 ). Nesting our model in a Bayesian framework requires that we specify the relationships among the individual-level parameters θ zus(i) for z = 1, …, Z = 26 (factors) and u = 1, …, 4 (from Equation 5) to form the prior distributions. We developed a reduced structure set of priors that captures a rich correlation structure:
where φ s(i)~ N(0, σ 2 ϕ ), λ z~ N(0, σ 2 z ), and δ u~ N(0, σ 2 δ ). 6 Our specification first recognizes the possible correlation between parameters (θ zus(i) , θ zu′s(i) ) for a given individual by including δ u in Equation 6. We next allow for covariance in the coefficients attributable to the factor z by incorporating λ z . Last, coefficients of individual s(i) may be correlated, which we allow for by incorporating φ s(i) . This leads to a block-diagonal covariance structure (Hedeker and Gibbons 1996) that is both flexible and parsimonious.
Computation
We fit the model given in Equations 5 and 6 using the freely available Bayesian software WinBUGS (http:// www.mrc-bsu.cam.ac.uk/bugs/). The software obtains samples from the marginal posterior distributions of interest by doing Monte Carlo sampling from a Markov chain (Gelfand and Smith 1990) . Inferences presented for all models are based on the combined draws of three independent chains run for 20,000 iterations each, after we discard the first 10,000 as burn-in from overdispersed starting values. We assessed convergence of the Markov chains using Gelman and Rubin's (1992a, b) F-test. 7 
DATA
To provide a demonstration of our method, we conducted the following two-part empirical study. In Part 1, two independent raters who watched each of a set of advertisements (described subsequently) coded the executional elements of the advertisements that Stewart and Furse (1986) identify (f jp ; see the description in the previous section). We provided the raters with copies of the coding guide that Stewart and Furse used, which lists the items that obtained sufficient reliability in their study. For example, for the element "auditory sign-off," the raters were asked, "Is the brand name repeated within the last 3 seconds of the commercial?" Our raters then responded yes or no. They initially agreed on 86% of the items and reconciled their differences through discussion and review. This yielded the information to compute M and D, as given in the previous section.
In Part 2 of the data collection, we recruited 115 MBA students to complete an online questionnaire as partial credit for course fulfillment. We instructed students that they would be watching and evaluating a sequence of 10 The advertisements we used and the number of times they were viewed can be found in the online Appendix on the first author's Web site (http:// marketing.wharton.upenn.edu/programs/phd/schweidel/schweidel.cfm).
9 As do MacInnis, Rao, and Weiss (2002), we measure credibility. However, the items did not load reliably onto a single index of credibility (α = .5633), and therefore we dropped them from the analysis.
10 These constructs, the items used to assess them, their respective Cronbach's alpha, and κ can be found in the online Appendix.
advertisements. We asked them to watch the advertisements carefully and to provide their honest opinions. We randomly drew the 10 advertisements from a sample of 50 television commercials that represented a large variety of product categories, ranging from liquor to automobiles to health products. 8 We randomized the order in which the advertisements were shown.
In the first part of the task, participants viewed a series of ten Web pages, each of which contained a link to an advertisement. When the link was clicked, the advertisement played in a new window. To ensure that sufficient time elapsed for respondents to view the advertisement (30 seconds), we recorded the time spent on each Web page and removed responses that did not allow for sufficient time (2% of the responses).
Beneath each advertisement link was a series of items: four binary measures of familiarity with the advertisement (category, brand, previous purchase, and prior exposure) and Likert preference scales to measure AAd, ABrand, and purchase intentions. In our assessment of AAd and ABrand, we asked respondents to rate the advertisement (brand) on the following dimensions: negative/positive, bad/good, and unfavorable/favorable (Edell and Burke 1987) ; we then combined the responses to form single measures for AAd (α = .96) and ABrand (α = .97).
Then, we used a battery of questions to assess respondents' perceptions of the advertisements on a wide variety of individual-level constructs (the previously denoted control variables) on seven-point Likert scales. The items we used were identical to those of MacInnis, Rao, and Weiss (2002), as we described in the literature review. In addition, we also used a series of scales to measure upbeat, warm, and negative emotional responses (Edell and Burke 1987) toward each advertisement. We combined responses to each set of three questions to create a single index (all α > .69). 9 Finally, we measured the perceived informational or transformational focus of the advertisements (Puto and Wells 1984) . 10 This provided the data for X jk (see "The Model" section).
After we gathered responses for the ten advertisements, we instructed respondents that they would again be shown the advertisements they had just seen, but this time, they would view the advertisements in pairs; we told them that we were interested in their perceptions of similarity between the advertisements in each pair. We also told them to watch the advertisements for as long as they needed to refamiliarize themselves with each one. 11 We then asked them to assess the degree to which they perceived the pair of advertisements as similar, again on a seven-point scale; respondents provided ratings for five pairs of advertisements. 12 We randomized these pairings without replacement from the original set of ten. Respondents then provided demographics and overall television-viewing habits.
For each advertisement pair, we combined the four measures of familiarity (category, brand, previous purchase, and prior exposure) to create a single [j, j′] familiarity score, 0, 1, …, 8. We then coded all pairs [j, j′] for which the score was 5 or greater (i.e., familiarity with both advertisements on at least one dimension) as F ijj′ = 1 (as we indicated in "The Model" section) and as F ijj′ = 0 if otherwise. This completed the data acquisition. 13 
RESULTS

Dissimilarity Model Results
We estimated multiple models using the dissimilarity data to determine whether each piece of the model (given in Equation 5) contributed significantly to fit and to determine for which model we would provide detailed inferences. We summarize model fit by the in-sample mean absolute error (MAE) for Y ijj′ and by the global-fit criterion deviance information criterion (DIC; Spiegelhalter et al. 2002) . The DIC provides a likelihood-based measure of fit that incorporates a penalty against more complex models. Whereas the DIC enables us to compare the relative performance of different models, we calculate the MAE to gauge the accuracy of the model on the scale on which we collected the similarity data. We summarize the models that we estimated and their performance in Table 2 .
Model 1 serves as a baseline in which both all matching features and all distinct features are weighted equally. We 14 The results from the remaining models are available on request. 15 There was concern that these statistics could mask heterogeneity (Hutchinson, Kamakura, and Lynch 2000) . The number of people who have significant effects at the 5% and 10% levels is consistent with the mean and standard deviation and Bayesian p value. estimate the full model from Equation 5 in Model 2 and find that only distinct features significantly affect similarity perceptions. Models 3, 4, and 5 are nested by the full model and include the components we indicate in Table 2 . On the basis of the minimized DIC, we provide detailed results for Model 4, which includes distinct features and individuallevel control measures (including familiarity) only. 14 We first consider the effects of the control variables on perceptions of dissimilarity. We find that differences in the reported "interest in" (k = .17, p < .05) and "comprehension of" (k = .14, p < .05) the advertisements increase the perceived dissimilarity. Entertaining and interesting advertisements are perceived as dissimilar from those that are boring, and easily understood advertisements are perceived as dissimilar from those that are more abstract. Thus, in addition to executional elements, differences in some individual-level control variables affect perceptions of dissimilarity. Table 1 presents a summary of the significant effects of distinct features, which are nested into the identified factors, on the dissimilarity, θ z3 , given in Equation 5. For the significant factors, we present the average (across respondents) posterior mean coefficient and the average standard deviation. 15 We interpret the coefficients for the distinct features as the change in the Likert dissimilarity score for each additional nonmatching attribute in a given factor.
We find that several factors related to advertising style affect perceptions of similarity. For example, advertisements with a minority principal character are perceived as different from those without such a character (Factor 10, u = .21). Similarly, advertisements with surreal visuals and those that depict fantasy elements are perceived as dissimilar from those that are set more firmly in reality (Factor 7, u = .17). Informational advertisements (those that include information about quality and product attributes as the main message) are perceived as dissimilar from other, more image-or emotion-oriented appeals (Factor 14, u = .17). Both structure and executional content appear to influence perceptions of similarity: Advertisements with the same structure, either continuous action or multiple vignettes, are 16 In addition to the similarity rating, the only individual-level measures we assessed on these respondents were AAd and ABrand. Detailed results are available on request.
perceived as more similar than advertisements with different structures (Factor 17, u = .12).
However, a concern is the generalizability of our findings to other respondents or to other advertisements. We tested the robustness of our findings in two ways: We fit the same model to 101 different students (in a second study) and used the same advertisements. 16 We found that both the "flow" (Factor 17) and the "surreal" (Factor 7) factors are relevant predictors of similarity (p < .05). The only relevant factor in the second study that was not relevant in our main study was "product use" (Factor 18). Thus, although there is correspondence in the set of relevant factors across the samples, the relevance of some factors depends on the respondent set used.
To consider the degree to which our findings generalize beyond the specific advertisements used, for model calibration, we held out the last similarity rating for each respondent from the main study data. The posterior mean out-ofsample MAE is 1.57, compared with 1.38 for the in-sample MAE. Although the 95% Bayesian confidence intervals for the in-and out-of-sample MAEs overlap, this implies that our findings may depend on the advertisements presented to respondents, though the fit in-and out-of-sample MAEs are similar.
Comparisons with Advertisement Effectiveness Results
We now use these findings to investigate whether the executional elements that drive similarity are the same as those from previous literature on advertisement effectiveness. Again, we rely on the work of Stewart and Furse (1986) . In their research, comprehension and persuasion serve as measures of advertising performance and are explained as a function of underlying factors composed of executional elements. We review factors that affected both dissimilarity (the current study's results) and effectiveness (Stewart and Furse's findings) and one but not the other. We summarize these in Table 3 ; we present the executional elements that Stewart and Furse identify in rank order of importance within each of the three columns, and the factors that predict similarity in our primary analysis appear in bold.
Three factors are relevant in our work and in that of Stewart and Furse (1986) : "typical humor" (Factor 1), "information" (Factor 14), and "flow" (Factor 17). The mood, informational content, and continuity of an advertisement affect both perceptions of similarity and advertisement effectiveness. However, although the presence of a minority principal character (Factor 10) and fantasy and surreal elements (Factor 7) affect perceptions of similarity, they do not affect any of the measures of advertising effectiveness. Thus, dissimilarity ratings may depend on the realism of the advertisements and characters used in the advertisements, but these features may not affect measures of advertising effectiveness.
CONCLUSIONS AND FURTHER RESEARCH
To the best of our knowledge, we are the first to apply a Bayesian approach to model the similarity of advertisements, which enables us to incorporate variation across individuals. We draw on previous research on advertisement elements, affective response to advertisements, and psychological models of similarity to identify potentially relevant model components. We estimated multiple models to determine which pieces of the model were doing the "heavy lifting," and after controlling for individual perceptions, we found that distinct features are relevant drivers of dissimilarity. Although we allowed matching and unique features to have different weights, we found that advertisement comparisons of (dis)similarity were driven mostly by the unique features.
As behavioral research continues to explore the link between similarity judgments and preference constructions, further research on this link in the domain of advertisements would also be fruitful. Previous research has found that the features of items presented first influence which aspects of subsequent items are processed and thus are most likely to drive evaluations of similarity (e.g., Dhar, Nowlis, and Sherman 1999) . This can have implications for how consumers judge advertisements as similar or dissimilar. For example, the similarity among advertisements shown as a block (e.g., a commercial break) may influence their effectiveness.
Despite the encouraging nature of our findings, there are several limitations. First, although the methodological contribution of our work provides a framework in which advertisement similarity can be investigated, the generalizability of the substantive findings is limited by both the sample of respondents and the advertisements. Although we mitigate this by using two distinct samples of respondents, our findings may depend on the variety of the respondents and the limited set of advertisements we studied. Second, although we collected dissimilarity ratings in pairs, other collection tasks may yield different results. Third, although the features that Stewart and Furse (1986) identify are comprehensive, further refinement may be needed for the domain of similarity perceptions.
