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0. Einleitung
0.1. Historischer Überblick
Im Mittelpunkt der vorliegenden Arbeit steht die Betrachtung eines speziellen matri-
ziellen Interpolationsproblems. Die Untersuchung gewisser Interpolationsprobleme von
holomorphen Funktionen sowie ihre matriziellen und operatoriellen Verallgemeinerungen
besitzt eine lange und reichhaltige Tradition. Dies ist einerseits der innermathemati-
schen Eleganz der Probleme geschuldet, andererseits finden solche Probleme Anwen-
dungen in verschiedensten Bereichen von Mathematik, Naturwissenschaft und Technik.
So finden sich Interpolationsprobleme des hier betrachteten Typs etwa bei der Unter-
suchung von Momentenproblemen, in der Vorhersagetheorie stationärer Prozesse (vgl.
z.B. Arsene/Constantinescu [AC85], [AC87], Constantinescu [Con83], [Con84] sowie
Fritzsche/Kirstein [FK87c], [FK90]), der Kontrolltheorie (vgl. z.B. Glover [Glo84]) und
der Theorie elektrischer Netzwerke (vgl. z.B. Efimov/Potapov [EP73], Delsarte/Genin/
Kamp [DGK81]). Deshalb scheint es angebracht, einige Bemerkungen zur bisherigen
Behandlung dieser Interpolationsprobleme und deren Einordnung in das Gesamtkonzept
der Mathematik unseren Untersuchungen voranzustellen. Unsere historische Darstellung
orientiert sich dabei vornehmlich am Nachwort des von Fritzsche/Kirstein herausge-
gebenen Archivbandes [HSPNW91] und der Einleitung der Habilitationsschrift von
Mädler [Mäd17].
Bedingt durch die rasante Entwicklung der Theorie konvexer Mengen im n-dimension-
alen Raum (vgl. speziell Minkowski [Min11] sowie Carathéodory [Car07], [Car11]) und
motiviert durch den engen Zusammenhang zu diversen Momentenproblemen, wurde in
den ersten beiden Dekaden des 20. Jahrhunderts das Studium von Koeffizientenproblemen
für im Inneren des Einheitskreises holomorphe Funktionen erstmals intensiv behandelt.
In den Arbeiten Carathéodory [Car07], [Car11] sowie Carathéodory/Fejér [CF11]
wurde zum ersten Mal das folgende funktionentheoretische Interpolationsproblem studiert,
welches heutzutage unter dem Namen Carathéodoryproblem bekannt ist:
Carathéodoryproblem
Seien n eine nichtnegative ganze Zahl und (γj)nj=0 eine Folge komplexer Zahlen.
Bestimme die Menge C
(
D; (γj)nj=0
)
aller im Inneren des Einheitskreises D
holomorphen Funktionen mit nichtnegativem Realteil, deren erste n + 1
Taylorkoeffizienten gerade γ0, γ1, . . . , γn sind. Insbesondere ist jene Situation
zu charakterisieren, in der die Menge C
(
D; (γj)nj=0
)
nichtleer ist.
Die Charakterisierung der Lösbarkeit des Problems wurde in oben genannten Arbeiten in
Termen der Positivität gewisser aus den Ausgangsdaten gebildeter quadratischer Formen
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vorgenommen. Ähnliche Problemstellungen sowie auch alternative Beweise der Resultate
Carathéodorys sind unter anderem in den Arbeiten von Fischer [Fis11], Herglotz [Her11],
Frobenius [Fro12], Schur [Sch12], Gronwall [Gro14] und F. Riesz [Rie15], [Rie20] enthalten.
Einen ersten Höhepunkt der von Carathéodory eingeleiteten Untersuchungen stellt die
berühmte zweiteilige Arbeit [Sch17], [Sch18] von Schur dar, in der über die Charakteri-
sierung der Lösbarkeit des Carathéodoryproblems hinaus (implizit) eine Beschreibung
der Lösungsmenge und ein Algorithmus zu deren schrittweiser Bestimmung gefunden
wurde. Hierbei übertrug Schur das Carathéodoryproblem mittels einer gebrochenlinearen
Transformation in das folgende Interpolationsproblem, welches heute Schurproblem oder
auch Carathéodory-Fejér-Problem genannt wird:
Schurproblem
Seien n eine nichtnegative ganze Zahl und (aj)nj=0 eine Folge komplexer Zahlen.
Bestimme die Menge S
(
D; (aj)nj=0
)
aller im Inneren des Einheitskreises D
holomorphen Funktionen, deren Werte vom Betrag nicht größer als 1 sind und
deren erste n+ 1 Taylorkoeffizienten gerade a0, a1, . . . , an sind. Insbesondere
ist jene Situation zu charakterisieren, in der die Menge S
(
D; (aj)nj=0
)
nichtleer
ist.
Basierend auf einer geometrischen Idee, welche mittels iterierter Anwendung des Lemmas
von Schwarz und der allgemeinen Gestalt der die Einheitskreisscheibe invariant lassenden
Möbiustransformationen implementiert wurde, konstruierte Schur einen Algorithmus, der
die Taylorkoeffizienten von sogenannten Schurfunktionen durch endliche oder unendliche
Folgen kontraktiver Parameter parametrisiert.
Pick [Pic15], [Pic18], [Pic20] fand im Falle endlich vieler Interpolationspunkte eine
notwendige und hinreichende Bedingung der Lösbarkeit des funktionentheoretischen
Interpolationsproblems im Inneren des Einheitskreises. Die Arbeit von Nevanlinna [Nev20],
[Nev22], [Nev29] enthält eine Weiterentwicklung der Schurschen Methode, mit deren
Hilfe es möglich wird, auch Interpolationsprobleme mit unendlich vielen vorgeschriebenen
Wertzuordnungen zu behandeln und deren Lösungsmenge vollständig zu beschreiben. Die
so behandelten Probleme werden deshalb heute auch unter dem Begriff Nevanlinna-Pick-
Problem zusammengefasst:
Nevanlinna-Pick-Problem
SeienM ein endlicher oder unendlicher Abschnitt der positiven ganzen Zahlen
sowie (zj)j∈M bzw. (wj)j∈M Folgen aus dem offenen bzw. abgeschlossenen Ein-
heitskreis, wobei die zj paarweise verschieden angenommen werden. Bestimme
die Menge NP
(
D; (zj)j∈M , (wj)j∈M
)
aller im Inneren des Einheitskreises D
holomorphen Funktionen f , deren Werte vom Betrag nicht größer als 1 sind
und die für j ∈M der Bedingung f(zj) = wj genügen. Insbesondere ist jene
Situation zu charakterisieren, in der die Menge NP
(
D; (zj)j∈M , (wj)j∈M
)
nichtleer ist.
Weyl setzte in seiner Arbeit [Wey35] die Schur-Nevanlinnasche Methode mittels eines
intuitiven geometrischen Vorgehens von ineinandergeschachtelten Kreisen in der Spek-
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traltheorie gewöhnlicher Differentialoperatoren ein. Schurs Untersuchungen wurden im
skalaren Fall verschiedenfach fortgeführt, erweitert und präzisiert (vgl. Geronimus [Ger44],
Chamfy [Cha58] und Boyd [Boy79]).
Bereits in einer frühen Phase der Ausarbeitung des Schuranalysiszugangs zur Behand-
lung von funktionentheoretischen Interpolationsproblemen erfolgte in der fundamentalen
Arbeit von Nevanlinna [Nev22] eine Adaptation der Methode von Schur auf die Be-
handlung des Hamburgerschen Momentenproblems. Eine Idee von Stieltjes aufgreifend
nahm Nevanlinna eine Umformulierung des Hamburgerschen Momentenproblems in ein
Interpolationsproblem für in der oberen Halbebene der komplexen Ebene holomorphe
Funktionen mit nichtnegativem Imaginärteil vor. Die ursprünglichen Momentenbedin-
gungen werden hierbei in Bedingungen für das asymptotische Verhalten der betrachte-
ten Funktionen in speziellen Winkelräumen der oberen Halbebene umformuliert. Diese
Vorgehensweise erwies sich als sehr erfolgreich und wird bis in die unmittelbare Ge-
genwart hinein in vielfältigen Modifikationen verwendet. Exemplarisch sei hierbei auf
Fritzsche/Kirstein/Mädler [FKM15] oder die Habilitationsschrift [Mäd17] von Mädler
verwiesen.
Gestützt auf die Fortschritte der Operatortheorie einerseits und bedingt durch die
Bedürfnisse verschiedener Anwendungsgebiete andererseits setzte Ende der 1960er Jah-
re eine intensive Phase der Behandlung von Matrix- und Operatorversionen klassi-
scher Interpolations- und Momentenprobleme ein, beginnend mit den fundamentalen
Adamjan/Arov/Kre˘ın-Arbeiten [AAK68b], [AAK68a], [AAK69], [AAK71a], [AAK71b].
Diese widmeten sich der Behandlung der nachfolgenden, von Nehari [Neh57] aufgeworfenen
Interpolationsaufgabe:
Nehariproblem
Sei (dn)−n∈N eine Folge komplexer Zahlen. Bestimme die MengeN
(
(dn)−n∈N
)
aller Funktionen ϕ aus dem Raum L∞ (T) aller auf der Einheitskreislinie
T definierten, beschränkten borelmessbaren komplexwertigen Funktionen,
welche ||ϕ||∞ ≤ 1 sowie für n = −1,−2, . . . weiterhin
dn =
1
2pi
∫
T
z−nϕ(z)λ(dz)
erfüllen. Hierbei bezeichnet λ das lineare Lebesgue-Borelmaß auf T. Insbeson-
dere ist jene Situation zu charakterisieren, in der die Menge N
(
(dn)−n∈N
)
nichtleer ist.
Das Nehariproblem enhält das Schurproblem und das finite Nevanlinna-Pick-Problem
als Spezialfall (vgl. z.B. [AK83]). Nehari [Neh57] charakterisierte die Lösbarkeit des
später nach ihm benannten Problems durch die Bedingung, dass eine gewisse aus den
Ausgangsdaten gebildete unendliche Hankelmatrix einen kontraktiven Operator definiert.
Die Vielschichtigkeit und der Facettenreichtum der den matriziellen und operatori-
ellen Interpolationsproblemen zugrundeliegenden Strukturen wird durch die Fülle an
unterschiedlichen Zugängen verdeutlicht, die zur Behandlung entwickelt wurden. Ein für
die Interpolationsprobleme der betrachteten Klassen typisches Charakteristikum besteht
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aber immer darin, dass deren Lösbarkeit in Termen der Nichtnegativität gewisser aus den
Ausgangsdaten gebildeter Objekte beschrieben werden kann. Die Lösungsmenge kann in
diesem Fall stets durch eine gebrochenlineare Transformation beschrieben werden, deren
Parametermenge eine geeignete Funktionenklasse durchläuft. Die erzeugende Matrix
einer solchen gebrochenlinearen Transformation wird dann auch Resolventenmatrix des
Problems genannt.
Einer dieser Zugänge besteht in der Strategie, ein Interpolationsproblem in eine
unendliche Folge von Einschritterweiterungsproblemen für gewisse Taylor- oder Fourierko-
effizienten zu zerlegen, um dann ausgehend von der vorwiegend auf algebraischem Wege
erhaltenen Lösung des Koeffizientenproblems eine Parametrisierung der Lösung des ur-
sprünglichen analytischen Problems zu erhalten. Dieser Zugang ist eng an den klassischen
Schur-Algorithmus angelehnt und hat folglich starke Beziehungen zur Theorie orthogo-
naler Matrixpolynome. Eine derartige schrittweise Behandlung erfolgte beispielsweise
für das Nehariproblem in Adamjan/Arov/Kre˘ın [AAK71b], für das Nevanlinna-Pick-
Problem in Dewilde/Dym [DD81b], [DD81a], [DD84], für das Carathéodoryproblem in
den Arbeiten von Fritzsche/Kirstein [FK87b], [FK87c], [FK88b], [FK89b], [FK89c] sowie
für das Schurproblem in den Arbeiten Fritzsche/Kirstein [FK87a], [FK88a], [FK89a],
[FK90], Fritzsche/Fuchs/Kirstein [FFK92a], [FFK92b], Dubovo˘ı/Fritzsche/Fuchs/Kir-
stein [DFFK93]. Weiterhin sei in diesem Zusammenhang auf die fundamentalen Arbeiten
Arov/Kre˘ın [AK81], [AK83] hingewiesen, welche das matrizielle Carathéodory- bzw.
Schurproblem mittels Rückführung auf die bereits oben erwähnten Adamjan/Arov/
Kre˘ın-Arbeiten [AAK68b], [AAK68a], [AAK69], [AAK71a], [AAK71b] behandeln.
Potapov kreierte auf der Basis der von ihm in [Pot55] geschaffenen J-Theorie einen
wirkungsvollen Zugang zur Behandlung matrizieller Interpolationsprobleme. Dessen We-
sen besteht darin, unter Verwendung einer tiefliegenden Verallgemeinerung des Lemmas
von Schwarz und seiner auf Pick zurückgehenden Modifikation das betrachtete Inter-
polationsproblem in eine äquivalente Matrixungleichung, die sogenannte fundamentale
Matrixungleichung des Problems, umzuformen. Für jenen Fall, in dem der in dieser
Matrixungleichung auftretende sogenannte Informationsblock eine positiv hermitesche
Matrix ist, kreierte Potapov eine Faktorisierungsmethode, mit deren Hilfe eine unmit-
telbare Bestimmung der Lösungsmenge der Matrixungleichung und damit auch des
ursprünglichen Interpolationsproblems realisiert wird. Unter Verwendung dieser Methode
der fundamentalen Matrixungleichung wurden von Potapov in Zusammenarbeit mit
seinen Schülern eine Vielzahl von konkreten Matrixversionen klassischer Interpolations-
probleme gelöst, dokumentiert durch die Arbeiten Kovalishina/Potapov [KP74], [KP81],
[KP82], [KP89], Kovalishina [Kov74], [Kov83a], [Kov83b], [Kov85], [Kov88], [Kov89],
Dubovo˘ı [Dub82a], [Dub82b], [Dub83], [Dub84a], [Dub84b], [Dub86], [Dub87], Galst-
jan [Gal77], Golinski˘ı [Gol83b], [Gol83a], Dyukarev [Dyu82b], [Dyu82a], [Dyu97], [Dyu99],
[Dyu00b], [Dyu00a], Golinski˘ı/Mikhailova [GM97], Mikhailova/Potapov [MP97] und
Mikhailova [Mik97] sowie die Monografie Sakhnovich [Sak97].
Unbedingt erwähnt werden sollte hier auch die Monografie Dubovo˘ı/Fritzsche/Kir-
stein [DFK92], in welcher die beiden oben skizzierten Zugänge am Beispiel des matriziellen
Schurproblems gegenübergestellt werden.
Ein weiterer Zugang zu Interpolationsproblemen basiert auf der Dilationstheorie.
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Ausgangspunkt hierfür ist das Kommutant-Lifting-Theorem, welches in seiner allgemeinen
Form auf Sz.-Nagy/Foiaş [SNF70] zurückgeht. Die Anwendung der Dilationstheorie auf ein
Interpolationsproblem führt stets auf die Parametrisierung aller „contractive intertwining
dilations“ eines gewissen Operators durch Folgen kontraktiver Parameter nach dem
Vorbild des Schurschen Algorithmus. Auf diesem Wege konnten eine ganze Reihe von
Operatorerweiterungs- und Operatorinterpolationsproblemen behandelt werden (vgl.
Arsene/Constantinescu [AC85], [AC87], Arsene/Ceauşescu/Constantinescu [ACC88],
Constantinescu [Con83], [Con84], [Con86a], [Con86b] sowie die Monografien Bakonyi/
Constantinescu [BC92], Constantinescu [Con96], Foiaş/Frazho [FF90] und Foiaş/Frazho/
Gohberg/Kaashoek [FFGK98]).
Mit der Idee, Interpolationsprobleme in einen Kre˘ınraumkontext einzubetten, schufen
Ball/Helton [BH82], [BH83], [BH84], [BH86a], [BH86b], [BH86c], [BH88] einen operator-
theoretischen Zugang zur Interpolation. Hierdurch werden die assoziierten Operatorer-
weiterungsprobleme in Unterraumerweiterungsprobleme im Kre˘ınraum transformiert.
Der in der Monografie Ball/Gohberg/Rodman [BGR90] ausgearbeitete sogenann-
te „state-space approach“ transformiert das zugrundeliegende Problem in einer dem
Kre˘ınraumzugang ähnlichen Art und Weise, nutzt allerdings spezielle Zustandsraumdar-
stellungen, um die Parametrisierung der Lösungsmenge zu beschreiben und vermeidet so
die allgemeine Theorie der Kre˘ınräume.
Die von Aronszajn [Aro50] geschaffene Theorie von Hilberträumen mit reproduzie-
rendem Kern wurde auf Interpolationsprobleme erstmals in der Arbeit Sz.-Nagy/Kora-
nyi [SNK58] angewendet, als unter anderem notwendige und hinreichende Bedingungen
für die Lösbarkeit von Problemen vom Nevanlinna-Pick-Typ verifiziert wurden. Dym und
seine Schüler erarbeiteten auf der Grundlage spezieller von de Branges/Rovnyak [BR66b],
[BR66a] eingeführter Hilberträume mit reproduzierendem Kern ein tragfähiges Konzept
zur Behandlung von Interpolationsproblemen (vgl. Dym [Dym88], [Dym89b], [Dym89c],
Alpay/Dym [AD84], [AD85], [AD86] sowie die Monografien Alpay/Dijksma/Rovnyak/de
Snoo [ADRS97] und Dym [Dym89a]).
Eine Gemeinsamkeit der bisher skizzierten Betrachtungen liegt darin, dass der Schwer-
punkt der Untersuchungen auf dem sogenannten nichtdegenerierten Fall liegt, also auf
jener Situation, in der positive Definitheit (und damit Invertierbarkeit) der behandelten
Objekte vorliegt. Nennenswerte Ausnahmen bilden die Arbeiten Ball/Helton [BH86c],
Bolotnikov/Dym [BD98], Bruinsma [Bru91], Dubovo˘ı [Dub84b], Dym [Dym89a, Kapitel
7] und Sakhnovich [Sak97, Kapitel 5], in denen dem degenerierten Fall gesonderte Beach-
tung gewidmet wurde. Tiefgreifende Untersuchungen zum schwieriger zu handhabenden
allgemeinen, also potentiell degenerierten Fall begannen im Wesentlichen erst um die Zeit
der Jahrtausendwende.
Fritzsche/Kirstein/Lasarow gelangen substantielle Fortschritte bei der Behandlung des
jeweils allgemeinsten Falls des matriziellen Carathéodoryproblems (vgl. [FKL06], [FKL10])
bzw. des matriziellen Schurproblems (vgl. [FKL09b] sowie in Zusammenarbeit mit Du-
bovo˘ı [DFKL08]), indem nämlich eine Parametrisierung der jeweiligen Lösungsmenge
durch eine gebrochenlineare Transformation möglich wurde, welche im nichtdegenerier-
ten Fall genau mit jener von Arov/Kre˘ın in [AK81] für den Carathéodory-Fall bzw.
in [AK83] für den Schur-Fall angegebenen übereinstimmt. Entscheidend hierfür waren
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vorherige Untersuchungen von Fritzsche/Kirstein über die explizite Struktur zentraler
q × q-Carathéodoryfunktionen [FK04b] bzw. zentraler p × q-Schurfunktionen [FK04a].
Weiterführende Untersuchungen finden sich in Fritzsche/Kirstein/Lasarow [FKL09a],
Fritzsche/Kirstein/Raabe [FKR11] und Fritzsche/Kirstein/Lasarow/Rahn [FKLR12].
Die besondere Spezifik der Leipziger Gruppe um Fritzsche und Kirstein besteht in
der Dekomposition von Interpolations- und Momentenproblemen in je eine detaillierte
Untersuchung spezieller Folgen von Matrizen auf der einen Seite und einer funktionentheo-
retischen Betrachtung einer ausgezeichneten Klasse von holomorphen Matrixfunktionen
auf der anderen Seite. Für jeden dieser beiden Aspekte wird ein spezieller Algorithmus
entwickelt, welcher der Grundidee des skalaren Schuralgorithmus aus Schur [Sch17] folgt
und deshalb Schur-Potapov-Algorithmus genannt wird. Somit werden Parametrisierungen
der betrachteten Objekte durch Folgen kontraktiver Matrizen erreicht. Die Synthese
dieser parallel durchgeführten Betrachtungen ergibt sich dann über den bijektiven Zu-
sammenhang zwischen holomorphen Funktionen und ihren Taylorkoeffizientenfolgen. Wie
sich herausstellt, harmonieren die zuvor eingeführten Algorithmen in dem Sinne, dass die
Transformation der Taylorkoeffizientenfolgen im funktionentheoretischen Schur-Potapov-
Algorithmus gerade durch dessen matrizentheoretisches Analogon dargestellt wird und
somit die erhaltenen Parametrisierungen übereinstimmen. Über das Zusammenspiel dieser
Untersuchungen kann schließlich das jeweilige spezielle Problem gelöst werden. Diese
Strategie lässt sich besonders klar in der Arbeit Bogner/Fritzsche/Kirstein [BFK07a],
[BFK07b] am Beispiel des nichtdegenerierten matriziellen Schurproblems erkennen.
Einen interessanten neuen Zugang zur Behandlung von Nevanlinna-Pickschen Inter-
polationsproblemen für verschiedene Klassen von Matrixfunktionen entwickelte Chen
in Zusammenarbeit mit verschiedenen Koautoren (vgl. Chen [Che98], Chen/Hu [CH98],
[CH00], [CH01], Chen/Li [CL99], [CL00], Chen/Zhao/Zhang [CZZ96]). Diese Methode, de-
ren Ursprünge auf Kre˘ın/Nudelman [KN77b], [KN77a], [KN98] zurückgehen, besteht darin,
einem Nevanlinna-Pickschen Interpolationsproblem in bijektiver Weise ein äquivalentes
matrizielles Momentenproblem zuzuordnen, um dann aus dessen Lösungsbeschreibung
die Lösungsmenge des Interpolationsproblems zu gewinnen. In diesem Zusammenhang
sei erwähnt, dass Ansätze einer derartigen Vorgehensweise auch in einer etwas impliziten
Form in Delsarte/Genin/Kamp [DGK79] und Sarason [Sar98] enthalten sind und dass
die von Chen und Koautoren ins Auge gefaßten Momenten- und Interpolationsprobleme
ebenfalls auch im allgemeinen Fall vollständig gelöst werden.
0.2. Bezeichnungen
Bevor wir uns der zentralen Problemstellung dieser Arbeit widmen, führen wir einige
Bezeichnungen ein.
Es bezeichne Z die Menge der ganzen Zahlen sowie N0 := {m ∈ Z : m ≥ 0} und
N := {n ∈ Z : n ≥ 1}. Weiterhin schreiben wir R für die Menge der reellen Zahlen und C
für die Menge der komplexen Zahlen, wobei i für die imaginäre Einheit steht. Sei z ∈ C,
so bezeichne z¯ die zu z komplex konjugierte Zahl, |z| und arg z den Absolutbetrag bzw.
das Argument von z sowie <e z und =m z den Real- bzw. Imaginärteil von z.
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Seien p, q ∈ N. Es bezeichne
X p×q :=
{
(xjk) j=1,...,p
k=1,...,q
: xjk ∈ X für alle (j, k) ∈ {1, 2, . . . , p} × {1, 2, . . . , q}
}
die Menge der p× q-Matrizen mit Einträgen aus X . Entsprechend schreiben wir Cp×q
für die Menge der komplexen p × q-Matrizen sowie Cp für die Menge der komplexen
Spaltenvektoren mit p Komponenten. Es seien 0p×q := (0) j=1,...,p
k=1,...,q
die Nullmatrix aus Cp×q
und Iq := (δjk)qj,k=1 die Einheitsmatrix aus C
q×q, wobei
δjk :=
{
0 , falls j 6= k,
1 , falls j = k
das Kronecker-Delta bezeichne.
Sei n ∈ N. Für n beliebige komplexe Matrizen A1, A2, . . . , An schreiben wir
diag (A1, A2, . . . , An) := (δjkAj)nj,k=1
für die entsprechende Blockdiagonalmatrix.
Sei A ∈ Cp×q. Es bezeichne
R (A) := {Ax : x ∈ Cq} und N (A) := {x ∈ Cq : Ax = 0p×1}
den Spalten- bzw. Nullraum von A sowie RangA := dimR (A) den Rang von A. Ferner
ist AT die zu A transponierte Matrix sowie A∗ die zu A adjungierte Matrix. Weiterhin
bezeichne A+ die Moore-Penrose-Inverse von A (vgl. Anhang A.7).
Sei nun A insbesondere quadratisch. Es bezeichne detA die Determinante von A
sowie, falls A invertierbar ist, weiterhin A−1 die zu A inverse Matrix. Zudem seien
<eA := 12 (A+A∗) und =mA := 12i (A−A∗) der Real- bzw. Imaginärteil von A (vgl.
Anhang A.2).
Ferner bezeichne
Cq×qH :=
{
M ∈ Cq×q : M = M∗}
die Menge der hermiteschen Matrizen aus Cq×q sowie
Cq×q≥ :=
{
M ∈ Cq×q : v∗Mv ≥ 0 für alle v ∈ Cq}
und
Cq×q> :=
{
M ∈ Cq×q : v∗Mv > 0 für alle v ∈ Cq \ {0q×1}
}
die Menge der nichtnegativ hermiteschen bzw. positiv hermiteschen Matrizen aus Cq×q
(vgl. Anhang A.1).
Sei U ∈ Cq×q. Dann nennen wir U unitär, falls U∗U = Iq erfüllt ist (vgl. Anhang A.3).
Mit dem gemäß 〈x, y〉E,Cq := y∗x =
∑q
j=1 y¯jxj definierten im ersten Argument C-
linearen Euklidischen Skalarprodukt 〈·, ·〉E,Cq : Cq × Cq → C wird der C-Vektorraum
Cq zu einem unitären Raum. Die induzierte Euklidische Norm | · |E,Cq : Cq → [0,∞) ist
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durch |x|E,Cq :=
√
x∗x =
√∑q
j=1 |xj |2 gegeben. Weiterhin bezeichnen wir mit ρE,Cq die
induzierte Euklidische Metrik auf Cq. Die von den Euklidischen Vektornormen in Cq und
Cp abgeleitete Operatornorm
|A|S,Cp×q := sup
x∈Cq\{0q×1}
|Ax|E,Cp
|x|E,Cq
nennen wir auch Spektralnorm auf Cp×q (vgl. Anhang A.4).
Es seien weiterhin
Kp×q :=
{
A ∈ Cp×q : Iq −A∗A ∈ Cq×q≥
}
und
Dp×q :=
{
A ∈ Cp×q : Iq −A∗A ∈ Cq×q>
}
die Menge aller kontraktiven bzw. streng kontraktiven Matrizen aus Cp×q (vgl. An-
hang A.5). Für p = q = 1 ist insbesondere D := D1×1 = {z ∈ C : |z| < 1} das Innere des
komplexen Einheitskreises.
Für jede Matrix A ∈ Cq×q≥ gibt es genau eine Matrix Q ∈ Cq×q≥ mit Q2 = A, nämlich
die nichtnegativ hermitesche Quadratwurzel Q =
√
A von A (vgl. Anhang A.6).
Seien nun M ∈ Cp×q, A ∈ Cp×p und B ∈ Cq×q. Dann heißt
K(M ;A,B) := {M +AKB : K ∈ Kp×q}
bzw.
K˚(M ;A,B) := {M +AKB : K ∈ Dp×q}
der abgeschlossene Matrizenkreis bzw. offene Matrizenkreis mit Mittelpunkt M , linkem
Halbradius A und rechtem Halbradius B (vgl. Anhang A.10).
Sei k ∈ N0. Dann sei die Abbildung Ek : C → C definiert gemäß w 7→ wk. Sei
P ∈ A(C,C). Dann heißt P ein Polynom über C, wenn es ein n ∈ N0 und eine Folge
(aj)nj=0 aus C gibt, mit welchen die Darstellung
P =
n∑
j=0
ajEj
realisiert wird. Es bezeichne PC die Menge aller Polynome über C.
Sei P ein Polynom aus PC, welches von der auf C konstanten Abbildung mit Wert
0 verschieden ist. Seien die Zahl n ∈ N0 und die Folge (aj)nj=0 aus C derart bestimmt,
dass an 6= 0 und P = ∑nj=0 ajEj erfüllt sind. Dann heißen n der Grad von P sowie an
der Leitkoeffizient von P .
Sei n ∈ N0. Es bezeichnet PC,n die Menge aller P ∈ A(C,C), für die es eine Folge
(aj)nj=0 aus C gibt, mit welcher die Darstellung
P =
n∑
j=0
ajEj
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besteht. Weiterhin bezeichnet P ′C,n die Menge aller Polynome P ∈ PC, welche den Grad
n besitzen.
Sei jetzt P ∈ (PC,n)p×q. Es bezeichne (Aj)nj=0 jene eindeutig bestimmte Folge aus Cp×q,
mit welcher die Darstellung
P =
n∑
j=0
AjEj
besteht. Dann nennen wir (Aj)nj=0 die zu P gehörige Folge aus Cp×q. Weiter sei
P = (Pjk) j=1,...,p
k=1,...,q
.
Dann sagen wir, dass P den Grad n besitzt, falls ein (r, s) ∈ {1, . . . , p} × {1, . . . , q}
existiert, für welches Prs ∈ P ′C,n erfüllt ist. Es bezeichne [P
′
C,n]p×q die Menge aller
P ∈ (PC,n)p×q, welche den Grad n besitzen.
Sei nun P ∈ [P ′C,n]p×q und es bezeichne (Aj)nj=0 die zu P gehörige Folge aus Cp×q.
Dann nennen wir An den Leitkoeffizienten von P .
Seien p, q ∈ N, n ∈ N0 und P ∈ (PC,n)p×q. Es bezeichne (Aj)nj=0 die zu P gehörige
Folge aus Cp×q. Weiter sei
P [n] :=
n∑
j=0
(An−j)∗Ej .
Dann heißt P [n] das n-Reziproke zu P .
Es bezeichne O (C, ρE,C) das System der in (C, ρE,C) offenen Mengen. Seien G ∈
O (C, ρE,C) \ {∅} und f ∈ A (G,C). Seien weiterhin z0 ∈ G und f ′ (z0) ∈ C. Dann heißt
f in z0 im komplexen Sinn differenzierbar mit der Ableitung f ′ (z0), falls die Beziehung
lim
z→z0
f (z)− f (z0)
z − z0 = f
′ (z0)
erfüllt ist. Weiterhin heißt f in z0 holomorph, falls es ein rz0 ∈ (0,+∞) gibt mit:
(I) Es ist KρE,C (z0; rz0) := {z ∈ C : ρE,C (z0, z) < rz0} ⊆ G.
(II) Für jedes z ∈ KρE,C (z0; rz0) ist f im komplexen Sinn differenzierbar.
Die Funktion f heißt in G holomorph, falls f in jedem Punkt z0 ∈ G holomorph ist. Es
bezeichne H (G) die Menge aller in G holomorphen Funktionen.
Sei G ∈ O (C, ρE,C) \ {∅}. Unter der Hardyklasse H∞ (G) verstehen wir die Menge all
jener Funktionen f ∈ H (G), welche in G beschränkt sind.
Wir wenden uns nun noch einer matrixwertigen Verallgemeinerung der oben erklärten
komplexen Differentiation zu. Seien dazu p, q ∈ N und G ∈ O (C, ρE,C)\{∅}. Weiter seien
f = (fjk)j=1,...,p
k=1,...,q
∈ A (G,Cp×q) und w0 ∈ G. Es heißt f in w0 differenzierbar, falls für jedes
(j, k) ∈ {1, . . . , p} × {1, . . . , q} die Funktion fjk in w0 im komplexen Sinn differenzierbar
ist. Weiterhin heißt f in G0 ⊆ G differenzierbar, falls f in allen w ∈ G0 differenzierbar ist.
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Falls f in w0 differenzierbar ist und für jedes (j, k) ∈ {1, . . . , p}×{1, . . . , q} die Ableitung
von fjk an der Stelle w0 mit f ′jk (w0) bezeichnet wird, so heißt die Matrix
f ′ (w0) :=
(
f ′jk (w0)
)
j=1,...,p
k=1,...,q
die Ableitung von f an der Stelle w0, auch bezeichnet mit f (1) (w0). Sei n ∈ {2, 3, . . . }.
Für ein R ∈ (0,+∞) mit KρE,C (z0;R) ⊆ G sei die Funktion f nun (n − 1)-mal in
KρE,C (z0;R) differenzierbar mit der (n− 1)-ten Ableitung f (n−1) von f . f heißt n-mal
differenzierbar in w0, falls die Funktion f (n−1) in w0 differenzierbar ist. In diesem Fall
heißt die Matrix
(
f (n−1)
)′
(w0) die n-te Ableitung von f an der Stelle w0, auch bezeichnet
mit f (n) (w0). Es heißt weiterhin f in G0 ⊆ G n-mal differenzierbar, falls f (n−1) in allen
w ∈ G0 differenzierbar ist. Wir definieren noch f (0) := f .
Für eine nichtleere Menge G und f ∈ A (G,Cp×q) setzen wir
‖f‖∞ := sup
w∈G
|f (w)|S,Cp×q .
Seien p, q ∈ N und f ∈ [H (D)]p×q. Weiter sei j ∈ N0. Unter dem j-ten Taylorkoeffi-
zienten von f verstehen wir die Matrix f
(j)(0)
j! . Nach einem bekannten Resultat aus der
Theorie der Potenzreihen gilt für w ∈ D dann
f (w) =
∑
k∈N0
f (k) (0)
k! w
k .
Wir führen abschließend zwei für diese Arbeit zentrale Teilklassen der holomorphen
Matrixfunktionen ein. Es bezeichne
Sp×q (G) :=
{
f ∈ [H (G)]p×q : f (w) ∈ Kp×q für alle w ∈ G
}
die Menge aller p× q-Schurfunktionen in G sowie
Cq (G) :=
{
Ω ∈ [H (G)]q×q : <e Ω (w) ∈ Cq×q≥ für alle w ∈ G
}
die Menge aller q × q-Carathéodoryfunktionen in G.
0.3. Zentrale Problemstellung und Strategie
Im Mittelpunkt dieser Arbeit steht die Behandlung der Matrixversion des nach Issai Schur
benannten klassischen Interpolationsproblems. Dieses wollen wir zunächst formulieren:
Matrizielles Schurproblem
Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine Folge aus Cp×q. Bestimme die
Menge Sp×q
(
D; (Aj)nj=0
)
aller Funktionen f ∈ Sp×q (D), deren ersten n+ 1
Taylorkoeffizienten durch die Folge (Aj)nj=0 gegeben sind. Insbesondere ist jene
Situation zu charakterisieren, in der die Menge Sp×q
(
D; (Aj)nj=0
)
nichtleer
ist.
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Das matrizielle Schurproblem wurde in diesem allgemeinen Fall beispielsweise in Fritz-
sche/Kirstein/Lasarow [FKL09b] gelöst. Ziel der vorliegenden Arbeit ist es nun, eine
zu den bisher in der Literatur präsentierten Zugängen alternative Herangehensweise zu
erarbeiten, mit welcher dieses Problem ebenfalls behandelt werden kann.
Neben dem matriziellen Schurproblem wird in unseren Überlegungen auch das nach
Constantin Carathéodory benannte matrizielle Interpolationsproblem eine wichtige Rolle
spielen. Aus diesem Grund wollen wir auch dieses hier formulieren:
Matrizielles Carathéodoryproblem
Seien q ∈ N, n ∈ N0 und (Γj)nj=0 eine Folge aus Cq×q. Bestimme die Menge
Cq
(
D; (Γj)nj=0
)
aller Funktionen Ω ∈ Cq (D), deren ersten n+ 1 Taylorkoeffi-
zienten durch die Folge (Γj)nj=0 gegeben sind. Insbesondere ist jene Situation
zu charakterisieren, in der die Menge Cq
(
D; (Γj)nj=0
)
nichtleer ist.
Für eine Behandlung des matriziellen Carathéodoryproblems verweisen wir auf Chen/
Hu [CH98], Fritzsche/Kirstein/Lasarow [FKL06] sowie auf Anhang H, in dem eine kurze
Übersicht der Hauptresultate gegeben wird.
Unsere hier präsentierte Strategie beruht auf der grundlegenden Idee, mit einem konkre-
ten matriziellen Schurproblem in geeigneter Weise ein matrizielles Carathéodoryproblem
derart zu assoziieren, dass sich die Lösungen des Schurproblems mit gewissen ausgezeich-
neten Lösungen des Carathéodoryproblems identifizieren lassen. Somit können wir aus
der Darstellung der Lösungsmenge des Carathéodoryproblems, welche sich als Bild einer
gebrochenlinearen Transformation von Matrizen realisieren lässt, dann eine entsprechende
Beschreibung der Lösungsmenge des ursprünglichen Schurproblems herleiten.
Hierbei wird sich die Dimension des Problems erhöhen: Zur Behandlung des Schurpro-
blems mit Anfangsdaten aus Cp×q werden wir ein Carathéodoryproblem mit Taylorkoeffi-
zienten aus C(p+q)×(p+q) betrachten.
Eine Schwierigkeit des Schurproblems im Gegensatz zum Carathéodoryproblem besteht
darin, dass die Ausgangsdaten in gewissen Blockmatrizen, welche typischerweise zur Bear-
beitung des Interpolationsproblems konstruiert werden, nicht mehr unmittelbar auftreten.
Diese technische Komplikation wird mit soeben skizziertem Ansatz umgangen, da auf
eine Untersuchung der mit dem Schurproblem assoziierten sogenannten Defektmatrizen
weitestgehend verzichtet werden kann.
Unser Vorgehen zur Umsetzung der oben formulierten Idee gliedert sich in mehrere
Schritte, die jeweils verschiedene Dimensionen des matriziellen Schurproblems beleuchten:
In Kapitel 1 wenden wir uns speziellen (endlichen oder unendlichen) Matrizenfolgen
zu, den sogenannten matriziellen Schurfolgen. Diese sind über eine Kontraktivitätsbe-
dingung an eine spezielle Blockmatrix definiert. Unser Interesse an diesen Folgen liegt
darin begründet, dass wir später erkennen werden, dass die endlichen Schurfolgen gerade
jene vorgegebenen Anfangsabschnitte der Taylorkoeffizientenfolgen sind, für welche das
matrizielle Schurproblem lösbar ist. In Satz 1.2.1 und Satz 1.6.1 konstruieren wir zu
einer gegebenen endlichen bzw. unendlichen Schurfolge eine endliche bzw. unendliche
nichtnegativ definite Folge, welche über die nichtnegative Hermitizität einer Blocktoep-
litzmatrix definiert ist. Mittels des in Anhang C erläuterten Zusammenhangs zwischen
11
0. Einleitung
nichtnegativ definiten Folgen und matriziellen Carathéodoryfolgen erhalten wir so ein
Konzept, mit welchem wir zu matriziellen Schurfolgen matrizielle Carathéodoryfolgen
assoziieren können. Wie sich herausstellt, bilden endliche Carathéodoryfolgen gerade jene
Anfangsabschnitte der Taylorkoeffizientenfolgen, für welche das matrizielle Carathéodo-
ryproblem lösbar ist (vgl. Anhang H.1). Durch den so etablierten Zusammenhang sind
wir dann in der Lage, Aussagen zur inneren Struktur von matriziellen Schurfolgen aus
entsprechenden Aussagen über nichtnegativ definite Folgen oder Carathéodoryfolgen aus
Anhang B und Anhang C abzuleiten. Insbesondere können wir im Abschnitt 1.4 das
Erweiterungsproblem für endliche matrizielle Schurfolgen lösen und in den Abschnitten 1.5
und 1.8 Untersuchungen zu zentralen Schurfolgen anstellen, welche uns in den weiteren
Kapiteln behilflich sein werden.
Im Zentrum von Kapitel 2 steht die Einführung und Diskussion spezieller Matrix-
polynome, welche aus endlichen matriziellen Schurfolgen konstruiert werden und eine
entscheidende Rolle bei der Lösung des matriziellen Schurproblems spielen werden. Nach-
dem wir in Abschnitt 2.1 zunächst den nichtdegenerierten Fall untersuchen, werden wir
in den Abschnitten 2.2 und 2.3 auf gewisse Matrizenfolgen geführt, welche eng mit der
vorgegebenen Schurfolge zusammenhängen. Mittels dieser Folgen von Matrizen werden
wir schließlich in Abschnitt 2.4 die gewünschten Matrixpolynome definieren können.
Besonderes Augenmerk werden wir hierbei auf den Zusammenhang dieser Matrixpoly-
nome mit gewissen Matrixpolynomen legen, welche aus der zur Schurfolge assoziierten
Carathéodoryfolge gebildet werden und bei der Beschreibung der Lösungsmenge des
matriziellen Carathéodoryproblems in den Resolventenmatrizen der gebrochenlinearen
Transformationen auftreten.
Kapitel 3 befasst sich mit einer Untersuchung der Klasse der matrixwertigen Schurfunk-
tionen. Zu einer matrixwertigen Funktion f konstruieren wir in Satz 3.1.1 eine Funktion
Ω derart, dass f genau dann zu Sp×q (D) gehört, wenn Ω zu Cp+q (D) gehört. Es wird uns
also gelingen, zu einer matriziellen Schurfunktion eine matrizielle Carathéodoryfunktion
zu assoziieren. Darauf aufbauend werden wir uns in Satz 3.1.5 mit der Taylorkoeffizi-
entenfolge einer Schurfunktion befassen und so die Verbindung zu den vorhergehenden
Kapiteln herstellen. Weiterhin untersuchen wir sogenannte Typ-II-zentrale Funktionen
aus Sp×q (D).
In Kapitel 4, welches den Höhepunkt der vorliegenden Arbeit bildet, werden wir letzt-
lich in der Lage sein, unsere eingangs skizzierte Strategie zum Abschluss zu führen und
eine vollständige Lösung des matriziellen Schurproblems zu formulieren. Die Frage der
Lösbarkeit werden wir dabei in Abschnitt 4.1 rasch unter Zuhilfenahme unserer Unter-
suchungen aus den vorherigen Kapiteln beantworten können, woraufhin wir Lösungen
eines matriziellen Schurproblems mit speziellen Lösungen eines durch unsere bisherigen
Betrachtungen nahegelegten assoziierten matriziellen Carathéodoryproblems identifizieren
werden. Abschnitt 4.2 schließlich enthält die gewünschte Beschreibung der Lösungsmenge
des matriziellen Schurproblems mittels gebrochenlinearer Transformationen von Matrizen,
welche aus den Matrixpolynomen aus Kapitel 2 gebildet werden. Zur Herleitung dieser
Resultate werden wir die Beschreibung der Lösungsmenge des matriziellen Carathéo-
doryproblems mittels gebrochenlinearer Transformationen von Matrixpolynomen (vgl.
Anhang H.2) mit der zuvor vorgenommenen Bijektion zwischen den Lösungen des Schur-
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problems und einer gewissen Teilklasse der Lösungsgesamtheit des Carathéodoryproblems
kombinieren. Weiterhin identifizieren wir eine Teilmenge des Definitionsbereiches der
gebrochenlinearen Transformationen, auf der diese sogar bijektive Abbildungen auf die
Lösungsmenge des matriziellen Schurproblems liefern.
Abschließend ist im Anhang eine Reihe von Aussagen aufgeführt, die allgemeiner Natur
sind oder aus dem Umfeld des matriziellen Carathéodoryproblems stammen.
13

1. Über p× q-Schurfolgen
Im Zentrum des vorliegenden Kapitels steht die matrizenalgebraische Untersuchung einer
speziellen Klasse von endlichen oder unendlichen Folgen von Matrizen, den sogenannten
p× q-Schurfolgen. Wir nennen eine Folge von Matrizen aus Cp×q eine p× q-Schurfolge,
falls eine gewisse aus dieser Folge gebildete Blockmatrix eine Kontraktivitätseigenschaft
erfüllt. Solche p× q-Schurfolgen sind für uns von besonderem Interesse: Später werden
wir erkennen, dass die (endlichen) p× q-Schurfolgen gerade jene Klasse von Taylorkoeffi-
zientenfolgen bilden, für die das matrizielle Schurproblem lösbar ist (vgl. Satz 4.1.1).
Die Grundlagen für den hier vorgestellten Zugang werden im endlichen Fall in Ab-
schnitt 1.2 und im unendlichen Fall in Abschnitt 1.6 gelegt. Unsere Überlegungen basieren
dabei wesentlich auf der Beobachtung, dass eine Folge von Matrizen aus Cp×q genau
dann eine p× q-Schurfolge ist, wenn eine aus dieser Folge konstruierte Folge von Matrizen
aus C(p+q)×(p+q) eine nichtnegativ definite Folge von Matrizen bildet (vgl. Satz 1.2.1 und
Satz 1.6.1).
Auf Grundlage der Erkenntnisse aus Abschnitt 1.2 bzw. Abschnitt 1.6 und Anhang B
sind wir daraufhin in der Lage, rasch diverse für unsere weiteren Untersuchungen grund-
legende Strukturaussagen für p× q-Schurfolgen herzuleiten (siehe die Abschnitte 1.3 und
1.7), das Erweiterungsproblem für endliche p×q-Schurfolgen zu lösen (siehe Abschnitt 1.4)
und eine Diskussion zentraler p× q-Schurfolgen vorzunehmen (siehe die Abschnitte 1.5
und 1.8).
Über das in Anhang C vorgestellte Konzept der mit einer nichtnegativ definiten Folge
von Matrizen assoziierten Carathéodoryfolge werden wir weiterhin in der Lage sein,
p× q-Schurfolgen mit speziellen (p+ q)× (p+ q)-Carathéodoryfolgen zu identifizieren.
1.1. Einige einführende Betrachtungen
In diesem vorbereitenden Abschnitt stellen wir einige für unsere Untersuchungen in
dieser Arbeit grundlegende Definitionen und Bemerkungen bereit. Wir beginnen mit der
Definition einer endlichen p× q-Schurfolge.
Definition 1.1.1. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine Folge aus Cp×q. Weiterhin
sei k ∈ {0, . . . , n}.
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(a) Es sei
Sk
(
(Aj)nj=0
)
:=

A0 , falls k = 0,
A0 0p×q · · · 0p×q
A1 A0 · · · 0p×q
...
... . . .
...
Ak Ak−1 · · · A0
 , falls k ∈ N.
Dann heißt Sk
(
(Aj)nj=0
)
die k-te zur Folge (Aj)nj=0 gehörige Abschnittsmatrix.
(b) Wir nennen die Matrix Pk
(
(Aj)nj=0
)
bzw. Qk
(
(Aj)nj=0
)
gemäß
Pk
(
(Aj)nj=0
)
:= I(k+1)p −
[
Sk
(
(Aj)nj=0
)] [
Sk
(
(Aj)nj=0
)]∗
bzw.
Qk
(
(Aj)nj=0
)
:= I(k+1)q −
[
Sk
(
(Aj)nj=0
)]∗ [
Sk
(
(Aj)nj=0
)]
die k-te zu (Aj)nj=0 gehörige linke bzw. rechte Defektmatrix.
(c) Es heißt (Aj)nj=0 eine p × q-Schurfolge bzw. eine strenge p × q-Schurfolge, falls
Sn
(
(Aj)nj=0
)
∈ K(n+1)p×(n+1)q bzw. Sn
(
(Aj)nj=0
)
∈ D(n+1)p×(n+1)q erfüllt ist.
Wir stellen zunächst einige einfache Beobachtungen über linke und rechte Defektmatri-
zen voran.
Bemerkung 1.1.1. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine Folge aus Cp×q. Weiter
sei k ∈ {0, . . . , n}. Es bezeichne Pk
(
(Aj)nj=0
)
bzw. Qk
(
(Aj)nj=0
)
die k-te zu (Aj)nj=0
gehörige linke bzw. rechte Defektmatrix.
(a) Es gelten [
Pk
(
(Aj)nj=0
)]∗
= Pk
(
(Aj)nj=0
)
und [
Qk
(
(Aj)nj=0
)]∗
= Qk
(
(Aj)nj=0
)
.
(b) Es gelten[
Pk
(
(Aj)nj=0
)] [
Pk
(
(Aj)nj=0
)]+
=
[
Pk
(
(Aj)nj=0
)]+ [
Pk
(
(Aj)nj=0
)]
und [
Qk
(
(Aj)nj=0
)] [
Qk
(
(Aj)nj=0
)]+
=
[
Qk
(
(Aj)nj=0
)]+ [
Qk
(
(Aj)nj=0
)]
.
Beweis. (a) folgt aus Definition 1.1.1. (b) ist eine Folgerung aus (a). 
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Lemma 1.1.1. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine Folge aus Cp×q. Weiter
seien k ∈ {0, . . . , n} und es bezeichne Sk
(
(Aj)nj=0
)
die k-te zu (Aj)nj=0 gehörige Ab-
schnittsmatrix sowie Pk
(
(Aj)nj=0
)
bzw. Qk
(
(Aj)nj=0
)
die k-te zu (Aj)nj=0 gehörige linke
bzw. rechte Defektmatrix.
(a) Es gilt
[
Sk
(
(Aj)nj=0
)] [
Qk
(
(Aj)nj=0
)]+
=
[
Pk
(
(Aj)nj=0
)]+ [
Sk
(
(Aj)nj=0
)]
.
(b) Es gilt
[
Qk
(
(Aj)nj=0
)]+ [
Sk
(
(Aj)nj=0
)]∗
=
[
Sk
(
(Aj)nj=0
)]∗ [
Pk
(
(Aj)nj=0
)]+
.
Beweis. Verwende Satz A.7.2. 
Lemma 1.1.2. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine Folge aus Cp×q. Für l ∈
{0, . . . , n} bezeichne Sl
(
(Aj)nj=0
)
die l-te zu (Aj)nj=0 gehörige Abschnittsmatrix sowie
Pl
(
(Aj)nj=0
)
bzw. Ql
(
(Aj)nj=0
)
die l-te zu (Aj)nj=0 gehörige linke bzw. rechte Defektma-
trix. Weiter seien k ∈ {1, . . . , n} sowie
zk := (Ak, . . . , A1) und yk :=
A1...
Ak
 .
(a) Es gilt
Pk
(
(Aj)nj=0
)
=
 Pk−1 ((Aj)nj=0) − [Sk−1 ((Aj)nj=0)] z∗k
−zk
[
Sk−1
(
(Aj)nj=0
)]∗
Ip −A0A∗0 − zkz∗k
 .
(b) Es gilt
Qk
(
(Aj)nj=0
)
=
 Iq −A∗0A0 − y∗kyk −y∗k [Sk−1 ((Aj)nj=0)]
−
[
Sk−1
(
(Aj)nj=0
)]∗
yk Qk−1
(
(Aj)nj=0
)  .
Beweis. Dies folgt aus Definition 1.1.1 und einer naheliegenden Blockzerlegung von
Sk
(
(Aj)nj=0
)
. 
Das nachfolgende Hilfsresultat ist zwar technischer Natur, wird aber an verschiedenen
Stellen eine ganz entscheidende Schlüsselrolle spielen.
Lemma 1.1.3. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine p× q-Schurfolge. Weiterhin sei
k ∈ {0, . . . , n− 1} und es bezeichne Pk
(
(Aj)nj=0
)
bzw. Qk
(
(Aj)nj=0
)
die k-te zu (Aj)nj=0
gehörige linke bzw. rechte Defektmatrix. Weiter sei r ∈ {k + 1, . . . , n}. Dann gelten
[
Pk
(
(Aj)nj=0
)] [
Pk
(
(Aj)nj=0
)]+ Ar−k...
Ar
 =
 Ar−k...
Ar

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und [
Qk
(
(Aj)nj=0
)] [
Qk
(
(Aj)nj=0
)]+
(Ar, . . . , Ar−k)∗ = (Ar, . . . , Ar−k)∗ .
Beweis. Für l ∈ {0, . . . , n} bezeichne Sl
(
(Aj)nj=0
)
die l-te zu (Aj)nj=0 gehörige Ab-
schnittsmatrix sowie Pl
(
(Aj)nj=0
)
bzw. Ql
(
(Aj)nj=0
)
die l-te zu (Aj)nj=0 gehörige linke
bzw. rechte Defektmatrix. Für l ∈ {0, . . . , n} und j ∈ {0, . . . , k} seien außerdem
zj,l := (Al, . . . , Aj) und yj,l :=
 Aj...
Al
 . (1.1.1)
Wir wenden uns zunächst dem Nachweis der ersten Identität zu. Unsere Beweisstrategie
ist dabei auf die Anwendung von Lemma A.7.5 ausgerichtet. Unter Beachtung der Teile (b)
und (c) von Definition 1.1.1 und Definition A.5.1 sowie der Wahl von r gilt
Qr
(
(Aj)nj=0
)
∈ C(r+1)q×(r+1)q≥ . (1.1.2)
Gemäß Teil (b) von Lemma 1.1.2 und (1.1.1) gilt für l ∈ {1, . . . , n} die Blockzerlegung
Ql
(
(Aj)nj=0
)
=
 Iq − y∗0,ly0,l −y∗1,l [Sl−1 ((Aj)nj=0)]
−
[
Sl−1
(
(Aj)nj=0
)]∗
y1,l Ql−1
(
(Aj)nj=0
)  . (1.1.3)
Unter Beachtung von Teil (a) von Definition 1.1.1 und (1.1.1) gelten für alle l ∈ {1, . . . , n}
und m ∈ {0, . . . , n− l} weiterhin
−y∗m,m+l
[
Sl
(
(Aj)nj=0
)]
= −
(
A∗m, y
∗
m+1,m+l
)
·
(
A0 0p×lq
y1,l Sl−1
(
(Aj)nj=0
) )
= −
(
y∗m,m+ly0,l, y
∗
m+1,m+l
[
Sl−1
(
(Aj)nj=0
)]) (1.1.4)
sowie
−
[
Sl
(
(Aj)nj=0
)]∗
ym,m+l = −
(
A∗0 y∗1,l
0lq×p
[
Sl−1
(
(Aj)nj=0
)]∗ ) · ( Am
ym+1,m+l
)
= −
(
y∗0,lym,m+l[
Sl−1
(
(Aj)nj=0
)]∗
ym+1,m+l
)
.
(1.1.5)
Unter Beachtung von (1.1.4) und (1.1.5) erbringt nun eine sukzessive Anwendung der
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Identität (1.1.3) für l = r, l = r − 1, . . . , l = k + 1 die Blockzerlegung
Qr =
 Iq − y∗0,ry0,r −y∗1,r [Sr−1 ((Aj)nj=0)]
−
[
Sr−1
(
(Aj)nj=0
)]∗
y1,r Qr−1
(
(Aj)nj=0
) 
=

Iq − y∗0,ry0,r −y∗1,ry0,r−1 −y∗2,r
[
Sr−2
(
(Aj)nj=0
)]
−y∗0,r−1y1,r Iq − y∗0,r−1y0,r−1 −y∗1,r−1
[
Sr−2
(
(Aj)nj=0
)]
−
[
Sr−2
(
(Aj)nj=0
)]∗
y2,r −
[
Sr−2
(
(Aj)nj=0
)]∗
y1,r−1 Qr−2
(
(Aj)nj=0
)

= . . .
=

Iq − y∗0,ry0,r · · · −y∗r−k−1,ry0,k+1 −y∗r−k,r
[
Sk
(
(Aj)nj=0
)]
... . . .
...
...
−y∗0,k+1yr−k−1,r · · · Iq − y∗0,k+1y0,k+1 −y∗1,k+1
[
Sk
(
(Aj)nj=0
)]
−
[
Sk
(
(Aj)nj=0
)]∗
yr−k,r · · · −
[
Sk
(
(Aj)nj=0
)]∗
y1,k+1 Qk
(
(Aj)nj=0
)

und somit unter Beachtung von (1.1.2) und Satz A.9.1 dann
R
((
−
[
Sk
(
(Aj)nj=0
)]∗
yr−k,r, . . . ,−
[
Sk
(
(Aj)nj=0
)]∗
y1,k+1
))
⊆ R
(
Qk
(
(Aj)nj=0
))
.
Offensichtlich gilt
R
(
−
[
Sk
(
(Aj)nj=0
)]∗
yr−k,r
)
⊆ R
((
−
[
Sk
(
(Aj)nj=0
)]∗
yr−k,r, . . . ,−
[
Sk
(
(Aj)nj=0
)]∗
y1,k+1
))
.
Hieraus sowie aus
R
(
−
[
Sk
(
(Aj)nj=0
)]∗
yr−k,r
)
= R
([
Sk
(
(Aj)nj=0
)]∗
yr−k,r
)
folgt nun
R
([
Sk
(
(Aj)nj=0
)]∗
yr−k,r
)
⊆ R
(
Qk
(
(Aj)nj=0
))
.
Daraus folgt mittels Lemma A.7.5, Teil (b) von Definition 1.1.1 und (1.1.1) dann weiter
[
Pk
(
(Aj)nj=0
)] [
Pk
(
(Aj)nj=0
)]+ Ar−k...
Ar
 =
 Ar−k...
Ar
 . (1.1.6)
Wir wenden uns nun dem Nachweis der zweiten Identität zu. Unsere Beweisstrategie ist
dabei auf die Anwendung von Lemma A.7.4 ausgerichtet. Unter Beachtung der Teile (b)
und (c) von Definition 1.1.1, Teil (a) von Satz A.5.3 und Definition A.5.1 sowie der Wahl
von r gilt
Pr
(
(Aj)nj=0
)
∈ C(r+1)p×(r+1)p≥ . (1.1.7)
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Gemäß Teil (a) von Lemma 1.1.2 und (1.1.1) gilt für l ∈ {1, . . . , n} die Blockzerlegung
Pl
(
(Aj)nj=0
)
=
 Pl−1 ((Aj)nj=0) − [Sl−1 ((Aj)nj=0)] z∗1,l
−z1,l
[
Sl−1
(
(Aj)nj=0
)]∗
Ip − z0,lz∗0,l
 . (1.1.8)
Unter Beachtung von Teil (a) von Definition 1.1.1 und (1.1.1) gelten für alle l ∈ {1, . . . , n}
und m ∈ {0, . . . , n− l} weiterhin
−
[
Sl
(
(Aj)nj=0
)]
z∗m,m+l = −
(
Sl−1
(
(Aj)nj=0
)
0lp×q
z1,l A0
)
·
(
z∗m+1,m+l
A∗m
)
= −
( [
Sl−1
(
(Aj)nj=0
)]
z∗m+1,m+l
z0,lz
∗
m,m+l
) (1.1.9)
sowie
−zm,m+l
[
Sl
(
(Aj)nj=0
)]∗
= − (zm+1,m+l, Am) ·
( [
Sl−1
(
(Aj)nj=0
)]∗
z∗1,l
0q×lp A∗0
)
= −
(
zm+1,m+l
[
Sl−1
(
(Aj)nj=0
)]∗
, zm,m+lz
∗
0,l
)
.
(1.1.10)
Unter Beachtung von (1.1.9) und (1.1.10) erbringt nun eine sukzessive Anwendung der
Identität (1.1.8) für l = r, l = r − 1, . . . , l = k + 1 die Blockzerlegung
Pr =
 Pr−1 ((Aj)nj=0) − [Sr−1 ((Aj)nj=0)] z∗1,r
−z1,r
[
Sr−1
(
(Aj)nj=0
)]∗
Ip − z0,rz∗0,r

=

Pr−2
(
(Aj)nj=0
)
−
[
Sr−2
(
(Aj)nj=0
)]
z∗1,r−1 −
[
Sr−2
(
(Aj)nj=0
)]
z∗2,r
−z1,r−1
[
Sr−2
(
(Aj)nj=0
)]∗
Ip − z0,r−1z∗0,r−1 −z0,r−1z∗1,r
−z2,r
[
Sr−2
(
(Aj)nj=0
)]∗ −z1,rz∗0,r−1 Ip − z0,rz∗0,r

= . . .
=

Pk
(
(Aj)nj=0
)
−
[
Sk
(
(Aj)nj=0
)]
z∗1,k+1 · · · −
[
Sk
(
(Aj)nj=0
)]
z∗r−k,r
−z1,k+1
[
Sk
(
(Aj)nj=0
)]∗
Ip − z0,k+1z∗0,k+1 · · · −z0,k+1z∗r−k−1,r
...
... . . .
...
−zr−k,r
[
Sk
(
(Aj)nj=0
)]∗ −zr−k−1,rz∗0,k+1 · · · Ip − z0,rz∗0,r

und somit unter Beachtung von (1.1.7) und Satz A.9.1 dann
R
((
−
[
Sk
(
(Aj)nj=0
)]
z∗1,k+1, . . . ,−
[
Sk
(
(Aj)nj=0
)]
z∗r−k,r
))
⊆ R
(
Pk
(
(Aj)nj=0
))
.
Offensichtlich gilt
R
(
−
[
Sk
(
(Aj)nj=0
)]
z∗r−k,r
)
⊆ R
((
−
[
Sk
(
(Aj)nj=0
)]
z∗1,k+1, . . . ,−
[
Sk
(
(Aj)nj=0
)]
z∗r−k,r
))
.
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Hieraus sowie aus
R
(
−
[
Sk
(
(Aj)nj=0
)]
z∗r−k,r
)
= R
([
Sk
(
(Aj)nj=0
)]
z∗r−k,r
)
folgt nun
R
([
Sk
(
(Aj)nj=0
)]
z∗r−k,r
)
⊆ R
(
Pk
(
(Aj)nj=0
))
.
Daraus folgt mittels Lemma A.7.4, Teil (b) von Definition 1.1.1 und (1.1.1) dann weiter[
Qk
(
(Aj)nj=0
)] [
Qk
(
(Aj)nj=0
)]+
(Ar, . . . , Ar−k)∗ = (Ar, . . . , Ar−k)∗ . (1.1.11)
Wegen (1.1.6) und (1.1.11) ist alles gezeigt. 
Es sei darauf hingewiesen, dass die Aussagen von Lemma 1.1.3 für den Fall r = k + 1
im Wesentlichen bereits in Fritzsche/Kirstein [FK87a, Lemma 3, S. 261] gezeigt wurden.
Wir werden im weiteren Verlauf unserer Untersuchungen erkennen, dass spezielle
aus einer p× q-Schurfolge gebildete Matrizen wichtige Rollen bei der Beschreibung der
inneren Struktur dieser p× q-Schurfolge spielen. Wir definieren nun die entsprechenden
Konstruktionen:
Definition 1.1.2. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine Folge aus Cp×q. Weiterhin
sei k ∈ {0, . . . , n}. Im Fall n ∈ N und k ∈ N bezeichne Sk−1
(
(Aj)nj=0
)
die (k − 1)-te
zur Folge (Aj)nj=0 gehörige Abschnittsmatrix sowie Pk−1
(
(Aj)nj=0
)
bzw. Qk−1
(
(Aj)nj=0
)
die (k − 1)-te zu (Aj)nj=0 gehörige linke bzw. rechte Defektmatrix. Im Fall k = 0 sei
m1 = 0p×q. Im Fall k ∈ {1, . . . , n} sei
mk+1 := − (Ak, · · · , A1)
[
Sk−1
(
(Aj)nj=0
)]∗ [
Pk−1
(
(Aj)nj=0
)]+ A1...
Ak
 .
Weiterhin seien
lk+1 :=

Ip −A0A∗0 , falls k = 0,
Ip −A0A∗0 − (Ak, · · · , A1)
[
Qk−1
(
(Aj)nj=0
)]+
A∗k
...
A∗1
 , falls k ∈ {1, . . . , n}
und
rk+1 :=

Iq −A∗0A0 , falls k = 0,
Iq −A∗0A0 − (A∗1, · · · , A∗k)
[
Pk−1
(
(Aj)nj=0
)]+
A1
...
Ak
 , falls k ∈ {1, . . . , n} .
Dann heißen mk+1 die (k + 1)-te zu (Aj)nj=0 gehörige zentrale Matrix vom Typ II sowie
lk+1 bzw. rk+1 das (k + 1)-te zu (Aj)nj=0 gehörige untere bzw. obere Schurkomplement
vom Typ II.
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Sei nun (Aj)nj=0 eine p × q-Schurfolge. In Teil (a) von Satz 1.3.1 werden wir dann
lk+1 ∈ Cp×p≥ und rk+1 ∈ Cq×q≥ zeigen. Somit ist die folgende Definition sinnvoll.
Definition 1.1.3. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p× q-Schurfolge. Weiterhin
sei k ∈ {0, . . . , n}. Im Fall k ∈ N bezeichne mk die k-te zu (Aj)nj=0 gehörige zentrale
Matrix vom Typ II sowie lk bzw. rk das k-te zu (Aj)nj=0 gehörige untere bzw. obere
Schurkomplement vom Typ II. Sei weiterhin
kk :=
{
A0 , falls k = 0,√
lk
+ (Ak −mk)√rk+ , falls k ∈ {1, . . . , n} .
Dann nennen wir kk den k-ten Schurparameter der Folge (Aj)nj=0 vom Typ II.
Wir wenden uns nun unendlichen p × q-Schurfolgen zu und nehmen naheliegende
Erweiterungen von Definition 1.1.1, Definition 1.1.2 und Definition 1.1.3 auf den Fall
unendlicher Folgen aus Cp×q vor.
Definition 1.1.4. Seien p, q ∈ N.
(a) Sei (Aj)j∈N0 eine Folge aus Cp×q. Weiter sei n ∈ N0. Unter der n-ten zu (Aj)j∈N0
gehörigen Abschnittsmatrix Sn((Aj)j∈N0) werde dann die n-te zu (Aj)
n
j=0 gehörige
Abschnittsmatrix Sn((Aj)nj=0) verstanden.
(b) Sei (Aj)j∈N0 eine Folge aus C
p×q. Dann heißt (Aj)j∈N0 eine p× q-Schurfolge bzw.
strenge p×q-Schurfolge, falls für jedes n ∈ N0 die Folge (Aj)nj=0 eine p×q-Schurfolge
bzw. eine strenge p× q-Schurfolge ist.
Definition 1.1.5. Seien p, q ∈ N und (Aj)j∈N0 eine Folge aus Cp×q. Weiter sei k ∈ N0.
(a) Unter der k-ten zu (Aj)j∈N0 gehörigen linken bzw. rechten Defektmatrix
Pk
(
(Aj)j∈N0
)
bzw. Qk
(
(Aj)j∈N0
)
verstehen wir die k-te zu (Aj)kj=0 gehörige linke
bzw. rechte Defektmatrix Pk
(
(Aj)kj=0
)
bzw. Qk
(
(Aj)kj=0
)
.
(b) Unter der (k+1)-ten zu (Aj)j∈N0 gehörigen zentralen Matrix mk+1 vom Typ II bzw.
dem (k + 1)-ten zu (Aj)j∈N0 gehörigen unteren bzw. oberen Schurkomplement lk+1
bzw. rk+1 vom Typ II verstehen wir die (k + 1)-te zu (Aj)kj=0 gehörige zentrale
Matrix vom Typ II bzw. das (k + 1)-te zu (Aj)kj=0 gehörige untere bzw. obere
Schurkomplement vom Typ II.
(c) Sei nun (Aj)j∈N0 eine p × q-Schurfolge. Unter dem k-ten Schurparameter kk der
Folge (Aj)j∈N0 vom Typ II verstehen wir dann weiterhin den k-ten Schurparameter
der Folge (Aj)kj=0 vom Typ II. Es heißt (ks)s∈N0 die Folge der zu (Aj)j∈N0 gehörigen
Schurparameter vom Typ II.
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Neben dem Begriff der p× q-Schurfolge werden wir in in dieser Arbeit von nichtnegativ
definiten Folgen von quadratischen Matrizen Gebrauch machen. Deswegen treffen wir
nun die entsprechenden Definitionen. Zu Beginn dieses Vorhabens werden wir den Begriff
der Blocktoeplitzmatrix einführen. Darauf aufbauend werden wir zum für unsere nachfol-
genden Untersuchungen zentralen Begriff der endlichen nichtnegativ definiten Folgen von
Matrizen aus Cq×q gelangen.
Definition 1.1.6. Seien q ∈ N, n ∈ N0 und (Cj)nj=0 eine Folge aus Cq×q. Im Fall n ∈ N
sei für j ∈ {1, . . . , n} weiterhin C−j := C∗j . Es seien k ∈ {0, 1, . . . , n} und
Tk((Cj)nj=0) := (Cr−s)kr,s=0 .
Dann heißt Tk((Cj)nj=0) die k–te zur Folge (Cj)nj=0 gehörige Blocktoeplitzmatrix.
Definition 1.1.7. Seien q ∈ N, n ∈ N0 und (Cj)nj=0 eine Folge aus Cq×q. Dann heißt
(Cj)nj=0 nichtnegativ definit bzw. positiv definit, falls die n–te zu (Cj)nj=0 gehörige Block-
toeplitzmatrix Tn((Cj)nj=0) nichtnegativ hermitesch bzw. positiv hermitesch ist.
Wir werden im weiteren Verlauf unserer Untersuchungen erkennen, dass spezielle aus
einer nichtnegativ definite Folge aus Cq×q gebildete Matrizen ganz wesentliche Aussagen
über die innere Struktur dieser nichtnegativ definiten Folge ermöglichen. Wir führen die
entsprechenden Begriffe nun ein.
Definition 1.1.8. Seien q ∈ N, n ∈ N0 und (Cj)nj=0 eine Folge aus Cq×q. Weiterhin sei
k ∈ {0, . . . , n}. Im Fall k ∈ N bezeichne Tk−1
(
(Cj)nj=0
)
die (k − 1)-te zur Folge (Cj)nj=0
gehörige Blocktoeplitzmatrix. Es seien
Mk+1 :=

0q×q , falls k = 0,
(Ck, . . . , C1)
[
Tk−1
(
(Cj)nj=0
)]+
C1
...
Ck
 , falls k ∈ {1, . . . , n}
sowie
Lk+1 :=

C0 , falls k = 0,
C0 − (Ck, . . . , C1)
[
Tk−1
(
(Cj)nj=0
)]+
C∗k
...
C∗1
 , falls k ∈ {1, . . . , n}
und
Rk+1 :=

C0 , falls k = 0,
C0 − (C∗1 , . . . , C∗k)
[
Tk−1
(
(Cj)nj=0
)]+
C1
...
Ck
 , falls k ∈ {1, . . . , n} .
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Dann heißen Mk+1 die (k + 1)-te zu (Cj)nj=0 gehörige zentrale Matrix vom Typ I sowie
Lk+1 bzw. Rk+1 das (k + 1)-te zu (Cj)nj=0 gehörige untere bzw. obere Schurkomplement
vom Typ I.
Sei nun (Cj)nj=0 eine nichtnegativ definite Folge aus Cq×q. Wegen Satz B.1.3 gelten
dann Lk+1 ∈ Cq×q≥ und Rk+1 ∈ Cq×q≥ . Somit ist die folgende Definition sinnvoll.
Definition 1.1.9. Seien q ∈ N, n ∈ N und (Cj)nj=0 eine nichtnegativ definite Folge aus
Cq×q. Weiterhin sei k ∈ {1, . . . , n}. Es bezeichne Mk die k-te zu (Cj)nj=0 gehörige zentrale
Matrix vom Typ I sowie Lk bzw. Rk das k-te zu (Cj)nj=0 gehörige untere bzw. obere
Schurkomplement vom Typ I. Sei weiterhin
Kk :=
√
Lk
+ (Bk −Mk)
√
Rk
+ .
Dann nennen wir Kk den k-ten Schurparameter der Folge (Cj)nj=0 vom Typ I.
Wir erweitern jetzt die Definitionen 1.1.6-1.1.9 auf unendliche Matrizenfolgen.
Definition 1.1.10. Seien q ∈ N und (Cj)j∈N0 eine Folge aus Cq×q. Weiter sei n ∈ N0.
Unter der n-ten zu (Cj)j∈N0 gehörigen Blocktoeplitzmatrix Tn((Cj)j∈N0) verstehen wir
dann die n-te zur Folge (Cj)nj=0 gehörige Blocktoeplitzmatrix Tn((Cj)nj=0).
Definition 1.1.11. Seien q ∈ N und (Cj)j∈N0 eine Folge aus Cq×q. Dann heißt (Cj)j∈N0
nichtnegativ definit bzw. positiv definit, falls für jedes n ∈ N0 die Folge (Cj)nj=0 nichtnegativ
definit bzw. positiv definit ist.
Definition 1.1.12. Seien q ∈ N sowie (Cj)j∈N0 eine Folge aus Cq×q. Weiter sei k ∈ N0.
(a) Unter der (k + 1)-ten zu (Cj)j∈N0 gehörigen zentralen Matrix Mk+1 vom Typ I
wird die (k + 1)-te zu (Cj)kj=0 gehörige zentrale Matrix vom Typ I verstanden.
(b) Unter dem (k+ 1)-ten zu (Cj)j∈N0 gehörigen unteren bzw. oberen Schurkomplement
Lk+1 bzw. Rk+1 vom Typ I werde das (k + 1)-te zu (Cj)kj=0 gehörige untere bzw.
obere Schurkomplement vom Typ I verstanden.
(c) Sei nun (Cj)j∈N0 eine nichtnegativ definite Folge aus C
q×q. Unter dem (k + 1)-ten
Schurparameter Kk+1 der Folge (Cj)j∈N0 vom Typ I verstehen wir dann weiterhin
den (k+ 1)-ten Schurparameter der Folge (Cj)k+1j=0 vom Typ I. Es heißt (Ks)s∈N die
Folge der zu (Cj)j∈N0 gehörigen Schurparameter vom Typ I.
Definition 1.1.13. Seien q ∈ N und (Cj)j∈N0 eine nichtnegativ definite Folge aus Cq×q.
Weiter sei s ∈ N. Unter dem s-ten Schurparameter Ks vom Typ I der Folge (Cj)j∈N0
verstehen wir dann den s-ten Schurparameter vom Typ I der nichtnegativ definiten Folge
(Cj)sj=0. Weiterhin heißt (Ks)s∈N die Folge der zu (Cj)j∈N0 gehörigen Schurparameter
vom Typ I.
Zum Abschluss dieses einführenden Abschnitts widmen wir uns den endlichen und
unendlichen matriziellen Carathéodoryfolgen.
24
1.1. Einige einführende Betrachtungen
Definition 1.1.14. Seien q ∈ N, n ∈ N0 und (Γj)nj=0 eine Folge aus Cq×q. Es bezeichne
Sn((Γj)nj=0) die n-te zu (Γj)nj=0 gehörige Abschnittsmatrix.
(a) Es heißt (Γj)nj=0 eine q × q–Carathéodoryfolge, falls
<eSn((Γj)nj=0) ∈ C(n+1)q×(n+1)q≥
erfüllt ist.
(b) Es heißt (Γj)nj=0 eine strenge q × q–Carathéodoryfolge, falls
<eSn((Γj)nj=0) ∈ C(n+1)q×(n+1)q>
erfüllt ist.
Definition 1.1.15. Seien q ∈ N und (Γj)j∈N0 eine Folge aus Cq×q. Dann heißt (Γj)j∈N0
eine q × q–Carathéodoryfolge bzw. strenge q × q–Carathéodoryfolge, falls für jedes n ∈ N0
die Folge (Γj)nj=0 eine q × q–Carathéodoryfolge bzw. strenge q × q–Carathéodoryfolge ist.
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1.2. Die mit einer endlichen p× q-Schurfolge assoziierte
nichtnegativ definite Folge von Matrizen aus C(p+q)×(p+q)
Im Mittelpunkt dieses Abschnitts steht die grundlegende Beobachtung, dass eine endliche
Folge von Matrizen aus Cp×q genau dann eine p × q-Schurfolge ist, wenn eine aus
dieser Folge konstruierte endliche Folge von Matrizen aus C(p+q)×(p+q) eine nichtnegativ
definite Folge von Matrizen bildet (vgl. Satz 1.2.1). Somit wird es uns in Definition 1.2.2
ermöglicht, mit endlichen p× q-Schurfolgen spezielle endliche nichtnegativ definite Folgen
von Matrizen aus C(p+q)×(p+q) zu assoziieren.
In Satz 1.2.2 werden speziell konstruierte, für die Untersuchung von p× q-Schurfolgen
wichtige Matrizen mit analogen Konstruktionen aus nichtnegativ definiten Folgen von
Matrizen in Verbindung gebracht.
Unter Zuhilfenahme des in Anhang C.1 dargestellten Prinzips der Assoziation von
endlichen Carathéodoryfolgen zu endlichen nichtnegativ definiten Folgen von Matrizen
sind wir darauf aufbauend weiterhin in der Lage, endliche p× q-Schurfolgen mittels in
naheliegender Weise konstruierten endlichen (p + q) × (p + q)-Carathéodoryfolgen zu
charakterisieren.
Die grundlegende Idee des in diesem Abschnitt präsentierten Konzepts der zu einer
endlichen p × q-Schurfolge assoziierten nichtnegativ definiten Folge von Matrizen aus
C(p+q)×(p+q) ist Fritzsche/Kirstein [FK88a] und Dubovo˘ı/Fritzsche/Kirstein [DFK92,
Kapitel 3.1] entnommen.
Wir beginnen unsere Detailuntersuchungen mit der Definition einer speziellen quadra-
tischen Matrix, die uns an verschiedenen Stellen dieser Arbeit begegnen wird.
Definition 1.2.1. Seien p, q ∈ N und n ∈ N0. Im Fall n = 0 sei Jn := Ip+q. Im Fall
n ∈ N ungerade seien
J (1)n :=

Ip 0p×q 0p×p · · · 0p×p 0p×q
0p×p 0p×q 0p×p · · · 0p×p 0p×q
0q×p Iq 0q×p · · · 0q×p 0q×q
0q×p 0q×q 0q×p · · · 0q×p 0q×q
0p×p 0p×q Ip · · · 0p×p 0p×q
...
...
... . . .
...
...
0p×p 0p×q 0p×p · · · Ip 0p×q
0p×p 0p×q 0p×p · · · 0p×p 0p×q
0q×p 0q×q 0q×p · · · 0q×p Iq
0q×p 0q×q 0q×p · · · 0q×p 0q×q

∈ C(n+1)(p+q)×(n+12 (p+q))
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und
J (2)n :=

0p×p 0p×q 0p×p · · · 0p×p 0p×q
Ip 0p×q 0p×p · · · 0p×p 0p×q
0q×p 0q×q 0q×p · · · 0q×p 0q×q
0q×p Iq 0q×p · · · 0q×p 0q×q
0p×p 0p×q 0p×p · · · 0p×p 0p×q
...
...
... . . .
...
...
0p×p 0p×q 0p×p · · · 0p×p 0p×q
0p×p 0p×q 0p×p · · · Ip 0p×q
0q×p 0q×q 0q×p · · · 0q×p 0q×q
0q×p 0q×q 0q×p · · · 0q×p Iq

∈ C(n+1)(p+q)×(n+12 (p+q))
sowie Jn :=
(
J
(1)
n , J
(2)
n
)
. Im Fall n ∈ N gerade seien schließlich
J (1)n :=

Ip 0p×q 0p×p · · · 0p×q 0p×p
0q×p 0q×q 0q×p · · · 0q×q 0q×p
0q×p Iq 0q×p · · · 0q×q 0q×p
0p×p 0p×q 0p×p · · · 0p×q 0p×p
0p×p 0p×q Ip · · · 0p×q 0p×p
...
...
... . . .
...
...
0q×p 0q×q 0q×p · · · Iq 0q×p
0p×p 0p×q 0p×p · · · 0p×q 0p×p
0p×p 0p×q 0p×p · · · 0p×q Ip
0q×p 0q×q 0q×p · · · 0q×q 0q×p

∈ C(n+1)(p+q)×(n2 (p+q)+p)
und
J (2)n :=

0p×q 0p×p 0p×q · · · 0p×p 0p×q
Iq 0q×p 0q×q · · · 0q×p 0q×q
0q×q 0q×p 0q×q · · · 0q×p 0q×q
0p×q Ip 0p×q · · · 0p×p 0p×q
0p×q 0p×p 0p×q · · · 0p×p 0p×q
...
...
... . . .
...
...
0q×q 0q×p 0q×q · · · 0q×p 0q×q
0p×q 0p×p 0p×q · · · Ip 0p×q
0p×q 0p×p 0p×q · · · 0p×p 0p×q
0q×q 0q×p 0q×q · · · 0q×p Iq

∈ C(n+1)(p+q)×(n2 (p+q)+q)
sowie Jn :=
(
J
(1)
n , J
(2)
n
)
. Dann heißt Jn die n-te spezielle Permutationsmatrix.
Es folgen nun erste Beobachtungen über die soeben eingeführte Begriffsbildung.
Bemerkung 1.2.1. Seien p, q ∈ N und n ∈ N0. Es bezeichne Jn die n-te spezielle
Permutationsmatrix.
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(a) Es gilt Jn ∈ T(n+1)(p+q)×(n+1)(p+q).
(b) Es ist Jn invertierbar und es gilt J−1n = J∗n.
(c) Es ist Jn eine Block-Permutationsmatrix der Permutation(
1 2 3 4 · · · 2n− 2 2n− 1 2n
1 n+ 1 2 n+ 2 · · · 2n− 1 n 2n
)
Beweis. (a) Im Fall n = 0 ist die Behauptung offensichtlich. Sei nun n ∈ N ungerade.
Mit der Definition von J (1)n bzw. J (2)n wie in Definition 1.2.1 folgt sofort[
J (1)n
] [
J (1)n
]∗
= diag (Ip, 0q×q, Iq, 0p×p, Ip, . . . , 0p×p, Iq, 0q×q) ∈ C(n+1)(p+q)×(n+1)(p+q)
bzw.[
J (2)n
] [
J (2)n
]∗
= diag (0p×p, Ip, 0q×q, Iq, 0p×p, . . . , Ip, 0p×p, Iq) ∈ C(n+1)(p+q)×(n+1)(p+q) ,
also [Jn] [Jn]∗ =
[
J
(1)
n
] [
J
(1)
n
]∗
+
[
J
(2)
n
] [
J
(2)
n
]∗
= I(n+1)(p+q). Damit gilt
Jn ∈ T(n+1)(p+q)×(n+1)(p+q) .
Sei jetzt n ∈ N gerade. Mit der Definition von J (1)n bzw. J (2)n wie in Definition 1.2.1 folgt
analog[
J (1)n
] [
J (1)n
]∗
= diag (Ip, 0p×p, Iq, 0q×q, Ip, . . . , 0p×p, Ip, 0q×q) ∈ C(n+1)(p+q)×(n+1)(p+q)
bzw.[
J (2)n
] [
J (2)n
]∗
= diag (0p×p, Iq, 0q×q, Ip, 0p×p, . . . , Ip, 0q×q, Iq) ∈ C(n+1)(p+q)×(n+1)(p+q) ,
also [Jn] [Jn]∗ =
[
J
(1)
n
] [
J
(1)
n
]∗
+
[
J
(2)
n
] [
J
(2)
n
]∗
= I(n+1)(p+q). Somit gilt auch in diesem
Fall
Jn ∈ T(n+1)(p+q)×(n+1)(p+q) .
Damit ist (a) gezeigt.
(b) Dies folgt sofort aus (a) und Teil (b) von Satz A.3.2.
(c) Dies folgt sofort aus Definition 1.2.1. 
Unser Ziel wird jetzt sein, zu einer p × q-Schurfolge bzw. strengen p × q-Schurfolge
eine nichtnegativ definite bzw. positiv definite Folge von Matrizen aus C(p+q)×(p+q) zu
konstruieren.
Zum Erreichen dieser Zielstellung benötigen wir zunächst das folgende Hilfsresultat.
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Lemma 1.2.1. Seien p, q ∈ N, n ∈ N0 und k ∈ {0, . . . , n}. Weiter seien αk ∈ Cp×p,
βk ∈ Cp×q, γk ∈ Cq×p und δk ∈ Cq×q sowie
Gk :=
(
αk βk
γk δk
)
.
Es bezeichne Tk
(
(αj)nj=0
)
bzw. Tk
(
(δj)nj=0
)
bzw. Tk
(
(Gj)nj=0
)
die k-te zur Folge (αj)nj=0
bzw. (δj)nj=0 bzw. (Gj)
n
j=0 gehörige Blocktoeplitzmatrix, sowie weiterhin
Bk :=

β0 γ∗1 γ∗2 · · · γ∗k
β1 β0 γ∗1 · · · γ∗k−1
...
...
... . . .
...
βk βk−1 βk−2 · · · β0
 und Γk :=

γ0 β∗1 β∗2 · · · β∗k
γ1 γ0 β∗1 · · · β∗k−1
...
...
... . . .
...
γk γk−1 γk−2 · · · γ0
 .
Es bezeichne Jk die k-te spezielle Permutationsmatrix. Dann gilt
J∗k · Tk
(
(Gj)nj=0
)
· Jk =
 Tk ((αj)nj=0) Bk
Γk Tk
(
(δj)nj=0
)  .
Beweis. Im Fall k = 0 ist die Behauptung offensichtlich. Seien nun n ∈ N und k ∈
{1, . . . , n}. Nach Definition 1.1.6, der Wahl der Matrizen Gj und Definition 1.2.1 gilt
J∗kTk
(
(Gj)nj=0
)
=

α0 β0 α∗1 γ∗1 · · · α∗k γ∗k
α1 β1 α0 β0 · · · α∗k−1 γ∗k−1
α2 β2 α1 β1 · · · α∗k−2 γ∗k−2
...
...
...
... . . .
...
...
αk βk αk−1 βk−1 · · · α0 β0
γ0 δ0 β∗1 δ∗1 · · · β∗k δ∗k
γ1 δ1 γ0 δ0 · · · β∗k−1 δ∗k−1
γ2 δ2 γ1 δ1 · · · β∗k−2 δ∗k−2
...
...
...
... . . .
...
...
γk−1 δk−1 γk−2 δk−2 · · · β∗1 δ∗1
γk δk γk−1 δk−1 · · · γ0 δ0

,
unter zusätzlicher Beachtung von Definition 1.1.6 und der Definitionen der Matrizen Bk
und Γk also
J∗kTk
(
(Gj)nj=0
)
Jk =
 Tk ((αj)nj=0) Bk
Γk Tk
(
(δj)nj=0
)  .

Es folgt nun das vor Lemma 1.2.1 angekündigte und für unsere weiteren Überlegungen
richtungsweisende Resultat.
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Satz 1.2.1. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine Folge aus Cp×q. Es bezeichne
Sn
(
(Aj)nj=0
)
die n-te zur Folge (Aj)nj=0 gehörige Abschnittsmatrix. Für
j ∈ {0, . . . , n+ 1} sei
Bj :=

Ip+q , falls j = 0,(
0p×p −Aj−1
0q×p 0q×q
)
, falls j ∈ {1, . . . , n+ 1} .
Es bezeichne Tn+1
(
(Bj)n+1j=0
)
die (n+1)-te zur Folge (Bj)n+1j=0 gehörige Blocktoeplitzmatrix.
Weiterhin seien
Sn :=
 I(n+1)p Sn ((Aj)nj=0)
Sn
(
(Aj)nj=0
)∗
I(n+1)q

und
S˜n :=
 I(n+1)p −Sn ((Aj)nj=0)
−Sn
(
(Aj)nj=0
)∗
I(n+1)q

sowie Tn+1 := diag (Ip,Sn, Iq). Dann gelten folgende Aussagen:
(a) Es bezeichne Jn+1 die (n+ 1)-te spezielle Permutationsmatrix. Dann gilt
diag
(
Ip, S˜n, Iq
)
= J∗n+1 · Tn+1
(
(Bj)n+1j=0
)
· Jn+1 .
(b) Es existiert ein J˜n+1 ∈ T(n+2)(p+q)×(n+2)(p+q) mit
Tn+1 = J˜∗n+1 · Tn+1
(
(Bj)n+1j=0
)
· J˜n+1 .
(c) Es sind folgende Aussagen äquivalent:
(i) Die Folge (Aj)nj=0 ist eine p× q-Schurfolge.
(ii) Es gilt Sn ∈ C(n+1)(p+q)×(n+1)(p+q)≥ .
(iii) Es gilt Tn+1 ∈ C(n+2)(p+q)×(n+2)(p+q)≥ .
(iv) Die Folge (Bj)n+1j=0 ist nichtnegativ definit.
(d) Es sind folgende Aussagen äquivalent:
(v) Die Folge (Aj)nj=0 ist eine strenge p× q-Schurfolge.
(vi) Es gilt Sn ∈ C(n+1)(p+q)×(n+1)(p+q)> .
(vii) Es gilt Tn+1 ∈ C(n+2)(p+q)×(n+2)(p+q)> .
(viii) Die Folge (Bj)n+1j=0 ist positiv definit.
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(e) Es bezeichne Pn
(
(Aj)nj=0
)
bzw. Qn
(
(Aj)nj=0
)
die n-te zu (Aj)nj=0 gehörige linke
bzw. rechte Defektmatrix. Dann gelten
Rang Tn+1
(
(Bj)n+1j=0
)
= RangTn+1 = RangPn
(
(Aj)nj=0
)
+ p+ (n+ 2) q
= RangQn
(
(Aj)nj=0
)
+ (n+ 2) p+ q .
und
detTn+1
(
(Bj)n+1j=0
)
= detTn+1 = detPn
(
(Aj)nj=0
)
= detQn
(
(Aj)nj=0
)
.
Beweis. (a) Mit den Setzungen α0 = Ip, β0 = 0p×q, γ0 = 0q×p und δ0 = Iq sowie
αj = 0p×p, βj = −Aj−1, γj = 0q×p und δj = 0q×q für alle j ∈ {1, . . . , n+ 1} folgt aus
Lemma 1.2.1 und der Definition von S˜n sogleich
J˜∗n+1 · Tn+1
(
(Bj)n+1j=0
)
· J˜n+1 = diag
(
Ip, S˜n, Iq
)
. (1.2.1)
Damit ist (a) gezeigt.
(b) Mit den Setzungen Jˆn+1 := diag
(
I(n+2)p,−I(n+1)q, Iq
)
und J˜n+1 := Jn+1 · Jˆn+1 gelten
offensichtlich Jˆn+1 ∈ T(n+2)(p+q)×(n+2)(p+q) und somit wegen Teil (a) von Bemerkung 1.2.1
und Teil (a) von Satz A.3.1 auch J˜n+1 ∈ T(n+2)(p+q)×(n+2)(p+q). Wegen der Definition
von S˜n und von Sn gilt weiterhin
diag
(
I(n+1)p,−I(n+1)q
)
· S˜n · diag
(
I(n+1)p,−I(n+1)q
)
= Sn . (1.2.2)
Aus (1.2.1), (1.2.2) und der Definition von Tn+1 folgt schließlich
J˜∗n+1 · Tn+1
(
(Bj)n+1j=0
)
· J˜n+1 = Tn+1 .
Damit ist (b) gezeigt.
(c) „(i)⇐⇒ (ii)“ : Nach Teil (c) von Definition 1.1.1 ist (i) äquivalent zu
(i′) : Es gilt Sn
(
(Aj)nj=0
)
∈ K(n+1)p×(n+1)q.
Aufgrund der Definition von Sn und Teil (a) von Satz A.9.2 ist dies äquivalent zu (ii).
„(ii) ⇐⇒ (iii)“ : Dies folgt sofort aus Teil (a) von Lemma A.1.3 und Teil (b) von
Beispiel A.1.1.
„(iii)⇐⇒ (iv)“ : Unter Beachtung von (b) und Teil (c) von Satz A.3.3 ist (iii) äquivalent
zu
(iii′) : Es gilt Tn+1
(
(Bj)n+1j=0
)
∈ C(n+2)(p+q)×(n+2)(p+q)≥ .
Wegen Definition 1.1.7 ist dies äquivalent zu (iv). Damit ist (c) gezeigt.
(d) „(v)⇐⇒ (vi)“ : Nach Teil (c) von Definition 1.1.1 ist (v) äquivalent zu
(v′) : Es gilt Sn
(
(Aj)nj=0
)
∈ D(n+1)p×(n+1)q.
Aufgrund der Definition von Sn und Teil (b) von Satz A.9.2 ist dies äquivalent zu (vi).
„(vi) ⇐⇒ (vii)“ : Dies folgt sofort aus Teil (b) von Lemma A.1.3 und Teil (b) von
Beispiel A.1.1.
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„(vii) ⇐⇒ (viii)“ : Unter Beachtung von (b) und Teil (d) von Satz A.3.3 ist (vii)
äquivalent zu
(vii′) : Es gilt Tn+1
(
(Bj)n+1j=0
)
∈ C(n+2)(p+q)×(n+2)(p+q)> .
Wegen Definition 1.1.7 ist dies äquivalent zu (viii). Damit ist (d) gezeigt.
(e) Wegen (b), Teil (b) von Satz A.3.3 und der Definition von Tn+1 gilt
Rang Tn+1
(
(Bj)n+1j=0
)
= RangTn+1 = RangSn + p+ q . (1.2.3)
Nach Definition von Sn, Teil (a) von Folgerung A.8.1 und Teil (b) von Definition 1.1.1
folgt
RangSn = (n+ 1) p+ RangQn
(
(Aj)nj=0
)
(1.2.4)
sowie nach Teil (c) von Folgerung A.8.1 und nochmals Teil (b) von Definition 1.1.1
außerdem
RangPn
(
(Aj)nj=0
)
= RangQn
(
(Aj)nj=0
)
+ (n+ 1) p− (n+ 1) q . (1.2.5)
Aus (1.2.3), (1.2.4) und (1.2.5) folgt
Rang Tn+1
(
(Bj)n+1j=0
)
= RangTn+1 = RangPn
(
(Aj)nj=0
)
+ p+ (n+ 2) q
= RangQn
(
(Aj)nj=0
)
+ (n+ 2) p+ q .
(1.2.6)
Wegen (b) und Teil (a) von Satz A.3.3 und der Definition von Tn+1 gilt außerdem
detTn+1
(
(Bj)n+1j=0
)
= detTn+1 = detSn . (1.2.7)
Nach Definition von Sn, Teil (a) und Teil (c) von Folgerung A.8.1 und Teil (b) von
Definition 1.1.1 folgt nun
detSn = detQn
(
(Aj)nj=0
)
= detPn
(
(Aj)nj=0
)
. (1.2.8)
Aus (1.2.7) und (1.2.8) folgt
detTn+1
(
(Bj)n+1j=0
)
= detTn+1 = det
(
Pn
(
(Aj)nj=0
))
= det
(
Qn
(
(Aj)nj=0
))
.
(1.2.9)
Aus (1.2.6) und (1.2.9) folgt schließlich (e). 
Satz 1.2.1 führt uns auf folgende Begriffsbildung:
Definition 1.2.2. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p× q-Schurfolge. Weiterhin
sei die Folge (Bj)n+1j=0 wie in Satz 1.2.1 definiert. Dann heißt (Bj)
n+1
j=0 die mit (Aj)
n
j=0
assoziierte nichtnegativ definite Folge aus C(p+q)×(p+q).
Bemerkung 1.2.2. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p × q-Schurfolge. Es
bezeichne (Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus C(p+q)×(p+q).
Dann sind folgende Aussagen äquivalent:
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(i) Die Folge (Aj)nj=0 ist eine strenge p× q-Schurfolge.
(ii) Die Folge (Bj)n+1j=0 ist positiv definit.
Beweis. Dies ergibt sich sofort aus Definition 1.2.2 und Teil (d) von Satz 1.2.1. 
Wir erkennen nun, dass die in Definition 1.1.2 und Definition 1.1.3 zu einer p × q-
Schurfolge gehörigen Matrizen direkt mit entsprechenden aus der mit der p× q-Schurfolge
assoziierten nichtnegativ definiten Folge aus C(p+q)×(p+q) gebildeten Matrizen (vgl. Defi-
nition 1.1.8 und Definition 1.1.9) zusammenhängen.
Satz 1.2.2. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p × q-Schurfolge. Es bezeichne
(Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus C(p+q)×(p+q). Weiterhin
sei s ∈ {1, . . . , n+ 1}.
(a) Es bezeichne ms die s-te zu (Aj)nj=0 gehörige zentrale Matrix vom Typ II sowie Ms+1
die (s+ 1)-te zu (Bj)n+1j=0 gehörige zentrale Matrix vom Typ I. Dann gilt
Ms+1 =
(
0p×p −ms
0q×p 0q×q
)
.
(b) Es bezeichne ls das s-te zu (Aj)nj=0 gehörige untere Schurkomplement vom Typ II
sowie Ls+1 das (s+ 1)-te zu (Bj)n+1j=0 gehörige untere Schurkomplement vom Typ I.
Dann gilt Ls+1 = diag (ls, Iq).
(c) Es bezeichne rs das s-te zu (Aj)nj=0 gehörige obere Schurkomplement vom Typ II
sowie Rs+1 das (s+ 1)-te zu (Bj)n+1j=0 gehörige obere Schurkomplement vom Typ I.
Dann gilt Rs+1 = diag (Ip, rs).
(d) Es bezeichne ks−1 den (s− 1)-ten Schurparameter der Folge (Aj)nj=0 vom Typ II
sowie Ks den s-ten Schurparameter der Folge (Bj)n+1j=0 vom Typ I. Dann gilt
Ks =
(
0p×p −ks−1
0q×p 0q×q
)
.
Beweis. Es bezeichne Ts−1
(
(Bj)n+1j=0
)
bzw. Ss−2
(
(Aj)nj=0
)
die (s− 1)-te zur Folge
(Bj)n+1j=0 gehörige Blocktoeplitzmatrix bzw. die (s− 2)-te zur Folge (Aj)nj=0 gehörige
Abschnittsmatrix. Es sei Js−1 die (s− 1)-te spezielle Permutationsmatrix. Nach Teil (a)
von Satz 1.2.1 gilt mit der Setzung
S˜s−2 :=
 I(s−1)p −Ss−2 ((Aj)nj=0)
−
[
Ss−2
(
(Aj)nj=0
)]∗
I(s−1)q

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mittels Teil (b) von Bemerkung 1.2.1 dann
Ts−1
(
(Bj)n+1j=0
)
= Js−1 · diag
(
Ip, S˜s−2, Iq
)
· J∗s−1 .
Hieraus sowie aus Lemma A.7.3, Teil (a) von Bemerkung 1.2.1, Lemma A.7.2 sowie
I+q = Iq und I+p = Ip ergibt sich[
Ts−1
(
(Bj)n+1j=0
)]+
= Js−1 · diag
(
Ip,
[
S˜s−2
]+
, Iq
)
· J∗s−1 . (1.2.10)
Es bezeichne Ps−2
(
(Aj)nj=0
)
bzw. Qs−2
(
(Aj)nj=0
)
die (s−2)-te zu (Aj)nj=0 gehörige linke
bzw. rechte Defektmatrix. Es seien weiterhin
S˜
(1)
s−2
:=
 [Ps−2 ((Aj)nj=0)]+ Ss−2 ((Aj)nj=0) [Qs−2 ((Aj)nj=0)]+[
Ss−2
(
(Aj)nj=0
)]∗ [
Ps−2
(
(Aj)nj=0
)]+ [
Qs−2
(
(Aj)nj=0
)]+

und
∆s−2
:= diag
([
Ps−2
(
(Aj)nj=0
)] [
Ps−2
(
(Aj)nj=0
)]+
,
[
Qs−2
(
(Aj)nj=0
)] [
Qs−2
(
(Aj)nj=0
)]+)
.
Nach Teil (b) von Definition 1.1.1 gelten
(
I(s−1)p, −Ss−2
(
(Aj)nj=0
) )
·
 [Ps−2 ((Aj)nj=0)]+[
Ss−2
(
(Aj)nj=0
)]∗ [
Ps−2
(
(Aj)nj=0
)]+

=
(
I(s−1)p −
[
Ss−2
(
(Aj)nj=0
)] [
Ss−2
(
(Aj)nj=0
)]∗) [
Ps−2
(
(Aj)nj=0
)]+
=
[
Ps−2
(
(Aj)nj=0
)] [
Ps−2
(
(Aj)nj=0
)]+
(1.2.11)
und
(
−
[
Ss−2
(
(Aj)nj=0
)]∗
, I(s−1)q
)
·
 [Ss−2 ((Aj)nj=0)] [Qs−2 ((Aj)nj=0)]+[
Qs−2
(
(Aj)nj=0
)]+

=
(
I(s−1)q −
[
Ss−2
(
(Aj)nj=0
)]∗ [
Ss−2
(
(Aj)nj=0
)]) [
Qs−2
(
(Aj)nj=0
)]+
=
[
Qs−2
(
(Aj)nj=0
)] [
Qs−2
(
(Aj)nj=0
)]+
.
(1.2.12)
Wegen
(
I(s−1)p, −Ss−2
(
(Aj)nj=0
) )
·
 [Ss−2 ((Aj)nj=0)] [Qs−2 ((Aj)nj=0)]+[
Qs−2
(
(Aj)nj=0
)]+

= 0(s−1)p×(s−1)q
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und
(
−
[
Ss−2
(
(Aj)nj=0
)]∗
, I(s−1)q
)
·
 [Ps−2 ((Aj)nj=0)]+[
Ss−2
(
(Aj)nj=0
)]∗ [
Ps−2
(
(Aj)nj=0
)]+

= 0(s−1)q×(s−1)p
sowie (1.2.11) und (1.2.12) gilt dann
S˜s−2S˜
(1)
s−2 = ∆s−2 . (1.2.13)
Aufgrund von Teil (a) bzw. Teil (b) von Lemma 1.1.1, Teil (b) von Definition 1.1.1 und
Teil (b) von Bemerkung 1.1.1 gelten außerdem( [
Ps−2
(
(Aj)nj=0
)]+
,
[
Ss−2
(
(Aj)nj=0
)] [
Qs−2
(
(Aj)nj=0
)]+ )
·
(
I(s−1)p
−
[
Ss−2
(
(Aj)nj=0
)]∗ )
=
[
Ps−2
(
(Aj)nj=0
)]+ − [Ps−2 ((Aj)nj=0)]+ [Ss−2 ((Aj)nj=0)] [Ss−2 ((Aj)nj=0)]∗
=
[
Ps−2
(
(Aj)nj=0
)]+ [
Ps−2
(
(Aj)nj=0
)]
=
[
Ps−2
(
(Aj)nj=0
)] [
Ps−2
(
(Aj)nj=0
)]+
(1.2.14)
sowie( [
Ss−2
(
(Aj)nj=0
)]∗ [
Ps−2
(
(Aj)nj=0
)]+
,
[
Qs−2
(
(Aj)nj=0
)]+ )
·
(
−
[
Ss−2
(
(Aj)nj=0
)]
I(s−1)q
)
=
[
Qs−2
(
(Aj)nj=0
)]+ − [Qs−2 ((Aj)nj=0)]+ [Ss−2 ((Aj)nj=0)]∗ [Ss−2 ((Aj)nj=0)]
=
[
Qs−2
(
(Aj)nj=0
)]+ [
Qs−2
(
(Aj)nj=0
)]
=
[
Qs−2
(
(Aj)nj=0
)] [
Qs−2
(
(Aj)nj=0
)]+
.
(1.2.15)
Wiederum aufgrund von Teil (a) bzw. Teil (b) von Lemma 1.1.1 gelten( [
Ps−2
(
(Aj)nj=0
)]+
,
[
Ss−2
(
(Aj)nj=0
)] [
Qs−2
(
(Aj)nj=0
)]+ )
·
(
−
[
Ss−2
(
(Aj)nj=0
)]
I(s−1)q
)
= 0(s−1)p×(s−1)q
35
1. Über p× q-Schurfolgen
und( [
Ss−2
(
(Aj)nj=0
)]∗ [
Ps−2
(
(Aj)nj=0
)]+
,
[
Qs−2
(
(Aj)nj=0
)]+ )
·
(
I(s−1)p
−
[
Ss−2
(
(Aj)nj=0
)]∗ ) = 0(s−1)q×(s−1)p,
also wegen (1.2.14) und (1.2.15) nun
S˜
(1)
s−2S˜s−2 = ∆s−2 . (1.2.16)
Aufgrund von Definition A.7.1 und Teil (a) bzw. Teil (b) von Lemma 1.1.1 gelten[
Ps−2
(
(Aj)nj=0
)] [
Ps−2
(
(Aj)nj=0
)]+ [
Ss−2
(
(Aj)nj=0
)] [
Qs−2
(
(Aj)nj=0
)]+
=
[
Ps−2
(
(Aj)nj=0
)]+ [
Ss−2
(
(Aj)nj=0
)]
und [
Qs−2
(
(Aj)nj=0
)] [
Qs−2
(
(Aj)nj=0
)]+ [
Ss−2
(
(Aj)nj=0
)]∗ [
Ps−2
(
(Aj)nj=0
)]+
=
[
Qs−2
(
(Aj)nj=0
)]+ [
Ss−2
(
(Aj)nj=0
)]∗
und somit wegen (1.2.16) und unter nochmaliger Beachtung von Definition A.7.1 und
Teil (b) von Bemerkung 1.1.1 nun
S˜
(1)
s−2S˜s−2S˜
(1)
s−2 = ∆s−2S˜
(1)
s−2 = S˜
(1)
s−2 . (1.2.17)
Aus (1.2.17) und Definition A.7.1 folgt
S˜
(1)
s−2 = S˜
(1)
s−2S˜s−2S˜
(1)
s−2 = S˜
(1)
s−2S˜s−2
[
S˜s−2
]+
S˜s−2S˜
(1)
s−2 ,
also unter zusätzlicher Beachtung von (1.2.13) und (1.2.16) nun
S˜
(1)
s−2 = ∆s−2
[
S˜s−2
]+
∆s−2 . (1.2.18)
Aufgrund von Lemma 1.1.3 gelten die folgenden Beziehungen:
[
Ps−2
(
(Aj)nj=0
)] [
Ps−2
(
(Aj)nj=0
)]+ A1...
As−1
 =
 A1...
As−1
 ,
(As−1, · · · , A1)
[
Qs−2
(
(Aj)nj=0
)] [
Qs−2
(
(Aj)nj=0
)]+
= (As−1, · · · , A1) ,[
Qs−2
(
(Aj)nj=0
)] [
Qs−2
(
(Aj)nj=0
)]+
(As−1, · · · , A1)∗ = (As−1, · · · , A1)∗ ,(
A∗1, · · · , A∗s−1
) [
Ps−2
(
(Aj)nj=0
)] [
Ps−2
(
(Aj)nj=0
)]+
=
(
A∗1, · · · , A∗s−1
)
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und somit
∆s−2

A1
...
As−1
0(s−1)q×q
 =

A1
...
As−1
0(s−1)q×q
 , (1.2.19)
(
0p×(s−1)p, As−1, · · · , A1
)
∆s−2 =
(
0p×(s−1)p, As−1, · · · , A1
)
, (1.2.20)
∆s−2

0(s−1)p×p
A∗s−1
...
A∗1
 =

0(s−1)p×p
A∗s−1
...
A∗1
 (1.2.21)
sowie (
A∗1, · · · , A∗s−1, 0q×(s−1)q
)
∆s−2 =
(
A∗1, · · · , A∗s−1, 0q×(s−1)q
)
. (1.2.22)
(a) Sei zunächst s = 1. Nach Definition 1.1.2 gelten
m1 = 0p×q (1.2.23)
sowie nach Definition 1.1.8, Bemerkung B.1.1 und Definition 1.2.2 weiterhin
M2 = B1
[
T0
(
(Bj)n+1j=0
)]+
B1
=
(
0p×p −A0
0q×p 0q×q
)
Ip+q
(
0p×p −A0
0q×p 0q×q
)
= 0(p+q)×(p+q) .
(1.2.24)
Aus (1.2.23) und (1.2.24) folgt dann
M2 =
(
0p×p −m1
0q×p 0q×q
)
. (1.2.25)
Seien nun n ∈ N sowie s ∈ {2, . . . , n+ 1}. Unter Beachtung von Definition 1.1.8 und
(1.2.10) gilt dann
Ms+1 = (Bs, . . . , B1)
[
Ts−1
(
(Bj)n+1j=0
)]+ B1...
Bs

= (Bs, . . . , B1) · Js−1 · diag
(
Ip,
[
S˜s−2
]+
, Iq
)
· J∗s−1 ·
 B1...
Bs
 .
(1.2.26)
Aufgrund von Definition 1.2.2 und Definition 1.2.1 folgen weiterhin
(Bs, . . . , B1) · Js−1 =
(
0p×sp (−As−1, · · · ,−A0)
0q×sp 0q×sq
)
= −
(
0p×sp (As−1, · · · , A0)
0q×sp 0q×sq
)
(1.2.27)
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sowie
J∗s−1 ·
 B1...
Bs
 =
 0sp×p
 −A0...
−As−1

0sq×p 0sq×q
 = −
 0sp×p
 A0...
As−1

0sq×p 0sq×q
 . (1.2.28)
Aus (1.2.26), (1.2.27) und (1.2.28) erkennt man
Ms+1 =
(
0p×sp (As−1, · · · , A0)
0q×sp 0q×sq
)
· diag
(
Ip,
[
S˜s−2
]+
, Iq
)
·
 0sp×p
 A0...
As−1

0sq×p 0sq×q

=
(
0p×(s−1)p (As−1, · · · , A1)
0q×(s−1)p 0q×(s−1)q
)[
S˜s−2
]+
 0(s−1)p×p
 A1...
As−1

0(s−1)q×p 0(s−1)q×q
 .
(1.2.29)
Nach Definition 1.1.2 und der Definition von S˜(1)s−2 gilt
−ms = (As−1, · · · , A1)
[
Ss−2
(
(Aj)nj=0
)]∗ [
Ps−2
(
(Aj)nj=0
)]+ A1...
As−1

=
(
0p×(s−1)p, As−1, · · · , A1
)
S˜
(1)
s−2

A1
...
As−1
0(s−1)q×q
 .
Unter Beachtung von (1.2.18), (1.2.19) und (1.2.20) folgt hieraus
−ms =
(
0p×(s−1)p, As−1, · · · , A1
) [
S˜s−2
]+

A1
...
As−1
0(s−1)q×q
 . (1.2.30)
Aus (1.2.29) und (1.2.30) folgt nun
Ms+1 =
(
0p×p −ms
0q×p 0q×q
)
. (1.2.31)
Wegen (1.2.25) und (1.2.31) ist dann (a) gezeigt.
(b) Sei zunächst s = 1. Nach Definition 1.1.2 gelten
l1 = Ip −A0A∗0 (1.2.32)
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sowie nach Definition 1.1.8, Bemerkung B.1.1 und Definition 1.2.2 weiterhin
L2 = B0 −B1
[
T0
(
(Bj)n+1j=0
)]+
B∗1
= Ip+q −
(
0p×p −A0
0q×p 0q×q
)
Ip+q
(
0p×p 0p×q
−A∗0 0q×q
)
=
(
Ip −A0A∗0 0p×q
0q×p Iq
)
.
(1.2.33)
Aus (1.2.32) und (1.2.33) folgt dann
L2 = diag (l1, Iq) . (1.2.34)
Seien nun n ∈ N sowie s ∈ {2, . . . , n+ 1}. Unter Beachtung von Definition 1.1.8, (1.2.10)
und Definition 1.2.2 gilt dann
Ls+1 = B0 − (Bs, . . . , B1)
[
Ts−1
(
(Bj)n+1j=0
)]+ B
∗
s
...
B∗1

= Ip+q − (Bs, . . . , B1) · Js−1 · diag
(
Ip,
[
S˜s−2
]+
, Iq
)
· J∗s−1 ·
 B
∗
s
...
B∗1
 .
(1.2.35)
Augrund von Definition 1.2.2 und Definition 1.2.1 folgen weiterhin
(Bs, . . . , B1) · Js−1 =
(
0p×sp (−As−1, · · · ,−A0)
0q×sp 0q×sq
)
= −
(
0p×sp (As−1, · · · , A0)
0q×sp 0q×sq
)
(1.2.36)
sowie
J∗s−1 ·
 B
∗
s
...
B∗1
 =

0sp×p 0sp×q −A
∗
s−1
...
−A∗0
 0sq×q
 = −

0sp×p 0sp×q A
∗
s−1
...
A∗0
 0sq×q
 . (1.2.37)
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Aus (1.2.35), (1.2.36) und (1.2.37) erkennt man
Ls+1 = Ip+q
−
(
0p×sp (As−1, · · · , A0)
0q×sp 0q×sq
)
· diag
(
Ip,
[
S˜s−2
]+
, Iq
)
·

0sp×p 0sp×q A
∗
s−1
...
A∗0
 0sq×q

= diag (Ip −A0A∗0, Iq)
−
(
0p×(s−1)p (As−1, · · · , A1)
0q×(s−1)p 0q×(s−1)q
)[
S˜s−2
]+

0(s−1)p×p 0(s−1)p×q A
∗
s−1
...
A∗1
 0(s−1)q×q
 .
(1.2.38)
Nach Definition 1.1.2 und der Definition von S˜(1)s−2 gilt
ls = Ip −A0A∗0 − (As−1, · · · , A1)
[
Qs−2
(
(Aj)nj=0
)]+ A
∗
s−1
...
A∗1

= Ip −A0A∗0 −
(
0p×(s−1)p, As−1, · · · , A1
)
S˜
(1)
s−2

0(s−1)p×p
A∗s−1
...
A∗1
 .
Unter Beachtung von (1.2.18), (1.2.20) und (1.2.21) folgt hieraus
ls = Ip −A0A∗0 −
(
0p×(s−1)p, As−1, · · · , A1
) [
S˜s−2
]+

0(s−1)p×p
A∗s−1
...
A∗1
 . (1.2.39)
Aus (1.2.38) und (1.2.39) folgt nun
Ls+1 = diag (ls, Iq) . (1.2.40)
Wegen (1.2.34) und (1.2.40) ist dann (b) gezeigt.
(c) Sei zunächst s = 1. Nach Definition 1.1.2 gelten
r1 = Iq −A∗0A0 (1.2.41)
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sowie nach Definition 1.1.8, Bemerkung B.1.1 und Definition 1.2.2 weiterhin
R2 = B0 −B∗1
[
T0
(
(Bj)n+1j=0
)]+
B1
= Ip+q −
(
0p×p 0p×q
−A∗0 0q×q
)
Ip+q
(
0p×p −A0
0q×p 0q×q
)
=
(
Ip 0p×q
0q×p Iq −A∗0A0
)
.
(1.2.42)
Aus (1.2.41) und (1.2.42) folgt dann
R2 = diag (Ip, r1) . (1.2.43)
Seien nun n ∈ N sowie s ∈ {2, . . . , n+ 1}. Unter Beachtung von Definition 1.1.8, (1.2.10)
und Definition 1.2.2 gilt dann
Rs+1 = B0 − (B∗1 , . . . , B∗s )
[
Ts−1
(
(Bj)n+1j=0
)]+ B1...
Bs

= Ip+q − (B∗1 , . . . , B∗s ) · Js−1 · diag
(
Ip,
[
S˜s−2
]+
, Iq
)
· J∗s−1 ·
 B1...
Bs
 .
(1.2.44)
Augrund von Definition 1.2.2 und Definition 1.2.1 folgen weiterhin
(B∗1 , . . . , B∗s ) · Js−1 =
(
0p×sp 0p×sq(−A∗0, · · · ,−A∗s−1) 0q×sq
)
= −
(
0p×sp 0p×sq(
A∗0, · · · , A∗s−1
)
0q×sq
)
(1.2.45)
sowie
J∗s−1 ·
 B1...
Bs
 =
 0sp×p
 −A0...
−As−1

0sq×p 0sq×q
 = −
 0sp×p
 A0...
As−1

0sq×p 0sq×q
 . (1.2.46)
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Aus (1.2.44), (1.2.45) und (1.2.46) erkennt man
Rs+1 = Ip+q
−
(
0p×sp 0p×sq(
A∗0, · · · , A∗s−1
)
0q×sq
)
· diag
(
Ip,
[
S˜s−2
]+
, Iq
)
·
 0sp×p
 A0...
As−1

0sq×p 0sq×q

= diag (Ip, Iq −A∗0A0)
−
(
0p×(s−1)p 0p×(s−1)q(
A∗1, · · · , A∗s−1
)
0q×(s−1)q
)[
S˜s−2
]+
 0(s−1)p×p
 A1...
As−1

0(s−1)q×p 0(s−1)q×q
 .
(1.2.47)
Nach Definition 1.1.2 und der Definition von S˜(1)s−2 gilt
rs = Iq −A∗0A0 −
(
A∗1, · · · , A∗s−1
) [
Ps−2
(
(Aj)nj=0
)]+ A1...
As−1

= Iq −A∗0A0 −
(
A∗1, · · · , A∗s−1, 0q×(s−1)q
)
S˜
(1)
s−2

A1
...
As−1
0(s−1)q×q
 .
Unter Beachtung von (1.2.18), (1.2.19) und (1.2.22) folgt hieraus
rs = Iq −A∗0A0 −
(
A∗1, · · · , A∗s−1, 0q×(s−1)q
) [
S˜s−2
]+

A1
...
As−1
0(s−1)q×q
 . (1.2.48)
Aus (1.2.47) und (1.2.48) folgt nun
Rs+1 = diag (Ip, rs) . (1.2.49)
Wegen (1.2.43) und (1.2.49) ist dann (c) gezeigt.
(d) Sei zunächst s = 1. Nach Definition 1.1.3 gelten
k0 = A0 (1.2.50)
sowie nach Definition 1.1.9, Definition 1.1.8 sowie Definition 1.2.2 und
√
Ip+q
+ = Ip+q
weiterhin
K1 =
√
Ip+q
+
B1
√
Ip+q
+
= B1 . (1.2.51)
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Aus (1.2.50), (1.2.51) und Definition 1.2.2 folgt dann
K1 =
(
0p×p −k0
0q×p 0q×q
)
. (1.2.52)
Seien nun n ∈ N sowie s ∈ {2, . . . , n+ 1}. Nach Definition 1.2.2 und (a) folgt
Bs −Ms =
(
0p×p − (As−1 −ms−1)
0q×p 0q×q
)
. (1.2.53)
Wegen (b) und (c), Lemma A.6.1, Lemma A.7.2 sowie I+q = Iq und I+p = Ip gelten
weiterhin √
Ls
+ = diag
(√
ls−1
+
, Iq
)
(1.2.54)
und √
Rs
+ = diag
(
Ip,
√
rs−1+
)
. (1.2.55)
Unter Beachtung von Teil (b) von Definition 1.1.9, (1.2.53), (1.2.54), (1.2.55) und Defini-
tion 1.1.3 folgt nun
Ks =
(
0p×p −
√
ls−1
+ (As−1 −ms−1)√rs−1+
0q×p 0q×q
)
=
(
0p×p −ks−1
0q×p 0q×q
)
. (1.2.56)
Mit (1.2.52) und (1.2.56) ist (d) gezeigt. 
Im Folgenden sind wir nun in der Lage, mittels Definition 1.2.2 und des in Anhang C.1
vorgestellten Apparats zu einer endlichen p× q-Schurfolge eine endliche (p+ q)× (p+ q)-
Carathéodoryfolge zu assoziieren.
Definition 1.2.3. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p×q-Schurfolge. Es bezeichne
(Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus C(p+q)×(p+q). Weiterhin
bezeichne (Γj)n+1j=0 die mit (Bj)
n+1
j=0 assoziierte (p+ q)× (p+ q)-Carathéodoryfolge. Dann
heißt (Γj)n+1j=0 die mit (Aj)
n
j=0 assoziierte (p+ q)× (p+ q)-Carathéodoryfolge.
Es folgen erste einfache Beobachtungen zur soeben geführten Begriffsbildung.
Bemerkung 1.2.3. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p × q-Schurfolge. Es
bezeichne (Γj)n+1j=0 die mit (Aj)
n
j=0 assoziierte (p+ q)× (p+ q)-Carathéodoryfolge. Dann
gilt Γ0 = Ip+q sowie für j ∈ {0, . . . , n} weiterhin
Γj+1 =
(
0p×p −2Aj
0q×p 0q×q
)
.
Beweis. Dies folgt sofort aus Definition 1.2.3, Definition C.1.2 und Definition 1.2.2. 
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Bemerkung 1.2.4. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine Folge aus Cp×q. Es
sei Γ0 := Ip+q sowie für j ∈ {0, . . . , n} weiterhin
Γj+1 :=
(
0p×p −2Aj
0q×p 0q×q
)
.
(a) Folgende Aussagen sind äquivalent:
(i) Die Folge (Aj)nj=0 ist eine p× q-Schurfolge.
(ii) Die Folge (Γj)n+1j=0 ist eine (p+ q)× (p+ q)-Carathéodoryfolge.
(b) Folgende Aussagen sind äquivalent:
(iii) Die Folge (Aj)nj=0 ist eine strenge p× q-Schurfolge.
(iv) Die Folge (Γj)n+1j=0 ist eine strenge (p+ q)× (p+ q)-Carathéodoryfolge.
Beweis. (a) Dies folgt sofort aus Teil (c) von Satz 1.2.1 und Teil (b) von Bemerkung C.1.2.
(b) Dies folgt sofort aus Teil (d) von Satz 1.2.1 und Teil (c) von Bemerkung C.1.2. 
Bemerkung 1.2.5. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p × q-Schurfolge. Es
bezeichne (Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus C(p+q)×(p+q).
Weiterhin bezeichne (Γj)n+1j=0 die mit (Aj)
n
j=0 assoziierte (p+q)×(p+q)-Carathéodoryfolge.
Dann ist (Bj)n+1j=0 die mit (Γj)
n+1
j=0 assoziierte nichtnegativ definite Folge.
Beweis. Wegen Bemerkung 1.2.3, Folgerung A.2.1, Teil (b) von Beispiel A.1.1 und
Definition 1.2.2 gilt <e Γ0 = Ip+q = B0. Hieraus folgt die Behauptung sofort mittels
Definition 1.2.3, Definition C.1.2 sowie Definition C.1.1. 
Abschließend folgt noch ein Resultat technischer Natur, welches uns erlaubt, die Ab-
schnittsmatrizen einer zu einer p×q-Schurfolge assoziierten (p+q)×(p+q)-Carathéodory-
folge mithilfe der Abschnittsmatrizen der zugrundeliegenden p × q-Schurfolge auszu-
drücken.
Satz 1.2.3. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p × q-Schurfolge. Es bezeichne
(Γj)n+1j=0 die mit (Aj)
n
j=0 assoziierte (p+q)×(p+q)-Carathéodoryfolge. Weiterhin bezeichne
Sn
(
(Aj)nj=0
)
bzw. Sn+1
(
(Γj)n+1j=0
)
die n-te zur Folge (Aj)nj=0 bzw. (n+ 1)-te zur Folge
(Γj)n+1j=0 gehörige Abschnittsmatrix. Es seien
Sˆn :=
(
I(n+1)p −2Sn
(
(Aj)nj=0
)
0(n+1)q×(n+1)p I(n+1)q
)
sowie Jn+1 die (n+ 1)-te spezielle Permutationsmatrix. Dann gilt
Sn+1
(
(Γj)n+1j=0
)
= Jn+1 · diag
(
Ip, Sˆn, Iq
)
· J∗n+1 .
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Beweis. Unter Beachtung von Teil (a) von Definition 1.1.1, Bemerkung 1.2.3 und Defini-
tion 1.2.1 ergibt sich
J∗n+1Sn+1
(
(Γj)n+1j=0
)
=

Ip 0p×q 0p×p 0p×q · · · 0p×p 0p×q
0p×p −2A0 Ip 0p×q · · · 0p×p 0p×q
0p×p −2A1 0p×p −2A0 · · · 0p×p 0p×q
...
...
...
... . . .
...
...
0p×p −2An 0p×p −2An−1 · · · Ip 0p×q
0q×p Iq 0q×p 0q×q · · · 0q×p 0q×q
0q×p 0q×q 0q×p Iq · · · 0q×p 0q×q
...
...
...
... . . .
...
...
0q×p 0q×q 0q×p 0q×q · · · 0q×p Iq

und somit
J∗n+1Sn+1
(
(Γj)n+1j=0
)
Jn+1 = diag
(
Ip, Sˆn, Iq
)
.
Mittels Teil (b) von Bemerkung 1.2.1 folgt dann
Sn+1
(
(Γj)n+1j=0
)
= Jn+1 diag
(
Ip, Sˆn, Iq
)
J∗n+1 .

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1.3. Einige Aussagen zur Struktur endlicher p× q-Schurfolgen
Ziel dieses Abschnitts ist es, einige wichtige Aussagen zur Struktur endlicher p × q-
Schurfolgen herzuleiten. Der Grundgedanke unserer Strategie besteht in einer Kombination
unserer Erkenntnisse aus Abschnitt 1.2 mit Aussagen aus Anhang B.1. Dies hat den
Vorteil, dass auf eine Untersuchung der linken bzw. rechten Defektmatrizen verzichtet
werden kann.
Wir beginnen unsere Betrachtungen mit einigen einfach einzusehenden Bemerkungen.
Bemerkung 1.3.1. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine strenge p× q-Schurfolge.
Dann ist (Aj)nj=0 eine p× q-Schurfolge.
Beweis. Dies folgt sofort aus Teil (d) von Satz 1.2.1, Satz B.1.1 und Teil (c) von Satz 1.2.1.

Bemerkung 1.3.2. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine Folge aus Cp×q. Weiter
sei k ∈ {0, . . . , n− 1}.
(a) Sei (Aj)nj=0 eine p× q-Schurfolge. Dann ist (Aj)kj=0 eine p× q-Schurfolge.
(b) Sei (Aj)nj=0 eine strenge p × q-Schurfolge. Dann ist (Aj)kj=0 eine strenge p × q-
Schurfolge.
Beweis. Dies ergibt sich unmittelbar aus Teil (c) bzw. Teil (d) von Satz 1.2.1 und Teil (c)
von Bemerkung B.1.2 bzw. Teil (c) von Bemerkung B.1.3. 
Bemerkung 1.3.3. Seien p, q ∈ N sowie n ∈ N0.
(a) Sei (Aj)nj=0 eine p× q-Schurfolge.
(a1) Sei α ∈ K. Dann ist (αAj)nj=0 eine p× q-Schurfolge.
(a2) Sei α ∈ D. Dann ist (αAj)nj=0 eine strenge p× q-Schurfolge.
(b) Seien (Aj)nj=0 eine strenge p× q-Schurfolge und α ∈ K. Dann ist (αAj)nj=0 eine
strenge p× q-Schurfolge.
Beweis. Dies folgt aus Teil (c) von Definition 1.1.1 und Bemerkung A.5.1. 
Wir erhalten nachfolgend fundamentale Strukturaussagen endlicher p× q-Schurfolgen.
Satz 1.3.1. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p×q-Schurfolge. Für k ∈ {0, . . . , n}
bezeichne mk+1 die (k + 1)-te zu (Aj)nj=0 gehörige zentrale Matrix vom Typ II sowie lk+1
bzw. rk+1 das (k + 1)-te zu (Aj)nj=0 gehörige untere bzw. obere Schurkomplement vom
Typ II.
(a) Sei s ∈ {0, . . . , n}. Dann gelten ls+1 ∈ Cp×p≥ und rs+1 ∈ Cq×q≥ .
(b) Seien nun n ∈ N sowie s ∈ {1, . . . , n} und es bezeichne ks den s-ten Schurparameter
der Folge (Aj)nj=0 vom Typ II.
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(b1) Es gelten ks ∈ Kp×q und As = ms +
√
lsks
√
rs.
(b2) Es gelten ls − ls+1 ∈ Cp×p≥ und rs − rs+1 ∈ Cq×q≥ .
Beweis. Wir stellen zunächst einige allgemeine Beobachtungen an. Es bezeichne (Bj)n+1j=0
die mit (Aj)nj=0 assoziierte nichtnegativ definite Folge aus C(p+q)×(p+q). Für
s ∈ {0, . . . , n+ 1} bezeichne Ms+1 die (s + 1)-te zu (Bj)n+1j=0 gehörige zentrale Ma-
trix vom Typ I sowie Ls+1 bzw. Rs+1 das (s + 1)-te zu (Bj)n+1j=0 gehörige untere bzw.
obere Schurkomplement vom Typ I. Für s ∈ {1, . . . , n+ 1} bezeichne weiterhin Ks
den s-ten Schurparameter der Folge (Bj)n+1j=0 vom Typ I. Wegen Satz B.1.3 gelten
Ls+2 ∈ C(p+q)×(p+q)≥ und Rs+2 ∈ C(p+q)×(p+q)≥ , weshalb aus Teil (b) und Teil (c) von
Satz 1.2.2 mittels Lemma A.6.1 sowie
√
Ip = Ip und
√
Iq = Iq gemäß Beispiel A.6.1 für
s ∈ {0, . . . , n} dann √
Ls+2 = diag
(√
ls+1, Iq
)
(1.3.1)
und √
Rs+2 = diag
(
Ip,
√
rs+1
)
(1.3.2)
folgen.
(a) Dies folgt sofort aus Satz B.1.3, Teil (b) und Teil (c) von Satz 1.2.2 und Teil (a) von
Lemma A.1.3.
(b1) Aus Satz B.1.5 folgt
Ks+1 ∈ K(p+q)×(p+q) . (1.3.3)
Aus Teil (d) von Satz 1.2.2 ist ersichtlich, dass −ks eine Untermatrix von Ks+1 ist. Hieraus
folgt in Verbindung mit (1.3.3) und Teil (a) von Satz A.5.4 nun −ks ∈ Kp×q. Aus Teil (a1)
von Bemerkung A.5.1 folgt hiermit ks ∈ Kp×q. Nach Satz B.1.5 gilt
Bs+1 = Ms+1 +
√
Ls+1Ks+1
√
Rs+1 .
Hieraus folgt mittels Definition 1.2.2, Teil (a) und Teil (d) von Satz 1.2.2, (1.3.1) und
(1.3.2) nun (
0p×p −As
0q×p 0q×q
)
=
(
0p×p −
(
ms +
√
lsks
√
rs
)
0q×p 0q×q
)
,
woraus dann As = ms +
√
lsks
√
rs folgt. Damit ist (b1) gezeigt.
(b2) Nach Satz B.1.6 gelten Ls+1−Ls+2 ∈ C(p+q)×(p+q)≥ und Rs+1−Rs+2 ∈ C(p+q)×(p+q)≥ .
Mittels Teil (b) und Teil (c) von Satz 1.2.2 folgen unter Beachtung von Teil (a) von
Lemma A.1.3 nun ls − ls+1 ∈ Cp×p≥ und rs − rs+1 ∈ Cq×q≥ . Damit ist (b2) gezeigt. 
Wir nehmen nun eine Spezifizierung der Resultate von Satz 1.3.1 für den Fall strenger
Schurfolgen vor.
Satz 1.3.2. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine strenge p × q-Schurfolge. Für
k ∈ {0, . . . , n} bezeichne mk+1 die (k + 1)-te zu (Aj)nj=0 gehörige zentrale Matrix vom
Typ II sowie lk+1 bzw. rk+1 das (k + 1)-te zu (Aj)nj=0 gehörige untere bzw. obere Schur-
komplement vom Typ II.
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(a) Sei s ∈ {0, . . . , n}. Dann gelten ls+1 ∈ Cp×p> und rs+1 ∈ Cq×q> .
(b) Seien nun n ∈ N sowie s ∈ {1, . . . , n} und es bezeichne ks den s-ten Schurparameter
der Folge (Aj)nj=0 vom Typ II. Dann gilt ks ∈ Dp×q.
Beweis. Es bezeichne (Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge
aus C(p+q)×(p+q). Für s ∈ {0, . . . , n+ 1} bezeichne Ls+1 bzw. Rs+1 das (s + 1)-te zu
(Bj)n+1j=0 gehörige untere bzw. obere Schurkomplement vom Typ I. Für s ∈ {1, . . . , n+ 1}
bezeichne weiterhin Ks den s-ten Schurparameter der Folge (Bj)n+1j=0 vom Typ I. Unter
Beachtung von Bemerkung 1.2.2 ist die Folge (Bj)n+1j=0 eine positiv definite Folge aus
C(p+q)×(p+q).
(a) Wegen Satz B.1.4 folgen für s ∈ {0, . . . , n} zunächst Ls+2 ∈ C(p+q)×(p+q)> und Rs+2 ∈
C(p+q)×(p+q)> . Hieraus folgen in Verbindung mit den Teilen (b) und (c) von Satz 1.2.2 und
Teil (b) von Lemma A.1.3 sofort ls+1 ∈ Cp×p> und rs+1 ∈ Cq×q> .
(b) Aus Satz B.1.7 folgt Ks+1 ∈ D(p+q)×(p+q). Aus Teil (d) von Satz 1.2.2 ist ersichtlich,
dass −ks eine Untermatrix von Ks+1 ist. Hieraus folgt in Verbindung mit Teil (b) von
Satz A.5.4 nun −ks ∈ Dp×q. Aus Teil (b) von Bemerkung A.5.1 folgt hiermit ks ∈ Dp×q. 
Im Folgenden sind wir an Charakterisierungen der Situation, in der eine p×q-Schurfolge
sogar eine strenge p× q-Schurfolge ist, in Termen der Folgen der unteren bzw. oberen
Schurkomplemente interessiert.
Satz 1.3.3. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p × q-Schurfolge. Für k ∈
{0, . . . , n} bezeichne lk+1 bzw. rk+1 das (k + 1)-te zu (Aj)nj=0 gehörige untere bzw. obere
Schurkomplement vom Typ II. Dann sind folgende Aussagen äquivalent:
(i) Die Folge (Aj)nj=0 ist eine strenge p× q-Schurfolge.
(ii) Für s ∈ {0, . . . , n} gilt ls+1 ∈ Cp×p> .
(iii) Für s ∈ {0, . . . , n} gilt det ls+1 6= 0.
(iv) Es gilt ln+1 ∈ Cp×p> .
(v) Es gilt det ln+1 6= 0.
(vi) Für s ∈ {0, . . . , n} gilt rs+1 ∈ Cq×q> .
(vii) Für s ∈ {0, . . . , n} gilt det rs+1 6= 0.
(viii) Es gilt rn+1 ∈ Cq×q> .
(ix) Es gilt det rn+1 6= 0.
Beweis. Es bezeichne (Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge
aus C(p+q)×(p+q). Für s ∈ {0, . . . , n+ 1} bezeichne Ls+1 bzw. Rs+1 das (s + 1)-te zu
(Bj)n+1j=0 gehörige untere bzw. obere Schurkomplement vom Typ I. Aus Teil (b) bzw. (c)
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von Satz 1.2.2 folgen unter zusätzlicher Beachtung von det Ip = 1 und det Iq = 1 für
s ∈ {0, . . . , n} dann
det ls+1 = detLs+2 (1.3.4)
und
det rs+1 = detRs+2 . (1.3.5)
Unter Beachtung von Bemerkung 1.2.2 ist (i) äquivalent zu
(i′) : Es ist (Bj)n+1j=0 eine positiv definite Folge aus C(p+q)×(p+q).
Unter Beachtung von Teil (b) von Satz 1.2.2, Teil (b) von Lemma A.1.3 und Iq ∈ Cq×q>
gemäß Teil (b) von Beispiel A.1.1 ist (ii) weiterhin äquivalent zu
(ii′) : Für s ∈ {0, . . . , n} gilt Ls+2 ∈ C(p+q)×(p+q)> .
Wegen (1.3.4) ist (iii) äquivalent zu
(iii′) : Für s ∈ {0, . . . , n} gilt detLs+2 6= 0.
Wegen Teil (b) von Satz 1.2.2, Teil (b) von Lemma A.1.3 und Iq ∈ Cq×q> gemäß Teil (b)
von Beispiel A.1.1 ist (iv) äquivalent zu
(iv′) : Es gilt Ln+2 ∈ C(p+q)×(p+q)> .
Aufgrund von (1.3.4) ist (v) äquivalent zu
(v′) : Es gilt detLn+2 6= 0.
Analog ist unter Beachtung von Teil (c) von Satz 1.2.2, Teil (b) von Lemma A.1.3 und
Ip ∈ Cp×p> gemäß Teil (b) von Beispiel A.1.1 noch (vi) weiterhin äquivalent zu
(vi′) : Für s ∈ {0, . . . , n} gilt Rs+2 ∈ C(p+q)×(p+q)> .
Wegen (1.3.5) ist (vii) äquivalent zu
(vii′) : Für s ∈ {0, . . . , n} gilt detRs+2 6= 0.
Wegen Teil (c) von Satz 1.2.2, Teil (b) von Lemma A.1.3 und Ip ∈ Cp×p> gemäß Teil (b)
von Beispiel A.1.1 ist (viii) äquivalent zu
(viii′) : Es gilt Rn+2 ∈ C(p+q)×(p+q)> .
Aufgrund von (1.3.5) ist (ix) äquivalent zu
(ix′) : Es gilt detRn+2 6= 0.
Aus Satz B.1.8 folgt die Äquivalenz der Aussagen (i′), (ii′), (iii′), (iv′), (v′), (vi′), (vii′),
(viii′) und (ix′). 
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1.4. Das Erweiterungsproblem für endliche p× q-Schurfolgen
In Dubovo˘ı/Fritzsche/Kirstein [DFK92, Kapitel 3.5] wurde das Einschritterweiterungs-
problem für endliche p× q-Schurfolgen bzw. endliche strenge p× q-Schurfolgen auf ein
entsprechendes Problem der Erweiterung kontraktiver bzw. streng kontraktiver Blockma-
trizen unter Erhaltung der Eigenschaft der Kontraktivität bzw. strengen Kontraktivität
zurückgeführt und mithilfe des in [DFK92, Kapitel 3.3] bereitgestellten Apparats zur
Ergänzung kontraktiver bzw. streng kontraktiver 2× 2-Blockmatrizen behandelt.
Im vorliegenden Kapitel soll das Erweiterungsproblem für endliche p× q-Schurfolgen
nun auf alternativem Weg, nämlich über die Verbindung der Lösung des Erweiterungs-
problems für endliche nichtnegativ definite Folgen von Matrizen (vgl. Anhang B.2 sowie
Fritzsche/Kirstein [FK87b], Dubovo˘ı/Fritzsche/Kirstein [DFK92, Kapitel 3.4]) und des in
Abschnitt 1.2 präsentierten Zusammenhangs zwischen p× q-Schurfolgen und nichtnegativ
definiten Folgen aus C(p+q)×(p+q), gelöst werden.
Wir werden im Folgenden auf eine Untersuchung von Matrizenkreisen geführt. Für die
Definition und einige allgemeine Betrachtungen von Matrizenkreisen sei auf Anhang A.10
verwiesen.
Wir führen zunächst eine Bezeichnung ein.
Definition 1.4.1. Seien p, q ∈ N und n ∈ N0. Sei (Aj)nj=0 eine Folge aus Cp×q. Dann sei
SK
[
(Aj)nj=0
]
bzw. SD
[
(Aj)nj=0
]
die Menge aller (Aj)nj=0 Schursch bzw. streng Schursch
ergänzenden Matrizen aus Cp×q, also aller Matrizen An+1 ∈ Cp×q mit der Eigenschaft,
dass (Aj)n+1j=0 eine p× q-Schurfolge bzw. strenge p× q-Schurfolge ist.
Wir beginnen nun mit den vorbereitenden Betrachtungen.
Satz 1.4.1. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p × q-Schurfolge. Für j ∈
{0, . . . , n+ 1} sei
Bj :=

Ip+q , falls j = 0,(
0p×p −Aj−1
0q×p 0q×q
)
, falls j ∈ {1, . . . , n+ 1} .
Weiter sei X ∈ Cp×q.
(a) Es sind folgende Aussagen äquivalent:
(i) Es gilt X ∈ SK
[
(Aj)nj=0
]
.
(ii) Es gilt
(
0p×p −X
0q×p 0q×q
)
∈ C≥
[
(Bj)n+1j=0
]
.
(b) Es sind folgende Aussagen äquivalent:
(iii) Es gilt X ∈ SD
[
(Aj)nj=0
]
.
(iv) Es gilt
(
0p×p −X
0q×p 0q×q
)
∈ C>
[
(Bj)n+1j=0
]
.
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Beweis. Dies folgt sogleich aus Teil (c) bzw. Teil (d) von Satz 1.2.1. 
Definition 1.4.2. Seien p, q ∈ N sowie M ∈ C(p+q)×(p+q), A ∈ C(p+q)×(p+q) und B ∈
C(p+q)×(p+q). Dann setzen wir
Kp×q (M ;A,B) :=
{
M +A
(
0p×p K
0q×p 0q×q
)
B : K ∈ Kp×q
}
und
K˚p×q (M ;A,B) :=
{
M +A
(
0p×p K
0q×p 0q×q
)
B : K ∈ Dp×q
}
.
Bemerkung 1.4.1. Seien p, q ∈ N sowie M ∈ C(p+q)×(p+q), A ∈ C(p+q)×(p+q) und
B ∈ C(p+q)×(p+q). Dann gelten
Kp×q (M ;A,B) ⊆ K (M ;A,B)
und
K˚p×q (M ;A,B) ⊆ K˚ (M ;A,B) .
Beweis. Dies folgt sofort aus Definition 1.4.2, Teil (a) bzw. Teil (b) von Bemerkung A.5.2
und Definition A.10.1. 
Bemerkung 1.4.2. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p × q-Schurfolge. Es
bezeichne (Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus C(p+q)×(p+q)
sowie Mn+2 die (n + 2)-te zu (Bj)n+1j=0 gehörige zentrale Matrix vom Typ I und Ln+2
bzw. Rn+2 das (n+ 2)-te zu (Bj)n+1j=0 gehörige untere bzw. obere Schurkomplement vom
Typ I. Dann gelten folgende Aussagen:
(a) Es gelten Ln+2 ∈ C(p+q)×(p+q)≥ und Rn+2 ∈ C(p+q)×(p+q)≥ .
(b) Es sei X ∈ Cp×q derart, dass(
0p×p −X
0q×p 0q×q
)
∈ K
(
Mn+2;
√
Ln+2,
√
Rn+2
)
gelte. Dann gilt(
0p×p −X
0q×p 0q×q
)
∈ Kp×q
(
Mn+2;
√
Ln+2,
√
Rn+2
)
.
(c) Es sei X ∈ Cp×q derart, dass(
0p×p −X
0q×p 0q×q
)
∈ K˚
(
Mn+2;
√
Ln+2,
√
Rn+2
)
gelte. Dann gilt(
0p×p −X
0q×p 0q×q
)
∈ K˚p×q
(
Mn+2;
√
Ln+2,
√
Rn+2
)
.
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Beweis. Es bezeichne mn+1 die (n+ 1)-te zu (Aj)nj=0 gehörige zentrale Matrix vom
Typ II sowie ln+1 bzw. rn+1 das (n+ 1)-te zu (Aj)nj=0 gehörige untere bzw. obere
Schurkomplement vom Typ II. Aus Teil (b) und Teil (c) von Satz 1.2.2 folgen mittels
Lemma A.6.1 sowie
√
Ip = Ip und
√
Iq = Iq gemäß Beispiel A.6.1 dann
√
Ln+2 = diag
(√
ln+1, Iq
)
(1.4.1)
und √
Rn+2 = diag
(
Ip,
√
rn+1
)
. (1.4.2)
(a) Dies folgt aus Teil (a) von Satz 1.3.1 sowie Satz B.1.3.
(b) Aus Definition A.10.1 folgt zunächst die Existenz eines
K ∈ K(p+q)×(p+q) (1.4.3)
mit (
0p×p −X
0q×p 0q×q
)
= Mn+2 +
√
Ln+2K
√
Rn+2 . (1.4.4)
Es sei
K =
(
K11 K12
K21 K22
)
(1.4.5)
die 2 × 2-Blockzerlegung von K mit K11 ∈ Cp×p. Aus (1.4.4), Teil (a) von Satz 1.2.2,
(1.4.1), (1.4.2) und (1.4.5) folgt dann
−X = −mn+1 +
√
ln+1K12
√
rn+1 . (1.4.6)
Aufgrund von (1.4.3), (1.4.5), Teil (a) von Satz A.5.4 und Teil (a) von Bemerkung A.5.2
gilt (
0p×p K12
0q×p 0q×q
)
∈ K(p+q)×(p+q) . (1.4.7)
Aus Teil (a) von Satz 1.2.2, (1.4.1), (1.4.2) und (1.4.6) folgt weiterhin
Mn+2 +
√
Ln+2
(
0p×p K12
0q×p 0q×q
)√
Rn+2 =
(
0p×p −X
0q×p 0q×q
)
. (1.4.8)
Aus (1.4.7) und (1.4.8) folgt schließlich(
0p×p −X
0q×p 0q×q
)
∈ Kp×q
(
Mn+2;
√
Ln+2,
√
Rn+2
)
.
Damit ist (b) gezeigt.
(c) Aus Definition A.10.1 folgt zunächst die Existenz eines
K ∈ D(p+q)×(p+q) (1.4.9)
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mit (
0p×p −X
0q×p 0q×q
)
= Mn+2 +
√
Ln+2 ·K ·
√
Rn+2 . (1.4.10)
Es sei
K =
(
K11 K12
K21 K22
)
(1.4.11)
die 2× 2-Blockzerlegung von K mit K11 ∈ Cp×p. Aus (1.4.10), Teil (a) von Satz 1.2.2,
(1.4.1), (1.4.10) und (1.4.11) folgt dann
−X = −mn+1 +
√
ln+1K12
√
rn+1 . (1.4.12)
Aufgrund von (1.4.9), (1.4.11), Teil (b) von Satz A.5.4 und Teil (b) von Bemerkung A.5.2
gilt (
0p×p K12
0q×p 0q×q
)
∈ D(p+q)×(p+q) . (1.4.13)
Aus Teil (a) von Satz 1.2.2, (1.4.1), (1.4.2) und (1.4.12) folgt weiterhin
Mn+2 +
√
Ln+2
(
0p×p K12
0q×p 0q×q
)√
Rn+2 =
(
0p×p −X
0q×p 0q×q
)
. (1.4.14)
Aus (1.4.13) und (1.4.14) folgt schließlich(
0p×p −X
0q×p 0q×q
)
∈ K˚p×q
(
Mn+2;
√
Ln+2,
√
Rn+2
)
.
Damit ist (c) gezeigt. 
Satz 1.4.2. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p×q-Schurfolge. Es bezeichne mn+1
die (n+ 1)-te zu (Aj)nj=0 gehörige zentrale Matrix vom Typ II sowie ln+1 bzw. rn+1 das
(n+ 1)-te zu (Aj)nj=0 gehörige untere bzw. obere Schurkomplement vom Typ II. Weiterhin
bezeichne (Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus C(p+q)×(p+q)
sowie Mn+2 die (n + 2)-te zu (Bj)n+1j=0 gehörige zentrale Matrix vom Typ I und Ln+2
bzw. Rn+2 das (n+ 2)-te zu (Bj)n+1j=0 gehörige untere bzw. obere Schurkomplement vom
Typ I. Es sei Y ∈ C(p+q)×(p+q).
(a) Es gelten ln+1 ∈ Cp×p≥ und rn+1 ∈ Cq×q≥ sowie Ln+2 ∈ C(p+q)×(p+q)≥ und Rn+2 ∈
C(p+q)×(p+q)≥ .
(b) Es sind folgende Aussagen äquivalent:
(i) Es gilt Y ∈ Kp×q
(
Mn+2;
√
Ln+2,
√
Rn+2
)
.
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(ii) Es existiert ein X ∈ K
(
mn+1;
√
ln+1,
√
rn+1
)
mit
Y =
(
0p×p −X
0q×p 0q×q
)
.
(c) Es sind folgende Aussagen äquivalent:
(iii) Es gilt Y ∈ K˚p×q
(
Mn+2;
√
Ln+2,
√
Rn+2
)
.
(iv) Es existiert ein X ∈ K˚
(
mn+1;
√
ln+1,
√
rn+1
)
mit
Y =
(
0p×p −X
0q×p 0q×q
)
.
Beweis. Aus Teil (b) und Teil (c) von Satz 1.2.2 folgen mittels Lemma A.6.1 sowie√
Ip = Ip und
√
Iq = Iq gemäß Beispiel A.6.1 zunächst√
Ln+2 = diag
(√
ln+1, Iq
)
(1.4.15)
und √
Rn+2 = diag
(
Ip,
√
rn+1
)
. (1.4.16)
(a) Dies folgt aus Teil (a) von Satz 1.3.1 sowie Satz B.1.3.
(b) „(i) =⇒ (ii)“ : Es gelte (i), also Y ∈ Kp×q
(
Mn+2;
√
Ln+2,
√
Rn+2
)
. Unter Beachtung
von Definition 1.4.2 folgt somit die Existenz eines
K ∈ Kp×q (1.4.17)
mit
Y = Mn+2 +
√
Ln+2
(
0p×p K
0q×p 0q×q
)√
Rn+2 . (1.4.18)
Wegen Teil (a) von Satz 1.2.2, (1.4.15), (1.4.16) und (1.4.18) folgt nun
Y =
(
0p×p −
(
mn+1 +
√
ln+1 (−K)√rn+1
)
0q×p 0q×q
)
. (1.4.19)
Sei
X := mn+1 +
√
ln+1 (−K)√rn+1 . (1.4.20)
Aufgrund von (1.4.19) und (1.4.20) gilt dann
Y =
(
0p×p −X
0q×p 0q×q
)
. (1.4.21)
Wegen (1.4.17) und Teil (a1) von Bemerkung A.5.1 gilt weiterhin −K ∈ Kp×q, also unter
zusätzlicher Beachtung von (1.4.20) dann
X ∈ K
(
mn+1;
√
ln+1,
√
rn+1
)
. (1.4.22)
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Wegen (1.4.21) und (1.4.22) gilt dann (ii).
„(ii) =⇒ (i)“ : Es gelte (ii), also existiert ein
X ∈ K
(
mn+1;
√
ln+1,
√
rn+1
)
(1.4.23)
mit
Y =
(
0p×p −X
0q×p 0q×q
)
. (1.4.24)
Aus (1.4.23) und Definition A.10.1 folgt die Existenz eines
K ∈ Kp×q (1.4.25)
mit
X = mn+1 +
√
ln+1K
√
rn+1 . (1.4.26)
Aus (1.4.25) und Teil (a1) von Bemerkung A.5.1 folgt weiterhin
−K ∈ Kp×q . (1.4.27)
Unter Beachtung von (1.4.24), (1.4.26), Teil (a) von Satz 1.2.2, (1.4.15) und (1.4.16) gilt
dann
Y = Mn+2 +
√
Ln+2
(
0p×p −K
0q×p 0q×q
)√
Rn+2 . (1.4.28)
Aus (1.4.27) und (1.4.28) folgt mittels Definition 1.4.2 nun
Y ∈ Kp×q
(
Mn+2;
√
Ln+2,
√
Rn+2
)
,
also gilt (ii). Damit ist (b) gezeigt.
(c) „(iii) =⇒ (iv)“ : Es gelte (iii), also Y ∈ K˚p×q
(
Mn+2;
√
Ln+2,
√
Rn+2
)
. Unter Beach-
tung von Definition 1.4.2 folgt somit die Existenz eines
K ∈ Dp×q (1.4.29)
mit
Y = Mn+2 +
√
Ln+2
(
0p×p K
0q×p 0q×q
)√
Rn+2 . (1.4.30)
Wegen Teil (a) von Satz 1.2.2, (1.4.15), (1.4.16) und (1.4.30) folgt nun
Y =
(
0p×p −
(
mn+1 +
√
ln+1 (−K)√rn+1
)
0q×p 0q×q
)
. (1.4.31)
Sei
X := mn+1 +
√
ln+1 (−K)√rn+1 . (1.4.32)
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Aufgrund von (1.4.31) und (1.4.32) gilt dann
Y =
(
0p×p −X
0q×p 0q×q
)
. (1.4.33)
Wegen (1.4.29) und Teil (b) von Bemerkung A.5.1 gilt weiterhin −K ∈ Dp×q, also unter
zusätzlicher Beachtung von (1.4.32) dann
X ∈ K˚
(
mn+1;
√
ln+1,
√
rn+1
)
. (1.4.34)
Wegen (1.4.33) und (1.4.34) gilt dann (iv).
„(iv) =⇒ (iii)“ : Es gelte (iv), also existiert ein
X ∈ K˚
(
mn+1;
√
ln+1,
√
rn+1
)
(1.4.35)
mit
Y =
(
0p×p −X
0q×p 0q×q
)
. (1.4.36)
Aus (1.4.35) und Definition A.10.1 folgt die Existenz eines
K ∈ Dp×q (1.4.37)
mit
X = mn+1 +
√
ln+1K
√
rn+1 . (1.4.38)
Aus (1.4.37) und Teil (b) von Bemerkung A.5.1 folgt weiterhin
−K ∈ Dp×q . (1.4.39)
Unter Beachtung von (1.4.36), (1.4.38), Teil (a) von Satz 1.2.2, (1.4.15) und (1.4.16) gilt
dann
Y = Mn+2 +
√
Ln+2
(
0p×p −K
0q×p 0q×q
)√
Rn+2 . (1.4.40)
Aus (1.4.39) und (1.4.40) folgt mittels Definition 1.4.2 nun
Y ∈ K˚p×q
(
Mn+2;
√
Ln+2,
√
Rn+2
)
,
also gilt (iv). Damit ist (c) gezeigt. 
Wir sind nun in der Lage, unsere bisherigen Überlegungen mit den Aussagen aus
Anhang B.2 zu verbinden und so in den folgenden beiden Sätzen das Erweiterungsproblem
für endliche p× q-Schurfolgen zu lösen.
Satz 1.4.3. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine Folge aus Cp×q.
(a) Es sind folgende Aussagen äquivalent:
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(i) Es ist (Aj)nj=0 eine p× q-Schurfolge.
(ii) Es gilt SK
[
(Aj)nj=0
]
6= ∅.
(b) Es sind folgende Aussagen äquivalent:
(iii) Es ist (Aj)nj=0 eine strenge p× q-Schurfolge.
(iv) Es gilt SD
[
(Aj)nj=0
]
6= ∅.
Beweis. Für j ∈ {0, . . . , n+ 1} sei
Bj :=

Ip+q , falls j = 0,(
0p×p −Aj−1
0q×p 0q×q
)
, falls j ∈ {1, . . . , n+ 1} .
(a) „(i) =⇒ (ii)“ : Es gelte (i), sei also (Aj)nj=0 eine p× q-Schurfolge. Unter Beachtung
von Satz 1.2.1 ist die Folge (Bj)n+1j=0 nichtnegativ definit und wegen Definition 1.2.2 dann
die mit (Aj)nj=0 assoziierte nichtnegativ definite Folge aus C(p+q)×(p+q). Es bezeichne
mn+1 bzw. Mn+2 die (n+ 1)-te zu (Aj)nj=0 gehörige zentrale Matrix vom Typ II bzw.
die (n+ 2)-te zu (Bj)n+1j=0 gehörige zentrale Matrix vom Typ I. Aufgrund von Teil (a) von
Satz B.2.1 und Teil (a) von Folgerung B.2.1 folgen
C≥
[
(Bj)n+1j=0
]
6= ∅
und
Mn+2 ∈ C≥
[
(Bj)n+1j=0
]
.
Unter Beachtung von Satz 1.2.2 gilt weiterhin
Mn+2 =
(
0p×p −mn+1
0q×p 0q×q
)
,
Hieraus folgt mittels Teil (a) von Satz 1.4.1 nun
mn+1 ∈ SK
[
(Aj)nj=0
]
,
also
SK
[
(Aj)nj=0
]
6= ∅ .
Damit gilt (ii).
„(ii) =⇒ (i)“ : Es gelte (ii), also
SK
[
(Aj)nj=0
]
6= ∅ .
Sei
X ∈ SK
[
(Aj)nj=0
]
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und es bezeichne (Aj,X)n+1j=0 die durch X erzeugte Ergänzung von (Aj)
n
j=0. Nach Wahl von
X ist dann (Aj,X)n+1j=0 eine p× q-Schurfolge. Somit liefert Teil (a) von Bemerkung 1.3.2,
dass (Aj)nj=0 eine p× q-Schurfolge ist. Es gilt also (i). Damit ist (a) gezeigt.
(b) „(iii) =⇒ (iv)“ : Es gelte (iii), sei also (Aj)nj=0 eine strenge p× q-Schurfolge. Unter
Beachtung von Satz 1.2.1 ist die Folge (Bj)n+1j=0 positiv definit und wegen Definition 1.2.2
dann die mit (Aj)nj=0 assoziierte nichtnegativ definite Folge aus C(p+q)×(p+q). Es bezeichne
mn+1 bzw. Mn+2 die (n+ 1)-te zu (Aj)nj=0 gehörige zentrale Matrix vom Typ II bzw. die
(n+2)-te zu (Bj)n+1j=0 gehörige zentrale Matrix vom Typ I. Aufgrund von Bemerkung 1.2.2,
Teil (c) von Satz B.2.1 und Teil (b) von Folgerung B.2.1 folgen
C>
[
(Bj)n+1j=0
]
6= ∅
und
Mn+2 ∈ C>
[
(Bj)n+1j=0
]
.
Unter Beachtung von Satz 1.2.2 gilt weiterhin
Mn+2 =
(
0p×p −mn+1
0q×p 0q×q
)
,
Hieraus folgt mittels Teil (b) von Satz 1.4.1 nun
mn+1 ∈ SD
[
(Aj)nj=0
]
,
also
SD
[
(Aj)nj=0
]
6= ∅ .
Damit gilt (iv).
„(iv) =⇒ (iii)“ : Es gelte (iv), also
SD
[
(Aj)nj=0
]
6= ∅ .
Sei
X ∈ SD
[
(Aj)nj=0
]
und es bezeichne (Aj,X)n+1j=0 die durch X erzeugte Ergänzung von (Aj)
n
j=0. Nach Wahl
von X ist dann (Aj,X)n+1j=0 eine strenge p × q-Schurfolge. Somit liefert Teil (b) von
Bemerkung 1.3.2, dass (Aj)nj=0 eine strenge p× q-Schurfolge ist. Es gilt also (iii). Damit
ist (b) gezeigt. 
Satz 1.4.4. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p × q-Schurfolge. Es bezeichne
mn+1 die (n+ 1)-te zu (Aj)nj=0 gehörige zentrale Matrix vom Typ II sowie ln+1 bzw. rn+1
das (n+ 1)-te zu (Aj)nj=0 gehörige untere bzw. obere Schurkomplement vom Typ II.
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(a) Es gelten ln+1 ∈ Cp×p≥ , rn+1 ∈ Cq×q≥ sowie
SK
[
(Aj)nj=0
]
= K
(
mn+1;
√
ln+1,
√
rn+1
)
.
(b) Es sei (Aj)nj=0 eine strenge p×q-Schurfolge. Dann gelten ln+1 ∈ Cp×p> , rn+1 ∈ Cq×q>
sowie
SD
[
(Aj)nj=0
]
= K˚
(
mn+1;
√
ln+1,
√
rn+1
)
.
Beweis. Es bezeichne (Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus
C(p+q)×(p+q) sowieMn+2 die (n+2)-te zu (Bj)n+1j=0 gehörige zentrale Matrix vom Typ I und
Ln+2 bzw. Rn+2 das (n+ 2)-te zu (Bj)n+1j=0 gehörige untere bzw. obere Schurkomplement
vom Typ I.
(a) Aus Teil (a) von Satz 1.3.1 folgen
ln+1 ∈ Cp×p≥ (1.4.41)
und
rn+1 ∈ Cq×q≥ . (1.4.42)
Sei zunächst
X ∈ SK
[
(Aj)nj=0
]
. (1.4.43)
Wegen Teil (a) von Satz 1.4.1 folgt dann(
0p×p −X
0q×p 0q×q
)
∈ C≥
[
(Bj)n+1j=0
]
.
Hieraus folgt mittels Teil (b2) von Satz B.2.1 dann(
0p×p −X
0q×p 0q×q
)
∈ K
(
Mn+2;
√
Ln+2,
√
Rn+2
)
und somit wegen Teil (b) von Bemerkung 1.4.2 weiter(
0p×p −X
0q×p 0q×q
)
∈ Kp×q
(
Mn+2;
√
Ln+2,
√
Rn+2
)
.
Hieraus folgt mittels Teil (b) von Satz 1.4.2 nun
X ∈ K
(
mn+1;
√
ln+1,
√
rn+1
)
. (1.4.44)
Aus (1.4.43) und (1.4.44) folgt
SK
[
(Aj)nj=0
]
⊆ K
(
mn+1;
√
ln+1,
√
rn+1
)
. (1.4.45)
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Sei nun umgekehrt
X ∈ K
(
mn+1;
√
ln+1,
√
rn+1
)
. (1.4.46)
Mittels Teil (b) von Satz 1.4.2 folgt dann(
0p×p −X
0q×p 0q×q
)
∈ Kp×q
(
Mn+2;
√
Ln+2,
√
Rn+2
)
.
Hieraus folgt mittels Bemerkung 1.4.1 weiterhin(
0p×p −X
0q×p 0q×q
)
∈ K
(
Mn+2;
√
Ln+2,
√
Rn+2
)
,
also wegen Teil (b2) von Satz B.2.1 nun(
0p×p −X
0q×p 0q×q
)
∈ C≥
[
(Bj)n+1j=0
]
.
Wegen Teil (a) von Satz 1.4.1 folgt damit
X ∈ SK
[
(Aj)nj=0
]
. (1.4.47)
Aus (1.4.46) und (1.4.47) folgt
K
(
mn+1;
√
ln+1,
√
rn+1
)
⊆ SK
[
(Aj)nj=0
]
. (1.4.48)
Wegen (1.4.45) und (1.4.48) gilt
SK
[
(Aj)nj=0
]
= K
(
mn+1;
√
ln+1,
√
rn+1
)
. (1.4.49)
Unter Beachtung von (1.4.41), (1.4.42) und (1.4.49) ist dann (a) gezeigt.
(b) Unter Beachtung von Bemerkung 1.2.2 ist die Folge (Bj)n+1j=0 positiv definit. Aus
Teil (a) von Satz 1.3.2 folgen
ln+1 ∈ Cp×p> (1.4.50)
und
rn+1 ∈ Cq×q> . (1.4.51)
Sei zunächst
X ∈ SD
[
(Aj)nj=0
]
. (1.4.52)
Wegen Teil (b) von Satz 1.4.1 folgt dann(
0p×p −X
0q×p 0q×q
)
∈ C>
[
(Bj)n+1j=0
]
.
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Hieraus folgt mittels der positiven Definitheit von (Bj)n+1j=0 und Teil (d2) von Satz B.2.1
dann (
0p×p −X
0q×p 0q×q
)
∈ K˚
(
Mn+2;
√
Ln+2,
√
Rn+2
)
und somit wegen Teil (c) von Bemerkung 1.4.2 weiter(
0p×p −X
0q×p 0q×q
)
∈ K˚p×q
(
Mn+2;
√
Ln+2,
√
Rn+2
)
.
Hieraus folgt mittels Teil (c) von Satz 1.4.2 nun
X ∈ K˚
(
mn+1;
√
ln+1,
√
rn+1
)
. (1.4.53)
Aus (1.4.52) und (1.4.53) folgt
SD
[
(Aj)nj=0
]
⊆ K˚
(
mn+1;
√
ln+1,
√
rn+1
)
. (1.4.54)
Sei nun umgekehrt
X ∈ K˚
(
mn+1;
√
ln+1,
√
rn+1
)
. (1.4.55)
Mittels Teil (c) von Satz 1.4.2 folgt dann(
0p×p −X
0q×p 0q×q
)
∈ K˚p×q
(
Mn+2;
√
Ln+2,
√
Rn+2
)
.
Hieraus folgt mittels Bemerkung 1.4.1 weiterhin(
0p×p −X
0q×p 0q×q
)
∈ K˚
(
Mn+2;
√
Ln+2,
√
Rn+2
)
,
also wegen Teil (d2) von Satz B.2.1 und der positiven Definitheit von (Bj)n+1j=0 nun(
0p×p −X
0q×p 0q×q
)
∈ C>
[
(Bj)n+1j=0
]
.
Wegen Teil (b) von Satz 1.4.1 folgt damit
X ∈ SD
[
(Aj)nj=0
]
. (1.4.56)
Aus (1.4.55) und (1.4.56) folgt
K˚
(
mn+1;
√
ln+1,
√
rn+1
)
⊆ SD
[
(Aj)nj=0
]
. (1.4.57)
Wegen (1.4.54) und (1.4.57) gilt
SD
[
(Aj)nj=0
]
= K˚
(
mn+1;
√
ln+1,
√
rn+1
)
. (1.4.58)
Unter Beachtung von (1.4.50), (1.4.51) und (1.4.58) ist dann (b) gezeigt. 
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1.5. Zentrale endliche p× q-Schurfolgen
In Abschnitt 1.4 war es uns gelungen, herzuleiten, dass jedes Folgenglied einer p × q-
Schurfolge in einem durch die vorangehenden Elemente beschriebenen Matrizenkreis
enthalten ist. In Weiterführung dieses Gedankengangs scheint es natürlich, solchen Folgen
besondere Aufmerksamkeit zu schenken, deren Elemente ab einem gewissen Index an
gerade die Mittelpunkte der entsprechenden Matrizenkreise sind.
Hierzu führen wir zunächst die folgenden Begriffe ein:
Definition 1.5.1. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine Folge aus Cp×q.
(a) Für s ∈ {1, . . . , n} bezeichne ms die s-te zu (Aj)nj=0 gehörige zentrale Matrix
vom Typ II. Sei weiterhin k ∈ {1, . . . , n}. Dann heißt (Aj)nj=0 Typ-II-zentral der
Ordnung k, falls für alle j ∈ {k, . . . , n} die Beziehung Aj = mj besteht.
(b) Die Folge (Aj)nj=0 heißt Typ-II-zentral der minimalen Ordnung k, falls (Aj)
n
j=0 Typ-
II-zentral der Ordnung k und im Fall n ∈ {2, 3, . . . } und k ∈ {2, . . . , n} weiterhin
(Aj)nj=0 nicht Typ-II-zentral der Ordnung k − 1 ist.
(c) Wir nennen die Folge (Aj)nj=0 Typ-II-zentral, falls ein k ∈ {1, . . . , n} derart existiert,
dass (Aj)nj=0 Typ-II-zentral der Ordnung k ist.
Wir werden zunächst in Bemerkung 1.5.1 erkennen, dass die Zentralitätseigenschaft
einer endlichen p× q-Schurfolge durch je eine analoge Zentralitätseigenschaft der assozi-
ierten nichtnegativ definite Folge aus C(p+q)×(p+q) sowie der assoziierten (p+ q)× (p+ q)-
Carathéodoryfolge charakterisiert werden kann.
Hierauf aufbauend können wir Resultate über zentrale endliche nichtnegativ definite
Folgen aus Anhang B.3 geeignet anwenden, um Struktureigenschaften zentraler endlicher
p× q-Schurfolgen herzuleiten.
Wir beginnen nun mit den entsprechenden Detailbetrachtungen.
Bemerkung 1.5.1. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine p × q-Schurfolge. Es
bezeichne (Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus C(p+q)×(p+q).
Weiterhin bezeichne (Γj)n+1j=0 die mit (Aj)
n
j=0 assoziierte (p+q)×(p+q)-Carathéodoryfolge.
(a) Sei k ∈ {1, . . . , n}. Dann sind folgende Aussagen äquivalent:
(i) Es ist (Aj)nj=0 Typ-II-zentral der Ordnung k.
(ii) Es ist (Bj)n+1j=0 Typ-I-zentral der Ordnung k + 1.
(iii) Es ist (Γj)n+1j=0 Typ-(I,C)-zentral der Ordnung k + 1.
(b) Sei k ∈ {1, . . . , n}. Dann sind folgende Aussagen äquivalent:
(iv) Es ist (Aj)nj=0 Typ-II-zentral der minimalen Ordnung k.
(v) Es ist (Bj)n+1j=0 Typ-I-zentral der minimalen Ordnung k + 1.
(vi) Es ist (Γj)n+1j=0 Typ-(I,C)-zentral der minimalen Ordnung k + 1.
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(c) Es sind folgende Aussagen äquivalent:
(vii) Es ist (Aj)nj=0 Typ-II-zentral.
(viii) Es ist (Bj)n+1j=0 Typ-I-zentral.
(ix) Es ist (Γj)n+1j=0 Typ-(I,C)-zentral.
Beweis. Dies folgt sofort aus Bemerkung 1.2.5, Teil (a) von Satz 1.2.2, Definition 1.2.2,
Definition B.3.1 und Definition 1.5.1 sowie Definition C.1.3. 
Wir leiten nun eine Reihe von Charakterisierungen von endlichen Typ-II-zentralen
p× q-Schurfolgen her.
Satz 1.5.1. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine p × q-Schurfolge mit zugehöriger
Schurparameterfolge (kj)nj=0 vom Typ II. Für s ∈ {0, . . . , n} bezeichne ls+1 bzw. rs+1
das (s+1)-te zu (Aj)nj=0 gehörige untere bzw. obere Schurkomplement vom Typ II. Weiter
sei k ∈ {1, . . . , n}. Dann sind folgende Aussagen äquivalent:
(i) Es ist (Aj)nj=0 Typ-II-zentral der Ordnung k.
(ii) Für alle j ∈ {k, . . . , n} gilt lj+1 = lk.
(iii) Es gilt ln+1 = lk.
(iv) Für alle j ∈ {k, . . . , n} gilt rj+1 = rk.
(v) Es gilt rn+1 = rk.
(vi) Für alle j ∈ {k, . . . , n} gilt kj = 0p×q.
Beweis. Es bezeichne (Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge
aus C(p+q)×(p+q). Für s ∈ {0, . . . , n+ 1} bezeichne Ls+1 bzw. Rs+1 das (s + 1)-te zu
(Bj)n+1j=0 gehörige untere bzw. obere Schurkomplement vom Typ I. Für s ∈ {1, . . . , n+ 1}
bezeichne weiterhin Ks den s-ten Schurparameter der Folge (Bj)n+1j=0 vom Typ I. Unter
Beachtung von Teil (a) von Bemerkung 1.5.1 ist (i) äquivalent zu
(i′) : Es ist (Bj)n+1j=0 Typ-I-zentral der Ordnung k + 1.
Unter Beachtung von Teil (b) von Satz 1.2.2 ist (ii) äquivalent zu
(ii′) : Für alle j ∈ {k + 1, . . . , n+ 1} gilt Lj+1 = Lk+1.
Wegen Teil (b) von Satz 1.2.2 ist weiterhin (iii) äquivalent zu
(iii′) : Es gilt Ln+2 = Lk+1.
Unter Beachtung von Teil (c) von Satz 1.2.2 ist (iv) äquivalent zu
(iv′) : Für alle j ∈ {k + 1, . . . , n+ 1} gilt Rj+1 = Rk+1.
Wegen Teil (c) von Satz 1.2.2 ist weiterhin (v) äquivalent zu
(v′) : Es gilt Rn+2 = Rk+1.
Unter Beachtung von Teil (d) von Satz 1.2.2 ist (vi) äquivalent zu
(vi′) : Für alle j ∈ {k + 1, . . . , n+ 1} gilt Kj = 0(p+q)×(p+q).
Aus Satz B.3.1 folgt nun die Äquivalenz der Aussagen (i′) − (vi′). Damit ist alles
gezeigt. 
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Wir geben nun eine Charakterisierung der Typ-II-zentralen Schurfolgen der Ordnung 1
an.
Satz 1.5.2. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine p×q-Schurfolge. Dann sind folgende
Aussagen äquivalent:
(i) Es ist (Aj)nj=0 Typ-II-zentral der Ordnung 1.
(ii) Für alle j ∈ {1, . . . , n} gilt Aj = 0p×q.
Beweis. Es bezeichne (Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus
C(p+q)×(p+q). Wegen Bemerkung 1.5.1 ist zunächst (i) äquivalent zu
(i′) : Es ist (Bj)n+1j=0 Typ-I-zentral der Ordnung 2.
Unter Beachtung von Definition 1.2.2 ist weiterhin (ii) äquivalent zu
(ii′) : Für alle j ∈ {2, . . . , n+ 1} gilt Bj = 0(p+q)×(p+q).
Für s ∈ {0, . . . , n+ 1} bezeichne Ms+1 die (s+ 1)-te zu (Bj)n+1j=0 gehörige zentrale Matrix
vom Typ I.
„(i′) =⇒ (ii′)“ : Es gelte zunächst (i′), für j ∈ {2, . . . , n+ 1} gelte also
Bj = Mj . (1.5.1)
Unter Beachtung von (1.5.1), Definition 1.1.8, Bemerkung B.1.1 und Definition 1.2.2
sowie I+p+q = Ip+q folgt
B2 = M2 = B1
[
T0
(
(Bj)n+1j=0
)]+
B1
=
(
0p×p −A0
0q×p 0q×q
)
I+p+q
(
0p×p −A0
0q×p 0q×q
)
= 0(p+q)×(p+q) .
(1.5.2)
Seien nun n ∈ {2, 3, . . . } und
s ∈ {2, . . . , n} . (1.5.3)
Weiter sei für
l ∈ {2, . . . , s} (1.5.4)
bereits gezeigt, dass
Bl = 0(p+q)×(p+q) (1.5.5)
erfüllt ist. Unter Beachtung von Definition 1.1.6, (1.5.4), (1.5.5) und Definition 1.2.2 gilt
Ts−1
(
(Bj)n+1j=0
)
= diag
(
Ip,
(
Iq −A∗0
−A0 Ip
)
, . . . ,
(
Iq −A∗0
−A0 Ip
)
, Iq
)
∈ Cs(p+q)×s(p+q)
und somit unter zusätzlicher Beachtung von Lemma A.7.2 sowie I+p = Ip und I+q = Iq
dann[
Ts−1
(
(Bj)n+1j=0
)]+
= diag
Ip,
(
Iq −A∗0
−A0 Ip
)+
, . . . ,
(
Iq −A∗0
−A0 Ip
)+
, Iq
 ∈ Cs(p+q)×s(p+q) . (1.5.6)
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Aus (1.5.1), (1.5.3), Definition 1.1.8, (1.5.4), (1.5.5), Definition 1.2.2 und (1.5.6) folgt
nun
Bs+1 = (Bs, . . . , B1)
[
Ts−1
(
(Bj)n+1j=0
)]+ B1...
Bs

=
(
0p×s(p+q)−q −A0
0q×s(p+q)−q 0q×q
)
· diag
Ip,
(
Iq −A∗0
−A0 Ip
)+
, . . . ,
(
Iq −A∗0
−A0 Ip
)+
, Iq

·
(
0p×p −A0
0s(p+q)−p×p 0s(p+q)−p×q
)
= 0(p+q)×(p+q) .
(1.5.7)
Mittels (1.5.2), (1.5.3), (1.5.4), (1.5.5) und (1.5.7) ist dann induktiv (ii′) gezeigt.
„(ii′) =⇒ (i′)“ : Es gelte nun (ii′), für j ∈ {2, . . . , n+ 1} gelte also
Bj = 0(p+q)×(p+q) . (1.5.8)
Unter Beachtung von Definition 1.1.8, Bemerkung B.1.1, Definition 1.2.2 sowie I+p+q = Ip+q
und (1.5.8) gilt
M2 = B1
[
T0
(
(Bj)n+1j=0
)]+
B1
=
(
0p×p −A0
0q×p 0q×q
)
I+p+q
(
0p×p −A0
0q×p 0q×q
)
= 0(p+q)×(p+q) = B2 .
(1.5.9)
Seien nun n ∈ {2, 3, . . . } und
s ∈ {2, . . . , n} . (1.5.10)
Unter Beachtung von Definition 1.1.6, (1.5.8) und Definition 1.2.2 gilt
Ts−1
(
(Bj)n+1j=0
)
= diag
(
Ip,
(
Iq −A∗0
−A0 Ip
)
, . . . ,
(
Iq −A∗0
−A0 Ip
)
, Iq
)
∈ Cs(p+q)×s(p+q)
und somit unter zusätzlicher Beachtung von Lemma A.7.2 sowie I+p = Ip und I+q = Iq
dann[
Ts−1
(
(Bj)n+1j=0
)]+
= diag
Ip,
(
Iq −A∗0
−A0 Ip
)+
, . . . ,
(
Iq −A∗0
−A0 Ip
)+
, Iq
 ∈ Cs(p+q)×s(p+q) .
(1.5.11)
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Aus Definition 1.1.8, (1.5.8), Definition 1.2.2 und (1.5.11) folgt nun
Ms+1 =
(
0p×s(p+q)−q −A0
0q×s(p+q)−q 0q×q
)
· diag
Ip,
(
Iq −A∗0
−A0 Ip
)+
, . . . ,
(
Iq −A∗0
−A0 Ip
)+
, Iq

·
(
0p×p −A0
0s(p+q)−p×p 0s(p+q)−p×q
)
= 0(p+q)×(p+q)
= Bs+1 .
(1.5.12)
Mittels (1.5.9), (1.5.10) und (1.5.12) ist dann (i′) gezeigt. Somit ist die Äquivalenz von
(i′) und (ii′) bewiesen. Damit ist alles gezeigt. 
Das nachfolgende wichtige Resultat gewährt interessante Einblicke in die innere Struktur
Typ-II-zentraler p× q-Schurfolgen.
Satz 1.5.3. Seien p, q ∈ N, n ∈ {2, 3, . . . } und k ∈ {1, . . . , n− 1}. Es sei (Aj)nj=0 eine
p × q-Schurfolge, welche Typ-II-zentral der Ordnung k + 1 ist. Es bezeichne
Sk−1
(
(Aj)nj=0
)
die (k−1)-te zu (Aj)nj=0 gehörige Abschnittsmatrix sowie Pk−1
(
(Aj)nj=0
)
bzw. Qk−1
(
(Aj)nj=0
)
die (k − 1)-te zu (Aj)nj=0 gehörige linke bzw. rechte Defektmatrix.
Weiter sei r ∈ {k + 1, . . . , n}. Dann gelten
Ar = − (Ar−1, . . . , Ar−k)
[
Sk−1
(
(Aj)nj=0
)]∗ [
Pk−1
(
(Aj)nj=0
)]+ A1...
Ak

und
Ar = − (Ak, . . . , A1)
[
Qk−1
(
(Aj)nj=0
)]+ [
Sk−1
(
(Aj)nj=0
)]∗ Ar−k...
Ar−1
 .
Beweis. Es bezeichne (Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus
C(p+q)×(p+q). Weiterhin bezeichne Tk
(
(Bj)nj=0
)
bzw. Sk−1
(
(Aj)n−1j=0
)
die k-te zur Folge
(Bj)n+1j=0 gehörige Blocktoeplitzmatrix bzw. die (k − 1)-te zur Folge (Aj)nj=0 gehörige
Abschnittsmatrix. Wegen Bemerkung 1.5.1 und der Typ-II-Zentralität der Ordnung k+ 1
der Folge (Aj)nj=0 ist die Folge (Bj)
n+1
j=0 Typ-I-zentral der Ordnung k+2. Unter Beachtung
von Satz B.3.2 gelten dann
Br+1 = (Br, . . . , Br−k)
[
Tk
(
(Bj)n+1j=0
)]+ B1...
Bk+1
 (1.5.13)
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und
Br+1 = (Bk+1, . . . , B1)
[
Tk
(
(Bj)n+1j=0
)]+ Br−k...
Br
 . (1.5.14)
Unsere Idee zur Behandlung der Moore-Penrose-Inversen von Tk
(
(Bj)n+1j=0
)
orientiert
sich am Beweis von Satz 1.2.2. Es bezeichne Jk die k-te spezielle Permutationsmatrix.
Nach Teil (a) von Satz 1.2.1 gilt mit der Setzung
S˜k :=
 Ikp −Sk−1 ((Aj)nj=0)
−
[
Sk−1
(
(Aj)nj=0
)]∗
Ikq

dann
diag
(
Ip, S˜k, Iq
)
= J∗k · Tk
(
(Bj)n+1j=0
)
· Jk ,
also wegen Teil (b) von Bemerkung 1.2.1 dann
Tk
(
(Bj)n+1j=0
)
= Jk · diag
(
Ip, S˜k, Iq
)
· J∗k .
Hieraus sowie aus Lemma A.7.3, Teil (a) von Bemerkung 1.2.1, Lemma A.7.2 sowie
I+q = Iq und I+p = Ip ergibt sich[
Tk
(
(Bj)n+1j=0
)]+
= Jk · diag
(
Ip,
[
S˜k
]+
, Iq
)
· J∗k . (1.5.15)
Es bezeichne Pk−1
(
(Aj)nj=0
)
bzw. Qk−1
(
(Aj)nj=0
)
die (k − 1)-te zu (Aj)nj=0 gehörige
linke bzw. rechte Defektmatrix. Es seien weiterhin
S˜
(1)
k
:=
 [Pk−1 ((Aj)nj=0)]+ Sk−1 ((Aj)nj=0) [Qk−1 ((Aj)nj=0)]+[
Sk−1
(
(Aj)nj=0
)]∗ [
Pk−1
(
(Aj)nj=0
)]+ [
Qk−1
(
(Aj)nj=0
)]+

und
∆k−1
:= diag
([
Pk−1
(
(Aj)nj=0
)] [
Pk−1
(
(Aj)nj=0
)]+
,
[
Qk−1
(
(Aj)nj=0
)] [
Qk−1
(
(Aj)nj=0
)]+)
.
Nach Teil (b) von Definition 1.1.1 gelten
(
Ikp, −Sk−1
(
(Aj)nj=0
) )
·
 [Pk−1 ((Aj)nj=0)]+[
Sk−1
(
(Aj)nj=0
)]∗ [
Pk−1
(
(Aj)nj=0
)]+

=
[
Pk−1
(
(Aj)nj=0
)] [
Pk−1
(
(Aj)nj=0
)]+ (1.5.16)
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und
(
−
[
Sk−1
(
(Aj)nj=0
)]∗
, Ikq
)
·
 [Sk−1 ((Aj)nj=0)] [Qk−1 ((Aj)nj=0)]+[
Qk−1
(
(Aj)nj=0
)]+

=
[
Qk−1
(
(Aj)nj=0
)] [
Qk−1
(
(Aj)nj=0
)]+
.
(1.5.17)
Wegen
(
Ikp, −Sk−1
(
(Aj)nj=0
) )
·
 [Sk−1 ((Aj)nj=0)] [Qk−1 ((Aj)nj=0)]+[
Qk−1
(
(Aj)nj=0
)]+
 = 0kp×kq
und
(
−
[
Sk−1
(
(Aj)nj=0
)]∗
, Ikq
)
·
 [Pk−1 ((Aj)nj=0)]+[
Sk−1
(
(Aj)nj=0
)]∗ [
Pk−1
(
(Aj)nj=0
)]+
 = 0kq×kp
sowie (1.5.16) und (1.5.17) gilt dann
S˜kS˜
(1)
k = ∆k−1 . (1.5.18)
Aufgrund von Teil (a) bzw. Teil (b) von Lemma 1.1.1, Teil (b) von Definition 1.1.1 und
Teil (b) von Bemerkung 1.1.1 gelten außerdem( [
Pk−1
(
(Aj)nj=0
)]+
,
[
Sk−1
(
(Aj)nj=0
)] [
Qk−1
(
(Aj)nj=0
)]+ )
·
(
Ikp
−
[
Sk−1
(
(Aj)nj=0
)]∗ )
=
[
Pk−1
(
(Aj)nj=0
)]+ − [Pk−1 ((Aj)nj=0)]+ [Sk−1 ((Aj)nj=0)] [Sk−1 ((Aj)nj=0)]∗
=
[
Pk−1
(
(Aj)nj=0
)]+ [
Pk−1
(
(Aj)nj=0
)]
=
[
Pk−1
(
(Aj)nj=0
)] [
Pk−1
(
(Aj)nj=0
)]+
(1.5.19)
sowie( [
Sk−1
(
(Aj)nj=0
)]∗ [
Pk−1
(
(Aj)nj=0
)]+
,
[
Qk−1
(
(Aj)nj=0
)]+ )
·
(
−
[
Sk−1
(
(Aj)nj=0
)]
Ikq
)
=
[
Qk−1
(
(Aj)nj=0
)]+ − [Qk−1 ((Aj)nj=0)]+ [Sk−1 ((Aj)nj=0)]∗ [Sk−1 ((Aj)nj=0)]
=
[
Qk−1
(
(Aj)nj=0
)]+ [
Qk−1
(
(Aj)nj=0
)]
=
[
Qk−1
(
(Aj)nj=0
)] [
Qk−1
(
(Aj)nj=0
)]+
.
(1.5.20)
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Wiederum aufgrund von Teil (a) bzw. Teil (b) von Lemma 1.1.1 gelten
( [
Pk−1
(
(Aj)nj=0
)]+
,
[
Sk−1
(
(Aj)nj=0
)] [
Qk−1
(
(Aj)nj=0
)]+ )
·
(
−
[
Sk−1
(
(Aj)nj=0
)]
Ikq
)
= 0kp×kq
und( [
Sk−1
(
(Aj)nj=0
)]∗ [
Pk−1
(
(Aj)nj=0
)]+
,
[
Qk−1
(
(Aj)nj=0
)]+ )
·
(
Ikp
−
[
Sk−1
(
(Aj)nj=0
)]∗ ) = 0kq×kp ,
also wegen (1.5.19) und (1.5.20) nun
S˜
(1)
k S˜k = ∆k−1 . (1.5.21)
Aufgrund von Definition A.7.1 und Teil (a) bzw. Teil (b) von Lemma 1.1.1 gelten
[
Pk−1
(
(Aj)nj=0
)] [
Pk−1
(
(Aj)nj=0
)]+ [
Sk−1
(
(Aj)nj=0
)] [
Qk−1
(
(Aj)nj=0
)]+
=
[
Pk−1
(
(Aj)nj=0
)]+ [
Sk−1
(
(Aj)nj=0
)]
und [
Qk−1
(
(Aj)nj=0
)] [
Qk−1
(
(Aj)nj=0
)]+ [
Sk−1
(
(Aj)nj=0
)]∗ [
Pk−1
(
(Aj)nj=0
)]+
=
[
Qk−1
(
(Aj)nj=0
)]+ [
Sk−1
(
(Aj)nj=0
)]∗
und somit wegen (1.5.21) und unter nochmaliger Beachtung von Definition A.7.1 und
Teil (b) von Bemerkung 1.1.1 nun
S˜
(1)
k S˜kS˜
(1)
k = ∆k−1S˜
(1)
k = S˜
(1)
k . (1.5.22)
Aus (1.5.22) und Definition A.7.1 folgt
S˜
(1)
k = S˜
(1)
k S˜kS˜
(1)
k = S˜
(1)
k S˜k
[
S˜k
]+
S˜kS˜
(1)
k ,
also unter zusätzlicher Beachtung von (1.5.18) und (1.5.21) nun
S˜
(1)
k = ∆k−1
[
S˜k
]+
∆k−1 . (1.5.23)
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Aufgrund von Lemma 1.1.3 gelten die folgenden Beziehungen:
[
Pk−1
(
(Aj)nj=0
)] [
Pk−1
(
(Aj)nj=0
)]+ A1...
Ak
 =
 A1...
Ak
 ,
[
Pk−1
(
(Aj)nj=0
)] [
Pk−1
(
(Aj)nj=0
)]+ Ar−k...
Ar−1
 =
 Ar−k...
Ar−1
 ,
(Ak, . . . , A1)
[
Qk−1
(
(Aj)nj=0
)] [
Qk−1
(
(Aj)nj=0
)]+
= (Ak, . . . , A1) ,
(Ar−1, . . . , Ar−k)
[
Qk−1
(
(Aj)nj=0
)] [
Qk−1
(
(Aj)nj=0
)]+
= (Ar−1, . . . , Ar−k)
und somit
∆k−1

A1
...
Ak
0kq×q
 =

A1
...
Ak
0kq×q
 , (1.5.24)
∆k−1

Ar−k
...
Ar−1
0kq×q
 =

Ar−k
...
Ar−1
0kq×q
 , (1.5.25)
(0p×kp, Ak, . . . , A1) ∆k−1 = (0p×kp, Ak, . . . , A1) (1.5.26)
sowie
(0p×kp, Ar−1, . . . , Ar−k) ∆k−1 = (0p×kp, Ar−1, . . . , Ar−k) . (1.5.27)
Wir wenden uns zunächst dem Beweis der ersten Gleichung zu. Unter Beachtung von
(1.5.13) und (1.5.15) gilt
Br+1 = (Br, . . . , Br−k) · Jk · diag
(
Ip,
[
S˜k
]+
, Iq
)
· J∗k ·
 B1...
Bk+1
 . (1.5.28)
Aufgrund von Definition 1.2.2 und Definition 1.2.1 folgen weiterhin
(Br, . . . , Br−k) · Jk = −
(
0p×(k+1)p (Ar−1, . . . , Ar−k−1)
0q×(k+1)p 0q×(k+1)q
)
(1.5.29)
sowie
J∗k ·
 B1...
Bk+1
 = −
 0(k+1)p×p
 A0...
Ak

0(k+1)q×p 0(k+1)q×q
 . (1.5.30)
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Aus (1.5.28), (1.5.29) und (1.5.30) erkennt man
Br+1 =
(
0p×kp (Ar−1, . . . , Ar−k)
0q×kp 0q×kq
)[
S˜k
]+
 0kp×p
 A1...
Ak

0kq×p 0kq×q
 . (1.5.31)
Nach Definition 1.2.2 und (1.5.31) gilt
Ar = − (0p×kp, Ar−1, . . . , Ar−k)
[
S˜k
]+

A1
...
Ak
0kq×q
 .
Unter Beachtung von (1.5.24), (1.5.27) und (1.5.23) folgt hieraus
Ar = − (0p×kp, Ar−1, . . . , Ar−k) S˜(1)k

A1
...
Ak
0kq×q
 . (1.5.32)
Aus (1.5.32) und der Definition von S˜(1)k folgt nun
Ar = − (Ar−1, . . . , Ar−k)
[
Sk−1
(
(Aj)nj=0
)]∗ [
Pk−1
(
(Aj)nj=0
)]+ A1...
Ak
 . (1.5.33)
Damit ist die erste Gleichung gezeigt. Wir wenden uns nun der zweiten Gleichung zu.
Unter Beachtung von (1.5.14) und (1.5.15) gilt
Br+1 = (Bk+1, . . . , B1) · Jk · diag
(
Ip,
[
S˜k
]+
, Iq
)
· J∗k ·
 Br−k...
Br
 . (1.5.34)
Aufgrund von Definition 1.2.2 und Definition 1.2.1 folgen weiterhin
(Bk+1, . . . , B1) · Jk = −
(
0p×(k+1)p (Ak, . . . , A0)
0q×(k+1)p 0q×(k+1)q
)
(1.5.35)
sowie
J∗k ·
 Br−k...
Br
 = −
 0(k+1)p×p
 Ar−k−1...
Ar−1

0(k+1)q×p 0(k+1)q×q
 . (1.5.36)
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Aus (1.5.34), (1.5.35) und (1.5.36) erkennt man
Br+1 =
(
0p×kp (Ak, . . . , A1)
0q×kp 0q×kq
)[
S˜k
]+
 0kp×p
 Ar−k...
Ar−1

0kq×p 0kq×q
 . (1.5.37)
Nach Definition 1.2.2 und (1.5.37) gilt
Ar = − (0p×kp, Ak, . . . , A1)
[
S˜k
]+

Ar−k
...
Ar−1
0kq×q
 .
Unter Beachtung von (1.5.25), (1.5.26) und (1.5.23) folgt hieraus
Ar = − (0p×kp, Ak, . . . , A1) · S˜(1)k ·

Ar−k
...
Ar−1
0kq×q
 . (1.5.38)
Aus (1.5.38), der Definition von S˜(1)k und Teil (b) von Lemma 1.1.1 folgt nun
Ar = − (Ak, . . . , A1)
[
Qk−1
(
(Aj)nj=0
)]+ [
Sk−1
(
(Aj)nj=0
)]∗ Ar−k...
Ar−1
 . (1.5.39)
Damit ist auch die zweite Gleichung bewiesen. Wegen (1.5.33) und (1.5.39) ist dann alles
gezeigt. 
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1.6. Die mit einer unendlichen p× q-Schurfolge assoziierte
nichtnegativ definite Folge von Matrizen aus C(p+q)×(p+q)
Unsere bisherigen Betrachtungen befassten sich ausschließlich mit endlichen p× q-Schur-
folgen. Ziel der nachfolgenden Ausführungen ist es jetzt, unsere in Abschnitt 1.2 entwickel-
te Methodik der assoziierten nichtnegativ definiten Folgen aus C(p+q)×(p+q) in natürlicher
Weise auf unendliche p× q-Schurfolgen zu erweitern. Die Grundlagen dafür werden in
diesem Kapitel geschaffen.
Hierzu leiten wir in Satz 1.6.1 die zu Satz 1.2.1 analoge Beobachtung her, dass eine
unendliche Folge von Matrizen aus Cp×q genau dann eine p×q-Schurfolge ist, wenn eine aus
dieser Folge konstruierte unendliche Folge von Matrizen aus C(p+q)×(p+q) eine nichtnegativ
definite Folge von Matrizen bildet. Somit wird es uns dann in Definition 1.6.1 ermöglicht,
den Begriff der zu einer endlichen p × q-Schurfolge assoziierten nichtnegativ definiten
Folge von Matrizen aus C(p+q)×(p+q) auf unendliche p× q-Schurfolgen zu erweitern.
Unter Zuhilfenahme des in Anhang C.2 dargestellten Prinzips der Assoziation von
unendlichen Carathéodoryfolgen zu unendlichen nichtnegativ definiten Folgen von Ma-
trizen sind wir darauf aufbauend weiterhin in der Lage, unendliche p × q-Schurfolgen
mittels in naheliegender Weise konstruierten (p + q) × (p + q)-Carathéodoryfolgen zu
charakterisieren.
Satz 1.6.1. Seien p, q ∈ N und (Aj)j∈N0 eine Folge aus Cp×q. Für j ∈ N0 sei
Bj :=

Ip+q , falls j = 0,(
0p×p −Aj−1
0q×p 0q×q
)
, falls j ∈ N.
(a) Es sind folgende Aussagen äquivalent:
(i) Die Folge (Aj)j∈N0 ist eine p× q-Schurfolge.
(ii) Die Folge (Bj)j∈N0 ist nichtnegativ definit.
(b) Es sind folgende Aussagen äquivalent:
(iii) Die Folge (Aj)j∈N0 ist eine strenge p× q-Schurfolge.
(iv) Die Folge (Bj)j∈N0 ist positiv definit.
Beweis. (a) Wegen Teil (b) von Definition 1.1.4 ist (i) äquivalent zu
(i′) : Für alle n ∈ N0 ist die Folge (Aj)nj=0 eine p× q-Schurfolge.
Mittels Bemerkung B.1.1 und Teil (b) von Beispiel A.1.1 erhält man, dass die Folge
(Bj)0j=0 nichtnegativ definit ist. Hieraus sowie aus Teil (c) von Satz 1.2.1 folgt die
Äquivalenz von (i′) und
(ii′) : Für alle n ∈ N0 ist die Folge (Bj)nj=0 nichtnegativ definit.
Wegen Definition 1.1.11 gilt nun die Äquivalenz von (ii′) und (ii).
(b) Wegen Teil (b) von Definition 1.1.4 ist (iii) äquivalent zu
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(iii′) : Für alle n ∈ N0 ist die Folge (Aj)nj=0 eine strenge p× q-Schurfolge.
Mittels Bemerkung B.1.1 und Teil (b) von Beispiel A.1.1 erhält man, dass die Folge
(Bj)0j=0 positiv definit ist. Hieraus sowie aus Teil (d) von Satz 1.2.1 folgt die Äquivalenz
von (iii′) und
(iv′) : Für alle n ∈ N0 ist die Folge (Bj)nj=0 positiv definit.
Wegen Definition 1.1.11 gilt nun die Äquivalenz von (iv′) und (iv). 
Satz 1.6.1 führt uns auf folgende Begriffsbildung.
Definition 1.6.1. Seien p, q ∈ N und (Aj)j∈N0 eine p × q-Schurfolge. Weiterhin sei
die Folge (Bj)j∈N0 wie in Satz 1.6.1 definiert. Dann heißt (Bj)j∈N0 die mit (Aj)j∈N0
assoziierte nichtnegativ definite Folge aus C(p+q)×(p+q).
Bemerkung 1.6.1. Seien p, q ∈ N und (Aj)j∈N0 eine p × q-Schurfolge. Es bezeichne
(Bj)j∈N0 die mit (Aj)j∈N0 assoziierte nichtnegativ definite Folge aus C
(p+q)×(p+q). Dann
sind folgende Aussagen äquivalent:
(i) Die Folge (Aj)j∈N0 ist eine strenge p× q-Schurfolge.
(ii) Die Folge (Bj)j∈N0 ist positiv definit.
Beweis. Dies ergibt sich sofort aus Definition 1.6.1 und Teil (b) von Satz 1.6.1. 
Wir erkennen nun, dass Definition 1.6.1 mit Definition 1.2.2 verträglich ist.
Bemerkung 1.6.2. Seien p, q ∈ N und (Aj)j∈N0 eine p × q-Schurfolge. Weiterhin
sei (Bj)j∈N0 eine Folge aus C
(p+q)×(p+q). Dann sind folgende Aussagen äquivalent:
(i) Es ist (Bj)j∈N0 die mit (Aj)j∈N0 assoziierte nichtnegativ definite Folge aus
C(p+q)×(p+q).
(ii) Für alle n ∈ N0 ist (Bj)n+1j=0 die mit (Aj)nj=0 assoziierte nichtnegativ definite Folge
aus C(p+q)×(p+q).
Beweis. Dies folgt sofort aus Definition 1.6.1 und Definition 1.2.2. 
Das folgende Resultat sollte als Analogon zu Satz 1.2.2 verstanden werden. Wie im
Fall endlicher p × q-Schurfolgen zeigen wir, dass spezielle aus einer p × q-Schurfolge
gebildete Matrizen in kanonischer Weise mit entsprechenden aus der mit der p × q-
Schurfolge assoziierten nichtnegativ definiten Folge aus C(p+q)×(p+q) gebildeten Matrizen
zusammenhängen.
Satz 1.6.2. Seien p, q ∈ N und (Aj)j∈N0 eine p×q-Schurfolge. Es bezeichne (Bj)j∈N0 die
mit (Aj)j∈N0 assoziierte nichtnegativ definite Folge aus C
(p+q)×(p+q). Weiterhin sei s ∈ N.
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1.6. Die mit einer unendlichen p× q-Schurfolge assoziierte nichtnegativ definite Folge
von Matrizen aus C(p+q)×(p+q)
(a) Es bezeichne ms die s-te zu (Aj)j∈N0 gehörige zentrale Matrix vom Typ II sowie
Ms+1 die (s+ 1)-te zu (Bj)j∈N0 gehörige zentrale Matrix vom Typ I. Dann gilt
Ms+1 =
(
0p×p −ms
0q×p 0q×q
)
.
(b) Es bezeichne ls das s-te zu (Aj)j∈N0 gehörige untere Schurkomplement vom Typ II
sowie Ls+1 das (s+ 1)-te zu (Bj)j∈N0 gehörige untere Schurkomplement vom Typ
I. Dann gilt Ls+1 = diag (ls, Iq).
(c) Es bezeichne rs das s-te zu (Aj)j∈N0 gehörige obere Schurkomplement vom Typ II
sowie Rs+1 das (s+ 1)-te zu (Bj)j∈N0 gehörige obere Schurkomplement vom Typ I.
Dann gilt Rs+1 = diag (Ip, rs).
(d) Es bezeichne ks−1 den (s− 1)-ten Schurparameter der Folge (Aj)j∈N0 vom Typ II
sowie Ks den s-ten Schurparameter der Folge (Bj)j∈N0 vom Typ I. Dann gilt
Ks =
(
0p×p −ks−1
0q×p 0q×q
)
.
Beweis. Sämtliche Behauptungen ergeben sich sofort aus Definition 1.1.12, Teil (b) und
Teil (c) von Definition 1.1.5 und Satz 1.2.2. 
Wir sind im Folgenden in der Lage, mittels Definition 1.6.1 und des in Anhang C.2
vorgestellten Apparats zu einer unendlichen p× q-Schurfolge eine unendliche (p+ q)×
(p+ q)-Carathéodoryfolge zu assoziieren.
Definition 1.6.2. Seien p, q ∈ N und (Aj)j∈N0 eine p × q-Schurfolge. Es bezeichne
(Bj)j∈N0 die mit (Aj)j∈N0 assoziierte nichtnegativ definite Folge aus C
(p+q)×(p+q). Weiter-
hin bezeichne (Γj)j∈N0 die mit (Bj)j∈N0 assoziierte (p+ q)× (p+ q)-Carathéodoryfolge.
Dann heißt (Γj)j∈N0 die mit (Aj)j∈N0 assoziierte (p+ q)× (p+ q)-Carathéodoryfolge.
Es folgen erste einfache Beobachtungen zur soeben geführten Begriffsbildung.
Bemerkung 1.6.3. Seien p, q ∈ N und (Aj)j∈N0 eine p × q-Schurfolge. Es bezeichne
(Γj)j∈N0 die mit (Aj)j∈N0 assoziierte (p + q) × (p + q)-Carathéodoryfolge. Dann gilt
Γ0 = Ip+q sowie für j ∈ N0 weiterhin
Γj+1 =
(
0p×p −2Aj
0q×p 0q×q
)
.
Beweis. Dies folgt sofort aus Definition 1.6.2, Definition C.2.2 und Definition 1.6.1. 
Bemerkung 1.6.4. Seien p, q ∈ N und (Aj)j∈N0 eine Folge aus Cp×q. Es sei Γ0 := Ip+q
sowie für j ∈ N0 weiterhin
Γj+1 :=
(
0p×p −2Aj
0q×p 0q×q
)
.
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(a) Folgende Aussagen sind äquivalent:
(i) Die Folge (Aj)j∈N0 ist eine p× q-Schurfolge.
(ii) Die Folge (Γj)j∈N0 ist eine (p+ q)× (p+ q)-Carathéodoryfolge.
(b) Folgende Aussagen sind äquivalent:
(iii) Die Folge (Aj)j∈N0 ist eine strenge p× q-Schurfolge.
(iv) Die Folge (Γj)j∈N0 ist eine strenge (p+ q)× (p+ q)-Carathéodoryfolge.
Beweis. Für j ∈ N0 sei
Bj :=

Ip+q , falls j = 0,(
0p×p −Aj−1
0q×p 0q×q
)
, falls j ∈ N.
(a) Wegen Teil (a) von Satz 1.6.1 ist (i) äquivalent zu
(i′) : Die Folge (Bj)j∈N0 ist nichtnegativ definit.
Wegen B0 = Ip+q ∈ C(p+q)×(p+q)H und der Definition der beteiligten Größen liefert Teil (a)
von Bemerkung C.2.2 die Äquivalenz von (i′) und (ii). Damit ist (a) gezeigt.
(b) Wegen Teil (b) von Satz 1.2.1 ist (iii) äquivalent zu
(iii′) : Die Folge (Bj)j∈N0 ist positiv definit.
Wegen B0 = Ip+q ∈ C(p+q)×(p+q)H und der Definition der beteiligten Größen liefert Teil (b)
von Bemerkung C.2.2 die Äquivalenz von (iii′) und (iv). Damit ist alles gezeigt. 
Bemerkung 1.6.5. Seien p, q ∈ N und (Aj)j∈N0 eine p × q-Schurfolge. Es bezeichne
(Bj)j∈N0 die mit (Aj)j∈N0 assoziierte nichtnegativ definite Folge aus C
(p+q)×(p+q). Wei-
terhin bezeichne (Γj)j∈N0 die mit (Aj)j∈N0 assoziierte (p+ q)× (p+ q)-Carathéodoryfolge.
Dann ist (Bj)j∈N0 die mit (Γj)j∈N0 assoziierte nichtnegativ definite Folge.
Beweis. Wegen Bemerkung 1.6.3, Folgerung A.2.1, Teil (b) von Beispiel A.1.1 und
Definition 1.6.1 gilt
<e Γ0 = Ip+q = B0 .
Hieraus folgt die Behauptung sofort mittels Definition 1.6.2, Definition C.2.2 sowie
Definition C.2.1. 
Wir erkennen nun, dass Definition 1.6.2 mit Definition 1.2.3 verträglich ist.
Bemerkung 1.6.6. Seien p, q ∈ N und (Aj)j∈N0 eine p × q-Schurfolge. Weiterhin
sei (Γj)j∈N0 eine Folge aus C
(p+q)×(p+q). Dann sind folgende Aussagen äquivalent:
(i) Es ist (Γj)j∈N0 die mit (Aj)j∈N0 assoziierte (p+ q)× (p+ q)-Carathéodoryfolge.
(ii) Für alle n ∈ N0 ist (Γj)n+1j=0 die mit (Aj)nj=0 assoziierte (p+ q)× (p+ q)-Carathéo-
doryfolge.
Beweis. Dies folgt sofort aus Definition 1.6.2 und Definition 1.2.3. 
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1.7. Einige Aussagen zur Struktur unendlicher
p× q-Schurfolgen
Ziel dieses Abschnitts ist es, einige wichtige Aussagen zur Struktur unendlicher p × q-
Schurfolgen herzuleiten. Hierzu werden wir zunächst Aussagen aus Abschnitt 1.3 in
naheliegender Weise auf unendliche Matrizenfolgen erweitern.
Weiterhin werden wir eine Teilklasse der strengen unendlichen p× q-Schurfolgen einfüh-
ren, die sogenannten strikten p×q-Schurfolgen. Diese Folgen sind dadurch gekennzeichnet,
dass das Supremum der Spektralnormen sämtlicher Abschnittsmatrizen kleiner als 1 ist.
Abschließend werden wir strikte p×q-Schurfolgen mittels der assoziierten nichtnegativ de-
finiten Folgen aus C(p+q)×(p+q) sowie der assoziierten (p+ q)× (p+ q)-Carathéodoryfolgen
charakterisieren.
Wir werden in diesem Abschnitt vor allem auf Anhang B.4 und Anhang C.2 zurück-
greifen und beginnen nun mit der Übertragung einiger Aussagen aus Abschnitt 1.3.
Bemerkung 1.7.1. Seien p, q ∈ N und (Aj)j∈N0 eine strenge p × q-Schurfolge. Dann
ist (Aj)j∈N0 eine p× q-Schurfolge.
Beweis. Dies folgt sofort aus Satz B.4.1 und Satz 1.6.1. 
Bemerkung 1.7.2. Seien p, q ∈ N und (Aj)j∈N0 eine Folge aus Cp×q. Weiter sei k ∈ N0.
(a) Sei (Aj)j∈N0 eine p× q-Schurfolge. Dann gilt Ak ∈ Kp×q.
(b) Sei (Aj)j∈N0 eine strenge p× q-Schurfolge. Dann gilt Ak ∈ Dp×q.
Beweis. Es bezeichne (Bj)j∈N0 die mit (Aj)j∈N0 assoziierte nichtnegativ definite Folge
aus C(p+q)×(p+q).
(a) Gemäß Teil (a) von Satz 1.6.1 ist (Bj)j∈N0 nichtnegativ definit. Wegen Definition 1.6.1
gilt weiterhin B0 = Ip+q. Somit liefert Teil (a) von Satz B.4.2 dann Bk+1 ∈ K(p+q)×(p+q).
Wegen Definition 1.6.1, Teil (a) von Bemerkung A.5.2 und Teil (a1) von Bemerkung A.5.1
folgt somit Ak ∈ Kp×q.
(b) Gemäß Teil (a) von Satz 1.6.1 ist (Bj)j∈N0 positiv definit. Wegen Definition 1.6.1
gilt weiterhin B0 = Ip+q. Somit liefert Teil (b) von Satz B.4.2 dann Bk+1 ∈ D(p+q)×(p+q).
Wegen Definition 1.6.1, Teil (b) von Bemerkung A.5.2 und Teil (a1) von Bemerkung A.5.1
folgt somit Ak ∈ Dp×q. 
Wir erhalten nun fundamentale Einblicke in die innere Struktur unendlicher p × q-
Schurfolgen.
Satz 1.7.1. Seien p, q ∈ N und (Aj)j∈N0 eine p× q-Schurfolge. Für k ∈ N0 bezeichne
mk+1 die (k + 1)-te zu (Aj)j∈N0 gehörige zentrale Matrix vom Typ II sowie lk+1 bzw. rk+1
das (k + 1)-te zu (Aj)j∈N0 gehörige untere bzw. obere Schurkomplement vom Typ II.
(a) Sei s ∈ N0. Dann gelten ls+1 ∈ Cp×p≥ und rs+1 ∈ Cq×q≥ .
(b) Sei s ∈ N und es bezeichne ks den s-ten Schurparameter der Folge (Aj)j∈N0 vom
Typ II.
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(b1) Es gelten ks ∈ Kp×q und As = ms +
√
lsks
√
rs.
(b2) Es gelten ls − ls+1 ∈ Cp×p≥ und rs − rs+1 ∈ Cq×q≥ .
Beweis. Unter Beachtung von Teil (b) von Definition 1.1.4 ist (Aj)sj=0 eine p×q-Schurfolge.
Hieraus folgen wegen Teil (b) von Definition 1.1.5 und Teil (c) von Definition 1.1.5 sofort
alle Behauptungen von (a) bzw. (b) aus Teil (a) bzw. Teil (b) von Satz 1.3.1. 
Im Folgenden sind wir an Charakterisierungen der Situation, in der eine p×q-Schurfolge
sogar eine strenge p× q-Schurfolge ist, in Termen der Folgen der unteren bzw. oberen
Schurkomplemente interessiert.
Satz 1.7.2. Seien p, q ∈ N und (Aj)j∈N0 eine p×q-Schurfolge. Für k ∈ N0 bezeichne lk+1
bzw. rk+1 das (k + 1)-te zu (Aj)j∈N0 gehörige untere bzw. obere Schurkomplement vom
Typ II. Dann sind folgende Aussagen äquivalent:
(i) Die Folge (Aj)j∈N0 ist eine strenge p× q-Schurfolge.
(ii) Für alle s ∈ N0 gilt ls+1 ∈ Cp×p> .
(iii) Für alle s ∈ N0 gilt det ls+1 6= 0.
(iv) Für alle s ∈ N0 gilt rs+1 ∈ Cp×p> .
(v) Für alle s ∈ N0 gilt det rs+1 6= 0.
Beweis. Unter Beachtung von Teil (b) von Definition 1.1.4 ist (i) äquivalent zu
(i′) : Für alle n ∈ N0 ist die Folge (Aj)nj=0 eine strenge p× q-Schurfolge.
Offensichtlich ist (ii) äquivalent zu
(ii′) : Für alle n ∈ N0 und alle s ∈ {0, . . . , n} gilt ls+1 ∈ Cp×p> .
Weiterhin ist (iii) äquivalent zu
(iii′) : Für alle n ∈ N0 und alle s ∈ {0, . . . , n} gilt det ls+1 6= 0.
Außerdem ist (iv) äquivalent zu
(iv′) : Für alle n ∈ N0 und alle s ∈ {0, . . . , n} gilt rs+1 ∈ Cp×p> .
Letztlich ist (v) äquivalent zu
(v′) : Für alle n ∈ N0 und alle s ∈ {0, . . . , n} gilt det rs+1 6= 0.
Unter Beachtung von Teil (b) von Definition 1.1.5 liefert Satz 1.3.3 dann die Äquivalenz
der Aussagen (i′)− (v′). Damit ist alles gezeigt. 
Wir wollen uns jetzt einer markanten Teilklasse von unendlichen p × q-Schurfolgen
zuwenden, den strikten p× q-Schurfolgen. Hierzu erinnern wir zunächst an einige Zusam-
menhänge.
Seien p, q ∈ N und (Aj)j∈N0 eine Folge aus Cp×q. Für n ∈ N0 bezeichne Sn
(
(Aj)j∈N0
)
die n-te zu (Aj)j∈N0 gehörige Abschnittsmatrix. Wegen Satz C.2.1 gilt für k ∈ N dann∣∣∣Sk−1 ((Aj)j∈N0)∣∣∣S,Ckp×kq ≤ ∣∣∣Sk ((Aj)j∈N0)∣∣∣S,C(k+1)p×(k+1)q .
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Die Folge
(∣∣∣Sn ((Aj)j∈N0)∣∣∣S,C(n+1)p×(n+1)q
)
n∈N0
ist also im eigentlichen oder uneigentli-
chen Sinn konvergent und es gilt
lim
n→∞
∣∣∣Sn ((Aj)j∈N0)∣∣∣S,C(n+1)p×(n+1)q = supn∈N0
∣∣∣Sn ((Aj)j∈N0)∣∣∣S,C(n+1)p×(n+1)q .
Vor diesem Hintergrund nehmen wir die folgende Begriffsbildung vor:
Definition 1.7.1. Seien p, q ∈ N und (Aj)j∈N0 eine Folge aus Cp×q. Für n ∈ N0 bezeichne
Sn
(
(Aj)j∈N0
)
die n-te zu (Aj)j∈N0 gehörige Abschnittsmatrix. Wir setzen
η(Aj)j∈N0
:= sup
n∈N0
∣∣∣Sn ((Aj)j∈N0)∣∣∣S,C(n+1)p×(n+1)q .
(a) Es heißt η(Aj)j∈N0 die starke Beschränktheitszahl von (Aj)j∈N0 .
(b) Es heißt (Aj)j∈N0 stark beschränkt, falls η(Aj)j∈N0 ∈ [0,+∞) erfüllt ist.
Wir können nun p× q-Schurfolgen durch den Begriff der starken Beschränktheitszahl
charakterisieren.
Bemerkung 1.7.3. Seien p, q ∈ N und (Aj)j∈N0 eine Folge aus Cp×q. Es bezeichne
η(Aj)j∈N0
die starke Beschränktheitszahl von (Aj)j∈N0.
(a) Folgende Aussagen sind äquivalent:
(i) Es ist (Aj)j∈N0 eine p× q-Schurfolge.
(ii) Es gilt η(Aj)j∈N0 ∈ [0, 1].
(b) Sei (i) erfüllt. Dann ist (Aj)j∈N0 ∈ Fp×q stark beschränkt.
Beweis. (a) Für n ∈ N0 bezeichne Sn
(
(Aj)j∈N0
)
die n-te zu (Aj)j∈N0 gehörige Ab-
schnittsmatrix. Wegen Teil (a) von Definition 1.7.1 gilt dann
η(Aj)j∈N0
= sup
n∈N0
∣∣∣Sn ((Aj)j∈N0)∣∣∣S,C(n+1)p×(n+1)q . (1.7.1)
„(i) =⇒ (ii)“ : Sei
n ∈ N0 . (1.7.2)
Wegen (i) und Teil (b) von Definition 1.1.4 ist dann (Aj)nj=0 eine p× q-Schurfolge. Nach
Teil (c) von Definition 1.1.1 gilt somit Sn
(
(Aj)j∈N0
)
∈ K(n+1)p×(n+1)q. Hieraus folgt
mittels Teil (a) von Satz A.5.2 dann∣∣∣Sn ((Aj)j∈N0)∣∣∣S,C(n+1)p×(n+1)q ∈ [0, 1] . (1.7.3)
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Aus (1.7.1), (1.7.2) und (1.7.3) folgt dann η(Aj)j∈N0 ∈ [0, 1]. Es gilt also (ii).
„(ii) =⇒ (i)“ : Sei
n ∈ N0 . (1.7.4)
Aus (1.7.1) folgt ∣∣∣Sn ((Aj)j∈N0)∣∣∣S,C(n+1)p×(n+1)q ≤ η(Aj)j∈N0 .
In Kombination mit (i) ergibt sich somit∣∣∣Sn ((Aj)j∈N0)∣∣∣S,C(n+1)p×(n+1)q ≤ 1 .
Wegen Teil (a) von Satz A.5.2 folgt Sn
(
(Aj)j∈N0
)
∈ K(n+1)p×(n+1)q. Unter Beachtung
von Teil (c) von Definition 1.1.1 ist also (Aj)nj=0 eine p × q-Schurfolge. Hieraus folgt
mittels (1.7.4) und Teil (b) von Definition 1.1.4, dass (Aj)j∈N0 eine p× q-Schurfolge ist.
Es gilt also (i).
(b) Dies folgt wegen (a) unmittelbar aus Teil (b) von Definition 1.7.1. 
Bemerkung 1.7.3 führt uns auf eine spezielle Teilklasse von unendlichen p× q-Schur-
folgen, welche Gegenstand unserer weiteren Untersuchungen sein wird. Wir prägen hierzu
zunächst die folgende Begriffsbildung.
Definition 1.7.2. Seien p, q ∈ N und (Aj)j∈N0 eine Folge aus Cp×q. Es bezeichne η(Aj)j∈N0
die starke Beschränktheitszahl von (Aj)j∈N0 . Dann heißt (Aj)j∈N0 eine strikte p × q-
Schurfolge, falls die Beziehung η(Aj)j∈N0 ∈ [0, 1) besteht.
Dem allgemeinen Vorhaben dieses Kapitels folgend sind wir daran interessiert, die
Eigenschaft einer p × q-Schurfolge, eine strikte p × q-Schurfolge zu sein, in Termen
der assoziierten nichtnegativ definierten Folge aus C(p+q)×(p+q) und der assoziierten
(p+ q)× (p+ q)-Carathéodoryfolge zu charakterisieren. In Vorbereitung dieses Anliegens
verweisen wir auf Definition C.2.5.
Satz 1.7.3. Seien p, q ∈ N und (Aj)j∈N0 eine p× q-Schurfolge. Es bezeichne (Γj)j∈N0
die mit (Aj)j∈N0 assoziierte (p + q) × (p + q)-Carathéodoryfolge sowie (Bj)j∈N0 die
mit (Aj)j∈N0 assoziierte nichtnegativ definite Folge aus C
(p+q)×(p+q). Dann sind folgende
Aussagen äquivalent:
(i) Es ist (Aj)j∈N0 eine strikte p× q-Schurfolge.
(ii) Es ist (Γj)j∈N0 eine strikte (p+ q)× (p+ q)-Carathéodoryfolge.
(iii) Es ist (Bj)j∈N0 eine strikt positiv definite Folge aus C
(p+q)×(p+q).
Beweis. Für k ∈ N0 bezeichne Sk
(
(Aj)j∈N0
)
die k-te zu (Aj)j∈N0 gehörige Abschnittsma-
trix. Weiterhin bezeichne η(Aj)j∈N0 die starke Beschränktheitszahl von (Aj)j∈N0 . Wegen
Teil (a) von Definition 1.7.1 gilt dann
η(Aj)j∈N0
= sup
n∈N0
∣∣∣Sn ((Aj)j∈N0)∣∣∣S,C(n+1)p×(n+1)q . (1.7.5)
80
1.7. Einige Aussagen zur Struktur unendlicher p× q-Schurfolgen
Für k ∈ N0 sei Sk
(
(Γj)j∈N0
)
die k-te zu (Γj)j∈N0 gehörige Abschnittsmatrix. Sei n ∈ N0.
Mittels Bemerkung 1.6.6 und Satz 1.2.3 gilt, falls die Setzung
Sˆn :=
(
I(n+1)p −2Sn
(
(Aj)j∈N0
)
0(n+1)q×(n+1)p I(n+1)q
)
(1.7.6)
vorgenommen wird sowie Jn+1 die (n+ 1)-te spezielle Permutationsmatrix bezeichnet,
die Beziehung
Sn+1
(
(Γj)j∈N0
)
= Jn+1 diag
(
Ip, Sˆn, Iq
)
J∗n+1 . (1.7.7)
Sei weiterhin
S˜n :=
 I(n+1)p −Sn ((Aj)j∈N0)
−Sn
(
(Aj)j∈N0
)∗
I(n+1)q
 . (1.7.8)
Wegen Definition A.2.1, (1.7.6) und (1.7.8) gilt
<e
[
Sˆn
]
= 12
(
Sˆn + Sˆ∗n
)
=
 I(n+1)p −Sn ((Aj)j∈N0)
−
[
Sn
(
(Aj)j∈N0
)]∗
I(n+1)q
 = S˜n . (1.7.9)
Aus (1.7.7) und (1.7.9) folgt mittels Bemerkung A.2.1 und Bemerkung A.2.2 sowie
<e Ip = Ip und <e Iq = Iq nun
<e
[
Sn+1
(
(Γj)j∈N0
)]
= Jn+1 diag
(
Ip, S˜n, Iq
)
J∗n+1 . (1.7.10)
„(i) =⇒ (ii)“ : Es gelte (i), sei also (Aj)j∈N0 eine strikte p × q-Schurfolge. Wegen
Definition 1.7.2 gilt somit η(Aj)j∈N0 ∈ [0, 1). Sei zunächst
η(Aj)j∈N0
= 0 . (1.7.11)
Sei weiterhin
n ∈ N0 . (1.7.12)
Wegen Satz A.4.1 ist | · |S,C(n+1)p×(n+1)q eine Norm auf C(n+1)p×(n+1)q. Somit folgt mittels
(1.7.5) und (1.7.11) dann
0 ≤
∣∣∣Sn ((Aj)j∈N0)∣∣∣S,C(n+1)p×(n+1)q ≤ η(Aj)j∈N0 = 0 ,
also ∣∣∣Sn ((Aj)j∈N0)∣∣∣S,C(n+1)p×(n+1)q = 0
und somit
Sn
(
(Aj)j∈N0
)
= 0(n+1)p×(n+1)q .
Unter Beachtung von (1.7.12) folgt, dass (Aj)j∈N0 die Folge mit dem konstanten Wert
0p×q ist. Hieraus folgt mittels Bemerkung 1.6.3 dann
Γj =
{
Ip+q , falls j = 0,
0(p+q)×(p+q) , falls j ∈ N.
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Beispiel C.2.1 liefert somit, dass (Γj)j∈N0 eine strikte (p+ q)× (p+ q)-Carathéodoryfolge
ist. Sei nun
η(Aj)j∈N0
∈ (0, 1) . (1.7.13)
Es sei die Setzung
ηC := 1− η(Aj)j∈N0 (1.7.14)
vorgenommen. Wegen (1.7.13) und (1.7.14) gilt dann
ηC ∈ (0, 1) . (1.7.15)
Somit gilt wegen Teil (a) von Definition 1.1.1, Bemerkung 1.6.3, Teil (b) von Beispiel A.1.1,
Teil (a) von Satz A.1.2 und (1.7.15) zunächst
<e
[
S0
(
(Γj)j∈N0
)]
− ηCIp+q = <e Γ0 − ηCIp+q
= (1− ηc) Ip+q ∈ C(p+q)×(p+q)≥ .
(1.7.16)
Sei
n ∈ N0 . (1.7.17)
Unter Beachtung von Teil (b) von Bemerkung 1.2.1 und (1.7.10) gilt dann
<e
[
Sn+1
(
(Γj)j∈N0
)]
− ηCI(n+2)(p+q)
= Jn+1
[
diag
(
Ip, S˜n, Iq
)
− ηCI(n+2)(p+q)
]
J∗n+1
= Jn+1 diag
(
(1− ηC) Ip, S˜n − ηCI(n+1)(p+q), (1− ηC) Iq
)
J∗n+1 .
(1.7.18)
Unter Beachtung von 1− ηC 6= 0 wegen (1.7.15) gilt aufgrund von (1.7.5) und (1.7.14)
nun ∣∣∣∣ 11− ηC Sn
(
(Aj)j∈N0
)∣∣∣∣
S,C(n+1)p×(n+1)q
≤
η(Aj)j∈N0
1− ηC = 1
und mittels Teil (a) von Satz A.5.2 somit
1
1− ηC Sn
(
(Aj)j∈N0
)
∈ K(n+1)p×(n+1)q .
Dies impliziert wegen Teil (a2) von Bemerkung A.5.1 und Teil (a) von Satz A.9.2 dann I(n+1)p − 11−ηC Sn ((Aj)j∈N0)
− 11−ηC Sn
(
(Aj)j∈N0
)∗
I(n+1)q
 ∈ C(n+1)(p+q)×(n+1)(p+q)≥ .
Hieraus folgt unter Beachtung von (1.7.8), (1.7.15) und Teil (a) von Satz A.1.2 dann
S˜n − ηCI(n+1)(p+q) = (1− ηC)
 I(n+1)p − 11−ηC Sn ((Aj)j∈N0)
− 11−ηC Sn
(
(Aj)j∈N0
)∗
I(n+1)q

∈ C(n+1)(p+q)×(n+1)(p+q)≥ .
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Wegen Teil (b) von Beispiel A.1.1, Teil (a) von Satz A.1.2, (1.7.15) und Teil (a) von
Lemma A.1.3 folgt also
diag
(
(1− ηC) Ip, S˜n − ηCI(n+1)(p+q), (1− ηC) Iq
)
∈ C(n+2)(p+q)×(n+2)(p+q)≥ .
Hieraus folgt mittels Lemma A.1.1 und (1.7.18) schließlich
<e
[
Sn+1
(
(Γj)j∈N0
)]
− ηCI(n+2)(p+q) ∈ C(n+2)(p+q)×(n+2)(p+q)≥ . (1.7.19)
Es bezeichne η(Γj)j∈N0 die starke Beschränktheitszahl von (Γj)j∈N0 . Wegen Teil (a) von
Definition 1.7.1 gilt dann
η(Γj)j∈N0
= sup
n∈N0
∣∣∣Sn ((Γj)j∈N0)∣∣∣S,C(n+1)(p+q)×(n+1)(p+q) . (1.7.20)
Wegen Teil (a) von Definition 1.1.1, Bemerkung 1.6.3 und Beispiel A.4.1 gilt∣∣∣S0 ((Γj)j∈N0)∣∣∣S,C(n+1)(p+q)×(n+1)(p+q) = |Ip+q|S,C(n+1)(p+q)×(n+1)(p+q) = 1 . (1.7.21)
Sei
n ∈ N0 . (1.7.22)
Aufgrund von (1.7.6), der Dreiecksungleichung der Norm | · |S,C(n+1)(p+q)×(n+1)(p+q) sowie
Beispiel A.4.1, Folgerung A.4.2, (1.7.22) und (1.7.5) sowie (1.7.13) gilt∣∣∣Sˆn∣∣∣
S,C(n+1)(p+q)×(n+1)(p+q)
≤ 1 +
∣∣∣∣∣
(
0(n+1)p×(n+1)p −2Sn
(
(Aj)j∈N0
)
0(n+1)q×(n+1)p 0(n+1)q×(n+1)q
)∣∣∣∣∣
S,C(n+1)(p+q)×(n+1)(p+q)
= 1 + 2
∣∣∣Sn ((Aj)j∈N0)∣∣∣S,C(n+1)p×(n+1)q
≤ 1 + 2η(Aj)j∈N0
< 3 .
(1.7.23)
Unter Beachtung von (1.7.7), Satz A.4.3 unter zusätzlicher Berücksichtigung von Teil (a)
von Bemerkung 1.2.1, Folgerung A.4.1 und Beispiel A.4.1 sowie (1.7.23) gilt dann∣∣∣Sn+1 ((Γj)j∈N0)∣∣∣S,C(n+2)(p+q)×(n+2)(p+q) = ∣∣∣diag (Ip, Sˆn, Iq)∣∣∣S,C(n+2)(p+q)×(n+2)(p+q)
= max
{∣∣∣Sˆn∣∣∣
S,C(n+1)(p+q)×(n+1)(p+q)
, 1
}
< 3 .
(1.7.24)
Wegen (1.7.20), (1.7.21), (1.7.22) und (1.7.24) gilt schließlich
η(Γj)j∈N0
∈ [0, 3) . (1.7.25)
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Aufgrund von (1.7.15), (1.7.16), (1.7.17) und (1.7.19) ist (Γj)j∈N0 eine (C, ηC)-Folge.
Aufgrund von (1.7.25) ist (Γj)j∈N0 stark beschränkt. Unter Beachtung von Teil (b) von
Definition C.2.5 ist (Γj)j∈N0 somit eine strikte q × q-Carathéodoryfolge. Es gilt also in
jedem Fall (ii).
„(ii) =⇒ (i)“ : Es gelte (ii), sei also (Γj)j∈N0 eine strikte (p+q)×(p+q)-Carathéodoryfolge.
Wegen Teil (b) von Definition C.2.5 existiert ein ηC ∈ (0,+∞) derart, dass (Γj)j∈N0 eine
(C, η)-Folge ist. Ohne Beschränkung der Allgemeinheit kann
ηC ∈ (0, 1) (1.7.26)
angenommen werden. Falls nämlich (Γj)j∈N0 eine (C, η1)-Folge und η2 ∈ (0, η1) ist, so ist
wegen
<e
[
Sn+1
(
(Γj)j∈N0
)]
− η2Ip+q = <e
[
Sn+1
(
(Γj)j∈N0
)]
− η1Ip+q + (η1 − η2) Ip+q
∈ C(n+2)(p+q)×(n+2)(p+q)≥
unter Beachtung von Teil (a) von Satz A.1.2 für alle n ∈ N0 dann (Γj)j∈N0 auch eine
(C, η2)-Folge. Sei
n ∈ N0 . (1.7.27)
Wegen Teil (a) von Definition C.2.5 gilt nun
<e
[
Sn+1
(
(Γj)j∈N0
)]
− ηCI(n+2)(p+q) ∈ C(n+2)(p+q)×(n+2)(p+q)≥ . (1.7.28)
Unter Beachtung von Teil (b) von Bemerkung 1.2.1 und (1.7.10) gilt weiterhin
<e
[
Sn+1
(
(Γj)j∈N0
)]
− ηCI(n+2)(p+q)
= Jn+1
[
diag
(
Ip, S˜n, Iq
)
− ηCI(n+2)(p+q)
]
J∗n+1
= Jn+1 diag
(
(1− ηC) Ip, S˜n − ηCI(n+1)(p+q), (1− ηC) Iq
)
J∗n+1 .
(1.7.29)
Aus (1.7.28) und (1.7.29) folgt unter Beachtung von Lemma A.1.2 und Teil (b) von
Bemerkung 1.2.1 dann
diag
(
(1− ηC) Ip, S˜n − ηCI(n+1)(p+q), (1− ηC) Iq
)
∈ C(n+2)(p+q)×(n+2)(p+q)≥ .
Mittels Teil (a) von Lemma A.1.3 folgt hieraus
S˜n − ηCI(n+1)(p+q) ∈ C(n+1)(p+q)×(n+1)(p+q)≥ . (1.7.30)
Wegen (1.7.26) gilt 1− ηC 6= 0 und
1
1− ηC > 0 . (1.7.31)
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Unter Beachtung von (1.7.8) gilt
1
1− ηC
(
S˜n − ηCI(n+1)(p+q)
)
=
 I(n+1)p − 11−ηC Sn ((Aj)j∈N0)
− 11−ηC Sn
(
(Aj)j∈N0
)∗
I(n+1)q
 .
(1.7.32)
Aus (1.7.30), (1.7.31) und (1.7.32) folgt mittels Teil (a) von Satz A.1.2 dann I(n+1)p − 11−ηC Sn ((Aj)j∈N0)
− 11−ηC Sn
(
(Aj)j∈N0
)∗
I(n+1)q
 ∈ C(n+1)(p+q)×(n+1)(p+q)≥ .
Somit liefert Teil (a) von Satz A.9.2 also
1
1− ηC Sn
(
(Aj)j∈N0
)
∈ K(n+1)p×(n+1)q
und somit wegen Teil (a) von Satz A.5.2 dann∣∣∣∣ 11− ηC Sn
(
(Aj)j∈N0
)∣∣∣∣
S,C(n+1)p×(n+1)q
≤ 1 ,
also ∣∣∣Sn ((Aj)j∈N0)∣∣∣S,C(n+1)p×(n+1)q ≤ 1− ηC . (1.7.33)
Aus (1.7.5), (1.7.27), (1.7.33) und (1.7.26) folgt nun
η(Aj)j∈N0
≤ 1− ηC < 1 .
Unter Beachtung von Definition 1.7.2 ist somit (Aj)j∈N0 eine strikte p× q-Schurfolge. Es
gilt also (i).
„(ii) ⇐⇒ (iii)“ : Wegen Bemerkung 1.6.2 ist (Γj)j∈N0 die mit (Bj)j∈N0 assoziierte
(p+ q)× (p+ q)-Carathéodoryfolge. Die Behauptung folgt somit unter Beachtung von
Definition C.2.2 sogleich aus Teil (c) von Definition C.2.5. Damit ist alles gezeigt. 
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1.8. Zentrale unendliche p× q-Schurfolgen
Unsere bisherigen Untersuchungen zur Struktur unendlicher p × q-Schurfolgen haben
gezeigt, dass jedes Folgenglied in einem durch die vorhergehenden Folgenelemente be-
stimmten Matrizenkreis enthalten ist (vgl. Teil (b) von Satz 1.7.1). Analog zum endlichen
Fall in Abschnitt 1.5 ist es nun naheliegend, jenen unendlichen p × q-Schurfolgen be-
sondere Aufmerksamkeit zu schenken, die dadurch ausgezeichnet sind, dass ab einem
gewissen Index an alle Folgenelemente gerade mit den entsprechenden Mittelpunkten
dieser Matrizenkreise zusammenfallen.
Hierzu führen wir in Analogie zu Definition 1.5.1 zunächst die folgenden Begriffe ein:
Definition 1.8.1. Seien p, q ∈ N und (Aj)j∈N0 eine Folge aus Cp×q.
(a) Für s ∈ N bezeichne ms die s-te zu (Aj)j∈N0 gehörige zentrale Matrix vom Typ II.
Sei weiterhin k ∈ N. Dann heißt (Aj)j∈N0 Typ-II-zentral der Ordnung k, falls für
alle j ∈ {k, k + 1, . . . } die Beziehung Aj = mj besteht.
(b) Die Folge (Aj)j∈N0 heißt Typ-II-zentral der minimalen Ordnung k, falls (Aj)j∈N0
Typ-II-zentral der Ordnung k und im Fall k ∈ {2, 3, . . . , } weiterhin (Aj)j∈N0 nicht
Typ-II-zentral der Ordnung k − 1 ist.
(c) Wir nennen die Folge (Aj)j∈N0 Typ-II-zentral, falls ein k ∈ N derart existiert, dass
(Aj)j∈N0 Typ-II-zentral der Ordnung k ist.
Wir werden zunächst in Bemerkung 1.8.1 erkennen, dass die Zentralitätseigenschaft
einer unendlichen p × q-Schurfolge durch je eine analoge Zentralitätseigenschaft der
assoziierten nichtnegativ definite Folge aus C(p+q)×(p+q) sowie der assoziierten (p+ q)×
(p+ q)-Carathéodoryfolge charakterisiert werden kann.
Analog zum endlichen Fall können wir hierauf aufbauend Resultate über zentrale
unendliche nichtnegativ definite Folgen aus Anhang B.4 geeignet anwenden, um Struktu-
reigenschaften zentraler unendlicher p× q-Schurfolgen herzuleiten.
Wir beginnen nun mit den entsprechenden Detailbetrachtungen.
Bemerkung 1.8.1. Seien p, q ∈ N und (Aj)j∈N0 eine p × q-Schurfolge. Es bezeichne
(Bj)j∈N0 die mit (Aj)j∈N0 assoziierte nichtnegativ definite Folge aus C
(p+q)×(p+q). Wei-
terhin bezeichne (Γj)j∈N0 die mit (Aj)j∈N0 assoziierte (p+ q)× (p+ q)-Carathéodoryfolge.
(a) Sei k ∈ N. Dann sind folgende Aussagen äquivalent:
(i) Es ist (Aj)j∈N0 Typ-II-zentral der Ordnung k.
(ii) Es ist (Bj)j∈N0 Typ-I-zentral der Ordnung k + 1.
(iii) Es ist (Γj)j∈N0 Typ-(I,C)-zentral der Ordnung k + 1.
(b) Sei k ∈ N. Dann sind folgende Aussagen äquivalent:
(iv) Es ist (Aj)j∈N0 Typ-II-zentral der minimalen Ordnung k.
(v) Es ist (Bj)j∈N0 Typ-I-zentral der minimalen Ordnung k + 1.
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(vi) Es ist (Γj)j∈N0 Typ-(I,C)-zentral der minimalen Ordnung k + 1.
(c) Es sind folgende Aussagen äquivalent:
(vii) Es ist (Aj)j∈N0 Typ-II-zentral.
(viii) Es ist (Bj)j∈N0 Typ-I-zentral.
(ix) Es ist (Γj)j∈N0 Typ-(I,C)-zentral.
Beweis. Sämtliche Behauptungen folgen sofort aus Bemerkung 1.6.5, Teil (a) von
Satz 1.6.2, Definition 1.6.1 sowie Definition B.4.1, Definition 1.8.1 und Definition C.2.3.

Wir leiten nun eine Reihe von Charakterisierungen unendlicher Typ-II-zentraler p× q-
Schurfolgen her.
Satz 1.8.1. Seien p, q ∈ N und (Aj)j∈N0 eine p× q-Schurfolge mit zugehöriger Schur-
parameterfolge (kj)j∈N0 vom Typ II. Für s ∈ N0 bezeichne ls+1 bzw. rs+1 das (s+ 1)-te
zu (Aj)j∈N0 gehörige untere bzw. obere Schurkomplement vom Typ II. Weiter sei k ∈ N.
(a) Es sind folgende Aussagen äquivalent:
(i) Es ist (Aj)j∈N0 Typ-II-zentral der Ordnung k.
(ii) Für alle j ∈ {k, k + 1, . . . } gilt lj+1 = lk.
(iii) Für alle j ∈ {k, k + 1, . . . } gilt rj+1 = rk.
(iv) Für alle j ∈ {k, k + 1, . . . } gilt kj = 0p×q.
(b) Sei (i) erfüllt. Dann sind folgende Aussagen äquivalent:
(v) (Aj)k−1j=0 ist eine strenge p× q-Schurfolge.
(vi) (Aj)j∈N0 ist eine strenge p× q-Schurfolge.
Beweis. Es bezeichne (Bj)j∈N0 die mit (Aj)j∈N0 assoziierte nichtnegativ definite Folge
aus C(p+q)×(p+q). Für s ∈ N0 bezeichne Ls+1 bzw. Rs+1 das (s+1)-te zu (Bj)n+1j=0 gehörige
untere bzw. obere Schurkomplement vom Typ I. Für s ∈ N bezeichne weiterhin Ks den
s-ten Schurparameter der Folge (Bj)j∈N0 vom Typ I.
(a) Unter Beachtung von Teil (a) von Bemerkung 1.8.1 ist (i) äquivalent zu
(i′) : Es ist (Bj)j∈N0 Typ-I-zentral der Ordnung k + 1.
Unter Beachtung von Teil (b) von Satz 1.6.2 ist (ii) äquivalent zu
(ii′) : Für alle j ∈ {k + 1, k + 2, . . . } gilt Lj+1 = Lk+1.
Unter Beachtung von Teil (c) von Satz 1.6.2 ist weiterhin (iii) äquivalent zu
(iii′) : Für alle j ∈ {k + 1, k + 2, . . . } gilt Rj+1 = Rk+1.
Wegen Teil (d) von Satz 1.6.2 ist (iv) äquivalent zu
(iv′) : Für alle j ∈ {k + 1, k + 2, . . . } gilt Kj = 0(p+q)×(p+q).
Aus Teil (a) von Satz B.4.3 folgt nun die Äquivalenz der Aussagen (i′)− (iv′). Damit ist
(a) gezeigt.
(b) Unter Beachtung von Bemerkung 1.2.2 ist (v) äquivalent zu
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(v′) : Die Folge (Bj)kj=0 ist positiv definit.
Wegen Bemerkung 1.6.1 ist weiterhin (vi) äquivalent zu
(vi′) : Die Folge (Bj)j∈N0 ist positiv definit.
Unter Berücksichtigung der Äquivalenz von (i) und (i′) liefert Teil (b) von Satz B.4.3
dann die Äquivalenz der Aussagen (v′) und (vi′). Damit ist (b) gezeigt. 
Wir geben nun eine Charakterisierung der Typ-II-zentralen Schurfolgen der Ordnung 1
an.
Satz 1.8.2. Seien p, q ∈ N und (Aj)j∈N0 eine p × q-Schurfolge. Dann sind folgende
Aussagen äquivalent:
(i) Es ist (Aj)j∈N0 eine Typ-II-zentrale Folge der Ordnung 1.
(ii) Für alle j ∈ N gilt Aj = 0p×q.
Beweis. Die Äquivalenz von (i) und (ii) ist eine unmittelbare Konsequenz aus Definiti-
on 1.8.1 und Satz 1.5.2. 
Unsere nächsten Untersuchungen widmen sich der inneren Struktur Typ-II-zentraler
p× q-Schurfolgen.
Satz 1.8.3. Seien p, q ∈ N und k ∈ N. Es sei (Aj)j∈N0 eine p×q-Schurfolge, welche Typ-
II-zentral der Ordnung k+ 1 ist. Es bezeichne Sk−1
(
(Aj)j∈N0
)
die (k− 1)-te zu (Aj)j∈N0
gehörige Abschnittsmatrix sowie Pk−1
(
(Aj)j∈N0
)
bzw. Qk−1
(
(Aj)j∈N0
)
die (k − 1)-te
zu (Aj)j∈N0 gehörige linke bzw. rechte Defektmatrix. Weiter sei s ∈ {k + 1, k + 2, . . . }.
Dann gelten
As = − (As−1, . . . , As−k)
[
Sk−1
(
(Aj)j∈N0
)]∗ [
Pk−1
(
(Aj)j∈N0
)]+ A1...
Ak

und
As = − (Ak, . . . , A1)
[
Qk−1
(
(Aj)j∈N0
)]+ [
Sk−1
(
(Aj)j∈N0
)]∗ As−k...
As−1
 .
Beweis. Beide Behauptungen sind eine unmittelbare Konsequenz aus Definition 1.8.1
und Satz 1.5.3. 
Seien p, q ∈ N, k ∈ N und (Aj)k−1j=0 eine Folge aus Cp×q. Dann ist es naheliegend, die
eindeutig bestimmte unendliche Typ-II-zentrale Folge (Aj)j∈N0 zu untersuchen, die durch
Fortsetzung der Folge (Aj)k−1j=0 entsteht.
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Definition 1.8.2. Seien p, q ∈ N, k ∈ N und (Aj)k−1j=0 eine Folge aus Cp×q. Die Folge
(Aj)j∈N0 sei für s ∈ {k, k + 1, . . . } folgendermaßen rekursiv definiert: Es sei Ak die k-te
zu (Aj)k−1j=0 gehörige zentrale Matrix vom Typ II. Ist s ∈ {k, k + 1, . . . } und ist die Folge
(Aj)sj=0 bereits definiert, so sei As+1 die (s+ 1)-te zu (Aj)
s
j=0 gehörige zentrale Matrix
vom Typ II. Dann heißt (Aj)j∈N0 die zu (Aj)
k−1
j=0 gehörige Typ-II-zentrale Folge.
Zunächst stellen wir einige kleine Anmerkungen allgemeiner Natur an. Die Begriffswahl
„zugehörige Typ-II-zentrale Folge“ ist sinnvoll, denn die Folge (Aj)j∈N0 ist eine Folge aus
Cp×q, welche Typ-II-zentral der Ordnung k ist. Die zu (Aj)k−1j=0 gehörige Typ-II-zentrale
Folge ist gerade die eindeutig bestimmte Typ-II-zentrale Folge
(
A˜j
)
j∈N0
der Ordnung k
aus Cp×q, welche für j ∈ {0, . . . , k − 1} der Bedingung A˜j = Aj genügt. Insbesondere ist
für eine gegebene Typ-II-zentrale Folge (Aj)j∈N0 der Ordnung k aus C
p×q die zur Folge
(Aj)k−1j=0 gehörige Typ-II-zentrale Folge gerade wieder (Aj)j∈N0 .
Es sei darauf hingewiesen, dass für aus endlichen nichtnegativ definiten Folgen kon-
struierte Typ-I-zentrale Folgen (vgl. Definition B.4.2) analoge Aussagen existieren (vgl.
Bemerkung B.4.1, Satz B.4.4 und Folgerung B.4.1).
Satz 1.8.4. Seien p, q ∈ N, k ∈ N und (Aj)k−1j=0 eine Folge aus Cp×q. Es bezeichne
(Aj)j∈N0 die zu (Aj)
k−1
j=0 gehörige Typ-II-zentrale Folge.
(a) Folgende Aussagen sind äquivalent:
(i) Es ist (Aj)k−1j=0 eine p× q-Schurfolge.
(ii) Es ist (Aj)j∈N0 eine p× q-Schurfolge.
(b) Folgende Aussagen sind äquivalent:
(iii) Es ist (Aj)k−1j=0 eine strenge p× q-Schurfolge.
(iv) Es ist (Aj)j∈N0 eine strenge p× q-Schurfolge.
Beweis. Für n ∈ N bezeichne mn die n-te zu (Aj)j∈N0 gehörige zentrale Matrix vom Typ
II.
(a) „(i) =⇒ (ii)“ : Dies folgt induktiv aus Definition 1.8.2,
mn ∈ SK
[
(Aj)n−1j=0
]
für alle n ∈ {k, k + 1, . . . } gemäß Teil (a) von Satz 1.4.4 sowie Teil (b) von Definition 1.1.4.
„(ii) =⇒ (i)“ : Dies folgt aus Teil (b) von Definition 1.1.4.
(b) „(iii) =⇒ (iv)“ : Dies folgt induktiv aus Definition 1.8.2,
mn ∈ SD
[
(Aj)n−1j=0
]
für alle n ∈ {k, k + 1, . . . } gemäß Teil (b) von Satz 1.4.4 sowie Teil (b) von Definition 1.1.4.
„(iv) =⇒ (iii)“ : Dies folgt aus Teil (b) von Definition 1.1.4. Damit ist alles gezeigt. 
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Im Folgenden sollen nun zu endlichen p× q-Schurfolgen gehörige Typ-II-zentrale Folgen
untersucht werden. Hierzu wird zunächst der Zusammenhang zwischen einer zu einer
endlichen p × q-Schurfolge gehörigen Typ-II-zentralen Folge, der zur endlichen p × q-
Schurfolge assoziierten nichtnegativ definiten Folge und ihrer zugehörigen Typ-I-zentralen
Folge herausgearbeitet.
Bemerkung 1.8.2. Seien p, q ∈ N, k ∈ N und (Aj)k−1j=0 eine p × q-Schurfolge. Es
bezeichne (Aj)j∈N0 die zu (Aj)
k−1
j=0 gehörige Typ-II-zentrale Folge. Weiterhin sei (Bj)
k
j=0
eine nichtnegativ definite Folge aus C(p+q)×(p+q) und es bezeichne (Bj)j∈N0 die zu (Bj)
k
j=0
gehörige Typ-I-zentrale Folge. Dann sind folgende Aussagen äquivalent:
(i) Es ist (Bj)kj=0 die mit (Aj)
k−1
j=0 assoziierte nichtnegativ definite Folge aus
C(p+q)×(p+q).
(ii) Es ist (Bj)j∈N0 die mit (Aj)j∈N0 assoziierte nichtnegativ definite Folge aus
C(p+q)×(p+q).
Beweis. „(i) =⇒ (ii)“ : Dies folgt induktiv aus Definition 1.2.2, Teil (a) von Satz 1.2.2
sowie Definition 1.6.1.
„(ii) =⇒ (i)“ : Dies folgt aus Bemerkung 1.6.2. 
In Vorbereitung der nächsten Bemerkung sei auf Definition C.2.4 hingewiesen.
Bemerkung 1.8.3. Seien p, q ∈ N, k ∈ N und (Aj)k−1j=0 eine p × q-Schurfolge. Es
bezeichne (Aj)j∈N0 die zu (Aj)
k−1
j=0 gehörige Typ-II-zentrale Folge. Weiterhin sei (Γj)
k
j=0
eine (p+ q)× (p+ q)-Carathéodoryfolge und es bezeichne (Γj)j∈N0 die zu (Γj)
k
j=0 gehörige
Typ-(I,C)-zentrale Folge. Dann sind folgende Aussagen äquivalent:
(i) Es ist (Γj)kj=0 die mit (Aj)
k−1
j=0 assoziierte (p+ q)× (p+ q)-Carathéodoryfolge.
(ii) Es ist (Γj)j∈N0 die mit (Aj)j∈N0 assoziierte (p+ q)× (p+ q)-Carathéodoryfolge.
Beweis. Es bezeichne (Bj)j∈N0 die mit (Γj)j∈N0 assoziierte nichtnegativ definite Folge.
Aufgrund der Wahl von (Γj)j∈N0 ist dann (Bj)j∈N0 Typ-I-zentral der Ordnung k. Also
ist (Bj)j∈N0 die zu (Bj)
k
j=0 gehörige Typ-I-zentrale Folge.
„(i) =⇒ (ii)“ : Wegen (i) und Bemerkung 1.2.5 ist (Bj)kj=0 die mit (Aj)k−1j=0 assoziierte
nichtnegativ definite Folge aus C(p+q)×(p+q). Aus Bemerkung 1.8.2 folgt somit, dass
(Bj)j∈N0 die mit (Aj)j∈N0 assoziierte nichtnegativ definite Folge aus C
(p+q)×(p+q) ist.
Also liefert Definition 1.6.2, dass (Γj)j∈N0 die mit (Aj)j∈N0 assoziierte (p+ q)× (p+ q)-
Carathéodoryfolge ist. Somit gilt (ii).
„(ii) =⇒ (i)“ : Dies folgt aus Bemerkung 1.6.6. Damit ist alles gezeigt. 
Wir liefern zunächst einige Aussagen zur Struktur von zu endlichen p× q-Schurfolgen
gehörigen Typ-II-zentralen Folgen.
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Satz 1.8.5. Seien p, q ∈ N, k ∈ N und (Aj)k−1j=0 eine p × q-Schurfolge. Es bezeichne
(Aj)j∈N0 die zu (Aj)
k−1
j=0 gehörige Typ-II-zentrale Folge.
(a) Es ist (Aj)j∈N0 eine p× q-Schurfolge, welche Typ-II-zentral der Ordnung k ist.
(b) Für s ∈ N0 bezeichne ls+1 bzw. rs+1 das (s+ 1)-te zu (Aj)j∈N0 gehörige untere bzw.
obere Schurkomplement vom Typ II. Für n ∈ {k, k + 1, . . . } gelten dann ln+1 = lk
und rn+1 = rk.
(c) Unter Beachtung von (a) bezeichne (kj)j∈N0 die zu (Aj)j∈N0 gehörige Schurpara-
meterfolge vom Typ II. Für n ∈ {k, k + 1, . . . } gilt dann kn = 0p×q.
Beweis. (a) Wegen Teil (a) von Satz 1.8.4 ist (Aj)j∈N0 eine p × q-Schurfolge. Wegen
Definition 1.8.2 ist (Aj)j∈N0 Typ-II-zentral der Ordnung k. Damit ist (a) gezeigt.
(b)-(c) Wegen (a) liefert Teil (a) von Satz 1.8.1 sogleich die Behauptungen von (b) und
(c). 
Satz 1.8.6. Seien p, q ∈ N, k ∈ N und (Aj)kj=0 eine p × q-Schurfolge. Es bezeichne
Sk−1
(
(Aj)kj=0
)
die (k−1)-te zu (Aj)kj=0 gehörige Abschnittsmatrix sowie Pk−1
(
(Aj)kj=0
)
bzw. Qk−1
(
(Aj)kj=0
)
die (k − 1)-te zu (Aj)kj=0 gehörige linke bzw. rechte Defektmatrix.
Es bezeichne (Aj)j∈N0 die zu (Aj)
k−1
j=0 gehörige Typ-II-zentrale Folge. Weiter sei s ∈
{k + 1, k + 2, . . . }. Dann gelten
As = − (As−1, . . . , As−k)
[
Sk−1
(
(Aj)kj=0
)]∗ [
Pk−1
(
(Aj)kj=0
)]+ A1...
Ak

und
As = − (Ak, . . . , A1)
[
Qk−1
(
(Aj)kj=0
)]+ [
Sk−1
(
(Aj)kj=0
)]∗ As−k...
As−1
 .
Beweis. Wegen Teil (a) von Satz 1.8.5 ist (Aj)j∈N0 eine p× q-Schurfolge, welche Typ-II-
zentral der Ordnung k ist. Hieraus folgen mittels Definition 1.8.2 und Satz 1.8.3 sofort
beide Gleichungen. 
Man beachte, dass in der ersten bzw. zweiten Gleichung von Satz 1.8.6 nur in die
erste Blockzeile bzw. in die letzte Blockspalte Informationen der zu (Aj)kj=0 gehörigen
Typ-II-zentralen Folge (Aj)j∈N0 eingehen. Alle anderen Faktoren entstehen in direkter
Weise aus der Ursprungsfolge (Aj)kj=0.
In Anlehnung an Abschnitt 1.4 wenden wir uns nun dem Problem der Ergänzung
endlicher Folgen von Matrizen aus Cp×q zu unendlichen p×q-Schurfolgen bzw. unendlichen
strengen p× q-Schurfolgen zu.
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Satz 1.8.7. Seien p, q ∈ N, k ∈ N und (Aj)k−1j=0 eine Folge aus Cp×q. Es bezeichne
(Aj)j∈N0 die zu (Aj)
k−1
j=0 gehörige Typ-II-zentrale Folge.
(a) Es bezeichne S˜K
[
(Aj)k−1j=0
]
die Menge aller p× q-Schurfolgen
(
A˜j
)
j∈N0
, welche für
alle j ∈ {0, . . . , k − 1} der Beziehung A˜j = Aj genügen.
(a1) Folgende Aussagen sind äquivalent:
(i) Es ist (Aj)k−1j=0 eine p× q-Schurfolge.
(ii) Es ist S˜K
[
(Aj)k−1j=0
]
6= ∅.
(a2) Sei (i) erfüllt. Dann gilt
(Aj)j∈N0 ∈ S˜K
[
(Aj)k−1j=0
]
.
(b) Es bezeichne S˜D
[
(Aj)k−1j=0
]
die Menge aller strengen p× q-Schurfolgen
(
A˜j
)
j∈N0
,
welche für alle j ∈ {0, . . . , k − 1} der Beziehung A˜j = Aj genügen.
(b1) Folgende Aussagen sind äquivalent:
(iii) Es ist (Aj)k−1j=0 eine strenge p× q-Schurfolge.
(iv) Es ist S˜D
[
(Aj)k−1j=0
]
6= ∅.
(b2) Sei (iii) erfüllt. Dann gilt
(Aj)j∈N0 ∈ S˜D
[
(Aj)k−1j=0
]
.
Beweis. (a1) „(i) =⇒ (ii)“ : Wegen (i) folgt aus Teil (a) von Satz 1.8.5 sogleich
(Aj)j∈N0 ∈ S˜K
[
(Aj)k−1j=0
]
.
Somit ist S˜K
[
(Aj)k−1j=0
]
6= ∅, es gilt also (ii).
„(ii) =⇒ (i)“ : Dies folgt sofort aus Teil (b) von Definition 1.1.4.
(a2) Dies wurde bereits im Beweis der Implikation „(i) =⇒ (ii)“ gezeigt.
(b1) „(iii) =⇒ (iv)“ : Wegen (iii) folgt aus Teil (b) von Satz 1.8.4 sogleich
(Aj)j∈N0 ∈ S˜D
[
(Aj)k−1j=0
]
.
Somit ist S˜D
[
(Aj)k−1j=0
]
6= ∅, es gilt also (iv).
„(iv) =⇒ (iii)“ : Dies folgt sofort aus Teil (b) von Definition 1.1.4.
(b2) Dies wurde bereits im Beweis der Implikation „(iii) =⇒ (iv)“ gezeigt. 
In Fortsetzung des Gedankengangs von Satz 1.8.7 werden wir abschließend eine Cha-
rakterisierung der Folge (Aj)j∈N0 innerhalb der Menge S˜K
[
(Aj)k−1j=0
]
vornehmen.
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Satz 1.8.8. Seien p, q ∈ N, k ∈ N und (Aj)k−1j=0 eine p× q-Schurfolge. Es bezeichne lk
bzw. rk das k-te zu (Aj)k−1j=0 gehörige untere bzw. obere Schurkomplement vom Typ II sowie
(Aj)j∈N0 die zu (Aj)
k−1
j=0 gehörige Typ-II-zentrale Folge. Weiterhin bezeichne S˜K
[
(Aj)k−1j=0
]
die Menge aller p × q-Schurfolgen
(
A˜j
)
j∈N0
, welche für alle j ∈ {0, . . . , k − 1} der
Beziehung A˜j = Aj genügen.
(a) Es gilt
(Aj)j∈N0 ∈ S˜K
[
(Aj)k−1j=0
]
.
(b) Sei
(
A˜j
)
j∈N0
∈ S˜K
[
(Aj)k−1j=0
]
und für s ∈ {k, k + 1, . . . } bezeichne l˜s+1 bzw. r˜s+1
das (s+ 1)-te zu
(
A˜j
)
j∈N0
gehörige untere bzw. obere Schurkomplement vom Typ
II.
(b1) Es gelten lk − l˜s+1 ∈ Cp×p≥ und rk − r˜s+1 ∈ Cq×q≥ .
(b2) Folgende Aussagen sind äquivalent:
(i) Für s ∈ {k, k + 1, . . . } ist lk = l˜s+1.
(ii) Für s ∈ {k, k + 1, . . . } ist rk = r˜s+1.
(iii) Es ist
(
A˜j
)
j∈N0
= (Aj)j∈N0.
(c) Folgende Aussagen sind äquivalent:
(iv) Es ist lk = 0p×p oder rk = 0q×q.
(v) Es ist S˜K
[
(Aj)k−1j=0
]
=
{
(Aj)j∈N0
}
.
(vi) Die Menge S˜K
[
(Aj)k−1j=0
]
besteht aus genau einem Element.
Beweis. (a) Dies folgt aus Teil (a2) von Satz 1.8.7.
(b1) Dies folgt aus der Wahl von
(
A˜j
)
j∈N0
und Teil (b2) von Satz 1.7.1.
(b2) Dies folgt aus Teil (a) von Satz 1.8.1.
(c) „(iv) =⇒ (v)“ : Es gelte (iv), also
lk = 0p×p (1.8.1)
bzw.
rk = 0q×q . (1.8.2)
Sei (
A˜j
)
j∈N0
∈ S˜K
[
(Aj)k−1j=0
]
. (1.8.3)
Unter Beachtung von Teil (a) von Satz 1.7.1 gilt für s ∈ {k, k + 1, . . . } dann
l˜s+1 ∈ Cp×p≥ (1.8.4)
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bzw.
r˜s+1 ∈ Cq×q≥ . (1.8.5)
Wegen (1.8.1) und (1.8.4) bzw. (1.8.2) und (1.8.5) liefert (b1) dann l˜s+1 = 0p×p bzw.
r˜s+1 = 0q×q, also unter nochmaliger Beachtung von (1.8.1) bzw. (1.8.2) nun lk = l˜s+1
bzw. rk = r˜s+1. (b2) liefert somit(
A˜j
)
j∈N0
= (Aj)j∈N0 . (1.8.6)
Die Kombination von (1.8.3) und (1.8.6) liefert schließlich (v).
„(v) =⇒ (iv)“ : Es bezeichne SK
[
(Aj)k−1j=0
]
die Menge aller die Folge (Aj)k−1j=0 Schursch
ergänzenden Matrizen aus Cp×q. Enthielte SK
[
(Aj)k−1j=0
]
zwei verschiedene Elemente, so
ergäbe sich mittels Teil (a1) von Satz 1.8.7, dass die Menge S˜K
[
(Aj)k−1j=0
]
zwei verschiedene
Elemente enthielte, was im Widerspruch zu (v) stünde. Hieraus folgt unter Beachtung
der nach (a) gültigen Beziehung Ak ∈ SK
[
(Aj)k−1j=0
]
dann
SK
[
(Aj)k−1j=0
]
= {Ak} .
Nach Konstruktion von (Aj)j∈N0 ist Ak die k-te zu (Aj)
k−1
j=0 gehörige zentrale Matrix
vom Typ II. Hieraus folgt mittels Satz 1.4.4 und Satz A.10.3 dann
√
lk = 0p×p oder√
rk = 0q×q, was letztlich (iv) impliziert.
„(v) =⇒ (vi)“ : Dies gilt trivialerweise.
„(vi) =⇒ (v)“ : Dies folgt sofort aus (a). Damit ist alles gezeigt. 
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konstruierte Matrixpolynome
Zur Beschreibung der Lösungsmenge des matriziellen Schurproblems werden wir in Ab-
schnitt 4.2 gebrochenlineare Transformationen von Matrizen nutzen, deren Resolventen-
matrizen aus gewissen Matrixpolynomen bestehen, die aus der gegebenen p×q-Schurfolge
konstruiert werden. Ziel des vorliegenden Kapitels ist es somit, die entsprechenden
Matrixpolynome einzuführen und einer vorbereitenden Untersuchung zu unterziehen.
Der hier präsentierte Zugang wird den in Kapitel 1 entwickelten Apparat der zu
p× q-Schurfolgen assoziierten nichtnegativ definiten Folgen aus C(p+q)×(p+q) sowie der
assoziierten (p + q) × (p + q)-Carathéodoryfolgen ausbauen, indem die betrachteten
Matrixpolynome mit entsprechenden Matrixpolynomen in Verbindung gebracht werden,
welche im Kontext der Untersuchung des matriziellen Carathéodoryproblems auftreten.
Darauf aufbauend können die in Anhang E präsentierten Aussagen angewandt werden,
um eine Reihe von wichtigen Resultaten über die aus p × q-Schurfolgen konstruierten
Matrixpolynome zu erhalten.
In Abschnitt 2.1 werden insgesamt vier Matrixpolynome aus Blockzerlegungen von
Inversen von Defektmatrizen strenger p × q-Schurfolgen konstruiert und betrachtet.
Insbesondere werden wir in Satz 2.1.3 eine Nullstellenlokalisierung der Determinanten
zweier dieser Matrixpolynome vornehmen.
Der Grundgedanke von Abschnitt 2.2 besteht in der Verallgemeinerung von Teilen
von Abschnitt 2.1 auf allgemeine p× q-Schurfolgen. Dafür werden zunächst sogenannte
zu p × q-Schurfolgen verträgliche Folgen betrachtet und mit deren Hilfe dann gewis-
se Matrixpolynome definiert und untersucht. Wir können in Satz 2.2.7 wieder eine
Nullstellenlokalisierung der Determinanten zweier Matrixpolynome vornehmen.
Im Zentrum von Abschnitt 2.3 stehen zwei zueinander duale Cauchyproduktdarstellun-
gen unendlicher zentraler p× q-Schurfolgen (vgl. Satz 2.3.5).
Abschnitt 2.4 bildet eine logische Fortsetzung von Abschnitt 2.2 und widmet sich der
Untersuchung von vier mit endlichen p× q-Schurfolgen assoziierten Matrixpolynomen.
Es wird sich herausstellen, dass sich die Untersuchungen von Abschnitt 2.2 als Spezialfall
einbetten lassen und die entsprechenden Resultate vereinheitlicht dargestellt werden
können.
Abschnitt 2.5 schließlich widmet sich der Betrachtung von Arov-Kre˘ın-Matrixpoly-
nomen von strengen p× q-Schurfolgen, welche im nichtdegenerierten Fall Resolventenma-
trizen für das matrizielle Schurporblem darstellen.
Allgemeine Aussagen zu Matrixpolynomen, welche im Folgenden benötigt werden, sind
in Anhang D zusammengefasst.
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2.1. Die zu einer endlichen strengen p× q-Schurfolge gehörigen
rechten und linken Paare von Matrixpolynomen
Unser Vorhaben in dem vorliegenden Abschnitt lässt sich wie folgt beschreiben: Seien p, q ∈
N, n ∈ N0 und (Aj)nj=0 eine strenge p× q-Schurfolge. Zu Beginn unserer Untersuchungen
werden wir gewisse Matrixpolynome, das sogenannte rechte bzw. linke Paar von zu
(Aj)nj=0 gehörigen Matrixpolynomen, aus Blockzerlegungen von Inversen der zu (Aj)
n
j=0
gehörigen Defektmatrizen konstruieren (vgl. Definition 2.1.1).
Es bezeichne weiterhin (Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Fol-
ge aus C(p+q)×(p+q). Wegen Bemerkung 1.2.2 ist (Bj)n+1j=0 positiv definit. Es soll dann
der Zusammenhang zwischen dem rechten bzw. linken Paar von zu (Aj)nj=0 gehörigen
Matrixpolynomen und dem in Anhang E.1 eingeführten rechten bzw. linken zu (Bj)n+1j=0
gehörigen Matrixpolynom diskutiert werden.
Auf dieser Grundlage wird es uns weiterhin möglich sein, erste Eigenschaften des rechten
bzw. linken Paares von zu (Aj)nj=0 gehörigen Matrixpolynomen abzuleiten. Insbesondere
werden wir in Satz 2.1.3 eine Lokalisierung der Nullstellen der Determinanten der ersten
rechten und ersten linken Matrixpolynome vornehmen.
Wir beginnen nun mit den entsprechenden Detailbetrachtungen.
Bemerkung 2.1.1. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine strenge p× q-Schurfolge.
Es bezeichne Pn
(
(Aj)nj=0
)
bzw. Qn
(
(Aj)nj=0
)
die n-te zu (Aj)nj=0 gehörige linke bzw.
rechte Defektmatrix. Dann gelten detPn
(
(Aj)nj=0
)
6= 0 und detQn
(
(Aj)nj=0
)
6= 0.
Beweis. Es bezeichne (Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus
C(p+q)×(p+q) sowie Tn+1
(
(Bj)n+1j=0
)
die (n+ 1)-te zur Folge (Bj)n+1j=0 gehörige Blocktoep-
litzmatrix. Wegen Bemerkung 1.2.2 ist (Bj)n+1j=0 dann positiv definit. Unter Beachtung
von Satz B.1.1 gilt somit detTn+1
(
(Bj)n+1j=0
)
6= 0. Somit liefert Teil (e) von Satz 1.2.1
dann detPn
(
(Aj)nj=0
)
6= 0 und detQn
(
(Aj)nj=0
)
6= 0. 
Wir kommen nun zu den in diesem Abschnitt zentralen Begriffsbildungen:
Definition 2.1.1. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine strenge p × q-Schurfolge.
Es bezeichne Sn
(
(Aj)nj=0
)
die n-te zur Folge (Aj)nj=0 gehörige Abschnittsmatrix sowie
Pn
(
(Aj)nj=0
)
bzw. Qn
(
(Aj)nj=0
)
die n-te zu (Aj)nj=0 gehörige linke bzw. rechte Defekt-
matrix.
(a) Unter Beachtung von Bemerkung 2.1.1 sei[
Qn
(
(Aj)nj=0
)]−1
=
(
G
(n)
jk
)n
j,k=0
bzw. [
Sn
(
(Aj)nj=0
)] [
Qn
(
(Aj)nj=0
)]−1
=
(
D
(n)
jk
)n
j,k=0
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die Blockzerlegung von [
Qn
(
(Aj)nj=0
)]−1
in q × q-Blöcke bzw. von[
Sn
(
(Aj)nj=0
)] [
Qn
(
(Aj)nj=0
)]−1
in p× q-Blöcke. Weiter seien
X(Aj)nj=0 :=
n∑
j=0
G
(n)
j0 Ej und P(Aj)nj=0 :=
n∑
j=0
D
(n)
j0 Ej .
Dann heißt X(Aj)nj=0 bzw. P(Aj)nj=0 das erste rechte bzw. zweite rechte zu (Aj)
n
j=0
gehörige Matrixpolynom.
(b) Unter Beachtung von Bemerkung 2.1.1 sei weiterhin[
Pn
(
(Aj)nj=0
)]−1
=
(
F
(n)
jk
)n
j,k=0
bzw. [
Pn
(
(Aj)nj=0
)]−1 [
Sn
(
(Aj)nj=0
)]
=
(
C
(n)
jk
)n
j,k=0
die Blockzerlegung von [
Pn
(
(Aj)nj=0
)]−1
in p× p-Blöcke bzw. von[
Pn
(
(Aj)nj=0
)]−1 [
Sn
(
(Aj)nj=0
)]
in p× q-Blöcke. Weiter seien
Y(Aj)nj=0 :=
n∑
j=0
F
(n)
n,n−jEj und Q(Aj)nj=0 :=
n∑
j=0
C
(n)
n,n−jEj .
Dann heißt Y(Aj)nj=0 bzw. Q(Aj)nj=0 das erste linke bzw. zweite linke zu (Aj)
n
j=0
gehörige Matrixpolynom.
Der folgende Satz beantwortet nun die eingangs gestellte Frage nach dem Zusammen-
spiel der einzelnen Matrixpolynome und bildet so die Grundlage für unsere weiteren
Untersuchungen.
Satz 2.1.1. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine strenge p × q-Schurfolge. Es
bezeichne (Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus C(p+q)×(p+q).
(a) Es ist (Bj)n+1j=0 eine positiv definite Folge aus C(p+q)×(p+q).
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(b) Es bezeichne X(Aj)nj=0 bzw. P(Aj)nj=0 das erste rechte bzw. zweite rechte zu (Aj)
n
j=0
gehörige Matrixpolynom. Unter Beachtung von (a) bezeichne weiterhin A(Bj)n+1j=0
das rechte zu (Bj)n+1j=0 gehörige Matrixpolynom.
(b1) Es gilt
A(Bj)n+1j=0
=
(
IpE0 P(Aj)nj=0E1
0q×pE0 X(Aj)nj=0
)
.
(b2) Es bezeichne
[
X(Aj)nj=0
][n]
bzw.
[
P(Aj)nj=0
][n]
das n-Reziproke zu X(Aj)nj=0
bzw. P(Aj)nj=0. Weiterhin bezeichne
[
A(Bj)n+1j=0
][n+1]
das (n + 1)-Reziproke zu
A(Bj)n+1j=0
. Dann gilt
[
A(Bj)n+1j=0
][n+1]
=
 IpEn+1 0p×qE0[
P(Aj)nj=0
][n] [
X(Aj)nj=0
][n] E1
 .
(c) Es bezeichne Y(Aj)nj=0 bzw. Q(Aj)nj=0 das erste linke bzw. zweite linke zu (Aj)
n
j=0
gehörige Matrixpolynom. Unter Beachtung von (a) bezeichne weiterhin B(Bj)n+1j=0
das linke zu (Bj)n+1j=0 gehörige Matrixpolynom.
(c1) Es gilt
B(Bj)n+1j=0
=
(
Y(Aj)nj=0 Q(Aj)
n
j=0
E1
0q×pE0 IqE0
)
.
(c2) Es bezeichne
[
Y(Aj)nj=0
][n]
bzw.
[
Q(Aj)nj=0
][n]
das n-Reziproke zu Y(Aj)nj=0 bzw.
Q(Aj)nj=0. Weiterhin bezeichne
[
B(Bj)n+1j=0
][n+1]
das (n + 1)-Reziproke zu
B(Bj)n+1j=0
. Dann gilt
[
B(Bj)n+1j=0
][n+1]
=

[
Y(Aj)nj=0
][n] E1 0p×qE0[
Q(Aj)nj=0
][n]
IqEn+1
 .
Beweis. Unsere Beweisidee stützt sich wesentlich auf die Benutzung von Teil (a) von
Satz 1.2.1. Dazu bezeichne Sn
(
(Aj)nj=0
)
die n-te zur Folge (Aj)nj=0 gehörige Abschnitts-
matrix sowie Pn
(
(Aj)nj=0
)
bzw. Qn
(
(Aj)nj=0
)
die n-te zu (Aj)nj=0 gehörige linke bzw.
rechte Defektmatrix. Weiterhin bezeichne Tn+1
(
(Bj)n+1j=0
)
die (n+1)-te zur Folge (Bj)n+1j=0
gehörige Blocktoeplitzmatrix. Es sei Jn+1 die (n+ 1)-te spezielle Permutationsmatrix.
(a) Dies folgt sofort aus Bemerkung 1.2.2.
(b1), (c1) Wegen Teil (a) von Satz 1.2.1 gelten mit der Setzung
S˜n :=
 I(n+1)p −Sn ((Aj)nj=0)
−
[
Sn
(
(Aj)nj=0
)]∗
I(n+1)q

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zunächst
J∗n+1 · Tn+1
(
(Bj)n+1j=0
)
· Jn+1 = diag
(
Ip, S˜n, Iq
)
,
wegen Teil (b) von Bemerkung 1.2.1 also
Tn+1
(
(Bj)n+1j=0
)
= Jn+1 · diag
(
Ip, S˜n, Iq
)
· J∗n+1 . (2.1.1)
Wegen (a) und Satz B.1.1 gilt detTn+1
(
(Bj)n+1j=0
)
6= 0 und somit mittels (2.1.1), Teil (b)
von Satz A.3.2 und nochmals Teil (b) von Bemerkung 1.2.1 dann[
Tn+1
(
(Bj)n+1j=0
)]−1
= Jn+1 · diag
(
Ip,
[
S˜n
]−1
, Iq
)
· J∗n+1 . (2.1.2)
Unter Beachtung von Teil (b) von Definition 1.1.1 gelten
I(n+1)p −
[
−Sn
(
(Aj)nj=0
)] [
−Sn
(
(Aj)nj=0
)]∗
= Pn
(
(Aj)nj=0
)
und
I(n+1)q −
[
−Sn
(
(Aj)nj=0
)]∗ [−Sn ((Aj)nj=0)] = Qn ((Aj)nj=0) .
Unter Beachtung von Teil (d1) von Folgerung A.8.1 liefert Teil (d3) von Folgerung A.8.1
somit
[
S˜n
]−1
=

[
Pn
(
(Aj)nj=0
)]−1 [
Sn
(
(Aj)nj=0
)] [
Qn
(
(Aj)nj=0
)]−1[
Qn
(
(Aj)nj=0
)]−1 [
Sn
(
(Aj)nj=0
)]∗ [
Qn
(
(Aj)nj=0
)]−1
 .
(2.1.3)
Es sei [
Pn
(
(Aj)nj=0
)]−1
=
(
F
(n)
jk
)n
j,k=0
(2.1.4)
bzw. [
Qn
(
(Aj)nj=0
)]−1
=
(
G
(n)
jk
)n
j,k=0
(2.1.5)
bzw. [
Sn
(
(Aj)nj=0
)] [
Qn
(
(Aj)nj=0
)]−1
=
(
D
(n)
jk
)n
j,k=0
(2.1.6)
die Blockzerlegung von
[
Pn
(
(Aj)nj=0
)]−1
in p× p-Blöcke bzw. von
[
Qn
(
(Aj)nj=0
)]−1
in
q × q-Blöcke bzw. von
[
Sn
(
(Aj)nj=0
)] [
Qn
(
(Aj)nj=0
)]−1
in p× q-Blöcke. Wegen Teil (a)
von Bemerkung 1.1.1 gilt[
Qn
(
(Aj)nj=0
)]−1 [
Sn
(
(Aj)nj=0
)]∗
=
[[
Sn
(
(Aj)nj=0
)] [
Qn
(
(Aj)nj=0
)]−1]∗
,
also ist unter Beachtung von (2.1.6) nun[
Qn
(
(Aj)nj=0
)]−1 [
Sn
(
(Aj)nj=0
)]∗
=
([
D
(n)
kj
]∗)n
j,k=0
(2.1.7)
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die Blockzerlegung von
[
Qn
(
(Aj)nj=0
)]−1 [
Sn
(
(Aj)nj=0
)]∗
in q× p-Blöcke. Wegen (2.1.5)
bzw. (2.1.6) und Teil (a) von Definition 2.1.1 gelten
X(Aj)nj=0 =
n∑
j=0
G
(n)
j0 Ej (2.1.8)
und
P(Aj)nj=0 =
n∑
j=0
D
(n)
j0 Ej . (2.1.9)
Wegen Teil (a) von Lemma 1.1.1 gilt[
Sn
(
(Aj)nj=0
)] [
Qn
(
(Aj)nj=0
)]−1
=
[
Pn
(
(Aj)nj=0
)]−1 [
Sn
(
(Aj)nj=0
)]
.
Hieraus sowie aus (2.1.4) bzw. (2.1.6) und Teil (b) von Definition 2.1.1 folgen
Y(Aj)nj=0 =
n∑
j=0
F
(n)
n,n−jEj (2.1.10)
und
Q(Aj)nj=0 =
n∑
j=0
D
(n)
n,n−jEj . (2.1.11)
Aus (2.1.2), (2.1.3), (2.1.4), (2.1.5), (2.1.6), (2.1.7) und Definition 1.2.1 ergibt sich[
Tn+1
(
(Bj)n+1j=0
)]−1
= Jn+1 ·

Ip 0p×p · · · 0p×p 0p×q · · · 0p×q 0p×q
0p×p F (n)00 · · · F (n)0n D(n)00 · · · D(n)0n 0p×q
...
... . . .
...
... . . .
...
...
0p×p F (n)n0 · · · F (n)nn D(n)n0 · · · D(n)nn 0p×q
0q×p
[
D
(n)
00
]∗ · · · [D(n)n0 ]∗ G(n)00 · · · G(n)0n 0q×q
...
... . . .
...
... . . .
...
...
0q×p
[
D
(n)
0n
]∗ · · · [D(n)nn ]∗ G(n)n0 · · · G(n)nn 0q×q
0q×p 0q×p · · · 0q×p 0q×q · · · 0q×q Iq

· J∗n+1
=

Ip 0p×q 0p×p · · · 0p×q 0p×p 0p×q
0q×p G(n)00
[
D
(n)
00
]∗ · · · G(n)0n [D(n)n0 ]∗ 0q×q
0p×p D(n)00 F
(n)
00 · · · D(n)0n F (n)0n 0p×q
0q×p G(n)10
[
D
(n)
01
]∗ · · · G(n)1n [D(n)n1 ]∗ 0q×q
0p×p D(n)10 F
(n)
10 · · · D(n)1n F (n)1n 0p×q
...
...
... . . .
...
...
...
0q×p G(n)n0
[
D
(n)
0n
]∗ · · · G(n)nn [D(n)nn ]∗ 0q×q
0p×p D(n)n0 F
(n)
n0 · · · D(n)nn F (n)nn 0p×q
0q×p 0q×q 0q×p · · · 0q×q 0q×p Iq

.
(2.1.12)
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Unter Beachtung von Definition E.1.1, (2.1.12), (2.1.8) und (2.1.9) sowie (2.1.10) und
(2.1.11) gelten somit
A(Bj)n+1j=0
=
(
Ip 0p×q
0q×p G(n)00
)
E0 +
n∑
j=1
(
0p×p D(n)j−1,0
0q×p G(n)j0
)
Ej +
(
0p×p D(n)n0
0q×p 0q×q
)
En+1
=
(
IpE0 P(Aj)nj=0E1
0q×pE0 X(Aj)nj=0
)
(2.1.13)
sowie
B(Bj)n+1j=0
=
(
F
(n)
nn 0p×q
0q×p Iq
)
E0 +
n∑
j=1
(
F
(n)
n,n−j D
(n)
n,n+1−j
0q×p 0q×q
)
Ej +
(
0p×p D(n)n0
0q×p 0q×q
)
En+1
=
(
Y(Aj)nj=0 Q(Aj)
n
j=0
E1
0q×pE0 IqE0
)
.
(2.1.14)
Wegen (2.1.13) bzw. (2.1.14) ist dann (b) bzw. (c) bewiesen.
(b2), (c2) Unter Beachtung von (b1) bzw. (c1), Definition D.2.1, Teil (b) von Bemer-
kung D.2.3, Teil (b) von Bemerkung D.2.2 sowie Teil (b) und Teil (d) von Satz D.2.1
gilt
[
A(Bj)n+1j=0
][n+1]
=
 [IpE0][n+1] [0p×qE0][n+1][
P(Aj)nj=0E1
][n+1] [
X(Aj)nj=0
][n+1]

=
 IpEn+1 0p×qE0[
P(Aj)nj=0
][n] [
X(Aj)nj=0
][n] E1

bzw.
[
B(Bj)n+1j=0
][n+1]
=

[
Y(Aj)nj=0
][n+1]
[0p×qE0][n+1][
Q(Aj)nj=0E1
][n+1]
[IqE0][n+1]

=

[
Y(Aj)nj=0
][n] E1 0p×qE0[
Q(Aj)nj=0
][n]
IqEn+1
 .
Somit ist (b2) bzw. (c2) bewiesen. 
Mittels Satz 2.1.1 sind wir nun in der Lage, erste Erkenntnisse über die zu einer
strengen p× q-Schurfolge gehörigen rechten bzw. linken Matrixpolynome abzuleiten.
Satz 2.1.2. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine strenge p× q-Schurfolge.
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(a) Es bezeichne X(Aj)nj=0 bzw. P(Aj)nj=0 das erste rechte bzw. zweite rechte zu (Aj)
n
j=0
gehörige Matrixpolynom.
(a1) Es ist X(Aj)nj=0 bzw. P(Aj)nj=0 ein Matrixpolynom aus (PC,n)
q×q bzw. (PC,n)p×q.
(a2) Es bezeichne rn+1 das (n+ 1)-te zu (Aj)nj=0 gehörige obere Schurkomplement
vom Typ II. Dann gelten det rn+1 6= 0 sowie
X(Aj)nj=0 (0) = (rn+1)
−1 und P(Aj)nj=0 (0) = A0 (rn+1)
−1 .
(a3) Es gilt X(Aj)nj=0 (0) ∈ C
q×q
> .
(a4) Es bezeichne
[
X(Aj)nj=0
][n]
das n-Reziproke zu X(Aj)nj=0 . Dann ist
[
X(Aj)nj=0
][n]
ein Matrixpolynom aus
[
P ′C,n
]
q×q mit Leitkoeffizient (rn+1)
−1.
(b) Es bezeichne Y(Aj)nj=0 bzw. Q(Aj)nj=0 das erste linke bzw. zweite linke zu (Aj)
n
j=0
gehörige Matrixpolynom.
(b1) Es ist Y(Aj)nj=0 bzw. Q(Aj)nj=0 ein Matrixpolynom aus (PC,n)
p×p bzw. (PC,n)p×q.
(b2) Es bezeichne ln+1 das (n+ 1)-te zu (Aj)nj=0 gehörige untere Schurkomplement
vom Typ II. Dann gelten det ln+1 6= 0 sowie
Y(Aj)nj=0 (0) = (ln+1)
−1 und Q(Aj)nj=0 (0) = (ln+1)
−1A0 .
(b3) Es gilt Y(Aj)nj=0 (0) ∈ C
q×q
> .
(b4) Es bezeichne
[
Y(Aj)nj=0
][n]
das n-Reziproke zu Y(Aj)nj=0. Dann ist
[
Y(Aj)nj=0
][n]
ein Matrixpolynom aus
[
P ′C,n
]
p×p mit Leitkoeffizient (ln+1)
−1.
Beweis. Es bezeichne (Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus
C(p+q)×(p+q). Unter Beachtung von Teil (a) von Satz 2.1.1 bezeichne weiterhin A(Bj)n+1j=0
bzw. B(Bj)n+1j=0 das rechte bzw. linke zu (Bj)
n+1
j=0 gehörige Matrixpolynom. Wegen Teil (b1)
bzw. Teil (c1) von Satz 2.1.1 gilt dann
A(Bj)n+1j=0
=
(
IpE0 P(Aj)nj=0E1
0q×pE0 X(Aj)nj=0
)
(2.1.15)
bzw.
B(Bj)n+1j=0
=
(
Y(Aj)nj=0 Q(Aj)
n
j=0
E1
0q×pE0 IqE0
)
. (2.1.16)
(a1) Dies folgt sofort aus Teil (a) von Definition 2.1.1 und Bemerkung D.1.2.
(a2) Wegen Satz 1.3.3 gilt
det rn+1 6= 0 . (2.1.17)
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Es bezeichne Rn+2 das (n+ 2)-te zu (Bj)n+1j=0 gehörige obere Schurkomplement vom Typ
I. Unter Beachtung von Teil (c) von Satz 1.2.2 gilt
(Rn+2)−1 = diag
(
Ip, (rn+1)−1
)
. (2.1.18)
Satz E.1.1 liefert weiterhin
A(Bj)n+1j=0
(0) = (Rn+2)−1 . (2.1.19)
Aus (2.1.18), (2.1.19) und (2.1.15) folgt
diag
(
Ip, (rn+1)−1
)
= (Rn+2)−1 = A(Bj)n+1j=0 (0) = diag
(
Ip, X(Aj)nj=0 (0)
)
und somit
X(Aj)nj=0 (0) = (rn+1)
−1 . (2.1.20)
Aus Teil (a) von Definition 1.1.1, Teil (a) von Definition 2.1.1 und (2.1.20) folgt weiterhin
P(Aj)nj=0 (0) = A0X(Aj)nj=0 (0) = A0 (rn+1)
−1 . (2.1.21)
Wegen (2.1.17), (2.1.20) und (2.1.21) ist (a2) gezeigt.
(a3) Wegen Satz 1.3.3 gilt rn+1 ∈ Cq×q> . Somit folgt die Behauptung sofort aus (a2) und
Teil (b) von Satz A.1.1.
(a4) Wegen Teil (a) von Bemerkung D.2.1 ist
[
X(Aj)nj=0
][n]
ein Matrixpolynom aus
(PC,n)q×q. Nach (a3) und Teil (a) von Satz A.1.1 gilt det (rn+1)−1 6= 0, also (rn+1)−1 6=
0q×q. Somit liefert (a2) in Verbindung mit Teil (b) von Bemerkung D.2.1, dass[
X(Aj)nj=0
][n]
ein Matrixpolynom aus
[
P ′C,n
]
q×q ist. Wegen (a3) und Bemerkung A.1.1 gilt[
(rn+1)−1
]∗
= (rn+1)−1, also liefert (a2) in Verbindung mit Definition D.2.1 schließlich,
dass
[
X(Aj)nj=0
][n]
den Leitkoeffizienten (rn+1)−1 besitzt. Damit ist (a4) gezeigt.
(b1) Dies folgt sofort aus Teil (b) von Definition 2.1.1 und Bemerkung D.1.2.
(b2) Wegen Satz 1.3.3 gilt
det ln+1 6= 0 . (2.1.22)
Es bezeichne Ln+2 das (n+ 2)-te zu (Bj)n+1j=0 gehörige untere Schurkomplement vom Typ
I. Unter Beachtung von Teil (b) von Satz 1.2.2 gilt
(Ln+2)−1 = diag
(
(ln+1)−1 , Iq
)
. (2.1.23)
Satz E.1.1 liefert weiterhin
B(Bj)n+1j=0
(0) = (Ln+2)−1 . (2.1.24)
Aus (2.1.23), (2.1.24) und (2.1.16) folgt
diag
(
(ln+1)−1 , Iq
)
= (Ln+2)−1 = B(Bj)n+1j=0 (0) = diag
(
Y(Aj)nj=0 (0) , Iq
)
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und somit
Y(Aj)nj=0 (0) = (ln+1)
−1 . (2.1.25)
Aus Teil (a) von Definition 1.1.1, Teil (b) von Definition 2.1.1 und (2.1.25) folgt weiterhin
Q(Aj)nj=0 (0) = Y(Aj)nj=0 (0)A0 = (rn+1)
−1A0 . (2.1.26)
Wegen (2.1.22), (2.1.25) und (2.1.26) ist (b2) gezeigt.
(b3) Wegen Satz 1.3.3 gilt ln+1 ∈ Cp×p> . Somit folgt die Behauptung sofort aus (b2) und
Teil (b) von Satz A.1.1.
(b4) Wegen Teil (a) von Bemerkung D.2.1 ist
[
Y(Aj)nj=0
][n]
ein Matrixpolynom aus
(PC,n)p×p. Nach (b3) und Teil (a) von Satz A.1.1 gilt det (ln+1)−1 6= 0, also (ln+1)−1 6=
0p×p. Somit liefert (b2) in Verbindung mit Teil (b) von Bemerkung D.2.1, dass[
Y(Aj)nj=0
][n]
ein Matrixpolynom aus
[
P ′C,n
]
p×p ist. Wegen (b3) und Bemerkung A.1.1 gilt[
(ln+1)−1
]∗
= (ln+1)−1, also liefert (b2) in Verbindung mit Definition D.2.1 schließlich,
dass
[
Y(Aj)nj=0
][n]
den Leitkoeffizienten (ln+1)−1 besitzt. Damit ist (b4) gezeigt. 
Im Mittelpunkt des nachfolgenden Satzes steht nun die Lokalisierung der Nullstellen der
Determinanten der zu einer endlichen strengen p× q-Schurfolge gehörigen ersten rechten
und ersten linken Matrixpolynome. Hierbei erkennen wir, dass diese Determinanten in
der abgeschlossenen Einheitskreisscheibe der komplexen Ebene nicht verschwinden.
Satz 2.1.3. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine strenge p × q-Schurfolge. Es
bezeichne X(Aj)nj=0 bzw. Y(Aj)nj=0 das erste rechte bzw. erste linke zu (Aj)
n
j=0 gehörige
Matrixpolynom. Weiter sei v ∈ D ∪ T. Dann gelten
det
[
X(Aj)nj=0 (v)
]
6= 0 und det
[
Y(Aj)nj=0 (v)
]
6= 0 .
Beweis. Es bezeichne (Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus
C(p+q)×(p+q). Unter Beachtung von Teil (a) von Satz 2.1.1 bezeichne weiterhin A(Bj)n+1j=0
bzw. B(Bj)n+1j=0 das rechte bzw. linke zu (Bj)
n+1
j=0 gehörige Matrixpolynom. Es bezeichne
P(Aj)nj=0 bzw. Q(Aj)nj=0 das zweite rechte bzw. zweite linke zu (Aj)
n
j=0 gehörige Matrixpo-
lynom. Wegen Teil (b1) bzw. Teil (c1) von Satz 2.1.1 unter zusätzlicher Beachtung von
det Ip = det Iq = 1 gilt dann
det
[
A(Bj)n+1j=0
(v)
]
= det
[
X(Aj)nj=0 (v)
]
(2.1.27)
bzw.
det
[
B(Bj)n+1j=0
(v)
]
= det
[
Y(Aj)nj=0 (v)
]
. (2.1.28)
Satz E.1.2 liefert weiterhin
det
[
A(Bj)n+1j=0
(v)
]
6= 0 (2.1.29)
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bzw.
det
[
B(Bj)n+1j=0
(v)
]
6= 0 . (2.1.30)
Aus (2.1.27) und (2.1.29) bzw. (2.1.28) und (2.1.30) folgt dann det
[
X(Aj)nj=0 (v)
]
6= 0
bzw. det
[
Y(Aj)nj=0 (v)
]
6= 0. Damit ist alles gezeigt. 
Zum Abschluss dieses Kapitels wollen wir noch einige Bemerkungen zum Arov-Kre˘ın-
Quadrupel von Matrixpolynomen anbringen, welches im Rahmen der Behandlung des zu
einer strengen p× q-Schurfolge gehörigen matriziellen Schurproblems eine zentrale Rolle
einnehmen wird.
Definition 2.1.2. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine strenge p × q-Schurfolge.
Es bezeichne X(Aj)nj=0 bzw. P(Aj)nj=0 das erste rechte bzw. zweite rechte zu (Aj)
n
j=0
gehörige Matrixpolynom sowie Y(Aj)nj=0 bzw. Q(Aj)nj=0 das erste linke bzw. zweite linke zu
(Aj)nj=0 gehörige Matrixpolynom. Weiterhin bezeichne ln+1 bzw. rn+1 das (n+ 1)-te zu
(Aj)nj=0 gehörige untere bzw. obere Schurkomplement vom Typ II. Unter Beachtung von
ln+1 ∈ Cp×p> und rn+1 ∈ Cq×q> gemäß Teil (a) von Satz 1.3.2 seien
a(Aj)nj=0 :=
[
P(Aj)nj=0
]√
rn+1 und b(Aj)nj=0 :=
[
X(Aj)nj=0
]√
rn+1
sowie
c(Aj)nj=0 :=
√
ln+1
[
Y(Aj)nj=0
]
und d(Aj)nj=0 :=
√
ln+1
[
Q(Aj)nj=0
]
.
Dann heißt [
a(Aj)nj=0 , b(Aj)
n
j=0
, c(Aj)nj=0 , d(Aj)
n
j=0
]
das zu (Aj)nj=0 gehörige Arov-Kre˘ın-Quadrupel von Matrixpolynomen.
Es folgen einige Eigenschaften der soeben erklärten Matrixpolynome.
Satz 2.1.4. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine strenge p×q-Schurfolge. Es bezeich-
ne
[
a(Aj)nj=0 , b(Aj)
n
j=0
, c(Aj)nj=0 , d(Aj)
n
j=0
]
das zu (Aj)nj=0 gehörige Arov-Kre˘ın-Quadrupel
von Matrixpolynomen. Weiterhin bezeichne ln+1 bzw. rn+1 das (n+ 1)-te zu (Aj)nj=0
gehörige untere bzw. obere Schurkomplement vom Typ II.
(a) Es sind b(Aj)nj=0 bzw. c(Aj)nj=0 ein Matrixpolynom aus (PC,n)
q×q bzw. (PC,n)p×p
sowie a(Aj)nj=0 und d(Aj)nj=0 jeweils Matrixpolynome aus (PC,n)
p×q.
(b) Es gelten
b(Aj)nj=0 (0) =
√
rn+1
−1 und a(Aj)nj=0 (0) = A0
√
rn+1
−1
sowie
c(Aj)nj=0 (0) =
√
ln+1
−1
und d(Aj)nj=0 (0) =
√
ln+1
−1
A0 .
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(c) Es bezeichne X(Aj)nj=0 bzw. P(Aj)nj=0 das erste rechte bzw. zweite rechte zu (Aj)
n
j=0
gehörige Matrixpolynom sowie Y(Aj)nj=0 bzw. Q(Aj)nj=0 das erste linke bzw. zweite
linke zu (Aj)nj=0 gehörige Matrixpolynom. Dann gelten
P(Aj)nj=0 =
[
a(Aj)nj=0
]√
rn+1
−1 und X(Aj)nj=0 =
[
b(Aj)nj=0
]√
rn+1
−1
sowie
Y(Aj)nj=0 =
√
ln+1
−1 [
c(Aj)nj=0
]
und Q(Aj)nj=0 =
√
ln+1
−1 [
d(Aj)nj=0
]
.
(d) Es bezeichne
[
b(Aj)nj=0
][n]
das n-Reziproke zu b(Aj)nj=0. Dann ist
[
b(Aj)nj=0
][n]
ein
Matrixpolynom aus
[
P ′C,n
]
q×q mit Leitkoeffizient
√
rn+1
−1.
(e) Es bezeichne
[
c(Aj)nj=0
][n]
das n-Reziproke zu c(Aj)nj=0. Dann ist
[
c(Aj)nj=0
][n]
ein
Matrixpolynom aus
[
P ′C,n
]
p×p mit Leitkoeffizient
√
ln+1
−1.
Beweis. (a) Dies folgt sofort aus Teil (a1) bzw. Teil (b1) von Satz 2.1.2 in Verbindung
mit Definition 2.1.2.
(b) Unter Beachtung von Satz 1.3.3 gelten rn+1 ∈ Cq×q> und ln+1 ∈ Cp×p> . Somit liefert
Teil (b1) von Satz A.6.2 dann det√rn+1 6= 0 und det
√
ln+1 6= 0. Weiterhin folgt mittels
Definition 2.1.2, Teil (a2) von Satz 2.1.2 und Teil (b2) von Satz A.6.2 dann
b(Aj)nj=0 (0) = (rn+1)
−1√rn+1 = √rn+1−1 (2.1.31)
bzw.
a(Aj)nj=0 (0) = A0 (rn+1)
−1√rn+1 = A0√rn+1−1 . (2.1.32)
Aus Definition 2.1.2, Teil (b2) von Satz 2.1.2 und Teil (b2) von Satz A.6.2 folgt analog
c(Aj)nj=0 (0) =
√
ln+1 (ln+1)−1 =
√
ln+1
−1
(2.1.33)
bzw.
d(Aj)nj=0 (0) =
√
ln+1 (ln+1)−1A0 =
√
ln+1
−1
A0 . (2.1.34)
Wegen (2.1.31), (2.1.32), (2.1.33) und (2.1.34) ist dann (b) gezeigt.
(c) Unter Beachtung von Satz 1.3.3 gelten rn+1 ∈ Cq×q> und ln+1 ∈ Cp×p> . Somit liefert
Teil (b1) von Satz A.6.2 dann det√rn+1 6= 0 und det
√
ln+1 6= 0. Hieraus folgt mittels
Definition 2.1.2 sofort
P(Aj)nj=0 =
[
a(Aj)nj=0
]√
rn+1
−1 bzw. X(Aj)nj=0 =
[
b(Aj)nj=0
]√
rn+1
−1
bzw.
Y(Aj)nj=0 =
√
ln+1
−1 [
c(Aj)nj=0
]
bzw. Q(Aj)nj=0 =
√
ln+1
−1 [
d(Aj)nj=0
]
.
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Damit ist (c) gezeigt.
(d) Wegen Teil (a) von Bemerkung D.2.1 ist
[
b(Aj)nj=0
][n]
ein Matrixpolynom aus
(PC,n)q×q. Nach Satz 1.3.3 und Teil (b1) von Satz A.6.2 in Verbindung mit Teil (a) von
Satz A.1.1 gilt det√rn+1−1 6= 0, also √rn+1−1 6= 0q×q. Somit liefert (b) in Verbindung
mit Teil (b) von Bemerkung D.2.1, dass
[
b(Aj)nj=0
][n]
ein Matrixpolynom aus
[
P ′C,n
]
q×q
ist. Wegen Teil (b1) von Satz A.6.2 und Bemerkung A.1.1 gilt
[√
rn+1
−1
]∗
= √rn+1−1,
also liefert (b) in Verbindung mit Definition D.2.1 schließlich, dass
[
b(Aj)nj=0
][n]
den
Leitkoeffizienten √rn+1−1 besitzt. Damit ist (d) gezeigt.
(e) Wegen Teil (a) von Bemerkung D.2.1 ist
[
c(Aj)nj=0
][n]
ein Matrixpolynom aus
(PC,n)p×p. Nach Satz 1.3.3 und Teil (b1) von Satz A.6.2 in Verbindung mit Teil (a) von
Satz A.1.1 gilt det
√
ln+1
−1 6= 0, also √ln+1−1 6= 0p×p. Somit liefert (b) in Verbindung
mit Teil (b) von Bemerkung D.2.1, dass
[
c(Aj)nj=0
][n]
ein Matrixpolynom aus
[
P ′C,n
]
p×p
ist. Wegen Teil (b1) von Satz A.6.2 und Bemerkung A.1.1 gilt
[√
ln+1
−1]∗ = √ln+1−1,
also liefert (b) in Verbindung mit Definition D.2.1 schließlich, dass
[
c(Aj)nj=0
][n]
den
Leitkoeffizienten
√
ln+1
−1 besitzt. Damit ist alles gezeigt. 
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2.2. Spezielle mit einer endlichen p× q-Schurfolge assoziierte
Matrixpolynome
Der vorliegende Abschnitt ist als Fortsetzung von Abschnitt 2.1 zu verstehen. Dort hatten
wir einer endlichen strengen p× q-Schurfolge zwei zueinander duale Konstruktionen von
Matrixpolynomen zugeordnet und insbesondere die Nullstellenlokalisierung der Deter-
minanten dieser Matrixpolynome studiert. Im Folgenden liegt unser Hauptaugenmerk
nun auf der Konstruktion zweier zueinander dualer mit einer p× q-Schurfolge assoziier-
ter Matrixpolynome, welche in enger Beziehung zu den in Abschnitt 2.1 behandelten
Matrixpolynomen stehen.
Im ersten Schritt werden wir dazu sogenannte zu p× q-Schurfolgen verträgliche Folgen
einführen und betrachten sowie kanonische verträgliche Folgen identifizieren. Im zweiten
Schritt werden wir dann gewisse aus diesen verträglichen Folgen konstruierte Matrixpoly-
nome einer ersten Untersuchung unterziehen. Insbesondere werden wir erkennen, dass
ein zu Satz 2.1.3 ähnliches Resultat über die Lage der Nullstellen der Determinanten der
nachfolgend studierten Matrixpolynome besteht.
Der allgemeinen Strategie dieser Arbeit folgend legen wir bei unseren Betrachtungen
einen besonderen Schwerpunkt auf den Zusammenhang der hier untersuchten Konstruk-
tionen mit den in Anhang E.2 eingeführten analogen Konstruktionen der zur gewählten
p× q-Schurfolge assoziierten nichtnegativ definiten Folge aus C(p+q)×(p+q).
Die folgenden Begriffe sind für unsere weiteren Untersuchungen von zentraler Bedeu-
tung:
Definition 2.2.1. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine p× q-Schurfolge. Es bezeich-
ne Sn−1
(
(Aj)nj=0
)
die (n − 1)-te zur Folge (Aj)nj=0 gehörige Abschnittsmatrix sowie
Pn−1
(
(Aj)nj=0
)
bzw. Qn−1
(
(Aj)nj=0
)
die (n−1)-te zu (Aj)nj=0 gehörige linke bzw. rechte
Defektmatrix.
(a) Es sei (vj)nj=1 eine Folge aus Cq×q, für welche
[
Qn−1
(
(Aj)nj=0
)] v1...
vn
 = [Sn−1 ((Aj)nj=0)]∗
 A1...
An

erfüllt ist. Dann heißt (vj)nj=1 eine mit (Aj)
n
j=0 rechtsseitig verträgliche Folge
aus Cq×q. Es bezeichnet yn
(
(Aj)nj=0
)
die Menge aller mit (Aj)nj=0 rechtsseitig
verträglichen Folgen aus Cq×q.
(b) Es sei (wj)nj=1 eine Folge aus Cp×p, für welche
(wn, . . . , w1)
[
Pn−1
(
(Aj)nj=0
)]
= (An, . . . , A1)
[
Sn−1
(
(Aj)nj=0
)]∗
erfüllt ist. Dann heißt (wj)nj=1 eine mit (Aj)
n
j=0 linksseitig verträgliche Folge aus
Cp×p. Es bezeichnet zn
(
(Aj)nj=0
)
die Menge aller mit (Aj)nj=0 linksseitig verträgli-
chen Folgen aus Cp×p.
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Wir untersuchen in den folgenden beiden Sätzen nun den Zusammenhang zwischen
Definition 2.2.1 und Definition E.2.1 in dem Fall, dass die zu einer p × q-Schurfolge
assoziierte nichtnegativ definite Folge aus C(p+q)×(p+q) betrachtet wird.
Satz 2.2.1. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine p × q-Schurfolge. Es bezeichne
(Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus C(p+q)×(p+q).
(a) Sei (vj)nj=1 eine Folge aus Cq×q sowie mit den Setzungen v0 := Iq und vn+1 := 0q×q
für k ∈ {0, . . . , n} weiterhin
Vk+1 :=
(
0p×p −∑kj=0Ajvk−j
0q×p −vk+1
)
.
Dann sind äquivalent:
(i) Es gilt (vj)nj=1 ∈ yn
(
(Aj)nj=0
)
.
(ii) Es gilt (Vj)n+1j=1 ∈ Yn+1
(
(Bj)n+1j=0
)
.
(b) Sei (wj)nj=1 eine Folge aus Cp×p sowie mit den Setzungen w0 := Ip und wn+1 :=
0p×p für k ∈ {0, . . . , n} weiterhin
Wk+1 :=
(
−wk+1 −
∑k
j=0wk−jAj
0q×p 0q×q
)
.
Dann sind äquivalent:
(iii) Es gilt (wj)nj=1 ∈ zn
(
(Aj)nj=0
)
.
(iv) Es gilt (Wj)n+1j=1 ∈ Zn+1
(
(Bj)n+1j=0
)
.
Beweis. Es bezeichne Sn−1
(
(Aj)nj=0
)
die (n−1)-te zur Folge (Aj)nj=0 gehörige Abschnitts-
matrix sowie Tn
(
(Bj)n+1j=0
)
die n-te zur Folge (Bj)n+1j=0 gehörige Blocktoeplitzmatrix. Wei-
ter seien Pn−1
(
(Aj)nj=0
)
bzw. Qn−1
(
(Aj)nj=0
)
die (n− 1)-te zu (Aj)nj=0 gehörige linke
bzw. rechte Defektmatrix. Es sei Jn die n-te spezielle Permutationsmatrix. Wegen Teil (a)
von Satz 1.2.1 gelten mit der Setzung
S˜n−1 :=
 Inp −Sn−1 ((Aj)nj=0)
−
[
Sn−1
(
(Aj)nj=0
)]∗
Inq

unter Beachtung von Teil (b) von Bemerkung 1.2.1 zunächst
Tn
(
(Bj)n+1j=0
)
= Jn · diag
(
Ip, S˜n−1, Iq
)
· J∗n . (2.2.1)
(a) Für k ∈ {0, . . . , n} und j ∈ {0, . . . , k} seien
yjk :=
 Aj...
Ak
 und vjk :=
 vj...
vk
 .
109
2. Über aus endlichen p× q-Schurfolgen konstruierte Matrixpolynome
Wegen Teil (a) von Definition 2.2.1 bzw. Teil (a) von Definition E.2.1 ist (i) bzw. (ii)
dann äquivalent zu
(i′) : Es gilt
[
Qn−1
(
(Aj)nj=0
)]
v1n =
[
Sn−1
(
(Aj)nj=0
)]∗
y1n.
bzw.
(ii′) : Es gilt
[
Tn
(
(Bj)n+1j=0
)] V1...
Vn+1
 =
 B1...
Bn+1
.
Nach (2.2.1), der Definition der Folge (Vj)n+1j=1 sowie Definition 1.2.1 und Teil (a) von
Definition 1.1.1 folgt
[
Tn
(
(Bj)n+1j=0
)] V1...
Vn+1

= Jn · diag
(
Ip, S˜n−1, Iq
)
·

0p×p −A0
0np×p −
[
Sn−1
(
(Aj)nj=0
)]
v1n − y1n
0nq×p −v1n
0q×p 0q×q
 .
(2.2.2)
Weiterhin gelten(
Inp,−Sn−1
(
(Aj)nj=0
))( − [Sn−1 ((Aj)nj=0)]v1n − y1n
−v1n
)
= −y1n (2.2.3)
und unter Beachtung von Teil (b) von Definition 1.1.1 außerdem(
−
[
Sn−1
(
(Aj)nj=0
)]∗
, Inq
)( − [Sn−1 ((Aj)nj=0)]v1n − y1n
−v1n
)
= −
[
Qn−1
(
(Aj)nj=0
)]
v1n +
[
Sn−1
(
(Aj)nj=0
)]∗
y1n .
(2.2.4)
Wegen (2.2.3), (2.2.4) und der Definition von S˜n−1 gilt dann[
S˜n−1
]( − [Sn−1 ((Aj)nj=0)]v1n − y1n
−v1n
)
=
( −y1n
−
[
Qn−1
(
(Aj)nj=0
)]
v1n +
[
Sn−1
(
(Aj)nj=0
)]∗
y1n
)
.
(2.2.5)
Aus (2.2.2) und (2.2.5) folgt nun
[
Tn
(
(Bj)n+1j=0
)] V1...
Vn+1

= Jn ·
 0(n+1)p×p −y0n0nq×p − [Qn−1 ((Aj)nj=0)]v1n + [Sn−1 ((Aj)nj=0)]∗ y1n
0q×p 0q×q
 .
(2.2.6)
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Aufgrund von Definition 1.2.2 und Definition 1.2.1 gilt weiterhin
Jn ·
(
0(n+1)p×p −y0n
0(n+1)q×p 0(n+1)q×q
)
=
 B1...
Bn+1
 . (2.2.7)
Wegen (2.2.7) und Teil (b) von Bemerkung 1.2.1 folgt aus (2.2.6) dann die Äquivalenz
von (i′) und (ii′). Hieraus folgt mittels dem schon Gezeigten die Äquivalenz von (i) und
(ii). Damit ist (a) gezeigt.
(b) Für k ∈ {0, . . . , n} und j ∈ {0, . . . , k} seien
zjk := (Ak, . . . , Aj) und wjk := (wk, . . . , wj) .
Wegen Teil (b) von Definition 2.2.1 bzw. Teil (b) von Definition E.2.1 ist (iii) bzw. (iv)
dann äquivalent zu
(iii′) : Es gilt w1n
[
Pn−1
(
(Aj)nj=0
)]
= z1n
[
Sn−1
(
(Aj)nj=0
)]∗
.
bzw.
(iv′) : Es gilt (Wn+1, . . . ,W1)
[
Tn
(
(Bj)n+1j=0
)]
= (Bn+1, . . . , B1).
Nach (2.2.1), der Definition der Folge (Wj)n+1j=1 sowie Definition 1.2.1 und Teil (a) von
Definition 1.1.1 folgt
(Wn+1, . . . ,W1)
[
Tn
(
(Bj)n+1j=0
)]
=
(
0p×p −w1n −z1n −w1n
[
Sn−1
(
(Aj)nj=0
)]
−A0
0q×p 0q×np 0q×nq 0q×q
)
· diag
(
Ip, S˜n−1, Iq
)
· J∗n .
(2.2.8)
Unter Beachtung von Teil (b) von Definition 1.1.1 gelten weiterhin
(
−w1n,−z1n −w1n
[
Sn−1
(
(Aj)nj=0
)])( Inp
−
[
Sn−1
(
(Aj)nj=0
)]∗ )
= −w1n
[
Pn−1
(
(Aj)nj=0
)]
+ z1n
[
Sn−1
(
(Aj)nj=0
)]∗ (2.2.9)
und außerdem
(
−w1n,−z1n −w1n
[
Sn−1
(
(Aj)nj=0
)])( − [Sn−1 ((Aj)nj=0)]
Inq
)
= −z1n . (2.2.10)
Wegen (2.2.9), (2.2.10) und der Definition von S˜n−1 gilt dann(
−w1n,−z1n −w1n
[
Sn−1
(
(Aj)nj=0
)]) [
S˜n−1
]
=
(
−w1n
[
Pn−1
(
(Aj)nj=0
)]
+ z1n
[
Sn−1
(
(Aj)nj=0
)]∗
,−z1n
)
.
(2.2.11)
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Aus (2.2.8) und (2.2.11) folgt nun
(Wn+1, . . . ,W1)
[
Tn
(
(Bj)n+1j=0
)]
=
(
0p×p −w1n
[
Pn−1
(
(Aj)nj=0
)]
+ z1n
[
Sn−1
(
(Aj)nj=0
)]∗ −z0n
0q×p 0q×np 0q×(n+1)q
)
· J∗n .
(2.2.12)
Aufgrund von Definition 1.2.2 und Definition 1.2.1 gilt weiterhin(
0p×(n+1)p −z0n
0q×(n+1)p 0q×(n+1)q
)
· J∗n = (Bn+1, . . . , B1) . (2.2.13)
Wegen (2.2.13) und Teil (b) von Bemerkung 1.2.1 folgt aus (2.2.12) dann die Äquivalenz
von (iii′) und (iv′). Hieraus folgt mittels dem schon Gezeigten die Äquivalenz von (iii)
und (iv). Damit ist (b) gezeigt. 
Satz 2.2.2. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine p × q-Schurfolge. Es bezeichne
(Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus C(p+q)×(p+q).
(a) Sei (Vj)n+1j=1 ∈ Yn+1
(
(Bj)n+1j=0
)
. Für k ∈ {0, . . . , n} bezeichne vk+1 ∈ Cq×q das
Negative des rechten unteren q × q-Blocks von Vk+1:
Vk+1 =
(
∗ ∗
∗ −vk+1
)
.
Dann gelten vn+1 = 0q×q sowie mit der Setzung v0 := Iq für k ∈ {0, . . . , n}
weiterhin
Vk+1 =
(
∗ −∑kj=0Ajvk−j
∗ −vk+1
)
und (vj)nj=1 ∈ yn
(
(Aj)nj=0
)
.
(b) Sei (Wj)n+1j=1 ∈ Zn+1
(
(Bj)n+1j=0
)
. Für k ∈ {0, . . . , n} bezeichne wk+1 ∈ Cp×p das
Negative des linken oberen p× p-Blocks von Wk+1:
Wk+1 =
(
−wk+1 ∗
∗ ∗
)
.
Dann gelten wn+1 = 0p×p sowie mit der Setzung w0 := Ip für k ∈ {0, . . . , n}
weiterhin
Wk+1 =
(
−wk+1 −
∑k
j=0wk−jAj
∗ ∗
)
und (wj)nj=1 ∈ zn
(
(Aj)nj=0
)
.
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Beweis. Es bezeichne Sn−1
(
(Aj)nj=0
)
die (n−1)-te zur Folge (Aj)nj=0 gehörige Abschnitts-
matrix sowie Tn
(
(Bj)n+1j=0
)
die n-te zur Folge (Bj)n+1j=0 gehörige Blocktoeplitzmatrix. Wei-
ter seien Pn−1
(
(Aj)nj=0
)
bzw. Qn−1
(
(Aj)nj=0
)
die (n− 1)-te zu (Aj)nj=0 gehörige linke
bzw. rechte Defektmatrix. Es sei Jn die n-te spezielle Permutationsmatrix. Wegen Teil (a)
von Satz 1.2.1 gelten mit der Setzung
S˜n−1 :=
 Inp −Sn−1 ((Aj)nj=0)
−
[
Sn−1
(
(Aj)nj=0
)]∗
Inq

unter Beachtung von Teil (b) von Bemerkung 1.2.1 zunächst
Tn
(
(Bj)n+1j=0
)
= Jn · diag
(
Ip, S˜n−1, Iq
)
· J∗n . (2.2.14)
(a) Für k ∈ {0, . . . , n} bezeichne bk+1 ∈ Cp×q den rechten oberen p× q-Block von Vk+1:
Vk =
(
∗ bk
∗ −vk
)
. (2.2.15)
Wegen (Vj)n+1j=1 ∈ Yn+1
(
(Bj)n+1j=0
)
und Teil (a) von Definition E.2.1 gilt
[
Tn
(
(Bj)n+1j=0
)] V1...
Vn+1
 =
 B1...
Bn+1
 . (2.2.16)
Aus Teil (b) von Bemerkung 1.2.1 folgen mittels (2.2.14) und (2.2.16) dann
diag
(
Ip, S˜n−1, Iq
)
· J∗n ·
 V1...
Vn+1
 = J∗n ·
 B1...
Bn+1

und somit aufgrund von Definition 1.2.1, (2.2.15) und Definition 1.2.2 weiter
diag
(
Ip, S˜n−1, Iq
)
·

∗
 b1...
bn+1

∗
 −v1...
−vn+1


=
 0(n+1)p×p
 −A0...
−An

0(n+1)q×p 0(n+1)q×q
 . (2.2.17)
Folglich gelten
b1 = −A0 (2.2.18)
und
vn+1 = 0q×q (2.2.19)
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sowie weiterhin
[
S˜n−1
]
·

 b2...
bn+1

 −v1...
−vn


=

 −A1...
−An

0nq×q
 .
Aus der Definition von S˜n−1 folgt somit b2...
bn+1
 = −

 A1...
An
+ [Sn−1 ((Aj)nj=0)]
 v1...
vn

 . (2.2.20)
Aufgrund von (2.2.18), (2.2.20) und Teil (a) von Definition 1.1.1 gilt für k ∈ {0, . . . , n}
nun
bk+1 = −
k∑
j=0
Ajvk−j . (2.2.21)
Wegen (2.2.15) und (2.2.21) folgt für k ∈ {0, . . . , n} dann
Vk+1 =
(
∗ −∑kj=0Ajvk−j
∗ −vk+1
)
. (2.2.22)
Sei für k ∈ {0, . . . , n} nun
Vˆk+1 :=
(
0p×p −∑kj=0Ajvk−j
0q×p −vk+1
)
. (2.2.23)
Wegen (2.2.23), (2.2.17) und Definition 1.2.1 gilt dann
diag
(
Ip, S˜n−1, Iq
)
· J∗n ·

Vˆ1
...
Vˆn+1
 = J∗n ·
 B1...
Bn+1

und somit mittels Teil (b) von Bemerkung 1.2.1 und (2.2.14) nun
[
Tn
(
(Bj)n+1j=0
)]
Vˆ1
...
Vˆn+1
 =
 B1...
Bn+1
 .
Somit gilt
(
Vˆj
)n+1
j=1
∈ Yn+1
(
(Bj)n+1j=0
)
. Hieraus sowie aus (2.2.19) folgt mittels Teil (a)
von Satz 2.2.1 dann
(vj)nj=1 ∈ yn
(
(Aj)nj=0
)
. (2.2.24)
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Wegen (2.2.19), (2.2.22) und (2.2.24) ist dann (a) gezeigt.
(b) Für k ∈ {0, . . . , n} bezeichne ek+1 ∈ Cp×q den rechten oberen p× q-Block von Wk+1:
Wk+1 =
(
−wk+1 ek+1
∗ ∗
)
. (2.2.25)
Wegen (Wj)n+1j=1 ∈ Zn+1
(
(Bj)n+1j=0
)
und Teil (b) von Definition E.2.1 gilt
(Wn+1, . . . ,W1)
[
Tn
(
(Bj)n+1j=0
)]
= (Bn+1, . . . , B1) . (2.2.26)
Aus Teil (b) von Bemerkung 1.2.1 folgen mittels (2.2.14) und (2.2.34) dann
(Wn+1, . . . ,W1) · Jn · diag
(
Ip, S˜n−1, Iq
)
= (Bn+1, . . . , B1) · Jn
und somit aufgrund von Definition 1.2.1 und Definition 1.2.2 weiter(
(−wn+1, . . . ,−w1) (en+1, . . . , e1)
∗ ∗
)
diag
(
Ip, S˜n−1, Iq
)
=
(
0p×(n+1)p (−An, . . . ,−A0)
0q×(n+1)p 0q×(n+1)q
)
.
(2.2.27)
Folglich gelten
e1 = −A0 (2.2.28)
und
wn+1 = 0q×q (2.2.29)
sowie weiterhin
((−wn, . . . ,−w1) , (en+1, . . . , e2))
[
S˜n−1
]
= (0p×np, (−An, . . . ,−A1)) .
Aus der Definition von S˜n−1 folgt somit
(en+1, . . . , e2) = −
(
(An, . . . , A1) + (wn, . . . , w1)
[
Sn−1
(
(Aj)nj=0
)])
. (2.2.30)
Aufgrund von (2.2.28), (2.2.30) und Teil (a) von Definition 1.1.1 gilt für k ∈ {0, . . . , n}
nun
ek+1 = −
k∑
j=0
wk−jAj . (2.2.31)
Wegen (2.2.25) und (2.2.31) folgt für k ∈ {0, . . . , n} dann
Wk+1 =
(
−wk+1 −
∑k
j=0wk−jAj
∗ ∗
)
. (2.2.32)
115
2. Über aus endlichen p× q-Schurfolgen konstruierte Matrixpolynome
Sei für k ∈ {0, . . . , n} nun
Wˆk+1 =
(
−wk+1 −
∑k
j=0wk−jAj
0q×p 0q×q
)
. (2.2.33)
Wegen (2.2.33), (2.2.27) und Definition 1.2.1 gilt dann(
Wˆn+1, . . . , Wˆ1
)
· Jn · diag
(
Ip, S˜n−1, Iq
)
= (Bn+1, . . . , B1) · Jn
und somit mittels Teil (b) von Bemerkung 1.2.1 und (2.2.14) nun(
Wˆn+1, . . . , Wˆ1
) [
Tn
(
(Bj)n+1j=0
)]
= (Bn+1, . . . , B1) . (2.2.34)
Somit gilt
(
Wˆj
)n+1
j=1
∈ Zn+1
(
(Bj)n+1j=0
)
. Hieraus sowie aus (2.2.29) folgt mittels Teil (b)
von Satz 2.2.1 weiterhin
(wj)nj=1 ∈ zn
(
(Aj)nj=0
)
. (2.2.35)
Aus (2.2.29), (2.2.32) und (2.2.35) folgt dann (b). Damit ist alles gezeigt. 
Wir wenden uns nun generischen Vertretern von linksseitig bzw. rechtsseitig verträgli-
chen Folgen zu:
Definition 2.2.2. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine p× q-Schurfolge. Es bezeichne
Sn−1
(
(Aj)nj=0
)
die (n− 1)-te zur Folge (Aj)nj=0 gehörige Abschnittsmatrix. Weiter seien
Pn−1
(
(Aj)nj=0
)
bzw. Qn−1
(
(Aj)nj=0
)
die (n−1)-te zu (Aj)nj=0 gehörige linke bzw. rechte
Defektmatrix.
(a) Die Folge
(
v˜
(n)
j
)n
j=1
werde über die Blockzerlegung
[
Qn−1
(
(Aj)nj=0
)]+ [
Sn−1
(
(Aj)nj=0
)]∗ A1...
An
 =

v˜
(n)
1
...
v˜
(n)
n

der Matrix [
Qn−1
(
(Aj)nj=0
)]+ [
Sn−1
(
(Aj)nj=0
)]∗ A1...
An

in q× q-Blöcke gewonnen. Dann heißt
(
v˜
(n)
j
)n
j=1
die kanonische mit (Aj)nj=0 rechts-
seitig verträgliche Folge aus Cq×q.
(b) Die Folge
(
w˜
(n)
j
)n
j=1
werde über die Blockzerlegung
(An, . . . , A1)
[
Sn−1
(
(Aj)nj=0
)]∗ [
Pn−1
(
(Aj)nj=0
)]+
=
(
w˜(n)n , . . . , w˜
(n)
1
)
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der Matrix
(An, . . . , A1)
[
Sn−1
(
(Aj)nj=0
)]∗ [
Pn−1
(
(Aj)nj=0
)]+
in p × p-Blöcke gewonnen. Dann heißt
(
w˜
(n)
j
)n
j=1
die kanonische mit (Aj)nj=0
linksseitig verträgliche Folge aus Cp×p.
Unser Ziel ist nun, den Zusammenhang zwischen Definition 2.2.2 und Definition E.2.2
im Fall, dass die zu einer p × q-Schurfolge assoziierte nichtnegativ definite Folge aus
C(p+q)×(p+q) betrachtet wird, aufzuzeigen. Hierzu benötigen wir zunächst noch eine
Hilfsaussage technischer Natur.
Lemma 2.2.1. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine p× q-Schurfolge. Es bezeichne
Sn−1
(
(Aj)nj=0
)
die (n− 1)-te zur Folge (Aj)nj=0 gehörige Abschnittsmatrix. Weiter seien
Pn−1
(
(Aj)nj=0
)
bzw. Qn−1
(
(Aj)nj=0
)
die (n− 1)-te zu (Aj)nj=0 gehörige linke bzw. rechte
Defektmatrix. Es sei außerdem
S˜n−1 :=
 Inp −Sn−1 ((Aj)nj=0)
−
[
Sn−1
(
(Aj)nj=0
)]∗
Inq
 .
(a) Sei
(
v˜
(n)
j
)n
j=1
die kanonische mit (Aj)nj=0 rechtsseitig verträgliche Folge aus Cq×q.
Seien
yn :=
 A1...
An
 und v˜(n)n :=

v˜
(n)
1
...
v˜
(n)
n
 .
Dann gilt
[
S˜n−1
]+ [
S˜n−1
] [Pn−1 ((Aj)nj=0)]+ yn
v˜
(n)
n
 =
 [Pn−1 ((Aj)nj=0)]+ yn
v˜
(n)
n
 .
(b) Sei
(
w˜
(n)
j
)n
j=1
die kanonische mit (Aj)nj=0 linksseitig verträgliche Folge aus Cp×p.
Seien
zn := (An, . . . , A1) und w˜(n)n :=
(
w˜(n)n , . . . , w˜
(n)
1
)
.
Dann gilt(
w˜
(n)
n , zn
[
Qn−1
(
(Aj)nj=0
)]+) [
S˜n−1
] [
S˜n−1
]+
=
(
w˜
(n)
n , zn
[
Qn−1
(
(Aj)nj=0
)]+)
.
Beweis. Da (Aj)nj=0 eine p× q-Schurfolge ist, liefert die Kombination von Teil (a1) von
Bemerkung 1.3.3, Teil (c) von Definition 1.1.1 und Teil (a) von Satz A.9.2 zunächst
S˜n−1 ∈ Cn(p+q)×n(p+q)≥ .
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Somit liefert Teil (b3) von Satz A.7.4 dann[
S˜n−1
]+ [
S˜n−1
]
=
[
S˜n−1
] [
S˜n−1
]+
. (2.2.36)
Sei
D := diag
([
Pn−1
(
(Aj)nj=0
)]+
,
[
Qn−1
(
(Aj)nj=0
)]+)
. (2.2.37)
(a) Wegen Teil (a) von Definition 2.2.2 gilt
v˜
(n)
n =
[
Qn−1
(
(Aj)nj=0
)]+ [
Sn−1
(
(Aj)nj=0
)]∗
yn . (2.2.38)
Aus (2.2.38), Teil (b) von Bemerkung 1.1.1 und Definition A.7.1 folgt[
Qn−1
(
(Aj)nj=0
)] [
Qn−1
(
(Aj)nj=0
)]+
v˜
(n)
n = v˜(n)n . (2.2.39)
Sei nun
X := D
 yn + 2 [Sn−1 ((Aj)nj=0)] v˜(n)n
2v˜(n)n
 . (2.2.40)
Wegen (2.2.37) gilt
S˜n−1D
=
 [Pn−1 ((Aj)nj=0)]+ −Sn−1 ((Aj)nj=0) [Qn−1 ((Aj)nj=0)]+
−
[
Sn−1
(
(Aj)nj=0
)]∗ [
Pn−1
(
(Aj)nj=0
)]+ [
Qn−1
(
(Aj)nj=0
)]+
 .
(2.2.41)
Aufgrund von Teil (a) von Lemma 1.1.1 gilt weiterhin([
Pn−1
(
(Aj)nj=0
)]+
,−Sn−1
(
(Aj)nj=0
) [
Qn−1
(
(Aj)nj=0
)]+)
·
 yn + 2 [Sn−1 ((Aj)nj=0)] v˜(n)n
2v˜(n)n

=
[
Pn−1
(
(Aj)nj=0
)]+
yn .
(2.2.42)
Aus Teil (a) und Teil (b) von Lemma 1.1.1, Teil (b) von Definition 1.1.1, (2.2.38) und
(2.2.39) folgt(
−
[
Sn−1
(
(Aj)nj=0
)]∗ [
Pn−1
(
(Aj)nj=0
)]+
,
[
Qn−1
(
(Aj)nj=0
)]+)
·
 yn + 2 [Sn−1 ((Aj)nj=0)] v˜(n)n
2v˜(n)n

= −v˜(n)n + 2
[
Qn−1
(
(Aj)nj=0
)] [
Qn−1
(
(Aj)nj=0
)]+
v˜
(n)
n
= v˜(n)n .
(2.2.43)
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Mittels (2.2.40), (2.2.41), (2.2.42) und (2.2.43) ergibt sich somit
S˜n−1X =
 [Pn−1 ((Aj)nj=0)]+ yn
v˜
(n)
n
 . (2.2.44)
Aus (2.2.44) folgt mittels Teil (a) von Satz A.7.3 und (2.2.36) schließlich
[
S˜n−1
]+ [
S˜n−1
] [Pn−1 ((Aj)nj=0)]+ yn
v˜
(n)
n
 =
 [Pn−1 ((Aj)nj=0)]+ yn
v˜
(n)
n
 .
Damit ist (a) gezeigt.
(b) Wegen Teil (b) von Definition 2.2.2 gilt
w˜
(n)
n = zn
[
Sn−1
(
(Aj)nj=0
)]∗ [
Pn−1
(
(Aj)nj=0
)]+
. (2.2.45)
Aus (2.2.45), Teil (b) von Bemerkung 1.1.1 und Definition A.7.1 folgt
w˜
(n)
n
[
Pn−1
(
(Aj)nj=0
)]+ [
Pn−1
(
(Aj)nj=0
)]
= w˜(n)n . (2.2.46)
Sei nun
Y :=
(
2w˜(n)n , zn + 2w˜(n)n
[
Sn−1
(
(Aj)nj=0
)])
D . (2.2.47)
Wegen (2.2.37) gilt
DS˜n−1
=
 [Pn−1 ((Aj)nj=0)]+ − [Pn−1 ((Aj)nj=0)]+ Sn−1 ((Aj)nj=0)
−
[
Qn−1
(
(Aj)nj=0
)]+ [
Sn−1
(
(Aj)nj=0
)]∗ [
Qn−1
(
(Aj)nj=0
)]+
 .
(2.2.48)
Aufgrund von Teil (a) und Teil (b) von Lemma 1.1.1, (2.2.45) und (2.2.46) gilt weiterhin
(
2w˜(n)n , zn + 2w˜(n)n
[
Sn−1
(
(Aj)nj=0
)]) [Pn−1 ((Aj)nj=0)]+
−
[
Qn−1
(
(Aj)nj=0
)]+ [
Sn−1
(
(Aj)nj=0
)]∗

= 2w˜(n)n
[
Pn−1
(
(Aj)nj=0
)]+ [
Pn−1
(
(Aj)nj=0
)]
− w˜(n)n
= w˜(n)n .
(2.2.49)
Aus Teil (a) von Lemma 1.1.1 folgt
(
2w˜(n)n , zn + 2w˜(n)n
[
Sn−1
(
(Aj)nj=0
)]) − [Pn−1 ((Aj)nj=0)]+ Sn−1 ((Aj)nj=0)[
Qn−1
(
(Aj)nj=0
)]+

= zn
[
Qn−1
(
(Aj)nj=0
)]+
.
(2.2.50)
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Mittels (2.2.47), (2.2.48), (2.2.49) und (2.2.50) ergibt sich somit
Y S˜n−1 =
(
w˜
(n)
n , zn
[
Qn−1
(
(Aj)nj=0
)]+)
. (2.2.51)
Aus (2.2.51) folgt mittels Teil (c) von Satz A.7.3 dann(
w˜
(n)
n , zn
[
Qn−1
(
(Aj)nj=0
)]+) [
S˜n−1
]+ [
S˜n−1
]
=
(
w˜
(n)
n , zn
[
Qn−1
(
(Aj)nj=0
)]+)
.
Hieraus und aus (2.2.36) erhält man schließlich(
w˜
(n)
n , zn
[
Qn−1
(
(Aj)nj=0
)]+) [
S˜n−1
] [
S˜n−1
]+
=
(
w˜
(n)
n , zn
[
Qn−1
(
(Aj)nj=0
)]+)
.
Damit ist (b) gezeigt. 
Es folgt nun der im Vorfeld von Lemma 2.2.1 angekündigte Satz über den Zusam-
menhang zwischen der kanonischen mit einer p × q-Schurfolge rechts- bzw. linksseitig
verträglichen Folge und der kanonischen mit der zur Schurfolge assoziierten nichtnegativ
definiten Folge rechts- bzw. linksseitig verträglichen Folge.
Satz 2.2.3. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine p × q-Schurfolge. Es bezeichne
(Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus C(p+q)×(p+q). Weiter
seien Pn−1
(
(Aj)nj=0
)
bzw. Qn−1
(
(Aj)nj=0
)
die (n− 1)-te zu (Aj)nj=0 gehörige linke bzw.
rechte Defektmatrix.
(a) Sei
(
v˜
(n)
j
)n
j=1
bzw.
(
V˜
(n+1)
j
)n+1
j=1
die kanonische mit (Aj)nj=0 bzw. (Bj)
n+1
j=0 rechts-
seitig verträgliche Folge aus Cq×q bzw. C(p+q)×(p+q). Sei weiterhin
yn :=
 A1...
An
 .
Die Folge (dj)nj=1 aus Cp×q sei über die Blockzerlegung
[
Pn−1
(
(Aj)nj=0
)]+
yn =
 d1...
dn

gewonnen. Mit den Setzungen d0 := A0 und v˜(n)n+1 := 0q×q gilt für
k ∈ {1, . . . , n+ 1} dann
V˜
(n+1)
k =
(
0p×p −dk−1
0q×p −v˜(n)k
)
.
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(b) Sei
(
w˜
(n)
j
)n
j=1
bzw.
(
W˜
(n+1)
j
)n+1
j=1
die kanonische mit (Aj)nj=0 bzw. (Bj)
n+1
j=0 links-
seitig verträgliche Folge aus Cp×p bzw. C(p+q)×(p+q). Sei weiterhin
zn := (An, . . . , A1) .
Die Folge (ej)nj=1 aus Cp×q sei über die Blockzerlegung
zn
[
Qn−1
(
(Aj)nj=0
)]+
= (en, . . . , e1)
gewonnen. Mit den Setzungen e0 := A0 und w˜(n)n+1 := 0p×p gelten für
k ∈ {1, . . . , n+ 1} dann
W˜
(n+1)
k =
(
−w˜(n)k −ek−1
0q×p 0q×q
)
.
Beweis. Es bezeichne Sn−1
(
(Aj)nj=0
)
die (n−1)-te zur Folge (Aj)nj=0 gehörige Abschnitts-
matrix. Es sei außerdem
S˜n−1 :=
 Inp −Sn−1 ((Aj)nj=0)
−
[
Sn−1
(
(Aj)nj=0
)]∗
Inq
 .
Weiter sei Jn die n-te spezielle Permutationsmatrix. Wegen Teil (a) von Satz 1.2.1 gilt
J∗n · Tn
(
(Bj)n+1j=0
)
· Jn = diag
(
Ip, S˜n−1, Iq
)
.
Hieraus sowie aus Lemma A.7.3, Teil (a) von Bemerkung 1.2.1, Lemma A.7.2 sowie
I+q = Iq und I+p = Ip ergibt sich
J∗n ·
[
Tn
(
(Bj)n+1j=0
)]+ · Jn = diag(Ip, [S˜n−1]+ , Iq) . (2.2.52)
(a) Es seien
v˜
(n)
n :=

v˜
(n)
1
...
v˜
(n)
n
 und V˜(n+1)n+1 :=

V˜
(n+1)
1
...
V˜
(n+1)
n+1
 .
Unter Beachtung von Teil (a) von Definition 2.2.2 und Teil (a) von Definition E.2.2 gelten
v˜
(n)
n =
[
Qn−1
(
(Aj)nj=0
)]+ [
Sn−1
(
(Aj)nj=0
)]∗
yn (2.2.53)
und
V˜(n+1)n+1 =
[
Tn
(
(Bj)n+1j=0
)]+ B1...
Bn+1
 . (2.2.54)
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Wegen (2.2.54), Teil (b) von Bemerkung 1.2.1, (2.2.52) und Definition 1.2.1 sowie Defini-
tion 1.2.2 folgt
J∗n · V˜(n+1)n+1 = diag
(
Ip,
[
S˜n−1
]+
, Iq
)
J∗n
 B1...
Bn+1

=

0p×p −A0
0n(p+q)×p −
[
S˜n−1
]+( yn
0nq×q
)
0q×p 0q×q

und somit
V˜(n+1)n+1 = −Jn

0p×p A0
0n(p+q)×p
[
S˜n−1
]+( yn
0nq×q
)
0q×p 0q×q
 . (2.2.55)
Unter Beachtung von (2.2.53), Teil (b) von Lemma 1.1.1, Teil (b) von Definition 1.1.1
und Lemma 1.1.3 gilt
(
Inp,−Sn−1
(
(Aj)nj=0
)) [Pn−1 ((Aj)nj=0)]+ yn
v˜
(n)
n

=
(
Inp,−Sn−1
(
(Aj)nj=0
)) [Pn−1 ((Aj)nj=0)]+[
Qn−1
(
(Aj)nj=0
)]+ [
Sn−1
(
(Aj)nj=0
)]∗
 yn
=
([
Pn−1
(
(Aj)nj=0
)]+ − [Sn−1 ((Aj)nj=0)] [Sn−1 ((Aj)nj=0)]∗ [Pn−1 ((Aj)nj=0)]+) yn
=
[
Pn−1
(
(Aj)nj=0
)] [
Pn−1
(
(Aj)nj=0
)]+
yn
= yn .
(2.2.56)
Aufgrund von (2.2.53) und Teil (b) von Lemma 1.1.1 gilt weiterhin
(
−
[
Sn−1
(
(Aj)nj=0
)]∗
, Inq
) [Pn−1 ((Aj)nj=0)]+ yn
v˜
(n)
n

=
(
−
[
Sn−1
(
(Aj)nj=0
)]∗
, Inq
) [Pn−1 ((Aj)nj=0)]+[
Qn−1
(
(Aj)nj=0
)]+ [
Sn−1
(
(Aj)nj=0
)]∗
 yn
= 0nq×q .
(2.2.57)
Aus der Definition von S˜n−1 sowie (2.2.56) und (2.2.57) folgt nun[
S˜n−1
] [Pn−1 ((Aj)nj=0)]+ yn
v˜
(n)
n
 = ( yn0nq×q
)
. (2.2.58)
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Wegen (2.2.55), (2.2.58) und Teil (a) von Lemma 2.2.1 gilt dann
V˜(n+1)n+1 = −Jn

0p×p A0
0n(p+q)×p
[
S˜n−1
]+ [
S˜n−1
] [Pn−1 ((Aj)nj=0)]+ yn
v˜
(n)
n

0q×p 0q×q

= −Jn

0p×p A0
0np×p
[
Pn−1
(
(Aj)nj=0
)]+
yn
0nq×p v˜(n)n
0q×p 0q×q
 .
Aus Definition 1.2.1, den Definitionen von v˜(n)n und V˜(n+1)n+1 sowie der Folge (dj)
n
j=0 folgt
für k ∈ {1, . . . , n+ 1} dann
V˜
(n+1)
k =
(
0p×p −dk−1
0q×p −v˜(n)k
)
.
Somit ist (a) gezeigt.
(b) Es seien
w˜
(n)
n :=
(
w˜(n)n , . . . , w˜
(n)
1
)
und W˜(n+1)n+1 :=
(
W˜
(n+1)
n+1 , . . . , W˜
(n+1)
1
)
.
Unter Beachtung von Teil (b) von Definition 2.2.2 und Teil (b) von Definition E.2.2 gelten
w˜
(n)
n = zn
[
Sn−1
(
(Aj)nj=0
)]∗ [
Pn−1
(
(Aj)nj=0
)]+
(2.2.59)
und
W˜(n+1)n+1 = (Bn+1, . . . , B1)
[
Tn
(
(Bj)n+1j=0
)]+
. (2.2.60)
Wegen (2.2.60), Teil (b) von Bemerkung 1.2.1, (2.2.52) und Definition 1.2.1 sowie Defini-
tion 1.2.2 folgt
W˜(n+1)n+1 · Jn = (Bn+1, . . . , B1) Jn diag
(
Ip,
[
S˜n−1
]+
, Iq
)
=
 0p×p − (0p×np, zn) [S˜n−1]+ −A0
0q×p 0q×n(p+q) 0q×q

und somit
W˜(n+1)n+1 = −
 0p×p (0p×np, zn) [S˜n−1]+ A0
0q×p 0q×n(p+q) 0q×q
 J∗n . (2.2.61)
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Unter Beachtung von (2.2.59) und Teil (b) von Lemma 1.1.1 gilt(
w˜
(n)
n , zn
[
Qn−1
(
(Aj)nj=0
)]+)( Inp
−
[
Sn−1
(
(Aj)nj=0
)]∗ )
= zn
([
Sn−1
(
(Aj)nj=0
)]∗ [
Pn−1
(
(Aj)nj=0
)]+
,
[
Qn−1
(
(Aj)nj=0
)]+)
·
(
Inp
−
[
Sn−1
(
(Aj)nj=0
)]∗ )
= 0p×np .
(2.2.62)
Aufgrund von (2.2.59), Teil (a) von Lemma 1.1.1, Teil (b) von Definition 1.1.1 und
Lemma 1.1.3 gilt weiterhin(
w˜
(n)
n , zn
[
Qn−1
(
(Aj)nj=0
)]+)( −Sn−1 ((Aj)nj=0)
Inq
)
= zn
([
Sn−1
(
(Aj)nj=0
)]∗ [
Pn−1
(
(Aj)nj=0
)]+
,
[
Qn−1
(
(Aj)nj=0
)]+)
·
(
−Sn−1
(
(Aj)nj=0
)
Inq
)
= zn
([
Qn−1
(
(Aj)nj=0
)]+ − [Sn−1 ((Aj)nj=0)]∗ [Sn−1 ((Aj)nj=0)] [Qn−1 ((Aj)nj=0)]+)
= zn
[
Qn−1
(
(Aj)nj=0
)] [
Qn−1
(
(Aj)nj=0
)]+
= zn .
(2.2.63)
Aus der Definition von S˜n−1 sowie (2.2.62) und (2.2.63) folgt nun(
w˜
(n)
n , zn
[
Qn−1
(
(Aj)nj=0
)]+) [
S˜n−1
]
= (0p×np, zn) . (2.2.64)
Wegen (2.2.61), (2.2.64) und Teil (b) von Lemma 2.2.1 gilt dann
W˜(n+1)n+1 = −
 0p×p
(
w˜
(n)
n , zn
[
Qn−1
(
(Aj)nj=0
)]+) [
S˜n−1
] [
S˜n−1
]+
A0
0q×p 0q×n(p+q) 0q×q
 J∗n
= −
 0p×p w˜(n)n zn [Qn−1 ((Aj)nj=0)]+ A0
0q×p 0q×np 0q×nq 0q×q
 J∗n .
Aus Definition 1.2.1, den Definitionen von w˜(n)n und W˜(n+1)n+1 sowie der Folge (ej)
n
j=0 folgt
für k ∈ {1, . . . , n+ 1} dann
W˜
(n+1)
k =
(
−w˜(n)k −ek−1
0q×p 0q×q
)
.
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Somit ist (b) gezeigt. 
Nachfolgend können wir erkennen, dass kanonische mit einer p× q-Schurfolge rechtssei-
tig bzw. linksseitig verträgliche Folgen tatsächlich (wie bereits durch die Begriffswahl
suggeriert) rechtsseitig bzw. linksseitig verträgliche Folgen sind.
Bemerkung 2.2.1. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine p× q-Schurfolge.
(a) Sei
(
v˜
(n)
j
)n
j=1
die kanonische mit (Aj)nj=0 rechtsseitig verträgliche Folge aus Cq×q.
Dann ist
(
v˜
(n)
j
)n
j=1
eine mit (Aj)nj=0 rechtsseitig verträgliche Folge aus Cq×q.
(b) Es gilt yn
(
(Aj)nj=0
)
6= ∅.
(c) Sei
(
w˜
(n)
j
)n
j=1
die kanonische mit (Aj)nj=0 linksseitig verträgliche Folge aus Cp×p.
Dann ist
(
w˜
(n)
j
)n
j=1
eine mit (Aj)nj=0 linksseitig verträgliche Folge aus Cq×q.
(d) Es gilt zn
(
(Aj)nj=0
)
6= ∅.
Beweis. Es bezeichne (Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus
C(p+q)×(p+q).
(a) Sei
(
V˜
(n+1)
j
)n+1
j=1
die kanonische mit (Bj)n+1j=0 rechtsseitig verträgliche Folge aus
C(p+q)×(p+q). Wegen Teil (a) von Satz 2.2.3 ist für k ∈ {1, . . . , n} gerade v˜(n)k das Negative
des unteren rechten q × q-Blocks von V˜ (n+1)k . Wegen Bemerkung E.2.1 ist
(
V˜
(n+1)
j
)n+1
j=1
eine mit (Bj)n+1j=0 rechtsseitig verträgliche Folge aus C(p+q)×(p+q). Somit liefert Teil (a)
von Satz 2.2.2, dass
(
v˜
(n)
j
)n
j=1
eine mit (Aj)nj=0 rechtsseitig verträgliche Folge aus Cq×q
ist. Damit ist (a) gezeigt.
(b) Dies folgt sogleich aus (a).
(c) Sei
(
W˜
(n+1)
j
)n+1
j=1
die kanonische mit (Bj)n+1j=0 linksseitig verträgliche Folge aus
C(p+q)×(p+q). Wegen Teil (b) von Satz 2.2.3 ist für k ∈ {1, . . . , n} gerade w˜(n)k das Negative
des oberen linken p× p-Blocks von W˜ (n+1)k . Wegen Bemerkung E.2.1 ist
(
W˜
(n+1)
j
)n+1
j=1
eine mit (Bj)n+1j=0 linksseitig verträgliche Folge aus C(p+q)×(p+q). Somit liefert Teil (b) von
Satz 2.2.2, dass
(
w˜
(n)
j
)n
j=1
eine mit (Aj)nj=0 linksseitig verträgliche Folge aus Cp×p ist.
Damit ist (c) gezeigt.
(d) Dies folgt sogleich aus (c). Damit ist alles gezeigt. 
Aufbauend auf unseren bisherigen Untersuchungen zu speziellen zu einer p× q-Schur-
folge zugeordneten Folgen von quadratischen Matrizen werden wir uns nun gewissen
Matrixpolynomen zuwenden, deren zugehörige Folgen gerade mit einer p× q-Schurfolge
rechtsseitig bzw. linksseitig verträgliche Folgen bilden.
Hierzu prägen wir zunächst die entsprechenden Begriffsbildungen:
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Definition 2.2.3. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine p× q-Schurfolge.
(a) Es sei X ein Polynom aus (PC,n)q×q mit zugehöriger Folge (Xj)nj=0 aus Cq×q.
Dann heißt X ein mit (Aj)nj=0 assoziiertes normiertes rechtes Matrixpolynom, falls
X0 = Iq und (Xj)nj=1 ∈ yn
(
(Aj)nj=0
)
erfüllt ist.
(b) Es sei Y ein Polynom aus (PC,n)p×p mit zugehöriger Folge (Yj)nj=0 aus Cp×p. Dann
heißt Y ein mit (Aj)nj=0 assoziiertes normiertes linkes Matrixpolynom, falls Y0 = Ip
und (Yj)nj=1 ∈ zn
(
(Aj)nj=0
)
erfüllt ist.
Wir zeigen in den folgenden beiden Sätzen nun den Zusammenhang zwischen Defi-
nition 2.2.3 und Definition E.2.3 im Fall, dass die zu einer p× q-Schurfolge assoziierte
nichtnegativ definite Folge aus C(p+q)×(p+q) betrachtet wird.
Satz 2.2.4. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine p × q-Schurfolge. Es bezeichne
(Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus C(p+q)×(p+q).
(a) Sei X ein Polynom aus (PC,n)q×q mit zugehöriger Folge (Xj)nj=0. Es sei weiterhin
P :=
(
IpE0 ∑nk=0 (∑kj=0AjXk−j) Ek+1
0q×pE0 X
)
.
Dann sind äquivalent:
(i) Es ist X ein mit (Aj)nj=0 assoziiertes normiertes rechtes Matrixpolynom.
(ii) Es ist P ein zu (Bj)n+1j=0 gehöriges normiertes rechtes Matrixpolynom.
(b) Sei Y ein Polynom aus (PC,n)p×p mit zugehöriger Folge (Yj)nj=0. Es sei weiterhin
Q :=
(
Y
∑n
k=0
(∑k
j=0 Yk−jAj
)
Ek+1
0q×pE0 IqE0
)
.
Dann sind äquivalent:
(iii) Es ist Y ein mit (Aj)nj=0 assoziiertes normiertes linkes Matrixpolynom.
(iv) Es ist Q ein zu (Bj)n+1j=0 gehöriges normiertes linkes Matrixpolynom.
Beweis. Es bezeichne (Dj)n+1j=0 bzw. (Ej)
n+1
j=0 die zu P bzw. Q gehöriger Folge aus
C(p+q)×(p+q).
(a) Unter Beachtung von Teil (a) von Definition 2.2.3 bzw. Teil (a) von Definition E.2.3
ist (i) bzw. (ii) äquivalent zu
(i′) : Es gilt X0 = Iq und (Xj)nj=1 ∈ yn
(
(Aj)nj=0
)
.
bzw.
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(ii′) : Es gilt D0 = Ip+q und (−Dj)n+1j=1 ∈ Yn+1
(
(Bj)n+1j=0
)
.
Aufgrund der Definition von P gelten
D0 = diag (Ip, X0) (2.2.65)
sowie mit der Setzung Xn+1 := 0q×q für k ∈ {0, . . . , n} weiterhin
Dk+1 =
(
0p×p
∑k
j=0AjXk−j
0q×p Xk+1
)
. (2.2.66)
Wegen (2.2.66) liefert Teil (a) von Satz 2.2.1 unter zusätzlicher Beachtung von (2.2.65)
die Äquivalenz von (i′) und (ii′). Damit ist (a) gezeigt.
(b) Unter Beachtung von Teil (b) von Definition 2.2.3 bzw. Teil (b) von Definition E.2.3
ist (iii) bzw. (iv) äquivalent zu
(iii′) : Es gilt Y0 = Ip und (Yj)nj=1 ∈ zn
(
(Aj)nj=0
)
.
bzw.
(iv′) : Es gilt E0 = Ip+q und (−Ej)n+1j=1 ∈ Zn+1
(
(Bj)n+1j=0
)
.
Aufgrund der Definition von Q gelten
E0 = diag (Y0, Iq) (2.2.67)
sowie mit der Setzung Yn+1 := 0p×p für k ∈ {0, . . . , n} weiterhin
Ek+1 =
(
Yk+1
∑k
j=0 Yk−jAj
0q×p 0q×q
)
. (2.2.68)
Wegen (2.2.68) liefert Teil (b) von Satz 2.2.1 unter zusätzlicher Beachtung von (2.2.67)
die Äquivalenz von (iii′) und (iv′). Damit ist alles gezeigt. 
Satz 2.2.5. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine p × q-Schurfolge. Es bezeichne
(Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus C(p+q)×(p+q).
(a) Sei P ein zu (Bj)n+1j=0 gehöriges normiertes rechtes Matrixpolynom aus
(PC,n+1)(p+q)×(p+q) mit zugehöriger Folge (Dj)n+1j=0 . Für k ∈ {0, . . . , n+ 1} bezeich-
ne Xk ∈ Cq×q den rechten unteren q × q-Block von Dk:
Dk =
(
∗ ∗
∗ Xk
)
.
(a1) Es gelten Xn+1 = 0q×q sowie mit der Setzung X0 := Iq für k ∈ {0, . . . , n}
weiterhin
Dk+1 =
(
∗ ∑kj=0AjXk−j
∗ Xk+1
)
.
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(a2) Sei X := ∑nj=0XjEj. Dann gelten
P =
(
∗ ∑nk=0 (∑kj=0AjXk−j) Ek+1
∗ X
)
und X ist ein mit (Aj)nj=0 assoziiertes normiertes rechtes Matrixpolynom.
(b) Sei Q ein zu (Bj)n+1j=0 gehöriges normiertes linkes Matrixpolynom aus
(PC,n+1)(p+q)×(p+q) mit zugehöriger Folge (Ej)n+1j=0 . Für k ∈ {0, . . . , n+ 1} bezeich-
ne Yk ∈ Cq×q den linken oberen p× p-Block von Ek:
Ek =
(
Yk ∗
∗ ∗
)
.
(b1) Es gelten Yn+1 = 0p×p sowie mit der Setzung Y0 := Ip für k ∈ {0, . . . , n}
weiterhin
Ek+1 =
(
Yk+1
∑k
j=0 Yk−jAj
∗ ∗
)
.
(b2) Sei Y := ∑nj=0 YjEj. Dann gelten
Q =
(
Y
∑n
k=0
(∑k
j=0 Yk−jAj
)
Ek+1
∗ ∗
)
und Y ist ein mit (Aj)nj=0 assoziiertes normiertes linkes Matrixpolynom.
Beweis. (a1) Wegen Teil (a) von Definition E.2.3 gilt (−Dj)n+1j=1 ∈ Yn+1
(
(Bj)n+1j=0
)
.
Hieraus folgen wegen der speziellen Wahl der Folge (Xj)n+1j=1 aus Teil (a) von Satz 2.2.2
sofort Xn+1 = 0q×q und
Dk+1 =
(
∗ ∑kj=0AjXk−j
∗ Xk+1
)
für k ∈ {0, . . . , n}. Damit ist (a1) gezeigt.
(a2) Wegen Teil (a) von Definition E.2.3 gilt D0 = Ip+q. Hieraus sowie aus (a1) folgt
sofort
P =
(
∗ ∑nk=0 (∑kj=0AjXk−j) Ek+1
∗ X
)
.
Somit liefert Teil (a) von Satz 2.2.4, dass X ein mit (Aj)nj=0 assoziiertes normiertes
rechtes Matrixpolynom ist. Damit ist (a2) gezeigt.
(b1) Wegen Teil (b) von Definition E.2.3 gilt (−Ej)n+1j=1 ∈ Zn+1
(
(Bj)n+1j=0
)
. Hieraus folgt
wegen der speziellen Wahl der Folge (Yj)n+1j=1 aus Teil (b) von Satz 2.2.2 sofort Yn+1 = 0p×p
und
Ek+1 =
(
Yk+1
∑k
j=0 Yk−jAj
∗ ∗
)
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für k ∈ {0, . . . , n}. Damit ist (b1) gezeigt.
(b2) Wegen Teil (b) von Definition E.2.3 gilt E0 = Ip+q. Hieraus sowie aus (b1) folgt
sofort
Q =
(
Y
∑n
k=0
(∑k
j=0 Yk−jAj
)
Ek+1
∗ ∗
)
.
Somit liefert Teil (b) von Satz 2.2.4, dass Y ein mit (Aj)nj=0 assoziiertes normiertes linkes
Matrixpolynom ist. Damit ist (b2) gezeigt. 
Wir wenden uns nun den generischen Vertretern der assoziierten normierten Matrixpo-
lynome zu:
Definition 2.2.4. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine p× q-Schurfolge. Es bezeich-
ne
(
v˜
(n)
j
)n
j=1
bzw.
(
w˜
(n)
j
)n
j=1
die kanonische mit (Aj)nj=0 rechtsseitig bzw. linksseitig
verträgliche Folge aus Cq×q bzw. Cp×p. Weiter sei
X˜(Aj)nj=0 := IqE0 +
n∑
j=1
v˜
(n)
j Ej bzw. Y˜(Aj)nj=0 := IpE0 +
n∑
j=1
w˜
(n)
j Ej .
Dann heißt X˜(Aj)nj=0 bzw. Y˜(Aj)nj=0 das mit (Aj)
n
j=0 assoziierte kanonische normierte
rechte bzw. linke Matrixpolynom.
Satz 2.2.6. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine p × q-Schurfolge. Es bezeichne
(Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus C(p+q)×(p+q). Weiter
seien Pn−1
(
(Aj)nj=0
)
bzw. Qn−1
(
(Aj)nj=0
)
die (n− 1)-te zu (Aj)nj=0 gehörige linke bzw.
rechte Defektmatrix.
(a) Sei
(
v˜
(n)
j
)n
j=1
bzw.
(
V˜
(n+1)
j
)n+1
j=1
die kanonische mit (Aj)nj=0 bzw. (Bj)
n+1
j=0 rechts-
seitig verträgliche Folge aus Cq×q bzw. C(p+q)×(p+q). Sei weiterhin
yn :=
 A1...
An
 .
Die Folge (dj)nj=1 aus Cp×q sei über die Blockzerlegung
[
Pn−1
(
(Aj)nj=0
)]+
yn =
 d1...
dn

gewonnen. Es seien weiterhin die Setzungen d0 := A0 und v˜(n)n+1 := 0q×q vorgenom-
men.
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(a1) Für k ∈ {1, . . . , n+ 1} gilt
V˜
(n+1)
k =
(
0p×p −dk−1
0q×p −v˜(n)k
)
.
(a2) Es bezeichne X˜(Aj)nj=0 bzw. A˜(Bj)n+1j=0 das mit (Aj)
n
j=0 assoziierte kanonische
normierte rechte Matrixpolynom bzw. das zu (Bj)n+1j=0 gehörige kanonische
normierte rechte Matrixpolynom. Dann gilt
A˜(Bj)n+1j=0
=
(
IpE0 ∑nj=0 djEj+1
0q×pE0 X˜(Aj)nj=0
)
.
(a3) Es bezeichne
[
A˜(Bj)n+1j=0
][n+1]
das (n + 1)-Reziproke zu A˜(Bj)n+1j=0 . Weiterhin
bezeichne
[
X˜(Aj)nj=0
][n]
das n-Reziproke zu X˜(Aj)nj=0. Dann gilt[
A˜(Bj)n+1j=0
][n+1]
=
 IpEn+1 0p×qE0∑n
j=0 d
∗
n−jEj
[
X˜(Aj)nj=0
][n] E1
 .
(b) Sei
(
w˜
(n)
j
)n
j=1
bzw.
(
W˜
(n+1)
j
)n+1
j=1
die kanonische mit (Aj)nj=0 bzw. (Bj)
n+1
j=0 links-
seitig verträgliche Folge aus Cp×p bzw. C(p+q)×(p+q). Sei weiterhin
zn := (An, . . . , A1) .
Die Folge (ej)nj=1 aus Cp×q sei über die Blockzerlegung
zn
[
Qn−1
(
(Aj)nj=0
)]+
= (en, . . . , e1)
gewonnen. Es seien weiterhin die Setzungen e0 := A0 und w˜(n)n+1 := 0p×p vorgenom-
men.
(b1) Für k ∈ {1, . . . , n+ 1} gilt
W˜
(n+1)
k =
(
−w˜(n)k −ek−1
0q×p 0q×q
)
.
(b2) Es bezeichne Y˜(Aj)nj=0 bzw. B˜(Bj)n+1j=0 das mit (Aj)
n
j=0 assoziierte kanonische
normierte linke Matrixpolynom bzw. das zu (Bj)n+1j=0 gehörige kanonische nor-
mierte linke Matrixpolynom. Dann gilt
B˜(Bj)n+1j=0
=
(
Y˜(Aj)nj=0
∑n
j=0 ejEj+1
0q×pE0 IqE0
)
.
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(b3) Es bezeichne
[
B˜(Bj)n+1j=0
][n+1]
das (n + 1)-Reziproke zu B˜(Bj)n+1j=0 . Weiterhin
bezeichne
[
Y˜(Aj)nj=0
][n]
das n-Reziproke zu Y˜(Aj)nj=0. Dann gilt
[
B˜(Bj)n+1j=0
][n+1]
=
 [Y˜(Aj)nj=0][n] E1 0p×qE0∑n
j=0 e
∗
n−jEj IqEn+1
 .
Beweis. (a1) Dies folgt aus Teil (a) von Satz 2.2.3.
(a2) Wegen Definition 2.2.4 gilt
X˜(Aj)nj=0 = IqE0 +
n∑
j=1
v˜
(n)
j Ej .
Wegen Definition E.2.4, (a1) und v˜(n)n+1 = 0q×q gilt somit
A˜(Bj)n+1j=0
= Ip+qE0 +
n+1∑
j=1
(
0p×p dj−1
0q×p v˜(n)j
)
Ej =
(
IpE0 ∑nj=0 djEj+1
0q×pE0 X˜(Aj)nj=0
)
.
Damit ist (a2) gezeigt.
(a3) Unter Beachtung von (a2), Definition D.2.1, Teil (b) von Bemerkung D.2.3, Teil (b)
von Bemerkung D.2.2 sowie Teil (b) und Teil (d) von Satz D.2.1 gilt
[
A˜(Bj)n+1j=0
][n+1]
=
 [IpE0][n+1] [0p×qE0][n+1][∑n
j=0 djEj+1
][n+1] [
X˜(Aj)nj=0
][n+1]

=
 IpEn+1 0p×qE0∑n
j=0 d
∗
n−jEj
[
X˜(Aj)nj=0
][n] E1
 .
Somit ist (a3) gezeigt.
(b1) Dies folgt aus Teil (b) von Satz 2.2.3.
(b2) Wegen Definition 2.2.4 gilt
Y˜(Aj)nj=0 = IpE0 +
n∑
j=1
w˜
(n)
j Ej .
Wegen Definition E.2.4, (b1) und w˜(n)n+1 = 0p×p gilt weiterhin
B˜(Bj)n+1j=0
= Ip+qE0 +
n+1∑
j=1
(
w˜
(n)
k ek−1
0q×p 0q×q
)
Ej =
(
Y˜(Aj)nj=0
∑n
j=0 ejEj+1
0q×pE0 IqE0
)
.
Damit ist (b2) gezeigt.
(b3) Unter Beachtung von (b2), Definition D.2.1, Teil (b) von Bemerkung D.2.3, Teil (b)
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von Bemerkung D.2.2 sowie Teil (b) und Teil (d) von Satz D.2.1 gilt
[
B˜(Bj)n+1j=0
][n+1]
=

[
Y˜(Aj)nj=0
][n+1]
[0p×qE0][n+1][∑n
j=0 ejEj+1
][n+1]
[IqE0][n+1]

=
 [Y˜(Aj)nj=0][n] E1 0p×qE0∑n
j=0 e
∗
n−jEj+1 IqEn+1
 .
Somit ist (b3) gezeigt. 
Im Hinblick auf eine einheitliche Darstellung späterer Resultate ist es nützlich, die
bisherigen Untersuchungen auf den Fall n = 0 auszudehnen. Dazu erweitern wir Definiti-
on 2.2.4:
Definition 2.2.5. Seien p, q ∈ N und (Aj)0j=0 eine p× q-Schurfolge. Dann heißt
X˜(Aj)0j=0
:= IqE0 bzw. Y˜(Aj)0j=0 := IpE0
das mit (Aj)0j=0 assoziierte kanonische normierte rechte bzw. linke Matrixpolynom.
Wir erkennen nun, dass die in den Teilen (a2) und (b2) von Satz 2.2.6 formulierten
Beziehungen auf den Fall n = 0 übertragbar sind.
Bemerkung 2.2.2. Seien p, q ∈ N und (Aj)0j=0 eine p × q-Schurfolge. Es bezeichne
(Bj)1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus C(p+q)×(p+q).
(a) Es bezeichne X˜(Aj)0j=0 bzw. A˜(Bj)1j=0 das mit (Aj)
0
j=0 assoziierte kanonische nor-
mierte rechte Matrixpolynom bzw. das zu (Bj)1j=0 gehörige kanonische normierte
rechte Matrixpolynom. Dann gilt
A˜(Bj)1j=0
=
(
IpE0 −A0E1
0q×pE0 X˜(Aj)0j=0
)
.
(b) Es bezeichne Y˜(Aj)0j=0 bzw. B˜(Bj)1j=0 das mit (Aj)
0
j=0 assoziierte kanonische nor-
mierte linke Matrixpolynom bzw. das zu (Bj)1j=0 gehörige kanonische normierte
linke Matrixpolynom. Dann gilt
B˜(Bj)1j=0
=
(
Y˜(Aj)0j=0
−A0E1
0q×pE0 IqE0
)
.
Beweis. (a) Aus Bemerkung E.2.3, Definition 1.2.2, I+p+q = Ip+q und Definition 2.2.5
folgt
A˜(Bj)1j=0
= Ip+qE0 − I+p+q
(
0p×p −A0
0q×p 0q×q
)
E1 =
(
IpE0 −A0E1
0q×pE0 X˜(Aj)0j=0
)
.
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Damit ist (a) gezeigt.
(b) Aus Bemerkung E.2.3, Definition 1.2.2, I+p+q = Ip+q und Definition 2.2.5 folgt
B˜(Bj)1j=0
= Ip+qE0 −
(
0p×p −A0
0q×p 0q×q
)
I+p+qE1 =
(
Y˜(Aj)0j=0
−A0E1
0q×pE0 IqE0
)
.
Damit ist (b) gezeigt. 
Die folgende Bemerkung rechtfertigt die Begriffsbildungen in Definition 2.2.4.
Bemerkung 2.2.3. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine p× q-Schurfolge.
(a) Es bezeichne X˜(Aj)nj=0 das mit (Aj)
n
j=0 assoziierte kanonische normierte rechte
Matrixpolynom. Dann ist X˜(Aj)nj=0 ein mit (Aj)
n
j=0 assoziiertes normiertes rechtes
Matrixpolynom.
(b) Es bezeichne Y˜(Aj)nj=0 das mit (Aj)
n
j=0 assoziierte kanonische normierte linke Ma-
trixpolynom. Dann ist Y˜(Aj)nj=0 ein mit (Aj)
n
j=0 assoziiertes normiertes linkes Ma-
trixpolynom.
Beweis. Dies folgt sofort aus Teil (a) bzw. Teil (b) von Bemerkung 2.2.1, Definition 2.2.4
und Teil (a) bzw. Teil (b) von Definition 2.2.3.

Wir betrachten nun speziell mit einer strengen p× q-Schurfolge assoziierte (kanonische)
normierte Matrixpolynome. Wir werden insbesondere erkennen, dass diese Matrixpoly-
nome bis auf einen regulären konstanten Rechts- bzw. Linksfaktor mit den im vorange-
gangenen Abschnitt studierten ersten rechten bzw. linken zur strengen p× q-Schurfolge
gehörigen Matrixpolynomen übereinstimmen.
Bemerkung 2.2.4. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine strenge p× q-Schurfolge.
(a) Es bezeichne
(
v˜
(n)
j
)n
j=1
bzw.
(
w˜
(n)
j
)n
j=1
die kanonische mit (Aj)nj=0 rechtsseitig bzw.
linksseitig verträgliche Folge aus Cq×q bzw. Cp×p. Dann gelten
yn
(
(Aj)nj=0
)
=
{(
v˜
(n)
j
)n
j=1
}
und zn
(
(Aj)nj=0
)
=
{(
w˜
(n)
j
)n
j=1
}
.
(b) Es bezeichne X(Aj)nj=0 bzw. Y(Aj)nj=0 das erste rechte bzw. linke zu (Aj)
n
j=0 gehörige
Matrixpolynom. Weiterhin bezeichne X˜(Aj)nj=0 bzw. Y˜(Aj)nj=0 das mit (Aj)
n
j=0 assozi-
ierte kanonische normierte rechte bzw. linke Matrixpolynom. Es sei rn+1 bzw. ln+1
das (n+ 1)-te zu (Aj)nj=0 gehörige obere bzw. untere Schurkomplement vom Typ II.
(b1) Es sind rn+1 und ln+1 regulär und es gelten
X(Aj)nj=0 =
(
X˜(Aj)nj=0
)
(rn+1)−1 und Y(Aj)nj=0 = (ln+1)
−1 (Y˜(Aj)nj=0) .
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(b2) Sei w ∈ D ∪ T. Dann gelten det X˜(Aj)nj=0 (w) 6= 0 und det Y˜(Aj)nj=0 (w) 6= 0.
Beweis. Es bezeichne (Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus
C(p+q)×(p+q). Wegen Bemerkung 1.2.2 ist die Folge (Bj)n+1j=0 positiv definit.
(a) Es bezeichne
(
V˜
(n+1)
j
)n+1
j=1
bzw.
(
W˜
(n+1)
j
)n+1
j=1
die kanonische mit (Bj)n+1j=0 rechtsseitig
bzw. linksseitig verträgliche Folge aus C(p+q)×(p+q). Wegen Teil (a) von Bemerkung E.2.4
gelten
Yn+1
(
(Bj)n+1j=0
)
=
{(
V˜
(n+1)
j
)n+1
j=1
}
und Zn+1
(
(Bj)n+1j=0
)
=
{(
W˜
(n+1)
j
)n+1
j=1
}
.
Hieraus folgen mittels Teil (a) bzw. Teil (b) von Satz 2.2.2 und Teil (a) bzw. Teil (c) von
Bemerkung 2.2.1 dann
yn
(
(Aj)nj=0
)
=
{(
v˜
(n)
j
)n
j=1
}
und zn
(
(Aj)nj=0
)
=
{(
w˜
(n)
j
)n
j=1
}
.
Damit ist (a) gezeigt.
(b) Es bezeichne A(Bj)n+1j=0 bzw. B(Bj)n+1j=0 das zu (Bj)
n+1
j=0 gehörige rechte bzw. linke Matrix-
polynom. Weiterhin bezeichne A˜(Bj)n+1j=0 bzw. B˜(Bj)n+1j=0 das zu (Bj)
n+1
j=0 gehörige kanonische
normierte rechte bzw. linke Matrixpolynom. Es sei Rn+2 bzw. Ln+2 das (n + 2)-te zu
(Bj)n+1j=0 gehörige obere bzw. untere Schurkomplement vom Typ I.
(b1) Wegen Satz 1.3.3 sind rn+1 und ln+1 regulär. Aufgrund von Teil (b) von Bemer-
kung E.2.4 gelten
A(Bj)n+1j=0
=
(
A˜(Bj)n+1j=0
)
(Rn+2)−1 (2.2.69)
und
B(Bj)n+1j=0
= (Ln+2)−1
(
B˜(Bj)n+1j=0
)
. (2.2.70)
Unter Beachtung von Teil (c) bzw. Teil (b) von Satz 1.2.2 gilt
(Rn+2)−1 = diag
(
Ip, (rn+1)−1
)
(2.2.71)
bzw.
(Ln+2)−1 = diag
(
(ln+1)−1 , Iq
)
. (2.2.72)
Wegen Teil (b1) bzw. Teil (c1) von Satz 2.1.1 ist X(Aj)nj=0 bzw. Y(Aj)nj=0 der untere rechte
q × q-Block bzw. der obere linke p× p-Block von A(Bj)n+1j=0 bzw. B(Bj)n+1j=0 :
A(Bj)n+1j=0
=
( ∗ ∗
∗ X(Aj)nj=0
)
(2.2.73)
bzw.
B(Bj)n+1j=0
=
(
Y(Aj)nj=0 ∗
∗ ∗
)
. (2.2.74)
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Weiterhin liefert Teil (a2) bzw. Teil (b2) von Satz 2.2.6, dass X˜(Aj)nj=0 bzw. Y˜(Aj)nj=0
gerade der rechte untere q × q-Block bzw. der linke obere p× p-Block von A˜(Bj)n+1j=0 bzw.
B˜(Bj)n+1j=0
ist:
A˜(Bj)n+1j=0
=
( ∗ ∗
∗ X˜(Aj)nj=0
)
(2.2.75)
bzw.
B˜(Bj)n+1j=0
=
(
Y˜(Aj)nj=0 ∗
∗ ∗
)
. (2.2.76)
Die Kombination von (2.2.73), (2.2.69), (2.2.75) und (2.2.71) und Vergleich der unteren
rechten q × q-Blöcke liefert somit
X(Aj)nj=0 =
(
X˜(Aj)nj=0
)
(rn+1)−1 .
Die Kombination von (2.2.74), (2.2.70), (2.2.76) und (2.2.72) und Vergleich der oberen
linken p× p-Blöcke liefert analog
Y(Aj)nj=0 = (ln+1)
−1 (Y˜(Aj)nj=0) .
Damit ist (b1) gezeigt.
(b2) Dies folgt durch Kombination von (b1) mit Satz 2.1.3. 
Wir halten nun fest, dass Teil (b1) von Bemerkung 2.2.4 auch für n = 0 seine Gültigkeit
behält.
Bemerkung 2.2.5. Seien p, q ∈ N und (Aj)0j=0 eine strenge p×q-Schurfolge. Es bezeich-
ne X(Aj)0j=0 bzw. Y(Aj)0j=0 das erste rechte bzw. linke zu (Aj)
0
j=0 gehörige Matrixpolynom.
Weiterhin bezeichne X˜(Aj)0j=0 bzw. Y˜(Aj)0j=0 das mit (Aj)
0
j=0 assoziierte kanonische nor-
mierte rechte bzw. linke Matrixpolynom. Es sei r1 bzw. l1 das erste zu (Aj)0j=0 gehörige
obere bzw. untere Schurkomplement vom Typ II. Dann sind r1 und l1 regulär und es
gelten
X(Aj)0j=0
=
(
X˜(Aj)0j=0
)
(r1)−1 und Y(Aj)0j=0 = (l1)
−1
(
Y˜(Aj)0j=0
)
.
Beweis. Es bezeichne (Bj)1j=0 die mit (Aj)
0
j=0 assoziierte nichtnegativ definite Folge aus
C(p+q)×(p+q). Wegen Bemerkung 1.2.2 ist die Folge (Bj)1j=0 positiv definit. Weiterhin
bezeichne A(Bj)1j=0 bzw. B(Bj)1j=0 das zu (Bj)
1
j=0 gehörige rechte bzw. linke Matrixpoly-
nom. Es bezeichne außerdem A˜(Bj)1j=0 bzw. B˜(Bj)1j=0 das zu (Bj)
1
j=0 gehörige kanonische
normierte rechte bzw. linke Matrixpolynom. Es sei R2 bzw. L2 das zweite zu (Bj)1j=0
gehörige obere bzw. untere Schurkomplement vom Typ I. Wegen Satz 1.3.3 sind r1 und
l1 regulär. Aufgrund von Teil (b) von Bemerkung E.2.4 gelten
A(Bj)1j=0
=
(
A˜(Bj)1j=0
)
(R2)−1 (2.2.77)
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und
B(Bj)1j=0
= (L2)−1
(
B˜(Bj)1j=0
)
. (2.2.78)
Unter Beachtung von Teil (c) bzw. Teil (b) von Satz 1.2.2 gilt
(R2)−1 = diag
(
Ip, (r1)−1
)
(2.2.79)
bzw.
(L2)−1 = diag
(
(l1)−1 , Iq
)
. (2.2.80)
Wegen Teil (b1) bzw. Teil (c1) von Satz 2.1.1 ist X(Aj)0j=0 bzw. Y(Aj)0j=0 der untere rechte
q × q-Block bzw. der obere linke p× p-Block von A(Bj)1j=0 bzw. B(Bj)1j=0 :
A(Bj)1j=0
=
( ∗ ∗
∗ X(Aj)0j=0
)
(2.2.81)
bzw.
B(Bj)1j=0
=
(
Y(Aj)0j=0
∗
∗ ∗
)
. (2.2.82)
Weiterhin liefert Teil (a) bzw. Teil (b) von Bemerkung 2.2.2, dass X˜(Aj)0j=0 bzw. Y˜(Aj)0j=0
gerade der rechte untere q × q-Block bzw. der linke obere p× p-Block von A˜(Bj)1j=0 bzw.
B˜(Bj)1j=0
ist:
A˜(Bj)1j=0
=
( ∗ ∗
∗ X˜(Aj)0j=0
)
(2.2.83)
bzw.
B˜(Bj)1j=0
=
(
Y˜(Aj)0j=0
∗
∗ ∗
)
. (2.2.84)
Die Kombination von (2.2.81), (2.2.77), (2.2.83) und (2.2.79) und Vergleich der unteren
rechten q × q-Blöcke liefert somit
X(Aj)0j=0
=
(
X˜(Aj)0j=0
)
(r1)−1
Die Kombination von (2.2.82), (2.2.78), (2.2.84) und (2.2.80) und Vergleich der oberen
linken p× p-Blöcke liefert analog
Y(Aj)0j=0
= (l1)−1
(
Y˜(Aj)0j=0
)
.
Damit ist alles gezeigt. 
Im Mittelpunkt des nachfolgenden Satzes steht nun die Lokalisierung der Nullstellen der
Determinanten der mit einer endlichen p× q-Schurfolge assoziierten kanonischen normier-
ten rechten und linken Matrixpolynome. Hierbei erkennen wir, dass diese Determinanten
im Inneren des Einheitskreises der komplexen Ebene nicht verschwinden.
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Satz 2.2.7. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p × q-Schurfolge. Es bezeichne
X˜(Aj)nj=0 bzw. Y˜(Aj)nj=0 das mit (Aj)
n
j=0 assoziierte kanonische normierte rechte bzw. linke
Matrixpolynom. Weiter sei v ∈ D. Dann gelten
det
[
X˜(Aj)nj=0 (v)
]
6= 0 und det
[
Y˜(Aj)nj=0 (v)
]
6= 0 .
Beweis. Im Fall n = 0 gelten wegen Definition 2.2.5 zunächst X˜(Aj)0j=0 (v) = Iq und
Y˜(Aj)0j=0
(v) = Ip und somit det
[
X˜(Aj)0j=0
(v)
]
= 1 6= 0 und det
[
Y˜(Aj)0j=0
(v)
]
= 1 6= 0.
Damit ist in diesem Fall bereits alles gezeigt.
Sei nun n ∈ N. Es bezeichne (Bj)n+1j=0 die mit (Aj)nj=0 assoziierte nichtnegativ definite Folge
aus C(p+q)×(p+q). Weiterhin bezeichne A˜(Bj)n+1j=0 bzw. B˜(Bj)n+1j=0 das zu (Bj)
n+1
j=0 gehörige
kanonische normierte rechte bzw. linke Matrixpolynom. Wegen Teil (a2) bzw. Teil (b2)
von Satz 2.2.6 gilt unter zusätzlicher Beachtung von det Ip = det Iq = 1 nun
det
[
A˜(Bj)n+1j=0
(v)
]
= det
[
X˜(Aj)nj=0 (v)
]
bzw.
det
[
B˜(Bj)n+1j=0
(v)
]
= det
[
Y˜(Aj)nj=0 (v)
]
.
Hieraus folgt mittels Satz E.2.1 nun
det
[
X˜(Aj)nj=0 (v)
]
6= 0 und det
[
Y˜(Aj)nj=0 (v)
]
6= 0 .
Damit ist alles gezeigt. 
Inspiriert von Satz 2.2.7 betrachten wir nun solche mit einer endlichen p× q-Schurfolge
rechts- bzw. linksseitig verträglichen Folgen, bei denen die Determinanten der zugehörigen
Matrixpolynome im Inneren des komplexen Einheitskreises nicht verschwinden.
Definition 2.2.6. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine p× q-Schurfolge.
(a) Seien (vj)nj=1 ∈ yn
(
(Aj)nj=0
)
und
X˜ := IqE0 +
n∑
j=1
vjEj .
Dann heißt (vj)nj=1 eine mit (Aj)
n
j=0 total rechtsseitig verträgliche Folge aus Cq×q,
falls für alle u ∈ D die Beziehung det X˜ (u) 6= 0 besteht. Es bezeichnet y′n
(
(Aj)nj=0
)
die Menge aller mit (Aj)nj=0 total rechtsseitig verträglichen Folgen aus Cq×q.
(b) Seien (wj)nj=1 ∈ zn
(
(Aj)nj=0
)
und
Y˜ := IpE0 +
n∑
j=1
wjEj .
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Dann heißt (wj)nj=1 eine mit (Aj)
n
j=0 total linksseitig verträgliche Folge aus Cp×p,
falls für alle u ∈ D die Beziehung det Y˜ (u) 6= 0 besteht. Es bezeichnet z′n
(
(Aj)nj=0
)
die Menge aller mit (Aj)nj=0 total linksseitig verträglichen Folgen aus Cp×p.
Wir zeigen im Folgenden den Zusammenhang zwischen den soeben besprochenen
Begriffen und Definition E.2.5 in dem Fall, dass die zu einer p× q-Schurfolge assoziierte
nichtnegativ definite Folge aus C(p+q)×(p+q) betrachtet wird, auf.
Satz 2.2.8. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine p × q-Schurfolge. Es bezeichne
(Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus C(p+q)×(p+q).
(a) Sei (vj)nj=1 eine Folge aus Cq×q sowie mit den Setzungen v0 := Iq und vn+1 := 0q×q
für k ∈ {0, . . . , n} weiterhin
Vk+1 :=
(
0p×p −∑kj=0Ajvk−j
0q×p −vk+1
)
.
Dann sind äquivalent:
(i) Es gilt (vj)nj=1 ∈ y′n
(
(Aj)nj=0
)
.
(ii) Es gilt (Vj)n+1j=1 ∈ Y ′n+1
(
(Bj)n+1j=0
)
.
(b) Sei (wj)nj=1 eine Folge aus Cp×p sowie mit den Setzungen w0 := Ip und wn+1 :=
0p×p für k ∈ {0, . . . , n} weiterhin
Wk+1 :=
(
−wk+1 −
∑k
j=0wk−jAj
0q×p 0q×q
)
.
Dann sind äquivalent:
(iii) Es gilt (wj)nj=1 ∈ z′n
(
(Aj)nj=0
)
.
(iv) Es gilt (Wj)n+1j=1 ∈ Z ′n+1
(
(Bj)n+1j=0
)
.
Beweis. (a) Seien
X˜ := IqE0 +
n∑
j=1
vjEj und A˜ := Ip+qE0 −
n+1∑
j=1
VjEj .
Aufgrund der Wahl der Folge (Vj)n+1j=1 gilt dann
A˜ =
(
IpE0 ∑nk=0 (∑kj=0Ajvk−j) Ek+1
0q×pE0 X˜
)
und somit unter zusätzlicher Beachtung von det Ip = 1 für alle u ∈ D nun
det A˜ (u) = det X˜ (u) . (2.2.85)
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Wegen Teil (a) von Definition 2.2.6 bzw. Teil (a) von Definition E.2.5 ist (i) bzw. (ii)
äquivalent zu
(i′) : Es gelten (vj)nj=1 ∈ yn
(
(Aj)nj=0
)
sowie für alle u ∈ D die Beziehung det X˜ (u) 6= 0.
bzw.
(ii′) : Es gelten (Vj)n+1j=1 ∈ Yn+1
(
(Bj)n+1j=0
)
sowie für alle u ∈ D die Beziehung
det A˜ (u) 6= 0.
Die Kombination von Teil (a) von Satz 2.2.1 mit (2.2.85) liefert dann die Äquivalenz von
(i′) und (ii′). Damit ist (a) gezeigt.
(b) Seien
Y˜ := IpE0 +
n∑
j=1
wjEj und B˜ := Ip+qE0 −
n+1∑
j=1
WjEj .
Aufgrund der Wahl der Folge (Wj)n+1j=1 gilt dann
B˜ =
(
Y˜
∑n
k=0
(∑k
j=0wk−jAj
)
Ek+1
0q×p · E0 Iq · E0
)
und somit unter zusätzlicher Beachtung von det Iq = 1 für alle u ∈ D nun
det B˜ (u) = det Y˜ (u) . (2.2.86)
Wegen Teil (b) von Definition 2.2.6 bzw. Teil (a) von Definition E.2.5 ist (iii) bzw. (iv)
äquivalent zu
(iii′) : Es gelten (wj)nj=1 ∈ zn
(
(Aj)nj=0
)
sowie für alle u ∈ D die Beziehung det Y˜ (u) 6=
0.
bzw.
(iv′) : Es gelten (Wj)n+1j=1 ∈ Zn+1
(
(Bj)n+1j=0
)
sowie für alle u ∈ D die Beziehung
det B˜ (u) 6= 0.
Die Kombination von Teil (b) von Satz 2.2.1 mit (2.2.86) liefert dann die Äquivalenz von
(iii′) und (iv′). Damit ist (b) gezeigt. 
Satz 2.2.7 gestattet nun folgende einfache Umformulierung.
Satz 2.2.9. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine p× q-Schurfolge.
(a) Es bezeichne
(
v˜
(n)
j
)n
j=1
die kanonische mit (Aj)nj=0 rechtsseitig verträgliche Folge
aus Cq×q. Dann gilt
(
v˜
(n)
j
)n
j=1
∈ y′n
(
(Aj)nj=0
)
.
(b) Es bezeichne
(
w˜
(n)
j
)n
j=1
die kanonische mit (Aj)nj=0 linksseitig verträgliche Folge
aus Cp×p. Dann gilt
(
w˜
(n)
j
)n
j=1
∈ z′n
(
(Aj)nj=0
)
.
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Beweis. Es bezeichne (Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus
C(p+q)×(p+q) sowie
(
V˜
(n+1)
j
)n+1
j=1
bzw.
(
W˜
(n+1)
j
)n+1
j=1
die kanonische mit (Bj)n+1j=0 rechts-
bzw. linksseitig verträgliche Folge aus C(p+q)×(p+q).
(a) Wegen Bemerkung E.2.1, Teil (a) von Satz 2.2.3 und Teil (a) von Satz 2.2.2 gilt für
k ∈ {0, . . . , n} zunächst
V˜
(n+1)
k+1 =
(
0p×p −∑kj=0Aj v˜(n)k−j
0q×p −v˜(n)k+1
)
.
Teil (a) von Satz E.2.2 liefert weiterhin
(
V˜
(n)
j
)n+1
j=1
∈ Y ′n+1
(
(Bj)n+1j=0
)
. Somit erbringt
Teil (a) von Satz 2.2.8 dann
(
v˜
(n)
j
)n
j=1
∈ y′n
(
(Aj)nj=0
)
. Damit ist (a) gezeigt.
(b) Wegen Bemerkung E.2.1, Teil (b) von Satz 2.2.3 und Teil (b) von Satz 2.2.2 gilt für
k ∈ {0, . . . , n} zunächst
W˜
(n+1)
k+1 =
(
−w˜(n)k+1 −
∑k
j=0 w˜
(n)
k−jAj
0q×p 0q×q
)
.
Teil (b) von Satz E.2.2 liefert weiterhin
(
W˜
(n)
j
)n+1
j=1
∈ Z ′n+1
(
(Bj)n+1j=0
)
. Somit erbringt
Teil (b) von Satz 2.2.8 dann
(
w˜
(n)
j
)n
j=1
∈ z′n
(
(Aj)nj=0
)
. Damit ist (b) gezeigt. 
Folgerung 2.2.1. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine p × q-Schurfolge. Dann
gelten y′n
(
(Aj)nj=0
)
6= ∅ und z′n
(
(Aj)nj=0
)
6= ∅.
Beweis. Dies folgt sofort aus Satz 2.2.9. 
140
2.3. Die Cauchyproduktdarstellungen unendlicher Typ-II-zentraler p× q-Schurfolgen
2.3. Die Cauchyproduktdarstellungen unendlicher Typ-II-
zentraler p× q-Schurfolgen
Wir knüpfen nachfolgend an die in Abschnitt 1.8 begonnenen Untersuchungen unendlicher
Typ-II-zentraler p× q-Schurfolgen an. Ein zentrales Resultat jenes Abschnitts war die
in Satz 1.8.3 erhaltenen Rekursionsformeln für die Elemente einer unendlichen Typ-II-
zentralen p× q-Schurfolge.
Im vorliegenden Abschnitt werden wir erkennen, dass diese Rekursionsformeln als
generischer Spezialfall eines allgemeineren Typs von Rekursionsformeln betrachtet werden
können. Im Zentrum dieses Kapitels steht also die Herleitung zweier zueinander dualer
Cauchyproduktdarstellungen für unendliche Typ-II-zentrale p× q-Schurfolgen. Hierbei
werden wir vornehmlich auf Ergebnisse aus Abschnitt 2.2 und Anhang E.3 zurückgreifen.
Wir benötigen für unsere weiteren Untersuchungen zunächst die folgenden Begriffsbil-
dungen:
Definition 2.3.1. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine p× q-Schurfolge.
(a) Seien (vj)nj=1 ∈ yn
(
(Aj)nj=0
)
sowie v0 := Iq. Dann verstehen wir unter der mit
(Aj)nj=0 und (vj)
n
j=1 rechtsseitig assoziierten Folge das Cauchyprodukt (vj,r)
n
j=0 der
Folgen (Aj)nj=0 und (vj)
n
j=0.
(b) Seien (wj)nj=1 ∈ zn
(
(Aj)nj=0
)
sowie w0 := Ip. Dann verstehen wir unter der mit
(Aj)nj=0 und (wj)
n
j=1 linksseitig assoziierten Folge das Cauchyprodukt (wj,l)
n
j=0 der
Folgen (wj)nj=0 und (Aj)
n
j=0.
Wir untersuchen nun den Zusammenhang zwischen Definition 2.3.1 und Definition E.3.1
unter der Prämisse, dass (Γj)n+1j=0 gerade die mit (Aj)
n
j=0 assoziierte (p + q) × (p + q)-
Carathéodoryfolge ist.
Satz 2.3.1. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine p × q-Schurfolge. Es bezeichne
(Γj)n+1j=0 die mit (Aj)
n
j=0 assoziierte (p+q)×(p+q)-Carathéodoryfolge. Weiterhin bezeichne
(Bj)n+1j=0 die mit (Γj)
n+1
j=0 assoziierte nichtnegativ definite Folge aus C(p+q)×(p+q).
(a) Es ist (Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus
C(p+q)×(p+q).
(b) Seien (vj)nj=1 ∈ yn
(
(Aj)nj=0
)
sowie mit den Setzungen v0 := Iq und vn+1 := 0q×q
für k ∈ {0, . . . , n} weiterhin
Vk+1 :=
(
0p×p −∑kj=0Ajvk−j
0q×p −vk+1
)
.
(b1) Es gilt (Vj)n+1j=1 ∈ Yn+1
(
(Bj)n+1j=0
)
.
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(b2) Sei (vj,r)nj=0 eine Folge aus Cp×q sowie für k ∈ {0, . . . , n+ 1} weiterhin
Vk,r :=

Ip+q , falls k = 0,(
0p×p −vk−1,r
0q×p vk
)
, falls k ∈ {1, . . . , n+ 1} .
Dann sind folgende Aussagen äquivalent:
(i) Es ist (vj,r)nj=0 die mit (Aj)
n
j=0 und (vj)
n
j=1 rechtsseitig assoziierte Folge.
(ii) Es ist (Vj,r)n+1j=0 die zu (Γj)
n+1
j=0 und (Vj)
n+1
j=1 rechtsseitig assoziierte Folge.
(c) Seien (wj)nj=1 ∈ zn
(
(Aj)nj=0
)
sowie mit den Setzungen w0 := Ip und wn+1 := 0p×p
für k ∈ {0, . . . , n} weiterhin
Wk+1 :=
(
−wk+1 −
∑k
j=0wk−jAj
0q×p 0q×q
)
.
(c1) Es gilt (Wj)n+1j=1 ∈ Zn+1
(
(Bj)n+1j=0
)
.
(c2) Sei (wj,l)nj=0 eine Folge aus C
p×q sowie für k ∈ {0, . . . , n+ 1} weiterhin
Wk,l :=

Ip+q , falls k = 0,(
wk −wk−1,l
0q×p 0q×q
)
, falls k ∈ {1, . . . , n+ 1} .
Dann sind folgende Aussagen äquivalent:
(iii) Es ist (wj,l)nj=0 die mit (Aj)
n
j=0 und (wj)
n
j=1 linksseitig assoziierte Folge.
(iv) Es ist (Wj,l)n+1j=0 die zu (Γj)
n+1
j=0 und (Wj)
n+1
j=1 linksseitig assoziierte Folge.
Beweis. Es bezeichne Sn
(
(Aj)nj=0
)
bzw. Sn+1
(
(Γj)n+1j=0
)
die n-te zur Folge (Aj)nj=0 bzw.
(n+ 1)-te zur Folge (Γj)n+1j=0 gehörige Abschnittsmatrix. Weiterhin seien
Sˆn :=
(
I(n+1)p −2Sn
(
(Aj)nj=0
)
0(n+1)q×(n+1)p I(n+1)q
)
sowie Jn+1 die (n+ 1)-te spezielle Permutationsmatrix. Wegen Satz 1.2.3 gilt dann
Sn+1
(
(Γj)n+1j=0
)
= Jn+1 diag
(
Ip, Sˆn, Iq
)
J∗n+1 . (2.3.1)
(a) Dies folgt aus Bemerkung 1.2.5.
(b1) Dies folgt aus Teil (a) von Satz 2.2.1.
(b2) Seien
v˜ :=

Iq
v1
...
vn
 und vr :=
 v0,r...
vn,r

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sowie
V˜ :=

Ip+q
−V1
...
−Vn+1
 und Vr :=
 V0,r...
Vn+1,r
 .
Wegen Teil (a) von Definition 2.3.1 und der Definition der beteiligten Größen ist (i)
äquivalent zu
(i′) : Es gilt vr =
[
Sn
(
(Aj)nj=0
)]
v˜.
Wegen Teil (a) von Definition E.3.1 und der Definition der beteiligten Größen ist weiterhin
(ii) äquivalent zu
(ii′) : Es gilt Vr =
[
Sn+1
(
(Γj)n+1j=0
)]
V˜.
Wegen (2.3.1) und Definition 1.2.1 gilt
[
Sn+1
(
(Γj)n+1j=0
)]
V˜ = Jn+1 diag
(
Ip, Sˆn, Iq
)
Ip 0p×q
0(n+1)p×p
[
Sn
(
(Aj)nj=0
)]
v˜
0(n+1)q×p v˜
0q×p 0q×q

= Jn+1

Ip 0p×q
0(n+1)(p+q)×p Sˆn
( [
Sn
(
(Aj)nj=0
)]
v˜
v˜
)
0q×p 0q×q
 .
(2.3.2)
Aus der Definition von Sˆn folgt weiterhin
Sˆn
( [
Sn
(
(Aj)nj=0
)]
v˜
v˜
)
=
(
−
[
Sn
(
(Aj)nj=0
)]
v˜
v˜
)
. (2.3.3)
Die Kombination von (2.3.2) und (2.3.3) ergibt
[
Sn+1
(
(Γj)n+1j=0
)]
V˜ = Jn+1

Ip 0p×q
0(n+1)p×p −
[
Sn
(
(Aj)nj=0
)]
v˜
0(n+1)q×p v˜
0q×p 0q×q
 . (2.3.4)
Aufgrund von der Definition der Folge (Vj,r)n+1j=0 und Definition 1.2.1 gilt
J∗n+1Vr =

Ip 0p×q
0(n+1)p×p −vr
0(n+1)q×p v˜
0q×p 0q×q
 .
Somit erkennt man unter zusätzlicher Berücksichtigung von (2.3.4) und J−1n+1 = J∗n+1
wegen Teil (b) von Bemerkung 1.2.1 dann die Äquivalenz von (i′) und (ii′). Damit ist
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(b2) gezeigt.
(c1) Dies folgt aus Teil (b) von Satz 2.2.1.
(c2) Seien
w˜ := (wn, . . . , w1, Ip) und wl := (wn,l, . . . , w0,l)
sowie
W˜ := (−Wn+1, . . . ,−W1, Ip+q) und Wl := (Wn+1,l, . . . ,W0,l) .
Wegen Teil (b) von Definition 2.3.1 und der Definition der beteiligten Größen ist (iii)
äquivalent zu
(iii′) : Es gilt wl = w˜
[
Sn
(
(Aj)nj=0
)]
.
Wegen Teil (b) von Definition E.3.1 und der Definition der beteiligten Größen ist weiterhin
(iv) äquivalent zu
(iv′) : Es gilt Wl = W˜
[
Sn+1
(
(Γj)n+1j=0
)]
.
Wegen (2.3.1) und Definition 1.2.1 gilt
W˜
[
Sn+1
(
(Γj)n+1j=0
)]
=
(
0p×p w˜ w˜
[
Sn
(
(Aj)nj=0
)]
0p×q
0q×p 0q×(n+1)p 0q×(n+1)q Iq
)
diag
(
Ip, Sˆn, Iq
)
J∗n+1
=
(
0p×p
(
w˜, w˜
[
Sn
(
(Aj)nj=0
)])
Sˆn 0p×q
0q×p 0q×(n+1)(p+q) Iq
)
J∗n+1 .
(2.3.5)
Aus der Definition von Sˆn folgt weiterhin(
w˜, w˜
[
Sn
(
(Aj)nj=0
)])
Sˆn =
(
w˜,−w˜
[
Sn
(
(Aj)nj=0
)])
. (2.3.6)
Die Kombination von (2.3.5) und (2.3.6) ergibt
W˜
[
Sn+1
(
(Γj)n+1j=0
)]
=
(
0p×p w˜ −w˜
[
Sn
(
(Aj)nj=0
)]
0p×q
0q×p 0q×(n+1)p 0q×(n+1)q Iq
)
J∗n+1 .
(2.3.7)
Aufgrund von der Definition der Folge (Wj,l)n+1j=0 und Definition 1.2.1 gilt
WlJn+1 =
(
0p×p w˜ −wl 0p×q
0q×p 0q×(n+1)p 0q×(n+1)q Iq
)
.
Somit erkennt man unter zusätzlicher Berücksichtigung von (2.3.7) und J−1n+1 = J∗n+1
wegen Teil (b) von Bemerkung 1.2.1 dann die Äquivalenz von (iii′) und (iv′). Damit ist
(c2) gezeigt. 
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Es sollte erwähnt werden, dass in der Definition von Vk+1 bzw. Wk+1 im vorange-
gangenen Satz im oberen rechten p× q-Block bereits das k-te Element der mit (Aj)nj=0
und (vj)nj=1 rechtsseitig assoziierte Folge bzw. der mit (Aj)
n
j=0 und (wj)
n
j=1 linksseitig
assoziierte Folge auftritt. Rückblickend können wir sogar feststellen, dass wir implizit
schon ab Satz 2.2.1 diesen rechts- bzw. linksseitig assoziierten Folgen begegnet sind.
Wir wenden uns nun dem generischen Spezialfall von rechts- bzw. linksseitig assoziierten
Folgen zu, indem wir für die rechts- bzw. linksseitig verträglichen Folgen gerade die
kanonischen rechts- bzw. linksseitig verträglichen Folgen wählen.
Satz 2.3.2. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine p × q-Schurfolge. Es bezeichne
(Γj)n+1j=0 die mit (Aj)
n
j=0 assoziierte (p+q)×(p+q)-Carathéodoryfolge. Weiterhin bezeichne
(Bj)n+1j=0 die mit (Γj)
n+1
j=0 assoziierte nichtnegativ definite Folge aus C(p+q)×(p+q). Es seien
Pn−1
(
(Aj)nj=0
)
bzw. Qn−1
(
(Aj)nj=0
)
die (n− 1)-te zu (Aj)nj=0 gehörige linke bzw. rechte
Defektmatrix.
(a) Es bezeichne
(
v˜
(n)
j
)n
j=1
bzw.
(
V˜
(n+1)
j
)n+1
j=1
die kanonische mit (Aj)nj=0 bzw. (Bj)
n+1
j=0
rechtsseitig verträgliche Folge aus Cq×q bzw. C(p+q)×(p+q).
(a1) Es ist
(
V˜
(n+1)
j
)n+1
j=1
eine mit (Bj)n+1j=0 rechtsseitig verträgliche Folge aus
C(p+q)×(p+q).
(a2) Unter Beachtung von (a1) bezeichne
(
V˜
(n+1)
j,r
)n+1
j=0
die zu (Γj)n+1j=0 und(
V˜
(n+1)
j
)n+1
j=1
rechtsseitig assoziierte Folge. Sei
yn :=
 A1...
An
 .
Die Folge (dj)nj=1 aus Cp×q sei über die Blockzerlegung
[
Pn−1
(
(Aj)nj=0
)]+
yn =
 d1...
dn

gewonnen. Mit den Setzungen d0 := A0 und v˜(n)n+1 := 0q×q gilt für k ∈
{0, . . . , n+ 1} dann
V˜
(n+1)
k,r =

Ip+q , falls k = 0,(
0p×p −dk−1
0q×p v˜(n)k
)
, falls k ∈ {1, . . . , n+ 1} .
(b) Es bezeichne
(
w˜
(n)
j
)n
j=1
bzw.
(
W˜
(n+1)
j
)n+1
j=1
die kanonische mit (Aj)nj=0 bzw.
(Bj)n+1j=0 linksseitig verträgliche Folge aus Cp×p bzw. C(p+q)×(p+q).
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(b1) Es ist
(
W˜
(n+1)
j
)n+1
j=1
eine mit (Bj)n+1j=0 linksseitig verträgliche Folge aus
C(p+q)×(p+q).
(b2) Unter Beachtung von (b1) bezeichne
(
W˜
(n+1)
j,l
)n+1
j=0
die zu (Γj)n+1j=0 und(
W˜
(n+1)
j
)n+1
j=1
linksseitig assoziierte Folge. Sei
zn := (An, . . . , A1) .
Die Folge (ej)nj=1 aus Cp×q sei über die Blockzerlegung
zn
[
Qn−1
(
(Aj)nj=0
)]+
= (en, . . . , e1)
gewonnen. Mit den Setzungen e0 := A0 und w˜(n)n+1 := 0p×p gelten für k ∈
{0, . . . , n+ 1} dann
W˜
(n+1)
k,l =

Ip+q , falls k = 0,(
w˜
(n)
k −ek−1
0q×p 0q×q
)
, falls k ∈ {1, . . . , n+ 1} .
Beweis. Es bezeichne Sn−1
(
(Aj)nj=0
)
bzw. Sn
(
(Γj)n+1j=0
)
die (n−1)-te zur Folge (Aj)nj=0
bzw. n-te zur Folge (Γj)n+1j=0 gehörige Abschnittsmatrix. Weiterhin seien
Sˆn−1 :=
(
Inp −2Sn−1
(
(Aj)nj=0
)
0nq×np Inq
)
sowie Jn+1 die (n+ 1)-te spezielle Permutationsmatrix. Wegen Satz 1.2.3 gilt dann
Sn
(
(Γj)n+1j=0
)
= Jn diag
(
Ip, Sˆn−1, Iq
)
J∗n . (2.3.8)
(a1) Dies folgt aus Bemerkung E.2.1.
(a2) Aus Teil (b2) von Satz 2.3.1 folgt sofort V˜ (n+1)0,r = Ip+q. Sei
v˜
(n)
n :=

v˜
(n)
1
...
v˜
(n)
n
 .
Wegen Teil (a) von Bemerkung E.3.1, (2.3.8), Definition 1.2.1 und Teil (a) von Satz 2.2.3
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gilt

V˜
(n+1)
1,r
...
V˜
(n+1)
n+1,r
 = −Jn diag (Ip, [Sˆn−1]∗ , Iq)

0p×p A0
0np×p
[
Pn−1
(
(Aj)nj=0
)]+
yn
0nq×p v˜(n)n
0q×p 0q×q

= −Jn

0p×p A0
0n(p+q)×p
[
Sˆn−1
]∗ [Pn−1 ((Aj)nj=0)]+ yn
v˜
(n)
n

0q×p 0q×q
 .
(2.3.9)
Aufgrund der Definition von Sˆn−1, Teil (a) von Definition 2.2.2 und Teil (b) von Lem-
ma 1.1.1 ergibt sich weiterhin
[
Sˆn−1
]∗ [Pn−1 ((Aj)nj=0)]+ yn
v˜
(n)
n
 =
 [Pn−1 ((Aj)nj=0)]+ yn
−v˜(n)n
 . (2.3.10)
Die Kombination von (2.3.9) und (2.3.10) ergibt unter nochmaliger Berücksichtigung von
Definition 1.2.1 dann

V˜
(n+1)
1,r
...
V˜
(n+1)
n+1,r
 = Jn

0p×p A0
0np×p −
[
Pn−1
(
(Aj)nj=0
)]+
yn
0nq×p v˜(n)n
0q×p 0q×q
 .
Unter Beachtung von Definition 1.2.1 und der Wahl der Folge (dj)nj=0 ergibt sich für
k ∈ {1, . . . , n+ 1} somit
V˜
(n+1)
k,r =
(
0p×p −dk−1
0q×p v˜(n)k
)
.
Damit ist (a2) gezeigt.
(b1) Dies folgt aus Bemerkung E.2.1.
(b2) Aus Teil (c2) von Satz 2.3.1 folgt sofort W˜ (n+1)0,l = Ip+q. Sei
w˜
(n)
n :=
(
w˜(n)n , . . . , w˜
(n)
1
)
.
Wegen Teil (b) von Bemerkung E.3.1, (2.3.8), Definition 1.2.1 und Teil (b) von Satz 2.2.3
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gilt (
W˜
(n+1)
n+1,l , . . . , W˜
(n+1)
1,l
)
= −
 0p×p w˜(n)n zn [Qn−1 ((Aj)nj=0)]+ A0
0q×p 0q×np 0q×nq 0q×q
 diag (Ip, [Sˆn−1]∗ , Iq) J∗n
= −
 0p×p
(
w˜
(n)
n , zn
[
Qn−1
(
(Aj)nj=0
)]+) [
Sˆn−1
]∗
A0
0q×p 0q×n(p+q) 0q×q
 J∗n .
(2.3.11)
Aufgrund der Definition von Sˆn−1, Teil (b) von Definition 2.2.2 und Teil (b) von Lem-
ma 1.1.1 ergibt sich weiterhin(
w˜
(n)
n , zn
[
Qn−1
(
(Aj)nj=0
)]+) [
Sˆn−1
]∗
=
(
−w˜(n)n , zn
[
Qn−1
(
(Aj)nj=0
)]+)
.
(2.3.12)
Die Kombination von (2.3.11) und (2.3.12) ergibt unter nochmaliger Berücksichtigung
von Definition 1.2.1 dann
(
W˜
(n+1)
n+1,l , . . . , W˜
(n+1)
1,l
)
=
 0p×p w˜(n)n −zn [Qn−1 ((Aj)nj=0)]+ A0
0q×p 0q×np 0q×nq 0q×q
 J∗n .
Unter Beachtung von Definition 1.2.1 und der Wahl der Folge (ej)nj=0 ergibt sich für
k ∈ {1, . . . , n+ 1} somit
W˜
(n+1)
k,l =
(
w˜
(n)
k −ek−1
0q×p 0q×q
)
.
Damit ist (b2) gezeigt. 
Satz 2.3.3. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine p × q-Schurfolge. Es bezeichne(
v˜
(n)
j
)n
j=1
die kanonische mit (Aj)nj=0 rechtsseitig verträgliche Folge aus Cq×q.
(a) Es ist
(
v˜
(n)
j
)n
j=1
eine mit (Aj)nj=0 rechtsseitig verträgliche Folge aus Cq×q.
(b) Unter Beachtung von (a) bezeichne
(
v˜
(n)
j,r
)n
j=0
die zu (Aj)nj=0 und
(
v˜
(n)
j
)n
j=1
rechts-
seitig assoziierte Folge.
(b1) Es ist v˜(n)0,r = A0.
(b2) Es bezeichne Pn−1
(
(Aj)nj=0
)
die (n− 1)-te zu (Aj)nj=0 gehörige linke Defekt-
matrix. Weiter sei
yn :=
 A1...
An
 .
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Dann gilt 
v˜
(n)
1,r
...
v˜
(n)
n,r
 = [Pn−1 ((Aj)nj=0)]+ yn .
(b3) Es bezeichne Sn−1
(
(Aj)nj=0
)
die (n − 1)-te zur Folge (Aj)nj=0 gehörige Ab-
schnittsmatrix. Dann gilt
v˜
(n)
1
...
v˜
(n)
n
 = [Sn−1 ((Aj)nj=0)]∗

v˜
(n)
1,r
...
v˜
(n)
n,r
 .
Beweis. Es bezeichne (Γj)n+1j=0 die mit (Aj)
n
j=0 assoziierte (p + q) × (p + q)-Carathéo-
doryfolge. Weiterhin bezeichne (Bj)n+1j=0 die mit (Γj)
n+1
j=0 assoziierte nichtnegativ definite
Folge aus C(p+q)×(p+q). Es bezeichne
(
V˜
(n+1)
j
)n+1
j=1
die kanonische mit (Bj)n+1j=0 rechtsseitig
verträgliche Folge aus C(p+q)×(p+q) sowie
(
V˜
(n+1)
j,r
)n+1
j=0
die zu (Γj)n+1j=0 und
(
V˜
(n+1)
j
)n+1
j=1
rechtsseitig assoziierte Folge. Aufgrund von Teil (b2) von Satz 2.3.1 gilt mit v˜(n)n+1 := 0q×q
für k ∈ {1, . . . , n+ 1} dann
V˜
(n+1)
k,r =
(
0p×p −v˜(n)k−1,r
0q×p v˜(n)k
)
, (2.3.13)
während mit der Blockzerlegung
[
Pn−1
(
(Aj)nj=0
)]+
yn =
 d1...
dn
 (2.3.14)
in p× q-Blöcke sowie der Setzung d0 := A0 für k ∈ {1, . . . , n+ 1} wegen Teil (a2) von
Satz 2.3.2 weiterhin
V˜
(n+1)
k,r =
(
0p×p −dk−1
0q×p v˜(n)k
)
(2.3.15)
gilt.
(a) Dies folgt aus Teil (a) von Bemerkung 2.2.1.
(b1) Dies folgt aus (2.3.13) und (2.3.15) für k = 1 unter Beachtung von d0 = A0.
(b2) Vergleichen der oberen rechten p× q-Blöcke in (2.3.13) und (2.3.15) liefert mittels
(2.3.14) dann 
v˜
(n)
1,r
...
v˜
(n)
n,r
 = [Pn−1 ((Aj)nj=0)]+ yn .
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Damit ist (b2) gezeigt.
(b3) Dies ergibt sich aus Teil (a) von Definition 2.2.2, Teil (b) von Lemma 1.1.1 und
(b2). 
Es folgt nun das zu Satz 2.3.3 duale linke Resultat.
Satz 2.3.4. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine p × q-Schurfolge. Es bezeichne(
w˜
(n)
j
)n
j=1
die kanonische mit (Aj)nj=0 linksseitig verträgliche Folge aus Cp×p.
(a) Es ist
(
w˜
(n)
j
)n
j=1
eine mit (Aj)nj=0 linksseitig verträgliche Folge aus Cp×p.
(b) Unter Beachtung von (a) bezeichne
(
w˜
(n)
j,l
)n
j=0
die zu (Aj)nj=0 und
(
w˜
(n)
j
)n
j=1
links-
seitig assoziierte Folge.
(b1) Es ist w˜(n)0,l = A0.
(b2) Es bezeichne Qn−1
(
(Aj)nj=0
)
die (n − 1)-te zu (Aj)nj=0 gehörige rechte De-
fektmatrix. Weiter sei
zn := (An, . . . , A1) .
Dann gilt (
w˜
(n)
n,l , . . . , w˜
(n)
1,l
)
= zn
[
Qn−1
(
(Aj)nj=0
)]+
.
(b3) Es bezeichne Sn−1
(
(Aj)nj=0
)
die (n − 1)-te zur Folge (Aj)nj=0 gehörige Ab-
schnittsmatrix. Dann gilt(
w˜(n)n , . . . , w˜
(n)
1
)
=
(
w˜
(n)
n,l , . . . , w˜
(n)
1,l
) [
Sn−1
(
(Aj)nj=0
)]∗
.
Beweis. Es bezeichne (Γj)n+1j=0 die mit (Aj)
n
j=0 assoziierte (p + q) × (p + q)-Carathéo-
doryfolge. Weiterhin bezeichne (Bj)n+1j=0 die mit (Γj)
n+1
j=0 assoziierte nichtnegativ definite
Folge aus C(p+q)×(p+q). Es bezeichne
(
W˜
(n+1)
j
)n+1
j=1
die kanonische mit (Bj)n+1j=0 linksseitig
verträgliche Folge aus C(p+q)×(p+q) sowie
(
W˜
(n+1)
j,l
)n+1
j=0
die zu (Γj)n+1j=0 und
(
W˜
(n+1)
j
)n+1
j=1
linksseitig assoziierte Folge. Aufgrund von Teil (c2) von Satz 2.3.1 gilt mit w˜(n)n+1 := 0p×p
für k ∈ {1, . . . , n+ 1} dann
W˜
(n+1)
k,l =
(
w˜
(n)
k −w˜(n)k−1,l
0q×p 0q×q
)
, (2.3.16)
während mit der Blockzerlegung
zn
[
Qn−1
(
(Aj)nj=0
)]+
= (en, . . . , e1) (2.3.17)
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in p× q-Blöcke sowie der Setzung e0 := A0 für k ∈ {1, . . . , n+ 1} wegen Teil (b2) von
Satz 2.3.2 weiterhin
W˜
(n+1)
k,l =
(
w˜
(n)
k −ek−1
0q×p 0q×q
)
(2.3.18)
gilt.
(a) Dies folgt aus Teil (c) von Bemerkung 2.2.1.
(b1) Dies folgt aus (2.3.16) und (2.3.18) für k = 1 unter Beachtung von e0 = A0.
(b2) Vergleichen der oberen rechten p× q-Blöcke in (2.3.16) und (2.3.18) liefert mittels
(2.3.17) dann (
w˜
(n)
n,l , . . . , w˜
(n)
1,l
)
= zn
[
Qn−1
(
(Aj)nj=0
)]+
.
Damit ist (b2) gezeigt.
(b3) Dies ergibt sich aus Teil (b) von Definition 2.2.2, Teil (b) von Lemma 1.1.1 und
(b2). 
Wir kommen nun zum Hauptresultat dieses Abschnitts. Die in den Teilen (b1) und
(c1) des nachfolgenden Satzes enthaltenen Resultate sind die angestrebten Verallgemeine-
rungen der in Satz 1.8.3 formulierten Rekursionsformeln für die Elemente unendlicher
Typ-II-zentraler p× q-Schurfolgen.
Satz 2.3.5. Seien p, q ∈ N, n ∈ N und (Aj)j∈N0 eine p× q-Schurfolge, welche Typ-II-
zentral der Ordnung n+ 1 ist.
(a) Es ist (Aj)nj=0 eine p× q-Schurfolge.
(b) Unter Beachtung von (a) bezeichne (vj)nj=1 eine mit (Aj)
n
j=0 rechtsseitig verträgliche
Folge aus Cq×q.
(b1) Sei m ∈ {n+ 1, n+ 2, . . . }. Dann gilt
Am = − (Am−1, . . . , Am−n)
 v1...
vn
 .
(b2) Es bezeichne (vj,r)nj=0 die zu (Aj)
n
j=0 und (vj)
n
j=1 rechtsseitig assoziierte Folge.
Für j ∈ N0 sei
v′j,r :=
{
vj,r , falls j ∈ {0, . . . , n} ,
0p×q , falls j ∈ {n+ 1, n+ 2, . . . }
sowie
v′j :=

Iq , falls j = 0,
vj , falls j ∈ {1, . . . , n} ,
0q×q , falls j ∈ {n+ 1, n+ 2, . . . } .
Dann ist die Folge
(
v′j,r
)
j∈N0
das Cauchyprodukt der Folgen (Aj)j∈N0 und(
v′j
)
j∈N0
.
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(c) Unter Beachtung von (a) bezeichne (wj)nj=1 eine mit (Aj)
n
j=0 linksseitig verträgliche
Folge aus Cp×p.
(c1) Sei m ∈ {n+ 1, n+ 2, . . . }. Dann gilt
Am = − (wn, . . . , w1)
 Am−n...
Am−1
 .
(c2) Es bezeichne (wj,l)nj=0 die zu (Aj)
n
j=0 und (wj)
n
j=1 linksseitig assoziierte Folge.
Für j ∈ N0 sei
w′j,l :=
{
wj,l , falls j ∈ {0, . . . , n} ,
0p×q , falls j ∈ {n+ 1, n+ 2, . . . }
sowie
w′j :=

Ip , falls j = 0,
wj , falls j ∈ {1, . . . , n} ,
0p×p , falls j ∈ {n+ 1, n+ 2, . . . } .
Dann ist die Folge
(
w′j,l
)
j∈N0
das Cauchyprodukt der Folgen
(
w′j
)
j∈N0
und
(Aj)j∈N0.
Beweis. Es bezeichne (Bj)j∈N0 die mit (Aj)j∈N0 assoziierte nichtnegativ definite Folge
aus C(p+q)×(p+q). Da (Aj)j∈N0 Typ-II-zentral der Ordnung n+ 1 ist, liefert Teil (a) von
Bemerkung 1.8.1 zunächst
(I) : Es ist (Bj)j∈N0 Typ-I-zentral der Ordnung n+ 2.
(a) Dies folgt aus Teil (b) von Definition 1.1.4.
(b1) Mit der Setzung vn+1 := 0q×q sei für k ∈ {0, . . . , n} jetzt
Vk+1 :=
(
0p×p −vk,r
0q×p −vk+1
)
(2.3.19)
definiert. Wegen Teil (a) von Satz 2.2.1 ist (Vj)n+1j=1 eine mit (Bj)
n+1
j=0 rechtsseitig verträg-
liche Folge. Aufgrund von (I) und Teil (a) von Satz E.3.1 folgt somit
Bm+1 = (Bm, . . . , Bm−n)
 V1...
Vn+1
 . (2.3.20)
Aus (2.3.20), Definition 1.6.1 und (2.3.19) folgt dann
Bm+1 =
n∑
k=0
Bm−kVk+1 =
n∑
k=0
(
0p×p −Am−k−1
0q×p 0q×q
)(
0p×p −vk,r
0q×p −vk+1
)
=
n∑
k=0
(
0p×p Am−k−1vk+1
0q×p 0q×q
)
=
(
0p×p
∑n
k=0Am−k−1vk+1
0q×p 0q×q
)
,
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unter zusätzlicher Beachtung von Definition 1.6.1 und vn+1 = 0q×q also
Am = −
n∑
k=0
Am−k−1vk+1 = − (Am−1, . . . , Am−n)
 v1...
vn
 .
Damit ist (b1) gezeigt.
(b2) Aus Teil (a) von Definition 2.3.1 und den Konstruktionen der Folgen
(
v′j,r
)n
j=0
und(
v′j
)n
j=0
erkennt man sogleich, dass die Folge
(
v′j,r
)n
j=0
das Cauchyprodukt der Folgen
(Aj)nj=0 und
(
v′j
)n
j=0
ist. Für
m ∈ {0, . . . , n} (2.3.21)
gilt also
m∑
k=0
Am−kv′k = v′m,r . (2.3.22)
Sei nun
m ∈ {n+ 1, n+ 2, . . . } . (2.3.23)
Aus (2.3.23) und der Definition von v′m,r folgt dann
v′m,r = 0p×q . (2.3.24)
Unter Verwendung der Definition der Folge
(
v′j
)
j∈N0
, (b1) und (2.3.24) folgt nun
m∑
k=0
Am−kv′k = Am +
n∑
k=1
Am−kvk = 0p×q = v′m,r . (2.3.25)
Wegen (2.3.21), (2.3.22), (2.3.23) und (2.3.25) ist die Folge
(
v′j,r
)
j∈N0
das Cauchyprodukt
der Folgen (Aj)j∈N0 und
(
v′j
)
j∈N0
. Damit ist (b2) bewiesen.
(c1) Mit der Setzung wn+1 := 0p×p sei für k ∈ {0, . . . , n} jetzt
Wk+1 :=
(
−wk+1 −wk,l
0q×p 0q×q
)
(2.3.26)
definiert. Wegen Teil (b) von Satz 2.2.1 ist (Wj)n+1j=1 eine mit (Bj)
n+1
j=0 linksseitig verträg-
liche Folge. Aufgrund von (I) und Teil (b) von Satz E.3.1 folgt somit
Bm+1 = (Wn+1, . . . ,W1)
 Bm−n...
Bm
 . (2.3.27)
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Aus (2.3.27), Definition 1.6.1 und (2.3.26) folgt dann
Bm+1 =
n∑
k=0
Wk+1Bm−k =
n∑
k=0
(
−wk+1 −wk,l
0q×p 0q×q
)(
0p×p −Am−k−1
0q×p 0q×q
)
=
n∑
k=0
(
0p×p wk+1Am−k−1
0q×p 0q×q
)
=
(
0p×p
∑n
k=0wk+1Am−k−1
0q×p 0q×q
)
,
unter zusätzlicher Beachtung von Definition 1.6.1 und wn+1 = 0p×p also
Am = −
n∑
k=0
wk+1Am−k−1 = − (wn, . . . , w1)
 Am−n...
Am−1
 .
Damit ist (c1) gezeigt.
(c2) Aus Teil (b) von Definition 2.3.1 und den Konstruktionen der Folgen
(
w′j,l
)n
j=0
und(
w′j
)n
j=0
erkennt man sogleich, dass die Folge
(
w′j,l
)n
j=0
das Cauchyprodukt der Folgen(
w′j
)n
j=0
und (Aj)nj=0 ist. Für
m ∈ {0, . . . , n} (2.3.28)
gilt also
m∑
k=0
w′kAm−k = w′m,l . (2.3.29)
Sei nun
m ∈ {n+ 1, n+ 2, . . . } . (2.3.30)
Aus (2.3.30) und der Definition von w′m,l folgt dann
w′m,l = 0p×q . (2.3.31)
Unter Verwendung der Definition der Folge
(
w′j
)
j∈N0
, (c1) und (2.3.31) folgt nun
m∑
k=0
w′kAm−k = Am +
n∑
k=1
wkAm−k = 0p×q = w′m,l . (2.3.32)
Wegen (2.3.28), (2.3.29), (2.3.30) und (2.3.32) ist die Folge
(
w′j,l
)
j∈N0
das Cauchyprodukt
der Folgen
(
w′j
)
j∈N0
und (Aj)j∈N0 . Damit ist (c2) bewiesen.

Wir wenden uns nun dem generischen Spezialfall von Satz 2.3.5 zu und betrachten
jene Situation, in der speziell die kanonische mit (Aj)j∈N0 rechtsseitig bzw. linksseitig
verträgliche Folge gewählt wird.
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Satz 2.3.6. Seien p, q ∈ N, n ∈ N und (Aj)j∈N0 eine p× q-Schurfolge, welche Typ-II-
zentral der Ordnung n+ 1 ist.
(a) Es ist (Aj)nj=0 eine p× q-Schurfolge.
(b) Unter Beachtung von (a) bezeichne
(
v˜
(n)
j
)n
j=1
die kanonische mit (Aj)nj=0 rechts-
seitig verträgliche Folge aus Cq×q.
(b1) Es ist
(
v˜
(n)
j
)n
j=1
eine mit (Aj)nj=0 rechtsseitig verträgliche Folge aus Cq×q.
(b2) Sei m ∈ {n+ 1, n+ 2, . . . }. Dann gilt
Am = − (Am−1, . . . , Am−n)

v˜
(n)
1
...
v˜
(n)
n
 .
(b3) Es bezeichne
(
v˜
(n)
j,r
)n
j=0
die zu (Aj)nj=0 und
(
v˜
(n)
j
)n
j=1
rechtsseitig assoziierte
Folge. Für j ∈ N0 sei
(
v˜
(n)
j,r
)′
:=
{
v˜
(n)
j,r , falls j ∈ {0, . . . , n} ,
0p×q , falls j ∈ {n+ 1, n+ 2, . . . }
sowie
(
v˜
(n)
j
)′
:=

Iq , falls j = 0,
v˜
(n)
j , falls j ∈ {1, . . . , n} ,
0q×q , falls j ∈ {n+ 1, n+ 2, . . . } .
Dann ist die Folge
((
v˜
(n)
j,r
)′)
j∈N0
das Cauchyprodukt der Folgen (Aj)j∈N0
und
((
v˜
(n)
j
)′)
j∈N0
.
(c) Unter Beachtung von (a) bezeichne
(
w˜
(n)
j
)n
j=1
die kanonische mit (Aj)nj=0 linksseitig
verträgliche Folge aus Cp×p.
(c1) Es ist
(
w˜
(n)
j
)n
j=1
eine mit (Aj)nj=0 linksseitig verträgliche Folge aus Cp×p.
(c2) Sei m ∈ {n+ 1, n+ 2, . . . }. Dann gilt
Am = −
(
w˜(n)n , . . . , w˜
(n)
1
) Am−n...
Am−1
 .
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(c3) Es bezeichne
(
w˜
(n)
j,l
)n
j=0
die zu (Aj)nj=0 und
(
w˜
(n)
j
)n
j=1
linksseitig assoziierte
Folge. Für j ∈ N0 sei
(
w˜
(n)
j,l
)′
:=
{
w˜
(n)
j,l , falls j ∈ {0, . . . , n} ,
0p×q , falls j ∈ {n+ 1, n+ 2, . . . }
sowie (
w˜
(n)
j
)′
:=

Ip , falls j = 0,
w˜
(n)
j , falls j ∈ {1, . . . , n} ,
0p×p , falls j ∈ {n+ 1, n+ 2, . . . } .
Dann ist die Folge
((
w˜
(n)
j,l
)′)
j∈N0
das Cauchyprodukt der Folgen((
w˜
(n)
j
)′)
j∈N0
und (Aj)j∈N0.
Beweis. (a) Dies folgt aus Teil (b) von Definition 1.1.4.
(b1) Dies folgt aus Teil (a) von Bemerkung 2.2.1.
(b2), (b3) Wegen (b1) ist die Behauptung von (b2) bzw. (b3) eine unmittelbare Konse-
quenz aus Teil (b1) bzw. (b2) von Satz 2.3.5.
(c1) Dies folgt aus Teil (c) von Bemerkung 2.2.1.
(c2), (c3) Wegen (c1) ist die Behauptung von (c2) bzw. (c3) eine unmittelbare Konsequenz
aus Teil (c1) bzw. (c2) von Satz 2.3.5. 
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2.4. Weitere mit einer endlichen p× q-Schurfolge assoziierte
Matrixpolynome
Im vorliegenden Abschnitt sollen spezielle Matrixpolynome untersucht werden, die durch
die Betrachtungen des vorangegangenen Abschnitts suggeriert worden sind: Wir haben
in Satz 2.3.5 gesehen, dass sich die zu einer endlichen p× q-Schurfolge gehörige Typ-II-
zentrale p× q-Schurfolge als ein gewisses Cauchyprodukt mit einer rechts- bzw. linksseitig
verträglichen Folge realisieren lässt. Somit scheint es angebracht, die durch die mit den
gewählten Folgen rechts- bzw. linksseitig assoziierte Folge erzeugten Matrixpolynome
einer eingehenden Untersuchung zu unterziehen.
In Satz 2.4.1 werden wir dank unseren Vorbereitungen in Satz 2.2.1 und Satz 2.3.1
rasch erkennen, dass diese Matrixpolynome in gewissen aus einer (p + q) × (p + q)-
Carathéodoryfolge analog konstruierten Matrixpolynomen blockweise eingebettet sind,
falls es sich hierbei gerade um die mit der p× q-Schurfolge assoziierte (p+ q)× (p+ q)-
Carathéodoryfolge handelt. Somit wird es uns ermöglicht, bei unseren weiteren Betrach-
tungen auf die in Anhang E.4 dargestellten Ergebnisse zurückzugreifen.
Definition 2.4.1. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine p× q-Schurfolge.
(a) Seien (vj)nj=1 ∈ yn
(
(Aj)nj=0
)
sowie (vj,r)nj=0 die mit (Aj)
n
j=0 und (vj)
n
j=1 rechtsseitig
assoziierte Folge. Weiter seien
ρn := IqE0 +
n∑
k=1
vkEk und pin :=
n∑
k=0
vk,rEk .
Dann heißt [ρn, pin] das mit (Aj)nj=0 und (vj)
n
j=1 rechtsseitig assoziierte Paar von
Matrixpolynomen.
(b) Seien (wj)nj=1 ∈ zn
(
(Aj)nj=0
)
sowie (wj,l)nj=0 die mit (Aj)
n
j=0 und (wj)
n
j=1 linksseitig
assoziierte Folge. Weiter seien
τn := IpE0 +
n∑
k=1
wkEk und σn :=
n∑
k=0
wk,lEk .
Dann heißt [τn, σn] das mit (Aj)nj=0 und (wj)
n
j=1 linksseitig assoziierte Paar von
Matrixpolynomen.
Wir untersuchen nun die in Definition 2.4.1 und Definition E.4.1 eingeführten Begriffe
unter der Prämisse, dass (Γj)n+1j=0 gerade die mit (Aj)
n
j=0 assoziierte (p + q) × (p + q)-
Carathéodoryfolge ist.
Satz 2.4.1. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine p × q-Schurfolge. Es bezeichne
(Γj)n+1j=0 die mit (Aj)
n
j=0 assoziierte (p+q)×(p+q)-Carathéodoryfolge. Weiterhin bezeichne
(Bj)n+1j=0 die mit (Γj)
n+1
j=0 assoziierte nichtnegativ definite Folge aus C(p+q)×(p+q).
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(a) Es ist (Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus
C(p+q)×(p+q).
(b) Seien (vj)nj=1 ∈ yn
(
(Aj)nj=0
)
sowie vn+1 := 0q×q. Es bezeichne (vj,r)nj=0 die zu
(Aj)nj=0 und (vj)
n
j=1 rechtsseitig assoziierte Folge. Für k ∈ {0, . . . , n} sei weiterhin
Vk+1 :=
(
0p×p −vk,r
0q×p −vk+1
)
.
(b1) Es gilt (Vj)n+1j=1 ∈ Yn+1
(
(Bj)n+1j=0
)
.
(b2) Seien [ρn, pin] das mit (Aj)nj=0 und (vj)
n
j=1 rechtsseitig assoziierte Paar von
Matrixpolynomen und [Pn+1, Sn+1] das mit (Γj)n+1j=0 und (Vj)
n+1
j=1 rechtsseitig
assoziierte Paar von Matrixpolynomen. Dann gelten
Pn+1 =
(
IpE0 pinE1
0q×pE0 ρn
)
und
Sn+1 =
(
IpE0 −pinE1
0q×pE0 ρn
)
.
(b3) Es gilt
detPn+1 = detSn+1 = det ρn .
(b4) Es bezeichne [ρn][n] bzw. [pin][n] das n-Reziproke zu ρn bzw. pin. Weiterhin
bezeichne [Pn+1][n+1] bzw. [Sn+1][n+1] das (n+1)-Reziproke zu Pn+1 bzw. Sn+1.
Dann gelten
[Pn+1][n+1] =
(
IpEn+1 0p×qE0
[pin][n] [ρn][n] E1
)
und
[Sn+1][n+1] =
(
IpEn+1 0p×qE0
− [pin][n] [ρn][n] E1
)
.
(c) Seien (wj)nj=1 ∈ zn
(
(Aj)nj=0
)
sowie wn+1 := 0p×p. Es bezeichne (wj,l)nj=0 die zu
(Aj)nj=0 und (wj)
n
j=1 linksseitig assoziierte Folge. Für k ∈ {0, . . . , n} sei weiterhin
Wk+1 :=
(
−wk+1 −wk,l
0q×p 0q×q
)
.
(c1) Es gilt (Wj)n+1j=1 ∈ Zn+1
(
(Bj)n+1j=0
)
.
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(c2) Seien [τn, σn] das mit (Aj)nj=0 und (wj)
n
j=1 linksseitig assoziierte Paar von
Matrixpolynomen und [Qn+1, Tn+1] das mit (Γj)n+1j=0 und (Wj)
n+1
j=1 linksseitig
assoziierte Paar von Matrixpolynomen. Dann gelten
Qn+1 =
(
τn σnE1
0q×pE0 IqE0
)
und
Tn+1 =
(
τn −σnE1
0q×pE0 IqE0
)
.
(c3) Es gilt
detQn+1 = detTn+1 = det τn .
(c4) Es bezeichne [τn][n] bzw. [σn][n] das n-Reziproke zu τn bzw. σn. Weiterhin
bezeichne [Qn+1][n+1] bzw. [Tn+1][n+1] das (n + 1)-Reziproke zu Qn+1 bzw.
Tn+1. Dann gelten
[Qn+1][n+1] =
(
[τn][n] E1 0p×qE0
[σn][n] IqEn+1
)
und
[Tn+1][n+1] =
(
[τn][n] E1 0p×qE0
− [σn][n] IqEn+1
)
.
Beweis. (a) Dies folgt aus Bemerkung 1.2.5.
(b1) Dies folgt aus Teil (a) von Satz 2.2.1.
(b2) Es bezeichne (vj,r)nj=0 die mit (Aj)
n
j=0 und (vj)
n
j=1 rechtsseitig assoziierte Folge sowie
(Vj,r)n+1j=0 die zu (Γj)
n+1
j=0 und (Vj)
n+1
j=1 rechtsseitig assoziierte Folge. Unter Beachtung von
Teil (a) von Definition E.2.3 und Teil (a) von Definition E.4.1 ist Pn+1 ein zu (Bj)n+1j=0
gehöriges normiertes rechtes Matrixpolynom. Somit liefert Teil (a2) von Satz 2.2.5 unter
zusätzlicher Beachtung der Wahl der Folge (Vj)n+1j=1 sowie Teil (a) von Definition 2.4.1 in
Verbindung mit Teil (a) von Definition 2.3.1 und Teil (a) von Definition 2.4.1 dann
Pn+1 =
(
IpE0 pinE1
0q×pE0 ρn
)
. (2.4.1)
Wegen Teil (a) von Definition E.4.1, Teil (b2) von Satz 2.3.1, vn+1 = 0q×q und Teil (a)
von Definition 2.4.1 ergibt sich weiterhin
Sn+1 = Ip+qE0 +
n+1∑
k=1
(
0p×p −vk−1,r
0q×p vk
)
Ek =
(
IpE0 −pinE1
0q×pE0 ρn
)
. (2.4.2)
Wegen (2.4.1) und (2.4.2) ist dann (b2) gezeigt.
(b3) Dies folgt sofort aus (b2).
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(b4) Unter Beachtung von (b2), Definition D.2.1, Teil (b) von Bemerkung D.2.3, Teil (b)
von Bemerkung D.2.2 sowie Teil (b) und Teil (d) von Satz D.2.1 gelten
[Pn+1][n+1] =
(
[IpE0][n+1] [0p×qE0][n+1]
[pinE1][n+1] [ρn][n+1]
)
=
(
IpEn+1 0p×qE0
[pin][n] [ρn][n] E1
)
und
[Sn+1][n+1] =
(
[IpE0][n+1] [0p×qE0][n+1]
[−pinE1][n+1] [ρn][n+1]
)
=
(
IpEn+1 0p×qE0
− [pin][n] [ρn][n] E1
)
.
Somit ist (b4) gezeigt.
(c1) Dies folgt aus Teil (b) von Satz 2.2.1.
(c2) Es bezeichne (wj,l)nj=0 die mit (Aj)
n
j=0 und (wj)
n
j=1 linksseitig assoziierte Folge sowie
(Wj,l)n+1j=0 die zu (Γj)
n+1
j=0 und (Wj)
n+1
j=1 linksseitig assoziierte Folge. Unter Beachtung von
Teil (b) von Definition E.2.3 und Teil (b) von Definition E.4.1 ist Qn+1 ein zu (Bj)n+1j=0
gehöriges normiertes linkes Matrixpolynom. Somit liefert Teil (b2) von Satz 2.2.5 unter
zusätzlicher Beachtung der Wahl der Folge (Wj)n+1j=1 sowie Teil (b) von Definition 2.4.1
in Verbindung mit Teil (b) von Definition 2.3.1 und Teil (b) von Definition 2.4.1 dann
Qn+1 =
(
τn σnE1
0q×pE0 IqE0
)
. (2.4.3)
Wegen Teil (b) von Definition E.4.1, Teil (c2) von Satz 2.3.1, wn+1 = 0p×p und Teil (b)
von Definition 2.4.1 ergibt sich weiterhin
Tn+1 = Ip+qE0 +
n+1∑
k=1
(
wk −wk−1,l
0q×p 0q×q
)
Ek =
(
τn −σnE1
0q×pE0 IqE0
)
. (2.4.4)
Wegen (2.4.3) und (2.4.4) ist dann (c2) gezeigt.
(c3) Dies folgt sofort aus (c2).
(c4) Unter Beachtung von (c2), Definition D.2.1, Teil (b) von Bemerkung D.2.3, Teil (b)
von Bemerkung D.2.2 sowie Teil (b) und Teil (d) von Satz D.2.1 gelten
[Qn+1][n+1] =
(
[τn][n+1] [0p×qE0][n+1]
[σnE1][n+1] [IqE0][n+1]
)
=
(
[τn][n] E1 0p×qE0
[σn][n] IqEn+1
)
und
[Tn+1][n+1] =
(
[τn][n+1] [0p×qE0][n+1]
[−σnE1][n+1] [IqE0][n+1]
)
=
(
[τn][n] E1 0p×qE0
− [σn][n] IqEn+1
)
.
Somit ist (c4) gezeigt. 
Für spätere Untersuchungen wird es sich als vorteilhaft erweisen, die folgende Erweite-
rung von Satz 2.4.1 für den Fall n = 0 vorzunehmen.
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Satz 2.4.2. Seien p, q ∈ N und (Aj)0j=0 eine p× q-Schurfolge. Es bezeichne (Γj)1j=0 die
mit (Aj)0j=0 assoziierte (p+ q)× (p+ q)-Carathéodoryfolge. Weiterhin bezeichne (Bj)1j=0
die mit (Γj)1j=0 assoziierte nichtnegativ definite Folge aus C(p+q)×(p+q).
(a) Es ist (Bj)1j=0 die mit (Aj)
0
j=0 assoziierte nichtnegativ definite Folge aus
C(p+q)×(p+q).
(b) Es sei
V1 :=
(
0p×p −A0
0q×p 0q×q
)
.
(b1) Es gilt (Vj)1j=1 ∈ Y1
(
(Bj)1j=0
)
.
(b2) Es seien ρ0 := Iq · E0 und pi0 = A0 · E0 sowie [P1, S1] das mit (Γj)1j=0 und
(Vj)1j=1 rechtsseitig assoziierte Paar von Matrixpolynomen. Dann gelten
P1 =
(
IpE0 pi0E1
0q×pE0 ρ0
)
und
S1 =
(
IpE0 −pi0E1
0q×pE0 ρ0
)
.
(b3) Es gilt detP1 = detS1 = det ρ0.
(b4) Es bezeichne [ρ0][0] bzw. [pi0][0] das 0-Reziproke zu ρ0 bzw. pi0. Weiterhin
bezeichne [P1][1] bzw. [S1][1] das 1-Reziproke zu P1 bzw. S1. Dann gelten
[P1][1] =
(
IpE1 0p×qE0
[pi0][0] [ρ0][0] E1
)
und
[S1][1] =
(
IpE1 0p×qE0
− [pi0][0] [ρ0][0] E1
)
.
(b5) Es gilt (Vj)1j=1 ∈ Y ′1
(
(Bj)1j=0
)
.
(c) Es sei
W1 :=
(
0p×p −A0
0q×p 0q×q
)
.
(c1) Es gilt (Wj)1j=1 ∈ Z1
(
(Bj)1j=0
)
.
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(c2) Es seien τ0 := Ip · E0 und σ0 = A0 · E0 sowie [Q1, T1] das mit (Γj)1j=0 und
(Wj)1j=1 linksseitig assoziierte Paar von Matrixpolynomen. Dann gelten
Q1 =
(
τ0 σ0E1
0q×pE0 IqE0
)
und
T1 =
(
τ0 −σ0E1
0q×pE0 IqE0
)
.
(c3) Es gilt detQ1 = detT1 = det τ0.
(c4) Es bezeichne [τ0][0] bzw. [σ0][0] das 0-Reziproke zu τ0 bzw. σ0. Weiterhin
bezeichne [Q1][1] bzw. [T1][1] das 1-Reziproke zu Q1 bzw. T1. Dann gelten
[Q1][1] =
(
[τ0][0] E1 0p×qE0
[σ0][0] IqE1
)
und
[T1][1] =
(
[τ0][0] E1 0p×qE0
− [σ0][0] IqE1
)
.
(c5) Es gilt (Wj)1j=1 ∈ Z ′1
(
(Bj)1j=0
)
.
Beweis. Es bezeichne T0
(
(Bj)1j=0
)
die 0-te zur Folge (Bj)1j=0 gehörige Blocktoeplitzma-
trix.
(a) Dies folgt aus Bemerkung 1.2.5.
(b1) Wegen Bemerkung B.1.1, der Wahl von V1 und Definition 1.2.2 folgt
T0
(
(Bj)1j=0
)
· V1 = Ip+q
(
0p×p −A0
0q×p 0q×q
)
= B1 .
Gemäß Teil (a) von Definition E.2.1 gilt also (b1).
(b2) Unter Beachtung von Teil (a) von Definition E.4.1, der Wahl von V1 und der
Definition der beteiligten Matrixpolynome gelten
P1 = Ip+qE0 − V1E1 =
(
IpE0 A0E1
0q×pE0 IqE0
)
=
(
IpE0 pi0E1
0q×pE0 ρ0
)
und
S1 = Ip+qE0 + (−Γ0V1 + Γ1) E1 =
(
IpE0 −A0E1
0q×pE0 IqE0
)
=
(
IpE0 −pi0E1
0q×pE0 ρ0
)
.
Damit ist (b2) gezeigt.
(b3) Dies folgt sofort aus (b2).
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(b4) Unter Beachtung von (b2), Definition D.2.1, Teil (b) von Bemerkung D.2.3, Teil (b)
von Bemerkung D.2.2 sowie Teil (b) und Teil (d) von Satz D.2.1 gelten
[P1][1] =
(
[IpE0][1] [0p×qE0][1]
[pi0E1][1] [ρ0][1]
)
=
(
IpE1 0p×qE0
[pi0][0] [ρ0][0] E1
)
und
[S1][1] =
(
[IpE0][1] [0p×qE0][1]
[−pi0E1][1] [ρ0][1]
)
=
(
IpE1 0p×qE0
− [pi0][0] [ρ0][0] E1
)
.
Somit ist (b4) gezeigt.
(b5) Dies folgt sofort aus (b1), (b3), der Wahl von ρ0 und Teil (a) von Definition E.2.5.
(c1) Wegen Bemerkung B.1.1, der Wahl von V1 und Definition 1.2.2 folgt
W1 · T0
(
(Bj)1j=0
)
=
(
0p×p −A0
0q×p 0q×q
)
Ip+q = B1 .
Gemäß Teil (b) von Definition E.2.1 gilt also (c1).
(c2) Unter Beachtung von Teil (b) von Definition E.4.1, der Wahl von W1 und der
Definition der beteiligten Matrixpolynome gelten
Q1 = Ip+qE0 −W1E1 =
(
IpE0 A0E1
0q×pE0 IqE0
)
=
(
τ0 σ0E1
0q×pE0 IqE0
)
und
T1 = Ip+qE0 + (−W1Γ0 + Γ1) E1 =
(
IpE0 −A0E1
0q×pE0 IqE0
)
=
(
τ0 −σ0E1
0q×pE0 IqE0
)
.
Damit ist (c2) gezeigt.
(c3) Dies folgt sofort aus (c2).
(c4) Unter Beachtung von (c2), Definition D.2.1, Teil (b) von Bemerkung D.2.3, Teil (b)
von Bemerkung D.2.2 sowie Teil (b) und Teil (d) von Satz D.2.1 gelten
[Q1][1] =
(
[τ0][1] [0p×qE0][1]
[σ0E1][1] [IqE0][1]
)
=
(
[τ0][0] E1 0p×qE0
[σ0][0] IqE1
)
und
[T1][1] =
(
[τ0][1] [0p×qE0][1]
[−σ0E1][1] [IqE0][1]
)
=
(
[τ0][0] E1 0p×qE0
− [σ0][0] IqE1
)
.
Somit ist (c4) gezeigt.
(c5) Dies folgt sofort aus (c1), (c3), der Wahl von τ0 und Teil (b) von Definition E.2.5.

Es folgen nun erste Beobachtungen über die eingangs eingeführten Matrixpolynome.
Bemerkung 2.4.1. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine p× q-Schurfolge.
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(a) Sei (vj)nj=1 ∈ yn
(
(Aj)nj=0
)
und bezeichne [ρn, pin] das mit (Aj)nj=0 und (vj)
n
j=1
rechtsseitig assoziierte Paar von Matrixpolynomen.
(a1) Sei v0 := Iq. Dann ist ρn ein Matrixpolynom aus (PC,n)q×q mit zugehöriger
Folge (vj)nj=0 aus Cq×q und es gilt ρn (0) = Iq.
(a2) Es bezeichne (vj,r)nj=0 die mit (Aj)
n
j=0 und (vj)
n
j=1 rechtsseitig assoziierte
Folge. Dann ist pin ein Matrixpolynom aus (PC,n)p×q mit zugehöriger Folge
(vj,r)nj=0 aus Cp×q und es gilt pin (0) = A0.
(a3) Sei Ndet ρn := {v ∈ C : det [ρn (v)] = 0}. Dann hat die Menge Ndet ρn höchs-
tens nq Elemente und es gilt 0 /∈ Ndet ρn.
(b) Sei (wj)nj=1 ∈ zn
(
(Aj)nj=0
)
und bezeichne [τn, σn] das mit (Aj)nj=0 und (wj)
n
j=1
linksseitig assoziierte Paar von Matrixpolynomen.
(b1) Sei w0 := Ip. Dann ist τn ein Matrixpolynom aus (PC,n)p×p mit zugehöriger
Folge (wj)nj=0 aus Cp×p und es gilt τn (0) = Ip.
(b2) Es bezeichne (wj,l)nj=0 die mit (Aj)
n
j=0 und (wj)
n
j=1 linksseitig assoziierte Folge.
Dann ist σn ein Matrixpolynom aus (PC,n)p×q mit zugehöriger Folge (wj,l)nj=0
aus Cp×q und es gilt σn (0) = A0.
(b3) Sei Ndet τn := {v ∈ C : det [τn (v)] = 0}. Dann hat die Menge Ndet τn höchstens
np Elemente und es gilt 0 /∈ Ndet τn.
Beweis. (a1) Wegen Teil (a) von Definition 2.4.1 und Bemerkung D.1.3 ist ρn ein Matrix-
polynom aus (PC,n)q×q mit zugehöriger Folge (vj)nj=0 aus Cq×q. Mittels Bemerkung D.1.2
gilt weiterhin ρn (0) = v0 = Iq.
(a2) Wegen Teil (a) von Definition 2.4.1 und Bemerkung D.1.3 ist pin ein Matrixpolynom
aus (PC,n)p×q mit zugehöriger Folge (vj,r)nj=0 aus Cp×q. Mittels Bemerkung D.1.2 und
Teil (a) von Definition 2.3.1 gilt weiterhin pin (0) = v0,r = A0v0 = A0Iq = A0.
(a3) Wegen (a1) gilt ρn (0) = Iq. Somit ist det [ρn (0)] = 1, also ist unter zusätzlicher
Beachtung von Teil (a) von Satz D.1.1 dann det ρn ein Polynom aus PC,nq, welches vom
Nullpolynom verschieden ist. Somit hat Ndet ρn nach dem Fundamentalsatz der Algebra
höchstens nq Elemente. Wegen det [ρn (0)] = 1 gilt zudem 0 /∈ Ndet ρn .
(b1) Wegen Teil (b) von Definition 2.4.1 und Bemerkung D.1.3 ist τn ein Matrixpolynom
aus (PC,n)p×p mit zugehöriger Folge (wj)nj=0 aus Cp×p. Mittels Bemerkung D.1.2 gilt
weiterhin τn (0) = w0 = Ip.
(b2) Wegen Teil (b) von Definition 2.4.1 und Bemerkung D.1.3 ist σn ein Matrixpolynom
aus (PC,n)p×q mit zugehöriger Folge (wj,l)nj=0 aus Cp×q. Mittels Bemerkung D.1.2 und
Teil (b) von Definition 2.3.1 gilt weiterhin σn (0) = w0,l = w0A0 = IpA0 = A0.
(b3) Wegen (b1) gilt τn (0) = Ip. Somit ist det [τn (0)] = 1, also ist unter zusätzlicher
Beachtung von Teil (a) von Satz D.1.1 dann det τn ein Polynom aus PC,np, welches vom
Nullpolynom verschieden ist. Somit hat Ndet τn nach dem Fundamentalsatz der Algebra
höchstens np Elemente. Wegen det [τn (0)] = 1 gilt zudem 0 /∈ Ndet τn . 
164
2.4. Weitere mit einer endlichen p× q-Schurfolge assoziierte Matrixpolynome
Unsere nächsten Überlegungen sind darauf ausgerichtet, einen multiplikativen Zusam-
menhang zwischen den eingangs eingeführten Matrixpolynomen herzuleiten.
Satz 2.4.3. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine p × q-Schurfolge. Weiter seien
(vj)nj=1 ∈ yn
(
(Aj)nj=0
)
und (wj)nj=1 ∈ zn
(
(Aj)nj=0
)
. Es bezeichne [ρn, pin] das mit (Aj)nj=0
und (vj)nj=1 rechtsseitig assoziierte Paar von Matrixpolynomen sowie [τn, σn] das mit
(Aj)nj=0 und (wj)
n
j=1 linksseitig assoziierte Paar von Matrixpolynomen.
(a) Es gilt τnpin = σnρn.
(b) Es gelten ρn ∈ (PC,n)q×q, pin ∈ (PC,n)p×q, τn ∈ (PC,n)p×p und σn ∈ (PC,n)p×q.
(c) Es bezeichne [ρn][n] bzw. [pin][n] bzw. [τn][n] bzw. [σn][n] das n-Reziproke zu ρn
bzw. pin bzw. τn bzw. σn. Dann gilt [pin][n] [τn][n] = [ρn][n] [σn][n].
Beweis. (a) Es bezeichne (Γj)n+1j=0 die mit (Aj)
n
j=0 assoziierte (p + q) × (p + q)-Cara-
théodoryfolge. Weiterhin bezeichne (Bj)n+1j=0 die mit (Γj)
n+1
j=0 assoziierte nichtnegativ
definite Folge aus C(p+q)×(p+q). Es seien (vj,r)nj=0 die zu (Aj)
n
j=0 und (vj)
n
j=1 rechtsseitig
assoziierte Folge und (wj,l)nj=0 die zu (Aj)
n
j=0 und (wj)
n
j=1 linksseitig assoziierte Folge.
Mit den Setzungen vn+1 := 0q×q und wn+1 := 0p×p seien für k ∈ {0, . . . , n} dann
Vk+1 :=
(
0p×p −vk,r
0q×p −vk+1
)
und
Wk+1 :=
(
−wk+1 −wk,l
0q×p 0q×q
)
.
Wegen Teil (b1) und Teil (c1) von Satz 2.4.1 gelten dann (Vj)n+1j=1 ∈ Yn+1
(
(Bj)n+1j=0
)
und (Wj)n+1j=1 ∈ Zn+1
(
(Bj)n+1j=0
)
. Es bezeichne [Pn+1, Sn+1] das mit (Γj)n+1j=0 und (Vj)
n+1
j=1
rechtsseitig assoziierte Paar von Matrixpolynomen sowie [Qn+1, Tn+1] das mit (Γj)n+1j=0
und (Wj)n+1j=1 linksseitig assoziierte Paar von Matrixpolynomen. Unter Beachtung von
Teil (b2) und Teil (c2) von Satz 2.4.1 ergeben sich
Qn+1Sn+1 =
(
τn − (τnpin − σnρn) E1
0q×pE0 ρn
)
(2.4.5)
und
Tn+1Pn+1 =
(
τn (τnpin − σnρn) E1
0q×pE0 ρn
)
. (2.4.6)
Wegen Teil (a) von Satz E.4.1 gilt Qn+1Sn+1 = Tn+1Pn+1. Hieraus folgt bei Berücksich-
tigung von (2.4.5) und (2.4.6) durch Vergleich der oberen rechten p× q-Blöcke
− (τnpin − σnρn) E1 = (τnpin − σnρn) E1 ,
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also
2 (τnpin − σnρn) E1 = 0p×qE0
und somit τnpin = σnρn. Damit ist (a) gezeigt.
(b) Wegen Teil (a1) bzw. Teil (a2) bzw. Teil (b1) bzw. Teil (b2) von Bemerkung 2.4.1
gilt ρn ∈ (PC,n)q×q bzw. pin ∈ (PC,n)p×q bzw. τn ∈ (PC,n)p×p bzw. σn ∈ (PC,n)p×q.
(c) Dies ergibt sich wegen (a) sogleich aus Folgerung D.2.1. 
Wir wenden uns nun dem durch Bemerkung 2.2.1 motivierten generischen Spezialfall
unserer bisherigen Untersuchungen zu.
Definition 2.4.2. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine p× q-Schurfolge.
(a) Es bezeichne
(
v˜
(n)
j
)n
j=1
die kanonische mit (Aj)nj=0 rechtsseitig verträgliche Folge
aus Cq×q. Es sei
(
v˜
(n)
j,r
)n
j=0
die mit (Aj)nj=0 und
(
v˜
(n)
j
)n
j=1
rechtsseitig assoziierte
Folge. Weiter sei
P˜(Aj)nj=0 :=
n∑
k=0
v˜
(n)
k,r Ek .
Dann heißt P˜(Aj)nj=0 das mit (Aj)
n
j=0 assoziierte sekundäre rechte Matrixpolynom.
(b) Es bezeichne
(
w˜
(n)
j
)n
j=1
die kanonische mit (Aj)nj=0 linksseitig verträgliche Folge
aus Cp×p. Es sei
(
w˜
(n)
j,l
)n
j=0
die mit (Aj)nj=0 und
(
w˜
(n)
j
)n
j=1
linksseitig assoziierte
Folge. Weiter sei
Q˜(Aj)nj=0 :=
n∑
k=0
w˜
(n)
k,l Ek .
Dann heißt Q˜(Aj)nj=0 das mit (Aj)
n
j=0 assoziierte sekundäre linke Matrixpolynom.
Wir erweitern im Folgenden Definition 2.4.2 um den Fall n = 0.
Definition 2.4.3. Seien p, q ∈ N und (Aj)0j=0 eine p× q-Schurfolge. Dann heißt
P˜(Aj)0j=0
:= A0E0 bzw. Q˜(Aj)0j=0 := A0E0
das mit (Aj)0j=0 assoziierte sekundäre rechte bzw. linke Matrixpolynom.
Wir untersuchen nun den Zusammenhang dieser Begriffe zu Definition E.4.2 im Fall,
dass (Γj)n+1j=0 gerade die mit (Aj)
n
j=0 assoziierte (p+ q)× (p+ q)-Carathéodoryfolge ist.
Satz 2.4.4. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p × q-Schurfolge. Es bezeichne
(Γj)n+1j=0 die mit (Aj)
n
j=0 assoziierte (p+q)×(p+q)-Carathéodoryfolge. Weiterhin bezeichne
(Bj)n+1j=0 die mit (Γj)
n+1
j=0 assoziierte nichtnegativ definite Folge aus C(p+q)×(p+q).
(a) Es ist (Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus
C(p+q)×(p+q).
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(b) Es bezeichne X˜(Aj)nj=0 das mit (Aj)
n
j=0 assoziierte kanonische normierte rechte
Matrixpolynom sowie P˜(Aj)nj=0 das mit (Aj)
n
j=0 assoziierte sekundäre rechte Matrix-
polynom. Weiterhin sei C˜(Γj)n+1j=0 das mit (Γj)
n+1
j=0 assoziierte rechte Matrixpolynom.
(b1) Es gilt
C˜(Γj)n+1j=0
=
(
IpE0 −P˜(Aj)nj=0E1
0q×pE0 X˜(Aj)nj=0
)
.
(b2) Es gilt det C˜(Γj)n+1j=0 = det X˜(Aj)nj=0.
(b3) Es bezeichne
[
X˜(Aj)nj=0
][n]
bzw.
[
P˜(Aj)nj=0
][n]
das n-Reziproke zu X˜(Aj)nj=0 bzw.
P˜(Aj)nj=0 . Weiterhin bezeichne
[
C˜(Γj)n+1j=0
][n+1]
das (n+1)-Reziproke zu C˜(Γj)n+1j=0 .
Dann gilt
[
C˜(Γj)n+1j=0
][n+1]
=
 IpEn+1 0p×qE0
−
[
P˜(Aj)nj=0
][n] [
X˜(Aj)nj=0
][n] E1
 .
(c) Es bezeichne Y˜(Aj)nj=0 das mit (Aj)
n
j=0 assoziierte kanonische normierte linke Matrix-
polynom sowie Q˜(Aj)nj=0 das mit (Aj)
n
j=0 assoziierte sekundäre linke Matrixpolynom.
Weiterhin sei D˜(Γj)n+1j=0 das mit (Γj)
n+1
j=0 assoziierte linke Matrixpolynom.
(c1) Es gilt
D˜(Γj)n+1j=0
=
(
Y˜(Aj)nj=0 −Q˜(Aj)nj=0E1
0q×pE0 IqE0
)
.
(c2) Es gilt det D˜(Γj)n+1j=0 = det Y˜(Aj)nj=0.
(c3) Es bezeichne
[
Y˜(Aj)nj=0
][n]
bzw.
[
Q˜(Aj)nj=0
][n]
das n-Reziproke zu Y˜(Aj)nj=0 bzw.
Q˜(Aj)nj=0 . Weiterhin bezeichne
[
D˜(Γj)n+1j=0
][n+1]
das (n+1)-Reziproke zu D˜(Γj)n+1j=0 .
Dann gilt
[
D˜(Γj)n+1j=0
][n+1]
=

[
Y˜(Aj)nj=0
][n] E1 0p×qE0
−
[
Q˜(Aj)nj=0
][n]
IqEn+1
 .
Beweis. (a) Dies folgt aus Bemerkung 1.2.5.
(b) Im Fall n ∈ N seien
(
v˜
(n)
j
)n
j=1
die kanonische mit (Aj)nj=0 rechtsseitig verträgliche
Folge aus Cq×q und
(
v˜
(n)
j,r
)n
j=0
die mit (Aj)nj=0 und
(
v˜
(n)
j
)n
j=1
rechtsseitig assoziierte Folge.
Es bezeichne
(
V˜
(n+1)
j
)n+1
j=1
die kanonische mit (Bj)n+1j=0 rechtsseitig verträgliche Folge aus
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C(p+q)×(p+q). Weiterhin sei
(
V˜
(n+1)
j,r
)n+1
j=0
die mit (Γj)n+1j=0 und
(
V˜
(n+1)
j
)n+1
j=1
rechtsseitig
assoziierte Folge. Mit der Setzung v˜(n)n+1 := 0q×q gilt wegen Teil (a2) von Satz 2.3.2 und
Teil (b2) von Satz 2.3.3 für k ∈ {0, . . . , n+ 1} dann
V˜
(n+1)
k,r =

Ip+q , falls k = 0, 0p×p −v˜(n)k−1,r
0q×p v˜(n)k
 , falls k ∈ {1, . . . , n+ 1} . (2.4.7)
(b1) Sei zunächst n = 0. Wegen Teil (a) von Bemerkung E.4.1, Bemerkung 1.2.3, Defini-
tion 1.2.2, I+p+q = Ip+q sowie Definition 2.2.5 und Definition 2.4.3 gilt dann
C˜(Γj)1j=0
=
(
IpE0 −A0E1
0q×pE0 IqE0
)
=
 IpE0 −P˜(Aj)0j=0E1
0q×pE0 X˜(Aj)0j=0
 .
Sei nun n ∈ N. Wegen Teil (a) von Definition E.4.2, (2.4.7), Teil (a) von Definition 2.4.2
und Definition 2.2.4 gilt
C˜(Γj)n+1j=0
= Ip+qE0 +
n+1∑
k=1
(
0p×p −v˜(n)k−1,r
0q×p v˜(n)k
)
Ek =
(
IpE0 −P˜(Aj)nj=0E1
0q×pE0 X˜(Aj)nj=0
)
.
Damit ist (b1) gezeigt.
(b2) Dies folgt sofort aus (b1).
(b3) Unter Beachtung von (b1), Definition D.2.1, Teil (a) von Bemerkung D.2.3, Teil (b)
von Bemerkung D.2.2 sowie Teil (b) und Teil (d) von Satz D.2.1 gilt[
C˜(Γj)n+1j=0
][n+1]
=
 [IpE0][n+1] [0p×qE0][n+1][
−P˜(Aj)nj=0E1
][n+1] [
X˜(Aj)nj=0
][n+1]

=
 IpEn+1 0p×qE0
−
[
P˜(Aj)nj=0
][n] [
X˜(Aj)nj=0
][n] E1
 .
Somit ist (b3) gezeigt.
(c) Im Fall n ∈ N seien
(
w˜
(n)
j
)n
j=1
die kanonische mit (Aj)nj=0 linksseitig verträgliche
Folge aus Cp×p und
(
w˜
(n)
j,l
)n
j=0
die mit (Aj)nj=0 und
(
w˜
(n)
j
)n
j=1
linksseitig assoziierte Folge.
Es bezeichne
(
W˜
(n+1)
j
)n+1
j=1
die kanonische mit (Bj)n+1j=0 linksseitig verträgliche Folge aus
C(p+q)×(p+q). Weiterhin sei
(
W˜
(n+1)
j,l
)n+1
j=0
die mit (Γj)n+1j=0 und
(
W˜
(n+1)
j
)n+1
j=1
linksseitig
assoziierte Folge. Mit der Setzung w˜(n)n+1 := 0p×p gilt wegen Teil (b2) von Satz 2.3.2 und
Teil (b2) von Satz 2.3.4 für k ∈ {0, . . . , n+ 1} dann
W˜
(n+1)
k,l =

Ip+q , falls k = 0,(
w˜
(n)
k −w˜(n)k−1,l
0q×p 0q×q
)
, falls k ∈ {1, . . . , n+ 1} . (2.4.8)
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(c1) Sei zunächst n = 0. Wegen Teil (b) von Bemerkung E.4.1, Bemerkung 1.2.3, Definiti-
on 1.2.2, I+p+q = Ip+q sowie Definition 2.2.5 und Definition 2.4.3 gilt dann
D˜(Γj)1j=0
=
(
IpE0 −A0E1
0q×pE0 IqE0
)
=
(
Y˜(Aj)0j=0
−Q˜(Aj)0j=0E1
0q×pE0 IqE0
)
.
Sei nun n ∈ N. Wegen Teil (b) von Definition E.4.2, (2.4.8), Teil (b) von Definition 2.4.2
und Definition 2.2.4 gilt
D˜(Γj)n+1j=0
= Ip+qE0 +
n+1∑
k=1
(
w˜
(n)
k −w˜(n)k−1,l
0q×p 0q×q
)
Ek =
(
Y˜(Aj)nj=0 −Q˜(Aj)nj=0E1
0q×pE0 IqE0
)
.
Damit ist (c1) gezeigt.
(c2) Dies folgt sofort aus (c1).
(c3) Unter Beachtung von (c1), Definition D.2.1, Teil (a) von Bemerkung D.2.3, Teil (b)
von Bemerkung D.2.2 sowie Teil (b) und Teil (d) von Satz D.2.1 gilt
[
D˜(Γj)n+1j=0
][n+1]
=

[
Y˜(Aj)nj=0
][n+1]
[0p×qE0][n+1][
−Q˜(Aj)nj=0E1
][n+1]
[IqE0][n+1]

=

[
Y˜(Aj)nj=0
][n] E1 0p×qE0
−
[
Q˜(Aj)nj=0
][n]
IqEn+1
 .
Somit ist (c3) gezeigt. 
Mit den Begriffen der mit einer p× q-Schurfolge assoziierten sekundären rechten bzw.
linken Matrixpolynome erhalten wir eine einfachere Darstellung der Ergebnisse aus
Satz 2.2.6 und Bemerkung 2.2.2.
Bemerkung 2.4.2. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p × q-Schurfolge. Es
bezeichne (Γj)n+1j=0 die mit (Aj)
n
j=0 assoziierte (p+q)×(p+q)-Carathéodoryfolge. Weiterhin
bezeichne (Bj)n+1j=0 die mit (Γj)
n+1
j=0 assoziierte nichtnegativ definite Folge aus C(p+q)×(p+q).
(a) Es ist (Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus
C(p+q)×(p+q).
(b) Es bezeichne X˜(Aj)nj=0 das mit (Aj)
n
j=0 assoziierte kanonische normierte rechte
Matrixpolynom sowie P˜(Aj)nj=0 das mit (Aj)
n
j=0 assoziierte sekundäre rechte Matrix-
polynom. Weiterhin sei A˜(Bj)n+1j=0 das zu (Bj)
n+1
j=0 gehörige kanonische normierte
rechte Matrixpolynom. Dann gilt
A˜(Bj)n+1j=0
=
(
IpE0 P˜(Aj)nj=0E1
0q×pE0 X˜(Aj)nj=0
)
.
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(c) Es bezeichne Y˜(Aj)nj=0 das mit (Aj)
n
j=0 assoziierte kanonische normierte linke Ma-
trixpolynom sowie Q˜(Aj)nj=0 das mit (Aj)
n
j=0 assoziierte sekundäre linke Matrixpoly-
nom. Weiterhin sei B˜(Bj)n+1j=0 das zu (Bj)
n+1
j=0 gehörige kanonische normierte linke
Matrixpolynom. Dann gilt
B˜(Bj)n+1j=0
=
(
Y˜(Aj)nj=0 Q˜(Aj)
n
j=0
E1
0q×pE0 IqE0
)
.
(d) Es bezeichne
[
X˜(Aj)nj=0
][n]
bzw.
[
Y˜(Aj)nj=0
][n]
bzw.
[
P˜(Aj)nj=0
][n]
bzw.
[
Q˜(Aj)nj=0
][n]
das n-Reziproke zu X˜(Aj)nj=0 bzw. Y˜(Aj)nj=0 bzw. P˜(Aj)nj=0 bzw. Q˜(Aj)nj=0. Weiterhin
bezeichne
[
A˜(Bj)n+1j=0
][n+1]
bzw.
[
B˜(Bj)n+1j=0
][n+1]
das (n + 1)-Reziproke zu A˜(Bj)n+1j=0
bzw. B˜(Bj)n+1j=0 . Dann gelten[
A˜(Bj)n+1j=0
][n+1]
=
 IpEn+1 0p×qE0[
P˜(Aj)nj=0
][n] [
X˜(Aj)nj=0
][n] E1

und [
B˜(Bj)n+1j=0
][n+1]
=

[
Y˜(Aj)nj=0
][n] E1 0p×qE0[
Q˜(Aj)nj=0
][n]
IqEn+1
 .
Beweis. (a) Dies folgt aus Bemerkung 1.2.5.
(b), (c) Die Behauptungen ergeben sich im Fall n = 0 unmittelbar aus Bemerkung 2.2.2
und Definition 2.4.3. Im Fall n ∈ N ergeben sich beide Behauptungen sofort aus der
Kombination von Satz 2.3.3 bzw. Satz 2.3.4, Definition 2.4.2 und Teil (a2) bzw. Teil (b2)
von Satz 2.2.6.
(d) Unter Beachtung von (b), Definition D.2.1, Teil (a) von Bemerkung D.2.3, Teil (b)
von Bemerkung D.2.2 sowie Teil (b) und Teil (d) von Satz D.2.1 gilt[
A˜(Bj)n+1j=0
][n+1]
=
 [IpE0][n+1] [0p×qE0][n+1][
P˜(Aj)nj=0E1
][n+1] [
X˜(Aj)nj=0
][n+1]

=
 IpEn+1 0p×qE0[
P˜(Aj)nj=0
][n] [
X˜(Aj)nj=0
][n] E1
 .
Unter Beachtung von (c), Definition D.2.1, Teil (a) von Bemerkung D.2.3, Teil (b) von
Bemerkung D.2.2 sowie Teil (b) und Teil (d) von Satz D.2.1 gilt weiterhin[
B˜(Bj)n+1j=0
][n+1]
=

[
Y˜(Aj)nj=0
][n+1]
[0p×qE0][n+1][
Q˜(Aj)nj=0E1
][n+1]
[IqE0][n+1]

=

[
Y˜(Aj)nj=0
][n] E1 0p×qE0[
Q˜(Aj)nj=0
][n]
IqEn+1
 .
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Damit ist (d) gezeigt. 
Es folgen nun erste Beobachtungen über die mit einer p × q-Schurfolge assoziierten
sekundären rechten bzw. linken Matrixpolynome.
Bemerkung 2.4.3. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine p× q-Schurfolge.
(a) Es bezeichne P˜(Aj)nj=0 das mit (Aj)
n
j=0 assoziierte sekundäre rechte Matrixpolynom.
Weiterhin bezeichne
(
v˜
(n)
j
)n
j=1
die kanonische mit (Aj)nj=0 rechtsseitig verträgli-
che Folge aus Cq×q sowie
(
v˜
(n)
j,r
)n
j=0
die mit (Aj)nj=0 und
(
v˜
(n)
j
)n
j=1
rechtsseitig
assoziierte Folge.
(a1) Es ist P˜(Aj)nj=0 ein Matrixpolynom aus (PC,n)
p×q mit zugehöriger Folge(
v˜
(n)
j,r
)n
j=0
aus Cp×q.
(a2) Es ist P˜(Aj)nj=0 (0) = A0.
(b) Es bezeichne Q˜(Aj)nj=0 das mit (Aj)
n
j=0 assoziierte sekundäre linke Matrixpolynom.
Weiterhin bezeichne
(
w˜
(n)
j
)n
j=1
die kanonische mit (Aj)nj=0 linksseitig verträgli-
che Folge aus Cp×p sowie
(
w˜
(n)
j,l
)n
j=0
die mit (Aj)nj=0 und
(
w˜
(n)
j
)n
j=1
linksseitig
assoziierte Folge.
(b1) Es ist Q˜(Aj)nj=0 ein Matrixpolynom aus (PC,n)
p×q mit zugehöriger Folge(
w˜
(n)
j,l
)n
j=0
aus Cp×q.
(b2) Es ist Q˜(Aj)nj=0 (0) = A0.
Beweis. (a1) Dies folgt sofort aus Teil (a) von Definition 2.4.2 und Bemerkung D.1.3.
(a2) Wegen (a1), Bemerkung D.1.2 und Teil (a) von Definition 2.3.1 gilt
P˜(Aj)nj=0 (0) = v˜
(n)
0,r = A0Iq = A0 .
(b1) Dies folgt sofort aus Teil (b) von Definition 2.4.2 und Bemerkung D.1.3.
(b2) Wegen (b1), Bemerkung D.1.2 und Teil (b) von Definition 2.3.1 gilt
Q˜(Aj)nj=0 (0) = w˜
(n)
0,l = IpA0 = A0 .

Wir stellen nun den Anschluss an die in diesem Abschnitt eingangs geführten Betrach-
tungen her.
Bemerkung 2.4.4. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine p× q-Schurfolge.
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(a) Es bezeichne
(
v˜
(n)
j
)n
j=1
die kanonische mit (Aj)nj=0 rechtsseitig verträgliche Folge
aus Cq×q.
(a1) Es ist
(
v˜
(n)
j
)n
j=1
eine mit (Aj)nj=0 rechtsseitig verträgliche Folge aus Cq×q.
(a2) Es bezeichne [ρ˜n, p˜in] das mit (Aj)nj=0 und
(
v˜
(n)
j
)n
j=1
rechtsseitig assoziierte
Paar von Matrixpolynomen. Weiterhin bezeichne X˜(Aj)nj=0 das mit (Aj)
n
j=0
assoziierte kanonische normierte rechte Matrixpolynom sowie P˜(Aj)nj=0 das
mit (Aj)nj=0 assoziierte sekundäre rechte Matrixpolynom. Dann gelten
ρ˜n = X˜(Aj)nj=0 und p˜in = P˜(Aj)nj=0 .
(b) Es bezeichne
(
w˜
(n)
j
)n
j=1
die kanonische mit (Aj)nj=0 linksseitig verträgliche Folge
aus Cp×p.
(b1) Es ist
(
w˜
(n)
j
)n
j=1
eine mit (Aj)nj=0 linksseitig verträgliche Folge aus Cp×p.
(b2) Es bezeichne [τ˜n, σ˜n] das mit (Aj)nj=0 und
(
w˜
(n)
j
)n
j=1
linksseitig assoziierte
Paar von Matrixpolynomen. Weiterhin bezeichne Y˜(Aj)nj=0 das mit (Aj)
n
j=0
assoziierte kanonische normierte linke Matrixpolynom sowie Q˜(Aj)nj=0 das
mit (Aj)nj=0 assoziierte sekundäre linke Matrixpolynom. Dann gelten
τ˜n = Y˜(Aj)nj=0 und σ˜n = Q˜(Aj)nj=0 .
(c) Es gilt
[
Y˜(Aj)nj=0
] [
P˜(Aj)nj=0
]
=
[
Q˜(Aj)nj=0
] [
X˜(Aj)nj=0
]
.
(d) Es gelten X˜(Aj)nj=0 ∈ (PC,n)
q×q, P˜(Aj)nj=0 ∈ (PC,n)
p×q, Y˜(Aj)nj=0 ∈ (PC,n)
p×p und
Q˜(Aj)nj=0 ∈ (PC,n)
p×q.
(e) Es bezeichne
[
X˜(Aj)nj=0
][n]
bzw.
[
P˜(Aj)nj=0
][n]
bzw.
[
Y˜(Aj)nj=0
][n]
bzw.
[
Q˜(Aj)nj=0
][n]
das n-Reziproke zu X˜(Aj)nj=0 bzw. P˜(Aj)nj=0 bzw. Y˜(Aj)nj=0 bzw. Q˜(Aj)nj=0. Dann gilt[
P˜(Aj)nj=0
][n] [
Y˜(Aj)nj=0
][n]
=
[
X˜(Aj)nj=0
][n] [
Q˜(Aj)nj=0
][n]
.
Beweis. Es bezeichne (Γj)n+1j=0 die mit (Aj)
n
j=0 assoziierte (p+ q)× (p+ q)-Carathéodory-
folge. Weiterhin bezeichne (Bj)n+1j=0 die mit (Γj)
n+1
j=0 assoziierte nichtnegativ definite Folge
aus C(p+q)×(p+q).
(a1) Dies folgt aus Teil (a) von Bemerkung 2.2.1.
(a2) Es bezeichne
(
V˜
(n+1)
j
)n+1
j=1
die kanonische mit (Bj)n+1j=0 rechtsseitig verträgliche Folge
aus C(p+q)×(p+q). Weiterhin bezeichne
[
P˜n+1, S˜n+1
]
das mit (Γj)n+1j=0 und
(
V˜
(n+1)
j
)n+1
j=1
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rechtsseitig assoziierte Paar von Matrixpolynomen sowie C˜(Γj)n+1j=0 das mit (Γj)
n+1
j=0 assozi-
ierte rechte Matrixpolynom. Wegen Teil (a) von Satz 2.2.3 und Teil (b2) von Satz 2.3.3
folgt mittels Teil (b2) von Satz 2.4.1 dann
S˜n+1 =
(
IpE0 −p˜inE1
0q×pE0 ρ˜n
)
. (2.4.9)
Wegen Teil (b1) von Satz 2.4.4 gilt weiterhin
C˜(Γj)n+1j=0
=
(
IpE0 −P˜(Aj)nj=0E1
0q×pE0 X˜(Aj)nj=0
)
. (2.4.10)
Aus Teil (a) von Bemerkung E.4.2 folgt unter Beachtung von (2.4.9) und (2.4.10) nun(
IpE0 −p˜inE1
0q×pE0 ρ˜n
)
=
(
IpE0 −P˜(Aj)nj=0E1
0q×pE0 X˜(Aj)nj=0
)
und somit ρ˜n = X˜(Aj)nj=0 und p˜in = P˜(Aj)nj=0 . Damit ist (a2) gezeigt.
(b1) Dies folgt aus Teil (c) von Bemerkung 2.2.1.
(b2) Es bezeichne
(
W˜
(n+1)
j
)n+1
j=1
die kanonische mit (Bj)n+1j=0 linksseitig verträgliche Folge
aus C(p+q)×(p+q). Weiterhin bezeichne
[
Q˜n+1, T˜n+1
]
das mit (Γj)n+1j=0 und
(
W˜
(n+1)
j
)n+1
j=1
linksseitig assoziierte Paar von Matrixpolynomen sowie D˜(Γj)n+1j=0 das mit (Γj)
n+1
j=0 assozi-
ierte linke Matrixpolynom. Wegen Teil (b) von Satz 2.2.3 und Teil (b2) von Satz 2.3.4
folgt mittels Teil (c2) von Satz 2.4.1 dann
T˜n+1 =
(
τ˜n −σ˜nE1
0q×pE0 IqE0
)
. (2.4.11)
Wegen Teil (c1) von Satz 2.4.4 gilt weiterhin
D˜(Γj)n+1j=0
=
(
Y˜(Aj)nj=0 −Q˜(Aj)nj=0E1
0q×pE0 IqE0
)
. (2.4.12)
Aus Teil (b) von Bemerkung E.4.2 unter Beachtung von (2.4.11) und (2.4.12) nun(
τ˜n −σ˜nE1
0q×pE0 IqE0
)
=
(
Y˜(Aj)nj=0 −Q˜(Aj)nj=0E1
0q×pE0 IqE0
)
und somit τ˜n = Y˜(Aj)nj=0 und σ˜n = Q˜(Aj)nj=0 . Damit ist (b2) gezeigt.
(c)-(e) Dies folgt wegen (a) und (b) sofort aus Satz 2.4.3. Damit ist alles gezeigt. 
Es sollen jetzt die im bisherigen Verlauf dieses Abschnitts eingeführten Matrixpoly-
nome ganz speziell für den Fall einer strengen p× q-Schurfolge betrachtet werden. Wir
werden erkennen, dass in diesem Fall die assoziierten sekundären rechten bzw. linken
Matrixpolynome bis auf einen regulären konstanten Rechts- bzw. Linksfaktor mit den in
Abschnitt 2.1 besprochenen zweiten rechten bzw. linken zur strengen p× q-Schurfolge
gehörigen Matrixpolynomen übereinstimmen.
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Bemerkung 2.4.5. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine strenge p× q-Schurfolge.
(a) Es bezeichne ln+1 bzw. rn+1 das (n+ 1)-te zu (Aj)nj=0 gehörige untere bzw. obere
Schurkomplement vom Typ II. Dann sind ln+1 und rn+1 regulär.
(b) Es bezeichne P(Aj)nj=0 bzw. Q(Aj)nj=0 das zweite rechte bzw. zweite linke zu (Aj)
n
j=0 ge-
hörige Matrixpolynom. Weiterhin bezeichne P˜(Aj)nj=0 bzw. Q˜(Aj)nj=0 das mit
(Aj)nj=0 assoziierte sekundäre rechte bzw. linke Matrixpolynom. Dann gelten
P(Aj)nj=0 =
[
P˜(Aj)nj=0
]
[rn+1]−1 und Q(Aj)nj=0 = [ln+1]
−1 [Q˜(Aj)nj=0] .
Beweis. (a) Dies folgt aus Satz 1.3.3.
(b) Es bezeichne (Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus
C(p+q)×(p+q). Weiterhin sei Ln+2 bzw. Rn+2 das (n+ 2)-te zu (Bj)n+1j=0 gehörige untere
bzw. obere Schurkomplement vom Typ I. Aufgrund von Bemerkung 1.2.2 ist die Folge
(Bj)n+1j=0 positiv definit. Unter Beachtung von Satz B.1.8 sind die Matrizen Ln+2 und
Rn+2 somit regulär. Unter Beachtung von Teil (b) und Teil (c) von Satz 1.2.2 Verbindung
mit I−1q = Iq und I−1p = Ip gelten
(Ln+2)−1 = diag
(
(ln+1)−1 , Iq
)
(2.4.13)
und
(Rn+2)−1 = diag
(
Ip, (rn+1)−1
)
. (2.4.14)
Es seien X(Aj)nj=0 bzw. Y(Aj)nj=0 das erste rechte bzw. erste linke zu (Aj)
n
j=0 gehörige
Matrixpolynom. Weiterhin bezeichne A(Bj)n+1j=0 bzw. B(Bj)n+1j=0 das rechte bzw. linke zu
(Bj)n+1j=0 gehörige Matrixpolynom sowie A˜(Bj)n+1j=0 bzw. B˜(Bj)n+1j=0 das zu (Bj)
n+1
j=0 gehörige
kanonische normierte rechte bzw. linke Matrixpolynom. Unter Beachtung von Teil (a)
bzw. Teil (b) von Bemerkung 2.4.2 und (2.4.14) bzw. (2.4.13) gilt
[
A˜(Bj)n+1j=0
]
(Rn+2)−1 =
 IpE0 [P˜(Aj)nj=0] (rn+1)−1 E1
0q×pE0
[
X˜(Aj)nj=0
]
(rn+1)−1
 (2.4.15)
bzw.
(Ln+2)−1
[
B˜(Bj)n+1j=0
]
=
(
(ln+1)−1
[
Y˜(Aj)nj=0
]
(ln+1)−1
[
Q˜(Aj)nj=0
]
E1
0q×pE0 IqE0
)
. (2.4.16)
Unter Beachtung von Teil (b) von Bemerkung E.2.4, Teil (b1) bzw. Teil (c1) von
Satz 2.1.1 und (2.4.15) bzw. (2.4.16) folgt dann(
IpE0 P(Aj)nj=0E1
0q×pE0 X(Aj)nj=0
)
=
 IpE0 [P˜(Aj)nj=0] [rn+1]−1 E1
0q×pE0
[
X˜(Aj)nj=0
]
[rn+1]−1

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bzw. (
Y(Aj)nj=0 Q(Aj)
n
j=0
E1
0q×pE0 IqE0
)
=
(
[ln+1]−1
[
Y˜(Aj)nj=0
]
[ln+1]−1
[
Q˜(Aj)nj=0
]
E1
0q×pE0 IqE0
)
und somit durch Vergleich der rechten oberen p× q-Blöcke schließlich
P(Aj)nj=0 =
[
P˜(Aj)nj=0
]
[rn+1]−1 und Q(Aj)nj=0 = [ln+1]
−1 [Q˜(Aj)nj=0] .
Damit ist alles gezeigt. 
Wir gehen zum Abschluss dieses Abschnitts wieder von einer strengen p× q-Schurfolge
(Aj)nj=0 aus und sind daran interessiert, die Elemente des zu (Aj)
n
j=0 gehörigen Arov-
Kre˘ın-Quadrupels [
a(Aj)nj=0 , b(Aj)
n
j=0
, c(Aj)nj=0 , d(Aj)
n
j=0
]
in Termen der Matrixpolynome X˜(Aj)nj=0 , Y˜(Aj)nj=0 , P˜(Aj)nj=0 und Q˜(Aj)nj=0 auszudrücken.
Bemerkung 2.4.6. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine strenge p× q-Schurfolge.
(a) Es bezeichne ln+1 bzw. rn+1 das (n+ 1)-te zu (Aj)nj=0 gehörige untere bzw. obere
Schurkomplement vom Typ II.
(a1) Es gelten ln+1 ∈ Cp×p> und rn+1 ∈ Cq×q> .
(a2) Es gelten det
√
ln+1 6= 0 und det√rn+1 6= 0.
(b) Es bezeichne [
a(Aj)nj=0 , b(Aj)
n
j=0
, c(Aj)nj=0 , d(Aj)
n
j=0
]
das zu (Aj)nj=0 gehörige Arov-Kre˘ın-Quadrupel von Matrixpolynomen. Weiterhin
bezeichne X˜(Aj)nj=0 bzw. Y˜(Aj)nj=0 das mit (Aj)
n
j=0 assoziierte kanonische normierte
rechte bzw. linke Matrixpolynom sowie P˜(Aj)nj=0 bzw. Q˜(Aj)nj=0 das mit (Aj)
n
j=0
assoziierte sekundäre rechte bzw. linke Matrixpolynom.
(b1) Es gelten
a(Aj)nj=0 =
[
P˜(Aj)nj=0
]√
rn+1
−1 und b(Aj)nj=0 =
[
X˜(Aj)nj=0
]√
rn+1
−1
sowie
c(Aj)nj=0 =
√
ln+1
−1 [
Y˜(Aj)nj=0
]
und d(Aj)nj=0 =
√
ln+1
−1 [
Q˜(Aj)nj=0
]
.
(b2) Es bezeichne
[
a(Aj)nj=0
][n]
bzw.
[
b(Aj)nj=0
][n]
bzw.
[
c(Aj)nj=0
][n]
bzw.
[
d(Aj)nj=0
][n]
das n-Reziproke zu a(Aj)nj=0 bzw. b(Aj)nj=0 bzw. c(Aj)nj=0 bzw. d(Aj)nj=0 . Weiterhin
bezeichne
[
P˜(Aj)nj=0
][n]
bzw.
[
X˜(Aj)nj=0
][n]
bzw.
[
Y˜(Aj)nj=0
][n]
bzw.
[
Q˜(Aj)nj=0
][n]
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das n-Reziproke zu P˜(Aj)nj=0 bzw. X˜(Aj)nj=0 bzw. Y˜(Aj)nj=0 bzw. Q˜(Aj)nj=0. Dann
gelten [
a(Aj)nj=0
][n]
= √rn+1−1
[
P˜(Aj)nj=0
][n]
und [
b(Aj)nj=0
][n]
= √rn+1−1
[
X˜(Aj)nj=0
][n]
sowie [
c(Aj)nj=0
][n]
=
[
Y˜(Aj)nj=0
][n]√
ln+1
−1
und [
d(Aj)nj=0
][n]
=
[
Q˜(Aj)nj=0
][n]√
ln+1
−1
.
Beweis. (a1) Dies folgt aus Satz 1.3.3.
(a2) Dies folgt wegen (a1) sogleich aus Teil (b1) von Satz A.6.2.
(b1) Es bezeichne X(Aj)nj=0 bzw. P(Aj)nj=0 das zu (Aj)
n
j=0 gehörige erste rechte bzw. zweite
rechte Matrixpolynom. Weiterhin bezeichne Y(Aj)nj=0 bzw.Q(Aj)nj=0 das zu (Aj)
n
j=0 gehörige
erste linke bzw. zweite linke Matrixpolynom. Unter Beachtung von Definition 2.1.2, Teil (b)
von Bemerkung 2.4.5 und Teil (b2) von Satz A.6.2 ergibt sich dann
a(Aj)nj=0 =
[
P˜(Aj)nj=0
]
(rn+1)−1
√
rn+1 =
[
P˜(Aj)nj=0
]√
rn+1
−1 . (2.4.17)
Aus Definition 2.1.2, Teil (b) von Bemerkung 2.4.5 und Teil (b2) von Satz A.6.2 ergibt
sich analog
d(Aj)nj=0 =
√
ln+1 (ln+1)−1
[
Q˜(Aj)nj=0
]
=
√
ln+1
−1 [
Q˜(Aj)nj=0
]
. (2.4.18)
Unter Beachtung von Definition 2.1.2, Teil (b1) von Bemerkung 2.2.4 bzw. Bemer-
kung 2.2.5 und Teil (b2) von Satz A.6.2 folgt weiterhin
b(Aj)nj=0 =
[
X˜(Aj)nj=0
]
(rn+1)−1
√
rn+1 =
[
X˜(Aj)nj=0
]√
rn+1
−1 . (2.4.19)
Unter Beachtung von Definition 2.1.2, Teil (b1) von Bemerkung 2.2.4 bzw. Bemer-
kung 2.2.5 und Teil (b2) von Satz A.6.2 folgt analog
c(Aj)nj=0 =
√
ln+1 (ln+1)−1
[
Y˜(Aj)nj=0
]
=
√
ln+1
−1 [
Y˜(Aj)nj=0
]
. (2.4.20)
Wegen (2.4.17), (2.4.18), (2.4.19) und (2.4.20) ist dann (b1) gezeigt.
(b2) Wegen (a1) und Teil (b1) von Satz A.6.2 gelten √rn+1−1 ∈ Cq×q> ⊆ Cq×qH und√
ln+1
−1 ∈ Cp×p> ⊆ Cp×pH . Somit folgen aus Teil (b) von Bemerkung D.2.5 bzw. Teil (b)
von Bemerkung D.2.4 dann[
a(Aj)nj=0
][n]
=
(√
rn+1
−1)∗ [P˜(Aj)nj=0][n] = √rn+1−1 [P˜(Aj)nj=0][n] (2.4.21)
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und [
b(Aj)nj=0
][n]
=
(√
rn+1
−1)∗ [X˜(Aj)nj=0][n] = √rn+1−1 [X˜(Aj)nj=0][n] (2.4.22)
bzw. [
c(Aj)nj=0
][n]
=
[
Y˜(Aj)nj=0
][n] (√
ln+1
−1)∗
=
[
Y˜(Aj)nj=0
][n]√
ln+1
−1
(2.4.23)
und [
d(Aj)nj=0
][n]
=
[
Q˜(Aj)nj=0
][n] (√
ln+1
−1)∗
=
[
Q˜(Aj)nj=0
][n]√
ln+1
−1
. (2.4.24)
Wegen (2.4.21), (2.4.22), (2.4.23) und (2.4.24) ist dann (b2) gezeigt. 
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2.5. Die zu einer endlichen strengen p× q-Schurfolge gehörigen
Arov-Kre˘ın-Matrixpolynome
Wir präsentieren in diesem Abschnitt einen alternativen Zugang zu strukturellen Aussagen
über ein Paar zweier dualer Matrixpolynome, die eine zentrale Rolle in dem von Arov
und Kre˘ın in [AK83] entwickelten Zugang zur Behandlung des mit einer strengen p× q-
Schurfolge assoziierten matriziellen Schurproblems spielen.
Unser Zugang basiert wesentlich auf dem Zusammenspiel der Arov-Kre˘ın-Matrixpo-
lynome vom Schur-Typ mit den Arov-Kre˘ın-Matrixpolynomen vom Carathéodory-Typ
(vgl. Anhang E.5).
Bevor wir uns jedoch einer eingehenden Untersuchung der Arov-Kre˘ın-Matrixpolynome
widmen, werden wir zunächst den Zusammenhang zwischen den zu einer strengen p× q-
Schurfolge gehörigen Linearfaktoren und den Linearfaktoren der assoziierten nichtnegativ
definite Folge aus C(p+q)×(p+q) herausarbeiten. Auf diese Linearfaktoren werden wir
später im Rahmen eines multiplikativen rekursiven Zusammenhangs der entsprechenden
Arov-Kre˘ın-Matrixpolynome treffen.
Wir beginnen mit der Definition der erwähnten Objekte.
Definition 2.5.1. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine strenge p× q-Schurfolge mit
zugehöriger Schurparameterfolge (kj)nj=0 vom Typ II.
(a) Für k ∈ {0, . . . , n} bezeichne lk+1 bzw. rk+1 das (k + 1)-te zu (Aj)nj=0 gehörige
untere bzw. obere Schurkomplement vom Typ II. Wegen Teil (a) von Satz 1.3.2
gelten für k ∈ {0, . . . , n} dann lk+1 ∈ Cp×p> und rk+1 ∈ Cq×q> . Somit liefert Teil (b1)
von Satz A.6.2 die Regularität von
√
lk+1 und
√
rk+1. Seien s ∈ {1, . . . , n} sowie
gs :=
(
Ip ks
k∗s Iq
)
· diag
(√
ls
√
ls+1
−1
,
√
rs
√
rs+1
−1
)
und
hs := diag
(√
rs+1
−1√rs,
√
ls+1
−1√
ls
)
·
(
Iq k
∗
s
ks Ip
)
.
Dann heißt gs bzw. hs die s-te zu (Aj)nj=0 gehörige rechte bzw. linke Matrix.
(b) Seien weiter
gs := gs · diag (E1Ip, Iq) und hs := diag (E1Iq, Ip) · hs .
Dann heißt gs bzw. hs der s-te zu (Aj)nj=0 gehörige rechte bzw. linke Linearfaktor.
Wir untersuchen nun den Zusammenhang zwischen den soeben eingeführten Begriffen
und Definition E.5.1 im Kontext der zu p × q-Schurfolgen assoziierten nichtnegativ
definiten Folgen aus C(p+q)×(p+q).
Satz 2.5.1. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine strenge p × q-Schurfolge. Es
bezeichne (Bj)n+1j=0 die zu (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus C(p+q)×(p+q).
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(a) Die Folge (Bj)n+1j=0 ist positiv definit.
(b) Sei
U :=
(
0p×q Ip
Iq 0q×p
)
.
Dann ist U unitär.
(c) Sei s ∈ {1, . . . , n}.
(c1) Es bezeichne gs bzw. hs die s-te zu (Aj)nj=0 gehörige rechte bzw. linke Matrix.
Weiterhin bezeichne Gs+1 bzw. Hs+1 die (s+ 1)-te zu (Bj)n+1j=0 gehörige rechte
bzw. linke Matrix. Dann gelten
Gs+1 = diag (U,U) · diag (Iq, gs, Ip) · diag (U∗, U∗)
und
Hs+1 = diag (Ip, hs, Iq) .
(c2) Es bezeichne gs bzw. hs den s-ten zu (Aj)nj=0 gehörigen rechten bzw. linken
Linearfaktor. Weiterhin bezeichne Gs+1 bzw. Hs+1 den (s+ 1)-ten zu (Bj)n+1j=0
gehörigen rechten bzw. linken Linearfaktor. Dann gelten
Gs+1 = diag (U,U) · diag (IqE1,gs, Ip) · diag (U∗, U∗)
und
Hs+1 = diag (IpE1,hs, Iq) .
Beweis. (a) Dies folgt aus Bemerkung 1.2.2.
(b) Dies folgt sofort aus der Definition von U .
(c1) Es bezeichne ls bzw. ls+1 das s-te bzw. (s + 1)-te zu (Aj)nj=0 gehörige untere
Schurkomplement vom Typ II. Wegen Teil (a) von Satz 1.3.2 gelten dann ls ∈ Cp×p> und
ls+1 ∈ Cp×p> . Somit liefert Teil (b1) von Satz A.6.2 die Regularität von
√
ls+1. Weiterhin
bezeichne rs bzw. rs+1 das s-te bzw. (s+1)-te zu (Aj)nj=0 gehörige obere Schurkomplement
vom Typ II. Wegen Teil (a) von Satz 1.3.2 gelten dann rs ∈ Cq×q> und rs+1 ∈ Cq×q> . Somit
liefert Teil (b1) von Satz A.6.2 die Regularität von √rs+1. Es bezeichne ks den s-ten
Schurparameter der Folge (Aj)nj=0 vom Typ II. Es sei Ls+1 bzw. Ls+2 das (s+ 1)-te bzw.
(s+ 2)-te zu (Bj)n+1j=0 gehörige untere Schurkomplement vom Typ I. Wegen Satz B.1.4
gelten dann Ls+1 ∈ C(p+q)×(p+q)> und Ls+2 ∈ C(p+q)×(p+q)> . Somit liefert Teil (b1) von
Satz A.6.2 die Regularität von
√
Ls+2. Weiterhin bezeichne Rs+1 bzw. Rs+2 das (s+1)-te
bzw. (s+2)-te zu (Bj)n+1j=0 gehörige obere Schurkomplement vom Typ I. Wegen Satz B.1.4
gelten dann Rs+1 ∈ C(p+q)×(p+q)> und Rs+2 ∈ C(p+q)×(p+q)> . Somit liefert Teil (b1) von
Satz A.6.2 die Regularität von
√
Rs+2. Es bezeichne Ks+1 den (s+1)-ten Schurparameter
der Folge (Bj)n+1j=0 vom Typ I. Aus Teil (b) bzw. Teil (c) von Satz 1.2.2 folgen mittels
Lemma A.6.1 sowie
√
Ip = Ip und
√
Iq = Iq gemäß Beispiel A.6.1 zunächst√
Ls+1 = diag
(√
ls, Iq
)
(2.5.1)
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bzw. √
Ls+2
−1 = diag
(√
ls+1
−1
, Iq
)
(2.5.2)
und √
Rs+1 = diag (Ip,
√
rs) (2.5.3)
bzw. √
Rs+2
−1 = diag
(
Ip,
√
rs+1
−1) . (2.5.4)
Aus Teil (a) von Definition E.5.1, Teil (d) von Satz 1.2.2, (2.5.1), (2.5.2), (2.5.3) und
(2.5.4) folgt
Gs+1 =

Ip 0p×q 0p×p ks
0q×p Iq 0q×p 0q×q
0p×p 0p×q Ip 0p×q
k∗s 0q×q 0q×p Iq
 · diag
(√
ls
√
ls+1
−1
, Ip+q,
√
rs
√
rs+1
−1
)
und unter Beachtung der Wahl von U und Teil (a) von Definition 2.5.1 somit
diag (U∗, U∗)Gs+1 diag (U,U)
=

0q×p Iq 0q×p 0q×q
Ip 0p×q 0p×p ks
k∗s 0q×q 0q×p Iq
0p×p 0p×q Ip 0p×q
 · diag
((
0p×q
√
ls
√
ls+1
−1
Iq 0q×p
)
,
(
0p×q Ip√
rs
√
rs+1
−1 0q×p
))
= diag
(
Iq,
( √
ls
√
ls+1
−1
ks
√
rs
√
rs+1
−1
k∗s
√
ls
√
ls+1
−1 √
rs
√
rs+1
−1
)
, Ip
)
= diag (Iq, gs, Ip) .
Somit folgt unter Beachtung von (b) dann
Gs+1 = diag (U,U) · diag (IqE1, gs, Ip) · diag (U∗, U∗) . (2.5.5)
Aus Teil (a) von Definition E.5.1, Teil (d) von Satz 1.2.2, (2.5.1), (2.5.2), (2.5.3), (2.5.4)
und Teil (a) von Definition 2.5.1 folgt weiterhin
Hs+1 = diag
(
Ip,
√
rs+1
−1√rs,
√
ls+1
−1√
ls, Iq
)
· diag
(
Ip,
(
Iq k
∗
s
ks Ip
)
, Iq
)
= diag (Ip, hs, Iq) .
(2.5.6)
Wegen (2.5.5) und (2.5.6) ist dann (c1) gezeigt.
(c2) Aus Teil (b) von Definition E.5.1, (c1) und Teil (b) von Definition 2.5.1 folgt
diag (U∗, U∗)Gs+1 diag (U,U) = diag (U∗, U∗)Gs+1 diag (E1U,U)
= diag (Iq, gs, Ip) · diag (E1Ip+q, Ip+q)
= diag (IqE1,gs, Ip) .
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Somit folgt unter Beachtung von (b) dann
Gs+1 = diag (U,U) · diag (IqE1,gs, Ip) · diag (U∗, U∗) . (2.5.7)
Aus Teil (b) von Definition E.5.1, (c1) und Teil (b) von Definition 2.5.1 folgt weiterhin
Hs+1 = diag (E1Ip+q, Ip+q) · diag (Ip, hs, Iq)
= diag (IpE1,hs, Iq) .
(2.5.8)
Wegen (2.5.7) und (2.5.8) ist dann (c2) gezeigt. 
Wir sind nun in der Lage, uns den zu Beginn dieses Abschnitts angekündigten Matrix-
polynomen zuzuwenden.
Definition 2.5.2. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine strenge p× q-Schurfolge. Es
bezeichne [
a(Aj)nj=0 , b(Aj)
n
j=0
, c(Aj)nj=0 , d(Aj)
n
j=0
]
das zu (Aj)nj=0 gehörige Arov-Kre˘ın-Quadrupel von Matrixpolynomen. Es bezeichne[
a(Aj)nj=0
][n]
bzw.
[
b(Aj)nnj=0
][n]
bzw.
[
c(Aj)nj=0
][n]
bzw.
[
d(Aj)nj=0
][n]
das n-Reziproke zu
a(Aj)nj=0 bzw. b(Aj)nj=0 bzw. c(Aj)nj=0 bzw. d(Aj)nj=0 . Es sei
Γ(Aj)nj=0 :=
E1
[
c(Aj)nj=0
][n]
a(Aj)nj=0
E1
[
d(Aj)nj=0
][n]
b(Aj)nj=0

bzw.
∆(Aj)nj=0 :=
E1 [b(Aj)nj=0][n] E1 [a(Aj)nj=0][n]
d(Aj)nj=0 c(Aj)
n
j=0
 .
Dann heißt Γ(Aj)nj=0 bzw. ∆(Aj)nj=0 das zu (Aj)
n
j=0 gehörige rechte bzw. linke Arov-Kre˘ın-
Matrixpolynom vom Schur-Typ.
Wir sind zunächst an einer alternativen Darstellung der Arov-Kre˘ın-Matrixpolynome
vom Schur-Typ interessiert.
Bemerkung 2.5.1. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine strenge p× q-Schurfolge.
Es bezeichne ln+1 bzw. rn+1 das (n+ 1)-te zu (Aj)nj=0 gehörige untere bzw. obere Schur-
komplement vom Typ II.
(a) Es gelten ln+1 ∈ Cp×p> und rn+1 ∈ Cq×q> .
(b) Es gelten det
√
ln+1 6= 0 und det√rn+1 6= 0.
(c) Es ist (Aj)nj=0 eine p× q-Schurfolge.
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(d) Es bezeichne X˜(Aj)nj=0 bzw. Y˜(Aj)nj=0 das mit (Aj)
n
j=0 assoziierte kanonische nor-
mierte rechte bzw. linke Matrixpolynom sowie P˜(Aj)nj=0 bzw. Q˜(Aj)nj=0 das mit
(Aj)nj=0 assoziierte sekundäre rechte bzw. linke Matrixpolynom. Weiterhin bezeich-
ne
[
X˜(Aj)nj=0
][n]
bzw.
[
Y˜(Aj)nj=0
][n]
bzw.
[
P˜(Aj)nj=0
][n]
bzw.
[
Q˜(Aj)nj=0
][n]
das n-Rezi-
proke zu X˜(Aj)nj=0 bzw. Y˜(Aj)nj=0 bzw. P˜(Aj)nj=0 bzw. Q˜(Aj)nj=0. Es bezeichne Γ(Aj)nj=0
bzw. ∆(Aj)nj=0 das zu (Aj)
n
j=0 gehörige rechte bzw. linke Arov-Kre˘ın-Matrixpolynom
vom Schur-Typ. Dann gilt
Γ(Aj)nj=0 =
E1
[
Y˜(Aj)nj=0
][n]
P˜(Aj)nj=0
E1
[
Q˜(Aj)nj=0
][n]
X˜(Aj)nj=0
 · diag(√ln+1−1,√rn+1−1)
bzw.
∆(Aj)nj=0 = diag
(√
rn+1
−1,
√
ln+1
−1)
·
E1 [X˜(Aj)nj=0][n] E1 [P˜(Aj)nj=0][n]
Q˜(Aj)nj=0 Y˜(Aj)
n
j=0
 .
Beweis. (a), (b) Dies folgt aus Satz 1.3.3.
(c) Dies folgt aus Bemerkung 1.3.1.
(d) Dies ergibt sich direkt aus Teil (b1) und Teil (b2) von Bemerkung 2.4.6 sowie
Definition 2.5.2. 
Wir erarbeiten nun den Zusammenhang zwischen den zu einer strengen p×q-Schurfolge
gehörigen Arov-Kre˘ın-Matrixpolynomen vom Schur-Typ und den zur mit der p × q-
Schurfolge assoziierten (p+ q)× (p+ q)-Carathéodoryfolge gehörigen Arov-Kre˘ın-Matrix-
polynomen vom Carathéodory-Typ.
Satz 2.5.2. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine strenge p × q-Schurfolge. Es
bezeichne (Γj)n+1j=0 die mit (Aj)
n
j=0 assoziierte (p+q)×(p+q)-Carathéodoryfolge. Weiterhin
bezeichne (Bj)n+1j=0 die mit (Γj)
n+1
j=0 assoziierte nichtnegativ definite Folge aus C(p+q)×(p+q).
(a) Es ist (Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus
C(p+q)×(p+q).
(b) Die Folge (Γj)n+1j=0 ist eine strenge (p+ q)× (p+ q)-Carathéodoryfolge.
(c) Die Folge (Bj)n+1j=0 ist positiv definit.
(d) Es sei
U :=
(
0p×q Ip
Iq 0q×p
)
.
Dann ist U unitär.
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(e) Es bezeichne Γ(Aj)nj=0 bzw. ∆(Aj)nj=0 das zu (Aj)
n
j=0 gehörige rechte bzw. linke Arov-
Kre˘ın-Matrixpolynom vom Schur-Typ. Weiterhin bezeichne Φ(Γj)n+1j=0 bzw. Ψ(Γj)n+1j=0
das zu (Γj)n+1j=0 gehörige rechte bzw. linke Arov-Kre˘ın-Matrixpolynom vom Carathéo-
dory-Typ. Dann gelten
Φ(Γj)n+1j=0 =
1√
2
diag (U,U) ·
(
−Ip+q Ip+q
Ip+q Ip+q
)
· diag
(
IqEn+2,diag (IpE1, Iq) · Γ(Aj)nj=0 , Ip
)
· diag (U∗, U∗)
und
Ψ(Γj)n+1j=0 =
1√
2
diag
(
IpEn+2,∆(Aj)nj=0 · diag (IqE1, Ip) , Iq
)
·
(
−Ip+q Ip+q
Ip+q Ip+q
)
.
Beweis. (a) Dies folgt aus Bemerkung 1.2.5.
(b) Dies folgt aus Teil (b) von Bemerkung 1.2.4 unter zusätzlicher Beachtung von
Bemerkung 1.2.3.
(c) Dies folgt aus Bemerkung 1.2.2.
(d) Dies folgt sofort aus der Definition von U .
(e) Es bezeichne ln+1 bzw. rn+1 das (n + 1)-te zu (Aj)nj=0 gehörige untere bzw. obere
Schurkomplement vom Typ II. Wegen Satz 1.3.3 gelten ln+1 ∈ Cp×p> und rn+1 ∈ Cq×q>
sowie det
√
ln+1 6= 0 und det√rn+1 6= 0. Es bezeichne Ln+2 bzw. Rn+2 das (n+ 2)-te zu
(Bj)n+1j=0 gehörige untere bzw. obere Schurkomplement vom Typ I. Wegen Teil (b) bzw.
(c) von Satz 1.2.2 gelten unter Beachtung von Lemma A.6.1,
√
Iq = Iq und
√
Ip = Ip
sowie I−1q = Iq und I−1p = Ip dann√
Ln+2
−1 = diag
(√
ln+1
−1
, Iq
)
(2.5.9)
und √
Rn+2
−1 = diag
(
Ip,
√
rn+1
−1) . (2.5.10)
Es bezeichne X˜(Aj)nj=0 bzw. Y˜(Aj)nj=0 das mit (Aj)
n
j=0 assoziierte kanonische normierte
rechte bzw. linke Matrixpolynom sowie P˜(Aj)nj=0 bzw. Q˜(Aj)nj=0 das mit (Aj)
n
j=0 assozi-
ierte sekundäre rechte bzw. linke Matrixpolynom. Es bezeichne außerdem
[
X˜(Aj)nj=0
][n]
bzw.
[
Y˜(Aj)nj=0
][n]
bzw.
[
P˜(Aj)nj=0
][n]
bzw.
[
Q˜(Aj)nj=0
][n]
das n-Reziproke zu X˜(Aj)nj=0 bzw.
Y˜(Aj)nj=0 bzw. P˜(Aj)nj=0 bzw. Q˜(Aj)nj=0 . Weiterhin bezeichne A˜(Bj)n+1j=0 bzw. B˜(Bj)n+1j=0 das
zu (Bj)n+1j=0 gehörige kanonische rechte bzw. linke Matrixpolynom sowie C˜(Γj)n+1j=0 bzw.
D˜(Γj)n+1j=0
das mit (Γj)n+1j=0 assoziierte rechte bzw. linke Matrixpolynom. Es bezeichne[
A˜(Bj)n+1j=0
][n+1]
bzw.
[
B˜(Bj)n+1j=0
][n+1]
bzw.
[
C˜(Γj)n+1j=0
][n+1]
bzw.
[
D˜(Γj)n+1j=0
][n+1]
das (n+1)-
Reziproke zu A˜(Bj)n+1j=0 bzw. B˜(Bj)n+1j=0 bzw. C˜(Γj)n+1j=0 bzw. D˜(Γj)n+1j=0 . Aus Teil (d) von
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Bemerkung 2.5.1 folgt
diag
(
IqEn+2,diag (IpE1, Iq) · Γ(Aj)nj=0 , Ip
)
=

IqEn+2 0q×p 0q×q 0q×p
0p×q E2
[
Y˜(Aj)nj=0
][n] E1P˜(Aj)nj=0 0p×p
0q×q E1
[
Q˜(Aj)nj=0
][n]
X˜(Aj)nj=0 0q×p
0p×q 0p×p 0p×q Ip
 · diag
(
Iq,
√
ln+1
−1
,
√
rn+1
−1, Ip
)
.
Somit gilt
(
−Ip+q Ip+q
Ip+q Ip+q
)
· diag
(
IqEn+2, diag (IpE1, Iq) · Γ(Aj)nj=0 , Ip
)
=

−IqEn+2 E1
[
Q˜(Aj)nj=0
][n]
X˜(Aj)nj=0 0q×p
0p×q −E2
[
Y˜(Aj)nj=0
][n] −E1P˜(Aj)nj=0 Ip
IqEn+2 E1
[
Q˜(Aj)nj=0
][n]
X˜(Aj)nj=0 0q×p
0p×q E2
[
Y˜(Aj)nj=0
][n] E1P˜(Aj)nj=0 Ip

· diag
(
Iq,
√
ln+1
−1
,
√
rn+1
−1, Ip
)
.
Hieraus folgt unter Beachtung der Definition von U sowie von Teil (c3) von Satz 2.4.4,
Teil (b1) von Satz 2.4.4, Teil (d) von Bemerkung 2.4.2, Teil (b) von Bemerkung 2.4.2,
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(2.5.9), (2.5.10) und Satz E.5.1 nun
1√
2
diag (U,U) ·
(
−Ip+q Ip+q
Ip+q Ip+q
)
· diag
(
IqEn+2,diag (IpE1, Iq) · Γ(Aj)nj=0 , Ip
)
· diag (U∗, U∗)
= 1√
2

0p×q Ip 0p×q 0p×p
Iq 0q×p 0q×q 0q×p
0p×q 0p×p 0p×q Ip
0q×q 0q×p Iq 0q×p
 ·

−IqEn+2 E1
[
Q˜(Aj)nj=0
][n]
X˜(Aj)nj=0 0q×p
0p×q −E2
[
Y˜(Aj)nj=0
][n] −E1P˜(Aj)nj=0 Ip
IqEn+2 E1
[
Q˜(Aj)nj=0
][n]
X˜(Aj)nj=0 0q×p
0p×q E2
[
Y˜(Aj)nj=0
][n] E1P˜(Aj)nj=0 Ip

·

0q×p Iq 0q×p 0q×q
Ip 0p×q 0p×p 0p×q
0q×p 0q×q 0q×p Iq
0p×p 0p×q Ip 0p×q
 · diag
(√
ln+1
−1
, Iq, Ip,
√
rn+1
−1
)
= 1√
2

−E2
[
Y˜(Aj)nj=0
][n]
0p×q Ip −E1P˜(Aj)nj=0
E1
[
Q˜(Aj)nj=0
][n] −IqEn+2 0q×p X˜(Aj)nj=0
E2
[
Y˜(Aj)nj=0
][n]
0p×q Ip E1P˜(Aj)nj=0
E1
[
Q˜(Aj)nj=0
][n]
IqEn+2 0q×p X˜(Aj)nj=0

· diag
(√
Ln+2
−1
,
√
Rn+2
−1)
= Φ(Γj)n+1j=0 .
(2.5.11)
Aus Teil (d) von Bemerkung 2.5.1 folgt
diag
(
IpEn+2,∆(Aj)nj=0 · diag (IqE1, Ip) , Iq
)
= diag
(
Ip,
√
rn+1
−1,
√
ln+1
−1
, Iq
)
·

IpEn+2 0p×q 0p×p 0p×q
0q×p E2
[
X˜(Aj)nj=0
][n] E1 [P˜(Aj)nj=0][n] 0q×q
0p×p E1Q˜(Aj)nj=0 Y˜(Aj)nj=0 0p×q
0q×p 0q×q 0q×p Iq
 .
Hieraus folgt unter Beachtung von Teil (b3) von Satz 2.4.4, Teil (c1) von Satz 2.4.4,
Teil (d) von Bemerkung 2.4.2, Teil (c) von Bemerkung 2.4.2, (2.5.9), (2.5.10) und
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Satz E.5.1 nun
1√
2
diag
(
IpEn+2,∆(Aj)nj=0 · diag (IqE1, Ip) , Iq
)
·
(
−Ip+q Ip+q
Ip+q Ip+q
)
= 1√
2
diag
(√
Rn+1
−1
,
√
Ln+1
−1)
·

−IpEn+2 0p×q IpEn+2 0p×q
E1
[
P˜(Aj)nj=0
][n] −E2 [X˜(Aj)nj=0][n] E1 [P˜(Aj)nj=0][n] E2 [X˜(Aj)nj=0][n]
Y˜(Aj)nj=0 −E1Q˜(Aj)nj=0 Y˜(Aj)nj=0 E1Q˜(Aj)nj=0
0q×p Iq 0q×p Iq

= Ψ(Γj)n+1j=0 .
(2.5.12)
Wegen (2.5.11) und (2.5.12) ist dann (e) gezeigt. 
Der nachfolgende Satz enthält nun eine Reihe wesentlicher Beobachtungen über die zu
einer endlichen strengen p × q-Schurfolge gehörigen Arov-Kre˘ın-Matrixpolynome vom
Schur-Typ. Wir benutzen unter anderem die in Anhang A.11 eingeführten gebrochenli-
nearen Transformationen von Matrizen.
Satz 2.5.3. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine strenge p× q-Schurfolge.
(a) Sei k ∈ {0, . . . , n}.
(a1) Es ist (Aj)kj=0 eine strenge p× q-Schurfolge.
(a2) Es bezeichne lk+1 bzw. rk+1 das (k+1)-te zu (Aj)kj=0 gehörige untere bzw. obere
Schurkomplement vom Typ II. Dann gelten lk+1 ∈ Cp×p> sowie rk+1 ∈ Cq×q>
und die Matrizen lk+1, rk+1,
√
lk+1 sowie
√
rk+1 sind sämtlich regulär.
(b) Sei k ∈ {0, . . . , n}. Unter Beachtung von (a) bezeichne Γ(Aj)kj=0 bzw. ∆(Aj)kj=0 das
zu (Aj)kj=0 gehörige rechte bzw. linke Arov-Kre˘ın-Matrixpolynom vom Schur-Typ.
(b1) Es ist Γ(Aj)kj=0 bzw. ∆(Aj)kj=0 ein Matrixpolynom aus
[
P ′C,k+1
]
(p+q)×(p+q) bzw.[
P ′C,k+1
]
(q+p)×(q+q) mit Leitkoeffizient( √
lk+1
−1 0p×q
A∗0
√
lk+1
−1 0q×q
)
bzw.
(√
rk+1
−1 √rk+1−1A∗0
0p×q 0p×p
)
.
(b2) Es gelten
Γ(Aj)kj=0 (0) =
(
0p×p A0
√
rk+1
−1
0q×p
√
rk+1
−1
)
und
∆(Aj)kj=0 (0) =
(
0q×q 0q×p√
lk+1
−1
A0
√
lk+1
−1
)
.
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(b3) Es ist
Q(0q×p,√rk+1−1) = C
p×q
und für X ∈ Cp×q gilt
S(p,q)Γ(Aj)kj=0
(0) (X) = A0 .
(b4) Es ist
R( 0q×p√
lk+1
−1
) = Cp×q
und für X ∈ Cp×q gilt
T (q,p)∆(Aj)kj=0
(0) (X) = A0 .
(c) Sei n ∈ N. Für s ∈ {1, . . . , n} bezeichne gs bzw. hs den s-ten zu (Aj)nj=0 gehörigen
rechten bzw. linken Linearfaktor. Weiter sei k ∈ {1, . . . , n}.
(c1) Es gelten
Γ(Aj)kj=0 = Γ(Aj)k−1j=0 · gk und ∆(Aj)kj=0 = hk ·∆(Aj)k−1j=0 .
(c2) Es gelten
Γ(Aj)kj=0 = Γ(Aj)0j=0 ·
→
k∏
j=1
gj und ∆(Aj)kj=0 =
←
k∏
j=1
hj ·∆(Aj)0j=0 .
(d) Sei k ∈ {0, . . . , n}. Für r, s ∈ {0, . . . , n} sei
Ur,s :=
(
0s×r Is
−Ir 0r×s
)
.
(d1) Es ist ∆(Aj)kj=0Up,qΓ(Aj)kj=0 = Ek+1Up,q.
(d2) Es ist Γ(Aj)kj=0Uq,p∆(Aj)kj=0 = Ek+1Uq,p.
(e) Sei k ∈ {0, . . . , n}. Weiter sei w ∈ C. Es bezeichne[
a(Aj)kj=0
, b(Aj)kj=0
, c(Aj)kj=0
, d(Aj)kj=0
]
das zu (Aj)kj=0 gehörige Arov-Kre˘ın-Quadrupel von Matrixpolynomen. Weiterhin
bezeichne
[
a(Aj)kj=0
][k]
bzw.
[
b(Aj)kj=0
][k]
bzw.
[
c(Aj)kj=0
][k]
bzw.
[
d(Aj)kj=0
][k]
das k-
Reziproke zu a(Aj)kj=0 bzw. b(Aj)kj=0 bzw. c(Aj)kj=0 bzw. d(Aj)kj=0. Dann gelten
Q((w·[d(Aj)kj=0 ][k](w),b(Aj)kj=0 (w))
6= ∅
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sowie
Q((w·[d(Aj)kj=0 ][k](w),b(Aj)kj=0 (w))
= R(w·[a(Aj)kj=0 ][k](w)
c(Aj)kj=0
(w)
)
und für X ∈ Q((w·[d(Aj)kj=0 ][k](w),b(Aj)kj=0 (w))
gilt
S(p,q)Γ(Aj)kj=0
(w) (X) = T
(q,p)
∆(Aj)kj=0
(w) (X) .
Beweis. Es bezeichne (Γj)n+1j=0 die mit (Aj)
n
j=0 assoziierte (p + q) × (p + q)-Carathéo-
doryfolge. Weiterhin bezeichne (Bj)n+1j=0 die mit (Γj)
n+1
j=0 assoziierte nichtnegativ definite
Folge aus C(p+q)×(p+q). Wegen Bemerkung 1.2.5 ist (Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte
nichtnegativ definite Folge aus C(p+q)×(p+q). Aus Teil (b) von Bemerkung 1.2.4 unter
zusätzlicher Beachtung von Bemerkung 1.2.3 folgt, dass die Folge (Γj)n+1j=0 eine strenge
(p+ q)× (p+ q)-Carathéodoryfolge ist. Es sei
U˜ :=
(
0p×q Ip
Iq 0q×p
)
.
Offensichtlich ist U˜ unitär. Somit gilt
diag
(
U˜ , U˜
)−1
= diag
(
U˜∗, U˜∗
)
. (2.5.13)
Wegen
1
2
(
−Ip+q Ip+q
Ip+q Ip+q
)(
−Ip+q Ip+q
Ip+q Ip+q
)
= I2(p+q)
ist (
−Ip+q Ip+q
Ip+q Ip+q
)
invertierbar und es gilt(
−Ip+q Ip+q
Ip+q Ip+q
)−1
= 12
(
−Ip+q Ip+q
Ip+q Ip+q
)
. (2.5.14)
Für k ∈ {0, . . . , n} bezeichne Φ(Γj)k+1j=0 bzw. Ψ(Γj)k+1j=0 das zu (Γj)
k+1
j=0 gehörige rechte bzw.
linke Arov-Kre˘ın-Matrixpolynom vom Carathéodory-Typ. Wegen Teil (e) von Satz 2.5.2
gelten
Φ(Γj)k+1j=0 =
1√
2
diag
(
U˜ , U˜
)
·
(
−Ip+q Ip+q
Ip+q Ip+q
)
· diag
(
Iq · Ek+2,diag (Ip · E1, Iq) · Γ(Aj)kj=0 , Ip
)
· diag
(
U˜∗, U˜∗
)
(2.5.15)
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und
Ψ(Γj)k+1j=0 =
1√
2
diag
(
Ip · Ek+2,∆(Aj)kj=0 · diag (Iq · E1, Ip) , Iq
)
·
(
−Ip+q Ip+q
Ip+q Ip+q
)
.
(2.5.16)
(a1) Dies folgt aus Teil (b) von Bemerkung 1.3.2.
(a2) Wegen Teil (b) von Satz 1.3.2 gelten lk+1 ∈ Cp×p> und rk+1 ∈ Cq×q> . Wegen Satz 1.3.3
sind weiterhin die Matrizen lk+1 und rk+1 regulär. Mittels Teil (b1) von Satz A.6.2 folgt
die Regularität von
√
lk+1 und
√
rk+1. Damit ist (a2) gezeigt.
(b1) Aus Teil (a) von Satz 2.1.4, Bemerkung D.1.1 und Definition 2.5.2 folgen Γ(Aj)kj=0 ∈
(PC,k+1)(p+q)×(p+q) und ∆(Aj)kj=0 ∈ (PC,k+1)
(q+p)×(q+p). Wegen Teil (e) bzw. Teil (d) von
Satz 2.1.4 ist
[
c(Aj)kj=0
][k]
ein Matrixpolynom aus
[
P ′C,k
]
p×p mit Leitkoeffizient
√
lk+1
−1
bzw.
[
b(Aj)kj=0
][k]
ein Matrixpolynom aus
[
P ′C,k
]
q×q mit Leitkoeffizient
√
rk+1
−1. Aus
Bemerkung D.1.4, Teil (b) von Satz 2.1.4 und Bemerkung A.6.1 folgt somit, dass Γ(Aj)kj=0
bzw. ∆(Aj)kj=0 ein Matrixpolynom aus
[
P ′C,k+1
]
(p+q)×(p+q) bzw.
[
P ′C,k+1
]
(q+p)×(q+q) mit
Leitkoeffizient( √
lk+1
−1 0p×q
A∗0
√
lk+1
−1 0q×q
)
bzw.
(√
rk+1
−1 √rk+1−1A∗0
0p×q 0p×p
)
ist. Damit ist (b1) gezeigt.
(b2) Dies folgt sofort aus Teil (b) von Satz 2.1.4.
(b3) Wegen det
(√
rk+1
−1
)
6= 0 und (b2) folgt mittels Teil (a) von Bemerkung A.11.1
dann
Q(0q×p,√rk+1−1) = C
p×q
sowie wegen Teil (b) von Bemerkung A.11.1 für X ∈ Cp×q weiterhin
S(p,q)Γ(Aj)kj=0
(0) (X) =
(
A0
√
rk+1
−1) (√rk+1−1)−1 = A0 .
Damit ist (b3) gezeigt.
(b4) Wegen det
(√
lk+1
−1) 6= 0 und (b2) folgt mittels Teil (a) von Bemerkung A.11.2
dann
R( 0q×p√
lk+1
−1
) = Cp×q
sowie wegen Teil (b) von Bemerkung A.11.2 für X ∈ Cp×q weiterhin
T (q,p)∆(Aj)kj=0
(0) (X) =
(√
lk+1
−1)−1 (√
lk+1
−1
A0
)
= A0 .
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Damit ist (b4) gezeigt.
(c1) Für s ∈ {1, . . . , n} bezeichne Gs+1 bzw. Hs+1 den (s+ 1)-ten zu (Bj)n+1j=0 gehörigen
rechten bzw. linken Linearfaktor. Unter Beachtung von (2.5.15), Teil (a) von Satz E.5.2
und nochmals (2.5.15) folgt nun
1√
2
diag
(
U˜ , U˜
)
·
(
−Ip+q Ip+q
Ip+q Ip+q
)
· diag
(
Iq · Ek+2, diag (Ip · E1, Iq) · Γ(Aj)kj=0 , Ip
)
· diag
(
U˜∗, U˜∗
)
= Φ(Γj)k+1j=0
= Φ(Γj)kj=0 · Gk+1
= 1√
2
diag
(
U˜ , U˜
)
·
(
−Ip+q Ip+q
Ip+q Ip+q
)
· diag
(
Iq · Ek+1, diag (Ip · E1, Iq) · Γ(Aj)k−1j=0 , Ip
)
· diag
(
U˜∗, U˜∗
)
· Gk+1
und somit mittels (2.5.13), (2.5.14) und Teil (c2) von Satz 2.5.1 weiter
diag
(
Iq · Ek+2, diag (Ip · E1, Iq) · Γ(Aj)kj=0 , Ip
)
= diag
(
Iq · Ek+1,diag (Ip · E1, Iq) · Γ(Aj)k−1j=0 , Ip
)
· diag
(
U˜∗, U˜∗
)
· Gk+1 · diag
(
U˜ , U˜
)
= diag
(
Iq · Ek+1,diag (Ip · E1, Iq) · Γ(Aj)k−1j=0 , Ip
)
· diag (IqE1,gk, Ip)
= diag
(
Iq · Ek+2,diag (Ip · E1, Iq) · Γ(Aj)k−1j=0 · gk, Ip
)
.
Hieraus folgt dann
Γ(Aj)kj=0 = Γ(Aj)k−1j=0 · gk . (2.5.17)
Unter Beachtung von (2.5.16), Teil (a) von Satz E.5.2 und nochmals (2.5.16) folgt
weiterhin
1√
2
diag
(
Ip · Ek+2,∆(Aj)kj=0 · diag (Iq · E1, Ip) , Iq
)
·
(
−Ip+q Ip+q
Ip+q Ip+q
)
= Ψ(Γj)k+1j=0
= Hk+1 ·Ψ(Γj)kj=0
= 1√
2
Hk+1 · diag
(
Ip · Ek+1,∆(Aj)k−1j=0 · diag (Iq · E1, Ip) , Iq
)
·
(
−Ip+q Ip+q
Ip+q Ip+q
)
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und somit mittels (2.5.14) und Teil (c2) von Satz 2.5.1 weiter
diag
(
Ip · Ek+2,∆(Aj)kj=0 · diag (Iq · E1, Ip) , Iq
)
= diag (IpE1,hk, Iq) · diag
(
Ip · Ek+1,∆(Aj)k−1j=0 · diag (Iq · E1, Ip) , Iq
)
= diag
(
Ip · Ek+2,hk ·∆(Aj)k−1j=0 · diag (Iq · E1, Ip) , Iq
)
.
Hieraus folgt dann
∆(Aj)kj=0 = hk ·∆(Aj)k−1j=0 . (2.5.18)
Wegen (2.5.17) und (2.5.18) ist dann (c1) gezeigt.
(c2) Dies folgt induktiv aus (c1).
(d1) Aus den Definitionen von U˜ , von Up,q und von Up+q,p+q folgt(
−Ip+q Ip+q
Ip+q Ip+q
)
· Up+q,p+q · diag
(
U˜ , U˜
)
·
(
−Ip+q Ip+q
Ip+q Ip+q
)
= 2
 0p×q 0p×(p+q) −Ip0(p+q)×q −Up,q 0(p+q)×p
Iq 0q×(p+q) 0q×p
 . (2.5.19)
Aufgrund der Definition von Up,q gilt weiterhin
diag (IqE1, Ip) · Up,q · diag (IpE1, Iq) = Up,qE1 . (2.5.20)
Mittels (2.5.15), (2.5.16), (2.5.19) und (2.5.20) gilt dann
Ψ(Γj)k+1j=0Up+q,p+qΦ(Γj)k+1j=0
= diag
(
Ip · Ek+2,∆(Aj)kj=0 · diag (Iq · E1, Ip) , Iq
) 0p×q 0p×(p+q) −Ip0(p+q)×q −Up,q 0(p+q)×p
Iq 0q×(p+q) 0q×p

· diag
(
Iq · Ek+2,diag (Ip · E1, Iq) · Γ(Aj)kj=0 , Ip
)
· diag
(
U˜∗, U˜∗
)
=
 0p×qE0 0p×(p+q)E0 −IpEk+20(p+q)×qE0 −∆(Aj)kj=0Up,qΓ(Aj)kj=0E1 0(p+q)×pE0
IqEk+2 0q×(p+q)E0 0q×pE0
 · diag (U˜∗, U˜∗) .
(2.5.21)
Aus Satz E.5.2, (2.5.21) und (2.5.13) folgt 0p×qE0 0p×(p+q)E0 −IpEk+20(p+q)×qE0 −∆(Aj)kj=0Up,qΓ(Aj)kj=0E1 0(p+q)×pE0
IqEk+2 0q×(p+q)E0 0q×pE0
 = −Ek+2Up+q,p+q diag (U˜ , U˜)
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und somit unter Beachtung der Definitionen von U˜ und Up+q,p+q weiter
 0p×qE0 0p×(p+q)E0 IpEk+10(p+q)×qE0 ∆(Aj)kj=0Up,qΓ(Aj)kj=0 0(p+q)×pE0
−IqEk+1 0q×(p+q)E0 0q×pE0

= Ek+1
 0p×q 0p×(p+q) Ip0(p+q)×q Up,q 0(p+q)×p
−Iq 0q×(p+q) 0q×p
 .
Somit gilt also ∆(Aj)kj=0Up,qΓ(Aj)kj=0 = Ek+1Up,q. Damit ist (d1) gezeigt.
(d2) Aus den Definitionen von U˜ , von Uq,p und von Up+q,p+q folgt
diag
(
U˜∗, U˜∗
)
Up+q,p+q =
 0q×p 0q×(p+q) Iq0(p+q)×p Uq,p 0(p+q)×q
−Ip 0p×(p+q) 0p×q
 . (2.5.22)
Aufgrund der Definition von Up,q gilt weiterhin
diag (IpE1, Iq) · Uq,p · diag (IqE1, Ip) = Uq,pE1 . (2.5.23)
Mittels (2.5.15), (2.5.16) und (2.5.22) gilt dann
Φ(Γj)k+1j=0Up+q,p+qΨ(Γj)k+1j=0
= 12 diag
(
U˜ , U˜
)
·
(
−Ip+q Ip+q
Ip+q Ip+q
)
· diag
(
Iq · Ek+2,diag (Ip · E1, Iq) · Γ(Aj)kj=0 , Ip
)
·
 0q×p 0q×(p+q) Iq0(p+q)×p Uq,p 0(p+q)×q
−Ip 0p×(p+q) 0p×q
 · diag(Ip · Ek+2,∆(Aj)kj=0 · diag (Iq · E1, Ip) , Iq
)
·
(
−Ip+q Ip+q
Ip+q Ip+q
)
.
(2.5.24)
Aus Satz E.5.2 und (2.5.24) folgt mittels (2.5.13) und (2.5.14) sowie den Definitionen
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von U˜ und Up+q,p+q nun
diag
(
Iq · Ek+2, diag (Ip · E1, Iq) · Γ(Aj)kj=0 , Ip
)
·
 0q×p 0q×(p+q) Iq0(p+q)×p Uq,p 0(p+q)×q
−Ip 0p×(p+q) 0p×q
 · diag(Ip · Ek+2,∆(Aj)kj=0 · diag (Iq · E1, Ip) , Iq
)
= −2 · 12
(
−Ip+q Ip+q
Ip+q Ip+q
)
diag
(
U˜∗, U˜∗
)
Ek+2Up+q,p+q · 12
(
−Ip+q Ip+q
Ip+q Ip+q
)
= −12
(
−U˜∗ U˜∗
U˜∗ U˜∗
)(
Ip+q Ip+q
Ip+q −Ip+q
)
Ek+2
=
 0q×p 0q×(p+q) Iq0(p+q)×p Uq,p 0(p+q)×q
−Ip 0p×(p+q) 0p×q
 Ek+2
und somit unter Beachtung von (2.5.23) weiter
diag (Ip · E1, Iq) · Γ(Aj)kj=0Uq,p∆(Aj)kj=0 · diag (Iq · E1, Ip)
= Uq,pEk+2
= diag (IpE1, Iq) · Uq,pEk+1 · diag (IqE1, Ip) .
Somit gilt also Γ(Aj)kj=0Uq,p∆(Aj)kj=0 = Ek+1Uq,p. Damit ist (d2) gezeigt.
(e) Wir betrachten zunächst den Fall w = 0. Wegen (b2) und (b3) gilt
Q((0·[d(Aj)kj=0 ][k](0),b(Aj)kj=0 (0))
= Cp×q
sowie für X ∈ Cp×q weiterhin
S(p,q)Γ(Aj)kj=0
(0) (X) = A0 ,
während sich aus (b2) und (b4) andererseits
R(0·[a(Aj)kj=0 ][k](0)
c(Aj)kj=0
(0)
) = Cp×q
sowie für X ∈ Cp×q weiterhin
T (q,p)∆(Aj)kj=0
(0) (X) = A0
ergibt. Hieraus folgen dann
Q((0·[d(Aj)kj=0 ][k](0),b(Aj)kj=0 (0))
= R(0·[a(Aj)kj=0 ][k](0)
c(Aj)kj=0
(0)
)
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und für X ∈ Q((0·[d(Aj)kj=0 ][k](0),b(Aj)kj=0 (0))
weiterhin
S(p,q)Γ(Aj)kj=0
(0) (X) = T
(q,p)
∆(Aj)kj=0
(0) (X) .
Sei nun w ∈ C \ {0}. Dann gilt auch wk+1 ∈ C \ {0}. Wegen (d1) gilt
∆(Aj)kj=0 (w)Up,qΓ(Aj)kj=0 (w) = w
k+1Up,q .
Somit liefert Teil (b) von Satz A.11.1 dann
Q((w·[d(Aj)kj=0 ][k](w),b(Aj)kj=0 (w))
6= ∅
sowie
Q((w·[d(Aj)kj=0 ][k](w),b(Aj)kj=0 (w))
= R(w·[a(Aj)kj=0 ][k](w)
c(Aj)kj=0
(w)
)
und für X ∈ Q((w·[d(Aj)kj=0 ][k](w),b(Aj)kj=0 (w))
weiterhin
S(p,q)Γ(Aj)kj=0
(w) (X) = T
(q,p)
∆(Aj)kj=0
(w) (X) .
Damit ist (e) bewiesen. 
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Im vorliegenden Kapitel wollen wir uns dem Zusammenhang zwischen holomorphen
Matrixfunktionen der Schurklasse und holomorphen Matrixfunktionen der Carathéodo-
ryklasse widmen und darauf aufbauend eine Reihe von Aussagen über matrixwertige
Schurfunktionen erhalten.
Wir wiederholen zunächst die beiden für unsere Untersuchungen in diesem Kapitel
zentralen Begriffsbildungen:
Definition 3.0.3. Seien G ∈ O (C, ρE,C)\{∅} sowie p, q ∈ N und f ∈ A (G,Cp×q). Dann
heißt f eine p× q-Schurfunktion in G, falls f folgende Eigenschaften besitzt:
(I) Es ist f ∈ [H (G)]p×q.
(II) Für alle w ∈ G gilt f (w) ∈ Kp×q.
Es bezeichne Sp×q (G) die Menge aller p× q-Schurfunktionen in G.
Definition 3.0.4. Seien G ∈ O (C, ρE,C) \ {∅} sowie q ∈ N und Ω ∈ A (G,Cq×q). Dann
heißt Ω eine q × q-Carathéodoryfunktion in G, falls Ω folgende Eigenschaften besitzt:
(I) Es ist Ω ∈ [H (G)]q×q.
(II) Für alle w ∈ G gilt <e Ω (w) ∈ Cq×q≥ .
Es bezeichne Cq (G) die Menge aller q × q-Carathéodoryfunktionen in G.
In unseren weiteren Betrachtungen werden wir uns auf den Spezialfall G = D :=
{z ∈ C : |z| < 1} beschränken, um an entscheidender Stelle auf eine matrizielle Version
des Lemmas von Schwarz (vgl. Satz F.2.1) zurückgreifen zu können. Diese Einschränkung
ist vor dem Hintergrund des matriziellen Schurproblems und des matriziellen Carathéo-
doryproblems, bei denen gerade die Klassen Sp×q (D) und Cq (D) auftreten, für unsere
weiteren Ziele unbedenklich.
In Abschnitt 3.1 wird zu einer p × q-Schurfunktion in D eine (p + q) × (p + q)-
Carathéodoryfunktion in D assoziiert. Darauf aufbauend wird eine Untersuchung der
Taylorkoeffizientenfolgen von p× q-Schurfunktionen vorgenommen.
Abschnitt 3.2 beschäftigt sich mit einer Diskussion der zu einer endlichen p × q-
Schurfolge gehörigen Typ-II-zentralen Funktion aus Sp×q (D). Insbesondere werden wir
in der Lage sein, diese mit Hilfe der in Abschnitt 2.4 eingeführten Matrixpolynome
darzustellen.
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Allgemeine Aussagen aus dem Umfeld der holomorphen Matrixfunktionen, welche wir
in diesem Kapitel benötigen werden, sind in Anhang F zusammengestellt. Betrachtungen
über holomorphe Funktionen der Carathéodoryklasse und ihre Taylorkoeffizientenfolgen,
welche wir für dieses Kapitel heranziehen, befinden sich in Anhang G.
3.1. Die mit einer matrixwertigen Schurfunktion assoziierte
matrixwertige Carathéodoryfunktion
Wir beginnen diesen Abschnitt mit einem für unsere nachfolgenden Untersuchungen grund-
legenden Satz, in dem wir in der Lage sein werden, zu einer Funktion
f ∈ A (D,Cp×q) eine Funktion Ω ∈ A
(
D,C(p+q)×(p+q)
)
derart zu konstruieren, dass
f genau dann eine p× q-Schurfunktion in D ist, falls Ω eine (p+ q)× (p+ q)-Carathéo-
doryfunktion in D ist (vgl. Satz 3.1.1).
Daran anschließend werden wir zunächst einige allgemeine Betrachtungen zu p × q-
Schurfunktionen in D und einigen Teilklassen vornehmen, bevor wir uns einer vollständigen
Beschreibung der Taylorkoeffizientenfolgen von Funktionen aus Sp×q (D) widmen (vgl.
Satz 3.1.5). Hierbei werden wir uns auf Erkenntnisse über Taylorkoeffizientenfolgen von
matriziellen Carathéodoryfunktionen in D stützen (vgl. Anhang G.1).
Die in folgendem Satz vorgenommene Konstruktion ist durch die Untersuchungen
in Fritzsche/Kirstein [FK88a] und Dubovo˘ı/Fritzsche/Kirstein [DFK92, Kapitel 3.1]
motiviert.
Satz 3.1.1. Seien p, q ∈ N und f ∈ A (D,Cp×q). Es sei
Ω :=
(
IpE0 −2E1f
0q×pE0 IqE0
)
.
Dann sind folgende Aussagen äquivalent:
(i) Es gilt f ∈ Sp×q (D).
(ii) Es gilt Ω ∈ Cp+q (D).
Beweis. Aus Definition A.2.1 und der Definition von Ω ergibt sich für w ∈ D zunächst
<e Ω (w) =
(
Ip −wf (w)
− [wf (w)]∗ Iq
)
. (3.1.1)
„(i) =⇒ (ii)“ : Es gelte (i). Wegen Definition 3.0.3 gilt somit insbesondere f ∈ [H (D)]p×q.
Hieraus folgt unter Beachtung der Definition von Ω sofort
Ω ∈ [H (D)](p+q)×(p+q) . (3.1.2)
Sei nun
w ∈ D . (3.1.3)
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Wegen (i) und Definition 3.0.3 gilt dann f (w) ∈ Kp×q. Aus (3.1.3) folgt mittels Teil (a1)
von Bemerkung A.5.1 dann −wf (w) ∈ Kp×q. Hieraus folgt mittels Teil (a) von Satz A.9.2
nun (
Ip −wf (w)
− [wf (w)]∗ Iq
)
∈ C(p+q)×(p+q)≥
und somit mittels (3.1.1) dann
<e Ω (w) ∈ C(p+q)×(p+q)≥ . (3.1.4)
Wegen (3.1.2), (3.1.3) und (3.1.4) folgt unter Beachtung von Definition 3.0.4 dann
Ω ∈ Cp+q (D). Es gilt also (ii).
„(ii) =⇒ (i)“ : Es gelte nun umgekehrt (ii). Wegen Definition 3.0.4 gilt somit insbesondere
Ω ∈ [H (D)](p+q)×(p+q). Hieraus folgt unter Beachtung der Definition von Ω sofort
E1f ∈ [H (D)]p×q . (3.1.5)
Sei nun
w ∈ D . (3.1.6)
Wegen (ii) und Definition 3.0.4 gilt dann <e Ω (w) ∈ C(p+q)×(p+q)≥ . Hieraus folgt mittels
(3.1.1) nun (
Ip −wf (w)
− [wf (w)]∗ Iq
)
∈ C(p+q)×(p+q)≥ .
Dies liefert mittels Teil (a) von Satz A.9.2 weiterhin −wf (w) ∈ Kp×q. Wegen −1 ∈ K
und Teil (a1) von Bemerkung A.5.1 gilt somit wf (w) ∈ Kp×q. Hieraus sowie aus (3.1.5)
und (3.1.6) folgt unter Beachtung von Definition 3.0.3 nun
E1f ∈ Sp×q (D) . (3.1.7)
Weiterhin gilt
[E1f ] (0) = 0 · f (0) = 0p×q . (3.1.8)
Aufgrund von (3.1.7) und (3.1.8) liefern die Teile (c) und (b1) von Satz F.2.1 (Matrizielle
Version des Lemmas von Schwarz) schließlich f ∈ Sp×q (D). Es gilt also (i). Damit ist
alles gezeigt. 
Satz 3.1.1 motiviert nun folgende für unser weiteres Vorgehen zentrale Begriffsbildung:
Definition 3.1.1. Seien p, q ∈ N und f ∈ Sp×q (D). Es sei
Ω :=
(
IpE0 −2E1f
0q×pE0 IqE0
)
.
Dann heißt Ω die mit f assoziierte (p+ q)× (p+ q)-Carathéodoryfunktion in D.
Gewisse Teilklassen von Sp×q (D) sind für uns von eigenständigem Interesse. Wir
definieren nun eine solche Teilklasse.
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Definition 3.1.2. Seien p, q ∈ N und f ∈ A (D,Cp×q). Dann heißt f eine strenge p× q-
Schurfunktion in D, falls f folgende Eigenschaften besitzt:
(I) Es ist f ∈ [H (D)]p×q.
(II) Für alle w ∈ D gilt f (w) ∈ Dp×q.
Es bezeichne S ′p×q (D) die Menge aller strengen p× q-Schurfunktionen in D.
Wir treffen nun erste Beobachtungen zu matrixwertigen Schurfunktionen.
Satz 3.1.2. Seien p, q ∈ N und f ∈ [H (D)]p×q.
(a) Folgende Aussagen sind äquivalent:
(i) Es ist f ∈ Sp×q (D).
(ii) Für alle w ∈ D gilt |f (w)|S,Cp×q ≤ 1.
(iii) Es gilt ‖f‖∞ ≤ 1.
(b) Folgende Aussagen sind äquivalent:
(iv) Es ist f ∈ S ′p×q (D).
(v) Für alle w ∈ D gilt |f (w)|S,Cp×q < 1.
Beweis. (a) „(i)⇐⇒ (ii)“ : Dies folgt aus Definition 3.0.3, f ∈ [H (D)]p×q und Teil (a)
von Satz A.5.2.
„(ii)⇐⇒ (iii)“ : Diese Äquivalenz folgt sofort aus der Beziehung
‖f‖∞ = sup
w∈D
|f (w)|S,Cp×q .
Damit ist (a) gezeigt.
(b) Dies folgt aus Definition 3.1.2, f ∈ [H (D)]p×q und Teil (b) von Satz A.5.2.

Wir wenden uns nun einer weiteren wichtigen Teilklasse von Sp×q (D) zu, den strikten
p×q-Schurfunktionen in D. Hierzu prägen wir zunächst die entsprechende Begriffsbildung:
Definition 3.1.3. Seien p, q ∈ N und f ∈ A (D,Cp×q). Dann heißt f eine strikte p× q-
Schurfunktion in D, falls f folgende Eigenschaften besitzt:
(I) Es ist f ∈ [H (D)]p×q.
(II) Es gilt ‖f‖∞ < 1.
Es bezeichne S ′′p×q (D) die Menge aller strikten p× q-Schurfunktionen in D.
Wir etablieren nun eine für unser weiteres Vorgehen in diesem Kapitel bedeutsame
Verbindung zwischen dieser Definition und Definition G.1.1.
198
3.1. Die mit einer matrixwertigen Schurfunktion assoziierte matrixwertige
Carathéodoryfunktion
Satz 3.1.3. Seien p, q ∈ N und f ∈ A (D,Cp×q). Es sei
Ω :=
(
IpE0 −2E1f
0q×pE0 IqE0
)
.
Dann sind folgende Aussagen äquivalent:
(i) Es gilt f ∈ S ′′p×q (D).
(ii) Es gilt Ω ∈ C′′p+q (D).
Beweis. Sei
g := E1f . (3.1.9)
„(i) =⇒ (ii)“ : Es gelte (i). Unter Beachtung von Definition 3.1.3 und Teil (a) von
Satz 3.1.2 ist f dann insbesondere eine p× q-Schurfunktion in D. Sei w ∈ D. Dann gilt
wegen (3.1.9), Definition 3.0.3 und Teil (a1) von Bemerkung A.5.1 auch g (w) ∈ Kp×q.
Unter Beachtung von f ∈ [H (D)]p×q und (3.1.9) gilt weiterhin g ∈ [H (D)]p×q. Somit
folgt
g ∈ Sp×q (D) . (3.1.10)
Unter Beachtung von (3.1.9), (3.1.10), (i) sowie den Teilen (b5) und (c) von Satz F.2.1
(Matrizielle Version des Lemmas von Schwarz) gilt nun g ∈ S ′′p×q (D). Wegen Definiti-
on 3.1.3 gilt somit
‖g‖∞ < 1 . (3.1.11)
Sei w ∈ D. Wegen der Dreiecksungleichung der Norm | · |S,C(p+q)×(p+q) sowie
Beispiel A.4.1, Folgerung A.4.2 und (3.1.11) gilt dann
|Ω (w)|S,C(p+q)×(p+q) ≤ 1 +
∣∣∣∣∣
(
0p×p −2g (w)
0q×p 0q×q
)∣∣∣∣∣
S,C(p+q)×(p+q)
= 1 + 2 |g (w)|S,Cp×q < 3 .
(3.1.12)
Aus w ∈ D und (3.1.12) folgt ‖Ω‖∞ < 3 und somit mittels Bemerkung F.1.1 dann
Ω ∈ [H∞ (D)](p+q)×(p+q) . (3.1.13)
Sei zunächst
‖g‖∞ = 0 . (3.1.14)
Sei weiterhin w ∈ D. Wegen (3.1.14) gilt dann |g (w)|S,Cp×q = 0 und somit aufgrund der
Normeigenschaft von | · |S,Cp×q weiter g (w) = 0p×q. Also gilt Ω (w) = Ip+q. Mit η := 12
gilt
η ∈ (0,+∞) (3.1.15)
und unter zusätzlicher Beachtung von <e Ip+q = Ip+q und Satz A.1.2 weiterhin
<e [Ω (w)]− ηIp+q = 12Ip+q ∈ C
(p+q)×(p+q)
≥ . (3.1.16)
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Seien nun
‖g‖∞ ∈ (0, 1) (3.1.17)
sowie
η := 1− ‖g‖∞ . (3.1.18)
Aus (3.1.17) und (3.1.18) folgt dann
η ∈ (0,+∞) . (3.1.19)
Sei w ∈ D. Unter Beachtung der Definition von Ω, Definition A.2.1, (3.1.18) und (3.1.17)
gilt dann
<e [Ω (w)]− ηIp+q =
(
(1− η) Ip −g (w)
− [g (w)]∗ (1− η) Iq
)
= ‖g‖∞
 Ip − 1‖g‖∞ g (w)
−
[
1
‖g‖∞ g (w)
]∗
Iq
 . (3.1.20)
Da | · |S,Cp×q gemäß Satz A.4.1 eine Norm ist, gilt∣∣∣∣∣− 1‖g‖∞ g (w)
∣∣∣∣∣
S,Cp×q
=
|g (w)|S,Cp×q
‖g‖∞
≤ 1
und somit wegen Teil (a) von Satz A.5.2 dann
− 1‖g‖∞
g (w) ∈ Kp×q .
Mittels Teil (a) von Satz A.9.2 gilt also Ip − 1‖g‖∞ g (w)
−
[
1
‖g‖∞ g (w)
]∗
Iq
 ∈ C(p+q)×(p+q)≥ . (3.1.21)
Aus (3.1.20), (3.1.21), (3.1.17) und Teil (a) von Satz A.1.2 folgt nun
<e [Ω (w)]− ηIp+q ∈ C(p+q)×(p+q)≥ . (3.1.22)
Wegen (3.1.13), (3.1.14), (3.1.15), (3.1.16), (3.1.17), (3.1.19) und (3.1.22) ist unter Be-
achtung von Definition G.1.1 in jedem Fall Ω ∈ C′′p+q (D) erfüllt, es gilt also (ii).
„(ii) =⇒ (i)“ : Es gelte (ii). Wegen Definition G.1.1 existiert also ein η ∈ (0,+∞) derart,
dass für alle w ∈ D die Beziehung
<e [Ω (w)]− ηIp+q ∈ C(p+q)×(p+q)≥ (3.1.23)
erfüllt ist. Ohne Beschränkung der Allgemeinheit kann
η ∈ (0, 1) (3.1.24)
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angenommen werden. Falls nämlich ein η1 > 0 die Beziehung (3.1.23) erfüllt und η2 ∈
(0, η1) ist, so gilt wegen Teil (a) von Satz A.1.2 auch
<e [Ω (w)]− η2Ip+q = <e [Ω (w)]− η1Ip+q + (η1 − η2) Ip+q ∈ C(p+q)×(p+q)≥ ,
also erfüllt auch η2 die Beziehung (3.1.23). Sei w ∈ D. Wegen (3.1.24) gelten 11−η > 0
und
<e [Ω (w)]− ηIp+q = (1− η)
 Ip − 11−ηg (w)
−
[
1
1−ηg (w)
]∗
Iq
 .
Mittels (3.1.23) und Teil (a) von Satz A.1.2 folgt also Ip − 11−ηg (w)
−
[
1
1−ηg (w)
]∗
Iq
 ∈ C(p+q)×(p+q)≥
und somit mittels Teil (a) von Satz A.9.2 und Teil (a2) von Bemerkung A.5.1 dann
1
1− ηg (w) ∈ Kp×q .
Wegen Teil (a) von Satz A.5.2 gilt also∣∣∣∣ 11− ηg (w)
∣∣∣∣
S,Cp×q
≤ 1 .
Da | · |S,Cp×q gemäß Satz A.4.1 eine Norm ist, folgt hieraus
|g (w)|S,Cp×q ≤ 1− η (3.1.25)
Unter Beachtung von (3.1.24), (3.1.25) und w ∈ D folgt
‖g‖∞ ≤ 1− η < 1 . (3.1.26)
Weiterhin folgt aus Definition G.1.1 und der speziellen Gestalt von Ω sofort
g ∈ [H (D)]p×q . (3.1.27)
Wegen (3.1.27) und (3.1.26) gilt somit
g ∈ S ′′p×q (D) . (3.1.28)
Unter Beachtung von (3.1.9), (3.1.28) sowie den Teilen (b5) und (c) von Satz F.2.1
(Matrizielle Version des Lemmas von Schwarz) folgt schließlich
f ∈ S ′′p×q (D) .
Es gilt also (i). Damit ist alles gezeigt. 
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Am Ausgangspunkt unserer nächsten Überlegungen steht nun die Frage nach der
vollständigen Beschreibung der Taylorkoeffizientenfolgen von Funktionen der Klasse
Sp×q (D). Wir werden erkennen, dass diese Taylorkoeffizientenfolgen gerade die unend-
lichen p × q-Schurfolgen sind. Hierauf aufbauend werden wir durch die Übertragung
markanter Teilklassen der unendlichen p× q-Schurfolgen auf Teilklassen der Funktionen-
klasse Sp×q (D) geführt.
Unsere Strategie orientiert sich dabei wesentlich an dem in diesem Abschnitt er-
arbeiteten Konzept der mit einer p × q-Schurfunktion assoziierten (p + q) × (p + q)-
Carathéodoryfunktion in D. Wir beginnen nun mit einer in diesem Kontext wichtigen
Beobachtung.
Satz 3.1.4. Seien p, q ∈ N. Es seien f ∈ [H (D)]p×q mit Taylorkoeffizientenfolge
(Aj)j∈N0 sowie Ω ∈ [H (D)]
(p+q)×(p+q) mit Taylorkoeffizientenfolge (Γj)j∈N0. Dann sind
folgende Aussagen äquivalent:
(i) Es gilt Ω =
(
IpE0 −2E1f
0q×pE0 IqE0
)
.
(ii) Es gelten Γ0 = Ip+q sowie für j ∈ N0 weiterhin Γj+1 =
(
0p×p −2Aj
0q×p 0q×q
)
.
Beweis. Dies folgt sofort aus der Definition der beteiligten Größen und dem Identitätssatz
für Potenzreihen. 
Wir sind nun in der Lage, eine vollständige Antwort auf die soeben formulierte Frage
nach der Struktur der Taylorkoeffizientenfolge einer Funktion aus Sp×q (D) zu geben. Wir
erkennen sogar, dass via Taylorkoeffizientenbildung eine Bijektion zwischen der Menge
Sp×q (D) und der Menge aller unendlichen p× q-Schurfolgen gegeben ist.
Satz 3.1.5. Seien p, q ∈ N und f ∈ [H (D)]p×q mit Taylorkoeffizientenfolge (Aj)j∈N0.
Dann sind folgende Aussagen äquivalent:
(i) Es gilt f ∈ Sp×q (D).
(ii) Es ist (Aj)j∈N0 eine p× q-Schurfolge.
Beweis. Es sei
Ω :=
(
IpE0 −2E1f
0q×pE0 IqE0
)
. (3.1.29)
Wegen f ∈ [H (D)]p×q gilt dann Ω ∈ [H (D)](p+q)×(p+q). Es bezeichne (Γj)j∈N0 die
Taylorkoeffizientenfolge von Ω. Wegen (3.1.29) liefert Satz 3.1.1 die Äquivalenz von (i) zu
(i′) : Es gilt Ω ∈ Cp+q (D).
Wegen Satz 3.1.4 liefert Teil (a) von Bemerkung 1.6.4 weiterhin die Äquivalenz von (ii)
zu
(ii′) : Es ist (Γj)j∈N0 eine (p+ q)× (p+ q)-Carathéodoryfolge.
Die Kombination von Satz G.1.1 und Teil (b) von Satz G.1.2 erbringt nun die Äquivalenz
von (i′) und (ii′). Damit ist alles gezeigt. 
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Die Kombination von Satz 3.1.4 und Satz 3.1.5 erlaubt nun sofort folgende Beobachtung.
Folgerung 3.1.1. Seien p, q ∈ N und f ∈ Sp×q (D) mit Taylorkoeffizientenfolge
(Aj)j∈N0. Weiterhin sei Ω ∈ Cp+q (D) mit Taylorkoeffizientenfolge (Γj)j∈N0.
(a) Es ist (Aj)j∈N0 eine p× q-Schurfolge.
(b) Es sind folgende Aussagen äquivalent:
(i) Es ist Ω die mit f assoziierte (p+ q)× (p+ q)-Carathéodoryfunktion in D.
(ii) Es ist (Γj)j∈N0 die mit (Aj)j∈N0 assoziierte (p+q)×(p+q)-Carathéodoryfolge.
Beweis. (a) Dies folgt unmittelbar aus Satz 3.1.5.
(b) Unter Beachtung von Definition 3.1.1 und Bemerkung 1.6.3 folgt dies sofort aus
Satz 3.1.4. 
Wir erkennen nun, dass die bereits in Abschnitt 3.1 untersuchte Teilklasse S ′′p×q (D)
aller strikten p× q-Schurfunktionen aus Sp×q (D) via Taylorkoeffizientenbildung mit der
Menge aller strikten p× q-Schurfolgen korrespondiert.
Satz 3.1.6. Seien p, q ∈ N und f ∈ Sp×q (D). Es bezeichne (Aj)j∈N0 die Taylorkoeffizi-
entenfolge von f . Dann sind folgende Aussagen äquivalent:
(i) Es ist f ∈ S ′′p×q (D).
(ii) Es ist (Aj)j∈N0 eine strikte p× q-Schurfolge.
Beweis. Dies ergibt sich aus der Kombination von Satz 3.1.3, Satz G.1.3 und Satz 1.7.3.

Grundlage für die folgenden Überlegungen sind die im Anhang F.1 angeführten all-
gemeinen Betrachtungen zu von beschränkten Matrizenfolgen erzeugten holomorphen
Matrixfunktionen in D.
Definition 3.1.4. Seien p, q ∈ N. Sei (Aj)j∈N0 eine p × q-Schurfolge. Für k ∈ N0 gilt
wegen Teil (a) von Bemerkung 1.7.2 dann Ak ∈ Kp×q und somit weiterhin |Ak|S,Cp×q ≤ 1
(vgl. Teil (a) von Satz A.5.2). Es bezeichne f die zu (Aj)j∈N0 gehörige Funktion aus
[H (D)]p×q. Wegen Satz 3.1.5 gilt dann f ∈ Sp×q (D). Wir nennen f die durch (Aj)j∈N0
erzeugte Funktion aus Sp×q (D).
Wir wenden uns abschließend p× q-Schurfunktionen in D mit Typ-II-zentraler Taylor-
koeffizientenfolge zu.
Definition 3.1.5. Seien p, q ∈ N und f ∈ Sp×q (D). Es bezeichne (Aj)j∈N0 die Taylorko-
effizientenfolge von f . Sei weiterhin k ∈ N.
(a) Es heißt f Typ-II-zentral der Ordnung k, falls die Folge (Aj)j∈N0 Typ-II-zentral
der Ordnung k ist.
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(b) Es heißt f Typ-II-zentral der minimalen Ordnung k, falls die Folge (Aj)j∈N0 Typ-
II-zentral der minimalen Ordnung k ist.
(c) Es heißt f weiterhin Typ-II-zentral, falls ein k ∈ N existiert, sodass f Typ-II-zentral
der Ordnung k ist.
Satz 3.1.7. Seien p, q ∈ N und f ∈ Sp×q (D). Es bezeichne Ω die mit f assoziierte
(p+ q)× (p+ q)-Carathéodoryfunktion in D.
(a) Sei k ∈ N. Dann sind folgende Aussagen äquivalent:
(i) Es ist f Typ-II-zentral der Ordnung k.
(ii) Es ist Ω Typ-(I,C)-zentral der Ordnung k + 1.
(b) Sei k ∈ N. Dann sind folgende Aussagen äquivalent:
(iii) Es ist f Typ-II-zentral der minimalen Ordnung k.
(iv) Es ist Ω Typ-(I,C)-zentral der minimalen Ordnung k + 1.
(c) Es sind folgende Aussagen äquivalent:
(v) Es ist f Typ-II-zentral.
(vi) Es ist Ω Typ-(I,C)-zentral.
Beweis. Dies ergibt sich aus Teil (b) von Folgerung 3.1.1, Definition 3.1.5, Bemerkung 1.8.1
und Definition G.1.3. 
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3.2. Die zu einer endlichen p× q-Schurfolge gehörige Typ-II-
zentrale Funktion aus Sp×q (D)
Den Ausgangspunkt des vorliegenden Abschnitts bildet eine endliche p× q-Schurfolge.
Wegen Teil (a) von Satz 1.8.4 ist die zugehörige Typ-II-zentrale Folge dann eine unendliche
p× q-Schurfolge. Wir sind nun an der Untersuchung der durch diese unendliche p× q-
Schurfolge erzeugten Funktion aus Sp×q (D) interessiert.
Dieser Abschnitt führt verschiedene Aspekte der bisherigen Arbeit zusammen. Auf der
einen Seite gehen wir von endlichen p× q-Schurfolgen aus und verwenden Erkenntnisse
über zugehörige Typ-II-zentrale Folgen aus Abschnitt 1.8. Auf der anderen Seite nut-
zen wir unsere Untersuchungen über die Taylorkoeffizientenfolgen von Funktionen aus
Sp×q (D) aus Abschnitt 3.1, um die durch die zugehörigen Typ-II-zentralen Folgen erzeug-
ten Funktionen als p × q-Schurfunktionen in D zu erkennen. Weiterhin werden unsere
Untersuchungen in diesem Abschnitt ergeben, dass die zu einer endlichen p× q-Schurfolge
gehörige Typ-II-zentrale Funktion aus Sp×q (D) die Einschränkung einer rationalen p× q-
Matrixfunktion auf D ist (vgl. Satz 3.2.6), die mit Hilfe der in Abschnitt 2.4 eingeführten
Matrixpolynome dargestellt werden kann (vgl. Satz 3.2.3–Satz 3.2.5).
Zusätzlich werden Erkenntnisse über die zu einer endlichen matriziellen Carathéodory-
folge gehörigen Typ-(I,C)-zentralen Funktion aus Anhang G.2 Anwendung finden.
Wir beginnen nun mit unseren Detailbetrachtungen und stellen hierzu zunächst eine
Bezeichnung bereit:
Bezeichnung 3.2.1. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine Folge aus Cp×q. Dann
bezeichnen wir mit Sp×q
(
D; (Aj)nj=0
)
die Menge aller Funktionen f ∈ Sp×q (D), welche
für j ∈ {0, . . . , n} der Bedingung Aj = 1j!f (j) (0) genügen.
Das folgende Resultat liefert den Grundstein für unsere weiteren Überlegungen.
Satz 3.2.1. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p × q-Schurfolge. Es bezeichne
(Aj)j∈N0 die zu (Aj)
n
j=0 gehörige Typ-II-zentrale Folge.
(a) Es ist (Aj)j∈N0 eine p× q-Schurfolge.
(b) Es bezeichne f[(Aj)nj=0] die durch (Aj)j∈N0 erzeugte Funktion aus Sp×q (D).
(b1) Es ist f[(Aj)nj=0] ∈ Sp×q
(
D; (Aj)nj=0
)
und (Aj)j∈N0 ist die Taylorkoeffizienten-
folge von f[(Aj)nj=0].
(b2) Es ist f[(Aj)nj=0] eine Typ-II-zentrale Funktion der Ordnung n+1 aus Sp×q (D).
Beweis. (a) Dies folgt aus Teil (a) von Satz 1.8.4.
(b1) Aufgrund von Definition 3.1.4 und Satz 3.1.5 gilt f[(Aj)nj=0] ∈ Sp×q (D). Wegen
Definition 3.1.4 ist weiterhin (Aj)j∈N0 die Taylorkoeffizientenfolge von f[(Aj)nj=0]. Hieraus
ergibt sich dann f[(Aj)nj=0] ∈ Sp×q
(
D; (Aj)nj=0
)
.
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(b2) Wegen Teil (a) von Satz 1.8.5 ist (Aj)j∈N0 eine Typ-II-zentrale Folge der Ordnung
n + 1. Somit liefert Teil (a) von Definition 3.1.5, dass f[(Aj)nj=0] eine Typ-II-zentrale
Funktion der Ordnung n+ 1 ist. Zusammen mit (b1) ergibt sich somit die Behauptung
von (b2). 
Definition 3.2.1. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p × q-Schurfolge. Dann
nennen wir die in Satz 3.2.1 eingeführte Funktion f[(Aj)nj=0] die zu (Aj)
n
j=0 gehörige
Typ-II-zentrale Funktion aus Sp×q (D).
In analoger Weise wurde in Satz G.2.1 und Definition G.2.1 eine Typ-(I,C)-zentrale
Funktion der Ordnung n+1 aus Cq (D) konstruiert. Wir erarbeiten nun den Zusammenhang
zwischen diesen beiden Konstruktionen in dem für uns interessanten Fall, dass (Γj)n+1j=0
gerade die mit (Aj)nj=0 assoziierte (p+ q)× (p+ q)-Carathéodoryfolge ist.
Satz 3.2.2. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p × q-Schurfolge. Es bezeichne
f[(Aj)nj=0] die zu (Aj)
n
j=0 gehörige Typ-II-zentrale Funktion aus Sp×q (D). Weiterhin sei
(Γj)n+1j=0 eine (p+ q)× (p+ q)-Carathéodoryfolge. Es bezeichne Ω[(Γj)n+1j=0 ] die zu (Γj)
n+1
j=0
gehörige Typ-(I,C)-zentrale Funktion aus Cp+q (D).
(a) Es gilt f[(Aj)nj=0] ∈ Sp×q (D).
(b) Es sind folgende Aussagen äquivalent:
(i) Es ist Ω[(Γj)n+1j=0 ] die mit f[(Aj)nj=0] assoziierte (p+ q)× (p+ q)-Carathéodory-
funktion in D.
(ii) Es ist (Γj)n+1j=0 die mit (Aj)
n
j=0 assoziierte (p+ q)× (p+ q)-Carathéodoryfolge.
Beweis. (a) Dies folgt sofort aus Teil (b2) von Satz 3.2.1.
(b) Dies folgt aus Teil (b1) von Satz 3.2.1, Teil (b1) von Satz G.2.1, Teil (b) von
Folgerung 3.1.1 und Bemerkung 1.8.3. 
Satz 3.2.2 ist für unsere weiteren Untersuchungen von besonderer strategischer Bedeu-
tung. Dieser erlaubt uns nämlich, auf Erkenntnisse aus Kapitel G.2 zurückzugreifen.
Unsere nächsten Untersuchungen sind darauf ausgerichtet, die zu einer endlichen p× q-
Schurfolge gehörige Typ-II-zentrale Funktion aus Sp×q (D) mit Hilfe der in Abschnitt 2.4
eingeführten Matrixpolynome darzustellen.
Satz 3.2.3. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine p × q-Schurfolge. Es bezeichne
f[(Aj)nj=0] die zu (Aj)
n
j=0 gehörige Typ-II-zentrale Funktion aus Sp×q (D).
(a) Sei (vj)nj=1 ∈ yn
(
(Aj)nj=0
)
. Es bezeichne [ρn, pin] das mit (Aj)nj=0 und (vj)
n
j=1
rechtsseitig assoziierte Paar von Matrixpolynomen.
(a1) Sei Ndet ρn := {v ∈ C : det [ρn (v)] = 0}. Dann hat die Menge Ndet ρn höchs-
tens nq Elemente und es gilt 0 /∈ Ndet ρn.
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(a2) Sei w ∈ D. Dann gilt pin (w) =
[
f[(Aj)nj=0] (w)
]
[ρn (w)].
(a3) Sei w ∈ D \ Ndet ρn. Dann gilt f[(Aj)nj=0] (w) = [pin (w)] [ρn (w)]
−1.
(b) Sei (wj)nj=1 ∈ zn
(
(Aj)nj=0
)
. Es bezeichne [τn, σn] das mit (Aj)nj=0 und (wj)
n
j=1
linksseitig assoziierte Paar von Matrixpolynomen.
(b1) Sei Ndet τn := {v ∈ C : det [τn (v)] = 0}. Dann hat die Menge Ndet τn höchstens
np Elemente und es gilt 0 /∈ Ndet τn.
(b2) Sei w ∈ D. Dann gilt σn (w) = [τn (w)]
[
f[(Aj)nj=0] (w)
]
.
(b3) Sei w ∈ D \ Ndet τn. Dann gilt f[(Aj)nj=0] (w) = [τn (w)]
−1 [σn (w)].
Beweis. Es bezeichne (Γj)n+1j=0 die mit (Aj)
n
j=0 assoziierte (p+ q)× (p+ q)-Carathéodory-
folge. Weiterhin bezeichne (Bj)n+1j=0 die mit (Γj)
n+1
j=0 assoziierte nichtnegativ definite Folge
aus C(p+q)×(p+q). Wegen Bemerkung 1.2.5 ist dann (Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte
nichtnegativ definite Folge aus C(p+q)×(p+q). Es bezeichne Ω[(Γj)n+1j=0 ] die zu (Γj)
n+1
j=0
gehörige Typ-(I,C)-zentrale Funktion aus Cp+q (D). Unter Beachtung von Teil (b) von
Satz 3.2.2 ist dann Ω[(Γj)n+1j=0 ] die mit f[(Aj)nj=0] assoziierte (p+ q)× (p+ q)-Carathéodory-
funktion in D. Somit liefert Definition 3.1.1 nun
Ω[(Γj)n+1j=0 ] =
(
IpE0 −2E1f[(Aj)nj=0]
0q×pE0 IqE0
)
. (3.2.1)
(a1) Dies folgt aus Teil (a3) von Bemerkung 2.4.1.
(a2) Es bezeichne (vj,r)nj=0 die zu (Aj)
n
j=0 und (vj)
n
j=1 rechtsseitig assoziierte Folge. Mit
der Setzung vn+1 := 0q×q sei für k ∈ {0, . . . , n} zunächst
Vk+1 :=
(
0p×p −vk,r
0q×p −vk+1
)
.
Unter Beachtung von (Vj)n+1j=1 ∈ Yn+1
(
(Bj)n+1j=0
)
wegen Teil (a) von Satz 2.2.1 bezeichne
[Pn+1, Sn+1] das mit (Γj)n+1j=0 und (Vj)
n+1
j=1 rechtsseitig assoziierte Paar von Matrixpolyno-
men. Wegen (3.2.1) und Teil (b2) von Satz 2.4.1 gilt
[
Ω[(Γj)n+1j=0 ] (w)
]
[Pn+1 (w)] =
 Ip w · pin (w)− 2w ·
[
f[(Aj)nj=0] (w)
]
[ρn (w)]
0q×p ρn (w)
 .
(3.2.2)
Aus Teil (b2) von Satz 2.4.1, Teil (a) von Satz G.2.2 und (3.2.2) folgt durch Vergleich
des oberen rechten p× q-Blocks dann
−w · pin (w) = w · pin (w)− 2w ·
[
f[(Aj)nj=0] (w)
]
[ρn (w)]
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und somit
w · pin (w) = w ·
[
f[(Aj)nj=0] (w)
]
[ρn (w)] .
Hieraus folgt für w ∈ D \ {0} nun pin (w) =
[
f[(Aj)nj=0] (w)
]
[ρn (w)]. Unter Beachtung von
Teil (a2) von Bemerkung 2.4.1, Teil (b1) von Satz 3.2.1 und Teil (a1) von Bemerkung 2.4.1
gilt weiterhin pin (0) = A0 =
[
f[(Aj)nj=0] (0)
]
[ρn (0)]. Somit ist (a2) gezeigt.
(a3) Wegen w ∈ D \ Ndet ρn gilt det [ρn (w)] 6= 0. Somit folgt die Behauptung von (a3)
sofort aus (a2).
(b1) Dies folgt aus Teil (b3) von Bemerkung 2.4.1.
(b2) Es bezeichne (wj,l)nj=0 die zu (Aj)
n
j=0 und (wj)
n
j=1 linksseitig assoziierte Folge. Mit
der Setzung wn+1 := 0p×p sei für k ∈ {0, . . . , n} zunächst
Wk+1 :=
(
−wk+1 −wk,l
0q×p 0q×q
)
.
Unter Beachtung von (Wj)n+1j=1 ∈ Zn+1
(
(Bj)n+1j=0
)
wegen Teil (b) von Satz 2.2.1 bezeichne
[Qn+1, Tn+1] das mit (Γj)n+1j=0 und (Wj)
n+1
j=1 linksseitig assoziierte Paar von Matrixpolyno-
men. Wegen (3.2.1) und Teil (c2) von Satz 2.4.1 gilt
[Qn+1 (w)]
[
Ω[(Γj)n+1j=0 ] (w)
]
=
τn (w) w · σn (w)− 2w · [τn (w)]
[
f[(Aj)nj=0] (w)
]
0q×p Iq
 .
(3.2.3)
Aus Teil (c2) von Satz 2.4.1, Teil (b) von Satz G.2.2 und (3.2.3) folgt durch Vergleich
des oberen rechten p× q-Blocks dann
−w · σn (w) = w · σn (w)− 2w · [τn (w)]
[
f[(Aj)nj=0] (w)
]
und somit
w · σn (w) = w · [τn (w)]
[
f[(Aj)nj=0] (w)
]
.
Hieraus folgt für w ∈ D \ {0} nun σn (w) = [τn (w)]
[
f[(Aj)nj=0] (w)
]
. Unter Beachtung von
Teil (b2) von Bemerkung 2.4.1, Teil (b1) von Satz 3.2.1 und Teil (b1) von Bemerkung 2.4.1
gilt weiterhin σn (0) = A0 = [τn (0)]
[
f[(Aj)nj=0] (0)
]
. Somit ist (b2) gezeigt.
(b3) Wegen w ∈ D \ Ndet τn gilt det [τn (w)] 6= 0. Somit folgt die Behauptung von (b3)
sofort aus (b2). 
Wir formulieren zur vereinheitlichten Darstellung späterer Resultate nun noch ein zu
Satz 3.2.3 analoges Resultat für n = 0.
Bemerkung 3.2.1. Seien p, q ∈ N und (Aj)0j=0 eine p × q-Schurfolge. Es bezeichne
f[(Aj)0j=0] die zu (Aj)
0
j=0 gehörige Typ-II-zentrale Funktion aus Sp×q (D).
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(a) Seien ρ0 := IqE0 und pi0 := A0E0. Weiter sei w ∈ D. Dann gelten det ρ0 (w) 6= 0
und f[(Aj)0j=0] (w) = [pi0 (w)] [ρ0 (w)]
−1.
(b) Seien τ0 := IpE0 und σ0 := A0E0. Weiter sei w ∈ D. Dann gelten det τ0 (w) 6= 0
und f[(Aj)0j=0] (w) = [τ0 (w)]
−1 [σ0 (w)].
Beweis. Wegen Satz 1.8.2 und Teil (b1) von Satz 3.2.1 ist f[(Aj)0j=0] die in D konstante
Funktion mit Wert A0.
(a) Aus der Definition der beteiligten Abbildungen folgen sofort det ρ0 (w) = 1 6= 0 und
[pi0 (w)] [ρ0 (w)]−1 = A0 = f[(Aj)0j=0] (w).
(b) Aus der Definition der beteiligten Abbildungen folgen analog det τ0 (w) = 1 6= 0 und
[τ0 (w)]−1 [σ0 (w)] = A0 = f[(Aj)0j=0] (w). 
Satz 3.2.4. Seien p, q ∈ N, n ∈ N und (Aj)nj=0 eine p × q-Schurfolge. Es bezeichne
f[(Aj)nj=0] die zu (Aj)
n
j=0 gehörige Typ-II-zentrale Funktion aus Sp×q (D).
(a) Sei (vj)nj=1 ∈ y′n
(
(Aj)nj=0
)
. Es bezeichne [ρn, pin] das mit (Aj)nj=0 und (vj)
n
j=1
rechtsseitig assoziierte Paar von Matrixpolynomen. Weiter sei w ∈ D. Dann gelten
det [ρn (w)] 6= 0 und f[(Aj)nj=0] (w) = [pin (w)] [ρn (w)]
−1.
(b) Sei (wj)nj=1 ∈ z′n
(
(Aj)nj=0
)
. Es bezeichne [τn, σn] das mit (Aj)nj=0 und (wj)
n
j=1
linksseitig assoziierte Paar von Matrixpolynomen. Weiter sei w ∈ D. Dann gelten
det [τn (w)] 6= 0 und f[(Aj)nj=0] (w) = [τn (w)]
−1 [σn (w)].
Beweis. Dies ist eine direkte Konsequenz von Definition 2.2.6 und Definition 2.4.1 sowie
Teil (a3) bzw. Teil (b3) von Satz 3.2.3. 
Das folgende Resultat kann als Spezialfall von Satz 3.2.3 und Satz 3.2.4 interpretiert
werden.
Satz 3.2.5. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p × q-Schurfolge. Es bezeichne
f[(Aj)nj=0] die zu (Aj)
n
j=0 gehörige Typ-II-zentrale Funktion aus Sp×q (D).
(a) Es bezeichne X˜(Aj)nj=0 bzw. P˜(Aj)nj=0 das mit (Aj)
n
j=0 assoziierte kanonische nor-
mierte rechte Matrixpolynom bzw. das mit (Aj)nj=0 assoziierte sekundäre rechte
Matrixpolynom. Weiter sei w ∈ D. Dann gelten
det
[
X˜(Aj)nj=0 (w)
]
6= 0
und
f[(Aj)nj=0] (w) =
[
P˜(Aj)nj=0 (w)
] [
X˜(Aj)nj=0 (w)
]−1
.
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(b) Es bezeichne Y˜(Aj)nj=0 bzw. Q˜(Aj)nj=0 das mit (Aj)
n
j=0 assoziierte kanonische nor-
mierte linke Matrixpolynom bzw. das mit (Aj)nj=0 assoziierte sekundäre linke Ma-
trixpolynom. Weiter sei w ∈ D. Dann gelten
det
[
Y˜(Aj)nj=0 (w)
]
6= 0
und
f[(Aj)nj=0] (w) =
[
Y˜(Aj)nj=0 (w)
]−1 [
Q˜(Aj)nj=0 (w)
]
.
Beweis. Es bezeichne (Γj)n+1j=0 die mit (Aj)
n
j=0 assoziierte (p+ q)× (p+ q)-Carathéodory-
folge. Weiterhin bezeichne (Bj)n+1j=0 die mit (Γj)
n+1
j=0 assoziierte nichtnegativ definite Folge
aus C(p+q)×(p+q). Wegen Bemerkung 1.2.5 ist dann (Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte
nichtnegativ definite Folge aus C(p+q)×(p+q). Es bezeichne Ω[(Γj)n+1j=0 ] die zu (Γj)
n+1
j=0
gehörige Typ-(I,C)-zentrale Funktion aus Cp+q (D). Unter Beachtung von Teil (b) von
Satz 3.2.2 ist dann Ω[(Γj)n+1j=0 ] die mit f[(Aj)nj=0] assoziierte (p+ q)× (p+ q)-Carathéodory-
funktion in D. Somit liefert Definition 3.1.1 nun
Ω[(Γj)n+1j=0 ] =
(
IpE0 −2E1f[(Aj)nj=0]
0q×pE0 IqE0
)
. (3.2.4)
Es bezeichne A˜(Bj)n+1j=0 bzw. B˜(Bj)n+1j=0 das zu (Bj)
n+1
j=0 gehörige kanonische normierte
rechte bzw. linke Matrixpolynom. Weiterhin sei C˜(Γj)n+1j=0 bzw. D˜(Γj)n+1j=0 das mit (Γj)
n+1
j=0
assoziierte rechte bzw. linke Matrixpolynom.
(a) Wegen Satz 2.2.7 gilt
det
[
X˜(Aj)nj=0 (w)
]
6= 0 . (3.2.5)
Unter Beachtung von Teil (a) von Satz G.2.3 gilt weiterhin det
[
A˜(Bj)n+1j=0
(w)
]
6= 0. Wegen
Teil (c) von Satz A.8.1 und Teil (b) von Bemerkung 2.4.2 folgt somit
[
A˜(Bj)n+1j=0
(w)
]−1
=
 Ip −w ·
[
P˜(Aj)nj=0 (w)
] [
X˜(Aj)nj=0 (w)
]−1
0q×p
[
X˜(Aj)nj=0 (w)
]−1
 . (3.2.6)
Wegen Teil (b1) von Satz 2.4.4 und (3.2.6) gilt
[
C˜(Γj)n+1j=0
(w)
] [
A˜(Bj)n+1j=0
(w)
]−1
=
 Ip −2w · [P˜(Aj)nj=0 (w)] [X˜(Aj)nj=0 (w)]−1
0q×p Iq
 .
(3.2.7)
Aus (3.2.4), Teil (a) von Satz G.2.3 und (3.2.7) folgt durch Vergleich des oberen rechten
p× q-Blocks dann
−2w · f[(Aj)nj=0] (w) = −2w ·
[
P˜(Aj)nj=0 (w)
] [
X˜(Aj)nj=0 (w)
]−1
210
3.2. Die zu einer endlichen p× q-Schurfolge gehörige Typ-II-zentrale Funktion
aus Sp×q (D)
und somit
w · f[(Aj)nj=0] (w) = w ·
[
P˜(Aj)nj=0 (w)
] [
X˜(Aj)nj=0 (w)
]−1
.
Hieraus folgt für w ∈ D \ {0} nun
f[(Aj)nj=0] (w) =
[
P˜(Aj)nj=0 (w)
] [
X˜(Aj)nj=0 (w)
]−1
.
Unter Beachtung von Teil (b1) von Satz 3.2.1, Teil (a2) von Bemerkung 2.4.3 und
Definition 2.2.4 gilt weiterhin
f[(Aj)nj=0] (0) = A0 =
[
P˜(Aj)nj=0 (0)
] [
X˜(Aj)nj=0 (0)
]−1
.
Unter Beachtung von (3.2.5) ist somit (a) gezeigt.
(b) Wegen Satz 2.2.7 gilt
det
[
Y˜(Aj)nj=0 (w)
]
6= 0 . (3.2.8)
Unter Beachtung von Teil (b) von Satz G.2.3 gilt weiterhin det
[
B˜(Bj)n+1j=0
(w)
]
6= 0. Wegen
Teil (c) von Satz A.8.2 und Teil (c) von Bemerkung 2.4.2 folgt somit[
B˜(Bj)n+1j=0
(w)
]−1
=
[Y˜(Aj)nj=0 (w)]−1 −w · [Y˜(Aj)nj=0 (w)]−1 [Q˜(Aj)nj=0 (w)]
0q×p Iq
 .
(3.2.9)
Wegen Teil (c1) von Satz 2.4.4 und (3.2.9) gilt[
B˜(Bj)n+1j=0
(w)
]−1 [
D˜(Γj)n+1j=0
(w)
]
=
 Ip −2w · [Y˜(Aj)nj=0 (w)]−1 [Q˜(Aj)nj=0 (w)]
0q×p Iq

(3.2.10)
Aus (3.2.4), Teil (b) von Satz G.2.3 und (3.2.10) folgt durch Vergleich des oberen rechten
p× q-Blocks dann
−2w · f[(Aj)nj=0] (w) = −2w ·
[
Y˜(Aj)nj=0 (w)
]−1 [
Q˜(Aj)nj=0 (w)
]
und somit
w · f[(Aj)nj=0] (w) = w ·
[
Y˜(Aj)nj=0 (w)
]−1 [
Q˜(Aj)nj=0 (w)
]
.
Hieraus folgt für w ∈ D \ {0} nun
f[(Aj)nj=0] (w) =
[
Y˜(Aj)nj=0 (w)
]−1 [
Q˜(Aj)nj=0 (w)
]
.
Unter Beachtung von Teil (b1) von Satz 3.2.1, Teil (b2) von Bemerkung 2.4.3 und
Definition 2.2.4 gilt weiterhin
f[(Aj)nj=0] (0) = A0 =
[
Y˜(Aj)nj=0 (0)
]−1 [
Q˜(Aj)nj=0 (0)
]
.
Unter Beachtung von (3.2.8) ist somit (b) gezeigt. 
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Satz 3.2.5 ermöglicht die nachfolgende unmittelbare Konsequenz hinsichtlich der Natur
der zu einer endlichen p× q-Schurfolge gehörigen Typ-II-zentralen Funktion aus Sp×q (D).
Satz 3.2.6. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p × q-Schurfolge. Es bezeichne
f[(Aj)nj=0] die zu (Aj)
n
j=0 gehörige Typ-II-zentrale Funktion aus Sp×q (D).
(a) Es gibt genau eine rationale p× q-Matrixfunktion f˜[(Aj)nj=0], welche der Beziehung
Rstr.D f˜[(Aj)nj=0] = f[(Aj)nj=0] genügt.
(b) Es ist f˜[(Aj)nj=0] in D holomorph.
(c) Sei z ein auf T gelegener Holomorphiepunkt von f˜[(Aj)nj=0]. Dann gilt
f˜[(Aj)nj=0] (z) ∈ Kp×q.
Beweis. (a) Aus Teil (a) von Satz 3.2.5 folgt die Existenz einer solchen rationale p× q-
Matrixfunktion. Aus dem Identitätssatz für holomorphe Funktionen folgt die Eindeutigkeit
der holomorphen Fortsetzung.
(b) Nach Teil (b2) von Satz 3.2.1 ist f[(Aj)nj=0] eine Funktion aus Sp×q (D) und somit
insbesondere in D holomorph. Hieraus folgt wegen Rstr.D f˜[(Aj)nj=0] = f[(Aj)nj=0] dann,
dass f˜[(Aj)nj=0] in D holomorph ist.
(c) Dies folgt sofort aus Satz A.5.1. 
Wir spezifizieren unsere Betrachtungen nun für den Fall einer endlichen strengen
p× q-Folge.
Satz 3.2.7. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine strenge p × q-Schurfolge. Es
bezeichne f[(Aj)nj=0] die zu (Aj)
n
j=0 gehörige Typ-II-zentrale Funktion aus Sp×q (D) sowie[
a(Aj)nj=0 , b(Aj)
n
j=0
, c(Aj)nj=0 , d(Aj)
n
j=0
]
das zu (Aj)nj=0 gehörige Arov-Kre˘ın-Quadrupel von
Matrixpolynomen. Weiter sei w ∈ D.
(a) Es gelten det
[
b(Aj)nj=0 (w)
]
6= 0 und
f[(Aj)nj=0] (w) =
[
a(Aj)nj=0 (w)
] [
b(Aj)nj=0 (w)
]−1
.
(b) Es gelten det
[
c(Aj)nj=0 (w)
]
6= 0 und
f[(Aj)nj=0] (w) =
[
c(Aj)nj=0 (w)
]−1 [
d(Aj)nj=0 (w)
]
.
Beweis. (a) Es bezeichne X˜(Aj)nj=0 bzw. P˜(Aj)nj=0 das mit (Aj)
n
j=0 assoziierte kanonische
normierte rechte Matrixpolynom bzw. das mit (Aj)nj=0 assoziierte sekundäre rechte
Matrixpolynom. Wegen Teil (a) von Satz 3.2.5 gelten dann
det
[
X˜(Aj)nj=0 (w)
]
6= 0 (3.2.11)
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f[(Aj)nj=0] (w) =
[
P˜(Aj)nj=0 (w)
] [
X˜(Aj)nj=0 (w)
]−1
. (3.2.12)
Aus (3.2.11) und Teil (b1) von Bemerkung 2.4.6 folgt dann det
[
b(Aj)nj=0 (w)
]
6= 0. Aus
(3.2.12) und Teil (b1) von Bemerkung 2.4.6 ergibt sich weiterhin
f[(Aj)nj=0] (w) =
[
a(Aj)nj=0 (w)
] [
b(Aj)nj=0 (w)
]−1
.
(b) Es bezeichne Y˜(Aj)nj=0 bzw. Q˜(Aj)nj=0 das mit (Aj)
n
j=0 assoziierte kanonische normierte
linke Matrixpolynom bzw. das mit (Aj)nj=0 assoziierte sekundäre linke Matrixpolynom.
Wegen Teil (b) von Satz 3.2.5 gelten dann
det
[
Y˜(Aj)nj=0 (w)
]
6= 0 (3.2.13)
und
f[(Aj)nj=0] (w) =
[
Y˜(Aj)nj=0 (w)
]−1 [
Q˜(Aj)nj=0 (w)
]
. (3.2.14)
Aus (3.2.13) und Teil (b1) von Bemerkung 2.4.6 folgt dann det
[
c(Aj)nj=0 (w)
]
6= 0. Aus
(3.2.14) und Teil (b1) von Bemerkung 2.4.6 ergibt sich weiterhin
f[(Aj)nj=0] (w) =
[
c(Aj)nj=0 (w)
]−1 [
d(Aj)nj=0 (w)
]
.

Das Ziel unserer nachfolgenden Überlegung lässt sich wie folgt beschreiben:
Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p × q-Schurfolge. Es bezeichne mn+1 die
(n+ 1)-te zu (Aj)nj=0 gehörige zentrale Matrix vom Typ II sowie ln+1 bzw. rn+1 das
(n+ 1)-te zu (Aj)nj=0 gehörige untere bzw. obere Schurkomplement vom Typ II. Wählen
wir nun k ∈ Kp×q und setzen
An+1 := mn+1 +
√
ln+1k
√
rn+1 ,
so ergeben unsere Überlegungen in Satz 1.4.4, dass (Aj)n+1j=0 eine p × q-Schurfolge ist.
Unsere Absicht ist es nun, die zu (Aj)n+1j=0 gehörige Typ-II-zentrale Funktion f[(Aj)n+1j=0 ] aus
Sp×q (D) in Termen von mit (Aj)nj=0 assoziierten Matrixpolynomen und k auszudrücken.
Im Fall n = 0 seien dazu ρ0 := IqE0 und pi0 = A0E0 sowie τ0 := IpE0 und σ0 = A0E0. Im
Fall n ∈ N seien (vj)nj=1 ∈ y′n
(
(Aj)nj=0
)
und (wj)nj=1 ∈ z′n
(
(Aj)nj=0
)
. Es bezeichne [ρn, pin]
das mit (Aj)nj=0 und (vj)
n
j=1 rechtsseitig assoziierte Paar von Matrixpolynomen sowie
[τn, σn] das mit (Aj)nj=0 und (wj)
n
j=1 linksseitig assoziierte Paar von Matrixpolynomen.
Auf Grundlage der Paare [ρn, pin] und [τn, σn] sowie k werden wir auf zwei zueinander
duale Darstellungen von f[(Aj)n+1j=0 ] geführt.
213
3. Über holomorphe Matrixfunktionen der Schurklasse
Satz 3.2.8. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p × q-Schurfolge. Es bezeichne
mn+1 die (n+ 1)-te zu (Aj)nj=0 gehörige zentrale Matrix vom Typ II sowie ln+1 bzw.
rn+1 das (n+ 1)-te zu (Aj)nj=0 gehörige untere bzw. obere Schurkomplement vom Typ
II. Im Fall n = 0 seien weiterhin ρ0 := IqE0 und pi0 := A0E0 sowie τ0 := IpE0 und
σ0 := A0E0. Im Fall n ∈ N seien (vj)nj=1 ∈ y′n
(
(Aj)nj=0
)
und (wj)nj=1 ∈ z′n
(
(Aj)nj=0
)
und es bezeichne [ρn, pin] das mit (Aj)nj=0 und (vj)
n
j=1 rechtsseitig assoziierte Paar von
Matrixpolynomen sowie [τn, σn] das mit (Aj)nj=0 und (wj)
n
j=1 linksseitig assoziierte Paar
von Matrixpolynomen. Es bezeichne [ρn][n] bzw. [pin][n] bzw. [τn][n] bzw. [σn][n] das n-
Reziproke zu ρn bzw. pin bzw. τn bzw. σn. Weiter sei k ∈ Kp×q.
(a) Es gelten ln+1 ∈ Cp×p≥ und rn+1 ∈ Cq×q≥ .
(b) Es sei An+1 := mn+1 +
√
ln+1k
√
rn+1. Dann ist (Aj)n+1j=0 eine p× q-Schurfolge.
(c) Es bezeichne f[(Aj)n+1j=0 ] die zu (Aj)
n+1
j=0 gehörige Typ-II-zentrale Funktion aus
Sp×q (D). Weiter sei w ∈ D.
(c1) Es gelten
det
(
w
[
[σn][n] (w)
]√
ln+1
+
k
√
rn+1 + ρn (w)
)
6= 0
und
f[(Aj)n+1j=0 ] (w) =
(
w
[
[τn][n] (w)
]√
ln+1
+
k
√
rn+1 + pin (w)
)
·
(
w
[
[σn][n] (w)
]√
ln+1
+
k
√
rn+1 + ρn (w)
)−1
sowie
det
(√
ln+1k
√
rn+1
+w
[
[pin][n] (w)
]
+ τn (w)
)
6= 0
und
f[(Aj)n+1j=0 ] (w) =
(√
ln+1k
√
rn+1
+w
[
[pin][n] (w)
]
+ τn (w)
)−1
·
(√
ln+1k
√
rn+1
+w
[
[ρn][n] (w)
]
+ σn (w)
)
.
(c2) Es gelten (
w
[
[τn][n] (w)
]√
ln+1
+
k
√
rn+1 + pin (w)
)
·
(
w
[
[σn][n] (w)
]√
ln+1
+
k
√
rn+1 + ρn (w)
)−1
=
(√
ln+1k
√
rn+1
+w
[
[pin][n] (w)
]
+ τn (w)
)−1
·
(√
ln+1k
√
rn+1
+w
[
[ρn][n] (w)
]
+ σn (w)
)
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und (
w
[
[τn][n] (w)
]√
ln+1
+
k
√
rn+1 + pin (w)
)
·
(
w
[
[σn][n] (w)
]√
ln+1
+
k
√
rn+1 + ρn (w)
)−1
∈ Kp×q .
Beweis. (a) Dies folgt aus Teil (a) von Satz 1.3.1.
(b) Dies folgt aus Teil (a) von Satz 1.4.4.
(c1) Es bezeichne (Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus
C(p+q)×(p+q). Weiterhin bezeichne (Γj)n+1j=0 die mit (Aj)
n
j=0 assoziierte (p+ q)× (p+ q)-
Carathéodoryfolge. Wegen Bemerkung 1.2.5 ist dann (Bj)n+1j=0 die mit (Γj)
n+1
j=0 assoziierte
nichtnegativ definite Folge. Es sei
K :=
(
0p×p k
0q×p 0q×q
)
. (3.2.15)
Unter Beachtung von (3.2.15) liefert Teil (a) von Bemerkung A.5.2 dann
K ∈ K(p+q)×(p+q). Weiter seien Mn+2 die (n + 2)-te zu (Bj)n+1j=0 gehörige zentrale Ma-
trix vom Typ I und Ln+2 bzw. Rn+2 das (n + 2)-te zu (Bj)n+1j=0 gehörige untere bzw.
obere Schurkomplement vom Typ I. Wegen Satz B.1.3 gelten Ln+2 ∈ C(p+q)×(p+q)≥ und
Rn+2 ∈ C(p+q)×(p+q)≥ . Wir setzen Bn+2 := Mn+2 +
√
Ln+2 (−K)
√
Rn+2. Wegen Teil (a)
von Satz G.2.5 ist nun (Bj)n+2j=0 eine nichtnegativ definite Folge aus C(p+q)×(p+q). Sei
Γn+2 := 2Bn+2. Wegen Teil (b) von Satz G.2.5 ist (Γj)n+2j=0 dann eine (p+ q)× (p+ q)-
Carathéodoryfolge mit assoziierter nichtnegativ definiter Folge (Bj)n+2j=0 aus C(p+q)×(p+q).
Unter Beachtung der Teile (b) und (c) von Satz 1.2.2, Lemma A.6.1 und Lemma A.7.2
gelten √
Ln+2 = diag
(√
ln+1, Iq
)
(3.2.16)
und √
Rn+2 = diag
(
Ip,
√
rn+1
)
(3.2.17)
sowie √
Ln+2
+ = diag
(√
ln+1
+
, Iq
)
(3.2.18)
und √
Rn+2
+ = diag
(
Ip,
√
rn+1
+
)
. (3.2.19)
Aus (3.2.15), der Wahl von Bn+2, Teil (a) von Satz 1.2.2, (3.2.16) und (3.2.17) folgt
Bn+2 =
(
0p×p −mn+1
0q×p 0q×q
)
+ diag
(√
ln+1, Iq
)(0p×p −k
0q×p 0q×q
)
diag
(
Ip,
√
rn+1
)
=
(
0p×p −An+1
0q×p 0q×q
)
.
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Wegen Definition 1.2.2 ist (Bj)n+2j=0 also die mit (Aj)
n+1
j=0 assoziierte nichtnegativ definite
Folge aus C(p+q)×(p+q). Hieraus folgt mittels Definition 1.2.3 weiterhin, dass (Γj)n+2j=0 die
mit (Aj)n+1j=0 assoziierte (p+ q)× (p+ q)-Carathéodoryfolge ist. Im Fall n = 0 seien
V1 :=
(
0p×p −A0
0q×p 0q×q
)
und W1 :=
(
0p×p −A0
0q×p 0q×q
)
.
Im Fall n ∈ N sei (vj,r)nj=0 die zu (Aj)nj=0 und (vj)nj=1 rechtsseitig assoziierte Folge
und (wj,l)nj=0 die zu (Aj)
n
j=0 und (wj)
n
j=1 linksseitig assoziierte Folge. Mit der Setzung
vn+1 := 0q×q seien für k ∈ {0, . . . , n} nun
Vk+1 :=
(
0p×p −vk,r
0q×p −vk+1
)
sowie mit der Setzung wn+1 := 0p×p für k ∈ {0, . . . , n} weiterhin
Wk+1 :=
(
−wk+1 −wk,l
0q×p 0q×q
)
.
Wegen Teil (b5) bzw. Teil (c5) von Satz 2.4.2 im Fall n = 0 sowie Teil (a) bzw. Teil (b)
von Satz 2.2.8 im Fall n ∈ N gilt dann (Vj)n+1j=1 ∈ Y ′n+1
(
(Bj)n+1j=0
)
bzw. (Wj)n+1j=1 ∈
Z ′n+1
(
(Bj)n+1j=0
)
. Es bezeichne [Pn+1, Sn+1] das mit (Γj)n+1j=0 und (Vj)
n+1
j=1 rechtsseitig
assoziierte Paar von Matrixpolynomen sowie [Qn+1, Tn+1] das mit (Γj)n+1j=0 und (Wj)
n+1
j=1
linksseitig assoziierte Paar von Matrixpolynomen. Weiterhin bezeichne [Pn+1][n+1] bzw.
[Sn+1][n+1] bzw. [Qn+1][n+1] bzw. [Tn+1][n+1] das (n+ 1)-Reziproke zu Pn+1 bzw. Sn+1
bzw. Qn+1 bzw. Tn+1. Es bezeichne Ω[(Γj)n+2j=0 ] die zu (Γj)
n+2
j=0 gehörige Typ-(I,C)-zentrale
Funktion aus Cp+q (D). Unter Beachtung von Teil (b) von Satz 3.2.2 ist dann Ω[(Γj)n+2j=0 ]
die mit f[(Aj)n+1j=0 ] assoziierte (p+ q)× (p+ q)-Carathéodoryfunktion in D. Somit liefert
Definition 3.1.1 nun
Ω[(Γj)n+2j=0 ] =
(
IpE0 −2E1f[(Aj)n+1j=0 ]
0q×pE0 IqE0
)
. (3.2.20)
Aufgrund von (3.2.18), (3.2.15), (3.2.17), Teil (b2) und Teil (c4) von Satz 2.4.2 im Fall
n = 0 sowie Teil (b2) und Teil (c4) von Satz 2.4.1 im Fall n ∈ N ist
w
[
[Qn+1][n+1] (w)
]√
Ln+2
+
K
√
Rn+2 + Pn+1 (w)
= w
(
w
[
[τn][n] (w)
]
0p×q
[σn][n] (w) wn+1Iq
)(
0p×p
√
ln+1
+
k
√
rn+1
0q×p 0q×q
)
+
(
Ip w · pin (w)
0q×p ρn (w)
)
=
 Ip w (w [[τn][n] (w)]√ln+1+k√rn+1 + pin (w))
0q×p w
[
[σn][n] (w)
]√
ln+1
+
k
√
rn+1 + ρn (w)

(3.2.21)
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und somit unter zusätzlicher Beachtung von Teil (c) von Satz G.2.5 insbesondere
det
(
w
[
[σn][n] (w)
]√
ln+1
+
k
√
rn+1 + ρn (w)
)
6= 0 . (3.2.22)
Aus (3.2.21), (3.2.22) und Teil (c) von Satz A.8.2 folgt(
w
[
[Qn+1][n+1] (w)
]√
Ln+2
+
K
√
Rn+2 + Pn+1 (w)
)−1
=
 Ip
−w
(
w
[
[τn][n] (w)
]√
ln+1
+
k
√
rn+1 + pin (w)
)
·
(
w
[
[σn][n] (w)
]√
ln+1
+
k
√
rn+1 + ρn (w)
)−1
0q×p
(
w
[
[σn][n] (w)
]√
ln+1
+
k
√
rn+1 + ρn (w)
)−1
 . (3.2.23)
Unter Beachtung von (3.2.18), (3.2.15), (3.2.17), Teil (b2) und Teil (c4) von Satz 2.4.2
im Fall n = 0 sowie Teil (b2) und Teil (c4) von Satz 2.4.1 im Fall n ∈ N gilt weiterhin
− w
[
[Tn+1][n+1] (w)
]√
Ln+2
+
K
√
Rn+2 + Sn+1 (w)
= −w
(
w
[
[τn][n] (w)
]
0p×q
− [σn][n] (w) wn+1Iq
)(
0p×p
√
ln+1
+
k
√
rn+1
0q×p 0q×q
)
+
(
Ip −w · pin (w)
0q×p ρn (w)
)
=
 Ip −w (w [[τn][n] (w)]√ln+1+k√rn+1 + pin (w))
0q×p w
[
[σn][n] (w)
]√
ln+1
+
k
√
rn+1 + ρn (w)
 .
(3.2.24)
Die Kombination von (3.2.20), Teil (c) von Satz G.2.5, (3.2.24) und (3.2.23) ergibt nun(
Ip −2w · f[(Aj)n+1j=0 ] (w)
0q×p Iq
)
=
 Ip −w (w [[τn][n] (w)]√ln+1+k√rn+1 + pin (w))
0q×p w
[
[σn][n] (w)
]√
ln+1
+
k
√
rn+1 + ρn (w)

·
 Ip
−w
(
w
[
[τn][n] (w)
]√
ln+1
+
k
√
rn+1 + pin (w)
)
·
(
w
[
[σn][n] (w)
]√
ln+1
+
k
√
rn+1 + ρn (w)
)−1
0q×p
(
w
[
[σn][n] (w)
]√
ln+1
+
k
√
rn+1 + ρn (w)
)−1

=
 Ip
−2w
(
w
[
[τn][n] (w)
]√
ln+1
+
k
√
rn+1 + pin (w)
)
·
(
w
[
[σn][n] (w)
]√
ln+1
+
k
√
rn+1 + ρn (w)
)−1
0q×p Iq

und mittels Vergleich des oberen rechten p× q-Blocks zunächst für w ∈ D \ {0} und dann
mit dem Identitätssatz für holomorphe Funktionen auch für w = 0 schließlich
f[(Aj)n+1j=0 ] (w) =
(
w
[
[τn][n] (w)
]√
ln+1
+
k
√
rn+1 + pin (w)
)
·
(
w
[
[σn][n] (w)
]√
ln+1
+
k
√
rn+1 + ρn (w)
)−1
.
(3.2.25)
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Aufgrund von (3.2.16), (3.2.15), (3.2.19), Teil (b4) und Teil (c2) von Satz 2.4.2 im Fall
n = 0 sowie Teil (b4) und Teil (c2) von Satz 2.4.1 im Fall n ∈ N ist
√
Ln+2K
√
Rn+2
+
w
[
[Pn+1][n+1] (w)
]
+Qn+1 (w)
=
(
0p×p
√
ln+1k
√
rn+1
+
0q×p 0q×q
)
w
(
wn+1Ip 0p×q
[pin][n] (w) w
[
[ρn][n] (w)
])+ (τn (w) w · σn (w)0q×p Iq
)
=

√
ln+1k
√
rn+1
+w
[
[pin][n] (w)
]
+τn (w)
w
(√
ln+1k
√
rn+1
+w
[
[ρn][n] (w)
]
+σn (w))
0q×p Iq

(3.2.26)
und somit unter zusätzlicher Beachtung von Teil (c) von Satz G.2.5 insbesondere
det
(√
ln+1k
√
rn+1
+w
[
[pin][n] (w)
]
+ τn (w)
)
6= 0 . (3.2.27)
Aus (3.2.26), (3.2.27) und Teil (c) von Satz A.8.2 folgt
(√
Ln+2K
√
Rn+2
+
w
[
[Pn+1][n+1] (w)
]
+Qn+1 (w)
)−1
=

(√
ln+1k
√
rn+1
+w
[
[pin][n] (w)
]
+τn (w))−1
−
(√
ln+1k
√
rn+1
+w
[
[pin][n] (w)
]
+τn (w))−1 · w
(√
ln+1k
√
rn+1
+
·w
[
[ρn][n] (w)
]
+ σn (w)
)
0q×p Iq
 .
(3.2.28)
Unter Beachtung von (3.2.16), (3.2.15), (3.2.19), Teil (b4) und Teil (c2) von Satz 2.4.2
im Fall n = 0 sowie Teil (b4) und Teil (c2) von Satz 2.4.1 im Fall n ∈ N gilt weiterhin
−√Ln+2K√Rn+2+w [[Sn+1][n+1] (w)]+ Tn+1 (w)
= −
(
0p×p
√
ln+1k
√
rn+1
+
0q×p 0q×q
)
w
(
wn+1Ip 0p×q
− [pin][n] (w) w
[
[ρn][n] (w)
])
+
(
τn (w) −w · σn (w)
0q×p Iq
)
=

√
ln+1k
√
rn+1
+w
[
[pin][n] (w)
]
+τn (w)
−w
(√
ln+1k
√
rn+1
+w
[
[ρn][n] (w)
]
+ σn (w))
0q×p Iq
 .
(3.2.29)
218
3.2. Die zu einer endlichen p× q-Schurfolge gehörige Typ-II-zentrale Funktion
aus Sp×q (D)
Die Kombination von (3.2.20), Teil (c) von Satz G.2.5, (3.2.28) und (3.2.29) ergibt nun(
Ip −2w · f[(Aj)n+1j=0 ] (w)
0q×p Iq
)
=

(√
ln+1k
√
rn+1
+w
[
[pin][n] (w)
]
+τn (w))−1
−
(√
ln+1k
√
rn+1
+w
[
[pin][n] (w)
]
+τn (w))−1 · w
(√
ln+1k
√
rn+1
+
·w
[
[ρn][n] (w)
]
+ σn (w)
)
0q×p Iq

·

√
ln+1k
√
rn+1
+w
[
[pin][n] (w)
]
+τn (w)
−w
(√
ln+1k
√
rn+1
+w
[
[ρn][n] (w)
]
+ σn (w))
0q×p Iq

=
 Ip −2w
(√
ln+1k
√
rn+1
+w
[
[pin][n] (w)
]
+ τn (w)
)−1
·
(√
ln+1k
√
rn+1
+w
[
[ρn][n] (w)
]
+ σn (w)
)
0q×p Iq

und mittels Vergleich des oberen rechten p× q-Blocks zunächst für w ∈ D \ {0} und dann
mit dem Identitätssatz für holomorphe Funktionen auch für w = 0 schließlich
f[(Aj)n+1j=0 ] (w) =
(√
ln+1k
√
rn+1
+w
[
[pin][n] (w)
]
+ τn (w)
)−1
·
(√
ln+1k
√
rn+1
+w
[
[ρn][n] (w)
]
+ σn (w)
)
.
(3.2.30)
Wegen (3.2.22), (3.2.25), (3.2.27) und (3.2.30) ist dann (c1) gezeigt.
(c2) Dies folgt sogleich aus (c1), Teil (b2) von Satz 3.2.1 und Definition 3.0.3. 
Wir wenden uns jetzt einem generischen Spezialfall von Satz 3.2.8 zu.
Satz 3.2.9. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p×q-Schurfolge. Es bezeichne mn+1
die (n+ 1)-te zu (Aj)nj=0 gehörige zentrale Matrix vom Typ II sowie ln+1 bzw. rn+1 das
(n+ 1)-te zu (Aj)nj=0 gehörige untere bzw. obere Schurkomplement vom Typ II. Weiter
seien X˜(Aj)nj=0 bzw. Y˜(Aj)nj=0 das mit (Aj)
n
j=0 assoziierte kanonische normierte rechte
bzw. linke Matrixpolynom sowie P˜(Aj)nj=0 bzw. Q˜(Aj)nj=0 das mit (Aj)
n
j=0 assoziierte sekun-
däre rechte bzw. linke Matrixpolynom. Es bezeichne
[
X˜(Aj)nj=0
][n]
bzw.
[
Y˜(Aj)nj=0
][n]
bzw.[
P˜(Aj)nj=0
][n]
bzw.
[
Q˜(Aj)nj=0
][n]
das n-Reziproke zu X˜(Aj)nj=0 bzw. Y˜(Aj)nj=0 bzw. P˜(Aj)nj=0
bzw. Q˜(Aj)nj=0.
(a) Sei n = 0. Dann gelten X˜(Aj)nj=0 = IqE0 und Y˜(Aj)nj=0 = IpE0 sowie P˜(Aj)nj=0 = A0E0
und Q˜(Aj)nj=0 = A0E0.
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(b) Sei n ∈ N. Es bezeichne
(
v˜
(n)
j
)n
j=1
bzw.
(
w˜
(n)
j
)n
j=1
die kanonische mit (Aj)nj=0
rechtsseitig bzw. linksseitig verträgliche Folge aus Cq×q bzw. Cp×p. Dann gelten(
v˜
(n)
j
)n
j=1
∈ y′n
(
(Aj)nj=0
)
sowie
(
w˜
(n)
j
)n
j=1
∈ z′n
(
(Aj)nj=0
)
und es ist[
X˜(Aj)nj=0 , P˜(Aj)
n
j=0
]
das mit (Aj)nj=0 und
(
v˜
(n)
j
)n
j=1
rechtsseitig assoziierte Paar
von Matrixpolynomen sowie
[
Y˜(Aj)nj=0 , Q˜(Aj)
n
j=0
]
das mit (Aj)nj=0 und
(
w˜
(n)
j
)n
j=1
linksseitig assoziierte Paar von Matrixpolynomen.
(c) Es gelten ln+1 ∈ Cp×p≥ und rn+1 ∈ Cq×q≥ .
(d) Sei k ∈ Kp×q. Es sei An+1 := mn+1 +
√
ln+1k
√
rn+1. Dann ist (Aj)n+1j=0 eine p× q-
Schurfolge.
(e) Es bezeichne f[(Aj)n+1j=0 ] die zu (Aj)
n+1
j=0 gehörige Typ-II-zentrale Funktion aus
Sp×q (D). Weiter sei w ∈ D.
(e1) Es gelten
det
(
w
[[
Q˜(Aj)nj=0
][n]
(w)
]√
ln+1
+
k
√
rn+1 + X˜(Aj)nj=0 (w)
)
6= 0
und
f[(Aj)n+1j=0 ] (w) =
(
w
[[
Y˜(Aj)nj=0
][n]
(w)
]√
ln+1
+
k
√
rn+1 + P˜(Aj)nj=0 (w)
)
·
(
w
[[
Q˜(Aj)nj=0
][n]
(w)
]√
ln+1
+
k
√
rn+1 + X˜(Aj)nj=0 (w)
)−1
sowie
det
(√
ln+1k
√
rn+1
+w
[[
P˜(Aj)nj=0
][n]
(w)
]
+ Y˜(Aj)nj=0 (w)
)
6= 0
und
f[(Aj)n+1j=0 ] (w) =
(√
ln+1k
√
rn+1
+w
[[
P˜(Aj)nj=0
][n]
(w)
]
+ Y˜(Aj)nj=0 (w)
)−1
·
(√
ln+1k
√
rn+1
+w
[[
X˜(Aj)nj=0
][n]
(w)
]
+ Q˜(Aj)nj=0 (w)
)
.
(e2) Es gelten(
w
[[
Y˜(Aj)nj=0
][n]
(w)
]√
ln+1
+
k
√
rn+1 + P˜(Aj)nj=0 (w)
)
·
(
w
[[
Q˜(Aj)nj=0
][n]
(w)
]√
ln+1
+
k
√
rn+1 + X˜(Aj)nj=0 (w)
)−1
=
(√
ln+1k
√
rn+1
+w
[[
P˜(Aj)nj=0
][n]
(w)
]
+ Y˜(Aj)nj=0 (w)
)−1
·
(√
ln+1k
√
rn+1
+w
[[
X˜(Aj)nj=0
][n]
(w)
]
+ Q˜(Aj)nj=0 (w)
)
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und(
w
[[
Y˜(Aj)nj=0
][n]
(w)
]√
ln+1
+
k
√
rn+1 + P˜(Aj)nj=0 (w)
)
·
(
w
[[
Q˜(Aj)nj=0
][n]
(w)
]√
ln+1
+
k
√
rn+1 + X˜(Aj)nj=0 (w)
)−1
∈ Kp×q .
Beweis. (a) Dies folgt aus Definition 2.2.5 und Definition 2.4.3.
(b) Wegen Teil (a) bzw. Teil (b) von Satz 2.2.9 gilt
(
v˜
(n)
j
)n
j=1
∈ y′n
(
(Aj)nj=0
)
bzw.(
w˜
(n)
j
)n
j=1
∈ z′n
(
(Aj)nj=0
)
. Wegen Teil (a2) bzw. Teil (b2) von Bemerkung 2.4.4 ist[
X˜(Aj)nj=0 , P˜(Aj)
n
j=0
]
das mit (Aj)nj=0 und
(
v˜
(n)
j
)n
j=1
rechtsseitig assoziierte Paar von Ma-
trixpolynomen bzw.
[
Y˜(Aj)nj=0 , Q˜(Aj)
n
j=0
]
das mit (Aj)nj=0 und
(
w˜
(n)
j
)n
j=1
linksseitig asso-
ziierte Paar von Matrixpolynomen. Damit ist (b) gezeigt.
(c) Dies folgt aus Teil (a) von Satz 1.3.1.
(d) Dies folgt aus Teil (b) von Satz 3.2.8.
(e1), (e2) Unter Beachtung von (a) und (b) folgen alle Behauptungen sofort aus Teil (c1)
bzw. Teil (c2) von Satz 3.2.8. 
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4. Das matrizielle Schurproblem
Im Mittelpunkt dieses letzten regulären Kapitels steht nun die Lösung des matriziellen
Schurproblems. Hierzu wollen wir zunächst unser weiteres Vorgehen skizzieren.
Die gewählte Strategie zur Behandlung des matriziellen Schurproblems lässt sich wie
folgt beschreiben: Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine Folge aus Cp×q. In Abschnitt 4.1
wird es uns durch Abrufen unserer Erkenntnisse aus Kapitel 3 ohne Umwege gelingen,
eine notwendige und hinreichende Bedingung an die Folge (Aj)nj=0 für die Lösbarkeit des
matriziellen Schurproblems zu formulieren (vgl. Satz 4.1.1). Darauf aufbauend werden
wir in Satz 4.1.3 in der Lage sein, die Lösungen des zu (Aj)nj=0 gehörigen matriziellen
Schurproblems mit gewissen ausgezeichneten Lösungen eines assoziierten matriziellen
Carathéodoryproblems zu identifizieren.
Somit erhalten wir die Möglichkeit, in Abschnitt 4.2 auf die in Anhang H formulierte
Lösung des matriziellen Carathéodoryproblems zurückzugreifen. Im Detail werden wir
wesentlich von den in Kapitel 2 hergeleiteten Aussagen zu verschiedenen mit einer
endlichen p× q-Schurfolge assoziierten Matrixpolynomen mit besonderem Augenmerk
auf die Wechselbeziehungen mit den zur assoziierten (p+ q)× (p+ q)-Carathéodoryfolge
gehörigen Matrixpolynomen Gebrauch machen, um eine Beschreibung der Lösungsmenge
des matriziellen Schurproblems mittels spezieller gebrochenlinearer Transformationen
vorzunehmen.
4.1. Zur Lösbarkeit des matriziellen Schurproblems
Im Zentrum unserer Überlegungen steht zunächst eine Untersuchung der Lösbarkeit des
matriziellen Schurproblems. Unter Rückgriff auf Satz 3.1.5 und Satz 3.2.1 gelingt es uns
rasch, eine vollständige Antwort auf diese Frage zu geben.
Satz 4.1.1. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine Folge aus Cp×q. Dann sind folgende
Aussagen äquivalent:
(i) Es ist Sp×q
(
D; (Aj)nj=0
)
6= ∅.
(ii) Es ist (Aj)nj=0 eine p× q-Schurfolge.
Beweis. „(i) =⇒ (ii)“ : Dies folgt aus Satz 3.1.5 und Teil (b) von Definition 1.1.4.
„(ii) =⇒ (i)“ : Es bezeichne f[(Aj)nj=0] die zu (Aj)
n
j=0 gehörige Typ-II-zentrale Funktion
aus Sp×q (D). Wegen Teil (b1) von Satz 3.2.1 gilt dann f[(Aj)nj=0] ∈ Sp×q
(
D; (Aj)nj=0
)
. 
Wir erkennen nun, dass zwischen den Lösungen des zu einer endlichen p× q-Schurfolge
gehörigen matriziellen Schurproblems und den Lösungen des Ergänzungsproblems dieser
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endlichen p× q-Schurfolge zu einer unendlichen p× q-Schurfolge ein bijektiver Zusam-
menhang besteht, der mittels Taylorkoeffizientenbildung realisiert wird.
Satz 4.1.2. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p × q-Schurfolge. Es bezeichne
S˜K
[
(Aj)nj=0
]
die Menge aller p× q-Schurfolgen
(
A˜j
)
j∈N0
, welche für alle j ∈ {0, . . . , n}
der Beziehung A˜j = Aj genügen.
(a) Es sei f ∈ Sp×q
(
D; (Aj)nj=0
)
und es bezeichne
(
A
(f)
j
)
j∈N0
die Taylorkoeffizienten-
folge von f .
(a1) Es gilt
(
A
(f)
j
)
j∈N0
∈ S˜K
[
(Aj)nj=0
]
.
(a2) Es sei g ∈ Sp×q
(
D; (Aj)nj=0
)
\ {f} und es bezeichne
(
A
(g)
j
)
j∈N0
die Taylorko-
effizientenfolge von g. Dann gilt
(
A
(g)
j
)
j∈N0
∈ S˜K
[
(Aj)nj=0
]
\
{(
A
(g)
j
)
j∈N0
}
.
(b) Sei
(
A˜j
)
j∈N0
∈ S˜K
[
(Aj)nj=0
]
.
(b1) Es ist
(
A˜j
)
j∈N0
eine p× q-Schurfolge.
(b2) Es bezeichne f die durch
(
A˜j
)
j∈N0
erzeugte Funktion aus Sp×q (D). Dann
gilt f ∈ Sp×q
(
D; (Aj)nj=0
)
.
(b3) Sei
(
Aˆj
)
j∈N0
∈ S˜K
[
(Aj)nj=0
]
\
{(
A˜j
)
j∈N0
}
. Dann ist
(
Aˆj
)
j∈N0
eine p × q-
Schurfolge und falls g die durch
(
Aˆj
)
j∈N0
erzeugte Funktion aus Sp×q (D)
bezeichnet, so gilt g ∈ Sp×q
(
D; (Aj)nj=0
)
\ {f}.
(c) Folgende Aussagen sind äquivalent:
(i) Die Menge S˜K
[
(Aj)nj=0
]
besteht aus genau einem Element.
(ii) Die Menge Sp×q
(
D; (Aj)nj=0
)
besteht aus genau einem Element.
Beweis. (a1) Dies folgt aus der Wahl von f und Satz 3.1.5.
(a2) Dies ergibt sich unmittelbar aus der Wahl von g, (a1) und dem Identitätssatz für
Potenzreihen.
(b1) Dies folgt sofort aus der Definition von S˜K
[
(Aj)nj=0
]
.
(b2) Dies folgt sofort aus der Wahl der beteiligten Größen.
(b3) Dies folgt aus der Wahl von
(
Aˆj
)
j∈N0
, (b1), (b2) und dem Identitätssatz für holo-
morphe Funktionen.
(c) Dies folgt aus (a) und (b). 
Die Kombination von Satz 4.1.2 und Satz 1.8.8 ergibt nun eine Charakterisierung der
eindeutigen Lösbarkeit eines matriziellen Schurproblems.
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Folgerung 4.1.1. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p×q-Schurfolge. Es bezeichne
ln+1 bzw. rn+1 das (n+ 1)-te zu (Aj)nj=0 gehörige untere bzw. obere Schurkomplement
vom Typ II sowie f[(Aj)nj=0] die zu (Aj)
n
j=0 gehörige Typ-II-zentrale Funktion aus Sp×q (D).
Dann sind folgende Aussagen äquivalent:
(i) Die Menge Sp×q
(
D; (Aj)nj=0
)
besteht aus genau einem Element.
(ii) Es gilt Sp×q
(
D; (Aj)nj=0
)
=
{
f[(Aj)nj=0]
}
.
(iii) Es gilt ln+1 = 0p×p oder rn+1 = 0q×q.
Beweis. „(i) =⇒ (ii)“ : Dies folgt aus Teil (b1) von Satz 3.2.1.
„(ii) =⇒ (i)“ : Dies gilt trivialerweise.
„(i)⇐⇒ (iii)“ : Dies folgt aus Teil (c) von Satz 4.1.2 und Teil (c) von Satz 1.8.8. 
Zum Abschluss dieses Kapitels werden wir erkennen, dass sich Lösungen eines matriziel-
len Schurproblems mit speziellen Lösungen eines durch unsere bisherigen Untersuchungen
nahegelegten matriziellen Carathéodoryproblems identifizieren lassen. Dies ist Inhalt des
folgenden Satzes.
Satz 4.1.3. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p × q-Schurfolge. Es bezeichne
(Γj)n+1j=0 die mit (Aj)
n
j=0 assoziierte (p+ q)× (p+ q)-Carathéodoryfolge. Weiterhin seien
f ∈ A (D,Cp×q) und
Ω :=
(
IpE0 −2E1f
0q×pE0 IqE0
)
.
Dann sind folgende Aussagen äquivalent:
(i) Es gilt f ∈ Sp×q
(
D; (Aj)nj=0
)
.
(ii) Es gilt Ω ∈ Cp+q
(
D; (Γj)n+1j=0
)
.
Beweis. „(i) =⇒ (ii)“ : Es gelte (i). Dann ist insbesondere f ∈ Sp×q (D). Satz 3.1.1 liefert
somit
Ω ∈ Cp+q (D) . (4.1.1)
Wegen f ∈ Sp×q (D) gilt weiterhin f ∈ [H (D)]p×q. Es bezeichne also
(
A˜j
)
j∈N0
die
Taylorkoeffizientenfolge von f . Ebenso gilt wegen (4.1.1) auch Ω ∈ [H (D)](p+q)×(p+q). Es
bezeichne
(
Γ˜j
)
j∈N0
die Taylorkoeffizientenfolge von Ω. Unter Berücksichtigung der Wahl
von Ω und Definition 3.1.1 ist Ω die mit f assoziierte (p+q)×(p+q)-Carathéodoryfunktion
in D. Folgerung 3.1.1 liefert somit, dass
(
A˜j
)
j∈N0
eine p× q-Schurfolge und
(
Γ˜j
)
j∈N0
die
mit
(
A˜j
)
j∈N0
assoziierte (p+ q)× (p+ q)-Carathéodoryfolge ist. Wegen Bemerkung 1.6.6
folgt hieraus, dass
(
Γ˜j
)n+1
j=0
die mit
(
A˜j
)n
j=0
assoziierte (p+q)×(p+q)-Carathéodoryfolge
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ist. Unter Beachtung von (i) gilt
(
A˜j
)n
j=0
= (Aj)nj=0. Somit folgt unter Beachtung der
Wahl von (Γj)n+1j=0 also
(
Γ˜j
)n+1
j=0
= (Γj)n+1j=0 . Wegen (4.1.1) und der Wahl von
(
Γ˜j
)
j∈N0
gilt also insgesamt Ω ∈ Cp+q
(
D; (Γj)n+1j=0
)
. Somit gilt (ii).
„(ii) =⇒ (i)“ : Es gelte (ii). Dann ist insbesondere Ω ∈ Cp+q (D). Satz 3.1.1 liefert somit
f ∈ Sp×q (D) . (4.1.2)
Wegen Ω ∈ Cp+q (D) gilt weiterhin Ω ∈ [H (D)](p+q)×(p+q). Es bezeichne also wie-
der
(
Γ˜j
)
j∈N0
die Taylorkoeffizientenfolge von Ω. Ebenso gilt wegen (4.1.2) auch f ∈
[H (D)]p×q. Es bezeichne wiederum
(
A˜j
)
j∈N0
die Taylorkoeffizientenfolge von f . Un-
ter Berücksichtigung der Wahl von Ω, (4.1.2) und Definition 3.1.1 ist Ω die mit f
assoziierte (p + q) × (p + q)-Carathéodoryfunktion in D. Folgerung 3.1.1 liefert somit
wieder, dass
(
A˜j
)
j∈N0
eine p× q-Schurfolge und
(
Γ˜j
)
j∈N0
die mit
(
A˜j
)
j∈N0
assoziierte
(p+q)×(p+q)-Carathéodoryfolge ist. Wegen Bemerkung 1.6.6 folgt hieraus, dass
(
Γ˜j
)n+1
j=0
die mit
(
A˜j
)n
j=0
assoziierte (p + q) × (p + q)-Carathéodoryfolge ist. Unter Beachtung
von (ii) gilt dann
(
Γ˜j
)n+1
j=0
= (Γj)n+1j=0 . Somit gilt unter Beachtung von Definition 1.2.3
und der Wahl von (Γj)n+1j=0 also
(
A˜j
)n
j=0
= (Aj)nj=0. Wegen (4.1.2) und der Wahl von(
A˜j
)
j∈N0
gilt also insgesamt f ∈ Sp×q
(
D; (Aj)nj=0
)
. Somit gilt (i). 
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4.2. Eine Beschreibung der Lösungsmenge des matriziellen
Schurproblems mittels gebrochenlinearer Transformationen
Nachdem im vorangegangenen Abschnitt die Lösbarkeit des matriziellen Schurproblems
untersucht wurde, soll nun für eine beliebige p× q-Schurfolge (Aj)nj=0 eine vollständige
Beschreibung der Lösungsmenge des matriziellen Schurproblems Sp×q
(
D; (Aj)nj=0
)
mittels
gebrochenlinearer Transformationen von Matrizen realisiert werden. Zur Konstruktion
dieser Transformationen werden wir verschiedene in Kapitel 2 betrachtete Matrixpolynome
nutzen.
Mittels Satz 4.1.3 sind wir in der Lage, die Elemente aus Sp×q
(
D; (Aj)nj=0
)
mit gewis-
sen Lösungen eines speziellen matriziellen Carathéodoryproblems zu assoziieren. Dieser
Fakt wird grundlegend für den hier präsentierten Zugang zur Lösung des matriziellen
Schurproblems sein, denn so können wir auf die Beschreibung der Lösungsmenge von
matriziellen Carathéodoryproblemen in Anhang H.2 zurückgreifen. Diese Lösungsmenge
kann als Bild spezieller matrizieller gebrochenlinearer Transformationen dargestellt wer-
den. Wir werden also bestrebt sein, die zu einer mit einer p× q-Schurfolge assoziierten
(p+ q)× (p+ q)-Carathéodoryfolge gehörigen Transformationen in Termen der aus der
p× q-Schurfolge gewonnenen Matrixpolynome auszudrücken (vgl. Lemma 4.2.1). Hierzu
werden wir unter anderem auf unsere Untersuchungen in Abschnitt 3.2 zurückgreifen. Als
zentrales Resultat werden wir in Satz 4.2.1 und Satz 4.2.3 vollständige Beschreibungen
von Sp×q
(
D; (Aj)nj=0
)
mittels zweier dualer gebrochenlinearer Transformationen von
Matrizen erhalten.
Weiterführend sind wir an der Identifikation einer Teilmenge von Sp×q (D) interessiert,
auf der die hergeleiteten Transformationen bijektiv in Sp×q
(
D; (Aj)nj=0
)
abbilden (vgl.
Satz 4.2.4 und Satz 4.2.5). Abschließend wenden wir uns in Satz 4.2.7 speziell der Lösung
des matriziellen Schurproblems für eine strenge p× q-Schurfolge zu.
Bevor wir uns aber den soeben beschriebenen Detailuntersuchungen zuwenden, benöti-
gen wir noch einige einführende Betrachtungen zu speziellen Teilklassen von matrixwerti-
gen Schurfunktionen:
Definition 4.2.1. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p×q-Schurfolge. Es bezeichne
ln+1 bzw. rn+1 das (n+1)-te zu (Aj)nj=0 gehörige untere bzw. obere Schurkomplement vom
Typ II. Weiter sei g ∈ Sp×q (D). Dann heißt g an (Aj)nj=0 angepasst, falls die Beziehung
ln+1l
+
n+1gr
+
n+1rn+1 = g
erfüllt ist. Es bezeichnet S[(Aj)
n
j=0]
p×q (D) die Menge aller an (Aj)nj=0 angepassten Funktionen
aus Sp×q (D).
Wir betten Definition 4.2.1 und Definition H.2.1 nun in den Kontext der zu p × q-
Schurfolgen assoziierten (p+ q)× (p+ q)-Carathéodoryfolgen ein.
Bemerkung 4.2.1. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p × q-Schurfolge. Es
bezeichne (Γj)n+1j=0 die zu (Aj)
n
j=0 assoziierte (p+ q)× (p+ q)-Carathéodoryfolge.
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(a) Seien g ∈ A (D,Cp×q) und
G :=
(
0p×pE0 g
0q×pE0 0q×qE0
)
.
(a1) Es sind folgende Aussagen äquivalent:
(i) Es gilt g ∈ Sp×q (D).
(ii) Es gilt G ∈ S(p+q)×(p+q) (D).
(a2) Es sind folgende Aussagen äquivalent:
(iii) Es gilt g ∈ S[(Aj)
n
j=0]
p×q (D).
(iv) Es gilt G ∈ S(p+q)×(p+q);(Γj)n+1j=0 (D).
(b) Es sei G ∈ A
(
D,C(p+q)×(p+q)
)
und es bezeichne g den oberen rechten p× q-Block
von G:
G =
(
∗ g
∗ ∗
)
.
(b1) Sei G ∈ S(p+q)×(p+q) (D). Dann gilt g ∈ Sp×q (D).
(b2) Sei G ∈ S(p+q)×(p+q);(Γj)n+1j=0 (D). Dann gilt g ∈ S
[(Aj)nj=0]
p×q (D).
Beweis. Es sei (Bj)n+1j=0 die mit (Γj)
n+1
j=0 asoziierte nichtnegativ definite Folge aus
C(p+q)×(p+q). Wegen Bemerkung 1.2.5 ist dann (Bj)n+1j=0 die mit (Aj)
n
j=0 asoziierte nicht-
negativ definite Folge aus C(p+q)×(p+q). Es bezeichne ln+1 bzw. rn+1 das (n + 1)-te zu
(Aj)nj=0 gehörige untere bzw. obere Schurkomplement vom Typ II. Weiterhin bezeichne
Ln+2 bzw. Rn+2 das (n+ 2)-te zu (Bj)n+1j=0 gehörige untere bzw. obere Schurkomplement
vom Typ I.
(a1) „(i)⇐⇒ (ii)“ : Dies folgt aus der Definition von G und Teil (a) von Bemerkung A.5.2.
(a2) Unter Beachtung von Teil (b) und Teil (c) von Satz 1.2.2 sowie Lemma A.7.2 und
der Definition von G gilt
Ln+2L
+
n+2GR
+
n+2Rn+2 =
(
0p×pE0 ln+1l+n+1gr+n+1rn+1
0q×pE0 0q×qE0
)
.
Mittels (a1) sowie Definition 4.2.1 und Definition H.2.1 erkennt man hieraus die Äquivalenz
der beiden Aussagen.
(b1) Dies folgt aus der Wahl von g sowie Teil (a) von Satz A.5.4.
(b2) Wegen G ∈ S(p+q)×(p+q);(Γj)n+1j=0 (D) und Definition H.2.1 gilt
Ln+2L
+
n+2GR
+
n+2Rn+2 = G .
Unter Bachtung von Teil (b) und Teil (c) von Satz 1.2.2 sowie Lemma A.7.2 liefert
Betrachtung des oberen rechten p× q-Blocks auf beiden Seiten dann
ln+1l
+
n+1gr
+
n+1rn+1 = g .
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Mittels (b1) folgt somit g ∈ S[(Aj)
n
j=0]
p×q (D). Damit ist alles gezeigt. 
Es folgen nun erste Beobachtungen über an p× q-Schurfolgen angepasste Funktionen
aus Sp×q (D).
Bemerkung 4.2.2. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p×q-Schurfolge. Es bezeich-
ne ln+1 bzw. rn+1 das (n+ 1)-te zu (Aj)nj=0 gehörige untere bzw. obere Schurkomplement
vom Typ II.
(a) Es gelten ln+1 ∈ Cp×p≥ und rn+1 ∈ Cq×q≥ .
(b) Seien g ∈ Sp×q (D) und g˜ := ln+1l+n+1gr+n+1rn+1.
(b1) Es gilt g˜ ∈ S[(Aj)
n
j=0]
p×q (D).
(b2) Es gilt
√
ln+1
+
g
√
rn+1 =
√
ln+1
+
g˜
√
rn+1.
(b3) Es gilt
√
ln+1g
√
rn+1
+ =
√
ln+1g˜
√
rn+1
+.
Beweis. Es bezeichne (Γj)n+1j=0 die zu (Aj)
n
j=0 assoziierte (p + q) × (p + q)-Carathéo-
doryfolge. Weiterhin sei (Bj)n+1j=0 die mit (Γj)
n+1
j=0 assoziierte nichtnegativ definite Folge
aus C(p+q)×(p+q). Wegen Bemerkung 1.2.5 ist dann (Bj)n+1j=0 die mit (Aj)
n
j=0 asoziierte
nichtnegativ definite Folge aus C(p+q)×(p+q). Es bezeichne Ln+2 bzw. Rn+2 das (n+ 2)-te
zu (Bj)n+1j=0 gehörige untere bzw. obere Schurkomplement vom Typ I.
(a) Dies folgt aus Teil (a) von Satz 1.3.1.
(b) Es sei
G :=
(
0p×pE0 g
0q×pE0 0q×qE0
)
. (4.2.1)
Wegen g ∈ Sp×q (D) und Teil (a1) von Bemerkung 4.2.1 gilt dann
G ∈ S(p+q)×(p+q) (D) . (4.2.2)
Weiterhin sei
G˜ := Ln+2L+n+2GR+n+2Rn+2 . (4.2.3)
Aus (4.2.3), (4.2.1), Teil (b) und Teil (c) von Satz 1.2.2, Lemma A.7.2 und der Definition
von g˜ folgt dann
G˜ =
(
0p×pE0 g˜
0q×pE0 0q×qE0
)
. (4.2.4)
(b1) Unter Beachtung von (4.2.2) und (4.2.3) liefert Teil (a) von Bemerkung H.2.1 nun G˜ ∈
S(p+q)×(p+q);(Γj)n+1j=0 (D). Hieraus folgt mittels (4.2.4) und Teil (a2) von Bemerkung 4.2.1
dann g˜ ∈ S[(Aj)
n
j=0]
p×q (D). Damit ist (b1) gezeigt.
(b2), (b3) Dies folgt aus (4.2.1), (4.2.2), (4.2.3), (4.2.4), Lemma A.6.1, Teil (b) und
Teil (c) von Satz 1.2.2, Lemma A.7.2 und Teil (b) bzw. Teil (c) von Bemerkung H.2.1. 
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Bemerkung 4.2.3. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine strenge p× q-Schurfolge.
Dann gilt S[(Aj)
n
j=0]
p×q (D) = Sp×q (D).
Beweis. Es bezeichne ln+1 bzw. rn+1 das (n + 1)-te zu (Aj)nj=0 gehörige untere bzw.
obere Schurkomplement vom Typ II. Wegen Satz 1.3.3 gelten dann det ln+1 6= 0 und
det rn+1 6= 0. Hieraus folgen mittels Lemma A.7.1 nun l+n+1 = l−1n+1 und r+n+1 = r−1n+1. Für
g ∈ Sp×q (D) folgt somit
ln+1l
+
n+1gr
+
n+1rn+1 = g .
Unter Berücksichtigung von Definition 4.2.1 folgt hieraus sofort die Behauptung. 
Dem nachfolgenden Lemma wird eine Schlüsselrolle in unserem Zugang zur Beschrei-
bung der Menge Sp×q
(
D; (Aj)nj=0
)
zukommen. Es wird uns gelingen, den Zusammenhang
zwischen speziellen mit einer p × q-Schurfolge verbundenen gebrochenlinearen Trans-
formationen und analogen mit der assoziierten (p + q) × (p + q)−Carathéodoryfolge
verbundenen gebrochenlinearen Transformationen herzuleiten.
Lemma 4.2.1. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p× q-Schurfolge. Es bezeichne
ln+1 bzw. rn+1 das (n+ 1)-te zu (Aj)nj=0 gehörige untere bzw. obere Schurkomplement
vom Typ II. Im Fall n = 0 seien weiterhin ρ0 := IqE0 und pi0 := A0E0 sowie τ0 := IpE0
und σ0 := A0E0. Im Fall n ∈ N seien (vj)nj=1 ∈ y′n
(
(Aj)nj=0
)
und (wj)nj=1 ∈ z′n
(
(Aj)nj=0
)
und es bezeichne [ρn, pin] das mit (Aj)nj=0 und (vj)
n
j=1 rechtsseitig assoziierte Paar von
Matrixpolynomen sowie [τn, σn] das mit (Aj)nj=0 und (wj)
n
j=1 linksseitig assoziierte Paar
von Matrixpolynomen. Es bezeichne [τn][n] bzw. [σn][n] das n-Reziproke zu τn bzw. σn. Es
bezeichne weiterhin (Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus
C(p+q)×(p+q) sowie (Γj)n+1j=0 die mit (Aj)
n
j=0 assoziierte (p+q)×(p+q)−Carathéodoryfolge.
Letztlich bezeichne Ln+2 bzw. Rn+2 das (n+ 2)-te zu (Bj)n+1j=0 gehörige untere bzw. obere
Schurkomplement vom Typ I.
(a) Es ist (Bj)n+1j=0 die mit (Γj)
n+1
j=0 assoziierte nichtnegativ definite Folge.
(b) Es gelten ln+1 ∈ Cp×p≥ und rn+1 ∈ Cq×q≥ sowie Ln+2 ∈ C(p+q)×(p+q)≥ und Rn+2 ∈
C(p+q)×(p+q)≥ .
(c) Im Fall n = 0 seien
V1 :=
(
0p×p −A0
0q×p 0q×q
)
und W1 :=
(
0p×p −A0
0q×p 0q×q
)
.
Im Fall n ∈ N seien (vj,r)nj=0 die zu (Aj)nj=0 und (vj)nj=1 rechtsseitig assoziierte
Folge und (wj,l)nj=0 die zu (Aj)
n
j=0 und (wj)
n
j=1 linksseitig assoziierte Folge. Mit
der Setzung vn+1 := 0q×q seien für k ∈ {0, . . . , n} nun
Vk+1 :=
(
0p×p −vk,r
0q×p −vk+1
)
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sowie mit der Setzung wn+1 := 0p×p für k ∈ {0, . . . , n} weiterhin
Wk+1 :=
(
−wk+1 −wk,l
0q×p 0q×q
)
.
Dann gelten
(Vj)n+1j=1 ∈ Y ′n+1
(
(Bj)n+1j=0
)
und (Wj)n+1j=1 ∈ Z ′n+1
(
(Bj)n+1j=0
)
.
(d) Es bezeichne [Pn+1, Sn+1] das mit (Γj)n+1j=0 und (Vj)
n+1
j=1 rechtsseitig assoziierte Paar
von Matrixpolynomen sowie [Qn+1, Tn+1] das mit (Γj)n+1j=0 und (Wj)
n+1
j=1 linkssei-
tig assoziierte Paar von Matrixpolynomen. Weiterhin bezeichne [Qn+1][n+1] bzw.
[Tn+1][n+1] das (n+ 1)-Reziproke zu Qn+1 bzw. Tn+1.
(d1) Sei g ∈ Sp×q (D) sowie
G :=
(
0p×pE0 g
0q×pE0 0q×qE0
)
.
Dann gilt G ∈ S(p+q)×(p+q) (D).
(d2) Sei w ∈ D. Dann gelten
det
(
w
[
[σn][n] (w)
]√
ln+1
+
[g (w)]√rn+1 + ρn (w)
)
6= 0
und
det
(
w
[
[Qn+1][n+1] (w)
]√
Ln+2
+ [G (w)]
√
Rn+2 + Pn+1 (w)
)
6= 0 .
(d3) Unter Beachtung von (d2) sei die Abbildung Sg : D→ Cp×q definiert gemäß
w 7→
(
w
[
[τn][n] (w)
]√
ln+1
+
[g (w)]√rn+1 + pin (w)
)
·
(
w
[
[σn][n] (w)
]√
ln+1
+
[g (w)]√rn+1 + ρn (w)
)−1
sowie die Abbildung ΣG : D→ C(p+q)×(p+q) definiert gemäß
w 7→
(
−w
[
[Tn+1][n+1] (w)
]√
Ln+2
+ [G (w)]
√
Rn+2 + Sn+1 (w)
)
·
(
w
[
[Qn+1][n+1] (w)
]√
Ln+2
+ [G (w)]
√
Rn+2 + Pn+1 (w)
)−1
.
Dann gilt
ΣG =
(
IpE0 −2E1Sg
0q×pE0 IqE0
)
.
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(d4) Sei G ∈ S(p+q)×(p+q) (D) derart, dass mit einem f ∈ [H (D)]p×q die Bezie-
hung
ΣG =
(
IpE0 −2E1f
0q×pE0 IqE0
)
erfüllt ist. Es sei
G =
(
g11 g

12
g21 g

22
)
die Blockzerlegung von G mit g11 ∈ A (D,Cp×p). Dann gelten g12 ∈ Sp×q (D)
und
Sg12
= f .
Beweis. (a) Dies folgt aus Bemerkung 1.2.5.
(b) Aus Teil (a) von Satz 1.3.1 folgen ln+1 ∈ Cp×p≥ und rn+1 ∈ Cq×q≥ . Wegen Satz B.1.3
gelten weiterhin Ln+2 ∈ C(p+q)×(p+q)≥ und Rn+2 ∈ C(p+q)×(p+q)≥ .
(c) Im Fall n = 0 folgt dies aus Teil (b5) und Teil (c5) von Satz 2.4.2. Im Fall n ∈ N
gelten die Behauptungen wegen Teil (a) und Teil (b) von Satz 2.2.8.
(d) Unter Beachtung von Teil (b) und Teil (c) von Satz 1.2.2 sowie Lemma A.6.1 und
Lemma A.7.2 gelten √
Rn+2 = diag
(
Ip,
√
rn+1
)
(4.2.5)
sowie √
Ln+2
+ = diag
(√
ln+1
+
, Iq
)
. (4.2.6)
Unter Beachtung von Teil (b2) von Satz 2.4.2 im Fall n = 0 sowie Teil (b2) von Satz 2.4.1
im Fall n ∈ N gelten die Beziehungen
Pn+1 =
(
IpE0 pinE1
0q×pE0 ρn
)
(4.2.7)
und
Sn+1 =
(
IpE0 −pinE1
0q×pE0 ρn
)
. (4.2.8)
Unter Beachtung von Teil (c4) von Satz 2.4.2 im Fall n = 0 sowie Teil (c4) von Satz 2.4.1
im Fall n ∈ N gelten weiterhin die Beziehungen
[Qn+1][n+1] =
(
[τn][n] E1 0p×qE0
[σn][n] IqEn+1
)
(4.2.9)
und
[Tn+1][n+1] =
(
[τn][n] E1 0p×qE0
− [σn][n] IqEn+1
)
. (4.2.10)
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(d1) Dies folgt aus Teil (a1) von Bemerkung 4.2.1.
(d2) Wegen g ∈ Sp×q (D) gilt g (w) ∈ Kp×q. Somit folgt aus Teil (c1) von Satz 3.2.8 dann
det
(
w
[
[σn][n] (w)
]√
ln+1
+
[g (w)]√rn+1 + ρn (w)
)
6= 0 .
Unter Beachtung von (d1) gilt wegen Teil (a) von Satz H.2.1 weiterhin
det
(
w
[
[Qn+1][n+1] (w)
]√
Ln+2
+ [G (w)]
√
Rn+2 + Pn+1 (w)
)
6= 0 .
(d3) Sei w ∈ D. Aufgrund von (4.2.9), (4.2.6), der Definition von G, (4.2.5) und (4.2.7)
ist
w
[
[Qn+1][n+1] (w)
]√
Ln+2
+ [G (w)]
√
Rn+2 + Pn+1 (w)
=
 Ip w (w [[τn][n] (w)]√ln+1+ [g (w)]√rn+1 + pin (w))
0q×p w
[
[σn][n] (w)
]√
ln+1
+ [g (w)]√rn+1 + ρn (w)
 . (4.2.11)
Aus (4.2.11), (d2) und Teil (c) von Satz A.8.2 folgt(
w
[
[Qn+1][n+1] (w)
]√
Ln+2
+ [G (w)]
√
Rn+2 + Pn+1 (w)
)−1
=
 Ip
−w
(
w
[
[τn][n] (w)
]√
ln+1
+ [g (w)]√rn+1 + pin (w)
)
·
(
w
[
[σn][n] (w)
]√
ln+1
+ [g (w)]√rn+1 + ρn (w)
)−1
0q×p
(
w
[
[σn][n] (w)
]√
ln+1
+ [g (w)]√rn+1 + ρn (w)
)−1
 .
(4.2.12)
Unter Beachtung von (4.2.10), (4.2.6), der Definition von G, (4.2.5) und (4.2.8) gilt
weiterhin
− w
[
[Tn+1][n+1] (w)
]√
Ln+2
+ [G (w)]
√
Rn+2 + Sn+1 (w)
=
 Ip −w (w [[τn][n] (w)]√ln+1+ [g (w)]√rn+1 + pin (w))
0q×p w
[
[σn][n] (w)
]√
ln+1
+ [g (w)]√rn+1 + ρn (w)
 . (4.2.13)
Aus der Definition von ΣG, (4.2.13), (4.2.12) und der Definition von Sg ergibt sich nun
ΣG (w) =
 Ip −w (w [[τn][n] (w)]√ln+1+ [g (w)]√rn+1 + pin (w))
0q×p w
[
[σn][n] (w)
]√
ln+1
+ [g (w)]√rn+1 + ρn (w)

·
 Ip
−w
(
w
[
[τn][n] (w)
]√
ln+1
+ [g (w)]√rn+1 + pin (w)
)
·
(
w
[
[σn][n] (w)
]√
ln+1
+ [g (w)]√rn+1 + ρn (w)
)−1
0q×p
(
w
[
[σn][n] (w)
]√
ln+1
+ [g (w)]√rn+1 + ρn (w)
)−1

=
(
Ip −2wSg (w)
0q×p Iq
)
.
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Wegen w ∈ D folgt hieraus schließlich
ΣG =
(
IpE0 −2E1Sg
0q×pE0 IqE0
)
.
Damit ist (d3) gezeigt.
(d4) Aufgrund von G ∈ S(p+q)×(p+q) (D) und Teil (b1) von Bemerkung 4.2.1 gilt
g12 ∈ Sp×q (D) . (4.2.14)
Sei w ∈ D. Aus
ΣG =
(
IpE0 −2E1f
0q×pE0 IqE0
)
und der Definition von ΣG folgt(
Ip −2wf (w)
0q×p Iq
)(
w
[
[Qn+1][n+1] (w)
]√
Ln+2
+ [
G (w)
]√
Rn+2 + Pn+1 (w)
)
= −w
[
[Tn+1][n+1] (w)
]√
Ln+2
+ [
G (w)
]√
Rn+2 + Sn+1 (w) .
(4.2.15)
Wir berechnen zunächst eine Blockdarstellung der rechten Seite von (4.2.15). Es sei also
−w
[
[Tn+1][n+1] (w)
]√
Ln+2
+ [
G (w)
]√
Rn+2 + Sn+1 (w) =
(
E11 E12
E21 E22
)
(4.2.16)
mit E11 ∈ Cp×p. Aus (4.2.10), (4.2.6), der Blockzerlegung von G, (4.2.5), (4.2.8) und
(4.2.16) folgen dann also
E11 = Ip − w2
[
[τn][n] (w)
]√
ln+1
+ [
g11 (w)
]
,
E12 = −w
(
w
[
[τn][n] (w)
]√
ln+1
+ [
g12 (w)
]√
rn+1 + pin (w)
)
, (4.2.17)
E21 = w
([
[σn][n] (w)
]√
ln+1
+ [
g11 (w)
]
+ wn+1
[
g21 (w)
])
und
E22 = w
[
[σn][n] (w)
]√
ln+1
+ [
g12 (w)
]√
rn+1 − wn+2
[
g22 (w)
]√
rn+1 + ρn (w) .
(4.2.18)
Wir wenden uns nun einer Blockdarstellung des Ausdrucks
w
[
[Qn+1][n+1] (w)
]√
Ln+2
+ [
G (w)
]√
Rn+2 + Pn+1 (w)
zu. Sei also
w
[
[Qn+1][n+1] (w)
]√
Ln+2
+ [
G (w)
]√
Rn+2 + Pn+1 (w) =
(
F11 F12
F21 F22
)
(4.2.19)
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mit F11 ∈ Cp×p. Mittels (4.2.9), (4.2.6), der Blockzerlegung von G, (4.2.5), (4.2.7) und
(4.2.19) erhält man
F11 = Ip + w2
[
[τn][n] (w)
]√
ln+1
+ [
g11 (w)
]
,
F12 = w
(
w
[
[τn][n] (w)
]√
ln+1
+ [
g12 (w)
]√
rn+1 + pin (w)
)
, (4.2.20)
F21 = w
([
[σn][n] (w)
]√
ln+1
+ [
g11 (w)
]
+ wn+1
[
g21 (w)
])
und
F22 = w
[
[σn][n] (w)
]√
ln+1
+ [
g12 (w)
]√
rn+1 + wn+2
[
g22 (w)
]√
rn+1 + ρn (w) .
(4.2.21)
Aus (4.2.19), (4.2.15) und (4.2.16) folgt nun(
F11 − 2wf (w)F21 F12 − 2wf (w)F22
F21 F22
)
=
(
E11 E12
E21 E22
)
. (4.2.22)
Vergleich der unteren rechten q× q-Blöcke in (4.2.22) liefert unter Beachtung von (4.2.18)
und (4.2.21) dann
w
[
[σn][n] (w)
]√
ln+1
+ [
g12 (w)
]√
rn+1 + wn+2
[
g22 (w)
]√
rn+1 + ρn (w)
= w
[
[σn][n] (w)
]√
ln+1
+ [
g12 (w)
]√
rn+1 − wn+2
[
g22 (w)
]√
rn+1 + ρn (w)
und somit
wn+2
[
g22 (w)
]√
rn+1 = 0q×q . (4.2.23)
Vergleich der oberen rechten p× q-Blöcke in (4.2.22) liefert unter Beachtung von (4.2.17),
(4.2.20) und (4.2.21) weiterhin
w
(
w
[
[τn][n] (w)
]√
ln+1
+ [
g12 (w)
]√
rn+1 + pin (w)
)
− 2wf (w)
(
w
[
[σn][n] (w)
]√
ln+1
+ [
g12 (w)
]√
rn+1 + wn+2
[
g22 (w)
]√
rn+1 + ρn (w)
)
= −w
(
w
[
[τn][n] (w)
]√
ln+1
+ [
g12 (w)
]√
rn+1 + pin (w)
)
und mittels (4.2.23) somit
2w
(
w
[
[τn][n] (w)
]√
ln+1
+ [
g12 (w)
]√
rn+1 + pin (w)
−f (w)
(
w
[
[σn][n] (w)
]√
ln+1
+ [
g12 (w)
]√
rn+1 + ρn (w)
))
= 0p×q .
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Hieraus folgt zunächst für w 6= 0 und aufgrund der Holomorphie aller beteiligten Größen
mittels des Identitätssatzes für holomorphe Funktionen dann auch für w = 0 die Beziehung
w
[
[τn][n] (w)
]√
ln+1
+ [
g12 (w)
]√
rn+1 + pin (w)
= f (w)
(
w
[
[σn][n] (w)
]√
ln+1
+ [
g12 (w)
]√
rn+1 + ρn (w)
)
Unter Beachtung von (4.2.14), (b) und der Definition von Sg12 ergibt sich hieraus dann
f (w) = Sg12 (w). Hieraus folgt unter Beachtung von w ∈ D nun
f = Sg12 . (4.2.24)
Wegen (4.2.14) und (4.2.24) ist dann (d4) gezeigt. 
Wir sind nun in der Lage, die eingangs formulierte Strategie abzuschließen und mit-
hilfe von Lemma 4.2.1 und Satz H.2.2 im nachfolgenden Resultat eine vollständige
Beschreibung der Lösungsmenge des matriziellen Schurproblems mittels einer (rechten)
gebrochenlinearen Transformation von Matrizen zu erhalten.
Satz 4.2.1. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p× q-Schurfolge. Es bezeichne ln+1
bzw. rn+1 das (n+ 1)-te zu (Aj)nj=0 gehörige untere bzw. obere Schurkomplement vom
Typ II. Im Fall n = 0 seien weiterhin ρ0 := IqE0 und pi0 := A0E0 sowie τ0 := IpE0 und
σ0 := A0E0. Im Fall n ∈ N seien (vj)nj=1 ∈ y′n
(
(Aj)nj=0
)
und (wj)nj=1 ∈ z′n
(
(Aj)nj=0
)
und es bezeichne [ρn, pin] das mit (Aj)nj=0 und (vj)
n
j=1 rechtsseitig assoziierte Paar von
Matrixpolynomen sowie [τn, σn] das mit (Aj)nj=0 und (wj)
n
j=1 linksseitig assoziierte Paar
von Matrixpolynomen. Es bezeichne [τn][n] bzw. [σn][n] das n-Reziproke zu τn bzw. σn.
(a) Es gelten ln+1 ∈ Cp×p≥ und rn+1 ∈ Cq×q≥ .
(b) Sei g ∈ Sp×q (D). Weiter sei w ∈ D. Dann gilt
det
(
w
[
[σn][n] (w)
]√
ln+1
+
[g (w)]√rn+1 + ρn (w)
)
6= 0 .
(c) Unter Beachtung von (b) werde für g ∈ Sp×q (D) die Abbildung Sg : D → Cp×q
gemäß
w 7→
(
w
[
[τn][n] (w)
]√
ln+1
+
[g (w)]√rn+1 + pin (w)
)
·
(
w
[
[σn][n] (w)
]√
ln+1
+
[g (w)]√rn+1 + ρn (w)
)−1
definiert. Dann gilt Sp×q
(
D; (Aj)nj=0
)
= {Sg : g ∈ Sp×q (D)}.
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Beweis. (a) Dies folgt aus Teil (a) von Satz 1.3.1.
(b) Dies folgt aus Teil (d2) von Lemma 4.2.1.
(c) Es bezeichne (Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus
C(p+q)×(p+q) sowie (Γj)n+1j=0 die mit (Aj)
n
j=0 assoziierte (p+q)× (p+q)-Carathéodoryfolge.
Wegen Bemerkung 1.2.5 ist (Bj)n+1j=0 die mit (Γj)
n+1
j=0 assoziierte nichtnegativ definite
Folge. Weiterhin bezeichne Ln+2 bzw. Rn+2 das (n+ 2)-te zu (Bj)n+1j=0 gehörige untere
bzw. obere Schurkomplement vom Typ I. Wegen Satz B.1.3 gelten Ln+2 ∈ C(p+q)×(p+q)≥
und Rn+2 ∈ C(p+q)×(p+q)≥ . Im Fall n = 0 seien
V1 :=
(
0p×p −A0
0q×p 0q×q
)
und W1 :=
(
0p×p −A0
0q×p 0q×q
)
.
Im Fall n ∈ N seien (vj,r)nj=0 die zu (Aj)nj=0 und (vj)nj=1 rechtsseitig assoziierte Folge
und (wj,l)nj=0 die zu (Aj)
n
j=0 und (wj)
n
j=1 linksseitig assoziierte Folge. Mit der Setzung
vn+1 := 0q×q seien für k ∈ {0, . . . , n} nun
Vk+1 :=
(
0p×p −vk,r
0q×p −vk+1
)
sowie mit der Setzung wn+1 := 0p×p für k ∈ {0, . . . , n} weiterhin
Wk+1 :=
(
−wk+1 −wk,l
0q×p 0q×q
)
.
Wegen Teil (c) von Lemma 4.2.1 gelten dann (Vj)n+1j=1 ∈ Y ′n+1
(
(Bj)n+1j=0
)
und (Wj)n+1j=1 ∈
Z ′n+1
(
(Bj)n+1j=0
)
. Es bezeichne [Pn+1, Sn+1] das mit (Γj)n+1j=0 und (Vj)
n+1
j=1 rechtsseitig
assoziierte Paar von Matrixpolynomen sowie [Qn+1, Tn+1] das mit (Γj)n+1j=0 und (Wj)
n+1
j=1
linksseitig assoziierte Paar von Matrixpolynomen. Weiterhin bezeichne [Qn+1][n+1] bzw.
[Tn+1][n+1] das (n+1)-Reziproke zu Qn+1 bzw. Tn+1. Für G ∈ S(p+q)×(p+q) (D) gilt wegen
Teil (d2) von Lemma 4.2.1 zunächst
det
(
w
[
[Qn+1][n+1] (w)
]√
Ln+2
+ [G (w)]
√
Rn+2 + Pn+1 (w)
)
6= 0 .
Somit werde für G ∈ S(p+q)×(p+q) (D) die Abbildung ΣG : D→ C(p+q)×(p+q) gemäß
w 7→
(
−w
[
[Tn+1][n+1] (w)
]√
Ln+2
+ [G (w)]
√
Rn+2 + Sn+1 (w)
)
·
(
w
[
[Qn+1][n+1] (w)
]√
Ln+2
+ [G (w)]
√
Rn+2 + Pn+1 (w)
)−1
definiert. Wegen der Definition der beteiligten Größen liefert Teil (b) von Satz H.2.2 dann
Cp+q
(
D; (Γj)n+1j=0
)
=
{
ΣG : G ∈ S(p+q)×(p+q) (D)
}
. (4.2.25)
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Sei nun
g ∈ Sp×q (D) . (4.2.26)
Weiter sei
G :=
(
0p×pE0 g
0q×pE0 0q×qE0
)
.
Wegen Teil (a1) von Bemerkung 4.2.1 gilt dann G ∈ S(p+q)×(p+q) (D). Somit liefert (4.2.25)
dann
ΣG ∈ Cp+q
(
D; (Γj)n+1j=0
)
. (4.2.27)
Unter Beachtung von (4.2.26) und der Wahl von G gilt wegen Teil (d3) von Lemma 4.2.1
weiterhin
ΣG =
(
IpE0 −2E1Sg
0q×pE0 IqE0
)
. (4.2.28)
Aus (4.2.27) und (4.2.28) folgt in Kombination mit Satz 4.1.3 dann
Sg ∈ Sp×q
(
D; (Aj)nj=0
)
.
Unter zusätzlicher Beachtung von (4.2.26) gilt also
{Sg : g ∈ Sp×q (D)} ⊆ Sp×q
(
D; (Aj)nj=0
)
. (4.2.29)
Sei nun umgekehrt
f ∈ Sp×q
(
D; (Aj)nj=0
)
. (4.2.30)
Weiterhin sei
Ω :=
(
IpE0 −2E1f
0q×pE0 IqE0
)
. (4.2.31)
Wegen (4.2.30) und (4.2.31) liefert Satz 4.1.3 also
Ω ∈ Cp+q
(
D; (Γj)n+1j=0
)
.
Somit liefert (4.2.25) die Existenz eines
G ∈ S(p+q)×(p+q) (D) (4.2.32)
mit
Ω = ΣG . (4.2.33)
Es sei
G =
(
g11 g12
g21 g22
)
(4.2.34)
die Blockzerlegung von G mit g11 ∈ A (D,Cp×p). Wegen (4.2.30) gilt insbesondere
f ∈ [H (D)]p×q. Somit liefert Teil (d4) von Lemma 4.2.1 unter Beachtung von (4.2.31),
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(4.2.32), (4.2.33) und (4.2.34) dann g12 ∈ Sp×q (D) und f = Sg12 . Unter Beachtung von
(4.2.30) gilt also auch
Sp×q
(
D; (Aj)nj=0
)
⊆ {Sg : g ∈ Sp×q (D)} . (4.2.35)
Die Kombination von (4.2.29) und (4.2.35) liefert schließlich
Sp×q
(
D; (Aj)nj=0
)
= {Sg : g ∈ Sp×q (D)} .
Damit ist alles gezeigt. 
Unsere nächsten Untersuchungen sind darauf ausgerichtet, ein zu Satz 4.2.1 duales
Resultat mit einer linken gebrochenlinearen Transformation herzuleiten. Hierzu werden wir
zunächst den Zusammenhang zwischen den beteiligten Transformationen herausstellen.
Satz 4.2.2. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p× q-Schurfolge. Es bezeichne ln+1
bzw. rn+1 das (n+ 1)-te zu (Aj)nj=0 gehörige untere bzw. obere Schurkomplement vom
Typ II. Im Fall n = 0 seien weiterhin ρ0 := IqE0 und pi0 := A0E0 sowie τ0 := IpE0 und
σ0 := A0E0. Im Fall n ∈ N seien (vj)nj=1 ∈ y′n
(
(Aj)nj=0
)
und (wj)nj=1 ∈ z′n
(
(Aj)nj=0
)
und es bezeichne [ρn, pin] das mit (Aj)nj=0 und (vj)
n
j=1 rechtsseitig assoziierte Paar von
Matrixpolynomen sowie [τn, σn] das mit (Aj)nj=0 und (wj)
n
j=1 linksseitig assoziierte Paar
von Matrixpolynomen. Es bezeichne [ρn][n] bzw. [pin][n] bzw. [τn][n] bzw. [σn][n] das n-
Reziproke zu ρn bzw. pin bzw. τn bzw. σn.
(a) Es gelten ln+1 ∈ Cp×p≥ und rn+1 ∈ Cq×q≥ .
(b) Sei g ∈ Sp×q (D). Weiter sei w ∈ D. Dann gelten
det
(
w
[
[σn][n] (w)
]√
ln+1
+
[g (w)]√rn+1 + ρn (w)
)
6= 0
und
det
(√
ln+1 [g (w)]
√
rn+1
+w
[
[pin][n] (w)
]
+ τn (w)
)
6= 0 .
(c) Unter Beachtung von (b) seien die Abbildungen Sg : D→ Cp×q gemäß
w 7→
(
w
[
[τn][n] (w)
]√
ln+1
+
[g (w)]√rn+1 + pin (w)
)
·
(
w
[
[σn][n] (w)
]√
ln+1
+
[g (w)]√rn+1 + ρn (w)
)−1
sowie Tg : D→ Cp×q gemäß
w 7→
(√
ln+1 [g (w)]
√
rn+1
+w
[
[pin][n] (w)
]
+ τn (w)
)−1
·
(√
ln+1 [g (w)]
√
rn+1
+w
[
[ρn][n] (w)
]
+ σn (w)
)
definiert. Dann gilt Sg = Tg.
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Beweis. (a) Dies folgt aus Teil (a) von Satz 1.3.1.
(b) Wegen g ∈ Sp×q (D) gilt g (w) ∈ Kp×q. Somit folgen aus Teil (c1) von Satz 3.2.8
dann beide Behauptungen. (c) Sei w ∈ D. Wegen g ∈ Sp×q (D) gilt g (w) ∈ Kp×q. Somit
folgt aus Teil (c2) von Satz 3.2.8 und der Definition der Abbildungen Sg und Tg dann
Sg (w) = Tg (w). Wegen w ∈ D gilt somit Sg = Tg. 
Satz 4.2.2 ermöglicht uns nun sofort die Formulierung des zu Satz 4.2.1 dualen linken
Resultats.
Satz 4.2.3. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p× q-Schurfolge. Es bezeichne ln+1
bzw. rn+1 das (n+ 1)-te zu (Aj)nj=0 gehörige untere bzw. obere Schurkomplement vom
Typ II. Im Fall n = 0 seien weiterhin ρ0 := IqE0 und pi0 := A0E0 sowie τ0 := IpE0 und
σ0 := A0E0. Im Fall n ∈ N seien (vj)nj=1 ∈ y′n
(
(Aj)nj=0
)
und (wj)nj=1 ∈ z′n
(
(Aj)nj=0
)
und es bezeichne [ρn, pin] das mit (Aj)nj=0 und (vj)
n
j=1 rechtsseitig assoziierte Paar von
Matrixpolynomen sowie [τn, σn] das mit (Aj)nj=0 und (wj)
n
j=1 linksseitig assoziierte Paar
von Matrixpolynomen. Es bezeichne [ρn][n] bzw. [pin][n] das n-Reziproke zu ρn bzw. pin.
(a) Es gelten ln+1 ∈ Cp×p≥ und rn+1 ∈ Cq×q≥ .
(b) Sei g ∈ Sp×q (D). Weiter sei w ∈ D. Dann gilt
det
(√
ln+1 [g (w)]
√
rn+1
+w
[
[pin][n] (w)
]
+ τn (w)
)
6= 0 .
(c) Unter Beachtung von (b) werde für g ∈ Sp×q (D) die Abbildung Tg : D → Cp×q
gemäß
w 7→
(√
ln+1 [g (w)]
√
rn+1
+w
[
[pin][n] (w)
]
+ τn (w)
)−1
·
(√
ln+1 [g (w)]
√
rn+1
+w
[
[ρn][n] (w)
]
+ σn (w)
)
definiert. Dann gilt Sp×q
(
D; (Aj)nj=0
)
= {Tg : g ∈ Sp×q (D)}.
Beweis. (a) Dies folgt aus Teil (a) von Satz 1.3.1.
(b) Dies folgt aus Teil (b) von Satz 4.2.2.
(c) Dies folgt sofort aus der Kombination von Teil (c) von Satz 4.2.1 und Teil (c) von
Satz 4.2.2. 
Wir wollen im Folgenden für eine spezielle Teilklasse von Sp×q (D) nachweisen, dass
die in Satz 4.2.1 und Satz 4.2.3 betrachteten gebrochenlinearen Transformationen sogar
Bijektionen dieser Teilklasse zur Menge Sp×q
(
D; (Aj)nj=0
)
liefern. Hierbei werden wir auf
die Menge aller an die vorgegebene p× q-Schurfolge angepassten Funktionen aus Sp×q (D)
geführt.
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Satz 4.2.4. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p× q-Schurfolge. Es bezeichne ln+1
bzw. rn+1 das (n+ 1)-te zu (Aj)nj=0 gehörige untere bzw. obere Schurkomplement vom
Typ II. Im Fall n = 0 seien weiterhin ρ0 := IqE0 und pi0 := A0E0 sowie τ0 := IpE0 und
σ0 := A0E0. Im Fall n ∈ N seien (vj)nj=1 ∈ y′n
(
(Aj)nj=0
)
und (wj)nj=1 ∈ z′n
(
(Aj)nj=0
)
und es bezeichne [ρn, pin] das mit (Aj)nj=0 und (vj)
n
j=1 rechtsseitig assoziierte Paar von
Matrixpolynomen sowie [τn, σn] das mit (Aj)nj=0 und (wj)
n
j=1 linksseitig assoziierte Paar
von Matrixpolynomen. Es bezeichne [τn][n] bzw. [σn][n] das n-Reziproke zu τn bzw. σn.
(a) Es gelten ln+1 ∈ Cp×p≥ und rn+1 ∈ Cq×q≥ .
(b) Sei g ∈ Sp×q (D). Weiter sei w ∈ D. Dann gilt
det
(
w
[
[σn][n] (w)
]√
ln+1
+
[g (w)]√rn+1 + ρn (w)
)
6= 0 .
(c) Unter Beachtung von (b) werde für g ∈ Sp×q (D) die Abbildung Sg : D → Cp×q
gemäß
w 7→
(
w
[
[τn][n] (w)
]√
ln+1
+
[g (w)]√rn+1 + pin (w)
)
·
(
w
[
[σn][n] (w)
]√
ln+1
+
[g (w)]√rn+1 + ρn (w)
)−1
definiert. Seien g ∈ Sp×q (D) und g˜ := ln+1l+n+1gr+n+1rn+1.
(c1) Es gilt g˜ ∈ S[(Aj)
n
j=0]
p×q (D).
(c2) Es gilt Sg = Sg˜.
(d) Seien g, h ∈ S[(Aj)
n
j=0]
p×q (D).
(d1) Sei v ∈ D \ {0}. Es gelte Sg (v) = Sh (v). Dann gilt g (v) = h (v).
(d2) Es gelte Sg = Sh. Dann gilt g = h.
(e) Es gilt
Sp×q
(
D; (Aj)nj=0
)
=
{
Sg : g ∈ S[(Aj)
n
j=0]
p×q (D)
}
,
wobei durch die Zuordnung g 7→ Sg eine Bijektion zwischen S[(Aj)
n
j=0]
p×q (D) und
Sp×q
(
D; (Aj)nj=0
)
gegeben ist.
Beweis. (a) Dies folgt aus Teil (a) von Satz 1.3.1.
(b) Dies folgt aus Teil (d2) von Lemma 4.2.1.
(c1) Dies folgt aus Teil (b1) von Bemerkung 4.2.2.
(c2) Unter Beachtung von Teil (b2) von Bemerkung 4.2.2 gilt√
ln+1
+
g
√
rn+1 =
√
ln+1
+
g˜
√
rn+1 .
241
4. Das matrizielle Schurproblem
Hieraus folgt bei Beachtung der Definition von Sg und Sg˜ sofort Sg = Sg˜.
(d) Es bezeichne (Bj)n+1j=0 die mit (Aj)
n
j=0 assoziierte nichtnegativ definite Folge aus
C(p+q)×(p+q) sowie (Γj)n+1j=0 die mit (Aj)
n
j=0 assoziierte (p+q)×(p+q)−Carathéodoryfolge.
Wegen Bemerkung 1.2.5 ist (Bj)n+1j=0 die mit (Γj)
n+1
j=0 assoziierte nichtnegativ definite
Folge. Weiterhin bezeichne Ln+2 bzw. Rn+2 das (n+ 2)-te zu (Bj)n+1j=0 gehörige untere
bzw. obere Schurkomplement vom Typ I. Wegen Satz B.1.3 gelten Ln+2 ∈ C(p+q)×(p+q)≥
und Rn+2 ∈ C(p+q)×(p+q)≥ . Im Fall n = 0 seien
V1 :=
(
0p×p −A0
0q×p 0q×q
)
und W1 :=
(
0p×p −A0
0q×p 0q×q
)
.
Im Fall n ∈ N seien (vj,r)nj=0 die zu (Aj)nj=0 und (vj)nj=1 rechtsseitig assoziierte Folge
und (wj,l)nj=0 die zu (Aj)
n
j=0 und (wj)
n
j=1 linksseitig assoziierte Folge. Mit der Setzung
vn+1 := 0q×q seien für k ∈ {0, . . . , n} nun
Vk+1 :=
(
0p×p −vk,r
0q×p −vk+1
)
sowie mit der Setzung wn+1 := 0p×p für k ∈ {0, . . . , n} weiterhin
Wk+1 :=
(
−wk+1 −wk,l
0q×p 0q×q
)
.
Wegen Teil (c) von Lemma 4.2.1 gelten dann (Vj)n+1j=1 ∈ Y ′n+1
(
(Bj)n+1j=0
)
und (Wj)n+1j=1 ∈
Z ′n+1
(
(Bj)n+1j=0
)
. Es bezeichne [Pn+1, Sn+1] das mit (Γj)n+1j=0 und (Vj)
n+1
j=1 rechtsseitig
assoziierte Paar von Matrixpolynomen sowie [Qn+1, Tn+1] das mit (Γj)n+1j=0 und (Wj)
n+1
j=1
linksseitig assoziierte Paar von Matrixpolynomen. Weiterhin bezeichne [Qn+1][n+1] bzw.
[Tn+1][n+1] das (n+1)-Reziproke zu Qn+1 bzw. Tn+1. Für G ∈ S(p+q)×(p+q) (D) gilt wegen
Teil (d2) von Lemma 4.2.1 zunächst
det
(
w
[
[Qn+1][n+1] (w)
]√
Ln+2
+ [G (w)]
√
Rn+2 + Pn+1 (w)
)
6= 0 .
Somit werde für G ∈ S(p+q)×(p+q) (D) die Abbildung ΣG : D→ C(p+q)×(p+q) gemäß
w 7→
(
−w
[
[Tn+1][n+1] (w)
]√
Ln+2
+ [G (w)]
√
Rn+2 + Sn+1 (w)
)
·
(
w
[
[Qn+1][n+1] (w)
]√
Ln+2
+ [G (w)]
√
Rn+2 + Pn+1 (w)
)−1
definiert. Weiterhin seien
G :=
(
0p×pE0 g
0q×pE0 0q×qE0
)
(4.2.36)
und
H :=
(
0p×pE0 h
0q×pE0 0q×qE0
)
. (4.2.37)
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Wegen g, h ∈ S[(Aj)
n
j=0]
p×q (D) und Teil (a2) von Bemerkung 4.2.1 gelten
G,H ∈ S(p+q)×(p+q);(Γj)n+1j=0 (D) . (4.2.38)
(d1) Aus (4.2.36), (4.2.37), Teil (d3) von Lemma 4.2.1 und Sg (v) = Sh (v) folgt
ΣG (v) =
(
Ip −2vSg (v)
0q×p Iq
)
=
(
Ip −2vSh (v)
0q×p Iq
)
= ΣH (v) .
Unter Beachtung von (4.2.38) und v ∈ D \ {0} liefert Teil (b1) von Satz H.2.1 also
G (v) = H (v) und unter zusätzlicher Berücksichtigung von (4.2.36) und (4.2.37) mittels
Vergleich des oberen rechten p× q-Blocks somit g (v) = h (v). Damit ist (d1) gezeigt.
(d2) Aus (4.2.36), (4.2.37), Teil (d3) von Lemma 4.2.1 und Sg = Sh folgt
ΣG =
(
IpE0 −2E1Sg
0q×pE0 IqE0
)
=
(
IpE0 −2E1Sh
0q×pE0 IqE0
)
= ΣH .
Unter Beachtung von (4.2.38) liefert Teil (b2) von Satz H.2.1 somit G = H und unter
zusätzlicher Berücksichtigung von (4.2.36) und (4.2.37) mittels Vergleich des oberen
rechten p× q-Blocks somit g = h. Damit ist (d2) gezeigt.
(e) Wegen
S[(Aj)
n
j=0]
p×q (D) ⊆ Sp×q (D)
und (c) liefert Teil (c) von Satz 4.2.1 dann
Sp×q
(
D; (Aj)nj=0
)
=
{
Sg : g ∈ S[(Aj)
n
j=0]
p×q (D)
}
.
Unter zusätzlicher Beachtung von (d2) folgt weiterhin, dass die Zuordnung g 7→ Sg eine
Bijektion zwischen S[(Aj)
n
j=0]
p×q (D) und Sp×q
(
D; (Aj)nj=0
)
ist. Damit ist alles gezeigt. 
Es folgt nun das zu Satz 4.2.4 duale linke Resultat.
Satz 4.2.5. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p× q-Schurfolge. Es bezeichne ln+1
bzw. rn+1 das (n+ 1)-te zu (Aj)nj=0 gehörige untere bzw. obere Schurkomplement vom
Typ II. Im Fall n = 0 seien weiterhin ρ0 := IqE0 und pi0 := A0E0 sowie τ0 := IpE0 und
σ0 := A0E0. Im Fall n ∈ N seien (vj)nj=1 ∈ y′n
(
(Aj)nj=0
)
und (wj)nj=1 ∈ z′n
(
(Aj)nj=0
)
und es bezeichne [ρn, pin] das mit (Aj)nj=0 und (vj)
n
j=1 rechtsseitig assoziierte Paar von
Matrixpolynomen sowie [τn, σn] das mit (Aj)nj=0 und (wj)
n
j=1 linksseitig assoziierte Paar
von Matrixpolynomen. Es bezeichne [ρn][n] bzw. [pin][n] das n-Reziproke zu ρn bzw. pin.
(a) Es gelten ln+1 ∈ Cp×p≥ und rn+1 ∈ Cq×q≥ .
(b) Sei g ∈ Sp×q (D). Weiter sei w ∈ D. Dann gilt
det
(√
ln+1 [g (w)]
√
rn+1
+w
[
[pin][n] (w)
]
+ τn (w)
)
6= 0 .
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(c) Unter Beachtung von (b) werde für g ∈ Sp×q (D) die Abbildung Tg : D → Cp×q
gemäß
w 7→
(√
ln+1 [g (w)]
√
rn+1
+w
[
[pin][n] (w)
]
+ τn (w)
)−1
·
(√
ln+1 [g (w)]
√
rn+1
+w
[
[ρn][n] (w)
]
+ σn (w)
)
definiert. Seien g ∈ Sp×q (D) und g˜ := ln+1l+n+1gr+n+1rn+1.
(c1) Es gilt g˜ ∈ S[(Aj)
n
j=0]
p×q (D).
(c2) Es gilt Tg = Tg˜.
(d) Seien g, h ∈ S[(Aj)
n
j=0]
p×q (D).
(d1) Sei v ∈ D \ {0}. Es gelte Tg (v) = Th (v). Dann gilt g (v) = h (v).
(d2) Es gelte Tg = Th. Dann gilt g = h.
(e) Es gilt
Sp×q
(
D; (Aj)nj=0
)
=
{
Tg : g ∈ S[(Aj)
n
j=0]
p×q (D)
}
,
wobei durch die Zuordnung g 7→ Tg eine Bijektion zwischen S[(Aj)
n
j=0]
p×q (D) und
Sp×q
(
D; (Aj)nj=0
)
gegeben ist.
Beweis. (a) Dies folgt aus Teil (a) von Satz 1.3.1.
(b) Dies folgt aus Teil (b) von Satz 4.2.2.
(c1) Dies folgt aus Teil (b1) von Bemerkung 4.2.2.
(c2)-(e) Aus der Kombination von Teil (c) von Satz 4.2.2 und Teil (c2) bzw. Teil (d1)
bzw. Teil (d2) bzw. Teil (e) von Satz 4.2.4 folgt sofort die Behauptung von (c2) bzw. (d1)
bzw. (d2) bzw. (e). 
In den folgenden beiden Resultaten nehmen wir nun eine natürliche Wahl für die
in unseren bisherigen Überlegungen mit einer endlichen p × q-Schurfolge assoziierten
Matrixpolynome vor.
Lemma 4.2.2. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p× q-Schurfolge. Es bezeich-
ne ln+1 bzw. rn+1 das (n+ 1)-te zu (Aj)nj=0 gehörige untere bzw. obere Schurkomplement
vom Typ II. Weiter seien X˜(Aj)nj=0 bzw. Y˜(Aj)nj=0 das mit (Aj)
n
j=0 assoziierte kanoni-
sche normierte rechte bzw. linke Matrixpolynom sowie P˜(Aj)nj=0 bzw. Q˜(Aj)nj=0 das mit
(Aj)nj=0 assoziierte sekundäre rechte bzw. linke Matrixpolynom. Es bezeichne
[
X˜(Aj)nj=0
][n]
bzw.
[
Y˜(Aj)nj=0
][n]
bzw.
[
P˜(Aj)nj=0
][n]
bzw.
[
Q˜(Aj)nj=0
][n]
das n-Reziproke zu X˜(Aj)nj=0 bzw.
Y˜(Aj)nj=0 bzw. P˜(Aj)nj=0 bzw. Q˜(Aj)nj=0. Es bezeichne weiterhin (Bj)
n+1
j=0 die mit (Aj)
n
j=0
assoziierte nichtnegativ definite Folge aus C(p+q)×(p+q) sowie (Γj)n+1j=0 die mit (Aj)
n
j=0
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assoziierte (p+q)×(p+q)-Carathéodoryfolge. Es bezeichne Ln+2 bzw. Rn+2 das (n+2)-te
zu (Bj)n+1j=0 gehörige untere bzw. obere Schurkomplement vom Typ I. Weiterhin bezeich-
ne A˜(Bj)n+1j=0 bzw. B˜(Bj)n+1j=0 das zu (Bj)
n+1
j=0 gehörige kanonische normierte rechte bzw. linke
Matrixpolynom sowie C˜(Γj)n+1j=0 bzw. D˜(Γj)n+1j=0 das mit (Γj)
n+1
j=0 assoziierte rechte bzw. linke
Matrixpolynom. Es bezeichne
[
A˜(Bj)n+1j=0
][n+1]
bzw.
[
B˜(Bj)n+1j=0
][n+1]
bzw.
[
C˜(Γj)n+1j=0
][n+1]
bzw.
[
D˜(Γj)n+1j=0
][n+1]
das (n+ 1)-Reziproke zu A˜(Bj)n+1j=0 bzw. B˜(Bj)n+1j=0 bzw. C˜(Γj)n+1j=0 bzw.
D˜(Γj)n+1j=0
.
(a) Es ist (Bj)n+1j=0 die mit (Γj)
n+1
j=0 assoziierte nichtnegativ definite Folge.
(b) Es gelten ln+1 ∈ Cp×p≥ und rn+1 ∈ Cq×q≥ sowie Ln+2 ∈ C(p+q)×(p+q)≥ und Rn+2 ∈
C(p+q)×(p+q)≥ .
(c) Sei n = 0. Dann gelten X˜(Aj)nj=0 = IqE0 und Y˜(Aj)nj=0 = IpE0 sowie P˜(Aj)nj=0 = A0E0
und Q˜(Aj)nj=0 = A0E0.
(d) Sei n ∈ N. Es bezeichne
(
v˜
(n)
j
)n
j=1
bzw.
(
w˜
(n)
j
)n
j=1
die kanonische mit (Aj)nj=0
rechtsseitig bzw. linksseitig verträgliche Folge aus Cq×q bzw. Cp×p. Dann gelten(
v˜
(n)
j
)n
j=1
∈ y′n
(
(Aj)nj=0
)
sowie
(
w˜
(n)
j
)n
j=1
∈ z′n
(
(Aj)nj=0
)
und es ist[
X˜(Aj)nj=0 , P˜(Aj)
n
j=0
]
das mit (Aj)nj=0 und
(
v˜
(n)
j
)n
j=1
rechtsseitig assoziierte Paar
von Matrixpolynomen sowie
[
Y˜(Aj)nj=0 , Q˜(Aj)
n
j=0
]
das mit (Aj)nj=0 und
(
w˜
(n)
j
)n
j=1
linksseitig assoziierte Paar von Matrixpolynomen.
(e) Es bezeichne
(
V˜
(n+1)
j
)n+1
j=1
bzw.
(
W˜
(n+1)
j
)n+1
j=1
die kanonische mit (Bj)n+1j=0 rechts-
seitig bzw. linksseitig verträgliche Folge aus C(p+q)×(p+q). Dann gelten(
V˜
(n+1)
j
)n+1
j=1
∈ Y ′n+1
(
(Bj)n+1j=0
)
sowie
(
W˜
(n+1)
j
)n+1
j=1
∈ Z ′n+1
(
(Bj)n+1j=0
)
und es ist
[
A˜(Bj)n+1j=0
, C˜(Γj)n+1j=0
]
das mit (Γj)n+1j=0 und
(
V˜
(n+1)
j
)n+1
j=1
rechtsseitig as-
soziierte Paar von Matrixpolynomen sowie
[
B˜(Bj)n+1j=0
, D˜(Γj)n+1j=0
]
das mit (Γj)n+1j=0
und
(
W˜
(n+1)
j
)n+1
j=1
linksseitig assoziierte Paar von Matrixpolynomen.
(f) Sei g ∈ Sp×q (D) sowie
G :=
(
0p×pE0 g
0q×pE0 0q×qE0
)
.
Dann gilt G ∈ S(p+q)×(p+q) (D).
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(g) Sei w ∈ D. Dann gelten
det
(
w
[[
Q˜(Aj)nj=0
][n]
(w)
]√
ln+1
+
[g (w)]√rn+1 + X˜(Aj)nj=0 (w)
)
6= 0
und
det
(
w
[[
B˜(Bj)n+1j=0
][n+1]
(w)
]√
Ln+2
+ [G (w)]
√
Rn+2 + A˜(Bj)n+1j=0 (w)
)
6= 0 .
(h) Unter Beachtung von (g) sei die Abbildung S˜g : D→ Cp×q definiert gemäß
w 7→
(
w
[[
Y˜(Aj)nj=0
][n]
(w)
]√
ln+1
+
[g (w)]√rn+1 + P˜(Aj)nj=0 (w)
)
·
(
w
[[
Q˜(Aj)nj=0
][n]
(w)
]√
ln+1
+
[g (w)]√rn+1 + X˜(Aj)nj=0 (w)
)−1
sowie die Abbildung Σ˜G : D→ C(p+q)×(p+q) definiert gemäß
w 7→
(
−w
[[
D˜(Γj)n+1j=0
][n+1]
(w)
]√
Ln+2
+ [G (w)]
√
Rn+2 + C˜(Γj)n+1j=0 (w)
)
·
(
w
[[
B˜(Bj)n+1j=0
][n+1]
(w)
]√
Ln+2
+ [G (w)]
√
Rn+2 + A˜(Bj)n+1j=0 (w)
)−1
.
Dann gilt
Σ˜G =
(
IpE0 −2E1S˜g
0q×pE0 IqE0
)
.
(i) Sei G ∈ S(p+q)×(p+q) (D) derart, dass mit einem f ∈ [H (D)]p×q die Beziehung
Σ˜G =
(
IpE0 −2E1f
0q×pE0 IqE0
)
erfüllt ist. Es sei
G =
(
g11 g

12
g21 g

22
)
die Blockzerlegung von G mit g11 ∈ A (D,Cp×p). Dann gelten g12 ∈ Sp×q (D) und
S˜g12
= f .
Beweis. (a) Dies folgt aus Bemerkung 1.2.5.
(b) Dies folgt aus Teil (a) von Satz 1.3.1 und Satz B.1.3.
(c) Dies folgt aus Definition 2.2.5 und Definition 2.4.3.
(d) Dies folgt aus Teil (a) bzw. Teil (b) von Satz 2.2.9 und Teil (a2) bzw. Teil (b2) von
Bemerkung 2.4.4.
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(e) Dies folgt aus Teil (a) bzw. Teil (b) von Satz E.2.2 und Teil (a) bzw. Teil (b) von
Bemerkung E.4.2.
(f) Dies folgt aus Teil (a1) von Bemerkung 4.2.1.
(g)-(i) Im Fall n = 0 gelten wegen Bemerkung E.2.2 und Definition 1.2.2 sowie I+p+q = Ip+q
dann
V˜
(1)
1 = B+0 B1
(
0p×p −A0
0q×p 0q×q
)
und W˜ (1)1 = B1B+0 =
(
0p×p −A0
0q×p 0q×q
)
.
Im Fall n ∈ N seien
(
v˜
(n)
j,r
)n
j=0
die zu (Aj)nj=0 und
(
v˜
(n)
j
)n
j=1
rechtsseitig assoziierte Folge
und
(
w˜
(n)
j,l
)n
j=0
die zu (Aj)nj=0 und
(
w˜
(n)
j
)n
j=1
linksseitig assoziierte Folge. Dann gelten
mit der Setzung v˜(n)n+1 := 0q×q für k ∈ {0, . . . , n} wegen Teil (a) von Satz 2.2.3, Teil (b2)
von Satz 2.3.3 und Teil (a) von Definition 2.3.1 außerdem
V˜
(n+1)
k+1 =
(
0p×p −v˜(n)k,r
0q×p −v˜(n)k+1
)
.
sowie mit der Setzung w˜(n)n+1 := 0p×p für k ∈ {0, . . . , n} wegen Teil (b) von Satz 2.2.3,
Teil (b2) von Satz 2.3.4 und Teil (b) von Definition 2.3.1 weiterhin
W˜
(n+1)
k+1 =
(
−w˜(n)k+1 −w˜(n)k,l
0q×p 0q×q
)
.
Somit ist unter zusätzlicher Berücksichtigung von (c), (d) und (e) dann die Behauptung
von (g) bzw. (h) bzw. (i) eine direkte Konsequenz aus Teil (d2) bzw. Teil (d3) bzw.
Teil (d4) von Lemma 4.2.1. Damit ist alles gezeigt. 
Satz 4.2.6. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine p × q-Schurfolge. Es bezeich-
ne ln+1 bzw. rn+1 das (n+ 1)-te zu (Aj)nj=0 gehörige untere bzw. obere Schurkomplement
vom Typ II. Weiter seien X˜(Aj)nj=0 bzw. Y˜(Aj)nj=0 das mit (Aj)
n
j=0 assoziierte kanoni-
sche normierte rechte bzw. linke Matrixpolynom sowie P˜(Aj)nj=0 bzw. Q˜(Aj)nj=0 das mit
(Aj)nj=0 assoziierte sekundäre rechte bzw. linke Matrixpolynom. Es bezeichne
[
X˜(Aj)nj=0
][n]
bzw.
[
Y˜(Aj)nj=0
][n]
bzw.
[
P˜(Aj)nj=0
][n]
bzw.
[
Q˜(Aj)nj=0
][n]
das n-Reziproke zu X˜(Aj)nj=0 bzw.
Y˜(Aj)nj=0 bzw. P˜(Aj)nj=0 bzw. Q˜(Aj)nj=0.
(a) Sei n = 0. Dann gelten X˜(Aj)nj=0 = IqE0 und Y˜(Aj)nj=0 = IpE0 sowie P˜(Aj)nj=0 = A0E0
und Q˜(Aj)nj=0 = A0E0.
(b) Sei n ∈ N. Es bezeichne
(
v˜
(n)
j
)n
j=1
bzw.
(
w˜
(n)
j
)n
j=1
die kanonische mit (Aj)nj=0
rechtsseitig bzw. linksseitig verträgliche Folge aus Cq×q bzw. Cp×p. Dann gelten(
v˜
(n)
j
)n
j=1
∈ y′n
(
(Aj)nj=0
)
sowie
(
w˜
(n)
j
)n
j=1
∈ z′n
(
(Aj)nj=0
)
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und es ist
[
X˜(Aj)nj=0 , P˜(Aj)
n
j=0
]
das mit (Aj)nj=0 und
(
v˜
(n)
j
)n
j=1
rechtsseitig assozi-
ierte Paar von Matrixpolynomen sowie
[
Y˜(Aj)nj=0 , Q˜(Aj)
n
j=0
]
das mit (Aj)nj=0 und(
w˜
(n)
j
)n
j=1
linksseitig assoziierte Paar von Matrixpolynomen.
(c) Es gelten ln+1 ∈ Cp×p≥ und rn+1 ∈ Cq×q≥ .
(d) Sei g ∈ Sp×q (D). Weiter sei w ∈ D. Dann gelten
det
(
w
[[
Q˜(Aj)nj=0
][n]
(w)
]√
ln+1
+
[g (w)]√rn+1 + X˜(Aj)nj=0 (w)
)
6= 0
und
det
(√
ln+1 [g (w)]
√
rn+1
+w
[[
P˜(Aj)nj=0
][n]
(w)
]
+ Y˜(Aj)nj=0 (w)
)
6= 0 .
(e) Unter Beachtung von (d) seien für g ∈ Sp×q (D) die Abbildungen S˜g : D → Cp×q
gemäß
w 7→
(
w
[[
Y˜(Aj)nj=0
][n]
(w)
]√
ln+1
+
[g (w)]√rn+1 + P˜(Aj)nj=0 (w)
)
·
(
w
[[
Q˜(Aj)nj=0
][n]
(w)
]√
ln+1
+
[g (w)]√rn+1 + X˜(Aj)nj=0 (w)
)−1
sowie T˜g : D→ Cp×q gemäß
w 7→
(√
ln+1 [g (w)]
√
rn+1
+w
[[
P˜(Aj)nj=0
][n]
(w)
]
+ Y˜(Aj)nj=0 (w)
)−1
·
(√
ln+1 [g (w)]
√
rn+1
+w
[[
X˜(Aj)nj=0
][n]
(w)
]
+ Q˜(Aj)nj=0 (w)
)
definiert.
(e1) Es gilt Sp×q
(
D; (Aj)nj=0
)
=
{
S˜g : g ∈ Sp×q (D)
}
.
(e2) Es gilt
Sp×q
(
D; (Aj)nj=0
)
=
{
S˜g : g ∈ S[(Aj)
n
j=0]
p×q (D)
}
,
wobei durch die Zuordnung g 7→ S˜g eine Bijektion zwischen S[(Aj)
n
j=0]
p×q (D)
und Sp×q
(
D; (Aj)nj=0
)
gegeben ist.
(e3) Es gilt Sp×q
(
D; (Aj)nj=0
)
= {Tg : g ∈ Sp×q (D)}.
(e4) Es gilt
Sp×q
(
D; (Aj)nj=0
)
=
{
Tg : g ∈ S[(Aj)
n
j=0]
p×q (D)
}
,
wobei durch die Zuordnung g 7→ Tg eine Bijektion zwischen S[(Aj)
n
j=0]
p×q (D)
und Sp×q
(
D; (Aj)nj=0
)
gegeben ist.
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(e5) Sei g ∈ Sp×q (D). Dann gilt S˜g = T˜g.
Beweis. (a) Dies folgt aus Definition 2.2.5 und Definition 2.4.3.
(b) Dies folgt aus Teil (a) bzw. Teil (b) von Satz 2.2.9 und Teil (a2) bzw. Teil (b2) von
Bemerkung 2.4.4.
(c) Dies folgt aus Teil (a) von Satz 1.3.1.
(d) Wegen (a) und (b) folgt dies aus Teil (b) von Satz 4.2.2.
(e1) Wegen (a) und (b) folgt dies aus Teil (c) von Satz 4.2.1.
(e2) Wegen (a) und (b) folgt dies aus Teil (e) von Satz 4.2.4.
(e3) Wegen (a) und (b) folgt dies aus Teil (c) von Satz 4.2.3.
(e4) Wegen (a) und (b) folgt dies aus Teil (e) von Satz 4.2.5.
(e5) Wegen (a) und (b) folgt dies aus Teil (c) von Satz 4.2.2. 
Wir wenden uns zum Abschluss dieses Kapitels speziell strengen p × q-Schurfolgen
(Aj)nj=0 zu. Bezeichnet Γ(Aj)nj=0 bzw. ∆(Aj)nj=0 das zu (Aj)
n
j=0 gehörige rechte bzw. linke
Arov-Kre˘ın-Matrixpolynom vom Schur-Typ, so werden wir nun erkennen, dass die Menge
Sp×q
(
D; (Aj)nj=0
)
gerade durch die von Γ(Aj)nj=0 bzw. ∆(Aj)nj=0 erzeugte rechte bzw.
linke gebrochenlineare Transformation beschrieben werden kann. Hierzu erinnern wir an
Definition A.11.1.
Satz 4.2.7. Seien p, q ∈ N, n ∈ N0 und (Aj)nj=0 eine strenge p × q-Schurfolge. Es
bezeichne Γ(Aj)nj=0 bzw. ∆(Aj)nj=0 das zu (Aj)
n
j=0 gehörige rechte bzw. linke Arov-Kre˘ın-
Matrixpolynom vom Schur-Typ. Weiter bezeichne[
a(Aj)nj=0 , b(Aj)
n
j=0
, c(Aj)nj=0 , d(Aj)
n
j=0
]
das zu (Aj)nj=0 gehörige Arov-Kre˘ın-Quadrupel von Matrixpolynomen. Es bezeichne[
a(Aj)nj=0
][n]
bzw.
[
b(Aj)nnj=0
][n]
bzw.
[
c(Aj)nj=0
][n]
bzw.
[
d(Aj)nj=0
][n]
das n-Reziproke zu
a(Aj)nj=0 bzw. b(Aj)nj=0 bzw. c(Aj)nj=0 bzw. d(Aj)nj=0.
(a) Es gelten
Γ(Aj)nj=0 =
E1
[
c(Aj)nj=0
][n]
a(Aj)nj=0
E1
[
d(Aj)nj=0
][n]
b(Aj)nj=0

und
∆(Aj)nj=0 =
E1 [b(Aj)nj=0][n] E1 [a(Aj)nj=0][n]
d(Aj)nj=0 c(Aj)
n
j=0
 .
(b) Sei g ∈ Sp×q (D). Weiter sei w ∈ D. Dann gelten
g (w) ∈ Q(
w
[
d(Aj)nj=0
][n]
(w),b(Aj)nj=0
(w)
)
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und
g (w) ∈ Rw
[
a(Aj)nj=0
][n]
(w)
c(Aj)nj=0
(w)

.
(c) Unter Beachtung von (b) sei für g ∈ Sp×q (D) die Abbildung S(p,q)Γ(Aj)nj=0
(g) : D →
Cp×q bzw. T (q,p)∆(Aj)nj=0
(g) : D→ Cp×q gemäß
w 7→ S(p,q)Γ(Aj)nj=0 (w)
(g (w)) bzw. w 7→ T (q,p)∆(Aj)nj=0 (w)
(g (w))
definiert. Dann gilt S(p,q)Γ(Aj)nj=0
(g) = T (q,p)∆(Aj)nj=0
(g).
(d) Es bezeichne X˜(Aj)nj=0 bzw. Y˜(Aj)nj=0 das mit (Aj)
n
j=0 assoziierte kanonische nor-
mierte rechte bzw. linke Matrixpolynom sowie P˜(Aj)nj=0 bzw. Q˜(Aj)nj=0 das mit
(Aj)nj=0 assoziierte sekundäre rechte bzw. linke Matrixpolynom. Weiter sei g ∈
Sp×q (D). Die Abbildung S˜g sei wie in Teil (e) von Satz 4.2.6 definiert. Dann gilt
S(p,q)Γ(Aj)nj=0
(g) = S˜g .
(e) Es gilt Sp×q
(
D; (Aj)nj=0
)
= S(p,q)Γ(Aj)nj=0
(Sp×q (D)).
(f) Es gilt Sp×q
(
D; (Aj)nj=0
)
= T (q,p)∆(Aj)nj=0
(Sp×q (D)).
(g) Die Zuordnung
g 7→ S(p,q)Γ(Aj)nj=0
(g)
ist eine Bijektion zwischen Sp×q (D) und Sp×q
(
D; (Aj)nj=0
)
.
(h) Die Zuordnung
g 7→ T (q,p)∆(Aj)nj=0
(g)
ist eine Bijektion zwischen Sp×q (D) und Sp×q
(
D; (Aj)nj=0
)
.
Beweis. Es bezeichne ln+1 bzw. rn+1 das (n+ 1)-te zu (Aj)nj=0 gehörige untere bzw.
obere Schurkomplement vom Typ II. Es bezeichne
[
X˜(Aj)nj=0
][n]
bzw.
[
Y˜(Aj)nj=0
][n]
bzw.[
P˜(Aj)nj=0
][n]
bzw.
[
Q˜(Aj)nj=0
][n]
das n-Reziproke zu X˜(Aj)nj=0 bzw. Y˜(Aj)nj=0 bzw. P˜(Aj)nj=0
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bzw. Q˜(Aj)nj=0 .
(a) Dies folgt aus Definition 2.5.2.
(b) Unter Beachtung von Teil (b1) und Teil (b2) von Bemerkung 2.4.6 sowie Lemma A.7.1
gilt
w
[[
d(Aj)nj=0
][n]
(w)
]
[g (w)] + b(Aj)nj=0 (w)
=
(
w
[[
Q˜(Aj)nj=0
][n]
(w)
]√
ln+1
+
[g (w)]√rn+1 + X˜(Aj)nj=0 (w)
)√
rn+1
−1 .
Aus Teil (a) von Satz 1.3.2, Teil (b) von Satz A.6.2 und Teil (d) von Satz 4.2.6 folgt also
det
(
w
[[
d(Aj)nj=0
][n]
(w)
]
[g (w)] + b(Aj)nj=0 (w)
)
6= 0
und somit
g (w) ∈ Q(
w
[
d(Aj)nj=0
][n]
(w),b(Aj)nj=0
(w)
) . (4.2.39)
Unter Beachtung von Teil (b1) und Teil (b2) von Bemerkung 2.4.6 sowie Lemma A.7.1
gilt weiterhin
[g (w)]w
[[
a(Aj)nj=0
][n]
(w)
]
+ c(Aj)nj=0 (w)
=
√
ln+1
−1 (√
ln+1 [g (w)]
√
rn+1
+w
[[
P˜(Aj)nj=0
][n]
(w)
]
+ Y˜(Aj)nj=0 (w)
)
.
Aus Teil (a) von Satz 1.3.2, Teil (b) von Satz A.6.2 und Teil (d) von Satz 4.2.6 folgt also
det
(
[g (w)]w
[[
a(Aj)nj=0
][n]
(w)
]
+ c(Aj)nj=0 (w)
)
6= 0
und somit
g (w) ∈ Rw
[
a(Aj)nj=0
][n]
(w)
c(Aj)nj=0
(w)

. (4.2.40)
Wegen (4.2.39) und (4.2.40) ist (b) gezeigt.
(c) Dies folgt sogleich aus Teil (e) von Satz 2.5.3.
(d) Sei w ∈ D. Wegen Teil (b1) und Teil (b2) von Bemerkung 2.4.6, Lemma A.7.1 und
der Definition von S˜g gilt
S(p,q)Γ(Aj)nj=0 (w)
(g (w))
=
(
w
[[
Y˜(Aj)nj=0
][n]
(w)
]√
ln+1
−1
[g (w)]√rn+1 +
[
P˜(Aj)nj=0 (w)
])√
rn+1
−1
· √rn+1
(
w
[[
Q˜(Aj)nj=0
][n]
(w)
]√
ln+1
−1
[g (w)]√rn+1 +
[
X˜(Aj)nj=0 (w)
])−1
= S˜g (w) .
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Wegen w ∈ D folgt hieraus S(p,q)Γ(Aj)nj=0
(g) = S˜g.
(e) Dies folgt wegen (d) aus Teil (e1) von Satz 4.2.6.
(f) Dies folgt sogleich aus der Kombination von (c) und (e).
(g) Unter Beachtung von Bemerkung 4.2.3 gilt
S[(Aj)
n
j=0]
p×q (D) = Sp×q (D) .
Somit folgt die Behauptung wegen (d) aus Teil (e2) von Satz 4.2.6.
(h) Dies folgt sogleich aus der Kombination von (c) und (g). 
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A.1. Einige Aussagen zu nichtnegativ hermiteschen Matrizen
Im Folgenden stellen wir einige Aussagen über nichtnegativ hermitesche Matrizen bereit,
die in unseren Untersuchungen an verschiedenen Stellen verwendet werden.
Definition A.1.1. Seien q ∈ N und A ∈ Cq×q. Dann heißt A hermitesch, falls A = A∗
erfüllt ist. Es bezeichne Cq×qH die Menge aller hermiteschen Matrizen aus Cq×q.
Definition A.1.2. Seien q ∈ N und A ∈ Cq×q.
(a) Es heißt A nichtnegativ hermitesch, falls für alle x ∈ Cq die Beziehung x∗Ax ∈ [0,∞)
besteht.
(b) Es heißt A positiv hermitesch, falls für alle x ∈ Cq \ {0q×1} die Beziehung x∗Ax ∈
(0,∞) besteht.
Es bezeichne Cq×q≥ bzw. C
q×q
> die Menge aller nichtnegativ hermiteschen bzw. positiv
hermiteschen Matrizen aus Cq×q.
Beispiel A.1.1. Sei q ∈ N.
(a) Es ist 0q×q ∈ Cq×q≥ \ Cq×q> .
(b) Es ist Iq ∈ Cq×q> .
Bemerkung A.1.1. Seien q ∈ N und A ∈ Cq×q≥ . Dann gilt A = A∗.
Die nachfolgenden Lemmata diskutieren spezielle Matrixprodukte unter dem Aspekt
der nichtnegativen Hermitizität.
Lemma A.1.1. Seien q ∈ N und A ∈ Cq×q≥ . Weiter seien r ∈ N und E ∈ Cr×q. Dann
gilt EAE∗ ∈ Cr×r≥ .
Lemma A.1.2. Seien q ∈ N und A,D ∈ Cq×q so gewählt, dass detD 6= 0 erfüllt ist.
Dann sind folgende Aussagen äquivalent:
(i) Es ist A ∈ Cq×q≥ .
(ii) Es ist D∗AD ∈ Cq×q≥ .
(iii) Es ist DAD∗ ∈ Cq×q≥ .
253
A. Einige Aussagen zur Matrizentheorie
Wir nehmen nun eine Charakterisierung nichtnegativ bzw. positiv hermitescher Block-
diagonalmatrizen vor.
Lemma A.1.3. Seien n ∈ N sowie (mj)nj=1 eine Folge aus N und m :=
∑n
j=1mj. Für
j ∈ {1, . . . , n} sei Aj ∈ Cmj×mj . Weiterhin sei A := diag(A1, . . . , An).
(a) Folgende Aussagen sind äquivalent:
(i) Es ist A ∈ Cm×m≥ .
(ii) Für alle j ∈ {1, . . . , n} gilt Aj ∈ Cmj×mj≥ .
(b) Folgende Aussagen sind äquivalent:
(iii) Es ist A ∈ Cm×m> .
(iv) Für alle j ∈ {1, . . . , n} gilt Aj ∈ Cmj×mj> .
Satz A.1.1. Seien q ∈ N und A ∈ Cq×q> .
(a) Es ist detA 6= 0.
(b) Es ist A−1 ∈ Cq×q> .
Wir studieren abschließend Linearkombinationen von Matrizen aus Cq×q≥ mit Koeffizi-
enten aus [0,∞).
Satz A.1.2. Seien q ∈ N und n ∈ N. Weiter sei (αj)nj=1 bzw. (Aj)nj=1 eine Folge aus
[0,∞) bzw. Cq×q≥ .
(a) Es ist ∑nj=1 αjAj ∈ Cq×q≥ .
(b) Es existiere ein j0 ∈ {1, . . . , n}, für welches αj0 ∈ (0,∞) und Aj0 ∈ Cq×q> erfüllt
ist. Dann gilt ∑nj=1 αjAj ∈ Cq×q> .
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A.2. Einige Aussagen zum Real- und Imaginärteil einer
quadratischen Matrix
Ziel des vorliegenden Abschnitts ist es, eine kurze Übersicht einiger Resultate über die
natürliche Verallgemeinerung des Begriffs des Real- und Imaginärteils von komplexen
Zahlen auf quadratische Matrizen bereitzustellen. Hierbei wird die Vorstellung zugrunde
gelegt, die Menge der hermiteschen Matrizen als matrizielles Analogon der reellen Achse
aufzufassen.
Definition A.2.1. Seien q ∈ N sowie A ∈ Cq×q. Weiter sei
<eA := 12(A+A
∗) bzw. =mA := 12i(A−A
∗).
Dann heißt <eA bzw. =mA der Realteil bzw. Imaginärteil von A.
Das nachfolgende Resultat hat seinen Ursprung in der Arbeit von Toeplitz [Toe18]
und dokumentiert die Relevanz der in Definition A.2.1 eingeführten Begriffsbildungen als
Verallgemeinerung des Real- und Imaginärteils von komplexen Zahlen.
Satz A.2.1. Seien q ∈ N und A ∈ Cq×q. Es bezeichne <eA bzw. =mA den Realteil bzw.
Imaginärteil von A.
(a) Es gehören <eA sowie =mA jeweils zu Cq×qH und es gilt <eA+ i=mA = A.
(b) Seien A1 und A2 Matrizen aus Cq×qH , für welche die Identität A1 + iA2 = A besteht.
Dann gilt A1 = <eA sowie A2 = =mA.
Folgerung A.2.1. Seien q ∈ N und A ∈ Cq×q. Dann sind folgende Aussagen äquivalent:
(i) Es ist A ∈ Cq×qH .
(ii) Es ist <eA = A.
(iii) Es ist =mA = 0q×q.
Bemerkung A.2.1. Seien p, q ∈ N sowie A ∈ Cq×q und E ∈ Cp×q. Dann gelten
<e(EAE∗) = E(<eA)E∗ und =m(EAE∗) = E(=mA)E∗.
Bemerkung A.2.2. Seien n ∈ N sowie (qj)nj=1 eine Folge aus N. Für j ∈ {1, · · · , n}
sei Aj ∈ Cqj×qj . Weiter sei A := diag(A1, · · · , An). Dann gelten
<eA = diag(<eA1, . . . ,<eAn) und =m A = diag(=mA1, . . . ,=mAn).
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A.3. Einige Aussagen zu isometrischen, koisometrischen und
unitären Matrizen
Der vorliegende Abschnitt ist dem Studium dreier wichtiger Teilklassen komplexer p× q–
Matrizen gewidmet. Wir interessieren uns zunächst für jene Klasse von rechteckigen
Matrizen, welche die euklidische Norm unverändert lassen:
Definition A.3.1. Seien p, q ∈ N und U ∈ Cp×q.
(a) Es heißt U isometrisch, falls für alle x ∈ Cq die Beziehung |Ux|E,Cp = |x|E,Cq
besteht.
(b) Es heißt U koisometrisch, falls U∗ isometrisch ist.
Es bezeichne Tp×q bzw. T˜p×q die Menge aller isometrischen bzw. koisometrischen Matrizen
aus Cp×q.
Satz A.3.1. Seien p, q, r ∈ N sowie U ∈ Cp×q und V ∈ Cq×r.
(a) Seien U ∈ Tp×q und V ∈ Tq×r. Dann gilt UV ∈ Tp×r.
(b) Seien U ∈ T˜p×q und V ∈ T˜q×r. Dann gilt UV ∈ T˜p×r.
Wir wenden uns nun einer wichtigen Teilklasse von quadratischen und regulären
Matrizen zu:
Definition A.3.2. Sei q ∈ N und sei U ∈ Cq×q. Dann heißt U unitär, falls U∗U = Iq
erfüllt ist.
Es folgen wichtige Charakterisierungen der Unitarität einer Matrix.
Satz A.3.2. Seien q ∈ N und U ∈ Cq×q.
(a) Folgende Aussagen sind äquivalent:
(i) Es ist U unitär.
(ii) Es ist UU∗ = Iq.
(iii) Es ist U∗ unitär.
(iv) Es ist U isometrisch.
(v) Es ist U koisometrisch.
(vi) Es ist U∗ isometrisch.
(vii) Es ist U∗ koisometrisch.
(b) Sei (i) erfüllt.
(b1) Es ist | detU | = 1.
(b2) Es ist U−1 = U∗.
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Wir führen nun unter Heranziehung unitärer Matrizen eine Äquivalenzrelation in der
Menge der quadratischen komplexen Matrizen ein:
Definition A.3.3. Seien q ∈ N und A1, A2 ∈ Cq×q. Dann heißen A1 und A2 unitär
äquivalent, falls es ein U ∈ Tq×q gibt, für welches die Beziehung A2 = UA1U∗ erfüllt ist.
Satz A.3.3. Seien q ∈ N sowie A1 und A2 unitär äquivalente Matrizen aus Cq×q.
(a) Es gilt detA1 = detA2.
(b) Es gilt RangA1 = RangA2.
(c) Folgende Aussagen sind äquivalent:
(i) Es ist A1 ∈ Cq×q≥ .
(ii) Es ist A2 ∈ Cq×q≥ .
(d) Folgende Aussagen sind äquivalent:
(iii) Es ist A1 ∈ Cq×q> .
(iv) Es ist A2 ∈ Cq×q> .
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A.4. Einige Aussagen zur Spektralnorm von Matrizen
Seien p, q ∈ N. Dann ist Cp×q ein linearer Vektorraum über C. Der vorliegende Abschnitt
ist nun dem Studium der für unsere Betrachtungen bedeutsamen Spektralnorm auf Cp×q
gewidmet.
Satz A.4.1. Seien p, q ∈ N. Es sei | · |S,Cp×q : Cp×q → [0,∞] definiert gemäß
A 7→ sup
x∈Cq\{0q×1}
|Ax|E,Cp
|x|E,Cq .
Dann ist | · |S,Cp×q eine Norm auf Cp×q.
Definition A.4.1. Seien p, q ∈ N. Dann heißt | · |S,Cp×q : Cp×q → [0,∞) definiert gemäß
A 7→ sup
x∈Cq\{0q×1}
|Ax|E,Cp
|x|E,Cq
die Spektralnorm auf Cp×q.
Beispiel A.4.1. Sei q ∈ N. Dann gilt |Iq|S,Cq×q = 1.
Wir untersuchen nun die Spektralnorm gewisser Blockmatrizen.
Satz A.4.2. Seien p, q ∈ N und A = (ars) r=1,...,p
s=1,...,q
∈ Cp×q. Weiterhin seien m ∈
{1, . . . , p}, n ∈ {1, . . . , q} sowie (ik)mk=1 bzw. (jl)nl=1 Folgen aus {1, . . . , p} bzw. {1, . . . , q}.
für welche i1 < . . . < im bzw. j1 < . . . < jn erfüllt ist. Es sei
A[
i1,...,im
j1,...,jn
] := (aikjl) k=1,...,m
l=1,...,n
.
Dann gilt ∣∣∣∣∣∣A[ i1,...,imj1,...,jn ]
∣∣∣∣∣∣
S,Cm×n
≤ |A|S,Cp×q .
Folgerung A.4.1. Seien n ∈ N \ {1} sowie (pj)nj=1 und (qj)nj=1 Folgen aus N. Für
j ∈ {1, · · · , n} sei Aj ∈ Cpj×qj . Weiter seien A := diag(A1, · · · , An) sowie p := ∑nj=1 pj
und q := ∑nj=1 qj . Dann gilt
|A|S,Cp×q = max
j∈{1,··· ,n}
|Aj |S,Cpj×qj .
Folgerung A.4.2. Seien r, s ∈ N sowie (pk)rk=1 bzw. (ql)sl=1 Folgen aus N. Weiter
seien (u, v) ∈ {1, . . . , r} × {1, . . . , s} sowie Auv ∈ Cpu×qv . Für (k, l) ∈ [{1, . . . , r} ×
{1, . . . , s}] \ {(u, v)} sei Akl := 0pk×ql. Es sei A := (Akl) k=1,...,r
l=1,...,s
. Es seien p := ∑rk=1 pk
sowie q := ∑sl=1 ql. Dann gelten A ∈ Cp×q sowie
|A|S,Cp×q = |Auv|S,Cpu×qv .
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Wir stellen abschließend fest, dass die Spektralnorm unitärinvariant ist.
Satz A.4.3. Seien p, q ∈ N und A ∈ Cp×q. Weiter seien U eine unitäre Matrix aus Cp×p
und V eine unitäre Matrix aus Cq×q. Dann gilt
|UAV |S,Cp×q = |A|S,Cp×q .
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A.5. Einige Aussagen zu kontraktiven und streng kontraktiven
Matrizen
Im vorliegenden Abschnitt sollen Resultate über zwei bedeutsame Teilklassen rechtecki-
ger komplexer Matrizen präsentiert werden. Wir stellen zunächst die entsprechenden
Begriffsbildungen bereit:
Definition A.5.1. Seien p, q ∈ N und A ∈ Cp×q. Dann heißt A kontraktiv bzw. streng
kontraktiv, falls die Matrix Iq − A∗A zu Cq×q≥ bzw. zu Cq×q> gehört. Es bezeichne Kp×q
bzw. Dp×q die Menge aller kontraktiven bzw. streng kontraktiven Matrizen aus Cp×q.
Satz A.5.1. Seien p, q ∈ N und seien A ∈ Cp×q sowie (An)n∈N eine Folge aus Kp×q,
für welche lim
n→∞An = A im Sinne der elementeweisen Konvergenz erfüllt ist. Dann gilt
A ∈ Kp×q.
Es folgt nun eine wichtige Charakterisierung kontraktiver bzw. streng kontraktiver
Matrizen in Termen ihrer Spektralnorm.
Satz A.5.2. Seien p, q ∈ N und A ∈ Cp×q.
(a) Folgende Aussagen sind äquivalent:
(i) Es ist A ∈ Kp×q.
(ii) Für alle x ∈ Cq gilt |Ax|E,Cp ≤ |x|E,Cq .
(iii) Es ist |A|S,Cp×q ≤ 1.
(iv) Für alle [x, y] ∈ Tp×1 × Tq×1 ist |x∗Ay| ≤ 1.
(b) Folgende Aussagen sind äquivalent:
(v) Es ist A ∈ Dp×q.
(vi) Für alle x ∈ Cq \ {0q×1} gilt |Ax|E,Cp < |x|E,Cq .
(vii) Es ist |A|S,Cp×q < 1.
(viii) Für alle [x, y] ∈ Tp×1 × Tq×1 ist |x∗Ay| < 1.
Bemerkung A.5.1. Seien p, q ∈ N.
(a) Sei A ∈ Kp×q.
(a1) Sei α ∈ K. Dann gilt αA ∈ Kp×q.
(a2) Sei α ∈ D. Dann gilt αA ∈ Dp×q.
(b) Seien A ∈ Dp×q und α ∈ K. Dann gilt αA ∈ Dp×q.
Satz A.5.3. Seien p, q ∈ N sowie A ∈ Cp×q.
(a) Folgende Aussagen sind äquivalent:
(i) Es ist A ∈ Kp×q.
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(ii) Es ist A∗ ∈ Kp×q.
(b) Folgende Aussagen sind äquivalent:
(iii) Es ist A ∈ Dp×q.
(iv) Es ist A∗ ∈ Dp×q.
Das folgende Resultat besagt, dass jede Untermatrix einer kontraktiven bzw. streng
kontraktiven Matrix selbst kontraktiv bzw. streng kontraktiv ist.
Satz A.5.4. Seien p, q ∈ N und A = (ars) r=1,...,p
s=1,...,q
∈ Cp×q. Weiterhin seien m ∈
{1, . . . , p}, n ∈ {1, . . . , q} sowie (ik)mk=1 bzw. (jl)nl=1 Folgen aus {1, . . . , p} bzw. {1, . . . , q},
für welche i1 < . . . < im bzw. j1 < . . . < jn erfüllt ist. Es sei
A[
i1, . . . , im
j1, . . . , jn
] := (aikjl) k=1,...,m
l=1,...,n
.
(a) Sei A ∈ Kp×q. Dann gilt
A[
i1, . . . , im
j1, . . . , jn
] ∈ Km×n .
(b) Sei A ∈ Dp×q. Dann gilt
A[
i1, . . . , im
j1, . . . , jn
] ∈ Dm×n .
Bemerkung A.5.2. Seien p, q, r, s ∈ N sowie A ∈ Cp×p.
(a) Folgende Aussagen sind äquivalent:
(i) Es ist A ∈ Kp×q.
(ii) Es ist
(
0p×s A
0r×s 0r×q
)
∈ K(p+r)×(s+q).
(b) Folgende Aussagen sind äquivalent:
(iii) Es ist A ∈ Dp×q.
(iv) Es ist
(
0p×s A
0r×s 0r×q
)
∈ D(p+r)×(s+q).
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A.6. Einige Aussagen zur nichtnegativ hermiteschen
Quadratwurzel
Der vorliegende Abschnitt ist dem Begriff der nichtnegativ hermiteschen Quadratwurzel
einer nichtnegativ hermiteschen Matrix gewidmet.
Satz A.6.1. Seien q ∈ N und A ∈ Cq×q≥ . Dann existiert genau eine Matrix B ∈ Cq×q≥
derart, dass die Beziehung B2 = A besteht.
Beweis. Siehe z.B. [HJ85, Theorem 7.2.6]. 
Definition A.6.1. Seien q ∈ N und A ∈ Cq×q≥ . Wir nennen die nach Satz A.6.1 existieren-
de und eindeutig bestimmte Matrix B ∈ Cq×q≥ mit B2 = A die nichtnegativ hermitesche
Quadratwurzel von A und verwenden das Symbol
√
A.
Es folgen nun einige Beobachtungen zum soeben geprägten Begriff.
Beispiel A.6.1. Sei q ∈ N. Dann gelten Iq ∈ Cq×q≥ und
√
Iq = Iq.
Bemerkung A.6.1. Seien q ∈ N und A ∈ Cq×q≥ . Dann gelten
√
A ∈ Cq×qH sowie√
A
∗√
A = A und
√
A
√
A
∗ = A.
Lemma A.6.1. Seien n ∈ N sowie (qj)nj=1 eine Folge aus N und q :=
∑n
j=1 qj. Für
j ∈ {1, . . . , n} sei Aj ∈ Cqj×qj≥ . Weiterhin sei A := diag(A1, . . . , An). Dann gelten
A ∈ Cq×q≥ sowie √
A = diag(
√
A1, . . . ,
√
An) .
Satz A.6.2. Seien q ∈ N und A ∈ Cq×q.
(a) Folgende Aussagen sind äquivalent:
(i) Es ist A ∈ Cq×q> .
(ii) Es ist A ∈ Cq×q≥ sowie detA 6= 0.
(b) Sei (i) erfüllt.
(b1) Es gelten
√
A ∈ Cq×q> , det
√
A 6= 0 und √A−1 ∈ Cq×q> .
(b2) Es gelten detA 6= 0, A−1 ∈ Cq×q> ,
√
A−1 =
√
A
−1 sowie
√
A
−1√
A
−1 = A−1.
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A.7. Einige Aussagen zur Moore-Penrose-Inversen einer Matrix
In diesem Abschnitt stellen wir ein Konzept zur Verallgemeinerung der Invertierung von
regulären Matrizen auf allgemeine, rechteckige Matrizen vor, welches seine Ursprünge in
den Arbeiten von Moore [Moo20], [MB35] und Penrose [Pen55] hat.
Satz A.7.1. Seien p, q ∈ N und A ∈ Cp×q. Dann gibt es genau eine Matrix G ∈ Cq×p,
welche die Gleichungen
AGA = A , GAG = G , (AG)∗ = AG und (GA)∗ = GA
erfüllt.
Beweis. Siehe z.B. [Pen55, Theorem 1]. 
Satz A.7.1 erlaubt uns folgende Definition:
Definition A.7.1. Seien p, q ∈ N, und A ∈ Cp×q. Dann heißt die nach Satz A.7.1
existierende und eindeutig bestimmte Matrix G aus Cq×p, welche die Gleichungen
(i) AGA = A,
(ii) GAG = G,
(iii) (AG)∗ = AG und
(iv) (GA)∗ = GA
erfüllt, die Moore-Penrose-Inverse von A, symbolisiert durch G = A+.
Lemma A.7.1. Seien q ∈ N und A ∈ Cq×q derart gewählt, dass detA 6= 0 erfüllt ist.
Dann gilt A+ = A−1.
Lemma A.7.2. Sei n ∈ N. Weiter seien (pj)nj=1 und (qj)nj=1 Folgen aus N. Für j ∈
{1, . . . , n} sei Aj ∈ Cpj×qj . Dann gilt
[diag(A1, . . . , An)]+ = diag
(
A+1 , . . . , A
+
n
)
.
Lemma A.7.3. Seien p, q ∈ N und A ∈ Cp×q. Weiter seien U ∈ Cp×p und V ∈ Cq×q
unitäre Matrizen. Dann gilt (UAV )+ = V ∗A+U∗.
Satz A.7.2. Seien p, q ∈ N sowie A ∈ Cp×q. Dann gelten
A(Iq −A∗A)+ = (Ip −AA∗)+A
sowie
A∗(Ip −AA∗)+ = (Iq −A∗A)+A∗ .
Satz A.7.3. Seien p, q, r ∈ N sowie A ∈ Cp×q.
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(a) Sei B ∈ Cp×r. Dann sind folgende Aussagen äquivalent:
(i) Es ist R(B) ⊆ R(A).
(ii) Es ist AA+B = B.
(iii) Es existiert ein X ∈ Cq×r, für das AX = B erfüllt ist.
(b) Sei C ∈ Cq×r. Dann sind folgende Aussagen äquivalent:
(iv) Es ist R(C) ⊆ R(A∗).
(v) Es ist A+AC = C.
(c) Sei D ∈ Cr×q. Dann sind folgende Aussagen äquivalent:
(vi) Es ist N (A) ⊆ N (D).
(vii) Es ist DA+A = D.
(viii) Es gibt ein Y ∈ Cr×p, für das Y A = D erfüllt ist.
Die beiden folgenden zueinander dualen Resultate lassen sich mittels Satz A.7.2 und
Satz A.7.3 beweisen.
Lemma A.7.4. Seien p, q, r ∈ N sowie W ∈ Cp×q und X ∈ Cr×q. Dann sind folgende
Aussagen äquivalent:
(i) Es gilt (Ip −WW ∗)(Ip −WW ∗)+WX∗ = WX∗.
(ii) Es gilt (Iq −W ∗W )(Iq −W ∗W )+X∗ = X∗.
(iii) Es gilt R(WX∗) ⊆ R(Ip −WW ∗).
(iv) Es gilt R(X∗) ⊆ R(Iq −W ∗W ).
Lemma A.7.5. Seien p, q, r ∈ N sowie Y ∈ Cp×q und Z ∈ Cp×r. Dann sind folgende
Aussagen äquivalent:
(i) Es gilt (Iq − Y ∗Y )(Iq − Y ∗Y )+Y ∗Z = Y ∗Z.
(ii) Es gilt (Ip − Y Y ∗)(Ip − Y Y ∗)+Z = Z.
(iii) Es gilt R(Y ∗Z) ⊆ R(Iq − Y ∗Y ).
(iv) Es gilt R(Z) ⊆ R(Ip − Y Y ∗).
Der nächste Satz beschäftigt sich mit der Moore-Penrose-Inversen einer nichtnegativ
hermiteschen Matrix.
Satz A.7.4. Seien q ∈ N und A ∈ Cq×q.
(a) Folgende Aussagen sind äquivalent:
(i) Es ist A ∈ Cq×q≥ .
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(ii) Es ist A+ ∈ Cq×q≥ .
(b) Sei (i) erfüllt.
(b1) Es gelten A+ ∈ Cq×q≥ sowie
√
A+ =
√
A
+ und
√
A
+√
A
+ = A+.
(b2) Es gilt
√
A
+ ∈ Cq×qH .
(b3) Es gilt
√
A
√
A
+ =
√
A
+√
A = AA+ = A+A.
(b4) Es gelten
√
A
+
A = A
√
A
+ =
√
A sowie
√
AA+ = A+
√
A =
√
A
+.
(b5) Es gilt R(√A+) = R(A).
Beweis. Siehe z.B. [RM72, Kapitel 1–3]. 
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A.8. Die Schurschen Zerlegungen einer Blockmatrix
In der Arbeit [Sch17] leitete Schur eine Formel für die Determinante spezieller Blockma-
trizen her, die auf eine Untersuchung der Schurkomplemente einer 2 × 2-Blockmatrix
führt und die nachfolgenden Zerlegungen einer Blockmatrix motiviert:
Definition A.8.1. Seien p, q ∈ N sowie A ∈ Cp×p, B ∈ Cp×q, C ∈ Cq×p und D ∈ Cq×q.
Weiter seien
E :=
(
A B
C D
)
sowie
A[E] := D − CA+B bzw. D[E) := A−BD+C.
Dann heißt A[E] bzw. D[E] das Schurkomplement von A bzw. D in E.
Satz A.8.1. (Erste Schursche Zerlegung einer Blockmatrix)
Seien p, q ∈ N sowie A ∈ Cp×p, B ∈ Cp×q, C ∈ Cq×p und D ∈ Cq×q. Weiter sei
E :=
(
A B
C D
)
sowie A[E] := D − CA+B.
(a) Die Matrizen A, B und C seien so gewählt, dass die Beziehungen R(B) ⊆ R(A)
und R(C∗) ⊆ R(A∗) bestehen.
(a1) Es ist E =
(
Ip 0p×q
CA+ Iq
)
·
(
A 0p×q
0q×p A[E]
)
·
(
Ip A
+B
0q×p Iq
)
.
(a2) Es gelten detE = detA · detA[E] und RangE = RangA+ RangA[E].
(a3) Es seien V ∈ Cp×p, W ∈ Cq×q, X ∈ Cq×p und Y ∈ Cp×q derart gewählt, dass
die Beziehung
E =
(
Ip 0p×q
X Iq
)
·
(
V 0p×q
0q×p W
)
·
(
Ip Y
0q×p Iq
)
besteht. Dann gelten V = A und W = A[E].
(a4) Es seien V ∈ Cp×p, W ∈ Cq×q, X ∈ Cq×p und Y ∈ Cp×q wie in (a3) gewählt
und zudem gelte R(X∗) ⊆ R(A) und R(Y ) ⊆ R(A∗). Dann gelten Y = A+B
und X = CA+.
(b) Sei nun A regulär.
(b1) Es gelten A[E] = D − CA−1B,
E = E =
(
Ip 0p×q
CA−1 Iq
)
·
(
A 0p×q
0q×p A[E]
)
·
(
Ip A
−1B
0q×p Iq
)
und RangE = p+ RangA[E].
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(b2) Sei q = 1. Dann gilt
A[E] = detEdetA.
(c) Seien E und A regulär. Dann ist auch A[E] regulär und es gelten
E−1 =
(
Ip −A−1B
0q×p Iq
)
·
(
A−1 0p×q
0q×p (A[E])−1
)
·
(
Ip 0p×q
−CA−1 Iq
)
sowie
E−1 =
(
A−1 +A−1B(A[E])−1CA−1 −A−1B(A[E])−1
−(A[E])−1CA−1 (A[E])−1
)
und
E−1 =
(
A−1 0p×q
0q×p 0q×q
)
+
(
−A−1B
Iq
)
· (A[E])−1 · (−CA−1, Iq).
Satz A.8.2. (Zweite Schursche Zerlegung einer Blockmatrix)
Seien p, q ∈ N sowie A ∈ Cp×p, B ∈ Cp×q, C ∈ Cq×p und D ∈ Cq×q. Weiter sei
E :=
(
A B
C D
)
sowie D[E] := A−BD+C.
(a) Die Matrizen B, C und D seien so gewählt, daß die Beziehungen R(C) ⊆ R(D)
und R(B∗) ⊆ R(D∗) bestehen.
(a1) Es ist E =
(
Ip BD
+
0q×p Iq
)
·
(
D[E) 0p×q
0q×p D
)
·
(
Ip 0p×q
D+C Iq
)
.
(a2) Es gelten detE = detD[E] · detD und RangE = RangD[E] + RangD.
(a3) Es seien Q ∈ Cp×p, R ∈ Cq×q, S ∈ Cq×p und T ∈ Cp×q derart gewählt, dass
die Beziehung
E =
(
Ip T
0q×p Iq
)
·
(
Q 0p×q
0q×p R
)
·
(
Ip 0p×q
S Iq
)
besteht. Dann gelten Q = D[E] und R = D.
(a4) Es seien Q ∈ Cp×p, R ∈ Cq×q, S ∈ Cq×p und T ∈ Cp×q wie in (a3) gewählt
und zudem gelte R(S) ⊆ R(D∗) und R(T ∗) ⊆ R(D). Dann gelten S = D+C
und T = BD+.
(b) Sei nun D regulär.
(b1) Es gelten D[E] = A−BD−1C,
E =
(
Ip BD
−1
0q×p Iq
)
·
(
D[E) 0p×q
0q×p D
)
·
(
Ip 0p×q
D−1C Iq
)
und RangE = RangD[E] + q.
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(b2) Sei p = 1. Dann gilt
D[E] = detEdetD.
(c) Seien E und D regulär. Dann ist auch D[E] regulär und es gelten
E−1 =
(
Ip 0p×q
−D−1C Iq
)
·
(
(D[E])−1 0p×q
0q×p D−1
)
·
(
Ip −BD−1
0q×p Iq
)
sowie
E−1 =
(
(D[E])−1 −(D[E])−1BD−1
−D−1C(D[E])−1 D−1 +D−1C(D[E])−1BD−1
)
und
E−1 =
(
0p×p 0p×q
0q×p D−1
)
+
(
Ip
−D−1C
)
· (D[E])−1 · (Ip,−BD−1).
Folgerung A.8.1. Es seien p, q ∈ N sowie B ∈ Cp×q. Weiterhin sei E :=
(
Ip B
B∗ Iq
)
.
(a) Es gelten
E =
(
Ip 0p×q
B∗ Iq
)
·
(
Ip 0p×q
0q×p Iq −B∗B
)
·
(
Ip B
0q×p Iq
)
sowie detE = det(Iq −B∗B) und RangE = p+ Rang(Iq −B∗B).
(b) Es gelten
E =
(
Ip B
0q×p Iq
)
·
(
Ip −BB∗ 0p×q
0q×p Iq
)
·
(
Ip 0p×q
B∗ Iq
)
sowie detE = det(Ip −BB∗) und RangE = Rang(Ip −BB∗) + q.
(c) Es gelten det(Iq − B∗B) = det(Ip − BB∗) sowie Rang(Iq − B∗B) = Rang(Ip −
BB∗) + q − p.
(d) Sei nun E regulär.
(d1) Es sind Iq −B∗B und Ip −BB∗ jeweils regulär.
(d2) Es gelten
(Ip −BB∗)−1 = Ip +B(Iq −B∗B)−1B∗,
(Iq −B∗B)−1 = Iq +B∗(Ip −BB∗)−1B,
B(Iq −B∗B)−1 = (Ip −BB∗)−1B
und
(Iq −B∗B)−1B∗ = B∗(Ip −BB∗)−1.
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(d3) Es gelten
E−1 =
(
(Ip −BB∗)−1 −B(Iq −B∗B)−1
−(Iq −B∗B)−1B∗ (Iq −B∗B)−1
)
sowie
E−1 =
(
(Ip −BB∗)−1 −(Ip −BB∗)−1B
−B∗(Ip −BB∗)−1 (Iq −B∗B)−1
)
.
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A.9. Einige Charakterisierungen nichtnegativ hermitescher
Blockmatrizen
Der vorliegende Abschnitt ist einer fundamentalen Charakterisierung nichtnegativ her-
mitescher 2 × 2-Blockmatrizen gewidmet, welche auf Albert [Alb69] sowie Efimov/
Potapov [EP73] zurückgeht.
Satz A.9.1. Es seien p, q ∈ N. Weiterhin seien A ∈ Cp×p, B ∈ Cp×q und D ∈ Cq×q. Es
sei
E :=
(
A B
B∗ D
)
.
Weiter seien
A[E] := D −B∗A+B sowie D[E] := A−BD+B∗.
Dann sind folgende Aussagen äquivalent:
(i) Es ist E ∈ C(p+q)×(p+q)≥ .
(ii) Es gelten A ∈ Cp×p≥ sowie R(B) ⊆ R(A) und A[E] ∈ Cq×q≥ .
(iii) Es gelten D ∈ Cq×q≥ sowie R(B∗) ⊆ R(D) und D[E] ∈ Cp×p≥ .
(iv) Es gelten A ∈ Cp×p≥ , AA+B = B und A[E] ∈ Cq×q≥ .
(v) Es gelten D ∈ Cq×q≥ , DD+B∗ = B∗ und D[E] ∈ Cp×p≥ .
(vi) Es gelten A ∈ Cp×p≥ , N (A) ⊆ N (B∗) und A[E] ∈ Cq×q≥ .
(vii) Es gelten D ∈ Cq×q≥ , N (D) ⊆ N (B) und D[E] ∈ Cp×p≥ .
Beweis. Siehe z.B. [DFK92, Lemma 1.1.9]. 
Wir erkennen nun, dass die Kontraktivität bzw. strenge Kontraktivität einer Matrix aus
Cp×q durch die nichtnegative Hermitezität bzw. positive Hermitezität von in natürlicher
Weise aus ihr gebildeten Matrizen aus C(p+q)×(p+q) charakterisiert werden kann.
Satz A.9.2. Seien p, q ∈ N und K ∈ Cp×q.
(a) Folgende Aussagen sind äquivalent:
(i) Es ist K ∈ Kp×q.
(ii) Es gilt
(
Ip K
K∗ Iq
)
∈ C(p+q)×(p+q)≥ .
(iii) Es gilt
(
Iq K
∗
K Ip
)
∈ C(q+p)×(q+p)≥ .
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(b) Folgende Aussagen sind äquivalent:
(iv) Es ist K ∈ Dp×q.
(v) Es gilt
(
Ip K
K∗ Iq
)
∈ C(p+q)×(p+q)> .
(vi) Es gilt
(
Iq K
∗
K Ip
)
∈ C(q+p)×(q+p)> .
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A.10. Einige Aussagen zu Matrizenkreisen
Im Mittelpunkt des vorliegenden Abschnitts stehen natürliche matrizielle Verallgemeine-
rungen abgeschlossener bzw. offener Kreisscheiben der euklidischen komplexen Ebene auf
rechteckige komplexe Matrizen. Für tieferführende Untersuchungen von Matrizenkreisen
sei z.B. auf Shmul’yan [Shm68] und Dubovo˘ı/Fritzsche/Kirstein [DFK92, Abschnitt 1.5]
verwiesen.
Definition A.10.1. Seien p, q ∈ N sowie M ∈ Cp×q, A ∈ Cp×p und B ∈ Cq×q. Dann
heißt
K(M ;A,B) := {M +AKB : K ∈ Kp×q}
bzw.
K˚(M ;A,B) := {M +AKB : K ∈ Dp×q}
der abgeschlossene Matrizenkreis bzw. offene Matrizenkreis mit Mittelpunkt M, linkem
Halbradius A und rechtem Halbradius B.
Satz A.10.1. Seien p, q ∈ N sowie M ∈ Cp×q, A ∈ Cp×p und B ∈ Cq×q.
(a) Es gilt AA∗ ∈ Cp×p≥ und
√
AA∗ ∈ Cp×p≥ sowie B∗B ∈ Cq×q≥ und
√
B∗B ∈ Cq×q≥ .
(b) Es gilt K(M ;A,B) = K(M ;
√
AA∗,
√
B∗B ).
(c) Es gilt K˚(M ;A,B) = K˚(M ;
√
AA∗,
√
B∗B ).
Beweis. Siehe z.B. [DFK92, Corollary 1.5.3]. 
Wir charakterisieren nun die Zugehörigkeit einer Matrix zu einem Matrizenkreis.
Satz A.10.2. Seien p, q ∈ N sowie M ∈ Cp×q, A ∈ Cp×p und B ∈ Cq×q. Weiter seien
X ∈ Cp×q und KX := A+(X −M)B+.
(a) Folgende Aussagen sind äquivalent:
(i) Es ist X ∈ K(M ;A,B).
(ii) Es ist KX ∈ Kp×q, und es gilt X = M +AKXB.
(b) Folgende Aussagen sind äquivalent:
(iii) Es ist X ∈ K˚(M ;A,B).
(iv) Es ist KX ∈ Dp×q, und es gilt X = M +AKXB.
Beweis. Siehe z.B. [DFK92, Lemma 1.5.1]. 
Es folgt eine Charakterisierung jener Situation, in der ein abgeschlossener bzw. offener
Matrizenkreis eine einelementige Menge ist.
Satz A.10.3. Seien p, q ∈ N sowie M ∈ Cp×q, A ∈ Cp×p und B ∈ Cq×q. Dann sind
folgende Aussagen äquivalent:
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(i) Es ist K(M ;A,B) = {M}.
(ii) Es ist K˚(M ;A,B) = {M}.
(iii) Es ist A = 0p×p oder B = 0q×q.
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A.11. Gebrochenlineare Transformationen von Matrizen
Im Mittelpunkt des vorliegenden Abschnitts steht die Diskussion geeigneter matrizieller
Verallgemeinerungen der Möbiustransformationen der erweiterten komplexen Ebene.
Bedingt durch die Nichtkommutativität der Matrizenmultiplikation bieten sich verschie-
dene Möglichkeiten derartiger Verallgemeinerungen an. Für ein ausführlicheres Studium
gebrochenlinearer Transformationen von Matrizen sei auf Young [You84] verwiesen.
Die beiden nachfolgenden Lemmata liefern zunächst Charakterisierungen jener Situa-
tionen, in denen sich der Definitionsbereich der noch einzuführenden Transformationen
als nichtleer erweisen wird.
Lemma A.11.1. Seien p, q ∈ N sowie c ∈ Cq×p und d ∈ Cq×q. Weiter sei
Q(c,d) := {x ∈ Cp×q : det(cx+ d) 6= 0} .
(a) Folgende Aussagen sind äquivalent:
(i) Es ist Q(c,d) 6= ∅.
(ii) Es ist Rang[(c, d)] = q.
(b) Sei d regulär. Dann gilt 0p×q ∈ Q(c,d).
Lemma A.11.2. Seien p, q ∈ N sowie γ ∈ Cq×p und δ ∈ Cp×p. Weiter sei
R(γδ) := {x ∈ C
p×q : det(xγ + δ) 6= 0} .
(a) Folgende Aussagen sind äquivalent:
(i) Es ist R(γδ) 6= ∅.
(ii) Es ist Rang [(γδ)] = p.
(b) Sei δ regulär. Dann gilt 0p×q ∈ R(γδ).
Vor dem Hintergrund von Lemma A.11.1 und Lemma A.11.2 prägen wir nun die
folgenden Begriffsbildungen:
Definition A.11.1. Seien p, q ∈ N.
(a) Seien a ∈ Cp×p, b ∈ Cp×q, c ∈ Cq×p sowie d ∈ Cq×q und es sei Rang[(c, d)] = q.
Weiter seien
A :=
(
a b
c d
)
sowie
Q(c,d) := {x ∈ Cp×q : det(cx+ d) 6= 0} .
Dann heißt die Abbildung S(p,q)A : Q(c,d) → Cp×q, welche gemäß
x 7→ (ax+ b)(cx+ d)−1
definiert ist, die durch A bezüglich p und q erzeugte rechte gebrochenlineare Trans-
formation von Matrizen.
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(b) Seien α ∈ Cq×q, β ∈ Cp×q, γ ∈ Cq×p sowie δ ∈ Cp×p und es sei Rang
[(
γ
δ
)]
= p.
Weiter seien
B :=
(
α γ
β δ
)
sowie
R(γδ) := {x ∈ C
p×q : det(xγ + δ) 6= 0} .
Dann heißt die Abbildung T (q,p)B : R(γδ) → C
p×q, welche gemäß
x 7→ (xγ + δ)−1(xα+ β)
definiert ist, die durch B bezüglich q und p erzeugte linke gebrochenlineare Trans-
formation von Matrizen.
Wir betrachten nun speziell die von einer oberen bzw. unteren Blockdiagonalmatrix
erzeugte rechte bzw. linke gebrochenlineare Transformation von Matrizen. Ist dann der
Block in der rechten unteren Ecke eine reguläre Matrix, so erweist sich die gebrochenlineare
Transformation als auf ganz Cp×q definiert.
Bemerkung A.11.1. Seien p, q ∈ N sowie a ∈ Cp×p, b ∈ Cp×q und d eine reguläre
Matrix aus Cq×q. Weiter sei
A :=
(
a b
0q×p d
)
.
(a) Es ist Q(0q×p,d) = Cp×q.
(b) Sei x ∈ Cp×q. Dann gilt S(p,q)A (x) = bd−1 + axd−1.
Bemerkung A.11.2. Seien p, q ∈ N sowie α ∈ Cq×q, β ∈ Cp×q und δ eine reguläre
Matrix aus Cp×p. Weiter sei
B :=
(
α 0q×p
β δ
)
.
(a) Es ist
R(0q×p
δ
) = Cp×q .
(b) Sei x ∈ Cp×q. Dann gilt T (q,p)B (x) = δ−1β + δ−1xα.
Seien p, q ∈ N sowie A und B reguläre Matrizen aus C(p+q)×(p+q) bzw. C(q+p)×(q+p).
Dann ist unsere nächste Überlegung darauf orientiert, eine Bedingung an das Paar [A,B]
herzuleiten, welche die Identität S(p,q)A = T (q,p)B impliziert.
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Satz A.11.1. Seien p, q ∈ N sowie
Upq =
(
0q×p Iq
−Ip 0p×q
)
.
Weiterhin seien a ∈ Cp×p, b ∈ Cp×q, c ∈ Cq×p und d ∈ Cq×q sowie α ∈ Cq×q, β ∈
Cp×q, γ ∈ Cq×p und δ ∈ Cp×p derart beschaffen, dass mit den Setzungen
A :=
(
a b
c d
)
und B :=
(
α γ
β δ
)
und mit einem gewissen ρ ∈ C \ {0} die Relation BUpqA = ρUpq besteht.
(a) Es sind A und B regulär.
(b) Es sind S(p,q)A und T (q,p)B wohldefiniert und es gilt
Q(c,d) = R(γδ)
sowie für x ∈ Q(c,d) weiterhin S(p,q)A (x) = T (q,p)B (x).
(c) Es sind S(q,p)B und T (p,q)A wohldefiniert und es gilt
Q(β,δ) = R(b
d
)
sowie für x ∈ Q(β,δ) weiterhin S(q,p)B (x) = T (p,q)A (x).
Beweis. Siehe z.B. [DFK92, Lemma 1.6.2 und Proposition 1.6.1]. 
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In diesem Kapitel werden eine Reihe von Erkenntnissen über nichtnegativ definite Folgen
von Matrizen aus Cq×q vorgestellt. Diese finden insbesondere in Kapitel 1 Anwendung. Zen-
trale Resultate entnehmen wir dabei den Arbeiten Fritzsche/Kirstein [FK89d], [FK87b],
[FK89c] und Dubovo˘ı/Fritzsche/Kirstein [DFK92, Kapitel 3.4].
B.1. Einige Aussagen zur Struktur endlicher nichtnegativ
definiter Folgen von Matrizen aus Cq×q
Wir beginnen diesen Abschnitt mit einigen einfachen Beobachtungen zu nichtnegativ
definiten Folgen von Matrizen aus Cq×q.
Bemerkung B.1.1. Seien q ∈ N, n ∈ N0 und (Cj)nj=0 eine Folge aus Cq×q. Es be-
zeichne T0((Cj)nj=0)) die 0–te zur Folge (Cj)nj=0 gehörige Blocktoeplitzmatrix. Dann
gilt T0((Cj)nj=0) = C0.
Satz B.1.1. Seien q ∈ N, n ∈ N0 und (Cj)nj=0 eine Folge aus Cq×q. Es bezeichne
Tn((Cj)nj=0) die n–te zu (Cj)nj=0 gehörige Blocktoeplitzmatrix. Dann sind folgende Aussa-
gen äquivalent:
(i) Es ist (Cj)nj=0 positiv definit.
(ii) Es ist (Cj)nj=0 nichtnegativ definit und es gilt det[Tn((Cj)nj=0)] 6= 0.
Bemerkung B.1.2. Seien q ∈ N, n ∈ N0 und (Cj)nj=0 eine nichtnegativ definite Folge
aus Cq×q. Weiter sei k ∈ {0, . . . , n}. Es bezeichne Tk((Cj)nj=0) die k–te zur Folge (Cj)nj=0
gehörige Blocktoeplitzmatrix.
(a) Es gilt Tk((Cj)nj=0) ∈ C(k+1)q×(k+1)q≥ .
(b) Es gilt det[Tk((Cj)nj=0)] ∈ [0,∞).
(c) Die Folge (Cj)kj=0 ist nichtnegativ definit.
Bemerkung B.1.3. Seien q ∈ N, n ∈ N0 und (Cj)nj=0 eine positiv definite Folge aus
Cq×q. Weiter sei k ∈ {0, . . . , n}. Es bezeichne Tk((Cj)nj=0)) die k–te zur Folge (Cj)nj=0
gehörige Blocktoeplitzmatrix.
(a) Es gilt Tk((Cj)nj=0) ∈ C(k+1)q×(k+1)q> .
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(b) Es gilt det[Tk((Cj)nj=0)] ∈ (0,∞).
(c) Die Folge (Cj)kj=0 ist positiv definit.
Satz B.1.2. Seien q ∈ N, n ∈ N und (Cj)nj=0 eine Folge aus Cq×q, für welche C0 = Iq
erfüllt ist. Weiter sei k ∈ {1, . . . , n}.
(a) Sei (Cj)nj=0 nichtnegativ definit. Dann gilt Ck ∈ Kq×q.
(b) Sei (Cj)nj=0 positiv definit. Dann gilt Ck ∈ Dq×q.
Wir widmen unsere Aufmerksamkeit nun der inneren Struktur nichtnegativ definiter
Folgen von Matrizen aus Cq×q.
Zunächst erkennen wir, dass die Folgen der zu einer nichtnegativ bzw. positiv defi-
niten Folge gehörigen unteren bzw. oberen Schurkomplemente vom Typ I sämtlich aus
nichtnegativ bzw. positiv hermiteschen Matrizen bestehen.
Satz B.1.3. Seien q ∈ N, n ∈ N0 und (Cj)nj=0 eine nichtnegativ definite Folge aus Cq×q.
Weiterhin sei s ∈ {0, . . . , n} und es bezeichne Ls+1 bzw. Rs+1 das (s+ 1)-te zu (Cj)nj=0
gehörige untere bzw. obere Schurkomplement vom Typ I. Dann gehören Ls+1 sowie Rs+1
jeweils zu Cq×q≥ .
Beweis. Siehe z.B. [DFK92, Remark 3.4.1]. 
Satz B.1.4. Seien q ∈ N, n ∈ N0 und (Cj)nj=0 eine positiv definite Folge aus Cq×q.
Weiterhin sei s ∈ {0, . . . , n} und es bezeichne Ls+1 bzw. Rs+1 das zu (Cj)nj=0 gehörige
(s+ 1)-te untere bzw. obere Schurkomplement vom Typ I. Dann gehören Ls+1 sowie Rs+1
jeweils zu Cq×q> .
Beweis. Siehe z.B. [DFK92, Remark 3.4.1]. 
Satz B.1.5. Seien q ∈ N, n ∈ N und (Cj)nj=0 eine nichtnegativ definite Folge aus
Cq×q. Für k ∈ {0, . . . , n} bezeichne Mk+1 die (k + 1)-te zu (Cj)nj=0 gehörige zentrale
Matrix vom Typ I sowie Lk+1 bzw. Rk+1 das (k + 1)-te zu (Cj)nj=0 gehörige untere
bzw. obere Schurkomplement vom Typ I. Sei s ∈ {1, . . . , n}. Es bezeichne Ks den s-ten
Schurparameter der Folge (Cj)sj=0 vom Typ I. Dann gelten Ks ∈ Kq×q sowie Cs =
Ms +
√
LsKs
√
Rs.
Beweis. Siehe z.B. [DFK92, Theorem 3.4.1]. 
Satz B.1.6. Seien q ∈ N, n ∈ N und (Cj)nj=0 eine nichtnegativ definite Folge aus Cq×q.
Für k ∈ {0, . . . , n} bezeichne Lk+1 bzw. Rk+1 das (k + 1)-te zu (Cj)nj=0 gehörige untere
bzw. obere Schurkomplement vom Typ I. Sei s ∈ {1, . . . , n}. Dann gelten Ls−Ls+1 ∈ Cq×q≥
und Rs −Rs+1 ∈ Cq×q≥ .
Beweis. Siehe z.B. [DFK92, Remark 3.4.3]. 
Wir wenden uns im Weiteren speziell positiv definiten Folgen zu.
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Satz B.1.7. Seien q ∈ N, n ∈ N und (Cj)nj=0 eine positiv definite Folge aus Cq×q. Für
k ∈ {0, 1, . . . , n} bezeichne Mk+1 die (k + 1)-te zu (Cj)nj=0 gehörige zentrale Matrix vom
Typ I sowie Lk+1 bzw. Rk+1 das (k + 1)-te zu (Cj)nj=0 gehörige untere bzw. obere Schur-
komplement vom Typ I. Sei s ∈ {1, . . . , n}. Es bezeichne Ks den s-ten Schurparameter
der Folge (Cj)sj=0 vom Typ I. Dann gelten Ks ∈ Dq×q sowie Cs = Ms +
√
LsKs
√
Rs.
Beweis. Siehe z.B. [DFK92, Theorem 3.4.1]. 
Satz B.1.8. Seien q ∈ N, n ∈ N0 und (Cj)nj=0 eine nichtnegativ definite Folge aus Cq×q.
Für k ∈ {0, . . . , n} bezeichne Lk+1 bzw. Rk+1 das (k + 1)-te zu (Cj)nj=0 gehörige untere
bzw. obere Schurkomplement vom Typ I. Dann sind folgende Aussagen äquivalent:
(i) Die Folge (Cj)nj=0 ist positiv definit.
(ii) Für s ∈ {0, . . . , n} gilt Ls+1 ∈ Cq×q> .
(iii) Für s ∈ {0, . . . , n} gilt detLs+1 6= 0.
(iv) Es gilt Ln+1 ∈ Cq×q> .
(v) Es gilt detLn+1 6= 0.
(vi) Für s ∈ {0, . . . , n} gilt Rs+1 ∈ Cq×q> .
(vii) Für s ∈ {0, . . . , n} gilt detRs+1 6= 0.
(viii) Es gilt Rn+1 ∈ Cq×q> .
(ix) Es gilt detRn+1 6= 0.
Beweis. Kombiniere Satz B.1.6 mit [FK87b, Remark 3]. 
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B.2. Das Erweiterungsproblem für endliche nichtnegativ
definite Folgen von Matrizen aus Cq×q
Im Mittelpunkt des vorliegenden Abschnitts steht das Problem der Erweiterung endli-
cher nichtnegativ definiter bzw. positiv definiter Folgen aus Cq×q unter Erhaltung der
Eigenschaft der nichtnegativen bzw. positiven Definitheit.
Definition B.2.1. Seien q ∈ N, n ∈ N0 und (Cj)nj=0 eine Folge aus Cq×q. Weiter sei
X ∈ Cq×q. Für j ∈ {0, . . . , n+ 1} sei
Cj,X :=
{
Cj , falls j ∈ {0, . . . , n}
X , falls j = n+ 1 .
Dann heißt (Cj,X)n+1j=0 die durch X erzeugte Ergänzung von (Cj)nj=0.
Definition B.2.2. Seien q ∈ N, n ∈ N0 und (Cj)nj=0 eine Folge aus Cq×q. Weiter sei
X ∈ Cq×q und es bezeichne (Cj,X)n+1j=0 die durch X erzeugte Ergänzung von (Cj)nj=0. Dann
heißt X eine (Cj)nj=0 nichtnegativ definit bzw. positiv definit ergänzende Matrix, falls die
Folge (Cj,X)n+1j=0 nichtnegativ definit bzw. positiv definit ist. Es bezeichne C≥[(Cj)nj=0] bzw.
C>[(Cj)nj=0] die Menge aller (Cj)nj=0 nichtnegativ definit bzw. positiv definit ergänzenden
Matrizen aus Cq×q.
Wir formulieren nachfolgend die allgemeinen Antworten auf die Probleme der nichtne-
gativ definiten bzw. positiv definiten Ergänzung von endlichen Folgen aus Cq×q.
Satz B.2.1. Seien q ∈ N, n ∈ N0 und (Cj)nj=0 eine Folge aus Cq×q. Es bezeichne
C≥[(Cj)nj=0] bzw. C>[(Cj)nj=0] die Menge aller (Cj)nj=0 nichtnegativ definit bzw. positiv
definit ergänzenden Matrizen aus Cq×q. Weiterhin bezeichne Mn+1 die (n + 1)-te zu
(Cj)nj=0 gehörige zentrale Matrix vom Typ I sowie Ln+1 bzw. Rn+1 das (n + 1)-te zu
(Cj)nj=0 gehörige untere bzw. obere Schurkomplement vom Typ I.
(a) Folgende Aussagen sind äquivalent:
(i) Es ist C≥[(Cj)nj=0] 6= ∅.
(ii) Es ist (Cj)nj=0 nichtnegativ definit.
(b) Sei (i) erfüllt.
(b1) Es gehören Ln+1 und Rn+1 jeweils zu Cq×q≥ .
(b2) Es gilt
C≥[(Cj)nj=0] = K(Mn+1;
√
Ln+1 ,
√
Rn+1 ).
(c) Folgende Aussagen sind äquivalent:
(iii) Es ist C>[(Cj)nj=0] 6= ∅.
(iv) Es ist (Cj)nj=0 positiv definit.
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(d) Sei (iii) erfüllt.
(d1) Es gehören Ln+1 und Rn+1 jeweils zu Cq×q> .
(d2) Es gelten
C>[(Cj)nj=0] = K˚(Mn+1;
√
Ln+1 ,
√
Rn+1 )
sowie
C≥[(Cj)nj=0] = K(Mn+1;
√
Ln+1 ,
√
Rn+1 ).
Beweis. Siehe z.B. [FK87b, Theorem 1 und Theorem 2], [DFK92, Theorem 3.4.1]. 
Folgerung B.2.1. Seien q ∈ N, n ∈ N0 und (Cj)nj=0 eine Folge aus Cq×q. Es bezeichne
Mn+1 die (n+ 1)-te zu (Cj)nj=0 gehörige zentrale Matrix vom Typ I.
(a) Sei (Cj)nj=0 eine nichtnegativ definite Folge aus Cq×q. Dann ist Mn+1 eine (Cj)nj=0
nichtnegativ definit ergänzende Matrix.
(b) Sei (Cj)nj=0 eine positiv definite Folge aus Cq×q. Dann ist Mn+1 eine (Cj)nj=0 positiv
definit ergänzende Matrix.
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B.3. Zentrale endliche nichtnegativ definite Folgen von
Matrizen aus Cq×q
Gemäß Satz B.2.1 ist jedes Folgenelement einer endlichen nichtnegativ definiten Folge
aus Cq×q in einem durch die vorangegangenen Folgenglieder bestimmten Matrizenkreis
enthalten. Wir schenken nun jenen Folgen besondere Aufmerksamkeit, bei denen ab einem
gewissen Index alle Folgenglieder gerade mit den Mittelpunkten dieser Matrizenkreise
übereinstimmen:
Definition B.3.1. Seien q ∈ N, n ∈ N und (Cj)nj=0 eine Folge aus Cq×q. Für s ∈
{1, . . . , n} bezeichne Ms die s–te zu (Cj)nj=0 gehörige zentrale Matrix vom Typ I.
(a) Sei k ∈ {1, . . . , n}. Dann heißt (Cj)nj=0 Typ-I-zentral der Ordnung k, falls für alle
j ∈ {k, . . . , n} die Beziehung Cj = Mj besteht.
(b) Sei k ∈ {1. . . . , n}. Dann heißt (Cj)nj=0 Typ-I-zentral der minimalen Ordnung k,
falls (Cj)nj=0 folgende Eigenschaften besitzt:
(i) Es ist (Cj)nj=0 Typ-I-zentral der Ordnung k.
(ii) Im Fall n ∈ {2, 3, . . .} und k ∈ {2, . . . , n} ist (Cj)nj=0 nicht Typ-I-zentral der
Ordnung k − 1.
(c) Es heißt (Cj)nj=0 Typ-I-zentral, falls ein k ∈ {1, . . . , n} derart existiert, dass (Cj)nj=0
Typ-I-zentral der Ordnung k ist.
Wir präsentieren nun eine Reihe von Charakterisierungen endlicher Typ-I-zentraler
nichtnegativ definiter Folgen.
Satz B.3.1. Seien q ∈ N, n ∈ N und (Cj)nj=0 eine nichtnegativ definite Folge aus Cq×q
mit zugehöriger Schurparameterfolge (Kj)nj=1 vom Typ I. Für s ∈ {0, . . . , n} bezeichne
Ls+1 bzw. Rs+1 das (s+ 1)-te zu (Cj)nj=0 gehörige untere bzw. obere Schurkomplement
vom Typ I. Weiter sei k ∈ {1, . . . , n}. Dann sind folgende Aussagen äquivalent:
(i) Es ist (Cj)nj=0 Typ-I-zentral der Ordnung k.
(ii) Für alle j ∈ {k, . . . , n} gilt Lj+1 = Lk.
(iii) Es gilt Ln+1 = Lk.
(iv) Für alle j ∈ {k, . . . , n} gilt Rj+1 = Rk.
(v) Es gilt Rn+1 = Rk.
(vi) Für alle j ∈ {k, . . . , n} gilt Kj = 0q×q.
Beweis. Kombiniere Satz B.1.6 und [DFK92, Remark 3.4.3]. 
Das nachfolgende Resultat vermittelt interessante Einblicke in die Struktur Typ-I-
zentraler nichtnegativ definiter Folgen.
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Satz B.3.2. Seien q ∈ N, n ∈ {2, 3, . . .} und k ∈ {1, . . . , n − 1}. Weiter sei (Cj)nj=0
eine nichtnegativ definite Folge aus Cq×q, welche Typ-I-zentral der Ordnung k + 1 ist.
Außerdem sei s ∈ {k + 1, . . . , n}. Dann gelten
Cs = (Cs−1, . . . , Cs−k)
[
Tk−1
(
(Cj)nj=0
)]+C1...
Ck

sowie
Cs = (Ck, . . . , C1)
[
Tk−1
(
(Cj)nj=0
)]+ Cs−k...
Cs−1
 .
Beweis. Siehe z.B. [FK89d, Proposition 1 und Remark 1], [FK89c, Theorem 32], [DFK92,
Theorem 3.4.3]. 
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B.4. Einige Aussagen über unendliche nichtnegativ definite
Folgen von Matrizen aus Cq×q
Im Zentrum der Betrachtungen dieses Abschnitts stehen verschiedene Eigenschaften
unendlicher nichtnegativ bzw. positiv definiter Folgen aus Cq×q.
Satz B.4.1. Seien q ∈ N und (Cj)j∈N0 eine Folge aus Cq×q. Für n ∈ N0 bezeichne
Tn((Cj)j∈N0) die n-te zu (Cj)j∈N0 gehörige Blocktoeplitzmatrix. Dann sind folgende
Aussagen äquivalent:
(i) Es ist (Cj)j∈N0 positiv definit.
(ii) Es ist (Cj)j∈N0 nichtnegativ definit und für n ∈ N0 gilt det[Tn((Cj)j∈N0)] 6= 0.
Satz B.4.2. Seien q ∈ N und (Cj)j∈N0 eine Folge aus Cq×q, für welche C0 = Iq erfüllt
ist. Weiter sei k ∈ N.
(a) Sei (Cj)j∈N0 nichtnegativ definit. Dann gilt Ck ∈ Kq×q.
(b) Sei (Cj)j∈N0 positiv definit. Dann gilt Ck ∈ Dq×q.
Wir wenden uns im Folgenden zentralen unendlichen nichtnegativ definiten Folgen aus
Cq×q zu:
Definition B.4.1. Seien q ∈ N und (Cj)j∈N0 eine Folge aus Cq×q. Für s ∈ N bezeichne
Ms die s-te zu (Cj)j∈N0 gehörige zentrale Matrix vom Typ I.
(a) Sei k ∈ N. Dann heißt (Cj)j∈N0 Typ-I-zentral der Ordnung k, falls für alle j ∈
{k, k + 1, . . .} die Beziehung Cj = Mj besteht.
(b) Sei k ∈ N. Dann heißt (Cj)j∈N0 Typ-I-zentral der minimalen Ordnung k, falls
(Cj)j∈N0 folgende Eigenschaften besitzt:
(i) Es ist (Cj)j∈N0 Typ-I-zentral der Ordnung k.
(ii) Im Fall k ∈ {2, 3, . . .} ist (Cj)j∈N0 nicht Typ-I-zentral der Ordnung k − 1.
(c) Es heißt (Cj)j∈N0 Typ-I-zentral, falls ein k ∈ N derart existiert, dass (Cj)j∈N0
Typ-I-zentral der Ordnung k ist.
Wir präsentieren nun eine Reihe von Charakterisierungen unendlicher Typ-I-zentraler
nichtnegativ definiter Folgen.
Satz B.4.3. Seien q ∈ N und (Cj)j∈N0 eine nichtnegativ definite Folge aus Cq×q mit
zugehöriger Schurparameterfolge (Kj)j∈N vom Typ I. Für s ∈ N0 bezeichne Ls+1 bzw.
Rs+1 das (s+ 1)-te zu (Cj)j∈N0 gehörige untere bzw. obere Schurkomplement vom Typ I.
Darüber hinaus bezeichne L bzw. R das asymptotische zu (Cj)j∈N0 gehörige untere bzw.
obere Schurkomplement vom Typ I. Weiter sei k ∈ N.
(a) Folgende Aussagen sind äquivalent:
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aus Cq×q
(i) Es ist (Cj)j∈N0 Typ-I-zentral der Ordnung k.
(ii) Für alle j ∈ {k, k + 1, . . .} gilt Lj+1 = Lk.
(iii) Für alle j ∈ {k, k + 1, . . .} gilt Rj+1 = Rk.
(iv) Für alle j ∈ {k, k + 1, . . .} gilt Kj = 0q×q.
(b) Sei (i) erfüllt. Dann sind folgende Aussagen äquivalent:
(vii) Die Folge (Cj)k−1j=0 ist positiv definit.
(viii) Die Folge (Cj)j∈N0 ist positiv definit.
Beweis. Siehe z.B. [DFK92, Remark 3.4.3]. 
Für eine gegebene endliche Folge aus Cq×q ist unsere nächste Überlegung auf die
Konstruktion einer unendlichen Folge aus Cq×q gerichtet, für welche die Ausgangsfolge mit
den ersten Folgegliedern übereinstimmt und welche weiterhin eine Zentralitätseigenschaft
erfüllt.
Bemerkung B.4.1. Seien q ∈ N, k ∈ N und (Cj)k−1j=0 eine Folge aus Cq×q. Für s ∈
{k, k + 1, . . .} wird die Matrix Cs folgendermaßen rekursiv definiert: Es sei Ck die k-te
zu (Cj)k−1j=0 gehörige zentrale Matrix vom Typ I. Ist s ∈ {k, k + 1, . . .} und ist die Folge
(Cj)sj=0 bereits definiert, so sei Cs+1 die (s+ 1)-te zu (Cj)sj=0 gehörige zentrale Matrix
vom Typ I. Dann ist (Cj)j∈N0 eine Folge aus Cq×q, welche Typ-I-zentral der Ordnung k
ist.
Bemerkung B.4.1 führt uns auf folgende Begriffsbildung:
Definition B.4.2. Seien q ∈ N, k ∈ N und (Cj)k−1j=0 eine Folge aus Cq×q. Es bezeichne
(Cj)j∈N0 die in Bemerkung B.4.1 eingeführte Folge aus Cq×q. Dann heißt (Cj)j∈N0 die zu
(Cj)k−1j=0 gehörige Typ-I-zentrale Folge.
Satz B.4.4. Seien q ∈ N, k ∈ N und (Cj)k−1j=0 eine Folge aus Cq×q. Dann gibt es genau
eine Typ-I-zentrale Folge (Bj)j∈N0 der Ordnung k aus Cq×q, welche für j ∈ {0, . . . , k− 1}
der Bedingung Bj = Cj genügt, und zwar ist (Bj)j∈N0 die zu (Cj)k−1j=0 gehörige Typ-I-
zentrale Folge.
Folgerung B.4.1. Seien q ∈ N, k ∈ N und (Cj)j∈N0 eine Folge aus Cq×q, welche Typ-
I-zentral der Ordnung k ist. Dann ist (Cj)j∈N0 die zu (Cj)k−1j=0 gehörige Typ-I-zentrale
Folge.
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C. Über q × q-Carathéodoryfolgen
Im vorliegenden Kapitel werden verschiedene Aussagen aus dem Bereich der q × q-
Carathéodoryfolgen zusammengetragen, welche wir hauptsächlich in Kapitel 1 nutzen
werden.
C.1. Einige Eigenschaften endlicher q × q-Carathéodoryfolgen
Wir stellen im Folgenden wichtige Wechselbeziehungen zwischen endlichen q × q-Cara-
théodoryfolgen und endlichen nichtnegativ definiten Folgen aus Cq×q heraus. Im ersten
Schritt konstruieren wir dabei zu einer q× q-Carathéodoryfolge eine spezielle nichtnegativ
definite Folge aus Cq×q.
Bemerkung C.1.1. Seien q ∈ N, n ∈ N0 sowie (Γj)nj=0 und (Cj)nj=0 Folgen aus Cq×q,
für welche C0 = <e Γ0 sowie im Fall n ∈ N für j ∈ {1, . . . , n} weiterhin Cj = 12Γj erfüllt
ist.
(a) Sei k ∈ {0, . . . , n} und bezeichne Sk((Γj)nj=0) die k–te zur Folge (Γj)nj=0 gehörige
Abschnittsmatrix sowie Tk((Cj)nj=0) die k–te zur Folge (Cj)nj=0 gehörige Blocktoep-
litzmatrix. Dann gilt Tk((Cj)nj=0) = <e [Sk((Γj)nj=0)].
(b) Folgende Aussagen sind äquivalent:
(i) Es ist (Γj)nj=0 eine q × q–Carathéodoryfolge.
(ii) Es ist (Cj)nj=0 nichtnegativ definit.
(c) Folgende Aussagen sind äquivalent:
(iii) Es ist (Γj)nj=0 eine strenge q × q–Carathéodoryfolge.
(iv) Es ist (Cj)nj=0 positiv definit.
Bemerkung C.1.1 führt uns auf folgende Begriffsbildung:
Definition C.1.1. Seien q ∈ N, n ∈ N0 und (Γj)nj=0 eine q × q–Carathéodoryfolge. Es
sei C0 := <e Γ0 sowie im Fall n ∈ N für j ∈ {1, . . . , n} weiterhin Cj := 12Γj . Dann heißt
(Cj)nj=0 die mit (Γj)nj=0 assoziierte nichtnegativ definite Folge.
In Umkehrung der in Definition C.1.1 gewählten Vorgehensweise möchten wir nun
mit einer nichtnegativ definiten Folge in spezieller Weise eine q × q–Carathéodoryfolge
assoziieren.
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Bemerkung C.1.2. Seien q ∈ N, n ∈ N0 und (Cj)nj=0 eine Folge aus Cq×q, für welche
C0 ∈ Cq×qH erfüllt ist. Es sei Γ0 := C0 sowie im Fall n ∈ N für j ∈ {1, . . . , n} weiterhin
Γj := 2Cj.
(a) Sei k ∈ {0, . . . , n} und bezeichne Sk((Γj)nj=0) die k–te zur Folge (Cj)nj=0 gehörige
Abschnittsmatrix sowie Tk((Cj)nj=0) die k–te zur Folge (Cj)nj=0 gehörige Blocktoep-
litzmatrix. Dann gilt Tk((Cj)nj=0) = <e [Sk((Γj)nj=0)].
(b) Folgende Aussagen sind äquivalent:
(i) Es ist (Cj)nj=0 nichtnegativ definit.
(ii) Es ist (Γj)nj=0 eine q × q–Carathéodoryfolge.
(c) Folgende Aussagen sind äquivalent:
(iii) Es ist (Cj)nj=0 positiv definit.
(iv) Es ist (Γj)nj=0 eine strenge q × q–Carathéodoryfolge.
(d) Sei (Cj)nj=0 nichtnegativ definit. Unter Beachtung von (b) bezeichne (C˜j)nj=0 die
mit (Γj)nj=0 assoziierte nichtnegativ definite Folge. Dann gilt (C˜j)nj=0 = (Cj)nj=0.
Bemerkung C.1.2 führt uns auf folgende Begriffsbildung:
Definition C.1.2. Seien q ∈ N, n ∈ N0 und (Cj)nj=0 eine nichtnegativ definite Folge aus
Cq×q. Es sei Γ0 := C0 sowie im Fall n ∈ N für j ∈ {1, . . . , n} weiterhin Γj := 2Cj . Dann
heißt (Γj)nj=0 die mit (Cj)nj=0 assoziierte q × q–Carathéodoryfolge.
Aufgrund der soeben beschriebenen engen Wechselbeziehungen zwischen endlichen q×q-
Carathéodoryfolgen und endlichen nichtnegativ definiten Folgen aus Cq×q liegt es nahe,
markante Eigenschaften von nichtnegativ definiten Folgen auf q × q-Carathéodoryfolgen
zu übertragen. In Weiterführung dieses Gedankengangs gelangen wir zur nachfolgenden
Definition:
Definition C.1.3. Seien q ∈ N, n ∈ N sowie (Γj)nj=0 eine Folge aus Cq×q.
(a) Sei k ∈ {1, . . . , n}. Für j ∈ {0, 1, . . . , n} sei
Cj :=
{
<e Γ0 , falls j = 0,
1
2Γj , falls j ∈ {1, . . . , n}.
(a1) Es heißt (Γj)nj=0 Typ-(I,C)-zentral der Ordnung k, falls die Folge (Cj)nj=0
Typ-I-zentral der Ordnung k ist.
(a2) Es heißt (Γj)nj=0 Typ-(I,C)-zentral der minimalen Ordnung k, falls die Folge
(Cj)nj=0 Typ-I-zentral der minimalen Ordnung k ist.
(b) Es heißt (Γj)nj=0 Typ-(I,C)-zentral, falls ein k ∈ {1, . . . , n} derart existiert, dass
(Γj)nj=0 Typ-(I,C)-zentral der Ordnung k ist.
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C.2. Einige Eigenschaften unendlicher q× q-Carathéodoryfolgen
Der vorliegende Abschnitt stellt nun zu den Aussagen aus Abschnitt C.1 analoge Resultate
zu unendlichen q × q-Carathéodoryfolgen vor.
Das folgende allgemeine Resultat über Abschnittsmatrizen ist eine direkte Folgerung
von Satz A.4.2.
Satz C.2.1. Seien p, q ∈ N und (Aj)j∈N0 eine Folge aus Cp×q. Für l ∈ N0 bezeichne
Sl((Aj)j∈N0) die l–te zu (Aj)j∈N0 gehörige Abschnittsmatrix.
(a) Sei k ∈ N. Dann gilt
|Sk−1((Aj)j∈N0)|S,Ckp×kq ≤ |Sk((Aj)j∈N0)|S,C(k+1)p×(k+1)q .
(b) Die Folge (|Sk((Aj)j∈N0)|S,C(k+1)p×(k+1)q)k∈N0 ist im eigentlichen oder uneigentlichen
Sinn konvergent und es gilt
lim
k→∞
|Sk((Aj)j∈N0)|S,C(k+1)p×(k+1)q = sup
k∈N0
|Sk((Aj)j∈N0)|S,C(k+1)p×(k+1)q .
Vollkommen analog zum endlichen Fall können wir nun den engen Zusammenhang
zwischen unendlichen q × q–Carathéodoryfolgen und unendlichen nichtnegativ definiten
Folgen aus Cq×q formulieren. Wir beginnen wiederum mit einer q × q–Carathéodoryfolge
und konstruieren eine gewisse nichtnegativ definite Folge.
Bemerkung C.2.1. Seien q ∈ N sowie (Γj)j∈N0 und (Cj)j∈N0 Folgen aus Cq×q, für
welche C0 = <e Γ0 sowie für j ∈ N weiterhin Cj = 12Γj erfüllt ist.
(a) Folgende Aussagen sind äquivalent:
(i) Es ist (Γj)j∈N0 eine q × q–Carathéodoryfolge.
(ii) Es ist (Cj)j∈N0 nichtnegativ definit.
(b) Folgende Aussagen sind äquivalent:
(i) Es ist (Γj)j∈N0 eine strenge q × q–Carathéodoryfolge.
(ii) Es ist (Cj)j∈N0 positiv definit.
Bemerkung C.2.1 führt uns auf folgende Begriffsbildung:
Definition C.2.1. Seien q ∈ N und (Γj)j∈N0 eine q × q–Carathéodoryfolge. Es sei
C0 := <e Γ0 sowie für j ∈ N weiterhin Cj := 12Γj . Dann heißt (Cj)j∈N0 die mit (Γj)j∈N0
assoziierte nichtnegativ definite Folge.
In Umkehrung der in Definition C.2.1 gewählten Vorgehensweise ist es nun unser Ziel,
mit einer nichtnegativ definiten Folge in spezieller Weise eine q × q–Carathéodoryfolge
zu assoziieren.
Bemerkung C.2.2. Seien q ∈ N und (Cj)j∈N0 eine Folge aus Cq×q, für welche C0 ∈
Cq×qH erfüllt ist. Es sei Γ0 := C0 sowie für j ∈ N weiterhin Γj := 2Cj.
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(a) Folgende Aussagen sind äquivalent:
(i) Es ist (Cj)j∈N0 nichtnegativ definit.
(ii) Es ist (Γj)j∈N0 eine q × q–Carathéodoryfolge.
(b) Folgende Aussagen sind äquivalent:
(iii) Es ist (Cj)j∈N0 positiv definit.
(iv) Es ist (Γj)j∈N0 eine strenge q × q–Carathéodoryfolge.
(c) Sei (Cj)j∈N0 nichtnegativ definit. Unter Beachtung von (a) bezeichne (C˜j)j∈N0 die
mit (Γj)j∈N0 assoziierte nichtnegativ definite Folge. Dann gilt (C˜j)j∈N0 = (Cj)j∈N0 .
Bemerkung C.2.2 führt uns auf folgende Definition:
Definition C.2.2. Seien q ∈ N und (Cj)j∈N0 eine nichtnegativ definite Folge aus Cq×q.
Es sei Γ0 := C0 sowie für j ∈ N weiterhin Γj := 2Cj . Dann heißt (Γj)j∈N0 die mit (Cj)j∈N0
assoziierte q × q–Carathéodoryfolge.
Vor dem Hintergrund von Definition C.2.1 führen wir durch Bezugnahme auf ent-
sprechende Teilklassen nichtnegativ definiter Folgen nun spezielle Unterklassen von
Carathéodoryfolgen ein:
Definition C.2.3. Seien q ∈ N sowie (Γj)j∈N0 eine Folge aus Cq×q.
(a) Sei k ∈ N. Für j ∈ N0 sei
Cj :=
{
<e Γ0 , falls j = 0,
1
2Γj , falls j ∈ N.
(a1) Es heißt (Γj)j∈N0 Typ-(I,C)-zentral der Ordnung k, falls die Folge (Cj)j∈N0
Typ-I-zentral der Ordnung k ist.
(a2) Es heißt (Γj)j∈N0 Typ-(I,C)-zentral der minimalen Ordnung k, falls die Folge
(Cj)j∈N0 Typ-I-zentral der minimalen Ordnung k ist.
(b) Es heißt (Γj)j∈N0 Typ-(I,C)-zentral, falls ein k ∈ N derart existiert, dass (Γj)j∈N0
Typ-(I,C)-zentral der Ordnung k ist.
Unsere nächste Überlegung ist auf die Übertragung des Konzepts der zu einer endlichen
Folge aus Cq×q gehörigen Typ-I-zentralen Folge auf die Situation der Typ-(I,C)-Zentralität
gerichtet. Vor diesem Hintergrund treffen wir die folgende Begriffsbildung:
Definition C.2.4. Seien q ∈ N, k ∈ N und (Γj)k−1j=0 eine Folge aus Cq×q. Es sei C0 :=
<e Γ0 sowie im Fall k ∈ {2, 3, . . . } für j ∈ {1, . . . , k−1} weiterhin Cj := 12Γj . Es bezeichne
(C˜j)j∈N0 die zu (Cj)k−1j=0 gehörige Typ-I-zentrale Folge. Für j ∈ N0 sei
Γ˜j :=
{
Γj , falls j ∈ {0, · · · , k − 1}
2C˜j , falls j ∈ {k, k + 1, · · · }.
Dann heißt (Γ˜j)j∈N0 die zu (Γj)k−1j=0 gehörige Typ-(I,C)-zentrale Folge.
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Wir wenden uns letztlich noch einer weiteren Teilklasse von q × q-Carathéodoryfolgen
zu:
Definition C.2.5. Sei q ∈ N.
(a) Sei (Γj)j∈N0 eine Folge aus C
q×q. Weiter sei η ∈ (0,+∞). Für n ∈ N0 bezeichne
Sn
(
(Γj)j∈N0
)
die n-te zu (Γj)j∈N0 gehörige Abschnittsmatrix. Dann heißt (Γj)j∈N0
eine (C, η)-Folge, falls für alle n ∈ N0 die Beziehung
<e
[
Sn
(
(Γj)j∈N0
)]
− ηI(n+1)q ∈ C(n+1)q×(n+1)q≥
besteht.
(b) Es heißt (Γj)j∈N0 weiterhin eine strikte q × q-Carathéodoryfolge, falls (Γj)j∈N0
folgende Eigenschaften besitzt:
(I) Es existiert ein η ∈ (0,+∞) derart, dass (Γj)j∈N0 eine (C, η)-Folge ist.
(II) Es ist (Γj)j∈N0 stark beschränkt.
(c) Sei nun (Bj)j∈N0 eine Folge aus C
q×q, für welche B0 ∈ Cq×qH erfüllt ist. Für j ∈ N0
sei
Γj :=
{
B0 , falls j = 0,
2Bj , falls j ∈ N.
Dann heißt (Bj)j∈N0 eine strikt positiv definite Folge aus C
q×q, falls (Γj)j∈N0 eine
strikte q × q-Carathéodoryfolge ist.
Abschließend liefern wir noch ein (triviales) Beispiel einer strikten q × q-Carathéodory-
folge.
Beispiel C.2.1. Sei q ∈ N. Für j ∈ N0 sei
Ej,q :=
{
Iq , falls j = 0,
0q×q , falls j ∈ N.
Dann ist (Ej,q)j∈N0 eine strikte q × q−Carathéodoryfolge.
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D. Einige Aussagen über Matrixpolynome
Im vorliegenden Kapitel werden einige Aussagen zu Matrixpolynomen zusammengetragen,
welche für unsere Untersuchungen in Kapitel 2 relevant sind. Zunächst werden wir einige
Beobachtungen allgemeiner Natur voranstellen, bevor wir uns genauer dem Studium der
n-Reziproken eines Matrixpolynoms zuwenden.
D.1. Erste Aussagen zu Matrixpolynomen
Inhalt dieses Abschnittes ist die Auflistung einiger unmittelbar einsichtiger Beziehungen.
Bemerkung D.1.1. Seien p, q ∈ N, m ∈ N0 sowie n ∈ {m,m + 1, . . .}. Dann gilt
(PC,m)p×q ⊆ (PC,n)p×q.
Bemerkung D.1.2. Seien p, q ∈ N, n ∈ N0 sowie P ein Matrixpolynom aus (PC,n)p×q
mit zugehöriger Folge (Aj)nj=0 aus Cp×q. Dann gilt P (0) = A0.
Bemerkung D.1.3. Seien p, q ∈ N, n ∈ N0 sowie (Aj)nj=0 eine Folge aus Cp×q. Weiter
sei
P :=
n∑
j=0
AjEj .
Dann gilt P ∈ (PC,n)p×q und es ist (Aj)nj=0 die zu P gehörige Folge aus Cp×q.
Bemerkung D.1.4. Seien p, q ∈ N und n, k ∈ N0. Weiter seien P ein Matrixpolynom
aus [P ′C,n]p×q mit Leitkoeffizienten An. Dann ist EkP ein Matrixpolynom aus [P
′
C,n+k]p×q
mit Leitkoeffizienten An.
Abschließend widmen wir uns der Determinante eines quadratischen Matrixpolynoms.
Satz D.1.1. Seien q ∈ N, n ∈ N0 sowie P ∈ (PC,n)q×q.
(a) Es ist detP ∈ PC,nq.
(b) Es sei detP nicht konstant und es bezeichne NdetP die Nullstellenmenge von
detP . Dann ist NdetP eine endliche Menge und, falls m die Anzahl ihrer Elemente
bezeichnet, so gilt m ∈ {1, . . . , nq}.
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D.2. Das n-Reziproke eines Matrixpolynoms
Im Zentrum der Betrachtungen des vorliegenden Abschnitts steht das Studium einer
speziellen Operation für Matrixpolynome. Sind hierbei p, q ∈ N und n ∈ N0, so wird
mit Hilfe dieser Operation einem Matrixpolynom P ∈ (PC,n)p×q ein Matrixpolynom
P [n] ∈ (PC,n)q×p zugeordnet:
Definition D.2.1. Seien p, q ∈ N, n ∈ N0 und P ∈ (PC,n)p×q. Es bezeichne (Aj)nj=0 die
zu P gehörige Folge aus Cp×q. Weiter sei
P [n] :=
n∑
j=0
(An−j)∗Ej .
Dann heißt P [n] das n-Reziproke zu P .
Bemerkung D.2.1. Seien p, q ∈ N, n ∈ N0 und P ∈ (PC,n)p×q. Es bezeichne P [n] das
n-Reziproke zu P .
(a) Es bezeichne (Aj)nj=0 die zu P gehörige Folge aus Cp×q. Dann gilt P [n] ∈ (PC,n)q×p
und es ist ((An−j)∗)nj=0 die zu P [n] gehörige Folge aus Cq×p.
(b) Sei n ∈ N. Dann sind folgende Aussagen äquivalent:
(i) Es ist P ∈ (PC,n−1)p×q.
(ii) Es ist P [n](0) = 0q×p.
Bemerkung D.2.2. Seien n ∈ N0 und k ∈ {0, . . . , n}.
(a) Es ist Ek ∈ PC,n.
(b) Es bezeichne (Ek)[n] das n-Reziproke zu Ek. Dann gilt (Ek)[n] = En−k.
Bemerkung D.2.3. Seien q ∈ N, n ∈ N0 und P ∈ PC,n.
(a) Es bezeichne (Aj)nj=0 die zu P gehörige Folge aus C. Dann gilt PIq ∈ (PC,n)q×q
und (AjIq)nj=0 ist die zu PIq gehörige Folge aus Cq×q.
(b) Es bezeichne P [n] bzw. (PIq)[n] das n-Reziproke zu P bzw. PIq. Dann gilt
(PIq)[n] = (P [n]Iq).
Bemerkung D.2.4. Seien p, q ∈ N, n ∈ N0 und P ∈ (PC,n)p×q. Weiter seien r ∈ N
sowie U ∈ Cr×p.
(a) Es ist UP ∈ (PC,n)r×q.
(b) Es bezeichne P [n] bzw. (UP )[n] das n-Reziproke zu P bzw. UP . Dann gilt
(UP )[n] = P [n]U∗.
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Bemerkung D.2.5. Seien p, q ∈ N, n ∈ N0 und P ∈ (PC,n)p×q. Weiter seien s ∈ N
sowie V ∈ Cq×s.
(a) Es ist PV ∈ (PC,n)p×s.
(b) Es bezeichne P [n] bzw. (PV )[n] das n-Reziproke zu P bzw. PV . Dann gilt
(PV )[n] = V ∗P [n].
Folgerung D.2.1. Seien p, q1, q2, r ∈ N sowie m1, n1, m2 und n2 Zahlen aus N0, für
welche die Identität m1 + n1 = m2 + n2 besteht. Weiterhin sei P1 ∈ (PC,m1)p×q1 und
Q1 ∈ (PC,n1)q1×r sowie P2 ∈ (PC,m2)p×q2 und Q2 ∈ (PC,n2)q2×r so gewählt, dass die
Identität P1Q1 = P2Q2 besteht. Es bezeichne (P1)[m1] bzw. (Q1)[n1] bzw. (P2)[m2] bzw.
(Q2)[n2] das m1–Reziproke zu P1 bzw. das n1–Reziproke zu Q1 bzw. das m2–Reziproke zu
P2 bzw. das n2–Reziproke zu Q2. Dann gilt
(Q1)[n1](P1)[m1] = (Q2)[n2](P2)[m2].
Satz D.2.1. Seien q, r ∈ N sowie m,n ∈ N0. Weiter sei Q ∈ (PC,n)q×r.
(a) Es gilt Q ∈ (PC,m+n)q×r.
(b) Es bezeichne Q[n] bzw. Q[m+n] das n-Reziproke zu Q bzw. das (m+ n)-Reziproke
zu Q. Dann gilt Q[m+n] = EmQ[n].
(c) Es ist EmQ ∈ (PC,m+n)q×r.
(d) Es bezeichne (EmQ)[m+n] das (m+ n)-Reziproke zu EmQ. Dann gilt
(EmQ)[m+n] = Q[n].
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E. Über aus endlichen
q × q-Carathéodoryfolgen konstruierte
Matrixpolynome
Das Studium des matriziellen Carathéodoryproblems führt auf die Klasse der endlichen
q × q–Carathéodoryfolgen. Sind nämlich q ∈ N, n ∈ N0 und (Γj)nj=0 eine Folge aus
Cq×q, so erweist sich das zu (Γj)nj=0 gehörige matrizielle Carathéodoryproblem genau
dann als lösbar, wenn die Folge (Γj)nj=0 eine q × q–Carathéodoryfolge ist. In diesem Fall
gilt es nun, eine vollständige Beschreibung der Lösungsmenge des zu (Γj)nj=0 gehörigen
Carathéodoryproblems anzugeben. Ausgehend von der Folge (Γj)nj=0 werden geeignete
Matrixpolynome derart konstruiert, dass über die von ihnen erzeugte rechte bzw. linke
gebrochenlineare Transformation die gewünschte Beschreibung der Lösungsmenge des
betrachteten Carathéodoryproblems möglich wird.
Nachfolgend zusammengestellte Aussagen werden vorrangig in Kapitel 2 Anwendung
finden. Nicht offensichtliche Aussagen sind den Arbeiten Fritzsche/Kirstein [FK88b],
[FK04b], Dubovo˘ı/Fritzsche/Kirstein [DFK92, Kapitel 3.6], Fritzsche/Kirstein/Lasarow
[FKL06] entnommen.
E.1. Die zu einer endlichen positiv definiten Folge aus Cq×q
zugeordneten kanonischen Matrixpolynome
Am Ausgangspunkt dieses Abschnitts stehen Zahlen q ∈ N, n ∈ N0 sowie eine positiv
definite Folge (Cj)nj=0 aus Cq×q. Bezeichnet dann Tn((Cj)nj=0) die n-te zu (Cj)nj=0 gehörige
Blocktoeplitzmatrix, so gilt det
[
Tn((Cj)nj=0)
]
6= 0. Unter Heranziehung der Zerlegung der
inversen Matrix [Tn((Cj)nj=0)]−1 in q × q-Blöcke werden zwei spezielle Matrixpolynome
A(Cj)nj=0 und B(Cj)nj=0 aus (PC,n)q×q eingeführt:
Definition E.1.1. Seien q ∈ N, n ∈ N0 und (Cj)nj=0 eine positiv definite Folge aus
Cq×q. Es bezeichne Tn
(
(Cj)nj=0
)
die n-te zur Folge (Cj)nj=0 gehörige Blocktoeplitzmatrix.
Wegen Satz B.1.1 gilt detTn
(
(Cj)nj=0
)
6= 0. Es sei
[
Tn
(
(Cj)nj=0
)]−1
=
(
E
(n)
jk
)n
j,k=0
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die Blockzerlegung von
[
Tn
(
(Cj)nj=0
)]−1
in q × q-Blöcke. Weiter seien
A(Cj)nj=0 :=
n∑
j=0
E
(n)
j0 · Ej und B(Cj)nj=0 :=
n∑
j=0
E
(n)
n,n−j · Ej .
Dann heißt A(Cj)nj=0 bzw. B(Cj)nj=0 das rechte bzw. linke zu (Cj)
n
j=0 gehörige Matrixpoly-
nom.
Satz E.1.1. Seien q ∈ N, n ∈ N0 und (Cj)nj=0 eine positiv definite Folge aus Cq×q. Es
bezeichne Tn((Cj)nj=0) die n-te zu (Cj)nj=0 gehörige Blocktoeplitzmatrix. Weiterhin bezeich-
ne A(Cj)nj=0 bzw. B(Cj)nj=0 das rechte bzw. linke zu (Cj)
n
j=0 gehörige Matrixpolynom. Es sei
Rn+1 bzw. Ln+1 das (n+ 1)-te zu (Cj)nj=0 gehörige obere bzw. untere Schurkomplement
vom Typ I. Dann sind die Matrizen Rn+1 und Ln+1 regulär und es gelten
A(Cj)nj=0(0) = R
−1
n+1 sowie B(Cj)nj=0(0) = L
−1
n+1.
Beweis. Siehe [FK88b, Gleichung (5) und Lemma 11]. 
Das folgende Resultat beschäftigt sich mit der Lokalisierung der Nullstellen der Deter-
minanten der zu einer endlichen positiv definiten Folge aus Cq×q gehörigen rechten und
linken Matrixpolynome.
Satz E.1.2. Seien q ∈ N, n ∈ N0 und (Cj)nj=0 eine positiv definite Folge aus Cq×q. Es
bezeichne A(Cj)nj=0 bzw. B(Cj)nj=0 das rechte bzw. linke zu (Cj)
n
j=0 gehörige Matrixpolynom.
Weiter sei v ∈ D ∪ T. Dann gelten
det
[
A(Cj)nj=0(v)
]
6= 0 sowie det
[
B(Cj)nj=0(v)
]
6= 0.
Beweis. Siehe z.B. [DFK92, Proposition 3.6.3]. 
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E.2. Spezielle mit einer endlichen nichtnegativ definiten Folge
aus Cq×q assoziierte Matrixpolynome
Am Ausgangspunkt des vorliegenden Abschnitts stehen Zahlen q ∈ N, n ∈ N und eine
nichtnegativ definite Folge (Cj)nj=0 aus Cq×q. Dann gilt unser Hauptaugenmerk der
Konstruktion zweier zueinander dualer mit (Cj)nj=0 assoziierter Matrixpolynome, welche
im Fall einer positiv definiten Folge in enger Beziehung zu den im vorangegangenen
Abschnitt behandelten Matrixpolynomen stehen:
Definition E.2.1. Seien q ∈ N, n ∈ N und (Cj)nj=0 eine nichtnegativ definite Folge aus
Cq×q. Es bezeichne Tn−1
(
(Cj)nj=0
)
die (n− 1)-te zur Folge (Cj)nj=0 gehörige Blocktoep-
litzmatrix.
(a) Es sei (Vj)nj=1 eine Folge aus Cq×q, für welche
[
Tn−1
(
(Cj)nj=0
)] V1...
Vn
 =
 C1...
Cn

erfüllt ist. Dann heißt (Vj)nj=1 eine mit (Cj)
n
j=0 rechtsseitig verträgliche Folge
aus Cq×q. Es bezeichnet Yn
(
(Cj)nj=0
)
die Menge aller mit (Cj)nj=0 rechtsseitig
verträglichen Folgen aus Cq×q.
(b) Es sei (Wj)nj=1 eine Folge aus Cq×q, für welche
(Wn, . . . ,W1)
[
Tn−1
(
(Cj)nj=0
)]
= (Cn, . . . , C1)
erfüllt ist. Dann heißt (Wj)nj=1 eine mit (Cj)
n
j=0 linksseitig verträgliche Folge aus
Cq×q. Es bezeichnet Zn
(
(Cj)nj=0
)
die Menge aller mit (Cj)nj=0 linksseitig verträgli-
chen Folgen aus Cp×p.
Wir wenden uns nun generischen Vertretern von linksseitig bzw. rechtsseitig verträgli-
chen Folgen zu:
Definition E.2.2. Seien q ∈ N, n ∈ N und (Cj)nj=0 eine nichtnegativ definite Folge aus
Cq×q. Es bezeichne Tn−1
(
(Cj)nj=0
)
die (n− 1)-te zur Folge (Cj)nj=0 gehörige Blocktoep-
litzmatrix.
(a) Die Folge
(
V˜
(n)
j
)n
j=1
werde über die Blockzerlegung
[
Tn−1
(
(Cj)nj=0
)]+ C1...
Cn
 =

V˜
(n)
1
...
V˜
(n)
n

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der Matrix [
Tn−1
(
(Cj)nj=0
)]+ C1...
Cn

in q × q-Blöcke gewonnen. Dann heißt
(
V˜
(n)
j
)n
j=1
die kanonische mit (Cj)nj=0
rechtsseitig verträgliche Folge aus Cq×q.
(b) Die Folge
(
W˜
(n)
j
)n
j=1
werde über die Blockzerlegung
(Cn, . . . , C1)
[
Tn−1
(
(Cj)nj=0
)]+
=
(
W˜ (n)n , . . . , W˜
(n)
1
)
der Matrix
(Cn, . . . , C1)
[
Tn−1
(
(Cj)nj=0
)]+
in q × q-Blöcke gewonnen. Dann heißt
(
W˜
(n)
j
)n
j=1
die kanonische mit (Cj)nj=0
linksseitig verträgliche Folge aus Cq×q.
Die folgende Bemerkung rechtfertigt nachträglich die Begriffswahl „kanonische rechts-
bzw. linksseitig verträgliche Folge“.
Bemerkung E.2.1. Seien q ∈ N, n ∈ N und (Cj)nj=0 eine nichtnegativ definite Folge
aus Cq×q. Es bezeichne (V˜ (n)j )nj=1 bzw. (W˜
(n)
j )nj=1 die kanonische mit (Cj)nj=0 rechtsseitig
bzw. linksseitig verträgliche Folge aus Cq×q. Dann gelten (V˜ (n)j )nj=1 ∈ Yn((Cj)nj=0) und
(W˜ (n)j )nj=1 ∈ Zn((Cj)nj=0).
Beweis. Siehe [FK04b, Remark 1.4]. 
Bemerkung E.2.2. Seien q ∈ N und (Cj)1j=0 eine nichtnegativ definite Folge aus
Cq×q. Es bezeichne (V˜ (1)j )1j=1 bzw. (W˜
(1)
j )1j=1 die kanonische mit (Cj)1j=0 rechtsseitig bzw.
linksseitig verträgliche Folge aus Cq×q. Dann gilt V˜ (1)1 = C+0 C1 bzw. W˜
(1)
1 = C1C+0 .
In den bisherigen Betrachtungen dieses Abschnitts haben wir einer nichtnegativ defi-
niten Folge (Cj)nj=0 aus Cq×q spezielle Folgen aus Cq×q zugeordnet. Ausgehend hiervon
werden wir der nichtnegativ definiten Folge (Cj)nj=0 nun spezielle Matrixpolynome aus
(PC,n)q×q zuordnen:
Definition E.2.3. Seien q ∈ N, n ∈ N und (Cj)nj=0 eine nichtnegativ definite Folge aus
Cq×q.
(a) Es sei P ein Polynom aus (PC,n)q×q mit zugehöriger Folge (Dj)nj=0 aus Cq×q. Dann
heißt P ein zu (Cj)nj=0 gehöriges normiertes rechtes Matrixpolynom, falls D0 = Iq
und (−Dj)nj=1 ∈ Yn
(
(Cj)nj=0
)
erfüllt ist.
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(b) Es sei Q ein Polynom aus (PC,n)q×q mit zugehöriger Folge (Ej)nj=0 aus Cq×q. Dann
heißt Q ein zu (Cj)nj=0 gehöriges normiertes linkes Matrixpolynom, falls E0 = Iq
und (−Ej)nj=1 ∈ Zn
(
(Cj)nj=0
)
erfüllt ist.
Definition E.2.4. Seien q ∈ N, n ∈ N und (Cj)nj=0 eine nichtnegativ definite Folge aus
Cq×q. Es bezeichne
(
V˜
(n)
j
)n
j=1
bzw.
(
W˜
(n)
j
)n
j=1
die kanonische mit (Cj)nj=0 rechtsseitig
bzw. linksseitig verträgliche Folge aus Cq×q. Weiter sei
A˜(Cj)nj=0 := IqE0 −
n∑
j=1
V˜
(n)
j Ej bzw. B˜(Aj)nj=0 := IqE0 −
n∑
j=1
W˜
(n)
j Ej .
Dann heißt A˜(Cj)nj=0 bzw. B˜(Cj)nj=0 das zu (Cj)
n
j=0 gehörige kanonische normierte rechte
bzw. linke Matrixpolynom.
Bemerkung E.2.3. Seien q ∈ N und (Cj)1j=0 eine nichtnegativ definite Folge aus Cq×q.
Es bezeichne A˜(Cj)1j=0 bzw. B˜(Cj)1j=0 das zu (Cj)
1
j=0 gehörige kanonische normierte rechte
bzw. linke Matrixpolynom. Dann gilt
A˜(Cj)1j=0
= IqE0 − C+0 C1E1 bzw. B˜(Cj)1j=0 = IqE0 − C1C
+
0 E1.
Wir betrachten nun die im bisherigen Verlauf dieses Abschnitts eingeführten Begriffs-
bildungen ganz speziell für den Fall einer positiv definiten Folge (Cj)nj=0 und stellen den
Zusammenhang zu den Untersuchungen des vergangenen Abschnitts her.
Bemerkung E.2.4. Seien q ∈ N, n ∈ N und (Cj)nj=0 eine positiv definite Folge aus
Cq×q.
(a) Es bezeichne (V˜ (n)j )nj=1 bzw. (W˜
(n)
j )nj=1 die kanonische mit (Cj)nj=0 rechtsseitig bzw.
linksseitig verträgliche Folge aus Cq×q. Dann gelten
Yn((Cj)nj=0) = {(V˜ (n)j )nj=1} und Zn((Cj)nj=0) = {(W˜ (n)j )nj=1}.
(b) Es bezeichne A(Cj)nj=0 bzw. B(Cj)nj=0 das zu (Cj)
n
j=0 gehörige rechte bzw. linke
Matrixpolynom sowie A˜(Cj)nj=0 bzw. B˜(Cj)nj=0 das zu (Cj)
n
j=0 gehörige kanonische
normierte rechte bzw. linke Matrixpolynom. Weiterhin bezeichne Rn+1 bzw. Ln+1
das zu (Cj)nj=0 gehörige obere bzw. untere Schurkomplement vom Typ I. Dann ist
Rn+1 bzw. Ln+1 regulär und es gilt
A(Cj)nj=0 = (A˜(Cj)nj=0) · (Rn+1)
−1 bzw. B(Cj)nj=0 = (Ln+1)
−1 · (B˜(Cj)nj=0).
Beweis. Siehe [FKL06, Remark 5.2]. 
In Analogie zu Satz E.1.2 wenden wir uns nun der Lokalisierung der Nullstellen der
Determinanten der zu einer endlichen nichtnegativ definiten Folge aus Cq×q gehörigen
kanonischen normierten rechten bzw. linken Matrixpolynome zu.
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Satz E.2.1. Seien q ∈ N, n ∈ N und (Cj)nj=0 eine nichtnegativ definite Folge aus Cq×q.
Es bezeichne A˜(Cj)nj=0 bzw. B˜(Cj)nj=0 das zu (Cj)
n
j=0 gehörige kanonische normierte rechte
bzw. linke Matrixpolynom. Weiter sei v ∈ D. Dann gelten
det
[
A˜(Cj)nj=0(v)
]
6= 0 und det
[
B˜(Cj)nj=0(v)
]
6= 0.
Beweis. Siehe [FK04b, Proposition 2.2 und Theorem 2.3]. 
Satz E.2.1 motiviert die folgende Definition:
Definition E.2.5. Seien q ∈ N, n ∈ N und (Cj)nj=0 eine nichtnegativ definite Folge aus
Cq×q.
(a) Seien (Vj)nj=1 ∈ Yn
(
(Cj)nj=0
)
und
A˜ := IqE0 −
n∑
j=1
VjEj .
Dann heißt (Vj)nj=1 eine mit (Cj)
n
j=0 total rechtsseitig verträgliche Folge aus Cq×q,
falls für alle u ∈ D die Beziehung det A˜ (u) 6= 0 besteht. Es bezeichnet Y ′n
(
(Cj)nj=0
)
die Menge aller mit (Cj)nj=0 total rechtsseitig verträglichen Folgen aus Cq×q.
(b) Seien (Wj)nj=1 ∈ Zn
(
(Cj)nj=0
)
und
B˜ := IpE0 −
n∑
j=1
WjEj .
Dann heißt (Wj)nj=1 eine mit (Cj)
n
j=0 total linksseitig verträgliche Folge aus Cq×q,
falls für alle u ∈ D die Beziehung det B˜ (u) 6= 0 besteht. Es bezeichnet Z ′n
(
(Cj)nj=0
)
die Menge aller mit (Cj)nj=0 total linksseitig verträglichen Folgen aus Cq×q.
Mittels dieser Definition gestattet Satz E.2.1 nun folgende einfache Umformulierung.
Satz E.2.2. Seien q ∈ N, n ∈ N und (Cj)nj=0 eine nichtnegativ definite Folge aus Cq×q.
(a) Es bezeichne (V˜ (n)j )nj=1 die kanonische mit (Cj)nj=0 rechtsseitig verträgliche Folge
aus Cq×q. Dann gilt (V˜ (n)j )nj=1 ∈ Y
′
n((Cj)nj=0).
(b) Es bezeichne (W˜ (n)j )nj=1 die kanonische mit (Cj)nj=0 linksseitig verträgliche Folge
aus Cq×q. Dann gilt (W˜ (n)j )nj=1 ∈ Z
′
n((Cj)nj=0).
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E.3. Cauchyproduktdarstellungen unendlicher Typ-(I,C)-
zentraler q × q-Carathéodoryfolgen
Der vorliegende Abschnitt betrachtet unendliche Typ-(I,C)-zentrale q × q-Carathéodory-
folgen. Hierbei werden wir uns ganz wesentlich auf die zu einer unendlichen q × q-Cara-
théodoryfolge assoziierten nichtnegativ definiten Folge aus Cq×q stützen. Insbesondere
werden wir erkennen, dass die in Satz B.3.2 erhaltenen Rekursionsformeln gerade als
generischer Spezialfall eines allgemeineren Typs von Rekursionsformeln interpretiert
werden können.
Hierzu treffen wir zunächst die folgenden zueinander dualen Begriffsbildungen:
Definition E.3.1. Seien q ∈ N, n ∈ N und (Γj)nj=0 eine q × q-Carathéodoryfolge mit
assoziierter nichtnegativ definiter Folge (Cj)nj=0 aus Cq×q.
(a) Seien (Vj)nj=1 ∈ Yn
(
(Cj)nj=0
)
sowie für j ∈ {0, . . . , n} weiterhin
V j :=
{
Iq , falls j = 0
−Vj , falls j ∈ {1, . . . , n} .
Dann verstehen wir unter der zu (Γj)nj=0 und (Vj)
n
j=1 rechtsseitig assoziierten Folge
das Cauchyprodukt (Vj,r)nj=0 der Folgen (Γj)
n
j=0 und
(
V j
)n
j=0
.
(b) Seien (Wj)nj=1 ∈ Zn
(
(Cj)nj=0
)
sowie für j ∈ {0, . . . , n} weiterhin
W j :=
{
Iq , falls j = 0
−Wj , falls j ∈ {1, . . . , n} .
Dann verstehen wir unter der zu (Γj)nj=0 und (Wj)
n
j=1 linksseitig assoziierten Folge
das Cauchyprodukt (Wj,l)nj=0 der Folgen
(
W j
)n
j=0
und (Γj)nj=0.
Bemerkung E.3.1. Seien q ∈ N, n ∈ N und (Γj)nj=0 eine q × q-Carathéodoryfolge mit
assoziierter nichtnegativ definiter Folge (Cj)nj=0 aus Cq×q. Für k ∈ {0, . . . , n} bezeichne
Sk((Γj)nj=0) die k–te zu (Γj)nj=0 gehörige Abschnittsmatrix.
(a) Sei (Vj)nj=1 ∈ Yn
(
(Cj)nj=0
)
und bezeichne (Vj,r)nj=0 die zu (Γj)nj=0 und (Vj)nj=1
rechtsseitig assoziierte Folge. Dann gilt V1,r...
Vn,r
 = [Sn−1((Γj)nj=0)]∗
 V1...
Vn
 .
(b) Sei (Wj)nj=1 ∈ Zn
(
(Cj)nj=0
)
und bezeichne (Wj,l)nj=0 die zu (Γj)nj=0 und (Wj)nj=1
linksseitig assoziierte Folge. Dann gilt
(Wn,l, . . . ,W1,l) = (Wn, . . . ,W1)[Sn−1((Γj)nj=0)]∗.
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Es folgt nun das eingangs angekündigte zentrale Resultat.
Satz E.3.1. Seien q ∈ N, n ∈ N und (Cj)j∈N0 eine nichtnegativ definite Folge aus Cq×q,
welche Typ-I-zentral der Ordnung n+ 1 ist. Weiterhin sei m ∈ {n+ 1, n+ 2, . . .}.
(a) Es bezeichne (Vj)nj=1 eine mit (Cj)nj=0 rechtsseitig verträgliche Folge aus Cq×q.
Dann gilt
Cm = (Cm−1, . . . , Cm−n)
 V1...
Vn
 .
(b) Es bezeichne (Wj)nj=1 eine mit (Cj)nj=0 linksseitig verträgliche Folge aus Cq×q. Dann
gilt
Cm = (Wn, . . . ,W1)
 Cm−n...
Cm−1
 .
Beweis. Siehe [FK04b, Corollary 1.6]. 
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E.4. Weitere mit einer endlichen q × q-Carathéodoryfolge
assoziierte Matrixpolynome
In Fortsetzung der vorangegangenen Abschnitte untersuchen wir nun die durch die in
Definition E.2.1 und Definition E.3.1 definierten endlichen Folgen erzeugten Matrixpoly-
nome:
Definition E.4.1. Seien q ∈ N, n ∈ N und (Γj)nj=0 eine q × q-Carathéodoryfolge mit
assoziierter nichtnegativ definiter Folge (Cj)nj=0 aus Cq×q.
(a) Seien (Vj)nj=1 ∈ Yn
(
(Cj)nj=0
)
sowie (Vj,r)nj=0 die mit (Γj)
n
j=0 und (Vj)
n
j=1 rechtssei-
tig assoziierten Folge. Weiter seien
Pn := IqE0 −
n∑
k=1
VkEk und Sn :=
n∑
k=0
Vk,rEk .
Dann heißt [Pn, Sn] das mit (Γj)nj=0 und (Vj)
n
j=1 rechtsseitig assoziierte Paar von
Matrixpolynomen.
(b) Seien (Wj)nj=1 ∈ Zn
(
(Cj)nj=0
)
sowie (Wj,l)nj=0 die mit (Γj)
n
j=0 und (Wj)
n
j=1 links-
seitig assoziierten Folge. Weiter seien
Qn := IqE0 −
n∑
k=1
WkEk und Tn :=
n∑
k=0
Wk,lEk .
Dann heißt [Qn, Tn] das mit (Γj)nj=0 und (Wj)
n
j=1 linksseitig assoziierte Paar von
Matrixpolynomen.
Im folgenden Satz tragen wir wichtige Identitäten aus dem Umfeld der soeben definierten
Matrixpolynome zusammen.
Satz E.4.1. Seien q ∈ N, n ∈ N und (Γj)nj=0 eine q×q-Carathéodoryfolge mit assoziierter
nichtnegativ definiter Folge (Cj)nj=0 aus Cq×q. Weiter seien (Vj)
n
j=1 ∈ Yn
(
(Cj)nj=0
)
sowie
(Wj)nj=1 ∈ Zn
(
(Cj)nj=0
)
. Es bezeichne [Pn, Sn] das mit (Γj)nj=0 und (Vj)nj=1 rechtsseitig
assoziierte Paar von Matrixpolynomen sowie [Qn, Tn] das mit (Γj)nj=0 und (Wj)nj=1
linksseitig assoziierte Paar von Matrixpolynomen.
(a) Es gilt QnSn = TnPn.
(b) Es bezeichne [Pn][n] bzw. [Sn][n] bzw. [Qn][n] bzw. [Tn][n] das n–Reziproke zu Pn bzw.
Sn bzw. Qn bzw. Tn. Dann gilt
[Sn][n][Qn][n] = [Pn][n][Tn][n].
Beweis. Siehe [FK04b, Theoreme 1.7 und 2.3]. 
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Wir wenden uns nun dem generischen Spezialfall von Definition E.4.1 zu:
Definition E.4.2. Seien q ∈ N, n ∈ N und (Γj)nj=0 eine q × q-Carathéodoryfolge mit
assoziierter nichtnegativ definiter Folge (Cj)nj=0 aus Cq×q.
(a) Es bezeichne
(
V˜
(n)
j
)n
j=1
die kanonische mit (Cj)nj=0 rechtsseitig verträgliche Folge
aus Cq×q. Es sei
(
V˜
(n)
j,r
)n
j=0
die mit (Γj)nj=0 und
(
V˜
(n)
j
)n
j=1
rechtsseitig assoziierte
Folge. Weiter sei
C˜(Γj)nj=0 :=
n∑
k=0
V˜
(n)
k,r Ek .
Dann heißt C˜(Γj)nj=0 das mit (Γj)
n
j=0 assoziierte rechte Matrixpolynom.
(b) Es bezeichne
(
W˜
(n)
j
)n
j=1
die kanonische mit (Cj)nj=0 linksseitig verträgliche Folge
aus Cq×q. Es sei
(
W˜
(n)
j,l
)n
j=0
die mit (Γj)nj=0 und
(
W˜
(n)
j
)n
j=1
linksseitig assoziierte
Folge. Weiter sei
D˜(Γj)nj=0 :=
n∑
k=0
W˜
(n)
k,l Ek .
Dann heißt D˜(Γj)nj=0 das mit (Γj)
n
j=0 assoziierte linke Matrixpolynom.
Bemerkung E.4.1. Seien q ∈ N sowie (Γj)1j=0 eine q × q-Carathéodoryfolge mit assozi-
ierter nichtnegativ definiter Folge (Cj)1j=0 aus Cq×q.
(a) Es bezeichne C˜(Γj)1j=0 das mit (Γj)
1
j=0 assoziierte rechte Matrixpolynom. Dann gilt
C˜(Γj)1j=0
= Γ0E0 + Γ∗0C+0 C1E1.
(b) Es bezeichne D˜(Γj)1j=0 das mit (Γj)
1
j=0 assoziierte linke Matrixpolynom. Dann gilt
D˜(Γj)1j=0
= Γ0E0 + C1C+0 Γ∗0E1.
Die nachfolgende Beobachtung stellt letztlich den Anschluss an die im ersten Teil dieses
Abschnitts geführten Betrachtungen her.
Bemerkung E.4.2. Seien q ∈ N, n ∈ N und (Γj)nj=0 eine q × q-Carathéodoryfolge mit
assoziierter nichtnegativ definiter Folge (Cj)nj=0 aus Cq×q.
(a) Es bezeichne (V˜ (n)j )nj=1 die kanonische mit (Cj)nj=0 rechtsseitig verträgliche Folge
aus Cq×q. Weiterhin bezeichne [P˜n, S˜n] das mit (Γj)nj=0 und (V˜
(n)
j )nj=1 rechtssei-
tig assoziierte Paar von Matrixpolynomen. Außerdem bezeichne A˜(Cj)nj=0 das mit
(Cj)nj=0 assoziierte kanonische normierte rechte Matrixpolynom sowie C˜(Γj)nj=0 das
mit (Γj)nj=0 assoziierte rechte Matrixpolynom. Dann gelten
P˜n = A˜(Cj)nj=0 und S˜n = C˜(Γj)nj=0 .
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(b) Es bezeichne (W˜ (n)j )nj=1 die kanonische mit (Cj)nj=0 linksseitig verträgliche Folge
aus Cq×q. Weiterhin bezeichne [Q˜n, T˜n] das mit (Γj)nj=0 und (W˜
(n)
j )nj=1 linkssei-
tig assoziierte Paar von Matrixpolynomen. Außerdem bezeichne B˜(Cj)nj=0 das mit
(Cj)nj=0 assoziierte kanonische normierte linke Matrixpolynom sowie D˜(Γj)nj=0 das
mit (Γj)nj=0 assoziierte linke Matrixpolynom. Dann gelten
Q˜n = B˜(Cj)nj=0 und T˜n = D˜(Γj)nj=0 .
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E.5. Die zu einer endlichen strengen q × q-Carathéodoryfolge
gehörigen Arov-Kre˘ın-Matrixpolynome
Seien q ∈ N, n ∈ N0 und (Γj)nj=0 eine strenge q × q-Carathéodoryfolge. Im Mittelpunkt
des vorliegenden Abschnitts steht dann die Konstruktion zweier spezieller 2q × 2q-
Matrixpolynome, welche gerade die für die Beschreibung der Lösungsmenge des matrizi-
ellen Carathéodoryproblems relevanten gebrochenlinearen Transformationen erzeugen.
Dieses Paar von Matrixpolynomen wurde von Arov und Kre˘ın in der Arbeit [AK81]
im Zusammenhang mit der Matrixversion des Carathéodoryschen Interpolationsproblems
eingeführt.
In Vorbereitung hierzu wenden wir uns zunächst den zu einer positiv definiten Folge
gehörigen rechten und linken Linearfaktoren zu:
Definition E.5.1. Seien q ∈ N, n ∈ N und (Cj)nj=0 eine positiv definite Folge aus Cq×q
mit zugehöriger Schurparameterfolge (Kj)nj=1 vom Typ I.
(a) Für k ∈ {0, . . . , n} bezeichne Lk+1 bzw. Rk+1 das (k + 1)-te zu (Cj)nj=0 gehörige
untere bzw. obere Schurkomplement vom Typ I. Wegen Satz B.1.4 gelten für
k ∈ {0, . . . , n} dann Lk+1 ∈ Cq×q> und Rk+1 ∈ Cq×q> . Somit liefert Teil (b) von
Satz A.6.2 die Regularität von
√
Lk+1 und
√
Rk+1. Seien s ∈ {1, . . . , n} sowie
Gs :=
(
Iq −Ks
−K∗s Iq
)
· diag
(√
Ls
√
Ls+1
−1
,
√
Rs
√
Rs+1
−1)
und
Hs := diag
(√
Rs+1
−1√
Rs,
√
Ls+1
−1√
Ls
)
·
(
Iq −K∗s
−Ks Iq
)
.
Dann heißt Gs bzw. Hs die s-te zu (Cj)nj=0 gehörige rechte bzw. linke Matrix.
(b) Seien weiter
Gs := Gs · diag (E1Iq, Iq) und Hs := diag (E1Iq, Iq) ·Hs .
Dann heißt Gs bzw. Hs der s-te zu (Cj)nj=0 gehörige rechte bzw. linke Linearfaktor.
Wir wenden uns nun den bereits eingangs angekündigten Arov-Kre˘ın-Matrixpolynomen
einer strengen q × q-Carathéodoryfolge zu:
Definition E.5.2. Seien q ∈ N, n ∈ N0 sowie (Γj)nj=0 eine strenge q×q-Carathéodoryfolge.
Unter Beachtung von det Γ0 6= 0 bezeichne
(
Γ#j
)n
j=0
die zu (Γj)nj=0 reziproke Folge aus
Cq×q. Dann ist auch
(
Γ#j
)n
j=0
eine strenge q × q-Carathéodoryfolge. Weiterhin bezeichne
(Cj)nj=0 bzw.
(
C#j
)n
j=0
die zu (Γj)nj=0 bzw.
(
Γ#j
)n
j=0
assoziierte nichtnegativ definite Folge
aus Cq×q. Dann sind (Cj)nj=0 bzw.
(
C#j
)n
j=0
jeweils positiv definite Folgen. Es bezeichne
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Ln+1 bzw. Rn+1 das (n+ 1)-te zu (Cj)nj=0 gehörige untere bzw. obere Schurkomplement
vom Typ I. Weiterhin bezeichne A(Cj)nj=0 bzw. B(Cj)nj=0 das zu (Cj)
n
j=0 gehörige rechte
bzw. linke Matrixpolynom sowie A(C#j )
n
j=0
bzw. B(C#j )
n
j=0
das zu
(
C#j
)n
j=0
gehörige
rechte bzw. linke Matrixpolynom. Weiterhin bezeichne
[
A(Cj)nj=0
][n]
bzw.
[
B(Cj)nj=0
][n]
bzw.
[
A(C#j )
n
j=0
][n]
bzw.
[
B(C#j )
n
j=0
][n]
das n-Reziproke zu A(Cj)nj=0 bzw. B(Cj)nj=0 bzw.
A(C#j )
n
j=0
bzw. B(C#j )
n
j=0
. Letztlich seien
Φ(Γj)nj=0 :=
1√
2
−E1
[
B(C#j )
n
j=0
][n]
Γ−10
√
Ln+1 A(C#j )
n
j=0
(
Γ−10
)∗√
Rn+1
E1
[
B(Cj)nj=0
][n]√
Ln+1 A(Cj)nj=0
√
Rn+1

sowie
Ψ(Γj)nj=0 :=
1√
2
−E1
√
Rn+1Γ−10
[
A(C#j )
n
j=0
][n]
E1
√
Rn+1
[
A(Cj)nj=0
][n]
√
Ln+1
(
Γ−10
)∗
B(C#j )
n
j=0
√
Ln+1B(Cj)nj=0
 .
Dann heißt Φ(Γj)nj=0 bzw. Ψ(Γj)nj=0 das zu (Γj)
n
j=0 gehörige rechte bzw. linke Arov-Kre˘ın-
Matrixpolynom vom Carathéodory-Typ.
Die folgende Darstellung werden wir gegenüber Definition E.5.2 bevorzugen.
Satz E.5.1. Seien q ∈ N, n ∈ N0 und (Γj)nj=0 eine strenge q × q-Carathéodoryfolge. Es
bezeichne (Cj)nj=0 die zu (Γj)nj=0 assoziierte nichtnegativ definite Folge aus Cq×q sowie
Ln+1 bzw. Rn+1 das (n+ 1)-te zu (Cj)nj=0 gehörige untere bzw. obere Schurkomplement
vom Typ I. Weiterhin bezeichne A˜(Cj)nj=0 bzw. B˜(Cj)nj=0 das zu (Cj)
n
j=0 gehörige kanonische
normierte rechte bzw. linke Matrixpolynom sowie C˜(Γj)nj=0 bzw. D˜(Γj)nj=0 das mit (Γj)
n
j=0
assoziierte rechte bzw. linke Matrixpolynom. Es bezeichne [A˜(Cj)nj=0 ]
[n] bzw. [B˜(Cj)nj=0 ]
[n]
bzw. [C˜(Γj)nj=0 ]
[n] bzw. [D˜(Γj)nj=0 ]
[n] das n–Reziproke zu A˜(Cj)nj=0 bzw. B˜(Cj)nj=0 bzw. C˜(Γj)nj=0
bzw. D˜(Γj)nj=0. Letztlich bezeichne Φ(Γj)nj=0 bzw. Ψ(Γj)nj=0 das zu (Γj)
n
j=0 gehörige rechte
bzw. linke Arov-Kre˘ın-Matrixpolynom vom Carathéodory-Typ. Dann gelten
Φ(Γj)nj=0 =
1√
2
( −E1[D˜(Γj)nj=0 ][n] C˜(Γj)nj=0
E1[B˜(Cj)nj=0 ][n] A˜(Cj)nj=0
)[
diag(
√
Ln+1
−1
,
√
Rn+1
−1)
]
und
Ψ(Γj)nj=0 =
1√
2
[
diag(
√
Rn+1
−1
,
√
Ln+1
−1)
]( −E1[C˜(Γj)nj=0 ][n] E1[A˜(Cj)nj=0 ][n]
D˜(Γj)nj=0 B˜(Cj)nj=0
)
.
Beweis. Siehe [FKL06, Lemma 5.5]. 
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Das nachfolgende Resultat enthält eine Zusammenstellung wesentlicher Informationen
über die Arov-Kre˘ınschen Matrixpolynome vom Carathéodory-Typ. Insbesondere wird
nun der Zusammenhang zu den am Anfang dieses Abschnitts untersuchten Linearfaktoren
deutlich.
Satz E.5.2. Seien q ∈ N, n ∈ N0 und (Γj)nj=0 eine strenge q × q-Carathéodoryfolge.
Es bezeichne (Cj)nj=0 die zu (Γj)nj=0 assoziierte nichtnegativ definite Folge aus Cq×q.
Für k ∈ {0, . . . , n} Φ(Γj)kj=0 bzw. Ψ(Γj)kj=0 das zu (Γj)
k
j=0 gehörige rechte bzw. linke
Arov-Kre˘ın-Matrixpolynom vom Carathéodory-Typ.
(a) Sei n ∈ N. Für s ∈ {1, . . . , n} bezeichne Gs bzw. Hs den s-ten zu (Cj)nj=0 gehörigen
rechten bzw. linken Linearfaktor. Weiter sei k ∈ {1, . . . , n}. Dann gelten
Φ(Γj)kj=0 = [Φ(Γj)k−1j=0 ] · Gk und Ψ(Γj)kj=0 = Hk · [Ψ(Γj)k−1j=0 ].
(b) Seien k ∈ {0, . . . , n} und
Uq,q :=
(
0q×q Iq
−Iq 0q×q
)
.
Dann gilt [Ψ(Γj)kj=0 ]Uq,q[Φ(Γj)kj=0 ] = [Φ(Γj)kj=0 ]Uq,q[Ψ(Γj)kj=0 ] = −Ek+1Uq,q.
Beweis. Siehe [FK04b, Proposition 5.2], [FKL06, Corollary 4.9]. 
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F. Einige Aussagen über holomorphe
Matrixfunktionen
Im vorliegenden Kapitel werden einige Resultate allgemeiner Natur über holomorphe
Matrixfunktionen zusammengetragen, welche in Kapitel 3 genutzt werden.
F.1. Über von beschränkten Matrizenfolgen erzeugte
holomorphe Matrixfunktionen in D
Im Zentrum dieses Abschnitts steht die Konstruktion von in D holomorphen Matrixfunk-
tionen aus einer beschränkten Folge von komplexen p× q-Matrizen mittels Potenzreihen-
entwicklung.
Bemerkung F.1.1. Seien G ∈ O(C0, χ) \ {∅}, p, q ∈ N sowie f ∈ [H(G)]p×q. Dann
sind folgende Aussagen äquivalent:
(i) Es ist f ∈ [H∞(G)]p×q.
(ii) Es gilt ‖f‖∞ ∈ [0,+∞).
Satz F.1.1. Seien p, q ∈ N sowie (ak)k∈N0 eine Folge aus Cp×q derart, dass mit einem
gewissen L ∈ [0,∞) für alle k ∈ N0 die Ungleichung |ak|S,Cp×q ≤ L besteht.
(a) Sei w ∈ D. Dann konvergiert die Folge
(∑n
k=0 akw
k
)
n∈N0
.
(b) Die Funktion
f : D→ Cp×q sei gemäß w 7→
∑
k∈N0
akw
k
definiert. Dann gilt f ∈ [H(D)]p×q und (ak)k∈N0 ist die Taylorkoeffizientenfolge von
f .
Definition F.1.1. Seien p, q ∈ N und (ak)k∈N0 eine Folge aus Cp×q derart, dass mit
einem gewissen L ∈ [0,+∞) für alle k ∈ N0 die Ungleichung |ak|S,Cp×q ≤ L besteht.
Unter Beachtung von Satz F.1.1 sei die Funktion
f : D→ Cp×q gemäß w 7→
∑
k∈N0
akw
k
definiert. Dann heißt f die zu (ak)k∈N0 gehörige Funktion aus [H (D)]p×q.
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F.2. Die matrizielle Verallgemeinerung des Lemmas von
Schwarz
Wir widmen uns nachfolgend einer Verallgemeinerung des Lemmas von Schwarz auf
Funktionen der Klasse Sp×q(D), welche auf Potapov [Pot55] zurückgeht.
Satz F.2.1 (Matrizielle Version des Lemmas von Schwarz). Seien p, q ∈ N sowie f eine
Funktion aus Sp×q(D), für welche f(0) = 0p×q erfüllt ist.
(a) Sei
g˜ : D \ {0} → Cp×q gemäß w 7→ 1
w
f(w)
definiert.
(a1) Es ist g˜ holomorph in D \ {0}.
(a2) Die Funktion g˜ besitzt in 0 eine hebbare isolierte Singularität.
(b) Es bezeichne g die aus g˜ durch Beheben der isolierten Singularität in 0 entstandene
Funktion.
(b1) Es ist g ∈ Sp×q(D).
(b2) Sei w ∈ D. Dann gilt f(w) = w · g(w).
(b3) Sei w ∈ D. Dann gilt |f(w)|S,Cp×q ≤ |w|.
(b4) Folgende Aussagen sind äquivalent:
(i) Es ist g ∈ S ′p×q(D).
(ii) Für alle w ∈ D \ {0} gilt |f(w)|S,Cp×q < |w|.
(iii) Für alle [x, y] ∈ Tp×1 × Tq×1 und alle w ∈ D \ {0} gilt |x∗[f(w)]y| < |w|.
(b5) Folgende Aussagen sind äquivalent:
(iv) Es ist g ∈ S ′′p×q(D).
(v) Es gibt ein η ∈ [0, 1) derart, dass für alle w ∈ D \ {0} die Ungleichung
|f(w)|S,Cp×q ≤ η|w| besteht.
(vi) Es gibt ein η ∈ [0, 1) derart, dass für alle [x, y] ∈ Tp×1 × Tq×1 und alle
w ∈ D \ {0} die Ungleichung |x∗[f(w)]y| ≤ η|w| erfüllt ist.
(vii) Es ist f ∈ S ′′p×q(D).
(c) Ist h ∈ Sp×q(D) so gewählt, dass für alle w ∈ D die Beziehung f(w) = w · h(w)
besteht, so gilt g = h.
Beweis. Siehe z.B. [DFK92, Lemma 2.3.1], [FKL04, Proposition 4.1]. 
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Carathéodoryklasse und ihre
Taylorkoeffizientenfolgen
Wir wollen uns nun einer Betrachtung einiger Eigenschaften der Funktionenklasse Cq(D)
widmen. Diese sind einerseits mit Hinblick auf unsere Strategie in Kapitel 3 unerlässlich,
andererseits erscheint eine genauere Untersuchung der matriziellen Carathéodoryfunk-
tionen vor dem Hintergrund des matriziellen Carathéodoryproblems sinnvoll und von
eigenständigem Interesse.
Die hier präsentierten Resultate sind vornehmlich Fritzsche/Kirstein [FK87b], [FK04b],
Dubovo˘ı/Fritzsche/Kirstein [DFK92] und Fritzsche/Kirstein/Lasarow/Rahn [FKLR12,
Abschnitt 6] entlehnt.
G.1. Die Taylorkoeffizientenfolgen von Funktionen aus Cq(D)
Wir beginnen diesen Abschnitt mit der Definition einer speziellen Teilklasse von Cq (D):
Definition G.1.1. Seien q ∈ N und Ω ∈ A (D,Cq×q). Dann heißt Ω eine strikte q × q-
Carathéodoryfunktion in D, falls Ω folgende Eigenschaften besitzt:
(I) Es ist Ω ∈ [H∞ (D)]q×q.
(II) Es gibt ein η ∈ (0,+∞) derart, dass für alle w ∈ D die Beziehung <e [Ω (w)]−ηIq ∈
Cq×q≥ besteht.
Es bezeichne C′′q (D) die Menge aller strikten q × q-Carathéodoryfunktionen in D.
Wir betrachten nun die Taylorkoeffizientenfolgen von q × q-Carathéodoryfunktionen.
Insbesondere werden wir die Verbindung zu den in Anhang C untersuchten q × q-
Carathéodoryfolgen herstellen.
Satz G.1.1. Seien q ∈ N und Ω ∈ Cq(D). Es bezeichne (Γk)k∈N0 die Taylorkoeffizienten-
folge von Ω. Dann ist (Γk)k∈N0 eine q × q-Carathéodoryfolge.
Beweis. Siehe z.B. [FK87b, Theoreme 5 und 6], [DFK92, Theoreme 2.2.1 und 2.2.2],
[FKLR12, Proposition 6.10]. 
Satz G.1.2. Seien q ∈ N sowie (Γj)j∈N0 eine q × q-Carathéodoryfolge.
(a) Sei k ∈ N0. Dann gilt |Γk|S,Cq×q ≤ 2 · |Γ0|S,Cq×q .
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(b) Es bezeichne Ω die zu (Γj)j∈N0 gehörige Funktion aus [H(D)]q×q. Dann gilt Ω ∈
Cq(D).
Beweis. Siehe z.B. [FK87b, Theoreme 5 und 6], [DFK92, Theoreme 2.2.1 und 2.2.2],
[FKLR12, Proposition 6.12]. 
Definition G.1.2. Seien p, q ∈ N. Sei (Γj)j∈N0 eine q× q-Carathéodoryfolge. Für k ∈ N0
gilt dann |Γk|S,Cq×q ≤ 2 |Γ0|S,Cq×q (vgl. Teil (a) von Satz G.1.2). Es bezeichne Ω die
zu (Γj)j∈N0 gehörige Funktion aus [H (D)]
q×q. Dann gilt Ω ∈ Cq (D) (vgl. Teil (b) von
Satz G.1.2). Wir nennen Ω die durch (Γj)j∈N0 erzeugte Funktion aus Cq (D).
Wir wenden uns nun q × q-Carathéodoryfunktionen in D mit Typ-(I,C)-zentraler
Taylorkoeffizientenfolge zu:
Definition G.1.3. Seien p, q ∈ N und Ω ∈ Cq (D). Es bezeichne (Γj)j∈N0 die Taylorkoef-
fizientenfolge von Ω. Sei weiterhin k ∈ N0.
(a) Es heißt Ω Typ-(I,C)-zentral der Ordnung k, falls die Folge (Γj)j∈N0 Typ-(I,C)-
zentral der Ordnung k ist.
(b) Es heißt Ω Typ-(I,C)-zentral der minimalen Ordnung k, falls die Folge (Γj)j∈N0
Typ-(I,C)-zentral der minimalen Ordnung k ist.
(c) Es heißt Ω weiterhin Typ-(I,C)-zentral, falls ein k ∈ N existiert, sodass Ω Typ-(I,C)-
zentral der Ordnung k ist.
Abschließend widmen wir uns der Taylorkoeffizientenfolge von Funktionen aus C′′q (D).
Satz G.1.3. Seien q ∈ N und Ω ∈ [H(D)]q×q. Es bezeichne (Γj)j∈N0 die Taylorkoeffizi-
entenfolge von Ω. Dann sind folgende Aussagen äquivalent:
(i) Es ist Ω ∈ C′′q (D).
(ii) Es ist (Γj)j∈N0 eine strikte q × q-Carathéodoryfolge.
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G.2. Die zu einer endlichen q × q-Carathéodoryfolge gehörige
Typ-(I,C)-zentrale Funktion aus Cq(D)
Die zu einer endlichen q × q-Carathéodoryfolge gehörige Typ-(I,C)-zentrale Folge ist eine
unendliche q × q-Carathéodoryfolge. Im Zentrum des vorliegenden Abschnitts steht nun
die Untersuchung der durch diese Folge erzeugten Funktion aus Cq(D).
Satz G.2.1. Seien q ∈ N, n ∈ N0 und (Γj)nj=0 eine q×q-Carathéodoryfolge. Es bezeichne
(Γj)j∈N0 die zu (Γj)nj=0 gehörige Typ-(I,C)-zentrale Folge.
(a) Es ist (Γj)j∈N0 eine q × q-Carathéodoryfolge.
(b) Es bezeichne Ω[(Γj)nj=0] die durch (Γj)j∈N0 erzeugte Funktion aus Cq(D).
(b1) Es ist (Γj)j∈N0 die Taylorkoeffizientenfolge von Ω[(Γj)nj=0].
(b2) Es ist Ω[(Γj)nj=0] eine Typ-(I,C)-zentrale Funktion der Ordnung n+1 aus Cq(D).
Satz G.2.1 führt uns auf folgende Begriffsbildung:
Definition G.2.1. Seien q ∈ N, n ∈ N0 und (Γj)nj=0 eine q× q-Carathéodoryfolge. Dann
nennen wir die in Satz G.2.1 eingeführte Funktion Ω[(Γj)nj=0] die zu (Γj)
n
j=0 gehörige
Typ-(I,C)-zentrale Funktion aus Cq(D).
Das Ziel unserer nächsten Betrachtungen ist es nun, die zu einer endlichen q × q-
Carathéodoryfolge gehörige Typ-(I,C)-zentrale Funktion aus Cq(D) mit Hilfe der in
Anhang E.4 betrachteten Matrixpolynome darzustellen.
Satz G.2.2. Seien q ∈ N, n ∈ N und (Γj)nj=0 eine q×q-Carathéodoryfolge mit assoziierter
nichtnegativ definiter Folge (Cj)nj=0 aus Cq×q. Es bezeichne Ω[(Γj)nj=0] die zu (Γj)
n
j=0
gehörige Typ-(I,C)-zentrale Funktion aus Cq(D).
(a) Sei (Vj)nj=1 ∈ Yn((Cj)nj=0). Es bezeichne [Pn, Sn] das mit (Γj)nj=0 und (Vj)nj=1
rechtsseitig assoziierte Paar von Matrixpolynomen. Sei w ∈ D. Dann gilt
Sn(w) = [Ω[(Γj)nj=0](w)][Pn(w)].
(b) Sei (Wj)nj=1 ∈ Zn((Cj)nj=0). Es bezeichne [Qn, Tn] das mit (Γj)nj=0 und (Wj)nj=1
linksseitig assoziierte Paar von Matrixpolynomen. Sei w ∈ D. Dann gilt
Tn(w) = [Qn(w)][Ω[(Γj)nj=0](w)].
Beweis. Siehe z.B. [FK04b, Theoreme 1.7 und 2.3]. 
Satz G.2.3. Seien q ∈ N, n ∈ N0 und (Γj)nj=0 eine q×q-Carathéodoryfolge mit assoziier-
ter nichtnegativ definiter Folge (Cj)nj=0 aus Cq×q. Es bezeichne Ω[(Γj)nj=0] die zu (Γj)
n
j=0
gehörige Typ-(I,C)-zentrale Funktion aus Cq(D).
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(a) Es bezeichne A˜(Cj)nj=0 das zu (Cj)
n
j=0 gehörige kanonische normierte rechte Ma-
trixpolynom sowie C˜(Γj)nj=0 das mit (Γj)
n
j=0 assoziierte rechte Matrixpolynom. Sei
w ∈ D. Dann gelten det[A˜(Cj)nj=0(w)] 6= 0 sowie
Ω[(Γj)nj=0](w) = [C˜(Γj)nj=0(w)] · [A˜(Cj)nj=0(w)]
−1.
(b) Es bezeichne B˜(Cj)nj=0 das zu (Cj)
n
j=0 gehörige kanonische normierte linke Matrixpo-
lynom sowie D˜(Γj)nj=0 das mit (Γj)
n
j=0 assoziierte linke Matrixpolynom. Sei w ∈ D.
Dann gelten det[B˜(Cj)nj=0(w)] 6= 0 sowie
Ω[(Γj)nj=0](w) = [B˜(Cj)nj=0(w)]
−1 · [D˜(Γj)nj=0(w)].
Beweis. Siehe z.B. [FK04b, Theoreme 1.2 und 2.3]. 
Satz G.2.3 ermöglicht die nachfolgende unmittelbare Konsequenz hinsichtlich der Natur
der zu einer endlichen q × q-Carathéodoryfolge gehörigen Typ-(I,C)-zentralen Funktion
aus Cq(D).
Satz G.2.4. Seien q ∈ N, n ∈ N0 und (Γj)nj=0 eine q×q-Carathéodoryfolge. Es bezeichne
Ω[(Γj)nj=0] die zu (Γj)
n
j=0 gehörige Typ-(I,C)-zentrale Funktion aus Cq(D). Dann gibt es
genau eine rationale q × q-Matrixfunktion Ω˜[(Γj)nj=0], welche der Beziehung
Rstr.D Ω˜[(Γj)nj=0] = Ω[(Γj)nj=0]
genügt.
Das Ziel unserer nachfolgenden Überlegung lässt sich wie folgt beschreiben:
Seien q ∈ N, n ∈ N und (Γj)nj=0 eine q × q-Carathéodoryfolge mit assoziierter nichtne-
gativ definiter Folge (Cj)nj=0 aus Cq×q. Wegen Satz B.2.1 bildet die Menge der (Cj)nj=0
nichtnegativ definit ergänzenden Matrizen einen Matrizenkreis. Wählen wir eine Matrix
Cn+1 aus diesem Matrizenkreis und setzen Γn+1 := 2Cn+1, so erweist sich die Folge
(Γj)n+1j=0 als q × q-Carathéodoryfolge.
Unser Ziel besteht nun darin, die zu (Γj)n+1j=0 gehörige Typ-(I,C)-zentrale Funkti-
on Ω[(Γj)n+1j=0 ] zu bestimmen. Hierbei legen wir Folgen (V
(n)
j )nj=1 ∈ Y ′n((Cj)nj=0) sowie
(W (n)j )nj=1 ∈ Z ′n((Cj)nj=0) zugrunde und ziehen für unsere nachfolgenden Betrachtungen
dann das mit (Γj)nj=0 und (V
(n)
j )nj=1 rechtsseitig assoziierte Paar [Pn, Sn] von Matrixpo-
lynomen sowie das mit (Γj)nj=0 und (W
(n)
j )nj=1 linksseitig assoziierte Paar [Qn, Tn] von
Matrixpolynomen heran.
Satz G.2.5. Seien q ∈ N, n ∈ N und (Γj)nj=0 eine q×q-Carathéodoryfolge mit assoziierter
nichtnegativ definiter Folge (Cj)nj=0 aus Cq×q. Es bezeichne Ln+1 bzw. Rn+1 das (n+1)-te
zu (Cj)nj=0 gehörige untere bzw. obere Schurkomplement vom Typ I sowieMn+1 die (n+1)-
te zu (Cj)nj=0 gehörige zentrale Matrix vom Typ I. Weiterhin seien (V
(n)
j )nj=1 ∈ Y ′n((Cj)nj=0)
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und (W (n)j )nj=1 ∈ Z ′n((Cj)nj=0). Es bezeichne [Pn, Sn] das mit (Γj)nj=0 und (V (n)j )nj=1
rechtsseitig assoziierte Paar von Matrixpolynomen sowie [Qn, Tn] das mit (Γj)nj=0 und
(W (n)j )nj=1 linksseitig assoziierte Paar von Matrixpolynomen. Weiterhin bezeichne [Pn][n]
bzw. [Sn][n] bzw. [Qn][n] bzw. [Tn][n] das n–Reziproke zu Pn bzw. Sn bzw. Qn bzw. Tn und
es sei K ∈ Kq×q.
(a) Es sei Cn+1 := Mn+1 +
√
Ln+1(−K)
√
Rn+1. Dann ist (Cj)n+1j=0 eine nichtnegativ
definite Folge aus Cq×q.
(b) Sei Γn+1 := 2Cn+1. Dann ist (Γj)n+1j=0 eine q × q-Carathéodoryfolge mit assoziierter
nichtnegativ definiter Folge (Cj)n+1j=0 aus Cq×q.
(c) Es bezeichne Ω[(Γj)n+1j=0 ] die zu (Γj)
n+1
j=0 gehörige Typ-(I,C)-zentrale Funktion aus
Cq(D). Weiter sei w ∈ D. Dann gelten
det
(
w[[Qn][n](w)]
√
Ln+1
+
K
√
Rn+1 + Pn(w)
)
6= 0
und
Ω[(Γj)n+1j=0 ](w) =
(
−w[[Tn][n](w)]
√
Ln+1
+
K
√
Rn+1 + Sn(w)
)
·
(
w[[Qn][n](w)]
√
Ln+1
+
K
√
Rn+1 + Pn(w)
)−1
sowie
det
(√
Ln+1K
√
Rn+1
+
w[[Pn][n](w)] +Qn(w)
)
6= 0
und
Ω[(Γj)n+1j=0 ](w) =
(√
Ln+1K
√
Rn+1
+
w[[Pn][n](w)] +Qn(w)
)−1
·
(
−√Ln+1K√Rn+1+w[[Sn][n](w)] + Tn(w)) .
Beweis. Siehe [FK04b, Proposition 4.7]. 
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Im Zentrum des vorliegenden Kapitels steht die Behandlung der Matrixversion des
Carathéodoryproblems.
Das matrizielle Carathéodoryproblem hat, insbesondere im nichtdegenerierten Fall,
eine reichhaltige Behandlung in der Literatur erfahren (siehe beispielsweise die Ar-
beiten Arov/Kre˘ın [AK81], Kovalishina [Kov83a], Dym [Dym89a], Ball/Gohberg/Rod-
man [BGR90], Sakhnovich [Sak97], Foiaş/Frazho [FF90], Foiaş/Frazho/Gohberg/Kaas-
hoek [FFGK98], Fritzsche/Kirstein [FK89b], [FK89c], Fritzsche/Kirstein/Lasa-
row [FKL09a] für den nichtdegenerierten Fall sowie Chen/Hu [CH98], Fritzsche/Kirstein/
Lasarow [FKL06] für den allgemeinen Fall).
Die im Folgenden vorgestellte Lösung des matriziellen Carathéodoryproblems findet in
Kapitel 4 Anwendung. Unsere Darstellung der Ergebnisse orientiert sich im Wesentlichen
an den Arbeiten Fritzsche/Kirstein/Lasarow [FKL06], [FKL10].
H.1. Zur Lösbarkeit des matriziellen Carathéodoryproblems
Wir wollen in diesem Abschnitt zunächst eine notwendige und hinreichende Bedingung
an die vorgegebene Taylorkoeffizientenfolge für die Lösbarkeit des matriziellen Carathéo-
doryproblems formulieren.
Satz H.1.1. Seien q ∈ N, n ∈ N0 und (Γj)nj=0 eine Folge aus Cq×q.
(i) Es ist Cq(D; (Γj)nj=0) 6= ∅.
(ii) Es ist (Γj)nj=0 eine q × q-Carathéodoryfolge.
Beweis. Siehe z.B. [Kov83a], [FK87b, Abschnitt 4]. 
Wir erkennen nun, dass via Taylorkoeffizientenbildung eine bijektive Korrespondenz
zwischen den Lösungen eines matriziellen Carathéodoryproblems und den Lösungen des
assoziierten Ergänzungsproblems für unendliche matrizielle Carathéodoryfolgen besteht.
Satz H.1.2. Seien q ∈ N, n ∈ N0 und (Γj)nj=0 eine Folge aus Cq×q. Es bezeichne
D[(Γj)nj=0] die Menge aller q × q-Carathéodoryfolgen (∆j)j∈N0, für welche (∆j)nj=0 =
(Γj)nj=0 erfüllt ist.
(a) Sei Ω ∈ Cq(D; (Γj)nj=0). Es bezeichne (∆j)j∈N0 die Taylorkoeffizientenfolge von Ω.
(a1) Es ist (∆j)j∈N0 ∈ D[(Γj)nj=0].
(a2) Sei Λ ∈ Cq(D; (Γj)nj=0)\{Ω}. Es bezeichne (Θj)j∈N0 die Taylorkoeffizientenfolge
von Λ. Dann ist (Θj)j∈N0 ∈ D[(Γj)nj=0] \ {(∆j)j∈N0}.
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(b) Sei (∆j)j∈N0 ∈ D[(Γj)nj=0].
(b1) Es ist (∆j)j∈N0 eine q × q-Carathéodoryfolge und, falls Ω die durch (∆j)j∈N0
erzeugte Funktion aus Cq(D) bezeichnet, so gilt Ω ∈ Cq(D; (Γj)nj=0).
(b2) Sei (Θj)j∈N0 ∈ D[(Γj)nj=0] \ {(∆j)j∈N0}. Dann ist (Θj)j∈N0 eine q × q-Cara-
théodoryfolge und, falls Λ die durch (Θj)j∈N0 erzeugte Funktion aus Cq(D)
bezeichnet, so gilt Λ ∈ Cq(D; (Γj)nj=0) \ {Ω}.
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H.2. Beschreibung der Lösungsmenge des matriziellen
Carathéodoryproblems
Das Ziel des vorliegenden Abschnitts besteht nun darin, für den Fall einer beliebigen
q× q-Carathéodoryfolge (Γj)nj=0 eine vollständige Beschreibung der Menge Cq(D; (Γj)nj=0)
zu formulieren.
Wir wenden uns zunächst einer speziellen Teilklasse von matrixwertigen Schurfunktio-
nen zu:
Definition H.2.1. Seien q ∈ N, n ∈ N0 und (Γj)nj=0 eine q × q-Carathéodoryfolge mit
assoziierter nichtnegativ definiter Folge (Bj)nj=0 aus Cq×q. Es bezeichne Ln+1 bzw. Rn+1
das (n+ 1)-te zu (Bj)nj=0 gehörige untere bzw. obere Schurkomplement vom Typ I. Sei
weiter g ∈ Sq×q (D). Dann heißt g an (Γj)nj=0 angepasst, falls die Beziehung
Ln+1L
+
n+1gR
+
n+1Rn+1 = g
erfüllt ist. Es bezeichnet Sq×q;(Γj)nj=0 (D) die Menge aller an (Γj)
n
j=0 angepassten Funktio-
nen aus Sq×q (D).
Bemerkung H.2.1. Seien q ∈ N, n ∈ N0 und (Γj)nj=0 eine q × q-Carathéodoryfolge mit
assoziierter nichtnegativ definiter Folge (Cj)nj=0 aus Cq×q. Es bezeichne Ln+1 bzw. Rn+1
das (n+ 1)-te zu (Cj)nj=0 gehörige untere bzw. obere Schurkomplement vom Typ I. Seien
g ∈ Sq×q(D) und
g˜ := Ln+1L+n+1gR+n+1Rn+1.
(a) Es ist g˜ ∈ Sq×q;(Γj)nj=0(D).
(b) Es gilt
√
Ln+1
+
g
√
Rn+1 =
√
Ln+1
+
g˜
√
Rn+1.
(c) Es gilt
√
Ln+1 g
√
Rn+1
+ =
√
Ln+1 g˜
√
Rn+1
+.
Der nachfolgende Satz beinhaltet bereits das gewünschte Prinzip zur Konstruktion von
Elementen der Menge Cq(D; (Γj)nj=0).
Satz H.2.1. Seien q ∈ N, n ∈ N0 und (Γj)nj=0 eine q × q-Carathéodoryfolge mit assozi-
ierter nichtnegativ definiter Folge (Cj)nj=0 aus Cq×q. Es bezeichne Ln+1 bzw. Rn+1 das
(n+ 1)-te zu (Cj)nj=0 gehörige untere bzw. obere Schurkomplement vom Typ I. Im Fall
n = 0 seien Pn := IqE0, Sn := Γ0E0, Qn := IqE0 und Tn := Γ0E0. Im Fall n ∈ N seien
(Vj)nj=1 ∈ Y ′n((Cj)nj=0) und (Wj)nj=1 ∈ Z ′n((Cj)nj=0) und es bezeichne [Pn, Sn] das mit
(Γj)nj=0 und (Vj)nj=1 rechtsseitig assoziierte Paar von Matrixpolynomen sowie [Qn, Tn] das
mit (Γj)nj=0 und (Wj)nj=1 linksseitig assoziierte Paar von Matrixpolynomen. Weiterhin
bezeichne [Pn][n] bzw. [Sn][n] bzw. [Qn][n] bzw. [Tn][n] das n-Reziproke zu Pn bzw. Sn bzw.
Qn bzw. Tn.
(a) Seien g ∈ Sq×q(D) und w ∈ D. Dann gilt
det
(
w[[Qn][n](w)]
√
Ln+1
+[g(w)]
√
Rn+1 + Pn(w)
)
6= 0.
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(b) Die Abbildung Σg : D→ Cq×q sei definiert gemäß
w 7→
(
−w[[Tn][n](w)]
√
Ln+1
+[g(w)]
√
Rn+1 + Sn(w)
)
·
(
w[[Qn][n](w)]
√
Ln+1
+[g(w)]
√
Rn+1 + Pn(w)
)−1
.
Seien g, h ∈ Sq×q;(Γj)nj=0(D).
(b1) Sei v ∈ D \ {0}. Es gelte Σg(v) = Σh(v). Dann gilt g(v) = h(v).
(b2) Es gelte Σg = Σh. Dann gilt g = h.
Beweis. Siehe [FKL10, Proposition 2.2]. 
Das nachfolgende Resultat liefert eine vollständige Beschreibung der Lösungsmenge
des matriziellen Carathéodoryproblems.
Satz H.2.2. Seien q ∈ N, n ∈ N0 und (Γj)nj=0 eine q × q-Carathéodoryfolge mit assozi-
ierter nichtnegativ definiter Folge (Cj)nj=0 aus Cq×q. Es bezeichne Ln+1 bzw. Rn+1 das
(n+ 1)-te zu (Cj)nj=0 gehörige untere bzw. obere Schurkomplement vom Typ I. Im Fall
n = 0 seien Pn := IqE0, Sn := Γ0E0, Qn := IqE0 und Tn := Γ0E0. Im Fall n ∈ N seien
(Vj)nj=1 ∈ Y ′n((Cj)nj=0) und (Wj)nj=1 ∈ Z ′n((Cj)nj=0) und es bezeichne [Pn, Sn] das mit
(Γj)nj=0 und (Vj)nj=1 rechtsseitig assoziierte Paar von Matrixpolynomen sowie [Qn, Tn] das
mit (Γj)nj=0 und (Wj)nj=1 linksseitig assoziierte Paar von Matrixpolynomen. Weiterhin
bezeichne [Pn][n] bzw. [Sn][n] bzw. [Qn][n] bzw. [Tn][n] das n–Reziproke zu Pn bzw. Sn bzw.
Qn bzw. Tn.
(a) Sei g ∈ Sq×q(D). Weiter sei w ∈ D. Dann gilt
det
(
w[[Qn][n](w)]
√
Ln+1
+[g(w)]
√
Rn+1 + Pn(w)
)
6= 0.
(b) Für g ∈ Sq×q(D) werde die Funktion Σg : D→ Cq×q definiert gemäß
w 7→
(
−w[[Tn][n](w)]
√
Ln+1
+[g(w)]
√
Rn+1 + Sn(w)
)
·
(
w[[Qn][n](w)]
√
Ln+1
+[g(w)]
√
Rn+1 + Pn(w)
)−1
.
Dann gilt Cq(D; (Γj)nj=0) = {Σg : g ∈ Sq×q(D)}.
(c) Es gilt
Cq(D; (Γj)nj=0) = {Σg : g ∈ Sq×q;(Γj)nj=0(D)},
wobei durch die Zuordnung g 7→ Σg eine Bijektion zwischen Sq×q;(Γj)nj=0(D) und
Cq(D; (Γj)nj=0) vermittelt wird.
Beweis. Siehe [FKL06, Theoreme 3.2 und 3.7], [FKL10, Theorem 2.1]. 
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