Abstract: Supply Chain Management (SCM) environments demand intelligent solutions, which can perceive variations and achieve maximum revenue. This highlights the importance of a commonly accepted design methodology, since most current implementations are application-specific. In this work, we present a methodology for building an intelligent trading agent and evaluating its performance at the Trading Agent Competition (TAC) SCM game. We justify architectural choices made, ranging from the adoption of specific Data Mining (DM) techniques, to the selection of the appropriate metrics for agent performance evaluation. Results indicate that our agent has proven capable of providing advanced SCM solutions in demanding SCM environments.
Introduction
The interaction between intelligent agents and DM is a new and interesting research field, which can be viewed from two different perspectives: either top-down, where agents are used as the discrete, yet interacting elements of the knowledge discovery process (data accumulation, cleaning, algorithm application etc.), or bottom-up, where DM is used for the extraction of useful knowledge models that can be incorporated into the agents, to improve their performance/efficiency.
In the second approach, issues related to modelling and measuring improvement usually arise, leading to the definition of ad hoc metrics that cannot be used in a more generic manner. Our work is focused towards this direction: to survey existing literature, identify common practices, and provide a methodology to find a set of valid metrics and use them to evaluate the efficiency of agents in a very popular (for DM experts) domain: the field of SCM.
SCM primitives comprise the management of materials, information and finance in a network consisting of suppliers, manufacturers, distributors and customers (Stanfield, 2002) . Practically, all these activities are intended to deliver the optimal result to the end-user via procurement of raw materials, manufacturing, distribution, andpoint in the game, since it directly affects the agent's profit and ranking. We have thoroughly analysed the problem at hand and have come up with a methodology, which provided us with a number of TAC-related metrics, helping us to evaluate our agent's performance. We have carefully selected a combination of DM techniques to extract the appropriate knowledge models, which are used by the agent to predict the winning price of bids. The final ranking of our agent, agent Mertacor, with respect to others, indicates that data mining can indeed be used to considerably improve an agent's performance in such environments.
The rest of the paper is organised as follows: Section 2 reviews existing methodologies of agent-based SCM, focusing mainly on evaluation methods. Section 3 presents our proposed methodology, striving to find the correct set of metrics and evaluate the system. Section 4 provides an overview of the TAC SCM game and justifies Mertacor's architecture, while it identifies where the system characteristics evaluation is going to be performed on. Section 5 focuses on the DM evaluation of the system, describing in detail the DM experiments conducted, to decide on the best winning bid price model, and testing it against an ad hoc, nevertheless useful bidding mechanism. Section 6 summarises our work and concludes the paper.
Related work: existing methodological approaches
The problem of defining the most appropriate methodology for developing a DM-enhanced SCM MAS 1 is two-fold:
• decide on the most significant of the attributes of the agent at hand, to which the software developer must focus on
• decide on the way the evaluation of performance/efficiency of an SCM problem should be addressed.
Within this context, we have conducted a thorough literature review to identify the state-of-the-art approaches for intelligent (multi-)agent system development in general, and for the SCM domain in specific.
Intelligent MAS scope and attributes
According to Landauer and Bellman (2002) , the most important characteristics of an intelligent computing (agent) system are:
• speed and scope of adaptability to unforeseen situations
• rate of effective learning
• accurate modelling and prediction of the relevant external environment
• speed and clarity of problem identification and formulation
• effective association and evaluation of disparate information
• identification of assumptions and pre-requisites
• creation and use of symbolic language.
On the other hand, Dumke et al. (2000) define a set of metrics for all agent and multi-agent system levels (design, description, working, etc., levels). At the agent working level, metrics are provided for the following agent system characteristics:
• communication
• performance
• specialisation.
May one decide to develop an MAS, he or she is required to identify the focus of the application and decide on a combination of practices and metrics, so as to better evaluate its performance. In the case of SCM, where focus is usually given on revenue and profit, some of these metrics are considered subsidiary (i.e., self-reproduction), while others are paid extreme attention to (i.e., performance, adaptability). The next section discusses the existing approaches. Smirnov et al. (2004) discuss resource allocation Genetic Algorithms (GAs). They consider two sub-problems:
Evaluation of Supply Chain Management (SCM) MAS
• coalition formation
• product and resource allocation tasks in a multi-agent environment.
In their evaluation, they compare the two approaches, having them approximate positive ramp membership functions in terms of pay-offs (e.g., pay-off per car, gross pay-offs per body). Moyaux et al. (2004) use game theory to analyse collaborative strategies in a forest supply chain. They use collaboration in an attempt to reduce the Bullwhip effect (phenomenon where the variance of orders amplifies upstream the supply chain). They run a simulation to evaluate each company's inventory holding and backorder costs and build a game in the normal form, which is then analysed using Game Theory. They identify two Nash equilibria incurring the minimum cost of the supply chain, both of which include collaboration between companies. They evaluate performance by minimising the cost in an attempt to reduce the Bullwhip effect. Simek et al. (2004) use Reinforcement Learning (RL) algorithms for procurement agents. They introduce their SCM model and show that RL outperforms traditional tools for dynamic problem-solving in daily business, but identify situations where RL fails to perform efficiently. RL is compared against a primitive (but effective) algorithm and against a double exponential smoothing mechanism, and the evaluation is based on total reward. Kwon et al. (2005) employ optimisation and Case-Based Reasoning (CBR) models on a web services-based platform. They argue that these methods fail to address more complicated problems such as revenue maximisation and stochastic dimension, despite the advancement of optimisation techniques. They compare the performance outcome of the prototype system, which uses linear programming and mixed integer programming, against their optimisation model, on a variety of scenarios. Evaluation is performed with respect to an ad hoc relative ratio, which is based on performance outcome (in terms of profit). Johnston et al. (2005) employ agent technology in order to improve the performance of the traditional Kanban system, while maintaining its recognised usability. They present the Intelligent Kanban system and test it against three other different Kanban system implementations, as well as against the Traditional Kanban System. Evaluation is performed with respect to wait time, total stock and percentage of back order.
Based on the above, one may argue that there is currently no standard way of evaluating the different approaches employed in SCM-related MAS. Evaluation metrics are ad hoc, and most of the times performance is measured in terms of profit, since it is obviously the most immediate target of SCM. Thus, special care should be taken to distinguish a mere profitable system from a truly intelligent one. Additionally, for SCM MAS it is a common practice to test the proposed mechanism/algorithm against a heuristics-based approach that satisfies certain criteria.
Having reviewed the existing work, we present a methodology, which allows us to select an appropriate set of metrics for a DM-enhanced SCM MAS and correctly evaluate its performance.
A methodology to identify metrics in DM-enhanced SCM MAS
Going through the variety of SCM models conceived in bibliography, one may argue that focusing on the SCM part would force one to either develop his or her model keeping a particular chain in mind or come up with a possibly inadequate model. Our attempt was to reach the 'happy medium', by not focusing on the exact tasks of the supply chain but on the decomposition of their processes, after they have been defined by the expert user. Our methodology is aimed to be generic instead of constrained to each specific implementation. It attempts to identify the most important system characteristics and find the appropriate metrics, as well as the appropriate way to measure them, to have a correct evaluation. It consists of the following steps:
• identify process layers
• identify actions and interactions within each layer
• identify the system characteristics to be evaluated for each action/interaction
• select the respective set of metrics
• perform measurements
• compare against a heuristics-based approach.
The above-mentioned steps are applied to all software engineering facets involved in the design and implementation of the MAS. In the case of DM-enhanced MAS, these facets are:
• the modelling of the agent system itself, by specifying actions and interactions
• the identification and exploitation of the DM-extracted knowledge models.
In the remainder of this paper, an overview of the generic model is provided, while focus is given on the DM facet. Details on the agent-modelling facet can be found at Symeonidis and Mitkas (2005) . An abstract model for SCM MAS that embeds knowledge extracted through DM is depicted in Figure 1 .
The methodology steps for a DM-enhanced SCM MAS are as follows:
Step 1: Any SCM MAS with DM capabilities may be structured as a four-layer architecture. These layers are:
• the data pre-processing
• knowledge discovery
• knowledge organisation and decision-making
• the knowledge diffusion layer.
Steps 2-3: Table 1 denotes the action/interactions between the aforementioned layers and their corresponding metrics, mainly focused on the DM facet.
Step 4: The user has to specify the appropriate metrics for the system characteristics involved in each action/interaction, to succeed in defining a benchmark for evaluating the performance of the system. Complicated benchmarking processes may arise in case the user decides to measure disjoint actions and interactions. Nevertheless, in DM-enhanced SCM MAS, focus is mainly given on Adaptation and Specialisation, key characteristics of the Knowledge Discovery layer. Improvement of these characteristics usually has a positive effect on the agent's Performance as well.
Step 5: Learning can be measured by applying different DM algorithms on the same data set and evaluating their performance. Carefully selecting the appropriate model and tuning its parameters improves Learning. In a similar way, Adaptation is measured by using the derived models on different situations and can be improved by retraining our agents.
Step 6: It is a common practice for DM-enhanced SCM MAS to adopt a heuristics approach with acceptable performance, to have a fail-safe mechanism. Such a mechanism is often employed to benchmark DM models' efficiency and evaluate it with respect to anticipated profit. In case of undesired behaviour (i.e., exceeding a cut-off threshold), the DM process is overridden and the heuristic approach takes over. The next sections attempt to model -through the methodology presented in this section -a DM-enhanced agent competing at the TAC SCM. All layers identified in an SCM MAS (Step 1) have been incorporated into one agent and Section 4 provides a justification for this choice. In addition, Section 4 specifies the system characteristics that have to be evaluated in each layer, while Section 5 focuses on the Pre-processing and Knowledge Discovery layers, to help the reader better understand the evaluation of a DM-enhanced MAS within its appropriate context.
An intelligent approach: Mertacor

The SCM TAC game
Within the scenario of the TAC SCM game, as described by Collins et al. (2004) , each participating agent represents a PC assembler with limited production capacity. Six such agents compete in selling 16 different types of PCs to potential customers. The agents' task is to negotiate on supply contracts, bid for customer offers, manage daily assembly activities and ship completed offers to customers. The environment constitutes a supply chain, where agents trade simultaneously with suppliers (for PC components procurement) and customers (to sell assembled units). The produced PCs are divided into three product ranges (Low, Medium and High) according to the compilation implemented.
Negotiations are performed through a Request-For-Quote (RFQ) mechanism, which proceeds in three steps:
• Buyer issues RFQs to one or more sellers.
• Sellers respond to RFQs with offers.
• Buyers accept or reject offers. An accepted offer becomes an order.
The customer requires a reserve price, which is between 75% and 125% of nominal price of components. To get paid, the agent must deliver on time; otherwise, it is charged with a penalty. At the end of the game, the agent with the greatest revenue is declared winner. Game length is 220 simulated days, each day lasting 15 s. Arunachalam and Sadeh (2004) provide more information on the game.
Mertacor architecture
May one examine the specifications of the TAC SCM game, he or she may identify four tasks each agent needs to deal with:
• procurement of hardware components and negotiation on cheap component contracts
• management of the inventory and stock requirements
• scheduling of the production and delivery process
• bidding and negotiation on PC sales to customers.
As described by Kontogounis et al. (2006) , our Mertacor employs a modular architecture, having one module for each of the aforementioned tasks. The agent's core provides a wrapper around the modules and undertakes communication with suppliers and customers. This architecture provides flexibility and extensibility, making it easy to apply Mertacor's strategy to other real-life SCM environments as well.
Mertacor's four modules are:
• the Inventory Module (IM)
• the Procuring Module (PM)
• the Factory Module (FM)
• the Bidding Module (BM).
Two of the most significant strategies of inventory management are make to order and make to stock. Mertacor's IM employs an Assemble-To-Order (ATO) strategy, a hybrid combination of the two aforementioned techniques, which defines the inventory levels that need to be satisfied and below which replenishment is needed. The ATO strategy was selected as the most appropriate one, since, according to Cheng et al. (2001) , it is the most suitable strategy for environments where replenishment times are larger than assembly times, like in the case of the TAC SCM game. PM uses heuristic techniques to predict future demands and order affordable components in advance. During the first two days, Mertacor attempts to build an initial inventory, to quickly start production. On the third day, Mertacor switches to a normal-state procurement strategy, dividing the RFQs it sends into three categories: Normal, to satisfy inventory reorder levels, Critical, to satisfy customer orders, and Early, to obtain low-priced components before they may be needed.
FM is responsible for producing accurate assembly schedules and for providing the bidder with information on the factory production capacity. It creates a projection of what the factory should expect in the near future by realising a simulation model, based on knowledge on future supplier deliveries, customer deliveries, customer orders, future production and delivery schedules. Demand is simulated for the 15 forthcoming days (look-ahead time) and then information is diffused to the rest of the modules.
Finally, BM attempts to predict the winning price of each order. It performs offline DM on logs of previously played games and uses the derived models to predict the winning price of each order. Although these models are highly reliable (see analysis in the following section), a fail-safe (non-intelligent) mechanism has also been incorporated, to ensure agent efficiency in the transitional phases of the game (Start/End phase).
The architecture adopted for Mertacor abides by the requirements discussed in Section 2. As far as the characteristics of intelligent systems are concerned (Section 2.1, part (a)), one may argue that apart from the creation of the symbolic language, which does not directly apply to Mertacor's context, all other primitives (learning, modelling and association of disparate information) are taken into consideration, either by the TAC SCM game server (interfaces to suppliers and customers, game rules), or through the adoption of the knowledge extraction mechanism (algorithmic performance, modelling of the environment, etc.).
After having applied our proposed methodology in Section 3, we have come to the conclusion that Learning, as well as Adaptation, are the two characteristics that each TAC SCM participating agent should focus on. By the use of a well-justified DM mechanism, Learning becomes an inherent property of our agent, while Adaptation is met by adjusting Mertacor's bidding policy to the varying competition difficulty (for example, semifinal and final rounds were more competitive than qualifying rounds). The adopted architecture proved efficient in all competition levels (Collins et al., 2004) .
Since the whole notion of the game is organised around agent revenue, Learning and Adaptation were measured with respect to the Bidding Module, since predicting the winning price of each bid proved crucial to agents' efficiency. Too high a price may result to failure of coming to an agreement with the customer, while too low a price may decrease profit. Apart from the evaluation of the DM mechanism itself, we also evaluated it against the fail-safe mechanism. The analysis of the bidding mechanism (Knowledge Discovery layer), as well as its evaluation, is discussed next.
Evaluation of Mertacor's bidding mechanism
Estimation of the winning price of the bids can be modelled as a regression problem, where the desired output is the agent's bidding price for clients' RFQs and the inputs are the parameters related to the bid that are known to the agent. The initial set of attributes considered is shown in Table 2 .
Available data was split into three subsets, each one representing a different market range (LOW-MEDIUM-HIGH), both for the finals (placement positions 1-6) and second finals (placement positions 7-12) of the 2005 game, resulting to six different data sets
(finalsLOW-MEDIUM-HIGH and secondFinalsLOW-MEDIUM-HIGH).
The interested reader can download this data on the TAC website (http://www.sics. se/tac/). To experiment on the data with a variety of training techniques and algorithms, the Waikato Environment for Knowledge Analysis (WEKA) suite, described by Witten et al. (1999) was used, providing with a wide range of filters for pre-processing, model evaluation, visualisation and post-processing. 
Pre-processing
The instances within the initial data sets ranged from 45,000 to 230,000 instances. Analysis was performed on all data sets. Nevertheless, owing to space limitation, we shall discuss only one case (finalsLOW data set), while analysis on the other cases was performed in an analogous manner. The initial data set contained 156,228 records of bids.
To remove redundant information and enable quicker and more accurate training, a number of pre-processing filters were tested against the data set. In particular, we applied the CfsSubsetEval 2 (Hall, 1998) , WrapperSubsetEval 3 (Kohavi and John, 1997) , and ReliefFAttributeEval 4 (Sikonja and Kononenko, 1997) filters for attribute selection, using the GreedyStepwise and RandomSearch search methods. The trimmed data set contained the following attributes as input: the demand, the reserve price for components, the maximum price of same type PCs for the two previous days and the minimum price for the previous day, while price was the output attribute. To reduce the number of instances for training, and since the class attribute (price) is numeric, the StratifiedRemoveFolds 5 (Breiman et al., 1984) method was selected. Two data sets were finally produced, containing the one-third (1/3) and one-eighth (1/8) of the initial instances, respectively. On these resulting data sets, a number of classifiers and meta-classifier schemata were applied. These are discussed below.
Training
Four different classification (regression) schemas were applied, to decide on the one that optimally meets the problem of predicting the winning bid of an order:
• Linear Regression
• Neural Networks
• SMOreg (Support Vector Machines)
• the M5' algorithm.
A number of experiments were conducted applying Linear Regression, on different data sets and with different algorithm parameters. This algorithm had a rather mediocre efficiency, with a correlation coefficient (cc) of around 0.97, a Relative Absolute Error (RAE) within the range of 15-20% and a Root Mean Square Error (RMSE) within the range of 65-75% for the finals and 90-110% for the second finals. All values remained at the same level through variations on the initial data sets and the algorithm's parameters.
Neural Networks, though expected to perform better (Wang and Witten, 1997) , yielded worse results in our case, with a correlation coefficient and RMSE approximately the same as in the case of Linear Regression, but with RAE always around 20%. It should be denoted, though, that increasing or decreasing the learning rate did not seem to significantly influence the resulting efficiency, while using different training techniques (either using a training set or n-fold cross-validation) nearly doubled the Mean Absolute Error (MAE), indicating overfitting.
In the case of Support Vector Machines, where Lagrange multipliers are employed to find a function that approximates the data, the performance was comparable with the aforementioned techniques, while its performance was significantly slower. SMOreg failed to give an RAE lower than 16%, while exceeding an RAE of 20%, when it came to the data sets of the second finals.
In the case of the M5', however, the derived models' efficiency was substantially better, having a cc around 0.99, an RAE of about 10% and RMSE of about 50. Furthermore, when performing DM on unsmoothed data and producing an unrpruned model, the cc reached 0.9967, while decreasing the RAE to about 4.0112%, RMSE to 25 and keeping a very small value for MAE (9.0825).
A comparison of all the aforementioned techniques is illustrated in Figure 2 . All experiments were conducted using the finalsLOW data set of five attributes and 1/8 of the initial data set and having the same user-supplied test set. 
Meta-classification
Apart from the classification schemes applied, we also tested some meta-classifier schemes, striving for the optimum performance. Additive Regression and Bagging, described by Friedman (1999) and Breiman (1996) , respectively, consecutively train learning schemes with different bootstrap samples of the initial data set. Bagging comes from the term 'Bootstrap Aggregating', while Additive Regression introduces some randomness to the procedure. Additive Regression and Bagging were applied to the same data sets and using the same training options, to ensure result correctness and to be able to correctly compare their results with the results of the previous classification algorithms.
The Additive Regression schema was applied using the following classifiers:
• DecisionStamp
6
• REPTree
7
• the M5' classifier.
DecisionStamp's results were disappointing, having a cc varying from 0.91 to 0.97, an RMSE from 67 to 131 and a RAE from 25% to 40%. REPTree yielded significantly better results, having a cc varying from 0.95 to 0.97, an RMSE that reached 40 at best and an RAE from 20% to 25%. However, the M5' classification schema once again performed optimally, with the cc reaching the maximum value of 0.9994, the RMSE from 8 to 25 and the RAE falling to 0.74%. Bagging was applied using the REPtree and the M5' classifiers. As the performance of DecisionStamp was worse than the classifiers alone, we decided to exclude this algorithm from the Bagging schema. The first combination gave results comparable with those of Additive Regression-REPtree combination, with a cc of 0.99, an RMSE near 30 for the finals and 60 for the second finals and an RAE slightly above 5% for all experiments. When the M5' was used with Bagging, the results were better with respect to REPTree (cc: 0.99 -RAE: 9.64 -RMSE: 41.26), nevertheless did not reach the performance of the Additive Regression -M5' schema. Figure 3 summarises the average performance of the Additive Regression and Bagging meta-classifier schemas, with the respective classifier used. 
Comparison with the fail-safe mechanism
To further evaluate our model's performance, we have compared it against Mertacor's non-intelligent mechanism, the Follower. The Follower, named after its ability to follow bid prices online, evaluates the minimum and maximum prices for PCs ordered the previous day as provided by the daily price reports in order to approximate the winning price for bids. It assumes that the lowest price achieved on the previous day corresponds to the lowest customer RFQ reserve price and the highest price corresponds to the highest reserve price. It then calculates the current winning price by employing linear interpolation between the above values for the current reserve price.
The Follower was incorporated into Mertacor to help our agent perform better during the Start-and End-game effects. Since all six agents start the game with zero inventory, they attempt to procure components as soon as possible, in order to start assembly. Increased component demand leads to high component prices and, thus, increased PC prices. On the other hand, when reaching the end of the game, agents try to sell their remaining stock at any cost. Consequently, prices are significantly lower. In both phases, the model is not capable of capturing the trends of the market, since not enough data on these phases exist. The fail-safe mechanism was tested against the finalsLOW data set in order to validate its usefulness. Indeed, the Follower resulted (Normal State) in a correlation coefficient close to 0.98, while the RAE was 14.17% and the RMSE was 59.52, performance comparable with some of the training algorithms considered. Figure 4 shows the predicted vs. actual price for the finalsLOW data set both for the selected model (Figure 4(a) ) and the fail-safe mechanism (Figure 4 (b)), while Table 3 illustrates the performance of the selected model against the fail-safe mechanism for the three game phases.
Results: evaluation
One can easily identify that the combination of the Additive Regression meta-classification schema with the M5' regression algorithm, applied on unsmoothed data and producing unpruned knowledge models significantly outperforms all other learning methods applied. This hypothesis was also validated on the rest available data sets (finalsHIGH, finalsMEDIUM, secondFinals-HIGH, secondFinalsMEDIUM and secondFinalsLOW), applying the same pre-processing processes. Attempting an intuitive explanation for the improved efficiency of the M5' algorithm in our problem, one could consider the type of data the learning schemes were applied on. The performance of Linear Regression and Support Vector Machines was obviously lower, since they both impose a linear relationship on the data. And, though Support Vector Machines are said to achieve non-linearity by mapping the training data (Smola and Scholkopf, 1998) , still a priori knowledge of the mapping function is essential. The advantage of M5' over Neural Networks is that, since the former is based on decision trees, it produces a simple and compact model, while Neural Networks generally tend to produce extremely complicated models and need excessive parameter tweaking. As far as the meta-classifier schemes are concerned, Bagging is designed to improve the accuracy of predictors (Breiman, 1996) , while Additive Regression is an enhancement over Bagging by introducing a stochastic factor (Friedman, 1999) .
Consecutively, it is normal for the Additive Regression -M5' combination to perform optimally. Another point that should be denoted is that, since the Follower performs in an analogous manner with some of the learning schemes applied, one should be very careful in selecting the training algorithm for accurate winning bid price prediction.
Conclusions
Within the context of this paper, we have introduced a successful paradigm of the coupling of Intelligent Agent technology with DM. Having taken state-of-the-art MAS development and SCM evaluation practices into account, we have proposed a methodology to help researchers identify the appropriate metrics for a DM-enhanced MAS for SCM and use these metrics to evaluate its performance. Using this methodology, we have identified the parameters that best fit our model. On these parameters, namely agent Learning and Adaptation, we have provided an extensive analysis on how DM can be employed to improve the intelligence of our agent, agent Mertacor. A number of metrics were applied to help evaluate our results before incorporating the selected model to our agent. These metrics included comparison of the algorithms, specifically their correlation coefficients and their RAEs and RMS errors, as well as a fundamental comparison of the best performing algorithm against Mertacor's own fail-safe mechanism, used to predict bidding prices during the transitional phases. The proposed mechanism proved our agent capable of increasing its revenue by adjusting its bidding strategy.
Out in the real world, Mertacor was crash-tested in the TAC SCM 2005 competition and succeeded in placing third among 32 agents from universities and research centres from all over the world.
Future directions on the coupling of agents and DM include the application of our methodology to improve the models used to predict the behaviour of both suppliers and customers, as well as to other real-life SCM scenarios.
