. The aim of the present paper is to show that for smooth codimension two subvarieties of P n , n ≥ 5, one can get a similar result with an interval whose length depends only on s. The main point is Lemma 1.1 whose proof is a direct application of the positivity of N X (−1) (where N X is the normal bundle of X in P n ). We get a series of (n−3) inequalities; the first one of which being in [7] , the second was obtained in a preliminary version ( [5] ) by an essentially equivalent but more geometric argument.
Then we first derive two consequences:
1) roughly speaking, (Thm. 2.1, Remark 2.5) the family of "biliaison classes"
of smooth subvarieties of P 5 lying on a hypersurface of degree s is limited 2) the family of smooth codimension two subvarieties of P 6 lying on a hypersurface of degree s is limited (Thm. 1.4).
The result quoted in 1) is not effective, but 2) is.
In the last section we try to obtain precise inequalities connecting the usual numerical invariants of a smooth subcanonical subvariety X of P n , n ≥ 5
(the degree d, the integer e such that ω X ≃ O X (e), the least degree, s, of an hypersurface containing X). In particular we prove (Thm. 3.12): s ≥ n + 1. Assume F is globally generated. Then the u i 's can be represented by pseudoeffective cycles (see [9] , 2.2.B), in particular u m has non-negative degree.
Proof. Set Q := P (F ) (in Grothendieck notation Proj(SymF )) and denote by p : Q → X the projection. The Chow ring of Q is
(where the indeterminate x corresponds to the tautological quotient of p * (F )) and the Gysin map p * : A * (Q) → A * (X) sends α + β x to β. By hypothesis, there is an effective divisor D of first Chern class x + c 1 (L). Since F is globally generated x is nef and D.
(by the formula giving the Gysin map), so u i is pseudo-effective.
We will apply the lemma in the following situation:
X is a subvariety of codimension two of P n (i.e. n = m + 2) and F = N X (−1). One knows that F is globally generated because it is a quotient of
, which is globally generated on P n . Then we will consider two cases separately:
(1) n = 5.
(2) ω X = O X (e) for some integer e (by [2] this is always satisfied if n ≥ 6).
Recall that in the last situation we have an exact sequence
where E is a rank 2 vector bundle on P n with Chern classes c 1 (E) = e + n + 1,
this can be written
Multiply by s/d:
The relation u 2 ≥ 0 implies: µ ≤ d(s − 1) 2 , so:
Finally:
and the lemma follows.
The last lemma will be used in section 2.
In the second case let s = min{t : h 0 (I X (t) = 0} and q = min(s, e+n) and notice that h 0 (N * X (q)) > 0. Apply the positivity lemma with L = O ( q−e−n). Then the u i can be computed in A * (P n ) =
Z[t]
t n+1 (by abuse of notation we consider u i as an integer instead of an element of Zt i ) and the positivity lemma applied to X ∩ P i+2 says that u i ≥ 0 for i ≤ n − 2. Let s i be the Segre
, so we focus on the other case (q = s).
Remark 1.3. The u i are computed by induction on i by u 0 = 1, u 1 = s − 1,
Set z := d − s(e + n + 1) + s 2 , then the first u i 's are:
As an immediate consequence we have: 
is not a complete intersection, z = c 2 (E(−e − n − 1 + s) is the degree of a codimension two subscheme which is not a complete intersection. By [12] , z ≥ n − 1. It follows that: (s − 1) 3 ≥ (n − 1)(e + n + s − 2) which gives the bound on e. By u 2 ≥ 0: d ≤ s(n − 1 + e) + 1 and this gives the bound on d.
(ii) The proof is similar using u 4 ≥ 0 instead of u 3 ≥ 0.
2. Application to the biliaison classes of codimension two subvarieties of P 5 .
We recall that a family Φ of coherent sheaves over an algebraic variety S is limited if there exists an algebraic variety T and a coherent sheaf F over T × S such that for any member G of Φ there exists a geometric point t ∈ T such that G is isomorphic to the fiber F t of F over t. Remark 2.2. The corresponding statement for P n is
• false for n = 3 (for Σ = P 1 × P 1 , a quadric in P 3 , one gets the sheaves
• unknown for n = 4,
• superseded by the speciality theorem (1.4) for n ≥ 6.
Since the degree of X is bounded when X ⊂ SingΣ, the family of the sheaves I X,Σ , with X ⊂ SingΣ, is clearly limited. Hence in the following we will assume X ⊂ SingΣ.
Let C (resp. S) denote the intersection of X (resp. Σ) with a general P Proof. Due to the existence of Grothendieck Quot scheme, it suffices to show that:
(1) the Hilbert polynomials of these sheaves constitute a finite set (2) there exists an integer N depending only on s such that I X,S ([
1) By a direct computation we have:
where
where Γ is the complete intersection of S with a surface of degree d/s). We conclude with Lemma 1.2.
2) We set I C,S ([ 
we have:
i.e. h 0 (F (s − 1)) is bounded uniformly in s. It follows that h 1 (F (s − 1)) is bounded uniformly in s (since h 0 and χ are and h 2 (F (s − 1)) = 0), say by M . By a classical argument the h 1 is strictly decreasing after the regularity of the general plane section ( [14] ) and we deduce:
Lemma 2.4. Let Φ be a family of sheaves on P n with the following properties:
(1) any F ∈ Φ is locally of depth ≥ 2;
(2) for a general hyperplane H ⊂ P n the family of the restrictions of the members of Φ is limited;
Then Φ is limited.
Proof. By the second assumption we know that the set of the Hilbert polynomials of F | H (F ∈ Φ) is finite, so it will be sufficient to prove the following
In fact, by assumption 2. we know that the h i (F ) are bounded uniformly in
from 1. , 3. and our claim, it follows that | χ(F ) | is bounded uniformly in F ∈ Φ. So the Hilbert polynomial P F of F is such that P F (0) and (P F (x + 1) − P F (x)) form a finite set (F ∈ Φ), this implies that the set {P F : F ∈ Φ} is finite. A uniform bound on the regularity of F is obtained exactly as in the previous lemma.
To prove the claim we look at the exact sequences
There is an integer k 0 independent of F such that h
Since F is locally of depth ≥ 2 we also know H 1 (F (−k)) = 0 for k >> 0, and so for k ≥ k 0 by using the above exact sequence. Then we
Proof of 2.1. By lemma 2.3 we know that the family of sheaves I X,Σ ([ (2) In contrast with the case n ≥ 6, we notice that for any s ≥ 2 one can find ACM, non complete intersection varieties of arbitrary large degree lying on a hypersurface of degree s. 3. Application to subcanonical codimension two subvarieties of
Notations 3.1. We are now in case 2 of Section 1, so X is the zero-locus of a rank two vector bundle, E, of Chern classes (e + n + 1, d). For sake of simplicity we consider the Chern polynomial e(X) = X 2 − C 1 X + C 2 of E(−1) * . Let ∆ = C 2 1 − 4C 2 be its discriminant. We set ρ = √ C 2 and write
with the convention that t > 0 if ∆ > 0 and t = iθ, 0 < θ < π if ∆ < 0 (in this way ch t = cosθ, sh t = isinθ).
Then the roots of X 2 − C 1 X + C 2 are b = ρe t , a = ρe −t . Finally we set
If s k is the k-th Segre class of E(−1), i.e.
(to be replaced by ρ k (k + 1) if ∆ = 0) and:
t . Since ∆ > 0, E is not stable and 2s < e + n + 1, since 0 < z = e(s − 1), we have s − 1 < a hence s − 1 ≤ a = ρe −t , e t ≤ ρ s−1 . We conclude that there exists an unique α such that f (α) = ρ/(s − 1) (resp. such that g(α) = ρ/(s − 1)). Notice that in the case ∆ < 0, (α + 1)θ < π.
Similarly considering the function v(x) = (x − 1)/x we define, in case ∆ = 0, α such that: 
Proof. First assume ∆ > 0. By definition z = e(s − 1). Inserting s − 1 = ρsh αt sh (α+1)t , we get
. For the last equality check that sh (α + 1)t + sh (α − 1)t = 2ch t.sh (αt).
For this check that sh 2 (αt) − sh(α − 1)t.sh(α + 1)t = sh 2 (t). We conclude that σ sh t = ρ sh(α+1)t . This proves the first three equalities. For the last one:
To conclude observe that: 2ρch t = e + n − 1 and 2sh (α + 1)t ch t − sh αt = sh (α + 2)t.
The proof in case ∆ < 0 is similar. If ∆ = 0, observe that z = e(s) =
Remark 3.4. Observe that when ∆ < 0 and s = e + n, then sin(α + 2)θ = 0.
Proposition 3.5. Keeping notations as above, we have, for n ≥ 5:
Proof. First of all we assume ∆ > 0 and we observe that f (t) = logsh t is concave. Since αt = 
and (++) gives
from which follow
. In order to conclude the case ∆ > 0 it suffices to show that
and we are done because α ≥ n − 3. The case ∆ < 0 (∆ = 0) can be proved the same way by using f (t) = logsin t (f (t) = log t) which is concave as well for t ∈]0, π[. In some sense the next proposition improves Theorem 1.4, except in the case ∆ > 0 where the bound depends on ∆, hence on e. Proposition 3.6. Let X ⊂ P n , n ≥ 4 be a smooth codimension two subvariety
If X is not a complete intersection, then:
2). One can check that
Finally we get d < (
n−3 . 2) Assume first ∆ < 0. By Lemma 3.3 we have:
is decreasing on 0 < x ≤ π. It follows that ρ ≤ M (s − 1). Since The aim of the remaining of the paper is to improve the bound s ≥ n − 1 of
). We will distinguish several cases according to the sign of the discriminant, ∆, of X.
Proposition 3.8. Let X ⊂ P n , n ≥ 4, be a smooth subvariety of codimension two. Assume X is not a complete intersection.
Proof. 1.) Assume first ∆ > 0. By Lemma 3.3:
sh t ≥ α. Since σ ≥ √ n − 1 and α ≥ n − 3, we get the result. In the same way, from Lemma
3.3:
e+n−s σ = sh(α+2) sh t ≥ α + 2 ≥ n − 1, hence: e + n − s ≥ (n − 1) √ n − 1 and the result follows.
Assume now ∆ = 0. We have z = (s−a−1) 2 . Since z ≥ n−1, it follows that
We conclude as above since sin θ . Since sinαx/sin x is decreasing, we get:
for e is similar using
Lemma 3.9. Let X ⊂ P n , n ≥ 6, be a smooth subvariety of codimension two.
Assume ∆ < 0 and e + n + 1 − 2s ≤ 0.
Proof. (i) If n ≥ 6, then e ≥ n + 2 ([8]), hence (n + 2) + n + 1 ≤ e + n + 1 ≤ 2s, thus s ≥ n + 2.
(ii) As above using e ≥ 2n − 1 ([8] Cor.3.4 (i)).
Remark 3.10. In case ∆ < 0, we may proceed as follows: by Lemma 3.3:
sin θ.sin(α+1)θ , where δ = 
.m(n − 3), where −∆ min (n) is the minimal value of −∆ allowed by the Schwarzenberger conditions on P n (see [8] ∈ Z for ξ= class of X, k ∈ Z. Let p be a prime number, then we have three cases:
(1) inert (pR is prime)
Claim: If there exists a rank 2 vector bundle E of Chern classes (c 1 , c 2 ) on P n , then for each prime p < n, the discriminant ∆ = c Proof. Assuming the contrary, we may suppose that n − 1 = p is a prime such that ∆ is not a square mod p. Let ξ be a root of X 2 − c 1 X + c 2 in F p 2 . Then Proof. Assume first ∆ < 0. If e + n + 1 > 2s, then, by 3.8 it is enough to check that 1 + by Lemma 3.9.
If ∆ ≥ 0, by Proposition 3.8, it is enough to check that 1+(n−3)
if n ≥ 11 (actually this is satisfied for n ≥ 8).
Theorem 3.12. Let X ⊂ P n , n ≥ 4, be a smooth codimension two subvariety.
Assume ch(k) = 0. If n < 6 assume X subcanonical. If h 0 (I X (n)) = 0, then X is a complete intersection.
Proof. For the case n = 4 we refer to [6] . If n = 5 by [4] we may assume s = 5
and by [1] e ≥ 3. From u 3 ≥ 0 (see Remark 1.3) we get: z ≤ (s−1)
