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Salah satu metode dalam ilmu statistika yang dapat digunakan untuk mendeteksi 
pola hubungan antara satu atau lebih variabel adalah analisis regresi (Budiantara, 2019). 
Variabel yang digunakan pada analisis regresi adalah variabel respon dan variabel 
prediktor. Terdapat beberapa pendekatan dalam pemodelan menggunakan analisis regresi, 
yaitu regresi parametrik, regresi semiparametrik dan regresi nonparametrik (Dani & 
Adrianingsih, 2021). 
Pendekatan menggunakan regresi semiparametrik merupakan kombinasi antara 
pendekatan regresi parametrik dan regresi nonparametrik. Regresi parametrik yaitu bentuk 
regresi yang di mana bentuk pola hubungan antara variabel respon dan prediktor diketahui, 
Abstrak 
Pemodelan regresi dengan pendekatan semiparametrik merupakan perpaduan antara dua 
pendekatan, yaitu pendekatan regresi parametrik dan regresi nonparametrik. Model regresi 
semiparametrik dapat digunakan jika variabel respon memiliki pola hubungan yang diketahui 
dengan salah satu atau beberapa variabel prediktor yang digunakan, akan tetapi dengan variabel 
prediktor yang lainnya tidak dapat diketahui dengan pasti pola hubungannya. Tujuan dari 
penelitian ini adalah mengkaji bentuk estimasi model regresi semiparametrik spline truncated. 
Misalkan error random diasumsikan independen, identik, dan berdistribusi normal dengan mean 
nol dan varians 
2
 , maka dengan menggunakan asumsi ini, dapat dilakukan estimasi model 
regresi semiparametrik spline truncated dengan menggunakan metode Maximum Likelihood 
Estimation (MLE). Berdasarkan hasil kajian, diperoleh hasil estimasi model regresi 
semiparametrik spline truncated yaitu  
1ˆ ( )T T−=ρ M M M y  
Kata Kunci:   Maximum Likelihood Estimation, Regresi Semiparametrik, Spline Truncated 
Abstract 
Regression modeling with a semiparametric approach is a combination of two approaches, 
namely the parametric regression approach and the nonparametric regression approach. The 
semiparametric regression model can be used if the response variable has a known relationship 
pattern with one or more of the predictor variables used, but with the other predictor variables 
the relationship pattern cannot be known with certainty. The purpose of this research is to 
examine the estimation form of the semiparametric spline truncated regression model. Suppose 
that random error is assumed to be independent, identical, and normally distributed with zero 
mean and variance 
2
 , then using this assumption, we can estimate the semiparametric spline 
truncated regression model using the Maximum Likelihood Estimation (MLE) method.  Based on 
the results, the estimation results of the semiparametric spline truncated regression model were 
obtained 
1ˆ ( )T T−=ρ M M M y  
 
Keywords:     Maximum Likelihood Estimation , Semiparametric Regression, Spline Truncated 
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sebagai contoh regresi linear, kuadratik, kubik, dan atau lainnya. Sedangkan regresi 
nonparametrik adalah bentuk regresi yang di mana pola hubungan antar variabel respon 
dan prediktor tidak diketahui (Eubank, 1999); (Budiantara, 2019) dan (Dani, dkk., 2021). 
Model regresi semiparametrik digunakan apabila variabel respon memiliki pola hubungan 
yang diketahui dengan salah satu atau beberapa variabel prediktor, akan tetapi dengan 
variabel prediktor yang lain tidak diketahui dengan pasti pola hubungannya. Pada kasus 
riil, seringkali dijumpai fenomena seperti ini, di mana masing-masing variabel prediktor 
memiliki pola hubungan yang berbeda-beda. Sebagai contoh, adanya kasus-kasus 
pemodelan yang di mana hubungan antara variabel respon dan prediktor ada yang 
berbentuk linear (pendekatan parametrik), dan juga ada yang tidak diketahui polanya 
(pendekatan nonparametrik). Pada bahasan ini, model regresi semiparametrik yang akan 
dibahas adalah kombinasi komponen parametrik (regresi linear) dan komponen 
nonparametrik (regresi spline truncated). Nam saya  
Regresi linear merupakan salah satu metode regresi yang sangat familiar dan sangat 
sering kita jumpai dalam prakteknya. Regresi linear digunakan untuk menggambarkan 
hubungan linear antara variabel prediktor dengan variabel respon (Draper & Smith, 1992). 
Spline truncated pertama kali diperkenalkan oleh Whitaker pada Tahun 1923 sebagai 
pendekatan pola data. Spline truncated merupakan potongan-potongan polinomial yang 
memiliki sifat tersegmen dan kontinu (Budiantara, 2011). Kelebihan dari spline truncated 
adalah mampu mengatasi permasalahan pola data yang menunjukkan naik turunnya 
perubahan pola data yang tajam sehingga dapat menghasilkan kurva yang cenderung mulus 
(Montoya, dkk., 2014). Adapun Beberapa penelitian sebelumnya yang mengembangkan 
model regresi nonparametrik spline truncated diantaranya (Wahba, 1990); (Eubank, 1999); 
(Budiantara, dkk., 2015); (Saputro, dkk., 2018); (Budiantara, 2019) dan (Dani, dkk., 2020). 
Pada umumnya, metode estimasi yang sering digunakan adalah Ordinary Least 
Squares (OLS). Mengingat ada beberapa kelemahan dari metode OLS, maka peneliti 
tertarik untuk mengkaji bagaimana bentuk estimasi model regresi semiparametrik spline 
truncated menggunakan metode Maximum Likelihood Estimation (MLE). Metode MLE 
adalah metode estimasi parameter yang dapat digunakan ketika diketahui distribusi dari 
error-nya diketahui (Arisandi & Purhadi, 2014). Pada penelitian ini, distribusi dari error 
diasumsikan mengikuti distribusi normal. Adapun kelebihan dari metode MLE adalah 
secara konsep pengerjaan mudah untuk dipahami, dan apabila diperoleh hasil estimasi 
yang eksplisit, maka dapat dilanjutkan dengan pendekatan numerik untuk memperoleh 
estimasi dari parameternya. 
2. METODE PENELITIAN  
Pada bagian ini akan dijelaskan tahapan-tahapan estimasi model regresi 
semiparametrik spline truncated menggunakan metode Maximum Likelihood Estimation 
(MLE): 
1) Diberikan data berpasangan 1 2 1 2( , ,..., , , ,..., , )i i qi i i pi ix x x z z z y , selanjutnya di 
asumsikan hubungan antara variabel respon dan prediktor yang mengikuti model 
regresi semiparametrik multivariabel seperti pada Persamaan (1). 
1 2 1 2( , ,..., , , ,..., )   , 1,2,...,i i i qi i i pi iy x x x z z z i n = + =
 
(1) 
di mana , 
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2) Menghampiri kurva regresi komponen parametrik dengan bentuk regresi linear. 
1 2 0 1 1 2 2( , ,..., ) ...i i qi i i q qif x x x x x x   = + + + +  
3) Menghampiri kurva regresi komponen nonparametrik menggunakan spline 
truncated dengan knot sebanyak r. 
1 2 ( 1)
1 1 1
( , ,..., ) ( )
p p r
i i pi j ji j k ji jk
j j k
h z z z z z K  + +
= = =
= + −   
4) Menuliskan model umum regresi semiparametrik spline truncated  
1 2 1 2
0 1 1 ( 1)
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Maka berdasarkan Persamaan (2), dapat ditulis dalam bentuk notasi matriks. 
= + +y Xβ Zδ ε  
5) Menuliskan error dari model regresi semiparametrik spline truncated. 
( )= − +ε y Xβ Zδ  
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7) Menyajikan bentuk optimasi untuk mendapatkan estimator ρ  dengan menggunakan 















9) Mendapatkan estimator dari ρ̂ . 
3. HASIL DAN PEMBAHASAN 
Diberikan data berpasangan 1 2 1 2( , ,..., , , ,..., , )i i qi i i pi ix x x z z z y  yang memiliki 
hubungan, selanjutnya diasumsikan pola hubungannya mengikuti model regresi 
semiparametrik. Komponen 1 2 1 2( , ,..., , , ,..., )i i qi i i pix x x z z z  merupakan variabel prediktor dan 
( )iy  adalah variabel respon. Model regresi semiparametrik spline truncated dituliskan 
sebagai berikut: 
1 2 1 2( , ,..., , , ,..., )   , 1,2,...,
( , )  
i i i qi i i pi i
i i i i







di mana : 1 2 1 2 1 2 1 2( , ,..., , , ,..., ) ( , ,..., ) ( , ,..., )i i qi i i pi i i qi i i pix x x z z z f x x x h z z z = + . 
Selanjutnya 
i  diasumsikan 
2(0, )IIDN   sehingga 
2~ (0, )i IIDN  . Kurva regresi 
semiparametrik ( , )i ix z  diasumsikan bersifat aditif sedemikian sehingga dapat dituliskan: 
1 2 1 2( , ) ( ) ( ) ... ( ) ( ) ( ) ... ( )i i i i qi i i pix z f x f x f x h z h z h z = + + + + + + +  (3) 
Kurva regresi pada Persamaan (3) yaitu ( , )i ix z  disebut dengan kurva regresi 
semiparametrik spline truncated, di mana dapat ditulis menjadi: 
1 1
( , ) ( ) ( )
q p
i i qi pi
l j
x z f x h z
= =
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  merupakan komponen kurva regresi spline truncated. 








  pada Persamaan (4) dapat 
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Selanjutnya matriks diatas dapat diringkas menjadi =y Xβ , di mana y  merupakan vektor 
variabel respon berukuran ( 1)n , X  merupakan matriks berukuran ( 1)n q + , β  
merupakan vektor parameter koefisien regresi linier yang akan diestimasi dan berukuran 
( 1) 1q +  .  








  pada Persamaan (4) dapat 
dijabarkan dalam bentuk matriks menjadi: 
1
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Selanjutnya matriks diatas dapat diringkas menjadi =y Zδ . Berdasarkan Persamaan (4) 
dan bentuk penjabarannya, maka dapat dituliskan model regresi semiparametrik spline 
truncated seperti pada Persamaan (7). 
= + +y Xβ Zδ ε  (5) 
Komponen Xβ  merupakan komponen parametrik, sedangkan komponen Zδ  merupakan 
komponen nonparametrik. Berdasarkan Persamaan (5), maka dapat disajikan bentuk error-
nya sebagai berikut: 
( )= − +ε y Xβ Zδ  
Jumlah kuadrat error dalam bentuk norm kuadrat vektor ε  dituliskan pada Persamaan (6). 
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di mana , 
 








Metode estimasi yang akan digunakan adalah Maximum Likelihood Estimation (MLE) 
dengan error-nya diasumsikan 
2~ (0, )i IIDN  , maka dapat kita tuliskan fungsi distribusi 
probabilitas dari 
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Dengan ( ) ( )
2 TT= = − + − +      ε ε ε y Xβ Zδ y Xβ Zδ  atau dapat kita ringkas dan tuliskan 
2 2
= −ε y Mρ . Selanjutnya berdasarkan Persamaan (8), maka dapat diperoleh fungsi log 
Likelihood nya: 
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Fungsi ( )l ρ  selanjutnya diderivatifkan secara parsial terhadap parameternya yaitu ρ , 
kemudian disamadengankan nol, sehingga diperoleh: 
( ) ( )
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( )ˆ ˆ ˆ ˆ2 0 2 2( ) 0T T T T T T T

− + = → − + =

y y ρ M y ρ M Mρ M y M M ρ
ρ
 (9) 
Dengan menyelesaikan Persamaan (9), maka akan didapatkan estimasi untuk ρ̂  sebagai 
berikut: 















Berdasarkan hasil kajian yang dilakukan, diperoleh hasil estimasi parameter model 
regresi semiparametrik spline truncated dengan menggunakan metode Maximum 
Likelihood Estimation (MLE) dengan diasumsikan distribusi dari error mengikuti 
distribusi Normal sebagai berikut: 
1ˆ ( )T T−=ρ M M M y  
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