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Abstract. After observing that the features used in most online dis-
criminatively trained trackers are not optimal, in this paper, we propose
a novel and effective architecture to learn optimal feature embeddings
for online discriminative tracking. Our method, called DCFST, integrates
the solver of a discriminant model that is differentiable and has a closed-
form solution into convolutional neural networks. Then, the resulting
network can be trained in an end-to-end way, obtaining optimal feature
embeddings for the discriminant model-based tracker. As an instance,
we apply the popular ridge regression model in this work to demonstrate
the power of DCFST. Extensive experiments on six public benchmarks,
OTB2015, NFS, GOT10k, TrackingNet, VOT2018, and VOT2019, show
that our approach is efficient and generalizes well to class-agnostic target
objects in online tracking, thus achieves state-of-the-art accuracy, while
running beyond the real-time speed. Code will be made available.
1 Introduction
Visual object tracking is one of the fundamental problems in computer vision.
Given the initial state of a target object in the first frame, the goal of tracking
is to estimate the states of the target in the subsequent frames [45,50,49]. De-
spite the significant progress in recent years, visual tracking remains challenging
because the tracker has to learn a robust appearance model from very limited
online training samples to resist many extremely challenging interferences, such
as large appearance variation and heavy background clutters. In general, the
key problem of visual tracking is how to construct a tracker which can not only
tolerate the appearance variation of the target, but also exclude the background
interference, while keeping the running speed that is as high as possible.
There has been significant progress in deep convolutional neural networks
(CNNs) based trackers in recent years. From a technical standpoint, existing
state-of-the-art CNNs-based trackers mainly fall into two categories. (1) The
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one is to treat tracking as a problem of similarity learning and is only trained
offline. Typically, SINT [42], SiamFC [2], and SiamRPN [31] belong to this cate-
gory. Although these trackers achieve state-of-the-art performance on many chal-
lenging benchmarks, the lack of online learning prevents them from integrating
background in an online and adaptive way to improve their discriminative power.
Therefore, they are severely affected by heavy background clutters, hindering the
further improvement of localization accuracy. (2) The other is to apply CNNs
features to the trackers which are discriminatively trained online. Most of these
trackers, such as HCF [34], ECO [6], LSART [40], and fdKCF* [48], extract
features via the CNNs which are trained on ImageNet [10] for object classifica-
tion task. Obviously, these features are not optimal for the visual tracking task.
Therefore, such trackers are not able to make the visual tracking task sufficiently
benefit from the powerful ability of CNNs in feature embedding learning. Even
though CFNet [43] and CFCF [15] learnt feature embeddings for online dis-
criminatively trained correlation filters-based trackers by integrating the KCF
solver [18] into the training of CNNs, the negative boundary effect [25] in KCF
severely degrades the quality of the feature embeddings they learn as well as their
localization accuracy. Therefore, it is hard for their architectures to achieve high
accuracy in online tracking.
To solve the above problem, in this paper, we propose a novel and effec-
tive architecture to learn optimal feature embeddings for online discriminative
tracking. Our proposed network receives a pair of images, training image and
test image, as its input in offline training 5. First, an efficient sub-network is de-
signed to extract the features of real and dense samples around the target object
from each input image. Then, a discriminant model that is differentiable and has
a closed-form solution is trained to fit the samples in the training image to their
labels. Finally, the trained discriminant model predicts the labels of samples in
the test image, and the predicted loss is calculated. In this way, the discriminant
model is trained without circulant and synthetic samples like in KCF, avoiding
the negative boundary effect naturally. On the other hand, because it is differ-
entiable and has a closed-form solution, its solver can be integrated into CNNs
as a layer with forward and backward processes during training. Therefore, the
resulting network can be trained in an end-to-end way, obtaining optimal feature
embeddings for the discriminant model-based tracker.
As an instance, we apply the popular ridge regression model in this work
to demonstrate the power of the proposed architecture because ridge regres-
sion model not only is differentiable and has a closed-form solution, but also
has been successfully applied by many modern online discriminatively trained
trackers [18,8,24,6,40,48] due to its simplicity, efficiency, and effectiveness. In
particular, we employ Woodbury identity [37] to ensure the efficient training of
ridge regression model when high-dimensional features are used because it allows
5 In this paper, offline training refers to training deep convolutional neural networks,
that is the process of learning feature embeddings, whereas discriminative training
refers to training discriminant models, such as ridge regression and SVM. In our
approach, each iteration of the offline training involves discriminative training.
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us to address the dependence of time complexity on the dimension of features.
Moreover, we observed that the extreme imbalance of foreground-background
samples encountered during network training slows down the convergence speed
considerably and severely reduces the generalization ability of the learned fea-
ture embeddings if the commonly used mean square error loss is employed. In
order to address this problem, we modify the original shrinkage loss [33] which
is designed for deep regression learning and apply it to achieve efficient and
effective training.
In online tracking, given the position and size of a target object in the current
frame, we extract the features of real and dense samples around the target via the
above trained network, i.e., learned feature embeddings, and then train a ridge
regression model with them. Finally, in the next frame, the target is first located
by the trained model, and then its position and size are refined by ATOM [7].
It is worth mentioning that the core parts of our approach are easy-to-
implement in a few lines of code using the popular deep learning packages.
Extensive experiments on six public benchmarks, OTB2015, NFS, GOT10k,
TrackingNet, VOT2018, and VOT2019, show that the proposed tracker DCFST,
i.e., learning feature embeddings with Differentiable and Closed-Form Solver for
Tracking, is efficient and generalizes well to class-agnostic target objects in on-
line tracking, thus achieves state-of-the-art accuracy on all six datasets, while
running beyond the real-time speed. Fig. 2b provides a glance of the compari-
son between DCFST and other state-of-the-art trackers on OTB2015. We hope
that our simple and effective DCFST will serve as a solid baseline and help ease
future research in visual tracking.
2 Related Work
In this section, we briefly introduce recent state-of-the-art trackers, with a special
focus on the Siamese network based ones and the online discriminatively trained
ones. In addition, we also shortly describe the recent advances in meta-learning
for few-shot learning since our approach shares similar insights to theirs.
2.1 Siamese Network Based Trackers
Recently, Siamese network based trackers [42,2,47] have received much attention
for their well-balanced accuracy and speed. These trackers treat visual tracking
as a problem of similarity learning. By comparing the target image patch with the
candidate patches in a search region, they consider the candidate with the high-
est similarity score as the target object. A notable characteristic of such trackers
is that they do not perform online learning and update, achieving high FPS in
online tracking. Typically, SiamFC [2] employed a fully-convolutional Siamese
network to extract features and then used a simple cross-correlation layer to eval-
uate the candidates in a search region in a dense and efficient sliding-window
way. GCT [13] introduced the graph convolution into SiamFC. SiamRPN [31]
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enhanced the accuracy of SiamFC by adding a region proposal sub-network af-
ter the Siamese network. CRPN [12] improved the accuracy of SiamRPN using
a cascade structure. SiamDW [31] and SiamRPN++ [30] enabled SiamRPN to
benefit from deeper and wider networks. Even though these trackers achieve
state-of-the-art performance on many benchmarks, a key limitation they share
is their inability to integrate background in an online and adaptive way to im-
prove their discriminative power. Therefore, they are severely affected by heavy
background clutters, hindering the further improvement of localization accuracy.
Different from Siamese trackers, our DCFST can integrate background in an
online and adaptive way through training discriminant models. Therefore, it is
more robust to background clutters than Siamese trackers.
2.2 Online Discriminatively Trained Trackers
In contrast to Siamese network based trackers, another family of trackers [18,8,48]
train discriminant models online to distinguish the target object from its back-
ground. These trackers can effectively utilize the background of the target,
achieving impressive discriminative power on multiple challenging benchmarks.
The latest such trackers mainly focus on how to take advantage of CNNs fea-
tures effectively. HCF [34], ECO [6], fdKCF* [48], and LSART [40] extracted
features via the CNNs which are trained on ImageNet for object classification
task and applied them to online discriminatively trained trackers. Obviously,
these features are not optimal for the visual tracking task. Therefore, these
trackers are not able to make the visual tracking task sufficiently benefit from
the powerful ability of CNNs in feature embedding learning. In order to learn
feature embeddings for online discriminatively trained correlation filters-based
trackers, CFNet [43] and CFCF [15] integrated the KCF [18] solver into the
training of CNNs. However, it is well known that KCF has to resort to circu-
lant and synthetic samples to achieve the fast training of the filters, introducing
the negative boundary effect and degrading the localization accuracy of track-
ers. Even though CFNet relaxed the boundary effect by cropping the trained
filters, its experimental results show that this heuristic idea produces very little
improvement. CFCF employed CCOT tracker [9], that is less affected by the
boundary effect, in online tracking. However, its offline training does not aim
to learn feature embeddings for CCOT, but for KCF, and its running speed is
far away from real-time due to the low efficiency of CCOT. Therefore, we argue
that it is hard for their architectures to achieve high accuracy and efficiency
simultaneously in online tracking.
Different from CFNet and CFCF, our DCFST shares similar insights to
DiMP’s [4]. Both DCFST and DiMP propose an end-to-end trainable tracking
architecture, capable of learning feature embeddings for online discriminatively
trained trackers without circulant and synthetic samples. In addition, the train-
ing of their discriminant models in both offline training and online tracking are
identical. Therefore, they do not suffer from the negative boundary effect and
can track target objects more accurately than CFNet and CFCF. The main
differences between our DCFST and DiMP are as follows. (1) The architecture
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Fig. 1: Full architecture of the proposed network for learning feature embeddings.
For each input image, N regions of interest (RoIs) with the target size are gener-
ated by uniform sampling. ResNet Block-3 and Block-4 backbone feature maps
extracted from the input image are first passed through two convolutional layers
to obtain two learned feature maps. Fixed-size feature maps of each RoI are then
extracted using PrPool layers and further mapped to feature vectors using fully-
connected layers. X and Z are data matrices composed of the learned feature
vectors of all training and test samples, respectively. A discriminant model w is
trained to fit the samples in X to their labels. Finally, w predicts the labels of
the samples in Z, and the predicted loss is calculated. Best viewed in color.
of DiMP forces it to use the square-shaped fragments to approximate the real
foreground samples, ignoring the actual aspect ratio of the target object. In
contrast, that of DCFST is more flexible, allowing us to sample identically to
the actual size of the target object. Therefore, the foreground samples are ap-
proximate in DiMP, but relatively accurate in DCFST. (2) DiMP designed an
iterative method to train its discriminant model, which cannot always guaran-
tee an optimal solution. Whereas, DCFST uses a close-form solver which can
always guarantee an optimal solution. (3) From the perspective of implementa-
tion, DCFST is much simpler than DiMP. The components and codes of the core
parts of DCFST are much fewer than those of DiMP. Experiments show that
DCFST outperforms CFNet and DiMP in tracking accuracy with large margins
and it also outperforms CFCF in both tracking accuracy and speed with large
margins.
2.3 Meta-Learning Based Few-Shot Learning
Meta-learning studies what aspects of the learner effect generalization across a
distribution of tasks. Recently, differentiable convex optimization based meta-
learning approaches greatly promote the development of few-shot learning. In-
stead of the nearest-neighbor based learners, MetaOptNet [29] used discrimi-
natively trained linear predictors as base learners to learn representations for
few-shot learning, and it aimed at learning feature embeddings that generalize
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well to novel categories under a linear classification rule. Bertinetto et al. [1]
proposed both closed-form and iterative solvers, based on ridge regression and
logistic regression components, to teach a CNN to use standard machine learning
tools as part of its internal model, enabling it to adapt to novel data quickly.
To our best knowledge, the proposed DCFST is the first tracker to integrate
the solver of a discriminant model that is differentiable and has a closed-form
solution into the training of CNNs to learn optimal feature embeddings for online
discriminative tracking without circulant and approximate samples. Experiments
on multiple challenging benchmarks show that our approach achieves state-of-
the-art accuracy at beyond the real-time speed and also sets a simple yet strong
baseline for visual tracking. Therefore, we believe that it would promote the
development of high-accuracy and real-time tracking.
3 Learning Feature Embeddings
The main task of an online discriminatively trained tracker is to train a discrim-
inant model w which is able to not only fit the training samples well online, but
also generalize well to the test samples. It is well known that not only different
modeling methods, such as nearest neighbor and ridge regression, directly effect
the generalization ability of w, but features are also crucial to it. Therefore, our
approach, DCFST, is developed by designing an architecture to learn optimal
feature embeddings for discriminant model-based trackers, rather than more
powerful discriminant models as most modern online discriminatively trained
trackers did, to improve tracking accuracy.
As shown in Fig. 1, the proposed network receives a pair of 288× 288 RGB
images, training image and test image, as its input in offline training. It consists
of the following three parts: features extraction network, discriminant model
solver, and loss function. This section will present them one by one.
3.1 Features Extraction Network
For each input image, the features extraction consists of the following five steps.
(1) N RoIs with the target size are generated by uniform sampling across the
whole image. In addition, the vector y ∈ RN×1 containing their Gaussian
labels is constructed as done in KCF [18] with standard deviation of 0.25.
(2) ResNet [16] Block-3 and Block-4 backbone feature maps are extracted from
the input image and then passed through two convolutional layers to obtain
two learned feature maps. Their strides are 8× 8 and 16× 16, respectively.
Here, all convolutional kernels are 3 × 3 and all convolutional layers are
followed by BatchNorm [20] and ReLU.
(3) Fixed-size feature maps of each RoI are respectively extracted from the above
two learned feature maps using PrPool layers [21] and further mapped to
feature vectors using fully-connected layers. Specifically, the output sizes
of two PrPool layers are 8 × 8 and 4 × 4, respectively, and both following
fully-connected layers output a 512-dimensional feature vector.
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(4) Two 512-dimensional feature vectors of each RoI are concatenated to pro-
duce the learned feature vector of it. Its dimension, denoted as D, is 1024.
(5) The learned feature vectors of all training RoIs form the training data matrix
X ∈ RN×D. The test data matrix Z ∈ RN×D is obtained in the same way.
It is worth noting that different from CFCF and CFNet whose training data
matrices are circulant and most training samples are virtual ones, and different
from DiMP whose training and test samples are always assumed to be square,
in our DCFST, training data matrix is non-circulant and all training and test
samples are real sampled identically to the actual size of the target object.
3.2 Discriminant Model Solver
We train a discriminant model that is differentiable and has a closed-form so-
lution to fit the samples in X to their labels by integrating its solver into the
proposed network. Because the discriminant model is differentiable and has a
closed-form solution, its solver can be integrated into CNNs as a layer with
forward and backward processes during training. As an instance, we apply the
popular ridge regression model in this work to demonstrate the power of the
proposed architecture. Ridge regression model has been confirmed to be simple,
efficient and effective in the field of visual object tracking [24,6,40,41,48]. It can
not only exploit all foreground and background samples to train a good regres-
sor, but also effectively use high-dimensional features as the risk of over-fitting
can be controlled by l2-norm regularization. Most importantly, it is differentiable
and has a closed-form solution.
The optimization problem of ridge regression can be formulated as
min
w
‖Xw − y‖22 + λ ‖w‖22 , (1)
where X ∈ RN×D contains D-dimensional feature vectors of N training samples,
y ∈ RN×1 is the vector containing their Gaussian labels, and λ > 0 is the
regularization parameter. Its optimal solution can be expressed as
w∗ =
(
X>X + λI
)−1
X>y. (2)
Solving for w∗ by directly using Eq. 2 is time-consuming because X>X ∈
RD×D and the time complexity of matrix inversion is O
(
D3
)
. Even if we obtain
w∗ by solving a system of linear equations with Gaussian elimination method,
the time complexity is stillO
(
D3/2
)
, hindering the efficient training of the model
when high-dimensional features are used. To address the dependence of the time
complexity on the dimension of features, we employ the Woodbury formula [37](
X>X + λI
)−1
X>y = X>
(
XX> + λI
)−1
y, (3)
where XX> ∈ RN×N . It is easy to see that the right hand of Eq. 3 allows us to
solve for w∗ in time complexity O
(
N3/2
)
. Usually, the number of online training
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samples is smaller than the dimension of features in tracking, i.e., N < D.
Therefore, in order to solve for w∗ efficiently, we use the right hand of Eq. 3 if
the dimension of the learned feature vectors is larger than the number of training
samples, i.e, D > N . Otherwise, the left hand is used.
Last but not least, when we integrate the ridge regression solver into the
training of CNNs, it is necessary to calculate ∂w∗/∂X in the backward process.
Fortunately, ∂w∗/∂X is easy to be automatically obtained using the popular
deep learning packages, such as TensorFlow and PyTorch, where automatic dif-
ferentiation is supported. Specifically, during network training, given X and y,
only one line of code is necessary to solve for w∗ in the forward process and
there is no code needed in the backward process.
3.3 Fast Convergence with Shrinkage Loss
There exists extreme imbalance between foreground and background samples
during network training. This problem slows down the convergence speed con-
siderably and severely reduces the generalization ability of the learned feature
embeddings if the commonly used mean square error loss Lmse = ‖y − yˆ‖22 is
employed, where y and yˆ = Zw∗ are vectors containing the ground-truth labels
and the predicted labels of the N test samples in Z, respectively. In fact, this
is because most background samples are easy ones and only a few hard samples
provide useful supervision, making the network training difficult.
To address this problem and make the network training efficient and effective,
we propose a new shrinkage loss
L =
∥∥∥∥ exp (y) (y − yˆ)1 + exp (a · (c− |y − yˆ|))
∥∥∥∥2
2
, (4)
where a and c are hyper-parameters controlling the shrinkage speed and location,
respectively, and the absolute value and the fraction are element-wise. Specif-
ically, L down-weights the losses assigned to easy samples and mainly focuses
on a few hard ones, preventing the vast number of easy backgrounds from over-
whelming the learning of feature embeddings. It is easy-to-implement in a few
lines of code using the current deep learning packages.
In fact, Eq. 4 is a modified version of the original shrinkage loss [33]
Lo =
∥∥∥∥ exp (y) (y − yˆ)1 + exp (a · (c− (y − yˆ)))
∥∥∥∥2
2
. (5)
Mathematically, the main difference between Eq. 4 and Eq. 5 is that a sample
is regarded as an easy one if its predicted value is larger than its label and their
difference is less than c in Eq. 5, whereas in Eq. 4, we only consider the absolute
difference to determine whether a sample is easy or not. In our experiments, we
found that this modification can not only accelerate the convergence speed and
reduce the validation loss in offline training, but also improve the accuracy in
online tracking. Therefore, it may provide other researchers a better choice.
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Moreover, it is worth noting that the motivations for using shrinkage loss in
our approach and [33] are quite different. In [33], the purpose of using shrinkage
loss is to prevent the discriminant model, i.e., filters, from under-fitting to a few
foreground samples after iterative training. However, there is no such concern in
our approach because the discriminant model is trained directly by a close-form
solution rather than an iterative method. The purpose of using shrinkage loss
in our approach is similar to that of using focal loss [32] in training detectors,
that is, preventing the vast number of easy backgrounds from overwhelming the
learning of feature embeddings.
Based on the above design and discussions, the resulting network can be
trained in an end-to-end way, obtaining optimal feature embeddings for the dis-
criminant model-based tracker. Ideally, in online tracking, the learned feature
embeddings should make the corresponding discriminant model, e.g., ridge re-
gression model in this work, trained with the features extracted via them robust
not only to the large appearance variation of the target object, but also to the
heavy background clutters, thereby improving tracking accuracy.
4 Online Tracking with Learned Feature Embeddings
4.1 Features Extraction
Suppose (pt, st) denotes the position and size of the target object in frame t.
Given frame t and (pt, st), we sample a square patch centered at pt, with an area
of 52 times the target area, and then resize it to 288× 288. Finally, the training
data matrix Xt is obtained using the approach presented in Sec. 3.1. Similarly,
given frame t+ 1 and (pt, st), the test data matrix Zt+1 can be obtained.
4.2 Online Learning and Update
In online tracking, according to Sec. 3.2, we can train a ridge regression model
using the right hand or the left hand of Eq. 3 for online discriminative tracking.
However, the time complexities of both sides are cubical with respect to D or
N , hindering real-time performance. In order to solve for w∗ more efficiently, we
adopt the Gauss-Seidel based iterative approach [8]. Specifically, taking the left
hand of Eq. 3 as an example, given Xt and w
∗
t−1, we decompose X
>
t Xt+λI into a
lower triangular Lt and a strictly upper triangular Ut, i.e., X
>
t Xt+λI = Lt+Ut.
Then, w∗t can be efficiently solved by iterative expressions:
w
∗(j)
t ← w∗t−1, j = 0, (6a)
w
∗(j)
t ← Lt \
(
X>t y −Utw∗(j−1)t
)
, j > 0, (6b)
where w∗t−1 is the trained model at frame t − 1, and j indicates the number
of iterations. In practice, 5 iterations are enough for the satisfactory w∗t . Note
that this iterative method is efficient because Eq. 6b can be solved efficiently
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with forward substitution, and the time complexity of each iteration is O
(
D2
)
instead of O
(
D3/2
)
.
In order to locate the target object robustly, updating the appearance model
is necessary. Following the popular updating method used in [18,24,43,48], we
update Xt by means of the linear weighting approach, i.e.,
X˜1 = X1,
X˜t = (1− δ) X˜t−1 + δXt, t > 1,
(7)
where δ is the learning rate. As a result, instead of Xt, X˜t is used in Eq. 6 for
solving for w∗t . In addition, we keep the weight of X1 not being less than 0.25
during updating because the initial target information is always reliable.
4.3 Localization and Refine
Given the trained model w∗t and test data matrix Zt+1, we locate the target by
yˆt+1 = Zt+1w
∗
t , and the sample corresponding to the maximum element of yˆt+1
is regarded as the target object. After locating the target, we refine its bounding
box by ATOM [7] for more accurate tracking, similar to DiMP [4].
5 Experiments
Our DCFST is implemented in Python using PyTorch. On a single TITAN
X(Pascal) GPU, employing ResNet-18 and ResNet-50 respectively as the back-
bone network, our DCFST-18 and DCFST-50 achieve tracking speeds of 35 FPS
and 25 FPS, respectively. Code will be made available.
5.1 Implementation Details
Training Data. To increase the generalization ability of the learned feature
embeddings, we use the training splits of recent large-scale tracking datasets,
including TrackingNet [35], GOT10k [19], and LaSOT [11], in offline training.
During network training, each pair of training and test images is sampled from
a video snippet within the nearest 50 frames. For training image, we sample a
square patch centered at the target, with an area of 52 times the target area.
For test image, we sample a similar patch, with a random translation and scale
relative to the target’s. These cropped patches are then resized to a fixed size
288× 288. We use image flipping and color jittering for data augmentation.
Training Setting. We use the pre-trained model on ImageNet to initialize the
weights of our backbone network and freeze them during network training. The
weights of our head network are randomly initialized with zero-mean Gaussian
distributions. We train the head network for 40 epochs with 1.5k iterations per
epoch and 48 pairs of images per batch, giving a total training time of 30(40)
hours for DCFST-18(50) on a single GPU. The ADAM [26] optimizer is employed
with initial learning rate of 0.005, using a factor 0.2 decay every 15 epochs.
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Table 1: Ablation studies on OTB2015. (a) The mean AUC scores of different
loss functions. Our modified shrinkage loss achieves the best result. (b) The mean
AUC scores and FPSs of different Ns. N = 961 achieves good balance.
(a) Loss Function.
Loss Function
Mean
Square Error
Original
Shrinkage
Modified
Shrinkage
Mean AUC 0.682 0.698 0.709
(b) Number of Samples.
N 361 (192) 625 (252) 961 (312) 1369 (372)
Mean AUC 0.692 0.701 0.709 0.707
Mean FPS 46 40 35 32
Table 2: State-of-the-art comparison on OTB2015 in terms of mean overlap. The
best three results are shown in red, blue, and magenta. Our DCFST outperforms
its baseline tracker ATOM with a gain of 4%, using the same backbone network.
Tracker DCFST DiMP fdKCF* ATOM SiamDW DaSiamRPN VITAL ECO MDNet RT-MDNet
Mean Overlap 0.872 0.859 0.828 0.832 0.840 0.858 0.857 0.842 0.852 0.822
Parameters. We sample 961 RoIs in each input image, e.g., N = 961. The
regularization parameter λ in Eq. 1 is set to 0.1. Two hyper-parameters a and c
in Eq. 4 are set to 10 and 0.2, respectively. The learning rate δ in Eq. 7 is 0.01.
5.2 Ablation Studies
In this section, we will investigate the effect of choosing the loss function and
hyper-parameter in our approach. Our ablation studies are based on DCFST-18
and performed on OTB2015 [45].
Table 1a shows the mean AUC [45] scores of DCFST-18 with various loss
functions. It can be seen that the tracking accuracy can be obviously improved
(1.6% in AUC score) by using the original shrinkage loss instead of the mean
square error one. This demonstrates that relaxing the imbalance of foreground-
background samples in our approach is necessary and our choice of loss function
is valid. Moreover, compared to the original shrinkage loss, our modified one can
further improve the tracking accuracy by a large margin (1.1% in AUC score).
This confirms the effectiveness of our improvement.
Table 1b shows the mean AUC scores and FPSs of DCFST-18 with various
Ns. It can be seen that N = 961 can not only provide beyond the real-time
speed, but also high tracking accuracy. It is worth mentioning that the stride
of ResNet Block-3 is 8 pixel, and when N = 312 and the size of input image is
288 × 288, the interval between two adjacent samples is 7.68 pixel. Therefore,
the tracking accuracy will not be improved significantly when N > 961.
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Fig. 2: State-of-the-art comparison on OTB2015. (a) The mean success plots of
DCFST and nine state-of-the-art trackers. The mean AUC scores are reported
in the legend. (b) Speed and accuracy plot of 16 state-of-the-art trackers. Our
DCFST achieves the best accuracy, while running beyond the real-time speed.
Table 3: State-of-the-art comparison on NFS in terms of mean AUC score. DiMP-
18 and DiMP-50 are the DiMP tracker with ResNet-18 and ResNet-50 backbone
network respectively. Both versions of our DCFST outperform other trackers.
Tracker DCFST-50 DCFST-18 DiMP-50 DiMP-18 ATOM UPDT ECO CCOT MDNet HDT SFC
Mean AUC 0.641 0.634 0.620 0.610 0.584 0.537 0.466 0.488 0.429 0.403 0.401
Table 4: State-of-the-art comparison on the GOT10k test set in terms of aver-
age overlap (AO), and success rates (SR) at overlap thresholds 0.5 and 0.75.
DaSiamRPN-18 is the DaSiamRPN tracker with ResNet-18 backbone network.
Our DCFST-50 outperforms other trackers with large margins.
Tracker DCFST-50 DCFST-18 DiMP-50 DiMP-18 ATOM DaSiamRPN-18 CFNet SiamFC GOTURN
AO 0.638 0.610 0.611 0.579 0.556 0.483 0.374 0.348 0.347
SR(0.50) 0.753 0.716 0.717 0.672 0.634 0.581 0.404 0.353 0.375
SR(0.75) 0.498 0.463 0.492 0.446 0.402 0.270 0.144 0.098 0.124
5.3 State-of-the-art Comparisons
OTB2015 [45]. OTB2015 is the most popular benchmark for the evaluation
of trackers, containing 100 videos with various challenges. On the OTB2015 ex-
periment, we first compare our DCFST-18 against nine state-of-the-art trackers,
DiMP [4], fdKCF* [48], ATOM [7], SiamDW [46], DaSiamRPN [51], VITAL [39],
ECO [6], MDNet [36], and RT-MDNet [22]. Success plot, mean overlap precision
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Table 5: State-of-the-art comparison on the TrackingNet test set in terms of
precision, normalized precision, and success. Our DCFST-50 achieves top results.
Tracker DCFST-50 DCFST-18 DiMP-50 DiMP-18 ATOM SiamRPN++ CRPN SPMT DaSiamRPN CFNet
Precision 0.700 0.682 0.687 0.666 0.648 0.694 0.619 0.661 0.591 0.533
Norm. Prec. 0.809 0.797 0.801 0.785 0.771 0.800 0.746 0.778 0.733 0.654
Success (AUC) 0.752 0.739 0.740 0.723 0.703 0.733 0.669 0.712 0.638 0.578
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Fig. 3: State-of-the-art comparison on VOT2018, VOT2019, and VOT2019 real-
time challenges in terms of expected average overlap (EAO).
and AUC score [45] are employed to quantitatively evaluate all trackers. Fig. 2a
and Table 2 show the results. Our DCFST-18 obtains the mean AUC score and
overlap precision of 70.9% and 87.2%, outperforming the second best trackers
(ECO and DiMP) with significant gains of 1.2% and 1.3%, respectively. Addi-
tionally, Fig. 2b shows the comparison of DCFST-18 with the above trackers
along with SiamRPN++ [30], CRPN [12], GCT [14], SPMT [44], LSART [40],
and CFCF [15] in both mean AUC score and FPS. Our DCFST-18 achieves the
best trade-off between accuracy and speed among all state-of-the-art trackers.
NFS [23]. We evaluate our DCFST on the 30 FPS version of NFS bench-
mark which contains 100 challenging videos with fast-moving objects. On the
NFS experiment, we compare DCFST against DiMP, ATOM, UPDT [5], ECO,
CCOT [9] along with the top-3 trackers, MDNet, HDT [38], and SFC [3], eval-
uated by NFS. All trackers are quantitatively evaluated by AUC score. Table 3
shows the results. Our DCFST-18 and DCFST-50 obtain the mean AUC scores
of 63.4% and 64.1%, outperforming the latest state-of-the-art trackers DiMP-18
and DiMP-50 with gains of 2.4% and 2.1%, respectively. Additionally, DCFST-18
surpasses its baseline tracker ATOM 6 with a significant gain of 5.1%.
GOT10k [19]. We evaluate our DCFST on the test set of GOT10k which is a
large-scale tracking benchmark and contains over 9000 training videos and 180
test videos. Here, the generalization capabilities of the tracker to unseen object
classes is of major importance. Therefore, to ensure a fair comparision, on the
GOT10k experiment, we retrain our DCFST and then compare it against DiMP,
ATOM, DaSiamRPN along with the top-3 trackers, CFNet [43], SiamFC [2],
6 We state the relationship between DCFST and ATOM in supplementary materials.
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and GOTURN [17], evaluated by GOT10k. Following the GOT10k challenge
protocol, all trackers are quantitatively evaluated by average overlap, and success
rates at overlap thresholds 0.5 and 0.75. Table 4 shows the results. In terms of
success rate at overlap thresholds 0.5, our DCFST-18 and DCFST-50 obtain
the scores of 71.6% and 75.3%, outperforming the latest state-of-the-art trackers
DiMP-18 and DiMP-50 with gains of 4.4% and 3.6%, respectively. Additionally,
DCFST-18 surpasses its baseline tracker ATOM with a significant gain of 8.2%.
TrackingNet [35]. We evaluate our DCFST on the test set of TrackingNet
which is a large-scale tracking benchmark and provides 511 test videos to assess
trackers. On the TrackingNet experiment, we compare DCFST against seven
state-of-the-art trackers, DiMP, ATOM, SiamRPN++, DaSiamRPN, SPMT,
CRPN, and CFNet. Following the TrackingNet challenge protocol, all track-
ers are quantitatively evaluated by precision, normalized precision, and AUC
score. Table 5 shows the results. Our DCFST-18 and DCFST-50 obtain the
mean AUC scores of 73.9% and 75.2%, outperforming the latest state-of-the-
art trackers DiMP-18 and DiMP-50 with gains of 1.6% and 1.2%, respectively.
Additionally, DCFST-18 surpasses its baseline tracker ATOM with a significant
gain of 3.6%.
VOT2018/2019 [27,28]. We evaluate our DCFST on the 2018 and 2019 ver-
sions of Visual Object Tracking (VOT) challenge which contain 60 sequences, re-
spectively. On the VOT2018 experiment, we compare DCFST against SiamRPN++,
DiMP, ATOM along with the top-16 trackers on VOT2018 challenge. On the
VOT2019 experiment, we compare DCFST-18 against the top-21 trackers on
VOT2019 and VOT2019 real-time challenges, respectively. Following the VOT
challenge protocol, all trackers are quantitatively evaluated by expected average
overlap (EAO). Fig. 3 shows the results. (1) On the VOT2018 challenge, our
DCFST-18 and DCFST-50 obtain the EAO scores of 0.416 and 0.452, outper-
forming the latest state-of-the-art trackers DiMP-18 and DiMP-50 with gains
of 1.4% and 1.2%, respectively. Additionally, DCFST-50 outperforms all other
state-of-the-art trackers including SiamRPN++, and DCFST-18 surpasses its
baseline tracker ATOM with a significant gain of 1.5%. (2) On the VOT2019
and VOT2019 real-time challenges, our DCFST-18 achieves the EAO scores of
0.361 and 0.317, respectively, surpassing its baseline tracker ATOM with signifi-
cant gains of 6.9% and 7.7%, respectively. There are seven latest trackers perform
well than DCFST-18 on VOT2019 challenge, however, five of them are obviously
lower than DCFST-18 in terms of real-time performance. Although SiamRPN++
employs stronger backbone network (ResNet-50) and more training datas (Ima-
geNet DET, ImageNet VID, YouTube, and COCO) than DCFST-18, DCFST-18
consistently outperforms it on all three challenges with large margins.
6 Conclusion
A novel and state-of-the-art tracker DCFST is proposed in this paper. By inte-
grating the solver of a discriminant model that is differentiable and has a closed-
form solution into convolutional neural networks, DCFST learns optimal feature
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embeddings for the discriminant model-based tracker in offline training, thus im-
proves its accuracy and robustness in online tracking. Extensive experiments on
multiple challenging benchmarks show that DCFST achieves state-of-the-art ac-
curacy and beyond the real-time speed, and also sets a simple yet strong baseline
for visual tracking due to its simplicity, efficiency and effectiveness.
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