Introduction
The object for image registration is considered a source of energy as a result of its own emission or reflection. The corresponding to this energy image is called input or not distorted. The object energy is transformed into another type that is more convenient for registration: an energy transferring the image which is transformed by the registration device into a registered image. The obtained image is called output or observed image. During the process of forming the image, it is changed by the noise that is accepted to be treated as additive to the registered image. The forms for registration of the image are quite different in fact. The traditional form of registration is the photo-chemical -the photography. The registration may also be performed in an analog form via its transformation into a one-dimensional signal by the respective scan. Digital registration of the image is obtained via discretization of the image (transformation of a one-dimensional signal and operating with discrete points) followed by quantization of its level by an Analog-Digital Converter (ADC). Different techniques are analyzed using intelligent approaches to fault diagnosis. Results from application of passive and active thermography are presented. Active thermography is acknowledged as one of the most powerful tools for nondestructive control to localize cracks and defects in depth like metals, composite materials and polymers.
Digital images processing
The process of image formation includes a transition from three-dimensional objects to their images in the form of two-dimensional scalar fields which can be mathematically described by two-dimensional functions [1] . The obtained images may be treated as a two-dimensional signal (deterministic or random) that carries information about the object.
The main directions in digital processing according to [2] can be formulated as the following ones:
1. Effective compression of video information. This direction was the first one historically and it is related to the transfer of information along the connection channels [3] . Fig. 1 shows a sample scheme of the compression algorithm.
2. Improving the qualities and restoration of images. Though this direction originated also for image transmissions, it is basically related to correcting distortions of input converters. The object correction includes frequencies (colour) characteristics of converters (their spatial resolution), spectral (colour) characteristics, geometrical deformations or specific deformations like focusing or blurring due to motion [4] . There are significant successes due to using a formalized mathematical apparatus based on methods for linear or nonlinear filtration. A significant share in this direction belongs to the application of spectral methods for processing [5] . 3. Image analysis -it includes a large number of problems. Its main goal is the separation of significant for the specific application features. Optical Character Recognition (OCR) of numbers, letters and special symbols; cells in medicine; details in robotics; terrain objects for cosmic or aircraft images belong to it. Another more sophisticated class of problems covers the analysis of scenes for robotics, the landscape interpretation or the analysis of landscape forms and artificial facilities for remote research and digital photogrammetry. While the first class of problems results in significant successes, the second one confronts with certain difficulties, especially for analysis of higher levels and it is connected with the development of methods for automatic (machine) understanding based on the accumulated knowledge; it is a typical problem of Artificial Intelligence (AI) [6] .
4. Image synthesis. This direction includes image restorations based on their coding (machine graphics problems) or image restorations based on their projections (in photogram metrical processing of stereo images or in digital tomography [7] ).
5. Organization of storage or search of images. The solution of these problems is related to the construction of data bases of images. This problem is of extreme importance for images from cosmic information devices of video information and also for automatic processing of documents with text and also with multilevel graphical images. The solution of this problem requires besides the usage of adequate technical tolls and methods for data storage also efficient methods and algorithms for compression of visual information (one-dimensional and twodimensional).
Information processing methods
According to the way of conversion of the information from the object, methods for processing can be parallel and sequential. Sequential methods are more related to solving problems for image analysis. Parallel processing may be performed in an optical or digital form. Sequential processing is done digitally in usual cases. Parallel processing is more related to identical operations for the whole image, for corrections of the obtained images, their compression or for feature selections from them. The main advantage of parallel processing is the higher rate of forming the final results. The advantage of sequential processing is the enhanced fixation of links between separate parts of the image and the formation of complex hierarchical descriptions that are difficult for realization with parallel processing.
The basic procedural stages are identical regardless of the problematic domain. They may be generalized in the following block diagram:
1. Input of the image and its preprocessing to correct distortions from the input converters.
2. Information reduction to obtain a compressed representation only with features that are substantial for a given class of problems: structural information representation.
3. Retrieval of specific data necessary to solve a concrete problem: identification of objects or an estimate of their parameters.
The specialization of the generalized graph of transforming visual information for solving specific problems of digital photogrammetry is of particular interest. It is presented in Fig. 2 . The analysis of this block diagram depicts the relative independence of the first stage on the character of the processed information. The second stage is the most significant one from point of view of image processing. Its specific realization depends on the final goal for the image transformation. The third stage comprises retrieval of the useful information that is specific for the solved problem.
Image processing examples for technological diagnostics
Diagnosis of an induction motor stator fault is presented in [8] . Induction motors are the most widely used electrical machines. These motors play a very important role in the present industrial life. Therefore, the need to ensure a continuous and safety operation for this motors, involves preventive maintenance programs with fault detection techniques. In general, condition monitoring schemes have concentrated on sensing specific failure modes. In the last years the monitoring of induction motors becomes very important in order to reduce maintenance costs and prevent unscheduled downtimes.
New procedures proposed for the detection of a three-phase induction motor stator fault can be found in [8] . These procedures are based on the image identification of the stator current Concordia patterns, and will allow the identification of turn faults in the stator winding, as well as its correspondent severity. The identification of the faulty phase is another important feature of the proposed algorithm.
In order to implement pattern recognition based fault detection, a feature-based recognition of the current stator pattern, independent of their shape, size and orientation must be obtained. Finding efficient invariant features is the key to solve this problem. Particular attention is paid to statistic moments and visual-based features obtained in the image processing system. The proposed image-processing algorithm is divided into three stages: image composition, boundary representation and feature extraction (Fig. 3) . The inputs for the image processing based system are the αβ stator currents. The feature extraction must identify the image characteristics that can be obtained from the image composition. It was possible to verify that the obtained images for a correct or a faulty motor are different. These differences are obtained by the feature extraction block.
The system presented in [8] is based on the obtained stator currents and the correspondent Clark-Concordia transformation. This results in a circular or an elliptic pattern, of the Clark-Concordia stator currents. From the obtained current patterns an image processing algorithm was used to identify if there is a motor fault.
In paper [9] the result is contradicting with physiological mechanisms of vision and a new computation model is proposed to simulate two important mechanisms of vision which are visual cortex receptive field topology construct and synchronous oscillation among a neuron group. To solve the problem of trained image fault detection, a novel algorithm was proposed based on the above computation model. The experiment results show that the algorithm can increase the ault detection rate effectively compared to traditional methods which are absent in the above two important mechanisms of vision.
Based on the model of visual perception, a CBIFD (Content-Based Image Fault area Detection) algorithm is proposed in [9] for image fault area detection. The new algorithm is motivated as follows: First, learn neurons receptive fields from the image sequence of the train. Then calculate the neural response of normal image and fault image, and use Pulse Coupled Neural Network (PCNN) to filter the response coefficients for finding out the best neural response. Finally, output its corresponding content for fault detection. Fig. 4 shows the flowchart of CBIFD algorithm.
Two algorithms could be recognized [9] . After the perception, a fault detection of normal and fault images are being carried out [9] . First, the content expressed in the fault region neurons is found out, then the fault area according to the image coordinate representation method is determined and finally the fault area in a practical train fault image is detected. The result is shown in Figs 5 and 6 . Passive thermography by its nature is scanning the thermal radiation from the surface of the object of research with an infrared camera. It supplies information about the surface temperature of the object in thermal balance [11, 16] .
In active thermography the object is in an unbalanced thermal state; the transitional temperature field ensures information about the thermophysical properties, the defects and the heterogeneous structures inside the object. The source of thermal influence may be in face or from the back side of the surface [12] [13] [14] [15] . The measurements are performed with an infrared thermal camera. The active approach in infrared thermography is used for materials or for systems that do not supply significant difference in the temperature of the investigated surfaces.
Infrared thermography has been used in steel industry for a number of years. In metallurgy its application is for steel ladles, steel ingots, steel bar cooling bed, induction heating and quenching, bar saw cut ends, steel "cut-off" saw blades, production equipment rolls, induction heating, railroad bearing temperature test, etc.
The use of infrared imaging is very important in steel industry. One of these uses can be beneficial to the melt shop by viewing full ladles of molten steel. Once the scrap metal is melted in a melt furnace, the molten steel is poured into a large (100-ton) ladle for transfer to the next operation. It is at this point, that the exterior of the ladle is scanned with an infrared camera. A ladle of hot molten steel (1600°C) can go in a number of directions in the plant. When infrared, the exterior shell of the ladle can be scanned for possible "hot spots". If the interior of the ladle, or brick lining, is worn or cracked, the molten steel can penetrate to the outside shell and burn through. This could be disastrous to nearby personnel and equipment. By detecting these "hot spots" early in the process, accidents can be avoided.
According to [17] , in the next Figs 7-12 photographic and thermographic images of two metallurgical steel ladles are presented. These are real objects from a metallurgical plant. In order to depict the advantages of thermographic images application for technical diagnostic, on the following Figs 13-20 images of the bottoms of metallurgical ladles with different wearing out degree are presented. The image analysis shows that the highest degree of wearing out has the metallurgical ladle shown on Figs 13-20. The level of wearing out is determined by the temperature (the higher the temperature -the higher the wearing out level). On the image it is presented by a brighter colour scheme. In the majority of applications the passive thermography is used for analyses with a qualitative character rather than as a quantitative approach, because the purpose is to determine the anomalies. As a whole, these applications are based on empirical rules using expert knowledge. The transition to a quantitative analysis passes through the usage of mathematical models describing thermal characteristics of the objects used.
Conclusions
The paper presents an overview of the basic methods for image analysis. It includes examples to use techniques for image processing with regard to the purposes for technological diagnostics and predictive support of the equipment. The obvious advantage of applying modern intelligent methods for diagnostics together with the image processing techniques aiming at improving the analysis and the results from the diagnostics, are explicitly shown.
Infrared thermography is a successful diagnostic tool to estimate the current state of technological devices, installations and buildings. Timely localization of anomalies which in the majority of the cases are invisible for the human eye, avoids unplanned stays of the production due to unexpected faults thus avoiding a considerable part of expensive repairs.
