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$b\in \mathbb{R}^{n}$ $A\in \mathbb{R}^{n\cross n}$
$A:=A+\sigma I,$ $\sigma\in \mathbb{R}$ 2














[5], Shifted QMR [6], Shifted GMRES [2], Shifted Bi-CGSTAB $(l)$ [7], Shifted
IDR$(s)$ [3] [16]
GMRES [14] FOM [12] Arnoldi Krylov
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“ ’ [13].
Shifted GMRES Arnoldi Shifted Krylov
Krylov
Shifted Krylov
Frommer Glisner Shifted GMRES
Restarted Shifted GMRES [8]




3 Shifted GMRES Restarted
Shifted GMRES Shifted




$(A, u)$ $A\in \mathbb{R}^{n\cross n}$ $u\in \mathbb{R}^{n}$ Krylov
$(A, u):=$ span $\{u, Au, A^{2}u, \ldots, A^{k-1}u\}$ $v,$ $w\in \mathbb{R}^{n}$
$(v=m, c\in \mathbb{R})$ $\sigma\in \mathbb{R}$
$\ovalbox{\tt\small REJECT}_{k}(A, v)=\ovalbox{\tt\small REJECT}_{k}(A+\sigma I, w)$ (2)
Krylov [16].




$r_{0},$ $r_{0}$ $(r_{0}=$ $\gamma_{0}r_{0}, \gamma_{0}\in \mathbb{R})^{\uparrow 1}$ ,
Krylov (2) $k$ $x_{k},\hat{x}_{k}$ $\ovalbox{\tt\small REJECT}_{k}(A, r_{0})$
$n\cross k$ $V_{k}$














$r_{k}:=r_{0}-AV_{ky_{k}}$ , $r_{k}$ $:=\hat{r}_{0}-AV_{k\hat{y}_{k}}$
Krylov (2)
Shifted GMRES
Restarted Shifted GMRES Shifted
Krylov
3.1 Restarted Shifted GMRES
GMRES Shifted GMRES $y_{k},\hat{y}_{k}$ GMRES
$y_{k}$ $=$
$\arg\min_{y\in R^{k}}\Vert\beta e_{1}-H_{k}^{*}y\Vert_{2}$ , (3)
$\hat{y}_{k}$ $=$ $\arg\min_{\hat{y}\in R^{k}}\Vert\beta\gamma_{0}e_{1}-\hat{H}_{k}^{*^{\text{ }}}y\Vert_{2}$ (4)
$H_{k}^{*},$ $H_{k}^{*}$ Arnoldi
$AV_{k}=V_{k+1}H_{k}^{*}$ , $\hat{A}V_{k}=V_{k+1}\hat{H}_{k}^{*}$ (5)
$(k+1)\cross k$
$H_{k}^{*}=H_{k}^{*}+\sigma$ $\{\begin{array}{l}I0^{T}\end{array}\}$
$\beta=\Vert r_{0}\Vert_{2},$ $e_{1}=[1,0, \ldots, 0]^{T}\in \mathbb{R}^{k+1}$
Frommer Gl\"assner Shifted GMRES
seed GMRES (3) add
(4)
$r_{m}=\gamma_{m}r_{m}$, $\gamma_{m}\in \mathbb{R}$ (6)
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$m$ GMRES seed $r_{m}$
$r_{m}=V_{m+1}u_{m+1}$ , $u_{m+1}:=\beta e_{1}-H_{m}^{*}y_{m}\in \mathbb{R}^{m+1}$ (7)
(6) Arnoldi (5)





(6) $\hat{y}_{m}$ $\gamma_{m}$ $(m+1)\cross(m+1)$
$[H_{m}^{*}$ $|u_{m+1}]\{\begin{array}{l}\text{ }y_{m}\gamma_{m}\end{array}\}=\gamma_{0}\beta e_{1}$ (8)
\dagger 2. Restarted Shifted GMRES Algorithm 1
3.2 Shifted Krylov
add (6) From-
mer Gl ssner seed $r_{m}$ (7)
GMRES Arnoldi Krylov
Frommer Gl\"assner
Shifted Krylov Algorithm 2 \dagger 3.
Simoncini $y_{m},$ $y_{m}$ Ritz-Galerkin
$r_{m},$ $r_{m}$ Restarted
Shifted FOM [15] Restarted Shifted FOM
Algorithm 2, Step3 seed $m$
FOM
$\uparrow 2_{Seed}$
$m$ GMRES $P_{m}(\lambda)$ $(r_{m}=P_{m}(A)r_{0})$ .
(8) $P_{m}(-\sigma)\neq 0$ [8, Lemma 2.4].
$\uparrow 3$Restarted Shifted GMRES (8)
seed $m$ Krylov $P_{m}(\lambda)$ $P_{m}(-\sigma)\neq 0$
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$\overline{\frac{A1gorithm1{\rm Res} tartedShiftedGMRESmethod}{1:Chooseth\text{ }}}$
e.g., $x_{0}=\hat{x}_{0}=0$
2: Set $\beta=\Vert r_{0}\Vert_{2},$ $v_{1}=r_{0}/\beta$
3: for $j=1,2,$ $\ldots,$ $m$ , do:
4: Compute $w_{j}=Av_{j}$
5: for $i=1,2,$ $\ldots,$ $j$ , do:
6: $h_{i,j}=(w_{j}, v_{i})$
7: $w_{j}=w_{j}-h_{i,j}v_{i}$




12: Define the $(m+1)\cross m$ Hessenberg matrix $H_{m}^{*}=\{h_{i,j}\}_{1\leq i\leq m+1,1\leq j\leq m}$
13: Compute $y_{m}= \arg\min_{y\in \mathbb{C}^{m}}\Vert\beta e_{1}-H_{m}^{*}y\Vert_{2}$ and set $u_{m+1}=\beta e_{1}-H_{m}^{*}y_{m}$
14: Solve $[H_{m}^{*}$ $|u_{m+1}]\{\begin{array}{l}\hat{y}_{m}\gamma_{m}\end{array}\}=\gamma_{0}\beta e_{1}$
15: $x_{m}=x_{0}+V_{m}y_{m},\hat{x}_{m}=\hat{x}_{0}+V_{m}y_{m},$ $r_{m}=r_{0}-AV_{m}y_{m},$ $r_{m}$ $=\hat{r}_{0}-\hat{A}V_{m}y_{m}$
16: Update $x_{0}:=x_{m},$ $x_{0}:=\hat{x}_{m},$ $r_{0}$ $:=r_{m},$ $r_{0}:=\hat{r}_{m},$ $\gamma 0$ $:=\gamma_{m}$ , and go to 2
Algorithm 2 General form of the restarted shifted KrylovsGlffubth$t$ $td$ $dK$ 1 bspace method
1: Choose the restart frequency $m$ and the initial guesses $x_{0}^{(1)},\hat{x}_{0}^{(1)}$ such that $\hat{r}_{0}^{(1)}=$
$\gamma_{0}^{(1)}r_{0}^{(1)}$ , e.g., $x_{0}^{(1)}=\hat{x}_{0}^{(1)}=0$
2: for $l=1,2,$ $\ldots$ , until convergence do:
3: Solve (approximately) the seed system by $m$ iterations of Krylov subspace method
with the initial guess $x_{0}^{(l)}$ , and get the approximate solution $x_{m}^{(l)}=x_{0}^{(l)}+V_{m}^{(l)}y_{m}^{(l)}$
4: Compute $x_{m}=x_{0}+V_{m}y_{m}^{(l)}$$(l)$ $(l)(l)$ and $\gamma_{m}^{(l)}$ by eq. (8)
5: Update $x^{(}0^{l+1)(l)\text{ }(l+1)\text{ }}:=x_{m},$$x_{0}:=x_{m}^{(l)}$ and $\gamma_{0}^{(l+1)}:=\gamma_{m}^{(l)}$
6: end for
4 Shifted Krylov
3 Shifted Krylov Algo-
rithm 2 Step 3
seed Krylov





Shifted GMRES Shifted Krylov
4.1 Restarted Shifted GMRES
Restarted Shifted GMRES seed (3) add
(6) Restarted Shifted GMRES
[8, Theorem 3.3].
1 (1)
$\{\begin{array}{l}. \text{ } A \text{ } : ((Ax, x)>0, \forall x\neq 0)\sigma>0\end{array}$ (9)





$\gamma_{0}^{(1)}=1$ $k$ $\triangleright$ l
$|\gamma_{k}^{(l)}|\leq|\gamma_{0}^{(l)}|\leq 1$
1 (9) add seed
Fig. 1 (a), (b) (9) Restarted
Shifted GMRES Fig. 1 Restarted Shifted GM-
RES (9) ;Fig. 1(a)
(9) seed
$\uparrow 4$ , ;Fig. 1(b)
Restarted Shifted GMRES GMRES $(m)$
(9)
Restarted Shifted GMRES
$\dagger 4$ [4] seed
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3 $0$ 20 40 60 80 100 $\underline{o}$
Number of restarts
$0$ 20 40 60 80
Number of restarts
Fig. 1: Relative residual 2-norm histories of the Restarted Shifted GMRES method
for shifted linear systems: (a) satisfying the condition (9); and (b) not satisfying the
condition (9).
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Restarted Shifted GMRES seed (3) seed




$\Vert r_{m}\Vert_{2},$ $\Vert r_{m}$ $\Vert_{2}$
$\min_{y_{m}\in R^{m}}\Vert r_{m}^{shift}\Vert_{\infty}$ , $r_{m}^{shift}:=[\Vert r_{m}\Vert_{2}, \Vert r_{m}$ $\Vert_{2}]^{T}$ (10)




$\Vert r_{m}^{shift}\Vert_{\infty}$ $=$ $\max\{\Vert r_{m}\Vert_{2}, \Vert\hat{r}_{m}\Vert_{2}\}$
$=$ $\Vert\beta e_{1}-H_{m}^{*}y_{m}\Vert_{2}\max\{1, |\gamma_{m}|\}$
(10)
$y_{m}$ $:= \arg\min_{y\in R^{m}}\Vert\beta e_{1}-H_{m}^{*}y\Vert_{2}\max\{1, |\gamma|\}$ (11)
$\gamma$
$[H_{m}^{*}$ $|\beta e_{1}-H_{m}^{*}y]\{\begin{array}{l}\hat{y}\gamma\end{array}\}=\gamma_{0}\beta e_{1}$
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$A\in \mathbb{R}^{100\cross 100}$ ( $=[0.01,0.02,0.03,0.04$ ,
10, 11, $\ldots,$ $105]$ , $=[1,1, \ldots, 1])$
$(A+\sigma_{1}I)x(\sigma_{1})=b$, $(A+\sigma_{2}I)x(\sigma_{2})=b$ (12)
$b=[1,1, \ldots, 1]^{T},$ $\sigma_{1}=1,$ $\sigma_{2}=-1$
(12) (9) Restarted Shifted GMRES
[15]
(12) $x_{0}^{(1)}(\sigma_{1})=x_{0}^{(1)}(\sigma_{2})=0$ ,
$m=10$ Restarted Shifted GMRES (11)
Shifted Krylov $m$
(11) $\Vert r_{m}^{shift}\Vert_{\infty}\leq\Vert r_{0}^{shiR}\Vert_{\infty}$
Fig. 2 Fig. 2
$\Vert r_{m}^{shiR}\Vert_{\infty}$ Restarted









$0$ 20 40 60 80 100
Number of restarts
Fig. 2: Relative residua12-norm histories of the Restarted Shifted GMRES method and
proposed method for the model systems (12).
(11)
seed (3) add
(6) Frommer Gl\"assner Shifted
Krylov Shifted Bi-CGSTAB $(l)$ Shifted $IDR(s)$
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