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EXTENSION PROPERTIES OF PLANAR UNIFORM DOMAINS
VYRON VELLIS
Abstract. In this paper we generalize the classical bi-Lipschitz and quasisymmetric Scho¨nflies
theorems in the plane for all planar uniform domains. Specifically, we show that if U ⊂ R2 is a
uniform domain, then it has the following two extension properties: (1) every bi-Lipschitz map
f : ∂U → R2 that can be extended homeomorphically to R2, can also be extended bi-Lipschitzly
to R2 and (2) if ∂U is relatively connected, then every quasisymmetric map f : ∂U → R2 that
can be extended homeomorphically to R2, can also be extended quasisymmetrically to R2. In
higher dimensions, we show that if U is the exterior of a uniformly disconnected set in Rn, then
every bi-Lipschitz embedding f : ∂U → Rn extends to a bi-Lipschitz homeomorphism of Rn+1.
The same is also true for quasisymmetric embeddings under the additional assumption that ∂U
is relatively connected.
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1. Introduction
Let X be a metric space, E ⊂ X and f : E → X be a map in a class F . When can f be
extended to a mapping F : X → X in the same class? We are interested in the above extension
question for the classes of bi-Lipschitz maps and quasisymmetric maps. Questions related to
quasisymmetric extensions have been considered by Beurling and Ahlfors [BA56], Ahlfors [Ahl63,
Ahl64], Carleson [Car74], Tukia and Va¨isa¨la¨ [TV82, TV81, TV84], Va¨isa¨la¨ [Va¨i86], Kovalev and
Onninen [KO11] and Fujino [Fuj16]. Results related to bi-Lipschitz extension appear in the
work of Tukia [Tuk80, Tuk81], David and Semmes [DS91], MacManus [Mac95] and Alestalo and
Va¨isa¨la¨ [AV97].
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Tukia and Va¨isa¨la¨ [TV84] showed that if X = Rp or X = Sp and n > p, then any qua-
sisymmetric mapping f : X → Rn extends to a quasisymmetric homeomorphism of Rn when
f is locally close to being a similarity, and every bi-Lipschitz mapping f : X → Rn extends
to a bi-Lipschitz mapping of Rn when f is close to being an isometry. Later, Va¨isa¨la¨ [Va¨i86]
extended these results to all compact, C1 or piecewise linear (n−1)-manifolds X in Rn. Similar
results appeared recently in the work of Azzam, Badger and Toro [ABT15]. The requirements
on the embedding f in these three papers, ensured the homeomorphic extension of f to Rn.
In this article we look at the extension problem from a different perspective: assuming that
there is a homeomorphic extension, when can we extend the mapping in question to a qua-
sisymmetric or bi-Lipschitz homeomorphism? Given a metric space X we say that E ⊂ X has
the quasisymmetric extension property (resp. bi-Lipschitz extension property) in X or QSEP in
short (resp. BLEP) if every quasisymmetric (resp. bi-Lipschitz) embedding f : E → X that
can be extended as a homeomorphism of X can also be extended as a quasisymmetric (resp.
bi-Lipschitz) homeomorphism of X.
When X = R or X = S1, trivially every subset of X has the BLEP in X but the same is
not true in the quasisymmetric class. If E = {0} ∪ {e−n!}n≥2, then the map f : E → R with
f(0) = 0 and f(x) = (− log x)−1 for x ∈ E \{0} is monotone and quasisymmetric but can not be
extended quasisymmetrically in any open set containing the point 0 [Hei01, p. 89]. Thus, more
regularity for sets E must be assumed. Trotsenko and Va¨isa¨la¨ [TV99] introduced the notion of
relative connectedness, a weak version of uniform perfectness, and as a corollary of their main
theorem, if E ⊂ Rn is not relatively connected, then there exists a quasisymmetric embedding
f : E → Rn that can be extended homeomorphically to Rn but not quasisymmetrically ; see §10.1.
Conversely, we showed in [Vel18] that if E ⊂ R is relatively connected, then it has the QSEP in
R.
On the other hand, for each n ≥ 2 there exists a relatively connected, compact and countable
set En ⊂ R
n and a bi-Lipschitz embedding f : En → R
n that admits a homeomorphic extension
to Rn but not a quasisymmetric extension [Vel18, Theorem 5.1]. These examples show that in
dimensions n ≥ 2 relative connectedness does not suffice for either the QSEP or the BLEP and
the geometry of the complement of E comes into play.
It follows from the celebrated work of Ahlfors [Ahl63], Beurling and Ahlfors [BA56] and Tukia
[Tuk80] that R and S1 have both extension properties in R2. In this paper we extend their results
to boundaries of planar uniform domains, a broad family of domains in R2 whose local geometry
resembles that of the disk and of the upper half-plane. Uniform domains were already known to
be extension domains for Sobolev spaces [Jon81] and, more generally, Newtonian spaces [BS07].
Theorem 1.1. Let U ⊂ R2 be a c-uniform domain and f : ∂U → R2 be an embedding that can
be extended homeomorphically to U .
(1) If f is L-bi-Lipschitz, then f extends to an L′-bi-Lipschitz homeomorphism f : R2 → R2
with L′ > 1 depending only on L and c.
(2) If ∂U is C-relatively connected and f is η-quasisymmetric, then f extends to an η′-
quasisymmetric homeomorphism f : R2 → R2 with η′ depending only on η, c and C.
The second part of Theorem 1.1 can be viewed as a converse of a boundary quasiconformal
extension result of Va¨isa¨la¨ [Va¨i85]: if U,U ′ ⊂ R2 are uniform domains and f : U → U ′ is a
quasiconformal homeomorphism that can be extended homeomorphically to U , then f can be
extended quasisymmetrically to U ; see Lemma 2.10.
Roughly speaking, uniformity is a combination of two other notions: a domain is uniform if
every pair of points can be joined by a curve whose length is comparable to the distance between
the points (quasiconvexity) and the curve does not go too close to the boundary of the domain
(John property); see §2.6 for precise definition. The assumption of uniformity of U is somewhat
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necessary for both extensions as neither quasiconvexity nor John property alone are sufficient;
see §10.
As a corollary of Theorem 1.1, we obtain a sufficient condition for sets E to satisfy the QSEP
and the BLEP in R2. The arguments apply verbatim in the case that E ⊂ S2.
Corollary 1.2. If E ⊂ R2 is such that each component of R2 \ E is uniform with the same
constant, then E has the BLEP in R2. If additionally E is relatively connected, then it has the
QSEP in R2.
In R3, Theorem 1.1 fails in both cases as there exists a bi-Lipschitz embedding of S2 into R3
that can be extended homeomorphically to R3 but not quasisymmetrically [Tuk80, §15].
The tameness of Cantor sets in R2 implies that in Theorem 1.1, if U is the complement of
a totally disconnected set, then the assumption of homeomorphic extension of f to R2 can be
dropped. However, in higher dimensions, due to the existence of wild Cantor sets, an increase
in dimension is needed. For simple examples of wild Cantor sets we refer to Daverman [Dav07].
Moreover, in the plane, the complement of a closed set E ⊂ R2 with empty interior is uniform
if and only if E is uniformly disconnected [Mac99] but this is not true in Rn when n ≥ 3. Uniform
disconnectedness is in a sense the opposite of uniform perfectness: for each point x there exists an
“isolated island” Ex ⊂ E, containing x, of practically any diameter whose distance from the rest
of E is at least a fixed multiple of its diameter. In dimensions n ≥ 3, uniform disconnectedness
of E can be used as a natural analogue of uniformity of Rn \ E.
Theorem 1.3. Let n ≥ 3 be an integer, let E be a c-uniformly disconnected subset of Rn and
let f : E → Rn be an embedding.
(1) If f is L-bi-Lipschitz, then it extends to an L′-bi-Lipschitz homeomorphism F : Rn+1 →
Rn+1 with L′ > 1 depending only on L, c and n.
(2) If E is C-relatively connected and f is η-quasisymmetric, then f extends to an η′-
quasisymmetric homeomorphism F : Rn+1 → Rn+1 with η′ depending only on η, c,
C and n.
In the statement of Theorem 1.3, E is identified with the set E × {0} ⊂ Rn+1.
In [Va¨i98], Va¨isa¨la¨ asked if the Klee trick holds true in the quasisymmetric class, i.e., if
E ⊂ Rn is compact and f : E → Rm is a quasisymmetric embedding, is there a quasisymmetric
homeomorphism F : Rm+n → Rm+n that extends f? Since all uniformly perfect and uniformly
disconnected sets quasisymmetrically embed in R [DS91], Theorem 1.3 provides an affirmative
answer for this class of sets. However, the general case remains open.
1.1. Organization of the paper. In §2 we review the notions of quasisymmetric maps, uniform
domains, relatively connected sets, uniformly disconnected sets and Whitney-type decomposi-
tions.
In §5 and §7 we reduce the proof of Theorem 1.1 to the case where U is the complement
of a compact perfect set, and the proof of Theorem 1.3 to the case where E is compact and
perfect. In §6, given a uniform domain U ⊂ R2 and a bi-Lipschitz embedding f : ∂U → R2 (resp.
uniform domain U ⊂ R2 with relatively connected boundaty and a quasisymmetric embedding
f : ∂U → R2) that can be extended homeomorphically to R2, we extend f bi-Lipschitzly (resp.
quasisymmetrically) to R2 \U . After that reduction, it suffices to extend f to a map f : U → U ′
where U ′ is a uniform domain.
The extension of f to U follows Carleson’s method [Car74]. The main idea is the construction
of two combinatorially equivalent Whitney-type decompositions Q and Q′ for U and U ′ respec-
tively. That is, Q (resp. Q′) is a family of mutually disjoint open subsets of U (resp. U ′) such
that the union of their closures is the whole U (resp. U ′), the diameter of each element of Q
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(resp. Q′) is comparable to its distance to ∂U (resp. ∂U ′) and there exists a homeomorphism of
U onto U ′ that maps each element of Q onto exactly one element of Q′. Moreover, the boundary
of every domain in Q and Q′ is a finite union of L-bi-Lipschitz circles whose mutual distances
and diameters are bounded below by a constant d > 0. We show in §4 that finitely connected
uniform domains possess both the BLEP and the QSEP.
The main difficulty in Carleson’s approach is that, unlike the unit disk, the boundary of a
uniform domain may have uncountably many components. Nevertheless, we show in §3 that the
boundary of a uniform domain satisfies a weak form of uniform disconnectedness: given a point
x ∈ ∂U , for any r > 0 there exists a closed set A ⊂ ∂U containing x whose distance from ∂U \A
is at least a constant multiple of r.
In §9, using the results of §3, we construct the decompositions Q and Q′ and we prove
Theorem 1.1. Towards the construction we distinguish two cases: one for the part of U around
non-degenerate components of ∂U , which we treat in §8, and another for the rest of U which we
treat in §9. In the first case, which is the most technical part of the paper, the decomposition
resembles that of the exterior of a quasidisk (although extra care has to be taken for all of the
components of ∂U around the quasidisk). In the second case, U resembles the exterior of a
uniformly disconnected set.
The proof of Theorem 1.3 relies on a uniformization result for Cantor sets with bounded
geometry that generalizes a 2-dimensional result of MacManus [Mac99] to higher dimensions.
Namely, in §11 we show that a compact set E ⊂ Rn is uniformly perfect and uniformly discon-
nected if and only if there exists a quasiconformal homeomorphism of Rn+1 mapping E onto the
standard middle-third Cantor set C ⊂ R.
Acknowledgements. We wish to thank David Herron, Pekka Koskela, Kai Rajala and Jang-
Mei Wu for various discussions on this subject and Jussi Va¨isa¨la¨ for bringing Lemma 2.12 to
our attention. Part of the research that led to this paper was done while the author was visiting
the University of Illinois. We would like to express our gratitude to this institution for their
hospitality.
2. Preliminaries
A set E with one point is called a degenerate set. A non-degenerate compact connected set
is called a continuum.
For the rest of the paper, for all integers m < n, we identify sets E ⊂ Rm with sets E ×
{0}n−m ⊂ Rn via the natural embedding of Rm into Rn
(x1, . . . , xm) 7→ (x1, . . . , xm, 0, . . . , 0).
A ball in a metric space X centered at x ∈ X and of radius r, is denoted by B(x, r). If
X = Rn, then the balls are denoted by Bn(x, r) to emphasize the dimension.
2.1. Words. Let A = {a1, . . . , am} be a finite set. A word w made out of A is a finite sequence
w = i1 · · · ik ∈ A
k. We also define the empty word which we denote by ∅. Given two words
w = i1 · · · ik and u = j1 · · · jl, we define the concatenation wu = i1 · · · ikj1 · · · jl. Naturally,
∅w = w∅ = w for any word w. The length of a word w, denoted by |w| is the number of letters
the word w has. This definition is extended to the empty word by setting |∅| = 0. Finally, given
an element a ∈ A and n ∈ N, we often denote by an the word a · · · a that has exactly n letters.
We also set a0 to be the empty word. In this paper, the set of letters A will always be N or a
set {1, . . . , k}.
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2.2. Mappings. A homeomorphism f : D → D′ between two domains in Rn is called K-
quasiconformal for some K ≥ 1 if, for all x ∈ D, f satisfies the distortion inequality
lim sup
r→0
supy∈∂Bn(x,r) |f(x)− f(y)|
infy∈∂Bn(x,r) |f(x)− f(y)|
≤ K.
An embedding f of a metric space X into a metric space Y is said to be η-quasisymmetric if
there exists a homeomorphism η : [0,∞)→ [0,∞) such that for all x, a, b ∈ X with x 6= b
dY (f(x), f(a))
dY (f(x), f(b))
≤ η
(
dX(x, a)
dX(x, b)
)
where dX and dY are the metrics of X and Y respectively. An η-quasisymmetric map with
η(t) = Cmax{tα, t1/α} for some C > 1 and α > 1 is called a power quasisymmetric map.
For doubling connected metric spaces it is known that the quasisymmetric condition is equiv-
alent to a weaker (but simpler) condition known in literature as weak quasisymmetry ; see (2.1).
Recall that a metric space is C-doubling (C > 1) if every ball of radius r can be covered by at
most C balls of radius at most r/2.
Lemma 2.1 ([WZ17, Theorem 4.1]). Suppose that X and Y are C-doubling and c-uniformly
perfect metric spaces. Suppose also that f : X → Y is an embedding for which there are constants
h > 0 and H ≥ 1 such that for all x, a, b ∈ X,
(2.1) (x, a) ≤ hdX(x, b) implies dY (f(x), f(a)) ≤ HdY (f(x), f(b)).
Then, f is η-quasisymmetric for some η depending only on c, C, h and H.
A quasisymmetric mapping between two domains in Rn is quasiconformal. The converse
holds true for uniform domains; see Lemma 2.10. For a systematic treatment of quasiconformal
mappings see [Va¨i71].
A map f : X → Y between metric spaces is L-bi-Lipschitz for some L ≥ 1 if
L−1dX(x, y) ≤ dY (f(x), f(y)) ≤ LdX(x, y)
for all x, y ∈ X. Note that an L-bi-Lipschitz mapping is L2t-quasisymmetric.
A weaker notion of bi-Lipschitz mappings is that of bounded length distortion (BLD) map-
pings. A mapping f : X → Y between metric spaces is L-BLD for some L ≥ 1 if
L−1ℓ(γ) ≤ ℓ(f(γ)) ≤ Lℓ(γ)
for all paths γ : [0, 1] → X. Here and for the rest, ℓ denotes the length of a path. Clearly,
L-bi-Lipschitz mappings are L-BLD mappings but BLD mappings need not be bi-Lipschitz even
if they are homeomorphisms. However, BLD homeomorphisms between quasiconvex spaces are
bi-Lipschitz.
Lemma 2.2. Let f : X → Y be an L-BLD homeomorphism between two c-quasiconvex metric
spaces. Then f is Lc-bi-Lipschitz.
A mapping f : X → Y between metric spaces is a (λ,L)-quasisimilarity for some λ > 0 and
L ≥ 1 if
L−1λdX(x, y) ≤ dY (f(x), f(y)) ≤ LλdX(x, y) for all x, y ∈ X.
Note that (λ, 1)-quasisimilarities are similarities with scaling factor λ, (1, L)-quasisimilarities
are L-bi-Lipschitz and (1, 1)-quasisimilarites are isometries.
A simple curve Γ ⊂ R2 is a K-quasicircle with K ≥ 1 if Γ = f(S1) or Γ = f(R) for some
K-quasiconformal f : R2 → R2. A simply connected domain D ⊂ R2 is called a K-quasidisk if
∂D is a K-quasicircle. A geometric characterization of quasicircles was given by Ahlfors [Ahl63]
in terms of the the bounded turning property; see §2.6.
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A curve Γ ⊂ R2 is called an L-chordarc circle with L ≥ 1 if Γ = f(S1) for some (λ,L)-
quasisimilarity f : R2 → R2. A simply connected domain D ⊂ R2 is called an L-chordarc disk
if ∂D is an L-chordarc circle.
2.3. Relative distance. For two non-degenerate closed sets E,E′ ⊂ Rn define the relative
distance
dist*(E,E′) =
dist(E,E′)
min{diamE,diamE′}
where dist(E′, E′) = min{|x − y| : x ∈ E, y ∈ E′}. If both E and E′ have infinite diameter we
set dist*(E,E′) = 0.
If E,E′ ⊂ Rn and f : Rn → Rn is a similarity, then d∗(f(E), f(E′)) = d∗(E,E′). In general,
if f : E ∪ E′ → Y is η-quasisymmetric, then
(2.2)
1
2
φ
(
dist(E,E′)
diamE
)
≤
dist(f(E), f(E′))
diam f(E)
≤ η
(
2
dist(E,E′)
diamE
)
where φ(t) = (η(t−1))−1; see for example [Tys98, p. 532].
2.4. Relatively connected sets. Relatively connected sets were first introduced by Trotsenko
and Va¨isa¨la¨ [TV99] in the study of spaces for which every quasisymmetric mapping is power
quasisymmetric. A metric space X is called c-relatively connected for some c ≥ 1 if for any
x ∈ X and any r > 0 either B(x, r) = {x}, or B(x, r) = X, or B(x, r) \ B(x, r/c) 6= ∅. The
definition given in [TV99] is equivalent to the one above quantitatively [TV99, Theorem 4.11].
A connected space is c-relatively connected for any c ≥ 1. Relative connectedness is a weak
form of the well known notion of uniform perfectness. A metric space X is c-uniformly perfect
for some c ≥ 1 if for all x ∈ X, either B(x, r) 6= X, or B(x, r) \ B(x, r/c) 6= ∅. The difference
between the two notions is that relatively connected sets allow isolated points. In particular, if
E is c-uniformly perfect, then it is c′-relatively connected for all c′ > c, and if E is c-relatively
connected and perfect, then it is (2c+ 1)-uniformly perfect [TV99, Theorem 4.13].
The connection between relative connectedness and quasisymmetric mappings is illustrated
in the following theorem from [TV99].
Lemma 2.3 ([TV99, Theorem 6.20]). A subset E of a metric space X is relatively connected if
and only if every quasisymmetric map f : E → X is power quasisymmetric.
It easily follows from its definition that the image of a relatively connected (resp. uniformly
perfect) space under a quasisymmetric mapping is relatively connected (resp. uniformly per-
fect) quantitatively. We conclude the discussion on relatively connected sets with the following
remark.
Remark 2.4. Suppose that X is a c-uniformly perfect metric space and E ⊂ X is compact. Then
dist(E,E \X) ≤ cdiamE.
2.5. Uniformly disconnected sets. In [DS97], David and Semmes introduced a scale-invariant
version of total disconnectedness towards a uniformization of all metric spaces that are quasisym-
metric to the standard middle-third Cantor set C. A metric space X is c-uniformly disconnected
for some c ≥ 1 if for all x ∈ X and all positive r < 14 diamX, there exists E ⊂ X containing x
such that diamE ≤ r and dist(E,X \ E) ≥ r/c.
Theorem 2.5 ([DS97, Proposition 15.11]). A metric space is quasisymmetrically homeomorphic
to C if and only if it is compact, doubling, uniformly disconnected and uniformly perfect.
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This result was later improved by MacManus [Mac99] for sets in R2; see §11. In the same
article, MacManus found an elegant connection between planar uniform domains and uniformly
disconnected sets: a set E ⊂ R2 with empty interior is uniformly disconnected if and only if its
complement is uniform [Mac99, Theorem 1.1]. In higher dimensions only the necessity is true.
It is easy to check that if X is a c-uniformly disconnected space and f : X → Y is η-
quasisymmetric, then f(X) is c′-uniformly disconnected with c′ depending only on η and c.
2.6. Uniform domains. A domain U ⊂ Rn is said to be c-uniform for some c ≥ 1 if for all
x, y ∈ U , there exists a curve γ ⊂ U joining x with y such that
(1) ℓ(γ) ≤ c|x− y| and
(2) for all z ∈ γ, dist(z, ∂U) ≥ c−1min{|x− z|, |y − z|}.
A curve γ as in the above definition is called a c-cigar curve. The definition above is equivalent to
the classical definition of Martio and Sarvas [MS79] quantitatively; see Theorem 2.10 in [Va¨i88b].
Metric spaces for which, for every two points there exists curve satisfying the first property
of uniformity are called c-quasiconvex. If in the definition of quasiconvexity the length of curves
is replaced by diameter, then the space is called c-bounded turning. Metric spaces for which, for
every two points there exists curve satisfying the second condition are called c-John spaces.
A simple curve Γ ⊂ R2 is a K-quasicircle if and only if it is c-bounded turning with c and K
being related quantitatively [Ahl63]. A simple curve Γ ⊂ R2 is an L-chordarc circle if and only if
it is c-quasiconvex with c and L being related quantitatively [JK82]. Finally, a simply connected
domain D ⊂ R2 is c-uniform if and only if it is a K-quasidisk (with K and c quantitatively
related) and D is a c-John domain if and only if its complement is C-bounded turning (with c
and C quantitatively related) [NV91].
Two remarks are in order.
Remark 2.6. It is easy to check that all curves in the definition of uniform domains can be chosen
to be simple. For the rest of the paper, all cigar curves are assumed to be simple.
Remark 2.7. Let U ⊂ Rn be a c-uniform domain, x, y ∈ U and γ be a c-cigar curve joining x, y.
Then,
dist(γ, ∂U) ≥ (2c)−1min{dist(x, ∂U),dist(y, ∂U)}.
Indeed, set ǫ = min{dist(x, ∂U),dist(y, ∂U)} and let z ∈ γ. If z ∈ B
n
(x, ǫ/2) ∪ B
n
(y, ǫ/2),
then dist(z, ∂U) ≥ ǫ/2. If z is in the exterior of these balls, then dist(z, ∂U) ≥ c−1min{|z −
x|, |z − y|} ≥ (2c)−1ǫ.
The following proposition describes the geometry of uniform domains. For the proof see
Corollary 2.33 in [MS79], Theorem 2 and Lemma 3 in [Geh82] and Theorem 1.1 in [Her87].
Proposition 2.8. Let U be a c-uniform domain in R2.
(1) (Boundary components) Each component of ∂U is either a point or a K-quasicircle for
some K > 1 depending only on c.
(2) (Relative distance) If A1, A2 are non-degenerate components of ∂U , then dist
*(A1, A2) ≥
(2c)−2.
(3) (Porosity) For every x ∈ U and every 0 < r ≤ 14 diamU , there exists x
′ ∈ ∂B2(x, r) such
that B2(x, r/c) ⊂ U .
The porosity of ∂U implies that if U is bounded then, there exists a point x ∈ U such that
B2(x, 14c diamU) ⊂ U .
Although Proposition 2.8 provides a lot of information about the boundaries of uniform
domains, it fails to characterize them. For example, R2 \ (N × {0}) trivially satisfies all three
properties of Proposition 2.8 but it is not uniform. If U is finitely connected and satisfies
properties (1) and (2), then it is uniform. We record this observation as a remark.
8 VYRON VELLIS
Remark 2.9. Let U ⊂ R2 be a c-uniform domain and D ⊂ U be a K-quasidisk such that
dist*(D, ∂U) ≥ d > 0. Then U \D is c′-uniform with c′ depending only on c, K and d.
A quasiconformal homeomorphism between uniform domains of Rn is quasisymmetric quan-
titatively.
Lemma 2.10 ([Va¨i85, Theorem 5.6]). Let U,U ′ be c-uniform domains in Rn and f : U → U ′
be a K-quasiconformal homeomorphism. Then f is η-quasisymmetric with η depending only on
K, c and n.
We conclude the discussion on uniform domains with two results on the invariance of unifor-
mity under quasisymmetric mappings. The first result says that uniform domains are preserved
under quasisymmetric mappings while the second result roughly says that complements of uni-
form domains are preserved under quasisymmetric mappings.
Lemma 2.11 ([GO79, Corollary 3]). If U ⊂ R2 is c-uniform and f : U → R2 is η-quasisymmetric,
then f(U) is c′-uniform with c′ depending only on c and η.
Lemma 2.12 ([Va¨i88a, Theorem 5.6]). If E ⊂ R2 is closed, R2\E is c-uniform and f : E → R2
is η-quasisymmetric, then R2 \ f(E) is c′-uniform with c′ depending only on c and η.
2.7. Whitney-type decompositions. Let D be a proper, nonempty open subset of R2. A
collection of sets Q is called a (L, c)-Whitney-type decomposition for D for some c > 1 and
L > 1, if the following properties hold.
(1) The elements of Q are L-chordarc disks and are mutually disjoint.
(2) D =
⋃
Q∈Q Q.
(3) For all Q ∈ Q, c−1 diamQ ≤ dist(Q, ∂D) ≤ cdiamQ.
(4) If Q1, Q2 ∈ Q are such that Q1∩Q2 6= ∅ then either Q1 and Q2 intersect only at a point,
or their intersection is an arc Γ satisfying
diamΓ ≥ c−1max{diamQ1,diamQ2}.
It is well known that every proper, nonempty open subset of R2 has a Whitney-type decompo-
sition [Ste70, Theorem IV.1.1].
Two Whitney-type decompositions Q, Q′ of open sets D, D′, respectively, are called combi-
natorially equivalent if there exists a homeomorphism f : D → D′ such that for each Q ∈ Q
there exists Q′ ∈ Q with f(Q) = Q′.
3. Separation of boundary components for planar uniform domains
In this section, we develop a technique so that, given an unbounded uniform domain with
bounded boundary, we can break the boundary into smaller manageable sets.
3.1. Square thickening. Here we show that, given a continuum E ⊂ R2 and some ǫ > 0, there
exists a chordarc disk D containing E so that each point of ∂D is of distance roughly ǫ > 0 from
E.
We first review some terminology from [Mac99]. Let ǫ > 0. We define the square grid
Gǫ = {[mǫ, (m + 1)ǫ]× [nǫ, (n+ 1)ǫ] : m,n ∈ Z}
and the 1-skeleton of the grid
G1ǫ = {e : e is an edge of some square S ∈ Gǫ}
Given a bounded set W ⊂ R2 let W ǫ be the union of the elements of Gǫ that intersect W . Let
Tǫ(W ) = (W
4ǫ)ǫ. The following result is due to MacManus [Mac99].
EXTENSION PROPERTIES OF PLANAR UNIFORM DOMAINS 9
Lemma 3.1 ([Mac99, Lemma 2.1]). If W is a bounded subset of the plane and ǫ > 0, then the
boundary of Tǫ(W ) is a finite disjoint union of Jordan curves each of which is made out of edges
in G1ǫ . Furthermore, the distance from any boundary point of Tǫ(W ) to W is less than 8ǫ and
greater than ǫ.
Remark 3.2. By the doubling property of R2, it is easy to see that there exists a universal N0 > 1
such that if ǫ > 0 and W is bounded, then Tǫ(W ) is made out of at most N0(1 + ǫ
−1 diamW )2
squares in Gǫ.
Lemma 3.3. There exists a decreasing homeomorphism L : (0,+∞)→ (1,+∞) with the follow-
ing property. If E ⊂ R2 is a continuum and ǫ > 0, there exists an L(ǫ)-chordarc disk Dǫ ⊂ R
2
containing E such that, for all x ∈ ∂Dǫ,
ǫ diamE ≤ dist(x,E) ≤ 8ǫ diamE.
Proof. If ǫ ≥ 3, then the set γE = {x ∈ R
2 : dist(x,E) = ǫ diamE} is the boundary of an
L0-chordarc disk with L0 being a universal constant [Bro72, Lemma 1].
For the rest of the proof we fix ǫ < 3 and set δ = ǫ diamE. By Lemma 3.1 and Remark 3.2,
Tδ(E) is the closure of an open set whose boundary consists of at most N0(1 + 1/ǫ)
2 disjoint
Jordan curves, each of which is a union of edges in Gδ. Moreover, the distance from any boundary
point of Tδ(E) to E is less than 8δ and greater than δ.
Since E is connected, it follows that Tδ(E) is connected, which implies that ∂Tδ(E) has an
outermost component. Let Dǫ be the domain bounded by the outermost component of ∂Tδ(E).
Then, δ ≤ dist(x,E) ≤ 8δ for all x ∈ ∂Dǫ.
By Remark 3.2, the number N of squares in Gδ that intersecting an 8δ-neighborhood of E is
at most
N ≤ N0
(
1 +
16δ + diamE
δ
)2
= N0(17 + 1/ǫ)
2.
Hence, there are at most (N2)!/(N !)2 different ways to formDǫ. As each Jordan curve consisting
of edges of G1δ is a chordarc circle, ∂Dǫ is L-bi-Lipschitz for some constant L > 1 depending only
on ǫ. 
This lemma can be easily generalized to compact sets. The proof of the next statement is
similar to that of Lemma 3.3.
Remark 3.4. There exists a decreasing homeomorphism L : (0,+∞) → (1,+∞) with the fol-
lowing property. If E ⊂ R2 is a compact set and ǫ > 0, then TǫdiamE(E) is a domain whose
boundary consists of at most N L(ǫ)-chordarc circles with N ≤ N0(1 + ǫ
−1 diamE) for some
universal N0 > 1.
As ǫ → ∞, the disk Dǫ constructed in Lemma 3.3 resembles a big disk and L(ǫ) → 1. On
the other hand, if E is not the closure of a chordarc disk, L(ǫ) may increase without control as
ǫ→ 0. Nevertheless, we show in the next lemma that if E is the closure of a quasidisk, then the
disk Dǫ given in Lemma 3.3 is always a K
′-quasidisk with K ′ depending only on K.
Lemma 3.5. Suppose that E ⊂ R2 is the closure of a bounded K-quasidisk and let Dǫ be the
L(ǫ)-chordarc disk of Lemma 3.3. Then, for all ǫ > 0, Dǫ is a K
′-quasidisk with K ′ depending
only on K.
Proof. Fix ǫ > 0. As with the proof of Lemma 3.3, we may assume that ǫ < 3. Let δ = ǫ diamE,
Γ = ∂Dǫ and γ = ∂E. Since γ is a K-quasicircle, it satisfies the c-bounded turning property
for some c > 1 depending only on K. We show that Γ is 136c-bounded turning and the lemma
follows.
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Let x1, x2 ∈ Γ. Since, Γ is a polygonal curve with edges in G
1
δ , it is enough if we assume that
x, y are in non-adjacent edges of Γ. Therefore, |x1 − x2| ≥ δ. Contrary to our claim assume
that there exist x3, x4 ∈ Γ such that x3 and x4 are in different components of Γ \ {x1, x2} and
min{|x3 − x1|, |x4 − x1|} ≥ 68c|x1 − x2|. For each i ∈ {1, 2, 3, 4} let x
′
i be a point in γ closest to
xi. Then, |xi − x
′
i| ∈ (δ, 8δ) for each i = 1, 2, 3, 4 and x
′
3 and x
′
4 are in different components of
γ \ {x′1, x
′
2}. Therefore, for i = 3, 4,
|x′1 − x
′
i| ≥ |x1 − xi| − 16δ ≥ 34c|x1 − x2|
while
2c|x1 − x
′
2| ≤ 2c|x1 − x2|+ 32cδ ≤ 34c|x1 − x2|.
Therefore, min{|x′1 − x
′
3|, |x
′
1 − x
′
4|} > c|x
′
1 − x
′
2| and the c-bounded turning property for γ is
violated. 
Remark 3.6. In addition to Lemma 3.5, note that for each M > 0 there exists L(M) > 1 such
that any subarc γ of ∂Dǫ whose endpoints x, y satisfy |x − y| ≤ Mǫ, is an L(M)-bi-Lipschitz
arc.
3.2. Local separation in the boundary of U . For §3.2 we fix an unbounded c-uniform
domain U ⊂ R2 with bounded boundary. Given a compact A ⊂ ∂U that is disjoint from ∂U \ A
and some ǫ > 0 sufficiently small, we construct a chordarc circle that separates the two sets A
and ∂U \ A and its distance from ∂U is at least a fixed multiple of ǫ.
Lemma 3.7. Suppose that A ⊂ ∂U is compact and disjoint from ∂U \A and let ǫ ≤ (32c)−1 dist(A, ∂U\
A). There exists C > 1 and L > 1 depending only on c and ǫ(diamA)−1, and there exists an
L-chordarc disk ∆ with the following properties.
(1) ∂∆ ⊂ U and ∆ ∩ ∂U = A,
(2) dist(z, ∂∆) ≤ 8ǫ for all z ∈ A,
(3) C−1 diamA ≤ dist(z′, ∂U) for all z′ ∈ ∂∆.
Proof. Consider the thickening Tǫ(A). By Remark 3.2, ∂Tǫ(A) consists of at most N components
in U , each being an L′-chordarc circle with N and L′ depending only on c and ǫ(diamA)−1.
The choice of ǫ implies that Tǫ(A) ∩ ∂U = A. Let D be the closure of R
2 \ V where V is the
unbounded component of R2 \ Tǫ(A). Observe that dist(x,A) ≤ 8ǫ for all x ∈ ∂D.
We claim that D∩∂U = A. Contrary to the claim, assume that there exists x ∈ (∂U \A)∩D.
Note that dist(x, ∂D) > 12 dist(A, ∂U \ A) as otherwise dist(x,A) < dist(A, ∂U \ A). Let y ∈ U
be exterior to D and satisfying dist(y,A) ≥ dist(A, ∂U \ A). Let γ be a c-cigar curve joining x
and y in U and let z ∈ ∂D ∩ γ. Then,
dist(A, ∂U \ A) > 16cǫ
≥ 2cdist(z,A)
≥ 2min{|x− z|, |y − z|}
≥ 2min{dist(x, ∂D),dist(y, ∂D)}
≥ dist(A, ∂U \ A)
which is a contradiction and the claim follows.
If D has only one component, then set ∆ = D and the proof is complete.
Suppose now that D has more than 1 components. Set D(0) and let D
(0)
1 , . . . ,D
(0)
n be the
components of D with 2 ≤ n ≤ N . For each i 6= j we have dist(D
(0)
i ,D
(0)
j ) ≥ δ0 diamA for some
δ0 > 0 depending only on c and ǫ(diamA)
−1. Set also U (0) = U \D(0). By Remark 2.9, U (0) is
c0-uniform for some c0 > 1 depending only on c and ǫ(diamA)
−1.
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Inductively, suppose that for some 0 ≤ i ≤ n− 1, D(i) is a union of n− i many Li-chord-arc
disks D
(i)
1 , . . . ,D
(i)
n−i such that
(1) ∂D(i) ⊂ U ,
(2) dist(∂D(i), ∂U) ≥ Ci diamA and dist(D
(i)
j ,D
(i)
j′ ) ≥ δi diamA,
(3) U (i) = U \D(i) is ci-uniform
for some Ci > 0, δi > 0, ci > 1 and Li > 1 depending only on c, ǫ(diamA)
−1 and i. Let
x ∈ ∂D
(i)
1 , y ∈ ∂D
(i)
2 and γ ⊂ U
(i) be a simple ci-cigar curve joining x with y. Applying Lemma
3.3 with E = γ and ǫ = (32ci)
−1min{δi, Ci} we have an L
′-chordarc disk D′ containing γ. Set
D
(i+1)
1 = D
(i)
1 ∪D
′∪D
(i)
2 , set D
(i+1)
j = D
(i)
j+1 for j = 2, . . . , n− i−1, set D
(i+1) =
⋃n−i−1
j=1 D
(i+1)
j ,
and set U (i+1) = U \D(i+1). Then,
(1) each D
(i+1)
j is a Li+1-chordarc disk with ∂D
(i+1)
j ⊂ U ,
(2) dist(∂D(i+1), ∂U) ≥ di+1 diamA,
(3) dist(D
(i+1)
j ,D
(i+1)
j′ ) ≥ δi+1 diamA and
(4) U (i+1) is ci+1-uniform
for some di+1 > 0, δi+1 > 0, ci+1 > 1 and Li+1 > 1 depending only on di, δi, ci and Li.
Set ∆ = D(n−1) and note that ∆ satisfies the desired properties with constants depending
only on c and ǫ(diamA)−1. 
The chordarc disk ∆ constructed in the proof of Lemma 3.7 is denoted by V (A,U, ǫ).
Remark 3.8. The construction of V (A,U, ǫ) involves creating curves in a neighborhood of A.
Hence, if A and A′ are mutually disjoint compact subsets of ∂U such that A ∩ ∂U \ A =
A′ ∩ ∂U \ A′ = ∅ and dist*(A,A′) is big compared to diamA and diamA′, then V (A,U, ǫ) ∩
V (A′, U, ǫ′) = ∅ for all ǫ ≤ (32c)−1 dist(A, ∂U \A) and ǫ′ ≤ (32c)−1 dist(A′, ∂U \ A′).
3.3. A weak form of uniform disconnectedness. Fix for the rest of §3.3 a c-uniform and
unbounded domain U ⊂ R2 whose boundary is bounded.
Here we consider a separation of ∂U that resembles the definition of uniform disconnectedness.
Given x ∈ ∂U and r > 0 we construct in Proposition 3.12 an L-chordarc disk ∆ that contains
x such that every point of ∂∆ has distance from ∂U at least a fixed multiple of r and
(1) either diam∆ is comparable to r,
(2) or ∆ contains a component of ∂U whose diameter is at least a fixed multiple of diam∆.
If the first condition was satisfied for all x and r, then ∂U would be uniformly disconnected.
Lemma 3.9. There exists C > 1 depending only on c such that for every non-degenerate
component A of ∂U and for every positive r ≤ C−2 diamA there exists A′ ⊂ ∂U containing
A and a bounded Jordan domain D ⊂ R2 such that, ∂D ⊂ U , D ∩ ∂U = A′ and
(3.1) C−1 dist(z,A) ≤ r ≤ C dist(z, ∂U) for all z ∈ ∂D.
Proof. By Proposition 2.8, A is a boundedK-quasicircle with K depending only on c. Therefore,
A satisfies the c1-bounded turning property for some c1 > 1 depending only on c. Set c2 =
max{c, c1}. We show that the lemma holds with C = (4c2)
2.
Fix r ≤ (4c2)
−2 diamA. Find ordered points x1, . . . , xn on A such that
r/2 ≤ |xi − xi+1| ≤ r
for all i = 1, . . . , n with the convention xn+1 = x1. For each i = 1, . . . n, join xi to xi+1 with a
c-cigar curve γi. On each γi, i = 1, . . . , n, let zi ∈ γi be a point such that
min{|zi − xi|, |zi − xi+1|} ≥ |xi − xi+1|/2 ≥ r/4.
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Join each zi to zi+1 with a c-cigar curve γ
′
i. As before, we conventionally set zn+1 = z1. Then,
|zi − zi+1| ≤ 2c2ǫ and diam γ
′
i ≤ 2(c2)
2r. The upper bound of r implies that γi ∪ γ
′
i ∪ γi+1 ∪
A(xi, xi+1) is contractible in R
2 \A for any i. In particular, γ′ =
⋃
γ′i separates A from ∞. Let
γ ⊂ γ′ be a simple closed curve homotopic to γ in U .
For the proof of (3.1) fix z ∈ γ and i ∈ {1, . . . , n} such that z ∈ γ′i. Then,
dist(z,A) ≤ |z − xi| ≤ diam γ
′
i + diam γi ≤ (2c2)
2r.
On the other hand, by Remark 2.7,
dist(z, ∂U) ≥ (c2)
−1min{dist(zi, ∂U),dist(zi+1, ∂U)} ≥ (c2)
−2r/2
and the proof is complete. 
Remark 3.10. Note that diam γi ∪ γ
′
i ∪ γi+1 ∪A(xi, xi+1) ≤ Cr. Therefore, if A1 ⊂ A
′ and
A1 6= A, then diamA1 ≤ Cr ≤ C
−1 diamA.
Given a non-degenerate component A of ∂U and r < C−2 diamA we set N1(A, r) to be a
set A′ ⊂ ∂U as in the statement of Lemma 3.9. Moreover, if γ is a simple closed curve as in
Lemma 3.9 associated to A′ = N1(A, r), let D1(A, r) be the L(r)-chordarc disk containing γ as
in Lemma 3.3 with ǫ = r/24. Although L(r) may be large, arguments similar to that of Lemma
3.5 show that D1(A, r) is a K
′-quasidisk for some K ′ > 1 depending only on c.
The next lemma provides us with a different kind of a neighborhood where the radius r is big
compared to the diameters of the components of ∂U in a r-neighborhood of A.
Lemma 3.11. Let A be a component of ∂U , let x ∈ A and let r > 8 diamA be such that every
component A′ of R2 \U intersecting B2(x, r) satisfies diamA ≤ c′r for some c′ > 1. Then, there
exists C ′ > 1 depending only on c and c′, and there exists a simple closed curve γ separating A
from ∞ satisfying
(3.2)
r
2(C ′)2
≤
dist(z, ∂U)
2C ′
≤
r
2
≤ diam γ ≤ C ′r for all z ∈ γ.
Proof. The proof follows closely that of Lemma 2.2 in [Mac99].
Let A1, · · · , An be the components of ∂U \ A intersecting ∂B
2(x, r) such that diamAi ≥
(16c)−1r. By Lemma 4.7, n is bounded by a constant depending only on c and c′. For each i =
1, . . . , n let Di be the Jordan domain given by Lemma 3.9 for Ai and ri = (2C)
−1min{diamAi, r}
where C is the constant of Lemma 3.9. Note that
(32Cc)−1r ≤ ri ≤ (2C)
−1r.
Let V be the component of B2(x, r) \
⋃
Di that contains x. By the uniformity of U and
the choice of ri, there exists at least one nontrivial component in ∂B
2(x, r) ∩ V . Suppose that
V ∩ ∂B2(x, r) = Γ1 ∪ Γ2 ∪ · · · where each Γi is an open subarc of ∂B
2(x, r).
If diamΓi < (2c)
−1r, then let Γ′i be a c1-cigar curve joining the endpoints of Γi.
Assume now that diamΓi ≥ (2c)
−1r. Let y1, . . . , yni be consecutive points on Γi such that y1
and yni are the endpoints of Γi and
(8c)−1r ≤ |yj − yj+1| ≤ (4c)
−1r.
Set w1 = y1 and wni = yni . If dist(yj , ∂U) > (32c)
−1r for some j = 2, . . . , ni − 1 set wj = yj.
Otherwise, take zj ∈ ∂U such that |yj − zj | = dist(yj , ∂U). By the porosity of ∂U there
exists wj ∈ U ∩ ∂B
2(zj , (16c)
−1r) satisfying the third conclusion of Proposition 2.8. Then,
|wj − wj+1| ≤ 6(16c)
−1r. For each j = 2, . . . , ni let γj be a c-cigar curve in U joining wj−1
with wj and let Γ
′
i =
⋃ni
j=1 γj . The distance estimates above imply that Γ
′
i is homotopic to Γi
in R2 \ {x}.
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Thus, we obtain a closed curve
Γ = (∂V ∩B2(x, r)) ∪
⋃
i∈N
Γ′i
that is homotopic to ∂B2(x, r) in R2 \ {x}. The conclusions of Lemma 3.11 are satisfied by
taking γ ⊂ Γ to be a simple closed curve that is homotopic to Γ in R2 \ {x}. 
For the rest of the paper, Lemma 3.11 is applied with c′ = C2 where C is the constant of
Lemma 3.9. Given a component A of ∂U and r > 8 diamA, if γ is as in Lemma 3.11, then we
denote by N2(A, r) the subset of ∂U that is enclosed by γ. Moreover, applying Lemma 3.3 for
E = γ and ǫ = (3C ′)−1 (C ′ is as in Lemma 3.11), there exists an L-chordarc disk D2(A, r) that
contains N2(A, r) with L depending only on c.
Lemma 3.9 and Lemma 3.11, combined, yield the next proposition.
Proposition 3.12. Let x ∈ ∂U , let Ax be the component of ∂U that contains x and let r > 0.
(1) If B(x, r) intersects a non-degenerate component A of ∂U with diameter at least C2r,
then x is contained in a set N1(A, r).
(2) If r ≤ 8 diamAx, then x is contained in a set N1(Ax,
1
8C2 r).
(3) If r > 8 diamAx and B(x, r) intersects only components of ∂U with diameters less than
C2r, then x is contained in a set N2(Ax, r).
Given a non-degenerate component A of ∂U , a set N1(A, r) is always defined (though not
uniquely) when r is sufficiently small compared to diamA. On the other hand, a set N2(A, r)
is not defined for r which are small compared to diamA, and even when r is large, it still may
not be defined.
The properties of the sets Ni(A, r) and Di(A, r) are summarized in the next lemma.
Lemma 3.13. Let A be a component of ∂U , let r > 0 and let M > 1. There exists c′ > 1
depending only on c, there exists c′′ depending only on c and r, and there exists M ′ depending
only on c and M with the following properties.
(1) Suppose that a set N1(A, r) is defined. Then, every component of R
2 \ N1(A, r) is c
′-
uniform. Moreover, if ∂U isM -relatively connected, then each component of R2\N1(A, r)
has M ′-relatively connected boundary.
(2) Suppose that a set N1(A, r) is defined. Then, every component of D1(A, r)\N1(A, r) is c
′′-
uniform. Moreover, if ∂U is M -relatively connected, then each component of D1(A, r) \
N1(A, r) has M
′-relatively connected boundary.
(3) Suppose that a set N2(A, r) is defined. Then all the components of R
2 \N2(A, r) are c
′-
uniform. Moreover, if ∂U isM -relatively connected, then each component of R2\N2(A, r)
has M ′-relatively connected boundary.
(4) Suppose that a set N2(A, r) is defined. Then all the components of D2(A, r)\N2(A, r) are
c′-uniform. If ∂U is M -relatively connected, then each component of D2(A, r) \N2(A, r)
has M ′-relatively connected boundary.
Proof. We show (1) and (2). The proofs of (3) and (4) are similar. As every quasidisk is uniform
with relatively connected boundary, it is enough to show (1) for the unbounded component and
(2) for the component of D1(A, r) \N1(A, r). whose boundary contains ∂D1(A, r). For the rest
of the proof, C is the constant of Lemma 3.9.
To prove (1), let U ′ be the unbounded component of R2 \N1(A, r). Note that
(3.3) diam ∂U ′ = diamN1(A, r) = diamA+ rC ≤ diamA(1 + C
−1) ≤ 2 diamA.
To show uniformity of U ′, fix x, y ∈ U ′. If x, y ∈ R2 \D1(A, r), then uniformity follows from
the fact that D1(A, r) is a K-quasidisk for some K depending only on c. If x ∈ D1(A, r) and
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y ∈ R2 \ D1(A, r), then join x to a point z ∈ ∂D1(A, r) with a c-cigar curve γ1 ⊂ D1(A, r)
using uniformity of U and then z to y with a c′-cigar curve γ2 ⊂ R
2 \D1(A, r) using uniformity
of R2 \D1(A, r). Since dist(z,N1(A, r)) > d|x − z| for some d depending only on c, the curve
γ = γ1∪ γ2 is c
′′-cigar for some c′′ depending only on c. Finally, if x, y ∈ D1(A, r), then x, y ∈ U
and we use the uniformity of U .
Suppose now that ∂U is M -relatively connected. Let x ∈ ∂U ′ and R > 0. We consider three
cases.
Case 1: R > 2 diamA. By (3.3), B
2
(x,R) = ∂U ′.
Case 2: 2C−1 diamA < R ≤ 2 diamA. By (3.1), dist(x,A) ≤ C−1 diamA. Thus,
∅ 6= (B
2
(x,R) \B(x,R/4)) ∩A ⊆ (B
2
(x,R) \B(x,R/4)) ∩ ∂U ′.
Case 3: R ≤ 2C−1 diamA. If B(x,R) intersects A, then B(x,R) \ B(x,R/3) also intersects
A and, consequently, ∂U ′. Suppose now that B(x,R) does not intersect A. By (3.1), we have
R < dist(x,A) ≤ rC. Now (3.1) implies that B(x,R) ∩ ∂U ′ = B(x,R) ∩ ∂U and relative
connectedness follows from the relative connectedness of ∂U .
To prove (2), let U ′′ be the bounded domain with boundary ∂D1(A, r) ∪ N1(A, r). The
uniformity of U ′′ follows from (1) and Remark 2.9. If ∂U is relatively connected, for the relative
connectedness of ∂U ′′ we work as above. 
3.4. Total separation of ∂U . For the rest of §3.4, fix an unbounded c-uniform domain U ⊂ R2
with bounded boundary.
Fix ǫ ∈ (0,diam ∂U ). For each point x ∈ ∂U let Dix(Bx, rx) be as in Proposition 3.12 where
ix ∈ {1, 2}, rx ∈ {80cǫ, 10cǫ} and Bx is a component of ∂U (which may or may not contain x).
Set γx = ∂Dix(Bx, rx) and note that dist(γx, ∂U) ≥ 10ǫ.
Define G =
⋃
x∈∂U γx. Then, dist(G, ∂U) ≥ 10ǫ. The boundary of Tǫ(G) is a finite disjoint
union of polygonal Jordan curves each of which has edges in G1ǫ and is at least distance ǫ from
∂U . Define
G = {D : D is a bounded Jordan domain whose boundary is a component of ∂Tǫ(G)}.
Note that two elements of G are either disjoint or one is contained in the other. An element D
of G is called minimal if for all D′ ∈ G , D′ ⊂ D implies D′ = D.
For each component A of ∂U let DA be the minimal element of G that contains A and D˜A be
the maximal element in {DA′ : A
′ is a component of ∂U} that contains A, that is, if D˜A ⊂ DA′
for some component A′ of ∂U , then DA′ = D˜A. Let D1, . . . ,Dn be the elements of the set
{D˜A : A is a component of ∂U} and let Ai = ∂U ∩Di. Note the following.
The following lemma summarizes the properties of the domains Di and the sets Ai.
Lemma 3.14. Let ǫ ∈ (0,diam ∂U ) and let D1, . . . ,Dn and A1, . . . , An be as above.
(1) There exists universal N0 > 1 such that n ≤ N0(1 + ǫ
−1 diam ∂U)2.
(2) For all i = 1, . . . , n
ǫ+ sup
A
diamA ≤ diamDi ≤ 80c
2
(
ǫ+ sup
A
diamA
)
where the supremum is taken over all components A of Ai.
(3) Each Di is an L-chordarc disk for some L depending only on ǫ
−1 diamDi and c.
(4) If ∂U is M -relatively connected, then there exists M ′ > 1 depending only on M and c
such that each Ai has size at least ǫ/M .
(5) For all i 6= j, dist(Di,Dj) ≥ ǫ.
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Proof. Property (1) follows by the doubling property of R2.
For (2), the lower bound follows from the fact that for each z ∈ ∂Di, dist(z, ∂U) ≥ ǫ. For the
upper bound note that for each x ∈ Ai we have
diamDi ≤ diamDix(Ax, rx) ≤ c((80c)ǫ + diamAx).
Property (3) follows from the (1) and Lemma 3.3. Properties (4) and (5) follow almost
immediately from the definitions. 
4. Quasisymmetric and bi-Lipschitz extension for a class of finitely connected
domains
The classical Scho¨nflies theorem states that every embedding of S1 in R2 extends to a homeo-
morphism of R2. Beurling and Ahlfors, in their celebrated paper [BA56], proved the quasisym-
metric version of Scho¨nflies theorem and, later, Tukia proved the bi-Lipschitz version.
Theorem 4.1. [BA56, Tuk80] If f : S1 → R2 is η1-quasisymmetric (resp. L1-bi-Lipschitz),
then it extends η2-quasisymmetrically (resp. L2-bi-Lipschitzly) to R
2 with η2 depending only on
η1 (resp. L2 depending only on L1).
Remark 4.2. In the quasisymmetric case (resp. bi-Lipschitz case) of Theorem 4.1, S1 can be
replaced by any K-quasicircle (resp. λ-chordarc circle) with η′ depending only on η and K (resp.
L′ depending only on L and λ).
Theorem 4.1 was generalized for annuli in R2 and annuli in higher dimensions with controlled
topology and geometry by Sullivan [Sul79]. For the proof of the following theorem see Theorem
3.12, Theorem 5.8 and §5.9 in [TV81].
Theorem 4.3. Let D1 ⊂ D2 ⊂ R
2 be two disjoint bounded Jordan domains
(4.1) C−1 diamD2 ≤ diamD1 ≤ C dist(∂D2,D1)
for some C > 1. Let also f : ∂D1∪∂D2 → R
2 be a homeomorphism that admits a homeomorphic
extension on D2 \D1.
(1) If D1 and D2 are K-quasidisks and if f is η1-quasisymmetric, then f admits an η
′-
quasisymmetric extension on D2 \D1 with η2 depending only on K, η1 and C.
(2) If D1 and D2 are L-chordarc disks and if f is L1-bi-Lipschitz, then f admits an L2-bi-
Lipschitz extension on D2 \D1 with L2 depending only on L, L1 and C.
If D1 ⊂ D2 ⊂ R
n and D′1 ⊂ D
′
2 ⊂ R
n are n-cubes satisfying (4.1) and if f : ∂D1 ∪ ∂D2 →
∂D′1 ∪ ∂D
′
2 is L-bi-Lipschitz that admits a homeomorphic extension on D2 \D1, then f admits
an L′-bi-Lipschitz extension on D2 \D1 with L
′ depending only on L and n.
In §4.1 we use Carleson’s method to show that S1, in the bi-Lipschitz case of Theorem 4.1,
can be replaced by quasicircles. In §4.2 we extend Theorem 4.1 and Theorem 4.3 for the class
of finitely connected uniform domains.
4.1. Bi-Lipschitz extensions to quasidisks. The main result of §4.1 is the following lemma.
Lemma 4.4. Let D be a K-quasidisk and let f : ∂D → R2 be an L-bi-Lipschitz embedding.
Then, there exists an L′-bi-Lipschitz extension fD : D → R
2.
For the rest of §4.1, for two positive quantities A,B we write A . B if there exists constant
C∗, depending only on K and L such that A ≤ C∗B. We write A ≃ B if A . B and B . A.
For the case that D is unbounded we make the following observation that is also used in §7; the
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proof is straightforward and is left to the reader. Given x0 ∈ R
2, define Ix0 : R
2\{x0} → R
2\{0}
to be the inversion map given by
Ix0(x) =
x− x0
|x− x0|2
.
Remark 4.5. Let E ⊂ Rn be non-degenerate, x0 ∈ E and f : E → R
n be L-bi-Lipschitz. Then,
the map g : Ix0(E \ {x0})→ R
n given by
g = If(x0) ◦ f ◦ I
−1
x0 |Ix0(E\{x0})
is L′-bi-Lipschitz with L′ depending only on L.
Before the proof we make some definitions.
Suppose that Γ is a Jordan curve in R2 with some fixed orientation. Given a set of points
{p1, . . . pn} ⊂ Γ we say that pi and pj are neighbors in the set {p1, . . . pn} if one of the two
subarcs of Γ\{pi, pj} contains no point from {p1, . . . , pn}. Such a subarc is denoted by Γ(pi, pj).
Moreover, we say that pi is on the right of pj in the set {p1, . . . pn} if pi and pj are neighbors
and, under the orientation of Γ, pj and pi are the starting and ending, respectively, points of
Γ∞(pi, pj). We say that pi is on the left of pj if pj is on the right of pi.
Proof of Lemma 4.4. By Remark 4.5, we only need to prove the lemma in the case that D is
bounded. After rescaling, we may further assume that diamD = diamD′ = 1. Set Γ∞ = ∂D,
Γ′∞ = f(∂D) and fix an orientation for Γ∞. Through f , an orientation for Γ
′
∞ is also defined.
The curve Γ′∞ is a bounded K
′-quasicircle for some K ′ depending only on K and L.
Let D′ ⊂ R2 be the bounded domain that is bounded by Γ′∞. Then, both D and D
′ are
c-uniform domains for some c > 1 depending only on K and L. Moreover, we may assume that
both Γ∞ and Γ
′
∞ are C-bounded turning for some C depending only on K and, for simplicity,
we assume C = c. Fix points x0 ∈ D and x
′
0 ∈ D
′ such that
dist(x0,Γ∞) ≥ (4c)
−1 and dist(x′0,Γ
′
∞) ≥ (4c)
−1.
The existence of these points follows from Proposition 2.8.
Recall the definitions of square thickenings Tδ(E) from §3.1. For each m ∈ N, let Dm (resp.
D′m) be the component of R
2 \ Tǫm(Γ∞) (resp. R
2 \ Tǫm(Γ
′
∞)) that contains x0 (resp. x
′
0) where
ǫm = 2
−lm and l is an integer such that 2l ≥ 2c. For each m ∈ N set Γm = ∂Dm. Choosing l
appropriately, we may assume that, for each m ∈ N, Dm ⊂ Dm+1 ⊂ D and dist(Dm,Γm+1) ≥
2−l(m+1) and similarly for the domains D′m.
Choose points x1, . . . , xk ∈ Γ∞, following its orientation, such that
16c3 ≤ |xi − xi+1| ≤ 32c
3
with the convention xn+1 = x1. Note that k ≤ N for some N ∈ N depending only on c.
For each i ∈ {1, . . . , k} let yˆi ∈ Γ1 be a point closest to xi. Now join xi to yˆi with a c-cigar
curve σi. For each σi we construct a infinite polygonal line γi as follows. For each z ∈ γi let
Σ(z) be the union of all squares in G2−l(z) that contain z where l(z) is the smallest integer such
that 2−l(z) ≤ ǫ1 and 2
−l(z) ≤ 16 dist(z,Γ∞). Let γi be a subarc in the boundary of
⋃
z∈σi
Σ(z)
that connects xi with Γ1 and is entirely contained (except for its endpoints) in D \D1. Denote
by yi the endpoint of γi which is on Γ1. Note that the infinite polygonal lines γi are mutually
disjoint and that dist(γi, γj) & 1 when i 6= j.
Next, for each n ∈ {2, 3, · · · }, we modify γi close to its intersection points with Γn. We start
with Γ2.
Let T2 be the union of all squares in Gǫ2/4 that intersect with Γ2. Note that ∂T2 consists of
exactly two Jordan curves; one contained in D2, the other contained in D1 \D2. Let pi and qi
be the points of γi ∩ ∂T2 such that the part of γi joining xi with pi is entirely in D2 while the
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part of γi joining yi with qi is entirely in D1 \D2. Let qˆi be the flat vertex (i.e. qˆi is the common
vertex of two co-linear edges) on the component of ∂T2 containing qi that is closest to pi and
let τ1 be the shorter in diameter subarc of T2 joining qi with qˆi. Let ti be the flat vertex of Γ1
closest to qˆi and τ2 be the line segment [ti, qˆi]. Let pˆi be the flat vertex on the component of
∂T2 containing pi that is closest to ti and let τ3 be the line segment [ti, pˆi] Finally, let τ4 be the
shorter in diameter subarc of T2 joining qi with qˆi. Replace γi(pˆi, qi) with
⋃4
i=1 τi and note that
γi intersects Γ2 orthogonally and their intersection is only one point ti which we denote for the
rest by yi1.
Similarly, we modify γi close to its intersection points with Γk. We denote by yi1n−1 the
unique intersection point of Γn and γi.
We proceed inductively. Assume that for somem ∈ N, we have defined points xw ∈ Γ∞, curves
γw and points yw1l where w ∈ N
m is a finite word. Fix xw and xu such that |w| = |u| = m and
xw is on the left of xu in the collection {xv : |v| = m}. Choose points xwi in Γ
(w)
∞ = Γ∞(xw, xu),
with i = 1, . . . , Nw+1, following the orientation of Γ∞ such that xw1 = xw, xw(Nwi+1) = xu and
for each i = 1, . . . , Nwi
4c(2c)3−2m ≤ |xwi − xw(i+1)| ≤ 8c(2c)
3−2m .
Note that Nw ≤ N0 where N0 depends only on c. Without loss of generality, we assume for the
rest that N = N0.
For i ∈ {2, . . . , Nwi} and m ≥ |w|+2, let yˆwi be a point of Γ|w|+1 closest to xwi and let σwi be
a c-cigar curve joining xwi with yˆwi. Construct γwi as before and let ywi be the point on Γ|w|+1
such that the part of γwi connecting xwi with ywi is entirely in D \D|w|+1. As before, for each
k ∈ N, we modify γwi close to its intersection points with Γ|w|+1+k and denote with ywi1k the
unique intersection point of γwi and Γ|w|+1+k.
LetW be the set of finite words w formed by letters {1, . . . , N} for which xw has been defined.
Let also Wk be the set of words w ∈ W whose length is k. Again, numbers ǫm have been chosen
so that
dist(γw, γu) & min{diam γw, γu} ≃ min{ǫw, ǫu}.
Fix w ∈ W and let xu be on the left of xw in the collection {xv : |v| = |w|}. Define Qw to
be the Jordan domain bounded by subarcs of γw, γu, Γ|w| and Γ|w|+1. Set Q = {Qw : w ∈ W}.
Then, for each Qw there exists lw ∈ N such that ∂Qw is a poygonal arc with edges in G
1
2−lw
and
diamQw ≃ 2
−lw . Moreover, the distance of each Qw from Γ∞ is comparable to its distance from
xw. Therefore,
(1) each Qw ∈ Q is an L1-chordarc disk with L1 ≃ 1,
(2) dist(Qw, xw) ≃ dist(Qw, ∂U) ≃ diamQw.
Using now the points x′w = f(xw) and working as above, we obtain a Whitney-type decom-
position Q′ of D′ that is combinatorially equivalent to Q and satisfies properties (1) and (2)
above. Since f is L-bi-Lipschitz, for each w ∈ W,
diamQw ≃ diamΓ
(w)
∞ ≃ diam f(Γ
(w)
∞ ) ≃ diamQ
′
w.
We can now extend f to the 1-skeleton of the decomposition
f :
⋃
w∈W
∂Qw →
⋃
w∈W
∂Qw
so that f |∂Qw : ∂Qw → ∂Q
′
w is an L2-bi-Lipschitz homeomorphism. By Theorem 4.1, each
f |∂Qw can be extended to an L3-bi-Lipschitz f : Qw → Q
′
w. Therefore, the map f : D → D
′ is
L4-BLD and, by Lemma 2.2, f is L5-bi-Lipschitz with constants L2, . . . , L5 depending only on
L and K. 
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4.2. Extension for a class of finitely connected domains. Let L ≥ 1, K ≥ 1 and d ≥ 1.
Denote by QC (K, d) (resp. C A (L, d)) the collection of planar bounded domains U ⊂ R2 whose
boundary consists of mutually disjoint K-quasicircles (resp. L-chordarc circles) with mutual
distances and diameters bounded below by d−1 diamU . Let also CA ∗(L, d) be the collection
of bounded domains U ⊂ R2 whose boundary consists of mutually disjoint L-chordarc circles
with mutual distances bounded below by d−1 diamU . Note that C A (L, d) ( C A ∗(L, d) and
C A (L, d) ( QC (L2, d).
The following proposition, which is the main result of this section, generalizes Theorem 4.1
and is a special case of Theorem 1.1.
Proposition 4.6. Let U ⊂ R2 be a bounded domain and let f : ∂U → R2 be an embedding that
can be extended homeomorphically to U .
(1) If U ∈ QC (K, d) and f is η1-quasisymmetric, then f extends to an η2-quasisymmetric
embedding of U with η2 depending only on η1, K and d.
(2) If U ∈ C A ∗(L, d) and f is L1-bi-Lipschitz, then f extends to an L2-bi-Lipschitz embed-
ding of U with L2 depending only on L1, K and d.
We start by showing that domains in QC (K, d) and C A ∗(L, d) are finitely connected quan-
titatively. Although this claim follows almost immediately from the doubling property of R2,
with a little more effort, one can show the following stronger and more general result.
Lemma 4.7. For each n ∈ {2, 3, . . . , }, c > 1 and d > 1 there exists N > 1 depending only
on n, c and d that satisfies the following property. If U1, . . . , Um ⊂ R
n are disjoint c-uniform
domains of mutual relative distances at most d, then m ≤ N .
Proof. Let U1, . . . , Um ⊂ R
n be mutually disjoint c-uniform domains of mutual relative distances
at most d. The proof is divided in two cases.
Case 1. Assume first that at least one of the Ui is bounded. In particular, assume that Um
is bounded and that it has the smallest diameter among the Ui. Applying a dilation, we may
further assume that diamUm = 1. Fix a point z0 ∈ Um. Since dist
*(Ui, Um) ≤ d, every domain
Ui intersects B
n(z0, 2d).
We claim that for each i ∈ {1, . . . ,m}, there exists xi ∈ Ui such that
Bn(xi, (4c)
−1) ⊂ Ui ∩B
n(z0, 4d).
To prove the claim, suppose first that Ui is contained entirely in B
n(z0, 4d). Then, the claim
follows from Proposition 2.8(3) and the fact that diamUi ≥ 1. Suppose now that Ui has a point
yi ∈ R
n\Bn(z0, 4d). Then, there exists a point y
′
i ∈ Ui∩B
n(z0, 2d) and a c-cigar curve γi joining
yi with y
′
i. Fix a point xi ∈ γi ∩ ∂B
n(z0, 3d) and note that the John property of γi implies that
Bn(xi, d/c) ⊂ Ui which completes the proof of the claim.
By the doubling property of Rn, there exists some c0 > 1 depending only on n such that
the ball Bn(z0, 4d) contains at most N = c0(4d/(4c)
−1)n = c0(16cd)
n mutually disjoint balls of
radius at least (4c)−1. Therefore, m ≤ c0(16cd)
n.
Case 2. Assume that all Ui are unbounded. Fix a point z0 ∈ R
n and let r > 0 be such
that Bn(z0, r) ∩ Ui 6= ∅ for all i ∈ {1, . . . ,m}. As with Case 1, we can show that, for each
i ∈ {1, . . . ,m}, there exists xi ∈ Ui such that B
n(xi, r(2c)
−1) ⊂ Ui ∩ B
n(z0, 2r). Now, the
doubling property of Rn yields m ≤ c0(4c)
n. 
Corollary 4.8. For each c > 1 and d > 1 there exists N > 1 depending only on c and d such
that every domain in QC (c, d) ∪ C A ∗(c, d) has at most N boundary components.
For the rest of §4.2, set U0 = (−1, 1) × (−1, 1) and for each m ∈ N and k ∈ {1, . . . ,m} set
Sm,k = [
4k − 2m− 3
2m+ 1
,
4k − 2m− 1
2m+ 1
]× [
−1
2m+ 1
,
1
2m+ 1
]
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and
Um = U0 \
m⋃
k=1
Sm,k.
The next lemma is a uniformization result for domains in QC (K, d) and C A (L, d), and allows
us to reduce the proof of Proposition 4.6 to the case U = Um.
Lemma 4.9. Each U ∈ QC (K, d) (resp. U ∈ C A (L, d)) is η-quasisymmetric (resp. (L′,diamU)-
quasisimilar) to Um for some 0 ≤ m ≤ N with η and N depending only on K and d (resp. N
and L′ depending only on L and d).
For the proof of the lemma recall that a dyadic n-cube D ⊂ Rn is a set
D = [i12
k, (i1 + 1)2
k]× · · · × [in2
k, (in + 1)2
k]
where k, i1, . . . , in ∈ Z. If n = 2, D is called a dyadic square.
Proof of Lemma 4.9. The lemma is immediate if U is simply connected. Suppose now that
U = D0 \ (D1 ∪ · · · ∪Dm) where
(1) D1, . . . ,Dm are mutually disjoint subsets of D0,
(2) each Di is a K-quasidisk with diamDi ≥ d
−1 diamU
(3) dist(∂Di, ∂Dj) ≥ d
−1 diamU for each i, j ∈ {0, . . . ,m} with i 6= j.
By Corollary 4.8, m ≤ N for some N ∈ N depending only on K and d (resp. L and d).
Assume first that U ∈ C A (L, d). Applying a (diamU,L1)-quasisimilarity, with L1 depending
only on L, we may assume that D0 = U0. By Lemma 3.3, there exists L2 > 1 depending only on
L and d such that for each i = 1, . . . ,m there exists an L2-chordarc disk D
′
i containing Di such
that (24d)−1 ≤ dist(z, ∂Di) ≤ (3d)
−1. Moreover, each Di contains a dyadic square Si with side-
length 2−m0 where m0 is the smallest integer such that 2
−m0 ≤ min{(4Ld)−1, log(2N−1)/ log 2}.
Note that both dist(∂Di, Si) and diamSi are bounded below by δ for some δ ∈ (0, 1) depending
only on L and d.
There exists L3 depending only on L, d such that, for each i = 1, . . . ,m, there exists an
L3-bi-Lipschitz mapping fi : ∂D
′
i ∪ ∂Di → ∂D
′
i ∪ ∂Si with fi|∂D′i = Id and fi(∂Di) = ∂Si. By
Theorem 4.3, each fi can be extended to an L4-bi-Lipschitz mapping fi : D′i \Di → D
′
i \ Si
with L4 depending only on L and d. Moving the squares Si around and properly dilating them,
we can map D0 \ (
⋃n
i=1 Si) bi-Lipschitzly onto Un. Since there are at most (2
2m0+2)! different
configurations for the position of the squares S1, . . . , Sn inside D0, the bi-Lipschitz constant of
the latter map depends at most on L and d.
The proof of the quasisymmetric case follows similarly by Theorem 4.3. 
Proof of Proposition 4.6. Since the embedding f in both cases can be extended homeomorphi-
cally to U , there exists a domain U ′ ⊂ R2 such that ∂U ′ = f(∂U) and f can be extended to a
homeomorphism of U onto U ′. Proposition 4.6 follows immediately from Theorem 4.1 if U is
simply connected. For the rest, we assume that ∂U has at least two components.
By Lemma 4.7, U = D0 \
⋃m
i=1Di where D0, . . . ,Dm are Jordan domains and the sets
∂D0,D1, . . . ,Dm are mutually disjoint . Here m ≤ N for some N depending only on K and d.
For each i = 0, . . . ,m, let D′i be the unique Jordan domain such that f(∂Di) = ∂D
′
i.
Suppose first that U ∈ QC (K, d) and that f is η1-quasisymmetric. Then, U
′ ∈ QC (K ′, d′)
for some K ′ depending only on K and η1, and some d
′ depending only on d and η1. By Lemma
4.9, we may assume that U = U ′ = Um. Moreover, applying a λ-bi-Lipschitz homeomorphism of
Um onto itself with λ > 1 depending only on N , we may assume that f maps ∂Sm,k onto ∂Sm,k.
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If m = 1, it follows from Theorem 4.3. Assume now that m ≥ 2. Let
S ′0 =
[
1/2
2m+ 1
− 1, 1 −
1/2
2m+ 1
]2
and for each k = 1, . . . ,m let
S ′m,k =
[
4k − 2m− 7/2
2m+ 1
,
4k − 2m− 1/2
2m+ 1
]
×
[
−
3/2
2m+ 1
,
3/2
2m+ 1
]
so that Sm,k ⊂ S
′
m,k ⊂ S
′
0 ⊂ (−1, 1)
2 for each k = 1, . . . ,m. Extend f to ∂S ′0 and to each S
′
m,k
with identity and note that the new embedding, which we still denote by f , is η′1-quasisymmetric
with η′1 depending only on η1 and d.
Applying Theorem 4.3 on the interior of each S ′k,m \ Sk,m we obtain η
′′
1 -quasisymmetric ex-
tensions Fk on S
′
k,m \ Sk,m with η
′′
1 depending only on K, d and η1. Similarly, we obtain an
η′′′1 -quasisymmetric extension F0 on [−1, 1]
2 \ S ′0. The map
F : Um → Um with F (x) =


F0(x), if x ∈ (−1, 1)2 \ S ′0
x, if x ∈ S ′0 \
⋃
k S
′
m,k
Fk(x), if x ∈ S
′
m,k \ Sm,k
is K ′′-quasiconformal for some K ′′ depending only on K, η1 and d. By Lemma 2.10, F is
η2-quasisymmetric, for some η2 depending only on K, η1 and d.
Suppose now that U ∈ C A ∗(L, d) and f : ∂U → R2 is L1-bi-Lipschitz and can be extended
homeomorphically to U . Then, U ′ ∈ C A (L, d) for some L′ depending only on L1 and η, and
some d′ depending only on L1 and d. Unlike the quasisymmetric case, we can not use Lemma
4.9 immediately as the ratio of diameters between components of ∂U may be arbitrarily close
to zero.
For each i = 1, . . . ,m, let ki be the maximal integer such that
diamDi ≤ 2
−ki−3(L1d)
−1 diamU.
If ki ≤ 1, then diamDi ≥
1
32L1d
diamU and set ∆i = Di and ∆
′
i = D
′
i.
Suppose that ki ≥ 2. Set δi = 2
−ki−3(L1d)
−1 diamU . Fix a point x ∈ ∂Di and let x
′ =
f(x) ∈ ∂Di. For each j = 1, . . . , ki define Di,j = B
2(x, 2jδi) and D
′
i,j = B
2(x′, 2jδi). Set now
∆i = Di,ki and ∆
′
i = D
′
i,ki
.
Note that dist(∆i,∆k) and dist(∂D0,∆k) are at least a fixed multiple if (C0d)
−1 diamU for
some universal C0. Hence, U˜ = D0 \
⋃m
i=1∆i is in C A (C0d, L). Since f is bi-Lipschitz, the
domain U˜ ′ = D′0 \
⋃m
i=1∆
′
i is in C A (C
′d, L) for some C ′ depending only on L.
Fix now i such that ki ≥ 2. For each j = 1, . . . , ki, define f |∂Di,j by translations. Applying
Theorem 4.3 repeatedly on each annulus, we can now extend f bi-Lipschitz to ∆i \Di. We now
have a bi-Lipschitz map f : ∂U˜ → U˜ ′. Using Lemma 4.9 and working as in the quasisymmetric
case, we obtain a bi-Lipschitz extension f : U˜ → U˜ ′. Now, f is BLD on U and, by Lemma 2.2,
f is bi-Lipschitz. 
4.3. A higher dimensional extension. It is well known that in higher dimensions, Theorem
4.1 fails in the quasisymmetric and the bi-Lipschitz class, even under strong topological assump-
tions. In particular, Tukia [Tuk80, §15] constructed a bi-Lipschitz embedding of S2 into R3 that
can be extended as a homeomorphism of R3 but not as a quasisymmetric homeomorphism of
R3. In this subsection we work with a much simpler setting. For d > 1 denote by Cn(d) the
collection of domains U ⊂ Rn whose boundary components are boundaries of n-cubes of mutual
distances bounded below by d−1 diamU .
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Proposition 4.10. Let U ∈ Cn(d) and f : ∂U → R
n be an L-bi-Lipschitz map that is a
similarity on each component of ∂U and that extends homeomorphically to U . Then f extends
L′-bi-Lipschitzly to U with L′ depending only on L, d and n.
For the proof of Proposition 4.10, we say that two cubes are concentric if they have the same
center and parallel edges.
Proof of Proposition 4.10. We only give a sketch of the proof as it is similar to that of Proposition
4.6. Since f extends to U , there exists a domain U ′ ⊂ Rn whose boundary is a union of disjoint
cubes such that f maps ∂U on ∂U ′ and any homeomorphic extension to U maps U on U ′. By
the doubling property of Rn, there exists N ∈ N depending only on n and d such that ∂U has
at most N components. In particular, U = D0 \
⋃m
i=1Di and U
′ = D′0 \
⋃m
i=1D
′
i where Di and
D′i are open n-cubes and m ≤ N .
For each i = 1, . . . ,m, let ki be the maximal integer such that
diamDi ≤ 2
−ki−3(L1d)
−1 diamU.
If ki < 2, set ∆i = Di. Otherwise, let Di,j be nested concentric cubes (with same center as Di)
and set ∆i = Di,ki . We define similarly ∆
′
i. Applying Theorem 4.3 on each cubical annulus, we
reduce the proof to extending a bi-Lipschitz map f : ∂D0 ∪
⋃m
i=1∆i → ∂D
′
0 ∪
⋃m
i=1∆
′
i. Now,
applying a uniformization result like Lemma 4.9, we may assume that D0 = D
′
0 and ∆i = ∆
′
i
for all i = 1, . . . ,m.
Note that D0 \
⋃m
i=1∆i ∈ Cn(c0d) for some universal c0. Let D˜0 be a cube concentric with D0,
contained in D0 such that dist(∂D˜0, ∂∆0) =
1
10 (c0d)
−1 diamD0. For each i = 1, . . . ,m define D˜i
to be a cube concentric with ∆i, that contains ∆i such that dist(∂D˜i, ∂∆i) =
1
10 (c0d)
−1 diamD0.
Extend f as an identity on D˜0 \
⋃m
i=1 D˜i. Now use Theorem 4.3 to extend f to the annulus
D0 \ D˜0 and the annuli D˜i \∆i for i = 1, . . . ,m. 
5. First reduction: perfect boundary
In this section, we reduce the proof of Theorem 1.1 to the case that ∂U is a perfect set, and
the proof of Theorem 1.3 to the case that E is perfect.
Let E ⊂ Rn be a closed set. For each isolated point x ∈ E let xˆ ∈ E \ {x} be a point of
smallest distance to x and Ex be the image of the standard middle-third Cantor set C under a
similarity with scaling factor 110 |x − xˆ| such that Ex contains x. If x ∈ E is not isolated, set
Ex = {x}. Set Eˆ =
⋃
x∈E Ex and note that Eˆ is closed.
Lemma 5.1. For each c ≥ 1 there exists c′ ≥ 1 depending only on c that satisfies the following
properties.
(1) If E ⊂ Rn is c-relatively connected, then Eˆ is c′-uniformly perfect.
(2) If E ⊂ Rn is c-uniformly disconnected, then Eˆ is c′-uniformly disconnected.
(3) If U ⊂ R2 is c-uniform and U ′ ⊂ U is the domain with ∂U ′ = ∂ˆU , then U ′ is c′-uniform.
Proof. The proof of (1) is similar to that of Lemma 3.3 in [Vel18]. Fix x ∈ Eˆ and r > 0. From
the fact that Eˆ is perfect, we have {x} ( B(x, r) ∩ Eˆ. Suppose that Eˆ \B(x, r) 6= ∅. If x ∈ E
and is not isolated in E,
∅ 6= E ∩ (B
n
(x, r) \Bn(x, r/c)) ⊂ Eˆ ∩ (B
n
(x, r) \Bn(x, r/c)).
Suppose x ∈ Ez for some isolated point z ∈ E. If r > 2cdist(z,E \ {z}), then ∅ 6= (E \ {z}) ∩
B
n
(z, r/2) ⊂ Eˆ ∩B
n
(x, r). Therefore,
∅ 6= E ∩ (B
n
(z, r/2) \Bn(z, (2c)−1r)) ⊂ Eˆ ∩ (B
n
(x, r) \Bn(x, (4c)−1r)).
22 VYRON VELLIS
If r ≤ 2cdist(z,E \ {z}), then (20c)−1r ≤ 110 dist(z,E \ {z}). The relative connectedness of C
gives
∅ 6= Ez ∩ (B
n
(x, r) \Bn(z, (20c0)
−1r)) ⊂ Eˆ ∩ (B
n
(x, r) \Bn(x, (20c′)−1r))
for some c′ > 1 depending only on c.
To show (2), fix x ∈ Eˆ and 0 < r < 14 diam Eˆ. Let z ∈ E be the unique point of E such that
x ∈ Ez. If z is an accumulation point, then z = x and let E
′ be the subset of E containing x
with diamE′ ≤ r and dist(E′, E \E′) ≥ c−1r. Then diam Eˆ′ ≤ 1110r and dist(Eˆ \ Eˆ
′) ≥ 910c
−1r.
Assume now that z is an isolated point. Since C is c0-uniformly disconnected, the claim of
the lemma follows with c′ = c0 if r <
1
8 diamEz. Also, by uniform disconnectedness of C, if
r < 100 diamEz, then the claim of the lemma is true for c
′ = c0/400. If 100 diamEz ≥
1
4 diam Eˆ,
then we are done. Assume the opposite and let r ≥ 100 diamEz. By uniform disconnectedness
of E, there exists E′ ⊂ E containing z such that diamE′ ≤ r/2 and dist(E′, E \ E′) ≥ (2c)−1r.
Then x ∈ Eˆ′, diam Eˆ′ ≤ r and dist(Eˆ′, Eˆ \ Eˆ′) ≥ (4c)−1r.
For (3), let E be the set of isolated points of ∂U . Then U ′ = U \ Eˆ. The uniformity of
U ′ follows from the fact that Eˆ is uniformly disconnected and therefore a NUD set (nullset for
uniform domains) in the sense of Va¨isa¨la¨ [Va¨i88b]; see Theorem 1 and Corollary 2 in [Mac99]. 
Let E ⊂ Rn and f : E → Rn be a mapping. We extend f to fˆ : Eˆ → R2 as follows. If f is
η-quasisymmetric, then for any isolated point x ∈ E and any y ∈ Ex define
fˆ |Ex(y) = f(x) +
1
η(1)
|f(x)− f(xˆ)|
|x− xˆ|
(y − x).
If f is L-bi-Lipschitz, then for any isolated point x ∈ E and any y ∈ Ex define
fˆ |Ex(y) = f(x) +
1
L2
|f(x)− f(xˆ)|
|x− xˆ|
(y − x).
Lemma 5.2. Let E ⊂ Rn and f : E → Rn be η-quasisymmetric (resp. L-bi-Lipschitz). Then
fˆ is η′-quasisummetric (resp. L′-bi-Lipschitz) with η′ depending only on η (resp. L′ depending
only on L).
Proof. We first show the claim for bi-Lipschitz mappings. Given two distinct points x, y ∈ Eˆ,
there exist unique x1, y1 ∈ E such that x ∈ Ex1 and y ∈ Ey1 . If x1 = y1 there is nothing to
prove as fˆ |Ex1 is a similarity with scaling factor in [L
−2, L−1]. Suppose that x1 6= y1 and note
that
|x− y| ≥ max{
9
10
|x1 − xˆ1|,
9
10
|y1 − yˆ1|, 3|x − x1|, 3|y − y1|}.
Then,
|f(x)− f(y)| ≤ |f(x1)− f(y1)|+ |f(x)− f(x1)|+ |f(y)− f(y1)|
≤ L|x1 − y1|+ L
−1(|x− x1|+ |y − y1|)
≤ L|x− y|+ (L−1 + L)|x− x1|+ (L
−1 + L)|y − y1|
≤ 5L|x− y|.
Similarly,
|f(x)− f(y)| ≥ |f(x1)− f(y1)| − |f(x)− f(x1)| − |f(y)− f(y1)|
≥ L−1|x1 − y1| − L
−1(|x− x1|+ |y − y1|)
≥ L−1|x− y| − 2L−1(|x− x1|+ |y − y1|)
≥ (3L)−1|x− y|.
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The proof in the case that f is quasisymmetric is similar to that of Lemma 3.3 in [Vel18]. Let
x, y, z ∈ E∗ be three distinct points with x ∈ Ex1 , y ∈ Ey1 and z ∈ Ez1 for some x1, y1, z1 ∈ E.
If x1 = y1 = z1, then x, y, z are in the same Ex1 where fˆ is a similarity. If x1 6= z1 and x1 = y1,
then the prerequisites of Lemma 2.29 in [Sem96] are satisfied (see also Remark 3.2 in [Vel18])
for A = E \ {x1}, A
∗ = E ∪Ex1 and H = fˆ |A∗ . Thus, fˆ |E∪Ex1 is η
′-quasisymmetric for some η′
depending only on η. Hence,
|fˆ(x)− fˆ(y)|
|fˆ(x)− fˆ(z)|
≤ C1
|fˆ(x)− fˆ(y)|
|fˆ(x)− fˆ(z1)|
≤ C1η
′
(
|x− y|
|x− z1|
)
≤ C1η
′
(
C2
|x− y|
|x− z|
)
for some C1, C2 > 1 depending only on η. Similarly for x1 = z1 6= y1. If x1, y1, z1 are distinct,
then by Remark 3.2 in [Vel18],
|fˆ(x)− fˆ(y)|
|fˆ(x)− fˆ(z)|
≤ C3
|fˆ(x1)− fˆ(y1)|
|fˆ(x1)− fˆ(z1)|
≤ C3η
(
|x1 − y1|
|x1 − z1|
)
≤ C3η
(
C4
|x− y|
|x− z|
)
for some C3, C4 > 1 depending only on η. Therefore, fˆ is quasisymmetric. 
6. Extension to the complements of quasicircle domains
A K-quasicircle domain U ⊂ R2 is a planar domain such that every component of ∂U is
either a point or a K-quasicircle. The next proposition, which is the main result of this section,
reduces the proof of Theorem 1.1 to extending f to U .
Proposition 6.1. Let U ⊂ R2 be a K-quasicircle domain and let f : ∂U → R2 be an embedding
which can be extended homeomorphically to U .
(1) If f is L-bi-Lipschitz, then it extends L′-bi-Lipschitzly to R2 \ U with L′ depending only
on L and K.
(2) If ∂U is c-relatively connected and f is η-quasisymmetric, then it extends η′-quasisymmetrically
to R2 \ U with η′ depending only on η, c and K.
Note that Proposition 6.1 and Lemma 2.12 yield the next corollary.
Corollary 6.2. Let U ⊂ R2 be a c-uniform domain (resp. c-uniform domain with C-relatively
connected boundary) and let f : ∂U → R2 be an L-bi-Lipschitz (resp. η-quasisymmetric) embed-
ding that can be extended homeomorphically to U . Then, for some c′ depending only on c and
L (resp. depending only on c, C and η), there exists a c′-uniform domain U ′ ⊂ R2 such that U
is homeomorphic to U ′ and ∂U ′ = f(∂U).
Proof. Assume first that U is c-uniform with C-relatively connected boundary and that f :
∂U → R2 is an η-quasisymmetric embedding that can be extended homeomorphically to U . Set
E = R2 \ U . By Proposition 6.1(2), there exists an η′-quasisymmetric extension g : E → R2 of
f . Since R2 \E is c-uniform, by Lemma 2.12, R2 \ g(E) is c′-uniform for some c′ depending only
on c and η′, thus only on c and η. Since f admits a homeomorphic extension to U it follows
that g admits a homeomorphic extension to R2.
The bi-Lipschitz case follows similarly from Lemma 2.12 and Proposition 6.1(1). 
In §6.1 we prove Proposition 6.1(2) while in §6.2 we prove Proposition 6.1(1).
6.1. Quasisymmetric case of Proposition 6.1. For the rest of §6.1, given a K-quasidisk D
in R2 and an η-quasisymmetric f : ∂D → R2, we denote by fD : D → R
2 the η∗-quasisymmetric
extension of f given by the Beurling-Ahlfors extension; see Theorem 4.1 and Remark 4.2. Here,
η∗ depends only on η and K.
To prove the quasisymmetric case of Proposition 6.1, we use the following lemma.
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Lemma 6.3. Let E ⊂ R2 be a closed set and let D ⊂ R2 be a K-quasidisk such that D ∩E = ∅
and ∂D ∪ E is c-uniformly perfect. Suppose that f : ∂D ∪ E → R2 is an η-quasisymmetric
embedding that can be extended homoeomorphically on D ∪ E. Then the map F : D ∪ E → R2
defined by
F |D = fD and F |E = f |E
is η′ quasisymmetric for some η′ depending only on η, K and c.
Assuming Lemma 6.3, the proof of the quasisymmetric case of Proposition 6.1 is as follows.
Proof of Proposition 6.1(2). Fix a K-quasicircle domain U ⊂ R2 with c-relatively connected
boundary. Let f : ∂U → R2 be a quasisymmetric embedding that can be extended homeomor-
phically to U . Applying the arguments of §5, we may assume that ∂U is uniformly perfect.
Extend f to F : R2 \ U → R2 by setting F |D = fD for every component D of R
2 \ U .
Iterating Lemma 6.3 three times, it is easy to see that if D1, D2, D3 are three components
R2\U , then that the restriction of F on ∂U∪
⋃3
i=1Di is η
′′ quasisymmetric for some η′′ depending
only on η, K and c.
To show that the map F is η′-quasisymmetric take points x, a, b ∈ R2 \ U . Find components
D1, D2, D3 of R
2 \ U such that x, a, b ∈ ∂U ∪
⋃3
i=1Di; if less than 3 components exist then
the proof is a double iteration of Lemma 6.3. The quasisymmetry of F follows now from the
quasisymmetry of F restricted on ∂U ∪
⋃3
i=1Di. 
The next lemma is used in the proof of Lemma 6.3. For the rest of §6.1, for two positive
quantities A,B we write A . B if there exists constant C∗, depending only on c, K and η, such
that A ≤ C∗B. We write A ≃ B if A . B and B . A. Furthermore, for a point z ∈ R2 we
denote by π(z) the radial projection of z on S1.
Lemma 6.4. Suppose that D is a K-quasidisk and E is a closed set such that E ∩ D = ∅.
Suppose also that F : E ∪D → R2 is an embedding such that the restrictions F |D and FE∪∂D
are η-quasisymmetric. If x ∈ D and y ∈ E, then there exists x′ ∈ ∂D such that |x− y| ≃ |x′− y|
and |F (x)− F (y)| ≃ |F (x′)− F (y)|.
Proof. Assume first that D is bounded. Applying quasisymmetric homeomorphisms of R2, we
may assume that D = F (D) = B2. Let x and y be as in the statement of Lemma 6.4. We
consider three possible cases.
Case I. Suppose that dist(y,S1) ≥ η−1(1/4)/10. By the quasisymmetry of F |E∪S1 , dist(F (y),S
1) &
1. Let x′ ∈ S1 be a point such that |x−x′| = 1. Then, |x−y| ≃ |x′−y| and by the quasisymmetry
of F |E∪S1 we have
|F (y)− F (x′)| ≃ dist(F (y),S1) ≃ |F (y)− F (x′)|.
Case II. Suppose that dist(y,S1) < η−1(1/4)/10 and dist(x,S1) ≥ η−1(1/4)/10. Let x′ ∈ S1
such that |x − x′| ≥ η−1(1/4)/10 and |y − x′| ≥ η−1(1/4)/10. Then, |x − y| ≃ 1 ≃ |x′ − y|.
Moreover, the quasisymmetry of F |E∪S1 implies that |F (y)−F (x
′)| ≃ 1 while the quasisymmetry
of F |
B2
gives |F (x)− F (x′)| ≃ 1. Thus,
|F (y)− F (x)| ≃ 1 ≃ |F (y)− F (x′)|.
Case III. Suppose that dist(y,S1) < η−1(1/4)/10, dist(x,S1) < η−1(1/4)/10. We consider
two subcases.
Case III(1). Suppose that max{|x − π(x)|, |y − π(y)|} ≤ η−1(1/4)|π(x) − π(y)|. Then, the
quasisymmetry of F |
B2
gives
dist(F (x),S1) ≃ |F (x)− F (π(x))| ≤ |F (π(x)) − F (π(y))|/4
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while the quasisymmetry of F |E∪S1 gives
dist(F (y),S1) ≃ |F (y)− F (π(y))| ≤ |F (π(x)) − F (π(y))|/4.
Set x′ = π(x) and note that |x− y| ≃ |x′ − y| and
|F (x) − F (y)| ≃ |F (x′)− F (π(y))| ≃ |F (x′)− F (y)|.
Case III(2). Suppose that max{|x − π(x)|, |y − π(y)|} ≥ η−1(1/4)|π(x) − π(y)|. Choose a
point x′ ∈ S1 such that
|π(x)− x′| = max{|x− π(x)|, |y − π(y)|}
and π(x) is contained in the smaller subarc of S1 joining π(y) and x′. It is easy to see that
|x− y| ≃ |x− π(x)| + |π(x) − π(y)|+ |π(y)− y| ≃ |π(x)− x′| ≃ |y − x′|.
On the other hand,
|F (x)− F (y)| ≃ |F (x)− π(F (x))| + |π(F (x)) − π(F (y))| + |F (y)− π(F (y))|
≃ |F (x)− F (π(x))| + |π(F (x)) − π(F (y))| + |F (y)− F (π(y))|
≃ |F (x′)− F (π(x))| + |π(F (x)) − π(F (y))| + |F (y)− F (x′)|
≃ |π(F (x)) − π(F (y))| + |F (y)− F (x′)|.
We conclude this case and the proof by showing that
|π(F (x)) − π(F (y))| . |F (y)− F (x′)|.
Indeed,
|π(F (x)) − π(F (y))| ≤ |π(F (x)) − F (x)| + |F (x)− F (π(x))| + |F (π(y))− F (π(x))|
+ |π(F (y)) − F (y)|+ |F (y)− F (π(y))|
. |F (x)− F (π(x))| + |F (π(y))− F (π(x))| + |F (y)− F (π(y))|
. |F (π(x)) − F (x′)|+ |F (π(y)) − F (x′)|+ |F (y)− F (x′)|
. |F (y)− F (x′)|.
Suppose now that D is unbounded. As before, we may assume that D = F (D) = R×(0,+∞).
The proof is virtually the same with the difference that dist(y,R) and dist(x,R) do not matter
and we only need to consider Case III(1) and Case III(2). 
Remark 6.5. With similar reasoning we can show that if D is a bounded quasidisk, x ∈ D,
y ∈ E and dist(y, ∂D) ≤ 3 diamD, then there exists y′ ∈ ∂D such that |x − y| ≃ |x − y′| and
|F (x)− F (y)| ≃ |F (x)− F (y′)|.
We conclude now §6.1 by proving Lemma 6.3.
Proof of Lemma 6.3. Assume that D is bounded; the proof in the case that D is unbounded is
similar. Setting η1 : [0,+∞) → [0,+∞) with η1(t) = max{η
∗(t), η(t)}, we have that F |D and
F |E∪∂D are η1-quasisymmetric.
Note that D ∪ f(E) is c′-uniformly perfect for some c′ depending only on η and c. Moreover,
both D ∪ E and F (D ∪ E) are C0-doubling for some universal C0 > 1. Therefore, by Lemma
2.1, it suffices to show that (2.1) holds for h = 1 and some H ≥ 1.
Fix x, a, b ∈ D∪E with |x−a| ≤ |x− b|. The proof of Lemma 6.3 is a case study with respect
to the position of points x, a, b in D ∪ E.
Case 1. If x, a, b ∈ ∂D ∪E or x, a, b ∈ D, then (2.1) holds with H = η1(1).
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Case 2. Suppose that a ∈ D and x, b ∈ E. Applying Lemma 6.4, there exists a′ ∈ ∂D such
that |x − a| ≃ |x − a′| and |F (x) − F (a)| ≃ |F (x) − F (a′)|. Apply now the quasisymmetry of
F |E∪∂D for the points a
′, x, b.
Case 3. Suppose that a, x ∈ D and b ∈ E.
Case 3.1. Assume that dist(b, ∂D) ≥ diamD. Then, by the quasisymmetry of F |E∪∂D,
|F (x) − F (b)| ≃ dist(F (b),S1) & diamD & |F (x)− F (a)|.
Case 3.2. Assume that dist(b, ∂D) ≤ diamD. As in Remark 6.5, choose a point b′ ∈ ∂D such
that |x− b′| ≃ |x− b| and |F (x) − F (b′)| ≃ |F (x) − F (b)|. Then, apply quasisymmetry of F |D
on the points x, a, b′.
Case 4. Suppose that a, b ∈ D and x ∈ E. As in Lemma 6.4, choose points a′, b′ ∈ ∂D such
that |x− a| ≃ |x− a′|, |x− b| ≃ |x− b′|, |x− a| ≃ |F (x)−F (a′)|, |F (x)−F (b)| ≃ |F (x)−F (b′)|.
Equation (2.1) follows now applying the quasisymmetry of F |E∪∂D on the the points x, a
′, b′.
Case 5. Suppose that x ∈ D and a, b ∈ E.
Case 5.1. Assume that dist(a, ∂D) ≥ 3 diamD. Then, dist(b, ∂D) ≥ diamD. Choose any
point x′ ∈ ∂D and note that |x − a| ≃ |x′ − a|, |x− b| ≃ |x′ − b| and, by the quasisymmetry of
F |E∪∂D, |F (x)−F (a)| ≃ |F (x
′)−F (a)|, |F (x)−F (b)| ≃ |F (x′)−F (b)|. Equation (2.1) follows
now applying the quasisymmetry of F |E∪∂D on the the points x
′, a, b.
Case 5.2. Assume that dist(a, ∂D) < 3 diamD. Choose a point a′ ∈ ∂D such that |x− a| ≃
|x− a′| and |F (x)− F (a)| ≃ |F (x) − F (a′)|. This case is now reduced to Case 3.
Case 6. Suppose that x, b ∈ D and a ∈ E. Note that dist(a, ∂D) ≤ 2 diamD. As in Remark
6.5, choose a point a′ ∈ ∂D such that |x − a′| ≃ |x − a| and |F (x) − F (a′)| ≃ |F (x) − F (a)|.
Then, apply the quasisymmetry of F |D on points x, a
′, b.
Case 7. Suppose that b ∈ D and a, x ∈ E. As in Lemma 6.4, choose a point b′ ∈ ∂D such
that |x − b′| ≃ |x − b| and |F (x) − F (b′)| ≃ |F (x) − F (b)|. Then, apply the quasisymmetry of
F |E∪∂D on points x, a, b
′. 
6.2. Bi-Lipschitz case of Proposition 6.1. The proof of the bi-Lipschitz case of Proposition
6.1 is almost the same as in the quasisymmetric case with one difference: instead of using
the Beurling-Ahlfors quasisymmetric extension, for each component D of R2 \ U , we use the
extension fD : D → R
2 given by Lemma 4.4.
Proof of Proposition 6.1(2). The proof is similar to the quasisymmetric case so we only outline
the steps of the proof.
Step 1. We show that if D is a K-quasidisk, E ⊂ R2 is a closed set disjoint from D and
F : D∪E → R2 is an embedding such that the restrictions F |D and F |∂D∪E are L-bi-Lipschitz,
then F is L′-bi-Lipschitz for some L′ depending only on L and K. To prove this claim, fix
x, y ∈ D ∪E and consider the only nontrivial case x ∈ D, y ∈ ∂D ∪E. Lemma 6.4 can be used
to reduce this setting to either x, y ∈ D or x, y ∈ ∂D ∪ E.
Step 2. To prove the proposition, fix x, y ∈ R2 \ U , find two components D1,D2 of R
2 \ U
such that x1, x2 ∈ ∂U ∪D1 ∪D2 and use Step 1 twice. 
7. Second reduction: bounded boundary
In this section, we reduce the proof of Theorem 1.1 to the case that U is the complement of
a compact set, and the proof of Theorem 1.3 to the case that E is compact.
7.1. Uniform domains. Assume for the rest of §7.1 that U ⊂ R2 is c-uniform and that f :
∂U → R2 is L-bi-Lipschitz (resp. f is η-quasisymmetric and ∂U is c-relatively connected)
that admits a homeomorphic extension to U . Assume, moreover, that Theorem 1.1 holds for
unbounded uniform domains with bounded boundary.
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To simplify the exposition, we use complex coordinates for the rest of §7.1.
By Corollary 6.2, there exist c′ > 1 depending only on c and L (resp. on c and η) and a
c′-uniform domain U ′ such that f extends to a homeomorphism between U and U ′. There are
three cases to consider.
Case 1: Suppose that U is bounded. In this case, U ′ is bounded. By the porosity of ∂U and
∂U ′, there exist points x0 ∈ U and x
′
0 ∈ U
′ such that
B2(x0, (4c)
−1 diamU) ⊂ U and B2(x′0, (4c
′)−1 diamU ′) ⊂ U ′.
Applying similarities we may assume that x0 = x
′
0 = 0 and diamU = diamU
′ = 1.
Assume first that f is L-bi-Lipschitz. The domain U \{0} is c1-uniform for some c1 depending
only on c and the map f1 : ∂U ∪{0} → ∂U ∪{0} with f1|∂U = f and f1(0) = 0 is L1-bi-Lipschitz
for some L1 > 1 depending only on L and c. Moreover, f1 admits a homeomorphic extension to
U .
Recall the definitions of inversion maps I0 from §4.1. Set V = I0(U \ {0}), V
′ = I0(U
′ \ {0})
and g : V → V ′ with g = I0 ◦ f ◦ I0|V . Then, V is an unbounded c1-uniform domain, ∂V
is bounded. By Remark 4.5, g is a bi-Lipschitz embedding defined on the boundary of an
unbounded uniform domain with bounded boundary and the extension of g follows by our
assumption. Taking inversions again, we obtain an L′-bi-Lipschitz extension of f to U with L′
depending only on L and c.
Assume now that f is η-quasisymmetric. The inversion map I0 : R
2 \ {0} → R2 \ {0}
is 1-quasiconformal while the restrictions of I0 on B
2(0, 2) \ B2(0, (8c)−1) and on B2(0, 2) \
B2(0, (8c′)−1) are L2-bi-Lipschitz for some L2 depending only on c and η. As in the bi-Lipschitz
case, the domain V = I0(U \ {0}) is an unbounded c1-uniform domain and ∂V is bounded and
c1-relatively connected. Furthermore, g = I0 ◦f ◦ I0|∂V is an η1-quasisymmetric embedding that
can be extended as a homeomorphism of V . Here, c1 and η1 depending only on c and η. By
our assumption, there exists an η′1-quasisymmetric extension G : V → V
′. Let F : U → U ′ with
F = I0 ◦G ◦ I0|U . Then, F is K-quasiconformal for some K depending only on c and η and, by
Lemma 2.10, F is η′-quasisymmetric with η′ depending only on c and η.
Case 2: Suppose that U is unbounded and ∂U contains an unbounded component. By Propo-
sition 2.8, ∂U contains an unbounded quasicircle Γ, all other components of ∂U are bounded
and U is contained in one of the two components of R2 \ Γ. Fix z0 ∈ Γ and let z
′
0 = f(z0).
The bi-Lipschitz case is similar to Case 1. Let r > 0 and let x0 be a point on ∂B
2(z0, r) such
that B2(x0, r/c) ⊂ U . Similarly define a point x
′
0 ∈ ∂B
2(z′0, r). The rest is as in Case 1.
Assume now that f is η-quasisymmetric. Applying two η0-quasisymmetric homeomorphisms
of R2 we may assume that Γ = f(Γ) = R, z0 = z
′
0 = 0 and that U and U
′ are subsets of the
upper half-plane. Here η0 depends only on c and η. For each k ∈ N, let zk = (12c
2)k−1 and let
γk be a c-cigar curve in U joining zk with −zk. Note that for k ≥ 2,
γk ⊂ B
2(z0, 3c(12c
2)k−1) \B2(z0, (2c)
−1(12c2)k−1)
and, therefore, dist(γk, γk+1) ≥ (4c)
−1(12c2)k.
For each k ∈ N let Uk be the domain bounded by γk and [−zk, zk], and set Ek = ∂U ∩ Uk
and E′k = f(Ek). Each Uk is bounded and it is easy to check that each Uk is c
′-uniform
with c′-relatively connected boundary for some c′ > 1 depending only on c. Note also that
diamE′k ≤ C|f(zk)− f(−zk)| for some C depending only on c and η. Define
γ′k = [f(zk), f(zk)− 2idiamE
′
k] ∪ [f(−zk), f(−zk)− 2idiamE
′
k] ∪ σ1 ∪ σ2
where σ1, σ2 are circular arcs of ∂B
2(f(zk), 2 diamEk), ∂B
2(f(−zk), 2 diamEk), respectively,
so that γ′k ∪ f([−zk, zk]) is the boundary of a K-quasidisk D
′
k which contains E
′
k in its closure.
Here K depends only on c and η.
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Applying the quasisymmetric extension property of relatively connected subsets of quasicircles
[Vel18], we extend f to an η1-quasisymmetric fk : ∂Uk → R
2 with fk(γk) = γ
′
k. Here η1 depends
only on η and c. By Case 1, for all k ∈ N, there exists an η′-quasisymmetric extension Fk
on Uk. Since U =
⋃
k∈N Uk, by standard converging arguments [Hei01, Corollary 10.30], {Fk}
subconverges to a mapping F : U → R2 with F |∂U = f that is η
′-quasisymmetric.
Case 3: Suppose that U is unbounded and all components of ∂U are bounded. Fix x ∈ ∂U
and let Ax be the component of ∂U containing x. Let r1 > 8 diamAx. By Proposition 3.12,
Ax is contained in a neighborhood Ni1(A1, r1) where i1 ∈ {1, 2} and A1 is a component of
∂U . Let U1 be the subset of U with boundary Ni1(A1, r1). Inductively, having defined rk and
Nik(Ak, rk), let rk+1 > 8 diamNik(Ak, rk) and arguments similar to that of Proposition 3.12
show that Nik(Ak, rk) is contained in a neighborhood Nik+1(Ak+1, rk+1) where ik+1 ∈ {1, 2} and
Ak+1 is a component of ∂U .
For each k ∈ N let Uk ⊂ R
2 be the unbounded domain with ∂Uk = Nik(Ak, rk). By Lemma
3.13, each Uk is c
′-uniform and each ∂Uk is c
′-relatively connected for some c′ > 1 depending
only on c. By our assumption, there exists a mapping Fk : Uk → R
2 that extends f |∂Uk which
is η′-quasisymmetric (resp. L′-bi-Lipschitz) with η′ depending only on c and η (resp. L′ ≥ 1
depending only on c and L). As in Case 2, {Fk} subconverges to a mapping F : U → R
2 with
F |∂U = f that is η
′-quasisymmetric (resp. L′-bi-Lipschitz).
7.2. Reduction for Theorem 1.3. Assume that n ≥ 3 and that E ⊂ Rn is unbounded and
c-uniformly disconnected. Assume also that f : E → Rn is L-bi-Lipschitz (resp. E is c-uniformly
perfect and f is η-quasisymmetric) and that Theorem 1.3 holds for bounded sets.
Suppose that E is unbounded. Fix x ∈ E. For each k ∈ N, let Ek be a subset of E containing
x such that diamEk ≤ 2
k and dist(Ek, E \ Ek) ≥ c
−12k. Note that each Ek is c-uniformly
disconnected as the property is preserved on subsets.
Suppose that E is uniformly perfect and that f is η-quasisymmetric; the bi-Lipschitz case is
identical. By c-uniform perfectness, diamEk ≥ c
−22k. We show that each Ek is c
2-uniformly
perfect. Let y ∈ Ek and r > 0. Since Ek is perfect, either B
n
(y, r)∩Ek = Ek or Ek\B
n
(y, r) 6= ∅.
Assume the latter. Then, r ≤ 2k and by uniform discontinuity, B
n
(y, c−1r)∩Ek = B
n
(y, c−1r)∩
E. By c-uniform perfectness of E,
(B
n
(y, c−1r) \Bn(y, c−2r)) ∩Ek = (B
n
(y, c−1r) \Bn(y, c−2r)) ∩ E 6= ∅.
Therefore, each Ek is c
2-uniformly disconnected and c2-uniformly perfect. By our assumption,
each f |Ek extends to a mapping Fk : R
n+1 → Rn+1 that is η′-quasisymmetric. with η′ depending
only on c and η. As in §7.1, {Fk} subconverges to a mapping F : R
n+1 → Rn+1 with F |E = f
that is η′-quasisymmetric.
8. Whitney-type decompositions around quasidisks
Let D,D′ ⊂ R2 be two Jordan domains with boundaries in G 1ǫ with ǫ = 2
−l and l ∈ N, let
A,A′ be compact sets in D,D′, respectively, and let ∆∞,∆
′
∞ be closed quasidisks contained
in A,A′, respectively. Also, let f : A → A′ be an η-quasisymmetric homeomorphism with
f(∆∞) = ∆
′
∞. For the rest of this section, we assume that there exist c > 1 and C > 1 with
the following properties.
(I) A and A′ are compact with c-uniform complements.
(II) The Jordan curves Γ∞ = ∂∆∞ and Γ
′
∞ = ∂∆
′
∞ are c-bounded turning and
diamΓ∞ = diamΓ
′
∞ = 1
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(III) For all z ∈ ∂D and all z′ ∈ ∂D′
C−1 ≤ dist(z,A) ≤ dist(z,∆∞) ≤ (8c)
−3
C−1 ≤ dist(z′, A′) ≤ dist(z′,∆′∞) ≤ C.
For some L > 1 and c1 > 1 depending only on c, C, η and l, we construct two families of sets
Q and Q′ with the following properties.
(P1): The family Q (resp. Q′) is a (L, c1)-Whitney-type decomposition of D \ ∆∞ (resp.
D′ \∆′∞).
(P2): For all Q ∈ Q, c−11 diamQ ≤ dist(∂Q,A) ≤ c1 diamQ. Similarly for Q
′.
(P3): There exists homeomorphism g : D → D′ such that f |∂A = g|∂A and for each Q ∈ Q,
g(Q) ∈ Q′.
The construction of Q is very similar to that of §6.2. However, the construction of Q′ in this
setting is more complicated for two reasons. The first is that, unlike §6.2, the map f is assumed
to be only quasisymmetric. The second reason is that A may have infinite (even uncountably
many) components and we need to make sure that the boundaries of all Whitney domains
properly avoid all the components of A \∆′∞ around ∆
′
∞.
For the rest of §8, given two positive quantities a, b we write a . b if there exists constant C0,
depending only on c, C and η, such that a ≤ C0b. We write a ≃ b if a . b and b . a.
In §8.1 we construct Q. In §8.2 we perform some preliminary steps towards the construction
of Q′ while the actual construction is given in §8.3 in an inductive manner. In §8.4 we record
some observations which yield the desired properties of Q and Q′.
8.1. Decomposition around D. The construction of Q is almost identical to the construction
in the proof of Lemma 4.4 so we only outline the steps. Recall the definitions of neighbor points,
and points being to the left/right of another point (in a certain collection) from §4.1. Fix for
the rest of §8 an orientation on Γ∞.
Since Γ∞ is c-bounded turning, by assumption (III) we have that
C−1 ≤ dist(w, ∂D) ≤ 3c(8c)−3 ≤ (32c2)−1
for all w ∈ Γ∞ [VW16, Lemma 3.4].
Set ∆1 = D1 = D. For each m = 2, 3, . . . apply Lemma 3.9 on A with ǫm = (2c)
−2mC−1 and
obtain a chordarc disk Dm. For each m = 2, 3, . . . let lm ∈ N be the smallest integer such that
2−lm ≤ 116 (2c)
−2m−1C−1 and let ∆m be as in Lemma 3.3, where E = ∂Dm and ǫ = 2
−lm .
Choose points x1, . . . , xn ∈ ∆∞ following the orientation of Γ∞ such that
(32)−1 diam∆∞ ≤ |xi − xi+1| ≤ (16)
−1
with the convention xn+1 = x1. Note that k ≤ N0 for some N ∈ N depending only on c. For
each i ∈ {1, . . . , k} we construct an infinite polygonal line γk as in the proof of Lemma 4.4, that
connects ∂D with xi and intersects each Γk at exactly one point, denoted by yi1k−1 .
Proceeding inductively, we define a set W of words formed from letters {1, . . . , N} (N de-
pending only on c), points xw ∈ Γ∞ satisfying
c
16C
(2c)−2|w| ≤ |xwi − xw(i+1)| ≤
c
8C
(2c)−2|w|.
and infinite polygonal lines γw joining xw with ∂∆|w| intersecting each ∂∆|w|+k, k ≥ 0, only
once. The number (8c)3 in assumption (III) is chosen so that for all w, u ∈ W,
dist(γw, γu) & min{diam γw,diam γu}.
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Finally, given w ∈ W, points xu, xw ∈ Γ∞ (with xw being on the left of xw in the collection
{xv : |v| = |w|}) define Qw to be the Jordan domain bounded by subarcs of γw, γu, ∆|w| and
∆|w|+1. As in Lemma 4.4, the following remark holds true.
Remark 8.1. For each w ∈ W,
(1) each Qw is an L1-chordarc disk for some L1 ≃ 1,
(2) dist(Qw, xw) ≃ dist(Qw, ∂U) ≃ diamQw.
If A∩Qw 6= ∅ set Aw = A∩Qw. Otherwise, let zw ∈ Qw be a point such that dist(zw, ∂Qw) ≥
1
L diamQw and set Aw = B
2
(zw,
1
2L diamQw).
Remark 8.2. If A is c-uniformly perfect, then diamQw . diamAw for all w ∈ W.
For the rest of §8, given k ∈ N we write
Wk = {w ∈ W : |w| = k}.
8.2. Preliminary steps for the construction of Q′. For each w ∈ W let x′w = f(xw). The
notion of neighbor points follows from the orientation of Γ′∞ induced by f . For the rest of §8, two
words w, u ∈ W with |w| = |u| are called neighbors if x′w and x
′
u are neighbors in the collection
{x′v : v ∈ Wk}. Similarly, if w, u ∈ Wk we say that w is at the left (resp. right) of u if x
′
w is at
the left (resp. right) of x′u in the collection {x
′
v : v ∈ Wk}.
For each w ∈ W such that Aw∩A 6= ∅, set A
′
w = f(Aw); otherwise set A
′
w = ∅. For each w ∈ W
such that A′w 6= ∅, set Vw = R
2 \ V ′w, where V
′
w is the unbounded component of R
2 \ Tdw(A
′
w),
dw = 2
−nw and nw is the smallest integer such that 2
−nw ≤ (32c′)−1 dist(A′w, A
′\A′w). If A
′
w = ∅,
set Vw = ∅.
The quasisymmetry of f , along with Remark 8.1 imply that dw ≃ diamVw (when A
′
w 6= ∅).
We show in the next lemma, that if we remove the extra sets Vw from D
′ \ A′ we still get a
uniform domain.
Lemma 8.3. There exists c′ > 1 depending only on c and η satisfying the following properties.
(1) Each Vw is a disjoint union of at most c
′ many c′-chordarc disks of mutual distances and
diameters bounded below by (c′)−1 diamVw;
(2) For any w, u ∈ W with w 6= u, dist(Vw, Vu) ≥
1
c′ max{diamA
′
w,diamA
′
u}. In particular,
Vw ∩ Vu = ∅.
(3) V = D′ \ (∆′∞ ∪
⋃
w∈W Vw) is c
′-uniform.
Proof. The first claim follows from Remark 3.4.
For the second claim, Remark 8.2 gives that dist(Aw, A \ Aw) & diamAw for each w ∈ W
such that Aw 6= ∅. By the quasisymmetry of f , dw ≃ dist(A
′
w, A
′ \ A′w) & diamA
′
w.
Let τ be a c-cigar arc in ∆′1 \ A
′ joining x with y. Since γ does not get too close to ∆∞ and
its length is comparable to |x − y|, there exists some N ′ ∈ N depending only on c such that γ
intersects at most N ′ components of
⋃
w∈W Vw.
Suppose that γ does not intersect any V ∗w . Let z ∈ γ and let w ∈ W be such that Vw is
nonempty and closest to z among all nonempty Vu, u ∈ W. Then,
dist(z, ∂V ) = min{dist(z,∆′∞),dist(z, Vw)}
& max{dist(z,∆′∞,dist(z,A
′
w)}
≥ dist(z,A′)
& min{|x− z|, |y − z|}.
Therefore, γ is a c1-cigar curve in V for some c1 depending only on c and η.
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Suppose now that γ intersects some component H of V ∗w . We replace all the pieces of γ
inside H by a subarc on the boundary of H. Since this procedure is performed at most N ′
times, working as above, we can show that the final curve γ is a c2-cigar curve in V for some c2
depending only on c and η. 
To reduce the use of constants, we assume for the rest that V is c-uniform.
8.2.1. Domes. For each x, y ∈ Γ′∞ fix a c-cigar curve τ
′
x,y that joins x with y. As in §8.1, for
each z ∈ τ ′x,y let Σ(z) be the union of all squares in G2−l(z) that contain z where l(z) is the
smallest integer such that 2−l(z) ≤ (16c2)−1 dist(z,A′). Let τx,y be an arc on the boundary of⋃
z∈τ ′x,y
Σ(z) that connects x with y such that τ ′x,y \ {x, y} is contained in the Jordan domain
bounded by Γ′∞ and τx,y.
Fix k ∈ N and w ∈ W. Suppose that w1 and w2 are the left and right, respectively, neighbors
of w1k in W|w|+k. Define R
(k)
w to be the Jordan domain bounded by τx′w1 ,x
′
w2
and Γ′∞.
Note that for each k, l ∈ N and w ∈ W, R
(k+l)
w = R
(k)
w1l
. Moreover, each ∂R
(k)
w is a c′-cigar
curve for some c′ ≃ 1. Thus, for each w ∈ W and k ∈ N, there exists a point p
(k)
w ∈ ∂R
(k)
w which
is a midpoint of an edge of ∂R
(k)
w such that
dist(p(k)w , ∂V ) ≥
1
10
diam τx′w1 ,x
′
w2
& diamR(k)w .
Subdividing each edge of ∂R
(k)
w into 2 edges we may assume that p
(k)
w is a flat vertex of ∂R
(k)
w .
Recall that z is a flat vertex of a polygon P if the two edges of P with z as their common point
are co-linear.
The next lemma follows from a straightforward application of the quasisymmetry of f and
the uniformity of V . The proof is left to the reader.
Lemma 8.4. Given a small positive number δ0 ∈ (0, 1), there exists k0 depending only on c, C,
η and δ0 such that if k ≥ k0 and w ∈ W, then the following hold.
(1) diamR
(k)
w ≤ δ0 and x
′
w ∈ ∂R
(k)
w .
(2) If u ∈ W with |u| = |w|, then dist(R
(k)
w , R
(k)
u ) ≥ (1− δ0)|x
′
w − x
′
u|.
(3) If u ∈ W with |u| < |w|, then dist(R
(k)
w , Vu) ≥ (1− δ0) dist(x
′
w, Vu).
(4) If uv ∈ W, |u| = |w|, Vu 6= ∅, u is not a neighbor of w and Vuv 6= ∅, then
dist(R(k)w , Vuv) ≥ (1− δ0) dist(x
′
w, Vuv).
(5) If l ∈ N, then diamR
(k+l)
w ≤ δ0 diamR
(l)
w .
(6) If l ∈ N and u ∈ W with |u| ≥ |w|+ k, then
diamR(l)w ≤ (1− δ0) dist(p
(l)
w , R
(l)
u ).
We specify δ0 (and hence k0) in §8.3.1, §8.3.2, §8.3.3 and §8.3.4; see (R1)–(R7) below. In each
case, δ0 does not depend on the stage of the construction but only on c, C and η.
For each w ∈ W set Rw = R
(k0)
w and pw = p
(k0)
w . We call the domain Rw dome and the point
pw, the peak of Rw. To simplify the notation, we write τw = τx′w1 ,x
′
w2
where w1 (resp. w2) is
the neighbor of w1k0 at its left (resp. right) in W|w|+k0. We call the points x
′
w1 and x
′
w2 the left
and right, respectively, endpoints of τw. In what follows, we only consider domes Rw for words
w satisfying |w| = {1, k0 + 1, 2k0 + 1, . . . }.
Before proceeding to the construction of Q′, we make one final modification to the domes Rw.
Given a word w ∈ Wlk0+1 and a word u = w1
mk0 ∈ W, note that τw intersects τu. By modifying
τw as in §8.1, we may assume that the two polygonal arcs τw and τu intersect only at pu.
32 VYRON VELLIS
8.3. Decomposition around D′. Here we construct Q′ = {Q′w} in an inductive manner. In
§8.3.1 we construct the chord-arc disks Q1, . . . ,Q
′
N and in §8.3.2, §8.3.3 and §8.3.4 we perform
the inductive step.
8.3.1. Construction of Q′: Step 0. Given i ∈ {1, . . . , N}, we define a simple polygonal path
σi,i+1 that joins domes Ri with Ri+1 as follows. Apply Lemma 3.9 on ∆
′
∞ with
r = (cC)−2min{dist(pi,∆
′
∞),dist(pi+1,∆
′
∞)}
and obtain a Jordan domain Dˆ1 containing ∆
′
∞. Now apply Lemma 3.3 on Dˆ1 with ǫ = 2
−l(1),
where l(1) is the smallest positive integer such that
2−l(1) ≤
1
16
dist(∂Dˆ1, ∂V ∪ {p1, . . . , pN}).
Thus, we obtain a chord-arc disk D′1 containing Dˆ1. For each i = 1, . . . , N , there exists a subarc
σi,i+1 of ∂D
′
1 such that
(1) except of its endpoints, σi,i+1 is in ∆
′
1 \
⋃
Ri;
(2) one of its endpoints is on τi between the peak of Ri and the right endpoint of τi and the
other endpoint is on τi+1 between the peak of Ri+1 and the left endpoint of τi+1.
Choosing δ0 sufficiently small in Lemma 8.4, we may assume that
(R1) max
i=1,...,N
diamRi ≤ min
i=1,...,N
dist(Vi,∆
′
∞).
Thus,
⋃N
i=1 Vi is contained in the open annulus T∅ whose boundary is ∂∆
′
0 and a polygonal
Jordan curve which is the union of the curves σi,i+1 and subarcs of τi. For each i = 1, . . . , n,
define T˜i,i+1 to be the bounded Jordan domain that does not contain ∆∞ and whose boundary
is the union of a subarc of Ri, a subarc of Ri+1, a subarc of Γ∞ and σi,i+1.
Note that T∅ contains every set Vi and at most C1 components of
⋃
w∈W ,|w|≥2 Vw for some C1 >
1 depending only on c, C and η. Suppose that H1 . . . ,Hm are components of T∅∩
⋃
w∈W ,|w|≥2 Vw.
There exists m1 > l
′
1+4, m1 ≃ 1, and mutually disjoint polygonal curves sj with edges in G
1
2−m1
,
(j = 1, . . . ,m), joining Hj with ∆
′
1 \ T∅ such that,
(1) except for its endpoints, each sj is entirely in T∅;
(2) dist(sj, ∂T∅ \ σi,i+1) ≥ 2
−m1 and dist(sj , sj′) ≥ 2
−m1 when j 6= j′;
(3) if Hj is a component of Vw and x
′
w is on Γ
′
∞ ∩ Ri, then sj joins Vj with a point on τi
other than yi;
(4) if Hj is a component of Vw and x
′
w is on Γ
′
∞ ∩ T˜i,i+1, then sj joins Vj with a point on
σi,i+1;
Let Q′∅ = T∅ \T2−m1−4(
⋃
j Hj∪
⋃
j sj). Given i = 1, . . . , N , if Hj1 , . . . ,Hjl are all the components
of T∅ ∩
⋃
w∈W ,|w|≥2 Vw connected to Ri as above, then set
Ri = Ri ∪ T2−m1−4(
l⋃
n=1
(Hjn ∪ sjn)).
Similarly, if Hj1 , . . . ,Hjl are all the components of T∅ ∩
⋃
w∈W ,|w|≥2Vw connected to T˜i,i+1 for
some i = 1, . . . , N , then set
Ti,i+1 = T˜i,i+1 ∪ T2−m1−4(
l⋃
n=1
(Hjn ∪ sjn)).
Finally, in the preimage side, define Q∅ to be the interior of
⋃N
i=1Qi.
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Choosing δ0 sufficiently small we may assume that
(R2) If u ∈ W with |u| ≥ k0 + 1 and xu ∈ Ri, then Vu ⊂ Ti−1,i ∪Ri ∪ Ti,i+1.
(R3)
If u ∈ W with |u| ≥ k0 + 1 and xu ∈ Ti,i+1, then Vu ⊂ Ti−1,i ∪Ri ∪ Ti,i+1 ∪Ri+1 ∪ Ti+1,i+2.
Subdividing Q′∅ we obtain Jordan domains Q
′
i with the following properties.
(1a): Domains Q′i are mutually disjoint and the union of their closures is all of Q
′
∅.
(1b): There exists some positive integer m(0) ≃ 1 such that each ∂Q′i is a polygonal curve with
edges in G1
2−m(0)
and dist(∂Q′i, ∂V \ ∂∆
′
1) ≥ 2
−m(0).
(1c): Collection {Qi} is combinatorially equivalent to {Q
′
i} in the following sense: if g : (A ∩
Q∅) ∪ ∂Q∅ → (A
′ ∩ Q′∅) ∪ ∂Q
′
∅ is a homeomorphism such that g|A∩Q∅ = f |A∩Q∅, then g
extends to a homeomorphism G : Q∅ → Q
′
∅ with G(Qi) = Q
′
i.
We now have that
∆′1 = ∆
′
∞ ∪
N⋃
i=1
Qi
′
∪
N⋃
i=1
Ri ∪
N⋃
i=1
Ti,i+1.
8.3.2. Induction step: Preliminary regrouping. Suppose that we have defined Rw and Tw1,w2 for
all w ∈ Wlk0+1 and all pairs of consecutive words w1, w2 ∈ Wlk0+1 where l is a nonnegative
integer. Our three inductive hypotheses are that
(1)
⋃
u∈W
|u|≥lk0+1
Vu =
( ⋃
u∈W
Vu
)
∩

 ⋃
w∈Wlk0+1
Rw ∪
⋃
w1,w2∈Wlk0+1
w1,w2 consecutive
Tw1,w2

 .
(2) If w1, w2, w3 ∈ Wlk0+1 are consecutive in that order (from left to right) and if u ∈ W
with |u| ≥ (l + 1)k0 + 1 and xu ∈ Rw2 , then Vu ⊂ Tw1,w2 ∪Rw2 ∪ Tw2,w3 .
(3) If w1, w2, w3, w4 ∈ Wlk0+1 are consecutive in this order (from left to right) and if u ∈ W
with |u| ≥ (l+1)k0+1 and xu ∈ Tw2,w3 , then Vu ⊂ Tw1,w2 ∪Rw2 ∪Tw2,w3 ∪Rw3 ∪Tw3,w4 .
Note that (2) and (3) can be satisfied if we choose δ0 sufficiently small; compare with (R2) and
(R3). We make similar such restrictions in §8.3.3 (see (R5)) and §8.3.4 (see (R7)) below.
Now we perform a regrouping similar to that in §8.3.1 that changes the definitions of Rw and
Tw1,w2 . We sketch the steps and leave the technical details to the reader.
We split Wlk0+1 into three groups W1,W2,W3 so that no consecutive words are in the same
group. Fix w ∈W1 and let w1, w2 be the words to the left and right of w with respect toWlk0+1.
Let H1, . . . ,Hr be the “misplaced” components of⋃
(l+1)k0+1≤|u|≤lk0+1
Vu,
i.e., the components which satisfy one of the properties below:
(1) Hi is a component of Vu, where u is as above, so that x
′
u ∈ Rw but Hi is not contained
in Rw (hence disjoint from Rw).
(2) Hi is a component of Vu, where u is as above, so that x
′
u ∈ Tw1,w but Hi is contained in
Tw,w2.
(3) Hi is a component of Vu, where u is as above, so that x
′
u ∈ Tw,w2 but Hi is contained in
Tw1,w.
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tNow join these components to Rw with mutually disjoint polygonal arcs and take appropriate
thickenings as in §8.3.1. We perform the same procedure for all w ∈ W1. Notice that inductive
hypothesis (2) above along with the fact that words in W1 are not consecutive, guarantees that
curves coming from different words in W1 will be disjoint. Then we turn to words in W2 and
perform the same procedure. As before, curves associated to different words in W2 will be
disjoint but should be chosen carefully so that they do not intersect the thickenings from words
in W1. Finally, we repeat the same procedure for words in W3.
Similarly, we split Wlk0+1 into 5 groups W1, . . . ,W5 so that any two words in the same group
have at least two words in between them. Fix w ∈W1, let u be the word to the right of w and
let H1, . . . ,Hr be the components of ⋃
(l+1)k0+1≤|u|≤lk0+1
Vu
that are not contained in Tw,u. Join these components to Tw,u with mutually disjoint polygonal
arcs and take appropriate thickenings as in §8.3.1. Notice that inductive hypothesis (3) along
with the definition of W1, guarantees that curves coming from different words in W1 will be
disjoint. Then we turn to words in W2 and perform the same procedure. As before, curves
associated to different words in W2 will be disjoint but should be chosen carefully so that they
do not intersect the thickenings from words in W1. Finally, we repeat the same procedure for
words in W3, W4 and W5.
8.3.3. Inductive step: Decomposition in Rw. Let w ∈ Wlk0+1 and let x
′
w1 and x
′
w2 be the left
and right, respectively, endpoints of τw.
We work as in §8.3.1 to obtain a polygonal path σw1,w1k0 joining Rw1 and Rw1k0 . Set r =
(cC)−2min{dist(pw1 ,∆
′
∞),dist(pw1k0 ,∆
′
∞)}, and let Ωˆ be the domain obtained by Lemma 3.9
for ∆′∞ and r. Let Ω be the chord-arc disk obtained by Lemma 3.3 for Ωˆ and ǫ = 2
−l where l
is the smallest integer such that
ǫ ≤
1
16
dist(∂Ωˆ, (Rw ∩ ∂V ) ∪ {pw1 , pw1k0 , pw2}).
Let now σw1,w1k0 be a subarc of ∂Ω such that its first endpoint is on τw1 between its peak and
its right endpoint, and its second endpoint is on τw1k0 between its peak and its left endpoint.
Modifying the curve on its intersection points with τw we may assume that the curve is contained
in Rw. Similarly we obtain a curve σw1k0 ,w2 that does not intersect with σw1,w1k0 .
Define T˜w1,w1k0 to be the bounded Jordan domain that does not contain ∆∞ and whose
boundary is the union of σw1,w1k0 , a subarc of Rw1 , a subarc of Rw1k0 and a subarc of Γ∞.
Similarly we define T˜w1k0 ,w2 . Define now
Q′w = Rw \ (Rw1 ∪Rw1k0 ∪Rw2 ∪ T˜w1,w1k0 ∪ T˜w1k0 ,w2).
Choosing δ0 sufficiently small in Lemma 8.4, we may assume the following
(R4) If u ∈ W with |u| ≤ |w|+ k0 and Vu ⊂ Rw, then Vu is contained in Q
′
w.
In general, choosing δ0 small enough we may assume the following.
(R5) If w1, w2, w3 ∈ W(l+1)k0+1 are consecutive in that order (from left to right) and if u ∈ W
with |u| ≥ (l + 2)k0 + 1 and xu ∈ Rw2 , then Vu ⊂ Tw1,w2 ∪Rw2 ∪ Tw2,w3 .
As in §8.3.1, if Q′w contains a component H of Vu for some |u| > (l + 1)k0 + 1, we construct
a polygonal curve sH joining H with the appropriate domain from the list: Rw1 , Rw1k0 , Rw2 ,
T˜w1,w1k0 , T˜w1k0 ,w2 . Then remove a thickening of sH and H from Q
′
w. After all possible removals,
we denote the new Jordan domain again by Q′w. Furthermore, in the process of adding these
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thickenings, we obtain new domains Tw1,w1k0 and Tw1k0 ,w2 in place of T˜w1,w1k0 and T˜w1k0 ,w2
respectively. Similarly, the domes Rw1 , Rw1k0 and Rw2 are replaced by new domains R˜w1 ,
Rw1k0 and R˜w2 , respectively. Further modifications on the left of R˜w1 and on the right of
R˜w2 will give us the final domains Rw1 and Rw2 ; see §8.3.4. Finally, in the preimage side,
define Qw to be the interior of
⋃
Qu where the union is taken over all words u ∈ W such that
lk0 + 1 < |u| ≤ (l + 1)k0 + 1 and xu is contained in the smaller subarc of Γ∞ \ {xw1 , xw2}.
Now, as in §8.3.1, we subdivide Qw into Jordan domains Q
′
u, where u is as above, that satisfy
the following properties.
(2a): Domains Q′u are mutually disjoint and the union of their closures is all of Q
′
w.
(2b): There exists some positive integer m(w) with diamQ′w ≃ 2
−m(w) such that each ∂Q′u is a
polygonal curve with edges in G1
2−m(w)
and dist(∂Q′u, ∂V ) ≥ 2
−m(w).
(2c): Collection {Qu} is combinatorially equivalent to {Q
′
u} in the following sense: if g : (A ∩
Qw) ∪ ∂Qw → (A
′ ∩ Q′w) ∪ ∂Q
′
w is a homeomorphism such that g|A∩Qw = f |A∩Qw , then
g extends to a homeomorphism G : Qw → Q
′
w with G(Qu) = Q
′
u.
We have now that
Rw = R˜w1 ∪Rw1k0 ∪ R˜w2 ∪ Tw1,w1k0 ∪ Tw1k0 ,w2 ∪
⋃
Q′u
where domains Q′u are as in (2a)–(2c).
8.3.4. Inductive step: Decomposition in Tw1,w2. Let w1, w2 ∈ Wlk0+1 so that w1 is on the left of
w2 in Wlk0+1. The construction in this case is similar to that of §8.3.3 and we only sketch the
steps.
Consider words u1, . . . , un ∈ W(l+1)k0+1 such that u1 is at the right of w11
k0 , ui is at the left
of ui+1 for i = 1, . . . , n− 1 and un is at the left of w21
k0 in W(l+1)k0+1.
Choosing δ0 is small enough in Lemma 8.4, we may assume the following.
(R6) For all i = 2, . . . , n− 1, Rui ⊂ Tw1,w2 and diamRui ≤
1
2
dist(Rui , ∂Tw1,w2).
In general, choosing δ0 small enough we may assume the following.
(R7) If w1, w2, w3, w4 ∈ W(l+1)k0+1 are consecutive in this order (from left to right) and if u ∈
W with |u| ≥ (l+2)k0+1 and xu ∈ Tw2,w3 , then Vu ⊂ Tw1,w2∪Rw2∪Tw2,w3∪Rw3∪Tw3,w4 .
As in §8.3.1 and §8.3.3, we join each Rui with Rui+1 , i = 1, . . . , k − 1, with a polygonal arc
σui,ui+1 contained in Tw1,w2 that, except for its endpoints, does not intersect ∂V , ∂Tw1,w2 , ∂Ruj
(j = 1, . . . , n). We also assume that the polygonal arcs σui,ui+1 , i = 1, . . . , n − 1, are mutually
disjoint.
For each i = 2, . . . , n − 1, let T˜ui,ui+1 be the bounded Jordan domain that does not contain
∆∞ and is bounded by a subarc of Rui , a subarc of Rui+1 , σui,ui+1 and a subarc of Γ∞. Let
Q′w1,w2 = Tw1,w2 \
n⋃
i=1
Rui ∪
n−1⋃
i=1
T˜ui,ui+1 .
As in §8.3.1 and §8.3.3, if H is a component of Vw with |w| > (l+1)k0+1, then we construct
a polygonal curve sH joining H with the appropriate Rui or the appropriate T˜ui,ui+1 or R˜w1 or
R˜w2 and remove a thickening of sH and H from T˜w1,w2 . This way, we obtain a new domain
which we still denote by Q′w1,w2 . We also obtain new domains Tui,ui+1 in place of T˜ui,ui+1 for
i = 1, . . . , n − 1, new domains Rui in place of Rui for i = 2, . . . , n − 1, and new domains R˜u1
and R˜un in place of Ru1 and Run . Further modifications on the left of R˜u1 and on the right
of R˜un will yield the final sets Ru1 and Run ; see §8.3.3. Finally, in the preimage side, define
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Qw1,w2 to be the interior of
⋃
Qu where the union is taken over all words u ∈ W such that
lk0 + 1 < |u| ≤ (l + 1)k0 + 1 and xu is contained in the smaller subarc of Γ∞ \ {xu1 , xuk}.
As in previous sections, we subdivide Qw1,w2 into domains Q
′
u, where u is as above, that
satisfy the following properties.
(3a): Domains Q′u are mutually disjoint and the union of their closures is all of Q
′
w1,w2 .
(3b): There exists some positive integer m(w1, w2) with diamQ
′
w1,w2 ≃ 2
−m(w1,w2) such that
each ∂Q′u is a polygonal curve with edges in G
1
2−m(w1,w2)
and dist(∂Q′u, ∂V ) ≥ 2
−m(w1,w2).
(3c): Collection {Qu} is combinatorially equivalent to {Q
′
u} in the following sense: if g : (A ∩
Qw1,w2)∪∂Qw1,w2 → (A
′∩Q′w1,w2)∪∂Q
′
w1,w2 is a homeomorphism such that g|A∩Qw1,w2 =
f |A∩Qw1,w2 , then g extends to a homeomorphism G : Qw1,w2 → Q
′
w1,w2 with G(Qu) = Q
′
u.
We now have that
Tw1,w2 = R˜u1 ∪ R˜un ∪
n−1⋃
i=2
Rui ∪
n−1⋃
i=1
Tui,ui+1 ∪
⋃
Q′u
where Q′u are as in (3a)–(3c) above.
8.4. Concluding remarks. Proceeding inductively, we obtain a collection of sets Q′ = {Q′w :
w ∈ W}. We make the following three observations.
Firstly, by properties (1c), (2c) and (3c), Q′ is combinatorially equivalent to Q in the sense
that there exists homeomorphism g : D → D′ such that f |∂A = g|∂A and for each Qw ∈ Q,
g(Qw) ∈ Q
′
w. Secondly, since there is a finite number of different combinations for domains Q
′
w,
Q′w1,w2 and a finite number of different combinations that these domains can be cut into pieces,
it follows that each Q′w is an L-chord-arc disk for some L depending only on c and η. Thirdly,
by their construction, each Q′w satisfies
dist(∂Q′w, A) . dist(∂Q
′
w,∆∞) ≃ diamQ
′
w.
On the other hand, by (1b), (2b) and (3b), we have that dist(∂Q′w, A) & diamQ
′
w.
These three observations, in conjunction with Remark 8.1, show that the two collections Q
and Q′ have the desired properties (P1)–(P3).
9. Proof of Theorem 1.1
This section is devoted to the proof of Theorem 1.1. We focus on the quasisymmetric case;
the proof in the bi-Lipschitz case is similar and is given in §9.3.
By §5 and §7, we may assume for the rest of this section that U ⊂ R2 is an unbounded c-
uniform domain and that ∂U is compact and C-uniformly perfect. By Corollary 6.2, we assume
that f : R2 \ U → R2 is an η-quasisymmetric map that can be extended homeomorphically to
R2. By Lemma 2.12 and the invariance of uniformly perfect sets under quasisymmetric maps,
the domain U ′ = R2 \ f(R2 \ U) is c′-uniform and ∂U ′ is C ′-relatively connected for some c′
depending only on c and η, and some C ′ depending only on C and η. For simplicity, we assume
for the rest that C = C ′ = c′ = c.
Fix x0 ∈ ∂U and x
′
0 ∈ ∂U
′. LetD0 = R
2\B
2
(x0, 2cdiam ∂U) andD
′
0 = R
2\B
2
(x′0, 2cdiam ∂U
′).
In §9.1 we apply the results of §3 and §8 to construct two Whitney-type decompositions, one in
U \ D0 and another in U
′ \ D′0 that are combinatorially equivalent. The difference here is that
the two decompositions consist of domains in C A (K, d) and not chord-arc disks. Specifically,
we show the following proposition.
Proposition 9.1. There exist K > 1, d > 1, C > 1 depending only on c and η and two families
of domains D ,D ′ ⊂ C A (K, d) with the following properties.
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(1) The domains in D are mutually disjoint and U \ D0 =
⋃
D∈D D. Similarly for D
′.
(2) For all D ∈ D , C−1 diamD ≤ dist(D, ∂U) ≤ C diamD. Similarly for D ′.
(3) For each D ∈ D , there are at most C elements in D whose boundary intersects that
of D. If Γ = ∂D ∩ ∂D′ 6= ∅ for D,D′ ∈ D , then Γ is an L-bi-Lipschitz arc and
diamΓ ≥ C−1max{diamD,diamD}. Similarly for D ′.
(4) There exists homeomorphism g : U \ D0 → U ′ \ D′0 such that f |∂U = g|∂U and g(D) ∈ D
′
for each D ∈ D .
In §9.1 we construct the families D and D ′ and in §9.2 we prove Theorem 1.1.
9.1. Decompositions for planar uniform domains. We describe the steps in the construc-
tion of the families D and D ′. Here and for the rest of §9.1, we write E = R2\U and E′ = R2\U ′.
To reduce the use of constants and simplify the exposition, we assume that all constants in the
lemmas and propositions in §3 are equal to c for both U and U ′. For two positive constants a, b
we write a . b if a ≤ Cb for some constant C > 1 depending at most on c and η. We write
a ≃ b if a . b and b . a.
Step 1. We apply the construction of §3.4 on ∂U inside U \ D0 with ǫ = (80c)
−3 diamE
and obtain Jordan domains D1, . . . Dn. Set D∅ = (U \ D0) \
⋃n
i=1Di and note that diamD∅ ≥
diam ∂U .
For each i = 1, . . . , N let Ei = Di ∩ E and E
′
i = f(Ei). Applying Lemma 3.7 repeatedly on
each set E′i, we obtain Jordan domains D
′
1 = V (E
′
1, (U
′ \ D′0), r1) and
D′i = V (E
′
i, (U
′ \ D′0) \
i−1⋃
k=1
D′k, ri) for i = 2, . . . , n
where
ri = (32c)
−1min{diamE′i,dist(E
′
i, E
′ \ E′i)} for i = 1, 2, . . . , n.
Set D′∅ = (U
′ \ D′0) \
⋃n
i=1D
′
i. Since E is relatively connected, by Remark 2.4, ri is comparable
to dist(E′i, E
′ \ E′i).
Step 2. Fix i ∈ {1, . . . , n} and let
ǫ′i = (8c)
−3min{dist(E′i, ∂D
′
i),diamE
′
i}.
Observe that, although U ′ ∩D′i may not be c-uniform like U
′, the condition of c-uniformity for
E′i holds true in the scale of ǫ
′
i. That is, for all x, y ∈ E
′
i with |x − y| ≤ ǫ
′
i, there exists c-cigar
curve γ joining them in U ∩ D′i. In fact, ǫ
′
i has been chosen in such a way that both Lemma
3.9 and Lemma 3.11 can be applied as if U ∩ D′i was c-uniform. Therefore, we can apply on
each E′i inside D
′
i the construction of §3.4 with ǫ
′
i and obtain Jordan domains D
′
i1, . . . ,D
′
ini
. Set
D′i = D
′
i \
⋃ni
j=1D
′
ij .
In each Di, we apply now the second part of Step 1. Fix i ∈ {1, . . . , n} and let E
′
ij = E
′ ∩D′ij
and Eij = f
−1(E′ij). By Lemma 3.13, Di ∩ U is c
′-uniform for some c′ depending only on c.
Applying Lemma 3.7 repeatedly on each set Eij , we obtain Jordan domains Di1 = V (Ei1, U ∩
Di, (32c)
−1) and
Dij = V (Eij , (U ∩Di) \
j−1⋃
k=1
D′ik, (32c)
−1) for j = 2, . . . , ni.
Set Di = (U ∩Di) \
⋃ni
j=1Dij and note that diamD
′
i ≥ ǫ
′
0 diamDi with ǫ
′
0 depending only on c.
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Inductive hypothesis. Suppose that from Step 2k we have obtained mutually disjoint bounded
Jordan domains Dw ⊂ U , mutually disjoint Jordan domains D
′
w ⊂ U
′, sets Ew = Dw ∩ E and
sets E′w = D
′
w ∩ E
′ = f(Ew) such that, for some M > 1 depending only on c and η,
(I1): M−1 diamEw ≤ dist(Ew, E \ Ew) ≤M dist(∂Dw, E \ Ew);
(I2): for all z ∈ ∂Dw
M−1 dist(z,Ew) ≤ min{dist(Ew, E \ Ew),diamEw} ≤M dist(z,Ew);
(I3): if dist(z,A) ≥ (8c)−3 diamA for some z ∈ ∂Dw and some component A of Ew, then
dist(A, ∂Dw) ≥M
−1 diamA.
Similarly for E′, E′w and D
′
w. Also, since E is uniformly perfect, we have that dist(Ew, E\Ew) ≤
M0 diamEw for some M0 > 1 depending only on c.
Fix now a a Jordan domain Dw, w = i1 · · · i2k. We consider two cases regarding how big the
components of Ew are compared to diamDw.
9.1.1. Small components. Assume that for all components A of Ew, there exists z ∈ ∂Dw such
that diamA ≤ (8c)3 dist(A, z).
Remark 9.2. By (I3) and the quasisymmetry of f ,
diam f(A) . dist(f(A), E′ \ E′w).
By Lemma 3.14,
diamE′w . diamD
′
w . c
′
2 dist(E
′
w, E
′ \ E′w).
By quasisymmetry of f ,
diamEw . dist(Ew, E \ Ew).
Step 2k + 1. Applying the construction of §3.4 on Ew with
ǫw = (80c)
−3min{dist(Ew, ∂Dw),diamEw}
we obtain Jordan domains Dwi ⊂ Dw with i ≤ nw. Define Ew = Dwi ∩ E, E
′
wi = f(Ewi) and
Dw = Dw \
⋃
iDwi. In each D
′
w apply the second part of Step 1 and obtain Jordan domains
D′wi. Set D
′
w = D
′
w \
⋃
iD
′
wi.
Step 2k + 2. In each D′wi apply the construction of §3.4 on E
′
wi with
ǫ′wi = (80c)
−3min{dist(E′wi, ∂D
′
wi),diamE
′
wi}.
Again, ǫ′wi has been chosen in such a way that both Lemma 3.9 and Lemma 3.11 can be applied
as if U∩D′wi was c-uniform. Thus, we obtain Jordan domains D
′
wij ⊂ D
′
wi. Set E
′
wij = D
′
wij∩E
′,
Ewij = f
−1(E′wij) and D
′
wi = D
′
wi \
⋃
j D
′
wij.
In each Dwi we apply the second part of Step 1. Applying Lemma 3.7 repeatedly on each set
Ewij, we obtain Jordan domains Dwij. Set Dwi = Dwi \
⋃
j Dwij.
Combining Lemma 3.13, Lemma 3.14, Remark 9.2 and using the fact that E is uniformly
perfect, we obtain the next corollary which completes the induction step for Case 1.
Corollary 9.3. There exists N2 > 1, d > 1 and C > 1 depending only on c and η with the
following properties.
(1) nw ≤ N2.
(2) Each Dwi is a C-chordarc domain.
(3) For all i ∈ {1, . . . , nw}, diamDwi ≥ d
−1 diamDw.
(4) For all i ∈ {1, . . . , nw}, dist(∂Dw, ∂Dwi) ≥ d
−1 diamDw.
(5) For all i, i′ ∈ {1, . . . , nw}, dist(∂Dwi, ∂Dwi′) ≥ d
−1 diamDw.
(6) Properties (I1), (I2) and (I3) hold for E, Ewi and Dwi with constant d.
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By Remark 9.2 and the fact that n ≤ N , the same is true for domains D′wi. Similarly, the
conclusions of Corollary 9.3, hold true for domains Dwij and D
′
wij.
9.1.2. A large component. Assume that there exists a component ∆∞ of Ew such that
dist(z,∆∞) ≤ (8c)
−3 diam∆∞ for all z ∈ ∂Dw.
By (I1), dist(Dw,∆∞) & diamEw ≥ diam∆∞. Set ∆
′
∞ = f(∆∞) and E
′
w = f(Ew). We
show that that dist(z,∆′∞) is comparable to diam∆
′
∞ for each z ∈ ∂D
′
w.
Lemma 9.4. There exists C > 1 depending only on c and η such that
C−1 diam∆′∞ ≤ dist(∆
′
∞, z) ≤ C diam∆
′
∞ for all z ∈ ∂D
′
w.
Proof. Note that diamEw ≤ diamDw ≤ (2(8c)
−3 + 1) diam∆∞. By quasisymmetry of f ,
diamE′w . diam∆
′
∞ [Hei01, Proposition 10.8] and the right inequality follows from (I1) and
(I2) for E′, E′w,D
′
w. The left inequality follows from (I1) and (I2) for E
′, E′w,D
′
w and the fact
that diam∆′∞ ≤ diamE
′
w. 
By Lemma 9.4, all assumptions of §8 are satisfied and by setting D = Dw, D
′ = D′w, A = Ew
and A′ = E′w. Step 2k + 1 and Step 2k + 2 are as follows
Step 2k + 1 and Step 2k + 2. We apply the decomposition of §8 and we obtain {Qu}u∈W ,
{Q′u}u∈W , {Au}u∈W and {A
′
u}u∈W . Set now Dwu = Qu and D
′
wu = Q
′
u.
If Dwu ∩ ∂U = ∅, then set Dwu = Dwu and D
′
wu = D
′
wu.
If Dwu∩ ∂U 6= ∅, then set Dwu = Dwu \ Tδw(E ∩Dwu) and D
′
wu = D
′
wu \ Tδ′w(E
′ ∩D′wu) where
δw =
1
10
dist(E ∩Dwu, ∂Dwu) and δw =
1
10
dist(E′ ∩D′wu, ∂D
′
wu).
We now repeat the previous steps of the construction.
It is straightforward to check that Corollary 9.3 holds true in Case 2 as well. This completes
the inductive step of the construction of the two decompositions D and D ′.
9.2. Proof of Theorem 1.1 in the quasisymmetric case. Suppose that U ⊂ R2 is an
unbounded c-uniform domain with bounded c-uniformly perfect boundary. Let D = {Dw} and
D ′ = {D′w} be the decompositions of Proposition 9.1.
Given Dw,Du ∈ D whose boundaries intersect in a non-degenerate set, let Γw,u = Dw ∩ Du
and Γ′w,u = D
′
w ∩ D
′
u. Then, Γw,u,Γ
′
w,u are L-bi-Lipschitz arcs and diamΓw,u & diam ∂Dw and
diamΓ′w,u & diam ∂D
′
w. Define a homeomorphism g :
⋃
Dw∈D
∂Dw →
⋃
D′w∈D
′ ∂D′w so that g|Γw,u
maps Γw,u onto Γ
′
w,u by arc-length parametrization and can be homeomorphically extended to
each Dw. Note that g|Dw is a (λw,Λ)-quasisimilarity with Λ ≃ 1 and with λw =
diamD′w
diamDw
. By
Proposition 4.6, each g|Dw extends to a (λw,Λ
′)-quasisimilarity Fw : Dw → D
′
w with Λ
′ ≃ 1.
Define F : U → U ′ with F |Dw = Fw. By a theorem of Va¨isa¨la¨ on removability of singularities
[Va¨i71, Theorem 35.1], F is K-quasiconformal with K depending only on Λ′, thus only on c and
η. By Lemma 2.10, F is η′ quasisymmetric for some η′ depending only on c and η.
9.3. Proof of Theorem 1.1 in the bi-Lipschitz case. The proof of Theorem 1.1 in the case
that f is L-bi-Lipschitz is similar. The sets D and D are constructed as in the quasisymmetric
case. Since ∂U may not be uniformly perfect, Proposition 9.1(3) holds with min instead of max
and the families D ,D ′ ⊂ C A ∗(L0, d) for some L0 > 1 and d > 1 depending only on L and c.
Moreover, Corollary, 9.3(3) may not hold.
Since f is L-bi-Lipschitz, there exists c0 > 1 depending only on c and L such that c
−1
0 diamD
′
w ≤
diamDw ≤ c0 diamD
′
w for all Dw ∈ D . Therefore, applying Proposition 4.6 and defining F as
above, we note that F |Dw is L1-bi-Lipschitz for all Dw ∈ D with L1 depending only on c and L.
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Thus, F is L1-BLD and, by Lemma 2.2, F is L
′-bi-Lipschitz with L′ depending only on c and
L.
10. The assumptions of Theorem 1.1
We discuss the assumptions of Theorem 1.1 and their necessity. In §10.1, applying a result of
Trotsenko and Va¨isa¨la¨ [TV99], we show that relative connectedness is necessary for the QSEP
in all dimensions. In §10.2, we show that uniformity is somewhat necessary for the QSEP or the
BLEP in the plane, as neither the John property nor quasiconvexity of U , alone, is sufficient in
Theorem 1.1.
10.1. Relative connectedness. Let E ⊂ Rn be a closed set that is not relatively connected.
In the proof of Theorem 6.6 in [TV99], a quasisymmetric map f : E → Rn is constructed that
is not power quasisymmetric. It follows, then, from Lemma 2.3 that f can not be extended
quasisymmetrically to Rn. We present the construction here again to illustrate why the map f
can be extended homeomorphically to Rn.
Since E is not relatively connected, for each i ∈ N, there exists Ei containing at least two
points so that dist*(Ei, E \ Ei) ≥ i. We assume for the rest that diamEi ≤ diamE \ Ei. Set
di = dist
*(Ei, E \Ei). We may assume that 4 < d1 < d2 < · · · . The conditions on Ei imply one
of the following three cases.
Case 1. There exists subsequence i1 < i2 < · · · with Ei1 ⊃ Ei2 ⊃ · · · . For simplicity, write
Eik = Ek and dik = dk. In this case,
diamEk ≤ d
−1
k dist(Ek, E \ Ek) ≤ k
−1(diamE1 + dist(E1, E \ E1))
k→∞
−−−→ 0.
Thus, {x0} =
⋂
k∈NEk for some x0 ∈ E. Set E
0 = E\E1 and, for each k ∈ N, set E
k = Ek\Ek+1.
Note that E is a disjoint union of the sets Ek. Define f : E → Rn by f(x0) = x0, f |E0(x) = x
and, for each k ∈ N, f |Ek(x) = skx with
sk =
ed1+···+dk
(1 + d1) · · · (1 + dk)
.
Case 2. There exists subsequence i1 < i2 < · · · with Ei1 ⊂ Ei2 ⊂ · · · . For simplicity, write
Eik = Ek and dik = dk. Set E
0 = E1 and, for each i ∈ N, set E
k = Ek+1 \ Ek. Note that E
is a disjoint union of the sets Ek. Define f : E → Rn by f |E0(x) = x and for, each k ∈ N,
f |Ek(x) = skx with
sk =
ee
d1+···+edk
ek+d1+···+dk
.
Case 3. There exists subsequence i1 < i2 < · · · with Ei1 , Ei2 , . . . being mutually disjoint. For
simplicity, write Eik = Ek, dik = dk and xik = xk. Set E
0 = E \
⋃
k∈NEk and, for each k ∈ N,
set Ek = Ek. Note that E is a disjoint union of the sets E
k. Define f : E → Rn by f |E0(x) = x
and, for each k ∈ N, f |Ek(x) = xk + sk(x− xk) with
sk =
edk
(1 + dk)
.
Following the proof of [TV99, Theorem 6.6], in each case, f is quasisymmetric but not power
quasisymmetric. Thus, it only remains to show that, in each case, f extends to a self home-
omorphism of Rn. Assume the first case. For each i ∈ N, set Bi = B
n(xi, 2 diamEi), set
B′i = B
n(xi,
1
2di diamEi) and set Ai = Bi \ B
′
i+1. On R
n \ B1, set F (x) = x and, for each
i ∈ N, set F |Ai(x) = six. By [TV99, (6.8)], for each i ∈ N, F (∂B
′
i+1) is contained in a
ball with boundary F (∂Bi), F (Bi+1) is contained in a ball with boundary F (∂B
′
i+1) and both
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dist(F (∂Bi), F (∂B
′
i+1)) and dist(F (∂Bi+1), F (∂B
′
i+1)) are nonzero. Therefore, F can be ex-
tended homeomorphically to each B′i \Bi.
The other two cases are similar; see [TV99, (6.14)] and [TV99, (6.18)].
10.2. Uniformity. We construct a compact, countable, relatively connected set E ⊂ R2 whose
complement is both John and quasiconvex but E fails to have either the QSEP or the BLEP.
For the rest of §10.2 we use complex coordinates.
For each n ∈ N, divide the interval [0, 2−n(n−1)/2] into 2n intervals of equal length and let A
be the set of endpoints of all the intervals produced. Set
E = A ∪ (iA) ∪ (−A) ∪ (−iA).
Note that E is relatively connected, compact and countable. Moreover, since the coordinate
projections of E both have measure zero, E is quasiconvex; see [GM85, Lemma 2.5, Lemma 2.7]
or [HH08, Theorem A].
Define now f : E → E with
f |A∪(iA)(z) = −iz and f |(−A)∪(−iA)(z) = z.
Clearly f is 2-bi-Lipschitz and, as E is totally disconnected, f extends to a homeomorphism of
C. We show that f can not be extended quasisymmetrically to C.
Suppose that there exists an η-quasisymmetric extension F : C → C. For each point a ∈ A,
let xa = (−a, 0), ya = (0, a) and γa = {(−at, a(1− t)) : t ∈ [0, 1]}. For all a ∈ A, γa is 2-bounded
turning and 2-cigar in R2\E; that is, diam γa ≤ 2|xr−yr| and dist(z,E) ≥
1
2 min{|xr−z|, |yr−z|}
for all z ∈ γa. Since F is η-quasisymmetric, there exists C > 1 depending only on η such that
F (γa) is C-bounded turning and C-cigar in R
2 \ E for all a ∈ A.
Let n ∈ N such that 2−n ≤ (3C)−2. Let a = m2−n2−n(n+1)/2 ∈ A with m being the
smallest integer bigger than 2C. The C-bounded turning condition of F (γa) implies that F (γa)∩
({0} × R) = F (γa) ∩ ({0} × [−a
′, a′]). However, for any point F (γa) ∩ ({0} × R) we have
dist(z,E) ≤ 2−na′ ≤ (3C)−2a′ ≤ (2C)−1a ≤ (2C)−1min{|z − F (xa)|, |z − F (ya)|} and the John
property of F (γa) is violated.
Remark 10.1. It turns out that the John property and the quasiconvexity of R2 \ E are not
necessary for bi-Lipschitz or quasisymmetric extensions to R2 \ E. For example, let E =
(0,+∞) × (−1, 1) and note that E is not John while R2 \ E is not quasiconvex. Neverthe-
less, any η-quasisymmetric (resp. L-bi-Lipschitz) embedding of E or R2 \ E into R2 extends to
an η′-quasisymmetric (resp. L′-bi-Lipschitz) homeomorphism of R2. The proofs are left to the
reader.
11. Uniformization of Cantor sets with bounded geometry
MacManus [Mac99] proved a quasisymmetric uniformization result for planar Cantor sets
slightly stronger statement than Theorem 2.5 of David and Semmes: for a compact set E ⊂ R2
there exists a quasisymmetric mapping F : R2 → R2 with F (C) = E if and only if E is uniformly
perfect and uniformly disconnected. This result is false in R3 due to the existence of self-similar
wild Cantor sets in R3 [Dav07, pp. 70–75]. By increasing the dimension by 1, MacManus’ result
generalizes to dimensions n ≥ 3.
Theorem 11.1. For a compact set E ⊂ Rn there exists a quasisymmetric map F : Rn+1 → Rn+1
with F (C) = E if and only if E is uniformly perfect and uniformly disconnected.
One direction of Theorem 11.1 is clear. Namely, if there exists a quasisymmetric homeomor-
phism F : Rn+1 → Rn+1 mapping C onto E, then E is c-uniformly perfect and c-uniformly
disconnected with c depending only on η. For the converse, we use the fact that there exists a
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quasisymmetric homeomorphism f : C → E and we extend this mapping quasisymmetrically to
Rn+1.
Consider the set of finite words W formed from the letters {1, 2}, including the empty word
∅. Define WN to be the set of words in W whose length is exactly N . Let I∅ = [0, 1] and given
Iw = [a, b] let Iw1 = [a, a+
1
3(b− a)], Iw2 = [b−
1
3(b− a), b]. For each w ∈ W, let Cw = Iw ∩ C.
Lemma 11.2. Let X be a metric space and f : C → X be an η-quasisymmetric homeomorphism.
There exists k ∈ N depending only on η with the following property. For any m ∈ N, there exist
sets E1, . . . ,Ek whose elements are sets f(Cw) with w ∈ W
m such that
(1) Ei ∩ Ej = ∅ when i 6= j and
⋃k
i=1 Ei = {f(Cw) : w ∈ W
m};
(2) for any i ∈ {1, . . . , k} and any f(Cw), f(Cw′) ∈ Ei with w 6= w
′ we have
dist(f(Cw), f(Cw′)) ≥ 5max{diam f(Cw),diam f(Cw′)}.
Proof. Set d = (η−1(1/10))−1. We show that the lemma holds for k being the integer part of
dlog 2/ log 3 + 1.
By quasisymmetry of f and (2.2), property (2) of the lemma is satisfied if dist(Cw, Cw′) ≥
d3−m. Note that, for each w ∈ Wm, there exist at most k words w1, . . . , wl ∈ W
m such that
dist(Cw, Cwi) < d3
−m. Let now C′1, . . . , C
′
2m be an enumeration of {Cw : w ∈ W
m} such that for
all 1 ≤ i < j ≤ 2m, C′i lies to the left of C
′
j. For each i = 1, . . . , k define Ai to be the integers in
{1, . . . , 2m} that are of the form i+ rk with r ∈ N∪{0} and set Ei = {f(C
′
j) : j ∈ Ai}. It is now
straightforward to verify that the sets Ej satisfy the properties (1) and (2) of the lemma. 
We are now ready to prove Theorem 11.1.
Proof of Theorem 11.1. Let E be a compact, c-uniformly perfect and c-uniformly disconnected
subset of Rn. By Theorem 2.5, there exists an η-quasisymmetric homeomorphism f : C → E
with η depending only on n and c. The first step of the proof is the construction of a bi-
Lipschitz mapping Φ : Rn+1 → Rn+1 that unlinks E. The second step is the construction of a
quasiconformal mapping G : Rn+1 → Rn+1 that maps the unlinked image Φ(E) onto C. The
composition G ◦Φ is the desired map F of Theorem 11.1.
Without loss of generality, we assume that diamE = 1. For the rest of the proof we write
Ew = f(Cw).
Let k be the number obtained by Lemma 11.2 for the set E. Let also N be the smallest
positive integer such that 3−N ≤ min{η−1(1/16), η−1((5k)−1)}. Then, for any w,w′ ∈ W with
Ew ∩ Ew′ = ∅ and any u ∈ W
N , we have
δ′ diamEw ≤ diamEwu ≤ δ diamEw,(11.1)
dist(Ew, Ew) ≥ (η(1))
−1max{diamEw,diamEw′}(11.2)
with δ = min{ 116 , (5k)
−1} and δ′ = (2η(3N ))−1.
Let E 01 , . . . ,E
0
k be the sets of Lemma 11.2 corresponding to m = N . Define φ1 : E → R such
that
φ1|Ew(x) = 5(i− 1)δ, for all x ∈ Ew
where w ∈ WN , Ew ∈ E
0
i and i = 1, . . . , k. Inductively, suppose that we have defined φj : E → R
such that φj |Ew is constant whenever w ∈ W
jN . For each w ∈ WjN , let E w1 , . . . ,E
w
k be the sets
of Lemma 11.2 corresponding to E = Ew and m = N . Define φj+1 : E → R such that
φj+1|Ewu(x) = φj |Ew(x) + 5(i− 1)δ diamEw, for all x ∈ Ewu
where w ∈ WjN , u ∈ WN , Ewu ∈ E
w
i and i = 1, . . . , k. Then, for all x ∈ E, |φi(x) − φj(x)| ≤
δmax{i,j}. Hence, the mappings φj converge uniformly to a mapping φ : E → R.
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We claim that φ is Lipschitz. Indeed, let x, y ∈ E and let m0 ∈ N be the greatest integer m
such that x, y ∈ Ew with w ∈ W
mN . In particular, suppose that x, y ∈ Ew0 with w0 ∈ W
m0N .
By (11.1), (11.2) and the maximality of m0,
|φ(x)− φ(y)| ≤ diamEw0 ≤ η(1)(δ
′)−1|x− y|.
and the claim follows.
Fix x0 ∈ E, B0 = B
n(x0, 5 diamE) and set φ|Rn\B0 ≡ 0. Then, the map
φ : (Rn \B0) ∪ E → R
is L-Lipschitz for some L depending only on η and, by Kirszbraun Theorem, there exists an L-
Lipschitz extension of φ to Rn which we also denote by φ. Then, the mapping Φ : Rn+1 → Rn+1
defined by Φ(x, z) = (x, φ(x) + z) is L′-bi-Lipschitz with L′ depending only on L.
For each m = 0, 1, . . . and each w ∈ WmN fix xw ∈ Ew and set
Kw = xw + [−2 diamEw, 2 diamEw]
n.
Note that if w ∈ WmN and u ∈ WN , then Kwu ⊂ Kw and dist(Kwu, ∂Kw) ≥
1
2 diamEw. However,
if w,w′ ∈ WmN are distinct, then Kw may intersect Kw′ which is why we lift different sets to
different heights. For each m = 0, 1, . . . and each w ∈ WmN define
Kw = Kw × [φm(xw)− 2 diamEw, φm(xw) + 2diamEw].
From the definition of the functions φm, it follows that for allm ∈ N, for all distinct w,w
′ ∈ WmN
and for all u ∈ WN ,
dist(Kw,Kw′) ≥ max{diamEw,diamEw′};(11.3)
Kwu ⊂ Kw and dist(Kwu, ∂Kw) ≥
1
2
diamEw;(11.4)
Kw ∩ Φ(E) = Φ(Ew) and dist(Φ(Ew), ∂Kw) ≥
1
2
diamEw.(11.5)
For each m = 0, 1, . . . and w ∈ WmN , let zw be the centre of Iw and define
Qw = [zw −
5
6
3−mN , zw +
5
6
3−mN ]× [−
5
6
3−mN ,
5
6
3−mN ]n.
For each w ∈ WmN , let gw : ∂Kw → ∂Qw be a sense-preserving similarity map. By Proposition
4.10, there exists Λ > 1 depending only on η, and there exists G : Rn+1 → Rn+1 such that
(1) G is the identity outside of B0 and
(2) for all w ∈ WmN , the restriction of G on Kw \ (
⋃
u∈WN Kwu) extends gw and is a
(diamQwdiamKw ,Λ)-quasisimilarity that maps Kw \ (
⋃
u∈WN Kwu) onto Qw \ (
⋃
u∈WN Qwu).
Therefore, by a theorem of Va¨isa¨la¨ on removability of singularities [Va¨i71, Theorem 35.1], G is
K-quasiconformal with K depending only on η and n. Set F = G ◦Φ and note that F extends
f and that F (Ew) = Cw. 
11.1. Proof of Theorem 1.3. Let E ⊂ Rn be closed and c-uniformly disconnected. By §5
and §7, the proof is reduced to the case that E is compact and perfect. Hence, by Brouwer’s
topological characterization of Cantor sets [Kec95, Theorem 7.4] we may assume that E is a
Cantor set.
Suppose first that E is c-uniformly perfect and that f : E → Rn is η-quasisymmetric. By
Theorem 11.1, we may assume that f : C → C. By Theorem 1.1 and the tameness of planar
totally disconnected sets [Moi77, §10], f extends to an η1-quasisymmetric homeomorphism F1 :
R2 → R2 with η1 depending only on η. By the Tukia-Va¨isa¨la¨ extension theorem [TV82], F1
extends to an η′-quasisymmetric F : Rn+1 → Rn+1 with η′ depending only on η and n.
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Suppose now that f : E → Rn is L-bi-Lipschitz. Denote E′ = f(E) and E′w = f(Ew).
By choosing N sufficiently large in the proof of Theorem 11.1, we may assume that the right
inequality of (11.1) and the inequality (11.2) are satisfied for both E and E′. Following the
construction of Φ, we can construct cubes K′w, corresponding to the sets E
′
w with w ∈ W
mN ,
and an L2-bi-Lipschitz map Φ
′ : Rn+1 → Rn+1 that satisfy properties (11.3), (11.4) and (11.5).
For each w ∈ WmN , let gw : ∂Kw → ∂K
′
w be a similarity mapping. By Proposition 4.10, there
exist λ > 0 and Λ > 1 depending only on c and L and there exists G : Rn+1 → Rn+1 such that
(1) G is the identity outside of B0 and
(2) for all w ∈ WmN , the restriction of G on Kw \ (
⋃
u∈WN Kwu) extends gw and is a (λ,Λ)-
quasisimilarity that maps Kw \ (
⋃
u∈WN Kwu) onto Qw \ (
⋃
u∈WN Qwu).
Therefore, G is BLD and, by Lemma 2.2, G is L3-bi-Lipschitz for some L3 depending only on
L. Thus, F = (Φ′)−1 ◦G ◦Φ is an L′-bi-Lipschitz extension of f for some L′ depending only on
L and c and extends f .
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