Abstract-Terrestrial laser scanning (TLS) has emerged as an effective tool for rapid comprehensive measurement of object structure. Registration of TLS data is an important prerequisite to overcome the limitations of occlusion. However, due to the high dissimilarity of point cloud data collected from disparate viewpoints in the forest environment, adequate marker-free registration approaches have not been developed. The majority of studies instead rely on the utilization of artificial tie points (e.g., reflective tooling balls) placed within a scene to aid in coordinate transformation. We present a technique for generating view-invariant feature descriptors that are intrinsic to the point cloud data and, thus, enable blind marker-free registration in forest environments. To overcome the limitation of initial pose estimation, we employ a voting method to blindly determine the optimal pairwise transformation parameters, without an a priori estimate of the initial sensor pose. To provide embedded error metrics, we developed a set theory framework in which a circular transformation is traversed between disjoint tie point subsets. This provides an upper estimate of the Root Mean Square Error (RMSE) confidence associated with each pairwise transformation. Output RMSE errors are commensurate with the RMSE of input tie points locations. Thus, while the mean output RMSE = 16.3 cm, improved results could be achieved with a more precise laser scanning system. This study 1) quantifies the RMSE of the proposed marker-free registration approach, 2) assesses the validity of embedded confidence metrics using receiver operator characteristic (ROC) curves, and 3) informs optimal sample spacing considerations for TLS data collection in New England forests. While the implications for rapid, accurate, and precise forest inventory are obvious, the conceptual framework outlined here could potentially be extended to built environments.
I. INTRODUCTION

S
PATIAL registration is the process of aligning data into a common coordinate system. Combining data from multiple coregistered laser scans is a common preprocessing step in order to avoid the critical limitations of data obscuration due to laser occlusion. This has applications to robotics/mobile perception [19] , mapping [33] , and other domains, but is particularly important for forest inventory studies, which estimate forest structural variables such as basal area (BA) or stem density over a broad sample area. Although single-scan terrestrial laser scanning (TLS) acquisition is effective at characterizing visible tree structure, multiple-scan information is often necessary in order to assess plot-level variables [28] . We can define two types of registration, namely, relative, i.e., the combination of data from multiple scanner positions into a single scanner's coordinate system, and absolute, i.e., the referencing of data to an absolute global coordinate system [7] . This paper describes a technique for relative registration. Registration is performed by estimating the three translation and three rotation parameters between two coordinate systems and then modifying the data's spatial coordinates according to these parameters [24] .
Direct registration approaches manually measure the position and orientation parameters of each TLS system. A differential Global Positioning System (GPS) or total station is used to survey the precise location of each scanner location, and an inclinometer or an inertial measurement unit is used to measure the instrument's orientation. Note that some TLS instruments have a motorized head, which automatically levels the z-axis, thus requiring only azimuthal correction [24] . In a study by [41] , a SICK sensor, similar to the one in this study, was stepped laterally along a translation stage at several known positions adjacent to an artificial tree. Data registration was then performed based on the precise knowledge of the scanner pose at each measurement location. Despite the controlled setup, registration proved to be the most difficult obstacle, requiring labor-intensive and time-consuming manual corrections. Moreover, these techniques require high-precision surveying equipment that may not be operationally tenable to foresters [24] .
An alternative technique is to manually align the data after collection, based on visual inspection in computer software. Yang et al. [44] adjusted the rotation and translation matrices of multiple scans in Pointools View Pro software to align features such as trunk shapes, terrain patterns, and crown characteristics.
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An estimated positional accuracy of ±20 cm was achieved. However, accuracy is dependent upon the subjective clarity of these features to the interpreter, and the process is labor intensive and time consuming; as a result, it has not been advised for future implementation [41] . A third class of registration algorithms involves manually placing artificial targets (or "markers") in the scene, which serve as precise and unambiguous tie points [12] , [24] , [41] , [44] . Commonly, retroreflective spheres mounted on poles are used [24] , although reflective tape [22] , plain A4 paper [2] , and checkerboards [17] have also been used. Targets may then be detected either manually [24] or automatically with commercial software packages, e.g., [17] , [29] , [37] . Given that the majority of available systems are commercial scanners with corresponding software packages [7] , these methods have been widely used in forest inventory studies. For example, [45] registered high-resolution (0.16-mrad sampling) TLS data using Leica Cyclone software with eight in-field reference targets, achieving a mean absolute error of 3.4 cm. Another study used FARO SCENE software [17] to register TLS data from nine positions in a 20 × 20 m plot [12] , but the reported accuracy "tension" metric precluded direct comparison with other studies. Reference [34] used a set of FARO targets (four spheres and one planar target) and performed manual registration with very low registration errors (μ = 0.3 mm, σ = 1−2 mm) for high-resolution data (angular step width = 0.6 mrad).
Despite the capability of achieving high accuracy, the practicality and scope of these methods are limited by several key restrictions. First, automatic detection of targets is not trivial and may require additional user interaction for identification of undetected markers [17] , [34] . Second, target size and instrument resolution enforce a limit on the maximum distance between the sensor and the target, in order for successful detection [2] , [17] , [23] , [34] . Finally, and perhaps most relevant, is the issue of cost: Commercial registration packages may be outside the budget constraints of many end users [24] . This budgetary restriction is increasingly salient as a growing number of affordable small sensor providers [24] lack registration expertise [7] and provide no such software with their systems, cf., [40] .
In support of these commercial off-the-shelf (COTS) systems, [24] developed a simple approach for registration, based on the use of artificial targets, which avoided the need for commercial software packages [24] . The proposed method used 0.2-m reflective polystyrene spheres mounted on wooden pegs; their location was first identified in the image based on manual field measurement of the location and bearing, and then, tie points were extracted for each sphere by averaging the positional coordinates of high-intensity returns within that identified region. Note that averaging the location of points sampled on a 0.2-m hemisphere will give an ambiguous center coordinate (tie point), depending on sensor perspective, which may have contributed to the higher reported correspondence errors (root-mean-square error (RMSE) = 0.04 − 0.7 m and coefficient of determination (R 2 ) = 0.70 − 0.99 between tie points).
The disadvantages of this approach are its reliance on accurate reflectance information for automatic thresholding of points on the sphere, as well as limitations of practicality related to the use of manual targets. Transportation and placement of supporting bases and reflective targets is cumbersome and tedious [8] , [10] , [12] , [35] and requires additional personnel, equipment, and time [10] . Often, the distribution and collection of targets exceeds the net scanning time by a factor of 5 [9] , [42] . Furthermore, it may be difficult to evenly distribute targets in positions that can be seen from multiple viewpoints [23] , [42] . As a result, some studies have raised concerns of the practicality of using artificial targets in forested environments [2] . This is because forest mensuration necessitates maximizing the sample size and performance ability, while minimizing the required time, personnel, and cost [7] , [30] , [35] . The use of artificial targets severely reduces mobility and efficiency, as well as represents a major limitation to the utility of TLS for operational objectives, particularly in terms of the number of samples that can be measured, cf., [35, Tables 4 and 5] . In this context, marker-free registration techniques are needed to address these current limitations [34] .
The most common techniques for marker-free data registration are based on either point/surface matching [e.g., iterative closest point (ICP)] or scale-invariant feature transform (SIFT) algorithms. ICP is a point-matching technique which minimizes the Euclidean distance between points in regions of overlap, based on an initial estimation of sensor pose [7] . First introduced by [6] and [11] , there has been continued work to improve this method for registration [39] , which suffers from drawbacks, such as convergence to local minima and the requirement of estimating an initial sensor pose (which is not easy and prevents full automation) [7] . Improvements to this framework have been developed, for example, in order to eliminate the need for initial pose estimation by either detection of local geometric features [20] or extended Gaussian images [32] . Moreover, to reduce the overhead in finding pointpair correspondences, [3] implemented a corner-based keypoint detector from range imagery, with resulting translation errors of 0.04-0.15 m for natural scenes.
SIFT, on the other hand, is a robust feature transform [31] , which operates on image pairs collected from different viewpoints to support image registration. Typically, SIFT features are identified from light detection and ranging (lidar)-derived images and then converted to 3-D coordinates for transformation [3] , [5] , [42] . SIFT has been applied successfully to registration of aerial imagery and lidar intensity data [1] , where an airborne perspective yields relatively uniform data given the large overlap and minimal distortion. A more challenging task is the registration of TLS data, where hemispherical scanning from a ground-based perspective yields panoramic range images with more complex distortions than accounted for by the SIFT algorithm. For terrestrial data, Weinmann et al. detected SIFT feature points from TLS intensity panoramic images and then performed registration after transforming image points to spatial coordinates [43] . Wang and Brenner integrated a priori sensor pose information, along with geometric features obtained from the range image to register TLS data of urban environments [42] .
Existing marker-free registration approaches such as ICP or SIFT, however, have been primarily developed for industrial Fig. 1 . Point-based registration techniques generally fail for TLS scans from forested environments. This is because (a) multiple scanners (e.g., S 1 and S 2 ) sample different parts of S (e.g., tree stem). There is insufficient overlap of P 1 and P 2 ; therefore, (b)P 1 is mapped onto P 2 .
and engineering applications and are ill-suited to the forest environment [7] , [23] . A particular challenge in registration of forest point cloud data is related to the lack of point overlap obtained even from similar measurement locations. The complex irregular shape of natural elements [12] , combined with the sparsity of forest structure, yields vastly different sampled surfaces, even for small shifts in sensor location. As a result, point-based registration techniques generally fail without an initial pose estimation to adequately constrain the search space (see Fig. 1 ). This is compounded by the discrete nature of laser scanning systems [38] , which makes it unlikely to sample identical physical points among different scans, particularly considering the range-dependent point density and resolution [3] .
Nevertheless, due to availability, convenience, and a lack of alternatives, these techniques have been occasionally applied in forest environments, but with unsatisfactory results. Reference [25] used the IMAlign module of the Polyworks software suite [26] , which computes the best fit transformation parameters using an iterative analysis of point cloud residuals in the region of scan overlap after initial coarse registration. As this registration step was simply a precursor to stem modeling, quantitative assessment of the results was not given. In addition, [10] used the Multi Station Adjustment algorithm from RIEGL RiSCAN PRO software, which employs a similar ICP technique for combining TLS and airborne laser scanning data. The authors found that marker-free registration techniques were inadequate in the forest environment, because of the difficulty of establishing point correspondence between data obtained from various sensor perspectives.
One marker-free technique was presented by [22] and summarized in [23] , which overcame the issue of point correspondence by making some geometric assumptions on the tree objects. Coarse alignment was first performed based on either reflective tape affixed around tree stems at breast height [22] or measurement of the scanner location and orientation [23] . Then, to avoid the problem of different scanner positions sampling different sides of an object surface (e.g., of the tree stem), the authors assumed that tree boles were approximately circular in cross section and extracted the centers of the tree stem at various heights above ground. Pairwise registration was then performed using these (perspective-independent) data with the ICP algorithm. These constraints reduced the error in the x−y-direction; ground surfaces were also incorporated to reduce error in the z-direction. Although this approach demonstrated the potential for utilizing point sets that were invariant to view or perspective differences, its scope was limited, aligning just three clearly visible trees within 5 m of four scanner positions. Moreover, an initial pose estimate was required, limiting the utility for rapid operational inventory.
In light of this gap, there is a compelling need for developing a rapid marker-free registration which is robust in the forest environment. Such an approach could maximize collection efficiency and mobility in-field, while still providing the benefits of multiple-scan registration for rapid operational forest structure assessment [34] . Consequently, the objectives of this paper are as follows: 1) quantify the RMSE error of a proposed markerfree registration approach; 2) assess the validity of embedded confidence metrics using receiver operator characteristic (ROC) curves; and 3) identify an optimal sample spacing for TLS data collection in New England forests.
II. METHODS
A. Background
For a typical stationary TLS system, a pulsed laser beam is rapidly emitted into the scene in a fan pattern based on the deflection by a rotating mirror. This scanning in elevation angle is coupled to azimuthal platform rotation to sample nearly the full sphere, except for a small occlusion cone below the instrument. For each scan mirror angle θ and rotation stage position φ, the return trip travel time of a laser pulse is digitized and converted to range r based on the speed of light. This gives an unambiguous triplet (θ, φ, r) for each digitized pulse. A point cloud P is the aggregate of all digitized range measurements. Upon conversion from spherical to Cartesian coordinates, we can define the point cloud P = {x 1 , x 2 , . . . , x n }, where x ∈ R 3 is the x, y, z position for the ith point in P.
The challenge with point-based registration and the solution afforded by object-based registration are illustrated in Figs. 1 and 2 , respectively. In Fig. 1 , two scans are taken from opposite sides of a tree stem. Sensor 1 (S 1 ) samples the visible (left) side of that object surface (S), but cannot record any measurements of the right side. Sensor 2 (S 2 ) samples the right side of the surface, but cannot record any measurements of the left side. Point-based registration methods, e.g., ICP, which iteratively adjust parameters of a rigid transformation while minimizing the sum-squared error between corresponding points of P i and P j , map the new sensor 1 location, i.e., S 1 , to S 2 and, likewise, mapP 1 to incorrectly overlap P 2 .
The solution we present determines view-invariant tie points based on the underlying objects themselves and then employs a registration algorithm developed upon that framework. This is shown in Fig. 2 . Sensors S 1 and S 2 still sample opposite surfaces of S. However, an estimate of the underlying tree stem surface is first modeled from each set of points, and then, viewinvariant tie points are extracted as the intersection point of the tree stem axis and the terrain, based on assumptions of radial symmetry. The result is thatŜ 1 is mapped to near its true location S 1 , and likewise, the pointsP 1 are mapped to near their true location P 1 [see Fig. 2(b) ]. The algorithm is expounded in full detail in the following.
B. Study Area
To assess the feasibility of point cloud registration in the forest environment, we assessed the error registration for 11 plots spanning a diverse range of structural complexity. The study area for this work corresponds to the National Ecological Observatory Network (NEON)'s [27] Eleven 20 × 20 m NEON plots were selected in this region, representing a diverse range of Northeastern USA forest structure. Plots were selected using a stratified random sampling scheme and evaluated in person to ensure forest structure variability. Individual plot-level characteristics are shown in Table I . Plots include a range of young, mature, single-tiered, multi-tiered, sparse, dense, deciduous, coniferous, and mixed forest types. BA ranged from 3.21 to 73.73 m 2 · ha −1 . Stem densities were recorded separately for stems of diameter at breast height (DBH) ≥ 10 cm and for stems of DBH < 10 cm and ranged from sparse and mature (700 stems · ha −1 , all of which were ≥ 10 cm DBH) to dense and young (2475 stems · ha −1 : 625 with DBH ≥ 10 cm and 1850 with DBH < 10 cm). Ground vegetation characteristics (mean height (z) and percent cover (p)) were also recorded. Plots exhibited a range of subcanopy characteristics, from bare ground to full coverage of 1.1-m-tall ground vegetation. Lidar images of a sample of the plots are shown in Fig. 3 . The structural variability represented by our study area is unique among previous research and provides a diverse data set from which to evaluate the ability of TLS for operational forest inventory.
For each plot, 25 scans were collected in a nominal grid pattern with 5-m spacing. Plots were first laid out based on a center GPS coordinate, compass, and tape measure. This regular sampling method was maintained to ensure consistent objective data coverage. Knowledge of this initial pose information and the regular pattern of data collection, however, was not used a priori in the development of this algorithm. In other words, the pairwise registration technique developed in this paper is blind, or independent of initial scanner pose. We verify this independence with analyses outlined in Section II-G.
Our experimental design was to perform blind marker-free registration using the proposed technique between all possible scan pairs in each of the M = 25 scans for each 20 × 20 m plot. Thus, there are
= 300 possible pairwise transformations between scans collected for each plot and
M=25
2 × 11 plots = 3300 pairwise transformation results collated in this paper.
Data were collected during August 2012 leaf-on conditions. Data collection during leaf-off conditions is preferable for measurement of woody structure, in that it reduces the effects of occlusion [13] , [14] , [36] . However, our objective was to evaluate TLS as an operational forest inventory tool. Since some parameters, e.g., leaf area index, are relevant only during the growing season, leaf-on data collection allowed us to better evaluate the feasibility of this objective.
The instrument used in this study was a low-cost mobile terrestrial lidar system integrated from COTS components by Rochester Institute of Technology and the University of Massachusetts Boston. The system is based on a design first implemented by a team at Katholieke Universiteit Leuven, Belgium [41] . A SICK LMS-151 laser scanner [40] pulses a 905-nm laser at 27 kHz, with range measurement recorded based on time of flight. The emitted laser pulse is deflected by a rotating mirror and coupled to azimuthal platform rotation in order to sample full hemisphere above the instrument and a portion of the hemisphere below (270
• H coverage). The instrument is tethered to a data logger and battery, which are mounted on a backpack and worn by the operator. Sensor control is achieved via a wireless mobile application. This instrument was designed to overcome the limitations of high cost, low mobility, and long scan time, which have so far precluded operational forest structure assessment using terrestrial lidar. However, unlike many commercial scanners that provide for high-density point cloud data, this system has a minimum angular step width of 4.36 mrad and a beam divergence of 15 mrad, both approximately two orders of magnitude coarser than comparable instrumentation (see [28, Table 1 ]). These limitations provide an opportunity to develop registration algorithms, which are robust to low-resolution data, while focusing on rapid operational inventories. Our instrument's mobile platform allowed a single operator to traverse between plots Table I ). 
C. Algorithm Problem Statement
Consider two scans from sensors S i and S j . Each scan records points in a local coordinate system (LCS i , LCS j ), i.e., a coordinate system with its origin and axes defined by the pose of instrument. The task is to determine the pairwise rotation and translation parameters, which transform LCS j to LCS i , without a priori knowledge of the initial scan configurations (position, orientation).
The algorithm flowchart is shown in Fig. 4 . The input data to this algorithm are the stem maps T i and T j , which are derived from point clouds P i and P j . We defined the stem map T i as the collection of all tree diameters d and locations l, for a scan i, with the added condition that, in order to constrain the z dimension, the tree locations l are ∈ R 3 . Stem maps are a common output for TLS algorithms in forest inventory, making this algorithm readily accessible to existing data and lidar systems. However, in the case where stem maps are unavailable from single scans, they may be extracted using the techniques described in [28] . While some authors have used the recorded intensity data in addition to the spatial coordinates (e.g., [42] and [43] ), we elect to use only the spatial coordinates because of the enduring challenge of intensity calibration. The algorithm proceeds in two stages, namely, parameter fitting and error estimation. In the parameter fitting stage (first row in Fig. 4 ), pairwise registration (see the flowchart in Fig. 5 for details) is performed to determine the rigid transformation parameters (R i j = {θ x , θ y , θ z }, and t j i = {t x , t y , t z }) which map scan j into the coordinate system of scan i. The error estimation stage (see bottom row in Fig. 4 ) utilizes the same pairwise registration framework, but with disjoint tie point sets A and B in order to derive a pair of independent transformations, one from i B → j B and another from j A → i A . These "forward" and "reverse" transformation parameters are then applied in sequence to determine the effective transformation parameters for a circular transformation from disjoint sets (i B → j B ; j A → i A ), i.e., back to the original coordinate system. This provides an upper estimate of the error (e t x , e t y , . . . e θ z ) associated with each transformation parameter, as estimated from stage one. Moreover, we also compute an RMSE error between corresponding tie points for the circular transformation (since their truth location is known) in order to provide a more intuitive, readily comparable, upper bound error metric associated with the primary registration stage. The outputs of the algorithm are the rotation and translation parameters, which transform scan S j into S i , along with confidence metrics of the error for each transformation. Notes on the input data are discussed in Section II-D, whereas details of the primary stage (rigid transformation parameters) and the secondary stage (confidence metrics) are examined in Section II-E and F, respectively.
D. Algorithm Input
The input to this algorithm are two view-invariant tie point sets T i and T j . The ith tie point set T i is the set of N i stem-terrain intersection points, i.e., l i , and the N i DBH values d i , where there are N i trees detected in the ith scan. More specifically, T t,i is the tth tie point for scan S i , i.e.,
Conceptually, this is analogous to the traditional "stem map," making the algorithm readily accessible to existing data and lidar systems. Any range measurement system (e.g., stereo photography, time-of-flight camera, high-resolution TLS, and low-resolution TLS) capable of estimating the 3-D position of stem locations (∈ R 3 ) and diameters can apply the algorithm developed here for coordinate transformation. By employing RAndom SAmple Consensus (RANSAC), the algorithm is robust to incorrect input stem detections and requires only three shared stems (or six to provide an embedded error estimate). Moreover, we will show in Section II-G that the error of the proposed approach is roughly equivalent to the precision of input stem detection, i.e., the error associated with the initial tie points. Therefore, while the results shown here are for a lowresolution cost-effective TLS system, improved RMSE results would be achieved using a scanner with greater measurement precision.
Note that l ∈ R 3 , i.e., a z value is required for each stem location in order to constrain the transformation in three dimensions. Where such data are not already available, T i can be derived using the single-scan tree stem modeling approach outlined in [28] . In [28] , we assumed that P is a finite set of samples of both the object surface (S, e.g., tree stems and terrain) and background (B, e.g., branches, foliage, and noise). The underlying object surface was then reconstructed, i.e.,Ŝ = F (P), by modeling tree stems as a series of contiguous conical frustrums and by modeling the digital elevation model (DEM) as a minimum-z Delaunay triangulation. l is computed as the intersection of the tree stem axis and the corresponding DEM facet. d is computed from trigonometry based on the conical frustum's diameter and taper parameters for an elevation of 1.3 m above ground (DBH).
We only used tie points at ground level. Justifications for this decision are as follows: It is widely understood that a mathematical transformation performs best (i.e., minimizes error) at or near the locations of the tie points. Additional tie point features (derived from the extended set of cylinders) could thus improve the precision of the transformation, particularly in regions that are not well represented by the reduced set of tie points. In other words, the full cylinder models extend well into the +z-direction, whereas the extracted tie point set is confined primarily to the {x, y, z ≈ 0 m} subspace. A transformation derived from tie points confined to this subspace will have low point error within this subspace, but higher error in the upper canopy regions. Nevertheless, the prevailing techniques for registration of TLS data (using artificial targets placed between 0 and 2 m above ground) are also constrained by this limitation, and the technique has been deemed sufficiently precise for most applications. A further justification is accessibility: tree locations and DBHs, i.e., stem maps, are a common output of TLS algorithms for forest inventory. In contrast, fully facetized tree stem models are not a common output, making a registration technique dependent on these inputs less accessible for the user. Finally, the complexity of this problem increases dramatically for large numbers of tie points. We hypothesized that marker-free registration, using a reduced parameter set, will yield sufficiently precise transformation parameters, and our results confirmed this hypothesis.
E. Pairwise Registration Parameter Fitting
The pairwise registration approach is best understood in the context of some preliminary background on available tools and the remaining computational challenge. Two tools of interest are the rigid transformation model based on singular value decomposition (SVD) and the RANSAC paradigm. The rigid transformation model based on SVD deterministically solves for the 3-D rigid transformation parameters, which minimize the least squared error between a pair of corresponding point sets with cardinality ≥3 [6] .
The crux of this approach is then to determine accurate correspondences between two point sets. One approach is to randomly sample many possible correspondence sets and determine the 3-D rigid transformation model, which provides the best fit, cf., RANSAC. RANSAC is an iterative voting method, which estimates the parameters of a mathematical model from data containing outliers. In each iteration, a minimum sample set (MSS) of points are chosen from the data and used to instantiate a candidate model. The fit (e.g., number of inliers) is computed based on the candidate model and compared with the fit obtained from the current best model. The best model is updated if the fit is improved, with the result being that an estimate of the true model reliably can be obtained from data containing large amounts of noise.
Despite the potential of this method, the computational complexity O of a random search is large for the scenario posed in this paper, i.e., testing all possible k-permutations of N i (the number of trees detected in scan i) against all possible k-permutations of N j , i.e.,
For example, a stand with 700 stems per hectare may have approximately N i = N j = 25 stems visible from each scan. With k = 3 (the MSS for a 3-D coordinate transformation), (2) is on the order of 10 8 iterations. To overcome prohibitive computation times, we take advantage of readily available a priori knowledge to sort the list of correspondence sets by geometric similarity and then evaluate them in sequence using an iterative RANSAC framework. A similar strategy is commonly applied in the literature to reduce the overhead of point-pair correspondence by integrating auxiliary data, e.g., shape context [4] , corners [3] , difference of Gaussians [31] , or other 3-D rigid transformation invariant features [3] . As a result, we are able to reduce the number of iterations to the order of 10 2 . The details of pairwise registration are outlined in the flowchart in Fig. 5 , with each step described in detail in the following descriptive sequence.
1) Generate a Set of Tie Point Triplets:
The MSS for a rigid transformation in three dimensions is three, i.e., a "triplet" of tie points. Therefore, we determine all possible combinations of the N i tie points, taken k = 3 at a time for scan i, and all possible combinations of the N j tie points, taken k = 3 at a time for scan j. There are
triplets for scan i and
triplets for scan j. Triplets are visualized in Fig. 6 as the set of all possible (red) and (blue) triangles created by drawing edges between the trees (tie points) in each stem map. Recall that each shaded circle represents a stem detected at that location, with a DBH corresponding to the diameter of that circle. In this example, there are N i = 12 trees detected in scan i and N j = 13 trees detected in scan j. The larger black circles delineate the nominal range of S i and S j , so that only tie points that are shared between scans i and j (i.e., purple) can be used for successful transformation.
2) Populate Triplets With Feature Information: Triplet sets for each scan are then populated with feature information, including their DBH and location values. We use the stem axis-terrain intersection point as an unambiguous localization of a stem's position.
Let D i be the set of 
where l is a set of three tie points l, with each tie point defined as a stem-terrain intersection point, i.e.,
The ordering of d c i is applied to l c i for consistency. An additional feature is then computed to characterize the triplet's intrinsic geometry. A triplet's intrinsic geometry can be assessed by eigenvalue analysis of the covariance matrix of the set of three location points. For the c i th triplet, λ c i ,1 describes the variance in the principal direction (described by the first eigenvector), whereas λ c i ,2 describes the variance in the direction orthogonal to the first eigenvector. While the mean describes the location of a set of points in space and the eigenvectors describe their orientation, the eigenvalues describe the intrinsic geometry of that set, regardless of its extrinsic position and orientation. This information is used in subsequent steps to reduce the computational complexity by only searching tie point sets with similar geometry. Mathematically, from L i , we can compute the set Λ i of N i 3 eigenvalue triplets λ, i.e.,
where
Note that λ i,3 = 0, because k = 3 points lie in a plane.
3) Remove Highly Collinear Triplets: After populating these feature sets, we remove highly collinear triplet sets, because collinear (degenerate) point sets do not adequately constrain the third degree of freedom for a rigid transformation and may introduce error in the output parameters [16] . We subset D i , L i , and Λ i by only keeping combinations c i , such that the following collinearity condition (cf., [15] ) is met:
The value 0.975 is derived experimentally as the "elbow point" in the plot of rigid transformation RMSE versus collinearity and, as such, is independent of sensor, study site, etc., for the proposed registration algorithm. The reduced setsD i ,
3 candidate tie point sets.
4) Evaluate Correspondence Between Triplet Pairs:
The next step is to sort potential correspondences between pairs of feature triplets for a given scan i and j. First, the reduced set of tie point triplets is generated for a scan pair i and j, giving a pair of feature vectors, including the ordered DBH values
, and their We remove pairs that have dissimilar diameter values for any of the three corresponding DBH values. Because the DBH values in each triplet were previously sorted, we can compare diameter values on an element-by-element basis and remove dissimilar pairs, which do not satisfy
Selection of the parameter t d is informed by the estimated error in stem diameter measurement (i.e., the input to this approach). For this study, t d = 20%, based on the reported measurement error of the TLS system and stem detection algorithm used in this study [28] . The remaining N P < N C i × N C j triplet pairs are then sorted according to their geometric similarity to determine the most likely correspondence pairs. This rotation-and translation-invariant description of geometry allows us to evaluate the geometric similarity of point sets measured in independent LCSs. We compare the eigenvalues between each triplet pair to assess the intrinsic geometric similarity of a tie point feature pair. We define the geometric similarity, or "likelihood" L , of correspondence between a pair of tie point triplets for sets i and j as
where L P is evaluated for all N P triplet pairs. All possible triplet pairs are then sorted according to L P (see Fig. 7 ).
5) Determine Rigid Transformation Parameters (cf. RANSAC):
An iterative process then evaluates each pair in order of decreasing likelihood (see Fig. 7 ) by computing the parameters of a rigid transformation model and determining the pair which gives the best "fit." A pair of triplet location values from set i and j are selected, i.e., (l c i , l c j ), based on their likelihood L . Parameters of a 3-D rigid transformation are then computed, which minimize the least squares error between the three corresponding points in the direction j → i using SVD [6] . There are six parameters in the model, i.e., three Euler angles (θ x , θ y , θ z ) and three translation parameters (t x , t y , t z ). From these, a rotation matrix R i j and a translation vector t
T can be constructed. The full tie point set l j , containing all N j tie points, is then transformed into LCS i using the rotation and translation parameters, i.e.,
where we have added the subscript to designate source scan j and the superscript to designate the target scan i, i.e., the transformation pair (R 
Tie point sets T i j and T i are then compared to determine the number of matching tie points, based on Euclidean distance. A match is successful between any tree l t i and l t j if the Euclidean distance between them is less than the RANSAC inlier threshold, i.e., e min = 0.4 m [see (13) ]. Note that the RANSAC inlier threshold is often impossible to derive analytically [18] ; we followed previous convention and estimated it empirically as follows: An experiment was devised wherein multivariate normal noise with zero mean and standard deviation σ was added to a reference tie point collection l i . The noisy tie point set was transformed to the reference tie point set using a randomly chosen MSS. By construction, the mean Euclidean error between corresponding tie points could then be computed directly. From this, an empirical fit e min (σ) = 41.5σ 2 + 8.0σ was derived relating the input σ and the resulting Euclidean error between tie points, i.e., the RANSAC inlier threshold in question. Practically, σ is the error in tie point localization. For this study, σ ≈ 6.44 cm [28] such that e min = 0.68 m. Thus
The number of matches is tallied, and if the quantity is larger than the current "best" number of matches, the model parameters are updated as the current best model. This process is repeated for each triplet pair in descending order of likelihood L . The algorithm terminates after evaluating all N P pairs, or after a predefined number of RANSAC iterations N R . Because the pairs are sorted by likelihood, we can have a low N R value (for computational speed), while maintaining a high probability of finding the best model. As a final step, the model parameters are recomputed based on the full inlier set of corresponding point sets. This improves the precision of model parameters by taking into account a more distributed network of corresponding points. The output of this parameter fitting phase (see Fig. 4 , first row) are estimates of the six transformation parameters (t x , t y , t z , θ x , θ y , θ z ), which transform point cloud data j into i.
F. Pairwise Error Assessment
While Section II-E provides an estimate of the six transformation parameters (t x , t y , t z , θ x , θ y , θ z ) , here, an estimate of the error associated with each of these output parameters is provided. This embedded confidence metric is produced for each output transformation model by performing the following steps: Let T Although ownership in each set could be determined randomly, we found that this approach reduced the frequency of correct linkages for the "return" trip, i.e., from j → i. This is because an excess of corresponding points may be naively assigned to set A, leaving set B with an insufficient number of corresponding tie points necessary for round-trip validation. Instead, we instantiate set A as the triplet of tie points, which provided the optimal transformation model in the first phase, i.e.,
Consequently, set B contains the remaining tie points for scans i and j, i.e.,
This maximizes the opportunity for determining two disjoint transformations, while maintaining set independence necessary for validation. The formulation from Section II-E can then be repeated for each disjoint set in order to determine a pair of transformation parameters associated with the circular mapping i → j → i. That is, for each transformation pair (i, j), we determine the rotation R jB i and translation t jB i associated with the forward mapping from i → j via the disjoint set B [see Fig. 8(a) ], i.e.,
Likewise, we determine the rotation R iA j and translation t iA j associated with the reverse mapping from j → i via the disjoint set A [see Fig. 8(b) ], i.e.,
We can then travel a composite circular transformation using the disjoint point sets (T 
with the effective rotation R BA and translation t BA of the circular transformation computed as follows:
By construction, R true = I (or equivalently after decomposition into Euler angles, θ x,y,z = 0) and t true = [t x t y t z ] T = [0 0 0] T . The extent to which the observed transformation parameters (t x , t y , t z , θ x , θ y , θ z ) for a circular transformation (R BA , t BA ) deviate from truth (i.e., the value zero) provides an explicit upper bound estimate of the precision of output model parameters. We define an upper estimate of the error in a transformation parameter p as
This provides an embedded upper bound error metric associated with each output transformation parameter. Note that the composition and decomposition of the rotation matrix R into component Euler angles (θ x , θ y , θ z ) are applied consistently in order to allow direct comparison between true and observed Euler angles.
In order to provide a more intuitive readily comparable error metric, we also applied the same framework to compute an RMSE of the tie points. From (21) , note that the superscript and the subscript of the result l BAi i are identical, i.e., the tie points are mapped back into the original coordinate system LCS i . Thus, by construction, there is element-by-element correspondence between l i and l
BAi i
. We compute the RMSE for a transformation pair as
These are both upper estimates of the error, because only half of the tie point set was available for each transformation mapping (i.e., the sets were disjoint). Furthermore, errors associated with the circular transformation are compounded (doubled) compared with the traverse of a single transformation j → i, used to compute the best model in Section II-E. Finally, fewer tie points are used, which introduces greater error (see Fig. 15 ).
These error assessments are automatically produced with every output transformation to provide an embedded confidence metric for the end user. We validated this error metric by manually labeling truth data for (
M=25 2
= 300 pairs per site) × 11 sites × 2 = 6600 pairs, where the factor 2 is added because both the forward and reverse transformations are independently validated. Some sites had a reduced number of scans due to feasibility limitations, thus reducing the total number of pairs = 5585. These pairwise registration results were then collated to generate a histogram of RMSE error for various labeled classes, as well as corresponding ROC curves.
G. Algorithm Performance Analyses
We evaluated the performance of the algorithm in terms of its sensitivity to the following: 1) rotation/translation offset; 2) RMSE in the input tie point locations; 3) error in the tree DBH measurements; and 4) reduction of the number of matching tie points. To capture the variability of the New England study sites' forest structure, these sensitivity analyses were performed for tie point data derived from each scan collected during the field campaign, i.e., for each of the (nominally) 25 scans per 22 sites, yielding a total of 550 unique input tie point sets.
To assess the sensitivity to rotation/translation, the first experiment was designed such that a truth tie point set was rotated and translated by known rotation and translation parameters. Pairwise registration was then performed, as outlined in Section II-E, to estimate the rotation and translation parameters, which map the transformed tie point set back to its initial coordinate system. Since, by construction, the truth parameters are known exactly, we can determine the error in truth parameters (or more intuitively, the RMSE between corresponding tie points), to assess the sensitivity of pairwise registration to rotation and translation offsets. By design, i.e., iteratively searching possible combinations of triplet tie points, the proposed algorithm should be invariant to this modulation of sensor pose.
The second experiment assessed the sensitivity of the registration algorithm to errors in the input tie point tree locations, i.e., RMSE in . Error in the input tie point locations is due to external processing algorithms, which are unable to precisely localize the stem-terrain intersection point. A perfect registration algorithm would be RMSE in limited, with any additional RMSE (implicit subscript "out") due to the registration algorithm. We hypothesized that the RMSE of registration would be roughly equivalent to RMSE in of the input tie point locations, up to a limit where noise approached the between-tree distance, and errors largely increased. To evaluate this hypothesis, we rotated and translated the truth tie point locations and then added noise from a Gaussian distribution with mean zero and successively larger σ to the truth tie point locations. RMSE in was computed from the noise-added input tie point set. We then performed registration between the truth tie point set and the noise-added tie point set and calculated the RMSE of the result.
A third experiment assessed the sensitivity of the registration algorithm to error in the input tie point DBH values. This error is also due to external processing algorithms and reflects the sensitivity of the proposed algorithm to noise in the input data. We rotated and translated the truth tie point locations and then added noise from a Gaussian distribution with mean zero and successively larger σ to the truth tie point DBH values. Noise was defined as a percentage of the true DBH value.
The fourth experiment assessed the number of matching tie points that are required between scans. For an initial tie point set, we progressively decreased the tie point set to fewer and fewer tie points, until the minimum required for a rigid transformation (3). We then performed pairwise registration between the subset tie point set and the full set and calculated the RMSE of the result. We hypothesized that the error would be slightly larger for small subsets due to the losses in precision when reestimating the model without a full set, where errors are distributed randomly throughout many samples and are effectively minimized.
III. RESULTS
A. Point Cloud
An example of a registered point cloud is shown for a selected site in Fig. 9 . The scans were collected 13.9 m apart (note that the center occlusion cones indicate nominal sensor position) and were registered without a priori knowledge of scanner pose. The output transformation parameters and perparameter errors for this site are reported in Table II . Embedded upper bound confidence metrics report an RMSE = 18 cm. The advantage of multiscan data collection is readily apparent. Note how the sparse sampling of the center v-shaped stems [see Fig. 9(b) ] by sensor j is augmented by data from i, which has a higher effective resolution at closer range. Fig. 9 . (a) Point cloud j (red) is mapped to point cloud i (blue) using the proposed marker-free approach with a reported RMSE = 18 cm. Betweenscanner distance was ≈14 m, and no a priori estimate of pose was used in the transformation. (b) Detail inset shows measurements samples on opposing sides of tree stem structure due to the differing sensor positions. Note how the sparse sampling of the center v-shaped stems by sensor j is augmented by registered data from i. Error estimates for this site are listed in Table II . 
B. Transformation Parameters
We collated the error in transformation parameters for all scan pairs, identified manually as true matches, and reported the mean values in Table III . The mean error in z-translation was slightly higher than that in x and y (12.4 cm versus 7.8 and 7.2 cm, respectively). The mean errors in Euler angles were below 1
• . While the parameter errors provide insight into the transformation model, the RMSE provides a more convenient metric for comparison. The mean RMSE for true matches was 16.3 cm. The subsequent results report error in terms of RMSE.
C. Tree Locations
A histogram of RMSE values and corresponding ROC curves are plotted in Fig. 10 . Each of the 5585 registration pairs was manually classified as either "true" (T) or "false" (F). Since an RMSE is calculated based on a combined traversal through forward and reverse disjoint sets, we have the following pairs of truth labels: TT (true forward transformation, true reverse transformation), FF (false forward transformation, false reverse transformation), TF (true forward transformation, false reverse transformation), and FT (false forward transformation, true forward transformation). Note that any of the circular transformations with a false component mapping will have high error. Thus, we combine FF, TF, and FT as a new class, i.e., F, yielding the familiar two-class problem.
From Fig. 10(a) , we observe that there are a high number of TT transformations that have a computed RMSE error < 50 cm. The mean RMSE value for TT transformations is 16.32 cm. There is significant class separation between this distribution and the distribution of F classes, which exhibits a nominal Gaussian distribution with a mean of 20 m and a standard deviation of 5 m. Of the three F classes (FF, TF, FT), we note that the majority of high-error transformations were due to incorrect matches in both the forward and reverse transformations (FF). Fewer pairs had a correct forward transformation, but an incorrect reverse transformation (TF). Still fewer had an incorrect forward transformation, but a correct reverse transformation (FT).
The two-class labeling of truth data yields the ROC curves for quantifying the robustness of the embedded RMSE confidence metric. The correct detection rate versus incorrect detection rate is plotted in Fig. 10(b) , which demonstrates that the RMSE provides a robust metric for class separation. Fig. 10(c) and (d) expounds on this by coupling the RMSE to detection rates. For example, at the optimal RMSE threshold of 2.3 m (derived using the Euclidean method [21] ), the correct detection rate is 0.995 [see Fig. 10(c)] . Likewise, the incorrect detection rate is 0.01 [see Fig. 10(d) ]. These results confirm the validity of the proposed embedded confidence metric. Fig. 11 plots RMSE as a function of distance between sensors for all identified registration pairs with a valid error (i.e., TT). As expected, we observe a slight trend of increasing RMSE versus distance. Perhaps more salient than RMSE is the analysis of pairwise transformation detection rates versus distance. As the sensors are further separated in range, there is a reduced probability that they sample a sufficient number of corresponding trees, which are necessary to generate matching tie points for registration. As a result, "detection rate," or the percentage of successful pairwise transformations, is a more meaningful analysis to inform recommendations on sample spacing. Fig. 12 plots the detection rate versus their between-sensor range. These were plotted separately for both forward and reverse transformations in order to provide insight into the circular transformation construction. The asterisk marker identifies contributions from forward transformation components. The circle marker identified contributions from reverse transformation components. There is a reduced area of overlap (dashed line) due to the input point cloud data being cropped to exclude points greater than 16 m in range from the sensor. To account for this, we normalized the raw data (gray lines) by the range-dependent overlap area in order to produce a normalized detection percentage (black lines) versus range for both forward (asterisk) and reverse (circle) transformations. We observe that forward transformation components maintain high detection rates (85%) until rapid falloff after 15 m. Reverse transformation components, which operate from a reduced set of tie points, exhibit a more linear reduction in detection rate versus range.
The third experiment assessed the algorithm's sensitivity to error in the tree DBH measurements, with results presented in Fig. 14. Fig. 14 shows a box plot of RMSE versus percent error (drawn from a normal distribution with μ = 0, σ) added to the input tie point DBH values. Center-50% quantile RMSE errors are small (<10 cm) for σ < 360%. For σ > 120%, there is a distinctly greater spread of high-RMSE outliers, although this is not a concern because embedded confidence metrics, in conjunction with an appropriate threshold determined from Fig. 10 , will flag these as bad transformation pairs.
The fourth experiment added noise and a random transformation to a reference tie point set and then progressively decreased the number of matching tie points in the second tie point set. Fig. 15 plots the RMSE as a function of the number of subset tie points in the second set. Note that, when no noise was added to the tie point locations, zero error was achieved regardless of the number of tie points, as expected from previous results. Therefore, an RMSE in floor was added to the input tie points (dotted line), which serves as a baseline for evaluation. We observe that the RMSE is fairly consistent for subsets of 13-60 matching tie points. As the number of tie points is progressively reduced (from 13 to the MSS of 3), the error increases. This is because RANSAC recomputes the model parameters with the full inlier set in order to improve fit. For small numbers of tie points, this secondary step is less effective at minimizing RMSE error. An equation was fit to the data, resulting in RMSE = 0.56/N sub + 0.31.
IV. DISCUSSION
TLS offers a compelling potential for comprehensive measurement of forest structure, particularly when multiple scans are combined to overcome limitations of laser beam occlusion. Efficient registration of multiple-scan information in the forest environment, however, has remained a challenge for operational inventories, particularly for the growing number of affordable laser scanner sensors that are not supported by current registration packages [24] . We addressed this knowledge gap by developing a robust automatic registration approach that is invariant to differential sensor pose and that does not require external markers. Moreover, an inherent limitation of existing marker-free registration approaches is the lack of output error Fig. 13 . Collated RMSE values versus the RMSE in added to the input tie point set reveal that registration results are largely dependent upon the quality of input tie point sets. This extends the results to other study areas/TLS sensors and suggests that higher precision could be achieved for TLS instruments with improved precision. metrics associated with each transformation pair. We developed an error assessment framework, using set theory, to produce an upper estimate of the six transformation parameter errors associated with each registration. Note that this framework for embedded confidence metrics is extensible to any viewinvariant tie point feature set, and thus may have application outside the domain of forest TLS. Output transformation parameter errors were produced for each registration pair, in order to provide explicit insight into the rigid transformation model. Mean reported absolute errors of translation were greatest for the z component (see Table III ), which is expected due to the challenge of sampling the terrain at forest plots with significant ground vegetation. As a result, for trees farther from the sensor, the increased beam size, as a function of system beam divergence, and the shallow incidence angle make it more difficult to correctly localize the z-component of the stem-terrain intersection point. Mean reported absolute errors of rotation were all under 1
• , with x, y, z components having progressively smaller error. This may be due to the order of decomposition of the rotation matrix. We also computed an RMSE between tie points to provide a simple readily comparable metric of error. Subsequent discussion utilizes this error metric for analysis.
RMSE was evaluated versus the following: 1) sensor pose offset; 2) RMSE in of the input tie point locations (see Fig. 13 ); 3) percent error added to the input tie point DBH values (see Fig. 14) ; and 4) number of tie points (see Fig. 15 ). Zero RMSE values were observed regardless of differential sensor pose. In other words, the location and orientation offset between two laser scanner measurements did not affect RMSE. This was as expected, given the view-invariant description of tie points, i.e., the stem-terrain intersection point is computed as approximately the same position in space regardless of from which side the tree is viewed. Collated RMSE values versus percentage σ added to the input tie point DBH values reveal low sensitivity of the algorithm to noise in DBH, up to σ > 120%, after which center-50% quantiles remain low, with increasing high-RMSE outliers. Fig. 15 . Input tie point sets were progressively decreased to reduce the number of matching tie points. Consistent RMSE on the order of RMSE in is observed for 13-60 corresponding tie points, with an increase in RMSE for few corresponding tie points. Although the model is still able to determine accurate registration parameters with at least the MSS, precision is lost due to RANSAC's inability to minimize error through reestimation of the full set.
We identified several challenges where this approach may fail. First, homogeneous forest stands, e.g., plantations, may have insufficient geometric dissimilarity necessary to provide an unambiguous coordinate transform. Initial pose estimates may be necessary in this case to constrain the transformation. Second, there are two sources of error in the tie points, which introduce noise in the source data. The assumption of radial symmetry may fail for tree boles that are not cylindrical, introducing error in the (x, y-position) of the measured tie points. Moreover, for forested areas with significant ground vegetation, inabilities in sampling the obscured terrain could introduce errors in the (z-position) of the stem-terrain intersection point. Mean absolute errors were largest for the z component (see Table III ), which corroborated the hypothesis that terrain detection was the primary challenge for forest sites with ground vegetation. A third analysis assessed the sensitivity of the algorithm to error in the DBH values. RMSE was found to be largely insensitive to error of the input tie point DBH values (see Fig. 14) . While the algorithm removes tie points whose radii are < t d = 20% [see (10) ], Fig. 14 demonstrates a resistance to diameter values of much larger deviation. This is explained by the capability of a voting method such as RANSAC to find an optimal MSS from among a large number of samples containing noise.
As expected, we showed that it is the noise in the input tie point locations which drives the RMSE metric of the output registration results. In Fig. 13 , we added noise to an input tie point set and then rotated/transformed those points by a random amount. The modified tie point set was then registered to the initial tie point set, in order to assess the RMSE error as a function of RMSE in . Output RMSE was consistently lower than RMSE in for RMSE in < 45 cm. This shows that the proposed registration approach is RMSE in limited, i.e., the output error is lower than the error of the input source data. This promising result demonstrates the utility of RANSAC and the deterministic SVD model to determine, in the presence of noise, the rigid transformation parameters that minimize the least squares error. This is particularly encouraging given that the RMSE metric represents an upper estimate of the error associated with the pairwise transformation, owing to the requirement of a round-trip traversal in order to generate truth data. As a result, reported errors are compounded (doubled). Moreover, the second component (reverse transformation) has less precision than the first, because the three best tie points have been removed from the model by necessity of ensuring independence (i.e., disjoint sets). The true RMSE errors for a single forward transformation can be expected to be on the order of half the reported RMSE metric. For RMSE in > 45 cm, the variance of output RMSE increases, along with an increasing bias toward high RMSE values. However, real data are unlikely to have such high RMSE in values. This effectively constrains the results of this algorithm to the RMSE in -limited regime.
Moreover, this linear relationship suggests that a higher precision instrument (with lower RMSE in ) could achieve output RMSE on the order of the instrument precision. This extends conclusions on the algorithm precision beyond the specific sensor and sample areas used in this study. In this paper, input data were derived from [28] , which used a low-resolution (15-mrad beam divergence) sensor and reported an RMSE in = 16.53 cm. Mean output RMSE for all true matches was 16.3 cm, following the expected output RMSE versus RMSE in analysis in Fig. 13 . Likewise, a higher resolution sensor could provide more precise localization of tie point locations, with RMSE of registration results expected to follow commensurate to the RMSE in of tie points.
The fourth analysis progressively subsets an input tie point set after adding noise and a rotation/translation offset. The reduced subset of tie points was then registered to the full set, and the RMSE was plotted versus number of subset tie points. Results confirmed our hypothesis that the algorithm is fairly invariant to the number of corresponding tie points (see Fig. 15 ). RANSAC, by design, needs just an MSS in order to compute the rigid transformation model. Therefore, RMSE values are RMSE in limited, except for a slight increase in error for low (< 13) tie points. This is because RANSAC's secondary stage, which reestimates the model using the full inlier set, is less effective at minimizing global RMSE error with fewer available tie points.
In an effort to inform optimal sampling in New England forest environments, we collated RMSE errors for 5585 registration pairs and plotted RMSE versus between-sensor distance (see Fig. 11 ). Distance between scans ranged from 5 to 28 m. RMSE increased only slightly with respect to range, with mean RMSE values ranging from 16 cm (0-to 5-m between-sensor range) to 52 cm (20-to 25-m between-sensor range). If RMSE was the only criterion, this relationship gives little motivation for reducing the sensor spacing to maximize registration precision. However, we also expected that the percent detection between scans would decrease as a function of range. We plotted the percentage of scans that were successfully linked to each other versus their between-sensor range (see Fig. 12 ) and found this to be the driving factor affecting sample spacing. The forward transformation maintained high detection percentages (85%, after correction for decreased area of overlap) until rapid falloff at 15-m range. The reverse transformation detection percentages, however, more linearly decreased as a function of range, dropping from 88% (0 m) to 0% (25 m). The implications are that the requirement of a disjoint return transformation mapping, which is necessary in order to compute the RMSE confidence metric, greatly inhibited the number of scans that could be correctly linked with an associated confidence metric. In other words, there may be cases where an output transformation mapping is deemed incorrect due to high RMSE, but the forward transformation was able to estimate correct registration parameters. Thus, in cases where the algorithm is unable to produce a transformation model with low RMSE error, registration parameters from the forward transformation may contain an appropriate transformation model. This offers an opportunity to increase detection rates in cases where there are insufficient matching tie points to compute an embedded confidence metric.
Pairwise registration, developed here, can provide positive registration results between scans, which share corresponding tie points, but has several remaining limitations. For example, occlusion or view disparities may reduce the number of scans that can be successfully linked to a single reference node, thus limiting the geographic extent. Moreover, pairwise registration results may be globally inconsistent, despite purported consistency at the local level, i.e., between pairs. As a result, multiview registration is needed to perform global registration of the network of pairwise correspondences. This is the topic of a follow-on paper, "Multi-view, marker-free registration of forest terrestrial laser scanner data with embedded confidence metrics."
V. CONCLUSION
This paper has quantified the RMSE of a proposed blind view-invariant marker-free registration approach for terrestrial laser scanner data in forest environments. An embedded confidence metric was developed using set theory to provide an upper estimate of the error associated with each transformation pair and was validated using manual truth classification and receiver operator curves (ROCs). Rigorous analyses showed that the algorithm is invariant (blind) to initial sensor pose, insensitive to error in DBH values, and possible with at least three (the MSS) corresponding tie points between scans. We collated transformation results for 5585 registration pairs in the New England forest environment and found that, while RMSE increased slightly with range between scanner locations, there was a much more prominent effect on the percentage of scan pairs which could be successfully linked, due to occlusion and a lack of corresponding objects within the scanners' fields of view. This informed considerations for optimal sample spacing for TLS data collection in New England or similar forests. Finally, we demonstrated that the registration algorithm is RMSE in limited, which extends results to other sensors and study areas. Owing to the minimization of least squares error by RANSAC and SVD, output RMSE of registration can be expected to be lower than the input error of the source data. This work provides an accessible and fully automatic approach for registering terrestrial laser scanner data without artificial targets, thus enabling rapid structural assessment for domains of forest inventory, airborne calibration/validation, and computer vision.
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