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Extending the Performance of the Cubic Phase
Function Algorithm
Maree Farquharson and Peter O’Shea
Abstract—This paper details an algorithm for estimating the
parameters of cubic phase signals embedded in additive white
Gaussian noise. The new algorithm is an extension of the cubic
phase (CP) function algorithm, with the extension enabling perfor-
mance at lower signal-to-noise ratios (SNRs). This improvement
in the SNR performance is achieved by coherently integrating the
CP function over a compact interval in the two-dimensional CP
function space. The computation of the new algorithm is quite
moderate, especially when compared to the maximum-likelihood
(ML) technique. Above threshold, the algorithm’s parameter
estimates are asymptotically efficient. A threshold analysis of the
algorithm is presented and is supported by simulation results. A
method for extending the capability of this algorithm to process
higher degree phase signals is also presented. Furthermore, the
algorithm is applied to a real data signal.
Index Terms—Cubic phase (CP) function, Gaussian noise,
higher order phase, signal-to-noise ratio (SNR), threshold analysis.
I. INTRODUCTION
THIS paper seeks to extend the functionality of the cubicphase (CP) function algorithm [1] for estimating the param-
eters of quadratic frequency modulated (FM) signals. Extensions
are introduced for the purpose of i) reducing the signal-to-noise
(SNR) threshold without imposing a heavy amount of additional
computation and ii) allowing the algorithm to operate for higher
degree phase signals. Some early results on the first extension
were reported in [2], and simulations of this extension applied to
multicomponent phase signals have been shown to work in [3].
Let the discrete-time noisy polynomial phase signal
take the form in (1):
(1)
for , where the sampling rate
is unity, is the degree of the polynomial phase, is an odd
integer representing the number of samples, is the amplitude,
are unknown phase parameters, and
is additive complex white Gaussian noise with a variance of .
To avoid aliasing related ambiguities [4], assume
(2)
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A substitution of in (1) gives rise to a CP polynomial
signal, which is the signal of focus in this paper.
There are many techniques for estimating the parameters of
polynomial phase signals. Of these techniques, the maximum-
likelihood (ML) technique [5] is optimal with regards to the
SNR threshold. However, the ML technique is burdened with
heavy computation, especially for signals with higher degree
phases. Bilinear and multilinear transform techniques [4],
[6]–[10] (including the bilinear CP function transform) require
less computation than the ML technique but, in turn, have a
higher SNR threshold. The CP function method outperforms
the other bilinear and multilinear techniques in terms of SNR
threshold when processing cubic phase signals [1].
The work in [11]–[13] shows that for quadratic phase signals,
coherent integration techniques in the Wigner and ambiguity
function space provide ML equivalence. The notion of using
coherent integration in time-frequency representations was first
extended to cubic and higher order phases in [12]. In that work, a
higher order generalized ambiguity function (GAF) was defined,
and coherent integration techniques were used in the GAF space.
The resulting technique was referred to as the integrated GAF,
or IGAF. In the IGAF algorithm, the two highest order phase
parameter estimates are determined first, then their contribution
is removed from the observation, and the process is repeated
until the remaining signal has a phase degree less than two. The
remaining parameter estimates are found with the Fourier trans-
form. The iteration process in the IGAF method gives rise to error
propagation [12] throughout the parameter estimation algorithm,
and the operating range of the algorithm is lower than the ML
technique for higher order phase signals where . The new
algorithm proposed in this paper, the lower SNR cubic phase
function (LCPF) algorithm, uses coherent integration (discrete
summation) techniques in the CP function space but, unlike the
IGAF, does so over only a limited region of the function space.
This limited region, however, is where the critical statistical in-
formation is concentrated. The LCPF is outlined in the following
paragraphs.
As discussed in [1], the CP function is defined as
CP (3)
It was shown in [1] that for a given value of , the CP function
is maximised when .
The LCPF estimator is specified by
CP (4)
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The abbreviated weighted line summations in the LCPF are
similar in concept to the full line summations used in the IGAF.
The main difference is that instead of coherently summing over
all slices of the desired function space, only a limited number
of slices in the vicinity of are summed [see
(4)]. Performing abbreviated weighted line summations about
is effective because in the CP function space the crit-
ical statistical information tends to be concentrated in a small
region. This is evident from the threshold analysis conducted in
the Appendix. Note that because the maximization in (4) is per-
formed over a small region in the CP function space, it requires
only a modest amount of computation. Coherent integration, as
used in the LCPF, is very effective because the noise adds de-
structively while the signal adds constructively (for the appro-
priately chosen line integrations). One can also use a similar
approach for other bilinear functions such as the second-order,
high-order ambiguity function (HAF) and the Wigner distri-
bution. Parameter estimation of quadratic phase signals with
abbreviated line integrations on the second-order HAF is essen-
tially a modification of the IGAF, and for this reason will be re-
ferred to as the MIGAF . Abbreviated line integrations can also
be used in higher order multilinear functions (such as the higher
order HAFs) but with less impressive results. These higher order
functions have higher order levels of nonlinearity that are more
resistant to SNR threshold reductions.
The LCPF and MIGAF methods are described in more detail
in Section II. An extension to higher degree phase signals for the
LCPF method is detailed in Section III. Supporting simulations
of the algorithms are presented in Sections II and III. The LCPF
algorithm is applied to a bat’s echolocation signal in Section IV
and the conclusions are given in Section V.
II. THE ALGORITHMS
This section presents the LCPF and MIGAF algorithms.
A. The LCPF Algorithm
Step 1) Determine initial estimates of and ac-
cording to
CP (5)
The above maximization is performed over a coarse
grid of grid points, grid
points and grid points.
Step 2) Refine the parameter estimates obtained in Step
1) with a “spectral zoom” approach (i.e., with
dechirping, low-pass filtering, decimation, and re-
estimation):
CP
(6)
(7)
where
(8)
and .
Step 3) Obtain the final estimates, and by using
linear least squares estimation on the unwrapped
phase of the dechirped, filtered, and decimated
signal:
(9)
(10)
(11)
(12)
where is the unwrapped angle of and
(13)
Then, obtain final estimates for and , as
follows:
(14)
angle (15)
B. Discussion of the LCPF Algorithm
Step 1) The overall search grid for , and has been
designed using the granularity recommended for de-
termining , and in [4]. That is, the coarse
search grid has been designed to have at least
points in the direction, points in the di-
rection and points in the direction. The grid
search is actually performed in two steps [Step 1)
and Step 2)]. In Step 1), there are grid
points, grid points, and
grid points. Fast Fourier transforms (FFTs) are used
to do the search in the direction.
Step 2) This step incorporates a spectral zoom type re-
finement consisting of the following “substeps”:
i) dechirp the observation by the and
components, thereby, concentrating the signal’s
energy about 0 Hz; ii) apply a moving average
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low-pass filter to the signal so that the majority of
the noise is removed; iii) decimate the dechirped
and filtered signal by to take advantage of the
bandwidth reduction following low-pass filtering;
the dechirped, filtered, and decimated signal will
be denoted by ; iv) estimate values for the
, and parameters in the dechirped, filtered, and
decimated signal. Use these estimates to update the
parameter estimates for the observation. In substep
iv) of Step 2), there are grid points,
grid points, and grid
points.
Step 3) Perform a final refinement of the estimates using a
spectral zoom approach combined with phase un-
wrapping and linear least-squares estimation. The
substeps in this process are i) dechirp the observation
by the , and components, thereby, con-
centrating the signal’s energy about 0 Hz; ii) low-pass
filter the signal so that the majority of the noise is re-
moved. The signal, however, being concentrated
around 0 Hz, is largely unaltered, and so the SNR is
significantly enhanced; the filter is a simple moving
average low-pass filter; iii) use phase unwrapping and
least-squares techniques to estimate the polynomial
phase parameters of the dechirped/ filtered signal.
These parameter estimates are the “refinements” that
need to be added to the estimates obtained at the end
of Step 2). As explained in [1, Sec. 6], this refine-
ment procedure yields parameter estimates which
are asymptotically optimal. Simulations presented
later support this claim. The refined estimates are
denoted by and .
The purpose of the new algorithm is to provide a reduction in
the CP function’s SNR threshold without increasing the compu-
tation excessively. The ML technique has a computational com-
plexity of for a CP signal. As discussed below,
the new LCPF algorithm has a computational complexity of
.
It was explained in [1] that the CP function can be imple-
mented using subband decomposition in the frequency rate do-
main. Using this approach, the CP function can be implemented
with a computational complexity of . Step 1) of
the algorithm involves computing a limited number of CP func-
tion slices and searching over an “ by by
” grid. The points on this grid are evenly spaced in
each direction over the full allowable range of the , and
parameters. Assuming that , the computational com-
plexity of Step 1) is . Step 2) involves a prepro-
cessing operation to reduce the data length followed by sim-
ilar operations to Step 1). Step 2) therefore has a complexity
of . Step 3) is a phase unwrapping refinement
process. Its complexity is order . All steps in the algorithm
are thus or less. The overall complexity of the
new algorithm is therefore .
A statistical analysis for the LCPF’s SNR performance is pro-
vided in the Appendix. Using the results from the Appendix,
the LCPF’s SNR threshold is shown in Fig. 1 for various values
of and . For this figure, the threshold is defined to be the
Fig. 1. Theoretical SNR threshold versus N for various values of k.
SNR at which an outlier occurs once every 100 trials. (To pro-
vide realistic reconciliation between theoretical and simulated
results, all simulation results in this paper involve 100 runs.) It
is evident from Fig. 1 that as increases, the SNR threshold de-
creases, but with each increment of (in Fig. 1) the reduction
in the SNR threshold diminishes. For example, there is approx-
imately a 1.1-dB reduction in threshold in moving from
to , but only a 0.3-dB difference in moving from
to . This trend of “diminishing returns” illustrates the fact
that the vital statistical information tends to be concentrated in
the vicinity of within the CP function space. Fig. 1 also
highlights the main advantage of the new algorithm. That is, it
highlights the reduction in the SNR threshold by applying the
LCPF as opposed to simply applying the CP function. The CP
function is represented in the figure by the curve. For
example, by applying the LCPF with at , there
is approximately a 6-dB reduction in the SNR threshold when
compared with the CP function method. This threshold is ap-
proximately 2.6 dB higher than the ML technique for the same
parameters.
It is recommended that is chosen to be greater than 1 but
. The lower bound at is chosen so that the LCPF
algorithm’s SNR threshold outperforms the SNR threshold of
the CP function algorithm. It is recommended that to
limit computation. If is (i.e., if attains its
maximum allowable value), then the SNR performance is very
good, but there is little computational advantage over the ML
technique. A value of was found to provide a useful com-
promise between good statistical performance and low compu-
tational overhead for the signals of length 400–500, which were
typically analyzed in this paper. It is important to note that if
one wants to reduce the SNR threshold as much as possible,
needs to be made equal to , as indicated in Fig. 1.
That is, one needs to make vary with . Such high values for
are not recommended, however, because of the heavy asso-
ciated computational burden. Rather, it is recommended that
be kept small with respect to so that the computational com-
plexity is maintained at .
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Fig. 2. LCPF-based MSEs versus SNR for the a estimate of a third-order
polynomial phase signal where N = 495 and k = 7. Full line: Cramér–Rao
bound. Circles: LCPF-based MSEs. Plus signs: HAF-based MSEs.
C. The MIGAF Algorithm
The LCPF and MIGAF algorithms follow similar steps
when processing their respective functions. The MIGAF
algorithm is described below.
The MIGAF is defined as
MIGAF
(16)
Step 1) Find the initial estimates, and :
MIGAF (17)
The maximization in (17) is found over a coarse
search grid, with grid points and
grid points.
Step 2) Refine the parameter estimates obtained in Step 1)
with the “spectral zoom” approach described in Step
2) of Section II-A to give and .
Step 3) Following the process in Step 3) of Section II-A,
refine further to obtain and then
find and .
D. Simulations
Test simulations were run for both the LCPF and MIGAF
algorithms. The LCPF simulations were performed for 100 runs
of a signal with parameters: and
for SNR points
ranging from 10 to 4 dB. For comparison purposes the HAF-
based mean-square errors (MSEs) were also found. Fig. 2 shows
that the LCPF algorithm thresholds between 9 dB and 8 dB,
whereas the HAF algorithm thresholds between 1 and 2 dB. An
extensive threshold analysis is performed in the Appendix, and
Table I summarizes the results of this analysis for signals of
length 495. For the example under consideration, the theoretical
TABLE I
LCPF SNR THRESHOLD (IN DECIBELS) FOR A GIVEN k, WITH AN OUTLIER
RATE OF 0.01 AND 0.001, WHERE N = 495
Fig. 3. MIGAF -based MSEs versus SNR for thea estimate of a second-order
polynomial phase signal where N = 495 and k = 1. Full line: Cramér–Rao
bound. Circles: MIGAF -based MSEs. Plus signs: HAF-based MSEs.
TABLE II
MIGAF SNR THRESHOLD (IN DECIBELS) FOR A GIVEN k, WITH AN OUTLIER
RATE OF 0.01 AND 0.001, WHERE N = 495
analysis predicts that the threshold should occur at 8.85 dB.
The simulation based threshold is thus seen to line up closely
with the theoretical prediction.
The analysis in this paper has shown that the use of abbre-
viated line summations can be a computationally efficient way
of reducing the SNR threshold of the CP function. To demon-
strate the performance of the MIGAF method when applied
to quadratic phase signals, analysis and supporting simulations
have also been provided. One hundred simulations were run
with the parameters and
for SNR points ranging from
10 to 4 dB. Table II summarizes the theoretical SNR threshold
predictions for a 495-point signal. This table indicates that the
algorithm should threshold at 6.25 dB. In Fig. 3, it is seen
that the algorithm thresholds between 7 dB and 6 dB. MSEs
for HAF-based estimation are also shown, and the threshold is
seen to be between 5 and 4 dB. Additional simulations have
shown that WVD-based estimation gives almost identical re-
sults to the HAF method.
Tables I and II also highlight another important behavior with
regard to the SNR threshold of both algorithms. That is, as the
outlier rate decreases the SNR threshold increases and as the
outlier rate increases the SNR threshold decreases.
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III. EXTENDING THE LCPF ALGORITHM FOR HIGHER
POLYNOMIAL DEGREE PHASE FUNCTIONS
One approach to extending the LCPF algorithm would be to
use abbreviated line integrations in the higher order phase func-
tion domains. This is an effective technique, but the level of
achievable reduction in the SNR threshold is significantly less
than for cubic phase signals. This is because the higher order
phase functions tend to have relatively high levels of nonlin-
earity. An alternative and more practically appealing approach
is to segment the signal into intervals that are small enough to
be well modeled as cubic phase signals. The cubic phase param-
eter estimates from each segment are then used to make prelim-
inary parameter estimates for the full-length signal. Final esti-
mate refinement is performed by a dechirping/low-pass filtering
and phase-unwrapping-based estimation. The LCPF algorithm
would be preferred in general to determine the estimates for
each segment rather than the MIGAF algorithm because the
former accommodates the more general cubic phase segments
rather than quadratic phase segments.
A. The Algorithm
Step 1) Segment the signal of length , into seg-
ments of length , where and are odd, and
.
Step 2) For each segment , use the LCPF
algorithm described in Section II-A to estimate
the unknown cubic phase parameters. Then, from
the phase reconstructed from these parameter es-
timates, find the instantaneous angular frequency
rate (IFR) estimate at the center point (in time)
of the segment. (The IFR is defined as the in-
stantaneous rate of change of the rate of change
of phase; i.e., where the phase
is a continuous function over
time and is the order of the phase.)
Step 3) Take the estimates of IFR obtained at the dif-
ferent values in Step 2). Then, fit a -order
polynomial to this time series, thereby obtaining an
estimate of the IFR law for the observation, IFR .
Now IFR , being the second derivative with re-
spect to time of the signal phase, will be given by
IFR
at discrete-time points . By matching IFR
to IFR , estimates can be obtained for
. The resulting estimates will be denoted
.
Step 4) Dechirp the observation according to
(18)
take the FFT of (18) to find , and then employ
phase unwrapping based refinement, as described in
Step 3) of Section II-A. Also find final estimates
for the and estimates using the procedure in
Step 3) of Section II-A.
In practical situations, one needs to know how to select the
lengths of the various segments when the signal characteristics
are completely unknown. The segment length must be i) small
enough so that a cubic phase model is valid within that segment
Fig. 4. LCPF-based MSEs versus SNR for the a estimate of a fifth-order
polynomial phase signal where N = 5445, E = 11, and k = 4. Full line:
Cramér–Rao bound. Circles: LCPF-based MSEs. Plus signs: HAF-based MSEs.
and ii) large enough to provide the required SNR threshold.
Condition ii) can be determined by using the threshold predic-
tion results in the Appendix. Condition i) can be determined ex-
perimentally by trying a particular segment length and then as-
sessing the quality of estimation provided within that segment.
The latter is assessed by examining the average amplitude of the
residual (i.e., the difference between the observed signal and the
estimated signal) when compared to the amplitude of the signal.
B. Simulations
Consider a signal with a total length of 5445 samples,
a segment length of 495 samples, with 11 window
segments and a phase degree of 5 [substitute into (1)].
Simulations of the above algorithm were applied to the signal in
this example for 100 runs with the parameters and
for SNR points ranging from 10
to 4 dB. From the theoretical analysis, for 495 and ,
a threshold of 7.9 dB is expected. Fig. 4 shows that the algo-
rithm thresholds between 8 dB and 7 dB as expected. The
HAF-based MSEs were also calculated to show the improved
threshold performance of the LCPF algorithm.
IV. APPLICATION
The Big Brown Bat, Eptesicus fuscus, uses echolocation to lo-
cate sources when performing tasks such as detecting, tracking
and identifying small prey [14]. The study of the Big Brown
Bat’s echolocation behavior is important to researchers in the
field of neuroethology because they seek to address the ques-
tion of how animals execute their specialist behaviors [14].
Echolocation is achieved by emitting ultrasonic sounds that
are closely modeled by a multicomponent cubic phase signal
and then analyzing the return echoes [14]. Since the Big Brown
Bat’s sound emissions can be modeled as multicomponent cubic
phase signals, the study of these signals is useful for demon-
strating the capability of the LCPF method. The data was col-
lected from [15].
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Fig. 5. Frequency trajectories of the bat signal. Full line: Original signal;
dashed line: signal with additional noise.
The sounds emitted from the Big Brown Bat are known to
sweep downwards from approximately 100 000 Hz to 20 000 Hz
[14].
The LCPF algorithm was used to determine the parameters
for the three cubic phase signals. Note that the LCPF algorithm
was required, as opposed to the basic CP function algorithm be-
cause of the cross-terms between the three components which
must be attenuated. The frequency trajectories of the three com-
ponents were then reconstructed and the results are shown as full
lines in Fig. 5. The estimated trajectories are as one would ex-
pect. Some additive white Gaussian noise was also added to the
bat signal and estimation was performed again. The noise power
was set to an SNR of 12 dB referenced to the first component.
The frequency trajectories of the signal with the additional noise
(represented by the dashed lines) are seen to be quite close to the
frequency trajectories of the original signal.
V. CONCLUSION
A new algorithm has been presented for estimating the param-
eters of cubic phase signals by performing abbreviated weighted
line summations over slices of the CP function space that contain
the dominant energy concentration. Simulations and a threshold
analysis of the technique have been performed to verify the
results. From the results, it can be concluded that the LCPF
method has improved the SNR operating range of the CP func-
tion method without incurring the computational load required
for the ML technique. Furthermore, an extension of the algo-
rithm for higher degree phase signals has been implemented
using a windowing technique and the LCPF algorithm has been
successfully applied to the Big Brown Bat’s echolocation signal.
APPENDIX
THRESHOLD ANALYSIS
This Appendix conducts a threshold analysis of the LCPF
method and the MIGAF method. The analysis is performed
under the assumption that and .
A. Threshold Analysis for the LCPF
Recall from Section II-A that in the LCPF algorithm a 3-D
maximization is performed over the coarse , and search
grid. Let , and be arbitrary points on this search grid.
Then, let
CP (19)
In the absence of noise, the maximum of will
occur when and . For simplicity,
it is assumed that the true maximum occurs at one of the points
on the grid. In heavy noise, there are two different possibilities
when the maximization is performed. The first possibility is that
the maximum still occurs at the grid position corresponding to
the “correct” values for , and . The second possibility is
that the maximum occurs away from the correct values for
, and . This latter possibility (where the maximum occurs
away from the true grid position) is known as the “outlier” sce-
nario. To simplify the threshold analysis, it is assumed that in
the absence of noise the amplitude of at all grid
positions away from the true grid position is negligibly small.
This is tantamount to assuming the “side-lobes” are negligible
and is a reasonable approximation if . In the presence
of noise, the amplitude of at the true parameter
values (i.e., at , and ) will be denoted
by , and the amplitude of away from the true
parameter values will be denoted by .
The real and imaginary noise components of
are assumed to be zero mean, independent and to follow the
Gaussian distribution with variance . The probability
density function (pdf) of can be modeled using the Rayleigh
distribution, and the pdf of can be modeled using the Ricean
distribution [16], [17]. These pdf’s are shown below:
and (20)
(21)
where
CP
function is the zero-order modified Bessel function of the first
kind, , and when
, and are well away from the true parameter values.
Threshold effects arise when the probability of an outlier oc-
curring becomes significant. In this scenario, the outlier proba-
bility will be dependent on the SNR and . In determining
the outlier probability , this paper follows the method in [16].
Let
(22)
where
(23)
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may be further expressed as
(24)
The approximation in the above equation is required because
there is an assumption that each different within
the “ by by ” 3-D search grid is independent.
Simulations have shown that this assumption is a good approxi-
mation. That is, the different are almost indepen-
dent with Ricean distribution for , and Rayleigh distribution
for . Simplifying further
(25)
since
(26)
Hence, it follows that the probability of an outlier occurring is
(27)
which may be calculated using numerical integration. This is
the key equation for determining the threshold for the LCPF
algorithm.
To evaluate the equation in (27), one still needs to find the
variances and . These values are determined in the fol-
lowing work. The variances are found using a similar process to
that used in [12]. Let the input SNR be defined as
SNR (28)
where and have been previously defined in (1).
The expression for finding the variance of at
any is
(29)
To simplify notation, let and
for .
The steps required to find and
are shown in (30) through to (32).
First, find .
(30)
Let
, and .
Therefore
(31)
Now, find :
(32)
where represents the conjugate of , and for simplicity of
notation and
for . Furthermore,
,
and , where
at .
B. Threshold Analysis for the MIGAF
The MIGAF performs a 2-D maximization over the and
search grid as opposed to a 3-D maximization used in the
LCPF because the MIGAF is employed to process quadratic
phase signals, not cubic phase signals. The analysis mirrors the
threshold analysis of the LCPF; therefore, only the main results
are stated. Let and be arbitrary points on the search grid.
Then, let
MIGAF (33)
Note that is real.
To simplify the notation, the amplitude of at the
true parameter values (i.e., at and ) will be
denoted by . The amplitude of when the and
are away from the true parameter values will be denoted by .
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The noise component of is assumed to be
zero-mean, independent and to follow the Gaussian distribution
with variance . Therefore, the probability density func-
tion (pdf) of , denoted by , can be formed using
the Gaussian distribution with mean and variance denoted by
and , respectively. Similarly, the pdf of , denoted by
, can be formed using the Gaussian distribution with
mean and variance denoted by and , respectively.
The probability of an outlier occurring, , is
(34)
where the value of may be calculated using numerical integra-
tion. This is the key equation for determining the threshold for
the MIGAF algorithm.
The means and and the variances and can be
found using the same method described in Appendix A. The
MIGAF uses the same process to find the variances for a
second order IGAF in [12] except that the MIGAF allows the
number of coherently summed slices to be specified as opposed
to coherently summing over all of the slices.
The expression for finding the variance of at any
is
(35)
To simplify notation, let for
. Furthermore, let
and .
Then, following the same process in Appendix A, the values
of and become
(36)
and
(37)
where represents the conjugate of , and for simplicity
of notation for . Further-
more,
and .
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