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Un des probltmes fondamentaux de l’arithmetique des lois de probabilite 
est l’etude de la classe des probabilites n’ayant pas de facteur indecomposable 
(qui coincide d’apres un theortme de Kintchine avec la classe des probabilites 
indefiniment divisibles qui n’ont que des facteurs indefiniment divisibles). 
Dans le cas oh les probabilitts sont definies sur l’ensemble des reels ce problttme 
a fait l’objet de nombreux travaux dont on peut trouver l’expose dans les livres 
de Linnik, Lukacs et Ramachandran. Dans le cas d’un espace de dimension finie 
ces travaux ont et& ttendus par Cuppens, Ostrovskii, Livsic et Cistyakov. Nous 
nous interessons ici au cas des probabilites definies sur un espace de Hilbert reel 
separable. 
1. NOTATIONS 
Par la suite E sera un espace de Hilbert rCe1 &parable; (t, x), sera le produit 
scalaire de t E E et de s E E et 11 x 11 1 a norme de X. Nous appellerons 9(E) 
l’ensemble des probabilitks dkfinies sur les borkliens de E. La convergence dans 
9(E) sera toujours la convergence faible c’est-k-dire: une suite {Pa} de proba- 
bilitks converge faiblement vers une probabilitk P({Pn} * P) si et seulement si 
jf dFm - ffdF P our toutes fonctions bornkes rkelles continues dkfinies sur E. 
PI * Pz sera le produit de convolution de PI et de Pz . 
Z sera l’ensemble des fonctions caracteristiques indkfiniment divisibles, 
I,, l’ensemble des fonctions caractkristiques indkfiniment divisibles et sans facteur 
indkcomposable. Quand E est de dimension finie on peut prkciser les notations 
en utilisant I” et ZO”. 
(e,)~=,, sera une base de E. 
Si E = Fl @F, est une d&composition de E en somme directe de deux sous- 
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espaces supplkmentaires F, et F, on notera projp, la projection de E sur F1 . 
Si P appartient A 9(E), la projection de P sur F1 sera proj,(P) dkfinie par: 
(proj~#W4 = P(+ E E: proj,(x) E A),) pour tout sous-ensemble borClien A 
de E. Ainsi projFx(P) est une probabilitk qui appartient L 9(E) et qui est con- 
centrke sur F1 . 
Remarque. Si F est un sous-espace vectoriel de E de dimension finie n, le 
choix d’une base de E dkfinit un isomorphisme canonique + de F sur W. Si 
P E 9(F), on peut alors associer a P une probabilite @(P) d&inie sur IF suivant 
la formule: 
[@(P)](B) = P{x E F: 9(x) E B} 
pour tout sous-ensemble bortlien B de Wn. 
@ est alors un isomorphisme du semi-groupe de convolution 9(F) sur le 
semi-groupe 9(W). Puisque @ est un isomorphisme, P E 1” si et seulement si 
4(P) E 1”. On en dtduit facilement que P E lb” si et seulement si 4(P) E I,,“. 
2. UN TH~ZO~E LIMITE 
TI&OI&ME 1. Soient Fj une suite infnie de sous-espaces aectoriels de dimensions 
Jinies n, telle que: 
F, C Fj+l et UF,=E 
et P une probabilite’ dhjinie sur E. Si les projections de P sur Fj appartiennent iz I, 
alors P appartient h I, . 
Dhmmstration. Puisque E est un espace de Hilbert s&parable, on peut 
supposer que la base (ek}& est orthogonale et que de plus Fj est engendrC par 
iek)EI?- 
Soit P la fonction caractkristique de P, P(t) = SE e’t*2> dP(x), t = Et, t, ek: . 
Si nous notons Pj la projection de P sur Fj , nous avons 
pj(t) = f etct’“’ dP,(x) = 1 ei(B;ilt*@) dP,(x) 
= ei<projFjt*“’ dP(x) = P(projFj(t)) 
d’oti: (I) pj(t) = P(proj,(t)) pour tout P E B(E). 
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Si Q est un facteur de P (au sens de la convolution), il existe & tel que p(t) = 
Q(t) B(t) pour tout t. En particulier pour t = ~~~, t,e, , 
p(pro.bjt) = Q(pro.i,t) &WFjt) 
et, d’aprb (l),.Qi divise Pj . Puisque Pj E I,, , on en deduit que Qj E I. 
Montrons que Q appartient aussi a I. Q est tendue: QE > 0, il existe un 
compact K, C E tel que Q(KJ > 1 - E. Puisque si L est compact, L Ur projr,L 
est compact, on peut supposer que projFjK, C K, et par consequent: 
QK) = Q({x E E: proj,j(x> E KJ) 2 Q(K) >, 1 - E. 
La suite (Qj) est done tendue. Or lim,+m Qj(t) = lim,+g, Q(projr,(t)) = Q(t) 
uniformement d’apres les hypotheses sur les Fj . La suite tendue (Qj(t)) converge 
uniformement vers Q(t). On en deduit alors que la suite (Qj) converge faiblement 
vers Q: Qj 3 Q (cf. ThCoreme 4-4 de [12]). 
De plus la classe des probabilites indefiniment divisibles Ctant un sous semi 
groupe ferme pour la convergence faible de B(E) et les Qi &ant indefiniment 
divisibles, alors Q E I. 
P est done une probabilite indefiniment divisible dont tous les facteurs sont 
aussi indtfiniment divisibles et P E IO . 
3. PREMIERES APPLICATIONS 
Avec le theoreme precedent et la remarque de la premiere section on pourra 
etendre a B(E) des resultats relatifs a la caracterisation de I,, , Ctablis dans le cas 
particulier oh E = W. 
Une probabilite PE 9(E) est indefiniment divisible si et seulement si sa 
fonction caracteristique P admet la representation 
P(t) = ex [i(so , t) - *(St, t) + S, [ei(z*t) - 1 - 1 ?;,:,,a ] dM(x)] 
Oh: 
(a) 3c0 est un Clement fixe de E; 
(b) S est un S-operateur; 
(c) M est une mesure o-finie ayant une masse finie a l’exterieur de tout 
voisinage de I’origine et telle que 
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De plus cette representation (dite representation de Levy-Kintchine) est 
unique. 
Comme dans Linnik [9] nous appellerons facteur gaussien de E i’expression 
exp[i(x, , t) - (l/2)(%, t)] et spectre de Poisson de P le support de la mesure M. 
Dans le cas oh le spectre de Poisson est borne (c’est a dire oh la mesure M est 
5 support compact) on montre alors facilement que p(t) admet aussi la repre- 
sentation unique 
P(t) = exp /i(x, , t) - 4(St, t) + J, (ei(f,“) - 1) dM(x)l. 
THBORBME 2. Soit P E B(E) une probabilite’ dejinie par la representation de 
Levy-K&chine : 
p(t) = exp [ih , t) - +(St, f) + S, (eitf*%) - 1 - r ‘$,“,‘iz ) :M(dX)]. 
Si les conditions suivantes sont ve’rt~ees: 
(a) il existe un K > 0 tel que 
M((x: 1: x li > y]) = O(e@Y*) quand y-f +a; 
(b) M est concentre’e duns {x E E: x = x.,“=, c,aj,ke, , pour tout j = 1, 2,...) 
ou ck = 0 ou 1 et les aj,% sont des constantes reelles telles que pour j’ > jai,,/aj,, est 
soit nigatif, soit un entier plus grand que 1, alors P E I, . 
Demonstration. Soit F, le sous-espace vectoriel de E engendre par les n 
premiers vecteurs de {ek} et notons P, la projection de P sur F, . Le transform6 
de P,, par l’isomorphisme @ defini dans la premiere section par le choix de la base 
(6 ,..., e,} est une probabilite a n variables verifiant les conditions du Theo&me 
6-3 p. 130 de [ 11. De ce theoreme on deduit que P, E I,,?’ et d’apres le Theoreme 1 
il s’en suit que P E I, . 
THBOR~ME 3. Soit P E Y(E) une probabilite’ dejkie par le representation de 
Levy-Kintchine 
p(t) = exp [it%, , t) - i(St, t) + J (ei(f.xi - 1 - 1 y\Iz,,a ) M(dx)]. 
Si les conditions suivantes sont realisees 
(a) S = 0, 
(b) M({x: /j x jl > y}) = o(e-2y10sy) quand y  -+ + CO, 
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(c) M est concentree duns {x E E: x = x,“=, Ekaiekek pour j = 1, 2,...} ozi 
ck = 0 ou 1 et les aj,k sont des entiers relatifs tels que pour 1.’ > j aj*,Jaj,k est soit 
negatif soit un entier plus grand que 1, alors P E I, . 
On montre comme prCcCdemment que P, ~1~~ d’aprks le ThCor&me 4-1 
p. 148 de [3]. 
THBOR$ME 4. Soit P E Y(E) une probabilite, definie par la representation de 
Levy-Kintchine 
i)(t) = exp [i&q,, t) - i(St, t) $ 1 (ei@+) - 1 - 1 y;,2,,s ) M(dx)]. 
Si les conditions suivantes sont realisees: 
(a) il existe un K > 0 telle que M[{x: I/ x 11 > y}] = O(e& quand 
Y-)$-=), 
(b) M est concentree duns {x E E: x = xr=‘=, Ekaj,kek , pour j = 0, 3 1, &2,...} 
ozi Ek = 0 ou I et les ai,B sont des reels positifs tels que pour j’ > j, aj,,klaj,k est 
un entier plus grand que 1, alors P E I0 . 
On montre comme prCcCdemment que P, E IOn d’aprb le ThCorkme 2 p. 68 
de [2]. 
THBORBME 5. Soit P E 9(E) une probabilite’ de’nie par la representation de 
Levy-Kintchine: 
P(t) = exp [i(xs , t) - *(St, t) + 1 (e2ctJ) - 1 - 1 $,t,,z ) M(dx)]. 
Si les conditions suivantes sont verifiees: 
(a) S = 0, 
(b) M est une mesure bornee concentree duns un ensemble A C E dont la 
projection sur un sous-espace de dimension finie de E est un ensemble rationellement 
independant, alors P E I, . 
On montre que les P, appartiennent B I, fi d’aprks le ThCorkme 1, p. 240 de [5]. 
THI?OR$ME 6. Soit P E Y(E) une probabilite definie par la reprbentation de 
Levy-Kintchine: 
p(t) = exp [i(xO , t) - i(St, t) + j (ei,t.z) - 1 - 1 T\,s,),, ) M(dx)]. 
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Si les conditions suivantes sent vkriJ%es: 
(a) S = 0, 
(b) M est me mesure concentrke dans un ensemble ouvert convexe A v;f;ant 
A n (2)A = @ 1 alors f appartient ri I,, . 
Dbmstration. Soit F,, le sous-espace vectoriel de E engendrt par les n 
premiers vecteurs de {ek} et pn la projection sur F,, , supposons que pn(A) $1 0 . 
LEMME 1, Si A est convexe alors p,,(A) est convexe. 
LEMME 2. 
LEMME 3. Si A est convexe alors 2(A) est convexe. 
Ces trois lemmes sont presque evidents et la demonstration en est laissee au 
lecteur. 
LEMME 4 (Corollaire du theoreme de Hahn-Banach). Si E est un espace 
vectoriel topologique et A et B deux sous-ensembles ouverts, convexes, non vides 
tels que A n B # o , alors il existe un hyperplan afine ferm' qui sipare strictement 
A et B. 
Des hypotheses et des Lemmes 3 et 4 on deduit que A et (2)A peuvent &tre 
sCparCs strictement par un hyperplan affine H: il existe une constante reelle h et 
une forme lineaire f telles que 
H = {x E E: f  (x) = A}, A C {x E E: f  (x) > A), (2)A C (x E E: f(x) > h}. 
Soient F le sous-espace vectoriel associe a la variettc afIine H: 
F = {x E E: f(x) = 0} 
et F’ le sous-espace vectoriel supplementaire orthogonal de F: F OF’ = E. 
Puisque F est un sous-espace vectoriel associe a un hyperplan, dimF’ = 1 et on 
peut construire une base orthogonale de E{e,}T=‘,, telle que e, engendre F’ et 
{ek)ih engendre F. 
1 Rappelons les notations: 
(2)A=A+A={n=x+y/xEAetyEA} 
(p)A = (p - 1)A + A; Cm)=4 = w4) = u (PM zw = u (4. 
921 PSZ 
2 &ant I’ensemble des entiers relatifs. 
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Soit F, le sow-espace de E engendre par (e,}g, (n 3 1); (d’apr&s la dCfinition 
de p,, on peut toujours trouver n tel que pm(A) # o et d’aprbs le Lemme 1, 
p%(A) est convexe). On montre facilement que p&4) n pn(2)A = 0. 
Si P, est la projection de P sur F, , le transform6 de P, par l’isomorphisme @ 
defini dans la premiere section par la base {e, ,..., e,} est une probabilitt a ?t 
variables verifiant les conditions du ThCoreme 1, p. 124 de (4). De ce theoreme 
on deduit que P,, appartient a IOn et le Theo&me 1 implique que P appartient 
ii IO . 
4. EXTENSION D'UN RBSULTAT D'OSTROVSKI~ 
Dans ce chapitre nous nous proposons d’etendre au cas d’une probabilite 
definie sur les boreliens de W le resultat d’ostrovskij suivant relatif au cas dune 
probabilite definie sur les boreliens de I&!. Ce resultat est une condition suffisante 
d’appartenance a Ian. 
THBOR&ME 1 (Ostrovskii). Soit P E B(Iw) la probabilitC d@inie par: 
P(t) = exp (,Em pk(dPyt - 1) + i,t). 
Si les conditions suivantes sont vt%ij%es; 
(4 a E R, 
(b) les pK sont des comtantes positives ou nulles telles que 
pK = obd--~k2)l 
pourunK>Olorsquek-++coet 
+m 
c Pk(+CO; 
he-m 
(c) les pk sent des constantes rblles telles que pour k’ > k pkl/pk est soit n&at;f, 
soit un entier plus grand que 1, alors P E I,,l. 
Pour la demonstration, voir Lukacs [(lo, p. 2661). Nous aurons besoin des 
resultats suivants: 
LEMME 1 [ 111. Une probabilite’ P E I, vtife les conditions suiwntes 
(a) P est disc&e, 
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(b) P h I ph t est o omor e e suns Z&YO duns un tube 1) Im t (/ < p si et seulement si P 
admet pour 1) Im t jj < p la reprtkmtation 
p(t) = exp (;(a, t) + I (eittsz) - 1) dM(x)) 
oEi 01 E R” et M est une mesure signke discrkte$nie v&~ant 
i 
e-(+‘s”) d 1 M(u)/ < + co 
pour tout Y  v&@ant /I Y  /I < p. De plus, si P est concentric duns A, alors M est 
concentrke duns Z(A) et, si M est concentrLe duns A’, alors P est concentrt!e duns 
N(A’) + (Y. 
La demonstration de ce lemme sera don&e a la fin de ce chapitre. 
Or, si une probabilite P est discrete et a pour support D(P), tout facteur PI 
de P est une probabilite discrete et il existe un a E Rn tel que D(P,) est inclus 
dans D(P) + a. En combinant le Lemme 1 et ce resultat, on obtient: 
LEMME 2. Soit P(t) une fonction caractkistique d$inie par: 
P(t) = exp (1 (ei’f*z) - 1) dM(x)) 
oli M est une mesure signke discontinue. Si &) est holomorphe et suns zko duns un 
tube I/ Im(z)/l < p et si PI(t) est unefonction caractt!ristique divisant P(t), alors: 
PI(t) = exp (iut + 1 (eitts5) - 1) dN(x)) 
03 N est une mesure ayant les propri&% suivantes: 
(a) Nest une mesure & variation boy&e, 
(b) Je-‘$ d I N(x)1 < i co P OUT tout Y  vkijant 11 Y  I/ < p. De plus il existe 
CY E Rn tel que D(N) C Z(D)(M)) - CL 
Nous utiliserons aussi le theoreme suivant de Plancherel et Polya: 
Une condition necessaire et suffisante pour qu’une mesure signee a variation 
bornee M soit a support compact est que sa transformee de Fourier-Stieltjes 
(f(t) = Jeit5 dM(x)) se p 1 g ro on e en une fonction entiere de type exponentiel. 
On a: 
ext, M = p+? sup 
i 
log If@)1 2 
1 -Y ' 
ext, M = li+i sup 
( 
log I f  (6iy)I 
Y  1. 
z Rappelons la dtfinition: -eext, M = borne inftkieure du support de M, -eextd M = 
borne supCrieure du support de M. 
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Pour une demonstration, voir Ramachandran ([ 13, p. 1981). 
THIkoRhlE 7. Soit P E 9(Rn) la probabilitk d@nie par: 
log P(t) = r C &,s [exp (i jJ Ejpi,kti) - 1] 
!i=-m E 14 
(2) 
avec = (Q ,..., l n) et ej = 0 ou 1, x, indiquant la sommation SUY les 
2” - 1 valeurs non nulles de l . Si les conditions suivantes sont vkijbes: 
(a) les pjSk sont des rationnels tels que si k’ > k ~j,k~I~i,lc est soit nigatif soit 
un entier plus grand que 1, 
(b) les b,, sont des constantes positives ou nulles telles que 
h k,El,...,Efl -= 0 [exp (-K i •+:,~)l 
I=1 
pour un K > 0 lorsque k --f + co et 
alors P E Ion. 
Le theoreme &ant demontre dans le cas n = 1 nous allons proceder par 
recurrence et supposer que si une probabilite P E g(W-l) a une fonction 
caracteristique qui admet la representation precedente alors P E I:-‘. 
On peut Ccrire (2) sous la forme 
log p(t) = 1 (ei(rvz) - 1) d&l(x) 
ou M est une mesure signee discontinue et, comme log&s) est une fonction 
entiere, F(Z) est holomorphe et saris zero. D’apres le Lemme (2) p(t) sera a un 
facteur de translation p&s de la forme: 
log pi(t) = i (ei(r.%) - 1) dN(x) (3) 
ou N est une mesure bornee discontinue verifiant D(N) C (2) D(M). De plus 
s e-(“J) d 1 N(x)1 < +co (4 
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pour tout 1. (3) peut done s’hire 
1% PI(~) = a;- 1, [ exp (i gl 4A) - l] Oh (5) 
Dans (2) et (5) hens (n - 1) variables tj = it0.j imaginaires pures. Par exemple 
tj = it,,j pour j = 2, 3 ,..., n. De (2) on dCduit que 
+m 
log pttl,ito ,* ,..., it,,,) = c BkP0.2 >***s t0.n) 
k---m 
X [exp (- i2 S/4,Xt0.j) - l] 
+ ZAP k o.2 ,-., to.n)[exp(4.ktJ - 11 
k--m 
avec 
et 
De m8me de (5), on dCduit que 
log pl(tl , it,,, ,..., ito,,) 
zzz c lo.a*,....a, 
la2....,an) 
[exP (- $2%t0.j) - 11 
+ C [ C 
al+0 (at.....an) 
zal.....a, exP(- g2 qjt0.5)(eia1”1 - ‘)I* 
On vCrifie facilement que 
'(h ) ito,s 9"sp ito.n> _ +m A 
log P(0, ito. ,..., it,,,) - ,Cm 
eiU&l _ 1) 
est le logarithme d’une fonction caracthistique de la variable tl qui satisfait 
aux conditions du thh&me I d’OstrovskiI, et d’aprh ce rCsultat 
&tl , itoss ,..., ito,n)[fYO, it,,, , . . . . ito,,)l-1 
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est la fonction caracttkistique d’une probabilite appartenant A 1,,l ce qui implique 
que tous les facteurs sont de la m&me forme. De l’unicid de la representation de 
Levy-Kintchine, on deduit que 
C l,exP (- 5 4jto.j) = 0 (6) 
(Qp...,Q”) 5-Z 
pour tout t,,i E R si qr 4 {pISk}. De (4), on deduit aisement que le premier 
membre de (6) est une fonction entiere qui est done identiquement nulle. Ceci 
entraine que 
1, = 0 
si qr 4 {~r,~}. En fixant les autres variables, on obtient de m&me 
1, = 0 
si 45 4 h.k) (i = I,..., $. 
On en deduit facilement qu’avec de nouvelles notations: 
en posant par convention pjSO = 0. 
Fixons maintenant darts ces deux expressions une variable tj = & (imaginaire 
pure), par exemple t, = it,,,; il vient de (2) 
et 
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est le logarithme d’une fonction caracteristique d’une variable (tl ,..., t,-t) qui 
satisfait a l’hypothese de recurrence. Elle appartient done a I:-’ et ses facteurs 
sont du mtme type. En particulier pour K, fix& egal a p le parametre d’energie de 
P(t) au point (w.kp, •2~2,2, ,..., G-~cL~-~,~) est s,,’ . 
D’aprts (8) et I’unicite de la representation de Levy-Kintchine le parametre 
d’energie d’un facteur de P sera 
et on a done 
o< F 1 tlp ,..., r,-19,k, exp(-hk,tO,n) % ) 
kn=-co 
o< F 1 CID ,..,, e,-lP,kn exp(-kp,tOsn) < htf.o) + h6*.1) exp(-kptO.n) 
k,=-m 
(9) 
pour tout to,, E R. 
Soit 4p3,Er la fonction definie par 
+s.~‘(~) = T  zcl%...r,-l%k, exp(ih,k,Z); .zEC. 
P,=- cc 
Lescoefficientsz,,.,....z,,_le,k,~tant les sautsauxpoints(el~I,V,...,e~j-I~+I,P,k%,k,) 
de la mesure a variation bornee N(5), +a,C(~) pour z E R est la transform&e de 
Fourier d’une mesure IV,,,, a variation bornee qui d’apres (4) et (9) se prolonge 
dans le plan complexe en une fonction entiere de type exponentiel. D’aprts 
le theorbme de Plancherel et Polya N,,,, est concentree dans I’intervalle 
L--h’,,,, , fwl avec 
ha,/ = lim sup 
[ 
1% L4~~> 
7ev=c r 1 
h lim sup 
[ 
l%sL+~) 
P.E’ = 7~+ou r 1 
(10) 
(11) 
Si run,3 > 0 (resp. pn,l, < 0), on ah,,,, < pCLn,= et -hk,, > 0 (resp. h,,,, < 0 
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et --hk,,, 3 pa,,) et par consequent lC1P,...,6n-n,k, = 0 si k, n’est pas compris 
entre 0 et p. Nous pouvons faire un raisonnement analogue en fixant une 
variable quelconque ti = &; j = I, 2,..., n et compte tenu de la definition des 
pj,li les se& coefficients 1 non nuls sont ceux de la forme I,,, en posant 
k, E = (kc1 ,..., kej ,..., kc,); k E 2. 
Montrons que ces coefficients sont positifs. De (9), on obtient 
pour tout x E R. Si (sgn P~,Jx + --co on obtient, 
et si (sgn pn,Jx --f +cc on obtient 
ce qui entraine 
Tous les facteurs de P sont indefiniment divisibles et P appartient done a la?“. 
Dans l’enond du ThCoreme 7, nous avons suppose que les constantes pj,L 
(j = 1, 2,..., n), k = (0, 51, &2,...); etaient des nombres rationnels, or dans 
le theoreme d’ostrovskii les pj,lc Ctaient des constantes reelles. En utilisant un 
isomorphisme convenable, on peut montrer que cette condition supplementaire 
est superflue et demontrer le 
THI?OR&ME 8. Soit P, P E S(W) une probabilite’ d@nie par: 
log P(t) = F C A,,, [exp (i i EjPj,kfj) - 11 
P=-cc c j=l 
si les conditions suivantes sont ve’ri@es: 
(a) E = (Q ,. . . , l j , . . . , l ,) avec cj = 0 ou 1 et x:e indique la sommation SUY les 
2” - 1 valeurs non nulles de E; 
(b) les A,,, sont des constantes positives ou nulles telles que Clc A,,, < + co et 
il existe un C > 0 pour lequel 
A,,, = O[e-cc:=lfj“:,~] qua& k -+ + ~0; 
(4 16 th sont des constantes Gelles telles que si k’ > k: ~j,k~l~i,lc est soit 
nbgatif soit un entier plus grand que 1, alors P E Ion. 
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Nous demontrons le Lemme 1 et commencons par le cas n = 1. Dans ce cas, 
la demonstration est due ~3 Ostrovskii [I 11, mais comme elle est parue en russe, 
nous pensons bien faire en donnant une version. Les proprietb utilisees des 
fonctions presque periodiques peuvent’ &tre trouvees dans Favard [6]. 
Si P a la representation 
alors 
P = ev(-k@))P, * exp PI 
oh 8, est la probabilite degeneree au point ar et 
On en deduit que si p est discrete, P est discrete et si p est concentree dans A, 
P est concentrte dans N(A) + a. 
De plus si !e+~ I p(du)I < tco pour ( Y I < p alors 
. 
J e-+“p+(dU) < +a3 et I e-‘“p-(du) < +a pour I y  I < P 
du theoreme de Raikov on dtduit que $eitup+(du) et Jeitu p-(du) sont des 
fonctions analytiques dans la bande {-p < Im(t) < p} et Jeitu p(du) est ana- 
lytique dans la m&me bande, ce qui entraine que P est une fonction carac- 
teristique analytique, reguliere et sans zero dans_la bande (-p < Im(t) < p>. 
Reciproquement si P est discrete et de support A, alors 
P(t) = J eitZ dP(x) = ,z pAeiAt, 
P(t) &ant une fonction caracdristique est uniformement convergente et est une 
fonction presque periodique avec 
dp = Z(A). 
-Kt, etant le spectre de p. 
Soit p, p E B(Iw) definie par p(B) = P(-B) pour tout borelien B, alors: 
1 P(t)le = s eitz(P * P)(dx). 
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Puisque P est discrete et concentree dans A, P * P est discrete et concentree 
dans A + (-A) C Z(A) d’oti: 
1 P(t)/2 = c q,‘@. 
AEZ(A) 
Si z = x + iy x et y reels 
I W + i)l” = 1 qhb) eiAx. 
AEZ(A) 
De plus, puisque par hypothese P est analytique rCgulitre et sans zero dans la 
bande {-p < Im(t) < p}, 1 P(x + iy)l” est analytique, regulitre et saris zero 
dans la bande {I y I < p}. On en deduit que I P(x + ry)12 est une fonction 
presque periodique analytique et sans zero dans la bande {I y I < p} et dkelop- 
pable en serie de Fourier absolument convergente. On a de plus 
inf 1 p(x + iy)l” > 0 
--P<ll<p 
et par consequent le logarithme est regulier sur la fermeture de l’ensemble des 
valeurs de 1 &z)j2. 
On en deduit que 4(x, y) = log I p(x + iy)12 est une fonction presque 
periodique dheloppable en serie de Fourier absolument convergente dans la 
bande {-p < y < p}. Puisque 
.A? Iog( IW) c -+,~ 
il vient 
+,Y) = C Y,~Y) eiY I Y I < P. 
hEZ(A) 
Soit U(X, y) = log 1 P(x + iy)l = (l/2) 4(x, y). C’est une fonction harmonique, 
presque ptriodique (par rapport B x), et par consequent 
u(x, y) = --ay + /3 + C (a,e-ll cos Ax + b,e-“Y sin kc) IYI <P 
AEZ(A) 
oh (Y, p, a et b sont des constantes reelles, ce dkeloppement Ctant uniformement 
convergent pour I y I < p. De plus puisque p(-t) = P(t) il s’en suit que 
I((--x, y) = U(X, y) ce qui implique que les b, sont nuls d’ou 
4% Y) = -KY + j3 + C aAe+ cos Ax, 
AEZ(A) 
683/4/r-2 
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et 
,.& I aA I e+ < +m pour I y I < p. 
Si g est defini par 
g(t) = iort + /3t + C aAeiAt, t =x +ir; 
AEZ(A) 
on en deduit que g(t) est holomorphe dans la bande {I Im(t)/ < p> et que 
W&l1 = 4x, r>, c’est a dire Re[g(t)] = log 1 p(t)l. 
Or log ( p(t)] = Re[log p(t)] d’oh 
RekWl = Whit &)I 
g(t) et log f’(t) Ctant deux fonctions holomorphes dans la bande {I Im(t)j < p} 
ayant m&me partie reelle, elles different d’une constante imaginaire pure: 
log P(t) = g(t) + iy (Y E W 
Or pour t = 0, P(t) = 1 d’oh: 
y=o et /3 = - 1 aA. 
&Z(A) 
Finalement, 
log P(t) = id + C (eiAt - 1). 
AEZ(A) 
Ce qui montre que 
log P(t) = id + J (eitz - 1) I, 
p est une mesure sigde, discrete, finie, concentree dans Z(A) et verifiant 
s ecTu 1 p(du)l < +a si / Y I < p. 
Nous passons au cas 71 > 1. 
Dans le sens direct la demonstration est la m&me que dans le cas 1z = 1, elle 
sera done omise. 
Reciproquement, puisque P est discrete et concentree dans A, A est une 
ensemble dtnombrable. Soit B un ensemble denombrable independant par 
rapport aux rationnels tel que: 
A CQ(B) (Q(B): reunion de toutes les combinaisons lineaires k coefficients 
LOIS DE PROBABILITJ? SUR UN ESPACE DE HILBERT 17 
rationnels des elements de B); ce qui implique que Z(P) C Q(B). On peut 
prendre comme ensemble B un sous-ensemble de A. 
Si 0 est un Clement donne de UP, 0 = (0, ,..., e,), 0 # 0, on peut definir la 
projection orthogonale sur le sous espace vectoriel de W engendre par 0, cette 
projection sera notee pr, . 
Comme B est denombrable et independant, l’ensemble des vecteurs 8 tels que 
pro(B) n’est pas independant est denombrable. Soit done maintenant 0 tel que 
ptg(B) est un ensemble independant. 
Dans ce cas prs est une application bijective de B sur pro(B), de m&me pr, 
est une application bijective de Q(B) sur pr,[Q(B)] et done de A sur pr8(A). 
On definit pysP E S(W) par pr,P(X) = P[(x E W: pr,x E Xj pour tout 
borelien X de llP; pr,P est done une probabilite discrete concentree sur pr,A. 
De plus P(t) est analytique dans la bande E (11 Im(f)l/ < p} si et seulement si 
p$$) est analytique dans la bande {-j(-0) < jl Im(t)/i <j(e)} oh j est la 
jauge de P, si /I 0 I/ = 1 on en deduit que p$$) est analytique dans la bande 
11 s’en suit que pr,P verifie les conditions du lemme dans le cas n = 1, de plus 
D’oh 
log p$i) = i(y,pr,t) + 1 (ei(Dret*z) - 1) #x) 
et p’ est une mesure sign&e, discrete, finie, concentree dans Z( pr,A) C pr,Q(B); 
et y ~pr,A. De plus 
I e-( mw-*x) 1p’(dx)I < $-al si II POT II < P- 
Du fait que pr, est une application bijective de Q(B) sur pr,(Q(B)) on deduit 
alors que 
log P(t) = i(cY, t> + 1 (@“’ - 1) p(dx) 
avec OL E Q(B) tel que pr,a = y, TV est une mesure unique, sign&e, discrete, finie, 
concentree dans Z(A) inclus dans Q(B) telle que 
J 
e-(r+u) 1 p(du)I < +cc pour tout r tel que jl r I/ < p. 
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Du Theo&me 8 on en deduit comme precedemment le 
TX&OR&ME 9. Soit P E S(E) me probabilite’, dt;f;nie par 
P(t) = exp [i(xO , t) + j (ei(t*z) - 1) M(h)]. 
Si les conditions suierantes sent rt!alis6es: 
(a) il exikte un K > 0 tel que M[{x: 11 x 11 > y}] = O(e-Kv*) qwnd y --t + co. 
(b) M est we mesure concentrt!e duns (xE: x = ‘& Egj,+?k , pour j = 0, 
fl, xk2,... or5 ck = 0 ou 1 et les Uj,k sont des constmrtes rkelles telles que i’ > j 
UjtarlUjsk est soit m’gatif soit un entier plusgrand que 1, alors P E I, . 
5. ISOMORPHISME ET APPLICATIONS 
Nous utilisons ici une methode due ?I R. Cuppens [5]. Soient A un sous- 
ensemble de W (n >, l), M l’un des ensembles N, 2, Q+, Q et M(A) l’ensemble 
des elements de UP de la forme xj”i, &a, oh aj E A et I+ E M, tous 1e.s hj &ant nuls 
sauf un nombre fini. Nous notons 9’M(A~(UP) l’ensemble des probabilites definies 
sur W et concentrees sur M(A): si P E B M(A)(iFP) et si Q et S sont deux proba- 
bilites telles que P = Q * S alors on peut toujours trouver deux probabilids: 
Q’=&*QetS’=&, x S (8, designant la probabilite dCgenCrCe au point a) 
qui appartiennent a .P,,.&iJP); de plus 
Les probabilites Q’ et S’ sont done respectivement Cquivalentes (pour la 
convolution) aux probabilites Q et S. Nous pouvons traduire ceci en disant que 
PM(A)(~n) est ferme pour les decompositions en facteurs. De m&me si A est un 
sous-ensemble de E, espace de Hilbert reel separable, alors p,+,(“)(E) est ferme 
pour les decompositions en facteurs. 
Soient A C UP et A’ C E deux ensembles rationnellement independants ayant 
meme cardinal, il existe done une bijection + de A sur A’. On peut etendre 4 B 
une application bijective de M(A) sur M(A’) ( ce tt e extension sera encore notee 4) 
par la formule 
oii a, E A et Irj E M, tous les hj etant nuls sauf un nombre fini. 
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A toute probabilite P E LYE on peut faire alors correspondre une 
probabilite P E PM(A*)(E) par l’application (b definie par: 
P(E) = $(P)(F) = P(&‘{(B’) n M(A)}) 
pour tout sous-ensemble borelien B’ de E. 4 Ctant une bijection de M(A) sur 
M(A’) il s’en suit que + est un isomorphisme du semi-groupe de convolution 
PM&P) sur le semi-groupe de convolution gMtA,)(E). En particulier P 
appartient a IOn si et seulement si P appartient a 1s . 
Si la fonction caracteristique P de P E B(W) est definie par la representation 
simplifiee de Levy-Kintchine (dite de De Finetti): 
P(t) = exp (J (ei(t*z) - 1) I); t E W; 
p &ant une mesure a variation bornte, de la formule 
P = exp p*/exp &FP) 
on deduit que ,u est concentree sur N[M(A)] = M(A). Alors la fonction carac- 
teristique h de P = +(P) est definie par 
b(u) = exp (I (ei(O*U) - l)r’(du)) 
oh TV’ est une mesure a variation bornte concentrke sur M(A’) et definie par 
pour tout sous-ensemble borelien B’ de E. 
En appliquant la methode precedente aux ThCorbmes 9 et 3 du chapitre 
precedent on deduit respectivement les resultats suivants: 
TH&O&ME 10. Soit P E 9’(W) une probabilite’ dkjkie par: 
(a) ci = 0 ou 1 et C, indiqw la sommation sur les suites l = (.Q , c2 ,...), tom 
les 4 itant nuls saufs un nombrejni; 
/b) A = h , uz ,...> est un ensemble rationeUement i&-t; 
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(4 les am,j sont des rationnels posit@ ou negatzfs tels que pour m’ > m a,, ,jlam,j 
est soit negatif soit un entier plus grand que 1; 
(4 les L, sont des constantes positives ou nulles verifiant les deux conditions 
suivantes 
et il existe une con&ante positive K telle que 
alors P appartient a IOn. 
THBORBME 11. Soit P E 9(W) une probabiliti dQinie par 
p’(t) = exp Ii1 F Lr [exp (i,F; Ejam,Auj ) t)) - l] 1% 
oti les conditions a, b, c du theordme precedent sont vkrijees et de plus A,,, sont des 
constantes positives ou nulles vt%i$ant 
alors P appartient a IOn. 
Ces deux rksultats sont des extensions des ThCorkmes 2 et 3 pp. 149 et 150 de [3]. 
En appliquant la mkthode prCcCdente au ThCorkme 1 p. 148 de [3] on dCduit 
Cgalement un rbsultat nouveau pour la caractkrisation de I0 . 
TH~OR~ME 12. Si PE B(E) (I? p esace de Hilbert &parable) est une probabilite 
dt;finie par 
P(t) = exp (J‘ (ei(t*z) - 1)) &dx) 
ozi lo est une mesure positive ou nulle concentree duns un sous-ensemble d E ration- 
nellement indt@mdant alors P appartient a I, . 
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