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Abstract—Multi-objective evolutionary algorithms (MOEAs)
have achieved great progress in recent decades, but most of them
are designed to solve unconstrained multi-objective optimization
problems. In fact, many real-world multi-objective problems
usually contain a number of constraints. To promote the research
of constrained multi-objective optimization, we first propose three
primary types of difficulty, which reflect the challenges in the
real-world optimization problems, to characterize the constraint
functions in CMOPs, including feasibility-hardness, convergence-
hardness and diversity-hardness. We then develop a general
toolkit to construct difficulty adjustable and scalable constrained
multi-objective optimization problems (CMOPs) with three types
of parameterized constraint functions according to the proposed
three primary types of difficulty. In fact, combination of the
three primary constraint functions with different parameters can
lead to construct a large variety of CMOPs, whose difficulty
can be uniquely defined by a triplet with each of its parameter
specifying the level of each primary difficulty type respectively.
Furthermore, the number of objectives in this toolkit are able to
scale to more than two. Based on this toolkit, we suggest nine
difficulty adjustable and scalable CMOPs named DAS-CMOP1-9.
To evaluate the proposed test problems, two popular CMOEAs
- MOEA/D-CDP and NSGA-II-CDP are adopted to test their
performances on DAS-CMOP1-9 with different difficulty triplets.
The experiment results demonstrate that none of them can solve
these problems efficiently, which stimulate us to develop new
constrained MOEAs to solve the suggested DAS-CMOPs.
Index Terms—Constrained problems, multi-objective optimiza-
tion, test problems, controlled difficulties.
I. INTRODUCTION
PRACTICAL optimization problems usually involve si-multaneous optimization of multiple and conflicting ob-
jectives with many constraints. Without loss of generality,
constrained multi-objective optimization problems (CMOPs)
can be defined as follows:
minimize F(x) = ( f1(x), . . . , fm(x))T (1)
subject to gi(x) ≥ 0, i = 1, . . . , q
hj(x) = 0, j = 1, . . . , p
x ∈ Rn
where F(x) = ( f1(x), f2(x), . . . , fm(x))T ∈ Rm is a m-
dimensional objective vector, gi(x) ≥ 0 defines i-th of q
inequality constraints, hj(x) = 0 defines j-th of q equality
constraints. If m is greater than three, we usually call it a
constrained many-objective optimization problem (CMaOP).
A solution x is said to be feasible if it meets gi(x) ≥ 0, i =
1, . . . , q and hj(x) = 0, j = 1, . . . , p at the same time. For two
feasible solutions x1 and x2, solution x1 is said to dominate x2
if fi(x1) ≤ fi(x2) for each i ∈ {1, . . . ,m} and fj(x1) < fj(x2)
for at least one j ∈ {1, . . . ,m}, denoted as x1  x2. For a
feasible solution x∗ ∈ Rn, if there is no other feasible solution
x ∈ Rn dominating x∗, x∗ is said to be a feasible Pareto-optimal
solution. The set of all the feasible Pareto-optimal solutions
is called Pareto Set (PS). Mapping the PS into the objective
space results in a set of objective vectors, denoted as the Pareto
Front (PF), where PF = {F(x) ∈ Rm |x ∈ PS}.
For CMOPs, more than one objective need to be opti-
mized simultaneously subject to constraints. Generally speak-
ing, CMOPs are much more difficult to solve than their
unconstrained counterparts - unconstrained multi-objective
optimization problems (MOPs). Constrained multi-objective
evolutionary algorithms (CMOEAs) are particularly designed
to solve CMOPs, with the capability of balancing the search
between the feasible and infeasible regions in the search space
[1]. In fact, two basic issues need to be considered carefully
when designing a CMOEA. One is to balance the feasible
solutions and the infeasible solutions, the other is to balance
the convergence and diversity of a CMOEA.
To address the former issue, constraint handling mech-
anisms need to be carefully designed by researchers. The
existing constraint handling methods can be broadly classified
into five different types, including feasibility maintenance,
use of penalty functions, separation of constraint violation
and objective values, multi-objective constraint handling and
hybrid methods [2].
The feasibility maintenance methods usually adopt special
encoding and decoding techniques to guarantee that a newly
generated solution is feasible. The penalty function-based
method is one of the most popular approaches. The overall
constraints violation is added to each objective with a pre-
defined penalty factor, which indicates a preference between
the constraints and the objectives. The penalty function-based
method includes static penalties [3], dynamic penalties [4],
death penalty functions [3], co-evolutionary penalty func-
tions [5], adaptive penalty functions [6]–[8] and self-adaptive
penalty functions [9], [10] etc. In the methods using separation
of constraint violation and objective values, the constraint
functions and the objective functions are treated separately.
Variants of this type include stochastic ranking (SR) [11], con-
straint dominance principle (CDP) [12], epsilon-constrained
methods [13], [14]. In the multi-objective constraint handling
method, the constraint functions are transformed to one extra
objective function. Representative methods of this type in-
clude infeasibility driven evolutionary algorithm (IDEA) [15],
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COMOGA [16] and Cai and Wang’s Method (CW) [17],
etc. The hybrid methods of constraint handling usually adopt
several constraint-handling methods. Representative methods
include adaptive trade-off model (ATM) [18] and ensemble of
constraint handling methods (ECHM) [19].
To address the second issue, the selection methods need to
be designed to balance the performance of convergence and
diversity in MOEAs. At present, MOEAs can be generally
classified into three categories based on the selection strate-
gies. They are Pareto-dominance (e.g., NSGA-II [20], PAES-II
[21] and SPEA-II [22]), decomposition-based (e.g., MOEA/D
[23], MOEA/D-DE [24], MOEA/D-M2M [25] and EAG-
MOEA/D [26]) and indicator based methods (e.g., IBEA [27],
R2-IBEA [28], SMS-EMOA [29] and HypE [30]). In the group
of Pareto-dominance based methods, such as NSGA-II [20],
the set of the first non-dominated level solutions is selected
to improve the performance of convergence, and the crowding
distance is adopted to maintain the performance of diversity. In
the decomposition-based methods, the performance of conver-
gence is maintained by minimizing the aggregation functions
and the performance of diversity is obtained by setting the
weight vectors uniformly. In the indicator based methods, such
as HypE [30], the performance of convergence and diversity
is achieved by the using the hypervolume metric.
A CMOP includes objectives and constraints. A number of
features have already been identified to define the difficulty of
objectives, which include:
1) Geometry of PF (linear, convex, concave, degenerate,
disconnected and mixed of them)
2) Search space (biased, or unbiased)
3) Unimodal or multi-modal objectives
4) Dimensionality of variable space and objective space
The first one is the geometry of PF. The geometry of
PF of a MOP can be linear, convex, concave, degenerate,
disconnected and mixed of the them. Representative MOPs
reflecting this type of difficulty include ZDT [31], F1-9 [32]
and DTLZ [33]. The second one is the biased or unbiased
search space. Representative MOPs in this category include
MOP1-7 [34] and IMB1-14 [35]. The third one is the modality
of objectives. The objectives of a MOP can be either uni-modal
(DTLZ1 [33]) or multi-modal (F8 [32]). Objectives with multi-
modal have multiple local optimal solutions which increase
the likelihood of an algorithm being trapped in local optima.
The high dimensionality of variable space and objective space
are also critical features to define the difficulty of objectives.
LSMOP1-9 [36] have high dimensionality in the variable
space. DTLZ [33] and WFG [37] have high dimensionality
in the objective space.
On the other hand, constraint functions in general greatly
increase the difficulty of solving CMOPs. However, as far as
we know, only several test suites (CTP [38], CF [39]) are
designed for CMOPs.
CTP test problems [38] are have the capability of adjusting
the difficulty of the constraint functions. They offer two types
of difficulties: the difficulty near the Pareto front and the diffi-
culty in the entire search space. The test problem CTP1 gives
the difficulty near the PF, because the constraint functions
of CTP1 make the search region close to the Pareto front
infeasible. Test problems CTP2-CTP8 provide an optimizer
the difficulty in the entire search space.
CF test problems [39] are also commonly used benchmarks,
which provide two types of difficulties. For CF1-CF3 and CF8-
CF10, their PFs are a part of their unconstrained PFs. The
rest of CF test problems CF4-CF7 have difficulties near their
PFs, and many constrained Pareto optimal points lie on some
boundaries of the constraints.
Even though CDP [38] and CF [39] offer the above-
mentioned advantages. They have some limitations:
• The number of decision variables in the constraint func-
tions can not be extended.
• The difficulty level of each type is not adjustable.
• No constraint functions with low ratios of feasible regions
in the entire search space are suggested.
• The number of objectives is not scalable.
Some other used two-objective test problems, include BNH
[40], TNK [41], SRN [42] and OSY [43] problems, which
are not scalable to the number of objectives, and difficult to
identify types of difficulties.
In this paper, we propose a general framework to construct
difficulty adjustable and objective scalable CMOPs which can
overcome the limitations of existing CMOPs. CMOPs con-
structed by this toolkit can be classified into three major types,
which are feasibility-hard, convergence-hard and diversity-
hard CMOPs. Feasibility-hard CMOP is a type of problem
that presents difficulty for CMOEAs to find feasible solutions
in the search space. CMOPs with feasibility-hardness usually
have small portions of feasible regions in the entire search
space. In addition, CMOPs with convergence-hardness mainly
suggest difficulty for CMOEAs to approach the PFs efficiently
by setting many obstacles before the PFs, while CMOPs with
diversity-hardness mainly provide difficulty for CMOEAs to
distribute their solutions along the complete PFs. In our work,
the three types of difficulty are embedded into the CMOPs
through proper construction of constraint functions.
In summary, the contribution of this paper is as follows:
1) This paper defines three primary types of difficulty
for constraints in CMOPs. When designing new con-
straint handling mechanisms for a CMOEA, one has
to investigate the nature of constraints in a CMOP that
the CMOEA is aiming to address, including the types
and levels of difficulties embedded in the constraints.
Therefore, a proper definition on the types of difficulty
for constraints in CMOPs is necessary and desirable.
2) This paper also defines the level of difficulty, regarding
each type of difficulty for constraints in the constructed
CMOPs, which can be adjusted by users. A difficulty
level is uniquely defined by a triplet with each of its
parameter specifying the level of each primary difficulty
type respectively. Combination of the three primary
constraint types with different difficulty triplets can lead
to construction of a large variety of constraints for
CMOPs.
3) Based on the proposed three primary types of difficulty
for constraints, nine difficulty adjustable CMOPs named
DAS-CMOP1-9 are constructed.
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The remainder of this paper is organized as follows. Section
II discusses the effects of constraints on PFs. Section III
introduces the types and levels of difficulties provided by
constraints in CMOPs. Section IV explains the proposed
toolkit of construction methods for generating constraints in
CMOPs with different types and levels of difficulty. Section
V realizes the scalability to the number of objectives in
CMOPs using the proposed toolkit. Section VI generates a
set of difficulty adjustable CMOPs using the proposed toolkit.
In Section VII, the performance of two CMOEAs on DAS-
CMOP1-9 with different difficulty levels are compared by
experimental studies, and Section VIII concludes the paper.
II. EFFECTS OF CONSTRAINTS ON PFS
Constraints define the infeasible regions in the search space,
leading to different types and levels of difficulty for the
resulting CMOPs. Some major effects of the constraints on
PFs in CMOPs include the following [44]:
1) Infeasible regions make the original unconstrained PF
partially feasible. This can be further divided into two
situations. In the first situation, the PF of the constrained
problem consists of a part of its unconstrained PF and
a set of solutions on some boundaries of constraints,
as illustrated by Fig. 1(a). In the second situation, the
PF of the constrained problem is only a part of its
unconstrained PF, as illustrated by Fig. 1(b).
2) Infeasible regions block the way towards the PF, as
illustrated by Fig. 1(c).
3) The complete original PF is covered by infeasible re-
gions and becomes no more feasible. Every constrained
Pareto optimal point lies on some constraint boundaries,
as illustrated by Fig. 1(d).
4) Constraints may reduce the dimensionality of the PF
with one example illustrated by Fig. 1(e). In general, al-
though the problem is M−dimensional, constraints make
the constrained PF K−dimensional (where K < M). In
the particular case of Fig. 1(e), M = 2,K = 1.
III. DIFFICULTY TYPES AND LEVELS OF CMOPS
Three primary difficulty types have been identified, includ-
ing convergence-hardness, diversity-hardness, and feasibility-
hardness. A difficulty level for each primary difficulty type
can be defined as a parameter ranging from 0 to 1. Three
difficulty levels, corresponding to three primary difficulty
types respectively, form a triplet that depicts the nature of
the difficulty of a CMOP.
A. Difficulty 1: Diversity-hardness
Generally, the PFs of CMOPs with diversity-hardness have
many discrete segments, or some parts more difficult to be
achieved than the other parts by imposing large infeasible
regions near them. As a result, achieving the complete PF
is difficult for CMOPs.
B. Difficulty 2: Feasibility-hardness
For the feasibility-hard CMOPs, the ratios of feasible re-
gions in the search space are usually very low. It is difficult to
generate a feasible solution for a CMOEA on the feasibility-
hard CMOPs. Often in the initial stage of a CMOEA, most
solutions in the population are infeasible.
C. Difficulty 3: Convergence-hardness
CMOPs with convergence-hardness hinder the convergence
of CMOEAs towards the PFs. Usually, CMOEAs encounter
more difficulty to approach the PFs. Because infeasible regions
block the way of CMOEAs converging to the PFs. In other
words, the generational distance (GD) metric [45], which
indicates the performance of convergence, is difficult to be
minimized in the evolutionary process.
D. Difficulty level of each primary difficulty type
A difficulty level of each primary difficulty type can be
defined by a parameter in the parameterized constraint function
corresponding to the primary difficulty type. Each parameter
is normalized from 0 to 1. Three parameters, corresponding
to the difficulty level of the three primary difficulty types
respectively, form a triplet (η, ζ, γ) that exactly defines the
nature of difficulty of a CMOP constructed by the three
parameterized constraint functions.
If each element of the triplet can only take value of either 0
or 1, then a simple combination of the three primary difficulty
types will give rise to seven basic different difficulty types.
This is analogous to a simple combination of three primary
colors gives rise to seven basic colors. But if we allow the three
parameters to take any value between 0 and 1, then we can
literally get countless difficulty nature (analogous to countless
colors in the color space). A difficulty nature here is then
precisely depicted by a triplet (η, ζ, γ).
IV. CONSTRUCTION TOOLKIT
As we know, constructing a CMOP is composed of con-
structing two major parts - objective functions and constraint
functions. Li, et al. [46] suggested a general framework for
constructing objective functions. It is stated as follows:
fi(x) = αi(x1:m−1) + βi(x1:m−1, xm:n) (2)
where x1:m−1 = (x1, . . . , xm−1)T , xm:n = (xm, . . . , xn)T are two
sub-vectors of x = (x1, . . . , xn)T . The function αi(x1:m−1) is
called the shape function, and βi(x1:m−1, xm:n) is called the
nonnegative distance function. The objective function fi(x), i =
1, . . . ,m is the sum of the shape function αi(x1:m−1) and the
nonnegative distance function βi(x1:m−1, xm:n). We adopt Li,
et al.’s method [46] in this work.
In terms of constructing the constraint functions, three
different types of constraint functions are suggested in this
paper, corresponding to the proposed three primary types
of difficulty of CMOPs. More specifically, Type-I constraint
functions provide the difficulty of diversity-hardness, Type-
II constraint functions introduce the difficulty of feasibility-
hardness, and Type-III constraint functions generate the dif-
ficulty of convergence-hardness. The detailed definition of
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Fig. 1. Illustration of the effects of constraints on PFs. (a) Infeasible regions makes the original unconstrained PF partially feasible. Many constrained Pareto
optimal solutions lie on the constraint boundaries. (b) Infeasible regions makes the original unconstrained PF partially feasible. The constrained PF is a part
of its unconstrained PF. (c) Infeasible regions blocks the way of converging to the PF. The constrained PF is same to its unconstrained PF. (d) The complete
original PF is no more feasible. Every constrained Pareto optimal solution lies on the constraint boundaries. (e) Constraints reduce the dimensionality of the
PF. A two-objective optimization problem is transformed into a constrained single optimization problem.
TABLE I
BASIC DIFFICULTY TYPES OF THE CMOPS
Basic Difficulty Types Comment
T1: Diversity-hardness Distributing the feasible solutions in the complete PF is difficult.
T2: Feasibility-hardness Obtaining a feasible solution is difficult.
T3: Convergence-hardness Approaching a Pareto optimal solution is difficult.
T4: Diversity-hardness and feasibility-hardness Obtaining a feasible solution and the complete PF is difficult.
T5: Diversity-hardness and convergence-hardness Approaching a Pareto optimal solution and the complete PF is difficult.
T6: Feasibility-hardness and convergence-hardness Obtaining a feasible solution and approaching a Pareto optimal solution is difficult.
T7: Diversity-hardness, feasibility-hardness and convergence-hardness Obtaining a Pareto optimal solution and the complete PF is difficult.
Fig. 2. The illustration of three primary difficulty types and their combination
resulting in seven basic difficulty types (as shown in Table I), using an analogy
of three primary colors and their combination towards seven basic colors.
Fig. 3. The illustration of combining three parameterized constraint functions
using a triplet composing of three parameters. The three primary constraint
functions correspond to the three primary difficulty types respectively.
the three types of constraint functions are given in detail as
follows:
A. Type-I Constraint Functions: Diversity-hardness
Type-I constraint functions are defined to limit the boundary
of sub-vector x1:m−1. More specifically, this type of constraint
functions divides the PF of a CMOP into a number of
disconnected segments, generating the difficulty of diversity-
hardness. Here, we use a parameter η ∈ [0, 1] to represent the
level of difficulty. η = 0 means the constraint functions impose
no effects on the CMOP, while η = 1 means the constraint
functions provide their maximum effects.
An example of CMOP with diversity-hardness is suggested
as follows:
minimize f1(x) = x1 + g(x)
minimize f2(x) = 1 − x21 + g(x)
g(x) = ∑ni=2 (xi − sin(0.5pix1))2
subject to c(x) = sin(apix1) − b ≥ 0
xi ∈ [0, 1]
(3)
where a > 0, b ∈ [0, 1]. As an example a = 10, n = 2 are
set here. The parameter η indicating the level of difficulty is
set to η = (b+ 1)/2. The number of disconnected segments in
the PF is controlled by a. Moreover, the value of b controls
the width of each segment. The width of segments reaches
its maximum when b = −1. When b increases, the width of
segments decreases, and the difficulty level increases, so does
the parameter of the difficulty level η. As a result, if η is
set to 0.55, the PF is shown in Fig. 4(a). If η = 0.75, the
PF is shown in Fig.4 (b). It can be observed that the width
of segments of the PF is reduced as η keeps increasing. If
η = 1.0, the width of segments shrinks to zero, which provides
the maximum level of difficulty to the CMOP. The PF of a
three-objective CMOP with Type-I constraint functions is also
shown in Fig. 4(d), with the difficult level η = 0.75. It can be
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seen that Type-I constraint functions can be applied in more
than two-objective CMOPs, which means that a CMOP with
the scalability to the number of objectives can be constructed
using this type of constraints.
B. Type-II Constraint Functions: Feasibility-hardness
Type-II constraint functions are set to limit the reachable
boundary of the distance function of βi(x1:m−1, xm:n), and
thereby control the ratio of feasible regions. As a result, Type-
II constraint functions generate the difficulty of feasibility-
hardness. Here, we use a parameter ζ to represent the level
of difficulty, which ranges from 0 to 1. ζ = 0 means the
constraints are the weakest, and ζ = 1.0 means the constraint
functions are the strongest.
For example, a CMOP with Type-II constraint functions can
be defined as follows:
minimize f1(x) = x1 + g(x)
minimize f2(x) = 1 − x21 + g(x)
g(x) = ∑ni=2 (xi − sin(0.5pix1))2
subject to c1(x) = g(x) − a ≥ 0
c2(x) = b − g(x) ≥ 0
n = 30, xi ∈ [0, 1]
(4)
where ζ equals to 1exp(b−a) , and a ≥ 0, b ≥ 0 and b ≥ a.
The distance between the constrained PF and unconstrained
PF is controlled by a, and a = 0.5 in this example. The ratio
of feasible regions is controlled by b − a. If b − a = +∞,
ζ = 0, the feasible area reaches maximum as shown in Fig.
5(a). If b − a = 0.1, ζ = 0.905, the feasible area is decreased
as shown in Fig. 5(b). If b − a = 0, ζ = 1.0, the feasible area
in the objective space is very small. The PF of this problem
is shown in Fig. 5(c). Type-II constraints can be also applied
to CMOPs with three objectives as shown in Fig. 5(d).
C. Type-III Constraint Functions: Convergence-hardness
Type-III constraint functions limit the reachable boundary
of objectives. As a result, infeasible regions act like ’blocking’
hindrance for searching populations of CMOEAs to approach
the PF. As a result, Type-III constraint functions generate the
difficulty of convergence-hardness. Here, we use a parameter
γ to represent the level of difficulty, which ranges from 0 to 1.
γ = 0 means the constraints are the weakest, γ = 1 means the
constraints are the strongest, and the difficulty level increases
as γ increases.
For example, a CMOP with Type-III constraint functions
can be defined as follows:
min f1(x) = x1 + g(x)
min f2(x) = 1 − x21 + g(x)
where g(x) = ∑ni=2 (xi − sin(0.5pix1))2
s.t. ck(x) = (( f1 − pk) cos θk − ( f2 − qk) sin θk)2/a2k
+(( f1 − pk) sin θk + ( f2 − qk) cos θk)2/b2k ≥ r
pk = [0, 1, 0, 1, 2, 0, 1, 2, 3]
qk = [1.5, 0.5, 2.5, 1.5, 0.5, 3.5, 2.5, 1.5, 0.5]
a2
k
= 0.4, b2
k
= 1.6, θk = −0.25pi
c = 20, n = 30, xi ∈ [0, 1], k = 1, . . . , 9
(5)
where the level of difficulty parameter γ is defined as γ = 2r .
If γ = 0.1, the PF is shown in Fig. 6(a). If γ = 0.5, the
infeasible regions are increased and shown in Fig. 6(b). If
γ = 0.75, the infeasible regions become bigger than those of
γ = 0.5 as shown in Fig. 6(c). The constraints of Type-III can
be also applied to CMOPs with three objectives as shown in
Fig. 6(d).
Type-III constraint functions can be expressed in a matrix
form, which can be defined as follows:
(F(x) − Hk)T Sk(F(x) − Hk) ≥ r (6)
where F(x) = ( f1(x), . . . , fm(x))T . Hk is a translation vector.
Sk is a transformational matrix, which control the degree of
rotation and stretching of the vector (F(x) − Hk). According
to the Type-III constraint functions in Eq. (5), Hk = (pk, qk)T ,
and Sk can be expressed as follows:
Sk =

cos2 θk
a2
k
+
sin2 θk
b2
k
− sin 2θk
a2
k
sin 2θk
b2
k
cos2 θk
b2
k
+
sin2 θk
a2
k

It is worthwhile to point out that by using this approach we
can further extend the number of objectives to be more than
three, even though more sophisticated visualization approach
is needed to show the resulting CMOPs in the objective space.
To summarize, the three types of constraint functions dis-
cussed above correspond to the three primary difficulty types
of CMOPs respectively. In particular, Type-I constraint func-
tion corresponds to diversity-hardness, Type-II corresponds to
feasibility-hardness, and Type-III corresponds to convergence-
hardness. The level of each primary difficulty type can be
decided by a parameter. In this work, three parameters are
defined in a triplet (η, ζ, γ), which specifies the difficulty level
of a particular difficulty type. It is noteworthy to point out
that this approach of constructing toolkit for CMOPs can
also be scaled to generate CMOPs with more than three
objective functions. The scalability to the number of objectives
is discussed in more detail in Section V.
V. SCALABILITY TO THE NUMBER OF OBJECTIVES
Recently many-objective optimization attracts a lot of re-
search interests, which makes the feature of scalability to
the number of objectives of CMOPs desirable. A general
framework to construct CMOPs with the scalability to the
number of objectives is given in Eq. (7).
In Eq. (7), we borrow the idea of WFG toolkit [37] to
construct objectives, which can be scaled to any number
of objectives. More specifically, the number of objectives is
controlled by a user-defined parameter m.
Three different types of constraint functions proposed in
Section V can be combined together with the scalable objec-
tives to construct difficulty adjustable and scalable CMOPs
(DAS-CMOPs). More specifically, the first K constraint func-
tions with Type-I are defined to limit the reachable boundary
of each decision variable in the shape functions (α1(x1:m−1) to
αm(x1:m−1)), which have the ability to control the difficulty
level of diversity-hardness by η. The (K + 1) to (K + P)
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Fig. 4. Illustrations on the influence of Type-I constraint functions. When the parameter of difficulty level η increases, the width of segments in the PF
decreases, and the difficulty level of a CMOP increases. Because the PF of a CMOP with Type-I constraint is disconnect and usually has many discrete
segments, obtaining the complete PF is difficult. Thus a CMOP with Type-I constraints is diversity-hard. (a) Two-objective CMOP with η = 0.55. (b)
Two-objective CMOP with η = 0.75. (c) Two-objective CMOP with η = 1.0. (d) Three-objective CMOP with η = 0.75.
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Fig. 5. Illustrations on the influence of Type-II constraint functions. The parameter of difficulty degree ζ = 1exp(b−a) . Here, the default value of a is set
to 0.5. The ratio of feasible regions is controlled by ζ . When the parameter ζ increases, the portion of feasible regions decreases, and the difficulty level
of feasibility increases. (a) ζ = 0.0. (b) ζ = 0.905. (c) ζ = 1.0. (d) The Type-II constraint can be applied into three-objective optimization problems, and
ζ = 0.905.
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Fig. 6. Illustrations on the influence of Type-III constraint functions. Infeasible regions block the way of converging to the PF. The gray parts of each figure
are infeasible regions. A parameter γ is adopted to represent the level of difficulty, which ranges from 0 to 1. γ = 0 means the constraints are the weakest, and
γ = 1 means the constraints are the strongest. When γ increases, the difficulty level of convergence-hardness of a CMOP increases. (a) γ = 0.1. (b) γ = 0.5.
(c) γ = 0.75. (d) The Type-III constraint can also be applied into three-objective optimization problems, here with γ = 0.5.
constraint functions belong to Type-II, which limit the reach-
able boundary of the distance functions (β1(x1:m−1, xm:n) to
β1(x1:m−1, xm:n)). They have the ability to control the the dif-
ficulty level of feasibility-hardness by ζ . The last Q constraint
functions are set directly on each objective, and belong to
Type-III. They generate a number of infeasible regions, which
hinder the working population of a CMOEA approaching to
the PF. The difficulty level of convergence-hardness generated
by Type-III constraint functions is controlled by γ. The rest
of parameters in Eq. (7) are illustrated as follows.
Three parameters K , P and Q are used to control the
number of each type of constraint functions, respectively.
K ≤ m − 1, P ≤ m and Q ≥ 1. The total number of constraint
functions is controlled by (K+P+Q). n decides the dimensions
of decision variables, and n ≥ m. a decides the number of
disconnected segments in the PF. d indicates the distance
between the constrained PF and the unconstrained PF. The
difficulty level of a DAS-CMOP is controlled by a difficulty
triplet (η, ζ, γ), with each of its component ranging from 0 to
1. When each of parameter in the difficult triplet increases,
the difficulty level of a DAS-CMOP increases.
It is worth noting that the number of objectives of DAS-
CMOPs can be easily scaled by tuning the parameter of m.
The difficulty level of DAS-CMOPs can be also easily adjusted
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by assigning a difficulty triplet (η, ζ, γ) with three parameters
ranging from 0 to 1.

min f1(x) = α1(x1:m−1) + β1(x1:m−1, xm:n)
min f2(x) = α2(x1:m−1) + β2(x1:m−1, xm:n)
...
min fm(x) = αm(x1:m−1) + βm(x1:m−1, xm:n)
s.t ck(x) = sin(apixk) − b ≥ 0, if k is odd
ck(x) = cos(apixk) − b ≥ 0, if k is even
cK+p(x) = (e − βp)(βp − d) ≥ 0
cK+P+q(x) = (F(x) − Hq)T Sq(F(x) − Hq) ≥ r
k = 1, . . . ,K, and K ≤ m − 1
p = 1, . . . , P, and P ≤ m
q = 1, . . . ,Q
η = (b + 1)/2
ζ = exp(d − e), d ≤ e
γ = 2r
(7)
VI. A SET OF DIFFICULTY ADJUSTABLE AND SCALABLE
CMOPS
In this section, as an example, a set of nine difficulty
adjustable and scalable CMOPs (DAS-CMOP1-9) is suggested
through the proposed toolkit.
As mentioned in Section IV, constructing a CMOP com-
poses of constructing objective functions and constraint func-
tions. According to Eq. (7), we suggest nine multi-objective
functions, including convex, concave and discrete PF shapes,
to construct CMOPs. A set of difficulty adjustable constraint
functions is generated by Eq. (7). Nine difficulty adjustable
and scalable CMOPs named DAS-CMOP1-9 are generated by
combining the suggested objective functions and the generated
constraint functions. The detailed definitions of DAS-CMOP1-
9 are shown in Table II.
In Table II, DAS-CMOP1-3 have the same constraint func-
tions. For DAS-CMOP4-6, they also have the same constraint
functions. The difference between DAS-CMOP1-3 and DAS-
CMOP4-6 is that they have different distance functions. For
DAS-CMOP1-6, they have two objectives. The number of
objectives in Eq. (7) are able to scale to more than two. For
example, DAS-CMOP7-9 have three objectives. The constraint
functions of DAS-CMOP8 and DAS-CMOP9 are the same as
those of DAS-CMOP7.
It is worth noting that the value of difficulty triplet ele-
ments can be set by users. If we want to reduce/increase the
difficulty levels of DAS-CMOP1-9, we only need to adjust the
parameters of the triplet elements to smaller/larger values, and
generate a new set of test instances.
VII. EXPERIMENTAL STUDY
A. Experimental Settings
To test the performance of CMOEAs on the DAS-CMOPs,
two commonly used CMOEAs (i.e., MOEA/D-CDP and
NSGA-II-CDP) are tested on DAS-CMOP1-9 with sixteen
different difficulty triplets in the experiment. As descripted in
Section IV, three parameters are defined in a triplet (η, ζ, γ),
which specifies the difficulty level of a particular difficulty
type. More specifically, η represents the difficulty level of
diversity-hardness, ζ denotes the difficulty level of feasibility-
hardness, and γ indicates the difficulty level of convergence-
hardness. The difficulty triplets for each DAS-CMOP are listed
in Table III.
The detailed parameters of the algorithms are summarized
as follows.
1) Setting for reproduction operators: The mutation proba-
bility Pm = 1/n (n is the number of decision variables).
For the polynomial mutation operator, the distribution
index is set to 20. For the simulated binary crossover
(SBX) operator, the distribution index is set to 20. The
rate of crossover CR = 0.9.
2) Population size: For DAS-CMOP1-6, N = 200, and for
DAS-CMOP7-9, N = 105.
3) Number of runs and stopping condition: Each algorithm
runs 30 times independently on each test problem with
sixteen different difficulty triplets. The maximum func-
tion evaluations is 100000 for DAS-CMOP1-6, 200000
for DAS-CMOP7-9.
4) Neighborhood size: T = 20 for DAS-CMOP1-6, T = 10
for DAS-CMOP7-9.
5) Probability use to select in the neighborhood: δ = 0.9.
6) The maximal number of solutions replaced by a child:
nr = 2.
B. Performance Metric
To measure the performance of MOEA/D-CDP and NSGA-
II-CDP on DAS-CMOP1-9 with different difficulty triplets,
the inverted generation distance (IGD) [47] is adopted. The
detailed definition of IGD is given as follows:
• Inverted Generational Distance (IGD):
The IGD metric simultaneously reflects the performance of
convergence and diversity, and it is defined as follows:
IGD(P∗, A) =
∑
y∗∈P∗
d(y∗,A)
|P∗ |
d(y∗, A) = min
y∈A
{
√∑m
i=1(y∗i − yi)2}
(8)
where P∗ is the ideal PF set, A is an approximate PF
set achieved by an algorithm. m represents the number of
objectives. It is worth noting that the smaller value of IGD
represents the better performance of both diversity and con-
vergence.
C. Performance Comparisons on two-objective DAS-CMOPs
Table IV presents the statistic results of IGD values
for MOEA/D-CDP and NSGA-II-CDP on DAS-CMOP1-
3. We can observe that for DAS-CMOP1 with diffi-
culty triplets (0.0, 0.25, 0.0), (0.0, 0.5, 0.0) and (0.0, 0.75, 0.0),
NSGA-II-CDP is significantly better than MOEA/D-CDP,
which indicates that NSGA-II-CDP is more suitable for
solving DAS-CMOP1 with feasibility-hardness. For DAS-
CMOP1 with difficulty triplets (0.0, 0.0, 0.25), (0.0, 0.0, 0.5)
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TABLE II
DAS-CMOPS TEST SUITE: THE OBJECTIVE FUNCTIONS AND CONSTRAINT FUNCTIONS OF DAS-CMOP1-9.
Problem Objectives Constraints
DAS-CMOP1

min f1(x) = x1 + g1(x)
min f2(x) = 1 − x21 + g2(x)
where g1(x) = ∑ j∈J1 (x j − sin(0.5pix1))2
g2(x) = ∑ j∈J2 (x j − cos(0.5pix1))2
J1 = { j | j is odd and 2 ≤ j ≤ n}
J2 = { j | j is even and 2 ≤ j ≤ n}
n = 30, x ∈ [0, 1]n

c1(x) = sin(apix1) − b ≥ 0
c2(x) = (e − g1)(g1 − d) ≥ 0
c3(x) = (e − g2)(g2 − d) ≥ 0
ck+3(x) = (( f1 − pk ) cos θk − ( f2 − qk ) sin θk )2/a2k
+(( f1 − pk ) sin θk + ( f2 − qk ) cos θk )2/b2k ≥ r
pk = [0, 1, 0, 1, 2, 0, 1, 2, 3], a2k = 0.3, b2k = 1.2, θk = −0.25pi
qk = [1.5, 0.5, 2.5, 1.5, 0.5, 3.5, 2.5, 1.5, 0.5]
a = 20, d = 0.5, η = (b + 1)/2, ζ = exp(d − e), γ = 2r
DAS-CMOP2

min f1(x) = x1 + g1(x)
min f2(x) = 1 − √x1 + g2(x)
where g1(x) = ∑ j∈J1 (x j − sin(0.5pix1))2
g2(x) = ∑ j∈J2 (x j − cos(0.5pix1))2
J1 = { j | j is odd and 2 ≤ j ≤ n}
J2 = { j | j is even and 2 ≤ j ≤ n}
n = 30, x ∈ [0, 1]n
It is the same as that of DAS-CMOP1
DAS-CMOP3

min f1(x) = x1 + g1(x)
min f2(x) = 1 − √x1 + 0.5 ∗ | sin(5pix1) | + g2(x)
where g1(x) = ∑ j∈J1 (x j − sin(0.5pix1))2
g2(x) = ∑ j∈J2 (x j − cos(0.5pix1))2
J1 = { j | j is odd and 2 ≤ j ≤ n}
J2 = { j | j is even and 2 ≤ j ≤ n}
n = 30, x ∈ [0, 1]n
It is the same as that of DAS-CMOP1
DAS-CMOP4

min f1(x) = x1 + g(x)
min f2(x) = 1 − x21 + g(x)
where g(x) = (n − 1) +∑nj=2 (x j − 0.5)2 − cos(20pi(x j − 0.5))
n = 30, x ∈ [0, 1]n

c1(x) = sin(apix1) − b ≥ 0
c2(x) = (e − g(x))(g(x) − d) ≥ 0
ck+2(x) = (( f1 − pk ) cos θk − ( f2 − qk ) sin θk )2/a2k
+(( f1 − pk ) sin θk + ( f2 − qk ) cos θk )2/b2k ≥ r
pk = [0, 1, 0, 1, 2, 0, 1, 2, 3], a2k = 0.3, b2k = 1.2, θk = −0.25pi
qk = [1.5, 0.5, 2.5, 1.5, 0.5, 3.5, 2.5, 1.5, 0.5]
a = 20, d = 0.5, η = (b + 1)/2, ζ = exp(d − e), γ = 2r
DAS-CMOP5

min f1(x) = x1 + g(x)
min f2(x) = 1 − √x1 + g(x)
where g(x) = (n − 1) +∑nj=2 (x j − 0.5)2 − cos(20pi(x j − 0.5))
n = 30, x ∈ [0, 1]n
It is the same as that of DAS-CMOP4
DAS-CMOP6

min f1(x) = x1 + g(x)
min f2(x) = 1 − √x1 + 0.5 ∗ | sin(5pix1) | + g(x)
where g(x) = (n − 1) +∑nj=2 (x j − 0.5)2 − cos(20pi(x j − 0.5))
n = 30, x ∈ [0, 1]n
It is the same as that of DAS-CMOP4
DAS-CMOP7

min f1(x) = x1 ∗ x2 + g(x)
min f2(x) = x2 ∗ (1 − x1) + g(x)
min f3(x) = 1 − x2 + g(x)
where g(x) = (n − 2) +∑nj=3 (x j − 0.5)2 − cos(20pi(x j − 0.5))
n = 30, x ∈ [0, 1]n

c1(x) = sin(apix1) − b ≥ 0
c2(x) = cos(apix2) − b ≥ 0
c3(x) = (e − g(x))(g(x) − d) ≥ 0
ck+3(x) =
∑3
j=1, j,k f
2
j + ( fk − 1)2 − r2 ≥ 0
c7(x) = ∑3j=1 ( fj − 1√3 )2 − r2 ≥ 0
a = 20, d = 0.5, k = 1, 2, 3
η = (b + 1)/2, ζ = exp(d − e), γ = 2r
DAS-CMOP8

min f1(x) = cos(0.5pix1) ∗ cos(0.5pix2) + g(x)
min f2(x) = cos(0.5pix1) ∗ sin(0.5pix2) + g(x)
min f3(x) = sin(0.5pix1) + g(x)
where g(x) = (n − 2) +∑nj=3 (x j − 0.5)2 − cos(20pi(x j − 0.5))
n = 30, x ∈ [0, 1]n
It is the same as that of DAS-CMOP7
DAS-CMOP9

min f1(x) = cos(0.5pix1) ∗ cos(0.5pix2) + g(x)
min f2(x) = cos(0.5pix1) ∗ sin(0.5pix2) + g(x)
min f3(x) = sin(0.5pix1) + g(x)
where g(x) = ∑nj=3 (x j − cos( 0.25 jn pi(x1 + x2)))2
n = 30, x ∈ [0, 1]n
It is the same as that of DAS-CMOP7
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TABLE III
THE DIFFICULTY TRIPLETS FOR EACH DAS-CMOP
Difficulty Triplets
(0.0,0.0,0.0) (0.0,0.5,0.0) (0.0,0.0,0.75) (1.0.0,0.0,0.0)
(0.0,0.25,0.0) (0.0,0.0,0.5) (0.75,0.0,0.0) (0.25,0.25,0.25)
(0.0,0.0,0.25) (0.5,0.0,0.0) (0.0,1.0,0.0) (0.5,0.5,0.5)
(0.25,0.0,0.0) (0.0,0.75,0.0) (0.0,0.0,1.0) (0.75,0.75,0.75)
and (0.0, 0.00, 0.75), MOEA/D-CDP is significantly better than
NSGA-II-CDP, which indicates that MOEA/D-CDP is more
suitable for solving DAS-CMOP1 with convergence-hardness.
For DAS-CMOP1 with simultaneous convergence-, feasibility-
and convergence-hardness, i.e., the difficulty triplets are
(0.25, 0.25, 0.25), (0.5, 0.5, 0.5) and (0.75, 0.75, 0.75), NSGA-
II-CDP is significantly better than MOEA/D-CDP.
The final populations with the best IGD values in
30 independent runs by using MOEA/D-CDP and
NSGA-II-CDP on DAS-CMOP1 with difficulty triplets
(0.5, 0.0, 0.0), (0.0, 0.5, 0.0), (0.0, 0.0, 0.5), (0.5, 0.5, 0.5) and
(0.75, 0.75, 0.75) are plotted in Fig. 7. We can observe that
each type of constraint functions in DAS-CMOP1 indeed
generates corresponding difficulties for MOEA/D-CDP and
NSGA-II-CDP. With the increasing of each elements in the
difficulty triplet, the problem is more difficult to solve, as
illustrated by Fig. 7(d)-(e) and Fig. 7(i)-(j).
For DAS-CMOP2 with feasibility-hardness, for example,
the difficulty triplets are (0.0, 0.25, 0.0), (0.0, 0.5, 0.0) and
(0.0, 0.75, 0.0), NSGA-II-CDP is significantly better than
MOEA/D-CDP. For DAS-CMOP2 with difficulty triplets
(0.0, 0.0, 0.5) and (0.0, 0.0, 0.75), MOEA/D-CDP is signif-
icantly better than NSGA-II-CDP, which indicates that
MOEA/D-CDP is more suitable for solving DAS-CMOP2 with
convergence-hardness. For DAS-CMOP2 with the difficulty
triplet (1.0, 0.0, 0.0), MOEA/D-CDP is also significantly bet-
ter than NSGA-II-CDP. For DAS-CMOP2 with simultaneous
convergence-, feasibility- and convergence-hardness, NSGA-
II-CDP is significantly better than MOEA/D-CDP.
Fig. 8 shows the final populations with the best IGD
values in 30 independent runs by using MOEA/D-CDP
and NSGA-II-CDP on DAS-CMOP2 with difficulty triplets
(0.5, 0.0, 0.0), (0.0, 0.5, 0.0), (0.0, 0.0, 0.5), (0.5, 0.5, 0.5) and
(0.75, 0.75, 0.75). Both MOEA/D-CDP and NSGA-II-CDP can
only achieve a few parts of the PFs. With the increasing of
each element in the difficulty triplet, it is more difficult for
MOEA/D-CDP and NSGA-II-CDP to find the whole PFs of
DAS-CMOP2.
For DAS-CMOP3 with the difficulty triplet (0.0, 0.0, 0.0),
that is, there are no constraints in DAS-CMOP3, NSGA-
II-CDP is significantly better than MOEA/D-CDP. For
DAS-CMOP3 with difficulty triplets (0.0, 0.0, 0.75) and
(0.0, 0.0, 1.0), MOEA/D-CDP is significantly better than
NSGA-II-CDP, which indicates that MOEA/D-CDP is more
suitable for solving DAS-CMOP3 with larger difficulty lev-
els in terms of convergence-hardness. For DAS-CMOP3
with the difficulty triplet (1.0, 0.0, 0.0), MOEA/D-CDP per-
forms better than NSGA-II-CDP. For DAS-CMOP3 with
feasibility-hardness, for example, the difficulty triplets are
(0.0, 0.25, 0.0), (0.0, 0.5, 0.0) and (0.0, 0.75, 0.0), NSGA-II-
CDP is significantly better than MOEA/D-CDP. For DAS-
CMOP3 with simultaneous convergence-, feasibility- and
convergence-hardness, NSGA-II-CDP is significantly better
than MOEA/D-CDP.
Fig. 9 shows the final populations with the best IGD
values in 30 independent runs by using MOEA/D-CDP
and NSGA-II-CDP on DAS-CMOP3 with difficulty triplets
(0.5, 0.0, 0.0), (0.0, 0.5, 0.0), (0.0, 0.0, 0.5), (0.5, 0.5, 0.5) and
(0.75, 0.75, 0.75). For DAS-CMOP3 with diversity- or
feasibility- or convergence-hardness, MOEA/D-CDP and
NSGA-II-CDP can not find the whole PFs. With the increasing
of difficulty triplets, DAS-CMOP3 is becoming more difficult
for MOEA/D-CDP and NSGA-II-CDP to solve, as illustrated
by Fig. 9(d)-(e) and Fig. 9(i)-(j).
The statistic results of IGD values for MOEA/D-CDP and
NSGA-II-CDP on DAS-CMOP4-7 are shown in Table V.
From this Table, we can observe that MOEA/D-CDP is signif-
icantly better than MOEA/D-CDP on DAS-CMOP4 with the
difficulty triplet (0.0, 0.0, 0.0). In other words, MOEA/D-CDP
works better than NSGA-II-CDP on DAS-CMOP4 without any
constraints. For DAS-CMOP4 with feasibility-hard difficulty
triplets (0.0, 0.25, 0.0), (0.0, 0.5, 0.0) and (0.0, 0.0, 1.0), NSGA-
II-CDP is significantly better than MOEA/D-CDP.
For DAS-CMOP4 with diversity-hard difficulty triplets
(0.25, 0.0, 0.0), (0.5, 0.0, 0.0), (0.75, 0.0, 0.0) and (1.0, 0.0, 0.0),
MOEA/D-CDP performs significantly better than NSGA-
II-CDP. For DAS-CMOP4 with convergence-hard diffi-
culty triplets (0.0, 0.0, 0.25), (0.0, 0.0, 0.5) and (0.0, 0.0, 0.75),
MOEA/D-CDP also performs significantly better than NSGA-
II-CDP.
For DAS-CMOP5 with feasibility-hard difficulty
triplets (0.0, 0.25, 0.0), (0.0, 0.5, 0.0), (0.0, 0.0, 1.0) and
(0.75, 0.75, 0.75), NSGA-II-CDP performs significantly better
than MOEA/D-CDP. For DAS-CMOP5 with diversity- or
convergence-hardness, MOEA/D-CDP is significantly better
than NSGA-II-CDP.
For DAS-CMOP6 with the difficulty triplet (0.0, 0.0, 1.0),
NSGA-II-CDP is significantly better than MOEA/D-CDP.
For DAS-CMOP6 with difficulty triplets (0.0, 0.0, 0.25),
(0.0, 0.0, 0.5), (0.5, 0.0, 0.0) and (1.0, 1.0, 1.0), MOEA/D-CDP
is significantly better than NSGA-II-CDP. For DAS-CMOP5
with the rest of difficulty triplets, MOEA/D-CDP and NSGA-
II-CDP have not any significantly difference.
D. Performance Comparisons on three-objective DAS-CMOPs
The statistic results of IGD values for MOEA/D-CDP
and NSGA-II-CDP on DAS-CMOP7-9 are presented in Ta-
ble IV. For DAS-CMOP7 without any constraints, that
is, the difficulty triplet is (0.0, 0.0, 0.0), NSGA-II-CDP is
significantly better than MOEA/D-CDP. For DAS-CMOP7
with diversity- or feasibility-hardness, for example, the diffi-
culty triplets are (0.0, 0.25, 0.0), (0.25, 0.0, 0.0) (0.0, 0.5, 0.0),
(0.5, 0.0, 0.0), (0.0, 0.75, 0.0) and (0.75, 0.0, 0.0), NSGA-II-
CDP is also significantly better than MOEA/D-CDP. For DAS-
CMOP7 with difficulty triplets (0.0, 0.0, 1.0) and (1.0, 0.0, 0.0),
MOEA/D-CDP is significantly better than NSGA-II-CDP. For
DAS-CMOP7 with simultaneous diversity-, feasibility- and
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convergence-hardness, NSGA-II-CDP performs significantly
better than NSGA-II-CDP.
For DAS-CMOP8 with convergence-hardness, for exam-
ple, the difficulty triplets are (0.0, 0.0, 0.25), (0.0, 0.0, 0.5),
(0.0, 0.0, 0.75) and (0.0, 0.0, 1.0), MOEA/D-CDP performs sig-
nificantly better than NSGA-II-CDP. For DAS-CMOP8 with
the difficulty triplet (1.0, 0.0, 0.0), MOEA/D-CDP is also sig-
nificantly better than NSGA-II-CDP. For DAS-CMOP8 with
the rest of difficulty triplets, NSGA-II-CDP is better or sig-
nificantly better than MOEA/D-CDP.
For DAS-CMOP9 with feasibility-hardness, i.e, the
difficulty triplets are (0.0, 0.25, 0.0), (0.0, 0.5, 0.0) and
(0.0, 0.75, 0.0), NSGA-II-CDP performs significantly better
than MOEA/D-CDP. For DAS-CMOP9 with convergence-
or diversity-hardness, i.e., the difficulty triplets are
(0.0, 0.0, 0.25), (0.0, 0.0, 0.5) (0.5, 0.0, 0.0), (0.0, 0.0, 0.75),
(0.75, 0.0, 0.0), (0.0, 0.0, 1.0) (1.0, 0.0, 0.0), MOEA/D-CDP
is significantly better than NSGA-II-CDP. For DAS-CMOP9
with simultaneous diversity-, feasibility- and convergence-
hardness, NSGA-II-CDP performs significantly better than
MOEA/D-CDP. The final populations with the best IGD
values in 30 independent runs by using MOEA/D-CDP
and NSGA-II-CDP on DAS-CMOP9 with difficulty triplets
(0.5, 0.0, 0.0), (0.0, 0.5, 0.0), (0.0, 0.0, 0.5), (0.5, 0.5, 0.5) and
(0.75, 0.75, 0.75) are plotted in Fig. 10. We can observe that
both MOEA/D-CDP and NSGA-II-CDP only achieve a few
parts of PFs of DAS-CMOP9.
E. Analysis of Experimental Results
From the above performance comparisons on the nine test
instances DAS-CMOPs, it is clear that each type of constraint
functions generates corresponding difficulties for MOEA/D-
CDP and NSGA-II-CDP. With the increasing of each elements
in the difficulty triplet, the problem is becoming more difficult
for MOEA/D-CDP and NSGA-II-CDP to solve. Furthermore,
it can be concluded that NSGA-II-CDP performs better than
MOEA/D-CDP on DAS-CMOPs with feasibility-hardness.
MOEA/D-CDP performs better than NSGA-II-CDP on DAS-
CMOPs with diversity- or convergence-hardness. In the case
of DAS-CMOPs with simultaneous diversity-, feasibility- and
convergence-hardness, NSGA-II-CDP performs better than
MOEA/D-CDP on most of test instances.
VIII. CONCLUSION
In this work, we proposed a construction toolkit to build
difficulty adjustable and scalable CMOPs. The method used
to design the construction toolkit is based on three primary
constraint functions identified to correspond to three primary
difficulty types of DAS-CMOPs. The method is also scal-
able because both number of objectives and constraints can
be conveniently extended. As an example, a set of DAS-
CMOPs (DAS-CMOP1-9) was generated using this construc-
tion toolkit. To verify the effectiveness of the suggested test
instances, comprehensive experiments were conducted to test
the performance of two popular CMOEAs (MOEA/D-CDP
and NSGA-II-CDP) on DAS-CMOPs with different difficulty
triplets. Through analyzing the performance of the two test
algorithms, it is found that the three primary types of difficul-
ties did exist in the corresponding test problems, and the algo-
rithms under test showed different behaviors in reaching the
PFs. The observation demonstrates that the proposed method
of constructing the CMOPs is very efficient and effective to
help evaluate the performance of the tested algorithms.
ACKNOWLEDGMENT
This research work was supported by Guangdong Key
Laboratory of Digital Signal and Image Processing, the Na-
tional Natural Science Foundation of China under Grant
(61175073, 61300159, 61332002, 51375287), Jiangsu Nat-
ural Science Foundation (BK20130808) and Science and
Technology Planning Project of Guangdong Province, China
(2013B011304002).
REFERENCES
[1] T. P. Runarsson and X. Yao, “Search biases in constrained evolutionary
optimization,” Systems, Man, and Cybernetics, Part C: Applications and
Reviews, IEEE Transactions on, vol. 35, no. 2, pp. 233–243, 2005.
[2] C. A. Coello Coello, “Theoretical and numerical constraint-handling
techniques used with evolutionary algorithms: a survey of the state of
the art,” Computer Methods in Applied Mechanics and Engineering, vol.
191, no. 11-12, pp. 1245–1287, Jan. 2002.
[3] F. Hoffmeister and J. Sprave, “Problem-independent handling of con-
straints by use of metric penalty functions,” 1996.
[4] J. A. Joines and C. R. Houck, “On the use of non-stationary penalty
functions to solve nonlinear constrained optimization problems with
ga’s,” in Evolutionary Computation, 1994. IEEE World Congress on
Computational Intelligence., Proceedings of the First IEEE Conference
on. IEEE, 1994, pp. 579–584.
[5] F.-z. Huang, L. Wang, and Q. He, “An effective co-evolutionary differ-
ential evolution for constrained optimization,” Applied Mathematics and
computation, vol. 186, no. 1, pp. 340–356, 2007.
[6] J. C. Bean and A. ben Hadj-Alouane, A dual genetic algorithm for
bounded integer programs, 1993.
[7] D. W. Coit, A. E. Smith, and D. M. Tate, “Adaptive penalty methods for
genetic optimization of constrained combinatorial problems,” INFORMS
Journal on Computing, vol. 8, no. 2, pp. 173–182, 1996.
[8] A. Ben Hadj-Alouane and J. C. Bean, “A genetic algorithm for the
multiple-choice integer program,” Operations research, vol. 45, no. 1,
pp. 92–101, 1997.
[9] B. Tessema and G. G. Yen, “A self adaptive penalty function based
algorithm for constrained optimization,” in Evolutionary Computation,
2006. CEC 2006. IEEE Congress on. IEEE, 2006, pp. 246–253.
[10] Y. G. Woldesenbet, G. G. Yen, and B. G. Tessema, “Constraint handling
in multiobjective evolutionary optimization,” Evolutionary Computation,
IEEE Transactions on, vol. 13, no. 3, pp. 514–525, 2009.
[11] T. P. Runarsson and X. Yao, “Stochastic ranking for constrained evo-
lutionary optimization,” Evolutionary Computation, IEEE Transactions
on, vol. 4, no. 3, pp. 284–294, 2000.
[12] K. Deb, “An efficient constraint handling method for genetic algorithms,”
Computer methods in applied mechanics and engineering, vol. 186,
no. 2, pp. 311–338, 2000.
[13] M. Laumanns, L. Thiele, and E. Zitzler, “An efficient, adaptive parameter
variation scheme for metaheuristics based on the epsilon-constraint
method,” European Journal of Operational Research, vol. 169, no. 3,
pp. 932–942, 2006.
[14] T. Takahama, S. Sakai, and N. Iwane, “Constrained optimization by the ε
constrained hybrid algorithm of particle swarm optimization and genetic
algorithm,” in AI 2005: Advances in Artificial Intelligence. Springer,
2005, pp. 389–400.
[15] T. Ray, H. K. Singh, A. Isaacs, and W. Smith, “Infeasibility driven
evolutionary algorithm for constrained optimization,” in Constraint-
handling in evolutionary optimization. Springer, 2009, pp. 145–165.
[16] P. D. Surry and N. J. Radcliffe, “The comoga method: constrained
optimisation by multi-objective genetic algorithms,” Control and Cy-
bernetics, vol. 26, pp. 391–412, 1997.
[17] Z. Cai and Y. Wang, “A multiobjective optimization-based evolutionary
algorithm for constrained optimization,” Evolutionary Computation,
IEEE Transactions on, vol. 10, no. 6, pp. 658–675, 2006.
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 11
TABLE IV
MEAN AND STANDARD DEVIATION OF IGD VALUES OBTAINED BY MOEA/D-CDP AND NSGA-II-CDP ON DAS-CMOP1-3. WILCOXON’S RANK SUM
TEST AT 0.05 SIGNIFICANCE LEVEL IS PERFORMED BETWEEN MOEA/D-CDP AND NSGA-II-CDP. † AND ‡ DENOTE THAT THE PERFORMANCE OF
NSGA-II-CDP IS SIGNIFICANTLY WORSE THAN OR BETTER THAN THAT OF MOEA/D-CDP, RESPECTIVELY.
Instance DAS-CMOP1 DAS-CMOP2 DAS-CMOP3
Difficulty Triplet MOEA/D-CDP NSGA-II-CDP MOEA/D-CDP NSGA-II-CDP MOEA/D-CDP NSGA-II-CDP
(0.0,0.0,0.0) 1.367E-01 1.494E-01 1.678E-01 1.720E-01 1.909E-01 1.536E-01‡2.934E-02 3.723E-02 2.675E-02 3.710E-02 4.315E-02 2.340E-02
(0.0,0.25,0.0) 1.375E-01 9.878E-02‡ 1.203E-01 7.994E-02‡ 1.744E-01 1.224E-01‡2.591E-02 1.185E-02 2.097E-02 1.316E-02 4.493E-02 2.374E-02
(0.0,0.0,0.25) 1.351E-01 2.006E-01† 1.709E-01 1.606E-01 2.076E-01 1.888E-01‡3.515E-02 2.100E-02 3.485E-02 4.088E-02 4.827E-02 3.296E-02
(0.25,0.0,0.0) 1.497E-01 1.524E-01 1.719E-01 1.796E-01 2.300E-01 2.146E-012.609E-02 4.081E-02 3.073E-02 4.273E-02 5.525E-02 5.225E-02
(0.0,0.5,0.0) 1.578E-01 1.174E-01‡ 1.359E-01 9.157E-02‡ 1.847E-01 1.292E-01‡1.516E-02 1.304E-02 2.820E-02 1.670E-02 3.752E-02 2.305E-02
(0.0,0.0,0.5) 1.809E-01 2.362E-01† 1.580E-01 2.164E-01† 2.127E-01 2.095E-013.005E-02 2.125E-02 4.670E-02 4.156E-02 4.019E-02 1.883E-02
(0.5,0.0,0.0) 1.602E-01 1.605E-01 1.796E-01 1.799E-01 4.185E-01 3.263E-01‡4.631E-02 3.716E-02 3.874E-02 3.604E-02 1.068E-01 1.168E-01
(0.0,0.75,0.0) 1.858E-01 1.420E-01‡ 1.548E-01 1.073E-01‡ 2.320E-01 1.527E-01‡3.527E-02 1.546E-02 2.665E-02 1.557E-02 4.604E-02 2.729E-02
(0.0,0.0,0.75) 1.769E-01 3.147E-01† 1.554E-01 3.354E-01† 2.201E-01 2.656E-01†3.770E-02 5.324E-02 2.601E-02 1.110E-01 2.596E-02 5.844E-02
(0.75,0.0,0.0) 1.658E-01 1.510E-01 2.206E-01 1.712E-01‡ 2.258E-01 1.956E-01‡4.960E-02 4.018E-02 4.483E-02 4.269E-02 5.725E-02 5.785E-02
(0.0,1.0,0.0) 3.682E-01 3.636E-01 3.250E-01 3.235E-01 4.353E-01 4.389E-011.230E-02 6.217E-03 7.175E-03 4.915E-03 4.106E-02 2.952E-02
(0.0,0.0,1.0) 6.998E-01 4.625E-01‡ 7.388E-01 7.177E-01 6.590E-01 6.615E-01†3.767E-01 2.755E-02 1.901E-01 1.254E-01 2.879E-04 1.982E-03
(1.0.0,0.0,0.0) 4.515E-01 1.531E+00† 4.102E-01 1.413E+00† 4.331E-01 1.842E+00†1.169E-01 9.908E-01 1.029E-01 8.854E-01 9.567E-02 1.431E+00
(0.25,0.25,0.25) 2.674E-01 2.119E-01‡ 1.404E-01 9.860E-02‡ 2.589E-01 1.686E-01‡3.893E-02 4.025E-02 2.999E-02 1.632E-02 3.644E-02 4.206E-02
(0.5,0.5,0.5) 4.160E-01 3.624E-01‡ 1.656E-01 1.123E-01‡ 4.680E-01 4.027E-01‡7.441E-02 4.702E-02 4.357E-02 1.638E-02 5.516E-02 3.817E-02
(0.75,0.75,0.75) 7.750E-01 7.079E-01‡ 1.867E-01 1.029E-01 ‡ 7.473E-01 2.808E-01‡5.452E-02 9.615E-02 3.758E-02 1.201E-02 1.864E-01 1.242E-01
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Fig. 7. The final populations with the best IGD values in 30 independent runs by using MOEA/D-CDP and NSGA-II-CDP on DAS-CMOP1 with different
difficulty triplets. (a)-(e) and (f)-(j) show the best populations achieved by MOEA/D-CDP and NSGA-II-CDP on DAS-CMOP1 with difficulty triplets
(0.5, 0.0, 0.0), (0.0, 0.5, 0.0), (0.0, 0.0, 0.5), (0.5, 0.5, 0.5) and (0.75, 0.75, 0.75), respectively.
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TABLE V
MEAN AND STANDARD DEVIATION OF IGD VALUES OBTAINED BY MOEA/D-CDP AND NSGA-II-CDP ON DAS-CMOP4-6. WILCOXON’S RANK SUM
TEST AT 0.05 SIGNIFICANCE LEVEL IS PERFORMED BETWEEN MOEA/D-CDP AND NSGA-II-CDP. † AND ‡ DENOTE THAT THE PERFORMANCE OF
NSGA-II-CDP IS SIGNIFICANTLY WORSE THAN OR BETTER THAN THAT OF MOEA/D-CDP, RESPECTIVELY.
Instance DAS-CMOP4 DAS-CMOP5 DAS-CMOP6
Difficulty Triplet MOEA/D-CDP NSGA-II-CDP MOEA/D-CDP NSGA-II-CDP MOEA/D-CDP NSGA-II-CDP
(0.0,0.0,0.0) 1.121E-02 5.282E-02† 1.464E-02 5.356E-02† 6.304E-02 6.778E-028.906E-03 2.977E-02 1.365E-02 2.640E-02 7.337E-02 3.402E-02
(0.0,0.25,0.0) 2.913E-03 2.412E-03‡ 3.034E-03 2.269E-03‡ 6.410E-02 5.489E-021.290E-03 1.460E-04 1.265E-03 7.276E-05 6.666E-02 5.249E-02
(0.0,0.0,0.25) 7.880E-02 3.380E-01† 4.158E-02 4.192E-01† 1.202E-01 3.907E-01†4.741E-02 5.514E-02 2.298E-02 1.665E-01 5.496E-02 2.475E-01
(0.25,0.0,0.0) 1.849E-02 6.475E-02† 2.010E-02 6.510E-02† 9.321E-02 1.291E-011.324E-02 3.587E-02 1.235E-02 4.145E-02 7.435E-02 6.290E-02
(0.0,0.5,0.0) 2.915E-03 2.345E-03‡ 2.940E-03 2.390E-03‡ 7.189E-02 5.139E-021.108E-03 7.926E-05 1.187E-03 6.758E-04 4.962E-02 5.530E-02
(0.0,0.0,0.5) 2.380E-01 9.456E-01† 1.010E-01 8.761E-01† 4.169E-01 9.448E-01†8.551E-02 3.330E-01 7.600E-02 2.850E-01 3.895E-01 3.083E-01
(0.5,0.0,0.0) 2.321E-02 5.856E-02† 1.822E-02 5.840E-02† 9.403E-02 1.369E-01†1.611E-02 3.015E-02 9.361E-03 2.992E-02 5.364E-02 5.124E-02
(0.0,0.75,0.0) 2.668E-03 3.105E-03 2.587E-03 3.078E-03 6.957E-02 6.104E-027.843E-04 3.840E-03 1.237E-03 4.450E-03 7.664E-02 5.444E-02
(0.0,0.0,0.75) 4.260E-01 1.266E+00† 5.002E-01 1.223E+00† 1.260E+00 1.258E+001.443E-01 1.709E-01 1.142E-01 2.086E-01 3.391E-01 2.116E-01
(0.75,0.0,0.0) 1.690E-02 5.761E-02† 1.992E-02 7.616E-02† 1.446E-01 1.268E-011.301E-02 2.894E-02 1.608E-02 3.299E-02 1.056E-01 6.071E-02
(0.0,1.0,0.0) 5.229E-02 1.019E-01 1.178E-02 1.114E-01† 1.816E-01 1.616E-011.307E-01 1.272E-01 3.037E-02 1.017E-01 1.024E-01 1.222E-01
(0.0,0.0,1.0) 1.824E+00 1.633E+00‡ 1.946E+00 1.612E+00‡ 1.983E+00 1.656E+00‡9.650E-02 2.638E-01 3.058E-01 2.741E-01 1.490E-01 2.554E-01
(1.0.0,0.0,0.0) 4.795E-01 7.564E+00† 4.465E-01 7.917E+00† 5.126E-01 8.314E+00†1.055E-01 4.254E+00 9.627E-02 7.613E+00 9.984E-02 6.611E+00
(0.25,0.25,0.25) 3.392E-03 5.863E-02† 2.754E-03 4.428E-02 1.719E-01 1.418E-011.941E-03 1.292E-01 6.112E-04 1.206E-01 1.534E-01 1.734E-01
(0.5,0.5,0.5) 1.219E-02 3.658E-01† 5.861E-01 2.919E-01 7.863E-01 5.457E-013.938E-02 1.246E-01 7.668E-01 4.291E-01 5.005E-01 3.147E-01
(0.75,0.75,0.75) 2.341E-01 2.449E-01 1.319E+00 4.312E-01‡ 1.014E+00 9.106E-011.670E-03 5.065E-02 4.447E-01 5.137E-01 3.383E-01 4.101E-01
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Fig. 8. The final populations with the best IGD values in 30 independent runs by using MOEA/D-CDP and NSGA-II-CDP on DAS-CMOP2 with different
difficulty triplets. (a)-(e) and (f)-(j) show the best populations achieved by MOEA/D-CDP and NSGA-II-CDP on DAS-CMOP2 with difficulty triplets
(0.5, 0.0, 0.0), (0.0, 0.5, 0.0), (0.0, 0.0, 0.5), (0.5, 0.5, 0.5) and (0.75, 0.75, 0.75), respectively.
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TABLE VI
MEAN AND STANDARD DEVIATION OF IGD VALUES OBTAINED BY MOEA/D-CDP AND NSGA-II-CDP ON DAS-CMOP7-9. WILCOXON’S RANK SUM
TEST AT 0.05 SIGNIFICANCE LEVEL IS PERFORMED BETWEEN MOEA/D-CDP AND NSGA-II-CDP. † AND ‡ DENOTE THAT THE PERFORMANCE OF
NSGA-II-CDP IS SIGNIFICANTLY WORSE THAN OR BETTER THAN THAT OF MOEA/D-CDP, RESPECTIVELY.
Instance DAS-CMOP7 DAS-CMOP8 DAS-CMOP9
Difficulty Triplet MOEA/D-CDP NSGA-II-CDP MOEA/D-CDP NSGA-II-CDP MOEA/D-CDP NSGA-II-CDP
(0.0,0.0,0.0) 6.052E-02 5.150E-02‡ 6.679E-02 6.679E-02 2.737E-01 3.158E-011.018E-03 4.413E-03 5.616E-04 5.958E-03 2.447E-01 1.784E-01
(0.0,0.25,0.0) 5.154E-02 4.946E-02‡ 6.759E-02 6.453E-02‡ 3.499E-01 2.084E-01‡1.787E-03 2.179E-03 2.889E-03 1.798E-03 1.447E-01 1.231E-01
(0.0,0.0,0.25) 5.048E-02 5.288E-02† 6.399E-02 7.098E-02† 9.470E-02 3.315E-01†9.856E-04 5.451E-03 1.117E-03 3.921E-03 6.021E-02 1.805E-01
(0.25,0.0,0.0) 5.852E-02 4.869E-02‡ 6.756E-02 6.326E-02‡ 3.127E-01 3.458E-017.656E-04 4.057E-03 1.122E-03 3.801E-03 2.813E-01 1.977E-01
(0.0,0.5,0.0) 5.178E-02 4.891E-02‡ 6.718E-02 6.455E-02‡ 3.552E-01 2.347E-01‡3.099E-03 1.839E-03 2.691E-03 2.882E-03 1.265E-01 1.042E-01
(0.0,0.0,0.5) 4.583E-02 6.307E-02† 6.502E-02 7.726E-02† 8.891E-02 3.847E-01†2.608E-04 1.707E-02 1.267E-03 7.831E-03 2.556E-02 1.532E-01
(0.5,0.0,0.0) 5.546E-02 4.548E-02‡ 6.663E-02 5.746E-02‡ 1.875E-01 4.130E-01†1.450E-03 4.871E-03 1.498E-03 4.938E-03 1.502E-01 1.874E-01
(0.0,0.75,0.0) 5.197E-02 5.008E-02‡ 6.746E-02 6.401E-02‡ 3.309E-01 1.880E-01‡2.550E-03 2.209E-03 2.562E-03 2.269E-03 1.275E-01 1.016E-01
(0.0,0.0,0.75) 4.523E-02 5.550E-02† 6.681E-02 7.974E-02† 1.430E-01 4.165E-01†8.689E-04 1.165E-02 5.307E-03 8.422E-03 1.100E-01 1.053E-01
(0.75,0.0,0.0) 5.030E-02 4.257E-02‡ 6.151E-02 5.014E-02‡ 1.963E-01 3.675E-01†1.483E-03 4.277E-03 1.504E-03 5.565E-03 1.720E-01 2.286E-01
(0.0,1.0,0.0) 6.275E-02 5.037E-02 9.187E-02 6.621E-02 6.635E-01 6.360E-015.399E-02 2.946E-03 9.316E-02 2.866E-03 5.863E-02 3.965E-02
(0.0,0.0,1.0) 4.052E-02 3.359E-01† 5.852E-02 6.803E-02† 3.265E-01 4.129E-01†3.495E-03 3.097E-02 8.136E-03 1.571E-02 1.061E-01 4.490E-02
(1.0.0,0.0,0.0) 5.309E-01 1.045E+01† 6.650E-01 8.974E+00† 6.505E-01 3.184E+00†1.013E-01 9.771E+00 9.562E-02 6.236E+00 1.102E-01 2.713E+00
(0.25,0.25,0.25) 5.149E-02 4.687E-02‡ 6.997E-02 6.184E-02‡ 3.636E-01 2.390E-01‡2.355E-03 2.668E-03 2.735E-03 2.544E-03 1.293E-01 1.075E-01
(0.5,0.5,0.5) 5.015E-02 4.335E-02‡ 6.961E-02 5.518E-02‡ 3.704E-01 2.902E-01‡2.605E-03 2.033E-03 3.527E-03 2.564E-03 1.294E-01 1.054E-01
(0.75,0.75,0.75) 4.671E-02 3.979E-02‡ 6.909E-02 4.677E-02‡ 3.874E-01 3.016E-01‡2.854E-03 3.892E-03 3.572E-03 3.447E-03 1.501E-01 1.283E-01
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Fig. 9. The final populations with the best IGD values in 30 independent runs by using MOEA/D-CDP and NSGA-II-CDP on DAS-CMOP3 with different
difficulty triplets. (a)-(e) and (f)-(j) show the best populations achieved by MOEA/D-CDP and NSGA-II-CDP on DAS-CMOP3 with difficulty triplets
(0.5, 0.0, 0.0), (0.0, 0.5, 0.0), (0.0, 0.0, 0.5), (0.5, 0.5, 0.5) and (0.75, 0.75, 0.75), respectively.
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Fig. 10. The final populations with the best IGD values in 30 independent runs by using MOEA/D-CDP and NSGA-II-CDP on DAS-CMOP9 with
different difficulty triplets. (a)-(e) and (f)-(j) show the best populations achieved by MOEA/D-CDP and NSGA-II-CDP on DAS-CMOP9 with difficulty triplets
(0.5, 0.0, 0.0), (0.0, 0.5, 0.0), (0.0, 0.0, 0.5), (0.5, 0.5, 0.5) and (0.75, 0.75, 0.75), respectively.
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