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1. Introduction
    In a linear regression model, the t test is uniformly most powerful and is equivalent
to an exact likelihood ratio test.  Unfortunately,  these optimality results are not
assured when there is endogeneity of some of the regressors.  One approach which
is rather tentative is to offer a large-sample justification for conducting inference in a
fashion analogous to linear regression.  This is inadequate because it ignores the
fact that in the transition from a linear regression to a structural equation model, we
also have to contend with the different roles that exogenous and endogenous
regressors play.  Indeed, the present state of econometric practice does not
distinguish between these in the application of t-tests, whereas the logic of
identifiability seems to suggests otherwise.
    Except for the Anderson-Rubin F test whose exact power function was derived by
Revankar and Mallela (1972),  there are few known finite sample optimality results for
coefficient tests in a structural equation. The few existing results relate to the testing
of identifiability of the equation, which corresponds to tests of the coefficients of its
exogenous variables. Among optimality results and small sample optimality results in
this area are the maximal invariant for testing identifiability (see Muirhead, Theorem
10.2.1) and the finding that the likelihood ratio (LR) test statistic for identifiability is
approximately ancillary (Hosoya et al, 1989).  The two are connected in that a
maximal invariant is also ancillary if the action of transformations induced by the2
invariance group on the parameter space is transitive (see Lehmann, 1986, pp.542-
548 for full details).  Such a condition is not generally satisfied by the curved
exponential model that we are talking about.  The extent to which it is not satisfied is
in some sense the degree of curvature - a point that may be deduced from Hosoya et
al's (1989) analysis.  Thus, it is only in the case of exact identifiability that this
maximal invariant is ancillary to the problem.
    In conventional use, any approach by the F ratio must have been compelled by
connections to linear regression.  Unfortunately, when not all of the regressors
(especially those that are endogenous) vanish under the null, the fundamentally
nonlinear character of the hypothesis means that this lacks justification even from an
asymptotic standpoint.  In an environment clouded by uncertainty over the finite-
sample approach and pressed by empirical demands, the asymptotic results of
Kadane (1984) and Morimune and Tsukuda (1984) were very important in
establishing the reliability of the LR test from limited information maximum likelihood
(LIML) estimation.
    To address continuing uncertainty over the properties of the t ratio, Morimune
(1989) carries out both a Monte Carlo study of the size properties and asymptotic
analysis of the power properties for variants of the t ratio approach constructed from
ordinary least squares (OLS), two stage least squares (TSLS) and LIML as well as
the LIML-based LR test.  What is interesting to note is that the OLS-based t ratio
leads to the most extreme divergence from the nominal size, and the problem was
worse when testing the coefficients of the endogenous variables (refer to Morimune,
1989, tables II and III to see which column depicts the widest departure from the
nominal size). In terms of adherence to size, the best performers in order appear to
be the t ratio based on LIML, the t ratio based on TSLS and the LR test based on3
LIML.  In all these three cases, there is clearly a worsening in size-adherence when it
is the endogenous variable whose coefficient is being tested.  In this paper, we will
assert that the information contained in the maximal invariants for the testing problem
is most seriously distorted in the case of OLS, and preserved intact by LIML, leading
quite naturally to the results seen in these simulation results.
    If a problem is invariant under a group of transformations,  then appealing to the
principle of invariance suggests that the search for an optimal test need only be
confined to the class of tests which share the same invariant properties.  Since a
necessary and sufficient condition for a test statistic to be invariant is that it depends
on the sample space through the maximal invariant,  the class of all invariant test
procedures can be characterized if the maximal invariant is found.  By maintaining a
constant value on orbits and assigning different values to each orbit in the sample
space, the maximal invariant serves as a functional representation of the sample
space that obscures information irrelevant to the inference at hand.  The practical
interpretation of this concept for inference is that optimality criteria for maximizing
power can be applied to the distribution of the maximal invariant.  Given the
invariance group of a testing problem, a maximal invariant is specific to that group
but need not be unique.
    The invariance properties of a problem are completely described by the action of a
transformation group which leaves the problem invariant.  The group and its
corresponding action are referred to as the invariance group, and is all the
information that is necessary to defining a maximal invariant.
    The following notational conventions are used.  Square brackets will be reserved
exclusively for enclosing the arguments of a function, as in f[•] or Q[•].  This is a4
convenient means of tracing the relations between elements (scalar, matrix or group)
as they are transformed using a (broadly defined) functional dependency on certain
arguments.  Other times, we omit the arguments in the interests of notational
economy.  Bold letters usually denote matrix statistics that are functions of the
observations,  while script lettering denotes arbitrary matrices which are usually, but
not confined to,  elements of the transformation groups.  Further, in any font:  W U
would denote an upper-block triangular matrix from decomposing a symmetric matrix
W;  H would denote an element of an orthogonal group;  and TW would denote an
upper-triangular matrix from the Cholesky factorization of W.
2. Model and assumptions
    Modeling traditionally begins by postulating a behavioural equation of interest
which links endogenous and exogenous variables.  Such a relationship is written in
unnormalized form as
(1) Yb=Z1g1+Z2g2+e
This is a structural equation because it is based on behavioural mechanisms in which
there is strong theoretical foundation.  Underlying (1) is a process which is thought to
generate the data, represented as
(2) Y=ZP+V
The sample comprises T time-series or cross-sectional observations on endogenous
and exogenous variables.  Each column of  ) ( 2 1 Y Y Y =  represents a T·1 vector of
observations on an endogenous variable, of which there are (n+1) in the model.
Each column of  ) ( 3 2 1 Z Z Z Z =  is a T·1 vector of observations on an exogenous
variable,  of which there are K in total.  Of these, (K1+K2) variables are included in
the structural equation with the first K1 contained in Z1 and the next K2 in Z2.  The
remaining K3 (=K-K1-K2) columns in Z3 represent what are usually referred to as the6
    For the purposes of parametric inference, we need the assumption that rows of V
be a independently distributed as multivariate normal vectors,  mean 0 and
covariance matrix W.  Given that our main concern is with the slope coefficients in (1)
and (2), we can always transform the model so that W=In+1 without any loss of
generality.  To complete the specification of the model in canonical form,  we also
assume that the columns of Z are orthonormal vectors.  If the model is not yet in
canonical form,  it can be converted to one by post-multiplying Y by  and
postmultiplying Z by to give  (see Phillips (1983) details),
    The representation makes clear that the ranks of various submatrices of P that are
involved in testing should be preserved,  given that invariance is our main concern in
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    Since the process generating the data takes precedence over any relationship
between Y and Z1 in (1), (2) may be regarded as the working hypothesis providing
the basis on which investigations about (1) are to be carried out.
    It is well known that the maximum likelihood estimates  Y Z X ¢ =  and
Y Z Z I Y W ) ( ¢ - ¢ =  are independent and constitute sufficient statistics for inference.7
Note that with the model in canonical form, X is matrix normal with the mean





































































    First, we define certain functions of the sufficient statistics which play important
roles in the sequel.  Let  2 2 ) 0 ( X X S ¢ = ,   3 3X X S ¢ = ,   31 31 11 X X S ¢ =  and denote
12
1
11 11 21 22 1 22 ) ( W W W W W W
-
￿ ¢ - = .  Based on our assumptions,  S(0), S and W are




















Then define a statistic
(8)
1 1 ] , [
- - ¢ = W W SU U W X R .
Though not explicitly used in Hillier (1987), its construction is clearly suggested.  The
matrix statistic R is itself not a maximal invariant for any of the testing problems,  but
its intrinsic appeal is already evident from the compact way in which it can be used to
define the likelihood ratio test for 
2
0
b H .  Essentially, R is a symmetrized version of
SW
-1 and either form can be represented in the likelihood function. It turns out to
have a fundamental role in the maximal invariants that we formulate in each of the
three cases.11
4. Maximal Invariants
4.1. Identifiability and further exclusion of exogenous variables
    Given what is said above about the requirement for compatibility between the
structural equation and the process which has given rise to the data, the requisite
condition is one of identifiability in the sense of being essential to the existence of the
behavioural equation. The problem of testing identifiability is invariant under
parameter transformations induced by the action of the group of transformations
]} 1 [ ], [ : ) , ( { 3 3 3 + ˛ ˛ = = P P n K GL O Q H Q H t T
on the sufficient statistic defined by
Q Q Q, H t W W X X ¢ ﬁ ﬁ P 3 3 :
3 .
Theorem 1 (Identifiability)
For the problem of testing 
3
0
P H  vs 
3
1
P H ,  the latent roots of R constitute a maximal
invariant function of the sufficient statistics.  ￿
PROOF.
We denote the latent roots of R by  ] , [ 3 3 W X P h .  The latent roots of 
1 1 - - ¢ = S S WU U R
are equal to those of 
1 1 1 - - - = ¢ WS U WU S S .  Under the action of the group, we get the
map 
1 1 1 - - - ¢ ¢ ﬁ Q QWS WS ,  thereby proving invariance.  To prove the stronger result
of maximal invariance, let  ] , [ ] , [ 3 3 3 3 W X W X P P = h h .  Here and in the sequel,  the
bar notation denotes the statistics from another sample of observations which yields





- - - - ¢ = ¢ ¢ S S S S U W U WU U
(Q.E.D.)25
must treat the all endogenous variables symmetrically - distinguishing. all
endogenous variables (dependent or independent) from exogenous variables,  We
can go even further and conjecture that Morimune's (1989) results for the size extend
in the same way to test power performance, a fact already supported by existing
asymptotic analysis.
    Finally, we note that there is an analogy with Hillier's (1991) findings that
OLS/TSLS suffer the most distortion from arbitrary normalization while LIML suffers
the least.
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