Limit cycles of cubic polynomial differential systems with rational first integrals of degree 2 by Llibre, Jaume et al.
LIMIT CYCLES OF CUBIC POLYNOMIAL DIFFERENTIAL
SYSTEMS WITH RATIONAL FIRST INTEGRALS OF
DEGREE 2
JAUME LLIBRE 1, BRUNO D. LOPES 1,2 AND JAIME R. DE MORAES 2
Abstract. The main goal of this paper is to study the maximum num-
ber of limit cycles that bifurcate from the period annulus of the cubic
centers that have a rational ﬁrst integral of degree 2 when they are per-
turbed inside the class of all cubic polynomial diﬀerential systems using
the averaging theory. The computations of this work have been made
with Mathematica and Maple.
1. Introduction and Statement of the Main Results
One of the main problems in the qualitative theory of real planar diﬀer-
ential systems is the determination of their limit cycles. There are several
methods for computing the number of limit cycles bifurcating from the peri-
odic orbits of a center [1, 2]. Most of the methods are based on the Poincare´
return map, the Poincare´–Melnikov integrals (see for instance [8, 9]), the
Abelian integrals, and the averaging theory of ﬁrst order. In fact in the
plane the last three methods are essentially equivalent. The ﬁrst two meth-
ods only give the number of the periodic orbits of the unperturbed system
that become limit cycles when the system is perturbed. The averaging
method and method presented in [5] using the inverse integrating factor
also give the shape of the bifurcated limit cycles. For a general overview of
some of these mentioned tools see the book [7].
The study of the number of limit cycles of a polynomial diﬀerential system
is mainly motivated by the 16-th Hilbert problem, which together with the
Riemann conjecture are the two problems of the famous list of 23 problems
of Hilbert which remains open. See for more details [10] and [16].
The problem of studying the bifurcation of limit cycles from the periodic
orbits of a center of a polynomial diﬀerential system of degree 2 when this
system is perturbed inside the class of all polynomial diﬀerential systems
of degree 2 has been studied intensively during these last 20 years, see for
instance the books [4] and [18], and the hundreds of references quoted there,
and in particular the references [6, 13, 19]. There are few works trying to
study this problem for cubic polynomial diﬀerential systems. Our objetive
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will be to study this problem for the cubic polynomial diﬀerential systems
having a rational ﬁrst integral of degree 2.
The classiﬁcation of all cubic polynomial diﬀerential systems having a
center at the origin and a rational ﬁrst integral of degree 2 can be found in
[14]. Now we summarize this classiﬁcation in six families of cubic polynomial
diﬀerential systems that we denote by Pk for k = 1, 2, ..., 6.
The class P1 is represented by system
x˙ = 2y(α2 + β + 2αx+ x2),
y˙ = −2((α2 + β)x+ αx2 − αy2 − xy2),
with β < 0 and α2 + β ̸= 0.
The class P2 is obtained translating the other center of P1 to origin. It is
described by system
x˙ = 2α−2y(β2 − 2αβx+ α2(β + x2)),
y˙ = −2(α2x− αx2 − α−2βy2 + x(β + y2)).
The class P3 is given by system
x˙ = x(1 + α2 + 2x+ x2 − y2),
y˙ = y(−1− α2 − 2y + x2 − y2),
with α ̸= 0.
The class P4 is represented by system
x˙ = y(x2 + α), y˙ = x(y2 + β),
with αβ < 0.
The class P5 is provided by system
x˙ = x(β2 + d2 + 2(β + γd)x+ (γ2 + 1)x2 − y2),
y˙ = y(−β2 − d2 − 2dy + (γ2 + 1)x2 − y2),
with d = 0 or d = 1. If d = 0 then βγ ̸= 0 and if d = 1 then β(βγ − 1) ̸= 0.
Finally the class P6 is obtained taking β = 0 in P1. Thus, we get the
system
x˙ = 2y(x+ α)2,
y˙ = −2(x+ α)(αx− y2),
with α ̸= 0.
In [12] the authors studied the cubic polynomial diﬀerential systems hav-
ing a rational ﬁrst integral of degree 2 whose phase portraits correspond to
the phase portraits P1, P3 and P4 of Figure 1. These systems were denoted
in [12] by (A), (B) and (C). They also proved that all the centers of these
systems are reversible and isochronous, see [12, p. 314]. Their main re-
sult provides upper bounds M for the maximum number of limit cycles of
systems P1, P3 and P4 when they are perturbed inside the class of all poly-
nomial diﬀerential systems of degree 3 using the Abelian integrals, see the
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column “Upper bound” in Table 1. Here we study the maximum number of
limit cycles N that bifurcate from the period annulus of the cubic reversible
centers P1, P2, P4 and P6 when they are perturbed inside the class of all cu-
bic polynomial diﬀerential systems using the averaging theory of ﬁrst order
and the maximum number of inﬁnitesimal limit cycles I for the centers P3
and P5 by using the averaging theory of ﬁfth order.
A natural question is: How many periodic solutions surrounding the origin
persists as limit cycles when we perturb the systems P1–P6 inside the class
of all cubic polynomial diﬀerential systems?
More speciﬁcally consider the following systems
(1)
x˙ = 2y(α2 + β + 2αx+ x2) + εp(x, y),
y˙ = −2((α2 + β)x+ αx2 − αy2 − xy2) + εq(x, y),
(2)
x˙ = 2α−2y(β2 − 2αβx+ α2(β + x2)) + εp(x, y),
y˙ = −2(α2x− αx2 − α−2βy2 + x(β + y2)) + εq(x, y),
(3)
x˙ = x((1 + α2) + 2x+ x2 − y2) + εp(x, y),
y˙ = y(−(1 + α2)− 2y + x2 − y2) + εq(x, y),
(4) x˙ = y(x2 + α) + εp(x, y), y˙ = x(y2 + β) + εq(x, y),
(5)
x˙ = x(β2 + d2 + 2(β + γd)x+ (γ2 + 1)x2 − y2) + εp(x, y),
y˙ = y(−β2 − d2 − 2dy + (γ2 + 1)x2 − y2) + εq(x, y),
(6)
x˙ = 2y(x+ α)2 + εp(x, y),
y˙ = −2(x+ α)(αx− y2) + εq(x, y),
where
p(x, y) = a1x+ a2y + a3x
2 + a4xy + a5y
2 + a6x
3 + a7x
2y + a8xy
2 + a9y
3,
q(x, y) = b1x+ b2y + b3x
2 + b4xy + b5y
2 + b6x
3 + b7x
2y + b8xy
2 + b9y
3,
of course, the parameters of the unperturbed system (1)-(6) (i.e. of the
systems P1 − P6) must satisfy conditions stated in systems P1 − P6.
We compute the number N (see Table 1) for the classes P1, P2, P4 and
P6. The Section 5 we explain why we cannot compute the number N for
the classes P3 and P5. In Section 6 we calculate the maximum number of
inﬁnitesimal limit cycles I for the classes P3 and P5 when we perturb the
classes inside the class of all cubic polynomial diﬀerential systems up to
ﬁfth order by using the averaging theory of ﬁfth order. In Section 7 we give
an example of a subfamily of the class P5 that has at most 3 limit cycles
by using the averaging theory of seventh order. In Appendix A we give
explicitly two expressions used to ﬁnd 3 limit cycles for the class P5.
In what follows we present our main results.
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P1 P2 P3
P4 P5 P6
Figure 1. Phase portraits in the Poincare´ disc of the cubic poly-
nomial vector ﬁelds with a center at the origin and a rational ﬁrst
integral of degree 2.
Phase portraits M N I
P1 4 3 –
P2 4 3 if |α2 + β| ≥ 1 –
P3 5 ? 2
P4 4 3 –
P5 – ? 2
P6 – 3 –
Table 1. The second column presents the upper boundsM pro-
vided in [12], and the third column presents the maximum number
reached N of limit cycles bifurcating from the periodic orbits sur-
rounding the systems Pk when they are perturbed inside the class
of all cubic polynomial diﬀerential systems using the averaging the-
ory of ﬁrst order. The fourth column presents the maximum num-
ber reached I of inﬁnitesimal limit cycles bifurcating from origin
for systems Pk using the averaging theory of ﬁfth order.
Theorem 1. When we perturb systems P1, P4 and P6 inside the class of
all polynomial diﬀerential systems of degree three, the maximum number of
limit cycles that bifurcate using the averaging theory of ﬁrst order is N = 3
and it is reached.
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Theorem 1 is proved in Section 3.
Theorem 2. When we perturb system P2 inside the class of all polynomial
diﬀerential systems of degree three, the maximum number of limit cycles that
bifurcate using the averaging theory of ﬁrst order is N = 3 when α2 + β ̸∈
(−1, 0) ∪ (0, 1) and it is reached.
Theorem 2 is proved in Section 4.
Theorem 3. When we perturb system P3 and P5 inside the class of all
polynomial diﬀerential systems of degree three, the maximum number of in-
ﬁnitesimal limit cycles that bifurcate using the averaging theory of ﬁfth order
is 2, and it is reached.
Theorem 3 is proved in Section 6.
The proofs of Theorem 1, 2 and 3 have been used in an essential way
algebraic manipulators Mathematica and Maple.
In Section 2 we summarizes some preliminary results that we shall need
for proving our theorems.
2. Preliminaries
The following theorem is a version of the averaging theory for arbitrary
order which provides periodic solutions of a periodic continuous diﬀerential
system. See [15] for a proof.
Consider the diﬀerential equation
(7) x˙ =
k∑
i=1
εiFi(t, x) + ε
k+1R(t, x, ε),
where Fi : R ×D → Rn, for i = 1, 2, ..., k and R : R ×D × (−ε0, ε0) → Rn
are continuous functions and T–periodic in the variable t, with D is an open
subset of Rn.
We introduce some notations. Let L be a positive integer, let x =
(x1, .., xn) ∈ D, t ∈ R and yj = (yj1, ..., yjn) ∈ Rn for j = 1, ..., L. Given
F : R × D → Rn a suﬃciently smooth function, for each (t, x) ∈ R × D
we denote by ∂LF (t, x) a symmetric L−multilinear map which is applied to
a “product” of L vectors of Rn, which we denote as
⊙L
j=1 yj ∈ RnL. The
L−multilinear map is deﬁned by
∂LF (t, x)
L⊙
j=1
yj =
n∑
i1,...,iL=1
∂LF (t, x)
∂xi1 , ..., ∂xiL
y1i1 , ..., yLiL .
Now we deﬁne the Averaged Function fi : D → Rn of order i as
(8) fi(z) =
yi(T, z)
i!
,
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where yi : R×D → Rn are given by
yi(t, z) = i!
∫ t
0
(Fi(s, φ(s, z))
+
i∑
l=1
∑
Sl
1
b1!b2!2!b2 ...bl!l!bl
∂LFi−l(s, φ(s, z))
l⊙
j=1
yj(s, z)
bj
 ds.
and Sl is the set of all l−tuples of non–negative integers (b1, b2, ..., bl) satis-
fying b1 + 2b2 + ... + lbl = l and L = b1 + b2 + ... + bl. For our purpose we
give explicitly the functions yi, for i = 1, ..., 5. Thus we have
y1(t, z) =
∫ t
0
F1(s, z)ds,
y2(t, z) =
∫ t
0
(
2F2(s, z) + 2
∂F1
∂x
(s, z)y1(s, z)
)
ds,
y3(t, z) =
∫ t
0
(
6F3(s, z) + 6
∂F2
∂x
(s, z)y1(t, z)
+3
∂2F1
∂x2
(s, z)y1(s, z)
2 + 3
∂F1
∂x
(s, z)y2(s, z)
)
ds,
y4(t, z) =
∫ t
0
(
24F4(s, z) + 24
∂F3
∂x
(s, z)y1(s, z)
+12
∂2F2
∂x2
(s, z)y1(s, z)
2 + 12
∂F2
∂x
(s, z)y2(s, z)
+12
∂2F1
∂x2
(s, z)y1(s, z)⊙ y2(s, z)
+4
∂3F1
∂x3
(s, z)y1(s, z)
3 + 4
∂F1
∂x
(s, z)y3(s, z)
)
ds,
y5(t, z) =
∫ t
0
(
120F5(s, z) + 120
∂F4
∂x
(s, z)y1(s, z) + 60
∂2F3
∂x2
(s, z)y1(s, z)
2
+60
∂F3
∂x
(s, z)y2(s, z) + 60
∂2F2
∂x2
(s, z)y1(s, z)⊙ y2(s, z)
+20
∂3F2
∂x3
(s, z)y1(s, z)
3 + 20
∂F2
∂x
(s, z)y3(s, z)
+20
∂2F1
∂x2
(s, z)y1(s, z)⊙ y3(s, z)
+15
∂2F1
∂x2
(s, z)y2(s, z)
2 + 30
∂3F1
∂x3
(s, z)y1(s, z)
2 ⊙ y2(s, z)
+5
∂4F1
∂x4
(s, z)y1(s, z)
4 + 5
∂F1
∂x
(s, z)y4(s, z)
)
ds,
In Appendix A we give explicitly the expressions of y6 and y7 which we
use to ﬁnd 3 limit cycles for the class P5.
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Theorem 4. Consider the initial value problem (7) and the averaged func-
tion (8), and assume the following conditions.
(i) For each t ∈ R, Fi(t, ·) ∈ Ck−i, for i = 1, 2, ..., k; ∂k−iFi is locally
Lipschitz in the second variable for i = 1, 2, ..., k; and R is continuous
and locally Lipschitz in the second variable.
(ii) Assume that fi = 0 for i = 1, ..., r−1 and fr ̸= 0 with r ∈ {1, 2, ..., k}.
Moreover, suppose that for some a ∈ D with fr(a) = 0, there exists
a neighborhood V ⊂ D of a such that fr(z) ̸= 0 for all z ∈ V \ {a}
and that dB(fr(z), V, a) ̸= 0.
Then for |ε| > 0 suﬃciently small, there exists a T -periodic solution x(·, ε)
of equation (7) such that x(0, ε)→ a as ε→ 0.
Consider a planar diﬀerential system
(9) x˙ = P (x, y), y˙ = Q(x, y),
where P,Q : R2 → R are continuous functions. Suppose that system (9) has
a continuous family of ovals
{Γh} ⊂ {(x, y) : H(x, y) = h, h1 < h < h2}
where H is a ﬁrst integral of (9). Consider the following perturbations of
system (9)
(10) x˙ = P (x, y) + εp(x, y), y˙ = Q(x, y) + εq(x, y),
where p, q : R2 → R are continuous functions.
The following theorem (see Theorem 5.2 of [3] for a proof) provides a
way for transforming the perturbed system (10) in the standard form of the
averaging theory given in Theorem 4.
Theorem 5. Consider system (9) and its ﬁrst integral H. Assume that
xQ(x, y) − yP (x, y) ̸= 0 for all (x, y) in the period annulus formed by the
ovals {Γh}. Let ρ : (
√
h1,
√
h2) × [0, 2π) → [0,∞) be a continuous function
such that
(11) H(ρ(R,φ) cosφ, ρ(R,φ) sinφ) = R2,
for all R ∈ (√h1,
√
h2) and all φ ∈ [0, 2π). Then the diﬀerential equation
which describes the dependence between the square root of the energy R =
√
h
and the angle φ for system (10) is
(12)
dR
dφ
= ε
µ(x2 + y2)(Qp− Pq)
2R(Qx− Py) +O(ε
2),
where µ = µ(x, y) is the integrating factor of system (9) associated to the
ﬁrst integral H, x = ρ(R,φ) cosφ and y = ρ(R,φ) sinφ.
We recall that µ is the integrating factor associated to the ﬁrst integral H
of system (9) if the equalities
µP =
∂H
∂y
and µQ = −∂H
∂x
,
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hold.
The real functions (f0, f1, ..., fn) deﬁned on I is an Extended Chebyshev
system or ET–system on I, if and only if any nontrivial linear combina-
tion of these functions has at most n zeros counting their multiplicities
and this number is reached. The functions (f0, f1, ..., fn) is an Extended
Complete Chebyshev system or an ECT–system on I if and only if for
any k ∈ {0, 1, ..., n}, (f0, f1, ..., fk) form an ET-system. For proving that
(f0, f1, ..., fk) is an ECT–system on I is suﬃcient and necessary to prove
that W (f0, ..., fk)(s) ̸= 0 on I for k ∈ {0, 1, ..., n}. Let W (f0, ..., fk)(s) be
the Wronskian of the functions (f0, ..., fk) with respect to s. We recall that
the deﬁnition of the Wronskian is
W (f0, ..., fk)(s) =
∣∣∣∣∣∣∣∣∣
f0(s) f1(s) · · · fk(s)
f ′0(s) f ′1(s) · · · f ′k(s)
...
...
. . .
...
f
(k)
0 (s) f
(k)
1 (s) · · · f (k)k (s)
∣∣∣∣∣∣∣∣∣ .
See [11] for more details on ECT–system.
In sequel we prove Theorem 1.
For commodity in the proofs of Theorems 1 and 2 we denote x˙ = P (x, y)
and y˙ = Q(x, y) in the systems which represents the classes Pk, for k = 1, 2, 4
and 6.
3. Proof of Theorem 1
3.1. Proof for the class P1. We have that
µ(x, y) =
1
(α2 + 2αx+ β + x2)2
,
is the integrating factor associated to the ﬁrst integral
H(x, y) =
x2 + y2
(α+ x)2 + β
of the system P1, because they satisfy µP = Hy and µQ = −Hx. By
solving implicitly the equationH(ρ cos θ, ρ sin θ) = R2 we obtain the positive
function ρ : (0, 1)→ R given by
ρ = −
R
(√
4 (α2 + β)− 2βR2 (2 cos2 θ − 1)− 2βR2 + 2αR cos θ
)
R2 (2 cos2 θ − 1) +R2 − 2 .
So after the change of variable described in Theorem 5, system (1) be-
comes
(13)
dR
dφ
= ε
11∑
i=1
Ai(φ, α, β, a, b)
Q1(R,φ, α, β)
Ri +O(ε2),
CUBIC POLYNOMIAL DIFFERENTIAL SYSTEMS 9
where a = (a1, ..., a9), b = (b1, ..., b9) and
A1 = −a1
(
α2 + β
)2
cos2 θ − (α2 + β)2 (a2 + b1) sin θ cos θ
−b2
(
α2 + β
)2
sin2 θ,
A2 =
√
α2 − βR2 cos2 θ + β ((−α2 − β) cos3 θ (α2a3 + 3αa1 + a3β)
− (α2 + β) sin2 θ cos θ (α2a5 + α2b4 − αa1 + 4αb2 + a5β + βb4)
− (α2 + β) sin θ cos2 θ (α2a4 + α2b3 + 3αa2 + 4αb1 + a4β + βb3)
− (α2 + β) sin3 θ (α2b5 − αa2 + βb5)) ,
A3 = −
(
α2 + β
)2
sin4 θ
(
α2b9 − αa5 + βb9
)− (α2 + β) sin2 θ cos2 θ (α4a8
+α4b7 − α3a3 + 4α3a5 + 5α3b4 − 4α2a1 + 2α2a8β + 2α2βb7
+4α2b2 − αa3β + 4αa5β + 5αβb4 − a1β + a8β2 + β2b7 − 4βb2
)
+
(−α2 − β) cos4 θ (α4a6 + 4α3a3 + 2α2a6β + 4αa3β − 5a1β
+a6β
2
)− (α2 + β) sin θ cos3 θ (α4a7 + α4b6 + 4α3a4 + 5α3b3
+2α2a7β + 2α
2βb6 + 4α
2b1 + 4αa4β + 5αβb3 − 5a2β + a7β2
+β2b6 − 4βb1
)− (α2 + β) sin3 θ cos θ (α4a9 + α4b8 − α3a4 + 5α3b5
−4α2a2 + 2α2a9β + 2α2βb8 − αa4β + 5αβb5 − a2β + a9β2 + β2b8
)
,
A4 =
√
α2 − βR2 cos2 θ + β
(
αa9
(
α2 + β
)2
sin5 θ +
(
α2
+β) sin4 θ cos θ
(
α3a8 − 6α3b9 + 5α2a5 + αa8β − 6αβb9 + a5β
)
+cos5 θ
(−5α5a6 − 4α4a3 + 8α3a1 − 10α3a6β + 12αa1β − 5αa6β2
+4a3β
2
)
+ sin2 θ cos3 θ
(
α5a6 − 5α5a8 − 6α5b7 + 5α4a3 − 4α4a5
−9α4b4 + 4α3a1 + 2α3a6β − 10α3a8β − 12α3βb7 + 4α3b2
+6α2a3β − 6α2βb4 + αa6β2 − 5αa8β2 − 6αβ2b7 + 12αβb2 + a3β2
+4a5β
2 + 3β2b4
)
+ sin3 θ cos2 θ
(
α5a7 − 5α5a9 − 6α5b8 + 5α4a4
−9α4b5 + 4α3a2 + 2α3a7β − 10α3a9β − 12α3βb8 + 6α2a4β
−6α2βb5 + αa7β2 − 5αa9β2 − 6αβ2b8 + a4β2 + 3β2b5
)
+sin θ cos4 θ
(−5α5a7 − 6α5b6 − 4α4a4 − 9α4b3 + 8α3a2
−10α3a7β − 12α3βb6 + 4α3b1 − 6α2βb3 + 12αa2β − 5αa7β2
−6αβ2b6 + 12αβb1 + 4a4β2 + 3β2b3
))
,
A5 = a9
(
α2 + β
)2 (
6α2 + β
)
sin5 θ cos θ +
(
α2 + β
)
sin4 θ cos2 θ
(
6α4a8
−15α4b9 + 9α3a5 + 7α2a8β − 12α2βb9 + αa5β + a8β2 + 3β2b9
)
+sin2 θ cos4 θ
(
6α6a6 − 9α6a8 − 15α6b7 + 9α5a3 + 4α5a5 − 5α5b4
−4α4a1 + 13α4a6β − 14α4a8β − 27α4βb7 + 10α4b2 + 10α3a3β
+20α3a5β + 10α
3βb4 − 12α2a1β + 8α2a6β2 − α2a8β2 − 9α2β2b7
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+12α2βb2 + αa3β
2 + 16αa5β
2 + 15αβ2b4 − 4a1β2 + a6β3 + 4a8β3
+3β3b7 − 6β2b2
)
+ cos6 θ
(−9α6a6 + 4α5a3 + 6α4a1 − 14α4a6β
+20α3a3β − α2a6β2 + 16αa3β2 − 10a1β2 + 4a6β3
)
+sin3 θ cos3 θ
(
6α6a7 − 9α6a9 − 15α6b8 + 9α5a4 − 5α5b5 − 4α4a2
+13α4a7β − 14α4a9β − 27α4βb8 + 10α3a4β + 10α3βb5 − 12α2a2β
+8α2a7β
2 − α2a9β2 − 9α2β2b8 + αa4β2 + 15αβ2b5 − 4a2β2 + a7β3
+4a9β
3 + 3β3b8
)
+ sin θ cos5 θ
(−9α6a7 − 15α6b6 + 4α5a4 − 5α5b3
+6α4a2 − 14α4a7β − 27α4βb6 + 10α4b1 + 20α3a4β + 10α3βb3
−α2a7β2 − 9α2β2b6 + 12α2βb1 + 16αa4β2 + 15αβ2b3 − 10a2β2
+4a7β
3 + 3β3b6 − 6β2b1
)
,
A6 =
√
α2 − βR2 cos2 θ + β (3αa9 (α2 + β) (5α2 + β) sin5 θ cos2 θ
+sin2 θ cos5 θ
(
15α5a6 − 5α5a8 − 20α5b7 + 5α4a3 + 10α4a5
+5α4b4 − 10α3a1 + 18α3a6β + 10α3a8β − 8α3βb7 + 4α3b2
−6α2a3β + 12α2a5β + 18α2βb4 − 6αa1β + 3αa6β2 + 15αa8β2
+12αβ2b7 − 12αβb2 − 3a3β2 − 6a5β2 − 3β2b4
)
+ cos7 θ
(−5α5a6
+10α4a3 − 6α3a1 + 10α3a6β + 12α2a3β − 18αa1β + 15αa6β2
−6a3β2
)
+ sin3 θ cos4 θ
(
15α5a7 − 5α5a9 − 20α5b8 + 5α4a4 + 5α4b5
−10α3a2 + 18α3a7β + 10α3a9β − 8α3βb8 − 6α2a4β + 18α2βb5
−6αa2β + 3αa7β2 + 15αa9β2 + 12αβ2b8 − 3a4β2 − 3β2b5
)
+sin θ cos6 θ
(−5α5a7 − 20α5b6 + 10α4a4 + 5α4b3 − 6α3a2
+10α3a7β − 8α3βb6 + 4α3b1 + 12α2a4β + 18α2βb3 − 18αa2β
+15αa7β
2 + 12αβ2b6 − 12αβb1 − 6a4β2 − 3β2b3
)
+sin4 θ cos3 θ
(
15α5a8 − 20α5b9 + 5α4a5 + 18α3a8β − 8α3βb9
−6α2a5β + 3αa8β2 + 12αβ2b9 − 3a5β2
))
,
A7 = a9
(
α2 + β
) (
20α4 − 3α2β − 3β2) sin5 θ cos3 θ + sin2 θ cos6 θ (20α6a6
+5α6a8 − 15α6b7 − 5α5a3 + 4α5a5 + 9α5b4 − 4α4a1 + 17α4a6β
+32α4a8β + 15α
4βb7 − 4α4b2 − 22α3a3β − 12α3a5β + 10α3βb4
+6α2a1β − 6α2a6β2 + 21α2a8β2 + 27α2β2b7 − 16α2βb2 − 9αa3β2
−24αa5β2 − 15αβ2b4 + 6a1β2 − 3a6β3 − 6a8β3 − 3β3b7 + 4β2b2
)
+cos8 θ
(
5α6a6 + 4α
5a3 − 8α4a1 + 32α4a6β − 12α3a3β − 10α2a1β
+21α2a6β
2 − 24αa3β2 + 10a1β2 − 6a6β3
)
+ sin3 θ cos5 θ
(
20α6a7
+5α6a9 − 15α6b8 − 5α5a4 + 9α5b5 − 4α4a2 + 17α4a7β + 32α4a9β
+15α4βb8 − 22α3a4β + 10α3βb5 + 6α2a2β − 6α2a7β2 + 21α2a9β2
+27α2β2b8 − 9αa4β2 − 15αβ2b5 + 6a2β2 − 3a7β3 − 6a9β3 − 3β3b8
)
+sin θ cos7 θ
(
5α6a7 − 15α6b6 + 4α5a4 + 9α5b3 − 8α4a2 + 32α4a7β
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+15α4βb6 − 4α4b1 − 12α3a4β + 10α3βb3 − 10α2a2β + 21α2a7β2
+27α2β2b6 − 16α2βb1 − 24αa4β2 − 15αβ2b3 + 10a2β2 − 6a7β3
−3β3b6 + 4β2b1
)
+ sin4 θ cos4 θ
(
20α6a8 − 15α6b9 − 5α5a5
+17α4a8β + 15α
4βb9 − 22α3a5β − 6α2a8β2 + 27α2β2b9 − 9αa5β2
−3a8β3 − 3β3b9
)
,
A8 =
√
α2 − βR2 cos2 θ + β (αa9 (15α4 − 10α2β − 9β2) sin5 θ cos4 θ
+sin2 θ cos7 θ
(
15α5a6 + 9α
5a8 − 6α5b7 − 9α4a3 − 4α4a5 + 5α4b4
+4α3a1 − 10α3a6β + 10α3a8β + 20α3βb7 − 4α3b2 − 6α2a3β
−16α2a5β − 10α2βb4 + 8αa1β − 9αa6β2 − 15αa8β2 − 6αβ2b7
+4αβb2 + 3a3β
2 + 4a5β
2 + β2b4
)
+ cos9 θ
(
9α5a6 − 4α4a3
+10α3a6β − 16α2a3β + 12αa1β − 15αa6β2 + 4a3β2
)
+sin3 θ cos6 θ
(
15α5a7 + 9α
5a9 − 6α5b8 − 9α4a4 + 5α4b5 + 4α3a2
−10α3a7β + 10α3a9β + 20α3βb8 − 6α2a4β − 10α2βb5 + 8αa2β
−9αa7β2 − 15αa9β2 − 6αβ2b8 + 3a4β2 + β2b5
)
+sin θ cos8 θ
(
9α5a7 − 6α5b6 − 4α4a4 + 5α4b3 + 10α3a7β
+20α3βb6 − 4α3b1 − 16α2a4β − 10α2βb3 + 12αa2β − 15αa7β2
−6αβ2b6 + 4αβb1 + 4a4β2 + β2b3
)
+ sin4 θ cos5 θ
(
15α5a8
−6α5b9 − 9α4a5 − 10α3a8β + 20α3βb9 − 6α2a5β − 9αa8β2
−6αβ2b9 + 3a5β2
))
,
A9 = a9
(
6α6 − 25α4β − 12α2β2 + 3β3) sin5 θ cos5 θ + sin2 θ cos8 θ (6α6a6
+5α6a8 − α6b7 − 5α5a3 − 4α5a5 + α5b4 + 4α4a1 − 25α4a6β
−10α4a8β + 15α4βb7 − α4b2 + 6α3a3β − 4α3a5β − 10α3βb4
+4α2a1β − 12α2a6β2 − 27α2a8β2 − 15α2β2b7 + 6α2βb2 + 11αa3β2
+16αa5β
2 + 5αβ2b4 − 4a1β2 + 3a6β3 + 4a8β3 + β3b7 − β2b2
)
+cos10 θ
(
5α6a6 − 4α5a3 + 3α4a1 − 10α4a6β − 4α3a3β + 10α2a1β
−27α2a6β2 + 16αa3β2 − 5a1β2 + 4a6β3
)
+ sin3 θ cos7 θ
(
6α6a7
+5α6a9 − α6b8 − 5α5a4 + α5b5 + 4α4a2 − 25α4a7β − 10α4a9β
+15α4βb8 + 6α
3a4β − 10α3βb5 + 4α2a2β − 12α2a7β2 − 27α2a9β2
−15α2β2b8 + 11αa4β2 + 5αβ2b5 − 4a2β2 + 3a7β3 + 4a9β3 + β3b8
)
+sin θ cos9 θ
(
5α6a7 − α6b6 − 4α5a4 + α5b3 + 3α4a2 − 10α4a7β
+15α4βb6 − α4b1 − 4α3a4β − 10α3βb3 + 10α2a2β − 27α2a7β2
−15α2β2b6 + 6α2βb1 + 16αa4β2 + 5αβ2b3 − 5a2β2 + 4a7β3 + β3b6
−β2b1
)
+ sin4 θ cos6 θ
(
6α6a8 − α6b9 − 5α5a5 − 25α4a8β + 15α4βb9
+6α3a5β − 12α2a8β2 − 15α2β2b9 + 11αa5β2 + 3a8β3 + β3b9
)
,
A10 =
√
α2 − βR2 cos2 θ + β (αa9 (α4 − 10α2β + 5β2) sin5 θ cos6 θ
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+sin2 θ cos9 θ
(
α5a6 + α
5a8 − α4a3 − α4a5 + α3a1 − 10α3a6β
−10α3a8β + 6α2a3β + 6α2a5β − 3αa1β + 5αa6β2 + 5αa8β2 − a3β2
−a5β2
)
+ cos11 θ
(
α5a6 − α4a3 + α3a1 − 10α3a6β + 6α2a3β
−3αa1β + 5αa6β2 − a3β2
)
+ sin3 θ cos8 θ
(
α5a7 + α
5a9 − α4a4
+α3a2 − 10α3a7β − 10α3a9β + 6α2a4β − 3αa2β + 5αa7β2 + 5αa9β2
−a4β2
)
+ sin θ cos10 θ
(
α5a7 − α4a4 + α3a2 − 10α3a7β + 6α2a4β
−3αa2β + 5αa7β2 − a4β2
)
+ sin4 θ cos7 θ
(
α5a8 − α4a5 − 10α3a8β
+6α2a5β + 5αa8β
2 − a5β2
))
,
A11 = −a9β
(
5α4 − 10α2β + β2) sin5 θ cos7 θ − β sin2 θ cos10 θ (5α4a6
+5α4a8 − 4α3a3 − 4α3a5 + 3α2a1 − 10α2a6β − 10α2a8β + 4αa3β
+4αa5β − a1β + a6β2 + a8β2
)− β cos12 θ (5α4a6 − 4α3a3 + 3α2a1
−10α2a6β + 4αa3β − a1β + a6β2
)− β sin3 θ cos9 θ (5α4a7 + 5α4a9
−4α3a4 + 3α2a2 − 10α2a7β − 10α2a9β + 4αa4β − a2β + a7β2
+a9β
2
)− β sin θ cos11 θ (5α4a7 − 4α3a4 + 3α2a2 − 10α2a7β + 4αa4β
−a2β + a7β2
)− β sin4 θ cos8 θ (5α4a8 − 4α3a5 − 10α2a8β + 4αa5β
+a8β
2
)
Q1 = 2(R cos θ − 1)(R cos θ + 1)
(
αR cos θ
√
α2 − βR2 cos2 θ + β + α2
−βR2 cos2 θ + β) (2αR cos θ√α2 − βR2 cos2 θ + β +R2 (α2
−β) cos2 θ + α2 + β)2 .
Integrating the right part of diﬀerential equation (13) we get the averaging
function f : (0, 1)→ R given by
f(R) = f0
[(
α2a6 − 3α2a8 − α2b7 + 3α2b9 + a1 + a6β − 3a8β
4 (α2 + β)
+
−βb7 + 3βb9 + b2)
4 (α2 + β)
]
+ f1
[(
α4a6 + α
4a8 − α3a3 − α3a5 + α2a1
4 (α2 + β)2
+
2α2a6β + 2α
2a8β − αa3β − αa5β − a1β + a6β2 + a8β2
)
4 (α2 + β)2
]
+
1
2
f2(a8 − b9) + f3(a6 − a8 − b7 + b9),
where
f0 = R, f1 = R
3, f2 = R
√
1−R2 and f3 =
√
1−R2/R.
We have to study the number of simple zeros of averaging function f .
For this we shall calculate the Wronskians W (f0, ..., fk), for k = 0, ..., 3 and
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prove that they do not vanish for R ∈ (0, 1). In fact,
W (f0) = R, W (f0, f1) = 2R
3, W (f0, f1, f2) = − 2R
6
(1−R2)3/2
,
W (f0, ..., f3) = −
12R2
(
R4 + 4
(√
1−R2 − 2
)
R2 − 8√1−R2 + 8
)
(R2 − 1)3 .
Obviously the ﬁrst three Wronskians do not vanish. The W (f0, ..., f3) is
equal to zero if and only if
R4 − 8R2 + 4
√
1−R2 (R2 − 2)+ 8 = 0.
Passing the term 4
√
1−R2(R2 − 2) to the right hand side of the previous
equality and taking the square in both sides we obtain R8 = 0 which is it
impossible because R ∈ (0, 1). Thus the Wronskians W (f0, .., fk) ̸= 0 for
k = 0, .., 3. Hence, since (f0, ..., f3) is an ECT–system the averaging function
f has at most 3 simple zeros and they are reached. By Theorem 4, these
zeros provide 3 limit cycles for system (1).
3.2. Proof for the class P4. Suppose that α < 0 and β > 0. The positive
function ρ that satisﬁes H(ρ cos θ, ρ sin θ) = R2 is ρ : (0,
√−α/β)→ R given
by
ρ =
βR√
β cos2 θ − sin2 θ (α+ βR2)
.
The integrating factor
µ(x, y) = − 2
(β + y2)2
corresponds to the ﬁrst integral
H(x, y) = −αy
2 − βx2
β (β + y2)
because they satisfy µP = Hy and µQ = −Hx. We transform system (4)
using Theorem 5 in the following averaging standard form
(14)
dR
dφ
= ε
7∑
i=1
Bi(φ, α, β, a, b)
Q2(R,φ, α, β)
Ri +O(ε2),
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where a = (a1, ..., a9), b = (b1, ..., b9) and
B1 = α
3b2 sin
6 θ − α2β(a1 + 2b2) sin4 θ cos2 θ + α2 sin5 θ cos θ(αb1 − a2β)
+αβ2(2a1 + b2) sin
2 θ cos4 θ − β2 sin θ cos5 θ(a2β − αb1),
−2αβ sin3 θ cos3 θ(αb1 − a2β)− a1β3 cos6 θ
B2 =
√
−α sin2 θ + β cos2 θ − βR2 sin2 θ (−α2βb5 sin5 θ
−β2 sin2 θ cos3 θ(−αa3 − αb4 + a5β)− β2 sin θ cos4 θ(a4β − αb3)
+αβ sin3 θ cos2 θ(−αb3 + a4β + βb5) + αβ sin4 θ cos θ(a5β − αb4)
−a3β3 cos5 θ
)
,
B3 = β
2 sin3 θ cos3 θ
(−α2b6 + αa7β + αβb8 − 4αb1 + 2a2β − a9β2)
−α2β sin6 θ(βb9 − 3b2) + β3 sin2 θ cos4 θ(αa6 + αb7 + 2a1 − a8β
+b2)− αβ2 sin4 θ cos2 θ(αb7 + 2a1 − a8β − βb9 + 4b2)
−αβ sin5 θ cos θ (αβb8 − 3αb1 + 2a2β − a9β2)− β3 sin θ cos5 θ(−αb6
+a7β − b1)− a6β4 cos6 θ,
B4 =
√
−α sin2 θ + β cos2 θ − βR2 sin2 θ ( β2 sin3 θ cos2 θ(−2αb3 + a4β
+βb5) + β
2 sin4 θ cos θ(a5β − 2αb4)− 2αβ2b5 sin5 θ + β3(a3
+b4) sin
2 θ cos3 θ + β3b3 sin θ cos
4 θ ) ,
B5 = −β3 sin4 θ cos2 θ(2αb7 + a1 − a8β − βb9 + 2b2)
−β2 sin5 θ cos θ (2αβb8 − 3αb1 + a2β − a9β2)
+β3 sin3 θ cos3 θ(−2αb6 + a7β + βb8 − 2b1)− αβ2 sin6 θ(2βb9 − 3b2)
+β4(a6 + b7) sin
2 θ cos4 θ + β4b6 sin θ cos
5 θ,
B6 =
√
−α sin2 θ + β cos2 θ − βR2 sin2 θ (−β3b3 sin3 θ cos2 θ
−β3b4 sin4 θ cos θ − β3b5 sin5 θ
)
,
B7 = −β4b6 sin3 θ cos3 θ − β4b7 sin4 θ cos2 θ − β3 sin5 θ cos θ(βb8 − b1)
−β3 sin6 θ(βb9 − b2),
Q2 =
(
β cos2 θ − α sin2 θ)2 (β cos2 θ − sin2 θ (α+ βR2))2 .
Integrating the right part of diﬀerential equation (14) we get the function
f : (0,
√−α/β) given by
f = αf0
(3αa6 − 3αb7 − a1 + a8β − βb9 − b2)
2(−α)3/2√β + f1
√
β(−αb7 + βb9 − b2)
2(−α)3/2
−f2 (a6 − b7)√
β
+ f3
(αa6 − αb7 + a8β − βb9)
β3/2
,
where
f0 = R, f1 = R
3, f2 = −R
√
−α− βR2 and f3 =
√−α−
√
−α− βR2
R
.
CUBIC POLYNOMIAL DIFFERENTIAL SYSTEMS 15
We have
W (f0) = R, W (f0, f1) = 2R
3, W (f0, f1, f2) =
2β2R6
(−α− βR2)3/2 ,
W (f0, ..., f3) = −12β
2R2(8α2 + 8αβR2 + 4
√−α
√
−α− βR2(2α+ βR2) + β2R4)
(α+ βR2)3
Clearly the ﬁrst three Wronskians do not vanish. The last Wronskian is
equal to zero if and only if
8α2 + 8αβR2 + b2R4 + 4
√−α
√
−α− βR2(2α+ βR2) = 0.
Passing the term 4
√−α
√
−α− βR2(2α + βR2) to the right hand side of
the previous equality and taking the square in both sides we get β4R8 =
0. This is impossible because R ∈ (0,√−α/β). Thus the Wronskians
W (f0, .., fk), k = 0, ..., 3 do not vanish for R ∈ (0,
√−α/β). Therefore, since
that (f0, ..., f3) is an ECT–system the averaging function f has at most 3
simple zeros and they are reached. By Theorem 4, these zeros provide 3
limit cycles for system (4). If α > 0 and β < 0 then we take ρ¯ = −ρ and
the result obtained is analogous.
3.3. Proof for the class P6. Again the integrating factor
µ(x, y) =
1
(α+ x)4
corresponds to the ﬁrst integral
H(x, y) =
x2 + y2
(α+ x)2
because µP = Hy and µQ = −Hx. Again by solving implicitly the equation
H(ρ cos θ, ρ cos θ) = R2 we get the positive function ρ : (0, 1)→ R given by
ρ = −
2R
(√
α2 + αR cos θ
)
R2 (2 cos2 θ − 1) +R2 − 2 .
We transform system (6) using Theorem 5 in the following averaging
standard form
(15)
dR
dφ
= ε
N(φ, α, β, a, b)
Q3(R,φ, α, β)
+O(ε2),
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where a = (a1, ..., a9), b = (b1, ..., b9) and
N = R
(
αR cos θ +
√
α2
)2 (
αa1R
6 cos8 θ − α2a3R6 cos8 θ + α3a6R6 cos8 θ
−α
√
α2a3R
5 cos7 θ + 2
(
α2
)3/2
a6R
5 cos7 θ + αa2R
6 sin θ cos7 θ
−α2a4R6 sin θ cos7 θ + α3a7R6 sin θ cos7 θ − 3αa1R4 cos6 θ
+2α2a3R
4 cos6 θ + αa1R
6 sin2 θ cos6 θ − α2a3R6 sin2 θ cos6 θ
−α2a5R6 sin2 θ cos6 θ + α3a6R6 sin2 θ cos6 θ + α3a8R6 sin2 θ cos6 θ
−α
√
α2a4R
5 sin θ cos6 θ + 2
(
α2
)3/2
a7R
5 sin θ cos6 θ
−
√
α2b1R
5 sin θ cos6 θ + α
√
α2b3R
5 sin θ cos6 θ
− (α2)3/2 b6R5 sin θ cos6 θ + 2α√α2a3R3 cos5 θ − 2 (α2)3/2 a6R3 cos5 θ
+αa2R
6 sin3 θ cos5 θ − α2a4R6 sin3 θ cos5 θ + α3a7R6 sin3 θ cos5 θ
+α3a9R
6 sin3 θ cos5 θ +
√
α2a1R
5 sin2 θ cos5 θ − 2α
√
α2a3R
5 sin2 θ cos5 θ
−α
√
α2a5R
5 sin2 θ cos5 θ + 3
(
α2
)3/2
a6R
5 sin2 θ cos5 θ
+2
(
α2
)3/2
a8R
5 sin2 θ cos5 θ −
√
α2b2R
5 sin2 θ cos5 θ
+α
√
α2b4R
5 sin2 θ cos5 θ − (α2)3/2 b7R5 sin2 θ cos5 θ
−3αa2R4 sin θ cos5 θ + 2α2a4R4 sin θ cos5 θ − αb1R4 sin θ cos5 θ
+2α2b3R
4 sin θ cos5 θ − 3α3b6R4 sin θ cos5 θ − α2a5R6 sin4 θ cos4 θ
+α3a8R
6 sin4 θ cos4 θ +
√
α2a2R
5 sin3 θ cos4 θ − 2α
√
α2a4R
5 sin3 θ cos4 θ
+3
(
α2
)3/2
a7R
5 sin3 θ cos4 θ + 2
(
α2
)3/2
a9R
5 sin3 θ cos4 θ
+α
√
α2b5R
5 sin3 θ cos4 θ − (α2)3/2 b8R5 sin3 θ cos4 θ + 3αa1R2 cos4 θ
−α2a3R2 cos4 θ − α3a6R2 cos4 θ − 2αa1R4 sin2 θ cos4 θ
+2α2a5R
4 sin2 θ cos4 θ + 3α3a6R
4 sin2 θ cos4 θ − αb2R4 sin2 θ cos4 θ
+2α2b4R
4 sin2 θ cos4 θ − 3α3b7R4 sin2 θ cos4 θ + 2α
√
α2a4R
3 sin θ cos4 θ
−2 (α2)3/2 a7R3 sin θ cos4 θ + 2√α2b1R3 sin θ cos4 θ
−3 (α2)3/2 b6R3 sin θ cos4 θ + α3a9R6 sin5 θ cos3 θ
−2α
√
α2a5R
5 sin4 θ cos3 θ + 3
(
α2
)3/2
a8R
5 sin4 θ cos3 θ
− (α2)3/2 b9R5 sin4 θ cos3 θ − 2αa2R4 sin3 θ cos3 θ
+3α3a7R
4 sin3 θ cos3 θ + 2α2b5R
4 sin3 θ cos3 θ − 3α3b8R4 sin3 θ cos3 θ
−2
√
α2a1R
3 sin2 θ cos3 θ + 2α
√
α2a3R
3 sin2 θ cos3 θ
+2α
√
α2a5R
3 sin2 θ cos3 θ +
(
α2
)3/2
a6R
3 sin2 θ cos3 θ
−2 (α2)3/2 a8R3 sin2 θ cos3 θ + 2√α2b2R3 sin2 θ cos3 θ
−3 (α2)3/2 b7R3 sin2 θ cos3 θ − α√α2a3R cos3 θ + 3αa2R2 sin θ cos3 θ
−α2a4R2 sin θ cos3 θ − α3a7R2 sin θ cos3 θ + 2αb1R2 sin θ cos3 θ
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−2α2b3R2 sin θ cos3 θ − α3b6R2 sin θ cos3 θ + 3
(
α2
)3/2
a9R
5 sin5 θ cos2 θ
+3α3a8R
4 sin4 θ cos2 θ − 3α3b9R4 sin4 θ cos2 θ − 2
√
α2a2R
3 sin3 θ cos2 θ
+2α
√
α2a4R
3 sin3 θ cos2 θ +
(
α2
)3/2
a7R
3 sin3 θ cos2 θ
−2 (α2)3/2 a9R3 sin3 θ cos2 θ − 3 (α2)3/2 b8R3 sin3 θ cos2 θ
+αa1R
2 sin2 θ cos2 θ + α2a3R
2 sin2 θ cos2 θ − α2a5R2 sin2 θ cos2 θ
−α3a8R2 sin2 θ cos2 θ + 2αb2R2 sin2 θ cos2 θ − 2α2b4R2 sin2 θ cos2 θ
−α3b7R2 sin2 θ cos2 θ − αa1 cos2 θ − α
√
α2a4R sin θ cos
2 θ
−
√
α2b1R sin θ cos
2 θ − α
√
α2b3R sin θ cos
2 θ + 3α3a9R
4 sin5 θ cos θ
+2α
√
α2a5R
3 sin4 θ cos θ +
(
α2
)3/2
a8R
3 sin4 θ cos θ
−3 (α2)3/2 b9R3 sin4 θ cos θ + αa2R2 sin3 θ cos θ + α2a4R2 sin3 θ cos θ
−α3a9R2 sin3 θ cos θ − 2α2b5R2 sin3 θ cos θ − α3b8R2 sin3 θ cos θ
+
√
α2a1R sin
2 θ cos θ − α
√
α2a5R sin
2 θ cos θ −
√
α2b2R sin
2 θ cos θ
−α
√
α2b4R sin
2 θ cos θ − αa2 sin θ cos θ − αb1 sin θ cos θ
+
(
α2
)3/2
a9R
3 sin5 θ + α2a5R
2 sin4 θ − α3b9R2 sin4 θ +
√
α2a2R sin
3 θ
−α
√
α2b5R sin
3 θ − αb2 sin2 θ
)
,
Q3 = 2α(R cos θ − 1)(R cos θ + 1)
(√
α2R cos θ + α
)4
.
Integrating the right part of diﬀerential equation (15) we obtain the av-
eraging function f : (0, 1)→ R deﬁned by
f(R) = f0
[(
α2a6 − 3α2a8
4α2
+
−α2b7b9 + 3α2 + a1 + b2
)
4α2
]
+f1
(
α2a6 + α
2a8 − αa3 − αa5 + a1
)
4α2
+
1
2
f2(a8 − b9)
+f3
(a6 − a8 − b7 + b9)
2
,
where
f0 = R, f1 = R
3, f2 = R
√
1−R2 and (
√
1−R2 − 1)/R.
We have that
W (f0) = R, W (f0, f1) = 2R
3, W (f0, f1, f3) = − 2R
6
(1−R2)3/2
,
W (f0, .., f3) = −12R2
(R4 − 8R2 + 8 + 4√1−R2 (R2 − 2))
(R2 − 1)3 .
18 J. LLIBRE, B.D. LOPES AND J.R. MORAES
The ﬁrst three Wronskians do not vanish for R ∈ (0, 1). The last Wron-
skian is equal to zero if and only if
R4 − 8R2 + 8 + 4
√
1−R2 (R2 − 2) = 0.
Passing the term 4
√
1−R2 (R2 − 2) to the right hand side and taking the
square in both sides we get R8 = 0. This is impossible because R ∈ (0, 1).
Thus the Wronskians W (f0, .., fk), k = 0, ..., 3 do not vanish for R ∈ (0, 1).
Therefore, since that (f0, ..., f3) is an ECT–system the averaging function f
has at most 3 simple zeros and they are reached. By Theorem 4, these zeros
provide 3 limit cycles for system (6).
4. Proof of Theorem 2
At ﬁrst we suppose that α2+β < 0. As before we get the positive function
ρ : (0,
√−α2/β)→ R given by
ρ =
β2R
(
α2 + β
)
αβ2R cos θ −
√
α2β2
(
β (α2 + β) sin2 θ − α2 cos2 θ (α2 + βR2 + β)) ,
by solving the implicit equation H(ρ cos θ, ρ sin θ) = R2. The integrating
factor
µ(x, y) =
α4
(α2 (β + x2)− 2αβx+ β2)2
corresponds to the ﬁrst integral
H(x, y) =
α2βy2 − α4x2
β (α2 (β + x2)− 2αβx+ β2)
because they satisfy µP = Hy and µQ = −Hx. By using Theorem 5, system
2 becomes
(16)
dR
dφ
= ε
5∑
i=1
Ci(φ, α, β, a, b)
Q4(R,φ, α, β)
Ri +O(ε2),
where a = (a1, ..., a9), b = (b1, ..., b9) and
C1 =
(
α2 + β
)2
sin2 θ cos6 θ
(
α2a1 − 2a1β − βb2
)
+ α8β2
(
α2
+β)2 sin θ cos7 θ
(
α2a2 − βb1
)− α6β3 (α2 + β)2 sin4 θ cos4 θ (2α2a1
+α2b2 − a1β − 2βb2
)
+ α6β2
(
α2 − 2β) (α2 + β)2 sin3 θ cos5 θ (α2a2
−βb1) + α4β4
(
α2 + β
)2
sin6 θ cos2 θ
(
α2a1 + 2α
2b2 − βb2
)
+α4β4
(
α2 + β
)2
sin7 θ cos θ
(
α2a2 − βb1
)− α4β3 (2α2 − β) (α2
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+β)2 sin5 θ cos3 θ
(
α2a2 − βb1
)− α4β5b2 (α2 + β)2 sin8 θ,
C2 =
√
α2β2
(
β (α2 + β) sin2 θ − α2 cos2 θ (α2 + βR2 + β)) (α2β4 (α2
+β) sin7 θ
(
α2b5 + αa2 + βb5
)
+ α6β2
(
α2 + β
)
cos7 θ
(
α2a3 + 3αa1
+a3β)− α2β3
(
α2 + β
)
sin6 θ cos θ
(
α4a5 + α
2a5β − α2βb4 − αa1β
−2αβb2 − β2b4
)
+ α4β2
(
α2 + β
)
sin2 θ cos5 θ
(
α4a3 + α
4a5
+3α3a1 + α
2a5β − α2βb4 − 4αa1β − 2αβb2 − a3β2 − β2b4
)
+α4β2
(
α2 + β
)
sin θ cos6 θ
(
α4a4 + 3α
3a2 + α
2a4β − α2βb3
−2αβb1 − β2b3
)− α2β3 (α2 + β) sin5 θ cos2 θ (α4a4 + α4b5
+4α3a2 + α
2a4β − α2βb3 − αa2β − 2αβb1 − β2b3 − β2b5
)
+α2β2
(
α2 + β
)
sin4 θ cos3 θ
(
α6a5 − α4a3β − α4βb4 − 4α3a1β
−2α3βb2 − α2a3β2 − α2a5β2 + αa1β2 + 2αβ2b2 + β3b4
)
+α2β2
(
α2 + β
)
sin3 θ cos4 θ
(
α6a4 + 3α
5a2 − α4βb3 − α4βb5
−4α3a2β − 2α3βb1 − α2a4β2 − α2β2b5 + 2αβ2b1 + β3b3
))
,
C3 = α
6β3
(
α2 + β
) (
2a1α
4 − a6βα4 − 2a3βα3 − 2a6β2α2 − 3a1βα2
−2a3β2α− a6β3
)
cos8 θ + α4β3
(
α2 + β
) (
2a2α
6 − a7βα6
−2a4βα5 − 2a7β2α4 − 3a2βα4 − βb1α4 + β2b6α4 − 2a4β2α3
+β2b3α
3 − a7β3α2 + β2b1α2 + 2β3b6α2 + β3b3α
+β4b6
)
sin θ cos7 θ + α4β3
(
α2 + β
) (
2a1α
6 − a6βα6 − a8βα6
−2a3βα5 − 2a5βα5 − a6β2α4 − 2a8β2α4 − 6a1βα4 − βb2α4
+β2b7α
4 + a3β
2α3 − 2a5β2α3 + β2b4α3 + a6β3α2 − a8β3α2
+5a1β
2α2 + β2b2α
2 + 2β3b7α
2 + 3a3β
3α+ β3b4α+ a6β
4
+β4b7
)
sin2 θ cos6 θ + α2β3
(
α2 + β
) (
2a2α
8 − a7βα8 − a9βα8
−2a4βα7 − a7β2α6 − 2a9β2α6 − 6a2βα6 − βb1α6 + β2b6α6
+β2b8α
6 + a4β
2α5 + β2b3α
5 + β2b5α
5 + a7β
3α4 − a9β3α4
+5a2β
2α4 + 2β2b1α
4 + β3b6α
4 + 2β3b8α
4 + 3a4β
3α3 + β3b5α
3
+a7β
4α2 − β3b1α2 − β4b6α2 + β4b8α2 − β4b3α− β5b6
)
sin3 θ cos5 θ
−α2β4 (α2 + β) (a8α8 + 2a5α7 + 3a1α6 − a6βα6 + a8βα6 + b2α6
−βb7α6 − βb9α6 − 3a3βα5 − a5βα5 − βb4α5 − 2a6β2α4 − a8β2α4
−6a1βα4 − 2βb2α4 − β2b7α4 − 2β2b9α4 − 2a3β2α3 − 3a5β2α3
−a6β3α2 − a8β3α2 + 2a1β2α2 + β2b2α2 + β3b7α2 − β3b9α2 + a3β3α
+β3b4α+ β
4b7
)
sin4 θ cos4 θ − α2β4 (α2 + β) (a9α8 + 3a2α6 − a7βα6
+a9βα
6 − βb8α6 − 3a4βα5 − βb5α5 − 2a7β2α4 − a9β2α4 − 6a2βα4
−βb1α4 + β2b6α4 − β2b8α4 − 2a4β2α3 + β2b3α3 − a7β3α2 − a9β3α2
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+2a2β
2α2 + β2b1α
2 + 2β3b6α
2 + β3b8α
2 + a4β
3α+ β3b3α+ β
3b5α
+β4b6 + β
4b8
)
sin5 θ cos3 θ + α2β5
(
α2 + β
) (
a8α
6 + b9α
6 + 3a5α
5
+a1α
4 + 2a8βα
4 + b2α
4 − βb7α4 + βb9α4 − a3βα3 + 2a5βα3
−βb4α3 + a8β2α2 − 2a1βα2 − βb2α2 − 2β2b7α2 − β2b9α2 − a3β2α
−a5β2α− β2b4α− β3b7 − β3b9
)
sin6 θ cos2 θ + α2β5
(
α2 + β
) (
a9α
6
+a2α
4 + 2a9βα
4 − βb8α4 − a4βα3 − βb5α3 + a9β2α2 − 2a2βα2
−2β2b8α2 − a4β2α− β2b5α− β3b8
)
sin7 θ cos θ
−α2β6 (α2 + β)2 (b9α2 + a5α+ βb9) sin8 θ,
C4 =
√
α2β2
(
β (α2 + β) sin2 θ − α2 cos2 θ (α2 + βR2 + β)) (αa9β5 (α2
+β)2 sin7 θ − αβ4 (α2 + β) sin6 θ cos θ (α3a5 − α2a8β − αa5β − a8β2)
−αβ4 sin5 θ cos2 θ (α6a9 + α5a4 + 3α4a2 − α4a7β + α4a9β − α2a2β
−2α2a7β2 − α2a9β2 − αa4β2 − a7β3 − a9β3
)
+ α3β3 cos7 θ
(
α5a3
+3α4a1 − α4a6β − α2a1β − 2α2a6β2 − αa3β2 − a6β3
)
+α3β3 sin θ cos6 θ
(
α5a4 + 3α
4a2 − α4a7β − α2a2β − 2α2a7β2
−αa4β2 − a7β3
)
+ αβ3 sin2 θ cos5 θ
(
α7a3 + α
7a5 + 3α
6a1
−α6a6β − α6a8β − α5a3β − 4α4a1β − α4a6β2 − 2α4a8β2 − α3a3β2
−α3a5β2 + α2a1β2 + α2a6β3 − α2a8β3 + αa3β3 + a6β4
)
+αβ3 sin4 θ cos3 θ
(
α7a5 − α6a8β − α5a3β − α5a5β − 3α4a1β
+α4a6β
2 − α4a8β2 − α3a5β2 + α2a1β2 + 2α2a6β3 + α2a8β3 + αa3β3
+αa5β
3 + a6β
4 + a8β
4
)
+ αβ3 sin3 θ cos4 θ
(
α7a4 + 3α
6a2 − α6a7β
−α6a9β − α5a4β − 4α4a2β − α4a7β2 − 2α4a9β2 − α3a4β2 + α2a2β2
+α2a7β
3 − α2a9β3 + αa4β3 + a7β4
))
,
C5 = α
4β6
(
α2 + β
)
sin6 θ cos2 θ
(
α2a8 + 2αa5 + a8β
)
+ α4a9β
6
(
α2
+β)2 sin7 θ cos θ + α4β4 sin3 θ cos5 θ
(
α6a2 − α6a7β − α6a9β
−2α5a4β − 4α4a2β − α4a7β2 − 2α4a9β2 + 3α2a2β2 + α2a7β3
−α2a9β3 + 2αa4β3 + a7β4
)
+ α6β4 cos8 θ
(
α4a1 − α4a6β − 2α3a3β
−3α2a1β − 2α2a6β2 − 2αa3β2 − a6β3
)− α4β5 sin5 θ cos3 θ (α6a9
+α4a2 − α4a7β + α4a9β − 2α3a4β − 3α2a2β − 2α2a7β2 − α2a9β2
−2αa4β2 − a7β3 − a9β3
)
+ α6β4 sin θ cos7 θ
(
α4a2 − α4a7β
−2α3a4β − 3α2a2β − 2α2a7β2 − 2αa4β2 − a7β3
)
−α4β5 sin4 θ cos4 θ (α6a8 + 2α5a5 + α4a1 − α4a6β + α4a8β
−2α3a3β − 3α2a1β − 2α2a6β2 − α2a8β2 − 2αa3β2 − 2αa5β2
−a6β3 − a8β3
)
+ α4β4 sin2 θ cos6 θ
(
α6a1 − α6a6β − α6a8β
−2α5a3β − 2α5a5β − 4α4a1β − α4a6β2 − 2α4a8β2 − 2α3a5β2
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+3α2a1β
2 + α2a6β
3 − α2a8β3 + 2αa3β3 + a6β4
)
,
Q4 = 2
(
α2 + β
)2 (
α2 cos2 θ − β sin2 θ)3 S (S − αβ2R cos θ) ,
with
S =
√
α2β2
(
β (α2 + β) sin2 θ − α2 cos2 θ (α2 + βR2 + β)).
Integrating the right part of diﬀerential equation (16) we obtain the av-
eraging function f : (0,
√−α2/β)→ R given by
f(R) = βf0
[(
3α4a8 − 3α4b9 + α2a1 + α2a6β + 3α2a8β − α2βb7
4α(−β)3/2 (α2 + β)
+
−3α2βb9 + α2b2 + a6β2 − β2b7
)
4α(−β)3/2 (α2 + β)
]
+β2f1
[(
α6a8 + α
5a5 + α
4a1 − α4a6β + 2α4a8β − α3a3β
4α3(−β)3/2 (α2 + β)2
+
α3a5β − α2a1β − 2α2a6β2 + α2a8β2 − αa3β2 − a6β3
)
4α3(−β)3/2 (α2 + β)2
]
−f2
β
(
α2 + β
)2
(a8 − b9)
2(−β)3/2 + f3
(
α2a8 − α2b9 + a6β − βb7
)
2(−β)3/2 ,
where
f0 = R, , f1 = R
3, f2 = R
√
α2 + βR2,
f3 =
(
α− (α2 + β)2
√
α2 + βR2
)
.
The Wronskians W (f0, ..., fk), for k = 0, .., 3 are given by
W (f0) = R, W (f0, f1) = 2R
3, W (f0, f1, f2) = − 2β
2R6
(α2 + βR2)3/2
,
W (f0, ..., f3) = − 12β
2R2
(α2 + βR2)7/2
((
α2 + β
)2√
α2 + βR2 (8α4 + 8α2βR2
+β2R4) −4α(α2 + βR2)(2α2 + βR2)) .
Obviously the ﬁrst three Wronskians do not vanish becauseR ∈ (0,√−α2/β).
The last Wronskian is equal to zero if and only if(
α2 + β
)2√
α2 + βR2(8α4+8α2βR2+β2R4)−4α(α2+βR2)(2α2+βR2) = 0.
Passing the term [
(
α2 + β
)2√
α2 + βR2(8α4+8α2βR2+β2R4) to the right
hand side of the previous equality and taking the square in both sides we
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get (−α2 − βR2) (64α16 + 128α14βR2 + 256α14β + 80α12β2R4
+512α12β2R2 + 384α12β2 + 16α10β3R6 + 320α10β3R4 + 768α10β3R2
+256α10β3 + α8β4R8 + 64α8β4R6 + 480α8β4R4 + 512α8β4R2 + 64α8β4
−64α8 + 4α6β5R8 + 96α6β5R6 + 320α6β5R4 + 128α6β5R2 − 128α6βR2
+6α4β6R8 + 64α4β6R6 + 80α4β6R4 − 80α4β2R4 + 4α2β7R8 + 16α2β7R6
−16α2β3R6 + β8R8) = 0.
The factor
(−α2 − βR2) does not vanish. Taking the variable change h =
R2, in the second factor in the left hand side of the previous equation we
obtain the polynomial of degree 4
p(h) = 64α16 + 128α14βh+ 256α14β + 80α12β2h2 + 512α12β2h
+384α12β2 + 16α10β3h3 + 320α10β3h2 + 768α10β3h+ 256α10β3
+64α8β4h3 + 480α8β4h2 + 512α8 + α8β4h4β4h+ 64α8β4
−64α8 + 4α6β5h4 + 96α6β5h3 + 320α6β5h2 + 128α6β5h
−128α6βh+ 6α4β6h4 + 64α4β6h3 + 80α4β6h2 − 80α4β2h2
+4α2β7h4 + 16α2β7h3 − 16α2β3h3 + β8h4.
For get its zeros we apply the result given in [17]. We rewrite this polynomial
as follows
p(h) = s4 + s3h+ s2h
2 + s1h
3 + s0h
4.
We look to the expressions
D2 = 3s
2
1 − 8s0s2,
D3 = 16s
2
0s2s4 − 18s20s23 − 6s0s21s4 + 14s0s1s2s3 − 4s0s32 − 3s31s3 + s21s22,
D4 = 256s
3
0s
3
4 − 192s20s1s3s24 − 128s20s22s24 + 144s20s2s23s4 − 27s20s43
+144s0s
2
1s2s
2
4 − 6s0s21s23s4 − 80s0s1s22s3s4 + 18s0s1s2s33 + 16s0s42s4
−4s0s32s23 − 27s41s24 + 18s31s2s3s4 − 4s31s33 − 4s21s32s4 + s21s22s23,
E1 = 8s
2
0s3 − 4s0s1s2 + s31.
Thus we get
D2 = 128α
4β6(α2 + β − 1)(α2 + β + 1)((α2 + β)2 + 1)((α2 + β)4 − 6),
D3 = 16384α
12β10(α2 + β − 1)2(α2 + β + 1)2((α2 + β)2 + 1)2(17(α2 + β)4
−4),
D4 = 67108864α
24β12(α2 + β − 1)3(α2 + β)4(α2 + β + 1)3((α2 + β)2 + 1)3,
E1 = −1024α6β9(α2 + β − 1)(α2 + β + 1)((α2 + β)2 + 1)(3(α2 + β)4 − 4).
We recall that β < 0, α2 + β < 0 and R ∈ (0,√−α2/β). Thus,
(i) If D4 = 0, then D2 = 0 and D3 = 0. This implies that the polyno-
mial p has 1 real root of multiplicity 4 (see [17]). However D4 = 0 if
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and only if α2 + β + 1 = 0. We have that
p(0) = 64α8(α2 + β − 1)(α2 + β + 1)((α2 + β)2 + 1).
Since α2 + β + 1 = 0, p(0) = 0. Therefore h = 0 is the real root of p
of multiplicity 4. This is impossible because R ∈ (0,√−α2/β).
(ii) If D4 > 0, then α
2 + β + 1 < 0. Thus D2 < 0 and the polynomial p
does not have real roots (see [17]).
(iii) If D4 < 0, i.e., −1 < α2 + β < 0, then the polynomial p has 2 real
roots but this can not happens because α2 + β ̸∈ (−1, 0).
Hence the Wronskian W (f0, .., f3) does not vanish for R ∈ (0,
√−α2/β).
Therefore, since that (f0, ..., f3) is an ECT–system the averaging function f
has at most 3 simple zeros and they are reached. By Theorem 4, these zeros
provide 3 limit cycles for system (2).
If we suppose that α2+β > 0 then we repeat the calculus with the positive
function
ρ¯ =
β2R(α2 + β)√
α2β2(β(α2 + β) sin2 θ − α2 cos2 θ(α2 + βR2 + β)) + αβ2R cos θ
and we ensure that system (2) has at most 3 limit cycles and they are reached
since α2 + β ̸∈ (0, 1). So Theorem 2 is proved.
5. Comments about the classes P3 and P5
The computation of the number N for the classes P3 and P5 remains
open. For the class P3, after translating the center of the system to the
origin of coordinates, the new diﬀerential system has the ﬁrst integral
H(x, y) =
α2x2 − 2α2xy + α2y2 + x2 + 2xy + y2
4α2 (α4 − 2α2x− 2α2y + α2 + x2 + 2xy + y2) ,
and the corresponding integrating factor is
µ(x, y) =
1
((−α2 + x+ y)2 + α2)2 .
Repeating the same process than in the proofs of Theorems 1 and 2, we ﬁnd
a positive function ρ given by
ρ =
4R2α4(sin θ + cos θ)− 2R√S
2 sin θ cos θ((4R2 + 1)α2 − 1) + (4R2 − 1)α2 − 1 ,
where
S = α4((2− 4R2)α2 − 2 sin θ cos θ(4R2α2 + α4 − 1) + α4 + 1),
and we obtain a system in the standard form of the averaging theorem
(17)
dR
dφ
= ε
11∑
i=1
Di(φ, α, β, a, b)
Q5(R,φ, α, β)
Ri +O(ε2),
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where the denominator Q5 is given by
Q5 = α
4((α2 − 1) sin 2θ − α2 − 1)3(sin 2θ((4R2 + 1)α2 − 1) + (4R2 − 1)α2
−1)((α2 − 1) sin 2θ((4R2 − 1)α2 − 1) + α2(4R2(α2 − 1) + α2 + 2)
−4R(sin θ
+cos θ
√
α4(α2(−4R2 + α2 + 2)− sin 2θ(4R2α2 + α4 − 1) + 1)
+1)2(sin 2θ(4R2α2 + α4 − 1) + 2R sin θ)
+ cos θ)
√
α4(α2(−4R2 + α2 + 2)− sin 2θ(4R2α2 + α4 − 1) + 1)
+(2Rα− α2 − 1)(2Rα+ α2 + 1).
Due to the expression of the denominator Q5 we cannot compute the
integral for applying the averaging theory of ﬁrst order for equation (17).
The same problem with the integral happens with the class P5. However we
obtain the number of inﬁnitesimal limit cycles that bifurcate from origin for
these classes by using the averaging of ﬁfth order.
6. Proof of Theorem 3
6.1. Proof for the Class P3. In order to simplify the computations we
denote 1+α2 by a in the system corresponding to the class P3. Translating
the center (−a/2,−a/2) of the class P3 to the origin of coordinates we obtain
the polynomial diﬀerential system
X˙ = P (X,Y ) =
1
2
(a− 2X) (X(a−X − 2)− aY + Y 2) ,
Y˙ = Q(X,Y ) = −1
2
(a− 2Y ) (a(Y −X) +X2 − Y (Y + 2)) .
We perturb the previous system up to ﬁfth order as follows
X˙ = P (X,Y ) + εi
5∑
i=1
pi(X,Y ),
Y˙ = Q(X,Y ) + εi
5∑
i=1
qi(X,Y ),
where
p1(X,Y ) = a1X + a2Y + a3X
2 + a4XY + a5Y
2 + a6X
3 + a7X
2Y
+a8XY
2 + a9Y
3,
q1(X,Y ) = α1X + α2Y + α3X
2 + α4XY + α5Y
2 + α6X
3 + α7X
2Y
+α8XY
2 + α9Y
3.
The polynomials p2, p3, p4 and p5 are given changing the character a by
b, c, d and e in p1 respectively and the polynomials q2, q3, q4 and q5 are
obtained changing the character α by β, γ, δ and ϕ respectively.
We take the variable changes X = εx and Y = εy just to study the
bifurcations surround the origin and we pass the system obtained in the
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variables x and y to the real Jordan Form. Due the size of the system
obtained in the real Jordan form we do not give it explicitly here. After we
pass the system to the polar coordinates taking x = r cos θ and y = r sin θ
and we take the quotient r˙/θ˙ and we obtain the diﬀerential equation in the
standard form of the averaging of ﬁfth order
dr
dθ
=
5∑
i=1
Kiεi.
The coeﬃcients Ki are very large and we do not explicitly it here. Calcu-
lating the functions fi as in Theorem 4 we obtain
f1 =
πr(a1 + α2)√
(a− 1)a2 .
Take α2 = −a1. So we have f1 = 0 and we obtain following the process in
Theorem 4
f2 =
πr(b1 + β2)√
(a− 1)a2 .
Take b1 = −β2. Thus f2 = 0 and we get
f3 =
π(a− 1)a2r(c1 + γ2)
((a− 1)a2)3/2
+
π(a− 1)r3
4a ((a− 1)a2)3/2
(
3a3a6 + 2a
3a7 + a
3α7
+a3a8 + 2a
3α8 + 3a
3α9 + 4a
2a3 + 4a
2α3 + 4a
2a4 + 4a
2α4 + 4a
2a5
+4a2α5 − 4a2a7 − 4a2α8 + 8aα1 + 8aa2 − 8aa4 − 8aα4 − 16α1
−16a2) .
Solving in the variable a4 the equation obtained equalling to zero the
factor that multiplies pi(a−1)r
3
4a((a−1)a2)3/2 and taking c1 = −γ2 we have f3 = 0.
Following the process we obtain
f4 = A1r +A3r
3,
where
A1 =
πr(d1 + δ2)√
(a− 1)a2 .
The coeﬃcient A3 is too large thus we do not explicitly it here but it is given
in the variables
a, a1, a2, a3, a5, a6, a7, a8, b2, b3, b4, b5, b6, b7, b8, α1, α3, α4, α5, α7, α8, α9,
β1, β3, β4, β5, β7, β8, β9.
The coeﬃcients A1 and A3 are linearly independent because the parameter
d1 that appears in A1 does not appear in A3. Taking d1 = −δ2 and solving
A3 = 0 in the variable β3 we have that f4 = 0. Following the process we
obtain
f5 = C1r + C3r
3 + C5r
5,
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where
C1 = −πr(e1 + ϕ2)√
(a− 1)a2 .
Again we do not have explicitly C3 but it is given in the variables
a, a1, a2, a3, a5, a6, a7, a8, a9, b2, b3, b4, b5, b6, b7, b8, b9, c2, c3, c4, c5, c6, c7,
c8, α1, α3, α4, α5, α6, α7, α8, α9, β1, β2, β4, β5, β6, β7, β8, β9, γ1, γ2, γ3, γ4,
γ5, γ7, γ8, γ9.
The coeﬃcient C5 is given by
π((a− 2)a6 − a(2α6 + α7 + a8 + 2a9 − α9) + 2(α7 + a8 − α9))
2a3
√
(a− 1)a2 .
The coeﬃcients C1, C2 and C3 are mutually linearly independents. In fact,
the parameter ϕ2 that appears in C1 does not appear in C3 and C5 and the
parameter a1 that appears in C3 does not appear in C1 and C5.
Therefore the limit cycles appear in the third, fourth and ﬁfth order. The
functions f3 and f4 have at most 1 simple zero and the function f5 has at
most 2 simple zeros and they are reached. This means that the perturbation
of the class P5 has at most 2 limit cycles by using the averaging theory of
ﬁfth order.
6.2. Proof for the Class P5 with d = 0. Take d = 0 in the class P5.
The two centers obtained are symmetric with x−axis. So without loss of
generality we consider the center (−β,−βγ). Translating this center to the
origin we obtain the system
X˙ = P (X,Y ) = (β −X) (−X (γ2(X − 2β) +X)− 2βγY + Y 2) ,
Y˙ = Q(X,Y ) = (Y − βγ) ((γ2 + 1)X(X − 2β) + 2βγY − Y 2)
We perturb the previous system upto ﬁfth order as follows
X˙ = P (X,Y ) + εi
5∑
i=1
pi(X,Y ),
Y˙ = Q(X,Y ) + εi
5∑
i=1
qi(X,Y ),
where
p1(X,Y ) = a1X + a2Y + a3X
2 + a4XY + a5Y
2 + a6X
3 + a7X
2Y
+a8XY
2 + a9Y
3,
q1(X,Y ) = α1X + α2Y + α3X
2 + α4XY + α5Y
2 + α6X
3 + α7X
2Y
+α8XY
2 + α9Y
3.
The polynomials p2, p3, p4 and p5 are given changing the character a by
b, c, d and e in p1 respectively and the polynomials q2, q3, q4 and q5 are
obtained changing the character α by β, γ, δ and ϕ respectively.
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Now to study the bifurcations surround the origin we take the variable
changesX = εx and Y = εy and we pass the system obtained in the variables
x and y to the real Jordan Form. Due the size of the system obtained in the
real Jordan form we do not give it explicitly here. After we pass the system
to the polar coordinates taking x = r cos θ and y = r sin θ and we take the
quotient r˙/θ˙ and we obtain the diﬀerential equation in the standard form of
the averaging of ﬁfth order
dr
dθ
=
5∑
i=1
Kiεi.
The coeﬃcients Ki are very large and we do not explicitly it here. Calcu-
lating the functions fi as in Theorem 4 we obtain
f1 = −πr(a1 + α2)
2β2γ
.
Take α2 = −a1. So we have f1 = 0 and we obtain following the process in
Theorem 4
f2 = −πr(b1 + β2)
2β2γ
.
Take β2 = −b1. Thus f2 = 0 and we get
f3 =
πr3
8β4γ3
(
2a1 − 2a2γ3 − 2a3βγ2 − 2a4βγ3 − 2a5βγ4 − 2a5βγ2 − 3a6β2γ2
−2a7β2γ3 − a8β2γ4 − a8β2γ2 − 3α9β2γ4 − 2α8β2γ3 − α7β2γ2
−3α9β2γ2 − 2α5βγ3 − 2α4βγ2 − 2α3βγ − 2α5βγ − 2α1γ
)− πr(c1 + γ2)
2β2γ
.
Solving in the variable a4 the equation obtained equalling to zero the
factor that multiplies pir
3
8β4γ3
and taking c1 = −γ2 we have f3 = 0. Following
the process we obtain
f4 = A1r +A3r
3,
where
A1 = −πr(d1 + δ2)
2β2γ
.
The coeﬃcient A3 is too large thus we do not explicitly it here but it is given
in the variables
β, γ, a1, a3, a5, a6, a8, a2, α1, a7, α3, α4, α5, α7, α8, α9, b3, b5, b6, b8, b2, b4,
β7, β1, β2, β3, β4, β5, β7, β8, β9.
The coeﬃcients A1 and A3 are linearly independent because the parameter
d1 that appears in A1 does not appear in A3. Taking d1 = −δ2 and solving
A3 = 0 in the variable β3 we have that f4 = 0. Following the process we
obtain
f5 = C1r + C3r
3 + C5r
5,
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where
C1 = −πr(e1 + ϕ2)
2β2γ
.
Again we do not have explicitly C3 but it is given in the variables
β, γ, a1, a3, a5, a6, a8, a7, a2, α1, α3, α4, α5, α7, α8, α9, b2, β1, β2, b3, b5,
b4, β4, β5, b6, b8, b7, β7, β8, β9, c2, c3, c4, c5, c6, c7, c8, γ1, γ2, γ3, γ4, γ5, γ7,
γ8, γ9.
The coeﬃcient C5 is given by
π
(
γ
(−a6 + α7 + a8γ2 + a8 − α9(γ2 + 1))+ 2α6 + 2a9(γ2 + 1)2)
16β4γ2
.
The coeﬃcients C1, C2 and C3 are mutually linearly independents. In fact,
the parameter ϕ2 that appears in C1 does not appear in C3 and C5 and the
parameter a1 that appears in C3 does not appear in C1 and C5.
Thus, the limit cycles appear in the third, fourth and ﬁfth order. The
functions f3 and f4 have at most 2 simple zeros and the function f5 has at
most 3 simple zeros and they are reached. This means that the perturbation
of the class P5 for d = 0 has at most 2 limit cycles by using the averaging
theory of ﬁfth order.
We can repeat the process for d = 1 with the same tools and conclude
that the class P5 has at most 2 limit cycles and they are reached.
7. Example with 3 Cycles for the Class P5
Now we present an example with 3 limit cycles for the class P5. This
example was obtained for d = 0. As in the previous subsection we perturb
the system up to seventh order as follows
X˙ = P (X,Y ) + εi
7∑
i=1
pi(X,Y ),
Y˙ = Q(X,Y ) + εi
7∑
i=1
qi(X,Y ),
where
p1(X,Y ) = a1X + a2Y + a3X
2 + a4XY + a5Y
2 + a6X
3 + a7X
2Y
+a8XY
2 + a9Y
3,
q1(X,Y ) = α1X + α2Y + α3X
2 + α4XY + α5Y
2 + α6X
3 + α7X
2Y
+α8XY
2 + α9Y
3.
The polynomials p2, p3, p4, p5, p6 and p7, are given changing the character
a by b, c, d, e, i and j in p1 respectively and the polynomials q2, q3, q4, q5, q6
and q7 are obtained changing the character α, β, γ, δ, ϕ, ι and φ respectively.
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We vanish some coeﬃcients of the polynomials pi and qi for i = 1, ..., 7. We
vanish the coeﬃcients
a3, a5, a7, a8, a9, b1, b3, b4, b5, b6, b7, b8, c2, c4, c5, c6, c7, c9, d1, d2, d3, d4, d5,
d7, d8, d9, e3, e4, e5, e6, e7, e8, e9, i2, i3, i4, i5, i6, i7, i8, i9, j2, j3, j4, j5, j6, j7,
j8, j9, α1, α2, α3, α4, α5, α6, α8, β1, β4, β5, β6, β7, β8, γ1, γ3, γ4, γ5, γ6, γ7,
γ8, δ1, δ3, δ4, δ5, δ7, δ8, δ9, ϕ1, ϕ3, ϕ4, ϕ5, ϕ6, ϕ7, ϕ8, ϕ9, ι1, ι3, ι4, ι5, ι7, ι8, ι9,
φ1, φ3, φ4, φ5, φ6, φ7, φ8, φ9.
As before, taking X = εx and Y = εy, passing the system for the real
Jordan Form and after for the polar coordinates we obtain
dr
dθ
=
7∑
i=1
Kiεi.
Calculating the functions fi as in Theorem 4 we have
f1 = −πa1r
2β2γ
.
Take a1 = 0. Thus f1 = 0 and following the process we have
f2 = −πβ2r
2β2γ
.
Take β2 = 0. So f2 = 0 and we get
f3 =
πr3
(−2a2γ3 − 2a4βγ3 − 3a6β2γ2 − 3α9β2γ4 − α7β2γ2 − 3α9β2γ2)
8β4γ3
−πr(c1 + γ2)
2β2γ
.
Take
a4 =
−2α− 2γ − 3a6β2 − α7β2 − 3α9β2 − 3α9β2γ2
2βγ
, c1 = −γ2.
Thus f3 = 0 and we obtain
f4 = D1r +D3r
3
where
D1 = − πδ2
2β2γ
,
D3 = − 1
64β6γ4
π
(
2a22
(
γ3 + γ
)
+ a2β
2
((−2γ4 − 7γ2 − 1) (3a6 + α7)
−3a9
(
γ2 + 1
)2 (
2γ2 + 1
))
+ β2γ
(
9a26β
2
(
γ2 + 1
)
+ 6a6β
2
(
γ2
+1)
(
α7 + 3α9
(
γ2 + 1
))
+ β
(
β
(
γ2 + 1
) ((
α7 + 3α9
(
γ2 + 1
))2
+24β9γ
2
)
+ 16β3γ
)
+ 16b2γ
3
))
.
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Taking δ2 = 0 and solving D3 in the variable β3 we have that f4 = 0. In
sequel we obtain
f5 = E1r + E3r
3 + E5r
5
where
E1 = −π(e1 + ϕ2)
2β2γ
, E5 = −
π
(
a6 − α7 + α9 + α9γ2
)
16β4γ
.
Due the size of coeﬃcient E3 we do not give it explicitly here but it is given
in the variables
β, γ, a2, a6, α7, α9, b2, β9, γ2, c8, γ9.
Taking e1 = −ϕ2, α9 = α7−a61+γ2 and solving E3 = 0 in the variable b2 we have
f5 = 0. Following the process we have
f6 = F1r + F3r
3 + F5r
5
where
F1 = −π(i1 + ι2)
2β2γ
.
Again we do not give the coeﬃcients F3 and F5 here but F3 is given in the
variables
β, γ, a2, α7, α6, b2, β9, d6, γ2, c8, γ9
and F5 is given in the variables
β, γ, a2, a6, α7, b9, β9.
Taking i1 = −ι2 and solving F3 = 0 and F5 = 0 respectively in the variables
d6 and b9 we have f6 = 0. Finally we have
f7 = G1r +G2r
2 +G3r
3 +G5r
5
where
G2 =
π
(
a2
(
γ2 + 5
)
ϕ2 − 16β2γ(2α7ϕ2 + 3ι2)
)
192β5γ3
.
The remain coeﬃcients are too large and we do not give they here. However
the coeﬃcient G1 is given in the variables
β, γ, a2, α7, a6, ϕ2, ι2, β9, φ2, γ2, c8, γ9,
the coeﬃcient G2 is given in the variables
β, γ, a2, ϕ2, ι2, α7,
the coeﬃcient G3 is given in the variables
β, γ, a2, α7, a6, β9, γ2, c8, γ9, e2, ϕ2,
and the coeﬃcient G5 is given in the variables
β, γ, a2, α7, a6, β9, γ2, c8, γ9.
We can note that the coeﬃcients G1, G2, G3 and G5 are linearly indepen-
dents. So the function f7 has at most 3 simple zeros and they are reached.
These zeros correspond to limit cycles for the class P5.
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Appendix A. Computations of the functions y6 and y7
Now we give explicitly the functions y6 and y7 stated in Theorem 4 which
has been used to obtain an example with 3 limit cycles for the class P5 in
Section 7.
The functions y6 and y7 are given respectively by
y6(t, z) =
∫ t
0
(
720F6(s, z) + 720
∂F5
∂x
(s, z)y1(s, z) + 360
∂2F4
∂x2
(s, z)y1(s, z)
2
+360
∂F4
∂x
(s, z)y2(s, z) + 360
∂2F3
∂x2
(s, z)y1(s, z)⊙ y2(s, z)
+120
∂3F3
∂x3
(s, z)y1(s, z)
3 + 120
∂F3
∂x
(s, z)y3(s, z)
+120
∂2F2
∂x2
(s, z)y1(s, z)⊙ y3(s, z)
+90
∂2F2
∂x2
(s, z)y2(s, z)
2 + 180
∂3F2
∂x3
(s, z)y1(s, z)
2 ⊙ y2(s, z)
+30
∂4F2
∂x4
(s, z)y1(s, z)
4 + 30
∂F2
∂x
(s, z)y4(s, z)
+30
∂2F1
∂x2
(s, z)y1(s, z)⊙ y4(s, z) + 60∂
3F1
∂x3
(s, z)y1(s, z)
2 ⊙ y3(s, z)
+60
∂4F1
∂x4
(s, z)y1(s, z)
3 ⊙ y2(s, z) + 90∂
3F1
∂x3
(s, z)y2(s, z)
2 ⊙ y1(s, z)
+6
∂5F1
∂x5
(s, z)y1(s, z)
5 + 60
∂2F1
∂x2
(s, z)y2(s, z)⊙ y3(s, z)
+6
∂F1
∂x
(s, z)y5(s, z)
)
ds,
y7(t, z) =
∫ t
0
(
5040F7(s, z) + 5040
∂F6
∂x
(s, z)y1(s, z)
+2520
∂2F5
∂x2
(s, z)y1(s, z)
2 + 2520
∂F5
∂x
(s, z)y2(s, z)
+2520
∂2F4
∂x2
(s, z)y1(s, z)⊙ y2(s, z) + 840∂
3F4
∂x3
(s, z)y1(s, z)
3
+840
∂F4
∂x
(s, z)y3(s, z) + 840
∂2F3
∂x2
(s, z)y1(s, z)⊙ y3(s, z)
+630
∂2F3
∂x2
(s, z)y2(s, z)
2 + 1260
∂3F3
∂x3
(s, z)y1(s, z)
2 ⊙ y2(s, z)
+210
∂4F3
∂x4
(s, z)y1(s, z)
4 + 210
∂F3
∂x
(s, z)y4(s, z)
+210
∂2F2
∂x2
(s, z)y1(s, z)⊙ y4(s, z)
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+420
∂3F2
∂x3
(s, z)y1(s, z)
2 ⊙ y3(s, z)
+420
∂4F2
∂x4
(s, z)y1(s, z)
3 ⊙ y2(s, z)
+630
∂3F2
∂x3
(s, z)y2(s, z)
2 ⊙ y1(s, z) + 42∂
5F2
∂x5
(s, z)y1(s, z)
5
+420
∂2F2
∂x2
(s, z)y2(s, z)⊙ y3(s, z) + 42∂F2
∂x
(s, z)y5(s, z)
+630
∂3F2
∂x3
(s, z)y2(s, z)
2 ⊙ y1(s, z) + 7∂
6F1
∂x6
(s, z)y1(s, z)
6
+105
∂5F1
∂x5
(s, z)y1(s, z)
4 ⊙ y2(s, z)
+140
∂4F1
∂x4
(s, z)y1(s, z)
3 ⊙ y3(s, z)
+630
∂4F1
∂x4
(s, z)y1(s, z)
2 ⊙ y2(s, z)2
+105
∂3F1
∂x3
(s, z)y1(s, z)
2 ⊙ y4(s, z)
+42
∂2F1
∂x2
(s, z)y1(s, z)⊙ y5(s, z)
+420
∂3F1
∂x3
(s, z)y1(s, z)⊙ y2(s, z)⊙ y3(s, z)
+105
∂3F1
∂x3
(s, z)y2(s, z)
3 + 105
∂2F1
∂x2
(s, z)y2(s, z)⊙ y4(s, z)
+70
∂2F1
∂x2
(s, z)y3(s, z)
2 + 7
∂F1
∂x
(s, z)y6(s, z)
)
ds.
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