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Geometry-Driven Detection, Tracking and Visual
Analysis of Viscous and Gravitational Fingers
Jiayi Xu, Soumya Dutta, Wenbin He, Joachim Moortgat, and Han-Wei Shen
Abstract—Viscous and gravitational flow instabilities cause a displacement front to break up into finger-like fluids. The detection and
evolutionary analysis of these fingering instabilities are critical in multiple scientific disciplines such as fluid mechanics and
hydrogeology. However, previous detection methods of the viscous and gravitational fingers are based on density thresholding, which
provides limited geometric information of the fingers. The geometric structures of fingers and their evolution are important yet little
studied in the literature. In this work, we explore the geometric detection and evolution of the fingers in detail to elucidate the dynamics
of the instability. We propose a ridge voxel detection method to guide the extraction of finger cores from three-dimensional (3D) scalar
fields. After skeletonizing finger cores into skeletons, we design a spanning tree based approach to capture how fingers branch
spatially from the finger skeletons. Finally, we devise a novel geometric-glyph augmented tracking graph to study how the fingers and
their branches grow, merge, and split over time. Feedback from earth scientists demonstrates the usefulness of our approach to
performing spatio-temporal geometric analyses of fingers.
Index Terms—Viscous and gravitational fingering, topological and geometric data analysis, ridge detection, spatio-temporal
visualization, tracking graph.
F
1 INTRODUCTION
IN the context of fluid flow in subsurface porous media(e.g., rock formations), fingering refers to flow instabilities
when either an invading fluid has a much lower viscosity
than the displaced fluid (i.e., viscous fingering), or when a
denser fluid flows on top of a lighter fluid (i.e., gravitational
fingering). Fingering instabilities lead to a highly non-linear
and complex evolution of the displacement front between
different fluids [1], [2]. Understanding and tracking flow
instabilities is critical in a variety of scientific fields includ-
ing fluid mechanics [3], [4], computational fluid dynamics
(CFD) [5], and hydrogeology [1], [6]. Fingering is generally
detrimental when the objective is to displace a viscous
fluid (e.g., oil recovery through waterflooding) but can be
beneficial when the aim is to mix two fluids, for instance,
in the sequestration of carbon dioxide (CO2) [7], [8] in deep
water-saturated formations.
In this work, we focus on the latter application, in which
gravitational fingering helps to mix dissolved CO2 through-
out the aquifer. This, in turn, helps to guarantee the storage
permanence of CO2 [2], [9]. We illustrate the challenges and
high-level motivations for detection and visualization of the
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fingering process from two perspectives: (1) domain-specific
requirements obtained from an expert, and (2) limitations of
previous evolutionary analyses for viscous and gravitational
fingers. Below we expand on each of these.
We involved an expert in Earth Sciences to help us com-
prehend the domain-specific requirements and challenges
of this work. Flow instabilities, whether in the subsurface or
space, have recently been found to obey specific universal
scaling laws (e.g., [2], [9]); such scaling laws can be used
to estimate the severity and evolution of flow instabilities
for different sets of conditions, without having to redo high-
resolution and thus computationally expensive simulations.
To reveal those scaling laws, the geometric analysis of finger
formations is critical, i.e., the connectivity between fingers
in space and the onset, growth, merging, and splitting of
fingers over time. However, it is difficult for the earth
scientist to use standard visualization tools to track and
quantify these 3D features.
Detecting fingers is challenging because fingers are un-
stable structures in the fluids, and result from complex
fluid interactions. Different detection techniques have been
proposed [5], [6], [10], [11], [12], [13]. The existing detection
techniques mostly use a density (or concentration) thresh-
olding based method to detect the complete volume of
fingers. However, the features detected by such density
thresholding capture limited information on the internal
geometric structures of fingers.
In this study, we propose a geometry-driven solution to
satisfy the requirements of scientists and analyze geometric
structures of fingers. Guided by a ridge voxel detection
method, we first extract finger cores from the data of 3D
density fields. Based on the extracted finger cores, we ob-
tain the complete volume of fingers, and produce finger
skeletons to acquire the overall geometric features of fingers
in space. We then propose a spanning tree based algorithm
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to construct finger branches from finger skeletons. We vi-
sualize fingers and their branches as geometric glyphs, and
nest the glyphs into a tracking graph so that we can track
and compare fingers and branches efficiently and effectively.
Hence, our contributions are twofold:
1) We propose voxel-based ridge detection, which is in-
spired by Steger’s pixel-based method [14], to guide
the extraction of finger cores on 3D scalar fields. Fur-
thermore, we provide a spanning tree based heuristic
algorithm for the construction of finger branches from
finger skeletons.
2) We offer an interactive visual analytics system that
allows efficient and effective exploration of fingers over
space and time with minimized occlusion. Our system
incorporates a novel geometric-glyph augmented track-
ing graph that reveals the temporal evolution of the
fingers and their branches.
2 APPLICATION BACKGROUND AND REQUIRE-
MENTS
In this section, we elaborate on the concepts for the for-
mation of fingers, discuss the domain-specific requirements,
and summarize the limitations of previous detection and
visualizations of viscous and gravitational fingers.
2.1 Viscous and Gravitational Fingers
Viscous and gravitational flow instabilities in porous media
result in finger-like features. The fingering phenomenon
refers to the formation and evolution of such fingers. The
fingering instabilities are triggered by adverse mobility or
density ratios between displacing and displaced fluids [1].
Viscous fingering is caused by viscosity contrasts between
fluids: when a less viscous fluid is injected into a more
viscous medium, the less viscous fluid tends to penetrate
through the more viscous fluid to form elongated finger-like
structures [3]. Gravitational fingering is caused by contrasts in
density between fluids: when a denser fluid resides on top of
a less dense fluid, the interface may become unstable. The
denser fluid vertically penetrates the lighter fluid to form
fingers, while the lighter fluid rises buoyantly.
Data description: The fingering datasets are generated
from simulations of injecting carbon dioxide (CO2) from
the top of a water-saturated reservoir. The gravitational
fingering helps to mix injected CO2 throughout the aquifer.
When CO2 dissolves in water at the top, it locally increases
the water density, which is prone to gravitational instabil-
ities. The CO2-waterfront becomes unstable and leads to
fingering of CO2-enriched, denser, water downwards with
the upwelling of fresh lighter water. The space of the data
is defined within a 3D rectilinear grid (90 × 90 × 100). The
density is defined at the center of every grid cell; in other
words, the density data generated by the simulation are
cell-centered. Each simulation has more than one hundred
timesteps.
2.2 Scientist Requirements
We discuss the application-specific requirements that were
identified by a domain expert who specializes in Earth
Sciences. This earth scientist has ten years of experience in
researching fluid injection processes and the associated vis-
cous and gravitational fingering instabilities. We generalize
three requirements in the following.
2.2.1 Requirement One (R1): Identification of Geometric
Features
Visualizing and quantifying the geometric features of fin-
gers provide insights into the analyses of bimolecular re-
action [15] and physical flow regimes of, e.g., enhanced or
suppressed mixing rates [4], [8]. Moreover, the geometrical
features, including widths [7] of fingers and locations [7]
of fingertips, have been used to analyze scaling behaviors.
However, the vast majority of studies [7], [15] for geometric
analysis of fingers are in 2D and often that has been done
essentially by hand and visual inspection.
From our discussion with the earth scientist, two impor-
tant geometric finger characteristics were identified: branch-
ing (R1.1) and height (R1.2). The earth scientist also ex-
plained that these two characteristics have the potential for
identifying new scaling laws. Specifically, the branching is
critical to scientists in understanding flow instabilities [16],
[17], [18], [19]. Due to the gravity, fingers stretch vertically;
based on the height, we can estimate the vertical speed of
growth of fingers to analyze the stretching process. In this
paper, we define height (persistence) of a finger as the height
difference between the finger root and the fingertip. The
finger root is the highest part of the finger and, generally,
is where the CO2 is injected. The fingertip is the deepest
point that the finger can reach in the reservoir, and usually
has a low-density value. The location of the finger root
and fingertip is illustrated in Fig. 4b. Similarly, height
(persistence) of a finger branch is the height difference between
the highest point and deepest point on the branch.
2.2.2 Requirement Two (R2): Spatial Exploration
During our interactions, the scientist further mentioned that
he was interested in how to visualize the 4D (3D in space
plus time) simulations of the fluid injection. In his day to
day studies, the expert often visually analyzes the fingers
using visualization tools such as ParaView [20], VisIt [21],
and Tecplot [22]. However, the expert informed us that the
current visualization techniques that he used were not ideal.
Tracking and quantifying the 3D geometry of these ramified
structures in both space and time is virtually impossible
with those methods. For example, some domain tools vi-
sualize fingers as hollow sheets rather than dense columns;
also, the three-dimensional fingers which were visualized
by standard visualization methods such as volume render-
ing and isosurfaces suffered from the occlusion problem.
Thus, the expert usually had to cut multiple cross-sections
of those fingers to analyze the formation and internal struc-
tures of fingers rigorously.
The scientist motivated us to develop visualizations to
explore fingers in space effectively and efficiently. Specif-
ically, the visualizations were required to address how
hundreds of distributed fingers grow vertically (R2.1) and
spread horizontally (R2.2) with minimal occlusion (R2.3).
2.2.3 Requirement Three (R3): Temporal Exploration
The earth scientist was specifically interested to know how
the fingers shield (e.g., one finger shields the other finger
© 2020 IEEE. This is the author‘s version of the article that has been published in IEEE Transactions on Visualization and Computer Graphics. The final version of this record is available at: 10.1109/TVCG.2020.3017568 3
from growing further [3]) and merge at certain timesteps
and then predominantly split into new smaller fingers at
other timesteps geometrically (R3.1). The expert thought
that interactive space-time diagrams of the fingers, which
can effectively present the finger-specific evolution events
such as merging, splitting, and branching of fingers, would
be extremely valuable.
2.3 Limitations of Existing Works for Fingers
In this section, we review the methods used previously to
detect and visualize viscous and gravitational fingers, and
highlight the limitations of the existing methods.
2.3.1 Limitations of Current Detection Methods for Fingers
Since the formation of fingers is extremely non-linear, ac-
curate detection of fingers is a non-trivial task. To extract
fingers from the density (or concentration) scalar fields, pre-
vious researchers typically used thresholding on the density
value to extract high-density regions. Then, they interpreted
the connected high-density regions as fingers. In the previ-
ous study, Skauge et al. [6] and Fu et al. [10] modeled fingers
as high-density vertical lines, which were detected by a peak
detection method. Aldrich et al. [11] and Lukasczyk et al.
[13] considered each finger to be a connected component
of high-density 3D regions, and detected fingers through
the identification of connected components. Favelier et al.
[12] detected fingertips first, and then segmented the input
volume from the fingertips to isolate the complete fingers
by using a watershed traversal method [23]. Luciani et al.
[5] studied particle data of fingering, and grouped particles
with close locations and concentrations to be fingers.
The previous detection methods [5], [6], [10], [11], [12],
[13] typically detect each finger as a single entity by using
density thresholding. Even though the previous methods
obtained good results, the density thresholding does not
capture detailed geometric structures of fingers, which are
essential for earth sciences (R1.1). Specifically, fingertips
usually have much lower densities than the finger roots.
If the used threshold is too high, the fingertips with low
density values may not be detected. If the used threshold
is too low, different finger branches may not be segmented
because they are connected by low-density regions as shown
in Fig. 4d.
2.3.2 Limitations of Current Tracking Graphs for Fingers
When it comes to the visualization of time-varying fingers,
none of the existing tracking visualizations focus on the
geometric evolution of the fingers. The tracking graphs pro-
vided by Aldrich et al. [11] display fingers at each timestep
as points in a column. Aldrich et al. [11] used hues to
encode different fingers and linked related fingers between
adjacent timesteps by curves. In recent work, Lukasczyk et
al. [24] proposed nested tracking graphs, which can depict
the evolution of level-sets of density fields and visualize
the evolution of fingers across multiple specified density
thresholds. The lack of tracking graphs for the geometric
evolution of fingers that encodes the branching information
further motivates us to develop a new geometry-driven
tracking graph for the analysis of the fingering process.
3 TECHNICAL BACKGROUND: RIDGES AND REEB
GRAPHS
We offer the background of two concepts: ridge and reeb
graph, which are the bases of the geometry-driven ap-
proaches applied in this paper.
3.1 Ridges
3.1.1 Ridge Definition
Ridges originally are structures of surface topography
whose mathematical properties were studied by de Saint-
Venant [25]. The concept of k-dimensional ridges is general-
ized by Haralick [26], and re-formulated by Lindeberg [27]
and Eberly [28]. Intuitively, the ridges of a smooth function
are a set of curves or surfaces whose points are local maxima
of the function in certain dimensions.
A formal description of ridges is given in the following.
Given a scalar field f : Rn → R, we define ~v1, ..., ~vn as the
eigenvectors of the Hessian matrix H = [ ∂
2f
∂xi∂xj
], where xi
and xj represent any two axes of the coordinate system. The
n eigenvectors are ordered based on their corresponding
eigenvalues λ1, ..., λn. Two alternative ways were proposed
to order the eigenvalues. Lindeberg [27] ordered the eigen-
values by |λ1|≥ ... ≥ |λn|, and Eberly [28] ordered the
eigenvalues by λ1 ≤ ... ≤ λn; the results presented in this
paper are generated by using the Lindeberg’s ordering [27].
The k-dimensional ridge is defined as a set of points where
the following two conditions are satisfied: given any point
p in the set,
Condition One for extreme point determination:
Intuitively, p is a local extreme point along the
directions of the first n − k eigenvectors [28].
Mathematically, the first-order directional derivatives
at p along the first n− k eigenvectors are all zeros,
D ~v1f(p) = ... = D ~vn−kf(p) = 0 (1)
Condition Two for feature type differentiation: This con-
dition differentiates ridge points from other types of
extreme points. Intuitively, the scalar value at p is max-
imal along the first n− k eigenvectors. Mathematically,
the second-order directional derivatives at p along the
first n− k eigenvectors are all smaller than zero,
D2~v1f(p), ..., D
2
~vn−kf(p) < 0 (2)
Since λi = ∇2~vif(p), we also have
λ1, ..., λn−k < 0 (3)
In this paper, as the space is R3, ridge voxels are defined
as voxels that contain 1-dimensional ridge points, and are
where the ridge lines pass through.
3.1.2 Ridge Detection
The concept of ridges has been used to detect and extract
curvilinear structures in computer vision [14], [27] and
scientific visualization [29], [30]. In computer vision, one can
regard a greyscale image as a 2D scalar field, and extract
curvilinear structures such as roads [14] and human fingers
[27] based on ridge detection. In scientific visualization,
definitions of ridges are extended to volumetric data [29],
[30]. Although the whole ridge structure is complex, ridge
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points are local features; namely, they are the features that
satisfy the local criterion [27], [28] consisting of the two
conditions mentioned above. So, the locally approximated
function and derivatives can detect the ridge points and
approximate the entire ridge structures well [14], [29], [30].
When the scalar value is defined at every grid point, the
marching ridge technique [29] estimates the derivatives at
grid points of a given grid cell; then, the derivatives at the
grid points are used to interpolate the ridge lines within the
grid cell by using zero-crossing tri-linear interpolation.
As a scalar value is defined at the center of every
grid cell, such as the pixel-based image in R2, Steger [14]
constructed a Taylor polynomial for every pixel to detect
the pixels that contain ridge points. In our application,
we generalize the Steger’s method from R2 to R3 to detect
3-dimensional grid cells that contain 1-dimensional ridge
points, and explain the challenge for the ridge voxel detec-
tion in R3 as follows.
Given a grid cell, we estimate the positions of the ridge
points locally, and determine whether the position of any
local ridge point is in or on the boundary of this grid cell.
Since the function of the scalar field, f , is unknown and
only discrete scalar values at cell centers are observed, it
is hard to acquire the positions of the ridge points directly.
To remedy this, Steger [14] approximated f(p) locally by
using the second-order Taylor polynomial g(p) centered at
every grid cell. According to Taylor’s theorem, the Taylor
polynomials can approximate the scalar function with low
error, and it is efficient to compute the derivatives from
the Taylor polynomials. Hence, the Taylor polynomials are
useful for locating the ridge points. The second-order Taylor
polynomial g(p) is defined by
(4)
g(p) = f(p0) +∇f(p0)ᵀ(p− p0)
+
1
2
(p− p0)ᵀH(p0) · (p− p0)
where p0 is the center point of the given grid cell.
∇f(p0) = (∂f(p0)∂x1 ,
∂f(p0)
∂x2
,
∂f(p0)
∂x3
)ᵀ is the estimated gra-
dient vector at p0 by using the central difference. H(p0) =
[
∂2f(p0)
∂xi∂xj
] is the estimated Hessian matrix at p0 by using
the central difference. Given g(p) in Equation 4, we can
approximate the gradient vector at p by
(5)
∇f(p) ≈ ∇g(p)
= (
∂g(p)
∂x1
,
∂g(p)
∂x2
,
∂g(p)
∂x3
)ᵀ
= ∇f(p0) +H(p0) · (p− p0)
The first-order directional derivatives are approximated by
(6)
D~vif(p) ≈ D~vig(p)
= ~vi
ᵀ · ∇g(p)
= ~vi
ᵀ · [∇f(p0) +H(p0) · (p− p0)]
Also, the Hessian matrix is estimated by
H(p) ≈ [ ∂
2g(p)
∂xi∂xj
] = H(p0) (7)
To locate local ridge points efficiently, Steger’s method
[14] has one additional assumption: the local ridge points
should lie on the line that passes the center p0 of the grid
cell and is at the direction of ~v1. Based on this assump-
tion, whether any point p on this line satisfies Condition
One, i.e., the extreme point determination, can be efficiently
identified. Second, for Condition Two (i.e., the feature type
differentiation), one examines whether the first two eigen-
values of H(p) are all smaller than zero or not to guarantee
the extreme point p is a ridge point. Third, if the position of
any identified local ridge point is within or on the boundary
of the grid cell, the grid cell is claimed to contain ridge
points. Although the abovementioned assumption gets suc-
cess in R2, a challenge is that this assumption brings more
restriction to the detection of ridge points within grid cells
in R3 and may lead to missing ridge voxels. Hence, in order
to solve this challenge, our approach derives inequalities
solely from the basic ridge criterion [27], [28] to detect ridge
voxels without additional assumptions for the locations of
ridge points.
3.2 Reeb Graphs
The Reeb graph obtains the topology of a compact manifold
by following the evolution of the level-sets of a scalar
function defined on the manifold. Nodes in the Reeb graph
represent critical points of the scalar function, and edges
correspond to connections between critical points [31], [32].
Skeletonization: The Reeb graph based skeletonization
is one of the standard skeleton-extraction approaches [31].
When we consider the height function of an object, the cor-
responding Reeb graph can capture topological features of
the object. The corresponding Reeb graph is not a skeleton;
however, Lazarus and Verroust [33] embedded the Reeb
graph into the space to get the skeleton of the original
object which also can indicate the height of the object. If
an object has no holes inside, the contour tree [34], [35], as
a special instance of the Reeb graph, is sufficient for the
skeletonization of the object.
Trim: To trim Reeb graphs, Bauer et al. [36] suggested
removing features with persistence smaller than a threshold.
Carr et al. [37] suggested pruning away small leaves. In
addition to short leaves, Doraiswamy and Natarajan [38]
also suggested removing short cycles in Reeb graphs.
4 APPROACH OVERVIEW
In this work, we focus on the detection of geometric struc-
tures of fingers (R1) and the spatio-temporal visualizations
of the fingers with minimized occlusion (R2 and R3). Fig. 1,
a schematic diagram, presents the pipeline of our solution.
From the density fields, we apply a ridge voxel guided
detection method to extract finger cores (Sect. 5.1). We
expand the finger cores to obtain the complete volume of
fingers (Sect. 5.3.1), and display the volume of fingers in the
spatial domain by using volume rendering (Sect. 6.1.3). We
skeletonize the finger cores into finger skeletons by using a
Reeb graph based skeletonization (Sect. 5.2.1), and draw the
finger skeletons in 3D space to provide the overall geometric
structures of fingers (Sect. 6.1.3). Also, we project finger
skeletons onto a plane to observe spatially relative positions
between fingers (Sect. 6.1.2). We construct finger branches
from the finger skeletons by using a variant of spanning tree
method (Sect. 5.2.2). Given the branches of fingers, we adopt
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Fig. 1: We present a schematic diagram of our geometry-driven approaches for viscous and gravitational fingering.
various tree-based visualization methods to represent differ-
ent aspects of finger branches (Sect. 6.2.1 and 6.2.2). Finally,
we develop a geometric-glyph augmented tacking graph
to study how the fingers evolve geometrically (Sect. 6.2).
On the tacking graph, we link temporally related fingers
(Sect. 6.2.3) and minimize link crossings (Sect. 6.2.4). We also
design interactions to identify the change of branches over
time (Sect. 6.2.5).
5 GEOMETRY-DRIVEN DETECTION OF VISCOUS
AND GRAVITATIONAL FINGERING
In this section, we present the geometry-driven detection
technique for the viscous and gravitational fingering process
in detail. Since the fingering process is complex and non-
linear, precise descriptors for the fingers are unavailable in
the earth science domain. In order to develop a reliable
technique for extracting fingers, we model the central re-
gions of the fingers as ridges based on the diffusive process
of fingers. In our work, the finger cores include both the
ridge regions and the volume near the ridges to capture the
connections among neighboring finger branches robustly.
The complete finger volume consists of the finger cores
and the connected lower-density regions covering the finger
cores. To capture the geometric features of fingers (R1), we
skeletonize finger cores and construct finger branches.
5.1 Ridge Voxel Guided Extraction of Finger Cores
The extraction of finger cores is guided by a ridge voxel
detection method. According to our domain scientist, one of
the causes of fingering is the diffusion process. The diffusion
of CO2 is driven by compositional gradients (i.e., the dif-
ference of CO2/water composition). Through the diffusion
process, CO2 volume tends to spread out from high-density
regions to low-density regions; the regions with higher
densities usually form the center of finger structures. In this
context, it is important to note that the ridges are regions
with locally higher densities in the density fields. Therefore,
the extraction of finger cores can be guided by the ridge
detection technique, as discussed below.
Fig. 2: (a) We show the top view of the 3D density field.
(b) We show the top view of the extracted ridge voxels by
setting the density values of other voxels to be zero. As the
same places are highlighted with a red box in (a) and (b),
the ridge voxels capture high-density hexagonal cells in the
top grid cells and high-density curvilinear structures inside
the hexagonal cells.
5.1.1 Ridge Voxel Detection
To obtain regions with locally higher densities, we filter the
3D density field to identify ridge voxels following the gen-
eralized ridge detection framework explained in Sect. 3.1.2.
The critical part of the detection framework is to robustly
detect the ridge voxels, i.e., how to examine whether a
given voxel contains any local ridge point without any
additional assumptions for the locations of ridge points. In
the following, we provide a solution to this.
Intuitively, given a voxel, we first estimate the locations
of extreme points surrounding the voxel. Then, we examine
whether any extreme point is located inside or on the
boundary of the voxel. Finally, we determine whether any
extreme point contained by the voxel is a ridge point to
conclude that the voxel is a ridge voxel. Note that Condition
One and Two of the ridge criteria used below are explained
in Sect. 3.1.1.
We first estimate the positions of extreme points. After
approximating the density function f(p) locally by using
the second-order Taylor polynomial g(p), we obtain the two
first-order directional derivatives, D ~v1g(p) and D ~v2g(p),
through Equation 6. We equate the two first-order direc-
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Fig. 3: We display, on the left side, the sensitivity of the extracted finger cores about different r values by comparing with,
on the right side, the corresponding raw density field. We observe that the finger cores generally become more connected
and thicker as increasing r. The extracted features become little changed when r is larger than 10. When r becomes large
enough, the voxels, whose local information cannot imply any outside ridge structures, are filtered out.
tional derivatives to zeros according to Condition One (i.e.,
the extreme point determination) of the ridge criteria to
obtain:
D~vig(p) = ~vi
ᵀ ·[∇f(p0)+H(p0)·(p−p0)] = 0, i = 1, 2 (8)
where p0(x1,0, x2,0, x3,0) is the center of the given voxel and
p(x1, x2, x3) represents estimated extreme point. Equation 8
constrains the coordinates of estimated extreme points, and
defines the region formed by the extreme points in space.
We examine whether any extreme point is contained by
the given voxel through computing the intersection between
the region formed by extreme points and the region covered
by the voxel; if the intersection is not empty, the voxel
contains extreme points. We define the region covered by
the voxel below:
xj,0 − s
2
≤ xj ≤ xj,0 + s
2
, j = 1, 2, 3 (9)
where s is the length of the side of the voxel; any point
p(x1, x2, x3) within or on the boundary of the voxel should
satisfy Equation 9. We compute the intersection between
the region covered by the voxel and the region formed by
extreme points through plugging Equation 8 into Equation 9
as follows. Note that, Equation 8 gives two polynomial
equations when i is replaced by 1 and 2 respectively, and
has three unknowns (x1, x2, and x3 of p), hence, we can
represent two of the unknowns by polynomials of the third
unknown; without loss of generality, we represent x2 and
x3 by polynomials of x1 through transforming Equation 8.
Thus, we can substitute x2 and x3 with the polynomials of
x1 for the three inequalities in Equation 9, which produces
the intersection region represented by three inequities that
are only associated with x1. If the union of the three in-
equities of x1 is not empty, we claim that the voxel contains
extreme points.
We examine whether any extreme point p contained by
the voxel passes Condition Two, i.e., the feature type differ-
entiation. If the first two eigenvalues of H(p), estimated by
Equation 7, are all smaller than zero, we declare p is a ridge
point and this voxel is a ridge voxel.
We demonstrate the results of the ridge voxel detection
in Fig. 2 and Fig. 3. Fig. 2 shows the top view of the extracted
ridge voxels, and the “r = 1” column of Fig. 3 displays the
side view of the ridge voxels. The ridge voxels of several
individual fingers are shown in Fig. 4a, Fig. 5a, and Fig. 6a.
5.1.2 Acquisition of Additional Branch Connections
In addition to ridge voxels, we include voxels that are close
to the ridges into the finger cores to obtain more connec-
tions between branches (R1.1). According to the study of
Damon [39], ridges do not preserve the connections between
branches well enough because ridge lines can only cross
at critical points. Even though the extracted ridge voxels
group ridge lines when they are closer than the size of
a voxel, certain finger branches are still disconnected. For
instance, the fingers in Fig. 4a and Fig. 5a have disconnected
branches, although the connections of branches in Fig. 6a
are well-preserved. To remedy this, we acquire additional
necessary branch connections by including the voxels that
have ridge points nearby.
We define the nearby region of a given voxel by a cube
and examine whether that cube contains any ridge point.
Specifically, given the center p0(x1,0, x2,0, x3,0) of a voxel,
we create a cube centered at p0 with side length r · s where
r ≥ 1 and s is the side length of voxel. We define the region
covered by the cube:
xj,0 − r · s
2
≤ xj ≤ xj,0 + r · s
2
, j = 1, 2, 3 (10)
The cube fully covers the given voxel in space, and, intu-
itively, if r is large, the cube contains more surrounding
regions of the voxel. We examine whether the cube contains
any ridge points by the same method in Sect. 5.1.1 but
replacing Equation 9 with Equation 10. If the cube centered
at the voxel contains any ridge point, we include the given
voxel into finger cores.
Scientists can control how many additional voxels are
needed for the preservation of branch connections through
visual inspection, as the images are shown in Fig. 3. In this
application, we keep increasing r until the results remain
unchanged to maximize the acquired branch connections.
The produced results are demonstrated in Fig. 4b, Fig. 5b,
and Fig. 6b respectively. The limitation of using r is that
it makes the branch connections sensitive to the additional
parameter, r, which is demonstrated in Fig. 3. However, a
benefit is that by controlling the value of r, scientists can
flexibly study other similar datasets without changing the
finger core detection algorithm.
5.2 Construction of Geometric Structures of Fingers
In this section, we construct geometric structures of fingers
(R1). We first obtain finger skeletons from finger cores.
Finger branches are constructed from finger skeletons then.
We further trim finger skeletons by removing short branches
and cycles.
5.2.1 Reeb Graph Based Skeletonization
We use the Reeb graph based method [13], [31], [32], [33],
[40] to obtain finger skeletons. In computational geometry,
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Fig. 4: We display the results of our methods for a simple
finger. We show five images: (a) the ridge voxels, (b) the
finger core whose finger root and fingertip are indicated, (c)
the finger skeleton, (d) the linear glyph of the finger, and (e)
the complete finger volume.
Reeb graphs are well-known for their ability to show the
skeletons of a 3D object [31] and preserve the branching and
the height of a 3D object accurately (R1). Contour tree [34] is
an alternative approach for shape skeletonization. However,
in our application, voxels that do not belong to finger cores
are removed, which may leave holes in the volume of finger
cores (e.g., Fig. 6b) and result in torus-like structures. Hence,
the contour tree based method is not appropriate for this
application, although it is more efficient than the Reeb graph
based method.
The skeleton of a simple finger is shown in Fig. 4c.
Complex examples are shown in (e) of both Fig. 5 and Fig. 6.
Fig. 5: We display a complex finger with (a) the ridge voxels,
(b) the finger core, (c) the complete finger volume, (d)
the volume rendering image of (c), (e) the finger skeleton
extracted from (b), (f) the trimmed finger skeleton, (g) the
constructed branches from (f), and (h) the linear glyph that
is based on (g). In (g), the branches are represented by red
lines, and the connections between branches are represented
by orange lines. In (g) and (h), the same numbers label
corresponding branches.
5.2.2 Spanning Tree Based Extraction of Finger Branches
We extract finger branches from finger skeletons by a
spanning tree based heuristic algorithm. We create finger
branches explicitly for two reasons. First, we need to iden-
tify branches according to R1.1. Second, finger branches, as
tree structures, can be visualized with minimized occlusion
(R2.3). Due to the stretching process, finger branches grow
downward; hence, branches are assumed to be vertical
linear structures in the finger skeletons. The algorithm of
the spanning tree based finger branch extraction is:
Step 1: We identify vertical structures from the Reeb graph
of a given finger skeleton. From the graph, we search
the longest downward path (i.e., the path with the
longest height persistence) to be a new branch by using
the breadth-first search. Next, we delete the points and
edges of the new branch from the given graph, and
repeat Step 1 until the given graph becomes empty.
After obtaining all the branches, we insert the longest
one into a first-in-first-out (FIFO) queue, and mark this
one to be enqueued.
Step 2: We build connections between branches. We obtain
a branch from the queue, and identify which unmarked
branches have edges connecting with it in the original
graph; we then record such connecting edges. We insert
the newly identified branches into the queue, and mark
these branches to be enqueued.
Fig. 5g shows the constructed branches and the connections
between the branches. We visualize constructed branches
by tree-based visualizations to minimize occlusion, such as
Fig. 4d and Fig. 5h.
Fig. 6: We display a complex finger including (a) the ridge
voxels, (b) the finger core, (c) the complete finger volume,
(d) the volume rendering image of (c), (e) the finger skeleton
extracted from (b), and (f) the trimmed finger skeleton.
5.2.3 Trim of Finger Skeletons with Removal of Short
Branches and Cycles
We trim the Reeb-graph based finger skeletons. When a
finger structure is complex, essential geometric information
may be occluded in the full skeleton. For example, in Fig. 6e,
short branches occlude persistent branches and hinder the
perception of the overall geometric structure. Hence, we
prune the finger skeletons to preserve the most relevant
geometric information of the fingers and minimize the oc-
clusion (R2.3). The trim of the Reeb-graph based skeletons
is based on the height persistence (R1.2). Suggesting by
previous works discussed in Sect. 3.2, we remove short
branches and short loops to prune finger skeletons.
The trimmed skeletons are shown in (f) of both Fig. 5 and
6. As a result of the trim, the geometric structure of fingers
can be readily understood.
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Fig. 7: We show the segmented fingers, where the segmen-
tation boundaries are represented by white lines.
5.3 Extraction and Tracking of Finger Volume
We extract complete finger volume, and track the volume of
fingers and branches based on volume overlapping.
5.3.1 Volume Segmentation for Extraction of Complete Vol-
ume of Individual Fingers
We recover the complete volume of individual fingers by
segmenting the 3D density field into connected subfields.
We segment finger cores first. Almost all finger cores are
connected through the high-density hexagonal cells in the
top layer by observed from Fig. 2, where the top layer is
the diffusive boundary layer contained in the top grid cells.
Hence, when separating finger cores, we ignore the part of
finger cores in the top layer, as suggested by the previous
works [5], [11], [13]. We select a fixed height value as the
separation between the top layer and the bottom layer of
the whole domain through visual inspection by following
the previous works [5], [11], [13]. Given the height of the
whole domain ranging from 40 to 0 in this application,
we find that the fingers are separated well throughout all
timesteps for a fixed height value of 38. For other datasets,
our visual-analytics system provides visualizations for sci-
entists to identify a suitable value. We then obtain each
individual finger core as a connected component of the
finger core voxels, excluding the top layer. After that, we use
the watershed traversal method [23] to extract the complete
volume of individual fingers from the 3D regions with non-
zero densities by expanding from individual finger cores.
We display boundaries between the segmented fingers
in Fig. 7 by using white lines. Fig. 4e presents the extracted
voxels of a finger; more complex examples are displayed
in (c) and (d) of both Fig. 5 and Fig. 6. The segmented fin-
gers satisfy the cognitive requirement of the earth scientist
regarding individual fingers.
5.3.2 Volume Overlapping Based Tracking of Fingers and
Branches
We track fingers and their branches (R3). The volume over-
lapping based tracking method [41] is adopted because
fingers usually flow downward and do not move with a sig-
nificant horizontal deviation. We first relate fingers between
consecutive timesteps with volume overlapping (i.e., that
share grid cells). The number of shared cells and densities
of these shared cells reflect the strength of connections
between related fingers. Also, the shared cells have positions
that reveal where the volume of the fingers overlaps. After
identifying the correspondence between fingers, we further
relate branches of corresponding fingers also based on the
volume overlapping.
6 SPATIO-TEMPORAL VISUALIZATIONS OF VIS-
COUS AND GRAVITATIONAL FINGERS
We create an interactive visual-analytics system to perform
spatio-temporal analyses on the geometric structures of the
viscous and gravitational fingers. In our system, we present
juxtaposed visualizations so that users can compare fingers
over space and time. Fig. 8 shows the complete visual-
analytics system, which consists of six panels marked as
(a)-(f). Regarding spatial exploration (R2), (a) the depth
selection panel allows users to select a depth of interest
in the spatial domain. Then, (b) the density field slice
view displays the density field at a selected depth as a 2D
heatmap. (c) the spatial projection panel presents a high-
level spatial view, and uses convex hulls to indicate the
extent of fingers projected on the x-y plane. Users can
also observe different geometric features (R1) of fingers
in detail through (d) a volume rendering image and (e) a
3D skeleton visualization. Finally, at the bottom of Fig. 8,
(f) the geometric-glyph augmented tracking graph displays
the evolution of fingers (R3). All the views in our system
are interactive and coordinated together to enable coherent
visual analyses. In the following, we describe each of these
panels in detail.
6.1 Spatial Visualizations of Fingers
6.1.1 Depth Selection and Density Field Slicing
Density field slicing is an important tool for scientists to
study the change of densities inside fingers in space (R2). In
the depth selection panel (Fig. 8a), our system allows users
to drag a slider to select a depth of interest; the 3D spatial
region below the selected depth is highlighted by gray color
in a 3D cube. The density field slice at the selected depth
is then extracted and shown as a 2D heatmap in Fig. 8b.
The finger volume and skeleton views (Fig. 8 d and e) are
updated to show finger structures under the selected depth
only. The selected depth is set to the top of the 3D domain
initially, because CO2 is injected from the top of the aquifer.
6.1.2 Spatial Projection of Fingers
A high-level spatial projection view is necessary to reveal
how fingers distribute horizontally (R2.2). Convex hull and
Voronoi treemap are further applied to display the projected
individual fingers, as detailed below.
Convex hull: We project critical points of finger skele-
tons onto the x-y plane. We then draw a convex hull to en-
close the projection of the critical points of each finger. The
convex hull representation, shown in Fig. 8c, demonstrates
the coverage of each finger in space, and help scientists
identify large fingers instantly. This view also supports the
selection of a finger of interest to display the volume and
skeleton of the selected finger. The convex hull of a selected
finger is also superimposed on the density field slice view,
as shown in the lower-left corner of Fig. 8b to confirm
the existence of the selected finger in the density field. In
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Fig. 8: A geometry-driven visual-analytics system is used to study viscous and gravitational flow instabilities. (a) Depth
slider is used to specify a depth of interest. The 3D domain under the specified depth is shown for analysis. (b) View of a
density slice at the specified depth, which also shows centroid points of fingers projected onto the x-y plane. (c) The spatial
projection view displays the fingers projected onto the x-y plane using scattered convex hulls. (d) The finger volume view
displays the density field of a selected finger. (e) The finger skeleton view shows the geometric structure of a selected
finger in 3D space. (f) Geometric-glyph augmented tracking graph visualizes the geometric evolution of fingers based on
geometry-driven planar glyphs.
addition, we project centroid points of finger skeletons onto
the x-y plane for both the density field slice and spatial
projection view.
Voronoi treemap: To reveal information of finger
branches (R1.1), we use the Voronoi treemap [42] to rep-
resent each finger branch by a Voronoi cell, and embed
the Voronoi cells in the convex hulls of fingers instead of
centroid points as shown in Fig. 9f. The relative positions of
branches of a finger are revealed by the positions of Voronoi
cells within the convex hull of the finger. The extent of a
branch is represented by the cell extent. Dark Voronoi cells
mean that the corresponding finger branches exist in the
deep region of the 3D domain. More precisely, the darkness
of Voronoi cells encodes the average depth of critical points
that are in the corresponding finger branches. Users can
select to observe either centroid points for simplicity or
Voronoi cells for details of finger branches.
6.1.3 3D Spatial Visualizations of a Selected Finger
We provide 3D volume- and skeleton-based visualizations
for geometric analyses (R1) and spatial exploration (R2)
after selecting a finger of interest. Users can interactively
rotate both of the volume and the skeleton to study a
selected finger from different viewpoints, and zoom into the
representations to study details of the finger structure.
Volume visualization: The volume rendering image of
an individual finger, as shown in Fig. 8d, visualizes how
the density of the finger distributes in the physical domain,
which allows scientists to interpret the finger intuitively.
Moreover, the ray casting based volume rendering remedies
the occlusion (R2.3) on the direct display of voxels (e.g.,
Fig. 6c) with transparency.
Geometric skeleton visualization: To visualize the
overall geometric structures of fingers in 3D space (R1)
and analyze how fingers grow vertically (R2.1), we display
finger skeletons on the screen using orthogonal projection
such as Fig. 9b. To recover the density information of
fingers, we use intensity gradients along lines to indicate
the density changes of finger branches. As a result, high-
density branches are highlighted, and low-density branches
are under-emphasized.
6.2 Geometric-Glyph Augmented Tracking Graph for
Temporal Visualization of Fingers
The geometric-glyph augmented tracking graphs, as shown
in Fig. 8f and Fig. 10, visualize the evolution of fingers to
facilitate temporal exploration of fingers (R3). The tracking
graphs help scientists identify various evolutionary events
of fingers, and analyze how the evolutionary events hap-
pen in detail through interactions (R3.1). Each row of the
tracking graph displays the fingers at one timestep; the
timestamp is labeled at the left of the panel. Widths of finger
glyphs are adjusted according to the topological complexity
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Fig. 9: We showcase glyph designs of a finger. The same
numbers label corresponding branches. The left four views
display side views of the finger. Image (a) shows the side
view of the finger volume. Image (b) is the skeleton of the
finger. The linear glyph (c) displays connections between
branches of the finger. When horizontal connections are too
close or even overlap, the alternative design (d) shows the
tree structure with less ambiguity than (c). Right three views
display top views of the finger. Image (e) is the top view
of the finger volume. The Voronoi glyph (f) is shown on
the spatial projection panel; Voronoi cells that are inside
the convex hull are corresponding to the finger branches.
The rectangular glyph (g) is for contrasting the topological
complexity between the finger branches on the tracking
graphs.
of finger structures; more complex fingers have wider space
for drawing. Users can choose to filter out the glyphs of
short fingers if tracking persistent fingers is preferred. Also,
users can switch the style of the glyph between the linear
glyph (Fig. 9c) and the rectangular glyph (Fig. 9g) to observe
different facets of fingers. Below we describe the tracking
graph in more detail, including the generation of glyphs
for showing the geometric structures of fingers, the color
of links encoding the evolutionary events of fingers, the
minimization of link crossings for reduction of visual clutter,
and the interactions for exploration of temporal events.
6.2.1 Linear Glyph for Finger Side View
To display the evolution of geometric structures of fingers
(R3.1), we nest geometry-driven glyphs on the tracking
graphs. To visualize the side view of fingers over time,
we draw finger branches and their connections in a plane
(R1.1) with minimized occlusion (R2.3) and also preserve
the height of branches (R1.2). Two possible designs are
discussed in the following.
Projection: We may project finger skeletons onto a
plane. However, the traditional orthogonal projection suf-
fers from edge crossing problems. To remedy the edge
crossing for the projection of tree-like structures, Marino and
Kaufman [43] produced radial planar embeddings of the
structures. However, fingers are vertical objects, and radial
planar embeddings of fingers may lose the depth of fingers.
Although the method of Marino and Kaufman [43] is good
at preserving the curvature of 3D objects, the curvature is
not an essential feature of fingers.
Tree drawing: We draw fingers as linear glyphs to
capture abstract forms of fingers, as an example illustrated
in Fig. 9c. Heine et al. [44] proposed a graph-drawing
method to plot branches of contour trees in a plane with
minimized edge crossings (R2.3). The method of Heine et al.
[44] represents branches by vertical lines and denotes links
between branches by horizontal lines. Connections between
branches (R1.1) and vertical features of branches (R1.2 and
R2.1) are shown clearly in the results of this method. Thus,
we augment the tree-drawing method of Heine et al. [44] to
display the side view of fingers, such as in Fig. 9c. Note that,
although trees are planar graphs, crossings of tree edges
are inevitable for some instances by using this design; the
reason is that only the x-axis is free to arrange tree branches,
and the y-axis is used to encode the height of branches.
We draw the longest branch of a finger at the leftmost
of the glyph so that we can locate the principal branch
quickly. Users can choose to encode change of densities
along branches by using the gradient darkness of vertical
lines such as in Fig. 4d. When hovering over a linear glyph
on the tracking graph, connections between branches of this
finger become arcs hanging at the top of the glyph to reduce
visual clutter (R2.3), such as in Fig. 9d. The corresponding
tracking graph is shown in Fig. 8f.
6.2.2 Rectangular Glyph for Finger Top View
We draw the top view of fingers to display quantitative
geometric attributes (R1) and relative positions (R2.2) of
finger branches by using treemap based rectangular glyphs.
An example is illustrated in Fig. 9g. The treemap technique
[45] maps elements onto a rectangular region in a space-
filling manner and displayed quantity values of elements ef-
fectively. The spatially ordered treemap [46] extended from
squarified treemaps [47] arranges the rectangles of elements
based on both the spatial proximity and the balance of
aspect ratio, and, can display the spatial distribution of el-
ements (R2.2). Hence, we use the spatially ordered treemap
[46] to generate rectangular glyphs for finger branches, as
shown in Fig. 9g. Each branch is represented by a rectangle
on the glyphs. Areas of rectangles are able to encode the
numeric attributes of branches, including statistics or topo-
logical measurements. In this work, the area encodes the
topological complexity of the corresponding finger branch
(R1.1). Intuitively, a finger branch having more critical
points usually indicates that this finger branch is connected
to more other branches and thus is more complex in terms
of its topological structure. Hence, we define topological
complexity of a finger branch by the number of critical points
on the branch skeleton. Moreover, to compare fingers in
the tracking graph and assign more space for topologically
complex fingers, we encode the size of rectangles of whole
fingers by the topological complexity of fingers. The topo-
logical complexity of a finger is defined by the number of
critical points on the finger skeleton; intuitively, a finger
has more critical points, usually indicates this finger has
more branches and hence is more complex in its topological
structure. The corresponding tracking graph is shown in
Fig. 10.
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Fig. 10: We display the geometric-glyph augmented tracking graph with rectangular glyphs. A finger associated with
merging and splitting events at timestep 18 is highlighted by red-violet and analyzed in Fig. 13 further.
6.2.3 Link Encoding for Evolutionary Events of Fingers
Links represent the temporal relationships between fingers.
When time varies, fingers may grow, merge with other
fingers, or split into multiple fingers. To indicate these
three types of finger evolution, we use three hues of links
following the qualitative color advice of ColorBrewer [48].
Brown link: Brown links indicate that fingers grow with
minor changes between consecutive timesteps. Specifi-
cally, at least seventy-five percent volume of the finger
is preserved in one of the connected fingers at the
subsequent timestep.
Blue link: A blue link indicates the case when multiple fin-
gers merge into one finger at the subsequent timesteps.
Specifically, the finger at the subsequent timestep in-
corporates seventy-five percent volume of each of the
fingers at the previous timestep.
Green link: A green link indicates that a finger splits
into multiple fingers at the subsequent timestep, and
none of the fingers at the subsequent timestep have
seventy-five percent volume of the finger at the pre-
vious timestep.
We use the opacity of links to encode link weights. The
weight of a link is the size of the overlapping volume between
linked fingers. If fingers have weak connections, their links
are almost transparent so that visual clutter is reduced.
6.2.4 Iterative Minimization of Link Crossings
We reduce link crossings to alleviate the visual clutter of the
tracking graphs. Since links are weighted, the reduction of
link crossings between every two rows of glyphs is a graph
drawing problem: edge crossing minimization for weighted
bipartite graphs. C¸akırog¯lu et al. [49] enhanced and tested
five heuristic methods for this graph drawing problem, and
concluded that W-GRE [49], [50] method produces the best
results. Hence, we utilize W-GRE method in our application
to minimize intersections of weighted links.
We propose a W-GRE based iterative algorithm for the
crossing minimization of multiple rows, which arranges
finger glyphs of each row iteratively until obtaining a good
result. We describe the algorithm in the following.
Step 1: The finger glyphs in the first row are arranged by
the ascending order of the x coordinates of the finger
centroids initially.
Step 2: We order glyphs from the second row to the last
row. We minimize the crossings of the links between a
given row and its previous row by using the W-GRE
[49] method.
Step 3: We order glyphs from the second-to-last row to
the first row. We minimize the crossings of the links
between a given row and its following row by using
the W-GRE [49] method.
Step 4: Repeat Step 2 and Step 3 to order the fingers of
each row until reaching the convergence of the finger
order. Usually, repeating two times can produce a good
result in our experiments.
6.2.5 Interactive Finger Tracking
We offer three interactions for scientists to track fingers.
Finger selection: Scientists can select a finger of interest
by click on the finger glyph from the tracking graphs. Then,
the glyphs of the selected finger and the other related fin-
gers are highlighted in the tracking graphs by coloring the
backgrounds (Fig. 8f) or the strokes (Fig. 10). Additionally,
the details of the selected finger are displayed in the volume
and skeleton views.
Finger volume tracking: The earth scientist is also
interested in tracking the volume of a finger. Note that each
link is associated with the overlapping volume between
temporally related fingers. Users can click on a finger of
interest first and click on one of the associated links to
observe overlapping volume between this finger and the
other finger in the finger volume view, which is illustrated
in Sect. 7.2.2 and Fig. 13 in detail.
Branch tracking: The earth scientist requires designs
to track geometric structures of fingers (R3.1). If a complex
finger separates into multiple smaller fingers over time,
it is essential to track each branch of the complex finger
comes to which smaller finger entity afterwards; also, if
multiple fingers fuse into a complex finger, it is important to
identify the correspondence between the individual fingers
and the branches that they got merged to. On our tracking
graph, we identify corresponding branches between linked
fingers interactively. When hovering over a link between
two connected fingers, the relevant branches between the
fingers are highlighted by the red-violet color on glyphs, as
shown in Fig. 13.
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7 CASE STUDIES AND SCIENTIST FEEDBACK
As we were developing our system, we were in close contact
with two earth scientists including the one who is referred
to in Sect. 2.2. In the following, we discuss the use cases
that were studied by the earth scientists when they used
our geometry-driven visual-analytics system to explore the
spatio-temporal phenomena of viscous and gravitational
fingers. Also, we present their feedback and suggestions
after they performed domain-specific tasks.
Fig. 11: The earth scientists identified a finger of interest
from (b) the spatial projection panel. Then, they observed
the high-density hexagons under the convex hull of the fin-
ger in (a) the density field slice view. They further confirmed
the correspondence between (c) the top view of the finger
volume and the hexagons in (a). Also, they found the finger
skeleton (d) preserved the geometric structure of (c). Next,
they looked at the side view of the finger volume (e) but felt
difficult for observing finger branches due to the occlusion.
They then interacted with the 3D skeleton (f) and obtained
how these branches form in space over time.
7.1 Case 1: Spatial Analysis of Geometric Features of
Fingers
Because the existing methods have limitations in capturing
geometric patterns of fingers, the earth scientists mentioned
the difficulty in identifying branching structures of fingers
in 3D space. There are two challenging problems. The first is
to identify where the fingers and branches are in space. After
the identification, the second problem is to comprehend
how the high-density hexagonal sheets in the top (e.g.,
Fig. 11 c and d) split and develop into columnar fingers
(e.g., Fig. 11 e and f) spatio-temporally. Specifically, given
hexagonal cells (e.g., Fig. 11 c and d), it is important to
know that whether the fingers tend to form along with the
boundaries of hexagonal cells or form below the centers of
the hexagonal cells. By using our system, the earth scientists
were equipped to solve the problems efficiently.
The earth scientist identified where are the fingers and
branches by observing spatial visualizations. They first
looked at the density field slice view, Fig. 11a. The scien-
tists thought the projection points added on the view is
an effective addition to the traditional density-slice views,
which allowed them to identify finger locations on any
slice with the corresponding hexagonal features at the slice.
Furthermore, from the spatial projection panel, Fig. 11b,
the earth scientists found two fingers that occupy a large
space. They clicked on one of the two for analysis, and
the convex hull of the finger was superimposed on the
density field slice view, Fig. 11a. They focused on the
high-density hexagons under the convex hull in the slice
view, and adjusted the z-value slider of to understand the
change of densities along the z coordinate. Note that the
finger volume (Fig. 11c) and skeleton (Fig. 11d) views were
displayed after the selection of the finger. They verified the
correspondence between the hexagons under the convex
hull in Fig. 11a and the top view of the volume, Fig. 11c.
Next, they confirmed the correspondence between the finger
volume and skeleton. The skeleton Fig. 11d captured the
geometric structure of the volume Fig. 11c. Afterwards, they
rotated the finger volume and skeleton to see side views
of the finger. The finger branches occluded severely in the
volume visualization Fig. 11e. However, when interacting
with the skeleton in Fig. 11f, they intuitively acquired the
finger branches in space. Hence, they thought the extracted
finger skeletons (e.g., Fig. 11f) were effective in identifying
the branching structures of fingers.
The scientists afterwards understood how CO2 volume
flows and how fingers form in space by using our system.
Since fingers result from CO2 flows in space over time, by
observing the skeleton (Fig. 11f), the earth scientists quickly
captured the downward flowing track of CO2 by following
the skeleton and comprehended how the finger and its
branches grow. Moreover, from the finger skeletons (e.g.,
Fig. 11f), the experts obtained an insight that the fingers
usually formed along the boundaries of hexagonal cells
rather than forming below the centers of hexagonal cells.
(a1) (b1) (c1)
(a2) (b2) (c2)
Fig. 12: There are three important phases for the evolution
of fingers: (a) the onset phase, (b) the growth phase, and (c)
the termination phase. Convex hulls of (a1), (b1), and (c1)
display the spatial coverage of individual fingers. Voronoi
glyphs of (a2), (b2), and (c2) show finger branches.
© 2020 IEEE. This is the author‘s version of the article that has been published in IEEE Transactions on Visualization and Computer Graphics. The final version of this record is available at: 10.1109/TVCG.2020.3017568 13
7.2 Case 2: Temporal Analysis of Fingers
We present how to perform temporal analysis of fingers by
using the geometry-driven visual-analytics system.
7.2.1 Case 2.1: Recognition of Evolutionary Phases
According to the earth scientists, the evolution of the insta-
bility has (at least) three important phases: onset, growth,
and termination. The earth scientists identified the three
phases based on the spatial projection panel, as shown in
Fig. 12. In the onset phase (Fig. 12 a1 and a2), the instability
is triggered, and the displacement front breaks up into many
small-scale fingers. After the onset phase, the dense fin-
gers grow non-linearly and penetrate the underlying lighter
fluid. In Fig. 12 b1 and b2, many medium-sized fingers form
in this growth phase. These medium-sized fingers grow,
merge, and/or split over time. Eventually, multiple fingers
merge to form a few ‘mega-plumes’ that span most of the
reservoir, as shown in Fig. 12 c1 and c2. Once those fingers
reach the bottom of the domain, the instability shuts down
or terminates.
Fig. 13: After evolving one timestep, (a) fingers may merge
into a complex finger, or (b) a complex finger may split into
more fingers. To track branches, users can hover over a link;
the link becomes thick, and associated branches on glyphs
are highlighted by red-violet color. To track the volume
of fingers, users can click on a link; then, the overlapping
volume between linked fingers is shown to be compared.
7.2.2 Case 2.2: Exploration of Evolutionary Events
The earth scientists identified the growth, merging, and
splitting of time-varying fingers from the geometric-glyph
augmented tracking graph. During our evaluation session,
first, we illustrated the encodings of our designs to the earth
scientists. After we explained the three colors of links used
to represent the growing, merging, and splitting events,
they appreciated the temporal evolution of the fingers was
intuitively displayed. We next explained the two kinds
of finger glyphs to the earth scientists. Compared with
previous tracking graphs [5], [11], [13] that only use dots
to represent fingers, the geometric glyphs of our tracking
graphs offered more details and facets of fingers to the earth
scientists. With respect to the linear glyphs (e.g., Fig. 9c),
at first glance, they were confused with the encoding of
horizontal lines initially. However, after our explanation,
they were able to understand the horizontal lines repre-
senting connections between vertical branches and thought
this design was effective. They thought drawing fingers in
a plane would cause distortion, but found that the branches
and their connections were shown clearly, and it was easy
to count the number of vertical branches. In regards to the
rectangular glyphs (e.g., Fig. 9g), the expert captured the
horizontal distribution of branches and quickly counted the
number of complex branches. Also, they suggested high-
lighting the correspondence between the rectangles and the
branches in the volume so that they could understand how
the structures of fingers from the glyphs better.
Here we illustrate how the earth scientists analyzed the
evolution of fingers and branches by using our system. First,
they found a finger of interest with merging and splitting
events, which is highlighted by red-violet in Fig. 10 and
extracted in Fig. 13. Concentrating on the merging event of
this finger, they hovered on the left link above the merged
finger (Fig. 13a), and hovered on the leftmost link below the
finger (Fig. 13b) to track the corresponding branches that
were highlighted by red-violet in glyphs. The corresponding
linear glyphs and rectangular glyphs between consecutive
timesteps were found to be consistent. To track the volume,
they first clicked on (a1), the upper-left finger of Fig. 13a,
to look at its volume; then, they clicked on the merged
finger at the next timestep and clicked on the link to (a1)
to observe the partial volume of the merged finger that
comes from (a1). The two volume images are shown on
the left of Fig. 13a, and the temporal change of the cor-
responding volume was observed. Similarly, they tracked
the overlapping volume of fingers in the splitting event,
Fig. 13b, and observed that the corresponding branches
grew longer. After using our system, the earth scientists
thought our tracking graphs were valuable to identify when
and where the fingers grow, merge, and split over time.
Compared with the previous works that do not construct
branches of fingers explicitly, our methods tracked finger
branches more efficiently.
7.3 Scientist Feedback
After using our system, the earth scientists thought that
our geometry-driven system provided a new perspective on
the analysis of viscous and gravitational fingering. Specif-
ically, the visual-analytics system helped scientists acquire
branches in space and branching behaviors over time effi-
ciently and effectively, which relieved cumbersome work for
the geometric analyses of fingers manually, since the branch
tracking offered by our system is new and not directly
available by using previous methods [5], [11], [12], [13].
They also acknowledged that the extraction of fingers by
our method was effective and that the minimal occlusion in
visualizations leading to clear representations of fingers.
8 DISCUSSION: LIMITATION AND FUTURE WORK
Sensitivity of the ridge voxel detection: If the quality of
the data is low, for example, resulting from noise or coarse
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discretization, the approximation of derivatives may have
higher errors leading to inaccurate detection of the ridge
voxels. In addition, if the density fields are not smooth
enough, the detected ridge structures can be fragmented.
Although the quality of the data used in this paper is suffi-
cient to extract high-quality ridges, methods for improving
the data quality like noise removal could be used to improve
the stability of the ridge detection algorithm. Moreover, as
detected ridges are disconnected for other applications, one
may acquire more connected features by using a similar way
in Sect. 5.1.2.
Limitation of using a static top layer: Although previ-
ous works [5], [11], [13] and this paper use a static top layer
(Sect. 5.3.1) and acquire good results, physically, the top
layer initially grows diffusively in time, i.e., as the square
root of time, which is much slower than the convective time
scale over which the fingers grow. Once the instability is
triggered, this diffusive boundary layer becomes thin. Since
the top layer is varying in nature, one limitation of using
a static top layer is which may not accurately segment the
structures near finger roots.
Scalability of the tracking graph: When we use a screen
resolution of 2880 × 1800, the tracking graph can display
four consecutive timesteps, and show around one hundred
fingers and hundreds of branches for each timestep. If there
are more than one hundred fingers at a timestep, the visual
clutter becomes a bottleneck to arrange all the fingers in the
same row. To remedy this scalability issue, a larger screen,
more simplification of finger representations, and allowing
multi-level exploration of fingers may be helpful.
Future works: Our collaboration with the earth scien-
tists continues to use the visualization and analysis tools
developed in this work to study the scaling behavior associ-
ated with pattern formation in flow instabilities. Specifically,
the topological measurements offered by our methods, in-
cluding the number of branches and the number of critical
points, can be studied for discovering new scaling laws.
9 CONCLUSION
In this paper, to detect viscous and gravitational finger-
ing, we present a novel geometry-driven approach with
a ridge voxel detection guided finger core extraction, a
finger skeletonization and pruning method, and a spanning
tree based finger branch extraction. An interactive visual-
analytics system with a novel geometric-glyph augmented
tracking graph is established for scientists to track the geo-
metric growth, merging, and splitting of fingers over time in
detail. The earth scientists recognized the value of our work
and thought that this could reduce their workload for the
analysis of fingers both in space and time significantly.
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