A novel approach for resizing of images in the spatial domain is presented. Image transformations are seen from a Euclidean space perspective and expressions for image resizing are derived. The proposed method can be used for resizing by any arbitrary rational ratio L/M. The algorithm has been tested for resizing between standard formats like NTSC, QVGA, QCIF and CIF and the performance is compared with other algorithms in terms of PSNR and computational efficiency. Real time implementation on Analog Devices Blackfin-BF533 DSP processor shows promise.
Introduction
Image resizing finds application mainly in digital displays. With the advent in digital display technology, there have been a variety of display devices like digital TV, digital cameras, handy cams, mobile phones etc. having variable screen sizes [3] . Even among the same family of devices, the size of the display unit differs. When the same data needs to be displayed in different devices, it needs to be resized. The constraint is more so in the case of video applications as the processing time available is very less. Most of the present algorithms [2, 6] , deal with resizing by factors that are powers of two or integral factors. However, certain applications demand resizing by rational factors. Most of the present algorithms for resizing, are implemented in the compressed domain [2, 4, 5, 6] . This is advantageous while processing stored images and video as they are in the compressed form. However, in real time applications like a handy cam, the video frames generated will be in the uncompressed format and these algorithms are not efficient. Also, most of the algorithms are based on resizing both the rows and columns by equal factors. However, in certain video format conversions it maybe required to resize the columns and rows by different factors.
Various techniques like fast computation technique for image halving and doubling in the frequency domain [2] , L/MFold Image Resizing in Block-DCT Domain Using Symmetric Convolution [6] , and arbitrary resizing using DCT sub-band approximation [4, 5] are currently available for resizing of images in spatial and DCT domains.
In this paper, we present a computationally efficient approach for resizing of images by rational factors in the spatial domain based on the results of Dugad and Ahuja [2] . Our method eliminates the need for a low pass filter during up sampling and down sampling, thereby reducing the number of computations. The resizing is accomplished in a single step without passing through the steps of up sampling and down sampling. We look at the images from an Euclidean space perspective [7] and derive transformations for image resizing. The proposed algorithm supports resizing by different scaling factors along rows and columns. Section 2 explains how images can be seen from an Euclidean space perspective and the linear transformation required for moving from the spatial domain to the transformed domain. Section 3 gives a brief overview of 2-D DCT and its matrix representation. The proposed algorithm for resizing is presented in Sections 4 and 5. Section 6 compares the performance of the proposed algorithm with standard resizing techniques and implementation issues are discussed in Section 7.
Images seen as a vector in Euclidean Space
A vector by definition is an ordered set of numbers. The numbers could be either complex or real. Depending on this we define whether the vector is defined over a real field Ê or Hence, if we know the transformation matrices we can convert any vector in Á Å AE space to the corresponding vector in Á È É space. Since the transformation matrices are common for all the vectors, they can be pre-computed and stored in memory for conversions between standard formats.
Discrete Cosine Transform of Images
The DCT of a 2-D image X(m,n); 0 m M-1, 0 n N-1, is given by
Thus for a image block of size M ¢ N, we get M ¢ N DCT coefficients. We exploit the energy compaction property of DCT transformation for resizing. Consider that we have a M ¢ N DCT coefficient block. Suppose that we remove the last i rows and last j columns. We then get a DCT matrix of size P ¢ Q where È Å and É AE . If we apply IDCT to this coefficient block, we will get an image of size P ¢ Q. This image is an approximation of the original image.
Similarly if we had appended i null rows and j null columns, we would have got an image of size P ¢ Q, where È Å · and É AE · . In this case, we can view the original image to have been an approximation of the resized larger image. However, since we are not adding more information to the image, both the images essentially contain the same information. We shall use these concepts as a basis for our resizing algorithm.
Determination of Transformation matrices
The 2-D DCT of an image can be obtained by multiplying the image with a pre and post matrix which are denoted by ÔÖ Å Å and ÔÓ×Ø AE AE respectively. The matrices can be calculated as follows.
Thus the DCT of an image Å AE is given by Å AE ÔÖ Å Å ¢ Å AE ¢ ÔÓ×Ø AE AE (6) The resizing in the DCT domain is done by multiplying Å AE by a pre and post matrix respectively denoted by Ê ÔÖ È Å and
These matrices for various cases can be computed as follows.
where I is the identity matrix and Z is the matrix of zeros.
Once resizing is done, we can obtain the resized image by taking the IDCT. The matrices for obtaining the IDCT are given by 
where Ê = Ñ Ò´Å Èµ and = Ñ Ò´AE É µ.
The equation for the intermediate matrix Ì È AE obtained after multiplying Å AE with the pre matrix is given by
The final resized image matrix is given by
It should be noted that the above transformation is not always invertible. Invertibility exists only when È Å and É AE where the resized image is an interpolated version of the original image. As there is no loss of information and thus we can exactly reconstruct the original image by decimation using suitable factors. However, when either È Å or É
AE
there is a loss of information and the original image cannot be exactly reconstructed. From the point of view of linear transformations, it can be said that the transformation is not orthogonal in nature as the size of the vector is changing during the transformation.
Decomposition and recomposition of images into spatial blocks
The spatial correlation reduces when a image of large block size is taken. Hence, we split the image into smaller blocks and then apply the algorithm to each block as shown in Fig. 1 . 
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Comparison with Standard Algorithms
The performance of the proposed resizing algorithm was compared with some of the standard algorithms through simulation.
PSNR Calculation
The PSNR was computed similar to the down sample-up sample PSNR method used by Mukherjee and Mitra [4] for resizing with arbitrary factors. We first resized the image to the required format ( È É ) and then reconverted it back to the original image size ( ¼ Å AE ). The mean square error (MSE) between the original image and the image obtained after the two resizing operations is found and the PSNR is calculated as
The PSNR values obtained for NTSC to QVGA conversion using our algorithm and standard MATLAB image resizing function is given in Table 1 . It can be observed that the proposed method gives higher PSNR for all the images. The subjective quality of all the images was better. The above method of PSNR calculation is not suitable for the case È Å and É AE as MSE is zero.
Computational Requirements
The resizing operation involves matrix multiplications. Let the cost of a multiplication be and that of an addition be . The computational cost for resizing a Å AE image to a È É image is given by
The computational cost per pixel Ò is given by
7 Implementation on ADSP Blackfin-533 EZ kit ADSP BF-533 is an enhanced DSP processor from the Blackfin family from Analog Devices [1] . The Blackfin processor core architecture combines a dual MAC signal processing engine, an orthogonal instruction set, flexible SIMD capabilities, and multimedia features into a single instruction set architecture. Blackfin features dynamic power management. The ability to vary both the voltage and frequency of operation optimises the power consumption profile to the specific task. The ADSP BF-533 EZ-kit has one Video-In and one Video-Out port, but, at a time, only one of these can be used. Hence, for real time video processing two EZ-kits are required.
The NTSC image captured from the digital camera connected to the Video-In port of EZ-kit is stored in the external memory (SDRAM). The internal memory (32 KB) is not sufficient to store the entire image. For real time operation, as it is not possible to access the image pixel values at a fast data-rate from the external memory we use the Ping-Pong DMA approach. The internal memory is split into two banks. DMA is initialised to load a block of the image into one bank while processing is done on the other bank. The processed image is then sent to the SPORT (also a DMA transfer) for serial transfer between the two kits and image is displayed through the video port of the second kit. The algorithm was tested for a single image frame grabbed from the digital camera interfaced to the EZ-kit. The original NTSC image showing port transfer between the EZ-kits is given in Fig. 3 and Fig. 4 shows the resized image for NTSC to QCIF conversion. The resizing algorithm had a code size of 4464 bytes and was executed in 457867 cycles. The pre and post matrices for NTSC to QCIF conversion occupied 948 bytes. The memory requirement and execution time can be improved by assembly language code optimisations.
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Conclusions
In this paper, we have discussed the resizing of images by arbitrary factors in the spatial domain. The algorithm has been implemented on Analog Devices BlackFin BF533 processor and has been applied for standard video format conversions such as NTSC, QVGA, QCIF and CIF. For RGB images it needs to be applied to all the three colour planes. The algorithm finds promise in real time image format conversions especially in the case of video streaming as the conversion can be done in spatial domain. 
