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Einleitung
Ein klassisches Mittel der Darstellungstheorie endlichdimensionaler Algebren ist das
Studium von Paaren Hom-orthogonaler Unterkategorien, wie etwa in der Kipptheorie.
Das Wechseln von der Modulkategorie zu orthogonalen Unterkategorien spielt dabei eine
entscheidende Rolle (siehe etwa [GL91], [Sch91]). So betrachtet man zu bestimmten
Moduln T einer Algebra A sowohl den Projektionsfunktor PT , der einem Modul seinen
gro¨ßten Quotienten in Kern Hom(T, ) zuordnet, als auch den Orthogonalita¨tsfunktor in
die senkrechte Kategorie Kern Hom(T, ) ∩ Kern Ext1(T, ).
Eine natu¨rliche Frage ist dann die nach den Relationen zwischen solchen Funktoren.
Diese Frage ordnet sich auch ein in das allgemeine Kategorifizierungsprogramm, Lie-
theoretische Objekte in Funktoren auf der Modulkategorie einer endlichdimensionalen
Algebra zu realisieren (siehe [Maz10]).
Dies konkretisieren wir, indem wir uns auf die multiplikativen Relationen geeigneter
Projektionsfunktoren konzentrieren. Dazu betrachten wir das Monoid piA, das bis auf
natu¨rliche A¨quivalenz von den PS zu Einfachen S ohne Selbsterweiterungen erzeugt
wird. Fu¨r zwei Projektionsfunktoren zu Einfachen S und T ohne Selbsterweiterungen
mit Ext1A(T, S ) = 0 weisen wir die folgenden Relationen nach (Satz 1.3):
P2S ∼ PS
PSPTPS ∼ PTPSPT ∼ PTPS
PSPT ∼ PTPS falls zudem Ext1A(S ,T ) = 0
(Dabei ist zu beachten, dass wir die Rechtsschreibweise fu¨r Abbildungen und Funktoren
verwenden.) Unser Beweis basiert auf der natu¨rlichen A¨quivalenz von PSPT und PS⊕T .
Ist A die Wegealgebra des linear orientierten Dynkin-Ko¨chers vom Typ An, so ist die
Monoidalgebra KpiA u¨ber einem Ko¨rper K ein Quotient der 0-Hecke Algebra vom
Typ An (vgl.[Nor79]). Die Berechnung einer Normalform zeigt, dass die genannten
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Relationen definierend sind und KpiA die Dimension
Cn+1 =
1
n + 2
(
2(n + 1)
n + 1
)
= (n + 1)-te Catalan-Zahl
hat (Satz 3.2). Die Algebra KpiA ist jedoch nicht isomorph zu der Temperly-Lieb-
Algebra ([GdlHJ89]), obwohl Basen u¨ber die gleiche Menge parametrisiert werden
(Korollar 3.3). Das Hauptresultat (Hauptsatz S.46 und S.103) dieser Arbeit ist:
Hauptsatz. Die Monoidalgebra KpiA ist isomorph zu der Inzidenzalgebra einer
natu¨rlichen partiellen Ordnung auf der Potenzmenge von {1, 2, . . . , n}.
Wir geben einen Isomorphismus explizit an, indem wir ein System F paarweise orthogo-
naler Idempotente (wie bei solchen Tu¨rmen von Algebren u¨blich) induktiv konstruieren
(Abschnitt 3.4) und ein nichtriviales Element in f (KpiA) f ′ mit f , f ′ ∈ F angeben
(Abschnitt 3.5).
Daru¨ber hinaus betrachten wir fu¨r beliebige endliche, zykellose Ko¨cher Q die Algebra
BQ, die durch Erzeuger und o.g. Relationen definiert ist, so dass KpiKQ ein Quotient ist.
Unabha¨ngig vom Darstellungstyp des Ko¨chers entpuppt sich diese als sauber (Satz 2.10)
und endlichdimensional (Korollar 2.6). Ihre Einfachen EM korrespondieren genau zu den
Teilmengen M der Punktmenge von Q. Dies ermo¨glicht uns, den Gabriel-Ko¨cher vonBQ
u¨ber eine im Ausgangsko¨cher liegende Kombinatorik zu beschreiben (Satz 2.13):
Satz. Es existiert im Gabriel-Ko¨cher genau dann exakt ein Pfeil [EM] → [EN], wenn es
in Q einen Pfeil m→ n fu¨r alle m ∈ M\N und alle n ∈ N\M gibt.
Insbesondere gibt es keine Schlaufen und Mehrfachpfeile. Ferner hat der Gabriel-Ko¨cher
genau 3 Zusammenhangskomponenten, wenn Q nicht ein linear orientierter Dynkin-
Ko¨cher vom Typ An ist, und genau n + 1 andernfalls (Satz 2.16).
Diese Resultate ko¨nnen wir auf eine große Klasse von Ko¨cher anwenden:
• Baumko¨cher mit Radikalquadrat 0 (Satz 4.6)
• Dynkin-Ko¨cher vom Typ An einer beliebigen Orientierung (Korollar 4.7)
• Sternko¨cher (Unterabschnitt 4.1)
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Wir zeigen, dass fu¨r diese die o.g. Relationen definierend sind, indem wir Normalformen
von BQ bzw. KpiKQ angeben (Kapitel 4). Unsere Methode nutzt die Wirkung der Pro-
jektionsfunktoren auf den (injektiven) Darstellungen des Ausgangsko¨chers, um Monome
in KpiKQ zu unterscheiden. Den genannten Klassen ist gemein, dass die Ko¨cher an
mindestens einer Senke oder Quelle verklebt sind. Dies und die Kenntnis einer expliziten
Normalform zu linear orientierten Dynkin-Ko¨chern vom Typ An bietet die Grundlage fu¨r
eine induktive Konstruktion einer Normalform (Satz 4.6).
Vermutlich handelt es sich bei den o.g. Relationen stets um definierende. Wie die konkre-
ten Beispiele des vierten Kapitels zeigen, ist die Monoidalgebra der Projektionsfunktoren
i.A. keine Inzidenzalgebra. Offen bleibt, inwiefern sich trotzdem die induktiven Kon-
struktionen, wie etwa die der Idempotenten, vom Spezialfall linear orientierter Dynkin-
Ko¨cher des Typs An auf beliebige endliche, zykellose Ko¨cher u¨bertragen lassen. Des
Weiteren interessiert uns die pra¨zise Beziehung zu 0-Hecke-Algebren.
Abgesehen von diesen algebrentheoretischen Problemstellungen u¨ber die Monoidalge-
bra der Projektionsfunktoren, bleibt die Frage, welche Ru¨ckschlu¨sse die Struktur der
Monoidalgebra auf die der Modulkategorie der Ausgangsalgebra erlaubt. Gibt es u¨ber die
nichtkreuzenden Partitionen einen natu¨rlichen Zusammenhang zu den endlich erzeugten
Torsionsklassen der Modulkategorie von Wegealgebren (a` la [IT09])? Die Orthogona-
lita¨tsfunktoren erfu¨llen im Fall, dass A die Wegealgebra eines linear orientierten Dynkin-
Ko¨chers vom Typ An ist, auch die o.g. Relationen auf den Unzerlegbaren (Abschnitt 3.7).
Es ist zu erwarten, dass sich Ergebnisse dieser Arbeit auf solche Funktoren u¨bertragen
lassen.
Ich danke Markus Reineke fu¨r dieses Thema. Außerdem mo¨chte ich die richtungswei-
senden und aufmunternden Diskussionen dankend hervorheben. Des Weiteren mo¨chte
ich mich bei der Arbeitgruppe Algebra und Zahlentheorie fu¨r die gute Atmospha¨re
bedanken. Magdalena Boos und Denis Skorodumov sowie Klaus Bongartz gilt mein
besonderer Dank. Ich denke an meinen Verlobten Sebastian Grensing. Und ich danke
meiner Familie fu¨rs Familiesein, insbesondere meinen Eltern fu¨r die damit verbundende
vielfa¨ltige Fo¨rderung und Zo¨lkow.
v

Inhaltsverzeichnis
Einleitung iii
1 Die Projektionsfunktoren 1
1.1 Definition der Projektionsfunktoren und grundlegende Eigenschaften . . 2
1.2 Relationen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2 Die Monoidalgebren KpiQ und BQ fu¨r Wegealgebren KQ 13
2.1 Grundlagen und Definition der Monoidalgebra KpiQ . . . . . . . . . . 13
Der Dynkin-Ko¨cher vom Typ A2 . . . . . . . . . . . . . . . . . 17
2.2 Definition der Monoidalgebra BQ und grundlegende Eigenschaften . . 18
2.3 Die Einfachen und das Radikal von BQ . . . . . . . . . . . . . . . . . 21
2.4 Der Gabriel-Ko¨cher von BQ . . . . . . . . . . . . . . . . . . . . . . . 25
2.5 Spezialfa¨lle und Eigenschaften des Gabriel-Ko¨chers . . . . . . . . . . . 33
Spezialfall: Der linear orientierte Dynkinko¨cher vom Typ An . . . . . . 34
Spezialfall: Der Unterraumko¨cher . . . . . . . . . . . . . . . . . . . . 35
Eigenschaften . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3 Die Monoidalgebren zu linear orientierten Dynkin Ko¨chern vom Typ An 43
3.1 Formulierung des Hauptresultats . . . . . . . . . . . . . . . . . . . . . 43
Notationen und Relationen . . . . . . . . . . . . . . . . . . . . . . . . 43
Hauptresultat . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2 Eine Normalform von Bn . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.3 Eine Produktformel bestimmter Basiselemente . . . . . . . . . . . . . . 54
3.4 Idempotente der Monoidalgebra . . . . . . . . . . . . . . . . . . . . . 62
Spezielle zentrale Idempotente . . . . . . . . . . . . . . . . . . . . . . 63
Zentrale Idempotente inAM . . . . . . . . . . . . . . . . . . . 69
Ein vollsta¨ndiges System zentraler, paarweise orthogonaler Idempotenter 71
Spezielle Idempotente . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
Eine alternative Beschreibung . . . . . . . . . . . . . . . . . . 76
vii
Ein vollsta¨ndiges System paarweise orthogonaler Idempotente . . . . . 77
3.5 Die zu den ”Wegen“ der Inzidenzalgebra korrespondierenden Elemente 82
Spezielle Monome . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
Eine induktive Beschreibung . . . . . . . . . . . . . . . . . . . 86
Eigenschaften . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
Ein Element in f(n)J Anf(n)K . . . . . . . . . . . . . . . . . . . . . . . . . 94
3.6 Beweis des Hauptsatzes . . . . . . . . . . . . . . . . . . . . . . . . . . 103
3.7 Ein weiterer Funktor . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
Definition von OS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
Anwendung auf Qn- darK . . . . . . . . . . . . . . . . . . . . . . . . . 107
4 Verallgemeinerungen 109
Vorbemerkungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
4.1 Verkleben an einer Senke . . . . . . . . . . . . . . . . . . . . . . . . . 113
Unterraumko¨cher . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
Sternko¨cher . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
Dynkin-Ko¨cher vom Typ Dn mit genau einer Senke . . . . . . . 119
Ba¨ume mit einer speziellen Orientierung . . . . . . . . . . . . . . . . . 120
Bipartite Dynkin-Ko¨cher vom Typ An . . . . . . . . . . . . . . 124
Beispiel 4.1: Die Monoidalgebra zum bipartiten Dynkin-Ko¨cher
vom Typ A4 . . . . . . . . . . . . . . . . . . . . . . 126
4.2 Vollsta¨ndig bipartite Ko¨cher . . . . . . . . . . . . . . . . . . . . . . . 127
Beispiel 4.2: Die Monoidalgebra zum bipartiten Euklidischen-
Ko¨cher vom Typ A˜3 . . . . . . . . . . . . . . . . . . 130
4.3 Umgebungsko¨cher eines Punktes . . . . . . . . . . . . . . . . . . . . . 131
Beispiel 4.3: Die Monoidalgebra zum linear orientierten
Dynkin-Ko¨cher vom Typ D4 . . . . . . . . . . . . . 135
Literaturverzeichnis 139
viii
Kapitel 1
Die Projektionsfunktoren
Ist U ein partieller Kippmodul oder ein einfacher Modul ohne nichttriviale
Selbsterweiterungen u¨ber einer endlichdimensionalen Algebra A, so ist(
gen-U,Kern HomA(U, )
)
ein Torsionspaar der Kategorie mod-A der endlichdimensio-
nalen A-Moduln. Das zugeho¨rige Torsionsradikal ist der Funktor tU : mod-A −→ mod-A,
welcher einen Modul M auf seinen gro¨ßten in gen-U liegenden Untermodul MU abbildet.
Die kurze exakte Sequenz
0 −→ MU −→ M −→ M/MU −→ 0
ist die kanonische Folge zu diesem Torsionspaar. Der U¨bergang zu den Kokernen
definiert dann den Funktor PU : mod-A −→ Kern HomA(U, ); einem Modul M wird also
sein Quotient M/MU zugeordnet.
Diese Funktoren sind idempotent. Wir werden weiter sehen, dass fu¨r einfache Rechts-
moduln S und T ohne nichttriviale Selbsterweiterungen die Relation PSPTPS ∼ PTPSPT
gilt, falls es keine Erweiterungen von S durch T oder keine von T durch S gibt. Zudem
gilt im Fall Ext1A(T, S ) = 0 die Relation PTPSPT ∼ PTPS . Infolgedessen ”kommutieren“
PS und PT genau dann, wenn es keine nichttrivialen Erweiterungen zwischen S und T
gibt.
Im ersten Teil dieses Kapitels definieren wir Projektionsfunktoren allgemein fu¨r be-
liebige Moduln und erinnern an die notwendigen Details der Anfa¨nge der klassischen
Kipptheorie. Wir halten uns an die Darstellung aus dem Buch [ASS06]. Dabei nutzen
wir die Gelegenheit und weisen auf die fu¨r die Relationen wichtigen Eigenschaften hin,
insbesondere fu¨r den Fall, dass U einfach ist. Im zweiten Teil beweisen wir die genannten
Relationen.
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1.1 Definition der Projektionsfunktoren und grundlegende
Eigenschaften
Es sei A eine endlichdimensionale, assoziative, unita¨re Algebra u¨ber einem Ko¨rper K .
Die Kategorie der endlichdimensionalen A-Rechtsmoduln bezeichnen wir mit mod-A.
Außerdem schreiben wir Abbildungen und Funktoren von rechts.
Es sei U ein endlichdimensionaler A-Rechtsmodul. Mit gen-U bezeichnen wir die volle
Unterkategorie von mod-A der von U endlich erzeugten Moduln; d.h. die Objekte von
gen-U sind bis auf Isomorphie genau die Quotienten von Ud fu¨r beliebige d ∈ N.
Bekanntlich ist gen-U eine unter Quotienten und endlichen direkten Summen, und
somit unter inneren Summen, abgeschlossene Unterkategorie. Somit ist in jedem A-
Rechtsmodul M die Summe MU all jener Untermoduln, welche in gen-U liegen, wieder
ein Quotient eines Un. Der Modul MU ist also der gro¨ßte Untermodul von M, der in
gen-U liegt.
Insbesondere faktorisiert jeder Morphismus U
ψ−→ M u¨ber die Einbettung MU ι−→ M.
Die induzierte Abbildung HomA(U, ι) ist also surjektiv. Wegen der Linksexaktheit des
Hom-Funktors gilt:
(∗) HomA(U,MU) HomA(U,M)HomA
(U, ιM)

Ferner ist fu¨r jeden A-Homomorphismus M
ϕ−→ N das Bild MU ϕ schon ein Untermodul
von NU . Wir erhalten demnach das kommutative Diagramm mit exakten Zeilen, wobei
ιM und ιN die jeweiligen Einbettungen bezeichnen:
0 MU M
0 NU N
ιM
ϕ|MU ϕ
ιN
Damit haben wir gezeigt, dass der Funktor tU : mod-A −→ mod-A mit
M 7−→ MU :=
∑
X⊆M,X∈gen-U
X
2
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und
M
ϕ−→ N 7−→ MU
ϕ|MU−→ NU
ein kovarianter Unterfunktor des Identita¨tsfunktors ist, der zudem idempotent ist.
Nun ist die Zuordnung PU : mod-A −→ mod-A, M 7→ M/MU funktoriell: Dazu sehen
wir uns den U¨bergang zu den Kokernen an. Es sei ϕ : M −→ N ein Homomorphismus
und piM : M −→ M/MU sowie piN : N −→ N/NU die kanonischen Epimorphismen.
Weil ϕpiN u¨ber den Kokern piM von ιM faktorisiert, existiert ein eindeutig bestimmter
Homomorphismus ϕ̂, so dass folgendes Diagramm ein kommutatives mit exakten Zeilen
ist:
0 MU M M/MU 0
0 NU N N/NU 0
ιM
ϕ|MU ϕ
piM
ϕ̂
ιN piN
Wir setzen ϕPU := ϕ̂ und vergewissern uns, dass die (kovarianten) Funktoreigenschaften
idM PU = idMPU und (ϕPU)(ψPU) = (ϕψ)PU gelten, weil piM der Kokern von ιM ist.
Aus demselben Grund ist dieser Funktor PU : mod-A −→ mod-A – von uns ab jetzt
Projektionsfunktor zu U genannt –K-linear; PU erha¨lt also insbesondere endliche direkte
Summen. Wir werden solch ein Diagramm ”von PU induziert und zu ϕ kanonisch“
nennen und die kurze exakte Sequenz
0 −→ MtU −→ M −→ MPU −→ 0
die ”von PU induzierte kanonische Sequenz zu M“.
Wir ko¨nnen MU auch ”berechnen“ . Hierzu sehen wir uns fu¨r beliebige A-Moduln M den
A-Modulhomomorphismus der Auswertung
ΦU,M : U ⊗B HomA(U,M) −→ M mit u ⊗ ϕ 7→ uϕ
mit B := EndA(U) an. Dabei fassen wir U bzw. HomA(U,M) auf die u¨bliche Weise als
Rechts- resp. Linksmodul von B auf und den K-Vektorraum U ⊗B HomA(U,M) als
A-Rechtsmodul vermo¨ge der Operation von A auf der ersten Komponente U, welche
per Definition mit der von B auf U vertauscht.
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Im Folgenden leiten wir her, dass (ΦU,M)M∈mod-A als eine natu¨rliche Transformation von
dem Funktor U ⊗B HomA(U, ) auf den Funktor tU aufgefasst werden kann:
1. Schritt: MU = Bild ΦU,M Nach Definition von ΦU,M ist MU stets im Bild von ΦU,M
enthalten: Wa¨hlen wir einen (nach Definition von MU existierenden) A-Epimorphismus
g = (g1, . . . , gs)t : U s −→ MU , so gilt fu¨r diesen na¨mlich:
MU = U sg =
s∑
i=1
Ugi =
∑
(U ⊗ gi)ΦU,M ∈ Bild ΦU,M
Bezeichnen wir nun den zu ΦU,M geho¨rigen Epimorphismus mit
Φ˜U,M : U ⊗B HomA(U,MU) −→ Bild ΦU,M ,
so erhalten wir das kommutative Diagramm:
U ⊗B HomA(U,MU) U ⊗B HomA(U,M)
Bild ΦU,MU = MU Bild ΦU,M
id⊗HomA(U, ιM)
ΦU,MU Φ˜U,M
ε
Wie wir in (∗) schon festgestellt haben, ist id⊗HomA(U, ιM) ein Isomorphismus, weswe-
gen die Inklusion ein Epimorphismus sein muss. Dies bedeutet schließlich die Gleichheit
von MU und Bild ΦU,M.
2. Schritt: Nach dem ersten Schritt beschert die Definition von Φ˜U, einem Homomor-
phismus ϕ : M −→ N das folgende kommutative Diagramm.
U ⊗B HomA(U,M) MtU = MU
U ⊗B HomA(U,N) NtU = NU
Φ˜U,M
ϕtUid⊗HomA(U, ϕ)
Φ˜U,N
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Damit ist Φ˜U, eine natu¨rliche Transformation von dem Funktor U ⊗B HomA(U, ) auf
den Funktor tU .
Ist U zudem einfach, so ist erhalten wir:
1.1 Proposition. Es seien A eine endlichdimensionale, assoziative, unita¨re Algebra u¨ber
einem Ko¨rper K und U ein einfacher A-Rechtsmodul.
(1) Es ist Φ˜U, eine natu¨rliche A¨quivalenz der Funktoren tU und U ⊗B HomA(U, ).
Insbesondere sind die A-Moduln MU und U ⊗
B
HomA(U,M) isomorph.
(2) Besitzt U keine nichttriviale Selbsterweiterungen, so ist tU ein Torsionsradikal,
d.h. fu¨r alle A-Moduln M gilt: (M/MtU)tU = 0. Insbesondere ist das Bild des
Endofunktors PU die volle Unterkategorie von mod-A mit den Objekten N, fu¨r die
HomA(U,N) = 0 gilt.
Beweis: Zu (1): Wegen der Einfachheit von U ist MU  Ud fu¨r ein d ∈ N. Die
Injektivita¨t von ΦU,M folgt nun aus der Dimensionsgleichheit von MU = Bild ΦU,M und
U ⊗B HomA(U,M), welche sich, den A-Isomorphismus HomA(U,M)  HomA(U,MU)
ausnutzend, wie folgt ergibt:
U ⊗B HomA(U,M)  U ⊗B HomA(U,MU)  U ⊗B HomA
(
U,Ud
)
 U ⊗B Bd  (U ⊗B B)d  Ud  MU
Zu (2): Wieder folgt aus der Einfachheit von U die Existenz eines d ∈ Nmit Ud  MU .
Insbesondere gilt dann fu¨r die erste Erweiterungsgruppe:
Ext1A(U,MU)  Ext
1
A
(
U,Ud
)
 Ext1A(U,U))
d = 0
Wenden wir auf die von PU induzierte kanonische Sequenz
0 −→ MU −→ M −→ M/MU −→ 0
nun HomA(U, ) und eben Bewiesenes an, so erhalten wir die exakte Sequenz:
0 −→ HomA(U,MU) −→ HomA(U,M) −→ HomA(U,M/MU) −→ 0 = Ext1A(U,MU)
Daraus folgt sofort HomA(U,M/MU) = 0, weswegen (M/MU)tU als das Bild von
˜ΦU,M/MU gleich 0 ist. 
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Ist U ein partieller Kippmodul, hat also keine nichttrivialen Selbsterweiterungen und eine
projektive Dimension von ho¨chstens 1, so ist tU bekanntlich auch ein Radikal: Da MU =
MtU in gen-U liegt, existiert ein Epimorphismus ψ : Ud −→ MU . Die Anwendung von
HomA(U, ) auf die zugeho¨rige kurze exakte Sequenz fu¨hrt zu der exakten Sequenz:
η : Ext1A
(
U,Ud
)
−→ Ext1A(U,MU) −→ Ext2A(Kernψ) ,
deren beiden Randterme wegen der zwei Eigenschaften eines partiellen Kippmoduls
jeweils 0 sind. Wie eben gesehen, folgt daraus (M/MtU)tU = 0.
Das zugeho¨rige Torsionspaar ist
(
gen-U,Kern HomA(U, )
)
. Weiter ist die zu jedem
Modul M geho¨rige kanonische Sequenz 0 −→ L −→ M −→ N −→ 0 mit L ∈ gen-U
und HomA(U,N) = 0 bis auf Isomorphie die von PU induzierte kanonische Sequenz
0 −→ MU −→ M −→ M/MU −→ 0. Falls U also ein partieller Kippmodul ist, so bildet
der Endofunktor PU auf die volle Unterkategorie Kern HomA(U, ) ab.
Ist ϕ ein Epimorphismus so auch ϕPU wegen der Definition des Kokerns. Als eine
Notiz am Rande bemerken wir noch, dass PU zudem Monomorphismen erha¨lt, wenn
U halbeinfach ist: Es sei hier U halbeinfach und ϕ : M −→ N ein Monomorphismus.
Nach dem Schlangenlemma, angewandt auf das zu ϕ kanonische durch PU induzierte
kommutative Diagramm, ist die Sequenz der Kerne und Kokerne exakt:
0 −→ 0 −→ Kern (ϕPU) −→ Kokern (ϕ|MU ) ιN−→ Kokern (ϕ) −→ Kokern (ϕPU) −→ 0
Nun ist ιN injektiv, weil Mϕ ∩ NU = MU ϕ gilt. Dabei gilt die Inklusion ⊇ nach
Definition von MU . Da U halbeinfach ist, ist gen-U auch abgeschlossen unter Bildung
von Untermoduln. Insbesondere liegt (Mϕ ∩ NU)ϕ−1  Mϕ ∩ NU in gen-U und ist
deshalb ein Untermodul von MU , woraus sich schließlich die andere Inklusion ergibt.
Aus der Exaktheit der Kern-Kokern-Sequenz folgt nun die Injektivita¨t von ϕPU .
1.2 Relationen
Es ist leicht einzusehen, dass die Funktoren PUPU und PU natu¨rlich a¨quivalent sind (was
wir mit ∼ notieren), falls tU ein Torsionsradikal ist.
Ist U halbeinfach, so stimmen gen-U und die volle Unterkategorie add-U von mod-A,
deren Objekte die direkten Summen von direkten Summanden von U sind, u¨berein. Die-
se einfache Beobachtung wenden wir nun an, um die na¨chsten Aussagen u¨ber Relationen
zwischen zwei Projektionsfunktoren zu nichtisomorphen einfachen A-Rechtsmoduln
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zu beweisen. Wir erinnern daran, dass wir auch fu¨r Funktoren – insbesondere ihre
Anwendung auf Homomorphismen – die Rechtsschreibweise benutzen.
1.2 Lemma. Es seien A eine endlichdimensionale, assoziative, unita¨re Algebra u¨ber
einem Ko¨rper K sowie S und T zwei nichtisomorphe einfache A-Rechtsmoduln. Dann
sind a¨quivalent:
(i) Ext1A(T, S ) = 0
(ii) HomA(T,M)  HomA(T,MPS ) fu¨r alle M ∈ mod-A
(iii) MT  (MPS )T fu¨r alle M ∈ mod-A
(iv) PSPT ∼ PS⊕T
Insbesondere kommutieren die Funktoren PS und PT genau dann, wenn es keine Erwei-
terungen zwischen S und T gibt.
Beweis: (i) =⇒ (ii): Wenden wir HomA(T, ) auf die kurze exakte Sequenz
0 −→ MS −→ M pi−→ MPS −→ 0
an, so erhalten wir die exakte Sequenz:
0 −→ HomA(T,MS ) −→ HomA(T,M) Hom (T,pi)−→ HomA(T,MPS ) −→ Ext1A(T,MS )
Nun liegt MS wegen der Einfachheit von S schon in add-S , sagen wir MS  S n. Damit
gilt Ext1A(T,MS )  Ext
1
A(T, S )
n = 0 nach (i). Zudem gibt es keine Homomorphismen
zwischen T und MS = S n, da T und S nicht isomorph sind. Deshalb folgt aus der
Exaktheit, dass HomA(T, pi) ein Isomorphismus ist.
(ii) =⇒ (iii): Nach der Proposition 1.1 gelten fu¨r alle M ∈ mod-A mit B = EndA(T ):
MT  T ⊗B HomA(T,M) und (MPS )T  T ⊗B HomA(T,MPS )
Aus der Voraussetzung (ii) folgt daraus die Isomorphie von MT und (MPS )T .
(iii) =⇒ (iv): Es sei M ein A-Modul. Wir sehen uns zum einen die von PS⊕T induzierte
kanonische Folge zu M an und zum anderen die von PT induzierte zu MPS . Weil S
und T einfach und nichtisomorph sind, ist die Summe von MT und MS in M direkt
und es gilt MS⊕T = MT ⊕ MS . Deswegen ist MT zu dem Untermodul (MT ⊕ MS )/MS
7
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von MPS isomorph, womit (MT ⊕ MS )/MS nach (iii) genau (MPS )T ist. Der kanonische
Epimorphismus pi von M auf M/MS bzw. dessen Einschra¨nkung auf MS⊕T faktorisiert
deshalb u¨ber die Einbettung ι2 von (MPS )T in MPS . Die linke Seite im folgenden
kommutativen Diagramm mit exakten Zeilen kommutiert also und wir erhalten den
Epimorphismus p̂iM durch den U¨bergang zu den Kokernen.
0 MS⊕T M MPS⊕T = M/MS⊕T 0
0 (MPS )T MPS MPSPT = MPS /(MPS )T 0
ι1
pi|MS⊕T
pi1
pi
ι2 pi2
p̂iM
Die nach dem Schlangenlemma existierende exakte Sequenz der Kerne und Kokerne
zeigt, dass p̂iM ein Isomorphismus ist:
0 −→ MS id−→ MS −→ Kern p̂iM −→ 0 −→ 0 −→ Kokern (̂piM) −→ 0
Des Weiteren erhalten wir fu¨r einen Homomorphismus ϕ : M −→ N den folgenden
Wu¨rfel, dessen rechte Seite kommutiert, weil pi1 ein Epimorphismus ist und weil alle
anderen Seiten schon kommutieren u.a. nach Definition der Projektionsfunktoren:
N NPS⊕T
M MPS⊕T 0
NPS NPSPT
MPS MPSPT
p̂iN
pi1
ϕ
ϕPS
p̂iM
ϕPS⊕T
ϕPS PT
Die Familie (̂piM)M∈mod-A ist also eine natu¨rliche A¨quivalenz.
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(iv) =⇒ (i): Wenn es eine Erweiterung von T durch S ga¨be, also eine kurze exakte
Folge 0 −→ S f−→ X −→ T −→ 0 existierte, die nicht zur trivialen kurzen exakten
Sequenz a¨quivalent ist, so folgte einerseits:
XPSPT = TPT = 0
und andererseits:
XPS⊕T = X/S f  T
Dies widerspricht der Voraussetzung, dass die Funktoren PS⊕T und PSPT natu¨rlich
a¨quivalent sind.
Beweis der Folgerung: Mit Ext1A(S ,T ) = 0 = Ext
1
A(T, S ) gilt nach den eben gezeigten
A¨quivalenzen sowohl PTPS ∼ PS⊕T als auch PSPT ∼ PS⊕T . Es gelte jetzt PTPS ∼ PSPT .
Angenommen, einer der Moduln besitzt eine nichttriviale Erweiterung durch den ande-
ren. O.B.d.A. sei
0 −→ S f−→ X −→ T −→ 0
eine nicht zu 0 ∈ Ext1A(T, S ) a¨quivalente kurze exakte Sequenz. Dann folgt:
XPSPT = (X/S f )PT = 0 , T  X/S f = XPS = XPTPS ,
womit PTPS und PSPT nicht natu¨rlich a¨quivalent sind. 
U¨brigens zeigt der Beweis auch, dass PU im allgemeinen kein exakter Funktor ist. Ist
beispielsweise U = S einfach, so erha¨lt PS zwar Monomorphismen und Epimorphismen,
jedoch nicht die Exaktheit im Mittelterm, wenn Ext1A(S ,T ) , 0 gilt. Denn fu¨r eine kurze
exakte Folge η , 0 aus Ext1A(S ,T ) erhalten wir folgendes kommutative Diagramm mit
offensichtlich nicht exakter zweiter Zeile:
η : 0 T X S 0
0 TPS = T XPS = X SPS = 0 0
f
piT piX
g
piS
fPS gPS
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1.3 Satz. Es seien A eine endlichdimensionale, assoziative, unita¨re Algebra u¨ber einem
Ko¨rper K sowie S und T zwei nichtisomorphe einfache A-Rechtsmoduln. Es gelte
Ext1A(T, S ) = 0.
(1) Ist tT ein Torsionsradikal, so sind PTPS und PTPSPT natu¨rlich a¨quivalent.
(2) Hat S keine nichttrivialen Selbsterweiterungen, so sind PTPS und PSPTPS natu¨rlich
a¨quivalent.
Beweis: Nach dem vorherigen Lemma gibt es eine natu¨rliche A¨quivalenz
(νM)M∈mod-A : PS⊕T −→ PSPT . Dann sind auch νPS = ((νM)PS )M∈mod-A : PS⊕TPS −→
PSPTPS und (ν(MPT ))M∈mod-A : PTPS⊕T −→ PTPSPT natu¨rliche A¨quivalenzen. Deshalb
reicht es PTPS ∼ PTPS⊕T bzw. PS⊕TPS ∼ PTPS unter den Voraussetzungen in (1) resp. (2)
zu zeigen.
Zu PTPS ∼ PTPS⊕T : Es sei tT ein Torsionsradikal. Insbesondere ist der T -Anteil
(MPT )T = (M/MtT )tT = 0 von MPT trivial, womit der (S ⊕ T )-Anteil von MPT , der
gerade (MPT )S ⊕ (MPT )T ist, nur aus (MPT )S besteht. Wir erhalten also das folgende
kommutative Diagramm, dessen Zeilen die von PS⊕T bzw. PS induzierten kanonischen
Sequenzen zu MPT sind. Dabei ist ηM der eindeutig bestimmte Isomorphismus, der durch
den U¨bergang zu den Kokernen gegeben ist:
0 (MPT )S⊕T MPT MPTPS⊕T 0
0 (MPT )S MPT MPTPS 0
ι1 pi1
ι2 pi2
ηM
Es sei ϕ : M −→ N ein A-Homomorphismus. Das folgende Diagramm ist dann ein
kommutatives mit exakten Zeilen und zeigt, dass die Familie (ηU)U∈mod-A eine natu¨rliche
A¨quivalenz ist:
10
1.2 Relationen
NPT NPTPS⊕T
MPT MPTPS⊕T 0
NPT NPTPS
MPT MPTPS
ηN
pi1
ϕPT
ϕPT
ηM
ϕPTPS⊕T
ϕPTPS
Zu PS⊕TPS ∼ PTPS : Es sei M ein beliebiger A-Modul. Wir betrachten U := MPT =
M/MT und V := MPS⊕T = M/(MS ⊕ MT ) sowie den Epimorphismus αM:
U := MPT = M/MT M/MT/(MS ⊕ MT )/MT M/MS ⊕ MT =: V
αM

Es ist (αU)U∈mod-A bekanntlich eine natu¨rliche Transformation PT −→ PS⊕T und damit
ist auch (αUPS )U∈mod-APTPS −→ PS⊕TPS eine solche. Die letztere ist genau dann eine
natu¨rliche A¨quivalenz, wenn αUPS fu¨r alle A-Moduln U ein Isomorphismus ist. Nach
Definition der Projektionsfunktoren ist αUPS stets ein Epimorphismus. Wir mu¨ssen also
nur noch einsehen, dass αUPS injektiv ist. Dazu sehen wir uns das von PS induzierte
kommutative Diagramm zu α :=αM : U −→ V an:
0 US U U/US = MPTPS 0
0 VS V V/VS = MPS⊕TPS 0
ι1
α|US = αtS α
pi1
αPS
ι2 pi2
Wir kno¨pfen uns jetzt die durch das Schlangenlemma induzierte exakte Sequenz der
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Kerne und Kokerne vor:
0 −→ Kernα|US
ι−→ Kernα −→ Kern (αPS ) −→ Kokern (α|US )
−→ 0 −→ Kokern (αPS ) −→ 0
Wegen Kernα  MS ∈ add-S liegt der Kern von α schon in US und es folgt:
Kernα = US ∩ Kernα = Kernα|US
Der Monomorphismus ι ist damit ein Isomorphismus. Ferner ist Kernα = S d fu¨r ein
d ∈ N. Nach Voraussetzung hat S keine Selbsterweiterungen, weshalb Ext1A(S ,Kernα) =
Ext1A(S , S )
d = 0 folgt. Dies zieht die Surjektivita¨t von HomA(S , α) nach sich, also auch
die von id ⊗HomA(S , α). Da die Funktoren tS und S ⊗HomA(S , ) nach der Proposition
1.1 natu¨rlich a¨quivalent sind, ist auch α|US = αtS ein Epimorphismus. Aus der Exaktheit
der aufgefu¨hrten Kern-Kokern-Sequenz ergibt sich nun die Injektivita¨t von αPS . 
Die Proposition 1.1 beru¨cksichtigend haben wir bisher die folgenden Relationen
zwischen den Projektionsfunktoren zu einfachen Moduln gefunden:
1.4 Korollar. Es sei A eine endlichdimensionale, assoziative, unita¨re Algebra u¨ber
einem Ko¨rperK . Es seien S und T zwei nichtisomorphe, einfache A-Rechtsmoduln ohne
nichttriviale Selbsterweiterungen. Dann gelten:
(1) P2S ∼ PS
(2) PSPTPS ∼ PTPSPT falls Ext1A(T, S ) = 0 oder Ext1A(S ,T ) = 0
(3) PSPTPS ∼ PTPS falls Ext1A(T, S ) = 0
(4) PSPT ∼ PTPS falls Ext1A(T, S ) = 0 und Ext1A(S ,T ) = 0
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Die Monoidalgebren KpiQ und BQ fu¨r
Wegealgebren KQ
Es stellt sich die Frage, ob die im letzten Kapitel gefundenen Relationen die einzigen
multiplikativen zwischen zwei Projektionsfunktoren sind. Lassen sich alle multiplikati-
ven Relationen dreier oder mehr solcher Projektionsfunktoren aus denen zweier ableiten?
Dieses Problem untersuchen wir fu¨r Wegealgebren KQ endlicher, zykelloser Ko¨cher
Q u¨ber einem Ko¨rper K . Dazu betrachten wir das von solchen Projektionsfunktoren
bezu¨glich der Hintereinanderausfu¨hrung erzeugte Monoid piQ. Dieses bzw. seine Mo-
noidalgebra KpiQ vergleichen wir mit der passenden durch Erzeuger und Relationen
gegebenen Algebra BQ. In den von uns – im dritten und vierten Kapitel – behandelten
Spezialfa¨llen fu¨r Q sind diese isomorph, weswegen die schon aufgefu¨hrten ”lokalen“
Relationen bereits definierende sind. In diesem Kapitel bescha¨ftigen wir uns zuna¨chst
mit der Algebra BQ, von welcher KpiQ a priori nur ein Quotient ist. Diese ist stets
endlichdimensional. Nach einem Satz von Gabriel (s. etwa [ASS06]) ist die Algebra BQ
Morita-a¨quivalent zu der Wegealgebra eines Ko¨chers, dem sogenannten Gabriel-Ko¨cher,
modulo einem zula¨ssigen Ideal. Diesen Ko¨cher werden wir im letzten Abschnitt 2.4
angeben. Des Weiteren werden wir im Abschnitt 2.3 sehen, dassBQ eine saubere Algebra
ist, womit sogar Isomorphie gilt.
2.1 Grundlagen und Definition der Monoidalgebra KpiQ
Wir erinnern zuna¨chst an die no¨tigen Grundlagen u¨ber Wegealgebren, weisen dabei auf
die Notationsbesonderheiten wegen der hier verwendeten Rechtsschreibweise hin und
gehen kurz auf die Wirkung der Projektionsfunktoren ein, bevor wir KpiQ definieren.
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Es sei K ein Ko¨rper. Ein Ko¨cher Q ist ein gerichteter Graph. Seine Punktmenge
bezeichnen wir mit Q0, die Menge seiner Pfeile mit Q1. Zu jedem Pfeil •x α→ •y (oder
nur α : x→ y notiert) geho¨ren wie die Notation schon anzeigt zwei eindeutig bestimmte
Punkte: der Nock von α, in dem der Pfeil startet, und die Spitze y, in dem der Pfeil endet.
Eine Senke ist ein Punkt, in dem kein Pfeil startet und dual ist eine Quelle ein Punkt, in
dem kein Pfeil endet. Zudem sei der Ausgangsgrad (und dual der Eingangsgrad) eines
Punktes x als die Anzahl der Pfeile, deren Nock gerade x ist, definiert. Fu¨r einen Weg
x
α1→ x1 α2→ x2 α3→ . . . αr−1→ xr−1 αr→ y der La¨nge r von x ∈ Q0 nach y ∈ Q0 schreiben
wir nur α1α2 . . . αr−1αr. Ein Ko¨cher heißt zykellos, wenn es keinen Weg der La¨nge
r ≥ 1 mit gleichem Anfangs- und Endpunkt gibt. Der folgende Ko¨cher ist zum Beispiel
ein zykelloser und sowohl α2α3α4 als auch α1α4 sind Wege von dem Punkt 1 zu dem
Punkt 4. Sprechen wir von einer Wanderung in Q, so ignorieren wir die Pfeilrichtungen;
beispielsweise gibt es zwar keinen Weg von 4 nach 9 aber eine Wanderung.
7
6 11
2 5 10
1 3 4 9 12 13
8
α2 α3
α1 α4
Weiter sei fu¨r jeden Punkt x der Weg der La¨nge 0 von x nach x mit ex bezeichnet. Die
Wegealgebra KQ von Q u¨ber K ist dann der K-Vektorraum mit der Menge der Wege
von Q als Basis, auf dem eine Multiplikation durch
(α1α2 . . . αr)(β1β2 . . . βs) :=
α1α2 . . . αrβ1β2 . . . βs falls y = x′0 sonst
fu¨r Wege x
α1→ x1 α2→ x2 α3→ . . . αr−1→ xr−1 αr→ y und x′ β1→ x′1
β2→ x′2
β3→ . . . βs−1→ x′s−1
βs→ z
gegeben ist.
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Ist Q zykellos, so ist KQ eine endlichdimensionale Algebra. Ferner hat jeder einfache
KQ-Modul keine nichttrivialen Selbsterweiterungen. (DaKQ erblich ist, ist jeder einfa-
che Modul außerdem ein partieller Kippmodul.) Jedenfalls gelten die im ersten Kapitel
aufgefu¨hrten Relationen zwischen den Projektionsfunktoren zu Einfachen.
Eine endlichdimensionale Q-Darstellung u¨ber K ist ein Tupel
V =
(
(V(q))q∈Q0 , (V(α)
)
α∈Q1) von endlichdimensionalen K-Vektorra¨umen V(q) und
K-linearen Abbildungen V(α) : V(x) −→ V(y) fu¨r α : x → y. Wa¨hrenddessen
ist ein Morphismus V −→ W von Q-Darstellungen V und W ein Tupel
ϕ =
(
ϕ(q) : V(q) −→ W(q))q∈Q0 von K-linearen Abbildungen, so dass fu¨r jeden
Pfeil α : x → y gilt: V(α)ϕy = ϕ(x)W(α); das folgende Diagramm ist also ein
kommutatives.
V(x) V(y)
W(x) W(y)
V(α)
W(α)
ϕ(x) ϕ(y)
Die Kategorien Q- darK der endlichdimensionalen Q-Darstellungen und mod-KQ der
endlichdimensionalen KQ-Rechtsmoduln sind natu¨rlich a¨quivalent. Wir unterscheiden
ab jetzt nicht zwischen diesen Kategorien. Ist Q zykellos, so hat KQ bis auf Isomorphie
|Q0| paarweise nichtisomorphe einfache KQ-Moduln. Fu¨r jedes q ∈ Q0 ist die Q-
Darstellung S q mit (S q)(q) = K und (S q)(x) = 0 fu¨r alle Punkte x , q sowie
(S q)(α) = 0 fu¨r alle Pfeile α von Q einfach. Auf den Q-Darstellungen la¨sst sich
leicht der Projektionsfunktor Pq :=PS q : Q- darK −→ Q- darK zu S q berechnen: Ist
V =
(
(V(x))x∈Q0 , (V(α)
)
α∈Q1) eine Q-Darstellung, so ist der Sockel Soc(V) von V gerade
die Darstellung W =
(
(W(x))x∈Q0 , (W(α))α∈Q1
)
mit:
W(x) =
⋂
α : x→y
Kern V(α) und W(α) = 0
(Hierbei haben wir ausnahmsweise auf die Rechtsschreibweise des Funktors Soc ver-
zichtet.) Unter dem im ersten Kapitel vorgestellten Unterfunktor tq = tS q : Q- darK −→
Q- darK des Identita¨tsfunktors wird V auf diejenige Unterdarstellung von Soc(V) ≤ V
abgebildet, die in add-S q liegt. Deshalb gilt fu¨r alle x ∈ Q0:
(Vtq)(x) =
W(q) falls x = q0 sonst
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und damit ergibt sich fu¨r VPq:
(VPq)(x) =
V(q)/W(q) falls x = qV(x) sonst
Die linearen Abbildungen (VPq)(α) mit α ∈ Q1 sind die von der Faktorstruktur induzier-
ten. Insbesondere gilt fu¨r jeden Einfachen S x:
(S xPq) =
0 falls x = qS x sonst
Wir wenden uns nun dem ”multiplikativen Zusammenspiel“ der Endofunktoren Pq mit
q ∈ Q0 zu. Allgemein ist die Hintereinanderausfu¨hrung von Endofunktoren auf Q- darK
eindeutig bis auf natu¨rliche A¨quivalenz: Es seien K-lineare Endofunktoren F,G,H
und H′ von Q- darK sowie natu¨rliche A¨quivalenzen ν : F −→ G resp. µ : H −→ H′
gegeben. Fu¨r jeden Morphismus ϕ : U −→ V in Q- darK ist das folgende Diagramm ein
kommutatives mit exakten Zeilen:
UFH UGH UGH′
VFH VGH VGH′
νU H µ(UG)
νV H µ(VG)
ϕFH ϕGH ϕGH′
Ferner ist mit νU auch νU H ein Isomorphismus von Q-Darstellungen und damit ist
((vU H)µ(UG))U∈Q- darK : FH −→ GH′ eine natu¨rliche A¨quivalenz.
2.1 Definition. Es sei K ein Ko¨rper und Q ein endlicher, zykelloser Ko¨cher. Ferner sei
X die volle Unterkategorie der Kategorie der kovarianten Endofunktoren auf Q- darK
mit den Objekten Pq1Pq2 . . .Pqr fu¨r r ∈ N∪{0} und q1, q2, . . . , qr ∈ Q0.
Es sei piQ die Menge der Isomorphieklassen von X. Vermo¨ge der von der Hintereinan-
derausfu¨hrung von Endofunktoren auf piQ induzierten Multiplikation ist piQ ein Monoid.
Natu¨rlich ist die Isomorphieklasse des Identita¨tsfunktors von mod-KQ ein Element
in piQ; wir werden es stets mit 1 bezeichnen. Ferner unterscheiden wir in der Nota-
tion nicht zwischen Pq1Pq2 . . .Pqr und seiner Isomorphieklasse und schreiben deshalb
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auch Pq1Pq2 . . .Pqr = Px1Px2 . . .Pxs , wenn die Funktoren Pq1Pq2 . . .Pqr und Px1Px2 . . .Pxs
natu¨rlich a¨quivalent sind. Dementsprechend unpra¨zise sprechen wir von Monomen u¨ber{
Pq
∣∣∣ q ∈ Q0}. In diesem Sinne ist piQ dann das von {Pq ∣∣∣ q ∈ Q0} (bis auf natu¨rliche
A¨quivalenz) erzeugte Monoid.
Der Dynkin-Ko¨cher vom Typ A2
Wir betrachten jetzt das einfachste nichttriviale Beispiel: Es sei K = •1 → •2 der
Dynkinko¨cher vom Typ A2. Dann wird das Monoid piK von den zu den beiden Punkten
korrespondierenden Projektionsfunktoren P1 :=PS 1 und P2 :=PS 2 erzeugt.
Da nun allgemein fu¨r zwei Punkte x und y eines endlichen, zykellosen Ko¨cher Q die
Dimension von Ext1KQ
(
S x, S y
)
mit der Anzahl der Pfeile von x nach y u¨bereinstimmt,
gilt:
Es gibt genau dann in Q keinen Pfeil von y nach x, wenn Ext1A
(
S y, S x
)
= 0 gilt.
In diesem Fall gilt: PyPxPy = PyPx = PxPyPx
Insbesondere haben wir also neben der Idempotenz von P1 und P2 die Relationen
P2P1P2 = P2P1 = P1P2P1, weswegen die Menge B :={1,P1,P2,P1P2,P2P1} offensichtlich
multiplikativ abgeschlossen und damit ein Untermonoid von piK ist. Weil zudem die
Erzeuger P1 und P2 in B enthalten sind, gilt piK = B. Des Weiteren sind die Elemente
1,P1,P2,P1P2,P2P1 paarweise verschieden. Denn die ersten drei unterscheiden sich von-
einander (und von den letzten beiden) auf den einfachen K-Darstellungen S 1 und S 2.
Weiter gilt fu¨r die (injektive) K-Darstellung I2 = K id→ K zum einen I2P1P2 = I2P2 =
0 → K und zum anderen I2P2P1 = (K → 0)P1 = 0, woraus auch P1P2 , P2P1 folgt.
Demnach besitzt das Monoid genau fu¨nf Elemente. Wir haben somit gezeigt, dass die
MonoidalgebraKpiK zu derK-Algebra BK isomorph ist, welche durch Erzeuger X1 und
X2 und Relationen X21 = X1, X
2
2 = X2 und X2X1X2 = X2X1 = X1X2X1 definiert ist.
Denn die Zuordnung X1 7→ P1 und X2 7→ P2 induziert einen Epimorphismus der Algebra
BK auf KpiK , welcher das K-lineare Erzeugendensystem 1, X1, X2, X1X2, X2X1 von BK
auf eine K-Basis von KpiK abbildet.
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2.2 Definition der Monoidalgebra BQ und grundlegende
Eigenschaften
In diesem und in den na¨chsten drei Abschnitten werden wir die im Folgenden definierten
Algebren BQ fu¨r endliche, zykellose Ko¨cher Q untersuchen. Wir zeigen unter anderem,
dass diese stets endlichdimensional sind, geben bis auf Isomorphie alle einfachen Mo-
duln an, indem wir das Radikal berechnen, und ko¨nnen anschließend den Gabriel-Ko¨cher
sowie seine Zusammenhangskomponenten bestimmen. Es seienK ein Ko¨rper und Q ein
endlicher, zykelloser Ko¨cher.
2.2 Definition. Wir definieren die K-Algebra BQ durch die Erzeuger
{
Xp
∣∣∣ p ∈ Q0} und
die folgenden, durch den Ko¨cher Q gegebenen Relationen:
(1) XpXp = Xp fu¨r alle p ∈ Q0
(2) XsXtXs = XtXsXt fu¨r alle s, t ∈ Q0
(3) XtXsXt = XtXs fu¨r alle s, t ∈ Q0, fu¨r die in Q kein Pfeil von t nach s existiert
Der Ko¨cher Q entha¨lt wegen seiner Zykellosigkeit insbesondere keine Zykel der La¨nge 2.
Wenn (1) und (2) gelten, ist die Bedingung (3) deshalb a¨quivalent zu:
(3a) XsXt = XtXs fu¨r alle s, t ∈ Q0, die in Q durch keinen Pfeil verbunden sind
(3b) XtXsXt = XtXs fu¨r alle s, t ∈ Q0, fu¨r die ein Pfeil s −→ t ∈ Q1 existiert
Nach dem ersten Kapitel ist die Monoidalgebra KpiQ ein Quotient von BQ.
Bemerkung 1: Es sei K ein voller Unterko¨cher eines endlichen, zykellosen Ko¨chers Q.
Dann ist BK eine Unteralgebra von BQ.
Beweis: Wegen der Definition von BK und BQ gibt es einerseits einen Algebrenho-
momorphismus ϕ : BK −→ BQ mit Xp 7→ Xp fu¨r alle p ∈ K0 und andererseits einen
Algebrenhomomorphismus ψ : BQ −→ BK mit
Xq 7−→
Xq falls q ∈ K00 sonst
fu¨r alle q ∈ Q0. Weil weiter ϕψ = idBK gilt, ist ϕ eine Einbettung. 
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Die na¨chste (triviale) Beobachtung erlaubt eine Reduktion auf Isomorphieklassen von
endlichen, zykellosen Ko¨chern und eine Reduktion auf Ko¨cher ohne Mehrfachpfeile.
Hierzu sei ”der um Mehrfachpfeile reduzierte Ko¨cher“ von
•
→
...→ • gerade • → • .
Dementsprechend definieren wir fu¨r einen beliebigen endlichen, zykellosen Ko¨cher Q
”den um Mehrfachpfeile reduzierten Ko¨cher von Q”.
2.3 Proposition. Es seien K und Q endliche, zykellose Ko¨cher.
(1) Sind Q und K (anti-) isomorphe Ko¨cher, so sind auchBQ undBK (anti-) isomorphe
Algebren. Insbesondere gilt fu¨r den Gegenko¨cher Qop von Q:
BopQ  BQop
(2) Ist K der um Mehrfachpfeile reduzierte Ko¨cher von Q, so sind BK und BQ
isomorph.
Beweis: Sind K und Q isomorph oder ist K der um Mehrfachpfeile reduzierte Ko¨cher
von Q, so gibt es eine Bijektion f : Q0 −→ K0 zwischen den Punktmengen, so dass
fu¨r alle p, q ∈ Q0 es genau dann in Q einen Pfeil p → q gibt, wenn in K ein Pfeil
p f → q f existiert. Es ist BK −→ BQ mit Xp 7→ Xp f offensichtlich ein Epimorphismus
von K-Algebren. Dieser ist ein Isomorphismus, weil unter der Zuordnung Xp 7→ Xp f
die BK bzw. BQ definierenden Ideale IK und IQ isomorph sind. Sind K und Q nun
antiisomorph, so fu¨hrt der dann existierende Ko¨cherantiisomorphismus auf die gleiche
Weise zur Antiisomorphie von BK und BQ. 
Das freie Monoid u¨ber einer endlichen Menge J bezeichnen wir mit J∗, seine Ele-
mente sind die Wo¨rter v u¨ber J, die Multiplikation ist die Konkatenation und wird
(falls notwendig) mit  bezeichnet. Mit {v} bezeichnen wir die Menge der in v ∈ J∗
auftretenden Buchstaben. Ist beispielsweise J = {1, 2, . . . , 15} und v = 1.5.15.7.1.5, so
gilt {v} = {1, 5, 7, 15}. Ist n ∈ N, so schreiben wir abku¨rzend n fu¨r die Menge {1, 2, . . . n}
und n 0 fu¨r n ∪ {0} .
Weiter sei fu¨r jedes Wort w = q1  q2  . . .  qk u¨ber Q0, also w ∈ Q∗0, das Produkt
Xq1 Xq2 . . . Xqk mit Xw = Xq1  q2...  qk = Xq1q2...qk notiert. Ein K-lineares Erzeugenden-
system von BQ ist natu¨rlich
{
Xv
∣∣∣ v ∈ Q∗0}.
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2.4 Definition. Es sei Q ein endlicher, zykelloser Ko¨cher. Fu¨r eine Teilmenge M von
Q0 sei QM derjenige volle Unterko¨cher von Q, dessen Punktmenge genau M ist. Ferner
schreiben wir fu¨r ein Wort v u¨ber Q0 statt Q{v} nur Qv.
Damit besagt die Bedingung an s, t ∈ Q0 in (3), dass t eine Senke in Qs  t ist. Die
Relationen fu¨hren in BQ und damit in KpiQ zu den folgenden Verallgemeinerungen:
2.5 Lemma. Es seien Q ein endlicher, zykelloser Ko¨cher, q ∈ Q0 sowie v und w Wo¨rter
u¨ber Q0. Dann gelten die Identita¨ten:
XqXwXq = XqXw falls q eine Senke des Unterko¨chers Qq w ist
XqXwXq = XwXq falls q eine Quelle des Unterko¨chers Qq w ist
XvXw = XwXv falls kein Pfeil zwischen den Unterko¨chern Qv und Qw
existiert
Beweis: Die erste Aussage beweisen wir per Induktion nach der La¨nge von w: Hat w
die La¨nge 1, so ist w = p ∈ Q0 und q eine Senke in Qq  p. Die Identita¨t XqXpXq = XqXp
gilt also nach Definition von BQ. Ist w ein Wort einer La¨nge echt gro¨ßer als 1, so gibt es
ein Wort u und ein p ∈ Q0 mit w = up. Da q eine Senke von Qq w ist, ist q auch eine
Senke in jedem Unterko¨cher von Qq w, der q entha¨lt. Damit erfu¨llen sowohl u als auch
p die Induktionsvoraussetzung. Es folgt:
XqXwXq = XqXuXpXq = (XqXuXq)XpXq = XqXuXqXp = XqXuXp = XqXw
Der Beweis der zweiten Aussage ist dual: Wir wenden in BQop die erste Aussage an.
Dazu sei ι der kanonische Anti-Isomorphismus zwischen BQ und BQop . Ist nun q eine
Quelle in Qq w und bezeichnet w˜ das Wort mit der Eigenschaft Xwι = Xw˜ ∈ BQop , so gilt:
Xqwq = Xqwqιι = (XqXw˜Xq)ι = (XqXw˜)ι = XwXq
Die dritte Aussage ergibt sich aus den beiden ersten Aussagen. 
Bemerkenswerterweise reicht dieses Lemma bzw. die erste Aussage, um die Endlichdi-
mensionalita¨t von BQ fu¨r endliche, zykellose Ko¨cher Q – ohne genaue Kenntnis einer
Normalform von BQ – zu zeigen: Eine einfache Induktion nach der Anzahl der Punkte
in Q0 genu¨gt:
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2.6 Korollar. Ist Q ein endlicher, zykelloser Ko¨cher und K ein Ko¨rper, so ist die K-
Dimension von BQ endlich.
Beweis: Ist |Q0| = 1, so folgt aus der Idempotenz, dass BQ zweidimensional ist. Es sei
nun Q ein endlicher, zykelloser Ko¨cher mit mindestens 2 Punkten. Da Q zykellos und
endlich ist, besitzt Q eine Senke s. Induktiv ist die zu dem vollen Unterko¨cher K von Q
mit der Punktmenge K0 := Q0\{s} geho¨rige K-Algebra BK endlichdimensional. Es gibt
also eine endliche Menge C ⊆ K∗0 , so dass {Xv | v ∈ C} eine Basis der Algebra BK ≤ BQ
ist. Nach dem Lemma existieren nun fu¨r jedes Wort w ∈ Q∗0 mit s ∈ {w}Wo¨rter u, v ∈ K∗0
mit Xw = XuXsXv ∈ BK XsBK und damit auch Wo¨rter u′, v′ ∈ C mit Xw = XuXsXv =
Xu′XsXv′ . Deshalb ist die endliche Menge {Xv | v ∈ C} ∪ {XuXsXv | u, v ∈ C} schon ein
K-lineares Erzeugendsystem von BQ. 
2.3 Die Einfachen und das Radikal von BQ
Es seien K ein Ko¨rper und Q weiterhin ein endlicher, zykelloser Ko¨cher.
Fu¨r jede Teilmenge M von Q0 sei EM = (K , δM) der (eindimensionale)BQ-Rechtsmodul
vermo¨ge des Algebren-Homomorphismus δM : BQ −→ K  EndK (K), welcher durch
die Zuordnung {
Xq
∣∣∣ q ∈ Q0} −→ K , Xq 7→ 1 falls q ∈ M0 falls q < M
induziert wird. Fu¨r verschiedene Teilmengen M und N sind EM und EN offensichtlich
nicht isomorph. Die Algebra BQ hat demnach bis auf Isomorphie mindestens 2|Q0 |
einfache Moduln, welche durch die Familie (EM)M⊆Q0 gegeben ist. Die ”Berechnung“
des Jacobson-Radikals Rad(BQ), der wir uns im Folgenden zuwenden, wird zeigen, dass
durch diese Familie schon alle Einfachen (bis auf Isomorphie) beschrieben werden. Fu¨r
ein beliebiges Monom Xv in BQ ist das Bild unter δM gerade:
XvδM =
1 falls {v} ⊆ M0 sonst
Infolgedessen gilt fu¨r ein beliebiges Element a =
∑
v∈Q∗0
cvXv in BQ:
aδM =
∑
v∈Q∗0, {v}⊆M
cv
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Damit ist sofort ersichtlich, dass a genau dann im Annulator von EM (also im Kern von
δM) liegt, wenn die Summe jener Koeffizienten cv mit {v} ⊆ M gleich 0 ist. Es folgt:
a ∈
⋂
M⊆Q0
AnnBQ(EM)⇐⇒
∑
v∈Q∗0, {v}⊆M
cv = 0 fu¨r alle M ⊆ Q0
⇐⇒
∑
v∈Q∗0, {v}=M
cv = 0 fu¨r alle M ⊆ Q0
Wir haben also gezeigt, dass das Radikal Rad(BQ) als Durchschnitt der Annulatoren aller
einfachen BQ-Rechtsmoduln, in dem Ideal
⊕
M⊆Q0
〈 ∑
v∈Q∗0, {v}=M
dvXv
∣∣∣∣∣∣ ∑
v∈Q∗0, {v}=M
dv = 0
〉
K
enthalten ist.
Wir konstruieren nun zu jeder Teilmenge M von Q0 ein ausgezeichnetes Monom
XM ∈ BQ, welches genau aus den Xq mit q ∈ M besteht. Dazu definieren wir zuna¨chst
induktiv die Menge der Senken SkM der Stufe k ∈ N von M:
S0M := {q ∈ M | q ist Senke in QM}
S1M :=
{
q ∈ M ∣∣∣ q ist Senke in QM\S0 M}
...
Sk+1M :=
{
q ∈ M ∣∣∣ q ist Senke in QM\(S0 M∪S1 M∪...∪Sk M)}
Da M endlich ist, gibt es ein eindeutig bestimmtes s(M) := m mit SmM , ∅ = Sm+1M,
womit m der Anzahl der Stufen entspricht. 1 Weiter gibt es in QS j M keine Pfeile, was
insbesondere bedeutet, dass Xp und Xq fu¨r alle p, q ∈ S jM kommutieren. Das folgende
Monom XM in den Xq mit q ∈ M ist also wohldefiniert:
1Die Einteilung des Ko¨chers in Senken k-ter Stufe mit M = Q0 definiert zwar keine Rangfunktion, in dem
Sinne, dass f : Q0 −→ Z existiert mit: f (q) = f (p) + 1⇐⇒ ∃p→ q ∈ Q1,
aber es definiert eine Funktion mit: f (q) ≤ f (p) + 1⇐ p→ q ∈ Q1
Nehmen wir na¨mlich beipspielsweise den Ko¨cher von Seite 14 und M = {1, 2, 3}, so ist S0 M = {3},
S1 M = {2} sowie S2 M = {1}; der Unterko¨cher QM erlaubt jedoch keine Rangfunktion im ersten Sinne,
da dies zu dem Widerspruch f (1) + 1 = f (3) = f (2) + 1 = f (1) + 2 fu¨hrte. Allgemein existiert eine
Rangfunktion (im ersten Sinne) genau dann, wenn fu¨r je zwei Punkte x, y des zusammenha¨ngenden
Ko¨chers, die La¨nge eines jeden Weges von x nach y gleich ist.
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2.7 Definition.
XM :=
∏
q∈S0 M
Xq
∏
q∈S1 M
Xq . . .
∏
q∈Sm M
Xq
Fu¨r den Ko¨cher von Seite 14 gilt beispielsweise:
XQ0 =
∏
q∈{7,8,11,13}
Xq
∏
q∈{6,10,12}
Xq X5
∏
q∈{4,9}
Xq X3X2X1
X{1,2,3} = X3X2X1
X{4,5,8,13} =
∏
q∈{5,8,13}
Xq X4 = X5X8X13X4 = X8X13X5X4
X{4,5,8,9} =
∏
q∈{5,8}
Xq
∏
q∈{4,9}
Xq = X5X8X4X9 = X8X5X4X9
Die von diesen XM erzeugten Hauptideale IM in BQM ≤ BQ sind eindimensional. Solch
ein IM ist, wie das na¨chste Lemma zeigt, sogar das kleinste Ideal I in BQM bezu¨glich der
Eigenschaft ”I wird von Monomen Xv mit {v} = M als Ideal in BQM erzeugt“.
2.8 Lemma. Es sei M eine Teilmenge der Punktmenge Q0 eines endlichen, zykellosen
Ko¨chers Q. Dann gilt fu¨r jeden Punkt y ∈ M:
XyXM = XM = XMXy
Insbesondere ist XM idempotent.
Ferner gilt fu¨r jedes Monom Xw in BQ mit {w} = M und alle Zahlen d ∈ N, die gro¨ßer
als die La¨nge des Wortes w sind:
Xdw = XM
Beweis: Da M die disjunkte Vereinigung aller S jM mit j ∈ m 0 fu¨r m := s(M) ist, liegt
y in genau einem SkM, ist also insbesondere eine Senke des vollen Unterko¨chers mit der
Punktmenge M\(S0M ∪ S1M ∪ . . . ∪ Sk−1M) = ⋃mj=k S jM. Nach dem Lemma 2.5 gilt
damit:
XMXy =
 ∏
q∈S0 M
Xq . . .
∏
q∈Sk−1 M
Xq
 ∏
q∈Sk M,q,y
Xq
 Xy ∏
q∈Sk+1 M
Xq . . .
∏
q∈Sm M
Xq
 Xy = XM
Ferner ist y aber auch eine Quelle in dem vollen Unterko¨cher zu der Punktmenge⋃k
j=0 S jM, weswegen XyXM = XM gilt. Die letzte Aussage beweisen wir per Induktion
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nach der La¨nge von w. Dabei ist der Induktionsanfang trivial. Es sei also w ein Wort
der La¨nge d gro¨ßer als 2 und x eine Senke in Qw. Nach dem Lemma 2.5 ko¨nnen wir
annehmen, dass Xx in Xw genau einmal vorkommt, also (eventuell leere) Wo¨rter u und v
u¨ber {w}\{x} existieren mit Xw = Xu  x  v. Mit N :={u} ∪ {v} gilt dann nach dem Lemma
2.5, der Induktionsvoraussetzung und nach der Definition sowie den schon bewiesen
Eigenschaften von XM:
(Xw)d = Xu  x  v(Xu  x  v)d−1 = Xu  x  v(Xu  v)d−1 = Xu  x  vXN = Xu  xXN = XuXM = XM

Es ist die La¨nge von w eine obere Schranke fu¨r die Menge der d ∈ N mit Xdw = Xw, die
nicht angenommen werden muss. Fu¨r M = {4, 5, 8, 9} in dem Ko¨cher von Seite 14 und
w = 4  8  5  9 gilt auch schon X2w = Xw:
X24  8  5  9 = X4  8  5  9  4  8  5  9 = X8  5  4  8  5  9 = X8  5  4  9
Dies gilt allgemein fu¨r bipartite Ko¨cher, da in dem Produkt XwXw nach dem Lemma
2.5 alle in dem linken Faktor Xw auftretenden Quellen ku¨rzbar sind (und dual alle in
dem rechten Faktor Xw auftretenden Senken). U¨brigens ko¨nnen wir – diese Beobachtung
verallgemeinernd – die Schranke d mit Xdw = XM noch verfeinern:
2.9 Proposition. Es sei M eine Teilmenge der Punktmenge Q0 eines endlichen, zykello-
sen Ko¨chers Q. Fu¨r alle Wo¨rter w u¨ber M mit {w} = M gilt:
Xs(M)w = XM
Beweis: Wir fu¨hren eine Induktion nach s(M). Ist s(M) = 0, so gibt es nur ein Xw mit
w u¨ber M und {w} = M, na¨mlich XM. Es sei also M ⊆ Q0 mit ∅ , S1{w} und w ein
Wort u¨ber M mit {w} = M. Weiter sei v dasjenige Teilwort von w, welches aus w durch
Streichung aller x ∈ S0M entsteht. Nach dem Lemma 2.5 gilt dann: XwXw = XwXv und
damit Xmw = XwX
m−1
v . Nun ist {v} = M\S0M =: N, also s(N) = s(M) − 1, und damit nach
Induktionsvoraussetzung Xm−1v = XN . Da ferner fu¨r jedes Wort u u¨ber N und jede Senke
x ∈ S0M gerade Xx  uXN = XxXN = X{x}∪N nach dem ersten Teil des letzten Lemmas,
sowie nach Definition von den XN gilt, folgt induktiv schließlich XwXN = XM. 
Wir bestimmen nun das Radikal von BQ.
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2.10 Satz. Es seiK ein Ko¨rper und Q ein endlicher, zykelloser Ko¨cher. Das Radikal von
BQ ist der Durchschnitt der Annulatoren der EM mit M ⊆ Q0 und hat das K-lineare
Erzeugendensystem
{
XM − Xv
∣∣∣ M ⊆ Q0, v ∈ Q∗0, {v} = M}.
Die Familie {EM | M ⊆ Q0} ist deshalb ein Repra¨sentantensystem der einfachen Rechts-
moduln, womit BQ insbesondere eine saubere Algebra ist.
Beweis: Als Durchschnitt der Annulatoren aller einfachen BQ-Rechtsmoduln ist das
Radikal in
⋂
M⊆Q0 EM enthalten.
Nun ist
⋂
M⊆Q0 EM aber genau
〈
XM − Xv
∣∣∣ M ⊆ Q0, v ∈ Q∗0 mit {v} = M〉K , weil fu¨r ein
beliebiges Element a =
∑
v∈Q∗0 cvXv in BQ die folgenden A¨quivalenzen gelten:
a ∈
⋂
M⊆Q
EM ⇐⇒ a ∈
⊕
M⊆Q0
〈 ∑
v∈Q∗0, {v}=M
dvXv
∣∣∣∣∣∣ ∑
v∈Q∗0, {v}=M
dv = 0
〉
K
⇐⇒ a =
∑
M⊆Q0
∑
v∈Q∗0, {v}=M
cv(Xv − XM)
Des Weiteren ist nach dem vorherigen Lemma jeder Erzeuger XM − Xv von ⋂M⊆Q0 EM
nilpotent. Denn fu¨r jedes n ∈ N, welches gro¨ßer als die La¨nge des Wortes v ist, gilt:
(XM − Xv)n = (XM − Xv)2(XM − Xv)n−2
= (XMXM − XMXv − XvXM + XvXv)(XM − Xv)n−2
= (−1)(XM − X2v )(XM − Xv)n−2 = . . . = (−1)n−1(XM − Xnv )
= 0
Nach einem Satz von Wedderburn, z.B. nachzulesen in [Pie82] Kapitel 4.6, u¨ber nilpo-
tente Algebren, folgt nun aus der Existenz einer Basis von
⋂
M⊆Q0 EM aus nilpotenten
Elementen schon die Nilpotenz von
⋂
M⊆Q0 EM. Damit entha¨lt Rad(BQ) als gro¨ßtes
nilpotentes Ideal das nilpotente Ideal
⋂
M⊆Q0 EM. 
2.4 Der Gabriel-Ko¨cher von BQ
Es seiK ein algebraisch abgeschlossener Ko¨rper und Q ein endlicher, zykelloser Ko¨cher.
In diesem Abschnitt werden wir die K-Dimensionen der Erweiterungsgruppen zweier
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einfacher BQ-Rechtsmoduln EM und EN berechnen und erhalten damit den Gabriel-
Ko¨cher Γ(B) der Algebra B :=BQ. Denn die Punkte von Γ(B) sind per Definition die
Isomorphieklassen der einfachen B- Rechtsmoduln, entsprechen also nach vorherigem
Abschnitt den [EM] mit M ⊆ Q0. Wa¨hrenddessen ist die Anzahl der Pfeile von [EM]
nach [EN] gerade die Dimension von Ext1B(EM,EN). Es ist dann B zu einem Quotienten
der Wegealgebra KΓ(B) isomorph. Wir erinnern daran, dass wir weiter stets die Rechts-
schreibweise fu¨r Abbildungen benutzen.
Es seien M und N Teilmengen von Q0. Da B = BQ eine endlichdimensionale Al-
gebra u¨ber einem Ko¨rper ist, ko¨nnen wir Ext1B(EM,EN) als den K-Vektorraum der
A¨quivalenzklassen der kurzen exakten Sequenzen in mod-B der Form
0 −→ EN −→ W −→ EM −→ 0
auffassen. Dabei sind bekanntlich zwei kurze exakte Sequenzen η und η′ a¨quivalent,
wenn ein B-Rechtsmodulhomomorphismus W α−→ W′ existiert, so dass folgendes
Diagramm kommutiert:
η : 0 EN W EM 0
η′ : 0 EN W′ EM 0
ϕ
α
ψ
ϕ′ ψ′
Diese kurzen exakten Sequenzen lassen sich in Abha¨ngigkeit von M und N angeben.
Dazu setzen wir zuna¨chst fu¨r jedes q ∈ Q0 zum einen
nq := XqδN =
1 ∈ K falls q ∈ N0 ∈ K falls q < N
und zum anderen
mq := XqδM =
1 ∈ K falls q ∈ M0 ∈ K falls q < M
und nennen (nq)q∈Qo bzw. (mq)q∈Q0 das charakteristische Tupel oder auch charakteristi-
sche Funktion von N resp. M. Weiter nennen wir ein Tupel a = (aq)q∈Q0 ∈ KQ0 oder
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eine Funktion a : Q0 −→ K , q 7→ aq zula¨ssig oder (M,N)-zula¨ssig, wenn durch die
Zuordnung
Xq 7→
(
nq 0
aq mq
)
=: Aq ∈ K2×2
ein Algebrenhomomorphismus von B nach K2×2 induziert wird. Den dadurch beschrie-
benen B-Rechtsmodul K2 bezeichnen wir mit W(a,M,N) = W(a); die Erzeuger Xq von
B operieren also via Rechtsmultiplikation mit Aq auf den Vektoren (x, y) desK2. Da wir
Abbildungen von rechts schreiben, fassen wir die Elemente von K2 als Zeilenvektoren
auf.
Nun sind die kurzen exakten Sequenzen η in Ext1A(EM,EN) bis auf A¨quivalenz die
Sequenzen ηa fu¨r zula¨ssige Tupel a = (aq)q∈Q0 , welche definiert sind durch:
ηa : 0 EN W(a) EM 0
(10)
(
0
1
)
Insbesondere ist die triviale kurze exakte Sequenz
0 −→ EN −→ EN ⊕EM −→ EM −→ 0
zu η0 a¨quivalent, wobei hier 0 fu¨r die konstante Funktion Q0 −→ K , q 7→ 0 steht.
Die zugeho¨rigen Matrizen
(
nq 0
0 mq
)
bezeichnen wir mit Op. Um die Menge der (M,N)-
zula¨ssigen Tupel zu bestimmen, sehen wir uns zuna¨chst an, wie die Matrizen Aq in
Abha¨ngigkeit von der Lage des Punktes q zu den Mengen M und N aussehen. Die
Bedingungen der Zula¨ssigkeit lassen sich durch elementare Berechnungen mit diesen
Matrizentypen ermitteln. Dabei nutzen wir, dass wir die charakteristischen Tupel von M
und N kennen:
(1) Fu¨r alle q ∈ M ∩ N gilt: Aq =
(
1 0
aq 1
)
(2) Fu¨r alle q ∈ Q0\(M ∪ N) gilt: Aq =
(
0 0
aq 0
)
(3) Fu¨r alle q ∈ M\N gilt: Aq =
(
0 0
aq 1
)
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(4) Fu¨r alle q ∈ N\M gilt: Aq =
(
1 0
aq 0
)
Im letzten sowie im vorletzten Fall ist Aq unabha¨ngig von ap idempotent. In den beiden
ersten Fa¨llen hingegen ist Aq genau dann idempotent, wenn aq = 0 gilt. Gilt dies, so ist
Aq trivialerweise zentral und fu¨r alle idempotenten Matrizen A ∈ K2×2 gilt:
AqAAq = AqA = AAq = AAqA
Wir werden sehen, dass die Dimension von Ext1BQ(EM,EN) von derjenigen Eigenschaft
der Differenzmengen M\N und N\M abha¨ngt, die wir jetzt definieren:
2.11 Definition. Es seien Q ein endlicher, zykelloser Ko¨cher sowie P und R disjunkte
Teilmengen von Q0. Wir sagen ”P ist nach R stark verbunden“, wenn weder P noch R
leer sind und fu¨r je zwei Punkte p ∈ P und r ∈ R ein Pfeil von p nach r (in Q1) existiert,
und notieren: P ⇒ R. 2 Falls P nach R nicht stark verbunden ist, schreiben wir: P⇒| R.
Weil Q zykellos ist, sind folgende Aussagen a¨quivalent:
(i) P ist nach R nicht stark verbunden.
(ii) P = ∅, R = ∅ oder es existieren Punkte p ∈ P und r ∈ R, so dass es in Q1 keinen
Pfeil von p nach r gibt.
(iii) P = ∅, R = ∅ oder es existieren Punkte p ∈ P und r ∈ R, so dass p eine Senke in
Qp  r ist.
(iv) P = ∅, R = ∅ oder es existieren Punkte p ∈ P und r ∈ R, so dass es in Q1 einen
Pfeil p← r gibt oder p und r durch keinen Pfeil verbunden sind.
Fu¨r den Ko¨cher auf Seite 14 gelten beispielsweise:
{1} ⇒ {2} ⇒ {3}, {1, 2} ⇒ {3}, {3} ⇒ {4} ⇒ {5, 8}, {4, 9} ⇒ {5, 8}
aber: {1, 2, 3}⇒| {2, 3}, {3, 4}⇒| {5}, {9, 5}⇒| {5, 8, 12, 10}
2In diesem Fall ist der Ko¨cher mit den Punkten P ∪ R und nur denjenigen Pfeilen aus Q1, die Punkte aus
P mit Punkten aus R verbinden, ein vollsta¨ndig bipartiter Ko¨cher mit bipartiter Zerlegung P ∪ R.
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2.12 Proposition. Es sei Q ein endlicher, zykelloser Ko¨cher. Weiter seien M und N
Teilmengen von Q0 und a : Q0 −→ K eine Funktion.
(I) Ist M\N nach N\M nicht stark verbunden, so gilt:
a ist (M,N)-zula¨ssig⇐⇒ a|M∩N = 0 ,
a|Q0\(M∪N) = 0
und es existiert eine Konstante c ∈ K mit:
a|M\N = c idM\N und
a|N\M = −c idN\M
⇐⇒ (aq)q∈Q0 ∈ 〈(mq − nq)q∈Q0〉K
(II) Ist M\N nach N\M stark verbunden, so gilt:
a ist (M,N) -zula¨ssig⇐⇒ a|M∩N = 0 ,
a|Q0\(M∪N) = 0
und es existieren Konstanten cM, cN ∈ K mit:
a|M\N = cM idM\N und
a|N\M = cN idN\M
Beweis: Es sei a zuna¨chst (M,N)-zula¨ssig. Aus der Idempotenzbedingung folgt dann
wie schon erwa¨hnt a|M∩N = 0 und a|Q0\(M∪N) = 0. Wir zeigen zuna¨chst die Existenz von
cM und cN – also insbesondere (II) – unabha¨ngig von den Voraussetzungen in (I) und
(II). Dann schließen wir unter der Voraussetzung in (I), dass cN = −cM gilt:
Hat M\N mindestens zwei Punkte p und q, so sind entweder p und q durch keinen Pfeil
verbunden, oder es gilt entweder p → q ∈ Q1 oder q → p ∈ Q1. Wir ko¨nnen also
o.B.d.A. annehmen, dass q eine Senke in Qp  q ist, womit insbesondere(
0 0
ap 1
)
=
(
0 0
aq 1
) (
0 0
ap 1
)
= AqAp = AqApAq =
(
0 0
aq 1
)
gilt, also ap = aq =: cM. Genauso folgt, dass a eingeschra¨nkt auf N\M eine konstante
Abbildung mit Konstante cN ist. Ist eine der beiden Mengen M\N oder N\M leer, so
gilt (I) trivialerweise wegen a|∅ = c id |∅ fu¨r alle c ∈ K . Also betrachten wir jetzt die nach
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Voraussetzung in (I) existierenden Punkte y ∈ M\N und x ∈ N\M, so dass y eine Senke
in Qx  y ist. Fu¨r diese gilt insbesondere:(
0 0
0 0
)
=
(
0 0
ay 1
) (
1 0
ax 0
) (
0 0
ay 1
)
= AyAxAy
= AyAx =
(
0 0
ay 1
) (
1 0
ax 0
)
=
(
0 0
ay + ax 0
)
=
(
0 0
cN + cM 0
)
Deshalb gilt im Fall (I) zudem: c := cN = −cM, d.h. wir haben ap = cnp − cmp fu¨r alle
p ∈ Q0.
Um nun umgekehrt in (I) und (II) die (M,N)-Zula¨ssigkeit von a nachzuweisen, rechnet
man jeweils nach, dass unter den gegebenen Voraussetzungen die Matrizen Ap fu¨r alle
p ∈ Q0 idempotent sind, sowie die Bedingung (2) und (3) der Definition von BQ fu¨r je
zwei Matrizen Ap und Aq gelten. Dabei ist zu beachten, dass es im Fall (II) kein y ∈ M\N
und kein x ∈ N\M, so dass y eine Senke in Qx  y ist. 
2.13 Satz. Es seien K ein Ko¨rper, Q ein endlicher, zykelloser Ko¨cher sowie M und N
Teilmengen von Q0.
(1) Folgende Aussagen sind a¨quivalent:
(i) Ext1BQ(EM,EN) = 0
(ii) Jede (M,N)-zula¨ssige Abbildung liegt in 〈(mq − nq)q∈Q0〉K .
(iii) Es ist M\N nicht nach N\M stark verbunden.
(2) Folgende Aussagen sind a¨quivalent:
(i) dimK Ext1BQ(EM,EN) = 1
(ii) Ext1BQ(EM,EN) , 0
(iii) Es gibt eine (M,N)-zula¨ssige Abbildung, die nicht in 〈(mq − nq)q∈Q0〉K liegt.
(iv) Es ist M\N nach N\M stark verbunden.
Beweis: Zu (1): Die A¨quivalenz von (ii) und (iii) ist eine einfache Folgerung der
letzten Proposition. Es liege nun jede (M,N)-zula¨ssige Abbildung in 〈(mq−nq)q∈Q0〉K . Ist
η eine kurze exakte Sequenz aus Ext1BQ(EM,EN), so ist η zu einem ηa fu¨r eine zula¨ssige
Funktion a a¨quivalent. Nach Voraussetzung gibt es weiter eine Konstante c ∈ K , so dass
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ap = c(np −mp) fu¨r alle p ∈ Q0 gilt. Es ist dann die Rechtsmultiplikation mit
(
1 0
c 1
)
ein
BQ-Homomorphismus von W(a) nach W(0), denn fu¨r alle p ∈ Q0 gilt:
Ap
(
1 0
c 1
)
=
(
np 0
cnp − cmp mp
) (
1 0
c 1
)
=
(
np 0
cnp mp
)
=
(
1 0
c 1
) (
np 0
0 mp
)
=
(
1 0
c 1
)
Op.
Da weiter das folgende Diagramm ein kommutatives mit exakten Zeilen ist, sind ηa und
η0 a¨quivalent:
0 EN W(a) EM 0
0 EN W(0) EM 0
(1, 0)
(
1 0
c 1
)
(
0
1
)
(1, 0) (0
1
)
Es gelte nun Ext1BQ(EM,EN) = 0 und es sei ferner a : Q0 −→ K zula¨ssig. Dann existiert
Φ =
(
e b
c d
)
∈ K2×2, so dass das folgende Diagramm ein kommutatives mit exakten
Zeilen ist:
0 EN W(a) EM 0
0 EN W(0) EM 0
(1, 0)
(
e b
c d
)
(
0
1
)
(1, 0) (0
1
)
Aus der Kommutativita¨t folgen e = 1 = d und b = 0 sofort. Weiter ist die Rechtsmulti-
plikation mit Φ ein BQ-Modulhomomorphismus, weswegen fu¨r alle p ∈ Q0 gilt:(
np 0
ap + cmp mp
)
= Ap
(
1 0
c 1
)
=
(
1 0
c 1
)
Op =
(
np 0
cnp mp
)
Dies ist a¨quivalent zu ap = cnp − cmp.
31
Kapitel 2 Die Monoidalgebren KpiQ und BQ fu¨r Wegealgebren KQ
Dieser Beweis zeigt u¨brigens, dass fu¨r alle zula¨ssigen Funktionen a : Q0 −→ K gilt:
(∗) ηa ∼ η0 ⇐⇒ a ∈ 〈(mq − nq)q∈Q0〉K
Zu (2): Die A¨quivalenz von (ii), (iii) und (iv) gilt nach (1), wa¨hrend (ii) trivialer-
weise aus (i) folgt. Es seien nun Ext1BQ(EM,EN) , 0 und η und η
′ kurze exakte
Sequenzen aus Ext1BQ(EM,EN), die nicht zu η0 a¨quivalent sind. Dann existieren (M,N)-
zula¨ssige Funktionen a und b von Q0 nach K mit zugeho¨rigen BQ-Moduln W(a) via
Xp 7−→
(
np 0
ap mp
)
=: Ap und W(b) via Xp 7−→
(
np 0
bp mp
)
=: Bp und zugeho¨rigen kurzen
exakten Sequenzen ηa und ηb. Da ηa bzw. ηb nicht zu η0 a¨quivalent ist, gibt es nach
(*) Konstanten c , c′ resp. d , d′ in K mit a|M\N = c id |M\N und a|N\M = c′ id |N\M
respektive b|M\N = d id |M\N und b|N\M = d′ id |N\M. Wir ko¨nnen also k := d + d′/c + c′
setzen. Dann ist die Rechtsmultiplikation ϕ mit
(
k 0
c′k − d′ 1
)
=: Φ ein Vektorraumiso-
morphismus von W(a) nach W(b). Um zu sehen, dass ϕ ein BQ-Modulisomorphismus
ist, mu¨ssen wir die Gleichheit von ApΦ und ΦBp zeigen. Dazu sehen wir uns fu¨r ein
p ∈ Q0 diese Matrizenprodukte an:
ApΦ =
(
np 0
ap mp
) (
k 0
c′k − d′ 1
)
=
(
knp 0
kap + (c′k − d′)mp mp
)
und
ΦBp =
(
k 0
c′k − d′ 1
) (
np 0
bp mp
)
=
(
knp 0
bp + (c′k − d′)np mp
)
,
Es reicht also die Gleichung kap + (c′k − d′)mp = bp + (c′k − d′)np zu verifizieren.
Wie eine Fallunterscheidung nach der Lage von p zeigt, gilt diese nun fu¨r jedes p ∈ Q0.
Ist beispielsweise p ∈ M ∩ N, so haben wir kap + (c′k − d′)mp = k0 + c′k − d′ =
0 + c′k − d′ = bp + (c′k − d′)np. Wir sehen uns noch den Fall, dass p in M\N liegt, an:
kap+(c′k−d′)mp = d + d′/c + c′c+(c′d + d′/c + c′−d′)1 = d = bp+0 = bp+(c′k−d′)np.
Vermo¨ge dieses Isomorphismus ϕ gilt:
ηa ∼ k−1ηb : 0 −→ EN (k,0)−→ W(b)
(
0
1
)
−→ EM −→ 0

In Abschnitt 2.3 haben wir festgestellt, dass die einfachen BQ-Rechtsmoduln gerade
die EM mit M ⊆ Q0 sind. Die Punktmenge des Gabriel-Ko¨chers von BQ steht also in
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Bijektion zu der Potenzmenge ℘(Q0) von Q0. In diesem Teil haben wir die Dimension
der Erweiterungsgruppe zweier beliebiger Einfacher EM und EN berechnet und damit
die Anzahl der Pfeile zwischen [EM] und [EN] bestimmt. Insgesamt ko¨nnen wir nun den
Gabriel-Ko¨cher von BQ angeben:
2.14 Korollar. Es sei Q ein endlicher, zykelloser Ko¨cher und K ein algebraisch abge-
schlossener Ko¨rper.
Die Punkte des Gabriel-Ko¨chers Γ(BQ) von BQ sind die Isomorphieklassen [EM] der
einfachen BQ-Rechtsmoduln mit M ∈ ℘(Q0).
Ferner gibt es zwischen je zwei Punkten ho¨chstens einen Pfeil. Dabei sind zwei Punkte
[EM] und [EN] genau dann durch einen Pfeil verbunden, wenn M\N und N\M stark
verbunden sind. In diesem Fall gilt fu¨r die Pfeilrichtung:
[EM]→ [EN]⇐⇒ M\N ⇒ N\M
Nun gibt es nach einem Satz von Gabriel ein zula¨ssiges Ideal I vonKΓ(BQ), so dass BQ
zu der Ko¨cheralgebraKΓ(BQ)/I isomorph ist. Die Zula¨ssigkeit von I bedeutet hier, dass
es ein r ∈ N gibt mit Rad(BQ)2 ⊆ I ⊆ Rad(BQ)r. Im dritten Kapitel werden wir dieses
Ideal bestimmen fu¨r den Spezialfall, dass Q der linear orientierte Dynkin-Ko¨cher vom
Typ An ist. Im na¨chsten Abschnitt werden wir sehen, dass I = 0 gelten muss, wenn Q der
Unterraumko¨cher ist. Weitere Beispiele stehen im vierten Kapitel. Zuna¨chst interessieren
wir uns jedoch fu¨r die allgemeine Struktur des Gabriel-Ko¨chers.
2.5 Spezialfa¨lle und Eigenschaften des Gabriel-Ko¨chers
Es sei K ein algebraisch abgeschlossener Ko¨rper und Q ein endlicher, zykelloser
Ko¨cher. Wir haben bisher eingesehen, dass der Gabriel-Ko¨cher Γ(BQ) der K-Algebra
BQ genau 2|Q0 | Punkte hat, na¨mlich zu jeder Teilmenge M von Q0 einen Punkt [EM]
fu¨r die Isomorphieklasse des einfachen BQ-Rechtsmoduls EM. In diesem Abschnitt
identifizieren wir [EM] mit der solch eine Isomorphieklasse eindeutig bestimmenden
Menge M. Dementsprechend ist die Punktmenge des Gabriel-Ko¨chers von BQ ab jetzt
die Potenzmenge ℘(Q0) von der Punktmenge Q0 des Ausgangsko¨chers Q. Mit dieser
Notation gibt es in dem Gabriel-Ko¨cher genau dann (exakt) einen Pfeil von M ∈ ℘(Q0)
nach N ∈ ℘(Q0), wenn M\N nach N\M (bezu¨glich Q) stark verbunden ist. Dies
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bedeutet insbesondere, dass der Gabriel-Ko¨cher schleifenlos ist. Außerdem gilt fu¨r alle
p, q ∈ Q:
{p} ⇒ {q} =⇒ p→ q ∈ Q
Somit la¨sst sich Q in Γ(BQ) einbetten. Ferner ist Qop zu dem vollem Unterko¨cher
K von Γ(BQ) mit der Punktmenge K0 = {Q0\{p} ∈ ℘(Q0) | p ∈ Q0} isomorph, weil
(Q0\{p})\(Q0\{q}) = {q} fu¨r alle p , q ∈ Q0 gilt. Allgemein haben fu¨r alle M und
N in ℘(Q0) wegen (Q0\M)\(Q0\N) = N\M:
M → N ∈ Γ(BQ)⇐⇒ M\N ⇒ N\M
⇐⇒ Q0\N → Q0\M ∈ Γ(BQ)
Deshalb induziert die Zuordnung ℘(Q0) −→ ℘(Q0), M 7→ Q0\M einen Ko¨cheranti-
automorphismus der Ordnung 2 auf Γ(BQ). Es gilt demnach:
Γ(BQ)  Γ(BQ)op
Insbesondere gilt fu¨r den Fall, dass BQ schon zu KΓ(BQ) isomorph ist:
BQ  BopQ  BQop
Wir sehen uns zuna¨chst zwei Spezialfa¨lle an und schließen das Kapitel mit Beobachtun-
gen allgemeinerer Natur.
Spezialfall: Der linear orientierte Dynkinko¨cher vom Typ An
Es seien n ∈ N und Qn der linear orientierte Dynkinko¨cher vom Typ An:
1 2 . . . n
Da der Ein- und der Ausgangsgrad eines jeden Punktes in Qn ho¨chstens 1 ist, ko¨nnen
nur einelementige Mengen benachbarter Punkte stark verbunden sein. Die Pfeile des
Gabriel-Ko¨chers zwischen M und N in ℘(n ) sind deshalb durch folgende A¨quivalenz
bestimmt:
Es gibt in Γ(Qn) genau dann einen Pfeil M → N, wenn exakt ein i ∈ n mit M\N = {i}
und N\M = {i + 1} existiert.
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Damit sind in Γ(BQn) nur gleichma¨chtige Mengen durch einen Pfeil verbunden, wes-
wegen der Gabriel-Ko¨cher von BQn mindestens n + 1 Zusammenhangskomponenten
hat. Er hat genau n + 1 Zusammenhangskomponenten, weil es fu¨r jede k-elementige
Menge M ∈ ℘(Q0) mit 1 < k < n den folgenden Weg von {1, 2, . . . , k} ∈ ℘(Q0) nach
M = m1 < m2 < . . . < mk gibt:
{1, 2, . . . , k − 1, k} → {1, 2, . . . , k − 1, k + 1} → . . . . . . {1, 2, . . . , k − 1,mk}
→ {1, 2, . . . , k − 2, k,mk} → . . .→ {1, 2, . . . , k − 2,mk−1,mk}
...
→ {m1,m2, . . . ,mk−2,mk−1,mk}
In den folgenden Beispielen fu¨r Γ(BQn) mit n ∈ {2, 3, 4} notieren wir die Punkte M nur
mit den in M enhaltenden Elementen von M und verzichten auf die Mengenklammern.
Fu¨r n = 2 ergibt sich:
∅ 1 2 1, 2
Es ist Γ(BQ3) der folgende Ko¨cher:
∅ 1 2 3 1, 2 1, 3 2, 3 1, 2, 3
Der Gabriel-Ko¨cher von BQ4 sieht so aus:
1, 4
∅ 1, 2 1, 3 2, 4 3, 4 1, 2, 3, 4
2, 3
1 2 3 4 1, 2, 3 1, 2, 4 1, 3, 4 2, 3, 4
Die Gabriel-Ko¨cher von BQ5 und BQ6 haben wir im im dritten Kaptitel auf Seite 46
dargestellt.
Spezialfall: Der Unterraumko¨cher
Es sei Q = Q(n) der Unterraumko¨cher mit n + 1 Punkten. Die einzige Senke bezeichnen
wir mit s und die n Quellen mit 1, . . . , n:
35
Kapitel 2 Die Monoidalgebren KpiQ und BQ fu¨r Wegealgebren KQ
s
1 2 . . . n
Jede Teilmenge von der Menge der Quellen ist nach {s} stark verbunden, womit die
Pfeile des Gabriel-Ko¨cher von BQ durch folgende A¨quivalenz fu¨r M und N in ℘(n ∪{s})
bestimmt sind:
Es gibt in Γ(BQ) genau dann einen Pfeil M → N, wenn es disjunkte Teilmengem
M′ , ∅ und N′ von n mit M = N′ ∪ M′ und N = N′ ∪ {s}.
Wie im ersten Spezialfall sind ∅ und Q0 demnach isolierte Punkte im Gabriel-Ko¨cher.
Außerdem ist jeder Punkt ∅ , M , Q0 ∈ ℘(Q0) entweder eine Quelle – falls M ⊆ n gilt
– oder eine Senke – falls s in M liegt. Deshalb gibt es in dem Ko¨cher Γ(BQ) keine Wege
einer La¨nge ≥ 2 und folglich ist Rad(KΓ(BQ))2 = 0 fu¨r das Radikal Rad(KΓ(BQ))
der Wegealgebra KΓ(BQ), von dem bekanntlich die Wege positiver La¨nge eine K-
Basis bilden. Damit gibt es jedoch keine (von 0 verschiedenen) zula¨ssigen Ideale in
KΓ(BQ). Demzufolge ist die Algebra BQ schon zu der Wegealgebra KΓ(BQ) ihres
Gabriel-Ko¨chers isomorph. Ferner bedeutet die Existenz des Antiautomorphismus des
Gabriel-Ko¨chers in diesem Fall, dass BQ zu ihrer Gegenalgebra BopQ isomorph ist. Die
Dimension von BQ ist somit gleich der Anzahl der Punkte und der Pfeile des Ko¨chers
Γ(BQ):
dimK BQ = 2n+1 +
∑
N′⊂n
∑
∅,M′⊆n
1 = 2n+1 +
n−1∑
j=0
(
n
j
) n− j∑
k=1
(
n − j
k
)
= 2n+1 +
n−1∑
j=0
(
n
j
)
(2n− j − 1) = 2n+1 − 1 +
n∑
j=0
(
n
j
)
2n− j −
n∑
j=0
(
n
j
)
+ 1
= 2n+1 + 3n − 2n = 2n + 3n
An dieser hu¨bschen Algebrenfamilie ist der eingangs beschriebene Antiautomorphismus
vonBQ deutlich am Ko¨cher Γ(BQ) erkennbar. Zur Illustration zeigen wir hier die Ko¨cher
Γ(BQn) fu¨r n ∈ 4 , wobei wir wieder auf die Mengenklammern verzichten. Wir beginnen
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mit n = 1:
∅ 1 s 1, s
machen weiter mit n = 2:
1 2, s
∅ s 1, 2 1, 2, s
2 1, s
und n = 3:
1 1, 2 3, s 2, 3, s
∅ 2 s 1, 3 2, s 1, 2, 3 1, 3, s 1, 2, 3, s
3 2, 3 1, s 1, 2, s
und schließen mit n = 4, wobei hier einige Pfeile (nur) der besseren Lesbarkeit zu Liebe
gepunktet dargestellt sind:
∅ 1, 2 3, 4, s 1, 2, 3, 4, s
1 1, 3 1, s 2, 3, 4 2, 4, s 2, 3, 4, s
2 1, 4 2, s 1, 3, 4 2, 3, s 1, 3, 4, s
s 1, 2, 3, 4
3 2, 3 3, s 1, 2, 4 1, 4, s 1, 2, 4, s
4 2, 4 4, s 1, 2, 3 1, 3, s 1, 2, 3, s
3, 4 1, 2, s
U¨brigens bleibt genau ein Pfeil unter dem Antiisomorphismus fix:
Bemerkung: Der einzige Pfeil, der unter dem Antiautomorphismus von Ko¨chern
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ι : Γ(BQ) −→ Γ(BQ) mit X 7→ Q0\ X fix bleibt, ist:
α : n → {s}
Beweis: Offensichtlich ist α : n → {s} ein Pfeil in Γ(BQ), fu¨r dessen Spitze und Nock
gerade Q0\ n = {s} und Q0\{s} = n gilt. Deshalb bildet ι den Pfeil α auf den Pfeil
Q0\ n = {s} ← Q0\{s} = n , also auf α, ab. Bleibt andererseits ein Pfeil β : N′ ∪ M′ →
N′∪{s} unter ι fix, so muss N′∪M′ = Q0\(N′∪{s}) und N′∪{s} = Q0\(N′∪M′) gelten.
Insbesondere gilt N′ = n \(N′ ∪ M′) ⊆ n \N′, woraus N′ = ∅ und damit M′ = n folgt.
Somit ist β schon der Pfeil α. 
Eigenschaften
Die Beispiele des ersten Spezialfalles lassen erahnen, dass der Punkt {1, 2, . . . , k} ∈
℘(Q0) fu¨r jedes k ∈ n 0 eine Quelle ist und der Punkt {n, n − 1, . . . , n − k + 1} eine Senke
des Gabriel-Ko¨chers ist. Die na¨chste Bemerkung zeigt, dass dies die einzigen Quellen
und Senken sind. Wir nennen p ∈ Q einen Nachfolger von q, wenn es in Q einen Weg
von q nach p gibt. Die Senken des Gabriel-Ko¨chers von BQ sind genau die (in Q) unter
Nachfolgern abgeschlossenen M ∈ ℘(Q0):
Bemerkung 1: Es sei Q ein endlicher, zykelloser Ko¨cher. Ein Punkt M ∈ ℘(Q0) ist
genau dann eine Senke in Γ(BQ), wenn M als Teilmenge von Q0 abgeschlossen unter
Nachfolgern ist. Ferner gilt die duale Aussage.
Beweis: Es sei M ∈ ℘(Q0) abgeschlossen unter Nachfolgern. Es gibt also keinen Pfeil
von einem x ∈ M zu einem y ∈ Q0\M. Weiter sei N ∈ ℘(Q0), so dass weder M\N
noch N\M leer sind. Dann existieren Punkte x ∈ M\N und y ∈ N\M. Wegen der
Abgeschlossenheit von M unter Nachfolgern ist dann x eine Senke in Qx  y ist. Wie wir
auf Seite 28 schon festgestellt haben, bedeutet dies, dass M\N nach N\M nicht stark
verbunden ist. Folglich startet in Γ(BQ) kein Pfeil in M. Es sei nun M ∈ ℘(Q0) nicht
abgeschlossen unter Nachfolgern. Dann gibt es einen Punkt m ∈ M, der einen nicht
in M liegenden direkten Nachfolger q ← m hat. Dies bedeutet insbesondere, dass {m}
nach {q} stark verbunden ist. Infolgedessen existiert im Gabriel-Ko¨cher ein Pfeil von
M = {m} ∪ M\{m} nach {q} ∪ M\{m}. 
Damit kennen wir nun die Projektiven und Injektiven unter den einfachen Rechtsmoduln
EM von BQ.
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Die Anzahl der Zusammenhangskomponenten in den Spezialfa¨llen unterscheidet sich
erheblich. Nichtsdestotrotz sind in beiden Fa¨llen jeweils diejenigen Unterko¨cher, deren
Punkte M ∈ ℘(Q0) dieselbe Kardinalita¨t haben, zusammenha¨ngend. Allgemein gibt es
nach dem na¨chsten Lemma fu¨r jeden Punkt ∅ , M ∈ ℘(Q0) des Gabriel-Ko¨chers eine
Wanderung zwischen M und M\{m} ∪ {n} mit m ∈ M und n < M. Durch schrittweisen
dementsprechenden Abbau und Aufbau der Differenzmengen zweier gleichma¨chtiger
Mengen M und N erhalten wir eine Wanderung zwischen M und N. Im Folgenden
schreiben wir M −−N, wenn die Punkte M und N durch einen Pfeil verbunden sind.
2.15 Lemma. Es seien Q ein endlicher, zusammenha¨ngender, zykelloser Ko¨cher.
Dann gibt es in dem Gabriel-Ko¨cher Γ(BQ) der K-Algebra BQ fu¨r jedes
A ∈ ℘(Q0)\{∅,Q0}, jedes a ∈ A und jedes b ∈ Q0\ A eine Wanderung zwischen A und
A\{a} ∪ {b}.
Beweis: Weil Q zusammenha¨ngend ist, gibt es zwischen je zwei Punkten a und b in Q0
eine Wanderung:
a = x0 −− x1 −− x2 −− . . .−− . . .−− xr−1 −− xr −− xr+1 = b
O.B.d.A ko¨nnen wir annehmen, dass die Punkte a, x1, . . . , xr und b paarweise verschie-
den sind. Ausgehend von einer solchen Wanderung werden wir induktiv nach der Anzahl
der Wechsel von einem xk ∈ A zu einem xk+1 ∈ Q0\ A eine Wanderung in Γ(BQ)
konstruieren.
Induktionsanfang: Es seien a ∈ A ∈ ℘(Q0) und b ∈ Q0\ A, so dass in Q eine
Wanderung
a−− x1 −− . . .−− xk−1︸                       ︷︷                       ︸
∈A
−− xk −− . . .−− xr −− b︸                    ︷︷                    ︸
∈Q0\ A
existiert mit genau einem Wechsel von A nach Q0\ A; hier zwischen den Punkten xk−1
und xk.
In dem Gabriel-Ko¨cher Γ(BQ) sind dann A und A\{xk−1} ∪ {xk}=: B durch einen Pfeil
verbunden. Denn es ist A\ B = {xk−1}mit B\ A = {xk} stark verbunden, weil es in Q einen
Pfeil zwischen xk−1 und xk gibt. Nun sind B und A\{xk−1} ∪ {b} wie folgt verbunden:
B =A\{xk−1} ∪ {xk} −− A\{xk−1} ∪ {xk+1} −− . . .
. . .−−A\{xk−1} ∪ {xr−1} −− A\{xk−1} ∪ {xr} −− A\{xk−1} ∪ {b}
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Jeder Schritt korrespondiert dabei (u¨ber die entsprechenden Differenzmengen) zu einem
Schritt in dem zweiten Abschnitt xk −− xk+1 −− . . .−− xr −− b der Wanderung von a
nach b. Mit Hilfe des ersten Teils a−− x1 −− x2 −− . . .−− xk−1 der Wanderung (in Q)
von a nach b, ko¨nnen wir nun (in Γ(BQ)) von A\{xk−1} ∪ {b} nach A\{a} ∪ {b} wandern:
A\{xk−1} ∪ {b} −− A\{xk−2} ∪ {b} −− . . .−− A\{x1} ∪ {b} −− A\{a} ∪ {b}
Insgesamt erhalten wir so eine Wanderung zwischen A und A\{a} ∪ {b}.
Induktionsschritt: Es seien a ∈ A ⊆ Q0 und b ∈ Q0\ A so gewa¨hlt, dass in Q
eine Wanderung u¨ber paarweise verschiedene Punkte von a nach b mit mehr als einem
Wechsel zwischen A und Q0\ A existiert. Solch eine Wanderung ist dann von der Art:
a−− x1 −− . . .−− xk−1︸                       ︷︷                       ︸
∈A
−− xk −− . . .−− xl−1︸               ︷︷               ︸
∈Q0\ A
−− xl −− . . .−− xm−1︸                ︷︷                ︸
∈A
−− xm −− . . . xn−1︸           ︷︷           ︸
∈Q0\ A
−− . . .
. . .−− xn+i −− . . .−− xn+i+ j−1︸                       ︷︷                       ︸
∈A
−− xn+i+ j −− . . .−− xr −− b︸                         ︷︷                         ︸
∈Q0\ A
Dabei gelten k− 1 ≥ 0 und l− 1 ≥ k sowie m− 1 ≥ l und n− 1 ≥ m. Nach Induktionsvor-
aussetzung existiert dann in Γ(BQ) eine Wanderung zwischen A und A\{xl} ∪ {b}=: B.
Dann liegt a in B, weil xl , a gilt, und xl liegt Q0\ B nach Definition von B. Weil die xi
verschieden von einander und von a und b sind, ist
a−− x1 −− . . .−− xk−1︸                       ︷︷                       ︸
∈B
−− xk −− . . .−− xl−1 −− xl︸                       ︷︷                       ︸
∈Q0\ B
eine Wanderung von a nach xl mit nur einem Wechsel von B nach Q0\ B. Nach Induk-
tionsvoraussetzung gibt es deshalb eine Wanderung zwischen B und B\{a} ∪ {xl}. Nun
ist aber B\{a} ∪ {xl} = A\{a} ∪ {b} und damit eine Wanderung von A nach A\{a} ∪ {b}
beendet. 
2.16 Satz. Es sei Q ein endlicher, zykelloser, zusammenha¨ngender Ko¨cher.
(1) Ist Q der linear orientierte Dynkin Ko¨cher vom Typ An, so hat der Gabriel-Ko¨cher
von BQ genau n + 1 Zusammenhangskomponenten.
(2) Ist Q verschieden von dem linear orientierten Dynkin Ko¨cher vom Typ An, so hat
der Gabriel-Ko¨cher von BQ genau 3 Zusammenhangskomponenten.
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2.5 Spezialfa¨lle und Eigenschaften des Gabriel-Ko¨chers
Beweis: Nach dem vorherigen Lemma ist fu¨r jedes k ∈ N der volle Unterko¨cher
Γ(BQ)k des Gabriel-Ko¨chers von BQ, dessen Punktmenge aus genau den k-elementigen
Teilmengen von Q0 besteht, zusammenha¨ngend. Da es nur eine Menge der Ma¨chtigkeit 0
und nur eine der Ma¨chtigkeit |Q0| gibt, besteht Γ(BQ)0 nur aus dem Punkt ∅ und Γ(BQ)|Q0 |
aus dem Punkt Q0.
In dem ersten Spezialfall haben wir gezeigt, dass der linear orientierte Dynkin-Ko¨cher
Qn vom Typ An genau diese n + 1 Zusammenhangskomponenten hat. Es sei nun Q von
Qn verschieden. Es gibt deshalb mindestens einen Punkt, dessen Ein- oder Ausgangsgrad
mindestens 2 ist. In Q gibt es also einen Unterko¨cher der Form x1 → s← x2 oder einen
der Form x1 ← s→ x2, wobei in jedem Fall die Mengen {x1, x2} und {s} stark verbunden
sind. Demzufolge gibt es in dem Gabriel-Ko¨cher einen Pfeil zwischen {x1, x2} und {s},
der Γ(BQ)2 mit Γ(BQ)1 verbindet. Der Antiautomorphismus ι spendiert nun weiter einen
Pfeil zwischen Q0\{x1, x2} und Q0\{s}, welcher Γ(BQ)n−2 mit Γ(BQ)n−1 verbindet. Um
die restlichen Unterko¨cher Γ(BQ)3, . . . ,Γ(BQ)n−3 untereinander und mit Γ(BQ)2 bzw.
Γ(BQ)n−2 zu verbinden, erinnern wir daran, dass es fu¨r jede Teilmenge D ⊆ Q0\{x1, x2, s}
einen Pfeil zwischen D∪{x1, x2} und D∪{s} gibt. Dieser verbindet dann die Unterko¨cher
Γ(BQ)|D|+1 und Γ(BQ)|D|+2. 
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Kapitel 3
Die Monoidalgebren zu linear orientierten
Dynkin Ko¨chern vom Typ An
In diesem Kapitel werden wir zeigen, dass die MonoidalgebrenKpiQ undBQ u¨ber einem
Ko¨rper K fu¨r linear orientierte Dynkin-Ko¨cher Q vom Typ An isomorph zu einander
sind und die Dimension 1n+2
(
2(n+1)
n+1
)
, die (n + 1)-te Catalan-Zahl, haben. Ausgehend vom
schon bestimmten Gabriel-Ko¨cher Γ(BQ) beweisen wir unter Angabe eines expliziten
Isomorphismus, dass fu¨r das von den Kommutativita¨tsrelationen erzeugte Ideal I von
KΓ(BQ) gilt:
KpiQ  KΓ(BQ)/I
Damit istKpiQ die Inzidenzalgebra einer Partialordnung auf der Potenzmenge der Punkte
von Q. In diesem Kapitel sei K stets ein Ko¨rper.
3.1 Formulierung des Hauptresultats
Notationen und Relationen
Es seien n ∈ N und Qn der linear orientierte Dynkinko¨cher vom Typ An:
1 2 . . . n
Bekanntlich werden die Isomorphieklassen unzerlegbarer Qn-Darstellungen durch die
Familie
{
Uk,l
∣∣∣ 1 ≤ k ≤ l ≤ n} beschrieben. Dabei ist Uk,l die Darstellung:
Uk,l := 0
0→ . . . 0→ 0 0→ K
k-te Stelle
1→ . . . 1→ K
l-te Stelle
0→ 0 0→ . . . 0→ 0
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Die zur Ecke i ∈ n korrespondierende einfache Qn-Darstellung bezeichnen wir wei-
terhin mit S i und fu¨r den zugeho¨rigen Projektionsfunktor PS i schreiben wir kurz Pi.
Letzterer la¨sst alle Unzerlegbaren Uk,l mit l , j fix, weil U j, j sich in solche Uk,l nicht
einbetten la¨sst. Der Einfache U j, j ist jedoch genau der Sockel von jedem Uk, j mit k ≤ j.
Die Wirkung von Pj auf den Unzerlegbaren ist demnach:
Uk,lPk =
Uk,l−1, falls j = lUk,l, sonst fu¨r alle 1 ≤ k ≤ l ≤ n
Es bezeichne pin das Monoid piQn , also das von den Projektionsfunktoren P1, . . . ,Pn
erzeugte Untermonoid bezu¨glich der Hintereinanderausfu¨hrung von Endofunktoren auf
Q- darK bis auf natu¨rliche A¨quivalenz, und An die Monoidalgebra Kpin. Da es nicht-
triviale Erweiterungen nur zwischen Einfachen zu benachbarten Punkten des Ko¨chers
geben kann, sind die im ersten Kapitel hergeleiteten Relationen der Projektionsfunktoren
in diesem Fall die folgenden:
P2i = Pi fu¨r alle i ∈ n
Pi+1PiPi+1 = PiPi+1Pi fu¨r alle i ∈ n − 1
PiPj = PjPi fu¨r alle i, j ∈ n mit |i − j| ≥ 2
Pi+1Pi = Pi+1PiPi+1 fu¨r alle i ∈ n − 1
Damit istAn ein Quotient der 0-Hecke-Algebra mit n Erzeugern (s. etwa [Nor79]).
Ferner sei Bn die im zweiten Kapitel u¨ber Erzeuger X1, . . . , Xn und (genau diesen)
Relationen eingefu¨hrte Algebra BQn . Diese Relationen fu¨hren nach dem Lemma 2.5
(S. 20) zu den verallgemeinerten Relationen in Bn:
Es sei m ∈ N und n ∈ m − 1 . Dann gilt fu¨r alle Wo¨rter w u¨ber m :
Xn+1XwXn+1 = Xn+1Xw falls w ein Wort u¨ber n ist
XnXwXn = XwXn falls w ein Wort u¨ber {n + 1, . . . ,m} ist
XnXw = XwXn falls w ein Wort u¨ber m \{n − 1, n, n + 1} ist
Weiterhin ist das im zweiten Kapitel zur Radikalberechnung definierte idempotente
Monom XJ (s. S. 22) fu¨r eine beliebige Teilmenge J = j1 < . . . < jr von (Qm)0 = m
gerade:
XJ = X jr ...  j1
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3.1 Formulierung des Hauptresultats
Fu¨r alle k ∈ J gilt insbesondere:
XJXk = XJ = XkXJ
Ist (P,≤) eine partielle Ordnung auf einer endlichen Menge P, so ist die Inzidenzalgebra
Inz (P) von P u¨ber K definiert als der K-Vektorraum mit Basis
{
Xi, j
∣∣∣ i ≤ j}, auf dem
eine Multiplikation gegeben ist durch:
Xi, jXk,l =
Xi,l falls j = k0 sonst
Das Hasse-Diagramm Q(P) von P ist der im Folgenden beschriebene Ko¨cher: Die
Punktmenge von Q(P) ist P und zwischen je zwei Punkten i, j ∈ P existiert genau
dann (exakt) ein Pfeil i → j, wenn i < j gilt und es kein k ∈ P mit i < k < j
gibt. Die Inzidenzalgebra Inz (P) ist dann bekanntlich isomorph zu dem Quotienten
KQ(P)/I, wobei I das von den Kommutativita¨tsrelationen erzeugte Ideal von KQ(P)
ist (s. [Rin84]).
Hauptresultat
3.1 Definition. Es sei n ∈ N. Auf der Potenzmenge Pn :=℘(n ) von n definieren wir die
Relation ≤n, indem wir fu¨r alle Teilmengen J = { j1, . . . , js} und K = {k1, . . . , kr} und von
n fordern:
J ≤n K :⇐⇒ |J| = |K| und
J = j1 < j2 < . . . < jr≤ ≤ ≤
K = k1 < k2 < . . . < kr
Offensichtlich ist Pn eine partielle Ordnung. Sie ist nicht total, denn fu¨r n = 4 sind z.B.
{1, 2} und ∅ ebensowenig vergleichbar wie {1, 4} und {2, 3}.
Das Hasse-Diagramm von (P,≤n) ist dann isomorph zu dem Gabriel-Ko¨cher von Bn,
weil eine Teilmenge J = j1 < . . . < js von n genau dann ein direkter Nachfolger einer
Teilmenge I = i1 < . . . < ir ist, wenn r = s gilt und es ein k ∈ r gibt mit:
J\ I = { jk} und I\ J = {ik} = { jk − 1}
Dieses Kapitel widmet sich dem Beweis des Hauptresultats u¨ber die Monoidalgebra zum
linear orientierten Dynkinko¨cher vom Typ An:
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Hauptsatz. Es sei K ein Ko¨rper. Fu¨r alle n ∈ N ist die Monoidalgebra Kpin zur
Indzidenzalgebra Inz (Pn) isomorph. Dieser Isomorphismus ist explizit. Ferner ist die
Dimension von KpiQn die (n + 1)-te Catalanzahl 1n+2
(
2(n+1)
n+1
)
.
Fu¨r n ∈ 4 haben wir den Gabriel-Ko¨cher von Bn und damit das Hasse-Diagramm von
Pn, nach dem Hauptsatz im Prinzip also die Algebra Rpin, schon im zweiten Kapitel auf
Seite 35 abgebildet. Hier stellen wir noch jene fu¨r n = 5 und fu¨r n = 6 dar und lassen
(wie im zweiten Kapitel) die Mengenklammern der Menge M, die einen Punkt [EM]
eindeutig bestimmt, weg. Wir beginnen mit n = 5:
∅ 1 2 3 4 5
1, 5
1, 4 2, 5
1, 2 1, 3 2, 4 3, 5 4, 5
2, 3 3, 4
1, 2, 5 1, 4, 5
1, 2, 3 1, 2, 4 1, 3, 5 2, 4, 5 3, 4, 5
1, 3, 4 2, 3, 5
2, 3, 4
1, 2, 3, 4 1, 2, 3, 5 1, 2, 4, 5 1, 3, 4, 5 2, 3, 4, 5 1, 2, 3, 4, 5
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und fahren mit n = 6 fort. Dabei haben wir die Punkte in den Zusammenhangskompo-
nenten der vier- und fu¨nfelementigen Teilmengen von 6 zweizeilig aufgelistet:
∅ 1 2 3 4 5 6
1, 6
1, 5 2, 6
1, 4 2, 5 3, 6
1, 2 1, 3 2, 4 3, 5 4, 6 5, 6
2, 3 3, 4 4, 5
1, 2, 6 1, 5, 6
1, 2, 5 1, 3, 6 1, 4, 6 2, 5, 6
1, 2, 3 1, 2, 4 1, 3, 5 1, 4, 5 2, 3, 6 2, 4, 6 3, 5, 6 4, 5, 6
1, 3, 4 2, 3, 5 2, 4, 5 3, 4, 6
2, 3, 4 3, 4, 5
1,2,
3,6
1,2,
5,6
1,4,
5,6
1,2,
3,4
1,2,
3,5
1,2,
4,6
1,3,
5,6
2,4,
5,6
3,4,
5,6
1,2,
4,5
1,3,
4,6
2,3,
5,6
1,3,
4,5
2,3,
4,6
2,3,
4,5
1,2,3,
4,5
1,2,3,
4,6
1,2,3,
5,6
1,2,4,
5,6
1,3,4,
5,6
2,3,4,
5,6
1,2,3,
4,5,6
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3.2 Eine Normalform von Bn
Wir nennen eine K-Basis von Bn, die aus Monomen u¨ber X1, . . . , Xn besteht, eine
Normalform vonBn. Bevor wir eine Normalform vonBn bestimmen, fu¨hren wir ein paar
Bezeichnungen um die partielle Ordnung aufPn ein. Der Beweis des na¨chsten Satzes 3.2
zeigt ferner, dass die Algebren Kpin und Bn vermo¨ge des kanonischen Epimorphismus
isomorph sind. Daraus ergeben sich dann die am Ende dieses Abschnitts aufgefu¨hrten
Eigenschaften der MonoidalgebraAn der Projektionsfunktoren.
Ist J = j1 < . . . < jr eine Teilmenge von n , so bezeichnen wir mit J auch das Wort
jr  . . .  j1 u¨ber n . Es sei weiter I = i1 < . . . < ir eine Teilmenge von n mit I ≤n J. Wir
identifizieren das Paar I ≤n J mit der entsprechenden Folge
J1 :={i1, i1 + 1, . . . j1}, . . . , Jr :={ir, ir + 1, . . . jr}
von Intervallen in n und schreiben auch J1 ≺ J2 ≺ . . .≺ Jr oder (J1, . . . , Jr) ∈ Pn statt
I ≤n J. Dabei sei 4 die Relation auf der Menge der Intervalle in N mit:
Fu¨r zwei Intervalle K und L in N gilt K 4 L genau dann,
wenn min K < min L und max K < max L gelten.
Diese Ordnung ist nicht total, da ineinander liegende Intervalle unvergleichbar bleiben.
Sie wird jedoch zu einer partiellen Ordnung, wenn wir die Gleichheit hinzu nehmen. Wie
eine triviale Fallunterscheidung nach den Intervallanfa¨ngen von K und L zeigt, sind K
und L genau dann unvergleichbar bezu¨glich 4 (was wir mit K ∦ L notieren), wenn K echt
in L liegt oder L echt entha¨lt.
3.2 Satz. Es sei n ∈ N und K ein Ko¨rper. Eine Normalform von Bn wird geza¨hlt durch
die partielle Ordnung
Pn =
{
J1 ≺ . . .≺ Jr
∣∣∣ r ∈ N, Ji Intervall in n }
vermo¨ge der Abbildung:
F : Pn −→ Bn
J1 ≺ . . .≺ Jr 7−→ XJ1 . . . XJr =: XJ1 ...  Jr
Damit ist die Dimension von Bn gerade die n + 1-te Catalanzahl Cn+1 = 1n+2
(
2(n+1)
n+1
)
.
Außerdem sind die K-Algebren Bn undAn isomorph.
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Beweis: Es sei Bn := Bild F =
{
XJ1...Jr
∣∣∣ Ji ⊆ n , J1 ≺ . . .≺ Jr}. Weiter sei PJ1...Jr das Bild
von XJ1...Jr unter dem kanonischen Epimorphismus Bn −→ An mit X j 7→ Pj fu¨r alle
j ∈ n . Wir zeigen die Surjektivita¨t und Injektivita¨t durch:
(I) Bn ist multiplikativ abgeschlossen und entha¨lt die Erzeuger X1, . . . , Xn und 1 = X∅.
(Dann ist 〈Bn〉K schon die K-Algebra Bn.)
(II) Fu¨r alle (J1, . . . Jr) , (L1, . . . , Lr) ∈ Pn existiert eine injektiv unzerlegbare Qn-
Darstellung U mit UPJ1...Jr , UPL1...Lr .
(Daraus folgt XJ1...Jr , XL1,...,Lr , also die Injektivita¨t von F des kanonischen
Epimorphismus Bn −→ An).
Zu (I): Es entha¨lt Bn die Erzeuger X j = { j}F von Bn mit j ∈ n und 1 = ∅F. Da jedes
Element in Bn ein Produkt in den Xi ist, ist Bn genau dann multiplikativ abgeschlossen,
wenn es abgeschlossen unter der Mutliplikation mit X1, . . . , Xn ist. Dies zeigen wir
direkt: Es seien also k ∈ n und (J1, . . . Jr) ∈ Pn. Die zugeho¨rigen Intervallgrenzen
seien ix ≤ jx fu¨r alle x ∈ r .
1. Fall: k − 1 ∈ ⋃rx=1 Jx Es sei dann y ∈ r minimal mit k − 1 ∈ Jy. Nun vertauscht
Xk mit XJ1 . . . XJy−1 , weil die Intervalle J1, . . . , Jy−1 weder k, k − 1 noch k + 1 enthalten.
Allgemein gilt na¨mlich:
Bemerkung: Sind J1 ≺ . . .≺ Jr Intervalle in n und l ∈ ⋃rx=1 Jx sowie y ∈ r minimal
mit l ∈ Jy, so gilt: ⋃y−1x=1 Jx ⊆ l − 1 .
Beweis: Selbstversta¨ndlich ist
⋃y−1
x=1 Jx eine Teilmenge von n . Angenommen, es gibt
ein l ≤ z ≤ n, welches in ⋃y−1x=1 Jx enthalten ist. Dann liegt z also in einem Jx ≺ Jy und
damit die Menge {ix, ix + 1, . . . , z} in Jx, womit Jx wegen ix < iy ≤ l ≤ z auch l entha¨lt.
Ein Widerspruch zur Minimalita¨t von y. 
Wir wenden uns nun dem Produkt von Xk, XJy und XJy+1 zu und die verallgemeinerten
Relationen an:
XkXJy XJy+1 =
Xk  k−1 ...  iy XJy+1 falls k − 1 = jyXJy XJy+1 falls k − 1 < jy
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Sofern y von r und somit XJy+1 von 1 verschieden ist, fassen wir weiter zusammen:
XkXJy XJy+1 =

X{k}∪Jy falls k − 1 = jy und k = jy+1
X{k}∪Jy XJy+1 falls k − 1 = jy und k < jy+1
XJy XJy+1 falls k − 1 < jy
Die letzten Ausdru¨cke der Umformungen des Produktes dieser drei Faktoren zeigen
jeweils, dass es in Bn liegt. Leicht ist nun einzusehen, dass (in allen drei Fa¨llen) das
Produkt von Xk und XJ1...Jr in Bn liegt:
XkXJ1...Jr = XJ1...Jy−1 XkXJy Jy+1 XJy+2...Jr
=

XJ1...Jy−1 X{k}∪Jy XJy+2...Jr falls k − 1 = jy und k = jy+1
XJ1...Jy−1 X{k}∪Jy XJy+1 XJy+2...Jr falls k − 1 = jy und k < jy+1
XJ1...Jy−1 XJy XJy+1 XJy+2...Jr sonst, d.h. k − 1 < jy
2. Fall: k − 1 < ⋃rx=1 Jx
2.1. Fall: k ∈ ⋃rx=1 Jx Jetzt sei y ∈ r minimal mit k ∈ Jy. Wie im ersten Fall enthalten
J1, . . . , Jy−1 nicht k+1. Da sie wegen der Minimalita¨t von y auch k und nach der Annahme
ebensowenig k − 1 enthalten, kommutieren Xk und XJ1...Jy−1 . Danach wird Xk von XJy
getilgt:
XkXJ1...Jr = XJ1...Jy−1 XkXJy...Jr = XJ1...Jy−1 Jy...Jr = XJ1...Jr ∈ Bn
2.2. Fall: k <
⋃r
x=1 Jx
2.2.1. Fall: k + 1 ∈ ⋃rx=1 Jx Es sei hier y ∈ r minimal mit k + 1 ∈ Jy. Weil k
insbesondere nicht in Jy liegt, muss k +1 die untere Intervallgrenze von Jy sein. Da k und
k − 1 nicht in J1, . . . , Jy−1 liegen und k + 1 wegen der Minimalita¨t von y ebensowenig,
kommutiert Xk mit XJ1...Jy−1 , wird danach aber nicht von XJy getilgt:
XkXJ1...Jr = XJ1...Jy−1 XkXJy...Jr
Dies liegt in Bn wegen iy−1 ≤ jy−1 < k − 1 < k < k + 1 = iy ≤ jy.
2.2.2 Fall: k + 1 <
⋃r
x=1 Jx In diesem Fall kommutiert Xk mit allen XJx . Wir setzen
j0 := 0 und jr+1 := n + 1. Wa¨hlen wir dann y ∈ r 0 maximal mit jy < k, so ist k ≤ jy+1,
also jy+1 > k. Da iy+1 ≤ k im Widerspruch zur Annahme stu¨nde, gilt also:
XkXJ1...Jr = XJ1...Jy−1 XkXJy...Jr ∈ Bn
Zu (II): Wir bezeichnen die injektiv unzerlegbare Qn-Darstellung an der Stelle k ∈ n
mit Ik und mit I0 die triviale Darstellung 0. Es ist dann Ik = U1,k:
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K K . . . K
k-te Stelle
0 . . . 0
1 1 1 0 0
Der Sockel von Ik ist genau S k und damit gilt IkPk = Ik/S k = Ik−1 sowie IkPm = Ik fu¨r
alle m ∈ n \ {k}. Fu¨r ein Intervall J = {m,m − 1, . . . , j} und alle k ∈ J verallgemeinert
sich dies zu
IkPJ = IkPm ...k+1  k  k−1... j = IkPk  k−1... j = Ik−1Pk−1... j = Ik−2Pk−2... j = . . . = I jPj = I j−1 ,
wa¨hrend fu¨r alle x < J wie schon erwa¨hnt IxPJ = Ix gilt.
Dies wiederum ist der Induktionsanfang einer Induktion nach r fu¨r die Berechnung
von IkPJ1...Jr fu¨r beliebige Intervalle J1 ≺ . . .≺ Jr in n mit zugeho¨rigen Intervallgrenzen
ix ≤ jx fu¨r jedes Intervall Jx:
IkPJ1...Jr =
Iiy−1 falls k ∈
⋃r
x=1 Jx und y ∈ r minimal mit k ∈ Jy
Ik sonst
Insbesondere gilt I jxPJ1...Jr = Iix−1 wegen J1 ≺ . . .≺ Jx−1 ≺ Jx fu¨r jedes x ∈ r .
Es seien nun (J1, . . . Jr) , (L1, . . . , Ls) ∈ Pn mit den Intervallgrenzen ix ≤ jx fu¨r die Jx
und ky ≤ ly fu¨r die Ly. Es sei weiter o.B.d.A. y ∈ r minimal, so dass Jy von L1, . . . , Ls
verschieden ist. Zuna¨chst betrachten wir I jy und halten fest, dass I jyPJ1...Jr = Iiy−1 gilt.
Ferner wissen wir:
I jyPL1...Ls =
Ikz−1 falls jy ∈
⋃s
x=1 Lx und z ∈ s minimal mit jy ∈ Lz
I jy sonst
Ist jy <
⋃s
x=1 Lx, so folgt, die Ungleichung iy − 1 < iy ≤ jy beru¨cksichtigend, dass
PJ1...Jr , PL1...Ls gilt.
Es gelte jetzt jy ∈ ⋃sx=1 Lx. Da sich im Fall kz , iy auch sofort PJ1...Jr , PL1...Ls ergibt,
nehmen wir zusa¨tzlich an, dass kz = iy gilt. Dann muss lz > jy gelten, da nach der Wahl
von y insbesondere Lz , Jy, also lz , jy gilt und die Annahme lz < jy die der Wahl von z
widersprechende Folge jy < Lz ha¨tte. Nun unterscheiden sich PJ1...Jr und PL1...Ls nicht auf
I jy aber auf Ilz :
IlzPL1...Ls = Ikz−1 = Iiy−1
,
Iia−1 falls lz ∈
⋃r
x=1 Jx und a ∈ r minimal mit lz ∈ Ja
Ilz sonst
= IlzPJ1...Jr
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Im ersten Fall gilt die Ungleichheit, weil Jy ≺ Ja und damit insbesondere iy < ia gilt, was
aus der Vergleichbarkeit von Jy und Ja und jy < lz ≤ ja folgt. Im zweiten gilt sie wegen
iy − 1 = kz − 1 < lz.
Zur Dimension: Eine Basis von Bn wird nach (I) und (II) durch die Menge derjenigen
Wo¨rter w u¨ber n geza¨hlt, in denen je drei aufeinanderfolgende Buchstaben paarweise
verschieden sind. Da weiter die Relation XiX j = X jXi fu¨r i, j ∈ n mit |i − j| > 2 in Bn
gilt, hat Bn nach U¨bungsaufgabe 6.19.aa. in [Sta99] genau Cn+1 ((n + 1)-te Catalan-Zahl)
viele Elemente. Es gilt deshalb:
dimK An = Cn+1 = 1n + 2
(
2(n + 1)
n + 1
)

Es gibt noch eine weitere, prominente Algebra u¨ber K der Dimension Cn+1, die auch
ein Quotient der 0-Hecke-Algebra vom Typ An ist, na¨mlich die Temperley-Lieb-Algebra
TLβ,n. Diese ist durch Erzeuger T1, . . . ,Tn und Relationen:
• T 2i = Ti fu¨r alle i ∈ n
• βTiT jTi = Ti fu¨r alle i, j ∈ n mit |i − j| = 1
• TiT j = T jTi fu¨r alle i, j ∈ n mit |i − j| > 1
fu¨r einen Parameter 0 , β ∈ K definiert (s. [GdlHJ89]). Es gilt jedoch:
3.3 Korollar. Es sei K ein Ko¨rper und β ∈ K . Fu¨r alle n ≥ 2 sind die K-Algebren An
und TLβ,n nicht isomorph.
Beweis: Wa¨ren die Temperley-Lieb-Algebra TLβ,n und die Monoidalgebra An  Bn
isomorph, so besa¨ßen sie insbesondere die gleichen einfachen Rechtsmoduln. Wie man
leicht nachrechnet, hat TLβ,n aber nur 2 eindimensionale Rechtsmoduln, wa¨hrend Bn
genau 2n eindimensionale Rechtsmoduln besitzt (vgl. Satz 2.10). 
Wie im zweiten Kapitel gesehen, ist fu¨r jeden vollen Unterko¨cher K von Qn die Algebra
BK eine Unteralgebra von BQ. Der Beweis u¨ber die Normalform von Bn zeigt, dass auch
die Monoidalgebra KpiK der Projektionsfunktoren Pk mit k ∈ K0 als eine Unteralgebra
von KpiQn aufgefasst werden kann:
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3.4 Proposition. Es sei K ein Ko¨rper und Q ein endlicher Ko¨cher mit m Zusam-
menhangskomponenten Q(1), . . . ,Q(m). Jede Zusammenhangskomponente Q( j) sei ein
linear orientierter Dynkin-Ko¨cher vom Typ Am j , also Q( j) = Qm j . Dann sind BQ und
KpiQ isomorph. Eine Normalform wird durch P :=Pm1 ×Pm2 × . . . × Pmr geza¨hlt und es
gilt:
BQ  Bm1 ⊗K Bm2 ⊗K . . . ⊗K Bmr
Beweis: Nach dem Satz 3.2 haben wir Normalformen von den Zusammenhangskompo-
nenten. Wir bezeichnen eine Kette J1 ≺ . . .≺ Js ∈ Pmk nur mit Jk ∈ Pmk Offensichlich
ist die Menge
{
XJ1 XJ2 . . . XJr
∣∣∣ Jk ∈ Pmk} multiplikativ abgeschlossen und entha¨lt alle
Erzeuger von BQ sowie X∅. Sind ferner (J1, . . . , Jr) und (L1, . . . , Ls) verschiedene Tupel
in Pm1 × . . . × Pmr , so gibt es k ∈ r mit Jk , Lk, also eine Q( j)-Darstellung U, auf der
sich die Projektionsfunktoren PJk und PLk unterscheiden. Dann dann gibt es auch eine
Q-Darstellung Û, auf der sich PJ1 ...  Jr und PL1 ...  Ls unterscheiden (Zur Definition von
Û siehe Kapitel 4, Seiten 110ff). 
Insbesondere ist fu¨r jede Teilmenge M von n die Algebra KpiQM  BQM eine Unter-
algebra von An, wobei wie im zweiten Kapitel QM der volle Unterko¨cher von Qn mit
der Punktmenge M sei. Wir bezeichnen mitAM die Algebra KpiQM . Die AlgebraAk ist
als Ak eine Unteralgebra von An fu¨r alle k ≤ n. Speziell erhalten wir eine Kette von
Algebren:
A1 ⊂ A2 ⊂ A3 ⊂ . . . ⊂ An ⊂ An+1 ⊂ An+2 . . .
Beweisen wir Eigenschaften spezieller Elemente in An per Induktion nach n, so fu¨hren
wir die Rechnungen in der Algebra Ax mit dem gro¨ßten auftretenden Index x. (Im
Induktionsschritt n → n + 1 ist x meistens n + 1.) Diese Konvention beru¨cksichtigend
schreiben wir Identita¨ten in den Pi ohne Angabe in welcher AlgebraAk sie gelten.
Wir haben im zweiten Kapitel allgemein das Radikal von Bn  An berechnet:
3.5 Proposition. Es sei K ein Ko¨rper. Fu¨r alle n ∈ N ist das Radikal vonAn gerade
Rad(An) =
{ ∑
J1 ≺...≺ Jr
cJ1...JrPJ1...Jr ∈ An
∣∣∣∣∣ ∀M ⊆ n : ∑
L1 ≺...≺ Ls ,
M=L1∪...∪Ls
cL1...Ls = 0 ∈ K
}
.
Damit ist etwa{
PM − PJ1...Jr
∣∣∣ M ⊆ n , r ≥ 2, J1 ≺ . . .≺ Jr, J1 ∪ . . . ∪ Jr = M}
eine K-Basis des Radikals, welches damit die Dimension dimK An − 2n hat.
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3.3 Eine Produktformel bestimmter Basiselemente
Ein Monom Pv in Normalform (was wir ab jetzt mit Pv ∈ Bn notieren) ist nach dem letzten
Unterabschnitt ein Produkt in den PJ fu¨r Intervalle J von n . Wir sehen uns zuna¨chst die
Normalform des Produktes PJPL fu¨r beliebige nichtleere Intervalle J und L von n an.
Danach berechnen wir das Produkt von PJPv und beleuchten anschließend einen Teil der
Idealstruktur von An. Dieser Unterabschnitt ist fu¨r unseren Beweis des Hauptresultats
nicht notwendig.
Bemerkung 1: Es seien n ∈ N sowie J und L nichtleere Intervalle in n . Dann gilt:
PJPL =

PJ  L falls J ≺ L
PL  J falls L≺ J sowie J ∩ (L + 1) = ∅
P(J∪L) falls L≺ J sowie J ∩ (L + 1) , ∅ oder J ∦ L oder J = L
Beweis: Es sei L≺ J. Ist der Abstand zwischen den Intervallen J und L mindestens
2, gilt also zudem J ∩ (L + 1) = ∅, so kommutieren PJ und PL. (Beispielsweise gilt:
P6543P1 = P1P6543.)
Ist hingegen der Abstand kleiner als 2 oder u¨berschneiden sich die Intervalle, gilt also J∩
(L + 1) , ∅, so kommutieren PJ und PL nicht. Eine leichte Fallunterscheidung danach, ob
der Durchschnitt von J und L leer ist oder nicht, zeigt dann: PJPL = PJ∪L. (Beispielsweise
gelten: P6543P4321 = P654321 = P6543P21.)
Die Idempotenz der Monome PI beru¨cksichtigend erhalten wir die folgende detaillierte
Fallunterscheidung fu¨r das Produkt PJPL:
PJPL =

PJ  L falls J ≺ L
PL  J falls L≺ J sowie J ∩ (L + 1) = ∅
P(J∪L) falls L≺ J sowie J ∩ (L + 1) , ∅
PJ falls L ⊂ J
PL falls J ⊂ L
PJ = PL, falls J = L
Weil nun J und L genau dann unvergleichbar sind, wenn L echt in J liegt oder J echt
entha¨lt, lassen sich die letzten vier Fa¨lle der detaillierten Fallunterscheidung zum letzten
Fall in der Bemerkung zusammenfassen. 
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Sind nun Pv ∈ Bn und J ein nichtleeres Intervall, so gibt es fu¨r die Darstellung der
Normalform des Produktes PJPv eindeutig bestimmte Intervalle J1 ≺ . . .≺ Jr in n mit:
PJPv = PJ1...Jr ∈ Bn
Aus der na¨chsten Proposition folgt, dass dann J eine Teilmenge eines Ji fu¨r ein i ∈ r
ist.
3.6 Proposition. Es sei n ∈ N. Fu¨r alle Intervalle J und L1 ≺ . . .≺ Ls in n setzen wir
L0 := ∅=: Ls+1 und definieren Indizes y = y(J, L1, . . . , Ls) und z = z(J, L1, . . . , Ls) in s
durch:
y =
max
{
x ∈ s ∣∣∣ J  Lx und J ∩ (Lx + 1) = ∅} falls L1 ≺ J und J ∩ (L1 + 1) = ∅
0 sonst
und
z =

y + 1 falls J ≺ Ly+1
min
{
x ∈ {y + 2, . . . , s} ∣∣∣ Ly+1 ∪ J ≺ Lx} falls J ⊀ Ly+1 und J ∪ Ly+1 ≺ Ls
s + 1 sonst
Dann gilt fu¨r das Produkt:
PJPL1...Ls = PL1...Ly(J∪⋃z−1t=y+1 Lt)Lz...Ls
=
PL1...Ly JLy+1...Ls falls J ≺ Ly+1PL1...Ly(J∪Ly+1)Lz...Ls sonst
Das y gibt also an, mit wievielen der ersten PLi das Monom PJ vertauscht. Dann trifft das
Monom PJ auf das Monom PLy+1 , mit dem es sich entweder zu einem gro¨ßeren Block
”verbu¨ndet“ und eventuell darauffolgende ”frisst“ (wenn z > y + 2), oder von dem es
”gefressen“ wird (wenn z = y+2). Nach diesem Prozess (das gibt z vor) sto¨ßt PJ auf seine
durch die Vergro¨ßerung eventuell vera¨nderte Grenze PLz , an der es nicht ”vorbei kommt“.
Die folgenden Beispiele illustrieren, was dem Monom P432  54  8765 ∈ A9 ”passieren“
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kann:
P1P432  54  8765 = P1  432  54  8765
P54P432  54  8765 = P5432  8765
P76P432  54  8765 = P432  7654  8765
P98765P432  54  8765 = P98765432
Vorbemerkung: (a) Die Bedingung L1 ≺ J und J ∩ (L1 + 1) = ∅ ist a¨quivalent zur
Existenz des Maximums in der Definition von y.
(b) Falls J ≺ Ly+1 gilt, so ist i.A. J ∪ Ly+1 kein Intervall.
Gilt jedoch J ⊀ Ly+1, so folgt aus der Wahl von y im Fall Ly+1 ≺ J gerade J∩(Ly+1+
1) , ∅, womit die Vereinigung J ∪ Ly+1 wieder ein Intervall ist. Im Fall Ly+1 ∦ J
ist J ∪ Ly+1 ∈ {J, Ly+1} auch ein Intervall.
Gilt also J ⊀ Ly+1, so ist J ∪ Ly+1 ≺ Ls wohldefiniert und a¨quivalent zur Existenz
des Minimums in der Definition von z.
(c) Es gilt J ≺ Ly+1 genau dann, wenn z = y + 1 und y < s gelten.
Beweis: Wir fu¨hren eine Induktion nach s und zeigen zusa¨tzlich (per Induktion nach s):
(*) J ∪
z−1⋃
t=y+1
Lt =
J falls J ≺ Ly+1J ∪ Ly+1 falls J ⊀ Ly+1
Den Beweis fu¨r s = 1 haben wir im Prinzip in Bemerkung 1 gefu¨hrt. Es bleibt noch
das y bzw. z in den einzelnen Fa¨llen korrekt zu bestimmen und dann den Ausdruck
PL1...Ly(J∪⋃z−1t=y+1 Lt)Lz...Ls sowie J ∪⋃z−1t=y+1 Lt zu berechnen.
Es seien nun s ≥ 1, J ein nichtleeres Intervall in n und L1 ≺ . . .≺ Ls ≺ Ls+1 Intervalle
in n mit den Intervallgrenzen i ≤ j bzw. kx ≤ lx. Mit v := y(J, L1, . . . , Ls) und
w := z(J, L1, . . . , Ls) ko¨nnen wir nach der Induktionsvoraussetzung das folgende Produkt
berechnen:
X :=PJPL1...Ls = PL1...Lv(J
⋃w−1
t=v+1 Lt)Lw...Ls
Ferner seien y := y(J, L1, . . . , Ls+1) und z := z(J, L1, . . . , Ls+1). Außerdem setzen wir noch:
Y :=PL1...Ly(J∪⋃z−1t=y+1 Lt)Lz...Ls+1
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Fu¨r die weitere Berechnung unterscheiden wir, ob Lw . . . Ls das leere Wort ∅ ist, also
w = s + 1 gilt, oder nicht.
1.Fall: Lw . . . Ls , ∅ Das Produkt X endet also mit PLs . Aus Ls ≺ Ls+1 folgt dann:
PLsPLs+1 = PLsLs+1
Es bleibt also y = v und z = w zu zeigen. Daraus folgt (∗) dann nach Induktionsvoraus-
setzung.
Zu y = v: Ist v = 0, so existiert das Maximum (bez. J, L1, . . . Ls) also nicht. Das ist,
wie in der Vorbemerkung aufgefu¨hrt, a¨quivalent zu einer Bedingung u¨ber J und L1 und
somit unabha¨ngig von s, weshalb auch y = 0 gilt.
Es sei nun v > 0. Aus w ≤ s und w ∈ {v + 1, . . . , s + 1} folgt insbesondere v + 1 ≤ s,
also v < s. Damit ist v auch maximal in s + 2 mit J  Lv und J ∩ (Lv + 1) = ∅, d.h.
v = y(J, L1, . . . , Ls+1).
Zu z = w: Gilt J ≺ Lv+1 = Ly+1, so haben wir: z = y + 1 = v + 1 = w.
Es gelten jetzt J ⊀ Lv+1(= Ly+1) und J∪Lv+1 ≺ Ls(≺ Ls+1). Somit gilt fu¨r die Berechnung
von z der zweite Fall. Dieser gilt aber auch fu¨r die Berechnung von w, was insbesondere
bedeutet, dass das Minimum in s liegt. Es folgt: z = w.
Ga¨lte schließlich J ⊀ Lv+1(= Ly+1) und J ∪ Lv+1 ⊀ Ls(≺ Ls+1), also der dritte Fall zur
Berechnung von w, so stu¨nde w = s + 1 im Widerspruch zu Lw  . . .  Ls , ∅, was ja
a¨quivalent zu w ≤ s ist. Also tritt dieser Fall nie ein.
2. Fall: Lw . . . Ls = ∅ Wir setzen Mx := Lx fu¨r jedes x ∈ s . Dann ist selbstversta¨ndlich
v = y(J,M1, . . . ,Ms) und w = z(J,M1, . . . ,Ms). Unter der Beru¨cksichtigung der Kon-
vention Ms+1 = ∅ = M0 erhalten wir nach der Induktionsvoraussetzung:
J ∪
w−1⋃
t=v+1
Mt =
J falls J ≺Mv+1J ∪ Mv+1 sonst
Nach Teil (c) der Vorbemerkung stu¨nden die Bedingungen J ≺Mv+1, w = v+1 und v < s
im Widerspruch zu der Voraussetzung dieses Falls, dass Lw . . . Ls das leere Wort ist, also
w = s + 1 gilt. Demnach gilt jetzt stets J ⊀Mv+1.
2.1. Fall: v < s Insbesondere ist Mv+1 nichtleer. Es gilt:
XPLs+1 = PM1...Mv(J∪⋃st=v+1 Mt)PLs+1
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Wir fu¨hren nun eine Fallunterscheidung nach (fast) den gleichen Fa¨llen durch, wie sie fu¨r
das P(J∪Mv+1)PLs+1 nach der Bemerkung 1 (s. S. 54) sinnvoll sind und vergleichen XPLs+1
mit Y . Wir werden zeigen, dass gilt:
PJPL1 ...  Ls+1 = PL1 ...  Lv(J∪Lv+1PLs+1
=

PL1 ...  Lv(J∪Lv+1)Ls+1 falls J ∪ Lv+1 ≺ Ls+1
PL1 ...  LvLs+1(J∪Lv+1) falls J ∪ Lv+1 ⊀ Ls+1, J ∪ Lv+1 ∩ Ls+1 + 1 = ∅
PL1 ...  Lv(J∪Lv+1∪Ls+1) sonst
Dabei tritt der zweite Fall nicht auf.
2.1.1 Fall: J ∪ Mv+1 ≺ Ls+1 Dann gilt: P(J∪Mv+1)PLs+1 = P(J∪Mv+1)  Ls+1 . Wir werden im
Folgenden zeigen, dass y = v und z = s + 1 gelten. Daraus folgt dann na¨mlich die
Behauptung:
Y = PL1...Lv(J∪⋃st=y+1 Lt)Ls+1...Ls+1 = XPLs+1
Außerdem folgt dann auch (∗) wegen
J ∪
z−1⋃
t=y+1
Lt = J ∪
s=w−1⋃
t=v+1
Mt
Ist v = 0, so existiert das Maximum ebensowenig bez. J, L1, . . . , Ls+1, weshalb auch
y = 0 gilt. Es sei nun v , 0. Damit existiert also das Maximum bez. J,M1, . . . ,Ms. Nun
gilt Ls+1 ⊀ J, weil fu¨r die oberen Intervallgrenzen gilt:
j ≤ max(J ∪ Mv+1 < ls+1
Es folgt:
y = max
{
x ∈ s + 1 ∣∣∣ J  Lx und J ∩ (Lx + 1) = ∅}
= max
{
x ∈ s ∣∣∣ J Mx und J ∩ (Mx + 1) = ∅}
= v
Fu¨r die Berechnung von z erinnern wir daran, dass wegen w = s + 1 fu¨r die Berechnung
von w der dritte Fall genommen werden musste. Somit existiert das Minimum bez.
J,M1 = L1, . . . ,Ms = Ls nicht. Weiter ist y + 1 = v + 1 ≤ s nach Annahme u¨ber v,
woraus J ⊀Mv+1 = Ly+1 folgt. Da ferner J ∪ Ly+1 = J ∪ My+1 ≺ Ls+1 nach dem hiesigen
Fall gilt, ergibt sich:
z = min
{
x ∈ {y + 2, . . . , s + 1} ∣∣∣ J ∪ Ly+1 ≺ Lx}
= min
{
x ∈ {s + 1} ∣∣∣ Ly+1 ∪ J ≺ Lx}
= s + 1
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2.1.2 Fall: J ∪ Mv+1  Ls+1 Es gilt also insbesondere fu¨r die unteren Intervallgrenzen:
(kv+1 ≥) min(i, kv+1) > ks+1
Dies ist ein Widerspruch zu Lv+1 ≺ Ls+1. Dieser Fall tritt also nicht auf.
2.1.3 Fall: J ∪ Mv+1 ∦ Ls+1 oder J ∪ Mv+1 = Ls+1 Dann gilt: P(J∪Mv+1)PLs+1 =
P(J∪Mv+1∪Ls+1). Wir werden im Folgenden zeigen, dass y = v und z = s + 2 gelten. Daraus
folgt dann na¨mlich die Behauptung:
Y = PL1...Lv(J∪⋃s+1t=v+1 Lt)Ls+2...Ls+1 = XPLs+1
Außerdem folgt dann (∗) aus
J ∪
z−1⋃
t=y+1
Lt = J ∪ Lv+1 ∪ . . . ∪ Ls ∪ Ls+1
= J ∪
s=w−1⋃
t=v+1
Mt ∪ Ls+1
= J ∪ Mv+1 ∪ Ls+1.
Zu y = v: Ist v = 0, so existiert das Maximum ebensowenig bez. J, L1, . . . , Ls+1,
weshalb auch y = 0 gilt.
Es sei nun v , 0. Damit existiert also das Maximum bez. J,M1, . . . ,Ms und somit auch
bez. J, L1, . . . , Ls+1. Nach Definition von y gilt v = y genau dann, wenn J  Ls+1 oder
J ∩ Ls+1 + 1 , ∅ gelten.
Im Fall J ∪ Mv+1 ⊆ Ls+1 gilt insbesondere J ⊆ Ls+1, was wiederum J  Ls+1, also v = y,
nach sich zieht.
Andernfalls gilt Ls+1 ⊂ J ∪ Mv+1. Wegen v < s gilt ferner J  Ls oder J ∩ Ls + 1 , ∅.
Es gelte zuna¨chst J  Ls. Dann fu¨hrt die Annahme J  Ls+1 direkt zu dem Widerspruch
J  Ls+1  Ls. Deshalb gilt J  Ls+1, also v = y.
Es gelte jetzt J  Ls, also J ∩ Ls + 1 , ∅. Angenommen, es gilt sowohl J  Ls+1 als auch
J ∩ Ls+1 + 1 = ∅, was a¨quivalent zu ls+1 + 1 < i ist. Dann folgt ls + 1 < ls+1 + 1 < i. Dies
ist wiederum a¨quivalent zu J  Ls und J∩Ls +1 = ∅ und widerspricht der Voraussetzung
v < s. Somit gilt also v = y.
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Zu z = s + 2: Wegen w = s + 1 kommt der erste Fall fu¨r die Berechnung von z nicht
in Frage. Ebensowenig wird z nach dem zweiten Fall berechnet, da J ∪ Ly+1 = J ∪
Mv+1 ∦ Ls+1 gilt. Also wird z nach dem dritten Fall berechnet, d.h. es gilt z = (s + 1) + 1.
2.2 Fall: v = s Insbesondere ist Mv+1 = Ms+1 die leere Menge und es gilt:
XPLs+1 = PJPL1...LsPLs+1 = PJPM1...MsPLs+1
= PM1...Ms(J∪⋃st=s+1 Mt)PLs+1
= PM1...Ms JPLs+1
Wir fu¨hren nun eine Fallunterscheidung nach (fast) den gleichen Fa¨llen durch, wie sie in
dem Produkt von PJPLs+1 sinnvoll sind und vergleichen wieder XPLs+1 und Y .
2.2.1 Fall: J ≺ Ls+1 Dann gilt: PJPLs+1 = PJLs+1 . Wir werden im Folgenden zeigen, dass
y = v = s und z = y + 1 = s + 1 gelten. Daraus folgt dann na¨mlich:
Y = PL1...Ls(J∪⋃st=s+1 Lt)Ls+1...Ls+1 = XPLs+1
Außerdem ergibt sich in diesem Fall (∗) damit direkt:
J ∪
z−1⋃
t=y+1
Lt = J ∪
s⋃
t=s+1
Lt = J
Wegen v = s > 0 existiert das Maximum auch bez. J, L1, . . . , Ls+1 und es gilt:
y = max {x ∈ {s, s + 1} | J  Lx ∧ J ∩ (Lx + 1) = ∅} = s
Nach Definition von z ergibt sich daraus z = s + 1.
2.2.2 Fall: J  Ls+1 und J ∩ (Ls+1 + 1) = ∅ Dann gilt: PJPLs+1 = PLs+1 J . Die Bedingung
dieses Falls besagt gerade, dass das Maximum zur Berechnung von y in s + 1 angenom-
men wird. Weiter folgt aus ihr, dass der erste und zweite Fall fu¨r die Berechnung von z
nicht in Frage kommen, weswegen z = s + 2 gilt. Es folgt:
Y = PL1...Ls+1(J∪⋃s+1t=s+2 Lt)Ls+2...Ls+1 = XPLs+1
und
J ∪
z−1⋃
t=y+1
Lt = J ∪
s+1⋃
t=s+2
Lt = J = J ∪ Ly+1
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2.2.3 Fall: J  Ls+1 sowie J ∩ (Ls+1 + 1) , ∅ oder J ∦ Ls+1 oder J = Ls+1 Dann gilt:
PJPLs+1 = PJ∪Ls+1 . Wegen v = s > 0 gilt weiter:
y = max {x ∈ {s, s + 1} | J  Lx ∧ J ∩ (Lx + 1) = ∅}
Dabei kann in allen Fa¨llen das Maximum nicht in s + 1 angenommen werden. Es gilt
also y = s. Zudem gilt dann in allen Fa¨llen J ≺ Ly+1 = Ls+1 offensichtlich nicht. Zudem
kommt der zweite Fall fu¨r die Berechnung von z auch nicht in Frage, weil J∪Ls+1 ≺ Ls+1
nicht gilt. Damit haben wir z = (s + 1) + 1. Es folgt:
Y = PL1...Ls(J∪⋃s+1t=s+1 Lt)Ls+2...Ls+1 = XPLs+1
und
J ∪
z−1⋃
t=y+1
Lt = J ∪
s+1⋃
t=s+1
Lt = J ∪ Ly+1

Folgerung: Es seien n ∈ N, J1 ≺ . . .≺ Jr und J Intervalle in n sowie v und w Wo¨rter
u¨ber n mit:
PvPJPw = PJ1 ...  Jr
Dann gibt es einen Index k ∈ r mit J ⊆ Jk.
Beweis: Stellen wir auch die Monome Pv und Pw in Normalform dar, so folgt die
Behauptung aus einer sukzessiven Anwendung der letzten Proposition. 
Es sei JM das von PM erzeugte Ideal vonAn. Offensichtlich gilt dann
JM =
〈
PvPMPw
∣∣∣ w, v Wo¨rter u¨ber n 〉K
Außerdem definieren wir fu¨r alle Intervalle J1 ≺ . . .≺ Jr in n den folgenden Unter-
raum:
J J1,...,Jr :=
〈
PL1...Ls ∈ Bn
∣∣∣ ∃x1, . . . , xr ∈ s : ∀t ∈ r : Jt ⊆ Lxt〉K
Nach der Folgerung ist auch J J1,...,Jr ein Ideal vonAn.
Fu¨r die Konstruktion von Idempotenten und den Beweis des Hauptresultats sind die im
Folgenden definierten Ideale hilfreich. (Wir begegnen ihnen in den folgenden Unterab-
schnitten wieder.)
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3.7 Definition. Es seien K ein Ko¨rper, n ∈ N0 und k ∈ n 0. Das von{
PJ
∣∣∣ J ⊆ n mit |J| = k} erzeugte Ideal inAn bezeichnen wir mit I(n)k .
Das Verha¨ltnis dieser drei Typen von Idealen beschreibt das na¨chste Korollar.
3.8 Korollar. Es seien K ein Ko¨rper, n ∈ N0 und k ∈ n . Es sei weiter S die Summe
der Ideale JM mit |M| = k. Ferner sei T die Summe der Ideale J J1,...,Jr fu¨r Teilmengen
J1 ≺ . . .≺ Jr von n mit |⋃ri=1 Ji| = k und max Ji + 1 < min Ji+1 fu¨r alle i ∈ r − 1 . Dann
gilt:
S ⊆ I(n)k ⊆ T
Gilt zusa¨tzlich n ≥ 3 und 2 ≤ k ≤ n − 1, so sind die Inklusionen echt.
Beweis: Da fu¨r jedes M ⊆ n das Ideal JM von PM erzeugt wird, ist S eine Teilmenge
von I(n)k . Es sei nun J ⊆ n mit |J| = k, also PJ ein Erzeuger von I(n)k . Dann gibt es ein
eindeutig bestimmtes r ∈ N und Intervalle J1 ≺ . . .≺J r von J mit J = ⋃ri=1 Ji, so dass
fu¨r alle i ∈ r − 1 gerade max Ji + 1 < min Ji+1 gilt. Insbesondere kommutieren die PJi
und es folgt:
PJ = PJrPJr−1 . . .PJ1 = PJ1...Jr ∈ J J1,...,Jr ⊆ T
Es bleibt also noch zu zeigen, dass die Inklusionen echt sind, wenn n ≥ 3 und
2 ≤ k ≤ n − 1 gilt. Es ist etwa fu¨r die Menge J :={1, 2, . . . , k − 1, n} das Monom
PJ ein Erzeuger von I
(n)
k . Angenommen, PJ liegt in S . Dann gibt es ein Intervall M
mit |M| = k und ein Monom PvPMPw in JM, so dass PJ = PvPMPw gilt. Nun ist
einerseits PJ = PnPk−1 = Pk−1 {n} ∈ Bn. Andererseits gibt es Intervalle M1 ≺ . . .≺Ms
mit PvPMPw = PM1 ... Ms . Nach der Folgerung ist das k-elementige Intervall M dann eine
Teilmenge eines Mx. Wa¨hrenddessen gibt es in der Normalformdarstellung von PJ kein
k-elementiges Intervall, Widerspruch.
A¨hnlich zeigt man, dass Pk−1  k (k+1) ...  n ∈ Jk−1 ,{n} ⊆ T nicht in I(n)k liegt. 
3.4 Idempotente der Monoidalgebra
In diesem Abschnitt konstruieren wir induktiv (An ⊆ An+1 ausnutzend) ein vollsta¨ndiges
System von n + 1 paarweise orthogonalen, zentralen Idempotenten und dann ein
vollsta¨ndiges System von 2n paarweise orthogonalen Idempotenten. Als Vorstufe dazu
konstruieren wir jeweils ”spezielle“ Idempotente, die zu einer natu¨rlichen Idealkette vonAn korrespondieren.
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Spezielle zentrale Idempotente
Wir fu¨hren zuna¨chst eine Kette von Idealen von An ein, definieren dann die speziellen
zentralen Idempotenten und schließen mit der Feststellung, dass diese Idempotenten die
Ideale erzeugen. Sie sind jedoch weder paarweise orthogonal noch addieren sie sich
zu 1.
Fu¨r jedes n ∈ N und jedes k ∈ n 0 bezeichnen wir weiterhin mit I(n)k , das von der Menge{
PJ
∣∣∣ J ⊆ n ∧ |J| = k} erzeugte Ideal inAn.
Fu¨r jedes k ∈ n 0 gilt offensichtlich:
I
(n)
k =
〈
PvPJPw
∣∣∣ J ⊆ n mit |J| = k und Pv,Pw ∈ Bn〉K
Zur Illustration geben wir diese Ideale fu¨r n ∈ 3 an:
I
(1)
1 = (P1) = 〈P1〉K ⊂ I(1)0 = A1
I
(2)
2 = (P21) = 〈P21〉K ⊂ I(2)1 = (P1,P2) = 〈P1,P2,P12,P21〉K ⊂ I(2)0 = A2
I
(3)
3 = 〈P321〉K ⊂ I(3)2 = (P21,P32,P13) = 〈P21,P32,P13,P213,P321,P132,P2132〉K
⊂ I(3)1 = (P1,P2,P3) = 〈Pv | Pv ∈ Bn,Pv , 1〉K ⊂ I(3)0 = A3
An diesen Beispielen wird schon deutlich, dass wir eine echte Kette von Idealen in An
erhalten:
〈Pn 〉K = I(n)n ⊂ I(n)n−1 ⊂ . . . ⊂ I(n)2 ⊂ I(n)1 ⊂ I(n)0 = An
Die Inklusionen gelten, weil jeder Erzeuger von I(n)k+1 offensichtlich Teilfaktoren besitzt,
die in I(n)k liegen. Ferner sind die Inklusionen echt, weil beispielsweise die Erzeuger von
I
(n)
k nicht in I
(n)
k+1 enthalten sind.
3.9 Definition. Fu¨r alle n, k ∈ N definieren wir induktiv nach n und k die Elemente
y(n)k ∈ An durch:
y(1)0 := 1
y(1)1 :=P1
y(n+1)k :=
y(n)k (1 − Pn+1) + Pn+1 y(n)k−1 falls k ≤ n + 10 sonst
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Zur Veranschaulichung listen wir die y(n)k fu¨r n ∈ 4 auf:
y(1)1 = P1
y(2)1 = y
(1)
1 (1 − P2) + P2 y(1)0 = P1(1 − P2) + P21 = P1 + P2 − P12
y(2)2 = y
(1)
2 (1 − P2) + P2 y(1)1 = 0(1 − P2) + P2P1 = P21
y(3)1 = P1 + P2 + P3 − P12 − P23 − P13 + P123
y(3)2 = P21 + P32 + P13 − P213 − P132
y(3)3 = P321
y(4)1 = P1 + P2 + P3 + P4 − P12 − P23 − P34 − P13 − P14 − P24
+ P123 + P234 + P124 + P134 − P1234
y(4)2 = P21 + P32 + P43 + P13 + P14 + P24 − P213 − P132
− P214 − P324 − P143 − P243 − P134 − P124 + P2134 + P1324 + P1243
y(4)3 = P321 + P432 + P214 + P143 − P3214 − P1432 − P2143
y(4)4 = P4321
Eine leichte Induktion nach n zeigt, dass y(n)n = Pn gilt. Bezeichnen wir mit J1 das Wort
j1  j2  . . .  jr fu¨r jede Teilmenge J = j1 < j2 < . . . < jr von n , so gilt fu¨r alle n ∈ N:
y(n)1 =
∑
∅,J⊆n
(−1)|J|+1PJ1
Die folgende Rechnung liefert dafu¨r den Induktionsschritt.
y(n+1)1 = y
(n)
1 (1 − Pn+1) + Pn+1
=
∑
∅,J⊆n
(−1)|J|+1PJ1 − ∑
∅,J⊆n
(−1)|J|+1PJ1Pn+1 + Pn+1
=
∑
∅,J⊆n
(−1)|J|+1PJ1 + ∑
n+1∈H⊆n+1
(−1)(−1)|H|−1+1PH1 = ∑
∅,J⊆n+1
(−1)|J|+1PJ1
Um zu zeigen, dass y(n)k das Ideal I
(n)
k erzeugt, halten wir die grundlegenden Eigen-
schaften dieser Elemente wie Zentralita¨t und Idempotenz, aber auch deren Verhalten
gegenu¨ber den Erzeugern der Ideale I(n)k , fest:
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3.10 Lemma. Es sei n ∈ N.
(a) Fu¨r alle k ∈ n 0 ist y(n)k zentral inAn.
(b) Fu¨r alle 0 ≤ j ≤ k ∈ N gilt: y(n)j y(n)k = y(n)k . Insbesondere ist y(n)k idempotent.
(c) Fu¨r jede nichtleere Teilmenge J von n gilt:
y(n)|J| PJ = PJ
y(n)|J| Pn+1PJ = Pn+1PJ
Insbesondere ist y(n)k von 0 verschieden.
3.11 Korollar. Es seien k ≤ n ∈ N. Das Ideal I(n)k wird von dem zentralen Idempotent
y(n)k (als Ideal) erzeugt. Deshalb gilt:
I
(n)
k = y
(n)
k An =
{
a ∈ An
∣∣∣∣ y(n)k a = a}
Wir beweisen zuerst das Korollar mit Hilfe der im Lemma formulierten Eigenschaften
der y(n)k und danach das Lemma.
Beweis: Weil das Element y(n)k zentral ist, ist das von ihm erzeugte Ideal natu¨rlich
y(n)k An. Außerdem ist y(n)k An wegen der Idempotenz des Erzeugers die Menge
{a ∈ An | y(n)k a = a}. Nach der Aussage (c) im Lemma entha¨lt y(n)k An deshalb jeden
Idealerzeuger PJ mit J ⊆ n und |J| = k, also auch das Ideal I(n)k . Wir zeigen induktiv
nach n, dass fu¨r jedes k ∈ n das Element y(n)k in I(n)k liegt. Dabei lesen wir den
Induktionanfang an den Berechnungen der Idempotenten y(n)k und der Ideale fu¨r n ≤ 3
ab. Es seien nun n ≥ 3 und k ∈ n + 1 . Nach Definition und Induktionsvoraussetzung
gilt:
y(n+1)k = y
(n)
k (1 − Pn+1) + Pn+1 y(n)k−1 ∈ I(n)k + I(n)k Pn+1 + Pn+1 I(n)k−1
Offensichtlich ist jeder Idealerzeuger von I(n)k auch einer von I
(n+1)
k , weswegen
I
(n)
k (1 + Pn+1) eine Teilmenge von I
(n+1)
k ist. Nach den verallgemeinerten Relationen gilt
ferner fu¨r jeden K-Vektorraumerzeuger PvPJPw von I(n)k−1 ⊆ An (also {v}, {w}, J ⊆ n und
|J| = k − 1):
Pn+1PvPJPw = Pn+1PvPn+1PJPw = Pn+1PvP({n+1}∪J)Pw ∈ I(n+1)k
Somit gilt auch Pn+1 I
(n)
k−1 ⊆ Pn+1 I(n+1)k . Das Element y(n+1)k liegt also in I(n+1)k . 
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Beweis des Lemmas: Wir beweisen alle Aussagen per Induktion nach n. In den Rech-
nungen verweisen wir nicht mehr ausdru¨cklich auf die jeweilig verwendete (verallge-
meinerte) Relation.
Zu (a): Da P1, . . . ,Pn die Algebra An erzeugen, reicht es zu zeigen, dass die y(n)k mit
allen Pj kommutieren. Den Induktionsanfang fu¨r n = 1 und n = 2 rechnet man nach. Es
seien nun n ≥ 2, k ∈ n + 1 und j ∈ n + 1 .
1. Fall: j ∈ n − 1 In diesem Fall kommutieren Pn+1 und Pj und es gilt nach Indukti-
onsvoraussetzung:
y(n+1)k Pj = y
(n)
k (1 − Pn+1)Pj + Pn+1 y(n)k−1Pj
= Pj y
(k)
n (1 − Pn+1) + PjPn+1 y(k−1)n = Pj y(k)n+1
2. Fall: j = n Fu¨r k = 1 ist y(n)k−1 = 1 und es gilt nach der Induktionsvoraussetzung:
y(n+1)1 Pn − Pn y(n+1)1 = y(n)1 (1 − Pn+1)Pn + Pn+1 y(n)0 Pn − Pn y(n)1 (1 − Pn+1) − PnPn+1 y(n)0
= y(n)1 (Pn − Pn+1  n − Pn + Pn.n+1) + (Pn+1.n − Pn.n+1)
= y(n−1)1 (1 − Pn)(−Pn+1.n + Pn.n+1)︸                          ︷︷                          ︸
=0
+ Pn(−Pn+1.n + Pn.n+1) + (Pn+1.n − Pn.n+1)
= 0
Fu¨r k > 1 ergibt sich mit den verallgemeinerten Relationen und der Induktionsvoraus-
setzung:
y(n+1)k Pn − Pn y(n+1)k = y(n)k (1 − Pn+1)Pn + Pn+1 y(n)k−1Pn − Pn y(n)k (1 − Pn+1) − PnPn+1 y(n)k−1
= y(n)k (Pn − Pn+1  n − Pn + Pn.n+1) + (Pn+1.n − Pn.n+1)y(n)k−1
= y(n−1)k (1 − Pn)(−Pn+1.n + Pn.n+1)︸                          ︷︷                          ︸
=0
+Pn y
(n−1)
k−1 (−Pn+1.n + Pn.n+1)
+ (Pn+1.n − Pn.n+1)y(n−1)k−1 (1 − Pn) + (Pn+1.n − Pn.n+1)Pn︸                ︷︷                ︸
=0
y(n−1)k−2
= −Pn y(n−1)k−1 Pn+1.n + Pn y(n−1)k−1 Pn+1
+ Pn+1.n y
(n−1)
k−1 − Pn+1.n y(n−1)k−1 − (Pn.n+1 y(n−1)k−1 + Pn.n+1 y(n−1)k−1 Pn)
= 0
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Dabei gilt die letzte Gleichheit, weil die gleich unterstrichenen Terme wegen der Kom-
mutativita¨tsrelation jeweils dasselbe Element inAn+1 repra¨sentieren.
3. Fall: j = n + 1 Die Zentralita¨t von y(n)k folgt aus:
y(n+1)k Pn+1 = y
(n)
k (1 − Pn+1)Pn+1︸           ︷︷           ︸
=0
+Pn+1 y
(n)
k−1Pn+1 = Pn+1 y
(n)
k−1
und Pn+1 y
(n+1)
k = Pn+1 y
(n)
k − Pn+1 y(n)k Pn+1︸                        ︷︷                        ︸
=0
+Pn+1Pn+1y
(n)
k−1 = Pn+1 y
(n)
k−1
Zu (b): Die Behauptung fu¨r n = 1 ist einfach nachzurechnen. Es seien nun n ≥ 1 und
1 ≤ j ≤ k ≤ n + 1. Dann gilt mit der Induktionvoraussetzung:
y(n+1)j y
(n+1)
k = (y
(n)
j (1 − Pn+1) + Pn+1 y(n)j−1)(y(n)k (1 − Pn+1) + Pn+1 y(n)k−1)
= y(n)j (1 − Pn+1)y(n)k (1 − Pn+1) + y(n)j (1 − Pn+1)Pn+1︸           ︷︷           ︸
=0
y(n)k−1
+ Pn+1 y
(n)
j−1 y
(n)
k (1 − Pn+1)︸                       ︷︷                       ︸
=0
+Pn+1 y
(n)
j−1Pn+1 y
(n)
k−1︸                ︷︷                ︸
=Pn+1 y
(n)
j−1 y
(n)
k−1
= y(n)j y
(n)
k (1 − Pn+1) − y(n)j Pn+1 y(n)k (1 − Pn+1)︸                ︷︷                ︸
=0
+Pn+1 y
(n)
j−1 y
(n)
k−1
= y(n)k (1 − Pn+1) + Pn+1 y(n)k−1
= y(n+1)k
Zu (c): Wir zeigen beide Aussagen gleichzeitig in einer Induktion nach n. Wir fu¨hren
hier (im Gegensatz zu den bisherigen Beweisen) den Induktionsanfang fu¨r n = 1 und
n = 2 vor. Im Fall n = 1 entspricht die erste Aussage der Idempotenz von P1 und die
zweite der Relation P1P2P1 = P2P1 inA2. Fu¨r n = 2 gilt:
y(2)1 P1 = (P1 + P2 − P12)P1 = P11 + P21 − P121 = P1
y(2)1 P2 = (P1 + P2 − P12)P2 = P12 + P22 − P122) = P2
y(2)2 P21 = P21P21 = P21
y(2)1 P3P1 = P131 + P231 − P1231 = P13 + P213 − P213 = P13 = P3P1
y(2)1 P3P2 = P132 + P232 − P1232 = P132 + P32 − P132 = P32 = P3P2
y(2)2 P3P21 = P21P321 = P321 = P3P21
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Es seien nun n ≥ 2, J eine nichtleere Teilmenge von n + 1 und k := |J|. Ist k = n + 1,
so stimmen die Idempotenten PJ = Pn+1 und y
(n+1)
n+1 u¨berein und die erste Aussage gilt
trivialerweise, wa¨hrend die zweite aus den Eigenschaften (vergleiche Lemma 2.8) des
Idempotents Pn+2Pn+1 = Pn+2 folgt. Es sei jetzt J eine echte Teilmenge von n + 1 .
1. Fall: n + 1 ∈ J Wir setzen H := J\{n+1}. Dann ist H eine k−1 elementige Teilmenge
von n mit Pn+1PH = PJ , weswegen die Induktionsvoraussetzung anwendbar ist; sowohl
fu¨r die erste Aussage:
y(n+1)k PJ = y
(n)
k (1 − Pn+1)Pn+1︸           ︷︷           ︸
=0
PH + Pn+1 y
(n)
k−1Pn+1︸          ︷︷          ︸
=Pn+1 y
(n)
k−1
PH
= Pn+1 y
(n)
k−1PH
=
Pn+11PH falls k = 1Pn+1 y(n)k−1PH = Pn+1PH falls k ≥ 2
= PJ
als auch fu¨r die zweite:
y(n+1)k Pn+2PJ = y
(n)
k (1 − Pn+1)Pn+2Pn+1︸                 ︷︷                 ︸
=0
PH + Pn+1 y
(n)
k−1Pn+2︸   ︷︷   ︸
=Pn+2 y
(n)
k−1
Pn+1PH
= Pn+1Pn+2 y
(n)
k−1Pn+1PH
=
Pn+1Pn+21Pn+1PH falls k = 1Pn+1Pn+2 y(n)k−1Pn+1PH falls k ≥ 2
=
Pn+2Pn+1PH falls k = 1Pn+1Pn+2Pn+1PH falls k ≥ 2
= Pn+2PJ
2. Fall: n + 1 < J Damit ist J schon eine Teilmenge von n . Es sei j das Minimum
von J (bezu¨glich der u¨blichen Ordnung auf N) und wir setzen H := J\{ j}, womit
PJ = PHPj gilt. Zuna¨chst zeigen wir die erste Aussage von (c) mit Hilfe der beiden
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Induktionsvoraussetzungen:
y(n+1)k PJ = y
(n)
k (1 − Pn+1)PJ + Pn+1 y(n)k−1PJ
= y(n)k PJ − y(n)k Pn+1PJ + Pn+1(y(n)k−1PH)Pj
= PJ − Pn+1PJ + Pn+1PHPj
= PJ .
Die Kommutativita¨t von PJ und Pn+2 ausnutzend ergibt sich daraus die zweite Aussage:
y(n+1)k Pn+2PJ = y
(n+1)
k PJPn+2
= PJPn+2
= Pn+2PJ .

Folgerung: Fu¨r jede endliche Teilmenge M von N, jedes n ∈ N und jedes k ∈ n mit
|M ∩ n | ≥ k gilt:
y(n)k PM = PM
Beweis: Nach einer Zerlegung von M in M ∩ n und N := M\ n sind die verallgemei-
nerten Kommutativita¨tsrelationen anzuwenden sowie die zweite Aussage von (c) im Fall
n + 1 ∈ M2 bzw. die erste im Fall n + 1 < M2, um die Gleichung zu erhalten. 
Zentrale Idempotente inAM
Wir stellen hier zentrale idempotente Elemente aus AM mit M ⊆ n vor, die in
Anlehnung an y(n)1 definiert sind und spa¨ter fu¨r spezielle Mengen gebraucht werden
(s. folgende Proposition 3.20). Mit max M bezeichnen wir das Maximum von M
bezu¨glich der u¨blichen Ordnung auf den natu¨rlichen Zahlen.
3.12 Definition. Es sei n ∈ N. Wir setzen y(∅) := 0 und fu¨r jede nichtleere Teil-
menge M von n definieren wir induktiv nach der Ma¨chtigkeit von M das Element
y(M) ∈ AM ⊂ An durch:
y(M) = y(M\{max M})(1 − Pmax M) + Pmax M
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Ist M = m1 < m2 < . . . < mr, so ergibt sich y(M) – wie y
(n)
1 = y(n ) – durch die
Berechnung der ”Vorga¨nger“:
y({m1}) = Pm1
y({m1,m2}) = y({m1})(1 − Pm2) + Pm2
...
y({m1,m2, . . .m j}) = y({m1, . . .m j−1})(1 − Pm j) + Pm j
...
y(M) = y({m1, . . .mr}) = y({m1, . . .mr−1})(1 − Pmr ) + Pmr
Analog zum Lemma 3.10 lassen sich die folgenden Eigenschaften von y(M) beweisen.
Dabei ist es sinnvoll, die Idempotenz aus (b) zu schließen.
3.13 Lemma. Es seien n ∈ N und M eine Teilmenge von n .
(a) y(M) ist ein zentrales Idempotent inAM.
(b) Fu¨r alle m ∈ M und jedes x > max M gilt:
y(M)Pm = Pm
y(M)PxPm = PxPm
Insbesondere ist y(M) von 0 verschieden.
Die zwei folgenden Beispiele veranschaulichen, dass stets
y(M) =
∑
∅,J⊆M
(−1)|J|+1PJ1
als Verallgemeinerung von y(n)1 gilt:
y({5, 6}) = P5 + P6 − P56
und
y({3, 4, 7}) = P3 + P4 + P7 − P34 − P37 − P47 + P347
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Ein vollsta¨ndiges System zentraler, paarweise orthogonaler Idempotenter
Ist denn nun die Kette I(n)n ⊂ I(n)n−1 ⊂ . . . ⊂ I(n)1 ⊂ An jene, die zu den Zusammenhangs-
komponenten der partiellen Ordnung Pn korrespondiert? DemK-linearen Erzeugenden-
system von I(n)k ist nicht unmittelbar anzusehen, ob I
(n)
k+1 ein direkter Summand von I
(n)
k
ist. Gehen wir jedoch zu den Differenzen y(n)k − y(n)k+1 u¨ber, so erhalten wir paarweise
orthogonale Idempotente, deren Summe 1 ist. Diesen entsprechen die Zusammenhangs-
komponenten z(n)k An der AlgebraAn, welche die Idealkette aufbauen.
3.14 Definition. Es sei z(n)0 := 1 − y(n)1 und z(n)k := y(n)k − y(n)k+1 fu¨r alle n ∈ N und k ∈ n .
Aus der Rekursionsvorschrift fu¨r die y(n)k la¨sst sich wie folgt eine induktive Charakteri-
sierung der z(n)k herleiten: Es sei z
(1)
0 = 1 − y(1)1 = 1 − P1. Dann gilt fu¨r alle k ≤ n ∈ N:
z(n+1)k = y
(n+1)
k (1 − Pn+1) − Pn+1 y(n)k−1 − y(n+1)k+1 (1 − Pn+1) + Pn+1 y(n)k
= z(n)k (1 − Pn+1) + Pn+1z(n)k−1
Bemerkung 1: Es ist z(n)k von 0 verschieden fu¨r alle 0 ≤ k ≤ n ∈ N .
Beweis: Angenommen, es gibt 0 ≤ k ≤ n ∈ N mit z(n)k = 0, also y(n)k = y(n)k+1, so folgt aus
der Definition dieser Idempotenten:
y(n−1)k (1 − Pn) + Pn y(n−1)k−1 = y(n−1)k+1 (1 − Pn) + Pn y(n−1)k
Stellen wir beide Seiten als Linearkombinationen u¨ber Pv ∈ Bn dar, so folgt y(n−1)k = y(n−1)k+1
aus einem Koeffizientenvergleich derjenigen Pv mit n < {v}. Es ergibt sich dann induktiv
y(k+1)k = y
(k+1)
k+1 und schließlich der Widerspruch 0 , y
(k)
k = y
(k)
k+1 = 0. 
3.15 Satz. Fu¨r alle n ∈ N ist die Menge
{
z(n)k
∣∣∣∣ k ∈ n 0} ein vollsta¨ndiges System zentraler,
paarweise orthogonaler Idempotenter inAn.
Beweis: Die Vollsta¨ndigkeit ergibt sich aus der Definition der z(n)k :
n∑
k=0
z(n)k =
n−1∑
k=1
(y(n)k − y(n)k+1) + 1 − y(n)1 + y(n)n − 0 = 1
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Weil das Zentrum einer K-Algebra insbesondere ein K-Vektorraum ist, sind die z(n)k
offensichtlich zentral in An. Es seien j ≤ k. Die Idempotenz und Orthogonalita¨t folgen
aus dem Lemma 3.10(b):
z(n)j z
(n)
k = (y
(n)
j − y(n)j+1)(y(n)k − y(n)k+1)
= y(n)j y
(n)
k − y(n)j y(n)k+1 − y(n)j+1 y(n)k + y(n)j+1 y(n)k+1
=
y(n)k − y(n)k+1 − y(n)k+1 + y(n)k+1 falls j = ky(n)k − y(n)k+1 − y(n)k + y(n)k+1 sonst
=
z(n)k falls j = k0 sonst

Wegen der eben im Beweis benutzten Eigenschaft (b) des Lemmas 3.10 gilt auch:
z(n)l y
(n)
k =
0 falls l < kz(n)l falls l ≥ k
und damit erhalten wir eine Zerlegung des Ideals I(n)k :
3.16 Korollar. Es seien n ∈ N und k ∈ n . Dann annuliert z(n)k die Ideale I(n)n , . . . ,I(n)k+1
und es gilt:
I
(n)
k =
n⊕
l=k
z(n)l An
Spezielle Idempotente
Wir beginnen mit der Definition von durch die Teilmengen von n indizierten Idempo-
tenten von An. A¨hnlich wie die y(n)k im Vergleich zu den z(n)k ist dieses System nicht
vollsta¨ndig. Ferner sind die Idempotenten zu gleichma¨chtigen Teilmengen paarweise
orthogonal.
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3.17 Definition. Wir definieren induktiv nach n die Elemente g(n)J ∈ An fu¨r jede
Teilmenge J von n durch:
g(1){1} :=P1
g(n+1)J :=

1 falls J = ∅
g(n)J (1 − Pn+1) falls J , ∅ und n + 1 < J
Pn+1g
(n)
J\{n+1} sonst
Hier fu¨hren wir alle g(n)J fu¨r n ∈ {1, 2, 3} auf:
g(1)∅ = 1 g
(3)
∅ = 1
g(1){1} = P1 g
(3)
{1} = g
(2)
{1}(1 − P3) = P1 − P12 − P13 + P123
g(3){2} = g
(2)
{2}(1 − P3) = P2 − P23
g(2)∅ = 1 g
(3)
{3} = P3g
(2)
∅ = P3
g(2){1} = g
(1)
{1}(1 − P2) = P1 − P12 g(3){1,2} = g(2){1,2}(1 − P3) = P21 − P213
g(2){2} = P2g
(1)
∅ = P2 g
(3)
{1,3} = P3g
(2)
{1} = P13 − P132
g(2){1,2} = P2g
(1)
{1} = P21 g
(3)
{2,3} = P3g
(2)
{2} = P32
g(3){1,2,3} = P3g
(2)
{1,2} = P321
An den g(4)J , die wir im Folgenden auflisten, ist bereits eine alternative Beschreibung (s.
folgende Proposition 3.20) der g(n)J deutlicher zu erkennen:
g(4)∅ = 1
g(4){1} = g
(3)
{1}(1 − P4) = P1 − P12 − P13 − P14 + P123 + P124 + P134 − P1234
g(4){2} = g
(3)
{2}(1 − P4) = P2 − P23 − P24 + P234
g(4){3} = g
(3)
{3}(1 − P4) = P3 − P34
g(4){4} = P4g
(3)
∅ = P4
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g(4){1,2} = g
(3)
{1,2}(1 − P4) = P21 − P213 − P214 + P2134 = P21(1 − y({3, 4}))
g(4){1,3} = g
(3)
{1,3}(1 − P4) = P13 − P132 − P134 + P1324 = P13(1 − y({2, 4}))
g(4){2,3} = g
(3)
{2,3}(1 − P4) = P32 − P324 = P32(1 − y({4}))
g(4){1,4} = P4g
(3)
{1} = P14 − P124 − P143 + P1243 = P14(1 − y({2, 3}))
g(4){2,4} = P4g
(3)
{2} = P24 − P243 = P24(1 − y({3}))
g(4){3,4} = P4g
(3)
{3} = P43 = P43(1 − y(∅))
g(4){1,2,3} = g
(3)
{1,2,3}(1 − P4) = P321 − P3214 = P321(1 − y({4}))
g(4){1,2,4} = P4g
(3)
{1,2} = P214 − P2143 = P214(1 − y({3}))
g(4){1,3,4} = P4g
(3)
{1,3} = P143 − P1432 = P143(1 − y({2}))
g(4){2,3,4} = P4g
(3)
{2,3} = P432 = P432(1 − y(∅))
g(4){1,2,3,4} = P4g
(3)
{1,2,3} = P4321 = P4321(1 − y(∅))
Zwei wichtige Eigenschaften der g(n)J halten wir in dem na¨chsten Lemma fest.
3.18 Lemma. Es seien n ∈ N, J und K nichtleere Teilmengen von n mit |J| = |K| sowie
k ∈ n 0. Dann gelten:
(a) g(n)J g
(n)
K =
g(n)J falls J = K0 sonst
(b) y(n)k =
∑
J⊆n , |J|=k
g(n)J
Beweis: Zu (a): Der Induktionsanfang fu¨r n = 1 und n = 2 ist einfach nachzurechnen.
Sind X,Y Teilmengen von N, so sei mit dem Kronecker-Delta-Symbol δX,Y wie u¨blich
0 ∈ K bezeichnet, falls X , Y gilt, und 1 ∈ K , falls X = Y gilt. Es seien nun n ≥ 2
sowie J und K nichtleere gleichma¨chtige Teilmengen von n + 1 . Um (a) zu zeigen,
unterscheiden wir, ob n+1 in J oder in K liegt, und wenden die Induktionsvoraussetzung
sowie die verallgemeinerten Relationen an.
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1. Fall: n + 1 < J und n + 1 < K Dann gilt:
g(n+1)J g
(n+1)
K = g
(n)
J (1 − Pn+1)g(n)K (1 − Pn+1)
= g(n)J g
(n)
K (1 − Pn+1) − g(n)J Pn+1g(n)K (1 − Pn+1)︸                ︷︷                ︸
=0
= δJ,Kg
(n)
J (1 − Pn+1)
= δJ,Kg
(n+1)
J
2. Fall: n + 1 < J und n + 1 ∈ K Insbesondere gilt J , K und es folgt:
g(n+1)J g
(n+1)
K = g
(n)
J (1 − Pn+1)Pn+1︸           ︷︷           ︸
=0
g(n)K\{n+1} = 0 = δJ,Kg
(n+1)
J
3. Fall: n + 1 ∈ J und n + 1 < K Wie im vorherigen Fall gilt J , K und damit:
g(n+1)J g
(n+1)
K = Pn+1 g
(n)
J\{n+1}g
(n)
K︸       ︷︷       ︸
∈An
(1 − Pn+1) = 0 = δJ,Kg(n+1)J
4. Fall: n + 1 ∈ J und n + 1 ∈ K Wegen δJ,K = δJ\{n+1},K\{n+1} gilt hier:
g(n+1)J g
(n+1)
K = Pn+1g
(n)
J\{n+1}Pn+1︸              ︷︷              ︸
=Pn+1g
(n)
J\{n+1}
g(n)K\{n+1} = Pn+1δJ,Kg
(n)
J = δJ,Kg
(n+1)
J
Zu (b): Auch hier ist der Induktionsanfang n ∈ {1, 2} einfaches Nachrechnen.
Es seien n ≥ 2 und k ∈ n + 1 0. Ist k = 0, so gilt nach den jeweiligen Definitionen:
y(n+1)0 = 1 = g
(n+1)
∅ . Es sei nun k ≥ 1. Mit der Induktionsvoraussetzung folgt dann:
y(n+1)k = y
(n)
k (1 − Pn+1) + Pn+1 y(n)k−1 =
∑
J⊆n
|J|=k
g(n)J (1 − Pn+1) + Pn+1
∑
K⊆n
|K|=k−1
g(n)K
=
∑
J⊆n
|J|=k
g(n+1)J +
∑
K⊆n
|K|=k−1
g(n+1)K∪{n+1} =
∑
L⊆n+1
|L|=k
g(n+1)L

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Eine alternative Beschreibung der g(n)J
3.19 Definition. Fu¨r jedes n ∈ N und fu¨r jede Teilmenge K von n definieren wir die
Menge N(n)K durch:
N(n)K :=
∅ falls K = ∅{x ∈ n \K ∣∣∣ x > min K} sonst
Beispielsweise gelten:
N(5){1,2} = {3, 4, 5} = N(5){2} , N(5){1,3} = {2, 4, 5}, N(5)1,3,4,5 = {2} und N(5){4,5} = ∅
Mit diesen N(n)J ko¨nnen wir jetzt die g
(n)
J so beschreiben, dass sofort ersichtlich ist,
wie die g(n)J zu der Idealkette I
(n)
k stehen. Jetzt beno¨tigen wir die Definition 3.12 der
Idempotenten y(M) fu¨r eine Menge M von n .
3.20 Proposition. Fu¨r alle n ∈ N und fu¨r alle ∅ , J ⊆ n gilt:
g(n)J = PJ
(
1 − y(N(n)J )
)
Damit liegt jedes Idempotent g(n)J in dem Ideal I
(n)
k mit k = |J|.
Beweis: Fu¨r den Induktionsanfang sehen wir uns die ersten g(n)J fu¨r n = 1 und n = 2 an:
g(1)∅ = 1 = 1(1 − 0) = P∅(1 − y(∅))
g(1){1} = P1 = P1(1 − y(∅))
g(2)∅ = 1 = P∅(1 − y(∅))
g(2){1} = P1 − P12 = P1(1 − P2) = P1(1 − y({2}))
g(2){2} = P2 = P2(1 − y(∅))
g(2){1,2} = P21P21(1 − y(∅))
(Interessanter wird es fu¨r gro¨ßere n; einige g(4)J haben wir auf Seite 73 schon so
dargestellt, dass sich diese Gleichheit leicht ablesen la¨sst.)
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Fu¨r den Induktionsschritt seien nun n ≥ 2 und J ⊆ n + 1 .
1. Fall: J = ∅ Fu¨r die leere Menge gilt nach den jeweiligen Definitionen:
P∅(1 − y(N(n+1)∅ )) = 1(1 − y(∅)) = 1 = g(n+1)∅
2. Fall: n + 1 ∈ J In diesem Fall kann n + 1 nicht in N(n+1)J liegen und es gilt:
N(n+1)J = N
(n)
J\{n+1}
Daraus folgt mit der Induktionsvoraussetzung:
g(n+1)J = Pn+1g
(n)
J\{n+1} = Pn+1P(J\{n+1})(1 − y(N(n)J\{n+1} )) = PJ(1 − y(N(n+1)J ))
3. Fall: n + 1 < J , ∅ Nun liegt n + 1 in N(n+1)J und es gilt:
N(n+1)J = N
(n)
J ∪ {n + 1}
Die Definition von y(N(n+1)J ) fu¨hrt dann neben der Induktionsvoraussetzung zu:
g(n+1)J = g
(n)
J (1 − Pn+1)
= PJ(1 − y(N(n)J ))(1 − Pn+1)
= PJ(1 − (y(N(n)J )(1 − Pn+1) + Pn+1))
= PJ(1 − y(N(n+1)J ))

Ein vollsta¨ndiges System paarweise orthogonaler Idempotente
3.21 Definition. Es seien n ∈ N und J eine Teilmenge von n . Dann setzen wir:
f (n)J := g
(n)
J z
(n)
|J|
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Auch hier listen wir die f (n)J fu¨r n ∈ {1, 2} zur Veranschaulichung auf:
f (1)∅ = z
(1)
0 g
(1)
∅ = z
(1)
0 = 1 − P1
f (1){1} = z
(1)
1 g
(1)
{1} = P1P1 = P1
f (2)∅ = z
(2)
0 g
(2)
∅ = z
(2)
0 = 1 − P1 − P2 + P12
f (2){1} = z
(2)
1 g
(2)
{1} = g
(2)
{1} − y(2)2 g(2){1} = P1 − P12 − P21(P1 − P12) = P1 − P12
f (2){2} = z
(2)
1 g
(2)
{2} = g
(2)
{2} − y(2)2 g(2){2} = P2 − P21P2 = P2 − P21
f (2){1,2} = z
(2)
2 g
(2)
{1,2} = g
(2)
{1,2} − y(2)3 g(2){1,2} = P21P21 − 0 = P21
U¨brigens gehorchen die f (n)J denselben induktiven Vorschriften wie die g
(n)
J . So gilt
zuna¨chst fu¨r alle n ∈ N trivialerweise:
f (n)∅ = z
(n)
0
Ferner zeigt dann eine leichte Induktion nach n, dass fu¨r jede Teilmenge J , ∅ von n + 1
gilt:
f (n+1)J :=
 f
(n)
J (1 − Pn+1) falls n + 1 < J
Pn+1 f
(n)
J\{n+1} sonst
Diese f (n)J sind nun die ”richtigen“ Idempotenten:
3.22 Satz. Fu¨r alle n ∈ N ist die Menge
{
f (n)J
∣∣∣∣ J ⊆ n } ein vollsta¨ndiges System
paarweise orthogonaler Idempotenter vonAn. Insbesondere gilt:
An =
⊕
J⊆n
f (n)J An
Beweis: Es seien J und K Teilmengen von n . Die Orthogonalita¨t und Zentralita¨t der z(n)k
beru¨cksichtigend sowie Teil (a) des Lemmas 3.18 anwendend, erhalten wir Idempotenz
und Orthogonalita¨t:
f (n)J f
(n)
K = g
(n)
J g
(n)
K z
(n)
|J| z
(n)
|K|
=
g
(n)
J g
(n)
K z
(n)
|J| falls |J| = |K|
0 sonst
= δJ,K f
(n)
J = . . . = f
(n)
K f
(n)
J
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Um die Vollsta¨ndigkeit einzusehen, erinnern wir daran, dass die g(n)J mit |J| = k sich
zu y(n)k aufsummieren (s. Lemma 3.18 Teil (b)). Zudem geht hier die Eigenschaft (b)
des Lemmas 3.10 ein, welche wie schon eingesehen insbesondere bedeutet, dass z(n)k
invariant unter der Multiplikation mit y(n)k ist:
z(n)k = z
(n)
k y
(n)
k = z
(n)
k
∑
J⊆n
|J|=k
g(n)J =
∑
J⊆n
|J|=k
f (n)J
Weil ferner
n∑
k=0
z(n)k = 1 gilt (s. Satz 3.15), folgt daraus schließlich
∑
J⊆n
f (n)J = 1. 
Der wesentliche Vorteil der alternativen Beschreibung der g(n)J ist, dass man aus ihr
folgende Gleichheit gewinnt:
3.23 Proposition. Fu¨r alle n ∈ N und alle Teilmengen J von n gilt:
f (n)J PJ = PJz
(n)
|J|
Beweis: Fu¨r J = n gilt die Gleichheit wegen g(n)n = Pn = z
(n)
n . Andernfalls gilt nach der
Definition der f (n)J und der alternativen Beschreibung der g
(n)
J zuna¨chst:
f (n)J PJ = z
(n)
|J| g
(n)
J PJ = z
(n)
|J| PJ(1 − y(N(n)J ))PJ = z(n)|J| PJ − z(n)|J| PJ y(N(n)J ) PJ
Das folgende Lemma 3.24 zeigt, dass der letzte Summand verschwindet. 
3.24 Lemma. Es sei n ∈ N, J eine echte Teilmenge von n und k := |J|. Dann liegt
PJy(N
(n)
J )PJ in I
(n)
k+1, wird also von z
(n)
k annuliert.
Beweis: Nach dem Korollar 3.11 reicht es per Induktion nach n die folgende Gleichheit
zu zeigen:
y(n)k+1PJ y(N
(n)
J )PJ = PJ y(N
(n)
J )PJ
Nach Definition ist N(m)∅ = ∅ fu¨r alle m ∈ N und y(N(m)J ) folglich 0. Fu¨r J = ∅ oder
N(n)J = ∅ gilt die Gleichheit deshalb stets trivialerweise.
Fu¨r n = 1 ist die leere Menge die einzige echte Teilmenge. Fu¨r n = 2 und n = 3
berechnen wir PJ y(N
(n)
J ) PJ und stellen fest, dass dies stets eine Summe von Monomen
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der Art PH mit |H| = |J| + 1 ist. Daraus folgt dann die Gleichheit mit der ersten Aussage
von (c) im Lemma 3.10:
P1 y(N
(2)
{1} )P1 = P1P2P1 = P21 ∈ I(2)2
P2 y(N
(2)
{2} )P2 = P20P2 = 0 ∈ I(2)2
P1 y(N
(3)
{1} )P1 = P1 y(2, 3)P1 = P1(P2 + P3 − P23)P1 = P21 + P13 − P213 ∈ I(3)2
P2 y(N
(3)
{2} )P2 = P2 y(3)P2 = P32 ∈ I(3)2
P3 y(N
(3)
{3} )P3 = P30P3 = 0 ∈ I(3)2
P21 y(N
(3)
{1,2} )P21 = P21 y(3)P21 = P321 ∈ I(3)3
P31 y(N
(3)
{1,3} )P31 = P31P2P31 = P321 ∈ I(3)3
P32 y(N
(3)
{2,3} )P32 = P320P32 = 0 ∈ I(3)3
Es seien nun n ≥ 3 und ∅ , J ⊆ n + 1 mit r := |J| ≤ n. Gilt r = n und 1 < J, so folgt
N(n)J = ∅. Gilt r = n und 1 ∈ J, so ist
N(n+1)J = n + 1 \ J =:{k}
einelementig und deshalb y(N(n+1)J ) = Pk. Ferner gilt y
(n+1)
n+1 = Pn+1 . Die zu zei-
gende Gleichheit folgt nun aus der Idempotenz von Pn+1 und daraus, dass auch
PJ y(N
(n)
J ) PJ = Pn+1 ist, weil im Fall J = n gilt:
PJ y(N
(n)
J ) PJ = Pn Pn+1Pn = Pn+1
und weil im Fall J , n nach den verallgemeinerten Relationen gilt:
PJ y(N
(n)
J ) PJ = Pn+1 ...  k+1  k−1 ...1PkPn+1 ...  k+1  k−1 ...  1
= Pn+1 ...  k+1  k−1...1PkPk−1 ...  1
= Pn+1 ...  k+1PkPk−1 ...  1 = Pn+1
Es sei jetzt r < n.
1. Fall: n + 1 ∈ J Ist r = 1, so ist N(n+1)J nach Definition leer. Es sei nun 1 < r < n und
H := J\{n + 1}, womit N(n+1)J = N(n)H und natu¨rlich |H| = r − 1 ≤ 1 gilt. Es folgt aus den
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verallgemeinerten Relationen und der Induktionsvoraussetzung:
y(n+1)r+1 PJ y(N
(n+1)
J ) PJ = y
(n)
r+1 (1 − Pn+1)Pn+1︸           ︷︷           ︸
=0
PH y(N
(n)
H ) PJ
− Pn+1 y(n)r Pn+1PH y(N(n)J ) Pn+1PH
= Pn+1 y
(n)
r PH y(N
(n)
H ) PH
= Pn+1PH y(N
(n)
H ) PH
= Pn+1 PH y(N
(n+1)
J )︸         ︷︷         ︸
∈An
Pn+1PH
= PJ y(N
(n+1)
J ) PJ
2. Fall: n + 1 < J Dann ist J schon eine Teilmenge von n und N(n+1)J = N
(n)
J ∪ {n + 1}.
Wir nutzen zusa¨tzlich die erste Aussage von (c) des Lemmas 3.10, um die gewu¨nschte
Gleichheit herzuleiten:
y(n+1)r+1 PJ y(N
(n+1)
J ) PJ = y
(n)
r+1(1 − Pn+1)PJ
(
y(N(n)J ) (1 − Pn+1) + Pn+1
)
PJ
+ Pn+1 y
(n)
r PJ y(N
(n)
J ) (1 − Pn+1)︸                               ︷︷                               ︸
=0
PJ + Pn+1 y
(n)
r PJ︸︷︷︸
=PJ
Pn+1PJ
= y(n)r+1PJ
(
y(N(n)J )(1 − Pn+1) + Pn+1
)
PJ
− y(n)r+1 Pn+1PJ y(N(n)J )
(
1 − Pn+1)︸                          ︷︷                          ︸
=0
PJ
− y(n)r+1Pn+1PJPn+1PJ + Pn+1PJ
= y(n)r+1PJ
(
y(N(n)J ) (1 − Pn+1) + Pn+1
)
PJ − y(n)r+1Pn+1PJ + Pn+1PJ
= y(n)r+1PJ y(N
(n)
J ) PJ − y(n)r+1 PJ y(N(n)J ) Pn+1PJ︸ ︷︷ ︸
=PJPn+1PJ
+ y(n)r+1 PJPn+1PJ︸    ︷︷    ︸
=Pn+1PJ
− y(n)r+1Pn+1PJ + Pn+1PJ
= PJ y(N
(n)
J )1PJ − PJ y(N(n)J )Pn+1PJ + Pn+1PJ
= PJ y(N
(n+1)
J )PJ

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3.5 Die zu den ”Wegen“ der Inzidenzalgebra
korrespondierenden Elemente inAn
In der Inzidenzalgebra Inz (Pn) von Pn gibt es neben den idempotenten Basiselementen
XJ,J noch die Basiselemente XJ,K mit J <n K, welche im Radikal liegen. Bisher haben
wir die zu den XJ,J korrespondierenden Idempotenten f
(n)
J konstruiert. Nun wenden wir
uns den den XJ,K entsprechenden Elementen in An zu. Dazu werden wir (im Gegensatz
zum Beweis der Normalform von An) mit der urspru¨nglichen Definition der partiellen
Ordnung Pn arbeiten (s. S. 45).
Spezielle Monome
In diesem Abschnitt werden wir die im Folgenden definierten Monome untersuchen und
zwei a¨quivalente (davon eine induktive) Beschreibungen angeben.
3.25 Definition. Fu¨r alle 1 ≤ i ≤ j ∈ N definieren wir das Wort:
i⇀ j := i (i + 1)  . . . ( j − 1)  j
Fu¨r alle n ∈ N sowie fu¨r alle Teilmengen J = jr > . . . > j1 und K = kr > . . . > k1 von n
mit J ≤n K definieren wir damit das Monom:
P(J,K) :=Pjr ⇀ kr ...  j1 ⇀ k1
Insbesondere ist fu¨r jede nichtleere Teilmengen J von n das Monom P(J,J) das uns schon
bekannte Idempotente PJ , wa¨hrend P(∅,∅) = 1 gilt.
3.26 Definition. Es seien n ∈ N sowie J und K Teilmengen von n . Ist J ein maximaler
echter Vorga¨nger von K bezu¨glich ≤n, so sagen wir, dass J und K benachbart sind und
schreiben:
J ln K
Im Hasse-Diagramm von Pn sind Nachbarn also durch einen Pfeil verbunden.
Wie schon an den Beispielen fu¨r n ∈ {4, 5, 6} (s. S. 35 u. S. 46f) zu sehen ist, gibt es im
Allgemeinen zwischen J ≤n K mit J , K keine eindeutig bestimmte ln-Kette von J
nach K. Aber das Monom P(J,K) ist nach dem folgenden Lemma eine Invariante solcher
ln-Ketten.
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3.27 Lemma. Es seien n ∈ N und J ≤n K. Fu¨r jede ln-Kette J = H1 ln . . . ln Ht = K
von J nach K gilt dann:
P(J,K) = PH1 ... Ht
Beweis: Wir fu¨hren eine Induktion nach n, dabei ist der Induktionsanfang fu¨r n ∈ {1, 2}
leicht nachzurechnen. Ist ferner eine der Mengen J oder K die leere Menge oder n , so
ist nach Definition von ≤n die andere Menge auch leer bzw. n . In beiden Fa¨llen gilt die
Behauptung trivialerweise.
Es seien nun n ≥ 2 und J ≤n+1 K nichtleere Teilmengen von n + 1 und r = |J| , n + 1
sowie J = H1 ln+1 H2 ln+1 . . . ln+1 Ht = K eine ln+1-Kette von J nach K. Ist r = 1, so
gibt es genau eine Kette von J = { j1} nach K = {k1}, und zwar die folgende:
{ j1} ln+1 { j1 + 1} ln . . . ln {k1 − 1} ln {k1}
und es gilt:
P(J,K) = Pj1 ⇀ k1
Es sei nun r > 1. Fu¨r einen besseren U¨berblick u¨ber die ≤-Beziehungen der Elemente
von Hs = hr,s > hr−1,s > . . . > h1,s notieren wir sie im Rechteck:
K = Ht = hr,t > hr−1,t > . . . > h2,t > h1,t
l
≥ ≥ ≥ ≥
Ht−1 = hr,t−1 > hr−1,t−1 > . . . > h2,t−1 > h1,t−1
l
≥ ≥ ≥ ≥
...
...
...
...
...
l
≥ ≥ ≥ ≥
H2 = hr,2 > hr−1,2 > . . . > h2,2 > h1,2
l
≥ ≥ ≥ ≥
J = H1 = hr,1 > hr−1,1 > . . . > h2,1 > h1,1
Dabei gilt in jeder Spalte j an genau einer Stelle s eine echte Ungleichung und dort gilt:
h j,s + 1 = h j,s+1. Ferner setzen wir:
J˜ = J\{max J} und K˜ = K\{max K}
und fu¨r alle i ∈ t zudem:
H˜i := Hi\{max Hi}
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Ist n + 1 nicht in K enthalten, so erst recht nicht in J. Deshalb gilt J ≤n K und die
ln+1-Kette ist eine ln-Kette, womit die Behauptung nach Induktionsvoraussetzung gilt.
Es gelte jetzt n + 1 ∈ K.
1. Fall: n + 1 ∈ J Insbesondere ist dann jr ⇀ kr = n + 1⇀ n + 1 = n + 1. Außerdem
gilt in diesem Fall:
H˜i = Hi\{n + 1}
Das gro¨ßte Element hr,i = n + 1 von Hi spielt also keine Rolle fu¨r die ln+1-Kette. Wir
erhalten demnach die ln-Kette:
J˜ = J\{n + 1} = H˜1 ln H˜2 ln . . . ln H˜t = K\{n + 1} = K˜ ,
auf welche die Induktionsvoraussetzung angewandt werden kann:
PH1 ... Ht = Pn+1  H˜1  n+1  H˜2 ...  n+1  H˜t
= Pn+1  H˜1  H˜2 ...  H˜t
= Pn+1P(J˜,K˜)
= Pn+1Pjr−1 ⇀ kr−1 ...  j1 ⇀ k1
= Pjr ⇀ kr  jr−1 ⇀ kr−1 ...  j1 ⇀ k1 = P(J,K)
2. Fall: n + 1 < J Dann gibt es ein s ∈ {2, . . . , t} minimal mit n + 1 ∈ Hs und es gilt:
n = hr,s−1 < n + 1 = hr,s = hr,s+1 = . . . hr,t−1 = hr,t
Wie im ersten Fall bilden die H˜i = Hi\{n + 1} mit i ∈ {s, s + 1, . . . t} eine ln-Kette:
H˜s ln . . . ln H˜t = K˜
Wa¨hrenddessen ist
H1 ln . . . ln Hs−1
schon eine ln-Kette, da n+1 in keinem Hi mit i ∈ s − 1 enthalten ist. Wie im ersten Fall
wenden wir auch hier die verallgemeinerten Relationen neben der Induktionsvorausset-
zung an:
PH1...Ht = PH1...Hs−1Pn+1P˜Hs...H˜t
= P(J,Hs−1)Pn+1P(H˜s,K˜)
= Phr,1 ⇀ hr,s−1 ...  h1,1 ⇀ h1,s−1Pn+1Phr−1,s ⇀ hr−1,t ...  h1,s ⇀ h1,t
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Wegen n + 1 > hr,s−1 > hr−1,s−1 kommutiert Pn+1 mit Pj fu¨r alle j ≤ hr−1,s−1 und wir
erhalten weiter:
= Phr,1 ⇀ hr,s−1  n+1 Phr−1,1 ⇀ hr−1,s−1...  h1,1 ⇀ h1,s−1︸                           ︷︷                           ︸
=P(H˜1 ,H˜s−1)
Phr−1,s ⇀ hr−1,t ...  h1,s ⇀ h1,t︸                       ︷︷                       ︸
=P(H˜s ,H˜t )
Nach der Induktionsvoraussetzung gilt nun fu¨r jede ln-Kette H˜1 = L1ln. . .lnLx = H˜s−1:
P(H˜1,H˜s−1) = PL1 ...  Lx
und fu¨r jede ln-Kette H˜s = M1 ln . . . ln My = H˜t:
P(H˜s,H˜t) = PM1 ... My
Weil außerdem H˜s−1 = H˜s gilt, ko¨nnen wir schließlich die Induktionsvoraussetzung noch
einmal auf die zusammengesetzte ln-Kette
H˜1 = L1 ln . . . ln Lx = M1 ln . . . ln My = H˜t
von H˜1 nach H˜t anwenden:
Phr,1 ⇀ hr,s−1  n+1P(H˜1,H˜s−1)P(H˜s,H˜t) = Pjr ⇀ n  n+1PL1 ...  LxPM1 ... My
= Pjr ⇀ krP(H˜1,H˜t)
= Pjr ⇀ krPhr−1,1 ⇀ hr−1,t ...  h1,1 ⇀ h1,t
= P(J,K)

Aus der Idempotenz der PJ folgt nun:
3.28 Korollar. Es seien n ∈ N und J ≤n K. Dann gilt:
PJP(J,K) = P(J,K) = P(J,K)PK
Insbesondere liegt P(J,K) in dem Ideal I
(n)
k vonAn.
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Eine induktive Beschreibung der P(J,K)
Fu¨r jedes n ∈ N und jedes Paar J ≤n K werden wir zuna¨chst (induktiv nach n) das
Monom mn(J,K) definieren und danach zeigen, dass dieses mit P(J,K) u¨bereinstimmt.
3.29 Definition. Es seien M1, . . . ,Mr Intervalle in einer endlichen Teilmenge M von N.
Wir nennen {M1, . . . ,Mr} die Intervallzerlegung von M, wenn gilt:
• M = M1 ∪ . . . Mr
• M1 ≺ . . .≺Mr
• Mi ∪ Mi+1 ist kein Intervall fu¨r alle i ∈ r − 1
Ferner bezeichnen wir mit Mmax das bezu¨glich ≺ gro¨ßte Intervall der Intervallzerlegung
von M; es gilt also:
Mmax := Mr
Außerdem fu¨hren wir fu¨r die um 1 nach links verschobene Menge von M die folgende
Notation ein:
M − 1 := {m − 1 | m ∈ N}
Dabei gehen wir von der Konvention ∅ − 1 = ∅ aus.
Insbesondere kommutieren in einer Intervallzerlegung PMi und PM j fu¨r alle i, j ∈ r .
Ist J ≤n K und liegt n in J, so ist n auch in K enthalten. Die Fallunterscheidung in der
na¨chsten Bemerkung ist demnach vollsta¨ndig.
Bemerkung 1: Fu¨r alle n ∈ N und Teilmengen J , K von n + 1 mit J ≤n+1 K gilt:
J ≤n K falls n + 1 < K
J ≤n K\Kmax ∪ (Kmax − 1) falls n + 1 ∈ K\ J
J\ Jmax ≤n K\Kmax ∪ (Kmax\ Jmax − 1) falls n + 1 ∈ J
Damit ko¨nnen wir nun die mn(J,K) definieren. Den Beweis der Bemerkung fu¨hren wir
anschließend.
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3.30 Definition. Fu¨r jedes m ∈ N und jede Teilmenge J von m setzen wir:
mm(J, J) :=PJ
Insbesondere gilt dann:
m1({1}, {1}) :=P1 und mm(∅, ∅) = 1
Fu¨r jedes n ≥ 1 definieren wir induktiv fu¨r alle Teilmengen J , K von n + 1 mit J ≤n+1
K das Monom mn+1(J,K) durch:
mn+1(J,K) :=

mn(J,K) falls n + 1 < K
mn(J, K\Kmax ∪ (Kmax − 1))PKmax falls n + 1 ∈ K\ J
mn(J\ Jmax, K\Kmax ∪ (Kmax\ Jmax − 1))PKmax falls n + 1 ∈ J
Bevor wir die Bemerkung beweisen – also die Wohldefiniertheit der mn(J,K) zeigen –
illustrieren wir noch an Beispielen, dass das Verha¨ltnis zwischen Jmax und Kmax kein
sehr klares ist:
Es seien J ≤n K und s, t ∈ N mit:
J = jr > jr−1 > . . . > js︸                   ︷︷                   ︸
=Jmax
> . . . > j2 > j1
und
K = kr > kr−1 > . . . > kt︸                   ︷︷                   ︸
=Kmax
> . . . > k2 > k1
Im Allgemeinen la¨sst sich nicht sagen ob s ≤ t oder s ≥ t gilt.
Fu¨r J = {7, 6, 4, 3, 2} ≤n {7, 6, 5, 4, 2} = K gilt etwa r = 5, s = 4 > 2 = t und
Jmax ⊂ Kmax, womit Jmax und Kmax bezu¨glich ≺ unvergleichbar sind.
Fu¨r J = {7, 6, 4, 3, 2} ≤n {8, 7, 5, 3, 2} = K gilt hingegen r = 5, s = 4 = 4 = t und
Jmax ≺Kmax.
Fu¨r J = {7, 6, 4, 3, 2} ≤n {9, 7, 5, 3, 2} = K haben wir r = 5, s = 4 < 5 = t und
Jmax ≺Kmax.
Allgemein gilt stets Kmax ⊀ Jmax, denn andernfalls stu¨nde max K < max J im Wider-
spruch zu J ≤n K.
87
Kapitel 3 Die Monoidalgebren zu linear orientierten Dynkin Ko¨chern vom Typ An
Beweis: Es seien J,K und r, s, t sowie jr, . . . , j1 und kr, . . . , k1 wie oben.
1.Fall: n + 1 < K Dieser Fall ist nach Definition von ≤n klar.
2.Fall: n + 1 ∈ K\ J Dann ist j ≤ n und kr = n + 1. Weil in einer Intervallzerlegung
einer Menge der Abstand zwischen je zwei aufeinanderfolgenden Intervallen mindestens
2 ist, gilt insbesondere kt − 1 < K und kt − 1 > kt−1. Fu¨r H := K\Kmax ∪ (Kmax − 1) gilt
deshalb:
H = hr = n > . . . > ht = kt − 1︸                           ︷︷                           ︸
=Kmax−1
> ht−1 = kt−1 > . . . > h1 = k1
Angenommen J n H. Da J und H gleichma¨chtig sind, gibt es dann einen Index i ∈ r
mit ji > hi. Wegen J ≤n+1 K gilt insbesondere jx ≤ kx = hx fu¨r alle x ∈ t − 1 , womit
i in {t, t + 1, . . . , r} liegen muss. Demnach ist ki ≥ ji > hi = ki − 1, also ji = ki. Weil
{kr, kr−1, ..., ki+1, ki} ein Intervall ist, folgt der Widerspruch:
n + 1 = kr = ki+r−i = ki + (r − i) = ji + (r − i) ≤ jr ≤ n
3.Fall: n + 1 < J Dann gilt jr = n + 1 = kr. Zuerst bemerken wir, dass in diesem Fall
stets
(∗) Jmax ⊆ Kmax
gilt, denn fu¨r alle r − i aus dem Intervall Jmax gilt:
jr−i = jr − i = n + 1 − i = kr − i ≥ kr−i ≥ jr−i
Damit ist Jmax eine Teilmenge von K, die zudem ein Intervall ist und n + 1 entha¨lt, und
deshalb schon in Kmax enthalten ist.
Wa¨re jetzt J˜ := J\ Jmax = ∅, so folgte aus J = Jmax ⊆ Kmax ⊆ K wegen |J| = |K| gerade
der Widerspruch J = K. Damit ist Jmax eine echte Teilmenge von J und die Aussage
J˜ ≤n K˜ := K\ Jmax
sinnvoll und offensichtlich wahr.
Gilt nun Kmax = Jmax, so ist Kmax\ Jmax leer, also auch (Kmax\ Jmax) − 1, womit die
Behauptung der schon gezeigten Aussage J˜ ≤n K˜ entspricht.
Gilt hingegen Jmax ⊂ Kmax, so befinden wir uns in der gleichen Situation wie im 2. Fall
mit J˜ ≤ks−1 K˜ und ks−1 = ks−1 = js−1 > js−1 an der Stelle von J ≤n+1 K und kr = n+1.
Demnach folgt:
J˜ ≤(ks−2) K˜\ K˜max ∪ (K˜max − 1) =: L
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Dies entspricht der Behauptung, weil fu¨r den rechten Ausdruck L gilt:
L = (K\ Jmax)\(Kmax\ Jmax) ∪ (Kmax\ Jmax − 1) = K\Kmax ∪ (Kmax\ Jmax − 1)

Die ersten mn(J,K) fu¨r n ∈ {1, 2, 3} sind die folgenden Monome:
m1({∅}, {∅}) = 1
m1({1}, {1}) = P1
m2({1}, {1}) = P1
m1({1}, {2}) = m1({1}, {1})P2 = P12
m2({2}, {2}) = P2
m2({1, 2}, {1, 2}) = P21
Der U¨bersichtlichkeit wegen unterschlagen wir ab jetzt die Paare J ≤3 K mit J = K:
m3({1}, {2}) = m2({1}, {2}) = P12
m3({1}, {3}) = m2({1}, {2})P3 = P123
m3({2}, {3}) = m2({2}, {2})P3 = P23
m3({1, 2}, {1, 3}) = m2({1, 2}, {1, 2})P3 = P213
m3({1, 2}, {2, 3}) = m2({1, 2}, {1, 2})P32 = P2132
m3({1, 3}, {2, 3}) = m2({1}, {1})P32 = P132
3.31 Lemma. Es seien n ∈ N, J und K nichtleere Teilmengen von n mit J ≤n K. Dann
gilt:
mn(J,K) = P(J,K)
Beweis: Fu¨r n ∈ 3 gilt die Gleichheit nach obigen Rechnungen.
Es seien nun n ≥ 3 und J ≤n+1 K sowie s, t ∈ N mit:
J = jr > jr−1 > . . . > js︸                   ︷︷                   ︸
=Jmax
> . . . > j2 > j1
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und
K = kr > kr−1 > . . . > kt︸                   ︷︷                   ︸
=Kmax
> . . . > k2 > k1
1. Fall: n + 1 < K In diesem Fall entspricht die Behauptung der Induktionsvorausset-
zung.
2. Fall: n + 1 ∈ K\ J Es ist dann PKmax = Pkr  kr−1 ...  kt und es gilt:
K\Kmax ∪ (Kmax − 1) = kr − 1 > . . . > kt − 1 > kt−1 > . . . > k1
Nach der Induktionsvoraussetzung und den verallgemeinerten Relationen – hier
kr > kr−1 > kr−1 − 1 usw. beachtend – ergibt sich deshalb:
mn+1(J,K) = mn(J, K\Kmax ∪ (Kmax − 1))PKmax
= P(J, K\Kmax∪(Kmax−1))PKmax
= Pjr ⇀(kr−1) ...  jt ⇀(kt−1) ...  j1 ⇀ k1Pkr (kr−1) ...  kt
= Pjr ⇀(kr−1)  kr  jr−1 ⇀(kr−1−1)  kr−1 ...  jt ⇀(kt−1)  kt  jt−1 ⇀ kt−1 ...  j1 ⇀ k1
= P(J,K)
3. Fall: n + 1 ∈ J Jetzt gilt also jr = n + 1 = kr. Gilt Jmax = Kmax, so folgt s = t sowie
ks > ks−1 + 1 und das Wort ji ⇀ ki ist nur ki fu¨r alle i ∈ {s, . . . , r}, weshalb wir nach der
Induktionsvoraussetzung und den verallgemeinerten Relationen erhalten:
mn+1(J,K) = mn(J\ Jmax, K\Kmax)PKmax
= P(J\ Jmax, K\Kmax)Pkr ...  ks
= Pjs−1 ⇀ ks−1 ...  j1 ⇀ k1Pkr ...  ks
= Pkr ...  ksPjs−1 ⇀ ks−1 ...  j1 ⇀ k1
= P(J,K)
Ist hingegen Jmax , Kmax, so gilt Jmax ⊂ Kmax (vgl. (∗) S. 88). Außerdem haben wir:
K\Kmax ∪ (Kmax\ Jmax − 1) = ks−1 − 1 > . . . > kt − 1 > kt−1 > . . . > k1
90
3.5 Die zu den ”Wegen“ der Inzidenzalgebra korrespondierenden Elemente
Die Behauptung folgt daraus mit der Induktionsvoraussetzung und den verallgemeiner-
ten Relationen:
mn+1(J,K) = mn(J\ Jmax, K\Kmax ∪ (Kmax\ Jmax − 1))PKmax
= P(J\ Jmax, K\Kmax∪(Kmax\ Jmax−1))Pkr ...ks  ks−1...kt
= Pjs−1 ⇀(ks−1−1) ...  jt ⇀(kt−1)  jt−1 ⇀ kt−1 ...  j1 ⇀ k1Pkr ...ks  ks−1...kt
= Pkr ...ks  js−1 ⇀(ks−1−1)  ks−1 ...  jt ⇀(kt−1)  kt  jt−1 ⇀ kt−1 ...  j1 ⇀ k1
= P(J,K)

Eigenschaften der mn(r)
Nun wenden wir uns denjenigen mn(J,K) zu, fu¨r welche die Ketten von J nach K von
maximaler La¨nge sind, d.h. J ist minimal und K ist maximal bezu¨glich ≤n; also J = r
und K = {n − r + 1, . . . , n} fu¨r ein r ∈ n 0 (vgl. Bemerkung u¨ber Senken und Quellen im
Gabriel-Ko¨cher auf S. 38).
3.32 Definition. Fu¨r jedes n ∈ N und jedes r ∈ n 0 setzen wir:
mn(r) :=P(r ,K={n−r+1,...,n})
Diese Monome sind die folgenden:
mn(0) = P∅ = 1
mn(1) = P1⇀ n
mn(2) = P2⇀ n  1⇀ n−1 = P21P32 . . .Pn−1  n−2Pn  n−1
mn(3) = P3⇀ n  2⇀ n−1  1⇀ n−2 = P321P432 . . .Pn  n−1  n−2
Eine leichte Induktion bzw. wiederholtes Anwenden der verallgemeinerten Relationen
zeigt, dass fu¨r jedes r ∈ n 0 gilt:
mn(r) = Pr⇀ n  r−1⇀ n−1 ...  1⇀ n−r+1 = Pr ...  2  1Pr+1 ...  3  2 . . .Pn  n−1 ...  n−r+1
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Damit sind die mn(r) fu¨r r ≥ n − 2:
mn(n − 2) = Pn−2  n−1  n ...  234  123 = Pn−2 ...  2  1Pn−1 ...  3  2Pn  n−1 ...  3
mn(n − 1) = Pn−1  n ...  23  12 = Pn−1 ...  2  1Pn ...  3  2
mn(n) = Pn ...  2  1
Wie schon gesehen liegt das Monom mn(r) in dem Ideal I
(n)
r . Es liegt jedoch nicht in
dem kleinerem Ideal I(n)r+1, was aus dem na¨chsten Lemma folgt.
3.33 Lemma. Fu¨r alle n ∈ N und fu¨r alle r ∈ n 0 gilt:
mn(r) (1 − y(n)r+1) , 0
Beweis: Wir fu¨hren wieder eine Induktion nach n. Fu¨r n = 1 ist nichts zu zeigen. Fu¨r
n = 2 (also r = 1) gilt:
m2(1) (1 − y(2)2 ) = m2({1}, {2}) (1 − y(2)2 ) = P12(1 − P21) = P12 − P21 ∈ Rad(A2)\{0}
Es seien nun n ≥ 2 und r ∈ n + 1 0. Ist r = 0, so folgt
mn+1(0)
(
1 − y(n+1)1
)
= 1 − y(n+1)1 = z(n+1)0 , 0
Dabei erinnern wir daran, dass wir schon eingesehen haben, dass die z(n)k von 0 verschie-
den sind (s. Bemerkung S. 71). Ist r = n + 1, so gilt:
mn+1(n + 1)
(
1 − y(n+1)n+2
)
= Pn+1  n...1(1 − 0) , 0
Ist r = 1, so gilt:
mn+1(1)
(
1 − y(n+1)2
)
= P1⇀ n+1
(
1 − y(n+1)2
)
= P1⇀ n+1 − P1⇀ n Pn+1 y(n)2 (1 − Pn+1)︸                ︷︷                ︸
=0
−P1⇀ nPn+1Pn+1 y(n)1
= P1⇀ n+1
(
1 − y(n)1
)
= P1⇀ n+1z
(n)
0
92
3.5 Die zu den ”Wegen“ der Inzidenzalgebra korrespondierenden Elemente
Fu¨r 2 ≤ r ≤ n gilt zuna¨chst nach den Berechnungen von mn(r) vor diesem Lemma:
mn+1(r) = Pr⇀ n+1  r−1⇀ n ...  1⇀ n+1−r+1 = Pr⇀ n+1mn(r − 1)
Aus der Induktionsvoraussetzung folgt dann:
mn+1(r)
(
1 − y(n+1)r+1
)
=Pr⇀ n+1mn(r − 1)
(
1 − y(n+1)r+1
)
=Pr⇀ nPn+1mn(r − 1) − Pr⇀ n Pn+1mn(r − 1) y(n)r+1
(
1 − Pn+1
)
︸                               ︷︷                               ︸
=0
− Pr⇀ n+1mn(r − 1)Pn+1 y(n)r
=Pr⇀ n+1 mn(r − 1)
(
1 − y(n)r
)
︸                  ︷︷                  ︸
=: X,0
Es sind nun z(n)0 und X jeweils von 0 verschiedene Linearkombinationen von Monomen
in den Pi mit i ∈ n . Dass dann auch Pr⇀ n+1z(n)0 bzw. Pr⇀ n+1X von 0 verschieden ist, folgt
aus der allgemeinen Aussage, die wir in der na¨chsten Bemerkung formuliert haben. 
Bemerkung: Fu¨r alle Wo¨rter u, v u¨ber n mit Pu , Pv und alle r ∈ n gilt:
Pr⇀ n+1Pu , Pr⇀ n+1Pv
Beweis: Nach dem Beweis des Satzes 3.2 (s. S. 48) u¨ber eine Normalform vonAn gibt
es eine injektiv unzerlegbare Qn-Darstellung Iy mit
IyPu , IyPv
fu¨r ein y ∈ n . Im Fall y < r ist IyPr⇀ n  n+1 = Iy (hier als Qn+1-Darstellung aufgefasst)
und es folgt:
IyPr⇀ n  n+1Pu = IyPu , IyPv = IyPr⇀ n  n+1Pv
Ist hingegen y ≥ r, so betrachten wir die Qn+1-Darstellung Iy+1. Fu¨r diese gilt na¨mlich
Iy+1Pr⇀ n  n+1 = Iy und damit:
Iy+1Pr⇀ n  n+1Pu = IyPu , IyPv = Iy+1Pr⇀ n  n+1Pv

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3.34 Korollar. Fu¨r jedes 0 ≤ r ≤ n ∈ N ist P(J,K) +I(n)r+1 ein von 0 verschiedenes Element
des Quotienten I(n)r /I
(n)
r+1.
Beweis: La¨ge P(J,K) = mn(r) in dem Ideal I(n)r+1 fu¨r ein r ∈ n 0, so folgte aus dem
Korollar 3.11 (s. S. 65) gerade mn(r) y
(n)
r+1 = mn(r), was ein Widerspruch zu dem
vorangegangenem Lemma wa¨re. 
Ein Element in f(n)J Anf(n)K
Fu¨r den Rest dieses Unterabschnittes betrachten wir das Element
f (n)J P(J,K) f
(n)
K ∈ f (n)J An f (n)K
eingehender. Wir behaupten, dass es im Fall J ≤n K von 0 verschieden ist und somit
als Kandidat fu¨r das Bild von (J,K) unter einem mo¨glichen Isomorphismus von Inz (Pn)
nach An in Frage kommt. Mit den bisherigen Beobachtungen und Ergebnissen ko¨nnen
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wir (hier sehr ausfu¨hrlich) umformen und dann reduzieren: (Es sei r := |J|.)
f (n)J P(J,K) f
(n)
K
= f (n)J PJP(J,K) f
(n)
K
[Korollar 3.28 auf Seite 85]
= PJz
(n)
r P(J,K) f
(n)
K
[Proposition 3.23 auf Seite 79]
= PJz
(n)
r P(J,K)g
(n)
K z
(n)
r
[Definition von f (n)K auf Seite 77]
= z(n)r PJP(J,K)g
(n)
K
[Zentralita¨t und Idempotenz von z(n)r nach Satz 3.15 auf Seite 71]
= y(n)r PJP(J,K)g
(n)
K − y(n)r+1PJP(J,K)g(n)K
[Definition von z(n)r auf Seite 71]
= PJP(J,K)g
(n)
K + I
(n)
r+1
[Eigenschaften von y(n)r nach Lemma 3.10 und Korollar 3.11 auf Seite 65]
= P(J,K)(1 − y(N(n)K ) + I(n)r+1
[Alternative Beschreibung von g(n)J nach Proposition 3.20 auf Seite 76]
= P(J,K) − P(J,K) y(N(n)K ) + I(n)r+1
Im na¨chsten Lemma 3.36 zeigen wir, dass in der Linearkombination P(J,K) y(N
(n)
K ) kein
Summand cwPw , 0 linear abha¨ngig von dem Monom P(J,K) ist. Weiter ist insbesondere
dieses Monom P(J,K) nicht in I
(n)
r+1 enthalten. Denn la¨ge es in I
(n)
r+1, so la¨ge im Wider-
spruch zu dem letzten Korollar 3.34 auch mn(r) in I
(n)
r+1, weil nach der ersten alternativen
Beschreibung der P(J,K) (s. Lemma 3.27 S. 83):
mn(r) = PJ1...JsP(J,K)PK1...Kt
fu¨r eine ln-Kette J1 ln . . . ln Js von r nach J und eine ln-Kette K1 ln . . . ln Kt von K
nach {n − r + 1, . . . , n} gilt. Somit gilt also:
f (n)J P(J,K) f
(n)
K = P(J,K) − P(J,K) y(N(n)K ) + I(n)r+1 , 0 ∈ An/I(n)r+1
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Insgesamt haben wir (mit dem darauffolgenden Lemma 3.36) also bewiesen:
3.35 Satz. Fu¨r alle n ∈ N und J ≤n K gilt:
f (n)J An f (n)K , {0}
Pra¨ziser gilt:
f (n)J P(J,K) f
(n)
K , 0
Wir schreiben jetzt auch dann Pv ∈ Bn (vgl. Satz 3.2 S. 48), wenn Pv ein Monom in
Normalform ist. Es sind also zwei Monome Pv und Pw aus Bn verschieden, wenn v , w
gilt. Ferner fassen wir Bn als Teilmenge von Bn+1 auf.
Der Beweis des Lemmas ist eine Induktion nach n, weswegen wir jetzt die induktive
Beschreibung mn(J,K) von P(J,K) verwenden. (s. Def. 3.30 S. 87)
3.36 Lemma. Fu¨r alle n ∈ N und J ≤n K gilt:
mn(J,K) y(N
(n)
K ) ∈
〈
Pv ∈ An
∣∣∣ Pv , mn(J,K)〉K =: U(n)J,K
Beweis: Hinweis zu den Randfa¨llen: Im Fall N(n)K = ∅ gilt y(N(n)K ) = 0 nach Definition
und die Behauptung deshalb trivialerweise. Es sei jetzt J = K und N(n)K , ∅. Schreiben
wir y(N(n)K ) als K-Linearkombination
∑
w∈Bn cwPw, so folgt:
mn(K,K) y(N
(n)
K ) = PK y(N
(n)
K ) =
∑
w∈Bn
cwPKPw
Weil nun jedes Pw mit cw , 0 wegen N
(n)
K ⊆ n \K ein Monom in n \K ist, welches von
1 verschieden ist, unterscheiden sich die Funktoren PKPw und PK auf einer einfachen Qn-
Darstellung S i mit i ∈ n \K. Damit liegt mn(K,K) y(N(n)K ) in U(n)K,K . Es reicht demnach,
sich auf den Fall J ≤n K mit J , K zu beschra¨nken.
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Wir beginnen jetzt die Induktion nach n mit den Berechnungen fu¨r n ∈ {2, 3}:
m2({1}, {2}) y(N(2){2} ) = 0 ∈ U(2){1},{2}
m3({1}, {2}) y(N(3){2} ) = P12P3 ∈ U(3){1},{2}
m3({1}, {3}) y(N(3){3} ) = P1230 = 0 ∈ U(3){1},{3}
m3({2}, {3}) y(N(3){3} ) = 0 ∈ U(3){2},{3}
m3({1, 2}, {1, 3}) y(N(3){1,3} ) = P213P2 = P2132 ∈ U(3){1,2},{1,3}
m3({1, 2}, {2, 3}) y(N(3){2,3} ) = 0 ∈ U(3){1,2},{1,3}
m3({1, 3}, {2, 3}) y(N(3){2,3} ) = 0 ∈ U(3){1,2},{1,3}
Es seien nun n ≥ 3 und J ≤n+1 K mit J , K Teilmengen von n + 1.
1. Fall: n + 1 < K Wegen J ≤n+1 K liegt n + 1 auch nicht in J und es gilt insbesondere
J ≤n K sowie
mn+1(J,K) = mn(J,K)
Deswegen ist U(n)J,K ein Unterraum von U
(n+1)
J,K . Weiterhin ist N
(n+1)
K die Menge N
(n)
K ∪{n+1}
und hat das Maximum n + 1. Es folgt mit der Induktionsvoraussetzung:
mn+1(J,K) y(N
(n+1)
K ) = mn(J,K)
(
y(N(n)K )(1 − Pn+1) + Pn+1
)
= mn(J,K) y(N
(n)
K )︸              ︷︷              ︸
∈U(n)J,K⊆U(n+1)J,K
−mn(J,K) (1 − y(N(n)K ))Pn+1︸                           ︷︷                           ︸
=: a
Nun endet jedes in der Linearkombination von a auftretende Monom mit Pn+1 und stimmt
deshalb nicht mit mn+1(J,K) = mn(J,K) ∈ An u¨berein. Infolgedessen gilt:
a ∈ U(n+1)J,K
2. Fall: n + 1 ∈ K Wie im Hinweis zu den Randfa¨llen bemerkt, ko¨nnen wir o.B.d.A.
N(n+1)K , ∅ annehmen, woraus
K , Kmax
folgt. Es seien J˜ und K˜ die nach der Definition von mn+1(J,K) – abha¨ngig von n + 1 ∈ J
oder n + 1 , J – gegebenen Teilmengen von n mit
mn+1(J,K) = mn
(
J˜, K˜
)
PKmax
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Ferner haben wir in diesem Fall N := N(n+1)K = N
(n)
K\{n+1} und wegen N , ∅ zudem:
m := max N = min Kmax − 1 , 0
Wir setzen noch:
N˜ := N\{max N}
Insbesondere liegt y(N˜) inAmin(Kmax)−2 und vertauscht deshalb mit PKmax . Bis jetzt ko¨nnen
wir soweit vereinfachen:
mn+1(J,K) y(N
(n+1)
K ) = mn
(
J˜, K˜
)
PKmax
(
y(N˜)(1 − Pmax N) + Pmax N
)
= mn
(
J˜, K˜
)
y(N˜)PKmax︸                  ︷︷                  ︸
=: a
+ mn
(
J˜, K˜
) (
1 − y(N˜)
)
PKmaxPmax N︸                                   ︷︷                                   ︸
=: b
Die Behauptung ergibt sich also aus:
a ∈ U(n+1)J,K(A)
b ∈ U(n+1)J,K(B)
Es ist schnell einzusehen, dass b in U(n+1)J,K liegt, wa¨hrend fu¨r (A) einige Fallunterschei-
dungen notwendig sind:
Zu (B): Es sei cwPwPKmaxPmax N , 0 ein Summand von b. Nun unterscheiden sich
PwPKmaxPmax N und mn+1(J,K) auf der injektiv unzerlegbaren Qn+1-Darstellung In+1:
In+1PwPKmaxPmax N = In+1PKmaxPmax N
= Imin Kmax−1Pmax N
= Imin Kmax−2
, Imin Kmax−1
= In+1PKmax
= In+1mn
(
J˜, K˜
)
PKmax
= In+1mn+1(J,K)
Zu (A) : Ist N˜ leer, so liegt a = 0 in U(n+1)J,K . Es gelte jetzt N˜ , ∅.
1. Fall: n + 1 < J Nach Definition von mn+1(J,K) gelten dann:
J˜ = J und K˜ = K\Kmax ∪ (Kmax − 1)
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Außerdem haben wir
N˜ = N(n)K \{min Kmax − 1}
=
{
x ∈ n \K ∣∣∣ x > min K, x , min(Kmax) − 1}
=
{
x ∈ n \ K˜ ∣∣∣ x > min K˜}
= N(n)
K˜
Infolgedessen gilt nach Induktionsvoraussetzung:
a = mn
(
J˜, K˜
)
y(N˜)PKmax = mn
(
J, K˜
)
y(N(n)
K˜
)︸              ︷︷              ︸
=: c ∈U(n)
J,K˜
PKmax = cPKmax
Es sei cwPw = cwPvPKmax , 0 ein Summand von a = cPKmax . Nach der Induktionsvor-
aussetzung ist Pv von mn
(
J, K˜
)
verschieden, weswegen eine injektiv unzerlegbare Qn-
Darstellung I j fu¨r ein j ∈ n und ein Index x ∈ j 0 existieren mit:
Ix = I j Pv , I j mn
(
J, K˜
)
Ferner liefert die Definition von mn
(
J, K˜
)
die Existenz eines Monoms Pu inAn−1 mit:
mn
(
J, K˜
)
= PuPK˜max
Es sei weiter y ∈ j mit:
Iy = I jPu
Damit ko¨nnen wir nun die Wirkung der Funktoren Pw und mn+1(J,K) auf I j berechnen:
I jPw = I jPvPKmax = IxPKmax =
Ix falls x < KmaxImin Kmax−1 falls x ∈ Kmax
Es gilt: min K˜max = min Kmax − 1, also la¨sst PKmax die Qn-Darstellung Imin K˜max−1 fix.
Ferner fixiert PKmax auch Iy, wenn y nicht in K˜max ⊃ Kmax\{n + 1} liegt. Damit erhalten
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wir:
I jmn+1(J,K) = I jPuPK˜maxPKmax
= IyPK˜maxPKmax
=
IyPKmax falls y < K˜maxImin K˜max−1PKmax falls y ∈ K˜max
=
Iy falls y < K˜maxImin K˜max−1 falls y ∈ K˜max
= I j mn
(
J, K˜
)
Im Fall x < Kmax gilt:
I jPw = Ix = I jPv , I jmn
(
J, K˜
)
= I jmn+1(J,K)
Ist nun x ∈ Kmax und y < K˜max, so gilt Iy , Imin Kmax−1, weil min(Kmax) − 1 in K˜max liegt.
Falls x ∈ Kmax aber y ∈ K˜max gelten, so vergewissere man sich nur, dass Imin(Kmax)−1 nicht
die Darstellung 0 ist. Die Verschiedenheit von Imin K˜max−1 gilt dann nach der Wahl von K˜.
In jedem Fall gilt: I jmn+1(J,K) , I jPw.
2. Fall: n + 1 ∈ J Wir erinnern daran, dass in diesem Fall stets
Jmax ⊆ Kmax
gilt (vgl. (∗) S. 88). Wie im vorherigen Fall sei KR := K\Kmax und zusa¨tzlich bezeichnen
K1 ≺K2 ≺ . . .≺Ks−1 ≺Ks = Kmax die Intervalle der Intervallzerlegung von K. Dann gilt:
J˜ = J\ Jmax und K˜ = KR ∪ (Kmax\ Jmax − 1)
Fu¨r K˜max gibt es in Abha¨ngigkeit von Jmax und den Intervallgrenzen ki ≤ li von Ki
folgende Mo¨glichkeiten:
K˜max =

Ks−1 falls Jmax = Kmax
(Kmax\ Jmax − 1) ∪ Ks−1 falls Jmax , Jmax und ks − ls−1 = 2
Kmax\ Jmax − 1 falls Jmax , Jmax und ks − ls−1 > 2
2.1 Fall: Jmax = Kmax Es ist weiterhin Kmax , K, also K˜ = KR , ∅ und es gilt:
N˜ = N\{m} = N(m−1)
K˜
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Ferner liegt mn
(
J˜, K˜
)
natu¨rlich inAmax K˜ . Wegen
m − 1 = min(Kmax) − 2 ≥ max Ks−1 = max K˜
gilt also:
mn
(
J˜, K˜
)
∈ Am−1
Damit haben wir fu¨r a und nach der Induktionsvoraussetzung:
a = mn
(
J˜, K˜
)
y(N˜)PKmax = mm−1
(
J˜, K˜
)
y(N(m−1)
K˜
)︸                      ︷︷                      ︸
=: d ∈U(m−1)
J˜,K˜
PKmax = dPKmax
Es sei nun cwPw = cwPvPKmax , 0 ein Summand von a = dPKmax . Nach der Indukti-
onsvoraussetzung ist Pv (aus Am−1) von mn
(
J, K˜
)
verschieden, weswegen eine injektiv
unzerlegbare Qm−1-Darstellung I j fu¨r ein j ∈ m − 1 und Indizes x , y ∈ j 0 existieren
mit:
Ix = I jPv , I jmm−1
(
J˜, K˜
)
= Iy
Weil nun weder x noch y in Kmax liegen, folgt zum einen:
I jPw = I jPvPKmax = IxPKmax = Ix
und zum anderen:
I jmn+1(J,K) = I jmm−1
(
J˜, K˜
)
PKmax = IyPKmax = Iy
Damit haben wir auch in diesem Fall gezeigt, dass a in U(n+1)J,K liegt.
2.2 Fall: Jmax , Kmax Dann ist also Kmax\ Jmax nichtleer und es gilt:
p := max K˜ = max(Kmax\ Jmax) − 1 = min Jmax − 2
Ferner brauchen wir noch:
min K˜max =
min Ks−1 falls ks − ls−1 = 2min Kmax − 1 falls ks − ls−1 > 2
≤ min Kmax − 1
= m
Dies zeigt, dass min K˜max = min Kmax − 1 − i fu¨r ein geeignetes i ∈ N0 ist. Weiter gilt in
diesem Fall:
N˜ = N(p)
K˜
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Nach der Induktionsvoraussetzung gilt somit fu¨r a:
a = mn
(
J˜, K˜
)
y(N˜)PKmax = mp
(
J˜, K˜
)
y(N(p)
K˜
)︸               ︷︷               ︸
=: e ∈U(p)
J˜,K˜
PKmax = ePKmax
Es sei nun cwPw = cwPvPKmax , 0 ein Summand von a = ePKmax . Nach der Induk-
tionsvoraussetzung ist Pv (aus Ap) von mn
(
J, K˜
)
verschieden, weswegen eine injektiv
unzerlegbare Qp-Darstellung I j fu¨r ein j ∈ p und ein Index x ∈ j 0 existieren mit:
Ix = I jPv , I jmp
(
J˜, K˜
)
Weiter seien mp
(
J˜, K˜
)
= PuPK˜max fu¨r ein Wort u u¨ber p − 1 und y ∈ j mit
I jPu = Iy
Nun la¨sst sich zeigen, dass sich Pw und mn+1(J,K) auf I j unterscheiden:
I jPw = I jPvPKmax = IxPKmax
=
Ix falls x < KmaxImin Kmax−1 falls x ∈ Kmax
Wie im ersten Fall la¨sst PKmax auch hier Imin K˜max−1 = Imin Kmax−2−i fix. Außerdem gilt wie
im ersten Fall IyPKmax = Iy, wenn y nicht in K˜max liegt. Es folgt:
I jmn+1(J,K) = I jmp
(
J˜, K˜
)
PKmax
= I jPuPK˜maxPKmax
= IyPK˜maxPKmax
=
IyPKmax falls y < K˜maxImin K˜max−1PKmax falls y ∈ K˜max
=
Iy falls y < K˜maxImin Kmax−2−i falls y ∈ K˜max
= I j mp
(
J˜, K˜
)
Im Fall x < Kmax gilt:
I jPw = Ix = I jPv , I jmp
(
J˜, K˜
)
= I jmn+1(J,K)
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Ist nun x ∈ Kmax und y < K˜max, so gilt Iy , Imin Kmax−1, weil min(Kmax) − 1 in K˜max liegt.
Falls x ∈ Kmax und y ∈ K˜max gelten, so vergewissere man sich nur, dass Imin(Kmax)−1 nicht
die Darstellung 0 ist. Die Verschiedenheit zu Imin K˜max−1 gilt offensichtlich. In jedem Fall
gilt: I jmn+1(J,K) , I jPw. 
3.6 Beweis des Hauptsatzes
Nun ko¨nnen wir das Hauptresultat beweisen, genauer zeigen wir:
Hauptsatz. Es sei K ein Ko¨rper und n ∈ N. Dann ist die K-lineare Abbildung
Φ : Inz (PN) −→ An mit
J ≤n K = (J,K) 7−→ f (n)J P(J,K) f (n)K =: aJ,K
ein K-Algebrenisomorphismus mit 1Inz(Pn)Φ = 1An .
Beweis: Zur Bijektivita¨t: Es ist
{
f (n)J
∣∣∣∣ J ⊆ n } ein vollsta¨ndiges System paarweise
orthogonaler Idempotenter von An, wie wir im Satz 3.22 (s. S. 78) gesehen haben.
Deswegen gilt:
An =
⊕
J≤nK
f (n)J An f (n)K
Ferner liegt aJ,K in f
(n)
J An f (n)K und ist nach Satz 3.35 von 0 verschieden fu¨r jedes J ≤n K
(s. S. 96). Somit ist
{
aJ,K
∣∣∣ J ≤n K} linear unabha¨ngig. Nach dem Satz 3.2 u¨ber eine
Normalform von An (s. S. 48) ist diese Menge aus Dimensionsgru¨nden eine K-Basis
vonAn.
Zur Multiplikativita¨t: Es seien J ≤n K und L ≤n M.
1.Fall: K , L Dann folgt aus der Orthogonalita¨t der f (n)J :
((J,K)(L,M))Φ = 0
= f (n)K f
(n)
L
= f (n)J P(J,K) f
(n)
K f
(n)
L mn(L,M) f
(n)
M
= (J,K)Φ(L,M)Φ
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2.Fall: K = L Dann gilt:
(J,K)Φ(K,M)Φ
= f (n)J P(J,K) f
(n)
K f
(n)
K P(K,M) f
(n)
M
= f (n)J P(J,K)g
(n)
K P(K,M) f
(n)
M
[Definition von f (n)K , Zentralita¨t und Idempotenz von z
(n)
|K| (S. 77 u. S. 71) ]
= f (n)J P(J,K)(1 − y(N(n)K ))P(K,M) f (n)M
[alternative Beschreibung von g(n)K (S. 76)]
= f (n)J P(J,K)P(K,M) f
(n)
M − z(n)|J| f (n)J P(J,K)PKy(N(n)K )PKP(K,M) f (n)M
[ alternative Beschreibung von P(K,M), Korollar 3.28 (S. 85)]
= f (n)J P(J,K)P(K,M) f
(n)
M − 0
[Lemma 3.24 auf Seite 79]
= f (n)J P(J,M) f
(n)
M
[Lemma 3.27 auf Seite 83 ]
= (J,M)Φ
= ((J,K)(K,M))Φ

3.7 Ein weiterer Funktor
Es seien K ein Ko¨rper, A = K Q die Wegealgebra eines endlichen, zykellosen Ko¨chers
Q und S = S d die einfache Q-Darstellung zum Punkt d ∈ Q0. Weiterhin verstehen wir
unter einer Q-Darstellung u¨ber K stets eine endlichdimensionale.
Definition von OS
Im Folgenden skizzieren wir, wie wir einer Q-Darstellung M eine bis auf Isomorphie
eindeutig bestimmte Q-Darstellung M˜ =: MHS mit Ext1A(S ,MHS ) = 0 zuordnen. Es
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seien n := dimK Ext1A(S ,M) und b :=(b1, . . . , bn) eine K-Basis von Ext1A(S ,M). Ferner
betrachten wir die folgenden Isomorphismen:
Fb : Ext1A(S ,M) ⊗K Ext1A(S ,M)→ Ext1A(S ,M)n , x =
n∑
j=1
a j ⊗ b j 7−→ (a1, . . . , an)
und den kanonischen Isomorphismus
F : Ext1A(S ,M)
n −→ Ext1A
(
S n,M
)
sowie
ιb : S ⊗K Ext1A(S ,M)→ S n mit s ⊗ bk 7−→ (0, . . . , 0, sk-te Stelle, 0, . . . , 0)
Es sei nun Hb die folgende Hintereinanderausfu¨hrung:
Hb := Fb F Ext1A(ιb,M) : Ext
1
A(S ,M) ⊗K Ext1A(S ,M)
−→ Ext1A
(
S ⊗K Ext1A(S ,M) ,M
)
Unter diesem Isomorphismus entspricht dem Element
∑n
i=1 bi ⊗ bi eine eindeutig be-
stimmte A¨quivalenzklasse einer kurzen exakten Sequenz:
ηb : 0 −→ M α−→ M˜ −→ S ⊗K Ext1A(S ,M) −→ 0
in Ext1A
(
S ⊗K Ext1A(S ,M) ,M
)
.
Der Mittelterm M˜ ist dann (bis auf Isomorphie) unabha¨ngig von der Wahl ei-
ner Basis von Ext1A(S ,M). Es liegt nun M˜ in Kern Ext
1
A(S , ) und M˜PS in
Kern Ext1A(S , ) ∩ Kern HomA(S , ) :
Bemerkung 1:
(a) Es gilt: Ext1A
(
S , M˜
)
= 0.
(b) Gilt fu¨r M zusa¨tzlich HomA(S ,M) = 0, so folgt: HomA
(
S , M˜
)
= 0.
Beweis: Wir wenden auf ηb den Funktor HomA(S , ) an und erhalten wegen
Ext1A
(
S , S ⊗K Ext1A(S ,M)
)
 Ext1A(S , S ) ⊗K Ext1A(S ,M) = 0
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die (lange) exakte Sequenz:
0 −→ HomA(S ,M) −→ HomA
(
S , M˜
)
−→ HomA
(
S , S ⊗K Ext1A(S ,M)
)
ψ−→ Ext1A(S ,M) −→ Ext1A
(
S , M˜
)
−→ 0
Wir betrachten noch den Isomorphismus:
χ : EndA(S ) ⊗K Ext1A(S ,M) −→ HomA
(
S , S ⊗K Ext1A(S ,M)
)
mit s((α ⊗ η)χ) = sα ⊗ η
Nun ist ψ ein Epimorphismus, weil fu¨r jedes η ∈ Ext1A(S ,M) nach Definition der obigen
langen Sequenz gilt:
(idS ⊗η)χψ = η
Weiter folgt aus EndA(S ) ⊗K Ext1A(S ,M)  Ext1A(S ,M), dass ψ ein Isomorphismus
ist. Aus der Exaktheit der langen Sequenz folgt daraus dann (a). Gilt nun zusa¨tzlich
HomA(S ,M) = 0, so folgt HomA
(
S , M˜
)
= 0 ebenfalls aus der Exaktheit der langen
Sequenz. 
Es sei jetzt ϕ : M −→ N ein Homomorphismus. Außerdem gelte zusa¨tzlich:
HomA(S ,M) = 0 und HomA(S ,N) = 0
Wenden wir den Funktor HomA
(
, N˜
)
auf die kurze exakte Sequenz ηb an, so erhalten
wir:
0 −→ HomA
(
S ⊗K Ext1A(S ,M) , N˜
)
−→ HomA
(
M˜, N˜
) ξ−→ HomA(M, N˜)
−→ Ext1A
(
S ⊗K Ext1A(S ,M) , N˜
)︸                              ︷︷                              ︸
Ext1A
(
S ,N˜
)
⊗KExt1A(S ,M)=0
−→ . . .
Der Epimorphismus ξ = HomA
(
α, N˜
)
ist ein Isomorphismus, weil nach der Bemerkung
gilt:
HomA
(
S ⊗K Ext1A(S ,M) , N˜
)
 HomA
(
S , N˜
)
⊗K Ext1A(S ,M) = 0
Ist nun ferner
µ : 0 −→ N β−→ N˜ −→ S ⊗K Ext1A(N,M) −→ 0
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eine N˜ definierende kurze exakte Sequenz, so sei ϕ˜ der bis auf Isomorphismen eindeutig
bestimmte Homomorphismus M˜ −→ N˜ mit:
ϕβ = ϕ˜ξ = αϕ˜
Mit der Bemerkung erhalten wir somit den folgenden (K-linearen) Orthogona-
lita¨tsfunktor (vgl. [GL91]):
OS : Q- darK −→ Q- darK
M 7−→ M˜PS = MPSHS
ϕ 7−→ ϕ˜PS
Anwendung auf Qn- darK
Es sei jetzt Q = Qn fu¨r ein n ∈ N.
Fu¨r d ∈ n setzen wir Hd :=HS d und Od :=OS d . Die Unzerlegbaren bezeichnen wir
weiterhin mit Ui, j fu¨r 1 ≤ i ≤ j ≤ n und fu¨r alle i > j setzen wir noch Ui, j = 0.
Der Vorteil in Qn- darK ist, dass Ext
1
A
(
S d,Ui, j
)
ho¨chstens eindimensional ist, pra¨ziser
gilt:
dim Ext1A
(
S d,Ui, j
)
=
1 falls i = d + 10 falls i , d + 1
Insbesondere ist damit auch
Ext1A
(
S d,Ud+1, j
)
⊗K Ext1A
(
S d,Ud+1, j
)
 Ext1A
(
S d ⊗K Ext1A
(
S d,Ud+1, j
)
,Ud+1, j
)
 Ext1A
(
S d,Ud+1, j
)
eindimensional. Da weiter die Mittelterme von kurzen exakten Sequenzen η und η′ mit
[η] = c[η′] fu¨r ein 0 , c ∈ K isomorph zu einander sind, reicht es fu¨r die Berechnung
von Ud+1, jHd eine kurze exakte Sequenz
0 −→ Ud+1, j −→ Y −→ Ud,d −→ 0
zu finden, die nicht trivial ist. Fu¨r Y = Ud, j gibt es eine solche Sequenz, weswegen
Ud+1, jHd = Ud, j gilt.
Fu¨r jedes i , d + 1 ist Ext1A
(
S d,Ui, j
)
= 0 und folglich gilt Ui, jHd = Ui, j wegen
Ext1A
(
S d ⊗K Ext1A
(
S d,Ud+1, j
)
,Ud+1, j
)
= Ext1A
(
0,Ud+1, j
)
.
Wir haben somit gezeigt:
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Bemerkung 2: Fu¨r jede unzerlegbaren Qn-Darstellung Ui, j und jedes d ∈ n gilt:
Ui, jHd =
Ui−1, j = Ud, j falls i = d + 1Ui, j falls i , d + 1
Insbesondere gilt: Ui, jHn = Ui, j. 
Damit ko¨nnen wir den Funktor Od mit d ∈ n auf den Unzerlegbaren Ui, j berechnen,
wobei zu beru¨cksichtigen ist, dass der Fall j = d und i = d + 1 nicht auftritt:
Ui, jOd = Ui, jPdHd =
Ui, j−1Hd = Ui,d−1Hd falls j = dUi, jHd falls j , d
=

Ui, j−1 = Ui,d−1 falls j = d und i , d + 1
Ui−1, j = Ud, j falls j , d und i = d + 1
Ui, j falls j , d und i , d + 1
=

Ui, jPd falls j = d
Ui, jHd falls i = d + 1
Ui, j = Ui, jPd = Ui, jHd falls j , d und i , d + 1
Insbesondere gilt fu¨r die injektiv unzerlegbaren Qn-Darstellungen U1, j:
(*) U1, jOd = U1, jPd
Bemerkenswerterweise gelten nun zwischen den Od auf den Unzerlegbaren die gleichen
Relationen wie fu¨r die Projektionsfunktoren:
3.37 Proposition. Fu¨r jede unzerlegbaren Qn-Darstellung Ui, j und alle d, d′ ∈ n mit
|d − d′| > 2 und d > 1 gilt:
Ui, jOd′Od′  Ui, jOd′
Ui, jOdOd−1  Ui, jOdOd−1Od
 Ui, jOd−1OdOd−1
Ui, jOdOd′  Ui, jOd′Od
Die Frage ist nun, ob dies natu¨rliche A¨quivalenzen sind. Dann ko¨nnten wir das Monoid,
das von den Od mit d ∈ n bis auf natu¨rliche A¨quivalenz erzeugt wird, bilden. Die
zugeho¨rige Monoidalgebra wa¨re dann wegen (∗) isomorph zu Bn  An  Inz (Pn).
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Verallgemeinerungen
Wir haben bisher gesehen, dass die Monoidalgebren BQ undKpiQ u¨ber einem Ko¨rperK
isomorph sind, wenn Q der linear orientierte Dynkin-Ko¨cher vom Typ An ist. In die-
sem Kapitel werden wir die Isomorphie auch noch fu¨r eine Reihe anderer endlicher,
zykelloser Ko¨cher Q einsehen, indem wir zeigen, dass eine Menge B ⊆ KpiQ von
paarweise verschiedenen Monomen in den Pi multiplikativ abgeschlossen ist. Dann
ist B eine K-Basis von KpiQ. Außerdem stellt sich heraus, dass die Existenz einer
solchen Normalform ausreicht, umKpiQ in die MonoidalgebraKpiK zu einem endlichen,
zykellosen Ko¨cher K mit Q ⊆ K einzubetten. Ferner werden wir fu¨r einige Ko¨cher einer
einfachen Gestalt u¨ber einen Dimensionsvergleich zeigen, dass die Monoidalgebra zu
der Wegealgebra ihres Gabriel-Ko¨chers isomorph ist.
In diesem Kapitel sei K stets ein Ko¨rper.
Vorbemerkungen
Eine Normalform der K-Algebra BQ fu¨r einen endlichen, zykellosen Ko¨cher Q ist eine
K-Basis aus Monomen. Um zu zeigen, dass ein Tupel B = (Xv)v∈W mit W ⊆ Q∗0 von
Monomen eine Normalform ist, bleibt einem nichts anderes u¨brig, als die Charakteri-
sierung einer K-Basis zu u¨berpru¨fen. Hierbei entspricht der Eigenschaft, ein K-lineares
Erzeugendensystem zu sein, die multiplikative Abgeschlossenheit von B, wenn 1 = X∅
und alle Xq mit q ∈ Q∗0 in B liegen. Denn dann ist das K-lineare Erzeugnis von B
eine Unteralgebra, die die Algebrenerzeuger von BQ, und damit schon die Algebra BQ
selbst entha¨lt. Weiter ist B genau dann ein minimales Erzeugendensystem, wenn B exakt
|W | Elemente hat. Dabei sind zwei Monome Xv und Xw selbstversta¨ndlich verschieden,
wenn ihre Bilder Pv und Pw unter dem kanonischen Epimorphismus BQ −→ KpiQ mit
Xq 7→ Pq fu¨r alle q ∈ Q verschieden sind. In der MonoidalgebraKpiQ ist es leichter, zwei
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Monome zu unterscheiden, weil wir die Wirkung der Monome auf den Q-Darstellungen
betrachten ko¨nnen. Diese Methode zeigt dann insbesondere, dass BQ undKpiQ vermo¨ge
des kanonischen Epimorphismus zueinander isomorph sind.
In den von uns behandelten Spezialfa¨llen stellt sich u¨brigens heraus, dass zwei verschie-
dene Endofunktoren Pv und Pw mit v,w ∈ Q∗0 sich schon auf den injektiv unzerlegbaren
Q-Darstellungen unterscheiden. Die Vermutung liegt nahe, dass dies fu¨r jeden endlichen,
zykellosen Ko¨cher gilt.
Im Folgenden haben wir einige Beobachtungen zusammengestellt, die wir ohne geson-
derte Erwa¨hnung verwenden werden.
Die injektiv Unzerlegbaren bieten sich fu¨r die Berechnung von Pv an, weil sie einen
einfachen Sockel besitzen:
Bemerkung 1: Es sei y ∈ Q0. Da der Sockel der injektiv unzerlegbaren Q-Darstellung
Iy zum Punkt y gerade der Einfache S y ist, bleibt Iy fix unter allen Px mit x , y und
folglich gilt fu¨r alle Wo¨rter v u¨ber Q0\{y}:
IyPv = Iy
Wa¨hrenddessen ist
IyPy = Iy/S y =
⊕
x→y
Ix
wieder injektiv oder 0. 
Um (induktiv) aus Normalformen zu Unterko¨chern von Q eine Normalform von BQ zu
konstruieren, sind die na¨chsten Bemerkungen hilfreich:
Bemerkung 2: Es seien U eine Q-Darstellung und M = {x ∈ Q0 | U(x) = 0} das
Komplement der Tra¨germenge von U. Dann bleibt U fix unter allen Px mit x ∈ M und es
folgt fu¨r alle Wo¨rter v u¨ber M:
UPv = U
Insbesondere gilt fu¨r jede einfache Q-Darstellung S y und jedes Wort v u¨ber Q0:
S yPv =
0 falls y ∈ {v}S y sonst

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Im Folgenden beleuchten wir unter welchen Umsta¨nden sich die Monoidalgebra KpiK
in KpiQ einbetten la¨sst, wenn K ein (nicht notwendig voller) Unterko¨cher von Q ist.
Bekanntlich la¨sst sich K- darK als volle Unterkategorie von Q- darK auffassen, und zwar
vermo¨ge der kanonischen Einbettung
F : K- darK → Q- darK mit U =
(
(U(k))k∈K0 , (U(α))α∈K1
) 7→ UF =: Û ,
wobei die Q-Darstellung Û gegeben sei durch:
Û(k) =
U(k) falls k ∈ K00 sonst und Û(α) =
U(α) falls α ∈ K10 sonst
Ein Morphismus ϕ = (ϕ(k))k∈K0 : U −→ V wird unter F auf ϕ̂ mit
ϕ̂(k) =
ϕ(k) falls k ∈ K00 sonst
abgebildet. Dieser Funktor ist exakt.
Weiter sei P(K)x : K- darK −→ K- darK mit x ∈ K0 der Projektionsfunktor zu der einfachen
K-Darstellung S x und dementsprechend sei P
(Q)
x der Projektionsfunktor auf Q- darK zu
der einfachen Q-Darstellung S x. Ebenso seien t
(K)
x := t
(K)
S x
bzw. t(Q)x := t
(Q)
S x
als die im
ersten Kapitel definierten Teilfunktoren der Identita¨tsfunktoren auf K- darK resp. Q- darK
aufzufassen.
Wenden wir F auf die von P(K)x induzierte kanonische Sequenz einer K-Darstellung U
an, so erhalten wir in Q- darK die kurze exakte Sequenz:
0 −→ Ut(K)x F −→ UF −→ UP(K)x F −→ 0
Diese ist schon die von P(Q)x induzierte kanonische Sequenz zu UF, was aus
Ut(K)x F = UFt
(Q)
x und der Eindeutigkeit des Kokerns folgt. Dabei ergibt sich die Gleich-
heit aus:
(Ut(K)x F)(x) = (Ut
(K)
x )(x) =
⋂
α : x→y ∈K
Kern (U(α))
=
⋂
α : x→y ∈K
Kern ((UF)(α)) ∩ (UF)(x)
=
⋂
α : x→y ∈K
Kern ((UF)(α)) ∩
⋂
β : x→y ∈Q\K
Kern ((UF)(β))
= (UFt(Q)x )(x)
Schließlich gilt deshalb:
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Bemerkung 3: Es sind P(K)x F und FP
(Q)
x natu¨rlich a¨quivalente Funktoren von K- darK
nach Q- darK fu¨r jedes x ∈ K0.
Damit haben wir nun ein Kriterium fu¨r die Verschiedenheit zweier Monome in den P(Q)i
mit i ∈ K0.
Folgerung: Es seien v und w Wo¨rter u¨ber K∗0 .
Gibt es eine K-Darstellung U mit UP(K)v  UP
(K)
w , so folgt: P
(Q)
v , P
(Q)
w .
Beweis: Solch eine K-Darstellung U liefert eine Q-Darstellung, auf der sich Pv und Pw
unterscheiden:
(UF)P(Q)v = UP
(K)
v F  UP
(K)
w F = (UF)P
(Q)
w

4.1 Korollar. Es seien K und Q endliche, zykellose Ko¨cher.
(a) Es sei K ein voller Unterko¨cher von Q. Es ist KpiK eine Unteralgebra von KpiQ,
wenn BK eine Normalform (Xv)v∈W mit W ⊆ K∗0 besitzt, so dass fu¨r alle Wo¨rter
v , w in W eine K-Darstellung U existiert mit UP(K)v  UP
(K)
w .
(b) Es seien K und Q isomorph oder K der um Mehrfachpfeile reduzierte Ko¨cher
von Q. Besitzt BK solch eine Normalform wie in (1), so sind die zugeho¨rigen
Monoidalgebren isomorph.
Beweis: Aus der Voraussetzung u¨ber W folgt nach den U¨berlegungen in den Vorbemer-
kungen, dass BK und KpiK isomorph sind.
Zu (a): Es gibt einen Homomorphismus von BK nach KpiQ mit Xq 7→ P(Q)q fu¨r alle
q ∈ K0. Dessen Bild ist die von P(Q)v mit v ∈ W erzeugte Unteralgebra von KpiQ. Diese
hat nach Voraussetzung und der vorherigen Folgerung die Dimension |W |, ist also zu
BK isomorph.
Zu (b): Dieselbe Argumentation wie in (1) zeigt, dass BK eine Unteralgebra vonKpiQ
ist. Weil dimK KpiQ ≤ dimK BQ = dimK BK gilt, sind KpiK und KpiQ isomorph. 
Damit ko¨nnen wir uns auf Ko¨cher ohne Mehrfachpfeile beschra¨nken. Des Weiteren
verzichten wir in diesem Kapitel auf die Nennung einer Normalform von BQop , wenn
wir eine von BQ angegeben haben, da diese sich dual aus BopQ  BQop ergibt. La¨sst
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sich ferner der Beweis dual fu¨hren, um auch BQop  KpiQop zu erhalten, so verweisen
wir nur darauf, dass die duale Aussage gilt. Außerdem werden wir die im Lemma 2.5
aufgefu¨hrten verallgemeinerten Relationen stillschweigend benutzen oder als ”verallge-
meinerte Relationen“ zitieren.
4.1 Verkleben an einer Senke
Es seien Q(1), . . . ,Q(n) endliche, zykellose, paarweise disjunkte Ko¨cher mit ausge-
zeichneten Punkten p(1)1 , . . . , p
(1)
r1 ∈ Q(1), . . . , p(n)1 , . . . , p(n)rn ∈ Q(n). Wir betrachten den
Ko¨cher Q, der durch ”Verkleben“ dieser Ko¨cher an einem neuen Punkt s u¨ber neue Pfeile
α
( j)
i : p
( j)
i → s entsteht. Es sei also Q der Ko¨cher mit den Punkten und Pfeilen:
Q0 = {s} ∪
⋃
i∈n
Q(i)0 und Q1 =
{
α(k)i : p
(k)
i → s
∣∣∣∣ k ∈ n , i ∈ rk } ∪⋃
k∈n
Q(k)1
Demnach hat Q die Gestalt:
s
p(1)1 p
(n)
rn
p(1)r1 p
(n)
1 Q(n)
Q(1)
Des Weiteren sei Q˜(k) fu¨r jedes k ∈ n der um s und die α(k)j erweiterten Ko¨cher von
Q(k), es gilt also:
Q˜(k) = (Q(k)0 ∪ {s},Q(k)1 ∪ {α(k)1 , . . . , α(k)rk })
4.2 Lemma. Fu¨r jedes k ∈ n seien W(k) ⊆ Q(k)∗0 und W˜(K) ⊆ Q˜(k)∗0 die Normalformen
von BQ(k) resp. BQ˜(k) indizierenden Mengen von Wo¨rtern, so dass gelten:
(i) {∅} ∪ {q | q ∈ Q(k)0} ⊆ W(k)
(ii) {s} ∪W(k) ⊆ W˜(k)
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(iii) In jedem Wort aus W˜(k) kommt s ho¨chstens einmal vor.
(iv) Fu¨r alle v,w ∈ W˜(K) mit v , w existiert eine Q˜(k)-Darstellung U mit UPv  UPw.
Es sei dann W :=W′ ∪Ws mit
W′ :=W(1) ×W(2) × . . . ×W(n)
Ws := W˜(1)\W(1) × W˜(2)\W(2) × . . . × W˜(n)\W(n)
Eine Normalform von BQ wird durch W geza¨hlt und indiziert u¨ber die Abbildung:
f : W −→ BQ
W′ 3 x = (x1, x2, . . . , xn) 7→ Xx1  x2 ...  xn =: Xx
Ws 3 z = (y1s z1, y2s z2, . . . , yns zn) 7→ Xy1  y2 ...  yn  s  z1  z2 ...  zn =: Xz
Außerdem sind BQ und KpiQ isomorphe K-Algebren. Ferner gilt die duale Aussage des
Lemmas.
U¨brigens besagt die vierte Voraussetzung an W˜(k) schon, dass BQ˜(k) und die Monoidal-
gebra KpiQ˜(k) isomorph sind.
Beweis: Fu¨r x = (x1, x2, . . . , xn) ∈ W′ notieren wir mit {x} :={x1  x2  . . .  xn} die Menge
der in x auftretenden Buchstaben. Fu¨r z ∈ Ws sei {z} analog definiert; selbstversta¨ndlich
geho¨rt s stets zu {z}. Fu¨r ein w ∈ W bezeichne Pw das Bild von Xw unter dem kanonischen
Epimorphismus BQ −→ KpiQ mit Xq 7→ Px. Weiter sei fu¨r einen Unterko¨cher K von
Q mit Û stets das Bild von einer K-Darstellung U unter der kanonischen Einbettung
K- darK −→ Q- darK gemeint.
Die Menge {Xw | w ∈ W} entha¨lt offensichtlich die Erzeuger von BQ.
Zur multiplikativen Abgeschlossenheit: Es seien w ∈ W und x ∈ Q0. Es gelte zuna¨chst
s < {w}, also w = (w1, . . . ,wn) ∈ W′. Falls s , x gilt, so ist x ein Punkt von Q(k) fu¨r ein
k ∈ n und die Kommutativita¨t fu¨hrt zu der Normalform
XwXx = Xw1...wk−1 Xwk  xXwk+1...wn = Xw1...wk−1  uk wk+1...wn ,
wobei uk das nach Voraussetzung existierende Wort in W(k) sei mit Xwk Xx = Xuk . Ist
x = s, so sei fu¨r jedes k ∈ n die nach Voraussetzung existierende Normalform zu Xwk Xs
gegeben durch Xtk  s  uk . Das Produkt XwXs geho¨rt dann zu der Normalform:
XwXs = Xw1 . . . Xwn−1 Xtn  s  un = Xtn Xw1 . . . Xwn−1 XsXun = . . . = Xt1...tn  s  u1...un
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Nun sei s ∈ {w}, womit w = (v1  s w1, . . . , vn  s wn) und Xw = Xv1...vn  s w1...wn gilt.
Nach den verallgemeinerten Relationen ist Xw dann invariant unter der Rechtsmultipli-
kation mit Xs. Fu¨r x ∈ Q(k)0 gilt mit der Normalform Xtk  s  uk zu Xvk  s wk Xx:
XwXx = Xv1...vk−1vk+1...vn Xvk swk Xx Xw1...wk−1wk+1...wn
= Xv1...vk−1  tk  vk+1...vn  s w1...wk−1  uk wk+1...wn
Zur Verschiedenheit der Monome: Es seien v = (v1, . . . , vn) , w = (w1 . . . ,wn) ∈ W.
Gilt {v} , {w}, so unterscheiden sich Pv und Pw auf jedem Einfachen S y mit y ∈ {v}\{w} ∪
{w}\{v}. Andernfalls gibt es ein k ∈ n mit vk , wk. Nach Voraussetzung u¨ber W˜(k) gibt
es dann eine Q˜(k)-Darstellung U, so dass UPvk =: U1 und UPwk =: U2 nichtisomorphe
Q˜(k)-Darstellungen sind. Im Fall s < {v}, also auch s < v j, gilt dann:
ÛPv = ÛPv1 . . .Pvk−1PvkPvk+1 . . .Pvn
= ÛPvkPvk+1 . . .Pvn
= Û1Pvk+1 . . .Pvn
= Û1
, Û2 = . . . = ÛPw
Ist s ∈ {v}, so ist v = (t j  s  u j) j∈n und die Ungleichheit ergibt sich wie folgt:
ÛPv = ÛPt1...tk−1tk+1...tnPtkPsPukPu1...uk−1uk+1...un
= ÛPtkPsPukPu1...uk−1uk+1...un
= Û1Pu1...uk−1uk+1...un
= Û1
, Û2 = . . . = ÛPw
In jedem Fall gilt Pv , Pw, woraus Xv , Xw folgt. Damit sind (Xw)w∈W und (Pw)w∈W
Basen von BQ resp. KpiQ. 
In den restlichen Unterabschnitten behandeln wir Spezialfa¨lle, fu¨r die das Lemma
anwendbar ist. Wir beginnen mit Unterraumko¨chern, fahren mit Sternko¨chern fort (hier
erinnern wir an die Normalform fu¨r linear orientierte Dynkin-Ko¨cher vom Typ An), um
schließlich fu¨r jeden Baumko¨cher BQ eine (dem Lemma entsprechende) Orientierung
anzugeben, fu¨r die wir induktiv eine Normalform von BQ (und damit von KpiQ) finden.
Dies werden wir anhand von speziellen Dynkin-Ko¨chern veranschaulichen.
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Unterraumko¨cher
Es sei Q = Q(n) der Unterraumko¨cher mit n + 1 > 2 Punkten. Die einzige Senke
bezeichnen wir mit s und die n Quellen mit p1, . . . pn.
s
p1 p2 . . . pn
Wir haben schon gesehen (vgl. S. 35 ff), dass BQ zu der Wegealgebra seines Gabriel-
Ko¨chers isomorph ist. Nun werden wir zeigen, dass die Monoidalgebra KpiQ isomorph
zu BQ ist. Fu¨r jede Teilmenge J = j1 < j2 < . . . < jr von n bezeichnen wir mit w(J)
das Wort p j1  p j2  . . .  p jr in Q
∗
0.
4.3 Proposition. Eine Normalform von BQ wird indiziert durch die Menge
W(u) :=
{
w(J) ∈ Q∗0
∣∣∣ J ⊆ Q0\{s}} ∪ {w(J)  s w(K) ∈ Q∗0 ∣∣∣ J,K ⊆ Q0\{s}, J ∩ K = ∅}
Außerdem sind die Algebren BQ und KpiQ isomorph. Ferner gilt die duale Aussage.
Infolge der Kenntnis dieser Normalform la¨sst sich die Dimension von KpiQ wie folgt
berechnen:∑
J⊆n
1 +
∑
J⊆n
∑
K⊆n \ J
1 = 2n +
∑
J⊆n
2n−|J| = 2n +
n∑
j=0
(
n
j
)
2n− j1 j = 2n + 3n
Dies stimmt wie erwartet mit der Dimension der WegealgebraKΓ(BQ)  BQ u¨berein.
Beweis: Da der Unterraumko¨cher eine Senke mit einem Eingangsgrad von mindestens
2 ist, folgt die Proposition aus dem vorherigen Lemma, wobei Q(k) = •pk und W(k) =
{∅, pk} sowie Q˜(k) = •pk → •s und W˜(k) = {∅, pk, s, spk, pks}) sind. Die Mengen W(k)
und W˜(k) erfu¨llen also die no¨tigen Voraussetzungen und es gilt:
W′ :={∅, p1} ×{∅, p2} × . . . ×{∅, pn}
Ws :={s, sp1, p1s} ×{s, sp2, p2s} × . . . ×{s, spn, pns}
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(Daran ist die Dimension von BQ u¨brigens am schnellsten abzulesen.) Weiter gilt fu¨r
jedes x = (x1, x2, . . . , xn) ∈ W′:
Xx = Xx1  x2 ...  xn = Xw(J) mit J = {xi | xi , ∅} ⊆ Q0\{s}
und fu¨r jedes z = (y1s z1, y2s z2, . . . , yns zn) ∈ Ws:
Xz = Xy1  y2 ...  yn  s  z1  z2 ...  zn = Xw(J)  s w(K) mit J = {yi | yi , ∅} und K = {zi | zi , ∅}
Weil aus yi , ∅ stets yi  s  zi = pis, also zi = ∅ folgt, und auch umgekehrt mit zi , ∅ stets
yi = ∅ gilt, sind J und K disjunkt. Ebenso leicht ist einzusehen, dass jedes w ∈ W(u) zu
einem eindeutig bestimmten Element aus W′ ∪Ws geho¨rt. 
Sternko¨cher
Es seien Q(1), . . . ,Q(n) linear orientierte Dynkin-Ko¨cher vom Typ Ar1 , . . . , Arn resp. mit
den Senken p(1)r1 , . . . , p
(n)
rn resp. Wir betrachten den Ko¨cher Q, der durch Verkleben der
Q(i) an einem Punkt s u¨ber die Pfeile p(i)ri → s entsteht:
s
p(1)r1 p
(n)
rn
p(1)r1−1 p
(n)
2
p(1)2 p
(n)
1
p(1)1
Der um s und einen Pfeil erweiterte Ko¨cher Q˜(k) von Q(k) ist der linear orientierte
Dynkin-Ko¨cher vom Typ Ark+1 mit der (einzigen) Senke s =: p
(k)
rk+1
. Eine Normalform
von BQ˜(k) wird durch die partielle Ordnung Prk+1 geza¨hlt vermo¨ge der Abbildung:
Prk+1 −→ BQ˜(k)
J1 ≺ . . .≺ Jt 7→ XJ(k)1 . . . XJ(k)t =: XJ(k)1 ...J(k)t
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wobei zu dem Intervall J1 = [i1, i1 + 1, . . . , j1] ⊆ rk + 1 das Wort J(k)1 definiert sei als
p(k)j1  . . .  p
(k)
i1+1
 p(k)i1 (vgl.Satz 3.2 auf S. 48). Dementsprechend seien auch J
(k)
2 , . . . , J
(k)
t
als Wo¨rter u¨ber Q˜(k)0 zu sehen. Damit gilt:
W˜(k) =
{
J(k)1  . . .  J
(k)
t
∣∣∣∣ J1 ≺ . . .≺ Jt Intervalle in rk + 1 }
und
W(k) =
{
J(k)1  . . .  J
(k)
t
∣∣∣∣ J1 ≺ . . .≺ Jt Intervalle in rk }
Nun erfu¨llen diese Normalformen indizierende Mengen von Wo¨rtern die im Lemma
geforderten Voraussetzungen. Dabei geho¨rt das leere Wort zu der leeren Folge von
Intervallen und p(k)i zu der Intervallfolge J
(k)
1 = {i}. Falls ferner rk +1 in der Intervallfolge
J1 ≺ . . .≺ Jt ⊆ rk + 1 auftaucht, so muss es in Jt liegen; in dem zugho¨rigen Wort
kommt s deshalb genau einmal vor. Zudem haben wir in dem Beweis des Satzes
3.2 gezeigt, dass sich fu¨r je zwei verschiedene Wo¨rter die zugeho¨rigen Monome der
Projektionsfunktoren schon auf einer Q˜(k)-Darstellung unterscheiden. Nach dem Lemma
wird eine Normalform von BQ – und damit auch eine der MonoidalgebraKpiQ – geza¨hlt
durch die Vereinigung der folgenden Mengen:
W′ :=Pr1 ×Pr2 × . . . ×Prn
Ws :=Pr1+1\Pr1 ×Pr2+1\Pr2 × . . . ×Prn+1\Prn
Damit hat BQ  KpiQ die Dimension:
Cr1+1Cr2+1 . . .Crn+1 + (Cr1+2 −Cr1+1)(Cr2+2 −Cr2+1) . . . (Crn+2 −Crn+1)
=
n∏
k=1
Crk+1 +
∑
J⊆n
(−1)n−|J|(
∏
j∈J
Cr j+2)(
∏
k∈n \ J
Crk+1)
Dabei ist C j = 1( j+1)
(
2 j
j
)
die j-te Catalan-Zahl und die K-Dimension der Algebra BK fu¨r
den linear orientierten Dynkin-Ko¨cher K vom Typ A j−1.
Um die auf diese Weise erhaltene Normalform vonKpiQ anzugeben, fu¨hren wir ein paar
abku¨rzende Schreibweisen ein: Es sei k ∈ n . Ist J(k) ∈ Prk , so existieren Intervalle Ji in
rk mit J(k) = J1 ≺ J2 ≺ . . .≺ Jt. Ist L ein Intervall in rk + 1 mit Jt ≺ L, so schreiben wir
auch J(k) ≺ L. Die zu den Intervallen Ji korrespondierenden Wo¨rter u¨ber Q˜(k) bezeichnen
wir weiterhin mit J(k)i und zudem setzen wir:
XJ(k) := XJ(k)1
. . . XJ(k)t
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Eine Normalform von KpiQ ist dann die Vereinigung der Mengen:{
PJ(1)PJ(2) . . .PJ(n)
∣∣∣ ∀k ∈ n : J(k) ∈ Prk}
und{
PJ(1)PJ(2) . . .PJ(n) Ps PL(1)PL(2) . . .PL(n)
∣∣∣ ∀k ∈ n : Prk 3 J(k) ≺ L(k) ·∪{rk + 1} ⊆ rk + 1 }
Dynkin-Ko¨cher vom Typ Dn mit genau einer Senke
Der eben diskutierte Spezialfall ist zum Beispiel auf die Dynkin-Ko¨cher mit entspre-
chender Orientierung anwendbar. Wir betrachten hier nur den Dynkin-Ko¨cher vom Typ
Dn mit der folgenden Orientierung:
a
s n − 3 2 1
b
Dann hat das Monoid piQ genau
(5 − 2)(5 − 2)(Cn−1 −Cn−2) + 2(2)Cn−2 = 9Cn−1 − 5Cn−2
Elemente. Diese sind entweder von der Form:
PJ , PaPJ , PbPJ oder PaPbPJ
fu¨r ein Tupel J = J1 ≺ J2 ≺ . . .≺ Jr von Intervallen in n − 3 oder sie sind von der Art:
PJPsPL, PaPJPsPL, PbPJPsPL, PaPbPJPsPL, PaPJPsPbPL
PJPsPLPa, PJPsPLPb, PJPsPLPaPb oder PbPJPsPaPL
fu¨r ein Tupel J = J1 ≺ J2 ≺ . . .≺ Jr von Intervallen in n − 3 und ein Intervall L in n − 3
mit Jr ≺ L ∪ {n − 2}.
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Ba¨ume mit einer speziellen Orientierung
Es sei Q ein endlicher, zusammenha¨ngender Ko¨cher, der weder orientierte noch nicht-
orientierte Zykel entha¨lt. Der Q zugrunde liegende Graph ist also ein Baum und Q ein
sogenannter Baumko¨cher.
4.4 Definition. Wir nennen einen Punkt eines Baumko¨chers eine Kreuzung, wenn sein
Eingangs- oder Ausgangsgrad mindestens 2 ist. Einen Baumko¨cher, in dem jede Kreu-
zung eine Senke oder eine Quelle ist, nennen wir zula¨ssig.
In einem zula¨ssigen Baumko¨cher Q sind also die beiden linear orientierten Dynkin-
Ko¨cher vom Typ D4 keine Unterko¨cher.
Jeder endliche Baumko¨cher kann so umorientiert werden, dass er zula¨ssig ist. Per
Induktion nach der Anzahl der Ecken eines Baumes braucht man dazu nur zu zeigen,
dass es eine Orientierung der Kanten gibt, so dass jede Kreuzung eine Quelle oder Senke
ist und alle benachbarten Kreuzungen einer Kreuzung x Quellen (bzw. Senken) sind,
wenn x eine Senke (resp. eine Quelle) ist.
Insbesondere ist jeder Baum mit einer bipartiten Orientierung ein zula¨ssiger
Baumko¨cher. Dessen Wegealgebra ist dann eine Algebra mit Radikalquadrat 0.
Wir werden in diesem Abschnitt zeigen, dass die Algebren BQ und KpiQ zu einem
zula¨ssigen Baumko¨cher Q isomorph sind, indem wir induktiv eine Normalform von BQ
konstruieren. Die Konstruktion werden wir auf das Lemma 4.2 stu¨tzen. Dazu sehen wir
uns bestimmte Erweiterungen Q˜(k) von Q(k) um einen Punkt an (Bezeichnungen wie vor
dem Lemma 4.2):
4.5 Definition. Es sei Q ein zula¨ssiger Baumko¨cher. Eine Erweiterung Q˜ von Q um einen
Punkt heiße zula¨ssig, wenn Q˜ ein zusammenha¨ngender, zula¨ssiger Baumko¨cher ist.
Bemerkung 1: Ist Q˜ eine zula¨ssige Erweiterung von Q um einen Punkt e, so gibt es
exakt einen Punkt y in Q, der mit e u¨ber (genau) einen Pfeil verbunden ist. Dies notieren
wir wieder mit y−− e. Die Orientierung dieses Pfeils y−− e ha¨ngt von y ab:
Ist y etwa eine Senke, so gibt es die folgenden Mo¨glichkeiten:
1. Falls y eine Kreuzung ist, so gilt: y−− e = y← e.
2. Falls y keine Kreuzung ist, so gibt es fu¨r y−− e zwei Mo¨glichkeiten:
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2.1 y−− e = y← e. In diesem Fall ist y eine Kreuzung in Q˜.
2.2 y−− e = y→ e. In diesem Fall ist y in Q˜ weder eine Quelle noch eine Senke.
Ist y eine Quelle, so gilt die duale Aussage.
Ist y weder eine Quelle noch eine Senke (D.h. y liegt ”in der Mitte“ eines linear
orientierten Dynkin-Ko¨chers vom Typ An), so gibt es keine zula¨ssige Erweiterung von Q
um einen Punkt e durch einen Pfeil y−− e. 
Nach dem konstruktiven Beweis des folgenden Satzes ko¨nnen wir Normalformen von
BQ fu¨r zula¨ssige Baumko¨cher Q ”berechnen“. Insbesondere gilt der Satz fu¨r bipartite
Baumko¨cher.
4.6 Satz. Es seien Q ein zula¨ssiger Baumko¨cher und Q˜ eine zula¨ssige Erweiterung von
Q um einen Punkt e. Dann gibt es Normalformen von BQ bzw. BQ˜ indizierende Mengen
von Wo¨rtern W ⊆ Q∗0 und W˜ ⊆ Q˜
∗
0, fu¨r welche gelten:
(i) {∅} ∪ {q | q ∈ Q0} ⊆ W
(ii) {e} ∪W ⊆ W˜
(iii) In jedem Wort aus W˜ kommt e ho¨chstens einmal vor.
(iv) Fu¨r alle v,w ∈ W˜ mit v , w existiert eine Q˜-Darstellung U mit UPv  UPw.
Insbesondere sind BQ˜ und KpiQ˜ isomorphe K-Algebren.
Beweis: Wir fu¨hren eine Induktion nach der Anzahl m der Punkte von Q.
Es sei Q = •y und Q˜ eine zula¨ssige Erweiterung von Q. Dann ist entweder Q oder Qop der
Ko¨cher y → e. Fu¨r W :={∅, y} und W˜ :={∅, y, e, e  y, y  e} gelten dann die Eigenschaften
(i)–(iv).
Ist Q = p→ q und Q˜ eine zula¨ssige Erweiterung von Q um einen Punkt e, so ist Q˜ einer
der folgenden Ko¨cher:
p→ q→ e, p→ q← e, e→ p→ q oder e← p→ q
Ist Q˜ der linear orientierte Dynkin-Ko¨cher vom Typ A3, so sind die nach Satz 3.2
(s. S. 48) gegebenen Normalformen von BQ bzw. BQ˜ so, dass fu¨r die sie indizierenden
Mengen W resp. W˜ von Wo¨rtern die Eigenschaften (i)–(iv) gelten.
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Jetzt sei Q˜ (oder Q˜
op
) der Unterraumko¨cher mit zwei Punkten. Die nach Proposition 4.3
bestimmte Menge W˜ von Wo¨rtern, die eine Normalform von BQ˜ indiziert, entha¨lt dann
eine Teilmenge W, welche eine Normalform von BQ indiziert, so dass (i)-(iv) gelten.
Es seien nun m ≥ 2, Q ein zula¨ssiger Baumko¨cher mit m+1 Punkten und Q˜ eine zula¨ssige
Erweiterung um einen Punkt e durch einen Pfeil e−− y. Ferner sei y eine Senke. Wir
fu¨hren hier nur den Beweis fu¨r diesen Fall; der Beweis fu¨r den Fall, dass y eine Quelle
ist, ist dual.
1.Fall: y ist eine Kreuzung Dann gilt y−− e = y ← e. Es seien p1, . . . , pn ∈ Q mit
n ≥ 2 die zu y benachbarten Punkte und fu¨r jedes k ∈ n sei Q(k) die Zusammenhangs-
komponente von pk in QQ0\{y}. Somit ist Q von der Form:
y
p1 p2 . . . pn
Q(1)
Q(2)
Q(n)
Da Q ein zula¨ssiger Baumko¨cher ist, ist jedes Q(k) ein zula¨ssiger Baumko¨cher. Au-
ßerdem ist jede Erweiterung Q˜(k) von Q(k) um den Punkt y (und den Pfeil y ← pk)
zula¨ssig. Nach Induktionsvoraussetzung gibt es also Normalformen vonBQ(k) bzw.BQ˜(k)
indizierende Mengen W(k) ⊆ Q(k)∗0 resp. W˜(k) ⊆ Q˜(k)∗0 mit den Eigenschaften (i)–(iv).
Wir setzen dann Q(n + 1) := •e und Q˜(n + 1) := y ← e sowie W(n + 1) = {∅, e} und
W˜(n+1) = {∅, e, y, e  y, y  e}. Die nach dem Lemma 4.2 gewonnenen Normalformen von
BQ bzw. BQ˜ mit den indizierenden Mengen
W =
(
W(1) × . . . ×W(n)
)
∪
(
W˜(1)\W(1) × . . . × W˜(n)\W(n)
)
resp.
W˜ =
(
W(1) × . . . ×W(n) ×W(n + 1)
)
∪
(
W˜(1)\W(1) × . . . × W˜(n)\W(n) × W˜(n + 1)\W(n + 1)
)
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erfu¨llen dann die Bedingungen (i)-(iv). Dabei gelten (i)–(iii) nach den Definitionen von
W(n + 1),W und W˜, wa¨hrend (iv) aus dem Beweis des Lemmas folgt.
2.Fall: y ist keine Kreuzung Falls es keine Kreuzung in Q gibt, so ist Q ein linear
orientierter Dynkin-Ko¨cher vom Typ Am+1 mit Senke y. Weiter ist dann Q˜ entweder
ein linear orientierter Dynkin-Ko¨cher vom Typ Am+2 oder ein Sternko¨cher mit genau
zwei Quellen. In jedem Fall haben wir bereits Normalformen von BQ bzw. BQ˜ mit
indizierenden Mengen W resp. W˜ bestimmt. Dass W und W˜ die Eigenschaften (i)–(iv)
erfu¨llen, geht aus den jeweiligen Beweisen hervor (s. Satz 3.2 S. 48 u. Unterabschnitt
”Sternko¨cher“ S. 117).
Andernfalls gibt es insbesondere eine (eindeutig bestimmte) zu y benachbarte Kreuzung
q. Dann ist q eine Quelle. Es seien p1, . . . , pr mit r ≥ 2 die zu q benachbarten Punkte,
so dass die Zusammenhangskomponente Q(r) von pr in QQ0\{q} den Punkt y entha¨lt.
Weiter sei die Zusammenhangskomponente von pk in Q˜Q0\{q} mit Q(k) bezeichnet fu¨r
jedes k ∈ r − 1 . Es ist Q dann von der Form:
q
p1 . . . pr−1 pr
Q(r − 1) . . .
Q1 y
Fu¨r jedes k ∈ r sei Q˜(k) die Erweiterung von Q(k) um q. Da jedes Q(k) wieder ein
zula¨ssiger Baumko¨cher mit zula¨ssiger Erweiterung Q˜(k) ist, gibt es nach Induktionsvor-
aussetzung Normalformen von BQ(k) bzw. BQ˜(k) indizierende Mengen W(k) ⊆ Q(k)∗0
resp. W˜(k) ⊆ Q˜(k)∗0 mit den Eigenschaften (i)–(iv).
Nach der Wahl von y und q ist Q(r) nun der linear orientierte Dynkin-Ko¨cher vom
Typ An mit Senke y und Quelle pr und Q˜(r) der (um q erweiterte) linear orientierte
Dynkin-Ko¨cher vom Typ An+1 mit Senke y und Quelle q. Nach Satz 3.2 gibt es eine
Normalform von BQ(r), die in einer Normalform von BQ˜(r) enthalten ist. Wir erhalten die
entsprechenden Mengen U ⊆ U˜ von Wo¨rtern, fu¨r die (i)–(iv) gelten. Wir betrachten noch
den um e erweiterten Ko¨cher K von Q(r) (also die Zusammenhangskomponente von pr
in Q˜Q˜0\{q}) sowie dessen Erweiterung K˜ um q.
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2. 1 Fall: y−− e = y→ e Dann ist K ein linear orientierter Dynkin-Ko¨cher vom Typ
An+1 mit Senke e und Quelle pr und K˜ ein linear orientierter Dynkin-Ko¨cher vom Typ
An+2 mit Senke e und Quelle q. Wieder wa¨hlen wir nach dem Satz 3.2 eine Normalform
von BK , die in einer Normalform von BK˜ enthalten ist und die entsprechenden Mengen
V ⊆ V˜ von Wo¨rtern, so dass (i)–(iv) gelten und V die Menge U entha¨lt. Nach dem Lemma
4.2 erhalten wir eine eine Normalform von BQ indizierende Menge W durch:
W =
(
W(1) × . . . ×W(r − 1) × U
)
∪
(
W˜(1)\W(1) × . . . × W˜(r − 1)\W(r − 1) × U˜\U
)
Zudem erhalten wir nach dem Lemma auch eine eine Normalform von BQ˜ indizierende
Menge W˜ durch:
W˜ =
(
W(1) × . . . ×W(r − 1) × U
)
∪
(
W˜(1)\W(1) × . . . × W˜(r − 1)\W(r − 1) × V˜\V
)
Unter Beru¨cksichtung der genauen Kenntnis der Normalformen von BK˜ , ist leicht
einzusehen, dass (i)-(iv) fu¨r W und W˜ gelten.
2. 2 Fall: y−− e = y← e In diesem Fall ist K ein Sternko¨cher mit der Senke y und den
Quellen e und pr. Außerdem ist auch K˜ ein Sternko¨cher mit der Senke y und den Quellen
e und q. Nach dem Unterabschnitt ”Sternko¨cher“ (S. 117) gibt es eine Normalform vonBK , die in einer Normalform von BK˜ enthalten ist, und die entsprechenden Mengen
V ⊆ V˜ von Wo¨rtern, so dass (i)–(iv) gelten. Auch hier entha¨lt V die Menge U. Wie im
2.1 Fall erhalten wir nach dem Lemma 4.2 Normalformen indizierende Mengen W und
W˜, fu¨r die (i)-(iv) gelten. 
Insbesondere erhalten wir nach dem Satz zu jeder Orientierung des Dynkin-Ko¨cher Q
vom Typ An eine Normalform von BQ. Entscheidend ist, dass dieses Verfahren auch
zeigt, dass die im ersten Kapitel gefundenen Relationen zwischen den Projektionsfunk-
toren auf Q- darK schon definierende sind:
4.7 Korollar. Fu¨r jeden Dynkin-Ko¨cher Q vom Typ An sind die K-Algebren BQ und
KpiQ isomorph.
Bipartite Dynkin-Ko¨cher vom Typ An
Es sei Qn ein bipartiter Dynkin-Ko¨cher vom Typ An. Dann hat Qn (bis auf Antiisomor-
phie) abha¨ngig davon, ob n gerade oder ungerade ist, die folgende Gestalt:
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2 4 6
. . .
1 3 5
2k − 2
2k − 1
2k
oder
2 4 6
. . .
1 3 5 2k + 12k − 1
2k
Wir erhalten induktiv nach n eine Normalform Bn von KpiQn  BQn wie folgt:
n ∈ {1, 2}: Wir kennen bereits die Normalformen Bn von KpiQn  BQn :
B1 = {P∅,P1} womit |B1 | = 2 gilt.
B2 = {P∅,P1,P2,P1  2,P2  1} womit |B2 | = 5 gilt.
n = 3: Dann ist Q3 der Unterraumko¨cher mit 2 Quellen. Eine Normalform B3 von
KpiQ3  BQ3 besteht aus den 13 Elementen:
P∅, P1, P3, P1  3, P2, P1  2, P2  1, P3  2, P2  3, P1  2  3, P3  2  1, P1  3  2, P2  1  3
n ≥ 4: Dann ist der Punkt n − 1 eine Kreuzung, welche die Unterko¨cher Qn−1 und
n − 1−− n trennt. Zu den beiden Ko¨chern Qn−2 ⊆ Qn−1 links von n − 1 kennen wir
induktiv Normalformen. Eine Normalform zur rechten Seite entspricht B1. Die Elemente
einer nach dem Satz 4.6 gewonnenen Normalform Bn vonBQn sind also von der Form:
Pv, oder PvPn
fu¨r ein Pv ∈ Bn−2 beziehungsweise:
Pw, PnPw, oder PwPn
fu¨r ein Pw ∈ Bn−1\Bn−2.
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Somit kann man die Dimension |Bn | von KpiQn u¨ber die Folge
|Bn | = 2|Bn−2 | + 3(|Bn−1 | − |Bn−2 |) = 3|Bn−1 | − |Bn−2 |
mit den Startwerten |B1 | = 2 und |B2 | = 5 berechnen. Damit ist (|Bk |)k∈N die Teilfolge
(F2k+1)k∈N der Fibonacci-Folge (Fn)n ∈ N mit den Anfangswerten: F1 = F2 = 1, weil
fu¨r alle k ≥ 3 induktiv gilt:
F2k+1 = F2k +F2k−1 = F2k−2+2F2k−1 = F2k−1−F2k−3+2F2k−1 = 3|Bk−1 |−|Bk−2 | = |Bk |
Beispiel 4.1: Die Monoidalgebra zum bipartiten Dynkin-Ko¨cher vom Typ A4
Insbesondere hat das Monoid piQ4 zu dem Ko¨cher
Q4 = 1→ 2← 3→ 4
genau
|B4 | = 3|B3 | − |B2 | = 3(13) − 5 = 34
Elemente. Daraus ko¨nnen wir folgern, dass die Monoidalgebra KpiQ4  BQ4 schon zu
der Wegealgebra ihres Gabriel-Ko¨chers isomorph ist, weil diese schon – wie wir gleich
einsehen werden – die gleichen Dimensionen besitzen. Dazu berechnen wir zuna¨chst
den Gabriel-Ko¨cher nach der Charakterisierung aus dem zweiten Kapitel u¨ber die Stark-
Verbunden-Relation der Differenzmengen (vgl. Korollar 2.14):
1, 2
1 2, 3, 4
1, 3
2 1, 3, 4
∅ 1, 4 2, 3 1, 2, 3, 4
3 1, 2, 4
2, 4
4 1, 2, 3
3, 4
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Die Dimension der Wegealgebra ist nun die Summe u¨ber die Anzahl der Punkte und der
Pfeile, sowie der Wege (hier der La¨nge 2):
24 + 16 + 4 = 34
Daru¨ber hinaus zeigt dieses Beispiel, dass der Gabriel-Ko¨cher Γ(BQ) im allgemeinen
nicht bipartit ist, wenn Q bipartit ist.
4.2 Vollsta¨ndig bipartite Ko¨cher
Es sei G = G(m, n) der endliche, vollsta¨ndig bipartite Ko¨cher mit m Quellen Q ⊆ G0 und
n Senken S ⊆ G0, d.h. jeder Punkt in G ist entweder eine Quelle oder eine Senke und
jede Quelle ist mit jeder Senke verbunden. Es gilt stets G(m, n)  G(n,m)op. Außerdem
ist G(m, 1) der Unterraumko¨cher mit m Quellen und G(1,m) sein dualer Ko¨cher. Der
Ko¨cher G(2, 2) ist der bipartite Euklidische Ko¨cher vom Typ A˜3:
1 2
3 4
Die idempotenten Erzeuger Xq mit q ∈ Q von BG kommutieren; ebenso kommutieren
alle Xs mit s ∈ S . Weiter gelten die Relationen: XsXqXs = XsXq = XqXsXq fu¨r alle q ∈ Q
und s ∈ S . Es sei ≤ eine totale Ordnung auf Q (bzw. S ). Ist M = m1 < . . . < mr eine
Teilmenge von Q (oder von S ), so sei w(M) wieder das Wort m1  . . . mr.
4.8 Proposition. Eine Normalform von BG ist indiziert mit der Menge W derjenigen
Wo¨rter
w = w(A0)w(B1)w(A1) . . .w(Br)w(Ar)w(Br+1) ,
fu¨r die gilt:
• A0, A1, . . . , Ar sind paarweise disjunkte Teilmengen von Q und A1, . . . , Ar sind
nichtleer.
• B1, . . . , Br+1 sind paarweise disjunkte Teilmengen von S und B1, . . . , Br sind
nichtleer.
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Außerdem sind die K-Algebren BG und KpiG isomorph.
Da jeder Buchstabe ho¨chstens einmal in einem Wort aus W auftaucht, haben die la¨ngsten
Wo¨rter in W genau m + n = |G0| Buchstaben. Weiter ist r ho¨chstens das Minimum von
m und n. Im folgenden leiten wir eine Dimensionsformel fu¨r KpiG her:
Es gibt genau 2m Wo¨rter in W u¨ber Q und 2n Wo¨rter u¨ber S .
Nun sehen wir auf diejenigen w ∈ W, in denen sowohl Quellen als auch Senken
vorkommen. Es seien ∅ , A ⊆ Q und ∅ , B ⊆ S sowie a = |A| und b := |B|. Es
ist w(A)w(B) das einzige Wort in W mit {w} = A ∪ B und A0 = A, und es ist das
einzige Wort mit Br+1 = B. Wir notieren
(
x
x1,...,xr
)
fu¨r den Multinomialkoeffizienten(
x
x1
)(
x−x1
x2
)
. . .
(
x−x1...−xr−1
xr
)
, der angibt, wieviele Mo¨glichkeiten es gibt, eine Menge X mit x
Elementen auf Tupel (X1, . . . , Xr) von Teilmengen Xi ⊆ X mit |Xi| = xi zu verteilen. Die
Anzahl der restlichen Wo¨rter w ∈ W mit {w} = A ∪ B ist:
t(a, b) :=
∑
p∈a−1 0
q∈b−1 0
(
a
p
)(
b
q
) 
min(a−p,b−q)∑
r=1
∑
pi ,qi,0,
p1+...+pr = (a−p)
q1+...+qr = (b−q)
(
a − p
p1, . . . , pr
)(
b − q
q1, . . . , qr
)
Damit ist die Dimension von BG:
dimK BG = 2m + 2n +
∑
a∈m
b∈n
((
m
a
)(
n
b
)
(1 + t(a, b))
)
Beweis: Es sei B = {Xw | w ∈ W} die Menge der durch W indizierten Monome von BG.
Zur multiplikativen Abgeschlossenheit: Es seien w = w(A0) . . .w(Br+1) ∈ W und x ∈
G0. Ist x < {w}, so liegt XwXx = Xv wieder in B, wobei die Form des Wortes v ∈ W davon
abha¨ngt, ob w mit einer Quellen- oder Senkenmenge endet und x eine Quelle oder Senke
ist; mit w′ = w(A0) . . .w(Ar−1) gilt:
v =

w′w(Ar)w({x}) falls x ∈ S , Br+1 = ∅
w′w(Ar)w(Br+1)w({x}) falls x ∈ Q, Br+1 , ∅
w′w(Ar)w(Br+1 ∪ {x}) falls x ∈ S , Br+1 , ∅
w′w(Ar ∪ {x}) falls x ∈ Q, Br+1 = ∅
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Jetzt sei x ∈ {w}. Falls x eine Senke ist, so ist x natu¨rlich auch eine in jedem Unterko¨cher
von G und es folgt: XwXx = Xw. Ist x eine Quelle, so seien k ∈ r 0 mit x ∈ Ak,
Ck := Ak\{x} und u, v die Wo¨rter mit w = u w(Ak)  v. Dann gilt:
XwXx = Xu w(Ak)  vXx = Xu w(Ck)  vXx
In dem Monom Xu w(Ck)  v ist Xx kein Faktor. Nach den U¨berlegungen zum ersten Fall
”x < {w}“ genu¨gt es deswegen zu zeigen, dass Xu w(Ck)  v zu einer Normalform geho¨rt.
Falls Ak von {x} verschieden ist, also Ck , ∅, so gilt dies offensichtlich. Andernfalls ist
Ak = {x}. Ist k = 0, so ist Ck = ∅ erlaubt und u w(Ck)  v = w(∅)v deshalb ein Element
in W. Im Fall k > 0 mu¨ssen wir, um die Normalform zu erhalten, noch die zu w(Ak)
benachbarten Senkenwo¨rter zusammenfassen:
u w(Ck)  v = w(A0) . . .w(Ak−1)w(Bk)w(∅)w(Bk+1) . . .w(Br+1)
= w(A0) . . .w(Ak−1)w(Bk ∪ Bk+1) . . .w(Br+1) ,
Zur Verschiedenheit der Monome: Es seien v = w(A0) . . .w(Br+1) und
w = w(C0) . . .w(Ds+1) verschiedene Elemente aus W. Sind die Mengen {v} und
{w} verschieden, so unterscheiden sich die Monome Pv und Pw schon in ihrer Wirkung
auf den einfachen G-Darstellungen. Es gelte jetzt {v} = {w}. Insbesondere tauchen
dann in v – also auch in w – sowohl Quellen als auch Senken auf. Dann gibt es ein
0 ≤ k ≤ min{r, s} minimal mit Ak , Ck oder Bk , Dk, wobei B0 := ∅=: D0 sei.
1. Fall: k = 0 In diesem Fall gilt A0 , C0. Wir ko¨nnen o.B.d.A. annehmen, dass es
ein a ∈ A0\C0 gibt. Dann liegt a auch in einem Ck fu¨r ein 0 < k ≤ s. Wir betrachten
nun die injektiv unzerlegbare G-Darstellung Ix fu¨r eine Senke x ∈ Dk , ∅. In v steht a
vor allen in v auftretenden Senken, also auch vor x. In w hingegen steht a nach x. Wir
haben also v = v1  a  v2  x  v3 und w = w1  x w2  a w3 fu¨r Wo¨rter v1, v2, v3,w1,w2,w3
u¨ber G0, in denen weder a noch x auftreten. Ist ferner j ∈ r + 1 mit x ∈ B j, also mit
{v3} ∩ Q = A j ∪ . . . ∪ Ar, so folgt:
IxPv = IxPv1  a  v2  x  v3 = IxPx  v3 =
⊕
b∈Q
S bPv3 =
⊕
b∈Q\{v3}
S b =
⊕
b∈Q\(A j∪...∪Ar)
S b
Ebenso ko¨nnen wir IxPw berechnen:
IxPw =
⊕
b∈Q\{w2aw3}
S b =
⊕
b∈Q\(Ck∪...∪Cs)
S b
Weil a in A0 und damit nicht in A j ∪ . . .∪Ar liegt, ist S a ein direkter Summand von IxPv.
Von IxPw ist S a jedoch kein direkter Summand, weil a in Ck liegt. Somit sind Pv und Pw
verschieden.
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2.1 Fall: k ≥ 1 und Bk , Dk O.b.d.A. nehmen wir an, dass es eine Senke x in Bk\Dk
gibt. Es sei dann k < l ≤ s + 1 mit x ∈ Dl. Wegen {v} = {w} und Cl−1 , ∅ gilt
Ak ∪ . . . ∪ Ar = Ck ∪ . . . ∪ Cs , Cl ∪ . . . ∪ Cs. Infolgedessen unterscheiden sich Pv und
Pw auf Ix:
IxPv =
⊕
b∈Q\(Ak∪...∪Ar)
S b ,
⊕
b∈Q\(Cl∪...∪Cs)
S b = IxPw
2.2 Fall: k ≥ 1 und Bk = Dk Nach dem Fall k = 0 unterscheiden sich
Pw(Ak)...w(Br+1) und Pw(Ck)...w(Ds+1) auf einem injektiv Unzerlegbaren Ix fu¨r eine
geeignete Senke x ∈ Bk+1 ∪ . . . ∪ Br+1. Da diese Senke dann insbesondere nicht
in B0 ∪ . . . ∪ Bk−1 = C0 ∪ . . . ∪Ck−1 liegt, ergibt sich die Verschiedenheit von Pv und Pw
aus:
IxPv = IxPw(Ak)w(Bk+1)...w(Br)w(Ar)w(Br+1) , IxPw(Ck)w(Dk+1)...w(Ds)w(Cs)w(Ds+1) = IxPw

Beispiel 4.2: Die Monoidalgebra zum bipartiten Euklidischen-Ko¨cher vom
Typ A˜3
Es sei G = G(2, 2). Die Dimension der Monoidalgebra KpiG berechnet sich nach der
Dimensionsformel (s. S. 128) wie folgt:
4 + 4 +
(
2
1
)(
2
1
)
(1 + t(1, 1)) +
(
2
1
)(
2
2
)
(1 + t(1, 2)) +
(
2
2
)(
2
1
)
(1 + t(2, 1)) +
(
2
2
)(
2
2
)
(1 + t(2, 2))
= 4 + 4 + 4 · 2 + 2 · 4 + 2 · 4 + 14 = 45
Der Gabriel-Ko¨cher von KpiG  BG ist nach dem Korollar 2.14 der unten abgebildete.
Weil die Dimension der Wegealgebra des Gabriel-Ko¨chers nun 16 + 25 + 4 = 45 ist, also
mit der Dimension vonKpiG u¨bereinstimmt, ist die AlgebraKpiG schon die Wegealgebra
ihres Gabriel-Ko¨chers:
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2 1, 3 1, 3, 4
1 3 1, 2 14 2, 3 3, 4 2, 3, 4 1, 2, 4
4 2, 4 1, 2, 3
∅ 1, 2, 3, 4
4.3 Umgebungsko¨cher eines Punktes
In einem endlichen, zykellosen Ko¨cher Q ist der Umgebungsko¨cher G eines Punktes
z der volle Unterko¨cher, der alle Nachbarn von z entha¨lt. Nach dem Korollar 4.1 ist
die zugeho¨rige Monoidalgebra KpiG stets eine Unteralgebra von KpiQ, wenn wir auf
dieselbe Weise wie bisher eine Normalform von G bestimmen ko¨nnen. Dies machen wir
in diesem Unterabschnitt. Es sei G der folgende Ko¨cher mit n Senken und m Quellen:
s1 s2 . . . sn
z
q1 q2 . . . qm
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Somit ist G0 = S ∪ {z} ∪ Q, wobei S wieder die Menge der Senken und Q die der
Quellen bezeichne. Ist I eine Teilmenge von P := S ∪ Q und I ∩ Q = qm1 < . . . < qmr
sowie I ∩ S = sn1 < . . . < snt , so bezeichnen wir das Wort qm1  . . .  qmr  sn1  . . .  snt
auch mit I (und nicht wie bisher – im Fall M∩ S = ∅ – mit w(M)). Dabei sei < die durch
die Ordnung auf den Indizies induzierte Ordnung auf S bzw. auf Q.
4.9 Proposition. Es sei I die Menge derjenigen Tupel (I0, I1, . . . , Ir+1), fu¨r die gilt:
• Es ist −1 ≤ r und I0, I1, . . . , Ir+1 sind paarweise disjunkte Teilmengen von S ∪ Q.
• Fu¨r alle k ∈ r ist sowohl Ik ∩ Q als auch Ik ∩ S nichtleer.
Eine Normalform von BG wird geza¨hlt durch die Menge I vermo¨ge der Abbildung:
I −→ BG
I = (I0, I1, . . . , Ir, Ir+1) 7→
XI0 =: XI falls I = (I0)XI0 z I1 z... z Ir z Ir+1 =: XI sonst
Außerdem sind die Algebren BG und KpiG isomorph.
Beweis: Zur multiplikativen Abgeschlossenheit: Es sei I = (I0, I1, . . . , Ir+1) ∈ I und
x ∈ G0. Wir setzen I′ :=∪r+1k=0Ik.
1. Fall: x ist eine Senke Liegt x schon in I′, so gilt XIXx = XI , weil x dann auch eine
Senke in jedem Unterko¨cher von G ist. Gilt hingegen x < I′, so folgt XIXx = XJ mit
J = (I0, I1 . . . , Ir, Ir+1 ∪ {x}) ∈ I.
2. Fall: x = z Ist I = I0, so ist XIXz = XI0 z = XJ mit J = (I0, ∅) ∈ I. Es sei jetzt
r+1 ≥ 1. Ist Ir+1 = ∅, so endet XI mit z und XIXz = XI . Ist Ir+1 eine nichtleere Teilmenge
von S (bzw. von Q), so ist z eine Quelle (resp. eine Senke) in dem Unterko¨cher Gz  Ir+1
und es folgt:
XIXz = XI0 z I1...Ir Xz Ir+1 Xz =
XI0 z I1...Ir XIr+1 Xz falls Ir+1 ⊆ SXI0 z I1...Ir Xz Ir+1 falls Ir+1 ⊆ Q
Damit haben wir XIXz = XJ mit J = (I0, . . . , Ir−1, Ir ∪ Ir+1) ∈ I falls Ir+1 ⊆ S gilt bzw.
J = I falls Ir+1 ⊆ Q gilt.
Es gelte jetzt Ir+1∩Q , ∅ , Ir+1∩S . Dann geho¨rt das Produkt XIXx zu der Normalform
XJ mit J = (I0, I1, . . . , Ir, Ir+1, ∅) ∈ I.
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3. Fall: x ist eine Quelle Gilt x < I′, so folgt XIXx = XJ mit:
J = (I0, I1, . . . , Ir, Ir+1 ∪ {x}) ∈ I
Ist x ∈ I′, so sei k ∈ r + 1 0 mit x ∈ Ik. Es folgt: XIXx = XJ mit:
J = (I0, I1, . . . , Ik−1, Ik\{x}, Ik+1, . . . , Ir+1 ∪ {x}) ∈ I
Falls x nicht die einzige Quelle in Ik oder Ik = I0 ist, so ist J ein Element in I. Ist x
jedoch die einzige Quelle in Ik , I0, so gilt Xz Ik\{x} z = XIk\{x} z, weswegen in diesem Fall
das Produkt XIXx zu der Normalform XJ′ geho¨rt mit:
J′ = (I0, I1, . . . , Ik−1 ∪ Ik\{x}, Ik+1, . . . , Ir+1 ∪ {x}) ∈ I
Zur Verschiedenheit der Monome: Es seien I = (I0, I1, . . . , Ir+1) und J =
(J0, J1, . . . , Jt+1) verschiedene Elemente in I. Wie zuvor unterscheiden sich PI und PJ
auf den einfachen Darstellungen S b mit b ∈ G0, wenn I′ :=∪r+1k=0Ik , ∪t+1k=0Jk =: J′ gilt.
Jetzt gelte deshalb: I′ = J′. Es sei weiter k ∈ r + 1 minimal mit Ik , Jk, wobei wir
Jt+2 := ∅ setzen.
1. Fall: k = 0 Insbesondere ist J dann keine Teilfolge von I und I keine von J.
1.1 Fall: Es gibt eine Quelle in I0\ J0 ∪ J0\ I0 Es sei o.B.d.A. a ∈ I0 \ J0 eine Quelle.
Wegen I′ = J′ liegt a ∈ Ji fu¨r ein i ∈ t + 1 . Daraus folgt insbesondere J , (J0). Auf
der injektiv unzerlegbaren G-Darstellung Uz zum Punkt z unterscheiden sich PI und PJ .
Denn im Fall I , (I0) gilt:
UzPI = UzPI0PzPI1 z... z Ir z Ir+1 = UzPzPI1 z... z Ir z Ir+1
=
⊕
b∈Q
S bPI1 z... z Ir z Ir+1 =
⊕
b∈Q\(I1∪...∪Ir+1)
S b,
womit in UzPI der Einfache S a ein direkter Summand ist. Wa¨hrenddessen ist S a kein
direkter Summand von UzPJ =
⊕
b∈Q\(J1∪...∪Jt+1) S b.
Im Fall I = (I0) ist UzPI = UzPI0 = Uz. In jedem Fall sind PI und PJ verschieden.
1.2 Fall: I0 ∩ Q = J0 ∩ Q Weil I0 , J0 gilt, gibt es o.B.d.A. eine Senke s in I0\ J0 und
dazu ein 0 < i ≤ t + 1 mit s ∈ Ji. Damit gilt wieder J , (J0) und im Fall I = (I0)
unterscheiden sich PI und PJ auf Uz. Ist i = t + 1, so gilt fu¨r die injektiv unzerlegbare
G-Darstellung Us zum Punkt s einerseits:
UsPJ = UsPJ0 z...Jt z Jt+1 = UsPJt+1 = Uz
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und andererseits:
UsPI = UsPI0Pz I1...Ir z Ir+1 = UzPz I1...Ir z Ir+1 =
⊕
b∈Q\(I1∪...∪Ir+1)
S b
Es sei jetzt also i ≤ t. Dann gibt es in Ji eine Quelle a. Weil daraus a < J0 ∩ Q = I0 ∩ Q,
also a ∈ I j fu¨r ein 0 < j ≤ r + 1 folgt, ist S a kein direkter Summand von UsPI aber einer
von UsPJ , denn es gilt:
UsPJ = UsPJi z...Jt z Jt+1 = UzPz Ji+1 z... z Jt+1 =
⊕
b∈Q\(Ji+1∪...∪Jt+1)
S b
2. Fall: k > 0
2.1 Fall: Es gibt eine Quelle in Ik\ Jk oder in Jk\ Ik: O.B.d.A. sei a ∈ Ik\ Jk eine
Quelle und k < i ≤ t + 1 mit a ∈ Ji.
2.1.1 Fall: Ik und Jk haben eine Senke s gemeinsam Dann unterscheiden sich PI und
PJ auf Us. Denn falls k ≤ r gilt, so ist S a ein direkter Summand von
UsPI =
⊕
b∈Q\(Ik+1∪...∪Ir+1)
S b
und im Fall k = r + 1 gilt: UsPI = Uz. In beiden Fa¨llen ist UsPI nicht isomorph zu
UsPJ =
⊕
b∈Q\(Jk+1∪...∪Jt+1)
S b
weil S a ein direkter Summand von UsPJ ist.
2.1.2 Fall: Ik und Jk haben keine Senke gemeinsam Es sei dann s eine Senke von Jk.
Dann liegt s zwar nicht in Ik, aber in einem I j fu¨r ein k < j ≤ r + 1. Insbesondere folgt
daraus k < r + 1 und damit:
UsPI =
⊕
b∈Q\(I j+1∪...∪Ir+1)
S b
Weil a nur in Ik liegt, ist S a demnach ein direkter Summand von UsPI . Weiterhin gilt
k < i ≤ t + 1, weswegen S a kein direkter Summand von
UsPJ =
⊕
b∈Q\(Jk+1∪...∪Jt+1)
S b
ist.
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2.2 Fall: Ik ∩ Q = Jk ∩ Q Dann gibt es eine Senke s ∈ Ik\ Jk und einen Index k < i ≤
t + 1 mit s ∈ Ji.
2.2.1 Fall: i , t + 1 Dann existiert in Ji auch ein Punkt a, der eine Quelle ist. Dieser
kann dann nicht in Jk und damit auch nicht in Ik liegen, weshalb a in einem I j fu¨r ein
k < j ≤ r + 1 enthalten ist. Es folgt:
UsPI =
⊕
b∈Q\(Ik+1∪...∪Ir+1)
S b
und
UsPJ =
⊕
b∈Q\(Jk+1∪...∪Jt+1)
S b
Dabei ist S a kein direkter Summand von UsPI , jedoch einer von UsPJ .
2.2.2 Fall: i = t + 1 In diesem Fall ist UsPJ = Uz unzerlegbar und nicht einfach. Ist
nun k , r + 1, so ist
UsPI =
⊕
b∈Q\(Ik+1∪...∪Ir+1)
S b
hingegen eine Summe von Einfachen und demnach nicht zu UsPJ isomorph.
Es gelte nun k = r + 1. Fu¨r alle Senken s˜ ∈ Ik gilt dann U s˜PI = Uz. Es entha¨lt jedoch
Jk mindestens eine Senke s′ wegen k , t + 1. Diese muss in Ik liegen, weil k = r + 1
minimal mit Ik , Jk ist und weil I′ = J′ gilt. Auf der injektiv unzerlegbaren Darstellung
Us′ zu dieser Senke unterscheiden sich PI und PJ:
Us′PJ =
⊕
b∈Q\(Jk+1∪...∪Jt+1)
S b , Uz = Us′PI
In allen Fa¨llen gibt es eine injektiv unzerlegbare Darstellung, auf der PI und PJ unter-
schiedlich wirken und demzufolge verschieden sind. 
Beispiel 4.3: Die Monoidalgebra zum linear orientierten Dynkin-Ko¨cher vom
Typ D4
Es sei G der linear orientierte Dynkin-Ko¨cher vom Typ D4 mit der folgenden Benennung
der Punkte:
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1 2
z
a
Wir listen im Folgenden die nach der letzten Proposition gewonnene Normalform B von
KpiG auf. Fu¨r r = −1, also I = (I0), liegen in B die folgenden 8 Monome:
P∅,Pa, P1, P2, Pa1, Pa2, P12, Pa12
Im Fall r = 1, also I = (I0, I1) stellen sich keine Bedingungen an I0 und an I1.
Fu¨r I0 = ∅ = I1, also I = (∅, ∅) liegt in B das folgende Monom:
Pz
Fu¨r I0 , ∅ = I1, also I = (I0, ∅), liegen in B die folgenden 7 Monome:
Pa z, P1 z, P2 z, Pa1 z, Pa2 z, P12 z, Pa12 z
Fu¨r I0 = ∅ , I1, also I = (∅, I1), liegen in B die folgenden 7 Monome:
Pz a, Pz 1, Pz 2, Pz a1, Pz a2, Pz 12, Pz a12
Fu¨r I0 , ∅ , I1, also I = (∅, I1), liegen in B die folgenden 12 Monome:
Pz a z 1, Pz a z 2, Pa1 z 2, P1 z a, P1 z 2, P1 z a2,
P2 z a, P2 z 1, P2 z a1, P12 z a, P1a z 2, P2a z 1
Im Fall r = 2, also I = (I0, I1, I2), stellen sich keine Bedingungen an I0 und an I2. Aber
in I1 muss sowohl eine Quelle als auch eine Senke enthalten sein.
Fu¨r I0 = ∅ = I1, also I = (∅, I1, ∅), liegen in B die folgenden 3 Monome:
Pz a1 z, Pz a2 z, Pz a12 z,
Fu¨r I0 , ∅ = I2, also I = (I0, I1∅), liegen in B die folgenden 2 Monome:
P1 z a2 z, P2 z a1 z
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4.3 Umgebungsko¨cher eines Punktes
Fu¨r I0 = ∅ , I1, also I = (∅, I1, I2), liegen in B die folgenden 2 Monome:
Pz a1 z 2, Pz a2 z 1
Schließlich ist I0 , ∅ , I1 nicht mo¨glich, da |I1| ≥ 2 gelten muss.
Insgesamt hat KpiQ  BG also die Dimension 42.
Der Gabriel-Ko¨cher von BG ist nach dem Korollar 2.14 dieser:
1 2 1, 2
z z, 1 z, 2 z, 1, 2
∅ a, z, 1, 2
a a, 1 a, 2 a, 1, 2
a, z a, z, 1 a, z, 2
Die Monoidalgebra ist also isomorph zu der Wegealgebra seines Gabriel-Ko¨chers, denn
die Dimension der Wegealgebra ist 16 + 14 + 10 + 2, also auch:
42
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