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zations of a basis in semilinear space of n-dimensional vectors over
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and gives some necessary and sufficient conditions that each basis
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1. Introduction
The study of semilinear structures over zerosumfree semirings has a long history. In 1979,
Cuninghame-Green built a theory similar to that of linear algebra in min-plus algebra, for instance
in [5], systems of linear equations, eigenvalue problems, independence, rank and dimension. Since
then, a number of works on semilinear structure over zerosumfree semirings were published (see e.g.
[2–4,11,12]). In 2007, Di Nola et al. used the notions of semirings and semimodule to introduce the
notion of semilinear space in the MV-algebraic setting, and obtained some similar results as those
of classical linear algebras (see [7]). But some facts known about bases in linear spaces have not yet
been proved, one of them is whether each basis has the same number of elements. This question has
a positive answer in max-plus algebra (see [6]). In 2010, Zhao and Wang gave a sufficient condition
that each basis has the same number of elements over commutative zerosumfree semirings (see [15]),
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moreover, they also obtained a necessary and sufficient condition that each basis has the same num-
ber of elements over join-semirings (see [16]), where a join-semiring is just a kind of zerosumfree
semiring. Another question is whether a set of linearly independent vectors can be extended to a basis
over semirings. This problem has a negative answer in [7]. In this paper, we shall investigate the two
problems as mentioned above over zerosumfree semirings.
The paper is organized as follows. For the sake of convenience, some notions and previous results
are given in Section 2. Section 3 gives some necessary and sufficient conditions that each basis has the
same number of elements in semilinear spaces of n-dimensional vectors over zerosumfree semirings.
Section 4 is devoted to discuss some conditions that a set of vectors is a basis and that a set of linearly
independent vectors can be extended to a basis in semilinear space of n-dimensional vectors over ze-
rosumfree semirings. In Section 5, we present a necessary and sufficient condition that two semilinear
spaces are of isomorphism. Conclusions are given in Section 6.
2. Previous results
In this section, we give some definitions and preliminary lemmas.
Definition 2.1 [17,8]. A semiring L = 〈L,+, ·, 0, 1〉 is an algebraic structure with the following
properties:
(i) (L,+, 0) is a commutative monoid,
(ii) (L, ·, 1) is a monoid,
(iii) r · (s + t) = r · s + r · t and (s + t) · r = s · r + t · r hold for all r, s, t ∈ L,
(iv) 0 · r = r · 0 = 0 holds for all r ∈ L,
(v) 0 = 1.
A semiring L is commutative if r · r′ = r′ · r for all r, r′ ∈ L. A semiring L is called zerosumfree if
a + b = 0 implies that a = b = 0 for any a, b ∈ L.
Example 2.1. LetR be the set of all real numbers. Then L = 〈R∪{−∞},+, ·,−∞, 0〉 is a semiring,
where a + b = max{a, b} and a · b = a + b for a, b ∈ R ∪ {−∞} in which the last + stands for the
usual addition of real numbers.
Note that the semiring L = 〈R ∪ {−∞},+, ·,−∞, 0〉 is usually called a max-plus algebra or a
schedule algebra (see e.g. [1,2,6]).
Example 2.2. Let N = {0, 1, . . . , n, . . .} be the set of all nature numbers. Then N with the usual
operations of addition and multiplication of integers is a commutative zerosumfree semiring.
Example 2.3 [15]. The fuzzy algebra [0, 1] under the operations a + b = max{a, b} and a · b =
min{a, b} for all a, b ∈ [0, 1], the nonnegative real numbers with the usual operations of addition
and multiplication, the nonnegative integers under the operations a + b = g.c.d.{a, b} and a · b =
l.c.m.{a, b} for nonnegative integers a and b, and g.c.d. (resp. l.c.m.) stands for the greatest (resp. least)
common divisor (resp. multiple) between a and b, are all commutative zerosumfree semirings.
Definition 2.2 [17]. Let L = 〈L,+, ·, 0, 1〉 be a semiring and let A = (A,+A, 0A) be a commutative
monoid. If *: L × A → A is an external multiplication such that
(i) (r · r′) ∗ a = r(r′ ∗ a),
(ii) r ∗ (a +A a′) = r ∗ a +A r ∗ a′,
(iii) (r + r′) ∗ a = r ∗ a +A r′ ∗ a,
(iv) 1 ∗ a = a,
(v) 0 ∗ a = r ∗ 0A = 0A,
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for all r, r′ ∈ L and a, a′ ∈ A then 〈L,+, ·, 0, 1; ∗; A,+A, 0A〉 is called a left L-semimodule. The defi-
nition of right L-semimodule is analogous, where the external multiplication is defined as a function
A × L → A.
The following definition is a general version of that of a semilinear space in [7]:
Definition 2.3. Let L = 〈L,+, ·, 0, 1〉 be a semiring. Then a semimodule over L is called an L-
semilinear space.
Note that in Definition 2.3, a semimodule stands for a left L-semimodule or a right L-semimodule
as in [7]. Elements of an L-semilinear space will be called vectors and elements of a semiring scalars
(called also coefficients). The former will be denoted by bold letters to distinguish them from scalars.
Without loss of generality, in what follows, we consider left L-semimodules for convenience of
notation. Let n = {1, . . . , n}. Then we can construct an L-semilinear space as follows.
Example 2.4. (a) Let L=〈L,+, ·, 0, 1〉 be a semiring. For each n  1, let
Vn(L) = {(a1, a2, . . . , an)T : ai ∈ L, i ∈ n}.
Define
x + y = (x1 + y1, x2 + y2, . . . , xn + yn)T ,
r ∗ x = (r · x1, r · x2, . . . , r · xn)T
for all x = (x1, x2, . . . , xn)T , y = (y1, y2, . . . , yn)T ∈ Vn(L) and r ∈ L, where (x1, x2, . . . , xn)T de-
notes the transpose of (x1, x2, . . . , xn). ThenVn = 〈L,+, ·, 0, 1; ∗; Vn(L),+, 0n×1〉 is anL-semilinear
space with 0n×1 = (0, 0, . . . , 0)T .
(b) Let X = ∅, L = 〈L,+, ·, 0, 1〉 be a semiring. Put A = LX = {f : f : X → L} and for all f , g ∈ A
define
f(x) +A f(y) = f(x) + f(y),
r ∗ f(x) = r · f(x) for all x, y ∈ X, r ∈ R.
Let 0A be the function 0A : x → 0. Then A = 〈L,+, ·, 0, 1; ∗; A,+A, 0A〉 is an L-semilinear space.
From now on, without causing confusion we use ra instead of r ∗ a for all r ∈ L and a ∈ A in an
L-semilinear space 〈L,+, ·, 0, 1; ∗; A,+A, 0A〉.
Definition 2.4 [7]. Let 〈L,+, ·, 0, 1; ∗; A,+A, 0A〉 be an L-semilinear space. The expression
λ1a1 +A · · · +A λnan,
where λ1, . . . , λn ∈ L are scalars is called a linear combination of vectors a1, . . . , an ∈ A.
Definition 2.5 ([7]). InL-semilinear space, a single vector a is linearly independent. Vectors a1,. . . , an,
n  2, are linearly independent if none of them can be represented by a linear combination of the
others. Otherwise, we say that vectors a1, . . . , an are linearly dependent. An infinite set of vectors is
linearly independent if any finite subset of it is linearly independent.
Notice that alternative concepts related to lineardependenceand linear independence in semilinear
spaces or semimodules have been studied by other authors (see e.g. [4–6,8–10]).
A nonempty subset of an L-semilinear space is called a set of generators if every element of the
L-semilinear space is a linear combination of its elements (see e.g. [6]).
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Definition 2.6 ([8]). A linearly independent set of generators of an L-semilinear space A is called a
basis of A.
Example 2.5. Let L = 〈L,+, ·, 0, 1〉 be the last semiring in Example 2.3. Then in L-semilinear space
V2, both vectors
⎛
⎝ 1
0
⎞
⎠,
⎛
⎝ 0
1
⎞
⎠ and vectors
⎛
⎝ 2
0
⎞
⎠ ,
⎛
⎝ 3
0
⎞
⎠ ,
⎛
⎝ 0
2
⎞
⎠ ,
⎛
⎝ 0
3
⎞
⎠ are bases of V2, and
⎛
⎝ 2
0
⎞
⎠ =
2
⎛
⎝ 2
0
⎞
⎠+ 2
⎛
⎝ 3
0
⎞
⎠+ 0
⎛
⎝ 0
2
⎞
⎠+ 0
⎛
⎝ 0
3
⎞
⎠ = 2
⎛
⎝ 1
0
⎞
⎠+ 0
⎛
⎝ 0
1
⎞
⎠ .
We denote by Mm×n(L) the set of all m × n matrices over a semiring L=〈L,+, ·, 0, 1〉. Especially
letMn(L) = Mn×n(L). Given A = (aij)m×n, B = (bij)m×n ∈ Mm×n(L) and C = (cij)n×l ∈ Mn×l(L), we
define that
A + B = (aij + bij)m×n,
AC =
⎛
⎝∑
k∈n
aik · ckj
⎞
⎠
m×l
,
λA = (λaij)m×n for all λ ∈ L.
Then 〈Mn(L),+, ·,On, In〉 is a semiring with
On =
⎛
⎜⎜⎜⎜⎜⎜⎝
0 0 · · · 0
0 0 · · · 0
· · · · · ·
0 0 · · · 0
⎞
⎟⎟⎟⎟⎟⎟⎠
and In =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 0 · · · 0
0 1 · · · 0
· · · · · ·
0 0 · · · 1
⎞
⎟⎟⎟⎟⎟⎟⎠
.
Some notions can also be extended to elements of Mm×n(L) in the same way as in classical linear
algebra, such as a permutation matrix, a diagonal matrix, etc., we omit them.
Definition 2.7 ([8]). An element a ∈ L is called invertible in the semiring L=〈L,+, ·, 0, 1〉 if there
exists an element b ∈ L such that ab = ba = 1. Such element b is said to be an inverse of a, and
denoted a−1. Let U(L) denote the set of all invertible elements in the semiring L.
Definition 2.8 ([8]). A matrix A inMn(L) is said to be right invertible (resp. left invertible) if AB = In
(resp. BA = In) for some B ∈ Mn(L). The matrix B is called a right inverse (resp. left inverse) of A in
Mn(L). If A is both right and left invertible inMn(L), then it is called invertible.
Let A ∈ Mn(L). Denote by P the set of all the permutations of the set {1, 2, . . . , n}. The determinant
of A, in symbols det(A), is defined by :
det(A) = ∑
σ∈P
a1,σ (1) · a2,σ (2) · · · · · an,σ (n).
From the above definition, we know that det(A) = det(AT ).
Lemma 2.1 ([13]). Let A ∈ Mn(L). If there exists an index k ∈ n such that ajk = 0 for all j ∈ n, then
det(A) = 0.
In what follows, we always suppose that L=〈L,+, ·, 0, 1〉 is a commutative zerosumfree semiring.
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Lemma 2.2 ([14]). Let A ∈ Mn(L). Then the following statements are equivalent:
(1) A is right invertible;
(2) A is left invertible;
(3) A is invertible;
(4) AAT is an invertible diagonal matrix;
(5) ATA is an invertible diagonal matrix.
Lemma 2.3 ([14]). Let A, B ∈ Mn(L). If A is invertible, then det(AB) = det(A) · det(B) and det(BA) =
det(B) · det(A).
3. The cardinality of basis in Vn
FromExample 2.5, we know that each basismay have different number of elements inL-semilinear
space Vn. In this section, we shall investigate some necessary and sufficient conditions that each basis
of L-semilinear space Vn has the same number of elements.
It is clear that {e1, e2, . . . , en} is a basis of Vn, where
e1 =
⎛
⎜⎜⎜⎜⎜⎜⎝
1
0
· · ·
0
⎞
⎟⎟⎟⎟⎟⎟⎠
, e2 =
⎛
⎜⎜⎜⎜⎜⎜⎝
0
1
· · ·
0
⎞
⎟⎟⎟⎟⎟⎟⎠
, . . . , en =
⎛
⎜⎜⎜⎜⎜⎜⎝
0
0
· · ·
1
⎞
⎟⎟⎟⎟⎟⎟⎠
.
We call the basis {e1, e2, . . . , en} the standard basis of Vn (see [15]).
Let r ∈ L. For all a, b ∈ L, if r = a + b implies that r = a or r = b, then r is called an additive
irreducible element of semiring L.
Lemma 3.1. Let A be an L-semilinear space. If both S and T are basis of A, then S is finite if and only if so
is T.
Proof. By Definitions 2.4, 2.5 and 2.6, it is obvious that S is finite if and only if so is T . 
Note that by Lemma 3.1, each basis in Vn is finite since {e1, e2, . . . , en} is a basis of Vn.
Theorem 3.1. In L-semilinear space Vn, each basis has the same number of elements if and only if 1 is an
additive irreducible element.
Proof. Necessity. If each basis has the same number of elements in L-semilinear space Vn, then it
follows from Example 2.5 that 1 is an additive irreducible element.
Sufficiency. Let
a1 =
⎛
⎜⎜⎜⎜⎜⎜⎝
a11
a21
· · ·
an1
⎞
⎟⎟⎟⎟⎟⎟⎠
, a2 =
⎛
⎜⎜⎜⎜⎜⎜⎝
a12
a22
· · ·
an2
⎞
⎟⎟⎟⎟⎟⎟⎠
, . . . , am =
⎛
⎜⎜⎜⎜⎜⎜⎝
a1m
a2m
· · ·
anm
⎞
⎟⎟⎟⎟⎟⎟⎠
be a basis of L-semilinear space Vn, and {a1, a2, . . . , am} = {e1, e2, . . . , en}. Then every ej , j ∈ n, can
be represented by a linear combination of a1, a2, . . . , am. Let
ej = λ1a1 + λ2a2 + · · · + λmam
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with λi ∈ L. Then
1 = λ1aj1 + λ2aj2 + · · · + λmajm (1)
and
0 = λ1ai1 + λ2ai2 · · · + λmaim for any i ∈ n, i = j. (2)
Formula (1) implies that there exists an index s ∈ m such that λsajs = 1 since 1 is an additive
irreducible element. Thus λs, ajs ∈ U(L) by Definition 2.7. It follows from Formula (2) that λsais = 0
since L is zerosumfree, therefore ais = 0 for any i ∈ n, i = j. Consequently,
as = (0, . . . , 0, ajs, 0, . . . , 0)T , ajs ∈ U(L).
Thus ej can be represented by a linear combination of as. This means that for every ej , j ∈ n, there
exists a vector as = (0, . . . , 0, ajs, 0, . . . , 0)T ∈ {a1, a2, . . . , am} with ajs ∈ U(L) such that ej can be
represented by a linear combination of as. Therefore,m = n since {a1, a2, . . . , am} is a basis of Vn, i.e.,
the cardinality of each basis in Vn is n. 
The proof of Theorem 3.1 implies that the following statement holds:
Corollary 3.1. If 1 is an additive irreducible element, then {a1, a2, . . . , an} is a basis ofL-semilinear space
Vn if and only if
a1 =
⎛
⎜⎜⎜⎜⎜⎜⎝
a11
0
· · ·
0
⎞
⎟⎟⎟⎟⎟⎟⎠
, a2 =
⎛
⎜⎜⎜⎜⎜⎜⎝
0
a22
· · ·
0
⎞
⎟⎟⎟⎟⎟⎟⎠
, . . . , an =
⎛
⎜⎜⎜⎜⎜⎜⎝
0
0
· · ·
ann
⎞
⎟⎟⎟⎟⎟⎟⎠
with aii ∈ U(L) for any i ∈ n.
Corollary 3.2. If 1 is an additive irreducible element and U(L) = {1}, then {e1, e2, . . . , en} is the unique
basis in n-dimensional L-semilinear space Vn.
Proof. By Corollary 3.1, it is obvious that {e1, e2, . . . , en} is the unique basis in Vn. 
Note that Theorem 3.1 generalizes Corollary 3.1 of [16] since a join-semiring is just a kind of zero-
sumfree semiring.
Example3.1. LetL = 〈[0, 1],+, ·〉,wherea+b = max{a, b} anda·b = min{a, b} for alla, b ∈ [0, 1].
It is easy to see thatU(L) = {1}, thus fromCorollary 3.2 theL-semilinear space Vn has the unique basis{e1, e2, . . . , en}. If L = 〈N,+, ·〉, where+, · are the usual operations of addition and multiplication,
then {e1, e2, . . . , en} is the unique basis in Vn.
Theorem 3.2. In L-semilinear space Vn, each basis has the same number of elements if and only if every
vector can uniquely be represented by a linear combination of each basis.
Proof. Sufficiency. Let {x1, x2, . . . , xn} and {y1, y2, . . . , ym} be two bases of Vn. If n = m, then n > m
or n < m. Suppose that n > m. Since x1, x2, . . . , xn is basis of Vn, every yi, i ∈ m, can be repre-
sented by a linear combination of x1, x2, . . . , xn, i.e. there exists aij ∈ L such that yi = ∑nj=1 aijxj by
Definition 2.4. Thus
(y1, y2, . . . , ym) = (x1, x2, . . . , xn)A
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with
A =
⎛
⎜⎜⎜⎝
a11 · · · a1n
· · · · · · · · ·
am1 · · · amn
⎞
⎟⎟⎟⎠
T
.
In a similar way, there exists bjk ∈ L such that xj = ∑mk=1 bjkyk for any j ∈ n since {y1, y2, . . . , ym} is
also a basis of Vn. Then
(x1, x2, . . . , xn) = (y1, y2, . . . , ym)B
with
B =
⎛
⎜⎜⎜⎝
b11 · · · b1m
· · · · · · · · ·
bn1 · · · bnm
⎞
⎟⎟⎟⎠
T
.
Therefore,
(x1, x2, . . . , xn) = (x1, x2, . . . , xn)AB.
This implies that AB = In since every vector can uniquely be represented by a linear combination of
each finite basis. Add n − m columns 0 to A, and add n − m rows 0 to B, then
(A0)
⎛
⎝ B
0
⎞
⎠ = In.
By Lemma 2.2, both (A0) and
⎛
⎝ B
0
⎞
⎠ are invertible matrices. On the other hand, with Lemmas 2.1 and
2.3 we know that
det
⎛
⎝(A0)
⎛
⎝ B
0
⎞
⎠
⎞
⎠ = det(A0) · det
⎛
⎝ B
0
⎞
⎠ = 0 = detIn = 1,
a contradiction. Similarly, we can prove that n < mwill deduce a contradiction. Therefore n = m.
Necessity. If each basis has the same number of elements in L-semilinear space Vn, then let {x1, x2,
. . . , xn} be a basis of L-semilinear space Vn. For each a ∈ Vn, suppose that
a = r1x1 + r2x2 + · · · + rnxn = r′1x1 + r′2x2 + · · · + r′nxn
with ri, r
′
i ∈ L. Let
(e1, e2, . . . , en) = (x1, x2, . . . , xn)C and
(x1, x2, . . . , xn) = (e1, e2, . . . , en)D,
where C,D ∈ Mn(L). Then
(e1, e2, . . . , en) = (e1, e2, . . . , en)DC,
so DC = In, i.e., D is an invertible matrix by Lemma 2.2. Therefore
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a = (x1, x2, . . . , xn)
⎛
⎜⎜⎜⎜⎜⎜⎝
r1
r2
· · ·
rn
⎞
⎟⎟⎟⎟⎟⎟⎠
= (x1, x2, . . . , xn)
⎛
⎜⎜⎜⎜⎜⎜⎝
r′1
r′2
· · ·
r′n
⎞
⎟⎟⎟⎟⎟⎟⎠
= (e1, e2, . . . , en)D
⎛
⎜⎜⎜⎜⎜⎜⎝
r1
r2
· · ·
rn
⎞
⎟⎟⎟⎟⎟⎟⎠
= (e1, e2, . . . , en)D
⎛
⎜⎜⎜⎜⎜⎜⎝
r′1
r′2
· · ·
r′n
⎞
⎟⎟⎟⎟⎟⎟⎠
.
Thus D
⎛
⎜⎜⎜⎜⎜⎜⎝
r1
r2
· · ·
rn
⎞
⎟⎟⎟⎟⎟⎟⎠
= D
⎛
⎜⎜⎜⎜⎜⎜⎝
r′1
r′2
· · ·
r′n
⎞
⎟⎟⎟⎟⎟⎟⎠
, therefore
⎛
⎜⎜⎜⎜⎜⎜⎝
r1
r2
· · ·
rn
⎞
⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎜⎝
r′1
r′2
· · ·
r′n
⎞
⎟⎟⎟⎟⎟⎟⎠
which means that every a can uniquely be
represented by a linear combination of x1, x2, . . . , xn. 
Proposition 3.1. Let A be an L-semilinear space. If there exists a basis of A which has a finite number of
vectors, and every vector ofA can be uniquely linearly represented by each basis, then every basis ofA has
the same number of vectors.
Proof. With Lemma 3.1, similar to Theorem 3.2 we can prove that every basis of A has the same
number of vectors. 
Definition 3.1. If each basis has the same number of elements, then we call the number of vectors in
each basis a dimension of L-semilinear space A, in symbols dim(A).
Notice that from Theorems 3.1 and 3.2 we know that if 1 is an additive irreducible element or
every vector of Vn can be uniquely represented by a linear combination of each basis, then
dim(Vn) = n.
4. The characterizations of bases in Vn
In n-dimensional L-semilinear space Vn, we know that not all sets of linearly independent vectors
are bases of Vn. In this section, we suppose that dim(Vn) = n, and we shall give some conditions that a
set of vectors is a basis and that a set of linearly independent vectors in Vn can be extended to a basis.
Two vectors x and y ∈ Vn are said to be orthogonal if xTy = 0. Let x1, x2, . . . , xm ∈ Vn. If xTi xj = 0
and xTi xi ∈ U(L) for all i = j, i, j ∈ m, then the set {x1, x2, . . . , xm} is said to be standard orthogonal.
Theorem 4.1. A standard orthogonal set is linearly independent.
Proof. Let {x1, x2, . . . , xm} be a standard orthogonal set in Vn. If there exists a vector xi, i ∈ m, such
that xi = ∑mj=1,j =i kjxj with kj ∈ L, then xTi xi =
∑m
j=1,j =i kjxTi xj = 0. This contradicts the fact that
xTi xi ∈ U(L). Thus the set {x1, x2, . . . , xm} is linearly independent. 
Theorem 4.2. Let A ∈ Mn(L). Then A is invertible if and only if Ax = b is solvable for every b ∈ Vn.
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Proof. We just need to prove the nontrivial part. Suppose that Ax = b is solvable for every b ∈ Vn.
In particular, Ax = ei is solvable for every i ∈ n. Let xi be a solution of Ax = ei for every i ∈ n. Thus
A(x1, x2, . . . , xn) = In. Therefore, A is invertible by Definition 2.8 and Lemma 2.2. 
Corollary 4.1 ([15]). Let A ∈ Mn(L). Then A is invertible if and only if the set of column vectors of A is a
basis of Vn.
Proof. If the set of column vectors of A is a basis of Vn, then it follows from Theorem 4.2 that A is
invertible. Conversely, Theorem 4.2 deduces that the set of column vectors of A is a generator of Vn.
Since dim(Vn) = n, we have that the set of column vectors of A is linearly independent. Therefore, the
set of column vectors of A is a basis of Vn. 
Remark 4.1. The proof of Corollary 4.1 is more simple than that of Theorem 3.1 in [15].
By Corollaries 3.1 and 4.1, we have
Corollary 4.2. If 1 is an additive irreducible element, then A is invertible if and only if there exists a
permutation matrix Q ∈ Mn(L) such that QA is an invertible diagonal matrix.
Proof. Suppose that A is invertible. Let {a1, a2, . . . , an} be the set of column vectors of A. Then from
Corollaries 3.1and 4.1we know that {a1, a2, . . . , an} is a basis of Vn, and every vector ai, i ∈ n, satisfies
that there is exactly one component aji ∈ U(L) and the other components are equal to 0. Thus there
exists a permutation matrix Q ∈ Mn(L) such that QA is an invertible diagonal matrix. The converse
part directly comes from the hypothesis. 
Theorem 4.3. In n-dimensional L-semilinear space Vn, a set {a1, a2, . . . , an} is a basis of Vn if and only
if it is standard orthogonal.
Proof. Necessity. If {a1, a2, . . . , an} is a basis of L-semilinear space Vn, then from Corollary 4.1 A =
(a1, a2, . . . , an) is invertible. By Lemma 2.2, A
TA is invertible diagonal, i.e. aTi aj = 0 and aTi ai ∈ U(L)
for all i = j, i, j ∈ n. Therefore, the set {a1, a2, . . . , an} is standard orthogonal.
Sufficiency. Since the set {a1, a2, . . . , an} is standard orthogonal, we have that aTi aj = 0 and
aTi ai ∈ U(L) for all i = j, i, j ∈ n. Therefore, with Corollary 3.1 we know that {a1, a2, . . . , an} is
basis of Vn. 
By Theorem 4.3, we have
Corollary 4.3. In n-dimensionalL-semilinear spaceVn, the number of vectors in every standard orthogonal
set is no more than n.
Proof. The proof comes from Theorem 4.3 since dim(Vn) = n. 
Theorem 4.4. Let {a1, a2, . . . , an} be a basis of Vn. Then 0 is the unique solution of equation k1a1 +
k2a2 + · · · + knan = 0.
Proof. Suppose that there is ki ∈ L such that k1a1 + k2a2 + · · · + knan = 0. Thus
k1a
T
i a1 + · · · + knaTi an = 0
for any i ∈ n. Then kiaTi ai = 0 for any i ∈ n since L is a zerosumfree semiring. Again, from Theorem
4.3 we know that aTi ai ∈ U(L), therefore ki = 0 for any i ∈ n. Thus 0 is the unique solution of equation
k1a1 + k2a2 + · · · + knan = 0. 
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Note that, in general, the converse of Theorem 4.4 is not true. For example, let
x1 =
⎛
⎜⎜⎜⎜⎜⎜⎝
1
0
· · ·
0
⎞
⎟⎟⎟⎟⎟⎟⎠
, x2 =
⎛
⎜⎜⎜⎜⎜⎜⎝
1
1
· · ·
0
⎞
⎟⎟⎟⎟⎟⎟⎠
, . . . , xn =
⎛
⎜⎜⎜⎜⎜⎜⎝
1
1
· · ·
1
⎞
⎟⎟⎟⎟⎟⎟⎠
.
Then 0 is the unique solution of equation k1x1 + k2x2 + · · · + knxn = 0. However, {x1, x2, . . . , xn} is
not a basis of Vn. Theorem 4.4 is quite different from that of the classical linear algebra. Therefore, we
cannot use the solution of equation k1a1 + k2a2 + · · · + knan = 0 to judge whether the set of vectors
a1, a2, · · · , an is linearly dependent or not.
An element a in semiring L is said to be cancelable if and only if a + b = a + c implies b = c for
every b, c ∈ L. We denote all the cancelable elements of L by set K+(L).
Theorem 4.5. If U(L) = L\{0} and K+(L) = L, then any standard orthogonal set can be extended to a
basis of Vn.
Proof. Let {a1, a2, . . . , am} be a standard orthogonal set. By Corollary 4.3, we know that m  n. If
n = m, then it is obvious that {a1, a2, . . . , an} is a basis of Vn. Otherwise, there exists a vector b ∈ Vn
which cannot be represented by a linear combination of a1, a2, . . . , am. Construct a vector am+1 which
satisfies that
am+1 + k1a1 + k2a2 + · · · + kmam = b (3)
with ki = (aTi b) · (aTi ai)−1. Then
aTi am+1 + aTi b = aTi b
and aia
T
m+1 = 0with i ∈ m since K+(L) = L. With Formula (3) we know that aTm+1am+1 ∈ U(L) since
am+1 = 0. Therefore from the definition of standard orthogonal set, {a1, a2, . . . , am+1} is standard
orthogonal. Ifm + 1 = n, then the proof is completed. Otherwise, continue as above. 
Remark 4.2. In general, a set of linearly independent vectors cannot be extended to a basis of Vn, see
Theorem 4 of [7] in detail.
5. Isomorphism of two semilinear spaces
In this section, similar to classical linear algebra, we shall introduce a notion of isomorphism of two
semilinear spaces and present a necessary and sufficient condition of isomorphism of two semilinear
spaces. By Proposition 3.1 and Definition 3.1, we know that for every L-semilinear space A, if there
exists a basis which has a finite number of vectors and each vector can uniquely be represented by
a linear combination of each basis, then dim(A) is defined. Therefore in Section 5, we suppose that
a vector can uniquely be represented by a linear combination of each basis, and every L-semilinear
space has a finite set as a basis.
Definition 5.1. LetA, B be two L-semilinear spaces. If there exists a bijective mapping ϕ fromA to B
which satisfies the following conditions: for every x, y ∈ A and r ∈ L,
(1) ϕ(x + y) = ϕ(x) + ϕ(y),
(2) ϕ(rx) = rϕ(x),
then ϕ is called an isomorphic mapping from A to B, and A and B are called isomorphic.
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By Definition 5.1, the following four theorems hold, we omit their proofs except the fourth one
since they are similar to those of classical linear algebra.
Theorem 5.1. LetA1,A2 be two L-semilinear spaces. If ϕ is an isomorphic mapping fromA1 toA2, then
so is the inverse of ϕ.
Theorem 5.2. Let A1,A2,A3 be three L-semilinear spaces. If ϕ1 is an isomorphic mapping from A1 to
A2, ϕ2 is an isomorphic mapping fromA2 toA3, then ϕ2ϕ1 is an isomorphic mapping fromA1 toA3 with
ϕ2ϕ1(a) = ϕ2(ϕ1(a)) for every a ∈ A1.
Theorem 5.3. Let A be an L-semilinear space. If dim(A) = n, then A and Vn are isomorphic.
Theorem5.4. LetA1,A2 be twoL-semilinear spaces. If dim(A1) = dim(A2),ϕ is an isomorphicmapping
from A1 to A2, then {x1, x2, . . . , xn} is a basis of A1 if and only if {ϕ(x1), ϕ(x2), . . . , ϕ(xn)} is a basis
of A2.
Proof. Sufficiency. For each x ∈ A1, ϕ(x) ∈ A2, if {ϕ(x1), ϕ(x2), . . . , ϕ(xn)} is a basis of A2, then
ϕ(x) can be represented by a linear combination of ϕ(x1), ϕ(x2), . . . , ϕ(xn). Let
ϕ(x) = k1ϕ(x1) + k2ϕ(x2) + · · · + knϕ(xn)
with ki ∈ L. Since ϕ is an isomorphic mapping from A1 to A2, we have
ϕ(x) = ϕ(k1x1 + k2x2 + · · · + knxn),
thus
x = k1x1 + k2x2 + · · · + knxn.
The last equality implies that every vector x can be represented by a linear combination of {x1, x2, . . . ,
xn}. Moreover, we know that vectors x1, x2, . . . , xn are linearly independent since ϕ(x1), ϕ(x2), . . . ,
ϕ(xn) are linearly independent and ϕ is a bijective mapping. Therefore, {x1, x2, . . . , xn} is a basis of
A1.
Necessity. For every x0 ∈ A2, there exists a vector x ∈ A1 such that ϕ(x) = x0 since ϕ is an
isomorphic mapping from A1 to A2. Let {x1, x2, . . . , xn} be a basis of A1, and
x = k1x1 + k2x2 + · · · + knxn
with ki ∈ L. Then
ϕ(x) = x0 = k1ϕ(x1) + k2ϕ(x2) + · · · + knϕ(xn).
It results that every x0 ∈ A2 can be represented by a linear combination of ϕ(x1),· · · ,ϕ(xn). Again,
we know that vectors ϕ(x1), ϕ(x2), . . . , ϕ(xn) are linearly independent since
{x1, x2, . . . , xn}
is a basis of A1 and ϕ is a bijective mapping, therefore {ϕ(x1), ϕ(x2),· · · , ϕ(xn)} is a basis of A2. 
Corollary 5.1. LetA be anL-semilinear spacewith dim(A) = n. If {a1, . . . , an} is a basis ofA,x1, x2, . . . ,
xn are vectors in A and (x1, x2, . . . , xn) = (a1, a2, . . . , an)A with A = (aij)n×n a matrix over L, then{x1, x2, . . . , xn} is a basis of A if and only if A is invertible.
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Remark 5.1. Let {x1, x2, . . . , xn} and {y1, y2, . . . , yn} be two bases of L-semilinear space A. Then
there exists a matrix A such that (y1, y2, . . . , yn) = (x1, x2, . . . , xn)A. By Corollary 5.1, we have that
A is invertible. A is said to be a transition matrix from x1, x2, . . . , xn to y1, y2, . . . , yn.
Using Theorems 5.3 and 5.4, we have
Proposition 5.1. Let A be a L-semilinear space. Then A is isomorphic to Vn if and only if dim(A) =
dim(Vn).
Corollary 5.2. LetA and B be two L-semilinear spaces. ThenA is isomorphic to B if and only if dim(A) =
dim(B).
6. Conclusions
In this contribution, we have proven some necessary and sufficient conditions that each basis has
the same number of elements in Vn which generalize the corresponding results in [15,16] from a
join-semiring to a zerosumfree one, have given some conditions that a set of vectors is a basis, and
have investigated the condition that a set of linearly independent vectors in Vn can be extended to
a basis. From a mathematical point of view, we also have introduced the notion of isomorphism of
two semilinear spaces over zerosumfree semirings, and have presented some necessary and sufficient
conditions that two semilinear spaces are isomorphic.
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