This study provides evidence on the principal determinants of pregnancy and abortion in India using a country wide large district level data set. The study distinguishes between induced and spontaneous abortion and compares the effects of their determinants. The results show that there are wide differences between the two forms of abortion with respect to the sign and magnitude of several of their determinants, most notably, wealth, the woman's age and her desire for children. The study makes a methodological contribution by proposing a trivariate probit estimation framework that recognises the joint dependence of pregnancy, induced and spontaneous abortion. It provides evidence that supports the joint dependence. The study reports an inverted U shaped effect of the woman's age on her pregnancy and both forms of abortion. The turning point in each case is quite robust to the estimation framework. The study finds significant effect of contextual variables at the village level, constructed from the individual responses, on the woman's pregnancy. The effects are weaker in case of induced abortion, and insignificant in case of spontaneous abortion. The qualitative results are shown to be fairly robust.
Introduction
Abortion in India is the subject matter of this study. 1971 was a watershed year in the history of abortion in India. The Indian Penal code, which was enacted in 1860, declared induced abortion as an illegal act, except when it was necessary to save the life of the woman. Faced with countless deaths of women attempting illegal abortion, the Indian Penal code was changed in 1971 by introducing the Medical Termination of Pregnancy Act (MRTP). This Act, which was implemented from 1 April, 1972, allowed induced abortion provided it was performed by a qualified doctor at an approved clinic or hospital and satisfied certain requirements. These included: (a) Women whose physical and/or mental health were endangered by the pregnancy; (b) Women facing the birth of a potentially handicapped or malformed child; (c) Rape; (d) Pregnancies in unmarried girls under the age of 18 with the consent of a guardian; (e) Pregnancies in lunatics with the consent of a guardian; (f) Pregnancies that are a result of failure in sterilisation. It was also specified that the length of the pregnancy must not exceed 20 weeks in order to qualify for an abortion. As reported in the Wikipedia, according to the Consortium on National Consensus for Medical Abortion in India, an average of about 11 million abortions take place annually and around 20,000 women die every year due to abortion related complications. This makes the subject matter of this study of considerable policy importance.
Though economists have been concerned with maternal health issues (Dasgupta, 1995, Ch.4) , there has not been much of an economics literature on pregnancy and abortion. This is particularly striking in a discipline where the phenomena of son preference (Pande & Astone, 2007) and missing women (Kynch & Sen, 1983) have attracted much attention. There is, however, a limited literature on abortion in the demographic, biosocial and biological sciences. Ahmed et al. (1998) study the incidence of induced abortion in Matlab, a rural area of Bangladesh. They preface their study by noting that "neither the incidence of induced abortion nor the characteristics of women who rely on abortion have been well studied" (p. 128). Other examples of studies on abortion include Ahiadeke (2001)'s study on induced abortion in Southern Ghana, Babu et al. (1998) on spontaneous and induced abortion in India, Hussain (1998) on spontaneous abortion in Karachi, Pakistan, Norsker et al. (2012) on spontaneous abortion in Denmark, Johri et al. (2011) on spontaneous abortion in Guatemala, Agadjanian & Qian (1997) on induced abortion in Kazakstan, Ping & Smith (1995) on induced abortion and their policy implications in China, Calvès (2002) on induced abortion in urban Cameroon, and Parazzini et al. (1997) on spontaneous abortion in Milan in Italy.
The paucity of evidence on abortion is largely due to the absence of reliable data on pregnancy and abortion. The lack of data at the individual level that relates a women's experience on pregnancy and it's outcome with a host of her individual, family and community characteristics explains not only the limited evidence on pregnancy and abortion but also the fact that such evidence has been restricted to quantifying their incidence rather than identifying their principal determinants. Yet, from a policy point viewpoint, the latter is at least as important as the former. If, as is widely believed, son preference is a prime cause of induced abortion in countries such as India, and given the implications of sex selective abortion for missing women who could have contributed so much to society if they had not been aborted, it is essential to identify the key determinants of abortion. They identify the woman who is most likely to abort and that helps in devising effective interventionist strategies.
The lack of evidence on the socio economic determinants of abortion has been rectified recently by the publication of two studies on Indian data. Bose & Trent (2006) use data from the National Family Health Survey (NFHS2) "to examine the net effects of social and demographic characteristics of women on the likelihood of abortion while emphasizing important differences between women from northern and southern states" (p. 261). Elul (2011) extends the evidence on the determinants of induced abortion in India provided by Bose & Trent (2006) by using data from the Indian state of Rajasthan to consider a wider set of determinants that include community and contextual factors.
Moreover, Elul (2011) , quite uniquely, uses a framework that jointly determines the probability of pregnancy and the conditional probability of abortion. A significant new finding of Elul's (2011) study is the role of personal networks in a woman's decision to terminate pregnancy.
The present study extends this line of investigation in three significant respects: (a) it distinguishes between induced and spontaneous abortion, (b) in line with this distinction, it extends the bivariate probit estimation framework of Elul (2011) to that of a trivariate probit that estimates induced and spontaneous abortion simultaneously, conditional on pregnancy, (c) it compares the sign and magnitude of the estimated coefficients of the determinants of the two types of abortion. The distinction between induced and spontaneous abortion is a significant point of departure from the previous literature. The two forms of abortion have different policy implications, yet such a distinction has been conspicuous by its absence in the literature. Much of the recent evidence on the determinants on abortion, including the econometric studies by Bose & Trent (2006) and Elul (2011) , has been on induced abortion rather than on spontaneous abortion. Yet, available evidence suggests that the risk of spontaneous abortion is, generally, much higher than induced abortion. As this study reports later, the two types of abortion differ markedly in the size and magnitude of their key determinants. The study also provides evidence that underlines the importance of analysing the determinants using an estimation framework that recognises abortion, with the distinction between the two types of abortion, as conditional on pregnancy. Interaction between the two types of abortion is a significant characteristic of the trivariate probit estimation strategy that is followed in this exercise.
Past research has shown considerable regional variation in the abortion rates in India (see, for example, Babu et al., 1998) . The incidence of abortion might be correlated with unobserved regional characteristics, such as geographical positions, climate factors, and natural resources. State fixed effects are, therefore, employed to allow for regional variation in the pattern of abortion observed in India.
Another distinctive feature of this study is the use of a large scale data set from India, namely, the District Level Household Survey 2007 -08 (henceforth, DLHS 2007 data that contains a wealth of information that goes down to district level. With the data collection for DLHS carried out under the Reproductive and Child Health (RCH) programme launched by the Government of India, the district level data makes this data set a very rich source of information, especially for the subject matter of this study. It provides a much more detailed information on the woman's socio economic, family and community characteristics than is available from the NFHS that has been used in previous Indian investigations (Babu et al., 1998; Bose & Trent, 2006) . The sample size in the DLHS 2007 data set far exceeds that considered in the study on the determinants of abortion of women in Rajasthan by Elul (2011) and allows us to examine the robustness of the evidence presented there to extension to the all India picture. The rich information in the DLHS 2007 data allows us in this study to distinguish between women who have a son preference and those that don't, and between women who desire more children and those who don't. Analogous to the distinction between induced and spontaneous abortion, the results on the comparison of the determinants of pregnancy and abortion between the two types of women based on (a) their son preference 4 and (b) their desire for more children, have several features that have considerable policy significance. It is hoped that this study will help to bridge the gap between the economics discipline and the biological and demographic literature by providing policy driven results in an area that needs an interdisciplinary approach.
The rest of the paper is organised as follows. The two types of abortion are defined and distinguished in Section 2 which, also, describes the data and provides the summary statistics that offer some insight into the influence of son preference and desire for children on the decision to terminate a pregnancy.
The results of estimation are presented in Section 3 starting from the independent univariate probit estimation of pregnancy and abortion, followed by the estimates that take into account the conditional dependence of abortion on pregnancy. These are followed by the trivariate probit estimates from the full blown model that, additionally, takes note of the interaction between the two types of abortion.
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Section 4 summarises the key findings and concludes the paper. 4 See, also, Bairagi (2001)'s evidence on the effect of son preference on abortion in Matlab, Bangladesh. 5 All regressions report robust standard errors that are clustered on the village level, allowing for correlation between unobserved characteristics of women within the same village.
Abortion Definitions, Data Set and Summary Features
Pregnancy leads to one of four possible outcomes: (a) Induced abortion, (b) Spontaneous abortion, (c) "for each state, regional agencies are selected for conducting this survey, which include mapping and house listing of selected areas, administering the questionnaires and gathering information from government health facilities and villages". The data on the incidence of pregnancy and its outcome is 6 These definitions are consistent with those used in the study of abortion in Matlab, Bangladesh (Ahmed et al., 1998) that is normally used as a benchmark. 7 See DLHS 2007 for details on the data set, the questionnaires, etc.
contained in the answer to the question asked of the respondent "the number of times she was pregnant, which resulted in live births, still births or abortion since January 1, 2004".
The determinants are split into the following categories: (a) the woman's characteristics, (b) husband's characteristics, (c) household characteristics, (d) village characteristics, (e) contextual variables. While (a) to (d) are self-evident, the contextual variables in (e) were constructed, as village level percentages, from the respondent's responses on questions on her (i) knowledge of prevention of sex selection, and medical test to identify the child's sex, (ii) preference for boys, and desire for more children, and knowledge of family planning, and (iii) currently using IUD and oral contraception. A full list of the variables along with their meaning is provided in the Appendix (Table A1) . Table 1 presents the overall sample size and its split between the number of pregnant and nonpregnant women, and a further split between those pregnant women who had induced abortion, and those who reported spontaneous abortion. Note, incidentally, that we considered only the rural sample and only ever married women aged between 15 and 44 who record pregnancies and both forms of abortion during the three years preceding the survey. and desire for more children (scored 1 for yes, 0 for no). Son preference seems to have no impact on the rates of induced abortion, but the rates of spontaneous abortion are higher in this sub group of women who have positive preference for boys compared to those who don't record son preference.
Consequently, the sub group of women which has son preference records much lower percentages of live births than the sub group that does not report son preference. This is in contrast to the common belief that son preference is associated with a higher rate of successful pregnancy. A similar picture is portrayed by the second half of Table 2 which reports that women who desire more children record higher percentage of live births. The effect is felt mainly through the sharp increase in the rate of induced abortion, nearly a doubling of the rate, as we move from women who desire more children to those who don't. Table 3 presents the summary statistics of all the variables used in this study. Tables 4 and 5 provide a more complete picture of, respectively, the effect of son preference and desire for more children on the summary statistics by reporting their split between the two subsamples. A result of considerable significance from Table 4 is the observation that women who have son preference have fewer living daughters and more living sons compared to women who don't have a son preference. The association between the sex composition of children and the mother's son preference points to a possible explanation for the phenomenon of missing women in India (Kynch & Sen, 1983) . Note, also, that women who attended school record a sharply lower rate of son preference than those who don't. This is consistent with the result of Pande & Astone (2007) based on the NFHS data. Table 4 shows that wealth exerts a similar influence with women saying "no" to son preference more likely to belong to the top two quintiles in the wealth distribution than those who record son preference. Table 5 shows that a lack of desire for more children exerts an effect on the gender composition of living children that is similar to that of son preference. A woman who does not desire more children is likely to have more living sons compared to one who desire more children. In a society such as India that has a premium for sons over daughters, this reflects the fact that a woman who has one or more sons is likely to record a lack of desire for more children. This is in contrast to the other women whose desire for more children may simply reflect their desire to have at least one boy child.
Further evidence on the nature and strength of association between abortion incidence, gender composition of children, son preference and desire for more children is provided in the Appendix Table A2 . Nearly always, the pair wise correlation is, statistically, highly significant, though the strength of the association is not large in all cases. Son preference is evident in mothers with 0 or 1 son, but much less evident in mothers with 2 or more sons. The reverse is the case if we switch the gender of the child, with an increase in the number of daughters associated with an increase in the son preference of the mother. The desire for more children goes down with an increase in the number of children. It is worth noting that the desire for more children declines much more as the number of sons increases than when there is a similar increase in the number of girls.
Results

Univariate Probit Analysis
The univariate probit coefficient estimates of the three key dependent variables, namely, Pregnancy, Induced Abortion and Spontaneous Abortion, have been presented in Table 6 . The equations are estimated as independent probits, and ignore the conditional dependence of abortion on pregnancy.
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Each of the equations is estimated with and without the contextual variables, and both sets of estimates are presented for comparison. The following features are worth noting.
Older women are more likely to fall pregnant, and more likely to abort as well, with the latter being true of both types of abortion. The former result is consistent with Elul (2011) , the latter with Bose & Trent (2006) . None of these studies introduced nonlinearities in the age variable. Bose & Trent (2006) find the opposite result for the northern part of India. These authors argue that older women in union with their husbands are more likely to abort due to strong pressure to produce sons. 9 One possible explanation for our findings is that young women in union with their husbands have lack of knowledge of using any contraceptive method, and family planning and thus they are more likely to fall pregnant and seek induced abortion to terminate the unwanted pregnancy. However, it is also possible that in populations with low contraceptive prevalence rates at the outset of fertility transition, women's motivation to terminate an unwanted pregnancy may well exceed their ability to practice contraception. This situation is likely to emerge in a country like India where men have traditionally been primary decision makers concerning everyday family life, including family planning. Hence, induced abortion provides an alternative mechanism to modern contraception allowing young women to control birth spacing, and fertility behaviour. In case of spontaneous abortion, the results suggest that young women are an increase risk of experiencing miscarriage, compared with older women in union.
Educated women, i.e. those who have attended school, are less likely to fall pregnant but, if they do, they are more likely to terminate their pregnancy. The latter effect is much greater in both size and significance in case of induced abortion than for spontaneous abortion. These results are of interest because educated women are generally expected to use contraceptives to prevent an unwanted pregnancy. However, effective and efficient use of contraceptives is not guaranteed in many parts of India due to cost and lack of services (Saha & Chatterjee, 1998) . Thus, educated women in India may be relying on abortion to regulate the number of children they have.
Somewhat paradoxically, contraception, both IUD and oral, increases the woman's chances of falling pregnant. This is consistent with the evidence presented in Razzaque et al. (2002) in their study on Matlab in Bangladesh. These authors argue that the result can be explained by the fact that a contraceptive user who wants to limit family size can subsequently be pregnant either for discontinuation due to side effects, change in family size or use failure. Whatever the cause of the problem, the results suggest the need for active promotion of effective family planning methods in rural India. While both forms of contraception increase the woman's chances of induced abortion, IUD has no effect on spontaneous abortion, and reduces the chances of this type of abortion Fertility has highly significant effects on both types of abortion. In other words, the woman's history on pervious live births does have an impact on her decision to abort a foetus. There is, however, an interesting difference between induced and spontaneous abortion. The presence of girls tends to increase the woman's chances to terminate a pregnancy of both the induced and spontaneous types.
However, ceteris paribus, the presence of sons, or the marginal increase in the number of sons, increases the chances of induced abortion, but reduces the chances of spontaneous abortion. Clearly, in case of spontaneous abortion, but not induced abortion, the gender composition of the existing children does matter for the termination of pregnancy.
Consistent with previous evidence (e.g., Bose & Trent, 2006) , non-Hindu women (the reference category is Hindu women) are more likely to fall pregnant, but less likely to have induced abortion.
But, quite significantly, this result does not extend to spontaneous abortion where religion has no effect. Affluent women, especially those in the top two quintiles, are less likely to fall pregnant and, if they do, are more likely to terminate their pregnancy by induced methods. This finding reflects, perhaps, women having the financial means to pay for the procedure. Once again, this result does not extend to spontaneous abortion.
The village characteristics are generally insignificant in their effects. An exception is drainage -the availability of drainage in the village reduces the woman's chances of pregnancy. An improvement of facilities in the village does reduce the chances of pregnancy and spontaneous abortion. The latter result is of some policy significance since it suggests that miscarriage can be avoided or reduced by provision of improved facilities in the village.
The contextual variables have much greater impact on the woman's pregnancy decision than on her decision to abort. For example, women living in villages where there is a preponderance of preference for boys are less likely to fall pregnant, and those living in villages, where the desire to have more children dominates, are more likely to fall pregnant. The latter effect prevails in case of induced abortion as well but is weaker in size in case of spontaneous abortion (though, not significant at conventional level of significance). The likelihood ratio (LR) tests, reported at the bottom of the table, confirm that, taken together, the contextual variables are highly significant in their effect on the pregnancy decision, less so for induced abortion (but still significant at 5% level), but insignificant for spontaneous abortion. Overall, the qualitative results on the effect of the woman's and her household characteristics are, generally, robust to the inclusion of the contextual variables.
The main feature of these results is that they point to the need to distinguish between induced and spontaneous abortion in analysing their determinants and in devising effective policy interventions. Table 6 does raise, however, the question of the robustness of the above results to estimation methods, in particular, relaxing the assumption of independence of the decisions to fall pregnant, abort by induced methods and suffer termination as a miscarriage. We now proceed to examine the robustness of the results presented above.
Bivariate Probit Analysis
Tables 7 and 8 present, respectively, the bivariate probit estimates of pregnancy and induced abortion and pregnancy and spontaneous abortion. The estimates are presented for both cases, namely, when the contextual variables are omitted or included in the estimations. The estimation framework is the same as Elul (2011) but extended to distinguish between induced and spontaneous abortion. The principal qualitative results are robust to the change to a specification that recognises abortion as conditional on pregnancy. The woman's age has an inverted U shaped effect on all three events, with the turning point around the same levels as noted in case of pregnancy in the previous specification but not in case of both types of abortion. Moreover, the size of the age effect is much lower in case of spontaneous abortion than induced abortion. Fertility and the gender composition of the woman's children have significant effects on induced abortion but the effects are sharply different in case of spontaneous abortion. As before, the presence of a girl child has no effect on non-induced termination of pregnancy, but that of a son increases quite significantly the chances of such termination. The schooling and wealth effects are also similar to that reported in Table 6 . The two types of abortion differ sharply with respect to the wealth effects-women in the top quintile are more likely to abort by induced methods and less likely to abort spontaneously compared to those in the lower quintiles. The reason lies in the nature of the termination of pregnancy-induced abortion is, mostly, a result of a decision by the woman, but spontaneous abortion or miscarriage is often due to factors outside the woman's control such as malnourishment and lack of medical care. One associates these with women in the lower quintiles, not with the top ones. Rising affluence lowers the chances of both pregnancy and involuntary miscarriage, but the reasons or these effects are quite different. Note, also, that the magnitude of the wealth effects is much higher in case of pregnancy than in case of spontaneous abortion.
As before, the LR tests indicate that the models with and without contextual variables are significantly different from one another. In Table 7 , the value of ( ) = 155.35 with a p-value of 0.000, while in Table 8 , the value of ( ) = 153.95 with a p-value of 0.000. Inspection of the individual coefficient estimates suggests that this finding is mainly due to the significance of the effects of contextual characteristics on pregnancy rather than on either form of abortion.
The Wald tests confirm that conditional dependence of the decision to terminate a pregnancy on the pregnancy decision itself is strongly supported by the results in case of both forms of abortion. In other words, these results support the framework of Elul (2011) as an advance over that of Bose & Trent (2006) . Note, however, that, in case of both forms of pregnancy termination, the introduction of the contextual variables weakens somewhat the statistical significance of this dependence, but does not eliminate it. This is reflected in the fact that the size of the Wald statistic declines with the introduction of the contextual variables but it retains its statistical significance. Of some interest is the further result that the conditional dependence is much weaker in case of spontaneous abortion than for induced abortion. This reflects the fact that miscarriage or spontaneous abortion is much less in the control of the woman and, hence, less of a choice based decision than induced abortion.
Trivariate Probit Analysis
The bivariate probit estimation framework of Tables 7 and 8 ignore the further (and mutual)
dependence of induced and spontaneous abortion. To relax this restrictiveness and examine the robustness of the evidence presented so far, Table 9 presents the results from a trivariate probit estimation that allows for three way dependence between pregnancy, induced and spontaneous abortion. The results presented in Table 9 confirm the robustness of most of the qualitative results presented earlier. For example, the inverted U age effect on pregnancy and both forms of abortion holds as does the mother's age at which the turning points occur. Wealth has different effects on induced and spontaneous abortion, with the effects being exactly the reverse of one another for the most affluent women. The Wald test rejects the assumption of independence underlying the base case of independent probit equations reported in Table 6 . The estimates of the pair wise correlation between the errors in the three equations show that all the pairs are significantly correlated. Note, however, that the estimated correlation between the errors in the equations for induced and spontaneous abortion ( ) is much smaller than the others. This reflects the fact that there is very little overlap between the omitted characteristics in the two abortion equations. Taken in conjunction with the result that the included characteristics often differ sharply in size and significance, it points to the need to distinguish between the two forms of pregnancy termination in analysis and policy formulation. Table 10 provides evidence on the effect of the woman's desire for more children on pregnancy and the two forms of abortion. As in Table 9 , Table 10 provides the trivariate probit estimates of pregnancy and abortion, both in the absence of the contextual variables (Model 1) and in their presence (Model 2). A comparison of Tables 9 and 10 shows that the qualitative results are quite robust to the inclusion of the woman's desire for more children as a determinant. For example, the contextual variables continue to be jointly significant in their effect on the pregnancy and abortion decisions. The pair wise correlation of the errors in the three equations continues to be highly significant in all the cases. The sign and magnitude of the effects of the determinants on pregnancy and abortion are quite robust. There are several instances of wide divergence between induced and spontaneous abortion with respect to the nature and magnitude of the effect of their determinants. The key result that comes out of Table 10 is that, ceteris paribus, an increase in the woman's desire for children leads to fewer pregnancies and less induced abortion but an increase in spontaneous abortion.
The effects of the woman's desire for children on pregnancy and both forms of abortion are always highly significant. These results perhaps suggest that women who desire more children are contraception users who want to delay the next birth of their child and/or are unsure of the timing of the birth of their children but, if they become pregnant, they are less likely to terminate their pregnancy through induced methods. However, these findings should be treated with some caution since, due to lack of data, we are unable to control for the husband's attitude towards fertility preferences, and the ideal family size among couples.
Checks of Robustness
The final issue that we turn to is that of endogeneity, and investigate the robustness of the evidence presented so far to a limited treatment of endogeneity. Several of the regressors are likely to depend as much on pregnancy and its outcome as the reverse. The treatment of endogeneity is often quite difficult, if not impossible, given the demand it places on the presence of valid instruments in the data.
The more regressors one chooses to treat as endogenous, the more instruments one needs for a satisfactory instrumental variable (IV) estimation. In this study, we consider the distance to the nearest private hospital/private nursing home as the most obvious example of an endogenous regressor in the abortion equation. More specifically, travel distance to an abortion provider may be determined by unobserved factors, such as local attitudes on abortion and local medical use patterns that may affect the supply of and demand for abortion services. We employ the IV probit method to control for this endogeneity. Since travel distance measures abortion availability and abortion availability should be related to the overall supply of medical services, we can use indicators of the availability of medical services as IVs (Brown et al., 2001 ). The number of lady doctors and the number of trained birth attendants are used as IVs
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. The over-identification test indicates that the instruments are valid in the sense that their influence works only through the endogenous variable. Further checks of robustness were done by dropping both the contraception variables at the individual level, namely, IUD and oral. The use of contraceptives is potentially endogenous because it is jointly determined with sexual activity, pregnancy and abortion (Elul, 2011) . We excluded both types of contraception and re-estimated the univariate probit models to gauge whether excluding these variables affected the findings. The sign and magnitude of the univariate probit estimates of the models that omitted the contraception variables are very similar to those presented in Table 6 . In other words, the qualitative results are fairly robust to the inclusion or exclusion of the contraception variables and, more generally, to a limited treatment of endogenous regressors through IV methods.
Concluding Remarks
This study takes place against mounting interest in the incidence and determinants of abortion. While there has been much research done on abortion, especially the causes of miscarriage, in the biological sciences, there has not been much of a literature on this topic in the social and biosocial sciences.
While economists spend much time and effort on gender bias, missing women, etc, there has not been much of an attempt at studying their source, namely, the foetus in the mother's womb, the decision to get pregnant and the subsequent decision to abort or carry through to live birth. Pregnancy and abortion have been viewed traditionally as being in the preserve of the medics, and not in the domain of the social sciences. Part of this lack of interest has been due to the absence of data that would have allowed a systematic examination of the socioeconomic determinants of pregnancy and abortion.
Moreover, historically, whatever data has been available, has been at the aggregate country level and did not provide for the variation in individual and socio economic characteristics that is needed to conduct an econometric investigation. This is now changing with the availability of data sets that provide individual level information supplemented by the mother's family and community characteristics, on pregnancy and her decision to abort or otherwise. There is now an increasing realisation that abortion and pregnancy are not just in the medical domain but are social phenomena as well. There is now some appreciation that pregnancy and abortion are caused not only by health issues but are also due to socio economic factors. This has opened up the possibility of devising targeted social and economic interventions that was not possible earlier.
The principal motivation of this study is to add to the growing literature on the socio economic determinants of pregnancy and abortion. The points of departure of this study from the previous literature include the following: (a) distinction between induced and spontaneous abortion, and a systematic comparison of their incidence and determinants, along with that of pregnancy, (b)
recognition of the conditional dependence of abortion on pregnancy and, further, the interaction of the two forms of abortion and their joint dependence on pregnancy via the use of a trivariate probit model that extends the bivariate probit model that has been used recently, (c) use of a much wider set of individual , family and community characteristics, than has been done before, in studying their impact on pregnancy and abortion, and (d) examination of the effect of fertility, not just in aggregate but also the gender composition of the respondent's children, her preference for sons and desire for more children, on her pregnancy and abortion decisions.
The study was performed on a data set that is rich in the detailed information, right up to the district level, on the respondent's pregnancy and its outcome and her individual, family and community characteristics. The latter include not only her village characteristics but also a set of "contextual variables" that were constructed at the village level from the respondents' answers to questions on son preference, desire for more children, knowledge of methods to identify sex of child, etc. This study therefore allows not only for the possible effect of the respondent's son preference, or otherwise, on her pregnancy and abortion chances but also for the possible impact of the majority view in the respondent's place of residence in such matters as her pregnancy and its outcome. A result of some significance is that while these "contextual variables" have a significant effect on pregnancy, their effect on its outcome is much less significant. A comparison between induced and spontaneous abortion shows that the two differ markedly in their incidence and determinants. In some cases, e.g.
wealth, the effects are diametrically opposite-women in the top quintile are more likely to abort artificially (i.e. report induced abortion) but less likely to suffer miscarriages associated with spontaneous abortion. Similar divergence between induced and spontaneous abortion is reported with respect to the effect of desire for children on them. Ceteris paribus, desire for children by the mother has a negative effect on induced abortion, but a positive effect on spontaneous abortion. The effect is highly significant in both cases. The results also suggest that the woman's age has a nonlinear, inverted U shaped effect on pregnancy, induced and spontaneous abortion, a possibility that was not allowed in previous investigations. The results also focus attention on the role that son preference, desire for more children and the gender composition of the woman's children play in her decision to fall pregnant and, once she has, whether she aborts or carries through to live birth. The qualitative results are generally shown to be robust to alternative estimation methods including a limited treatment of endogeneity through the use of IV probit estimation.
The results of this study point to the rich potential for further contributions to the subject from social scientists, especially economists. The increasing availability of survey data of the sort used here will encourage such applications in future. That will go a long way to establishing pregnancy and abortion as being as much in the domain of the social sciences as they have been in the biomedical literature. 2. Due to computational difficulties the number of daughters 2 or more and the number of sons 2 or more were excluded from pregnancy probit models. 3. *** p<0.01, ** p<0.05, * p<0.1 4. Sample only included 18 major states in India (Punjab, Uttaranchal, Haryana, Rajasthan, Uttar Pradesh, Bihar, Assam, West Bengal, Jharkhand, Orissa, Chhattisgarh, Madhya Pradesh, Gujarat, Maharashtra, Andhra Pradesh, Karnataka, Kerala, and Tamil Nadu).
Contextual variables
Women who know about prevention of sex selection (%) 0.000 -0. 
