Abstract-In this work we extend the setting of communication without power constraint, proposed by Poltyrev, to fast fading channels with channel state information (CSI) at the receiver. The optimal codewords density, or actually the optimal normalized log density (NLD), is considered. Poltyrev's capacity for this channel is the highest achievable NLD, at possibly large block length, that guarantees a vanishing error probability. For a given finite block length n and a fixed error probability ǫ, there is a gap between the highest achievable NLD and Poltyrev's capacity. As in other channels, this gap asymptotically vanishes as the square root of the channel dispersion V over n, multiplied by the inverse Q-function of the allowed error probability. This dispersion, derived in the paper, equals the dispersion of the power constrained fast fading channel at the high SNR regime. Connections to the error exponent of the peak power constrained fading channel are also discussed.
I. INTRODUCTION
Wireless communication channels are traditionally modeled as fading channels, where the transmitted signal is multiplied by a fading process and observed with additive white Gaussian noise (AWGN). In a fast fading channel the fading process is composed of fading coefficients, modeled as independent and identically distributed (i.i.d.) random variables. This is a reasonable model for many practical wireless communication systems, such as systems that use a (pseudo) random interleaver between the transmitted digital symbols (e.g. BICM techniques) over, e.g., a frequency selective wireless channel. Here we will assume that a perfect knowledge of the channel state information (the fading coefficients) is available at the receiver.
Classical coding problems over the fading channels often include a peak or an average power restriction of the transmitted signal. Without power constraint the capacity of the channel is not limited, since we can choose an infinite number of codewords to be arbitrarily far apart from each other, and hence get an arbitrarily small error probability and infinite rate. Nevertheless, coded modulation methods ignore the power constraint by designing infinite constellations (IC), and then taking only a subset of codewords which are included in some "shaping region" to get a finite constellation (FC) that holds the power constraint. Hence, IC is a very convenient framework for designing codes. Poltyrev studied in [1] the IC performance over the AWGN without power constraint. He defined the density (the average number of codewords per unit volume) and the normalized log density (NLD) of the IC, in analogy to the number of codewords and the communication rate in the power constraint model, respectively. He showed that the highest achievable NLD over the unconstrained AWGN channel, with arbitrarily small error probability, is limited by a maximal NLD, sometimes termed the 'Poltyrev's capacity'. He also derived an exact term for the maximal NLD and error exponent bounds using random coding and sphere packing techniques, for any NLD below the capacity.
In classical channel coding problems, the capacity gives the maximal achievable communication rate when arbitrarily small error probability is required (and arbitrary large codeword length n is permitted). The error exponent provides the exponential rate of convergence (with n) in which the error probability goes to zero, for any fixed rate below the capacity. Another interesting question is: for a fixed error probability ǫ and a fixed codeword length n, what is the maximal achievable rate, denoted by R * (n, ǫ). Although this question is still unsolved for any finite n, the recently revisited dispersion analysis [2] gives the rate of convergence of R * (n, ǫ) to the capacity. According to the dispersion analysis, for any fixed ǫ and finite n the following holds:
where Q is the standard complementary Gaussian CDF, C is the channel capacity and V is the channel dispersion. The channel dispersion is given by the variance of the information density i(x; y) ln
for a capacity achieving input distribution. Polyanskiy et al. showed in [2] that (1) holds for discrete memoryless channels (DMCs) and for AWGN channel. In [3] the result was extended to stationary fading channels.
In [4] Ingber et al. showed that in AWGN channel without power constraint and with noise variance σ 2 , the analogy of (1) for IC is given by:
where δ * (n, ǫ) is the optimal NLD for fixed ǫ and finite n, is Poltyrev's capacity. For AWGN, the channel dispersion is given by V = 1 2 , which is equal to the limit of the channel dispersion of the power constrained AWGN, where the SNR tends to infinity.
In this paper we extend Poltyrev's setting to the case of a fast fading channel with AWGN and without power constraint. The main result of this paper is that an analogous expression to (2) holds for fast fading channels. Moreover, the dispersion of unconstrained fast fading channel, derived later in the paper, equals the limit of the dispersion of the fast fading channel with power constraint, derived in [3] , where the SNR tends to infinity.
In the achievability part of the proof, we will use the Dependence Testing Bound that was used in [2] to prove the achievability part of (1) for DMCs. This bound is based on random coding and on a suboptimal decoder. The suboptimal decoder is based on information density threshold crossing. Here, we will use this bound for bounding the average error probability over the ensemble of codes with codewords that are uniformly distributed on an n-dimensional cube with length a. By letting a tend to infinity, we will prove the existence of an IC with NLD that is lower bounded by the right hand side (RHS) of (2) . In the converse part of the proof, we will use the sphere packing bound for the average error probability and its asymptotical distribution for large n.
The paper is organized as follows. In section II notations and basic definitions for the fading channel model and for IC's are given. In section III connections to the power constrained channel model are discussed. In section IV our main result is presented and proved. In section V we briefly extend our main result to the complex channel model. Finally, we summarize the paper in section VI.
II. BASIC DEFINITIONS

A. Notation
Vectors are denoted by bold-face lower case letters, e.g. x and y. Matrices are denoted by bold-face capital letters, e.g. H. Components of random vector x are denoted by capital letters, X 1 , X 2 , . . . , X n . In the same manner, components of a random matrix H are denoted by {H ij }. Instances of random variables (RVs) are denoted by lower case letters, e.g. x, y and h.
B. Channel Model
The fast fading channel model is given by
where,
• {X i } is a series of channel inputs,
• {Y i } is a series of channel outputs. The RVs {X i }, {H i } and {Z i } are independent of each other. In vector notation (for finite n) the channel model is given by:
where
We assume a perfect CSI available at the receiver, and hence the receiver's channel output is the couple (y, H).
Without loss of generality, since we have a perfect CSI at the receiver, we can assume that the fading coefficients are nonnegative. Moreover, we restrict the fading distribution to probability density functions (PDF) with zero probability to equal zero. We will denote such a fading distribution by regular fading distribution, which is defined next formally. 
C. Infinite Constellations
An infinite constellation of dimension n is any countable set of points
We denote by M (S, a) = |S Cb(a)| the number of points in the intersection of Cb(a) and S. The density of points per unit volume of S is denoted by γ and defined by
The normalized log density of S is denoted by δ and defined by δ 1 n ln (γ) .
In the receiver, given the CSI, the receiver's IC, denoted by S H , is defined by
We also define the set H · Cb(a) as the multiplication of each point in Cb(a) with the matrix H. The density of S H is defined by
For s rc ∈ S H , let P e (s rc |H) denote the error probability when s, such that s rc = H · s, was transmitted and the CSI at the receiver is H. Then, using maximum likelihood (ML) decoding the error probability is given by
where W (s rc ) is the Voronoi cell of s rc , i.e. the convex polytope of the points that are closer to s rc than to any other point s
Definition 2. (Conditional expectation over a faded hypercube):
For any function f : S H → R, the conditional expectation of f (s rc ) given H, where s rc is drawn uniformly from the code points that reside in the faded hypercube H · Cb(a), will be denoted and defined by
The average error probability using ML decoding and equiprobable messages transmission is given by
III. RELATION TO THE POWER CONSTRAINED MODEL The Gallager's error exponents at rates near the capacity can be approximated by a parabola of the form
where V is the channel dispersion. This fact was already known to Shannon (see Fig. 18 in [2] ). By taking uniform input distribution, precisely
, over the power constrained fast fading channel with available CSI at the receiver, it can be shown that (14) holds with
where a/σ tends to infinity (the high SNR regime). Since the unconstrained setting can be thought of as the limit of the power constrained setting when the SNR tends to infinity, this result hints that δ * = E He showed that the dispersion is affected by the fading dynamics, this is in contrary to the channel capacity, which is independent of this dynamics [5] . Moreover, in some fading processes, such as Gauss-AR processes, this dispersion is increased relative to fast fading channel with the same marginal fading distribution. This fact can motivate the useage of random interleaver in practical systems with finite block-length, in order to get effectively a fast fading channel (with smaller channel dispersion). In case of fast fading channels with power constraint P , and AWGN variance σ 2 , this dispersion (in nats 2 per channel use) is given by
where SN R P/σ 2 . Another indication to the channel dispersion value in the unconstrained case is given by taking the limit of (15) when the SNR tends to infinity. In the high SNR regime (15) can be approximated by
which coincides with the previous hint to the channel dispersion value in the unconstrained setting. The case of stationary fading channels with memory is a subject for further research. It should be noted that while the dispersion analysis accuracy of (1) in case of power constrained fading channels in [3] is o 1 √ n , in our analysis the accuracy is O ln(n) n . In Fig. 1 we can see the power constrained channel dispersion rate of convergence to the unconstrained channel dispersion limit, with growing SNRs, at the popular Rayleigh fading channel. IV. MAIN RESULT Theorem 1. Let ǫ be a given, fixed, error probability. Denote by δ * (n, ǫ) the optimal NLD for which there exists an ndimensional infinite constellation with error probability at most ǫ. Then, for any regular fading distribution of H, as n grows, 
Proof: By taking the limit n → ∞ in (17) we get the desired result (for any 0 < ǫ < 1).
Moreover, by Jensen's inequality and the concavity of the logarithm function, we can derive the following result:
This proves that in the AWGN channel the Poltyrev's capacity is greater than its equivalent in the fast fading channel (with the same noise variance σ 2 ). This loss, relative to the AWGN channel, is given exactly by −E {ln(H)} in nats. Alternatively, this loss can be measured as the ratio between the highest noise variance that is tolerable in each channel model. It is easy to show that this ratio is given by e −2E{ln(H)} in linear scale, or by −8.6859E {ln(H)} in dB. For example, this loss equals approximately 0.288 nats or 2.5 dB in the Rayleigh fading channel.
A. The Sphere Packing Bound
In this subsection we will prove the following sphere packing bound for any IC S with NLD δ:
First, we will focus on IC where all the Voronoi cells have equal volume V . In the receiver, given the CSI H, we get an IC with Voronoi cell volume that equals [7] , the probability that the noise leaves the Voronoi cell in the receiver is lower bounded by the probability to leave a sphere of the same volume:
. Combining (21) with the definition of δ = − ln(V ) n leads to (20). Now we will extend the correctness of the bound to any IC with bounded Voronoi cells volume (regular IC's).
Definition 3. (Regular IC's): An IC S is called regular if there exists a radius
For s ∈ S, denote by v(s) the volume of the Voronoi cell of s, and denote by V (S) the average Voronoi cell volume of S. Then, by definition
It is easy to verify that for any regular IC, the density is given by γ = 1 V (S) , and for any given H the receiver's IC is also regular. Hence, in the same manner, we can define the receiver's average Voronoi cell volume of S H by
and the density at the receiver is given by γ rc = 1 V (SH) . To prove the sphere bound for regular IC's it is desirable for the clarity of the proof to denote by SPB (v|H), the probability that the noise vector z leaves a sphere of volume v given the CSI H. With this notation,
for any s rc ∈ S H . Theorem 2. For any regular IC S with NLD δ, the average error probability is lower bounded by the following sphere packing bound P e (S) ≥ P SB e (δ) .
Proof: By the definition of the average error probability
where (26) follows from the sphere packing bound for each s rc ∈ S H , (27) follows from Jensen's inequality and the convexity of the function SPB (v|H) in v and (28) follows from the fact that SPB (v|H) is monotone decreasing and a continuous function of v. All the next steps are trivial.
In the next theorem we will extend the correctness of the sphere packing bound for any IC. This includes IC's with unbounded Voronoi's cells and IC's with density which oscillates with the cube size a (i.e. only the limsup exists in the definition of γ). The proof is based on a very similar regularization process as done in [4, Lemma 1] for AWGN channels. Here, in the fading channel case, we will need to separate from the analysis all the "strong" fading channel realizations, which are formally defined in the following, and use the regularization process only for the rest of the "weak" fading realizations. By showing that the "strong" fading realizations in regular fading distributions are an arbitrarily small fraction of the whole realizations space, we will complete the proof of the bound. 
and average error probability
where γ = e nδ . Moreover, by the ξ -strong fading definition P r {H min ≤ h * min } = ξ. Following this, we can derive the inequalities below:
where (31) follows from the regularity of S ′ H , (32) is due to the fact that SPB (·|H) is a monotone decreasing function and (33) is due to SPB (·|H) ≤ 1. In summary, we get the following:
for all ξ > 0. Since SPB(·|H) is a continuous function we can take the limit ξ → 0 (meaning implicitly that the "strong" fading realizations are an arbitrarily small fraction of the whole realizations space in regular fading distribution), which leads to P e (S) ≥ P SB e (δ). By taking the fading matrix H to be equal constantly to the identity matrix I n , the bound (20) coincides with the sphere packing bound of the unconstrained AWGN channel, which is given by P r z ≥ V − 1 n n e −δ . Although this one dimensional integral is hard to evaluate analytically for general n, Ingber et al. derived in [4] an easy to evaluate and very tight analytical bounds for it. These bounds coincide with the sphere packing bound's error exponent, derived by Poltyrev in [1] , for asymptotic n. Moreover, Tarokh et al. represented this integral in [7] as a sum of n/2 elements, which helps in numerical evaluation of the bound. In contrast, in the case of fading channel the sphere packing bound (20) is an n + 1 dimensional integral, which is extremely hard to evaluate both numerically and analytically. Nevertheless, in the asymptotic case, this bound can be approximated by normal distribution according to the central limit theorem, which helps us to prove the converse part of our main result.
B. Proof of Converse Part
Assume a transmission of IC S with NLD δ over the fading channel. By the sphere packing lower bound of Theorem 3,
In [4] Ingber et al. proved the converse part of the dispersion analysis, in the unconstrained AWGN channel, by approximating the distribution of
i by a normal distribution using the Berry-Esseen lemma (see Lemma 3) for sum of i.i.d RVs. Here, we cannot use the same analysis due to the fact that H is also random. By taking the logarithm and rearranging the inequality in the argument of (34) we get:
For simplicity, let us define Y n
(for i = 1, .., n) and
Y n − V ar(δ(H))S n to get:
Although ζ n is a sum of n+1 independent RVs, and despite of the existence of expansions for the Berry-Essen lemma for a sum of independent RVs with varying distributions, in the standard derivation of these expansions it is assumed that all the RVs' variances are of the same order (see [8, pp. 542-548] for details). Here, V ar(Y n ) = O(1) (see Lemma 2) and V ar
Hence, a more careful analysis should be done for proving that the distribution of ζ n is approximately normal. The following three lemmas allow it. By Lemma 2 and by Lemma 3 we prove that the PDF of Y n and the CDF of S n are approximately normal for large enough n, respectively. Finally by Lemma 4 we prove that the distribution of a sum of two independent RVs, each of which has an approximately normal distribution, is also approximately normal. Therefore, the distribution of ζ n is also approximately normal for large enough n.
Lemma 2. (Log of chi square distribution) Let
, where X ∼ χ 2 (n). Then for large enough n:
Proof: See [6, Appendix B].
Lemma 3. (Berry-Esseen
random variables with mean, variance and third absolute moments that equal µ = E{X i }, σ 2 = V ar(X i ) and ρ 3 = E{|X i − µ| 3 }, respectively, for i = 1, . . . , n. If the third absolute moment exists, then for all −∞ < s < ∞ and n,
where 
, and the CDF of X 2 is given by
Let Y X 1 + X 2 , then the following holds:
where σ
Combining Lemmas 2, 3 and 4 we get:
By Stirling approximation for the Gamma function, V n can be approximated as
and hence we get:
The assignment of (41) in (39) gives us:
(42) Taking Q −1 (·) from both sides of (42) gives us:
By Taylor approximation (around ǫ)
, which gives us the desired result:
C. Dependence Testing Bound
In this subsection we will extend Polyanskiy's Dependence Testing Bound (see Theorems 17 and 18 in [2] ) for the case of fast fading channel with available CSI at the receiver. In [2] the DT bound was used to prove the dispersion analysis for DMC, or more precisely, for memoryless channels without a power constraint (or any other constraint on the channel input). Here, the channel input doesn't have any restriction, and hence we can use the DT bound to prove the direct part of our main result. Theorem 4. (DT bound) For any input distribution f X (x) on R, there exists a code with M codewords and an average error probability over the fast fading channel, with available CSI at the receiver, not exceeding
or equivalently,
2 )]
where i(x; y, H) ln
and the marginal joint distribution of all the random vectors arising above is given by f XYȲ H (x, y,ȳ, h)
Proof: The proof is based on Shannon's random coding technique and on a suboptimal decoder. For a given input distribution f X (x) , let us define the following deterministic function:
For a given codebook C = {c 1 , . . . , c M }, the decoder computes the M values of g cj (y, H) for the given channel output (y, H) and returns the lowest index j for which g cj (y, H) = 1, or declares an error if there is no such index. Hence, the error probability, given that x = c j was transmitted, is given by:
where the RHS of (47) is obtained by using the union bound and the definition ofȳ as a random vector which is independent of x given H and has the same distribution as y given H. Let us define the ensemble of the codebooks of size M, that every codeword's component in it is drawn independently of each other by f X (x). Averaging (47) over this ensemble and over the M equiprobable codewords we obtain P e ≤ P r i(x; y, H) ≤ ln M − 1 2
which completes the proof of the existence of a code with M codewords whose average error probability is upper bounded by (44). Now we turn to prove the equivalent bound (45) of the theorem. For any positive γ the following identities hold:
we complete the proof. It is important to notice that the dependence testing bound is based on a suboptimal decoder which is actually a threshold crossing decoder. The decoder computes M binary hypothesis tests in parallel and declares as the decoded codeword the first one that crosses the threshold ln
.
D. Proof of Direct Part
For the proof of the direct part, we will first construct an ensemble of finite constellation with M codewords uniformly distributed in an n dimensional cube Cb(a). Then, using the Dependence Testing bound of Theorem 4 with
2 ), we will find a lower bound on M for a FC whose error probability is upper bounded by ǫ. We will denote this lower bound by M (n, ǫ, a/σ). Theorem 4 also ensures the existence of such a FC that achieves this lower bound. Finally, we will construct an IC by tiling that FC to the whole space R n , in a way that will preserve the density of codewords and the error probability, asymptotically in the dimension n, as in the FC.
For some fixed a, dimension n and error probability ǫ, consider a code with M (n, a/σ) codewords belonging to Cb(a). Assume that the codewords are chosen independently of each other according to the uniform distribution on Cb(a). The upper bound of the decoding error probability averaged over this ensemble is based on the Dependence Testing Bound of Theorem 4 with f X (x) = U (− To use the DT bound of Theorem 4, we need to prove that for some γ the following inequality holds: P e ≤ P r {i (x; y, H) ≤ ln(γ)} + γE e −i(x;y,H) 1 {i(x;y,H)>ln(γ)} ≤ ǫ.
Denote for arbitrary τ ln(γ) = nI(X; Y, H) − τ nV ar(i(X; Y, H)).
The information density is a sum of n i.i.d. RVs: 
For sufficiently large n, let τ = Q −1 ǫ − 2 ln(2) 2πV ar(i(X; Y, H))
+ 5B(a/σ) 1 √ n .
(54) Then, from (52) we obtain P r {i (x; y, H) ≤ ln(γ)} ≤ 
where the last equality is derived by Taylor approximation for Q −1 ǫ + O 1 √ n around ǫ. Let us define the NLD of
