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Abstract—A well-known issue in blind convolutive source separation
is that the sources and filters are at best identifiable up to anarbitrary
scaling and permutation at each frequency bin. We propose toexploit
the sparsity of the filters as a consistency measure for correcting such
permutations. We show that the permutation is well-posed, up to a global
permutation, under appropriate sparsity hypotheses on thefilters. A
greedy combinatorial algorithm is proposed for permutation recovery. Its
empirical performance shows that the time-domain sparsityof the filters
allows to recover permutations much beyond theoretical predictions.
I. CONTEXT
Let xi[t] beM mixtures ofN source signalsj [t], resulting from





(aij ⋆ sj)[t], 1 ≤ i ≤ M. (1)
We consider the problem of estimating the matrix of filtersA =
(ai,j) from the mixtures, without knowledge about the sources.
A standard approach is to formulate the problem in the Fourier
domain: one needs to estimateaij [ω]. This suffers from a well known
ambiguity : without further assumption on eitheraij [t] or sj [t], one
can at best hope to find an estimationÃ = (ãi,j) where for every
frequencyω ≤ L we have
ãi,j [ω] = λj [ω]aiσω(j)[ω], (2)
with λj a scaling ambiguity andσω a permutation ambiguity. Several
methods [1] to exploit properties of eitherS or A solve these. Our
focus here is on the use of the sparsity ofA in the time domain
to find σ1 . . . σL ∈ SN , assuming the scalingλ ∈ CL is solved.
Of course we can at best hope to obtain uniqueness up to a global





p, 0 ≤ p ≤ 1, as a consistency
measure to solve the permutations.
II. T HEORETICAL GUARANTEES
If the filters aij have disjoint supports, without further sparsity
hypothesis, we show that permutations can only increase thelp norm.
Theorem 1 ([3]): Let Γij ⊂ {1, . . . , L} be the time domain
support of aij . Suppose that for alli and j1 6= j2 we have





To obtain uniqueness guarantees, we now introduce assumptions on
the sparsityk := maxi,j ‖ai,j‖0. We measure the permutation error











For sparse filters, the true filters are the sparsest among allfilters
incurring sufficiently few permutations. The skilled reader will rightly
sense the role of theℓ0 Fourier-Dirac uncertainty principle [4] in the
following result.
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Theorem 2 ([3]): (i) If 1 ≤ ∆0 ≤ L/2k, then‖A‖0 ≤ ‖Ã‖0.
(ii) If ‖A‖0 ≥ ‖Ã‖0, then∆0 ≥ L2k .
For primeL, the results hold withL+ 1− 2k instead of L
2k
.
The equality case implies that the filters are pathologically re ated to
Dirac combs of stepL
2k
.
III. A COMBINATORIAL ALGORITHM
We perform minimisation iteratively by considering one frequ ncy
bin 1 ≤ ω ≤ L
2
at a time and choosing a permutation (in a combi-
natorial fashion) that minimises theℓp norm locally, while keeping
the other bins fixed. To preserveaij = āij , the same permutation
is applied on the corresponding mirror frequencyL + 1 − ω. This
iterative procedure is repeated over all frequency bins till theℓp norms
of the filters converges.
We conservatively consider the filters as successfully recov red
when the SNR of the permutation corrected time-domain filters
exceeds 200dB. Fig. 1 shows the phase transition diagram forfilter
recovery using the proposed algorithm for the number of sources
N = 4, number of channelsM = 3, length of individual filters
L = 1024 and p = 1. White indicates guaranteed success, black is
guaranteed failure.






















Fig. 1. Phase transition diagram for filter recovery byℓ1 minimisation.
The guarantees of Theorem 2 are delimited by the black line
in general, and the white line ifL is prime. We observe a phase
transition close to the prime length case.
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