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Low noise sensitivity analysis of ℓq-minimization in oversampled
systems ∗
Haolei Weng and Arian Maleki
Abstract
The class of ℓq-regularized least squares (LQLS) are considered for estimating β ∈ Rp from its n noisy
linear observations y = Xβ+w. The performance of these schemes are studied under the high-dimensional
asymptotic setting in which the dimension of the signal grows linearly with the number of measurements.
In this asymptotic setting, phase transition diagrams (PT) are often used for comparing the performance
of different estimators. PT specifies the minimum number of observations required by a certain estimator
to recover a structured signal, e.g. a sparse one, from its noiseless linear observations. Although phase
transition analysis is shown to provide useful information for compressed sensing, the fact that it ignores
the measurement noise not only limits its applicability in many application areas, but also may lead to
misunderstandings. For instance, consider a linear regression problem in which n > p and the signal is
not exactly sparse. If the measurement noise is ignored in such systems, regularization techniques, such
as LQLS, seem to be irrelevant since even the ordinary least squares (OLS) returns the exact solution.
However, it is well-known that if n is not much larger than p then the regularization techniques improve the
performance of OLS.
In response to this limitation of PT analysis, we consider the low-noise sensitivity analysis. We show that
this analysis framework (i) reveals the advantage of LQLS over OLS, (ii) captures the difference between
different LQLS estimators even when n > p, and (iii) provides a fair comparison among different estimators
in high signal-to-noise ratios. As an application of this framework, we will show that under mild conditions
LASSO outperforms other LQLS even when the signal is dense. Finally, by a simple transformation we
connect our low-noise sensitivity framework to the classical asymptotic regime in which n/p → ∞ and
characterize how and when regularization techniques offer improvements over ordinary least squares, and
which regularizer gives the most improvement when the sample size is large.
Key Words: High-dimensional linear model, ℓq-regularized least squares, ordinary least squares,
LASSO, phase transition, asymptotic mean square error, second-order expansion, classical asymp-
totics.
1 Introduction
1.1 Problem Statement
In modern data analysis, one of the fundamental models that has been extensively studied is the high-dimensional
linear model y = Xβ + w with y ∈ Rn,X ∈ Rn×p, where the length of the signal p is at the same order or
in some cases larger than the number of observations n. Since the ordinary least squares (OLS) estimate is not
accurate in the high-dimensional regime, researchers have proposed a wide range of regularization techniques
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and recovery algorithms to go beyond OLS. The existence of a variety of algorithms and regularizers has in
turn called for platforms that can provide fair comparisons among them. One of the most popular platforms
is the phase transitions analysis (PT). Intuitively speaking, phase transition diagram measures the minimum
number of observations an algorithm or an estimator requires to recover β. To understand the limitations of
PT we study the performance of the following ℓq-regularized least squares (LQLS), a.k.a. bridge estimators
Frank and Friedman (1993),
βˆ(λ, q) ∈ argmin
β
1
2
‖y −Xβ‖22 + λ‖β‖qq, 1 ≤ q ≤ 2, (1)
where ‖·‖q is the usual ℓq norm and λ ≥ 0 is a tuning parameter. This family covers LASSO (Tibshirani, 1996)
and Ridge (Hoerl and Kennard, 1970), two well known estimates in high-dimensional statistics and compressed
sensing.
Phase transition analysis studies the asymptotic mean square error (AMSE) ‖βˆ(λ, q) − β‖22/p under the
asymptotic setting p → ∞ and n/p → δ. Then, it considers w = 0 and calculates the smallest δ for which
infλ limp→∞ ‖βˆ(λ, q)−β‖22/p = 0. In this paper, we consider situations in which β is not exactly sparse. As is
intuitively expected and will be discussed later in the paper, the phase transition analysis implies that for every
1 ≤ q ≤ 2, if δ > 1, then infλ limp→∞ ‖βˆ(λ, q) − β‖22/p = 0 and if δ < 1, then infλ limp→∞ ‖βˆ(λ, q) −
β‖22/p 6= 0. This simple application of PT reveals some of the limitations of the phase transition analysis:
1. Phase transition analysis is concerned with w = 0, and when β is not sparse, LQLS with different values
of q have the same phase transition at δ = 1. Hence, it is not clear whether regularization can improve
the performance of ordinary least squares (OLS) and if it does, which regularizer is the best. We expect
the choice of regularizer to matter when we add some noise to the measurements.
2. Phase transition diagram is not sensitive to the magnitudes of the elements of β. Again, intuitively
speaking, this seems to have a major impact on the performance of different estimators when the noise is
present in the system.
This paper aims to present a generalization of the phase transition, called low-noise sensitivity analysis, in
which it is assumed that a small amount of noise is present in the measurements. Then it calculates AMSE of
each estimate. This framework has the following two main advantages over the phase transition analysis:
1. It reveals certain phenomena that are important in applications and are not captured by PT analysis. For
instance, one immediately sees the impact of the regularizer and the magnitudes of the elements of β on
the AMSE. Furthermore, these relations are expressed explicitly and can be interpreted easily.
2. It provides a bridge between the phase transition analysis proposed in compressed sensing, and the classi-
cal large sample-size asymptotic (n/p→∞). We will discuss some of the implications of this connection
for the classical asymptotics in Section 3.3.
As a consequence, low noise sensitivity analysis enables us to present a fair comparison among different LQLS,
and reveal different factors that affect their performance.
Here is the organization of the rest of this paper: In Section 1.2, we discuss some related works and high-
light the differences from ours. In section 2, we formally introduce the asymptotic framework adopted in our
analyses. In Section 3, we present and discuss our main contributions in details. In Section 4, we prove all the
main results.
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1.2 Related work
The phase transition analysis for compressed sensing evolved in a series of papers by Donoho and Tanner
Donoho (2004a,b, 2006a); Donoho and Tanner (2005b,a). Donoho and Tanner characterized the phase tran-
sition curve for LASSO and some of its variants. Inspired by Donoho and Tanner’s breakthrough, many re-
searchers explored the performance of different algorithms under the asymptotic settings n/p→ δ and p→∞
Reeves and Donoho (2013); Stojnic (2009b,a, 2013); Amelunxen et al. (2014); Thrampoulidis et al. (2016);
El Karoui et al. (2013); Karoui (2013); Donoho and Montanari (2013); Donoho et al. (2013); Donoho and Montanari
(2015); Bradic and Chen (2015); Donoho et al. (2011a,b); Foygel and Mackey (2014); Zheng et al. (2017); Rangan et al.
(2009); Krzakala et al. (2012); Bayati and Montanri (2011); Bayati and Montanari (2012); Reeves and Gastpar
(2008); Reeves and Pfister (2016). In this paper, we use the message passing analysis that was developed in a se-
ries of papers Donoho et al. (2011b, 2009); Maleki (2010); Bayati and Montanri (2011); Bayati and Montanari
(2012); Maleki et al. (2013) to characterize the asymptotic mean square errors of LQLS. As a result of this
calculation we obtain some equations whose solution can specify AMSE of an estimate. Unfortunately, the
complexity of these equations does not allow us to interpret the results and obtain useful information. Hence,
we develop a machinery to simplify the AMSE formulas and turn them to explicit and informative quantities.
Note that the AMSE formulas we derive in Theorem 1 can be calculated by the framework developed in
Thrampoulidis et al. (2016) too. Furthermore, the phase transition formulas we derive in Theorem 2 can be
derived from the framework of Amelunxen et al. (2014) as well. The low noise sensitivity analysis that we use
in this paper has been also used in Weng et al. (2016). But the analysis of Weng et al. (2016) is only concerned
with sparse signals. This paper avoids the sparsity assumption. Perhaps surprisingly, the proof techniques de-
veloped in Weng et al. (2016) for the sparse signals come short of characterizing higher order terms in dense
cases. In response to that limitation, we propose a delicate chaining argument in this paper that offers a much
more accurate characterization of the higher order terms. The study of dense signals provides much more com-
plete understanding of the the bridge estimators. In particular, under the sparse settings, Weng et al. (2016)
reveals the monotonicity of LQLS’s performance: LASSO is optimal, and the closer q is to 1, the better LQLS
performs. However, in this paper we show that the comparison and optimality characterization of LQLS be-
comes much more subtle for non-sparse signals. A general and detailed treatment for different types of dense
signals are given in Section 3. Finally, we should also emphasize that the machinery required for the low-noise
sensitivity analysis of dense signals is different from (and much more complicated) the one developed for sparse
signals.
Our paper performs the asymptotic analysis of LQLS. Many researchers have used non-asymptotic frame-
works for this purpose. Among all the LQLS, LASSO is the best studied one. The past decade has wit-
nessed dramatic progress towards understanding the performance of LASSO in the tasks of parameter estima-
tion (Donoho, 2006b; Donoho and Tanner, 2005a; Cande`s et al., 2006; Donoho et al., 2009; Bickel et al., 2009;
Raskutti et al., 2011), variable selection (Zhao and Yu, 2006; Wainwright, 2009; Meinshausen and Bu¨hlmann,
2006; Reeves and Gastpar, 2008), and prediction (Greenshtein et al., 2004). We refer the reader to Bu¨hlmann and Van De Geer
(2011); Eldar and Kutyniok (2012) for a complete list of references. The ones most related to our work are
Donoho (2006b); Candes and Tao (2006); Candes and Plan (2011). In the first two papers, the authors consid-
ered non-sparse β with the constraint that ‖β‖q ≤ R or the ith largest component |β|(i) decays as i−α(α > 0).
The papers derived optimal (up to logarithmic factor) upper bounds on the mean square error of LASSO. How-
ever, in this paper we characterize the performance of LASSO for a generic β and derive conditions under
which LASSO outperforms other bridge estimators. Also, we should emphasize that thanks to our asymptotic
settings, unlike these two papers we are able to derive exact expressions of AMSEwith sharp constants. Finally,
Candes and Plan (2011) studied a fixed signal β and obtained an oracle inequality for ‖βˆ(1, λ)− β‖2, with the
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tuning λ chosen as an explicit function of p. While their results are more general than ours, the bounds suffer
from loose constants and are not sufficient to provide sharp comparison of LASSOwith other LQLS.Moreover,
the tuning parameter λ in our case is set to the optimal one that minimizes the AMSE for every LQLS, which
further paves our way for accurate comparison between different LQLS.
Finally, the performance of LQLS with q ≥ 0 under classical asymptotic setting where p is fixed and
n → ∞ is studied in Knight and Fu (2000). The author obtained the √n convergence of LQLS estimates and
derived the asymptotic distributions. His results can be used to calculate the AMSE for LQLS with optimal
tuning and show that they are all equal for q ∈ [1, 2]. However, we demonstrate in Section 3.3 that by a
second-order analysis, a more accurate comparison between the performances of different LQLS is possible. In
particular, LASSOwill be shown to outperform others for certain type of dense signals. We should also mention
that the idea of obtaining higher order terms for large sample scenarios was first introduced in Wang et al.
(2017). However, all the results in Wang et al. (2017) are only concerned with the sparse signals. In this paper,
we consider dense signals. We discussed the main challenges of switching from sparse signals to dense signals
earlier in this section.
2 The asymptotic framework
The main goal of this section is to formally introduce the asymptotic framework under which we study LQLS.
In the current section only, we write vectors and matrices as X(p), β(p), y(p), and w(p) to emphasize their
dependence on the dimension of β ∈ Rp. Similarly, we may use βˆ(λ, q, p) as a substitute for βˆ(λ, q). We
first define a specific type of a sequence known as a converging sequence. Our definition is borrowed from
other papers Donoho et al. (2011b); Bayati and Montanri (2011); Bayati and Montanari (2012) with some mi-
nor modifications. Recall that we have the linear model y(p) = X(p)β(p) +w(p).
Definition 1. A sequence of instances {X(p), β(p), w(p)} is called a converging sequence if the following
conditions hold:
- n/p→ δ ∈ (0,∞), as n→∞.
- The empirical distribution of β(p) ∈ Rp converges weakly to a probability measure pβ with bounded
second moment. Further, 1p‖β(p)‖22 converges to the second moment of pβ .
- The empirical distribution of w(p) ∈ Rn converges weakly to a zero mean distribution with variance σ2w.
Furthermore, 1n‖w(p)‖22 → σ2w.
- The elements of X(p) are iid with distribution N(0, 1/n).
For each of the problem instances in the converging sequence, we solve the LQLS problem (1) and obtain
βˆ(λ, q, p) as the estimate. The goal is to evaluate the accuracy of this estimate. Below we define the asymptotic
mean square error as the asymptotic measures of performance.
Definition 2. Let βˆ(λ, q, p) be the sequence of solutions of LQLS for the converging sequence of instances
{β(p),X(p), w(p)}. The asymptotic mean square error of βˆ(λ, q, p) is defined as the following almost sure
limit
AMSE(λ, q, σw) , lim
p→∞
1
p
p∑
i=1
(βˆi(λ, q, p)− βi(p))2. (2)
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Note that AMSE depends on other factors like pβ . We have suppressed the notations for simplicity. The
performance of LQLS as defined above is affected by the tuning parameter λ. In this paper, we consider the
value of λ that gives the minimum AMSE. Let λ∗,q denote the value of λ that minimizes AMSE given in (2):1
λ∗,q = argmin
λ∈[0,∞)
AMSE(λ, q, σw) (3)
Then LQLS is solved with this specific value of λ, i.e.,
βˆ(λ∗,q, q) ∈ argmin
β
1
2
‖y −Xβ‖22 + λ∗,q‖β‖qq. (4)
This is the best performance that LQLS with each value of q can achieve in terms of AMSE. We can use
Corollary 1 in Weng et al. (2016) to obtain the precise formula of this optimal AMSE.
Theorem 1. For a given q ∈ [1, 2]. Consider a converging sequence {β(p),X(p), w(p)}. Suppose that
βˆ(λ∗,q, q) is the solution of LQLS with optimal tuning λ∗,q defined in (4) and AMSE(λ∗,q, q, σw) is its AMSE
defined in (2). Then
AMSE(λ∗,q, q, σw) = min
χ≥0
EB,Z(ηq(B + σ¯Z;χ)−B)2, (5)
where B and Z are two independent random variables with distributions pβ and N(0, 1), respectively; ηq is
the proximal operator for the function ‖ · ‖qq; 2 and σ¯ is the unique solution of the following equation:
σ¯2 = σ2ω +
1
δ
min
χ≥0
EB,Z [(ηq(B + σ¯Z;χ)−B)2]. (6)
Theorem 1 provides the first step in our analysis of LQLS.We first calculate σ¯ from (6). Then incorporating
the solution σ¯ into (5) gives us the result of AMSE(λ∗,q, q, σw). Given the distribution of B, the variance of
the error σ2w, the number of observations (normalized by the number of predictors) δ, and q ∈ [1, 2], it is
straightforward to write a computer program to (numerically) find the solution of (6) and calculate the value
of AMSE(λ∗,q, q, σw). However, it is needless to say that this approach does not shed much light on the
performance of different LQLS estimates, since there are many factors involved in the computation and each
affects the result in a non-trivial fashion. In this paper, we perform an analytical study on the solution of (6)
and obtain an explicit characterization of AMSE in the high signal-to-noise ratio regime. The expressions
we derived will offer us an accurate view of LQLS and quantify the impact of the distribution of β on the
performance of different LQLS.
As is clear from the definition of a converging sequence in 1 and Theorem 1, the main property of β that
affects AMSE is the probability measure pβ . In the rest of the paper, we will assume pβ does not have any point
mass at zero. We use the notation B to denote a one dimensional random variable distributed according to pβ .
We present our findings for the high signal-to-noise ratio regime where the noise level σw is either zero or small
in Sections 3.1 and 3.2, respectively. We then discuss the implications of our analysis framework for classical
asymptotics in Section 3.3.
1It turns out the optimal value of λ can be estimated accurately under the asymptotic settings discussed in this paper. See
Mousavi et al. (2017) for more information.
2The proximal operator of ‖ · ‖qq is defined as ηq(u;χ) , argminz
1
2
(u− z)2 + χ|z|q . For further information on these functions,
please refer to Lemma 6 in Section 4.1.
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3 Our main contributions
3.1 Phase transition
Suppose that there is no noise in the linear model, i.e., σw = 0. Our first goal in the phase transition analysis
is to find the minimum value of δ for which AMSE(λ∗,q, q, 0) = 0. Our next theorem characterizes the phase
transition.
Theorem 2. Let q ∈ [1, 2]. If E|B|2 <∞, then we have
AMSE(λ∗,q, q, 0) =
{
> 0 if δ < 1,
= 0 if δ > 1.
The result can also be derived from several different frameworks including the statistical dimension frame-
work in Amelunxen et al. (2014). But we derive it as a simple byproduct of our results in Section 3.2. So we do
not discuss its proof here. This result is not surprising. Since, none of the coefficients is zero, the exact recovery
is impossible if n < p. Also, note that when δ > 1 even the ordinary least squares is capable of recovering β.
Hence, the result of phase transition analysis does not provide any additional information on the performance
of different regularizers. It is not even capable of showing the advantage of regularization techniques over the
standard least squares algorithm. This is due to the fact that the result of Theorem 2 holds only in the noiseless
case. Intuitively speaking, in the practical settings where the existence of the measurement noise is inevitable,
we expect different LQLS to behave differently. For instance, even though the signal under study is not sparse,
when pβ has a large mass around zero (it is approximately sparse), we expect the sparsity promoting LASSO
to offer better performance than the other LQLS. However, the distribution pβ does not have any effect on the
phase transition diagram. Motivated by these concerns, in the next section, we investigate the performance of
LQLS in the noisy setting, and study their noise sensitivity when the noise level σw is small. The new analysis
will offer more informative answers.
3.2 Second-order noise sensitivity analysis of AMSE
As an immediate generalization of the phase transition analysis, we can study the performance of different
estimators in the presence of a small amount of noise. More formally, we derive the asymptotic expansion of
AMSE(λ∗,q, q, σw) for every q ∈ [1, 2], when σw → 0. As will be discussed later, this generalization of phase
transitions presents a more delicate analysis of LQLS. We start with the study of AMSE for the ordinary least
squares (OLS). The result of OLS will be later used for comparison purposes.
Lemma 1. Consider the region δ > 1. For the OLS estimate βˆ(0, q), we have
AMSE(0, q, σw) =
σ2w
1− 1/δ .
We prove the above lemma in Section 4.2. Note that the proof we presented there, has not used the indepen-
dence of the noise elements that is often assumed in the analysis of OLS. Now we can discuss LQLS with the
optimal choice of λ defined in (3). It turns out that the distribution pβ impacts AMSE(λ∗,q, q, σw) in a subtle
way. For analysis purposes we first study the signals whose elements are bounded away from zero in Theorem
3 and then study other distributions in Theorem 4.
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Theorem 3. Consider the region δ > 1. Suppose that P(|B| > µ) = 1 with µ being a positive constant and
E|B|2 <∞. Then, for q ∈ (1, 2], as σw → 0
AMSE(λ∗,q, q, σw) =
σ2w
1− 1/δ −
δ3(q − 1)2(E|B|q−2)2
(δ − 1)3E|B|2q−2 σ
4
w + o(σ
4
w),
and for q = 1, as σw → 0
AMSE(λ∗,q, q, σw) =
σ2w
1− 1/δ − |o(e
− µ˜2(δ−1)
δσ2w )|,
where µ˜ is any positive number smaller than µ.
The proof can be found in Section 4.3. We observe that the first dominant term in the expansion of
AMSE(λ∗,q, q, σw) is exactly the same for all values of q, including q = 1 and is equal to σ2w/(1 − 1/δ).
This is also the same as the AMSE of the OLS. We may consider this term as the ‘phase transition’ term, since
it will go to zero only when δ > 1. In a nutshell, the first term in the expansion provides the phase transition
information. However, we are able to derive the second order term for AMSE(λ∗,q, q, σw). This term gives us
what is beyond phase transition analysis. The impact of the signal distribution pβ and the regularizer ℓq, that is
omitted in PT diagram, is revealed in the second order term. As a result, to compare the performance of LQLS
with different values of q in the low noise regime, we can compare their second order terms.
First note that all the regularizers that are studied in Theorem 3 improve the performance of OLS.When the
distribution of the coefficients is bounded away from 0, no significant gain is obtained from LASSO since the
second dominant term in the expansion of AMSE is exponentially small. However, the rate of the second order
term exhibits an interesting transition from exponential to a polynomial decay when q increases from 1. In
fact, it seems that bridge regularizers with q > 1 offer more substantial improvements over OLS. Even though
LASSO is suboptimal, it is not clear which value of q provides the best performance here. Among other LQLS
with q ∈ (1, 2], the optimality is determined by the constant involved in the second order term (they all have
the same orders). To simplify our discussions, define
Cq =
(q − 1)2(E|B|q−2)2
E|B|2q−2 , q
∗ = argmax
1<q≤2
Cq.
Then LQLS with q = q∗ will perform the best. To provide some insights on q∗, we focus on a special family of
distributions.
Lemma 2. Consider the two-point mixture |B| ∼ α∆µ1 + (1 − α)∆µ2 , where ∆µ denotes the probability
measure putting mass 1 at µ, 0 < µ1 ≤ µ2, α ∈ (0, 1). Then q∗ = 2 when µ1 = µ2, and q∗ → 1 as
µ2/µ1 →∞.
Proof. When µ1 = µ2, it is clear that Cq = (q − 1)2µ−21 and thus q∗ = 2. We now consider 0 < µ1 < µ2.
Denote κ = µ2/µ1. We can then write Cq as:
Cq =
(q − 1)2(αµq−21 + (1− α)µq−22 )2
αµ2q−21 + (1− α)µ2q−22
=
(q − 1)2(α+ (1− α)κq−2)2
µ21(α+ (1− α)κ2q−2)
.
Define q¯ = 1+ 1log κ . We would like to show that for any ǫ > 0, Cq¯ > max1+ǫ≤q≤2Cq for κ large enough. That
will give us q∗ ∈ (1, 1 + ǫ) and hence finishes the proof. To show that, note that for any q ∈ [1 + ǫ, 2], κ ≥ 1,
Cq¯
Cq
=
(α+ (1− α)κq¯−2)2
(α+ (1− α)κq−2)2 ·
α+ (1− α)κ2q−2
α+ (1− α)κ2q¯−2 ·
(q¯ − 1)2
(q − 1)2
≥ α2 · α+ (1− α)κ
2ǫ
α+ (1− α)e2 · (q¯ − 1)
2 ≥ α
2(1− α)
α+ (1− α)e2 · κ
2ǫ(log κ)−2 →∞.
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Therefore, Cq¯ > max1+ǫ≤q≤2Cq when κ is sufficiently large.
Lemma 2 implies that ridge (q = 2) regularizer is optimal when the two point mixture components coincide,
and the optimal value of q will shift towards 1 as the ratio of the two points goes off to infinity. Intuitively
speaking, one would expect ridge to penalize large signals more aggressively than q < 2. Hence, in cases the
signal has a large dynamic range, ridge penalizes the large signal values more and is not expected to outperform
other values of q. Note that for the two-point mixture signals, the optimal value of q can be arbitrarily close to
1, however LASSO can never be optimal because its second order term is exponentially small.
Theorem 3 only studied distributions pβ that are bounded away from zero. We next study a more informative
and practical case where the distribution of β has more mass around zero.
Theorem 4. Consider the region δ > 1 and assume E|B|2 < ∞. For any given q ∈ (1, 2), suppose that
P(|B| ≤ t) = O(t2−q+ǫ) (as t→ 0) with ǫ being any positive constant, then as σw → 0
AMSE(λ∗,q, q, σw) =
σ2w
1− 1/δ −
δ3(q − 1)2(E|B|q−2)2
(δ − 1)3E|B|2q−2 σ
4
w + o(σ
4
w).
For q = 2, as σw → 0
AMSE(λ∗,2, 2, σw) =
σ2w
1− 1/δ −
δ3
(δ − 1)3E|B|2σ
4
w + o(σ
4
w).
For q = 1, suppose that P(|B| ≤ t) = Θ(tℓ) with ℓ > 0, then as σw → 0
−|Θ(σ2ℓ+2w )| ·
(
log log . . . log︸ ︷︷ ︸
m times
(
1
σw
))ℓ
. AMSE(λ∗,1, 1, σw)− σ
2
w
1− 1/δ . −|Θ(σ
2ℓ+2
w )|,
wherem can be any natural number.
The proof is presented in Section 4.4. Before discussing the implications of this result, let us mention a few
points about the conditions that are imposed in this theorem. Note that the condition P(|B| ≤ t) = O(t2−q+ǫ)
for q ∈ (1, 2) is necessary otherwise E|B|q−2 appearing in the second order term will be unbounded. Intuitively
speaking, for every q ∈ (1, 2) even though P(|B| ≤ t) = O(t2−q+ǫ), the probability density function (pdf) of
|B| can still go to infinity at zero. However, the condition requires that it should not go to infinity too fast. Now,
we would like to explain some of the interesting implications of this theorem.
1. Compared to the results of Theorem 3, we see that the expansion of AMSE(λ∗,q, q, σw) for q ∈ (1, 2]
in Theorem 4 remains the same for more general B, while the rate of the second order term for LASSO
changes to polynomial from exponential. That means LASSO is more sensitive to the distribution of β
than other LQLS.
2. The second order term of LASSO becomes smaller as ℓ decreases. Note that when ℓ decreases the mass
of the distribution around zero increases. Hence, Theorem 4 implies that LASSO performs better when
the probability mass of the signal concentrates more around zero. This can be well explained by the
sparsity promoting feature of LASSO.
3. As in the case P(|B| > µ) = 1, the first dominant term is the same for all q ∈ [1, 2]. Hence we have
to compare their second order term. For any given q ∈ (1, 2], suppose P(|B| ≤ t) = Θ(t2−q+ǫ), then
the second term of AMSE(λ∗,q, q, σw) is of order σ4w, while that of LASSO is Θ(σ
6−2q+2ǫ
w ) (ignore the
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logarithmic factor). Since both terms are negative, we can conclude LASSO performs better than LQLS
with that value of q when ǫ ∈ (0, q − 1), and performs worse when ǫ ∈ (q − 1,∞). This observation has
an important implication. The behavior of the distribution of |B| around zero is the most important factor
in the comparison between LASSO and other LQLS. If the pdf of |B| is zero at zero, then we should not
use LASSO and when it goes to infinity LASSO performs better than LQLS with q > 1 (at least for those
values of q for which our theorem is applicable).
4. Regrading the case where the probability density function of |B| is finite and positive at zero, our calcula-
tions of LASSO are not sharp enough to give an accurate comparison between LASSO and other LQLS.
However, the comparison of LQLS for different values of q > 1 will shed more light on the performance
of different regularizers in this case. In the following we consider two of the most popular families of
distributions and present an accurate comparison among q ∈ (1, 2].
Lemma 3. Consider |B| with density function f(b) = ζ(τ, q0)e−τbq01(0 ≤ b < ∞), where q0 ∈ (0, 2], τ > 0
and ζ(τ, q0) is the normalization constant. Then the best bridge estimator is the one that uses q
∗ = max(1, q0).
Proof. A simple integration by parts yields, for q ∈ (1, 2]
E|B|q−2 =
∫ ∞
0
ζ(τ, q0)b
q−2e−τb
q0
db =
τq0
q − 1
∫ ∞
0
ζ(τ, q0)b
q+q0−2e−τb
q0
db =
τq0E|B|q+q0−2
q − 1 .
Hence Cq = τ
2q20
(E|B|q+q0−2)2
E|B|2q−2 . We first consider q0 ∈ [1, 2], then
Cq = τ
2q20
[E(|B|q−1 · |B|q0−1)]2
E|B|2q−2
(a)
≤ τ2q20E|B|2q0−2 = Cq0 ,
where (a) is due to Cauchy-Schwarz inequality. So we obtain q∗ = q0. Regrading the case q0 ∈ (0, 1), let B′
be an independent copy of B. Then for any q ∈ [1, 2]
E|B|q+q0−2 − E|B|q−1E|B|q0−1 = 1
2
E(|B|q−1 − |B′|q−1)(|B|q0−1 − |B′|q0−1) ≤ 0.
As a result, we can derive
Cq ≤ τ2q20
(E|B|q+q0−2)2
(E|B|q−1)2 ≤ τ
2q20E(|B|q0−1)2 = C1.
We can then conclude q∗ = 1 = max(1, q0).
Note that Lemma 3 studies a family of distributions whose probability density function exists and is non-
zero at zero, but exhbit very different tail behaviors. As confirmed by this lemma, in this case the tail behavior
has an influence on the performance of LQLS. In particular, LQLS with q = q0 ∈ (1, 2] is optimal for distri-
butions with the exponential decay tail e−τb
q0
. Since βˆ(λ, q0) can be considered as the maximum a posterior
estimate (MAP), our result suggests that MAP offers the best performance in the low noise regime (among the
bridge estimators). This is in general not true. See Zheng et al. (2017) for a counterexample in large noise
cases. It is also interesting to observe that as the tail becomes heavier than that of Laplacian distribution, the
optimal q∗ approaches 1. Again, this observation is consistent with the fact that ridge often penalizes large
signal values more aggressively than the other estimators. Hence, if the tail of the distribution is light (like
Gaussian distributions), then ridge offers the best performance, otherwise, other values of q offer better results.
In the next lemma, we further support this claim by considering a special family of distributions with light tails.
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Lemma 4. Consider |B| follows a uniform distribution with density function f(b) = 1θ1(0 ≤ b ≤ θ), where
θ > 0 is the location parameter. Then q∗ = 2.
Proof. It is clear that
E|B|q−2 = 1
θ
∫ θ
0
bq−2db =
θq−2
q − 1 , E|B|
2q−2 =
1
θ
∫ θ
0
b2q−2db =
θ2q−2
2q − 1 .
Hence, q∗ = argmax1<q≤2
(q−1)2(E|B|q−2)2
E|B|2q−2 = argmax1<q≤2
2q−1
θ2 = 2.
3.3 Implications for classical asymptotics
In this section, we would like to show that the results we have derived in the previous sections, has, perhaps
surprisingly, some interesting connections to the classical asymptotic setting in which n→∞, while p is fixed.
Our analysis so far has been focused on the high-dimensional setting in which n/p→ δ ∈ (0,∞). Furthermore,
we assumed that the noise variance is small. In the classical asymptotics, it is assumed that the signal-to-noise
ratio of each observation is fixed and n/p → ∞. Note that having more measurements is at the intuitive level
equivalent to less noise. Hence, we expect our low-noise sensitivity to have some implications for the classical
asymptotics too. Our goal below is to formalize this connection and explain the implications of our low-noise
analysis framework for the classical asymptotics.
Towards that goal, we will consider the scenarios where the sample size n is much larger than the dimension
p. Analytically, we let δ go to infinity and calculate the expansions for AMSE in terms of large δ (similar to
what we did in Section 3.2 for low noise). In this section, we write AMSE(λ∗,q, q, δ) for AMSE(λ∗,q, q, σw)
to make it clear that the expansion is derived in terms of δ. Before getting to the results, we should clarify an
important issue. Recall the definition of a converging sequence in Definition 1. It is straightforward to confirm
that the signal-to-noise ratio of each measurement is SNR ∝ E|B|2δσ2w . Hence if we take δ → ∞, SNR of each
measurement will go to zero and this is inconsistent with the classical asymptotic setting where the SNR is in
general assumed to be fixed. To fix this inconsistency, we will scale the noise term and consider a scaled linear
model as follows,
y = Xβ +
w√
δ
, (7)
where {X,β,w} is the converging sequence specified in Definition 1. With the SNR remained a positive
constant, this model is well aligned with the classical setting. Again for comparison purposes we start with the
ordinary least squares estimate.
Lemma 5. Consider the model (7) and OLS estimate βˆ(0, q). Then as δ →∞,
AMSE(0, q, δ) =
σ2w
δ
+
σ2w
δ2
+ o(δ−2).
Proof. This lemma is a simple application of Lemma 1. Under model (7), Lemma 1 shows thatAMSE(0, q, δ) =
σ2w
δ−1 . As δ →∞, the expansion can be easily verified.
We now discuss the bridge estimators with q ∈ [1, 2].
Theorem 5. Consider the model (7). Suppose that P(|B| > µ) = 1 with µ being a positive constant and
E|B|2 <∞. Then for q ∈ [1, 2], as δ →∞,
AMSE(λ∗,q, q, δ) =
σ2w
δ
+
σ2w
δ2
· E|B|
2q−2 − (q − 1)2(E|B|q−2)2σ2w
E|B|2q−2 + o(δ
−2).
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The proof can be found in Section 4.5. Since both Theorems 3 and 5 are concerned with signals that are
bounded away from zero, we can compare their results. Again all of the LQLS have the same first dominant
term. However, in the large sample regime, the second order term of LASSO is at the same order as that of
other LQLS. Interestingly, the comparison of the constant in the second order term is consistent with that in
the low noise case. Hence we obtain the same conclusions for two-point mixture distributions. For instance,
bridge with q ∈ (1, 2] outperforms OLS and q = 2 is optimal when all the mass is concentrated at one point.
See Lemma 2 for more information on the comparison of Cq.
We now discuss the implications of Theorem 5 for classical asymptotics. In the classical setting where
n → ∞ and p is fixed, the performance of LQLS has been studied in Knight and Fu (2000). In particular the
LQLS estimates were shown to have the regular
√
n convergence. In our setting, we first let n/p→ δ and then
δ →∞. If we apply Theorem 2 in Knight and Fu (2000) to (7), a straightforward calculation for the asymptotic
variance will give us the first dominant term inAMSE(λ∗,q, q, δ). In other words, the classical asymptotic result
for LQLS in Knight and Fu (2000) only provides the “first-order” information regarding mean square error, and
it is the same for all the values of q ∈ [1, 2] under optimal tuning. The virtue of our asymptotic framework is
to offer the second order term that can be used to evaluate and compare LQLS more accurately. Similar results
can be derived when signals have mass around zero, as presented in the next theorem.
Theorem 6. Consider the model introduced in (7) and assume E|B|2 <∞. For any given q ∈ (1, 2), suppose
that P(|B| ≤ t) = O(t2−q+ǫ) (as t→ 0) with ǫ being any positive constant, then as δ →∞,
AMSE(λ∗,q, q, δ) =
σ2w
δ
+
σ2w
δ2
· E|B|
2q−2 − (q − 1)2(E|B|q−2)2σ2w
E|B|2q−2 + o(δ
−2),
for q = 2, as δ →∞,
AMSE(λ∗,q, q, δ) =
σ2w
δ
+
σ2w
δ2
· E|B|
2 − σ2w
E|B|2 + o(δ
−2),
and for q = 1, suppose P(|B| ≤ t) = Θ(tℓ) with 0 < ℓ < 1, then as δ →∞,
−|Θ(δ−ℓ−1)| · ( log log . . . log︸ ︷︷ ︸
m times
(
√
δ)
)ℓ
. AMSE(λ∗,q, q, δ) − σ
2
w
δ
. −|Θ(δ−ℓ−1)|,
wherem can be any natural number.
The proof is presented in Section 4.5. Theorem 6 can be compared with Theorem 4. Again we see that the
expansion for q ∈ (1, 2] remains the same for more general signals, while the second order term of LASSO
becomes order-wise smaller when signals put more mass around zero. For a given q ∈ (1, 2], it is clear that
LASSO outperforms this LQLSwhen P(|B| ≤ t) = Θ(t2−q+ǫ)with ǫ ∈ (0, q−1). This implies that even in the
case when n is much larger than p, if the underlying signal has many elements of small values, ℓ1 regularization
will improve the performance, which is characterized by a second order analysis that is not available from
the
√
n convergence result. Regrading the distributions with tail e−τb
q0
, we see that the comparison among
q ∈ (1, 2] in the low noise regime carries over.
The fact that regularization can improve the performance of the maximum likelihood estimate (i.e., OLS in
the context of linear regression with Gaussian noise), seems to be contradictory with the classical results that
imply MLE is asymptotically optimal under mild regularity conditions. However, note that the optimality of
MLE is concerned with the asymptotic variance (equivalently the first order term) of the estimate. Our results
show that many estimators share that first order term, while their actual performance might be different. Second
dominant terms provide much more accurate information in these cases.
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4 Proofs of our main results
4.1 Notations and Preliminaries
Throughout the proofs, B will be a random variable having the probability measure pβ that appears in the
definition of the converging sequence, and Z will refer to a standard normal random variable. We will also use
φ(·) to denote the density function of Z and F (b) to represent the cumulative distribution function of |B|. We
further define the following useful notations:
Rq(χ, σ) = E(ηq(B/σ + Z;χ)−B/σ)2, χ∗q(σ) = argmin
χ≥0
Rq(χ, σ), (8)
where B and Z are independent. Recall the proximal operator function ηq(u;χ). Since we will be using
ηq(u;χ) extensively in the later proofs, we present some useful properties of ηq(u;χ) in the next lemma.
Because ηq(u;χ) has explicit forms when q = 1, 2, we focus on the case 1 < q < 2. For notational simplicity
we may use ∂if(x1, x2, . . .) to represent the partial derivative of f with respect to its ith argument.
Lemma 6. For q ∈ (1, 2), the function ηq(u;χ) satisfies the following properties.
(i) −ηq(u;χ) = ηq(−u;χ).
(ii) u = ηq(u;χ) + χq(q − 1)ηq(u;χ)sign(u).
(iii) αηq(u;χ) = ηq(αu;α
2−qχ), for α > 0.
(iv)
∂ηq(u;χ)
∂u =
1
1+χq(q−1)|ηq(u;χ)|q−2
(v)
∂ηq(u;χ)
∂χ =
−q|ηq(u;χ)|q−1sign(u)
1+χq(q−1)|ηq(u;χ)|q−2
(vi) The function ∂2ηq(u;χ) is differentiable with respect to u.
Proof. Please refer to Lemmas 7, 8 and 10 in Weng et al. (2016) for the proofs.
We next write down the Stein’s lemma (Stein, 1981) that we will apply several times in the proofs.
Stein’s lemma. Suppose the function f : R→ R is weakly differentiable and E|f ′(Z)| <∞, then
E(Zf(Z)) = Ef ′(Z).
4.2 Proof of Lemma 1
Since δ > 1, βˆ(0, q) = (X ′X)−1Xy is well defined with probability 1 for sufficiently large n. We first derive
AMSE(λ, 2, σw) for the Ridge estimate βˆ(λ, 2) = (X
′X + λI)−1X ′y, and then obtain the AMSE for OLS by
letting λ→ 0. According to Theorem 2.1 in Weng et al. (2016), it is known that for given λ > 0,
AMSE(λ, 2, σw) = δ(σ
2 − σ2w),
where σ is the solution to the following equation:
σ2 = σ2w +
4χ2E|B|2 + σ2
δ(1 + 2χ)2
, λ = χ− χ
δ(1 + 2χ)
.
After a few calculations we can obtain
AMSE(λ, 2, σw) =
δ(4χ2E|B|2 + σ2w)
δ(1 + 2χ)2 − 1 , (9)
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with χ =
1−δ+2λδ+
√
(δ−1−2λδ)2+8λδ2
4δ . Clearly AMSE(λ, 2, σw)→ σ
2
w
1−1/δ as λ→ 0. We now utilize that result
to derive AMSE for OLS. According to the identity below
(X ′X + λI)−1 = (X ′X)−1 − λ (X ′X)−1(I + λ(X ′X)−1)−1(X ′X)−1︸ ︷︷ ︸
H
,
we have
1
p
‖βˆ(0, q) − β‖22 −
σ2w
1− 1/δ =
1
p
‖βˆ(λ, 2) − β‖22 −
σ2w
1− 1/δ︸ ︷︷ ︸
J1
+
1
p
‖λHX ′y‖22︸ ︷︷ ︸
J2
+
2
p
〈βˆ(λ, 2) − β, λHX ′y〉︸ ︷︷ ︸
J3
(10)
Let σmin(X) be the smallest non-zero singular values of X. It is not hard to confirm that
‖HX ′Y ‖2 ≤ ‖HX ′Xβ‖2 + ‖HX ′w‖2 ≤ ‖β‖2
λ+ σ2min(X)
+
‖w‖2
(λ+ σ2min(X))σ
2
min(X)
.
Since σmin
a.s.→ 1 − 1√
δ
> 0 Bai and Yin (1993) and β,w belong to the converging sequence defined in 1, we
can conclude that J2 = O(λ
2), a.s.. Moreover, we obtain from (9) that almost surely
J1 =
δ(4χ2E|B|2 + σ2w)
δ(1 + 2χ)2 − 1 −
σ2w
1− 1/δ
The results on J1, J2 imply that J3 = O(λ), a.s.. Further note that the term on the left hand side of (10) does
not depend on λ. Therefore by letting n→∞ and then λ→ 0 on both sides of (10) finishes the proof.
4.3 Proof of Theorem 3
4.3.1 Roadmap
Since the proof has several long steps, we lay out the roadmap to help readers navigate through the details.
According to Lemma 6 part (iii) and Theorem 1, we know
AMSE(λ∗,q, q, σw) = σ¯2Rq(χ∗q(σ¯), σ¯), (11)
where σ¯ is the unique solution of
σ¯2 = σ2w +
σ¯2
δ
Rq(χ
∗
q(σ¯), σ¯). (12)
Note from the above equation that σ¯ is a function of σw. In the regime σw → 0, we will show σ¯ → 0. This
fact combined with (11) tells us that in order to derive the second-order expansion of AMSE(λ∗,q, q, σw) as
a function of σw, it is sufficient to characterize the convergence rate of σ¯ as σw → 0 and Rq(χ∗q(σ), σ) as
σ → 0. For that purpose, we will first study the convergence rate of χ∗q(σ) as σ → 0, which will then enables
us to obtain the convergence rate of Rq(χ
∗
q(σ), σ). We then utilize that result and (12) to derive the rate of σ¯ as
σw → 0. We give the proof for 1 < q ≤ 2 and q = 1 in Sections 4.3.2 and 4.3.3, respectively.
4.3.2 Proof for the case 1 < q ≤ 2
Due to the explicit form of η2(u;χ) =
u
1+2χ , all the results for q = 2 in this section can be easily verified. We
thus focus the proof on 1 < q < 2.
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Lemma 7. Let χ∗q(σ) be the optimal threshold value as defined in (8). Then χ∗q(σ)→ 0 as σ → 0.
Proof. The proof is essentially the same as the one for Lemma 17 in Weng et al. (2016). Hence we do not
repeat the arguments here.
Lemma 8. For q ∈ (1, 2], suppose that P(|B| > µ) = 1 with µ being a positive constant and E|B|2 < ∞.
Then as σ → 0
Rq(Cσ
q, σ) = 1 + (C2q2E|B|2q−2 − 2Cq(q − 1)E|B|q−2)σ2 + o(σ2),
where C is any fixed positive constant.
Proof. We aim to derive the convergence rate of Rq(χ, σ) when χ = Cσ
q. In this proof, we may write χ
to denote Cσq for notational simplicity. According to Lemma 6 parts (ii)(iv) and Stein’s lemma, we have the
following formula for Rq(χ, σ):
Rq(χ, σ)− 1 = E(ηq(B/σ + Z;χ)−B/σ − Z)2 + 2EZ(ηq(B/σ + Z;χ)−B/σ − Z)
= χ2q2E|ηq(B/σ + Z;χ)|2q−2︸ ︷︷ ︸
S1
−2χq(q − 1)E |ηq(B/σ + Z;χ)|
q−2
1 + χq(q − 1)|ηq(B/σ + Z;χ)|q−2︸ ︷︷ ︸
S2
. (13)
It is straightforward to confirm the following
lim
σ→0
S1
σ2
= lim
σ→0
χ2q2E|ηq(B/σ + Z;χ)|2q−2
σ2
= C2q2 lim
σ→0
E|ηq(B + σZ;χσ2−q)|2q−2 = C2q2E|B|2q−2. (14)
The last equality is obtained by Dominated Convergence Theorem (DCT). The condition of DCT holds due to
Lemma 6 part (ii). We now focus on analyzing S2. We obtain
−S2
σ2
= 2Cσq−2q(q − 1)E |ηq(B/σ + Z;χ)|
q−2
1 + χq(q − 1)|ηq(B/σ + Z;χ)|q−2
= 2Cσq−2q(q − 1)E 1|ηq(|B|/σ + Z;χ)|2−q + χq(q − 1)
= 2Cσq−2q(q − 1)
∫ ∞
µ
∫ −b/σ+µ/(2σ)
−b/σ−µ/(2σ)
1
|ηq(b/σ + z;χ)|2−q + χq(q − 1)φ(z)dzdF (b)︸ ︷︷ ︸
T1
+2Cσq−2q(q − 1)
∫ ∞
µ
∫
R\[−b/σ−µ/(2σ),−b/σ+µ/(2σ)]
1
|ηq(b/σ + z;χ)|2−q + χq(q − 1)φ(z)dzdF (b)︸ ︷︷ ︸
T2
.
We then consider T1 and T2 separately. For T1, we have
T1 ≤ 2Cσq−2q(q − 1)
∫ ∞
µ
∫ −µ/σ+µ/(2σ)
−µ/σ−µ/(2σ)
1
χq(q − 1)φ(z)dzdF (b)
≤ 2σ−3µφ(µ/(2σ)) → 0, as σ → 0. (15)
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Regarding T2, DCT enables us to conclude
lim
σ→0
T2 = lim
σ→0
2Cσq−2q(q − 1)E1(Z /∈ [−|B|/σ − µ/(2σ),−|B|/σ + µ/(2σ)])|ηq(|B|/σ + Z;χ)|2−q + χq(q − 1)
= lim
σ→0
2Cq(q − 1)E1(Z /∈ [−|B|/σ − µ/(2σ),−|B|/σ + µ/(2σ)])|ηq(|B|+ σZ;χσ2−q)|2−q + Cσ2q(q − 1)
= 2Cq(q − 1)E|B|q−2. (16)
Note that DCT works here because for small enough σ, Lemma 6 parts (iv)(v) implies
1(Z /∈ [−|B|/σ − µ/(2σ),−|B|/σ + µ/(2σ)])
|ηq(|B|+ σZ;χσ2−q)|2−q + Cσ2q(q − 1) ≤
1
|ηq(µ/2;χσ2−q)|2−q ≤
1
|ηq(µ/2; 1)|2−q .
Combining (13), (14), (15) and (16) together completes the proof.
Lemma 8 shows that by choosing an appropriate χ for σ small enough, R(χ, σ) is less than 1. This result
will be used to show that χ∗q(σ) cannot converge to zero too fast. We then utilize this fact to derive the exact
convergence rate of χ∗q(σ). This is done in the next lemma.
Lemma 9. Suppose that P(|B| > µ) = 1 with µ being a positive constant and E|B|2 <∞, then for q ∈ (1, 2]
we have as σ → 0
χ∗q(σ) =
(q − 1)E|B|q−2
qE|B|2q−2 σ
q + o(σq),
Rq(χ
∗
q(σ), σ) = 1−
(q − 1)2(E|B|q−2)2
E|B|2q−2 σ
2 + o(σ2).
Proof. Choosing χ = (q−1)E|B|
q−2
qE|B|2q−2 · σq in Lemma 8, we have
lim
σ→0
Rq(χ, σ)− 1
σ2
= −(q − 1)
2(E|B|q−2)2
E|B|2q−2 < 0. (17)
That means for sufficiently small σ
Rq(χ
∗
q(σ), σ) ≤ Rq(χ, σ) < 1 = Rq(0, σ).
Hence we can conclude that χ∗q(σ) > 0 when σ is small enough. Moreover, by a slight change of arguments in
the proof of Lemma 8 summarized below:
1. the fact χσ2−q = o(1) used several times in Lemma 8 still holds here
2. χσ2−q = o(1) and χ = o(σq) are sufficient to have S1 = o(σ2)
3. bounding the term T1 in (15) does not depend on χ
4. χσ2−q = o(1) and χ = o(σq) are sufficient to obtain T2 = o(1)
we can show
lim
σ→0
Rq(χ, σ)− 1
σ2
= 0, (18)
for χ = O(exp(−c/σ)) with any fixed positive constant c. This implies that limσ→0 χ∗q(σ) · ec/σ = +∞ for
any c > 0. Otherwise there exists a sequence σn → 0 such that χq(σn)ec/σn = O(1). This result combined
with (17) and (18) contradicts with the fact that χ = χ∗q(σ) is the minimizer of Rq(χ, σ). We will use the two
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aforementioned properties of χ∗q(σ) we have showed so far in the following proof. For notational simplicity, in
the rest of the proof we may use χ to denote χ∗q(σ) whenever no confusion is caused. Firstly since χ∗q(σ) is a
non-zero finite value, it is a solution of the first order optimality condition
∂Rq(χ,σ)
∂χ = 0, which can be further
written out as
0 = E((ηq(B/σ + Z;χ)−B/σ)∂2ηq(B/σ + Z;χ))
(a)
= E
−(ηq(B/σ + Z;χ)−B/σ − Z)q|ηq(B/σ + Z;χ)|q−1sign(B/σ + Z)
1 + χq(q − 1)|ηq(B/σ + Z;χ)|q−2
+E(Z∂2ηq(B/σ + Z;χ))
(b)
= χE
q2|ηq(B/σ + Z;χ)|2q−2
1 + χq(q − 1)|ηq(B/σ + Z;χ)|q−2︸ ︷︷ ︸
U1
−E q(q − 1)|ηq(B/σ + Z;χ)|
4−2q
(|ηq(B/σ + Z;χ)|2−q + χq(q − 1))3︸ ︷︷ ︸
U2
−χE q
2(q − 1)|ηq(B/σ + Z;χ)|2−q
(|ηq(B/σ + Z;χ)|2−q + χq(q − 1))3︸ ︷︷ ︸
U3
. (19)
We have used Lemma 6 part (v) to derive (a). To obtain (b), we have used the following steps:
1. We used Lemma 6 part (ii) to conclude that
ηq(B/σ + Z;χ)−B/σ − Z = −χq|ηq(B/σ + Z;χ)|q−1sign(B/σ + Z).
2. We used the expression we derived in Lemma 6 part (v) for ∂2ηq(B/σ+Z;χ) and then employed Stein’s
lemma to simplify E(Z∂2ηq(B/σ+Z;χ)). Note that according to Lemma 6 part (vi), ∂2ηq(B/σ+Z;χ)
is differentiable with respect to its first argument and hence Stein’s lemma can be applied.
We now evaluate the three terms U1, U2 and U3 individually. Our goal is to show the following:
(i) limσ→0 σ2q−2U1 = q2E|B|2q−2.
(ii) limσ→0 σq−2U2 = q(q − 1)E|B|q−2.
(iii) limσ→0 σ2q−4U3 = q2(q − 1)E|B|2q−4.
For the term U1, we can apply Dominated Convergence Theorem (DCT)
lim
σ→0
σ2q−2U1 = E lim
σ→0
q2|ηq(B + σZ;χσ2−q)|2q−2
1 + χσ2−qq(q − 1)|ηq(B + σZ;χσ2−q)|q−2 = q
2
E|B|2q−2.
We now derive the convergence rate of U2. We have
U2 =
∫ ∞
µ
∫ ∞
−∞
q(q − 1)|ηq(b/σ + z;χ)|4−2q
(|ηq(b/σ + z;χ)|2−q + χq(q − 1))3φ(z)dzdF (b)
=
∫ ∞
µ
∫ − b
σ
+ µ
2σ
− b
σ
− µ
2σ
q(q − 1)|ηq(b/σ + z;χ)|4−2q
(|ηq(b/σ + z;χ)|2−q + χq(q − 1))3φ(z)dzdF (b)︸ ︷︷ ︸
U21
+
∫ ∞
µ
∫
z /∈[− b
σ
− µ
2σ
,− b
σ
+ µ
2σ
]
q(q − 1)|ηq(b/σ + z;χ)|4−2q
(|ηq(b/σ + z;χ)|2−q + χq(q − 1))3φ(z)dzdF (b)︸ ︷︷ ︸
U22
. (20)
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First note that
σq−2U21 ≤ σq−2
∫ ∞
µ
∫ − b
σ
+ µ
2σ
− b
σ
− µ
2σ
q(q − 1)(µ/(2σ))4−2q
(χq(q − 1))3 φ(z)dzdF (b)
≤ µ
5−2qφ(µ/(2σ))
σ7−3q24−2qχ3q2(q − 1)2 → 0, as σ → 0, (21)
where the last step is due to the fact that limσ→0 χec/σ = +∞. To evaluate U22 we first derive the following
bounds for small enough σ
1(z /∈ [− bσ − µ2σ ,− bσ + µ2σ ]) · q(q − 1)|ηq(b+ σz;χσ2−q)|4−2q
(|ηq(b+ σz;χσ2−q)|2−q + χσ2−qq(q − 1))3
≤ q(q − 1)|ηq(µ/2;χσ2−q)|2−q ≤
q(q − 1)
|ηq(µ/2; 1)|2−q .
Hence we are able to apply DCT to obtain
lim
σ→0
σq−2U22 = q(q − 1)E|B|q−2. (22)
Combining (20), (21), and (22) proves the result (ii). We can use similar arguments to show result (iii). Finally,
we utilize the convergence results for U1, U2, U3 and Equation (19) to derive
lim
σ→0
χ
σq
= lim
σ→0
limσ→0 σq−2U2
limσ→0 σ2q−2U2 − limσ→0 σ2q−2U3 =
(q − 1)E|B|q−2
qE|B|2q−2 .
Now since we know the exact convergence order of χ∗q(σ), (17) shows the exact order of Rq(χ∗q(σ), σ).
We are in position to derive the second-order expansion of AMSE(λ∗,q, q, σw) as σw → 0 for q ∈ (1, 2].
According to Equation (12) and the fact that χ = χ∗q(σ¯) minimizes Rq(χ, χ∗q(σ¯)), it is clear that δ(σ¯2 − σ2w) ≤
σ¯2Rq(0, σ¯) = σ¯
2, which combined with the condition δ > 1 implies σ¯ → 0 as σw → 0. This result further
enables us to conclude from (12):
lim
σw→0
σ¯2
σ2w
=
δ
δ − 1 , (23)
where we have used Rq(χ
∗
q(σ¯), σ¯) → 1 from Lemma 9. We finally utilize Lemma 9, Equations (11), (12) and
(23) to derive the expansion of AMSE(λ∗,q, q, σw) in the following way:
σ−4w
(
AMSE(λ∗,q, q, σw)− σ
2
w
1− 1/δ
)
= σ−4w
(
σ¯2Rq(χ
∗
q(σ¯), σ¯)−
δ
δ − 1(σ¯
2 − 1
δ
σ¯2Rq(χ
∗
q(σ¯), σ¯))
)
=
δ
δ − 1 ·
σ¯4
σ4w
· Rq(χ
∗
q(σ¯), σ¯)− 1
σ¯2
→ −δ
3(q − 1)2(E|B|q−2)2
(δ − 1)3E|B|2q−2 .
This completes the proof of Theorem 3 for q ∈ (1, 2].
4.3.3 Proof for the case q = 1
Lemma 10. Suppose that P(|B| > µ) = 1 with µ being a positive constant and E|B|2 <∞, then for q = 1 as
σ → 0
χ∗q(σ) = O(φ(µ/σ)), Rq(χ
∗
q(σ), σ) − 1 = O(φ2(µ/σ)).
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Proof. We first claim that χ∗q(σ) → 0 as σ → 0. Otherwise, there exists a sequence σn → 0 such that
χ∗q(σn) → C > 0 as n → ∞. And the limit C is finite. Suppose this is not true, then since η1(u;χ) =
sign(u)(|u| − χ)+ we can apply Fatou’s lemma to conclude
lim inf
n→∞ Rq(χ
∗
q(σn), σn) ≥ E lim infn→∞ (η1(B/σn + Z;χ
∗
q(σn))−B/σn)2 = +∞,
contradicting with the fact Rq(χ
∗
q(σn), σn) ≤ Rq(0, σn) = 1. We now calculate the following limit:
lim
n→∞Rq(χ
∗
q(σn), σn) = limn→∞E(η1(B/σn + Z;χ
∗
q(σn))−B/σn − Z)2
+2 lim
n→∞EZ(η1(B/σn + Z;χ
∗
q(σn))−B/σn − Z) + 1 = C2 + 1.
The last step is due to Dominated Convergence Theorem (DCT). The condition of DCT can be verified based on
the fact |u− η1(u;χ)| ≤ χ. We can also choose a positive constant C˜ smaller than C and use similar argument
to obtain limn→∞Rq(C˜, σn) = C˜2 + 1. That means Rq(C˜, σn) < Rq(χ∗q(σn), σn) when n is large enough.
This is contradicting with the fact χ = χ∗q(σn) minimizes Rq(χ, σn).
We next derive the following bounds:
Rq(χ, σ) − 1 = E(η1(B/σ + Z;χ)−B/σ − Z)2 + 2E(Z(η1(B/σ + Z;χ)−B/σ − Z))
(a)
= E(η1(B/σ + Z;χ)−B/σ − Z)2 + 2E(∂1η1(B/σ + Z;χ)− 1)
(b)
≤ χ2 − 2E
∫ −B/σ+χ
−B/σ−χ
φ(z)dz
(c)
= χ2 − 4χEφ(−B/σ + αχ).
To obtain (a) we used Stein’s lemma; note that η1(u;χ) is a weakly differentiable function of u. Inequality (b)
holds since |η1(u;χ)−u| ≤ χ. Equality (c) is the result of the mean value theorem and hence |α| ≤ 1 is depen-
dent on B. From the above inequality, it is straightforward to verify that if we choose χ = 3e−1Eφ(
√
2B/σ),
then
Rq(χ
∗
q(σ), σ) ≤ Rq(χ, σ) < 1 = Rq(0, σ), (24)
for small enough σ. This means the optimal threshold χ∗q(σ) is a non-zero finite value. Hence it is a solution to
∂Rq(χ∗q(σ),σ)
∂χ = 0, which further implies (from now on we use χ
∗ to represent χ∗q(σ) for simplicity):
χ∗ =
Eφ(χ∗ −B/σ) + Eφ(χ∗ +B/σ)
E1(|Z +B/σ| ≥ χ∗) ≤
2Eφ(χ∗ − |B|/σ)
E1(|Z +B/σ| ≥ χ∗) ≤
2φ(χ∗ − µ/σ)
E1(|Z +B/σ| ≥ χ∗) , (25)
where the last inequality holds for small values of σ due to the condition P(|B| > µ) = 1. Since E1(|Z +
B/σ| ≥ χ∗) → 1, as σ → 0 and φ(χ∗ − µ/σ) ≤ φ(µ/(√2σ))e(χ∗)2/2, from (25) we can first conclude
χ∗ = o(σ), which in turn (use (25) again) implies χ∗ = O(φ(µ/σ)).
We now turn to analyzing Rq(χ
∗, σ):
Rq(χ
∗, σ) − 1 = E(η1(B/σ + Z;χ∗)−B/σ − Z)2 + 2E(∂1η1(B/σ + Z;χ∗)− 1)
≥ −2E1(|B/σ + Z| ≤ χ∗) ≥ −2
∫ −µ/σ+χ∗
−µ/σ−χ∗
φ(z)dz ≥ −4χ∗φ(µ/σ − χ∗)
(d)
≥ −8φ
2(χ∗ − µ/σ)
E1(|Z +B/σ| ≥ χ∗)
(e)∼ −8φ2(µ/σ),
where (d) is due to (25) and (e) holds because E1(|Z+B/σ| ≥ χ∗)→ 1 and χ∗ = o(σ). This result combined
with Rq(χ
∗, σ)− 1 < 0 from (24) finishes the proof.
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We are in position to derive the expansion of AMSE(λ∗,1, 1, σw). Similarly as in the proof for q ∈ (1, 2],
we can use Lemma 10 to derive (23) for q = 1. Then we apply Lemma 10 again to obtain
AMSE(λ∗,1, 1, σw)− δ
δ − 1σ
2
w = σ¯
2Rq(χ
∗
q(σ¯), σ¯)−
δ
δ − 1(σ¯
2 − σ¯2Rq(σ∗q (σ¯), σ¯)/δ)
=
δσ¯2(Rq(χ
∗
q(σ¯), σ¯)− 1)
δ − 1 = o(exp(−µ¯
2/σ¯2)) = o(exp(−µ˜2(δ − 1)/(δσ2w))),
where 0 < µ˜ < µ¯ < µ. This closes the proof.
4.4 Proof of Theorem 4
Similar to the proof of Theorem 3, we consider two cases, i.e. 1 < q ≤ 2 and q = 1, and prove them separately.
We will follow closely the roadmap illustrated in Section 4.3.1.
4.4.1 Proof for the case 1 < q < 2
Again all the results in this section can be proved easily for q = 2. We will only consider 1 < q < 2. Before
we start the proof of our main result, we mention a simple lemma that will be used multiple times in our proof.
Lemma 11. Let T (σ) and χ(σ) be two nonnegative sequences with the property: χ(σ)T q−2(σ) → 0, as
σ → 0. Then,
lim
σ→0
ηq(T (σ), χ(σ))
T (σ)
= 1.
Proof. The proof is a simple application of scale invariance property of ηq, i.e, Lemma 6 part (iii). We have
lim
σ→0
ηq(T (σ), χ(σ))
T (σ)
= lim
σ→0
ηq(1;χ(σ)T
q−2(σ)) = 1,
where the last step is the result of Lemma 6 part (ii).
Our first goal is to show that when χ = Cσq, then limσ→0
R(χ,σ)−1
σ2
is a negative constant by choosing an
appropriate C . However, since this proof is long, we break it to several steps. These steps are summarized in
Lemmas 12, 13, and 14. Then in Lemma 15 we employ these three results to show that if χ = Cσq, then
lim
σ→0
R(χ, σ)− 1
σ2
= C2q2E|B|2q−2 − 2Cq(q − 1)E|B|q−2.
Lemma 12. For any given q ∈ (1, 2), suppose that P(|B| < t) = O(t2−q+ǫ) (as t → 0) with ǫ being any
positive constant, E|B|2 <∞ and χ = Cσq, where C > 0 is a fixed number. Then we have
σq−2
∫ ∞
0
∫ −b
σ
+α
−b
σ
−α
1
|ηq(b/σ + z;χ)|2−q + χq(q − 1)φ(z)dzdF (b) → 0,
as σ → 0. Note that α is an arbitrary positive constant.
Proof. The main idea of the proof is to break this integral into several pieces and prove that each piece converges
to zero. Throughout the proof, we will choose ǫ small enough to be in (0, q − 1). Based on the value of q, we
consider the following intervals. First find the unique non-negative integer ofm∗ such that
q ∈ [2− (ǫ/(ǫ + q − 1)) 1m∗+1 , 2− (ǫ/(ǫ+ q − 1)) 1m∗ ).
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Denote Snm(l) = lm + lm+1 + · · ·+ ln(m ≤ n). Now we define the following intervals:
I−1 =
[
− b
σ
− σ
q−ǫ
log( 1σ )
,− b
σ
+
σq−ǫ
log( 1σ )
]
,
Ii =
[
− b
σ
− σ
ǫ+q−1
q−1
(2−q)i− ǫ
q−1
(log(1/σ))Si0(2−q)
,− b
σ
+
σ
ǫ+q−1
q−1
(2−q)i− ǫ
q−1
(log(1/σ))Si0(2−q)
]
, 0 ≤ i ≤ m∗,
Im∗+1 =
[
− b
σ
− 1
(log(1/σ))S
m∗+1
0 (2−q)
,− b
σ
+
1
(log(1/σ))S
m∗+1
0 (2−q)
]
,
Im∗+2 =
[−b
σ
− α,− b
σ
+ α
]
. (26)
We see that for small enough σ, these intervals are nested: I−1 ⊂ I0 ⊂ I1 ⊂ . . . ⊂ Im∗+2. Further define
P−1 = σq−2
∫ ∞
0
∫
I−1
1
|ηq(b/σ + z;χ)|2−q + χq(q − 1)φ(z)dzdF (b),
Pi = σ
q−2
∫ ∞
0
∫
Ii\Ii−1
1
|ηq(b/σ + z;χ)|2−q + χq(q − 1)φ(z)dzdF (b), 0 ≤ i ≤ m
∗ + 2.
Using these notations we have
σq−2
∫ ∞
0
∫ −b
σ
+α
−b
σ
−α
1
|ηq(b/σ + z;χ)|2−q + χq(q − 1)φ(z)dzdF (b) =
m∗+2∑
i=−1
Pi. (27)
Our goal is to show that Pi → 0 as σ → 0. Since these intervals have different forms, we consider five different
cases (i) i = −1, (ii) i = 0, (iii) 1 ≤ i ≤ m∗, (iv) i = m∗ + 1, and (v) i = m∗ + 2 and for each case we show
that Pi → 0. Let |I| denote the Lebesgue measure of an interval I . For the first term, we have for a positive
constant C˜−1,
P−1 ≤ σq−2
∫ ∞
0
∫
I−1
1
χq(q − 1)φ(z)dzdF (b) ≤ σ
q−2
∫ C˜−1σ√log(1/σ)
0
∫
I−1
1
χq(q − 1)φ(z)dzdF (b)
+σq−2
∫ ∞
C˜−1σ
√
log(1/σ)
∫
I−1
1
χq(q − 1)φ(z)dzdF (b)
≤ σ
q−2φ(0)|I−1|P(|B| ≤ C˜−1σ
√
log(1/σ))
χq(q − 1) +
σq−2φ(C˜−1
√
log(1/σ) − σq−ǫlog(1/σ) )|I−1|
χq(q − 1)
≤ O(1)σ
q−ǫ−2
P(|B| ≤ C˜−1σ
√
log(1/σ))
log(1/σ)
+O(1)
σq−ǫ−2φ( C˜−12
√
log(1/σ))
log(1/σ)
≤ O(1)(log(1/σ))−q+ǫ2 +O(1)σ
q−ǫ−2+C˜2
−1/8
log(1/σ)
→ 0, (28)
where we have used the condition P(|B| < t) = O(t2−q+ǫ) to obtain the last inequality and the last statement
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holds by choosing C˜−1 large enough. We next analyze the term P0. For a constant C˜0 > 0 we have
P0 ≤ σq−2
∫ ∞
0
∫
I0\I−1
1
|ηq(b/σ + z;χ)|2−q φ(z)dzdF (b)
= σq−2
∫ C˜0σ√log(1/σ)
0
∫
I0\I−1
1
|ηq(b/σ + z;χ)|2−q φ(z)dzdF (b)
+σq−2
∫ ∞
C˜0σ
√
log(1/σ)
∫
I0\I−1
1
|ηq(b/σ + z;χ)|2−q φ(z)dzdF (b)
≤ σ
q−2φ(0)|I0|P(|B| < C˜0σ
√
log(1/σ))
η2−qq
(
σq−ǫ
log(1/σ) ;χ
) + σq−2φ
(
C˜0
√
log(1/σ) − σlog(1/σ)
)
|I0|
η2−qq
(
σq−ǫ
log(1/σ) ;χ
) . (29)
We have used the fact that |b/σ + z| ≥ σq−ǫlog(1/σ) for z /∈ I−1 in the last step. Note that according to Lemma 11,
since ( σ
q−ǫ
log(1/σ) )
q−2χ ∝ σq2−(1+ǫ)q+2ǫ(log(1/σ))2−q → 0, we obtain
lim
σ→0
σq−ǫ
log(1/σ)
ηq(
σq−ǫ
log(1/σ) ;χ)
= 1.
With the above result, it is clear that the second term of the upper bound in (29) vanishes if choosing sufficiently
large C˜0. Regarding the first term we know
σq−2|I0|P(|B| < C˜0σ
√
log(1/σ))
η2−qq
(
σq−ǫ
log(1/σ) ;χ
) ∝ σq2−(ǫ+2)q+3ǫ+1(log(1/σ)) ǫ+4−3q2 = o(1).
Now we consider an arbitrary 1 ≤ i ≤ m∗ and show that Pi → 0. Similarly as bounding P0 we can have
Pi ≤ σq−2
∫ C˜iσ√log(1/σ)
0
∫
Ii\Ii−1
1
|ηq(b/σ + z;χ)|2−q φ(z)dzdF (b)
+σq−2
∫ ∞
C˜iσ
√
log(1/σ)
∫
Ii\Ii−1
1
|ηq(b/σ + z;χ)|2−q φ(z)dzdF (b)
≤ σ
q−2φ(0)|Ii|P(|B| < C˜iσ
√
log(1/σ))
η2−qq
(
σ
ǫ+q−1
q−1 (2−q)
i−1− ǫq−1
(log(1/σ))S
i−1
0 (2−q)
;χ
) + σq−2φ
(
C˜i
√
log(1/σ) − σ
ǫ+q−1
q−1 (2−q)
i
−
ǫ
q−1
(log(1/σ))S
i
0
(2−q)
)
|Ii|
η2−qq
(
σ
ǫ+q−1
q−1 (2−q)
i−1− ǫq−1
(log(1/σ))S
i−1
0 (2−q)
;χ
) . (30)
We then use Lemma 11 to conclude for i ≥ 1
lim
σ→0
σ
ǫ+q−1
q−1 (2−q)
i
−
ǫ(2−q)
q−1
(log(1/σ))S
i
1(2−q)
η2−qq
(
σ
ǫ+q−1
q−1 (2−q)
i−1− ǫ
q−1
(log(1/σ))S
i−1
0
(2−q)
;χ
) = 1. (31)
The condition of Lemma 11 can be verified in the following:
(σ
ǫ+q−1
q−1
(2−q)i−1− ǫ
q−1 (log(1/σ))−S
i−1
0 (2−q))q−2χ ∝ σ− ǫ+q−1q−1 (2−q)i+ 2−qq−1 ǫ+q(log(1/σ))Si1(2−q) = o(1),
where the last step is due to the fact that− ǫ+q−1q−1 (2−q)i+ 2−qq−1ǫ+q ≥ − ǫ+q−1q−1 (2−q)+ 2−qq−1ǫ+q = 2q−2 > 0.
Using the result (31), it is straightforward to confirm that if C˜i is chosen large enough, the second term in (30)
21
goes to zero. For the first term,
lim
σ→0
σq−2φ(0)|Ii|P(|B| < C˜iσ
√
log(1/σ))
η2−qq
(
σ
ǫ+q−1
q−1 (2−q)
i−1− ǫq−1
(log(1/σ))S
i−1
0
(2−q)
;χ
)
(a)
= O(1) · lim
σ→0
σq−2 σ
ǫ+q−1
q−1 (2−q)
i
−
ǫ
q−1
(log(1/σ))S
i
0(2−q)
σ2−q+ǫ(log(1/σ))
2−q+ǫ
2
σ
ǫ+q−1
q−1 (2−q)
i−
ǫ(2−q)
q−1
(log(1/σ))S
i
1
(2−q)
= O(1) · lim
σ→0
(log(1/σ))
−q+ǫ
2 = 0,
where we have used (31) to obtain (a). So far we have showed limσ→0
∑m∗
i=−1 Pi = 0. Our next step is to
prove that Pm∗+1 → 0.
Pm∗+1 ≤ σq−2
∫ C˜m∗+1σ√log(1/σ)
0
∫
Im∗+1\Im∗
φ(z)
|ηq(b/σ + z;χ)|2−q dzdF (b)
+σq−2
∫ ∞
C˜m∗+1σ
√
log(1/σ)
∫
Im∗+1\Im∗
φ(z)
|ηq(b/σ + z;χ)|2−q dzdF (b)
≤ σ
q−2φ(0)|Im∗+1|P(|B| < C˜m∗+1σ
√
log(1/σ))
η2−qq
(
σ
ǫ+q−1
q−1 (2−q)
m∗− ǫq−1
(log(1/σ))S
m∗
0 (2−q)
;χ
)
+
σq−2φ
(
C˜m∗+1
√
log(1/σ) − 1
log(1/σ)S
m∗+1
0
(2−q)
)
|Im∗+1|
η2−qq
(
σ
ǫ+q−1
q−1 (2−q)
m∗− ǫq−1
(log(1/σ))S
m∗
0
(2−q)
;χ
) . (32)
Again based on (31) It is clear that if C˜m∗+1 is large enough, then the second term in (32) goes to zero. We
now show the first term goes to zero as well:
lim
σ→0
σq−2φ(0)|Im∗+1|P(|B| < C˜m∗+1σ
√
log(1/σ))
η2−qq
(
σ
ǫ+q−1
q−1 (2−q)
m∗− ǫq−1
(log(1/σ))S
m∗
0
(2−q)
;χ
)
(b)
= O(1) · lim
σ→0
σq−2 1
log(1/σ)S
m∗+1
0
(2−q)
σ2−q+ǫ(log(1/σ))
2−q+ǫ
2
σ
ǫ+q−1
q−1 (2−q)
m∗+1−
ǫ(2−q)
q−1
(log(1/σ))S
m∗+1
1
(2−q)
= O(1) · lim
σ→0
σ
ǫ−(ǫ+q−1)(2−q)m
∗+1
q−1 (log(1/σ))
−q+ǫ
2
(c)
= 0,
where (b) holds from Lemma 11 and (c) is due to the condition we imposed onm∗ that ensures (2− q)m∗+1 ≤
ǫ
ǫ+q−1 . The last remaining term of (27) is Pm∗+2. To prove Pm∗+2 → 0, we have
Pm∗+2 ≤ σq−2
∫ C˜m∗+2σ√log(1/σ)
0
∫
Im∗+2\Im∗+1
1
|ηq(b/σ + z;χ)|2−q φ(z)dzdF (b)
+σq−2
∫ ∞
C˜m∗+2σ
√
log(1/σ)
∫
Im∗+2\Im∗+1
1
|ηq(b/σ + z;χ)|2−q φ(z)dzdF (b).
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By using the same strategy as we did for bounding Pi (0 ≤ i ≤ m∗ + 1), the second integral above will go to
zero as σ → 0, when C˜m∗+2 is chosen large enough. And the first integral can be bounded by
σq−2φ(0)2αP(|B| ≤ C˜m∗+2σ
√
log(1/σ))
η2−qq
(
1
log(1/σ)S
m∗+1
0
(2−q)
;χ
) (d)= O(1)σǫ log(1/σ)(2−q+ǫ)/2+Sm∗+21 (2−q) → 0,
where (d) holds by Lemma 11 and the condition of Lemma 11 can be easily checked. This completes the
proof.
Define
Iγ ,
[
− b
σ
− α
σ1−γ
,− b
σ
+
α
σ1−γ
]
. (33)
In Lemma 12 we proved that:
σq−2
∫ ∞
0
∫ −b
σ
+α
−b
σ
−α
1
|ηq(b/σ + z;χ)|2−q + χq(q − 1)φ(z)dzdF (b) → 0.
In the next lemma, we would like to extend this result and show that in fact,
σq−2
∫ ∞
0
∫
Iγ
1
|ηq(b/σ + z;χ)|2−q + χq(q − 1)φ(z)dzdF (b) → 0.
Lemma 13. For any given q ∈ (1, 2), suppose the conditions in Lemma 12 hold. Then for any fixed 0 < γ < 1,
σq−2
∫ ∞
0
∫
Iγ\Im∗+2
1
|ηq(b/σ + z;χ)|2−q + χq(q − 1)φ(z)dzdF (b) → 0,
as σ → 0. Note that Im∗+2 is defined in (26).
Proof. As in the proof of Lemma 12, we break the integral into smaller subintervals and prove each one goes
to zero. Consider the following intervals:
Ji =
[
− b
σ
− α
σ
ǫ
1+θ
Si0(1−ǫ)
,− b
σ
+
α
σ
ǫ
1+θ
Si0(1−ǫ)
]
,
where θ > 0 is an arbitrarily small number and i is an arbitrary natural number. Note that {Ji} is a sequence
of nested intervals and Im∗+2 ⊂ J0. Our goal is to show that the following integrals go to zero as σ → 0:
Q−1 , σq−2
∫ ∞
0
∫
J0\Im∗+2
1
|ηq(b/σ + z;χ)|2−q + χq(q − 1)φ(z)dzdF (b) → 0,
Qi , σ
q−2
∫ ∞
0
∫
Ji+1\Ji
1
|ηq(b/σ + z;χ)|2−q + χq(q − 1)φ(z)dzdF (b) → 0, i ≥ 0.
Define σ˜i ,
1
ασ
ǫ
1+θ
Si0(1−ǫ). Since |b/σ + z| ≥ α for z /∈ Im∗+2 we obtain
Q−1 ≤ σq−2
∫ ∞
0
∫
J0\Im∗+2
1
|ηq(α;χ)|2−q φ(z)dzdF (b)
= σq−2
∫ σ
σ˜0
log(1/σ)
0
∫
J0\Im∗+2
1
|ηq(α;χ)|2−q φ(z)dzdF (b)
+σq−2
∫ ∞
σ
σ˜0
log(1/σ)
∫
J0\Im∗+2
1
|ηq(α;χ)|2−q φ(z)dzdF (b)
≤ σq−2
∫ σ
σ˜0
log(1/σ)
0
1
|ηq(α;χ)|2−q dF (b) + σ
q−2φ(
log(1/σ)
σ˜0
− 1σ˜0 )|J0|
|ηq(α;χ)|2−q .
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It is straightforward to notice that the second term above converges to zero. For the first term, by the condition
P(|B| < t) = O(t2−q+ǫ) we derive the following bounds
σq−2
∫ σ
σ˜0
log(1/σ)
0
1
|ηq(α;χ)|2−q dF (b) ≤ O(1)σ
q−2(σσ˜−10 log(1/σ))
2−q+ǫ
= O(1)σ
ǫ(q−1−ǫ+θ)
1+θ (log(1/σ))2−q+ǫ → 0.
Now we discuss the term Qi for i ≥ 0. Similarly as we bounded Q−1 we have
Qi ≤ σq−2
∫ σ
σ˜i+1
log(1/σ)
0
∫
Ji+1\Ji
1
|ηq( 1σ˜i ;χ)|2−q
φ(z)dzdF (b)
+σq−2
∫ ∞
σ
σ˜i+1
log(1/σ)
∫
Ji+1\Ji
1
|ηq( 1σ˜i ;χ)|2−q
φ(z)dzdF (b). (34)
The second integral in (34) can be easily shown convergent to zero as σ → 0. We now focus on the first integral.
σq−2
∫ σ
σ˜i+1
log(1/σ)
0
∫
Ji+1\Ji
1
|ηq( 1σ˜i ;χ)|2−q
φ(z)dzdF (b)
≤ σ
q−2
|ηq( 1σ˜i ;χ)|2−q
P
(|B| ≤ σ
σ˜i+1
log(1/σ)
)
≤ O(1) σ
ǫ(log(1/σ))2−q+ǫ
|ηq( 1σ˜i ;χ)|2−qσ˜
2−q+ǫ
i+1
(a)
= O(1)
σǫ(log(1/σ))2−q+ǫσ˜2−qi
σ˜2−q+ǫi+1
= O(1)σ
ǫ(θ+(q−1−ǫ)(1−ǫ)i+1)
1+θ (log(1/σ))2−q+ǫ = o(1).
We have used Lemma 11 to obtain (a). Above all we have showed that for any given natural number i ≥ 0,
lim
σ→0
σq−2
∫ ∞
0
∫
Ji\Im∗+2
1
|ηq(b/σ + z;χ)|2−q + χq(q − 1)φ(z)dzdF (b) = 0.
Now note that as i goes to infinity, the exponent of σ in the interval Ji goes to ǫ1+θ (1+(1−ǫ)+(1−ǫ)2+. . .) =
1
1+θ . So, by choosing small enough θ and sufficiently large i we can make Iγ ⊂ Ji, hence completing the
proof.
In the last two lemmas, we have been able to prove that for χ = Cσq,
σq−2
∫ ∞
0
∫
Iγ
1
|ηq(b/σ + z;χ)|2−q + χq(q − 1)φ(z)dzdF (b) → 0.
This result will be used to characterize the following limit
lim
σ→0
σq−2
∫ ∞
0
∫
R
1
|ηq(b/σ + z;χ)|2−q + χq(q − 1)φ(z)dzdF (b).
Before that we mention a simple lemma that will be applied several times in our proofs.
Lemma 14. For 1 < q < 2 we have
1
|ηq(u;χ)|2−q + χq(q − 1) ≤
2
|u|2−q(q − 1) .
Proof. It is sufficient to consider u > 0. We analyze two different cases:
1. χ ≤ u2−q 12q : According to Lemma 6 part (ii), since we know ηq(u;χ) ≤ u, we have
ηq(u;χ) = u− χqηq−1q (u;χ) ≥ u− χquq−1 ≥ u− u2−q
1
2q
qαq−1 =
u
2
.
Hence,
1
|ηq(u;χ)|2−q + χq(q − 1) ≤
1
|ηq(u;χ)|2−q ≤
22−q
u2−q
≤ 2
(q − 1)u2−q .
2. χ ≥ u2−q 12q :
1
|ηq(u;χ)|2−q + χq(q − 1) ≤
1
χq(q − 1) ≤
2
(q − 1)u2−q .
This completes our proof.
Now we can consider one of the main results of this section.
Lemma 15. For any given q ∈ (1, 2), suppose the conditions in Lemma 12 hold. Then for χ = Cσq we have
lim
σ→0
Rq(χ, σ) − 1
σ2
= C2q2E|B|2q−2 − 2Cq(q − 1)E|B|q−2.
Proof. We follow the same roadmap as in the proof of Lemma 8. Recall that
Rq(χ, σ)− 1 = χ2q2E|ηq(B/σ + Z;χ)|2q−2︸ ︷︷ ︸
S1
−2χq(q − 1)E |ηq(B/σ + Z;χ)|
q−2
1 + χq(q − 1)|ηq(B/σ + Z;χ)|q−2︸ ︷︷ ︸
S2
. (35)
The first term S1 can be calculated in the same way as in the proof of Lemma 8.
lim
σ→0
σ−2S1 = C2q2E|B|2q−2. (36)
We now focus on analyzing S2. First note that restricting |B| to be bounded away from 0 makes it possible to
follow the same arguments used in the proof of Lemma 8 to obtain,
lim
σ→0
E
1(|B| > 1)
|ηq(|B|+ σZ;Cσ2)|2−q +Cσ2q(q − 1) = E|B|
q−2
1(|B| > 1). (37)
Hence we next consider the event |B| ≤ 1.
E
1(|B| ≤ 1)
|ηq(|B|+ σZ;Cσ2)|2−q + Cσ2q(q − 1)
=
∫ 1
0
∫ −b/σ+bc/(2σ)
−b/σ−bc/(2σ)
1
|ηq(b+ σz;Cσ2)|2−q + Cσ2q(q − 1)φ(z)dzdF (b)︸ ︷︷ ︸
T1
+
∫ 1
0
∫
R\[−b/σ−bc/(2σ),−b/σ+bc/(2σ)]
1
|ηq(b+ σz;Cσ2)|2−q + Cσ2q(q − 1)φ(z)dzdF (b)︸ ︷︷ ︸
T2
,
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where c > 1 is a constant that we will specify later. We first analyze T2. Note that,
T2 = E
1(|B + σZ| ≥ |B|c/2, |B| ≤ 1)
|ηq(B + σZ;Cσ2)|2−q + Cσ2q(q − 1) ,
and
1(|B + σZ| ≥ |B|c/2, |B| ≤ 1)
|ηq(B + σZ;Cσ2)|2−q + Cσ2q(q − 1)
(a)
≤ 21(|B + σZ| ≥ |B|
c/2)
(q − 1)|B + σZ|2−q ≤
|B|c(q−2)
2q−3(q − 1) ,
where (a) is due to Lemma 14. For any 1 < q < 2, it is straightforward to verify that E|B|c(q−2) < ∞ if c is
chosen close enough to 1. We can then apply Dominated Convergence Theorem (DCT) to obtain
lim
σ→0
T2 = E1(|B| ≥ |B|c/2, |B| ≤ 1)|B|q−2 = E|B|q−21(|B| ≤ 1). (38)
We now turn to bounding T1. According to Lemmas 12 and 13, we know
σq−2
∫ ∞
0
∫
Iγ
1
|ηq(b/σ + z;χ)|2−q + χq(q − 1)φ(z)dzdF (b) → 0,
where Iγ = [− bσ − ασ1−γ ,− bσ + ασ1−γ ]. Define I
γ
c = [− bσ − b
c
σ1−γ
,− bσ + b
c
σ1−γ
] and I˜c = [− bσ − b
c
2σ ,− bσ + b
c
2σ ].
For 0 ≤ b ≤ 1, we get Iγc ⊆ Iγ for any given α > 1. Therefore,
T3 , σ
q−2
∫ 1
0
∫
Iγc
1
|ηq(b/σ + z;χ)|2−q + χq(q − 1)φ(z)dzdF (b) → 0.
Hence to bound T1, it is sufficient to bound T1 − T3:
T1 − T3 = σq−2
∫ 1
0
∫
I˜c\Iγc
1
|ηq(b/σ + z;χ)|2−q + χq(q − 1)φ(z)dzdF (b)
≤ σq−2
∫ 1
0
∫
I˜c\Iγc
1
|ηq(bc/σ1−γ ;χ)|2−q + χq(q − 1)φ(z)dzdF (b)
(b)
≤ σq−2+(1−γ)(2−q)
∫ 1
0
∫
I˜c\Iγc
2bc(q−2)
q − 1 φ(z)dzdF (b)
= σq−2+(1−γ)(2−q)
∫ C˜σ√log(1/σ)
0
∫
I˜c\Iγc
2bc(q−2)
q − 1 φ(z)dzdF (b)︸ ︷︷ ︸
T4
+σq−2+(1−γ)(2−q)
∫ 1
C˜σ
√
log(1/σ)
∫
I˜c\Iγc
2bc(q−2)
q − 1 φ(z)dzdF (b)︸ ︷︷ ︸
T5
,
where (b) is the result of Lemma 14 and C˜ is a positive constant. We first bound T5 in the following:
T5 ≤ 2σ
q−2+(1−γ)(2−q)
q − 1
∫ 1
C˜σ
√
log(1/σ)
bc(q−1)
σ
φ
(
b
2σ
)
dF (b) ≤ 2σ
q−3+(1−γ)(2−q)
q − 1 φ(C˜
√
log(1/σ)/2).
It is then easily seen that T5 goes to zero by choosing large enough C˜ . For the remaining term T4,
T4 ≤ 2σ
q−3+(1−γ)(2−q)
q − 1
∫ C˜σ√log(1/σ)
0
bc(q−1)φ
(
b
2σ
)
dF (b)
≤ 2σ
q−3+(1−γ)(2−q)
q − 1 (C˜σ
√
log(1/σ))c(q−1)φ(0)P(|B| ≤ C˜σ
√
log(1/σ))
≤ O(1)σc(q−1)−γ(2−q)+1−q+ǫ(log(1/σ))(c(q−1)+2−q+ǫ)/2 → 0.
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To obtain the last statement, we can choose γ close enough to zero and c close to 1. Hence we can conclude
T1 → 0 as σ → 0. This combined with the results in (37) and (38) gives us
lim
σ→0
−σ−2S2 = 2Cq(q − 1)E 1|ηq(|B|+ σZ;Cσ2)|2−q + Cσ2q(q − 1) = 2Cq(q − 1)E|B|
q−2.
The above result together with (36) finishes the proof.
As stated in the roadmap of the proof, our first goal is to characterize the convergence rate of χ∗q(σ).
Towards this goal, we first show that χ∗q(σ) cannot be either too large or too small. In particular, in Lemmas
16 and 17, we show that χ∗q(σ) = O(σq−1) and χ∗q(σ) = Ω(σq). We then utilize such result in Lemma 18 to
conclude that χ∗q(σ) = Θ(σq).
Lemma 16. Suppose E|B|2 <∞, if χσ1−q =∞ and χ = o(1), then Rq(χ, σ)→∞, as σ → 0.
Proof. Consider the formula of Rq(χ, σ) in (35). Since χ = o(1), it is straightforward to apply Dominated
Convergence Theorem to obtain
lim
σ→0
χ−2σ2q−2S1 = q2E|B|2q−2.
Because χ2σ2−2q →∞, we know S1 →∞. Also note
|S2| ≤ 2χq(q − 1) · 1
χq(q − 1) = 2.
Hence, Rq(χ, σ)→∞.
Lemma 17. Suppose that the same conditions for B in Lemma 15 hold, if χ = o(σq), then
Rq(χ, σ)− 1
σ2
→ 0, as σ → 0.
Proof. Consider the expression of Rq(χ, σ)− 1 in (35). First note that
lim
σ→0
S1
σ2
= lim
σ→0
χ2σ2−2qq2E|ηq(B + σZ;χσ2−q)|2q−2
σ2
= 0.
Now we study the behavior of S2. Recall that we defined I−1 =
[
− bσ − σ
q−ǫ
log( 1
σ
)
,− bσ + σ
q−ǫ
log( 1
σ
)
]
and Iγ =[− bσ − ασ1−γ ,− bσ + ασ1−γ ] in (26) and (33), respectively. It is straightforward to use the same argument as for
bounding P−1 in the proof of Lemma 12 (see the derivations in (28)) to have
χ
σ2
∫ ∞
0
∫
I−1
φ(z)
|ηq(b/σ + z;χ)|2−q + χq(q − 1)dzdF (b) ≤
χ
σ2
∫ ∞
0
∫
I−1
φ(z)
χq(q − 1)dzdF (b)→ 0.
Moreover, since χ < Cσq for small enough σ, Lemma 6 part (v) implies
|ηq(b/σ + z;χ)| ≥ |ηq(b/σ + z;Cσq)|.
Therefore, as σ → 0
χ
σ2
∫ ∞
0
∫
Iγ\I−1
φ(z)
|ηq(b/σ + z;χ)|2−q dzdF (b)
≤ χ
σq
· 1
σ2−q
∫ ∞
0
∫
Iγ\I−1
φ(z)
|ηq(b/σ + z;Cσq)|2−q dzdF (b)→ 0,
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where the last statement holds because of 1σ2−q
∫∞
0
∫
Iγ\I−1
φ(z)
|ηq(b/σ+z;Cσq)|2−q dzdF (b) → 0 that has already
been shown in the proof of Lemmas 12 and 13. Above all we have proved
χ
σ2
∫ ∞
0
∫
Iγ
φ(z)
|ηq(b/σ + z;χ)|2−q + χq(q − 1)dzdF (b)→ 0.
Based on the above result, we can easily follow the same derivations of bounding the term T1 in the proof of
Lemma 15 to conclude
lim
σ→0
χ
σ2
∫ 1
0
∫ −b/σ+bc/(2σ)
−b/σ−bc/(2σ)
φ(z)
|ηq(b/σ + z;χ)|2−q + χq(q − 1)dzdF (b) = 0. (39)
Furthermore, because χ = o(σq), the analyses to derive Equation (37) and bound T2 in the proof of Lemma 15
can be adapted here and yield
lim
σ→0
χ
σ2
∫ ∞
1
∫ +∞
−∞
φ(z)
|ηq(b/σ + z;χ)|2−q + χq(q − 1)dzdF (b) = 0, (40)
lim
σ→0
χ
σ2
∫ 1
0
∫
R\[−b/σ−bc/(2σ),−b/σ+bc/(2σ)]
φ(z)
|ηq(b/σ + z;χ)|2−q + χq(q − 1)dzdF (b) = 0. (41)
Putting results (39), (40) and (41) together gives us
lim
σ→0
−S2
σ2
= lim
σ→0
2χq(q − 1)
σ2
∫ ∞
0
∫ ∞
−∞
φ(z)
|ηq(b/σ + z;χ)|2−q + χq(q − 1)dzdF (b) = 0.
This finishes the proof.
Collecting the results from Lemmas 15, 16 and 17, we can upper and lower bound the optimal threshold
value χ∗q(σ) as shown in the following corollary.
Corollary 7. Suppose the conditions for B in Lemma 15 hold. Then as σ → 0, we have
χ∗q(σ) = Ω(σ
q), χ∗q(σ) = O(σ
q−1).
Proof. Since χ = χ∗q(σ) minimizes Rq(χ, σ), we know
Rq(χ
∗
q(σ), σ) ≤ Rq(0, σ) = 1, for any σ > 0, (42)
σ−1(Rq(χ∗q(σ), σ) − 1) ≤ σ−2(Rq(Cσq, σ)− 1) < −c, for small enough σ, (43)
where the last inequality is due to Lemma 15 with an appropriate choice of C , and c is a positive constant.
Note that we already know χ∗q(σ) = o(1). If χ∗q(σ) 6= O(σq−1), Lemma 16 will contradict with (42). If
χ∗q(σ) 6= Ω(σq), Lemma 17 will contradict with (43).
We are now able to derive the exact convergence rate of χ∗q(σ) and Rq(χ∗q(σ), σ).
Lemma 18. For any given q ∈ (1, 2), suppose the conditions in Lemma 12 for B hold. Then we have
χ∗q(σ) =
(q − 1)E|B|q−2
qE|B|2q−2 σ
q + o(σq),
Rq(χ
∗
q(σ), σ) = 1−
(q − 1)2(E|B|q−2)2
E|B|2q−2 σ
2 + o(σ2).
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Proof. In this proof, we use χ∗ to denote χ∗q(σ) for notational simplicity. Using the notations in Equation (19),
we know that χ∗ satisfies the following equation:
0 = χ∗U1 − U2 − χ∗U3.
Our first goal is to show that σq−2U2 → q(q − 1)E|B|q−2 as σ → 0. Define the interval
K = [−b/σ − (χ∗)1/(2−q),−b/σ + (χ∗)1/(2−q)]. (44)
Then we have,
U2
σ2−q
=
q(q − 1)
σ2−q
∫ ∞
0
∫
K
|ηq(b/σ + z;χ∗)|4−2q
(|ηq(b/σ + z;χ∗)|2−q + χ∗q(q − 1))3φ(z)dzdF (b)
+
q(q − 1)
σ2−q
∫ ∞
0
∫
R\K
|ηq(b/σ + z;χ∗)|4−2q
(|ηq(b/σ + z;χ∗)|2−q + χ∗q(q − 1))3φ(z)dzdF (b). (45)
We first show that the first term in (45) goes to zero. Note that ηq((χ
∗)1/(2−q);χ∗) = (χ∗)1/(2−q)ηq(1; 1) by
Lemma 6 part (iii), we thus have
q(q − 1)
σ2−q
∫ ∞
0
∫
K
|ηq(b/σ + z;χ∗)|4−2q
(|ηq(b/σ + z;χ∗)|2−q + χ∗q(q − 1))3φ(z)dzdF (b)
≤ q(q − 1)
σ2−q
∫ ∞
0
∫
K
|ηq((χ∗)1/(2−q);χ∗)|4−2q
(χ∗q(q − 1))3 φ(z)dzdF (b)
≤ 1
σ2−q
∫ ∞
0
∫
K
η4−2qq (1; 1)
χ∗(q(q − 1))2φ(z)dzdF (b)
≤ 1
σ2−q
∫ C1σ√log(1/σ)
0
∫
K
η4−2qq (1; 1)
χ∗(q(q − 1))2φ(z)dzdF (b)
+
η4−2qq (1; 1)
q2(q − 1)2σ2−qχ∗ |K|φ(C1
√
log(1/σ) − (χ∗)1/(2−q)).
Since we have already shown χ∗ = Ω(σq) in Corollary 7, it is straightforward to see that the second integral in
the above bound is negligible for large enough C1. For the first term, we know
1
χ∗σ2−q
∫ C1σ√log(1/σ)
0
∫
K
φ(z)dzdF (b) ≤ O(1)(χ∗)(q−1)/(2−q)σǫ(log(1/σ)) 2−q+ǫ2 = o(1).
Our next goal is to find the limit of the second term in (45). In order to do that, we again break the integral into
several pieces. Recall the intervals Iγ ,I−1,I0,I1, . . . ,J0,J1, . . . that we introduced in Lemmas 12 and 13.
We consider two different cases:
1. In this case, we assume that (χ∗)1/(2−q) = o( σ
q−ǫ
log(1/σ) ).
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Hence K ⊆ I−1. We have
1
σ2−q
∫ ∞
0
∫
I−1\K
|ηq(b/σ + z;χ∗)|4−2q
(|ηq(b/σ + z;χ∗)|2−q + χ∗q(q − 1))3φ(z)dzdF (b)
≤ 1
σ2−q
∫ ∞
0
∫
I−1\K
1
|ηq(b/σ + z;χ∗)|2−q φ(z)dzdF (b)
≤ 1
σ2−q
∫ ∞
0
∫
I−1\K
1
χ∗η2−qq (1; 1)
φ(z)dzdF (b)
≤ 1
σ2−q
∫ C2σ√log(1/σ)
0
∫
I−1\K
1
χ∗η2−qq (1; 1)
φ(z)dzdF (b)
+
1
σ2−q
∫ ∞
C2σ
√
log(1/σ)
∫
I−1\K
1
χ∗η2−qq (1; 1)
φ(z)dzdF (b).
The fact that χ∗(σ) = Ω(σq) enables us to conclude that the second integral above goes to zero by
choosing large enough C2. Regarding the first term we know
1
χ∗σ2−q
∫ C2σ√log(1/σ)
0
∫
I−1\K
φ(z)dzdF (b)
≤ φ(0)|I−1|P(|B| ≤ C2σ
√
log(1/σ))
σ2−qχ∗
= O(1) · σ
q
χ∗
· (log(1/σ))−q+ǫ2 (a)= o(1),
where (a) is due to χ∗ = Ω(σq). We now consider another integral.
1
σ2−q
∫ ∞
0
∫
Iγ\I−1
|ηq(b/σ + z;χ∗)|4−2q
(|ηq(b/σ + z;χ∗)|2−q + χ∗q(q − 1))3φ(z)dzdF (b)
≤ 1
σ2−q
∫ ∞
0
∫
Iγ\I−1
1
|ηq(b/σ + z;χ∗)|2−q φ(z)dzdF (b).
Our goal is to show that this integral goes to zero as well. We use the following calculations:
1
σ2−q
∫ ∞
0
∫
Iγ\I−1
1
|ηq(b/σ + z;χ∗)|2−q φ(z)dzdF (b)
≤ 1
σ2−q
m∗+2∑
i=0
∫ ∞
0
∫
Ii\Ii−1
1
|ηq(b/σ + z;χ∗)|2−q φ(z)dzdF (b)
+
1
σ2−q
ℓ∑
i=1
∫ ∞
0
∫
Ji\Ji−1
1
|ηq(b/σ + z;χ∗)|2−q φ(z)dzdF (b)
+
1
σ2−q
∫ ∞
0
∫
J0\Im∗+2
1
|ηq(b/σ + z;χ∗)|2−q φ(z)dzdF (b),
where ℓ is chosen in a way such that Iγ ⊆ Jℓ. Define mi = |Ii| and m˜i = |Ji|. Note that we
did similar calculations for the case χ = Cσq in Lemmas 12 and 13. The key argument regarding χ
that we used there to show each term above converges to zero was that ηq(mi;Cσ
q) = Θ(mi) and
ηq(m˜i;Cσ
q) = Θ(m˜i). Hence, if we can show that ηq(mi;χ
∗) = Θ(mi) and ηq(m˜i;χ∗) = Θ(m˜i) in
the current case, then those proofs will carry over and we will have
1
σ2−q
∫ ∞
0
∫
Iγ\I−1
1
|ηq(b/σ + z;χ∗)|2−q φ(z)dzdF (b) → 0.
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For this purpose, we make use of Lemma 11. Note that since m−1 < m0 < m1 < . . . < mm∗+2 <
m˜0 < m˜1 < m˜2 . . . < m˜ℓ, we only need to confirm the condition of Lemma 11 form−1. We have
χ∗mq−2−1 = χ
∗σ(q−ǫ)(q−2) log(1/σ)2−q = o(1),
by the assumption of Case 1. Hence in the current case we have obtained
1
σ2−q
∫ ∞
0
∫
Iγ
|ηq(b/σ + z;χ∗)|4−2q
(|ηq(b/σ + z;χ∗)|2−q + χ∗q(q − 1))3φ(z)dzdF (b) → 0.
Furthermore, it is clear that
σq−2|ηq(b/σ + z;χ∗)|4−2q
(|ηq(b/σ + z;χ∗)|2−q + χ∗q(q − 1))3 ≤
1
|ηq(b+ σz;χ∗σ2−q)|2−q + χ∗σ2−qq(q − 1) .
We can then follow the same line of arguments for deriving limσ→0−S2/σ2 in the proof of Lemma 15
to obtain limσ→0 σq−2U2 = q(q − 1)E|B|q−2.
2. The other case is (χ∗)
1
2−q = Ω( σ
q−ǫ
log(1/σ) ). Because (χ
∗)
1
2−q = Ω( σ
q−ǫ
log(1/σ) ) and χ
∗ = O(σq−1), there
exists a value of 0 ≤ m¯ ≤ m∗ + 1 such that for σ small enough, (χ∗) 12−q = o(|Im¯|) and (χ∗)
1
2−q =
Ω(|Im¯−1|). We then break the integral into:
1
σ2−q
∫ ∞
0
∫
Iγ\K
|ηq(b/σ + z;χ∗)|4−2q
(|ηq(b/σ + z;χ∗)|2−q + χ∗q(q − 1))3φ(z)dzdF (b)
=
1
σ2−q
∫ ∞
0
∫
Im¯\K
|ηq(b/σ + z;χ∗)|4−2q
(|ηq(b/σ + z;χ∗)|2−q + χ∗q(q − 1))3φ(z)dzdF (b)
+
1
σ2−q
∫ ∞
0
∫
Iγ\Im¯
|ηq(b/σ + z;χ∗)|4−2q
(|ηq(b/σ + z;χ∗)|2−q + χ∗q(q − 1))3φ(z)dzdF (b) (46)
Once we show that each of the two integrals above goes to zero as σ → 0, then the subsequent arguments
will be exactly the same as the ones in Case 1. Regarding the first integral,
1
σ2−q
∫ ∞
0
∫
Im¯\K
|ηq(b/σ + z;χ∗)|4−2q
(|ηq(b/σ + z;χ∗)|2−q + χ∗q(q − 1))3φ(z)dzdF (b)
≤ 1
σ2−q
∫ C3σ√log(1/σ)
0
∫
Im¯\K
1
χ∗η2−qq (1; 1)
φ(z)dzdF (b)
+
1
σ2−q
∫ ∞
C3σ
√
log(1/σ)
∫
Im¯\K
1
χ∗η2−qq (1; 1)
φ(z)dzdF (b)
≤ φ(0)|Im¯|P(|B| ≤ C3σ
√
log(1/σ))
σ2−qη2−qq (1; 1)χ∗
+
φ(C3
√
log(1/σ)/2)
σ2−qη2−qq (1; 1)χ∗
.
Since χ∗ = Ω(σq) from Corollary 7, it is clear that the second term in the above upper bound goes to
zero by choosing large enough C3. Regarding the first term we have
|Im¯|P(|B| ≤ C3σ
√
log(1/σ))
σ2−qχ∗
(a)
≤ O(1)σ
ǫ(log(1/σ))
2−q+ǫ
2 σ
ǫ+q−1
q−1
(2−q)m¯− ǫ
q−1
χ∗ log(1/σ)Sm¯0 (2−q)
(b)
≤
{
O(1)(log(1/σ))
−q+ǫ
2 = o(1) if m¯ > 0,
O(1)(log(1/σ))
ǫ+4−3q
2 σq
2−(2+ǫ)q+3ǫ+1 = o(1) if m¯ = 0,
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where (a) holds even when m¯ = m∗+1 since ǫ+q−1q−1 (2−q)m¯− ǫq−1 ≤ 0 by the definition ofm∗; and (b) is
due to the fact that (χ∗)1/(2−q) = Ω
(
σ
ǫ+q−1
q−1 (2−q)
m¯−1
−
ǫ
q−1
(log(1/σ))S
m¯−1
0 (2−q)
)
when m¯ > 0 and (χ∗)1/(2−q) = Ω( σ
q−ǫ
log(1/σ) )
when m¯ = 0, according to the choice of m¯. For the second integral in (46), note that (χ∗)
1
2−q = o(|Im¯|),
hence χ∗|Im¯|q−2 → 0. It implies that the arguments in calculating the second integral in Case 1 hold
here as well.
So far we have been able to derive the limit of σq−2U2. We next analyze the term σq−2χ∗U3 and show
that it goes to zero as σ → 0. We have
χ∗
σ2−q
∫ ∞
0
∫
K
|ηq(b/σ + z;χ∗)|2−q
(|ηq(b/σ + z;χ∗)|2−q + χ∗q(q − 1))3φ(z)dzdF (b)
≤ χ
∗
σ2−q
∫ ∞
0
∫
K
χ∗η2−qq (1; 1)
(χ∗q(q − 1))3φ(z)dzdF (b) =
1
σ2−q
∫ ∞
0
∫
K
η2−qq (1; 1)
χ∗(q(q − 1))3φ(z)dzdF (b)
The upper bound above has been shown to be zero in the preceding calculations regarding the first term
in (45). Furthermore, note that when z /∈ K,
|ηq(b/σ + z;χ∗)|2−q ≥ χ∗η2−qq (1; 1).
We can then obtain
χ∗
σ2−q
∫ ∞
0
∫
Iγ\K
|ηq(b/σ + z;χ∗)|2−q
(|ηq(b/σ + z;χ∗)|2−q + χ∗q(q − 1))3φ(z)dzdF (b)
≤ O(1) · 1
σ2−q
∫ ∞
0
∫
Iγ\K
|ηq(b/σ + z;χ∗)|4−2q
(|ηq(b/σ + z;χ∗)|2−q + χ∗q(q − 1))3φ(z)dzdF (b).
The last term has been shown to converge to zero in the analysis of σq−2U2. Above all we have derived
that
lim
σ→0
χ∗
σ2−q
∫ ∞
0
∫
Iγ
|ηq(b/σ + z;χ∗)|2−q
(|ηq(b/σ + z;χ∗)|2−q + χ∗q(q − 1))3φ(z)dzdF (b) = 0.
This together with the fact
χ∗|ηq(b/σ + z;χ∗)|2−q
σ2−q(|ηq(b/σ + z;χ∗)|2−q + χ∗q(q − 1))3 ≤
q−1(q − 1)−1
|ηq(b+ σz;σ2−qχ∗)|2−q + σ2−qχ∗q(q − 1) ,
we can again follow the line of arguments for −σ−2S2 in the proof of Lemma 15 to get
lim
σ→0
χ∗
σ2−q
∫ ∞
0
∫
R
|ηq(b/σ + z;χ∗)|2−q
(|ηq(b/σ + z;χ∗)|2−q + χ∗q(q − 1))3φ(z)dzdF (b) = 0.
Finally a direct application of Dominated Convergence Theorem gives us σ2q−2U1 → q2E|B|2q−2.
Hence we are able to derive the following
lim
σ→0
χ∗
σq
= lim
σ→0
σq−2U2 + σq−2χ∗U3
σ2q−2U1
=
(q − 1)E|B|q−2
qE|B|2q−2 .
Now that we have derived the convergence rate of χ∗, according to Lemma 15, we can immediately obtain the
order of Rq(χ
∗, σ).
Having the convergence rate of Rq(χ
∗
q(σ), σ) as σ → 0 in Lemma 18, the derivation for the expansion of
AMSE(λ∗,q, q, σw) will be the same as the one in the proof of Theorem 3.
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4.4.2 Proof for the case q = 1
Lemma 19. Suppose that P (|B| ≤ t) = Θ(σℓ) (as t→ 0) and E|B|2 <∞, then for q = 1
αmσ
ℓ ≤ χ∗q(σ) ≤ βmσℓ(logm(1/σ))ℓ/2,
α˜mσ
2ℓ ≤ 1−Rq(χ∗q(σ), σ) ≤ β˜mσ2ℓ(logm(1/σ))ℓ,
for small enough σ, where logm(1/σ) = log log . . . log︸ ︷︷ ︸
m times
(
1
σ
)
; m > 0 is an arbitrary integer number; and
αm, βm, α˜m, β˜m > 0 are four constants depending onm.
Proof. Since the proof steps are similar to those in Lemma 10, we do not repeat every detail and instead
highlight the differences. We write χ∗ for χ∗q(σ) for notational simplicity. Using the same proof steps in
Lemma 10, we can obtain χ∗ → 0, as σ → 0 and
χ∗ =
Eφ(χ∗ −B/σ) + Eφ(χ∗ +B/σ)
E1(|Z +B/σ| ≥ χ∗) .
Following the same arguments from the proof of Lemma 21 in Weng et al. (2016), we can show
Θ(σℓ) ≤ Eφ(χ∗ −B/σ) + Eφ(χ∗ +B/σ) ≤ Θ(σℓ(logm(1/σ))ℓ/2), (47)
Θ(σℓ) ≤ Eφ(
√
2B/σ), Eφ(−B/σ + αχ∗) ≤ Θ(σℓ(logm(1/σ))ℓ/2), (48)
where α is any number between 0 and 1. Since E1(|Z + B/σ| ≥ χ∗) → 1 , the bounds for χ∗ is proved by
using the result (47). Furthermore, we know
Rq(χ
∗, σ)− 1 ≤ Rq(χ, σ) − 1 = E(η1(B/σ + Z;χ)−B/σ − Z)2 + 2E(∂1η1(B/σ + Z;χ)− 1)
≤ χ2 − 2E
∫ −B/σ+χ
−B/σ−χ
φ(z)dz = χ2 − 4χEφ(−B/σ + αχ),
where |α| ≤ 1 is dependent on B. If we choose χ = 3e−1Eφ(√2B/σ) in the above inequality, it is straight-
forward to see that
Rq(χ
∗, σ) − 1 ≤ −Θ((Eφ(
√
2B/σ))2) ≤ −Θ(σ2ℓ),
where the last step is due to (48). For the other bound, note that
Rq(χ
∗, σ)− 1 = E(η1(B/σ + Z;χ∗)−B/σ − Z)2 + 2E(∂1η1(B/σ + Z;χ∗)− 1)
≥ −2E
∫ −B/σ+χ∗
−B/σ−χ∗
φ(z)dz = −4χ∗Eφ(−B/σ + αχ∗) ≥ −Θ(σ2ℓ(logm(1/σ))ℓ).
The last inequality holds because of the upper bound on χ∗ and (48).
Based on the results of Lemma 19, deriving the expansion of AMSE(λ∗,1, 1, σw) can be done in a similar
way as in the proof of Theorem 3. We do not repeat it here.
4.5 Proof of Theorem 5
The idea of this proof is similar to those for Theorems 3 and 4. We make use of the result in Theorem 1:
AMSE(λ∗,q, q, δ) = σ¯2Rq(χ∗q(σ¯), σ¯) = δσ¯
2 − σ2w. (49)
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Since we are in the large sample regime where δ → ∞, σ¯ is a function of δ. It is clear from (49) that 0 ≤
δσ¯2 − σ2w ≤ σ¯2. Hence σ¯2 ≤ σ2w/(δ − 1)→ 0, which further leads to
σ¯2 =
σ2w
δ
+ o(1/δ). (50)
Due to the fact that σ¯ → 0 as δ → ∞, we will be able to use the convergence rate results of Rq(χ∗q(σ), σ) (as
σ → 0) we have proved in Lemmas 9 and 10. For 1 < q ≤ 2, Equations (49), (50) and Lemma 9 together yield
δ2(AMSE(λ∗,q, q, δ) − σ2w/δ) = δ2(σ¯2Rq(χ∗q(σ¯), σ¯)− (σ¯2 − σ¯2Rq(χ∗q(σ¯), σ¯)/δ))
= (σ¯4δ2) · Rq(χ
∗
q(σ¯), σ¯)− 1
σ¯2
+ (δσ¯2) ·Rq(χ∗q(σ¯), σ¯) (51)
→ −(q − 1)
2(E|B|q−2)2
E|B|2q−2 σ
4
w + σ
2
w.
For the case q = 1, from Lemma 10 we know Rq(χ
∗
q(σ¯), σ¯)− 1 is exponentially small. So the firs term in (51)
vanishes and the second term remains the same.
4.6 Proof of Theorem 6
Theorem 6 can be proved in a similar fashion as for Theorem 5. Equation (50) still holds. Equations (49), (50)
and Lemma 19 together give us for q = 1,
δℓ+1(AMSE(λ∗,q, q, δ) − σ2w/δ) = (σ¯2ℓ+2δℓ+1) ·
Rq(χ
∗
q(σ¯), σ¯)− 1
σ¯2ℓ
+ (δℓσ¯2) ·Rq(χ∗q(σ¯), σ¯),
where the first term above is Θ(1) and the second one is o(1) when ℓ < 1. The case 1 < q ≤ 2 can be proved
exactly the same way as in Theorem 5 by using Lemma 18.
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