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Lattice quantum chromodynamics (QCD) provides the only known systematic, nonperturbative
method for first-principles calculations of nucleon structure. However, for quantities such as light-
front parton distribution functions (PDFs) and generalized parton distributions (GPDs), the restric-
tion to Euclidean time prevents direct calculation of the desired observable. Recently, progress has
been made in relating these quantities to matrix elements of spatially nonlocal, zero-time operators,
referred to as quasidistributions. Still, even for these time-independent matrix elements, potential
subtleties have been identified in the role of the Euclidean signature. In this work, we investigate
the analytic behavior of spatially nonlocal correlation functions and demonstrate that the matrix
elements obtained from Euclidean lattice QCD are identical to those obtained using the Lehmann-
Symanzik-Zimmermann reduction formula in Minkowski space. After arguing the equivalence on
general grounds, we also show that it holds in a perturbative calculation, where special care is
needed to identify the lattice prediction. Finally we present a proof of the uniqueness of the matrix
elements obtained from Minkowski and Euclidean correlation functions to all order in perturbation
theory.
Keywords: parton distribution functions, lattice QCD
I. INTRODUCTION
Quantum chromodynamics (QCD), the gauge theory of the strong force, is nonperturbative at the hadronic scales
relevant for understanding the structure of protons and neutrons. In principle, this obstacle can be navigated using
lattice QCD, in which QCD is formulated on a finite and discretized Euclidean spacetime. The correlation functions
of the theory are then represented by discretized path integrals that can be estimated stochastically with large-scale
numerical calculations.
Nucleon structure, however, poses a central challenge to this approach. The paradigm examples are parton distri-
bution functions (PDFs), which characterize the longitudinal momentum structure of the nucleon. PDFs are defined
as matrix elements of operators extended in the lightlike direction and are consequently inaccessible in Euclidean
spacetime, where the light cone is a single point. Traditionally, lattice calculations have attempted to overcome this
problem by determining the Mellin moments of PDFs [1–5], which can be related to matrix elements of local twist-two
operators. Unfortunately, this procedure is currently limited to the first few moments of PDFs by power-divergent
mixing induced by the reduced symmetry of lattice QCD [6, 7].
A new route to the direct determination of PDFs from lattice QCD, recently proposed in Ref. [8], is to instead extract
so-called quasi-PDFs or quasidistributions. In this approach one considers the matrix element of an operator extended
in a spacelike direction between two nucleon states evaluated at finite momentum. This quasi-distribution can be
then related to the light-front PDF through a perturbative matching condition [9, 10], with the effects of the finite
nucleon momentum incorporated through an effective theory, LaMET [11], or to transverse momentum distributions
[12, 13]. This has inspired exploratory calculations of quark quasidistributions [15–17]. These results incorporate only
a single lattice spacing, and issues of renormalization on the lattice are yet to be fully resolved [9, 10, 18–20].
At the heart of this approach, and implicit in the calculations of Refs. [9, 10], is the intuition that the quasi-
PDFs extracted in lattice calculations are equal, up to discretization and finite-volume effects, to those defined using
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FIG. 1: The analytic structure for the finite- and infinite-volume correlation functions, left- and right-hand diagrams, respec-
tively, carrying the quantum numbers of a nucleon at rest in a Euclidean spacetime. In both cases we show the first threshold,
where a nucleon-pion pair with nucleon quantum numbers can go on shell. In the infinite-volume limit this introduces a cut,
as is shown in the right-hand diagram.
Minkowski signature correlators. In particular, the matching strategy of Refs. [9, 10] assumed that the collinear
divergences of the quasi-PDF that appear at one loop in perturbation theory are independent of whether one uses
Euclidean-signature or Minkowski-signature correlation functions. The observation that the time-independent matrix
element relevant to quasi-PDFs carries no knowledge of the signature of the correlator from which it is determined
has not been examined with direct QCD calculations until recently.
Evidence in support of the assumption appeared in [20], which analyzed the relationship of the closely-related
smeared quasidistributions (these differ from quasidistributions only in their ultraviolet behavior) and light-front
PDFs via Mellin moments. A more direct perturbativ investiga ion appeared in Ref. [21], where it was shown that
there are kinematic regions in which the analytic continuation of Feynman diagram loop integrals requires care.
From this insight, the authors of Ref. [21] suggest that the claim that infrared (collinear) divergences of the quasi-
distribution in Euclidean spacetime coincide with those of the light front PDF needs careful examination and is
possibly misplaced.1
In this work, we address these issues by analyzing the properties of the Euclidean-time dependent correlation
functions that are calculated in lattice QCD. We present a general argument that, for any single-particle matrix
element of a current that is local in time (possibly nonlocal in space), the exact same quantity is determined from the
long-time behavior of a Euclidean correlator as from the Lehmann-Symanzik-Zimmermann (LSZ) reduction procedure
on a Minkowski-space three-point function. As we demonstrate in Sec. II, although the correlation functions carry
information on the signature of the spacetime, the matrix elements of time-local operators do not, and therefore
these should not be assigned the label “Euclidean” or “Minkowski.” In Sec. III, we consider the implications of our
discussion for the perturbative example posed by Ref. [21] and resolve the apparent tension between the Euclidean
and Minkowski calculations. Finally, in Sec. IV we give a proof, to all orders in perturbation theory, that the matrix
element appearing in a Euclidean correlator coincides with the Minkowski analogue.
II. GENERAL RELATIONS FOR MATRIX ELEMENTS AND CORRELATION FUNCTIONS
Numerical lattice QCD calculations are necessarily restricted to a nonzero lattice spacing, to a finite-volume space-
time and to Euclidean signature correlation functions.2 For a given target observable, it is important to understand
the effects of these three restrictions.
The nonzero lattice spacing, denoted a, provides a numerically tractable nonperturbative regularization of QCD.
One studies the effect of discretization, i.e. of a 6= 0, by calculating the same observable at many different lattice
spacings, with the bare parameters tuned so that observables agree up to O(an) corrections, where usually n = 1 or 2.
Extrapolating a→ 0, i.e. taking the continuum limit, then removes the unwanted residual discretization effects. For
the purposes of the formal analysis in this work, we will assume that the appropriate continuum limit has been taken.
We comment, however, that this procedure is not fully understood for quasidistributions and has been the focus of
1 Differing infrared behavior in Euclidean and Minkowski spacetime would cast doubt on the viability of the entire program, although it
is worth noting that such infrared behavior is not required in the approach taken in [22].
2 Many calculations are also performed at unphysical quark masses, but this is not a fundamental requirement and physical point
calculations do now exist.
3recent work [18–20].
Similarly, in the analysis presented here we do not include the effects of the finite-volume spacetime, as these are
irrelevant for the issues that we aim to understand. The effect of finite Euclidean time is that lattice calculations are
in fact thermal averages, but in this work we assume the time extent is taken large enough that nonzero-temperature
effects are negligible. This leaves a finite spatial volume, assumed to have periodicity L in each direction.
An important consequence of finite L, shown in Fig. 1, is that the spectrum is discrete, meaning that correlation
functions can be written as discrete sums over exponentials decaying in Euclidean time. The decay rates then give the
finite-volume energies and the coefficients can be used to extract finite-volume matrix elements. These energies and
matrix elements carry L dependence, and in the case of multiparticle states a robust theoretical treatment is required
to extract physical observables from the finite-volume quantities [23–25]. However, in this work we are only interested
in single-particle energies and matrix elements. These are known to differ from their infinite-volume counterparts by
corrections of the form e−mpiL [23], which we take to be negligible.
In Secs. III and IV we are concerned with the analytic structure of correlation functions in the complex plane, so
it is useful to also directly compare the finite- and infinite-volume versions of these objects. As is shown in Fig. 1,
the analytic structures differ significantly, with the multiparticle poles of the finite-volume correlator replaced by
a cut in infinite volume. However, the single-particle state manifests as a pole in both cases, and therefore the
differing structure elsewhere is irrelevant for our purposes. In summary, the discussion of Euclidean time and its
effect on single-particle matrix elements can be equally well performed in finite and infinite volume. We find it more
convenient to work in infinite volume, primarily to simplify notation and to more directly connect to previous studies
of parton distributions on the lattice.
Finally, the role of Euclidean time differs crucially from that of the nonzero lattice spacing and the finite volume, in
that no parameter can be directly tuned to recover Minkowski correlators from their Euclidean counterparts.3 Thus,
one must either identify quantities that are unaffected by the distinction between Minkowski and Euclidean or else
derive relations for converting between the two that can be realistically applied to numerical lattice data. Since no
achievable limit connects correlators of different signature, generally one should not expect a situation in which they
differ but are numerically close.
In this work we are concerned with a class of matrix elements that can be accessed from both Minkowksi and
Euclidean correlators and, by the nature of their definitions, will be seen to not meaningfully carry a label of Minkowski
or Euclidean. To construct these quantities, we begin by introducing the Fock space of a generic quantum field-theory
with only massive degrees of freedom. We restrict attention to single-particle states and denote these by |P,Q〉 where
P indicates the three-momentum of the state and Q all other quantum numbers. We require these single-particle
states to have the standard, relativistic normalization
〈P′,Q′|P,Q〉 = 2ωP(2pi)3δ3(P′ −P)δQ′Q , (1)
where ωP =
√
P2 +m2Q and mQ is the physical pole-mass of the stable particle. We stress that these states are
unambiguously defined as eigenstates of the Hamiltonian, Hˆ, with the specified quantum numbers and normalization.
In particular, it is not meaningful to attach a label of Minkowski or Euclidean to these states.
Reference [8] proposed that one can numerically evaluate the quark distribution functions of a stable hadron from
lattice QCD correlation functions with an insertion of the operator
ˆ
dξz
4pi
eixξzPzψ(ξ)γzW [ξ; 0]ψ(0), (2)
where ψ is a quark field and W [ξ, 0] is the Wilson line joining the origin and the spatial point ξµ = (0, 0, 0, ξz). This
is a conceptual departure from the operator that most commonly is used for parton distributions
ˆ
dξ˜−
4pi
eixξ˜−P+ψ(ξ˜)γ+W [ξ˜; 0]ψ(0), (3)
where ξ˜ = (0, ξ˜−, 0) is a four-vector in the standard light-front coordinates, x = (x+, x−, x⊥) ≡ ((z + t)/2, (z −
t)/2, x1, x2). The reason for introducing the operator in Eq. (2) is that, unlike Eq. (3), it carries no information about
the signature of the spacetime.
3 In principle analytic continuation defines such a parameter, but this cannot be used given only numerical lattice QCD data with finite
uncertainties.
4In general, one can think of a generic composite operator O(0, {ξ}) that is localized at zero time, but may be
delocalized in space and depend on n displacement vectors, {ξ} = {ξ1, · · · , ξn}. The quantity shown in Eq. (2) is
a Fourier transform of an operator of this form. This class of displaced operators is relevant for the study of both
parton distribution functions and generalized parton distributions [10], via matrix elements of the form
MOQ′Q({ξ},P′,P) ≡ 〈P′,Q′|O(0, {ξ})|P,Q〉 . (4)
Like the energy eigenstates, the zero time operator O(0, {ξ}) should not be assigned a label of Minkowski or
Euclidean. It is localized to the origin of the complex time plane, where the real and imaginary axes cross, and
its definition is unaffected by the conventions used in calculating correlation functions. The spacetime signature of
operators arises only when these are time-evolved,
OM (t) ≡ eiHˆtO(0) e−iHˆt, (5)
OE(τ) ≡ eHˆτ O(0) e−Hˆτ , (6)
to define Heisenberg-picture operators in Minkowski and Euclidean spacetime.
In summary, neither the energy eigenstate, nor the zero-time operator carry any characteristic that defines them
as Minkowski or Euclidean. We thus deduce that the matrix element, MOQ′Q, itself does not carry such a label.
In the following subsection we discuss how this signature-agnostic quantity can be calculated using both Euclidean
and Minkowski correlation functions. Then, in Sec. II B, we highlight how displacing the current in time induces a
meaningful distinction between Minkowski and Euclidean matrix elements.
A. Calculating matrix elements using lattice QCD
In a numerical lattice QCD calculation, one stochastically estimates Euclidean correlators using importance sam-
pling techniques. In particular it is possible to calculate two-point functions of the form
CQ(τ ′ − τ,P) ≡ 〈N˜Q(τ ′,P)N†Q(τ,0)〉 , (7)
where N†Q(τ,0) creates states with quantum numbers Q and is localized at the origin in space and at Euclidean time
τ . We have also introduced
N˜Q′(τ ′,P) ≡
ˆ
d3x e−iP·xNQ′(τ ′,x) . (8)
Inserting a complete set of states
1 =
∑
Q
ˆ
d3P
(2pi)3
|P,Q〉〈P′,Q|
2ωP
+ · · · , (9)
where the ellipsis denotes the contribution from multiparticle states, and also using the Euclidean time translation
operators defined in Eq. (6), we find
CQ(τ ′ − τ,P) = |ZQ|2e−ωP(τ ′−τ) + · · · , (10)
where, again, the ellipsis denotes the contribution from the multiparticle continuum. Here we have also introduced
ZQ ≡ 〈0|NQ(0)|P,Q〉 . (11)
From the Euclidean time dependence of this correlation function, one can isolate the energy of the particle as well as
the matrix element of the interpolator. This has allowed the lattice QCD community to evaluate the QCD spectrum
as well as state-to-vacuum matrix elements, which can be related, for example, to decay constants.
Similarly, matrix elements of operators between an incoming and outgoing single-particle state can be accessed
using three-point functions of the form
COQ′Q(τ
′, τ, {ξ},P′,P) ≡ 〈N˜Q′(τ ′,P′)O(0, {ξ})N˜†Q(τ,P)〉 . (12)
Inserting a complete set of states adjacent to both of the interpolating operators, one finds,
COQ′Q(τ
′, τ, {ξ},P′,P) = 〈0|NQ′(0)|P′,Q′〉〈P′,Q′|O(0, {ξ})|P,Q〉〈P,Q|N†Q(0)|0〉e−ωP′τ
′
eωPτ + · · · , (13)
= ZQ′Z∗Q MOQ′Q({ξ},P′,P) e−ωP′τ
′
eωPτ + · · · , (14)
5with the ellipsis indicating the contribution of multiparticle states. Extracting the leading-time behavior of this
correlation function, and dividing out the interpolator matrix elements and time dependence, as determined from the
two-point function, one can isolate the desired matrix element, Eq. (4), directly from lattice QCD.
We conclude this section by reviewing how one extracts MOQ′Q from a Minkowski correlator. We define
COM,Q′Q({ξ}, P ′, P ) ≡
ˆ
d4y′d4y eiP
′y′−iPy〈TNQ′(y′)O(0, {ξ})N†Q(y)〉 , (15)
where the subscript M indicates that all four-momenta are defined with Minkowski signature and where T indicates
standard time ordering. In the on-shell limit, this correlator develops a pole for both the incoming and outgoing single
particle states
COM,Q′Q({ξ}, P ′, P ) ∼
iZQ′
P ′2 −m2Q′
MOQ′Q({ξ},P′,P)
iZQ
P 2 −m2Q
, (16)
where the ∼ indicates that the two sides differ by terms that are finite at the location of the combined poles. In
a second step one must amputate the single particle propagators to access the desired matrix element. We do not
describe this in any detail, because we only wish to point out that the matrix element accessed in this correlator is
identically equal to that appearing in Eq. (14). The equality is simply definitional, since the same states and operators
appear in the two cases.
B. Operators displaced in time
The analysis of the previous subsection hints as to why it is difficult to interpret matrix elements of operators that
are evaluated at different Euclidean times. For example, for two currents displaced only in time, the corresponding
matrix elements have a nontrivial time dependence given by
〈P,Q|JE(τ, 0)J (0)|P,Q〉 =
∑
Q′
ˆ
d3k
(2pi)32ωk
e−τ(ωk−ωP)〈P,Q|J (0)|k,Q′〉〈k,Q′|J (0)|P,Q〉+ · · · . (17)
The Minkowski analogue, by contrast, takes the form
〈P,Q|JM (t, 0)J (0)|P,Q〉 =
∑
Q′
ˆ
d3k
(2pi)32ωk
e−it(ωk−ωP)〈P,Q|J (0)|k,Q′〉〈k,Q′|J (0)|P,Q〉+ · · · , (18)
where in both cases the ellipsis indicates the contribution from multiparticle states.
The relation between the two expressions is very complicated due to the integral over momentum. In a finite-
volume this is replaced by a sum, but still the dependence on an infinite-tower of intermediate states obscures the
relation between the matrix elements. Previous attempts to understand correlation functions of temporally displaced
operators in systems with finite-volume Hamiltonians have been in the context of long-range effects in the calculations
of KL−KS mass difference [26], and more work is needed to derive usable relations between Minkowski and Euclidean
correlation functions for lattice applications.
III. QUASI-DISTRIBUTIONS IN PERTURBATION THEORY
Reference [21] highlights an apparent tension between the Minkowski and Euclidean evaluations of the quasi-PDF
at one loop in perturbative QCD. The discrepancy arises because, for certain diagrams, the integration contours along
the real and imaginary axes of the complex k0 plane—k denoting the integrated loop momentum—cannot be related
by smooth deformation. The authors identify the result of integration along real k0 as the physical observable and
the quantity given by integrating along imaginary k0 as the Euclidean object extracted in a lattice QCD calculation.
Although one cannot expect perturbation theory to capture the low-energy physics of PDFs, the discrepancy in the
infrared behavior of these integrals presents a challenge to any calculation that relies on perturbation theory to relate
quasidistributions directly to PDFs. More importantly, as we have argued in the previous section, there should be
no distinction between the quasi-PDF extracted from Minkowksi and Euclidean correlators. Given this observation,
it should be possible to implement any calculational scheme, regardless of its expected accuracy, in a way that gives
the same prediction for the quasi-PDF, independent of the signature in the correlators.
6P P 0   k P 0
k + P   P 0 k
(a) (b)
'˜N˜ N˜ '˜
FIG. 2: Perturbative contributions to the momentum-space correlation function involving a single insertion of a space-dislocated
operator, depicted by the crossed circles, in (a) perturbative QCD and (b) the scalar toy model considered in the text.
In this section we examine this issue in the context of a toy model, focusing on a Feynman diagram that is directly
analogous to that studied in Ref. [21]. We first calculate the contribution from this diagram to the momentum-space
Minkowski correlator and then use LSZ reduction to identify a contribution to our toy quasi-PDF that is directly
analogous to that of Ref. [21]. We find that the behavior of the corresponding momentum integral depends on whether
one chooses the contour to lie on the real or the imaginary k0 axis. However, we do not see any clear interpretation
for the quantity defined with the second contour.
To make a clean connection to calculations performed in lattice QCD, we next compute the contribution of the
same diagram to a Euclidean correlator in a mixed time-momentum representation. We then show that the large time
limit is dominated by a term with the characteristic dependence of an initial and final single-particle state, and that
the matrix element accompanying this time dependence is exactly that predicted by the Minkowski correlator. We
consider a simplified model, because, although one can carry out this calculation in QCD, see Fig. 2(a), the added
complications associated with the full theory (the spin of the quarks and gluons, gauge invariance, and confinement)
do not play any role in resolving the question at hand.
We begin by introducing a pair of scalar fields: ϕ, corresponding to a particle with physical mass m, and χ,
corresponding to a light degree of freedom with mass mχ. The limit in which χ becomes massless, mχ → 0, most
closely resembles the scenario considered in Ref. [21]. We introduce a nonzero mass to avoid complications from the
fact that the single particle pole will coincide with the ϕ+ χ production threshold. As will become clear shortly, the
observations made in Ref. [21] hold even with a nonvanishing value for mχ.
We define the action of this theory to include the interaction term
Sϕ2χ ≡ g
2
ˆ
d4xϕ(x)2χ(x) , (19)
where g is a coupling constant. We then define a toy quasi-PDF
q˜(x, Pz) ≡
ˆ
dξze
iξzxPz 〈P|ϕ(ξ)ϕ(0)|P〉 , (20)
where |P〉 is the single-particle state interpolated by ϕ with three-momentum P = (0, 0, Pz) and ξ is a four-vector in
which all components vanish aside from the third spatial component, ξz. Here we use the mostly-minus metric with
ξ3 = −ξ3 but also follow the convention that a variable with a z subscript corresponds to an upper-index coordinate,
e.g. ξµ = (0, 0, 0, ξz).
Since the matrix element in Eq. (20) depends only on Hamiltonian eigenstates and operators with vanishing time
components, it cannot be assigned the label of Minkowski or Euclidean. The matrix element is, however, very simply
related to a Minkowski correlator defined by
CM (x, P
′, P ) ≡
ˆ
dξze
iξzxPz
ˆ
d4y′
ˆ
d4ye−iP
′y′e+iPy〈0|ϕ(y′) [ϕ(ξ)ϕ(0)]ϕ(y)|0〉 . (21)
From the LSZ reduction formula follows
lim
P 0→ωP,P ′0→ωP
i2(P 2 −m2)(P ′2 −m2)CM (x, P ′, P ) = q˜(x, Pz) , (22)
where ωP ≡
√
P 2z +m
2. Note also that we have normalized the fields so that the ϕ propagator has residue 1 at the
pole. Equation (22) is simply the statement that the quasi-PDF is the residue of the Minkowski correlator at the
7combined incoming and outgoing single-particle poles:
CM (x, P
′, P ) ∼ i
P ′2 −m2 q˜(x, Pz)
i
P 2 −m2 . (23)
Our aim is consider a particular perturbative contribution to CM and the corresponding contribution to q˜(x, Pz).
It is convenient to first rewrite the correlator as
CM (x, P
′, P ) =
ˆ
dk1dk2dk0
(2pi)3
〈0|ϕ˜(P ′)ϕ˜(−k)ϕ(0)ϕ˜(−P )|0〉 , (24)
where kµ = (k0, k1, k2, xPz), P
µ = (P 0, 0, 0, Pz) and P
′µ = (P ′0, 0, 0, Pz). The momentum-dependent four-point
function appearing here is precisely the quantity used to calculate two-to-two scattering of incoming particles with
momenta k and P to outgoing particles with P ′ and k+ P − P ′. Since one of the ϕ fields is not projected to definite
momentum, this correlator is not proportional to a momentum-conserving delta function. Of course, one must still
enforce momentum conservation in Feynman diagrams to correctly calculate this quantity.
We are now ready to evaluate the contribution to this correlator from the diagram shown in Fig. 2(b). The
calculation is straightforward for this tree-level diagram and we find
C
(1)
M (x, P
′, P ) = (ig)2
i
P ′2 −m2 + i
×
[ˆ
dk1dk2dk0
(2pi)3
i
k2 −m2 + i
i
(P ′ − k)2 −m2χ + i
i
(k + P − P ′)2 −m2 + i
]
i
P 2 −m2 + i , (25)
where the superscript (1) indicates we are considering the contribution only from the diagram shown in the figure.
From Eq. (22) then follows
q˜(1)(x, Pz) = g
2IM (x, Pz) , (26)
where
IM (x, Pz) ≡ i
ˆ
dk0dk1dk2
(2pi)3
(
1
k2 −m2 + i
)2
1
(P − k)2 −m2χ + i
∣∣∣∣
Pµ=(ωP,0,0,Pz), kµ=(k0,k1,k2,xPz)
. (27)
In the context of this toy model, this represents the desired, physical matrix element.
We now aim to understand what one would extract in a numerical lattice QCD calculation in this toy theory, if it
were dominated by this diagram. Given that such a calculation can only access Euclidean correlators, it is natural to
expect the calculated quantity might be
q˜
(1)
E (x, Pz) = g
2IE(x, Pz) , (28)
where
IE(x, Pz) ≡
ˆ
dk4dk1dk2
(2pi)3
(
1
k2 +m2
)2
1
(P − k)2 +m2χ
∣∣∣∣
Pµ=(0,0,Pz,iωP), kµ=(k1,k2,xPz,k4)
. (29)
We stress that all four-vectors in this expression are defined with Euclidean convention, i.e. k2 =
∑4
µ=1 kµkµ. Note
also that we have set P4 = iωP in order to preserve the on-shell condition defining the quasi-PDF.
As was pointed out in Ref. [21]—in that work using a slightly different integrand—IM 6= IE . This can be seen
by recognizing that IM and IE can be expressed as integrals over the same integrand, but along different contours
in the complex k0, or k4, plane. This difference was explained in Ref. [21], and we summarize their discussion for
convenience. As we illustrate in Fig. 3(a), the integrals differ because, for k1 and k2 satisfying
k21 + k
2
2 < µ
2 ≡ P 2z − (1− x)2P 2z +m2 −m2χ , (30)
the contours defining IE and IM are separated by a pole at
k4 = iκ ≡ iωP − iωχ , (31)
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FIG. 3: Analytic structure of the integrand in the (a) Minkowski and (b) Euclidean coordinate space, together with contours
for the IM , IE , and ∆I integrals discussed in the text.
where
ωχ ≡
√
m2χ + |P− k|2 , (32)
|P− k| ≡
√
k21 + k
2
2 + (1− x)2P 2z . (33)
Thus, for k21 + k
2
2 < µ
2, an attempt to deform the k4 contour defining IE into the contour defining IM leads to an
additional piece, encircling the pole at k4 = iκ. Integrating the residue over k
2
1 + k
2
2 < µ
2 then gives the nonzero
difference between the two integrals.
This series of observations nicely illustrates potential subtleties in relating Minkowski and Euclidean quantities.
Given that IE 6= IM , the claim that IE would be extracted on the lattice contradicts the statement that such a
calculation must yield the physical quantity. The resolution is that the prescription used to define IE does not
correctly represent how the quasi-PDF is extracted from a lattice calculation. The correct approach is to study a
Euclidean correlator in a mixed time-momentum representation and to identify the leading large time-dependence,
associated with the single-particle matrix element. As we now demonstrate, the matrix element extracted in this way,
from a strictly Euclidean correlator, is the physically-relevant and expected result, IM .
Before focusing on the diagram of Fig. 2(b), we recall that in a lattice calculation of this toy theory, one directly
accesses a Euclidean correlator of the form
CE(τ
′, τ, x, Pz) ≡
ˆ
dξze
iξzxPz
ˆ
d3y′
ˆ
d3ye−iPzy
′
3e+iPzy3〈0|ϕ(y′) [ϕ(ξ)ϕ(0)]ϕ(y)|0〉 , (34)
where ϕ(y) creates a particle at early times, ϕ(y′) annihilates a particle at late times and the product in square
brackets is our toy quasi-PDF operator. The relevant four-vectors are given by ξµ = (0, 0, ξz, 0), yµ = (y, τ) and
y′µ = (y
′, τ ′), and we assume τ < 0 < τ ′ throughout. We stress that all four-vectors used in the remainder of this
section have Euclidean signature. As above, it is convenient to express CE in terms of a purely momentum-space
four-point function
CE(τ
′, τ, x, Pz) =
ˆ
dP ′4
2pi
eiP
′
4τ
′
ˆ
dP4
2pi
e−iP4τ
ˆ
dk1dk2dk4
(2pi)3
〈0|ϕ˜(P ′)ϕ˜(−k)ϕ(0)ϕ˜(−P )|0〉 , (35)
where kµ = (k1, k2, xPz, k4), Pµ = (0, 0, Pz, P4) and P
′
µ = (0, 0, Pz, P
′
4).
We are ready to return to the contribution from the diagram in Fig. 2(b)
C
(1)
E (τ
′, τ, x, Pz) ≡ g2
ˆ
dk1dk2dk4
(2pi)3
ˆ
dP ′4
2pi
eiP
′
4τ
′
ˆ
dP4
2pi
e−iP4τ
× 1
P ′24 + P 2z +m2
1
k2 +m2
1
(P ′ − k)2 +m2χ
1
(k + P − P ′)2 +m2
1
P 24 + P
2
z +m
2
. (36)
9We stress that the k4 integral is evaluated along the real axis, and only deformations of the contour that do not cross
poles may be performed. Thus, at this stage the correlator appears more closely related to IE than to IM . To make
a clean comparison, we must now evaluate the P4 and P
′
4 integrals and then pick off the leading time dependence,
associated with the single-particle initial and final states. In particular we aim to identify the term that scales as
e−ωP(τ
′−τ). Since we have a mass gap separating the single-particle pole from the ϕ+χ threshold, this is the dominant
term in the large (τ ′ − τ) limit.
Given that τ < 0 and τ ′ > 0, together with the form of the exponentials, we see that both the P4 and P ′4 integrals
should be evaluated by closing the contours in the upper half of their respective complex planes. Beginning with the
P4 integral, note that this can encircle either the pole at P4 = iωP or else at P4 = iωk + P
′
4 − k4, where we have
introduced
ωk ≡
√
k21 + k
2
2 + x
2P 2z +m
2 . (37)
The sum of these two contributions gives
C
(1)
E (τ
′, τ, x, Pz) ≡ g2 e
ωPτ
2ωP
ˆ
dk1dk2dk4
(2pi)3
ˆ
dP ′4
2pi
eiP
′
4τ
′ 1
P ′24 + ω
2
P
1
k2 +m2
1
(P ′ − k)2 +m2χ
1
(k4 + iωP − P ′4)2 + ω2k
+ g2
ˆ
dk1dk2dk4
(2pi)3
1
2ωk
ˆ
dP ′4
2pi
e−i(iωk−k4)τeiP
′
4(τ
′−τ) 1
P ′24 + ω
2
P
1
k2 +m2
1
(P ′ − k)2 +m2χ
1
(iωk + P ′4 − k4)2 + ω2P
.
(38)
At this stage there are a total of seven poles that can potentially appear in the upper-half of the complex P ′4 plane.
In the first term these are
P ′A4 = iωP , P
′B
4 = iωχ + k4 , P
′C
4 = k4 + iωP + iωk , P
′D
4 = k4 − iωk + iωP , (39)
and in the second term
P ′E4 = iωP , P
′F
4 = iωχ + k4 , P
′G
4 = k4 − iωk + iωP . (40)
A careful analysis shows that the poles labeled C, E and F give no contribution to the time-dependence we are after.
In addition, although the poles labeled D and G individually give relevant time dependence, the contributions cancel
identically between the two terms.
Thus the only relevant terms come from the poles labeled A and B. Evaluating the P ′4 integral by encircling these
two gives
C
(1)
E (τ
′, τ, x, Pz) ≡ g2 e
−ωP(τ ′−τ)
4ω2P
ˆ
dk1dk2dk4
(2pi)3
(
1
k2 +m2
)2
1
(P − k)2 +m2χ
∣∣∣∣
Pµ=(0,0,Pz,iωP), kµ=(k1,k2,xPz,k4)
+ g2
eωPτ
2ωP
ˆ
dk1dk2dk4
(2pi)3
ei(iωχ+k4)τ
′
2ωχ
1
(iωχ + k4)2 + ω2P
1
k2 +m2
1
(iωP − iωχ)2 + k2 +m2
+ · · · ,
(41)
where the ellipsis stands for terms that are suppressed for large source-sink separation.
To complete our discussion we substitute the definition for IE into the first term. In addition, we rearrange the
second term using κ, defined in Eq. (31) above
C
(1)
E (τ
′, τ, x, Pz) ≡ g2 e
−ωP(τ ′−τ)
4ω2P
×
(
IE(x, Pz) +
ˆ
dk1dk2dk4
(2pi)3
ei(k4−iκ)τ
′
k4 − iκ
2ωP
2(k4 + iωχ)
1
2ωχ
1
k2 +m2
[
1
k2 +m2
∣∣∣∣
k=iκ
])
+ · · · . (42)
From this result one can clearly see that the integral around k4 = iκ generates a time-independent contribution to
the second term in parenthesis. Keeping only this contribution, we reach our final result
C
(1)
E (τ
′, τ, x, Pz) ≡ g2 e
−ωP(τ ′−τ)
4ω2P
[IE(x, Pz) + ∆I(x, Pz)] + · · · , (43)
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FIG. 4: Analytic continuation of the momentum-space Euclidean correlator from real P4 (left) to the on-shell point (right).
where
∆I(x, P4) ≡
ˆ
dk1dk2
(2pi)2
Θ(µ2 − k21 − k22)
1
2ωχ
(
1
k2 +m2
)2
k4=iκ
,
=
ˆ
dk1dk2
(2pi)2
Θ(µ2 − k21 − k22)

iκ
dk4
2pi
(
1
k2 +m2
)2
1
(P − k)2 +m2χ
∣∣∣∣
Pµ=(0,0,Pz,iωP), kµ=(k1,k2,xPz,k4)
. (44)
Here the theta function is required because this contribution only arises when κ > 0. In the second step we have
noted that ∆I can be written as the clockwise contour integral, around the iκ pole, of the same Euclidean integrand
defining IE .
As is apparent from Fig. 3(b), ∆I is precisely the term needed to convert IE to IM . Thus we find that, although
the contour integral around the external poles leads to a term that depends only on IE , a careful evaluation of the
full diagram ensures that the lattice calculation will indeed extract IM , as it must.
To gain further insight into the recovery of IM , it is instructive to consider the complex k4 plane of the integrand
for real values of P4, shown in Fig. 4. When P4 is real the on-shell condition cannot be satisfied, but the off-shell
Euclidean correlator is unambiguously defined by integration along the real k4 axis. The key point is that, rather than
setting P4 = iωP in the integrand, one must analytically continue the integral from real to on-shell P4. This analytic
continuation is demanded by the calculation of the Euclidean-time-dependent correlator. The Fourier transform is
initially defined only on the real P4 axis and then one continues into the complex plane and encircles poles as a tool
for evaluating the integral. In this sense the recipe of continuing from real P4 is built into a lattice calculation.
As we show in Fig. 4, analytic continuation of the integral is effected by smoothly deforming the integrand while
insisting that poles can never cross contours. In the present case the pole crosses the real axis as P4 approaches the
on-shell point, and thus the contour must be deformed into the complex plane. This leads to a definition for the
correctly continued correlator that corresponds to IM rather than IE , as expected. This perspective also gives us a
general recipe for identifying the problematic diagrams: If, for a given integrand, the pole crosses the real k4 axis as
P4 is varied from real values to the on-shell point, then the contour must be deformed from the real k4 axis to extract
the lattice prediction of the diagram.4
In the following section we prove, to all orders in perturbation theory, that the result of integrating along this
properly deformed contour is identically equal to the Minkowski definition of the same diagram.
IV. ALL-ORDERS UNIQUENESS PROOF
In the previous section we investigated a particular perturbative contribution to a Euclidean three-point function
and demonstrated that the contribution to the matrix element is equal to the result obtained via a Minkowski
correlator. Here we give an all-orders perturbative proof of this equality, that holds for any field theory with a mass
gap between the single-particle pole and the first threshold. This derivation also requires that the zero-time current
insertion can be expressed as an infinite series of local operators built from the low-energy degrees of freedom of the
4 We note that this prescription has previously been applied to perturbative calculations of local heavy-light currents [27].
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theory. We comment that the correspondence shown here is implicit in various all-orders studies of finite-volume
Euclidean correlation functions involving electroweak currents (see, for example, Refs. [24, 28–31]).
We first recall the correlator definitions of Sec. II. Here, to avoid clutter of notation, we drop the Q′ and Q labels,
indicating general quantum numbers. In Eqs. (12)-(14) we introduced a class of Euclidean three-point functions and
picked off the leading time dependence
CE(τ
′, τ, {Q},P′,P) ≡ 〈N(τ ′,P′)O˜({Q})N†(τ,P)〉 =MOE ({Q},P′,P)
e−ωP′τ
′+ωPτ
4ωPωP′
+ · · · . (45)
In contrast to Sec. II, here we have simplified the expressions by assuming the interpolator N satisfies 〈0|N(0)|P〉 = 1.
We have also given an E subscript to the coefficient of the single-particle exponential, to indicate that it is extracted
from a Euclidean correlation function.
We allow the current insertion, O˜({Q}), to depend on any number of spatial momenta {Q} = {Q1, · · · ,Qm}. In
the low-energy effective theory, the current is generally represented as a sum of terms each built from products of
the single-particle interpolators corresponding to low-energy degrees of freedom. We allow the spatial structure of
these interpolators to be arbitrary, and note that a general term can be expressed as a product of fields at definite
spatial-momenta, possibly with momentum integrals and momentum dependent weight functions. We do, however,
insist that the time components of all fields are evaluated at τ = 0, i.e. that the operator is not displaced in time.
In Sec. II we argued on general grounds that this coefficient must equal the physical matrix element
MO({Q},P′,P) ≡ 〈P′|O˜({Q})|P〉 . (46)
In this section we prove that this claim holds to all orders in perturbation theory. More concretely, we define
MO,(d)E ({Q},P′,P) as the contribution to the coefficient in Eq. (45), from a generic diagram, labeled d. Similarly, we
denote byMO,(d)({Q},P′,P) the contribution from d to the physical matrix element, as extracted from a Minkowski
correlator. We then demonstrate
MO,(d)E ({Q},P′,P) =MO,(d)({Q},P′,P) . (47)
Beginning with Eq. (45), we first express the time-dependent correlation function as a Fourier transform of a pure
momentum-space Euclidean correlator
C
(d)
E (τ
′, τ, {Q},P′,P) =
ˆ
dP ′4
2pi
eiP
′
4τ
′
ˆ
dP4
2pi
e−iP4τC(d)E ({Q}, P ′, P ) . (48)
Combining Eqs. (45) and (48) then gives
C
(d)
E ({Q}, P ′, P ) ∼
1
P ′2 +m2
MO,(d)E ({Q},P′,P)
1
P 2 +m2
, (49)
where ∼ indicates that the two sides differ by analytic terms near the two single-particle poles. Note that MOE
has no P4 or P
′
4 dependence, so the contour integral trivially gives this object as the coefficient of the single-particle
exponential. As mentioned above, here it is understood that the pair of single-particle poles is determined via analytic
continuation from real P4 and P
′
4.
We next note that the contribution of diagram d to CE({Q}, P ′, P ) has the following general form
C
(d)
E ({Q}, P ′, P ) =
1
P ′2 +m2
ˆ
d4k1
(2pi)4
d4k2
(2pi)4
· · · d
4kn
(2pi)4
f
(d)
E ({Q}, P ′, P, k1, k2, . . . , kn)
×
[
1
q21 +m
2
1
1
q22 +m
2
2
· · · 1
q2n′ +m
2
n′
]
1
P 2 +m2
, (50)
where {k1, k2, . . . , kn} denote the integrated loop momenta and the n′ internal propagators depend on various linear
combinations of the external and loop momenta, denoted {q1, q2, . . . , qn′}, as well as the various particle masses,
{m1,m2, . . . ,mn′}. The function fE contains symmetry factors, couplings, and weight-functions from the current
insertion, leading to various polynomials in the indicated momentum coordinates. To reach this expression one must
write the particular low-energy operator contributing to O˜({Q}) with all single-particle fields at definite momenta.
Then Eq. (50) accommodates all possible operator structures, as long as we allow fE to also contain three dimensional
delta functions to remove integrals over externally projected momenta. We stress that, in this expression, all integrated
four-momenta as well as the external four-momenta, P ′ and P , are defined as real Euclidean four-vectors.
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FIG. 5: An example of the analytic continuation of the fourth component of momentum from Euclidean to Minkowski, discussed
in the text. The left-hand panel shows the structure of the integrand for some negative, real value of P4. The Wick rotation
then is effected by changing the coordinate system while keeping the contour along the real k˜
[θ]
4 axis. The smaller middle panel
shows the original k4 axes midway through the rotation. As indicated by the arrows attached to the square poles in the middle
panel, P4 is continued to imaginary values simultaneously as the contour rotates in a way that ensures that poles never cross
the contour. The final result, shown in the right-hand panel, is a Minkowski signature integral with pole locations satisfying
the standard i prescription.
Our aim at this stage is to analytically continue this expression from real P4 and P
′
4 to the on-shell values P4 = iωP
and P ′4 = iωP′ , and so determine the value of the residue factor, MO,(d)E ({Q},P′,P), associated with the diagram.
In principle this continuation can be achieved by analytically varying P4 and P
′
4 away from the real axis, while
maintaining the Euclidean conventions for all loop-momenta. However, as we have seen from the example of the
previous section, a subtlety arises when the continuation of P4 or P
′
4 pushes a pole over the real axis of any of the
k4,n integrals. Keeping the k4,n contour fixed and allowing the pole to cross that contour leads to a new function that
differs from the analytic continuation that we are after. Instead one must deform the contour into the complex plane
to prevent the crossing, as we described at the end of the previous section.
For the general diagram considered here, it is very tedious to keep track of all possible crossings and the associated
contour deformations. To avoid this, we instead pursue a global Wick rotation of all integrated coordinates as well
as the external coordinates. In this approach one can generally argue that poles never cross contours and thus that
the final result is the desired unique analytic continuation to the on-shell pole. We emphasize that this analytic
continuation is automatically sampled in the Fourier transform leading to CE(τ
′, τ, {Q},P′,P) and is therefore the
correct prescription for accessing the quantity that is determined on the lattice.
To perform the rotation we define the coordinate transformations [see Fig. 5]
k4,j ≡ k˜[θ]4,je−iθ , P4 ≡ P˜ [θ]4 e−iθ , P ′4 ≡ P˜ ′[θ]4 e−iθ . (51)
We then note that the denominator of a generic propagator takes the form
q24,j + ω
2
qj
= (q˜
[θ]
4,je
−iθ − iωqj )(q˜[θ]4,je−iθ + iωqj ) . (52)
From this expression it is manifest that, if one varies θ from 0 to pi/2−  while keeping k˜[θ]j , P˜ [θ]4 and P˜ ′[θ]4 real, then all
propagator denominators remain nonzero and so a pole never crosses a contour. Thus, this transformation, in which
the external coordinates are varied as the internal coordinates are rotated, gives a general prescription for analytically
continuing to the on-shell pole.
The result of the rotation is then
C
(d)
E ({Q}, P ′, P ) ∼
1
P ′24 + ω
2
P′
(−1)n′(−i)n
ˆ
d4k˜1
(2pi)4
d4k˜2
(2pi)4
· · · d
4k˜n
(2pi)4
fM ({Q}, P˜ ′, P˜ , k˜1, k˜2, . . . , k˜n)
×
[
1
q˜21 −m21 + i
1
q˜22 −m22 + i
· · · 1
q˜2n′ −m2n′ + i
]
1
P 24 + ω
2
P
, (53)
where the ∼ indicates that the sides are equal at the pair of single-particle poles, and where P˜ , k˜j and q˜j are
Minkowski signature four-vectors. To make contact with Eq. (49) we have expressed the external propagators in
terms of P4 = iP˜
0. Although we use the Euclidean convention, we stress that the expression has been analytically
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continued and the new result is no longer defined on the real axis, but instead defined near P4 = iωP and P
′
4 = iωP′ .
5
Comparison to Eq. (49) then allows us to read off the residue
MO,(d)E ({Q},P′,P) = (−1)n
′
(−i)n
ˆ
d4k˜1
(2pi)4
d4k˜2
(2pi)4
· · · d
4k˜n
(2pi)4
fM ({Q}, P˜ ′, P˜ , k˜1, k˜2, . . . , k˜n)
×
[
1
q˜21 −m21 + i
1
q˜22 −m22 + i
· · · 1
q˜2n′ −m2n′ + i
]
P˜ ′0=ωP′ ,P˜ 0=ωP
. (54)
We observe that this is equal to the Minkowski diagrammatic expression that is induced when one applies the
standard Feynman rules to directly calculate a contribution to the physical matrix element. In summary, the trans-
formation used to extractMO,(d)E ({Q},P′,P) generates the expression definingMO,(d)({Q},P′,P). We deduce that
they are equal, i.e. that Eq. (47) is satisfied, thereby completing the proof of this section. In conclusion, we have
found that large Euclidean time separation simply provides an alternative form of LSZ reduction for single-particle
matrix elements.
V. SUMMARY
Quasi-distributions are a relatively new approach to determining light-front PDFs from lattice QCD. Preliminary
results at a single lattice spacing have been encouraging, and although there are unresolved issues regarding renor-
malization of quasidistributions on the lattice, the approach has significant promise for first principles calculations
of PDFs and GPDs. Implicit in the discussion so far has been the assumption that quasidistributions determined
in Euclidean spacetime are exactly those determined in Minkowski spacetime, an assumption that has very recently
been called into question.
We addressed this issue by considering the relationship of the matrix elements extracted from Euclidean correlation
functions and those determined by an LSZ reduction in Minkowski spacetime. We demonstrated that the quasidis-
tributions extracted from lattice QCD are exactly those of Minkowski spacetime. Through the example of a toy
model, we illustrated how the apparent contradiction between our claim and the perturbative analysis of [21] can be
resolved. Taken together, our nonperturbative analysis and the careful examination of missing contributions in our
simple model, provide strong justification for our perturbative prescription for choosing the appropriate contour in
Euclidean perturbation theory (which we note has been in use in automated lattice perturbation theory calculations
involving strictly local operators [27]) to ensure the correct perturbative infrared behavior. We finish by deriving an
all orders analogue of the LSZ reduction formula in Euclidean spacetime, demonstrating that the matrix elements in
the Euclidean and Minwkowski correlators coincide, assuming that the currents are local in time.
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