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Abstract
A high-order Discontinuous Galerkin (DG) method is formulated and implemented
on the Cranfield University’s 3D unstructured Finite Volume Method (FVM) code
(UCNS3D), for both linear and non-linear hyperbolic conservation laws and for test-
cases which exhibit both smooth and discontinuous solutions . As both DG and FVM
are developed on the same solver platform, this enables the use of any procedures
which are common to both the methods, thus, ensuring the closest possible compari-
son.
The initial part of the thesis details the basic concepts and derivation of the discon-
tinuous Galerkin method in the 1D space for the advection equation, which is then
extended to the 3D space for a hyperbolic system.
Prior to comparing the FVM and DG methods, the DG method implementation is
verified . The verification is a combination of a theoretical and numerical approach
which endeavours to minimize any potential programming errors.
Following the verification of the DG method, the FVM and DG methods are compared
for numerous flows: the linear advection equation and Euler equations, suciently
smooth testcases, and testcases which require a limiter to suppress Gibb’s oscillations.
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Nomenclature
LATIN
al - Norm of the basis function
Cx;Cy;Cz - Advection velocity: x,y,z respectively
F;G;H - Conservative flux
Fˆ; Gˆ; Hˆ - Numerical flux
F - Vector of conservative fluxes
Fˆ - Vector of numerical fluxes
`l(x) - Lagrangian Polynomials
L1,L1 - Error norms
Lh - Right-hand side of weak formulation
M - Mass matrix
NDOF - Total number of degrees of freedom
NE - Number of elements
NG - Number of grid points
Np - Number of degrees of freedom
nˆ - Outward unit normal
Pl - Polynomial order
P;l - Jacobi Polynomial
vii
RK - Order of Runge Kutta Method
S I - Surface Integral
jS F j - Surface area of face F of tetrahedron
U¯ - Cell average
Uh - Approximate solution
ULh - Approximate solution for left state
URh - Approximate solution for the right state
uˆl(t) - Degree of freedom
U¯max - Maximum cell averages of the neighbours
U¯min - Minimum cell averages of the neighbours
x; y; z - Physical coordinates
xi - Midpoint of element i in 1D DG
jV j - Volume of physical tetrahedron
VI - Volume Integral
GREEK
i - The element size in 1D DG
l - Basis function

 - Physical domain

ˆ - Reference domain
@
 - Surface in physical domain
@
ˆ - Surface in reference domain
viii
; ;  - Reference coordinates
x - Mapping from the physical to the reference space
Sp ; 
S
p - Points defined on the reference riangle
Vp ; 
V
p ; 
V
p - Points defined on the ference tetrahedron
 j - Flux limiter function at quadrature point j
ABBREVIATIONS
CFL - Courant-Friedrichs-Lewy Number
DG - Discontinuous Galerkin
DG2 - 2nd Order Discontinuous Galerkin
DG3 - 3rd Order Discontinuous Galerkin
ENO - Essentially Non-Oscillatory
FDM - Finite Dierence Method
FEM - Finite Element Method
FVM - Finite Volume Method
FVM2 - 2nd Order Finite Volume Method
FVM3 - 3rd Order Finite Volume Method
HLLC - Harten-Lax-van Leer-Contact Solver
ODE - Ordinary Dierential Equation
PDE - Partial Dierential Equation
TVB - Total Variation Bounded
TVD - Total Variation Diminishing
ix
WENO - Weighted Essentially Non-Oscillatory
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C H A P T E R 1
Introduction
1.1 Motivation
With the advances in computing technology, with Gordon Moore predicting the num-
ber of transistors on a CPU will double every 2 years (Figure 1.2), something which
has been observed in practice, and the dropping cost of computers, the benefits of using
simulation based research has been becoming more attractive. Figure 1.1 shows the
rapid increase in the computing power over an 8 year period, at present (June 2013) the
world’s fastest supercomputer, Tianhe-2, at the National University of Defence Tech-
nology in China, achieved a performance of 33.86 Petaflops. When compared with
8 years prior, the fastest supercomputer in the world, BlueGene/L, achieved a perfor-
mance of 101.4 Teraflops, representing an increase of approximately 300 times the
computing power. This increase in computing power has made it possible to conduct
in depth research in computationally demanding areas, some of the areas in which
modelling and simulation have become an indispensable tool, including: molecular
dynamics, fluids dynamics, solid mechanics and nuclear weapons testing.
Figure 1.1: Trend in supercomputer performance over 8 years
1.1 Motivation 2
Figure 1.2: Increase in number of transistors on CPUs over 35 years
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Inevitably the increase in power and the decline in cost of computing hardware has pop-
ularised scientific modelling. Although another aspect of scientific modelling has to be
consider - numerical methods. Numerical methods can be viewed as the foundation of
scientific computing, upon which the accuracy, speed of execution and other aspects of
the simulation rest. To date, many numerical methods have been proposed, with each
one displaying particular strengths and weaknesses. Concentrating on Computational
Fluid Dynamics (CFD), the Finite Volume Method (FVM) is seen as the numerical
method of choice. FVM has been used extensively in academia and industry, and the
majority of commercial o-the-shelf solvers (including Fluent and STAR-CCM+) and
the open source project OpenFOAM utilise this method.
As will be shown in the proceeding chapters, within the framework of FVM high-
resolution methods have been developed, which have demonstrated the simulation of
complicated flows such as turbulence and multiphase flows. However, the greatest
drawback of FVM is the disproportionately large stencils required to extend the order
of accuracy in 3D, which is subsequently made more dicult on an unstructured grid.
To overcome this problem researchers have developed dierent methods or modified
existing ones. Since its development 20 years ago the Discontinuous Galerkin (DG)
method has become very popular with researchers, which retains the positive aspects
other numerical methods but the circumvention of their drawbacks (Table 1.1).
Table 1.1: Comparison of numerical methods, replicated from[28]
Complex h/p Explicit Conservation Elliptic
geometries adaptivity form law problems
FDM  X X X X
FVM X  X X (X)
FEM X X  (X) X
DG X X X X (X)
X - the method has been succesfully applied or is naturally suited for this particular
feature
(X) - the method can be applied with some modification, but it is not a natural choice
 - the method is very dicult or impossible to apply to such problems
FVM and DG share common features which makes the comparison and implementa-
tion of both methods on a single solver platform possible. Thus, this poses the natural
question: is the DG method better, worse or comparable in accuracy, speed of execu-
tion and implementation to the more established and widely used FVM?
1.2 Numerical Methods
Initially, the techniques developed in CFD were done with respect to the Finite Dif-
ference Method (FDM)[72]. However, this technique lost favour with the CFD com-
munity when it became apparent that FDM could not easily be applied to irregular
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grids, namely unstructured grids. Another issue was the inability of FDM to pre-
serve the conservative nature of the governing equations[43]. This has not hampered
the use of FDM though, with three-dimensional simulations being carried out which
show excellent shock-capturing abilities[53], and the development of high-resolution
methods[60].
The need for unstructured grids is necessitated by the complicated geometries asso-
ciated with the simulation of complex problems. The issue of unstructured grids is
overcome by the use of the FVM and the Finite Element Method(FEM). In the Finite
Element Method (FEM), the use of a large stencil is eliminated and the accuracy is
governed by the polynomial approximation which is determined within the element.
In the case of a compressible flows, the particular type of FEM which is used is the
Streamline Upwind Petrov-Galerkin Method (SUPG) proposed by Brooks and Hughes
[6]. In SUPG a perturbation term is added to the weighting function of the standard
Galerkin formulation, the purpose of which is to minimise the artificial diusion in the
flow direction[65]. If explicit time discretisation is used then a couple systems has to
be solved at each time-step, this is because the DOF are shared between the elements.
1.2.1 Finite Volume Method
The Finite Volume Method (FVM) become extremely popular in the development and
use of CFD because of its ability to handle unstructured grids (something which is
dicult to do with FDM as mentioned previously). As a result many innovations in
CFD have been developed in the context of FVM, or with FVM in mind. As there
exists a discontinuity (mathematically speaking) between the cells a Riemann problem
usually has to be solved between each cell face, which gives the FVM the ability to ef-
fectively model shocks[17, 38]. Alternatively, Jameson, Schmidt and Turkel developed
the JST or Jameson scheme [30] which resolves the flux integral without the need for
a Riemann solver.
Godunov’s method of solving PDEs by assuming the conserved variables as piece-
wise constant values made it possible to solve hyperbolic conservation laws on un-
structured grids, although this method is 1st order accurate it laid the foundations for
further higher-order attempts. The first high-order attempt for FVM was made by Van
Leer[39] - the Monotone Upstream-centred schemes for Conservation Laws (MUSCL)
- in which the MUSCL scheme is 2nd order in both space and time1.
The idea behind the MUSCL scheme was to replace the piecewise constant of Go-
dunov’s method by a piecewise linear approximations and limit the slope of the linear
approximation so that they don’t exhibit oscillations. The MUSCL scheme has been
extended to 3rd order accuracy[15] and 5th order accuracy[63]. The MUSCL scheme
is part of a wider class of schemes called total variation diminishing (TVD), a concept
proposed by Harten[26]. TVD schemes ensures, as time increases, the total variation
1It has been noticed that Kolgan, may have successfully developed the first TVD scheme in the
context of FDM[37]
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of the reconstructed data is either equal to, or diminishes with respect to the initial
data. TVD schemes have been proven to be monotonicity preserving, and as a result
no oscillations are introduced into the method for high orders of accuracy. The idea of
TVD is not unique to FVM, and is a property of a numerical method, therefore, other
numerical methods can be TVD. The central idea of a TVD scheme is a limiter which
suppresses oscillations, there are a variety of limiters available[64], unfortunately, there
is no way of knowing beforehand which limiter will provide the best resolution. TVD
schemes can introduce too much numerical diusion into the problem, and become un-
reliable for problems which have flow structures which require a large amount of time
to develop[49]. To further add to the woes of excessive numerical diusion of the TVD
scheme, Goodman and LeVeque[22] proved that any TVD method in 2D or 3D are at
most 1st order accurate2. However, in practice TVD schemes have been successfully
applied to 2D or 3D problems. A review of TVD methods is given in[68].
A further class of methods have been developed which improve on the TVD schemes,
the Essentially Non-Oscillatory (ENO) of Harten, Engquist, Osher and Chakravarthy
[27] and Weighted Essentially Non-Oscillatory (WENO) schemes due to Lui,Osher
and Chan[46]. ENO scheme operate on the concept of choosing the smoothest possible
stencil, given r possible stencils. The chosen stencil are then used to construct the
reconstruction polynomial. The WENO approach modifies the ENO scheme by using
a convex combination of all the possible stencils. It is vital to remember that (W)ENO
schemes are not TVD, they will introduce bounded oscillations into the problem[38],
however, these will decrease as the grid is refined[7]
The TVD and (W)ENO are collectively known as high resolution methods,and the li-
brary of problems to which high resolution methods have been applied is extensive,
including: incompressible flows, compressible flows, hypersonic flows and magento-
hydrodynamics [7, 17, 32, 35], to name but a few.
Unfortunately, to increase the accuracy of FVM in 3D the stencil has to be extended to
such an extent that it becomes disproportionately large. Unlike in 1D where the stencil
increases at a linear rate with respect to reconstruction polynomial, in 2D and 3D the
increase in the stencil size is proportional to r2 and r3 respectively. For the stencil(in
3D), the number of points of the stencil is:
K =
1
6
(r + 1)(r + 2)(r + 3)   1
Where K is the minimum number of elements comprising a single stencil, and r is the
order of the reconstruction polynomial. Therefore a single 3rd order(P2) stencil in 3D
requires a minimum of 9 elements. In addition, for high-order schemes more than one
Riemann problem is solved per face, therefore, more than one stencil reconstruction
is required. It has been noted by[52] that for robustness to use between 50-100%
more elements. In[18] total of M  2K stencils were employed for a central stencil
reconstruction.
2except for in trivial cases
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1.2.2 Discontinuous Galerkin
A relatively new method to gain attention within the computational physics’ com-
munity is Runge-Kuuta Discontinuous Galerkin (RKDG). The spatial discretisation
is preformed using Discontinuous Galerkin - closely resembling a Galerkin method
which is extensively used in Finite Element Methods (FEM). The temporal discreti-
sation is preformed using a Runge-Kutta method. The RKDG method encompasses
many useful properties, the ability to model discontinuities which are characteristics
features of compressible flows, whilst retaining a very high order of accuracy. Due to
the aforementioned advantages, there has been an increasing interest in the application
of RKDG over the last two decades.
The genesis of RKDG can be traced back to Reed and Hill[57], who in their 1973 paper
discretised the domain using DG to solve a steady-state neutron-transport equation. It
is vital to note the equation solved by Reed and Hill did not require a time-stepping
method. LeSaint and Raviart carried out the first analysis of Reed and Hill’s method
and proved the rate of convergence for Reed and Hill’s investigation. Numerous au-
thors contributed to the early theoretical development of DG, and a brief history is
given in [2].
Since the publication of Reed and Hill’s seminal paper, extensive research has been
carried out on further developing DG. The natural direction is the application to the
class of non-linear hyperbolic systems, which requires that a time-stepping algorithm
be introduced. Chavent and salzano[8] used a forward Euler method to march in time,
but this had poor stability properties; it is stable for very restrictive CFL numbers. The
restriction upon the CFL number would make it a restrictive condition for hyperbolic
problems[2], because the CFL number is of the order of the the square-root of the grid
size, which is very impractical.
The first steps towards developing a method which overcame the time-stepping prob-
lems were taken by Cockburn and Shu, who used a TVB Runge-Kutta devised by Shu
and Osher[61]. The method subsequently became known as Runge-Kutta Discontinu-
ous Galerkin (RKDG), which has since been applied extensively. Although the Runge-
Kutta method has remained popular, alternative methods are being investigated. Qui
et.al[55] developed a Lax-Wendro type method for Discontinuous Galerkin which
is more compact than the existing Runge-Kutta method. Unfortunately, the Lax-
Wendro method is more complicated to program than the popular TVD Runge-Kutta
method for multidimensional cases.
In [10], Cockburn and Shu investigated a 1D single component scalar equation, which
was extended to a 1D multicomponent scalar problem[9]. Continued work by Cock-
burn and Shu was focused on establishing a multidimensional RKDG theory[12], and
an RKDG theory for convection-dominated problems[11]. Furthermore, articles have
been written to give a wider audience introduction to the RKDG method[79]
The success of Discontinuous Galerkin can be illustrated by the areas to which it has
been applied: Magnetohydrodynamics[14, 71], Plasma physics[42], Fluid mechanics[4,
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36, 44] and Solid mechanics[66].
The greatest challenge faced in extending DG to higher dimensions is the limiter,
which is required to suppress the oscillations which occur as a result of Godunov’s
theorem. Cockburn and Shu[13] stated that the development of a limiter in multidi-
mensions is a dicult task. However, recent progress has been made in developing
limiters, although these are applicable for 2D problems[70].
It has also been noted that the choice of basis function plays no part in the accuracy of
the algorithm [76]. The choice of basis functions can be demarcated into orthogonal
and non-orthogonal basis functions. Orthogonal basis functions result in a diagonal
mass matrix, which is trivial to invert. If a non-orthogonal basis function is chosen,
then a method for inverting the mass matrix is required.
A novel approach to defining a set of basis functions is to carry out transformations
to the collapsed coordinate space. This method maps the reference hexahedron to the
reference tetrahedron, and is also applicable to grids constructed of prism and pyra-
mids; making it possible to define DG for a hybrid grid[45]. A DG method involving
basis functions defined using a collapsed coordinate transformation have been applied
to 3D problems[16]. With this DG approach, two transformations are required: the first
transformation maps the physical tetrahedron to the reference tetrahedron and the sec-
ond transformation maps the reference tetrahedron to the reference hexahedron. The
benefit of a collapsed Cartesian coordinate system, is that 1D quadratures methods
and wrapped tensors(basis functions) can be applied to multidimensional domains[33]
Researchers have also investigated the application of high-resolution methods to DG.
Most notably is the application of Weighted Essentially Non-Oscillatory (WENO) lim-
iters, which has been done for both 2D problems, for both structured and unstructured
grids[54, 76], and for 3D problems[47].
1.3 Objectives of the thesis
Finite volume method (FVM) represents, arguably, the most ubiquitous discretisation
approach in the engineering computational fluid dynamics community. However, Dis-
continuous Galerkin has, as mentioned previously, been applied to a variety of flows
and is becoming equally widespread, due to a combination of the DG method’s ability
to model hyperbolic PDE flows on unstructured grids and a fixed direct side stencil ap-
proach, thus combining the beneficial properties of FVM in relation to the resolution
of discontinuities and sharp gradients, and increasing the spatial accuracy using a FEM
approach.
It is evident there is a similarity between the two methods, and this is substantiated by
the fact that 1st order accurate DG is identical to the 1st order accurate FVM.
The methods obviously dier when the order of accuracy is greater than 1st order.
Firstly, the solution reconstruction is dierent. In FVM the need to construct a larger
stencil, based on the neighbours of neighbours is required. However, the DG method is
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more localised requiring the same stencil as the 1st order method (only the direct side
neighbours), but an increase in the number of degrees of freedom and the inclusion of
a volume quadrature.
Although it is possible to obtain a discretisation of the same order of grid convergence
with both methods, the properties of the asymptotic convergence range, and hence the
actual order of accuracy demonstrated through the simulations diers. In this thesis we
explore the similarities and dierences between the Finite Volume and Discontinuous
Galerkin solutions of the same order of grid convergence, within the context of the
same CFD solver. The latter ensures that the manipulations of geometrical data are
performed in the same way, the integrals are solved using the same quadrature points
and the resolution of the discontinuity is obtained through the same Riemann solver -
enabling a direct comparison of discretisation eciency.
The majority of comparative studies of DG have been conducted in 1D and 2D and
these have been done for a variety of problems, and to a variety of numerical methods.
[60] compared FDM-WENO, FVM-WENO and DG-TVB in 2D for hyperbolic prob-
lems with strong shocks, the author showed that each method had particular strengths
and weaknesses, in particular the lack of robustness of the (DG) TVB limiter when
compared to WENO, and the ideal use of the DG method for problems with smooth
solutions. [29] studied the comparison of high-order methods for oceanic applications
in 2D, the DG method performed with relative eciency when compared to the other
numerical methods. Similarly [51] compared DG with FVM, but for a inviscid and
viscous problems in 2D on a Cartesian grid upto 4th order. This comparison like the
previous comparison, showed the eectiveness of using DG methods, especially for
smooth solutions. [14] conducted a 3D study of DG, however, this was done for a
structured hexahedral grid (not for tetrahedral cells we are considering in this thesis),
and the study compared the DG method to the FDM (not to the FVM we are consider-
ing in this thesis) - it was shown like the previous study that the DG method performed
better than the FDM. [74] conducted a 1D study on the DG method compared to the
spectral finite volume method for the simple advection eqation, it was shown that the
DG required a smaller CFL number for stability but produced an error which was also
smaller. In [75] a 2D comparative study was conducted on an unstructured grids for
problems which required limiting, for DG a TVB limiter was utilised whereas for FVM
a WENO method was used - It was shown that the FVM-WENO approach produced a
high error and was slower than the DG-TVB approach. From these comparative stud-
ies between DG and other numerical methods, the general conclusion states that the
DG method performs well for smooth solutions, and when a TVB limiter is utilised
performs well for discontinuous solutions too, although the size of the CFL number
for DG is very restrictive.
To make the comparison unbiased as possible, a number of simplifications are applied.
Firstly, an almost uniform smooth tetrahedral mesh is selected for the testcases in or-
der to underline the observed dierences in convergence. Secondly, the comparison
is restricted to schemes of up to 3rd order of accuracy in order to evaluate the sce-
nario corresponding to the majority of commercially available engineering FVM CFD
1.3 Objectives of the thesis 9
solvers. Finally, none of the aforementioned DG and FVM comparisons used an iden-
tical limiter for discontinuous solutions - in this thesis we will use a Barth-Jespersen
limiter which is applied identically to both DG and FVM, unlike the TVB and WENO
limiters, thus keeping the comparison as close as possible.
The objectives of this thesis can be summarised as following:
1) For a comparative study of FVM and DG in 3D the order of grid convergence is
a vital indicator of the spatial accuracy of the method. This will be analysed for scalar
testcases and a systems testcase (Euler equations) for problems which are suciently
smooth ( for example a sine wave on a fine mesh), thus not requiring a limiter function.
From this study an convergence to the nominal order of accuracy is expected.
2) It has been observed that TVD limiters, which are routinely applied when there is
chance of Gibb’s oscillations forming, degrade the convergence of a numerical scheme,
especially in the smooth region of a flow. An identical limiter is sought for both FVM
and DG, to keep the comparison as close as possible, which is applied to a smooth
problem to observe the degradation of the convergence.
3) In addition to the application of the TVD limiter to smooth problems, the limiter
is applied to problems where the inclusion of a limiter to suppress oscillations, (which
at times can cause the CFD solver to crash or produce non-physical results such as
negative density ) is necessary .
4) Another pertinent observation is the computational time of the numerical methods,
this is an important component of any numerical method, especially in CFD where
simulations can require a large amount of time to converge.
Both the methods are implemented on the same solver platform, thus giving the possi-
bility to reuse shared features of the method, resulting in identical computational and
discretisation round-o errors when possible .
1.3.1 Structure of the thesis
1) - The initial part of the thesis establishes the theory of the Discontinuous Galerkin
method. The theory is firstly proposed in the 1D case, identifying the main areas of the
method, this is then extended to multidimensions. The theory includes the choice of
basis functions and modification required for them to be used on the FVM solver, the
evaluation of the integrals, the initialisaiton of DG and the limiter required to suppress
oscillations.
2) - The advection and Euler equations are solved for a constant initial condition. This
is particularly important for verifying the derivatives of the basis functions and the vol-
ume quadratures(which are only present in high-order DG)
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3) - The linear advection equation with initial conditions sin(2x)sin(2y)sin(2z),
sin(4x)sin(4y)sin(4z), sin(6x)sin(6y)sin(6z) are solved on four grids of increas-
ing grid points to establish a convergence analysis. The CFL number is also altered to
observe the eect of stability and convergence of the FVM and DG method.
4) A manufactured method of solution is applied to the Euler equations for a su-
ciently smooth density profile, which possess an analytical solution, therefore making
it possible to conduct a nominal order of accuracy study.
5) Having verified the DG method using the advection equation and Euler equations,
it is possible to investigate testcases where it is dicult to evaluate a nominal order of
accuracy. These are testcases which involve a TVD limiter, which degrades the con-
vergence of the scheme. In the first instance, to test the robustness of the DG solver, an
implosion of a sphere of gas is investigated. The purpose of the implosion testcase is
not to act as a comparison between the DG and FVM, as an analytical solution is very
dicult to derive.
6) - The successful demonstration of the DG solver to handle the modelling of the
shock collisions in the implosion testcase using a TVD limiter allows the DG solver
to be applied to other testcase where a limiter is necessary. Sod’s shocktube case is
investigated on a rectangular domain, the flow exhibits all three wave solutions for an
hyperbolic PDE. DG and FVM are applied to this testcase, this is the first comparative
testcase involving a limiter which is applied to a shock problem, in this thesis. For the
sake of completeness of the comparison, an identical limiter is utilised(the only such
limiter on an unstructured grid) the Barth-Jespersen limiter.
7) - To investigate the comparison of FVM and DG with respect to an analytical solu-
tion in a 3D setting, an explosion testcase is chosen. A sphere of gas of high pressure
at the centre of cubic domain surrounded by a gas of low pressure. This can be viewed
as a 3D extension of the shocktube problem.
8) The results from the testcases (2-7) are discussed and a conclusion is presented
at the end of the thesis.
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C H A P T E R 2
Discontinuous Galerkin
2.1 1D Discontinuous Galerkin
The 1D Discontinuous Galerkin method for hyperbolic problems represents the main
constituents of the method, and therefore is an ideal starting point before extending
the discussion to the multidimensional case. In the 1D discussion we present the main
components of the method: Evaluation of the integrals using a quadrature method, the
basis functions and the associated orthogonality, and the Runge-Kutta method. Firstly,
the hyperbolic PDE is cast into a conservation form (eq: 2.1.1).
@U
@t
+
@F(U)
@x
= 0 (2.1.1)
Where the F(U) is the flux of the conserved variables and U is the vector of conserved
variables. In the case of the scalar problem and Euler equations1 in the 1D these would
be, respectively:
F(U) = Cx:U
F(U) =
0BBBBBBBB@ up + u2u(E + p)
1CCCCCCCCA ;
The Conservation law (eq: 2.1.1) is cast into the weak form by multiplying by some
function q(x), and integrating over the domain interval 
 = [x j 1=2; x j+1=2].Z


@U
@t
q(x)d
 +
Z


@F(U)
@x
q(x)d
 = 0 (2.1.2)
The Galerkin formulation is based upon setting the basis function in the weak formu-
lation (eq: 2.1.2) equal to the test function, where (x) is a basis function.
1Please consult the Appendix for a review of the Euler equations
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(x) = q(x)
Thus the weak form becomesZ


@U
@t
(x)d
 +
Z


@F(U)
@x
(x)d
 = 0 (2.1.3)
The conserved variables U are replaced with the approximate solution Uh (eq: 2.1.4)
Uh =
Np 1X
l=0
uˆl(t)l((x)) (2.1.4)
From which we get the weak form in terms of the Degrees Of Freedom (DOF)Z


@Uh
@t
(x)d
 +
Z


@F(Uh)
@x
(x)d
 = 0 (2.1.5)
Where uˆl are the DOF - the l subscripts denote the order of the polynomial. The number
of DOF per conserved variable in 1D is directly proportional to the order of the scheme
i.e. a 1st order scheme has 1 DOF per conserved variable, a 2nd scheme has 2 DOF per
conserved variable , a 3rd order has 3 DOF per conserved variable and so forth.
The choice of the basis functions is ambiguous, and has no eect on the overall results
of the DG method[12]. Both Orthogonal and non-Orthogonal basis functions have
been used. In this thesis we use the orthogonal Jacobi polynomials, P;l . In 1D we use
the Legendre polynomials which are a generalisation of the Jacobi polynomials (by
setting the  =  = 0), P0;0l , therefore, the basis function become the
l = P0;0l
The Legendre polynomials for upto 6th Order (n  5) accuracy are presented in ta-
ble: 2.1 and fig: 2.1.
Table 2.1: Legendre polynomials for n 5
Order (l) P0;0l
0 1
1 x
2 12 (3x
2   1)
3 12 (5x
3   3x)
4 18 (35x
4   30x2 + 3)
5 18 (63x
5   70x3 + 15x)
:::
:::
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Figure 2.1: Legendre Polynomials for n5
The weak formulation in terms of DOF in its current form is not ideal for computation
because of the partial derivative. To continue with the derivation of the 1D DGmethod,
we apply the divergence theorem to the integral containing the conservative flux vector
F(U) (eq: 2.1.5), from which we retrieve the following PDE.Z


@Uh
@t
(x)d
  
Z


d((x))
dx
F(Uh)d
 + [Fˆ(Uh)]
i+1=2
i 1=2 = 0 (2.1.6)
Now the integral containing the conservative flux vector has been separated into two
parts. Firstly we have an integral containing the conservative flux vectorZ


d((x))
dx
F(Uh)d

This is now in terms of an ordinary derivative and not a partial derivative and is some-
times referred to as the volume integral as it encompasses the entire volume of the el-
ement. The volume integral is solved by a Gaussian quadrature method, buy mapping
the integral from the physical space x to the reference space  using the transformation
 =
2(x   xi)
i
thus transforming the integral to the space [-1,1] it possible to use the Gaussian quadra-
ture methods.
Z


d((x))
dx
F(Uh)d
 =
2
i
Z 1
 1
d()
d
F(Uh)d
ˆ
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The second part is called the numerical flux integral, where the conservative flux F is
replaced by a numerical flux Fˆ
[Fˆ(Uh)]
i+1=2
i 1=2
Although in the case of 1D DG it is merely at the end points of the line element (

 = [xi 1=2; xi+1=2]). The numerical flux is the only means by which elements can
communicate with one another, due to the discontinuity between them. Such prob-
lems, where a discontinuity separates piecewise data is called a Riemann problem.
For a simple advection problem we are considering in this chapter, a simple upwind
Godunov flux will suce. A comprehensive overview of which can be found in[68].
In the 2D and 3D cases a integral would have to be solved. The dimensions of the
numerical flux integral is one less than the dimension of the space we are working in
i.e in 3D space the numerical flux integral is a 2D integral.
To change the partial derivative to an ordinary derivative in the temporal integral we
expand the approximate solution Uh, thus completing the transition from the partial
dierential form of the weak formulation to the semi-discrete form. Such that the
Runga-Kutta method can be used to solve the semi-discrete form.
Z


@Uh
@t
(x)d
 =
Z


@
@t
Np 1X
l=0
uˆl(t)l((x))m((x))d

As the degree of freedom is only time-dependent it can be factored out of the integral
d
dt
uˆl(t)
Z


l((x))m((x))d

the Legendre polynomials are orthogonal in the space [ 1; 1] , which will become our
reference space. Therefore transforming this integral to the reference space 
ˆ
J:
d
dt
uˆl(t)
Z


l()m()d

where J is the Jacobian of the transformation. the basis functions are orthogonal, and
the orthogonality property applies, namelyZ

ˆ
l()m() = lmal
where lm is the Kronecker delta and al is the norm
and the temporal integral becomes
J:M
d
dt
uˆl(t)
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whereM is the diagonal matrix of the norms of the basis functions ( this is often called
the mass matrix).
M =
0BBBBBBBBBBBBBBBBBBBBBBBBBBB@
a0 0    0 0 0
0 a1 0 0 0 0
0 0 a2 0 0 0
::: 0 0 a3 0
:::
0 0 0 0 : : : 0
0 0    0 0 aNp 1
1CCCCCCCCCCCCCCCCCCCCCCCCCCCA
the inversion of the diagonal mass matrix is a trivial process, and is simply
M 1 =
0BBBBBBBBBBBBBBBBBBBBBBBBBBB@
1=a0 0    0 0 0
0 1=a1 0 0 0 0
0 0 1=a2 0 0 0
::: 0 0 1=a3 0
:::
0 0 0 0 : : : 0
0 0    0 0 1=aNp 1
1CCCCCCCCCCCCCCCCCCCCCCCCCCCA
The final form (semi-discrete)
is
d
dt
uˆl(t) =
1
J
M 1
Z


d((x))
dx
F(Uh)   [F(Uh)]i+1=2i 1=2

(2.1.7)
This semi discrete form is solved using a Runge-Kutta method2.
2.2 1D Testcase
To demonstrate the 1D DG method, an advection equation is solved with initial condi-
tion
U0 = sin(2x)
This is solved for upto 6th order spatial accuracy (p5) on 3 grids with elements (NG =
20; 40; 80), on a spatial domain [0; 1]. Periodic boundary conditions are specified at
the beginning and end of the domain (at 0 and 1), and the advection velocity is set
to Cx = 1, therefore the time it takes for one period on the specified domain and
advection velocity with the above IC is T = 1. The order of the Runge-Kutta method
(the temporal order) is set equal to the order spatial accuracy. So for 1st order accuracy
(P0) we use a 1st order Runge-Kutta method (Euler’s method), for 2nd order accuracy
(P1) a 2nd order method Runge-Kutta is used, and so forth. The size of the CFL
number is dictated by[2]
CFL =
1
2l + 1
(2.2.1)
2Please consult the appendix for an overview of Runge-Kutta methods
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The results of the convergence study is tabled in (Table: 2.2) which shows the nominal
order of accuracy (L1 and L1). L0 is the maximum error of the error between the
analytical solution (UAnl) and the numerical solution Uh and L1 is the defined as
L1 =
1
NE
NEX
i=1
jUh   UAnlj
Table 2.2: 1D DG numerical convergence rates for linear advection at T=1 for IC
U0 = sin(2x). CFL = 12l+1 and Runge-Kutta order equals spatial order
1st order
NG L1 L1 OL1 OL1
20 1.35E-1 1.06E-1 - -
40 6.80E-2 5.30E-2 0.99 1.00
80 3.39E-2 2.630E-1 1.01 1.00
2nd order
NG L1 L1 OL1 OL1
20 1.47E-2 1.63E-2 - -
40 4.01E-3 4.04E-3 1.87 2.01
80 1.05E-3 1.00E-3 1.93 2.00
3rd order
NG L1 L1 OL1 OL1
20 3.67E-4 1.78E-4 - -
40 4.63E-5 2.20E-5 2.99 3.02
80 5.83E-6 2.73E-6 2.99 3.01
4th order
NG L1 L1 OL1 OL1
20 7.19E-6 3.27E-6 - -
40 4.55E-7 2.04E-7 3.98 4.00
80 2.85E-8 1.28E-8 4.00 4.00
5th order
NG L1 L1 OL1 OL1
20 1.15E-7 4.73E-8 - -
40 3.54E-9 1.46E-9 5.02 5.02
80 1.10E-10 4.56E-11 5.00 5.00
6th order
NG L1 L1 OL1 OL1
20 1.43E-9 6.02E-10 - -
40 2.25E-11 9.41E-12 5.99 6.00
80 3.51E-13 1.82E-13 6.00 5.69
The results for the testcase are illustrated in Figure 2.2, Figure 2.2, which show the
convergence to the nominal order of accuracy.
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Figure 2.2: 1D DG L0 convergence for linear advection (upto 6th order) at T=1 for IC
U0 = sin(2x)
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Figure 2.3: 1D DG L1 convergence for linear advection (upto 6th order) at T=1 for IC
U0 = sin(2x)
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Given the very restrictive condition employed in the above problem: that the order of
accuracy of the Runge-Kutta method equals the spatial order of accuracy, for example
a 6th order Runge-Kutta was used for 6th order spatial accuracy (P5), a natural ques-
tion would be to ask if using a maximum of a 4th order Runge-Kutta would eect the
convergence of method as witnessed in table: 2.2? Clearly in a 3D setting a 6th order
Runge-Kutta would be infeasible due to the high-storage costs. Employing a maximum
4th order Runge-Kutta method in the following study, we investigate the convergence
rates for upto 6th Order spatial accuracy (P5),using the data provided in [13], which
gives the CFL numbers for combination of the order of the RK and DG methods. The
1st order (RK1) and 2nd order (RK2) Runge-Kutta methods are only applicable to 1st
and 2nd order spatial accuracy as stated in[13], and therefore will not be considered.
2nd Order spatial accuracy (P1) The approximation for the maximum CFL num-
ber for RK2 is 0:333 given by eq: 2.2 which is used for RK2 accuracy. Increasing
the RK order to 3rd and 4th order we observed the following trends in the nominal
order of accuracy, the maximum CFL which could be used with for P1-RK3 was 0.409
Table: 2.3,and P1-RK4 was 0.464 (Table: 2.4)
Table 2.3: P1, RK3 for CFL = 0:409
NG L1 L1 OL1 OL1
20 1.01E-2 8.41E-3 - -
40 2.94E-3 1.94E-3 2.11 1.78
80 7.90E-4 4.67E-4 2.066 1.90
Table 2.4: P1, RK4 for CFL = 0:464
NG L1 L1 OL1 OL1
20 1.11E-2 8.49E-3 - -
40 3.30E-3 2.13E-3 1.74 2.00
80 8.61E-4 5.10E-4 1.94 2.06
3nd Order spatial accuracy (P2) The approximation for the maximum CFL number
for RK3 is 0:2 given by eq: 2.2. Increasing the RK order to 4th Order we observed the
following trends in the nominal order of accuracy, the maximum CFL which could be
used with for P2-RK4 was 0.235 table: 2.5
Table 2.5: P2, RK4 for CFL = 0:235
NG L1 L1 OL1 OL1
20 3.66E-4 1.57E-4 - -
40 4.61E-5 1.96E-5 2.99 3.00
80 5.78E-6 2.45E-6 3.00 3.00
4th Order spatial accuracy (P3) The approximation for the maximum CFL number
for RK4 is 0:142 given by eq: 2.2. Decreasing the RK order to RK = 3 we observed
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the following trends in the nominal order of accuracy, the maximum CFL which could
be used with for P3-RK3 was 0.130 table: 2.6
Table 2.6: P3, RK3 for CFL = 0:130
NG L1 L1 OL1 OL1
20 2.50E-4 2.51E-5 - -
40 2.68E-5 3.14E-6 3.22 2.99
80 3.07E-6 3.94E-7 3.13 2.99
5th Order spatial accuracy (P4) The approximation for the maximum CFL number
for RK5 is 0:111 given by eq: 2.2. Decreasing the RK order to 3rd and 4th order we
observed the following trends in the nominal order of accuracy, the maximum CFL
which could be used with for P4-RK3 was 0.089 table: 2.7,and P4-RK4 was 0.1 ta-
ble: 2.8
Table 2.7: P1, RK3 for CFL = 0:089
NG L1 L1 OL1 OL1
20 5.73E-6 8.04E-6 - -
40 7.15E-7 1.01E-6 3.00 3.00
80 8.94E-8 1.26E-7 3.006 3.00
Table 2.8: P1, RK4 for CFL = 0:1
NG L1 L1 OL1 OL1
20 1.65E-7 7.57E-8 - -
40 6.73E-9 4.50E-9 4.62 4.07
80 3.10E-10 2.81E-10 4.44 4.00
6th Order spatial accuracy (P5) The approximation for the maximum CFL number
for RK6 is 0:0909 given by eq: 2.2. Decreasing the RK order to 3rd and 4th order
we observed the following trends in the nominal order of accuracy, the maximum CFL
which could be used with for P5-RK3 was 0.066 table: 2.9,and P5-RK4 was 0.073
table: 2.10
Table 2.9: P5, RK3 for CFL = 0:066
NG L1 L1 OL1 OL1
20 2.33E-6 3.29E-6 - -
40 2.92E-7 4.12E-7 3.00 3.00
80 3.65E-8 5.16E-8 3.006 3.00
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Table 2.10: P5, RK4 for CFL = 0:073
NG L1 L1 OL1 OL1
20 1.47E-8 2.04E-8 - -
40 9.07E-10 1.28E-9 4.02 4.00
80 5.66E-11 8.00E-11 4.00 4.00
2.3 Summary of 1D method
The 1D Discontinuous Galerkin method was derived for a hyperbolic problem, which
is demonstrated in the context of the the linear advection equation. Given the start-
ing point of the derivation is a hyperbolic conservation law, the application of the 1D
DG method to other hyperbolic PDEs will not require changing significant parts of the
derivation.
The application of the 1D DG method to the linear advection equation for upto 6th
order spatial accuracy (P5) yielded the expected nominal order of convergence, when
the order of accuracy of the Runge-Kutta method was equal to the spatial order of ac-
curacy. However, if the order of accuracy of the Runge-Kutta method was less than
the spatial order of accuracy then the nominal order of convergence is at most the or-
der of the Runge-Kutta method. For example, the table: 2.7, 2.8 show the order of
convergence when a 5th order method (P4) uses Runge-Kutta methods of 4th and 3rd
order respectively, then the nominal order of convergence is equal to the order of the
Runge-Kutta method.
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2.4 Nodal Basis functions
As was mentioned in [13], the choice of basis functions contributes little to the accu-
racy of the DGmethod. As a result both orthogonal[20, 45] and non-non-orthogonal[11–
13] basis functions have been used. Apart from being orthogonal and non-orthogonal,
basis functions can be modal and nodal. In this thesis we use the modal type basis
function, with increasing order of accuracy, higher order polynomials are included in
the approximation which are hierarchical in nature, this means that 0; 1 : : : Np 2 are
included along with the Np 1 basis functions in Np   1 order approximation. This is
illustrated in Figure 2.1. Unlike the FVM method, the DG method has more than one
degree of freedom per variable for high-order accuracies. These degree of freedom
are then reconstructed at the quadratures points for flux evaluation, and the centroid
of the element for the final solution. The alternative to the modal basis functions are
the nodal basis functions, which apart from increasing the mode of the polynomial,
increase the nodes on which to evaluate the degrees of freedom. Nodal basis func-
tions are not hierarchical meaning the basis functions for an Np   1 accuracy cannot be
constructed from the 0; 1 : : : Np 2 basis functions. Also, the reconstruction of the ap-
proximate solution is dierent. With the modal expansion, the position of the degrees
of freedom uˆl in the reference domain is not important, however in the nodal expansion
this is important as a particular node corresponds to a particular basis function, hence
information about the position of the degree of freedom is stored in the solution array.
Uh(x; t) =
Np 1X
l=0
uˆl(t)l(x) Modal Expansion
Uh(x; t) =
Np 1X
l=0
uˆl(x; t)`l(x) Nodal Expansion
To derive the basis functions for a general 1D domain we start with a representation of
the approximate solution using a polynomial expansion
Uh(; t) = a0 + a11 + a22 + a33 + ::: (2.4.1)
Our aim is to establish the values of the unknown coecient al. Assuming a reference
domain of [0; 1], although we could have worked in a physical domain or a reference
domain of [ 1; 1]. To illustrate how to construct a 2nd order set of coecients we
specify the approximate solution at end points 0 and 1 (any two points in the domain
could have been chosen). At these points 1;2 = 0; 1 we get the following combinations
Uh(0; t) = a0 ) a0 = U0
Uh(1; t) = a0 + a1 ) a1 = Uh(1; t)   Uh(1; t)
Substituting the values of the coecients al in the the polynomial expansion(equation
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2.4.1) (for 2nd order expansion), and using the notation
Uh(0; t) = uˆ0
Uh(1; t) = uˆ1
We obtain the following by substituting in equation 2.4.1
Uh(; t) = a0 + a11
Uh(; t) = uˆ0 + (uˆ1   uˆ0)1
rearranging there equations in terms of the degrees of freedom uˆl
Uh(; t) = uˆ0(1   1) + uˆ11
Uh(; t) = uˆ0`0 + uˆ1`1
where the nodal basis functions in 2nd order (linear) approximation are given by
`0 =    1
`1 = 
Nodal basis functions can be derived for nth order accuracy - the number of basis
functions (hence the number of nodes on the element) is proportional to the order of
accuracy, therefore, 3rd order accuracy has three nodes and thus three basis functions.
Figure 2.4, gives the illustration of the basis functions upto 4th order accuracy in the
[0; 1] domain, unlike the modal basis functions the nodal basis functions dier for
each order of accuracy and we cannot use the 2nd order basis functions in a 3rd order
approximate, as a result new 3rd order basis functions have to derived. An alterna-
tive to defining the basis functions using the above method is to use the Lagrangian
polynomials
`l() =
Y
j=0
l, j
x    j
i    j
An in depth study of Nodal discontinuous Galerkin methods is given by[28].
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Figure 2.4: 1D nodal basis functions defined in the reference space [0,1] for upto 4th order
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2.5 3D Discontinuous Galerkin
A multidimensional hyperbolic conservation law is defined as
@U
@t
+ r:F(U) = 0
equally, by expanding the divergence operator, the hyperbolic conservation can be writ-
ten as
@U
@t
+
@
@x
F(U) +
@
@y
G(U) +
@
@z
H(U) = 0
where F is the flux vector defined as (F(U);G(U);H(U)), and U is the conserved vari-
ables.
For the scalar advection case the conserved variable is
U = (u)T
with the fluxes F for the scalar advection being
F = Cx:u G = Cy:u H = Cz:u
Cx;Cy;Cz are the advection velocities in the x; y; z directions respectively.
For the three dimensional Euler equation the conserved variables are3
U = (; u; v; w; E)T
As there are six unknowns and fives equations: pressure, density, the three velocity
components and Energy. Therefore, the Euler equations are closed using an equation
of state.
2.6 Weak Formulation
The starting point of the DG formulation is the derivation of the weak formulation,
this is achieved by multiplying the conservation law by a test function q(x; y; z) and
integrating over an element 
Z


@U
@t
q(x; y; z)d
 +
Z



@F
@x
+
@G
@y
+
@H
@z

q(x; y; z)d
 = 0 (2.6.1)
the second integral in the above formulation is integrated by parts using the Green-
Gauss theorem, resulting in the following form.Z


@U
@t
q(x; y; z)d
  
Z


(F;G;H):rq(x; y; z)d
 +
Z
@

(F;G;H):nˆ:q(x; y; z)d@
 = 0
(2.6.2)
3The fluxes for the Euler equations have been included in the appendix.
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For the galerkin formulation the test function q(x,y,z) is replaced with the basis func-
tion
q(x; y; z) = l((x); (x); (x))
and replacing the conserved variable U with the approximate solution Uh
Uh =
Np 1X
l=0
uˆl(t)l((x); (x); (x)) (2.6.3)
the terms (F;G;H):nˆ in the surface integral are replaced with the numerical fluxes
Fˆ; Gˆ; Hˆ, where Fˆh = (Fˆh; Gˆh; Hˆh) = (Fˆ(Uh); Gˆ(Uh); Hˆ(Uh)). The choice for the numer-
ical flux will be discussed in the proceeding sections.
Z


@Uh
@t
l((x); (x); (x))d

 
Z


(Fh;Gh;Hh):rl((x); (x); (x))d

+
Z
@

(Fˆh; Gˆh; Hˆh)l((x); (x); (x))dS = 0 (2.6.4)
with Fh = (Fh;Gh;Hh) = (F(Uh);G(Uh);H(Uh)).
Equation (2.6.4) is referred to as the weak Galerkin formulation. This equation is
not useful in its current form and has to be reduced to an ODE (Ordinary Dierential
Equation) to be more computational friendly. Firstly, the weak formulation is altered to
reflect the type of element that is being considered. As we are considering only tetra-
hedrons, we change the surface integral to sum over all four faces. For other elements
the surface integral has to changed respectively; six faces for hexahedrons, and fives
faces for prism and pyramids. Another complicating factor is the shape of the face, in
the tetrahedron all four faces are triangles. Whilst an hexahedron is constructed of 6
rectangles, and prisms and pyramids are a mixture of both rectangles and triangles.
Z


@Uh
@t
l((x); (x); (x))d

 
Z


(Fh;Gh;Hh):rl((x); (x); (x))d

+
4X
e2@

Z
e
(Fˆh; Gˆh; Hˆh)l((x); (x); (x))dS = 0 (2.6.5)
To complete the derivation of the ODE from the weak form (2.6.5) we exploit the
approximate solution Uh in the first integral.
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Z


@Uh
@t
l((x); (x); (x))d

=
Z


@
@t
Np 1X
l=0
uˆl(t)l((x); (x); (x))

m((x); (x); (x))d

=
duˆl(t)
dt
Z


l((x); (x); (x))m((x); (x); (x))d

the weak Galerkin form has now been reduced to an ODE, and can be solved using a
time-stepping algorithm.
duˆl(t)
dt
Z


l((x); (x); (x))m((x); (x); (x))d
|                                                    {z                                                    }
Mass matrix
 
Z


(Fh;Gh;Hh):rl((x); (x); (x))d
|                                             {z                                             }
Volume integral
+
4X
e2@

Z
e
(Fˆh; Gˆh; Hˆh)l((x); (x); (x))dS|                                              {z                                              }
Surface integral
= 0 (2.6.6)
Equation(2.6.6) can be written in the concise form.
M
duˆl(t)
dt
= Lh((x); (x); (x))
Where Lh is the right hand consisting of the volume and surface integral.
Lh =
Z


(Fh;Gh;Hh):rl((x); (x); (x))d
  
4X
e2@

Z
e
(Fˆh; Gˆh; Hˆh)l((x); (x); (x))dS
andM is the diagonal mass matrix.
M =
Z


l((x); (x); (x))m((x); (x); (x))d

Although the ODE form of the DG formulation has been established, there still remains
unanswered questions. The main ones being:
1. The choice of the basis functions
2. The choice of the numerical flux
3. The method for solving the ODE
4. The method for evaluating the integrals
These points will be addressed in the proceeding sections.
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2.7 Basis functions
In the study of continuous and discontinuous finite element methods there are two
types of basis functions that can be utilised - non-hierarchical and hierarchical. Let us
consider the non-hierarchical basis functions, which have to obey the following two
properties[41].
1) The basis function l is defined at a node i on element x j and 0 everywhere else
on the element
2) The basis function can only take non-zero values on the element being consid-
ered, and is zero on the elements not being considered.
(x j) =
(
, 0 if x j 2 
 j
= 0 if x j < 
 j
There is an extensive list of non-hierarchical basis functions for various elements in
multidimensional [78], and these have been widely used in the continuous finite ele-
ment method and also in three-dimensional discontinuous Galerkin.
The other category of basis function as mentioned above is of the hierarchical type.
These basis functions only obey the second property i.e the basis function is only non-
zero on the element being considered. The hierarchical basis functions are so named
because the basis functions used in the Pk+1 scheme contain the basis functions used in
the Pk scheme. For example, a 3D tetrahedral requires 4 degrees of freedom and hence
4 basis functions for the P1 and, 10 degrees of freedom and basis functions for the P2
case. The basis functions used in the P1 case form the first 4 basis functions of the P2
in mathematical notation this can be represented as
flg0  flg1      flgK+1
This can also be viewed as the set of P0 basis functions are contained with the set of P1
basis functions; the set of P1 basis are contained with the set of P2 basis and so forth.
Another feature of the basis functions to address is the orthogonality. Both hierarchical
and non-hierarchical basis functions can be constructed to become a set of orthogonal
basis functions, this is achieved by using the Gram-Schmidt method. The orthogonality
of the basis functions will result in a diagonal mass matrixM, which is trivial to invert.
The basis functions can be derived in either the physical space 
 [12, 76] or the refer-
ence space 
ˆ [20, 33, 73]. As the reference element is fixed, it easier to derive the basis
functions in the reference space. To construction the basis functions in the reference
space we simply map the element in the physical space to the reference triangle, and
carry out all operations in the reference space. In the proceeding chapter we will show
how this is achieved.
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2.7.1 Basis function in 
ˆ-space
In the 
ˆ-space, where the physical tetrahedron has been transformed into the the stan-
dard tetrahedron in the [0,1] space, and the integration of the inner product is performed
in this space.
To derive the orthogonal hierarchical basis function firstly consider the set B of mono-
mial polynomials
B = fbiji = 1; 2:::;Npg = f; ; ; ; ; :::g
From which we want to construct a set of orthogonal basis functions G,
G = fgiji = 1; 2:::;Npg
by applying the Gram-Schmidt method to the set of monomials B, we get
gi =
bi  Pi 1k=1hbi; gkigkq
(bi; bi  Pi 1k=1hbi; gkigk
If the upper limit is less than the lower limit then the summation is taken to be zero.
The monomials can be written in the general form
bk = (k)(k)(k)
therefore the inner product becomes
hbi; bki =
Z 1
0
Z 1 
0
Z 1  
0
 
(i)(i)(i)

:
 
(k)(k)(k)

ddd
which can be written simply (by collecting the ; ;  terms)
hbi; bki =
Z 1
0
Z 1 
0
Z 1  
0
 
mn l

ddd (2.7.1)
where
m = (i) + (k); n = (i) + (k); l = (i) + (k)
the general solution for the inner product (2.7.1) can be established by repetitively
using the binomial theorem, and the resulting answer is a set of orthogonal basis func-
tions in terms of the Jacobi polynomials[28].
The Basis functions for the fours euclidean solids, which generally form the construc-
tion of an unstructured mesh[59].
Tetrahedral expansion:
pqr(1; 2; 3) =  ˜ap(1) ˜
b
pq(2) ˜
c
pqr(3)
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where
1 =
21
1   2   3 ; ¯1 =
21
1   3   1; 2 =
22
1   3   1; 3 =  1 + 23
now the tetrahedron basis function is defined in terms of the collapsed coordinates ,
which are functions of the local space coordinates . The basis functions above are
defined in terms of Jacobi polynomials P;p (z)
 ˜ap(z) = P
0;0
p (z);  ˜
b
pq(z) =
1   z
2
p
P2p+1;0q (z)
 ˜cpqr(z) =
1   z
2
p+q
P2p+2q+2;0r (z)
when the parameters  =  = 0 then the Jacobi polynomials P;p become the Legendre
polynomials
P;p (z) = P
0;0
p (z) = Lp(z)
and the use of the Legendre polynomials orthogonality property is madeZ 1
 1
Pl(z)Pm(z)dz =
2
2l + 1
lm
the orthogonality property of the Jacobi polynomials isZ 1
 1
(1   z)(1 + z)P;l (z)P;m (z)dz =
2++1
2l +  +  + 1
 (l +  + ) (l +  +  + 1)
n! (n +  +  + 1)
lm
In the basis functions mentioned above the  parameter of the Jacobi polynomials is
zero, and therefore the orthogonality property reduces toZ 1
 1
(1   z)P;0l (z)P;0m (z)dz =
2+1
2l +  + 1
lm (2.7.2)
Where (1   z) is the weighting function, if we set  = 0 we retrieve the orthogonality
property for the Legendre polynomals used in the 1D setting.
NOTE
The basis functions given in journals such as[20, 59] and the book[33] collapse the
coordinates of the reference hexahedron in a manner in which the reference pyramid,
prism and tetrahedron are defined in the [ 1; 1] space. However, the above collapsed
coordinates 1; ¯1; 2; 3 have been modifed such that the reference hexahedron is de-
fined in the [0; 1] space, and as a result the collapsing of the coordinates will lead to
the reference pyramid, prism and tetrahedron being defined in the [0; 1] space. As a
consequence of altering the reference space, the quadrature integration of the integrals
is also eected. The quadrature method mentioned in [33] is reliant upon the radau
and Labatto points which are defined in the [ 1; 1] space, these can be evaluated to a
nth order of accuracy using the software R, with the package rJacobi. For the evalua-
tion of the basis functions in the [0; 1] space the simplex points are used - this will be
discussed in the proceeding section.
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2.8 Initialisation of RKDG method
Let the initial condition be defined in the physical space 
 as
U(x; y; z; 0) = U0(x; y; z)
replacing the left-hand side with the approximate solution
Uh(x; y; z; 0) = U0(x; y; z) (2.8.1)
where, as previously defined
Uh =
Np 1X
l=0
uˆl(t)l((x); (x); (x)) (2.8.2)
Casting this into the weak form, by multiplying equation (2.8.1) by the test function
and integrating over the element of the domain.
Z


Uh(x; y; z; 0)l((x); (x); (x))d
 =
Z


U0(x; y; z)l((x); (x); (x))d
 (2.8.3)
substituting (2.8.2) into (2.8.3) i.e the definition of Uh (the approximate solution)
Z


 Np 1X
l=0
uˆl(0)l((x); (x); (x))

m((x); (x); (x))d

=
Z


U0(x; y; z)l(1(x); 2(x); 3(x))d
ˆ
factoring out the degree of freedom,
uˆl(0):
Z


l((x); (x); (x)):m((x); (x); (x))d
 (2.8.4)
=
Z


U0(x; y; z)l((x); (x); (x))d
ˆ
where the integral on the left hand side of (2.8.4) is the mass matrix
M =
Z


l((x); (x); (x)):m((x); (x); (x))d

This integral is evaluated in the reference space 
ˆ (the space in which the basis func-
tions are defined).
M = J:
Z

ˆ
l(; ; )m(; ; )d
ˆ (2.8.5)
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where J is the Jacobian of the transformation. As the Jacobian is constant the orthog-
onality of the mass matrix will be preserved in the reference space[21]. The Basis
functions, as we have already mentioned, are orthogonal in the reference space. There-
fore the mass matrix (2.8.5) can be written as
M = J:al
where al is the norms4.
Similarly the right hand of side is evaluated in the reference space, which becomes
J:
Z

ˆ
U0(x(; ; ); y(; ; ); z(; ; )):l(; ; )d
ˆ
Finally the initialisation becomes
uˆl(0) =
1
al
Z

ˆ
U0(x(; ; ); y(; ; ); z(; ; )):l(; ; )d
ˆ
2.9 Evaluation of the Integrals
In the previous section it was shown that in the semi-discrete derivation of the dis-
continuous Galerkin method, the need to evaluate integrals arise. These are most of-
ten carried out using quadrature methods, this process is called numerical integration.
Numerical integration makes it possible to evaluate complicated integrals, which may
not posses an analytical answer. Performing integration on elements with orthogonal
edges: a straight line in 1-D, a square in 2-D and a cube in 3-D is a trivial it is merely
the tensor product of the Gauss-Legendre quadrature method.
However, it is more complicated for simplexes such as triangles and tetrahedrons.
Hammer et.al [25] made the first attempt to perform numerical integration on a sim-
plex, and these were extended by Dunavant[19] and Zienkiewicz[77] for triangles and
by Jinyun[31] and Keast[34] for tetrahedrons. Although these methods provide a use-
ful way of evaluating the integral, they are limited. The highest order of accuracy
available for numerical integration on a tetrahedron is 8[34]. As the order of accuracy
of the DG method is eected by the order of the quadrature method it is envisaged that
the aforementioned choice of quadrature points may limit the order to which we can
extend the DG method.
To circumvent this problem the numerical integration proposed by Karniadakis and
Sherwin[33] coupled with the quadrature points provided by the R numerical software
(with the package rJacobi) give us the method of possible derivation of a DG method
for an arbitrary high order of accuracy.
4the norms of the basis functions are listed in the appendix
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Table 2.11: Gaussian quadrature points and weights for triangle in [0; 1]2 space from [19]
Order   !
1 0.333333333333333 0.333333333333333 1.000000000000000
2 0.666666666666667 0.166666666666667 0.333333333333333
0.166666666666667 0.166666666666667 0.333333333333333
0.166666666666667 0.666666666666667 0.336666663333333
3 0.333333333333333 0.333333333333333 -0.56250000000000
0.600000000000000 0.200000000000000 0.52083333333333
0.200000000000000 0.600000000000000 0.52083333333333
0.200000000000000 0.200000000000000 0.52083333333333
4 0.816847572980459 0.091576213509771 0.109951743655322
0.091576213509771 0.816847572980459 0.109951743655322
0.091576213509771 0.091576213509771 0.109951743655322
0.108103018168070 0.445948490915965 0.223381589678011
0.445948490915965 0.108103018168070 0.223381589678011
0.445948490915965 0.445948490915965 0.223381589678011
5 0.333333333333333 0.333333333333333 0.225000000000000
0.797426985353087 0.101386507323456 0.125939180544827
0.101386507323456 0.797426985353087 0.125939180544827
0.101386507323456 0.101386507323456 0.125939180544827
0.059715871789769 0.470142064105115 0.132394152788506
0.470142064105115 0.059715871789769 0.132394152788506
0.470142064105115 0.470142064105115 0.132394152788506
6 0.501426509658179 0.249286745170910 0.116786275726379
0.249286745170910 0.501426509658179 0.116786275726379
0.249286745170910 0.249286745170910 0.116786275726379
0.873821971016996 0.063089014491502 0.050844906370207
0.063089014491502 0.873821971016996 0.050844906370207
0.063089014491502 0.063089014491502 0.050844906370207
0.310352451033784 0.053145049844817 0.082851075618374
0.310352451033784 0.636502499121399 0.082851075618374
0.053145049844817 0.636502499121399 0.082851075618374
0.053145049844817 0.310352451033784 0.082851075618374
0.636502499121399 0.310352451033784 0.082851075618374
0.636502499121399 0.053145049844817 0.082851075618374
In this thesis we limit the order of accuracy to 2nd order, therefore, the simplex points
of [19, 34] will suce. The quadrature points are defined in the reference space, and
points are mapped to the physical space, this is illustrated by figure ( 2.5)
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Table 2.12: Gaussian quadrature points and weights for Tetrahedron in [0; 1]3 space from [34]
Order    !
1 0.25000000000000 0.25000000000000 0.25000000000000 1.00000000000000
2 0.25000000000000 0.25000000000000 0.25000000000000 -0.8000000000000
0.50000000000000 0.16666666666667 0.16666666666667 0.4500000000000
0.16666666666667 0.16666666666667 0.16666666666667 0.4500000000000
0.16666666666667 0.16666666666667 0.50000000000000 0.4500000000000
0.16666666666667 0.50000000000000 0.16666666666667 0.4500000000000
3 0.56843058419684 0.14385647193439 0.14385647193439 0.21776506988041
0.14385647193439 0.14385647193439 0.14385647193439 0.21776506988041
0.14385647193439 0.14385647193439 0.56843058419684 0.21776506988041
0.14385647193439 0.56843058419684 0.14385647193439 0.21776506988041
0.00000000000000 0.50000000000000 0.50000000000000 0.02148995341306
0.50000000000000 0.00000000000000 0.50000000000000 0.02148995341306
0.50000000000000 0.50000000000000 0.00000000000000 0.02148995341306
0.50000000000000 0.00000000000000 0.00000000000000 0.02148995341306
0.00000000000000 0.50000000000000 0.00000000000000 0.02148995341306
0.00000000000000 0.00000000000000 0.50000000000000 0.02148995341306
4 0.25000000000000 0.25000000000000 0.25000000000000 -0.07893333333331
0.78571428571429 0.07142857142857 0.07142857142857 0.045733333333333
0.07142857142857 0.07142857142857 0.07142857142857 0.045733333333333
0.07142857142857 0.07142857142857 0.78571428571429 0.045733333333333
0.07142857142857 0.78571428571429 0.07142857142857 0.045733333333333
0.10059642383320 0.39940357616680 0.39940357616680 0.149333333333333
0.39940357616680 0.10059642383320 0.39940357616680 0.149333333333333
0.39940357616680 0.39940357616680 0.10059642383320 0.149333333333333
0.39940357616680 0.10059642383320 0.10059642383320 0.149333333333333
0.10059642383320 0.39940357616680 0.10059642383320 0.149333333333333
0.10059642383320 0.10059642383320 0.39940357616680 0.149333333333333
5 0.25000000000000 0.25000000000000 0.25000000000000 0.18170206858254
0.00000000000000 0.33333333333333 0.33333333333333 0.03616071428571
0.33333333333333 0.33333333333333 0.33333333333333 0.03616071428571
0.33333333333333 0.33333333333333 0.00000000000000 0.03616071428571
0.33333333333333 0.00000000000000 0.33333333333333 0.03616071428571
0.72727272727272 0.09090909090909 0.09090909090909 0.06987149451617
0.09090909090909 0.09090909090909 0.09090909090909 0.06987149451617
0.09090909090909 0.09090909090909 0.72727272727272 0.06987149451617
0.09090909090909 0.72727272727272 0.09090909090909 0.06987149451617
0.43344984642634 0.06655015357366 0.06655015357366 0.06569484936832
0.06655015357366 0.43344984642634 0.06655015357366 0.06569484936832
0.06655015357366 0.06655015357366 0.43344984642634 0.06569484936832
0.06655015357366 0.43344984642634 0.43344984642634 0.06569484936832
0.43344984642634 0.06655015357366 0.43344984642634 0.06569484936832
0.43344984642634 0.43344984642634 0.06655015357366 0.06569484936832
2.9 Evaluation of the Integrals 34
Figure 2.5: Transformation between the physical and reference space
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Surface Integral
The surface integral, S I , is defined as
S I =
Z
@

Fˆ(UhL;U
h
R; n):l(
V
p (x; y; z); 
V
p (x; y; z); 
V
p (x; y; z))dS
and the transformation of some point Sp ; 
S
p from the reference space to the physical
space for a triangle is given by:
xSp (
S
p ; 
S
p) = x1 + (x2   x1)Sp + (x3   x1)Sp (2.9.1)
ySp(
S
p ; 
S
p) = y1 + (y2   y1)Sp + (y3   y1)Sp
zSp(
S
p ; 
S
p) = z1 + (z2   z1)Sp + (z3   z1)Sp
To evaluate the surface integrals we map the quadrature points Sp ; 
S
p from the reference
triangle to the physical triangle, thus, the surface integral therefore becomes
S I = JS :
Z
@
ˆ
Fˆ(UhL;U
h
R; n)l
 
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p); 
V
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where xSp (
S
p ; 
S
p); y
S
p(
S
p ; 
S
p); z
S
p(
S
p ; 
S
p) are calculated using(2.9.1), and JS is the Jaco-
bian of the transformation for a triangle.
The quadrature approximation is given by the following expression, where jS j is the
surface area of the physical triangle and w j is weight associated with the quadrature
points. The surface area jS j arises as a consequence of the type of the quadrature
method. In the methods mentioned previously [19, 34], the quadrature approximation
has to be multiplied by the area of the reference element. In this case the reference
triangle is 12 , this results in the well-known expression jS j = 12JS : the area of the
triangular surface in the physical space.
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Figure 2.6: Evaluation of Riemann solver on face of tetrahedron
Volume Integral
The volume integral, VI is defined as
VI =
Z


(F;G;H):r:l(Vp (x; y; z); Vp (x; y; z); Vp (x; y; z))d
 (2.9.2)
or with the grad term expanded
VI =
Z


(F;G;H):

@
@x
;
@
@y
;
@
@z

:l(Vp (x; y; z); 
V
p (x; y; z); 
V
p (x; y; z))d
 (2.9.3)
We can expand this integral further into three distinct integrals, one for each conserva-
tive flux F;G;H
VFI =
Z


F:
@
@x
l(Vp (x; y; z); 
V
p (x; y; z); 
V
p (x; y; z))d

VGI =
Z


G:
@
@y
l(Vp (x; y; z); 
V
p (x; y; z); 
V
p (x; y; z))d

VHI =
Z


H:
@
@z
l(Vp (x; y; z); 
V
p (x; y; z); 
V
p (x; y; z))d

The evaluation of all three integrals is identical, for brevity we will show the method for
the F conservative flux integral, and the method is the same for the integrals involving
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the G and H conservative fluxes. The above expression for the volume quadrature is
evaluated in the same way as the surface integral, however, there is no need to derive
a transformation similar to (2.9.1). We know the basis functions have been mapped
from the physical space to the reference space using the transformation x and the
quadrature points are mapped from the reference space to the physical space using
 1x . This can summarised as:
x( 1x ) = 
this means the basis functions are evaluated using the quadrature points Vp ; 
V
p ; 
V
p in
the reference space with no need to map them to the physical space.
The final expression is given as (for the F conservative flux integral)
VFI = JV :
Z

ˆ
:F:(
@(; ; )
@
@
@x
+
@(; ; )
@
@
@x
+
@(; ; )
@
@
@x
)d
ˆ (2.9.4)
where JV : is the Jacobian of the transformation and w j is weight associated with the
quadrature points. @
@x ;
@
@y ;
@
@z are the result of the chain rule used to define the integral in
the reference space - these expressions can be derived by inverting the Jacobian5. Sim-
ilar to the quadrature method for the surface integral, this quadrature method requires
multiplication by the volume of the reference element, in this case 16 . This yields the
well-known expression jV j = 16JV : the volume of the tetrahedron in the physical space.
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the volume quadratures for the G;H conservative fluxes are calculated in an identical
fashion.
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5Please consult the appendix
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2.10 Riemann Solvers For The Euler Equations
The Euler equations are a systems of non-linear conservation laws, and can be written
as:
@U
@t
+
@F
@x
+
@G
@x
+
@H
@x
= 0 (2.10.1)
where (F;G;H are the conservative flux, and U is the vector of conserved variables.
The Riemann problem consists of the hyperbolic conservation form of the Euler equa-
tions (2.10.1) with the following initial conditions
U(x; 0) = U0(x) =
(
UL if x < 0
UR if x > 0
There arises an important (unknown) region between the extreme left and right char-
acteristic waves for the Riemann solution to the Euler equation called the Star region.
The primitive variables within region are denoted by a  subscript.
The solution to the above problem yields three dierent types of waves: Shocks, con-
tact discontinuity and rarefaction waves. The middle wave is always a contact discon-
tinuity, and the left and right waves can be either rarefaction or shock waves.
Rarefaction
A rarefaction or an expansion wave, is a type of smooth wave across which all the
flow variables change, in particular the pressure of the pressure and density decrease.
The wave speed u   a and u + a increase monotonically from left to right. Rarefaction
waves are always composed of acoustic waves - entropy waves do not create rarefac-
tion waves. The last characteristic in the region of the high pressure is called the head,
and the last characteristic in the region of the low pressure is called the tail .
Shock waves
A Shock wave or a compression wave is a type of discontinuous wave. Like the rarefac-
tion wave the flow variables across the shock wave change, in particular the pressure
and density increase. The wave speeds u   a and u + a decrease monotonically from
left to right. Unlike the characteristics of the rarefaction wave, which diverge, the char-
acteristics of the compression wave converge forming a shock wave. A shock wave is
type of jump discontinuity and are governed by the Rankine-Hugoniot condition6.
contact discontinuity
In complete contrast to the rarefaction and shock waves, who’s characteristics must
either diverge or converge. The characteristics of a contact discontinuity are parallel
to each other. As a result of this, the velocity and pressure don’t change across a con-
tact discontinuity, and the contact discontinuities move with the fluid. However, the
6This will be discussed in the proceeding section
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density and anything which is dependent upon the density does. As there is a pressure
equilibrium, no gas will flow across a contact discontinuity. Like the Shock wave, the
contact discontinuity must obey the Rankine-Hugoniot condition and the entropy may
change.
Figure 2.7: 1-D wave structure of the Euler equations (replicated from [68])
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This method can be applied in multi-dimensions, by applying it in each direction sep-
arately. Below we given an example of the three-dimensional split, and for this partic-
ular case (the x direction) the u velocity is unknown in the star region.
Figure 2.8: x direction for the three dimensional split of the Euler equations(replicated from
[68])
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Writing the Euler equations (2.10.1) in a quasi-linear form
@W
@t
+ A(W)
@W
@x
+ B(W)
@W
@y
+ C(W)
@W
@z
= 0 (2.10.2)
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we can obtain the eigenvalues i associated with the 5 conserved variables (character-
istic variables) for the matrix7 A(W) as
1 = u   a; 2 = 3 = 4 = u; 5 = u + a
to obtain the eigenvalues for the B(W) and C(W) matrices we merely replace the u
velocity vector with v;w respectively. We can also deduce the corresponding eigen-
vectors Ki which correspond to the 3 types of waves. K2;3;4 are contact discontinuities,
and K1 and K5 are either rarefaction or shock waves. The quasi-linear form of the Eu-
ler equation allows us to further analyse the properties of the waves. It can be shown
that the Pressure and velocity across as contact discontinuity are constant, it is only
the density that changes. In a similar analysis of the rarefaction and shock wave all
the primitive variables change. However, the rarefaction is a smooth expansion wave
which is bounded by two characteristics called the head and tail, and the shock is
a compression wave and the characteristic converge. The central wave is always a
contact discontinuity, which leaves the possibilities of the rarefaction and shock wave
being either left or right waves.
With this information it possible to construct a Riemann solver which is a able to
establishing the right side flux.
2.10.1 HLLC Riemann solver
The HLLC solver is an approximate Riemann solver, and is an improvement of the
HLL Riemann solver proposed by Harten, Lax Van Leer(1983). The HLL Riemann
solver has many appealing features; it is entropy satisfying without the need for an
entropy fix, and is relatively simple to program. Unfortunately, due to the single inter-
mediate state of the HLL solvers it is too diusive and result in the excessive smearing
of the contact waves. To overcome this issue the HLL Riemann solver was modified
by Toro et.al to account for the lack of the contact wave, and this modified version was
called the HLLC Riemann solver, where the C in HLLC stands for contact.
In the HLLC Riemann solver, the intermediate region is split into two sections.
the star region (intermediate region) is approximated by two waves which account for
the contact wave. The HLLC has been widely used in multidimensional problems, and
has been seen to been a reliable and robust Riemann solver.
The wave diagram of the solution is defined by four constant states split, separated by
three waves. The wave solutions of the Euler equation consist of one contact wave,
and two acoustic wave, which can be either shocks or expansion fans[58]
The four states of the Euler equation, moving from left to right, are UL;UL;UR;UR,
where the  subscript represents the two intermediate states, these are sometimes called
the star regions, and unlike the HLL solver the HLLC has two star regions. The corre-
sponding waves have speed S L the speed of the left acoustic wave,S  the speed of the
7A, B and C are defined in the appendix
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contact wave, and S R the speed of the right acoustic wave.
The first step is to calculate the speed of the left (S L), right(S R) and the middle wave(S 
- which is always a contact wave). This is given by
S L = uL   qLaL; S  = U; S R = uR   qRaR
where
qL =
8>>><>>>:
1 if p  pL
1 + +12

p
pL 1
1=2
if p > pL
The expression for qR is obtained by simply replacing L with R. In the above expres-
sion the value of the pressure in the star region, p, is required. This can calculated
using a wave speed or pressure-based estimation.
Next we calculate the state variables UL;R;. calculating UL and UR is simple. However,
to calculate the state variables in the star region, we use
UL = L
S L   UL
S L   S 

266666666666666666666664
1
S 
VL
WL
EL
L
+ (S    UL)

S  +
pL
L(S L UL)

377777777777777777777775
once again, to calculate the right star region value, we replace the L, with an R. Now
that we have the estimation for the speed of the waves, and established the values
of the state variables in all the regions it is possible to calculate the fluxes using the
expression below.
HHLLC =
8>>>>>>>><>>>>>>>>:
F(UL) if S L > 0
F(UL) + S L(UL   UL) if S L  0 < S 
F(UR) + S R(UR   UR) if S   0  S R
F(UL) if S R < 0
Grid Alignment of the conserved variables
Unlike the sturctured grid where the conserved variables are aligned with the outward
normals of the face nˆ = (nˆx; nˆy; nˆz), on an unstructured grid this is not the case. As a
result the vector of conserved variables U have to be aligned with the normals of the
face. To derive the vector of conserved variables which are multiple by the rotational
matrix T
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T =
26666666666666666664
1 0 0 0 0
0 cossin sinsin cos 0
0  sin cos 0 0
0 coscos sincos  sin 0
0 0 0 0 1
37777777777777777775
Thus, we get the vector of conserved variables aligned with the outward normal on a
face of the tetrahedron.
Uˆ = TkU
Where the subscript k refers to the row of the rotational matix T. The inverse of the
rotational matrix is
T 1 =
26666666666666666664
1 0 0 0 0
0 cossin  sin coscos 0
0  sinsin cos sincos 0
0 cos 0  sin 0
0 0 0 0 1
37777777777777777775
After calculating the conserved variable in the rotated cooridnate system (x0 ,y0,z0) we
can rotate back to the coordinate system we orginally defined the conserved variables
in (x; y; z) by
Fˆ:nˆ = Fˆknˆxk + Gˆknˆyk + Hˆknˆzk = T 1k Fˆ(TkU)
Figure 2.9 illustrates the rotation of the coordinate system. The red axis (x0 ,y0,z0)
denote the coordinate axes for the system which points in the outward normal of face,
whereas (x; y; z) is the cooridnate which is not alligned with the outward normal. L,R
refer to the left and right hand side of the face.
y
x
z
x’
y’
z’
  R 
L
normal
Figure 2.9: Rotation of the coordinate system to align with the outward normals
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2.11 Runge-Kutta method
To solve the semi-discrete form the most popular approach is the Runge-Kutta method,
which is used to progress the solution through time. The TVD Runge-Kutta scheme
developed by Shu and Osher[61] can theoretically achieve a kth order of accuracy.
However, due to memory storage issues upto fourth order schemes are generally used.
The CFL(Courant-Friedrichs-Lewy) number is used to calculate the size of a permis-
sible time step t. It is important the size of the timestep is not too large as this would
render the numerical scheme unstable.
For discontinuous Galerkin the following equation provides a good approximation for
the CFL number
CFL =
1
2k + 1
k = 0,1,..P
from which we can derive the size of the timestep t. For the 1D linear advection
equation this is given by
t =
CFL:x
C
whereC is the advection velocity, and x is the size of the cell. For the Euler equations
on an unstructured grid, the size of the time step is calculated using a similar approach.
t =
CFL:x
maxjpj
The maximum value of the eigenvalue p is given by max(u; v;w) + a, where a is the
speed of sound. To balance the dimensions of the above equation, we have to determine
a 1D parametre for the size of a 3D element. The most natural choice is to determine a
radius. To do this we inscribe the element inside a sphere, and calculate the radius of
the sphere[28].
Cockburn and Shu[13] document the CFL numbers for the increasing order of spatial
accuracy for increasing order of the temporal accuracy. From there studies it has been
shown it is possible to construct very high-order methods (upto 9th order) which can
be solved by either 3rd or 4th order Runge-Kutta methods.
The 2nd and 3rd order TVD Runge-Kutta method as given in[24] will be used through-
out this thesis.
Although the Runge-Kutta method is the most prevalent of all the time integration
methods, researchers have experimented with other method including the Lax-Wandro[55].
Unfortunately this method is more complicated to program than then the Runge-Kutta
method.
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2.12 Limiting methods for high-order methods
Arguably one of the most important theorems in the work of modelling and simulation
is that of Godunov, which[38] describes as:
Linear monotonicity-preserving methods are first order accurate at best
Simply put, this means that unlimited high-order schemes (2nd order and greater) which
try to model flows which posses discontinuities or shocks will be characterised by the
following eects.
 Away from the discontinuity the first order accuracy starts to diminish.
 At the discontinuity the convergence of the solution is destroyed.
 The scheme will exhibit oscillations at the discontinuity which are known as the
Gibbs Oscillations.
these are collectively known as the Gibbs phenomenon, an in depth analysis can be
found in[23].
To counter the problem posed as a result of the Godunov’s theorem, many meth-
ods have been developed, including artificial viscosity methods, TVD methods and
(W)ENO methods, which are part of the larger class of methods called high-resolution
schemes - these are categorised by the following properties:
 At least 2nd order accuracy in the smooth region of the flow
 Free from Gibbs Oscillations at the discontinuity
A popular way of implementing high-resolution schemes work is by dropping the nu-
merical scheme to 1st order accuracy at the discontinuity to avoid the Gibb’s oscilla-
tions, and retain the higher orders of accuracy in the smooth regions where the Gibbs
oscillations do not occur. This process is carried out by slope limiters or flux limiters,
both aim to detect cells which may cause the development of these oscillations, and
thus drop the order of accuracy to 1st order if there is a steep gradient. The MUSCL
type schemes which are sometimes known as reconstruction-evolution methods rely
upon the slope limiter approach, whereby the slopes of the reconstructed values are
restricted to be within the cell averages. A historical overview is given in[40], with
analysis and introduction to the above method given in[17].
In the context of discontinuous Galekrin the first slope limiter was developed by Cock-
burn and Shu[10] for a 1D case, which was extended and applied to a 2D case, for
both structured and unstructured domains[12]. A 3D limiter inspired by the afore-
mentioned limiter developed by Cockburn and Shu was developed and applied in[58]
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upto 3rd order accuracy. The limiter of CockBurn and Shu is Total-Variation Bounded
(TVB) and is at most 3rd order accurate.
Alternative approaches to the design of limiters for DG have been proposed by Qiu
and Shu[54] who developed a limiter on structured grids using a WENO approach,
this method was extended to unstructured meshes byZhu et.al[76] for 2D domains.
A 3D polynomial type Hermite-WENO limiter has also been constructed[47]. The
WENO approach to limiting is dicult and computational expension, especially in
high-dimensions. It introduces back into the development of DG what DG was meant
to eradicate, namely the need for large stencils.
In this thesis we will be utilising a TVD limiter which is the common to both FVM
and DG, namely the Barth   Jespersen. The concept of total variation diminishing
TVD was introduced by Harten[26], the fundamental idea behind the TVD approach
is to ensure that maxima are non-increasing, minima non-decreasing and no new local
extrema is formed. The total variation of a function for discrete cases is defined as
TV(u) =
X
i
jui+1   uij
Assuming the current and previous time levels n + 1 and n, respectively, then the TVD
must obey the following property
TV(un+1)  TV(un) (2.12.1)
TVD limiters are non linear functions which circumvent the Godunov theorem, which
applies only to linear schemes. As a consequence, for flows which exhibit shocks,
the application of a non-linear which ensures the TVD property(2.12.1) prevents the
introduction of the Gibb’s oscillations.
2.12.1 Barth-Jespersen Limiter
The above limiters mentioned for DG are dicult to implement in 3D. Probably one of
the most robust type of limiters is proposed by Barth and Jespersen[3] on unstructured
grids. It is simpler to implement than the DG limiters mentioned previously, but more
importantly guarantees the consistency required to conduct a comparison between the
FVM and DG methods. For 2nd order accuracy the Barth-Jespersen limiter for FVM
and DG are implemented in a similar manner; information from only the direct side
neighbours is required . For 3rd order accuracy FVM requires the derivation of higher
order derivatives for the reconstruction expansion[48].
The Barth-Jespersen limiter is based on the principle of restricting the reconstructed
solution Uh(x j) at each quadrature point j between the maximum and minimum cell
averages of the neighbouring cells. For each cell there are 4 neighbours and the cell
we consider, therefore, 5 elements in total(Figure 2.12.1).
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K0 is the cell upon which we enforcing the limiting and K = 1; 4 are the neighbouring
cells. then we establish the maximum and minimum
U¯max = max(U¯K j8K = 0; 4)
U¯min = min(U¯K j8K = 0; 4)
Where the cell averages are given by
U¯K =
1
jV j
Z


Uhd
 = uˆ0K for K = 0; 4
Where uˆ0K is the 1st order degree of freedom in element K. We require the recon-
structed solution to be between,
U¯min  Uh(x j)  U¯max
To ensure the monotonicity preserving aspect of the limiter. If this inequality is vio-
lated then it is assumed a steep gradient is present in the solution, and the solution is
limited.
The Barth-Jespersen method works upon the approach of finding the largest possible
 j at the quadrature points j such that local extrema are prevented from forming.
The limiting procedure can summerised in the following three steps
1. Find the largest negative (U¯min   U0) and positive gradients (U¯max   U0) with
respect to the target element K0 and the direct side neighbour elements K1;2;3;4.
Where U¯min and U¯max are the minimum and maximum cell averages of any of
the neighbouring elements.
2. Calculate the reconstuction values at the quadratures points on the faces of the
target element K0.
Uh =
Np 1X
l=0
uˆl(t)l((x); (x); (x))
3. Based upon the previous two steps we can calculate the value of  j.
 j =
8>>>>><>>>>>:
min(1; U¯
max U0
U(x j) U0 ) if U(x j)   U0 > 0
min(1; U¯
min U0
U(x j) U0 ) if U(x j)   U0 < 0
1 otherwise
 = min( j)
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Once the value of  j has been obtained at each quadrature point we can apply this to
obtain an updated reconstruction. Where l are the basis functions for the correspond-
ing degrees of freedom.
Uh = uˆ0 +  [uˆ11 + uˆ22 + uˆ33]
As we can see from the definition of  j if  j = 1 then we obtained the original unlim-
ited value on the face.
Figure 2.10: Target element and neighbours for limiting method 3D
C H A P T E R 3
Validation of the DG Solver
The size and complexity of the three-dimensional discontinuous Galerkin code requires
that a number of test cases be conducted in order to ensure the chances of accumulating
erroneous procedures is minimised.
The basis functions are required in the evaluation of the initialisation of the flow,
the surface fluxes, and the reconstruction of the solution back to the physical space.
Whereas the partial derivatives of the basis functions are required in the volume fluxes.
Therefore, it is essential that the basis functions and partial derivatives of the basis
functions are evaluated properly. The Basis functions are evaluated using both the
surface and volume quadrature points, hence, it is just as important to validate the
quadrature points.
As will be shown, the simulation of the constant initial condition C validates the most
aspects of the code, and is important in the context of the discontinuous Galerkin
method.
3.1 Validation of the basis functions and norms
Orthogonal basis functions are used in the discontinuous Galerkin, which results in a
diagonal mass matrix which can be pre-processed before the start of the simulation.
Orthogonal basis functions, or to be more precise orthogonal polynomials obey the
following result Z
pqd
ˆ = apqpq
where the Kronecker delta pq is:
if p = q
pq = 1
if p , q
pq = 0
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which translate into a diagonal mass matrix
is given by the formula
Z
pqd
ˆ =
0BBBBBBBBBBBBBBBBBBBBBBB@
a1;1 0 0 : : 0
0 a2;2 0 : : 0
: : a3;3 : : 0
: : : : : 0
: : : : an 1;n 1 0
0 0 0 0 0 an;n
1CCCCCCCCCCCCCCCCCCCCCCCA
We can validate the basis functions by writing a double loop such that the first loop is
carried out over the basis functions p and the second loop is carried out over q. When
p = q then a non-zero answer should be returned, and subsequently when p , q an
answer of zero should be returned. If this procedure is carried out using a quadrature
method, then in part it also validates the volume quadrature points too.
Validating the norms using a quadrature approximation, this becomesZ
pqd
ˆ =
1
6
:
JX
j=0
p(x j; y j; z j)p(x j; y j; z j):w j
do p = 1,NP (p basis functions)
do q = 1,NP (q basis functions)
a(p,q) =0.0 (initialising loop)
do j = 1,J (loop over the quadrature points)
a(p,q) = a(p,q) + Basis(x(j),y(j),z(j),p)*Basis(x(j),y(j),z(j),q)*w(j)
end do
end do
a(p) = a(p)/6.0
end do
The norms for the basis functions up to the 2nd order of accuracy are given in the
appendix.
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3.2 Validation of quadrature points
3.2.1 Surface Quadrature
The surface quadrature points where validated using the testcase defined in[56]. Whereby
the order of the quadrature method, hence the number of quadratures points on the tri-
angle is increased. This test Z 1
0
Z 1 x
0
p
x + y dxdy = 0:4
Is performed on a unit reference tetrahedron with dimensions [0; 1]2, therefore, no
transformation is required to the reference element and only the quadrature points are
being tested.
(a) 1st Order (b) 2nd Order
(c) 3rd Order (d) 4rd Order
Figure 3.1: Example of distribution of quadrature points on reference triangle [0; 1]2 for upto
4th order accuracy
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In Figure 3.1 the distribution of quadrature points is illustrated for increasing order of
accuracy. The quadrature points are calculated in[19], and are stated in the appendix.
Figure 3.2: Validation of the Surface Quadrature points
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Table 3.1: Results for Surface quadrature validation Testcase
Order Answer Absolute error
1 0.408248 8.2483E-3
2 0.402369 2.3689E-3
3 0.400910 9.0979E-4
4 0.400078 7.8439E-5
5 0.400053 5.17431E-5
6 0.400039 3.92430E-5
Figure 3.2 shows the convergence of the numerical solution to the analytical solution
with increasing quadrature order. An absolute error is given in Table 3.1.
3.2.2 Volume Quadrature
The volume quadrature points are validated using the testcase defined in[50].Z 1
0
Z 1 x
0
Z 1 x y
0
p
x + y + z dxdydz = 0:142857142
A similar approach for the analysis of the triangle quadrature points is used for the
tetrahedron. The above testcase is solved for increased quadrature points on a unit
reference tetrahedron in [0; 1]3.
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(a) 1st Order (b) 2nd Order
(c) 3rd Order (d) 4rd Order
Figure 3.3: Example of distribution of quadrature points on reference tetrahedron [0; 1]3 for
upto 4th order accuracy
In Figure 3.3 the distribution of quadrature points on a unit tetrahedron is illustrated.
The quadrature points are calculated in[34]
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Figure 3.4: Validation of the Volume Quadrature points
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Table 3.2: Results for Volume quadrature validation Testcase
Order Answer Absolute error
1 0.1443376 0.001480455
2 0.1429589 0.00010174513
3 0.1429328 0.000075608492
4 0.1428471 0.000010088086
5 0.1428669 0.0000097751617
6 0.1428542 0.0000029802322
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3.3 Validation of high-order surface and volume fluxes
Consider the constant initial condition C
U0(x; y; z) = C
then the following theory can be postulated
Theorem 1 If U0(x; y; z) = C then the first-order degree of freedom is uˆ0 = C.
Subsequently, the higher-order degrees of freedom are uˆl = 0, 8 l = 1; 2; ::Np
Proof
Initialisation of the first-order degree of freedom
The first-order initialisation of the constant initial condition C is:
uˆ0 =
1
a0
Z
C:0(x; y; z)d
ˆ
this can be simplified to
uˆ0 = 6C
Z
1:0(x; y; z)d
ˆ
where a0 = 16 . The 1 multiplying the basis function has been left in purposefully. The
first-order basis function is 1, therefore, the integral is the first entry of the mass matrix
i.e Z
1:1d
ˆ =
1
6
which gives the area of the reference tetrahedron. The initialisation integral becomes
uˆ0 = 6:C:
1
6
= C
This proves that the first-order degree of freedom will give the constant initial condi-
tion C
Initialisation of the higher-order degrees of freedom
For the higher-order basis functions
uˆl =
1
al
Z
C:l(x; y; z)d
ˆ
where l=1,NP
factorsing out the constant C, this integral becomes
uˆl =
C
al
Z
1:l(x; y; z)d
ˆ
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the 1 here is merely the first basis function, therefore, this can be written as
uˆl =
C
al
Z
0(x; y; z):l(x; y; z)d
ˆ
as the basis functions are orthogonal i.eZ
pqd
ˆ = apqpq
this results in
uˆl = 0; l = 1;NP
In summary, the set of degrees of freedom for the constant initial condition C is
fC; 0; 0; ::0; j8l = 0;NPg

Now that it has been proved that for the initial condition C,the high-order degrees
of freedom are 0, we can employ this fact to validate the surface and volume quadra-
tures for higher-orders of accuracy. The reconstruction of the solution at the quadrature
points is given by
Uh =
NpX
l=1
uˆll(; ; )
this reduces the reconstruction for the initial condition C to:
Uh = C
recalling the discontinuous Galerkin formulation
duˆl
dt
=
1
al
Z


r:(; ; ):F(Uh)  
4X
m=1
Z
@

H(ULh ;U
R
h ; nˆ)(; ; )

setting the advection velocityCx = Cy = Cz = 1, then the reconstruction of the solution
for the volume quadrature is F(Uh) = C. Similarly, the reconstruction of the left and
right state for the numerical flux H is ULh = U
R
h = C. A well known property of the
numerical flux H(ULh ;U
L
h ; nˆ) = U
L
h or equally H(U
R
h ;U
R
h ; nˆ) = U
R
h , resulting in the in
H(ULh ;U
R
h ; nˆ) = C. This reduces the Right-hand side of the Discontinuous Galerkin
formulation to
C
al
Z


r:(; ; )  
4X
m=1
Z
@

(; ; )

Inside the Parentheses the integrals form the well known divergence theorem, with the
volume integral being equal to the surface integral.Z


r:(; ; ) =
4X
m=1
Z
@

(; ; )
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or Z


r:(; ; )  
4X
m=1
Z
@

(; ; ) = 0
As a result, for the constant initial conditionC, the right-hand side is zero. This process
also validates the derivatives of the basis functions.
3.4 Summary of validation procedure
In this chapter it has been shown how to validate the Discontinuous Galerkin formula-
tion
 The basis functions and norms of the basis functions are validated by the con-
struction of a stand-alone procedure which loops over all the basis functions to
construct the mass matrix. A diagonal mass matrix should be expected, with
non-zero entries on the diagonal only, and zero entries everywhere else.
 The quadrature points for both the surface and volume quadratures are validated
using a stand-alone procedure, which solves the problems identified by Rathod
et.al, and convergence to the analytical solution is expected with increased order
of accuracy of the quadrature points.
 For high-orders of accuracy, there is a contribution from the volume quadra-
tures. To validate both the surface and volume quadratures at orders of accuracy
greater than 1, a constant initial condition is used which results in the divergence
theorem on the right-hand side , and therefore the right-hand side is zero should
be zero. As the basis function have been validated, the partial derivatives in the
volume quadrature will also be validated.
C H A P T E R 4
3D testcases
In this chapter testcases are analysed for the robustness and accuracy of the 3D discon-
tinuous Galerkin method against the Finite Volume Method for upto 3rd order spatial
accuracy without a limiter and 2nd order spatial accuracy when a Barth-Jespersen TVD
limiter is applied. A comparison is drawn between the L0, L1 errors and the subsequent
convergence to the nominal order of accuracy.
The first set of testcases concentrate on the advection equation with initial conditions
which are suciently smooth, hence we do not expect Gibb’s oscillations to form, and
there is no need for a limiter. The initial conditions are: sin(2x)sin(2y)sin(2z),
sin(4x)sin(4y)sin(4z), sin(6x)sin(6y)sin(6z). These initial conditions ensures
that flow is truly three dimensional, and also, as the advection equation can be analyti-
cally solved, an error analysis can be conducted with regards to an analytical solution.
Although, the aforementioned testcases do not require a limiter to achieve the desired
order of convergence, a separate set of testcases will investigate the eect of a Barth-
Jespersen TVD limiter applied to the above initial conditions, this is to assess the eect
of a limiter on a suciently smooth profile.
Extending the single component hyperbolic case (advection equation) to the systems
case (Euler equations), a Method of Manufactured Solutions (MMS) is used. This
ensures the Euler equations can be analytically solved and also that the solution does
not produce any oscillations, hence ensuring a convergence study can be conducted.
Another area of importance is the use of the TVD Runge-Kutta method as opposed
to the non-TVD classical Runge-Kutta methods. A discontinuous initial condition is
chosen for the advection equation and the errors of the DG2 method are compared
when a TVD and non-TVD Runge-Kutta methods are are used.
Further to the smooth testcases mentioned above, and the advection equation with a
discontinuous initial condition, the FVM and DG methods are applied to the Euler
equations for flows which exhibit discontinuous solutions, namely the Sod’s shock-
tube case and the implosion and explosion testcases. The implosion case is used as a
verification testcase, because of the merging of the shockwaves during the implosion
part of the simulation and the subsequent explosion - this is an excellent testcase for
the robustness of the solver.
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4.1 Smooth Testcases
4.1.1 Linear Advection Equation
The linear advection equation, which is the simplest type of hyperbolic conservation
law:
@U
@t
= Cx
@U
@x
+Cy
@U
@y
+Cz
@U
@z
With the advection velocities set to Cx = Cy = Cz = 1
The flow is initialised using a triple sine wave for three dierent initial conditions
U0 = U(x; y; z; 0) = sin(Wnx)sin(Wny)sin(Wnz)
For the wavenumbers Wn = 2; 4; 6 with periodic boundary conditions enforced in all
directions, and the domain size is [0; 1]3.
This problem is solved on four grids (Table 4.1), and the L0 and L1 errors are cal-
culated in order to determine the nominal order of accuracy. The simulation is run for
T = 1 coupled with the periodic boundary conditions, this ensures the sine wave initial
profile completes one period, returning to the origin of the simulation.
Table 4.1: Grid information for advection equation testcases
NG NE 2nd order: NDOF 3rd order: NDOF
Grid 1 5 x 5 x 5 662 2648 6620
Grid 2 10 x 10 x 10 5957 23828 59570
Grid 3 20 x 20 x 20 40398 161592 403980
Grid 4 40 x 40 x 40 193836 775344 1938360
Table 4.1, also shows the total number of degrees of freedom (NDOF) for the 2nd and
3rd order DG method, along with the Number of grid points (NG) and number of el-
ements (NE). For 1st order DG, NDOF is the same as the number of elements. And
for FVM, the NDOF does not change as the order of accuracy increases - FVM has one
degree of freedom per element per variable.
The order of the temporal accuracy and CFL number with respect to the spatial accu-
racy is set according to the findings of[12],these have been replicated and are available
in the appendix. For 2nd order accuracy, we use a 2nd order Runge-Kutta method, for
3rd order a 3rd order Runge-kutta method, the CFL number was approximated using
the condition
CFL  1
2l + 1
Where l is the order of the polynomial.
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Initial Condition: Sin(2x)Sin(2y)Sin(2z)
Tables 4.2, 4.3 give the L0 and L1 errors for the advection equation which was ini-
tialised with the condition
U0 = U(x; y; z; 0) = sin(2x)sin(2y)sin(2z)
This was simulation was run for T=1 physical time
Table 4.2: Numerical Convergence Rates for FVM and DG for linear advection case at time
T=1 with IC Sin(2x)Sin(2y)Sin(2z) for P1 with CFL=0.3
FVM DG
NG Tetrahedrons L0 L1 OL0 OL1 L0 L1 OL0 OL1
5 662 8.50E-1 2.03E-1 5.90E-1 1.56E-1
10 5957 2.40E-1 4.94E-2 1.73 1.93 1.59E-1 3.34E-2 1.79 2.11
20 40398 7.14E-2 1.27E-2 1.90 2.13 3.84E-2 7.23E-3 2.23 2.40
40 193836 2.48E-2 4.34E-3 2.02 2.05 1.36E-2 2.45E-3 1.99 2.07
Table 4.3: Numerical Convergence Rates for FVM and DG for linear advection case at time
T=1 with IC Sin(2x)Sin(2y)Sin(2z) for P2 with CFL=0.2
FVM DG
NG Tetrahedrons L0 L1 OL0 OL1 L0 L1 OL0 OL1
5 662 7.91E-1 2.05E-1 3.03E-1 7.04E-2
10 5957 1.28E-1 3.40E-2 2.48 2.45 4.20E-2 9.69E-3 2.69 2.71
20 40398 2.15E-2 5.04E-3 2.80 2.99 6.93E-3 1.32E-3 2.83 3.12
40 193836 4.38E-3 1.08E-3 3.05 2.94 1.47E-3 2.71E-4 2.96 3.03
A comparative illustration is given in Figure 4.1, this shows the superiority of the DG3
method as opposed to the 2nd order methods.
log10(1/NE)
lo
g1
0(
L0
)
-6 -5.5 -5 -4.5 -4 -3.5 -3 -2.-3.5
-3
-2.5
-2
-1.5
-1
-0.5
0
0.5
FVM2
DG2
FVM3
DG3
(a) L0 error 2nd and 3rd order
log10(1/NE)
Lo
g1
0(
L1
)
-6 -5.5 -5 -4.5 -4 -3.5 -3 -2.5-4
-3.5
-3
-2.5
-2
-1.5
-1
-0.5
0
FVM2
DG2
FMV3
DG3
(b) L1 error 2nd and 3rd order
Figure 4.1: Comparison of L0 and L1 errors for FVM and DG, with initial conditions
Sin(2x)Sin(2y)Sin(2z) at T=1
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Figure 4.2 illustrates the comparative convergence of the testcase for L0 and L1 for
2nd order and 3rd order accuracies, this makes it easier to notice both the linear con-
vergence as is expected in the logarithmic scale for the nominal order of accuracy and
also the superiority of the DG method for both 2nd and 3rd order accuracies.
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(c) 3rd order L0 error
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(d) 3nd order L1 error
Figure 4.2: L0 and L1 errors for FVM and DG with initial conditions
Sin(2x)Sin(2y)Sin(2z) at T=1
Taking a cut of the sin(2x)sin(2y)sin(2z) isosurfaces at T = 1 at positions z = 0:25
and y = 0:25 we can extract the sine wave propagating in the x direction, which we
have termed f (x) = sin(2x). Equally extracting f (y) = sin(2y) or f (z) = sin(2z)
would have yielded the sine wave propagating in the y and z directions respectively.
A graphical illustration of f (x) is given in Figure 4.3 for the four grids used in this
testcase(Table 4.1).
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Figure 4.3: Comparison of FVM3 and DG3 for profile f (x) = S in(2x) at T=1
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Initial Condition: Sin(4x)Sin(4y)Sin(4z)
Tables 4.4, 4.5 give the L0 and L1 errors for the advection equation which was ini-
tialised with the condition
U0 = U(x; y; z; 0) = sin(4x)sin(4y)sin(4z)
This was simulation was run for T=1 physical time
Table 4.4: Numerical Convergence Rates for FVM and DG for linear advection case at time
t=1 with IC Sin(4x) for P1 with CFL =0.3
FVM DG
NG Tetrahedrons L0 L1 OL0 OL1 L0 L1 OL0 OL1
5 662 9.00E-1 7.87E-1 7.57E-1 2.72E-1
10 5957 5.25E-1 3.43E-1 0.7 1.1 2.82E-1 1.62E-1 1.3 0.7
20 40398 2.46E-1 1.57E-1 1.2 1.2 9.60E-2 5.74E-2 1.7 1.6
40 193836 1.11E-1 7.23E-2 1.5 1.5 3.67E-2 2.23E-2 1.8 1.8
Table 4.5: Numerical Convergence Rates for FVM and DG for linear advection case at time
t=1 with IC Sin(4x) for P2 with CFL =0.2
FVM DG
NG Tetrahedrons L0 L1 OL0 OL1 L0 L1 OL0 OL1
5 662 7.77E-1 1.88E-1 6.48E-1 1.55E-1
10 5957 3.14E-1 6.13E-2 1.2 1.5 1.75E-1 4.32E-2 1.8 1.7
20 40398 9.72E-2 1.84E-2 1.8 1.9 3.46E-2 1.19E-2 2.5 2.0
40 193836 3.10E-2 5.96E-3 2.2 2.2 8.23E-3 2.83E-3 2.7 2.8
A comparative illustration is given in Figure 4.4, this shows the superiority of the DG3
method as opposed to the 2nd order methods.
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Figure 4.4: Comparison of L0 and L1 errors for FVM and DG, with initial conditions
Sin(2x)Sin(2y)Sin(2z) at T=1
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Figure 4.5 illustrates the comparative convergence of the testcase for L0 and L1 for
2nd order and 3rd order accuracies. The linear convergence on a logarithmic becomes
evident in the latter stages of the graph i.e when the mesh is refined. Once again,
like in the previous testcase, the DG method displays both a smaller error and a faster
convergence to the nominal order of accuracy.
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Figure 4.5: L0 and L1 errors for FVM and DG with initial conditions Sin(4x)
Taking a cut of the sin(4x)sin(4y)sin(4z) isosurfaces at T = 1 at positions z = 0:125
and y = 0:125 we can extract the sine wave propagating in the x direction, which we
have termed f (x) = sin(4x). Equally extracting f (y) = sin(4y) or f (z) = sin(4z)
would have yielded the sine wave propagating in the y and z directions respectively.
A graphical illustration of f (x) is given in Figure 4.6 for the four grids used in this
testcase(Table 4.1).
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Figure 4.6: Comparison of FVM3 and DG3 for profile f (x) = S in(4x)
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Initial Condition: Sin(6x)Sin(6y)Sin(6z)
Tables 4.6, 4.7 give the L0 and L1 errors for the advection equation which was ini-
tialised with the condition
U0 = U(x; y; z; 0) = sin(6x)sin(6y)sin(6z)
This was simulation was run for T=1 physical time
Table 4.6: Numerical Convergence Rates for FVM and DG for linear advection case at time
t=1 with IC Sin(6x) for P1 with CFL=0.3
FVM DG
NG Tetrahedrons L0 L1 OL0 OL1 L0 L1 OL0 OL1
5 662 9.20E-1 3.43E-1 8.65E-1 3.65E-1
10 5957 7.30E-1 2.69E-1 0.3 0.3 3.86E-1 2.07E-1 1.1 0.8
20 40398 5.44E-1 1.45E-1 0.45 1.0 1.65E-1 8.60E-2 1.3 1.4
40 193836 3.20E-1 8.01E-2 1.0 1.1 7.32E-2 1.64E-2 1.6 1.6
Table 4.7: Numerical Convergence Rates for FVM and DG for linear advection case at time
t=1 with IC Sin(6x) for P2 with CFL=0.2
FVM DG
NG Tetrahedrons L0 L1 OL0 OL1 L0 L1 OL0 OL1
5 662 7.44E-1 3.50E-1 6.87E-1 3.67E-1
10 5957 3.74E-1 2.07E-1 0.9 0.7 2.34E-1 1.14E-1 1.5 1.6
20 40398 1.64E-1 1.07E-1 1.3 1.0 6.65E-2 2.24E-2 2.0 2.5
40 193836 6.88E-2 4.68E-2 1.7 1.6 2.05E-2 5.32E-3 2.3 2.7
A comparative illustration is given in Figure 4.7, this shows the superiority of the DG3
method as opposed to the 2nd order methods.
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Figure 4.7: Comparison of L0 and L1 errors for FVM and DG, with initial conditions
Sin(2x)Sin(2y)Sin(2z) at T=1
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Figure 4.8 illustrates the comparative convergence of the testcase for L0 and L1 for 2nd
order and 3rd order accuracies. Similar to the previous testcases for the linear advec-
tion equation, the linear convergence on a logarithmic becomes evident. Furthermore,
the DG method displays both a smaller error and a faster convergence to the nominal
order of accuracy than the FVM method.
log10(1/NE)
lo
g1
0(
L0
)
-6 -5.5 -5 -4.5 -4 -3.5 -3 -2.-1.4
-1.2
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
FVM2
DG2
(a) 2nd order L0 error
log10(1/NE)
lo
g1
0(
L1
)
-6 -5.5 -5 -4.5 -4 -3.5 -3 -2.5-1.6
-1.4
-1.2
-1
-0.8
-0.6
-0.4
-0.2
FVM2
DG2
(b) 2nd order L1 error
log10(1/NE)
lo
g1
0(
L0
)
-6 -5.5 -5 -4.5 -4 -3.5 -3 -2.5-1.8
-1.6
-1.4
-1.2
-1
-0.8
-0.6
-0.4
-0.2
0
FVM3
DG3
(c) 3rd order L0 error
log10(1/NE)
lo
g1
0(
L1
)
-6 -5.5 -5 -4.5 -4 -3.5 -3 -2.-2
-1.8
-1.6
-1.4
-1.2
-1
-0.8
-0.6
-0.4
-0.2
FVM3
DG3
(d) 3nd order L1 error
Figure 4.8: L0 and L1 errors for FVM and DG with initial conditions Sin(6x)
Taking a cut of the sin(6x)sin(6y)sin(6z) isosurfaces at T = 1 at positions z =
0:0625 and y = 0:0625 we can extract the sine wave propagating in the x direc-
tion, which we have termed f (x) = sin(6x). Equally extracting f (y) = sin(6y)
or f (z) = sin(6z) would have yielded the sine wave propagating in the y and z direc-
tions respectively. A graphical illustration of f (x) is given in Figure 4.9 for the four
grids used in this testcase(Table 4.1). It is apparent from these graphs that the FVM
has relatively poor resolution when compared to the DG method.
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Figure 4.9: Comparison of FVM3 and DG3 for profile f (x) = S in(6x)
Computational Time
The time taken for the above simulations is given below, an average from the test-
cases for the three initial conditions was taken for physical time T=1 for the four
grids(Table 4.1).
Table 4.8: Computational time for linear advection equation for FVM2 and DG2
NG FVM2 DG2
5 x 5 x 5 7sec 26sec
10 x 10 x 10 89sec 452sec
20 x 20 x 20 139sec 3549sec
40 x 40 x 40 14277sec 33279sec
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Table 4.9: Computational time for linear advection equation for FVM3 and DG3
NG FVM3 DG3
5 x 5 x 5 34sec 307sec
10 x 10 x 10 711sec 5500sec
20 x 20 x 20 11502sec 85019sec
40 x 40 x 40 105242sec 789315sec
FVM clearly requires less computational time than the DG method, for the 2nd order
methods (Table 4.8) FVM is approximately 2 times faster than DG and for 3rd order
methods (Table 4.9) FVM is approximately 7 times faster than the DG method.
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4.1.2 Euler Equations
The Euler Equations1
@U
@t
+
@F(U)
@x
+
@G(U)
@y
+
@H(U)
@z
= 0
With the initial conditions
(; u; v;w; p)(x; y; z; 0) = (0:2sin


x + y + z
3

; 1; 1; 1; 1)
Are solved on four grids (Table 4.10) for 2nd and 3rd order accuracy. The above
problem has an analytical solution which makes it possible to compare against the
numerical solution and establish the L0 and L1 errors, thus the nominal order of accu-
racy. The domain size is [ 3; 3]3 and periodic boundary conditions are enforced in all
directions.
Table 4.10: Grid information for Euler equation testcase
NG NE 2nd order: NDOF 3rd order: NDOF
Grid 1 5 x 5 x 5 1908 7632 19080
Grid 2 10 x 10 x 10 9924 39696 99240
Grid 3 20 x 20 x 20 70103 280412 701030
Grid 4 40 x 40 x 40 472971 1891884 4729710
Table 4.10, also shows the total number of degrees of freedom (NDOF) for the 2nd
and 3rd order DG method, along with the Number of grid points (NG) and number of
elements (NE). For 1st order DG, NDOF is the same as the number of elements. And
for FVM, the NDOF does not change as the order of accuracy increases - FVM has one
degree of freedom per element per variable.
The order of the temporal accuracy and CFL number with respect to the spatial accu-
racy is set according to the findings of[12],these have been replicated and are available
in the appendix. For 2nd order accuracy, we use a 2nd order Runge-Kutta method, for
3rd order a 3rd order Runge-kutta method, the CFL number was approximated using
the condition
CFL  1
2l + 1
Where l is the order of the polynomial.
1Please consult the appendix for definition of F ,G ,H and U
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Table 4.11: Numerical Convergence Rates for FVM and DG for the Euler case for  at T=1
for P1 with CFL=0.3
FVM DG
NG Tetrahedrons L0 L1 OL0 OL1 L0 L1 OL0 OL1
5 1,908 1.26E-01 2.21E-02 7.59E-02 3.07E-02
10 9,924 5.84E-02 7.68E-03 1.4 1.9 3.04E-02 9.83E-03 1.7 2.3
20 70,103 1.97E-02 2.31E-03 1.7 1.8 1.01E-02 2.60E-03 1.7 1.9
40 472,971 4.38E-03 7.24E-04 2.3 1.8 2.80E-03 7.01E-04 2.0 2.0
Table 4.12: Numerical Convergence Rates for FVM and DG for the Euler case for  at T=1
for P2 with CFL=0.2
FVM DG
NG Tetrahedrons L0 L1 OL0 OL1 L0 L1 OL0 OL1
5 1908 6.90E-02 3.59E-02 4.66E-02 2.27E-02
10 9924 1.59E-02 8.69E-03 2.7 2.5 1.01E-02 5.92E-03 2.8 2.4
20 70103 2.47E-03 1.42E-03 2.9 2.8 1.40E-03 9.10E-04 3.0 2.9
40 472971 3.88E-04 2.20E-04 2.9 2.9 2.18E-04 1.29E-04 2.9 3.1
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Figure 4.10: Comparison of L0 and L1 errors for FVM and DG, for Euler Equations with
smooth initial conditions at T=1
The L0 and L1 error (Table 4.11 and Table 4.12 ) for the P1 and P2 approximations
show a convergence to the nominal order of accuracy. Plotting this L0 and L1 error on
a logarithmic scale, shows the linear convergence to the nominal order of accuracy for
increasing number of elements (Figure 4.10).
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4.2 Barth-Jespersen Limiter
The smooth problems mentioned in the previous section did not require a limiter, be-
cause as illustrated by the profiles of the sinewaves of dierent wavenumbers there
was no Gibb’s oscillations that were present. Furthermore, the FVM and DG methods
for 2nd and 3rd order accuracies converged to the nominal order of accuracy for the
sin(2x)sin(2y)sin(2z) initial condition, and the DG3 method showed convergence
even in the more demanding testcases with initial conditions sin(4x)sin(4y)sin(4z),
sin(6x)sin(6y)sin(6z). In this section we will apply the Barth-Jespersen limiter to
the three testcases we investigated in the previous section. We know from previous
investigations that a TVD limiter like the Barth-Jespersen will degrade the resolution
convergence of the solutions to the nominal order of accuracy in the smooth regions.
Our aim in this section is to compare the eect of the Barth-Jespersen limiter on the
FVM2 and DG2.
Initial Condition: Sin(2x)Sin(2y)Sin(2z)
Table 4.13: Numerical Convergence Rates for TVD-FVM and TVD-DG for linear advection
case at time T=1 with IC Sin(2x)Sin(2y)Sin(2z) for P1 with CFL=0.3
FVM DG
NG Tetrahedrons L0 L1 OL0 OL1 L0 L1 OL0 OL1
5 662 9.98E-1 7.45E-1 9.54E-1 6.95E-1
10 5957 7.87E-1 6.28E-1 0.32 0.233 7.67E-1 5.63E-1 0.30 0.29
20 40398 5.79E-1 4.57E-1 0.48 0.50 5.43E-1 4.19E-1 0.54 0.46
40 193836 3.27E-1 2.56E-1 1.09 1.11 3.02E-1 2.23E-1 1.12 1.20
Table 4.13 shows the convergence of the FVM2-TVD and DG2-TVD, as is evident
when compared to Table 4.2 for FVM2 and DG2 (without the use of a Barth-Jespersen
limiter) the error is greater with the use of the limiter. The convergence to the nominal
order of accuracy has also been degraded. The convergence and error of the FVM and
DG method is similar when a Barth-Jespersen limiter is applied (Table 4.12). Similar
to the unlimited case we take a cut of the isosurfaces of sin(2x)sin(2y)sin(2z) at
points z = 0:25 and y = 0:25 to extract the sine wave propogating in the x-direction
which is termed f (x) = sin2x. Table 4.2 shows the profile of the FVM2-TVD and
DG2-TVD sine waves propogating in the x-direction at T=1, and compare this to the
1st order approximation and analytical solution. Even with the Barth-Jespersen limiter
degrading the resolution of the 2nd order FVM and DG approximation, they are still
produce a better resolution than the 1st order approximation.
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Figure 4.11: Comparison of FVM2-TVD and DG2-TVD for profile f (x) = S in(2x)
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Figure 4.12: 2nd order Comparison of L0 and L1 errors for FVM-TVD and DG-TVD, with
smooth initial conditions Sin(2x)Sin(2y)Sin(2z) at T=1
4.2 Barth-Jespersen Limiter 72
Initial Condition: Sin(4x)Sin(4y)Sin(4z)
Table 4.14: Numerical Convergence Rates for TVD-FVM and TVD-DG for linear advection
case at time T=1 with IC Sin(4x)Sin(4y)Sin(4z) for P1 with CFL=0.3
FVM DG
NG Tetrahedrons L0 L1 OL0 OL1 L0 L1 OL0 OL1
5 662 1.02 8.72E-1 9.84E-1 7.72E-1
10 5957 8.49E-1 7.04E-1 0.25 0.29 7.83E-1 6.35E-1 0.31 0.27
20 40398 6.49E-1 5.23E-1 0.42 0.47 5.78E-1 4.62E-1 0.48 0.50
40 193836 4.26E-1 3.30E-1 0.80 0.88 3.42E-1 2.57E-1 1.00 1.12
Table 4.13 shows the convergence of the FVM2-TVD and DG2-TVD, as is evident
when compared to Table 4.2 for FVM2 and DG2 (without the use of a Barth-Jespersen
limiter) the error is greater with the use of the limiter. The convergence to the nominal
order of accuracy has also been degraded. The convergence and error of the FVM and
DG method is similar when a Barth-Jespersen limiter is applied (Table 4.12). Similar
to the unlimited case we take a cut of the isosurfaces of sin(2x)sin(2y)sin(2z) at
points z = 0:25 and y = 0:25 to extract the sine wave propogating in the x-direction
which is termed f (x) = sin2x. Table 4.2 shows the profile of the FVM2-TVD and
DG2-TVD sine waves propogating in the x-direction at T=1, and compare this to the
1st order approximation and analytical solution. Even with the Barth-Jespersen limiter
degrading the resolution of the 2nd order FVM and DG approximation, they are still
produce a better resolution than the 1st order approximation.
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Figure 4.13: Comparison of FVM2-TVD and DG2-TVD for profile f (x) = S in(4x)
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Figure 4.14: 2nd order Comparison of L0 and L1 errors for FVM-TVD and DG-TVD, with
smooth initial condition Sin(4x)Sin(4y)Sin(4z) at T=1
Initial Condition: Sin(6x)Sin(6y)Sin(6z)
Table 4.15: Numerical Convergence Rates for TVD-FVM and TVD-DG for linear advection
case at time T=1 with IC Sin(6x)Sin(6y)Sin(6z) for P1 with CFL=0.3
FVM DG
NG Tetrahedrons L0 L1 OL0 OL1 L0 L1 OL0 OL1
5 662 1.09 8.93E-1 1.01 8.75E-1
10 5957 8.98E-1 7.24E-1 0.27 0.29 8.36E-1 6.93E-2 0.26 0.32
20 40398 7.13E-1 5.87E-1 0.36 0.33 6.47E-1 5.21E-2 0.40 0.45
40 193836 5.23E-1 4.15E-1 0.59 0.66 3.89E-1 2.93E-2 0.92 1.10
Table 4.13 shows the convergence of the FVM2-TVD and DG2-TVD, as is evident
when compared to Table 4.2 for FVM2 and DG2 (without the use of a Barth-Jespersen
limiter) the error is greater with the use of the limiter. The convergence to the nominal
order of accuracy has also been degraded. The convergence and error of the FVM and
DG method is similar when a Barth-Jespersen limiter is applied (Table 4.12). Similar
to the unlimited case we take a cut of the isosurfaces of sin(2x)sin(2y)sin(2z) at
points z = 0:25 and y = 0:25 to extract the sine wave propogating in the x-direction
which is termed f (x) = sin2x. Table 4.2 shows the profile of the FVM2-TVD and
DG2-TVD sine waves propogating in the x-direction at T=1, and compare this to the
1st order approximation and analytical solution. Even with the Barth-Jespersen limiter
degrading the resolution of the 2nd order FVM and DG approximation, they are still
produce a better resolution than the 1st order approximation.
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Figure 4.15: Comparison of FVM2-TVD and DG2-TVD for profile f (x) = S in(6x)
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Figure 4.16: 2nd order Comparison of L0 and L1 errors for FVM-TVD and DG-TVD, with
smooth initial condition Sin(6x)Sin(6y)Sin(6z) at T=1
4.2 Barth-Jespersen Limiter 75
Euler Equations
Similar to the Analysis for the Euler Equation conducted in the previous chapter we
solve the Euler equations on four grids (Table 4.10) for 2nd and order accuracy with
a Barth-Jespersen limiter for the finite volume method and Discontinuous Galerkin
method, FVM2-TVD and DG2-TVD respectively. The above problem has an analyt-
ical solution which makes it possible to compare against the numerical solution and
establish the L0 and L1 errors, thus the nominal order of accuracy. The domain size is
[ 3; 3]3 and periodic boundary conditions are enforced in all directions. The order of
the temporal accuracy and CFL number with respect to the spatial accuracy is set at
2nd order Runge-Kutta method with CFL=0.3
Table 4.16: Numerical Convergence Rates for FVM and DG for the Euler case for  at T=1
for P1 with CFL=0.3
FVM DG
NG Tetrahedrons L0 L1 OL0 OL1 L0 L1 OL0 OL1
5 1908 4.26E-01 3.16E-01 4.12E-01 2.78E-01
10 9924 3.02E-01 2.26E-01 0.6 0.6 2.97E-01 1.78E-01 0.6 0.8
20 70103 1.58E-01 1.11E-01 1.0 1.1 1.53E-01 8.17E-02 1.0 1.2
40 472971 8.00E-02 5.22E-02 1.1 1.2 7.34E-02 3.58E-02 1.2 1.3
Table 4.16 shows the error and nominal order of accuracy for the L0 and L1 errors for
FVM2-TVD and DG2-TVD, this shows the denigration of convergence to the nominal
order of accuracy and increase in error when compared to Table 4.11 when a Barth-
Jespersen limiter is applied to a smooth solution.
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Figure 4.17: L0 and L1 errors for FVM-TVD and DG-TVD, for Euler Equations with smooth
initial conditions at T=1 (RK=2 CFL=0.3)
Table 4.17 shows the near comparison for the L0 error, and the non-linear nature of the
convergence.
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4.3 Discontinuous Testcases
4.3.1 Shock tubecase
The Sod shock tube case was proposed by Gary Sod[62]. This can also be viewed as
a Riemann problem, as there is a discontinuity separating dierent states either side
of the discontinuity. A diaphragm separating the gases which in this particular case is
located at the centre of the domain (x = 0) is broken allowing the movement of the
gases. Initially the gases either side of the diaphragm are at rest, therefore u = v =
w = 0. However, the pressures and densities of the gases are dierent, therefore, the
flow movement is initiated using a pressure gradient. Strictly speaking this shock tube
problem is 1D, however, it forms an important first port-of-call for testing a solver’s
ability to successfully capture shock waves. Outflow boundary conditions were applied
at x = 0 and x = 1. As there is no variation in the y and z directions of the flow we
are free to apply any boundary condition we want at the y and z boundaries - in this
particular case we applied wall conditions, although applying periodic conditions could
have been applied. A TVD Barth-Jespersen limiter was applied to the linear forms
of the 2nd order FVM and DG methods. A 2nd order Runge-Kutta Time-stepping
was employed with CFL = 0:3. This shocktube problem was solved on four grids
(Table 4.17) to conduct a grid convergence study.
Table 4.17: Grid information for Sod’s shocktube
Number of gridpoints elements
NG = 10 10645 tetrahedrons
NG = 15 22607 tetrahedrons
NG = 25 124184 tetrahedrons
NG = 50 464274 tetrahedrons
The wave structure of the Sod shocktube problem comprises of a left travelling rarefac-
tion, a contact discontinuity travelling to the right and a right travelling shock wave as
illustrated in Figure 4.18.
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Figure 4.18: Wave structure for the Sod shock tube case
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The grid used in the simulation has the dimension [0; 1]x  [0; 1]y  [0; 0:5]z, and the
initial conditions are
(; u; v;w; p)(x; y; z; 0) =
(
(1; 0; 0; 0; 1) if x  0
(0:125; 0; 0; 0; 0:1) if x > 0
After T=0.2 for the 50x50x50 grid, the Sod’s shocktube case produces the isocontours
Figure 4.19.
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Figure 4.19: DG2-TVD isocontours of Sod shocktube case at T=0.2
Firstly a comparison between a 1st order method and the DG2-TVD method was con-
ducted. Extracting the radial solutions from the isocontours at the plane of x = 0:5; y =
0:5 . The results for DG2-TVD were compared to the 1st order solution Figure 4.20,
Figure 4.21, which shows an improvement over the 1st order results, but not consider-
ably, this is in line with theorem that TVD methods in mutlidimensions are at most 1st
order accurate, hence the poor resolution.
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Figure 4.20: Comparison of 1st order and DG2 accuracy for Sod shock tube case at t=0.2
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Figure 4.21: Zoomed in 1st order and DG2 accuracy for Sod shock tube case at t=0.2
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The convergence study was conducted in 1D, the data for which was extracted from
the contours( 4.20) at x = 0:5 and y = 0:5, the resulting radial comparison between the
FVM2-TVD and DG2-TVD and the analytical solution is illustrated in Figure 4.22.
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Figure 4.22: Comparison of FVM and DG for Sod shock tube case
100 data points were extracted from the contours, for both FVM and DG, and the
results were compared to the analytical solution to establish the nominal order of ac-
curacy. The resulting tables ( 4.18, 4.19, 4.20, 4.21) show the errors for both FVM and
DG for the four grids, and the resulting nominal order of accuracy.
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Table 4.18: Numerical Convergence Rates of FVM and DG for  of Sod’s shock tube case
FVM DG
NG L0 L1 OL0 OL1 L0 L1 OL0 OL1
10 1.15E-01 3.40E-02 - - 1.13E-01 3.54E-02 - -
15 1.10E-01 3.02E-02 8.67E-02 2.32E-01 1.10E-01 2.95E-02 5.24E-02 3.56E-01
25 1.07E-01 2.44E-02 5.12E-02 3.84E-01 1.06E-01 2.38E-02 5.60E-02 3.85E-01
50 1.03E-01 1.58E-02 7.65E-02 9.71E-01 1.02E-01 1.54E-02 8.20E-02 9.75E-01
Table 4.19: Numerical Convergence Rates of FVM and DG for u of Sod’s shock tube case
FVM DG
NG L0 L1 OL0 OL1 L0 L1 OL0 OL1
10 5.25E-01 6.78E-02 - - 5.23E-01 6.54E-02 - -
15 4.55E-01 5.77E-02 2.79E-01 3.15E-01 4.53E-01 5.51E-02 2.80E-01 3.34E-01
25 3.87E-01 4.54E-02 2.90E-01 4.28E-01 3.82E-01 4.10E-02 3.05E-01 5.29E-01
50 3.11E-01 2.73E-02 4.91E-01 1.14 3.06E-01 2.40E-02 4.98E-01 1.20
Table 4.20: Numerical Convergence Rates of FVM and DG for p of Sod’s shock tube case
FVM DG
NG L0 L1 OL0 OL1 L0 L1 OL0 OL1
10 1.53E-01 3.47E-02 - - 1.54E-01 3.39E-02 - -
15 1.49E-01 2.91E-02 5.21E-02 3.41E-01 1.50E-01 2.88E-02 5.00E-02 3.21E-01
25 1.43E-01 2.39E-02 7.62E-02 3.54E-01 1.42E-01 2.24E-02 1.01E-01 4.48E-01
50 1.28E-01 1.45E-02 2.42E-01 1.12 1.26E-01 1.39E-02 2.64E-01 1.07
Table 4.21: Numerical Convergence Rates of FVM and DG for IE of Sod’s shock tube case
FVM DG
NG L0 L1 OL0 OL1 L0 L1 OL0 OL1
10 6.13E-01 1.82E-01 - - 6.17E-01 1.77E-01 - -
15 5.88E-01 1.68E-01 7.97E-02 1.56E-01 5.87E-01 1.65E-01 9.82E-02 1.37E-01
25 5.36E-01 1.39E-01 1.67E-01 3.39E-01 5.33E-01 1.35E-01 1.73E-01 3.59E-01
50 4.87E-01 9.98E-02 2.14E-01 7.40E-01 4.86E-01 9.94E-02 2.07E-01 6.84E-01
The L0 and L1 errors can be illustrated on a logarithm scale in figures ( 4.23, 4.24),
where the gradient represents the nominal order of accuracy.
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Figure 4.23: Comparison of L0 error for FVM and DG for Sod’s shocktube case
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Figure 4.24: Comparison of L1 error for FVM and DG for Sod’s shocktube case
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4.4 Implosion
The implosion test case is conducted on a grid of size [0; 2]3, which is discretised with
a total 455675 tetrahedrons. Outflow conditions are imposed in all directions. The
initial conditions consist of two regions: a low density sphere of radius 0.4 surrounded
by a higher density region - initiating an implosion. The Euler equations are solved
with the following initial conditions
(; u; v;w; p)(x; y; z; 0) =
(
(1; 0; 0; 0; 1) if r > 0:4
(0:125; 0; 0; 0; 0:1) if r  0:4
where r2 = x2 + y2 + z2
The implosion process arises in a variety of important physical problems, including
thermonuclear weapons and type II supernovas. However, this implosion test case is
used to demonstrate the robustness of the solver rather than a detailed analysis. Un-
like the analogous explosion test case, where discontinuities are moving away, in the
implosion test case the discontinuities are moving towards each other. As a result
the discontinuities collide with one another, until an explosion occurs. A 2nd order
DG method with 2nd order Runge-Kutta is used with CFL=0.3, and a Barth-Jespersen
TVD limiter is used to suppress the Gibb’s oscillations. The purpose of this testcase
is not to conduct a comparison with the FVM2-TVD method as the analytical solution
for implosion does not exist for 1D radial solution. Moreover this study is intended
to test the robustness of the DG solver; it is a form of verification. The development
of the density profile in 3D upto T=0.4 for the implosion is given in Figure 4.25, the
same profile from a 2D prospective is given in Figure 4.26.
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Figure 4.25: Density profile taken at z=1 for implosion testcase for DG2-TVD upto T=0.4
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Figure 4.26: 2D cut of density taken at z=1 for implosion testcase for DG2-TVD upto T=0.4
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4.5 Explosion
The Explosion test case was conducted on a grid of [0; 2]3, Outflow conditions were
imposed in all directions. The initial conditions consist of two regions: a high density
sphere of radius 0.4 surrounded by a lower density region - initiating an explosion. The
Euler equations are solved with the following initial conditions
(; u; v;w; p)(x; y; z; 0) =
(
(1; 0; 0; 0; 1) if r  0:4
(0:125; 0; 0; 0; 0:1) if r > 0:4
where r2 = x2 + y2 + z2
A 2nd order FVM and DG method with 2nd order Runge-Kutta, CFL=0.2 are used,
and a Barth-Jespersen TVD limiter is used to suppress the Gibb’s oscillations. The
solution to the problem consists of the spherical shock wave and contact wave prop-
agating away from the centre of the explosion and conversely a smooth rarefaction
travelling towards the centre. The Explosion test case can be viewed as analogous to
the 1D shock tube problem in multidimensions. Figure 4.27 shows the cross section
of the explosion at T=0.25 along the plane z = 1.
Figure 4.27: Cross-Section of the 40x40x40 Mesh at T=0.25 for DG2-TVD
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Figure 4.28: Radial distribution of the explosion test case at T=0.25 for FVM2-TVD and
DG2-TVD
The radial distribution of the explosion, taken at the plane y = 1; z = 1 prorogating
in the x-direction shows comparison between the FVM and DG methods for the 2nd
order methods with a TVD limiter, this is also compared with 1st order method, and
shows a marked improvement in the resolution(Figure 4.28). The degradation of the
smooth region of the radial solution in, notably, the centre of the density, pressure and
internal energy is a result of a standing wave type phenomena, whereby the resolution
of the solution is eected by the TVD limiter. A similar radial solution profile was
attained by[67], albeit with a far superior ADER scheme with a courser mesh.
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Figure 4.29: ADER- 3rd order for 25x25x25
The spherical shockwave which is a characteristic feature of the explosion testcase is
also visible in the Density and Internal energy profile(Figure 4.30, Figure 4.31) which
is prorogating in all directions as would be expected.
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Figure 4.30: Density profile for the Explosion at T=0.25 for DG2-TVD
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Figure 4.31: Internal Energy profile for the Explosion at T=0.25 for DG2-TVD
The convergence study was not conducted for this test case, as it was envisaged the
results would not yield any meaningful insight into the convergence of either methods.
The number of grid points and nodes needs to be increased so that the resolution is
improved and the convergence can be assumed to be in the asymptotic region. In[69]
the same 2nd Order FVM-TVD scheme was applied to the explosion problem, and a
marked improvement in the resolution is noticeable(Figure 4.32); the spherical shock
wave becomes more obvious.
Figure 4.32: TVD-2 for 1.5 million cells [69]
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4.6.1 Smooth solutions
Linear Advection equation:
The linear advection equation was solved on four grids for three Initial conditions for
the FVM and DG methods for 2nd and 3rd order spatial accuracy for T=1 physical
time. For IC=sin(2x)sin(2y)sin(2z) both FVM and DG converged to the nominal
order accuracy with the DGmethod producing lower L0 and L1 errors. The DGmethod
was produced error which was 1.7 - 4 times less than FVM for the finest mesh. For in-
creasing wavenumber Wn = 4; 6 i.e for the initial conditions sin(4x)sin(4y)sin(4z)
and sin(6x)sin(6y)sin(6z) the DG method produced a better resolution than FVM,
both methods converged slower to the nominal order of accuracy than they did for the
sin(2x)sin(2y)sin(2z) initial condition, with the convergence becoming slower for
increasing wavenumber. However, the DG method was eected less by the increasing
wavenumber. For example for the initial conditions sin(6x)sin(6y)sin(6z) the DG
method was able to produce a very good resolution, as demonstrated by the comparison
of the prorogation of the sin(6x) wave in the x direction, and the L1 error for DG was
8 times less than FVM for the finest grid. With the inclusion of the Barth-Jespersen
TVD limiter, the resolution and convergence of both methods was severely eected,
with neither FVM or DG attaining the nominal order of accuracy, as was expected.
However, the DG method produced a lower error and better resolution than FVM.
Euler equations:
The Euler equations were solved using a method of manufactured solutions, which
yields an analytical solutions for purposes for validation, on four grids for 2nd and 3rd
order spatial accuracy for T=1 physical time. Similar to the linear advection equation
this testcase for the Euler equations produces a similar comparison between FVM and
DG with the DG method producing lower error for both L0 and L1 errors. With the
inclusion of the Barth-Jespersen TVD limiter the convergence to the nominal order of
accuracy is degraded.
4.6.2 Discontinuous solutions
Sod’s shocktube:
The Sod’s shocktube case was solved on four grids for 2nd order accuracy with the in-
clusion of a Barth-Jespersen limiter. Using the FVM and DGmethods without a limiter
resulted in a unstable scheme producing negative density and causing the simulation to
terminate. The TVD limiter we use in this thesis is only applicable to 2nd order spatial
accuracy. Firstly the DG2 method with TVD limiter was compared to the 1st order
accurate scheme; the DG2-TVD showed an improvement in the resolution. Although
as proved by [22] TVD schemes are at most 1st order accurate in multidimensions,
hence the lack of massive improvement in resolution. To verify the convergence of the
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DG2-TVD, a comparison was sought with the FVM2-TVD scheme. This comparison
investigated the ability of both method to handle the wave solutions of the Riemann
problem. Both methods demonstrated relatively good approximation with respect to
the analytical solution. The DG method was slightly better: it produced a smaller L0
and L1 error and converged faster, however, the convergence to the nominal order of
accuracy was not attained.
Implosion testcase: The implosion testcase was conducted as a verfication problem
due to the demanding nature of the physical solution of the problem. The test was
allowed to run for T=0.4, which is sucient time for the shockwaves of the implosion
to converge to a singularity and then to result in a an subsequent explosion. The DG2-
TVD method was robust enough to replicate the implosion testcase. No comparison
was sought for the testcase, due to the lack of an analytical solution.
Explosion testcase: The explosion testcase can be viewed as a 3D extension of Sod’s
shocktube, with the radial solution propogating in all three directions. The explosion
testcase was solved on a fine mesh and yield a radial solution for both FVM and DG
which was similar. A convergence study was not conducted due to the sub-standard
resolution achieved by the TVD methods. This can be overcome by increasing by
number of elements as demonstrated by work carried out by another author, although
this is not possible on the current computer due to the limitations of the memory.
C H A P T E R 5
Conclusion
The Discontinuous Galerkin method for 2nd and 3rd order spatial accuracy (DG2 and
DG3) for smooth problems and 2nd order accuracy TVD scheme (DG2-TVD) for prob-
lem with discontinuities, along with 2nd and 3rd order temporal accuracy was imple-
mented on the Cranfield University’s Finite volume Method solver. The DG method
was tested against problems which required no limiter and problems where the use of
a limiter is essential to suppress oscillations which may render a numerical scheme
unstable.
For the linear advection equation with smooth sine wave type initial conditions, the DG
method showed it’s superiority, it had a lower L0, L1 error than FVM and converged to
the nominal order of accuracy. Whereas FVM showed slower convergence when the
wavenumber of the sine wave was increased. Similarly the DG scheme for method of
manufactured solutions for the Euler equations produced a lower error than FVM.
With the inclusion of the Barth-Jespersen TVD limiter the convergence of both the
FVM and DG method was eected. For these so-called discontinuous testcases it was
observed that there is very little improvement in the error between the FVM and DG
method, and also between 1st order accuracy, this is due to[22]. And similarly there is
not an increase in the convergence rate to the nominal order of accuracy between the
two methods, as opposed to the smooth solutions problems especially for wavenum-
bers Wn = 4; 6, where we did observe a significant dierence in the error and the
convergence rate.
The CPU time comparison between the methods revealed that the FVM method is
faster than the DG method. The major contributing factor to this is the evaluation of
the volume quadratures in the DG method, which is absent in the FVM method.
From a practical prospective i.e the development of an inviscid compressible unsteady
solver on an unstructured domain; if one is interested in the development of a new
solver, written from ’scratch’, then the DG method would serve as an ideal alterna-
tive to the FVM solver. The coding aspect of the development is far-less complicated
on a unstructured domain for the DG method. For the FVM method, the necessity to
increase the stencil as the order of accuracy increases becomes dicult on an unstruc-
tured mesh, something which is not required in the DG method. Furthermore, when
one is interested in the implementation of a MPI methodology then it is far-more easier
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to do for a DG method than the FVM method.
In summary the DG method has proved to more accurate than the FVM method for
smooth problems, this is in part due to the greater number of degrees of freedom that
DG has over FVM, whereas for problem with shocks, only slightly better than the
FVM method. The DG method is approximately eight times slower for a 3rd order
method.
5.1 Future work
Having developed the compressible inviscid solver for an unstructured domain com-
posed entirely of tetrahedon elements we can take this work forward and implement
the next stage of development.
Hybrid grids
It is possible to extend the 3D DG method to hybrid grids consisting of: tetrahedrons,
pyramids, prism and hexhedrons for the initialisation and volume integrals of the algo-
rithm and square and triangles for the evaluation of the surface integrals. This would
require the need of specific basis functions corresponding to the shape type, and there-
fore the need for corresponding quadrature points to solve the integrals. The basis
functions are constructed using the same collapsed coordinate method which we used
in this thesis. During the collapsed coordinate method, the coordinates of the hexahe-
dron are collapsed to form to a prism, in turn the coordinates of the prism are collapsed
to form a pyramid and finally the coordinates of the pyramid are collapsed to form
a tetrahdron[59]. The quadrature points for the integrals are constructed in a simi-
lar fashion, whereby the gaussian quadrature points required to solve a function on a
hexahedron domain is simply the tensor product in the x; y; z directions. Reusing the
approach we used to construct the basis functions for dierent shapes we can construct
quadrature points which correspond to these basis functions [33].
Viscous terms
For certain problems the use of an inviscid solver does not produce the desired re-
sults. One of the most notable of which (amongst many others) is the flow over a flat
plate, where there is a formation of a boundary layer. To extend the solver developed
in this thesis to handle the viscous terms we need to extend the work to discretise the
Navier-Stoke equations. It is vital, though, that before the Navier-Stokes equations are
discretised, that the code has the ability to handle hybrid meshes in particular hexa-
hedron and prism elements. Hexahedron and Prism elements are required within the
boundary layer of the flow to accommodate the viscous stress terms which need to be
perpendicular to the boundary wall. The initial step in the discretising process requires
replace the gradient of the vector of the conserved variables with a vector of unknown
5.1 Future work 94
variables  thus reducing the original set of equations to a new set of equations which
contain only first-order terms. There are many approaches to tackling to the second-
order terms and the Navier-Stokes equations, which dier on the choice of the fluxes
ˆ and the approximate solutions Uh[4, 5, 11]. Each of one of these methods have par-
ticular drawbacks and advantages which is discussed in the work by Arnold et.al [1]
WENO limiters
A TVD scheme is widely known to be very dissipative, and for problems which require
a large amount of time to develop can be impractical. To overcome this problem the
class of WENOmethods developed for the FDM and FVMmethod have been extended
to the DG method. Unfortunately, the WENO method for DG no longer preserves the
fixed-stencil as the order of accuracy increases, which is something that has been ar-
gued as positive feature of the method. However, the results accumulated from the
catalogue of work coupling DG-WENO are more superior than those achieved from
the DG-TVD methods.
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Appendices
C H A P T E R A
Euler Equations
The compressible Euler equations describe the motion of fluids with variable density,
without the eects of viscosity, heat conduction and body forces. Even with the exclu-
sion of the pre-mentioned physical eects the Euler equations can provide suciently
reasonable approximations for certain phenomena. For example, a good approxima-
tion for the lift generated on an airfoil with a low-angle of attack can be obtained from
the Euler equations. However, for certain situations the use of the Euler equations may
not provide the desired results, a well known case being the growth of a boundary
layer on a thin plate. The boundary layer contains most of the viscosity of the fluid,
therefore, not addressing the viscosity in the governing equations leads to inadequate
results.
The Euler equations are a system of non-linear hyperbolic equations, and as result have
wave-type solutions.
The three dimensional case consists of 6 primitive variables
in conservation form
@U
@t
+ r:F(U) = 0
or
@U
@t
+
@F(U)
@x
+
@G(U)
@y
+
@H(U)
@z
= 0
the vector of conserved variables are
U =
0BBBBBBBBBBBBBBBBBB@

u
v
w
E
1CCCCCCCCCCCCCCCCCCA
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and the conservative fluxes are:
F(U) =
0BBBBBBBBBBBBBBBBBB@
u
p + u2
uv
uw
u(E + p)
1CCCCCCCCCCCCCCCCCCA ; G(U) =
0BBBBBBBBBBBBBBBBBB@
v
uv
p + v2
vw
v(E + p)
1CCCCCCCCCCCCCCCCCCA ; H(U) =
0BBBBBBBBBBBBBBBBBB@
w
uw
vw
p + w2
w(E + p)
1CCCCCCCCCCCCCCCCCCA
Variable Definition
 Density
u velocity component
v velocity component
w velocity component
p pressure
Table A.1: Primitive variables of the Euler equations
The system consists of five equations and six unknowns, and thus requires closing.
This is done using an equation of state, with one of the most common being the ideal
gas law
p = (   1)e
and the energy is given by
E = 
 1
2
juj2 + e
where  is the gas constant, and e is the internal energy. The five equations represent
the conservation of mass, momentum and energy.
The Euler equations can be written in a quasi-linear form i.e as a system of primitive
variables
Wt = A(W)Wx + B(W)Wy + C(W)Wz
Where W is the vector of primitive variable, as defined in table (A.1). The matrices
A(W), B(W) and C(W) are defined as follows:
A(W) =
0BBBBBBBBBBBBBBBBBB@
u  0 0 0
0 u 0 0 1=
0 0 u 0 0
0 0 0 u 0
0 a2 0 0 u
1CCCCCCCCCCCCCCCCCCA
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B(W) =
0BBBBBBBBBBBBBBBBBB@
v  0 0 0
0 v 0 0 0
0 0 v 0 1=
0 0 0 v 0
0 0 a2 0 v
1CCCCCCCCCCCCCCCCCCA
C(W) =
0BBBBBBBBBBBBBBBBBB@
w  0 0 0
0 w 0 0 0
0 0 w 0 0
0 0 0 w 1=
0 0 0 a2 w
1CCCCCCCCCCCCCCCCCCA
The primitive form of the Euler equations are quite useful in the analysis of the Rie-
mann problem, in particular we can establish the eigenvalues and eigenvectors from
the primitive form.
C H A P T E R B
Basis Functions
The Basis functions are based upon the orthogonal Jacobi polynomials. The basis func-
tions are defined in the reference space, and based upon the concept of the collapsed
coordinate method
where the Jacobi polynomials are defined as
 ap(z) = P
0;0
p (z)
 bpq(z) =
1   z
2
p
P2p+1;0q (z)
 cpqr(z) =
1   z
2
p+q
P2p+2q+2;0r (z)
the basis functions for the tetrahedron are defined using the principle functions as
l(; ; ) =  ap
 2
1         1

 bpq
 2
1      1

 cpqr

 1 + 2

Basis Functions
l l
1 1
2 2 +  +    1
3  1 +  + 3
4  1 + 4
Table B.1: Basis functions
l @l
@
@l
@
@l
@
1 0 0 0
2 2 1 1
3 0 3 1
4 0 0 4
Table B.2: Partial derivatives of the Basis functions
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From the basis functions it is possible to derive the norms. The basis functions are
orthogonal ,therefore, the mass matrixMk are diagonal, and the norms are the diagonal
in the mass matrix. The mass matrix is given for upto 4th order accuracy.
The mass matrix for the P0 (1st order case) is
M0 =

1
6

The mass matrix for the P1 (2nd order case) is
M1 =
0BBBBBBBBBBBBB@
1
6 0 0 0
0 160 0 0
0 0 120 0
0 0 0 110
1CCCCCCCCCCCCCA
C H A P T E R C
Derivation of the metrics
The metrics are used in the derivation of the volume quadratures, in particular when
the integral is mapped to the reference space.
xP = x1 + (x2   x1)p + (x3   x1)p + (x4   x1) p
yP = y1 + (y2   y1)p + (y3   y1)p + (y4   y1) p
zP = z1 + (z2   z1)p + (z3   z1)p + (z4   z1) p (C.0.1)
the partial derivatives notation will be defined as follows (for clarity we drop the p
superscript),
@x
@
= x;
@x
@
= x; etc. (C.0.2)
for the volume quadratures we want to establish the relationships
@
@x
= x;
@
@y
= y; etc. (C.0.3)
to do this, we exploit the following relationship between the matrices0BBBBBBBB@ x x xy y yz z z
1CCCCCCCCA
0BBBBBBBB@ x y zx y z
x y z
1CCCCCCCCA =
0BBBBBBBB@ 1 0 00 1 00 0 1
1CCCCCCCCA
we know the left matrix, which can be established from taking the partial derivatives
of (C.0.1). We invert this matrix to get0BBBBBBBB@ x y zx y z
x y z
1CCCCCCCCA =
0BBBBBBBB@ x x xy y yz z z
1CCCCCCCCA
 1 0BBBBBBBB@ 1 0 00 1 00 0 1
1CCCCCCCCA
Again, for clarity we can remove the identity matrix to get0BBBBBBBB@ x y zx y z
x y z
1CCCCCCCCA =
0BBBBBBBB@ x x xy y yz z z
1CCCCCCCCA
 1
Finally to establish the partial derivatives (C.0.3) we invert the 3  3 matrix of the
partial derivatives of (C.0.2).
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x =
1
J
(yz   zy)
y =  1J (xz   zx)
z =
1
J
(xy   yx)
x =  1J (yz   zy)
y =
1
J
(xz   zx)
z =  1J (xy   yx)
x =
1
J
(yz   yz)
y =  1J (xz   xz)
z =
1
J
(xy   xy)
the term J is the Jacobian given by the following expression
J = x(yz   zy)   y(xz   zx) + z(xy   yx)
C H A P T E R D
Runge-Kutta Methods
A mth order Explicit Runge-Kutta method is given by
xn+1 = xn + t
MX
i=1
ciki
where
k1 = f (tn; xn) (D.0.1)
k2 = f (tn + 2h; xn + t21k1(tn; xn))
k2 = f (tn + 3h; xn + t(31k1(tn; xn) + 32k2(tn; xn))
:::
km = f (tn + mh; xn + t
m 1X
j=1
mjk j)
where t is the time interval tn 1   tn
the Runge-Kutta coecients ci; m; mj can be summarised in the Butcher’s tableau
table: D.1
Table D.1: General form of the Butcher tableau
0
2 21
3 31 32
: : :
:::
:::
:::
: : :
:::
:::
:::
m m1 m2 : : : : : : mm 1
c1 c2 : : : : : : cm 1 cm
The Butcher tableau for the coecients of the non-TVDRunge-Kutta method are given
below for up to 6th order accuracy(tables: D.2 - D.7).
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Table D.2: Butcher tableau for 1st order Runge-Kutta (Euler Method)
0
1
Table D.3: Butcher tableau for 2nd order Runge-Kutta
0
1/2 1/2
0 1
Table D.4: Butcher tableau for 3rd order Runge-Kutta
0 0
1/2 1/2
1 -1 0 1
1/6 2/3 1/6
Table D.5: Butcher tableau for 4th order Runge-Kutta
0
1/2 1/2
1/2 0 1/2
1 0 0 1
1/6 1/3 1/3 1/6
Table D.6: Butcher tableau for 5th order Runge-Kutta
0
1/4 1/4
1/4 1/8 1/8
1/2 0 -1/2 1
3/4 3/16 0 0 9/16
1 -3/7 2/7 12/7 -12/7 8/7
7/90 0 32/90 12/90 32/90 7/90
Table D.7: Butcher tableau for 6th order Runge-Kutta
0
1/3 1/3
2/3 0 2/3
1/3 1/12 3 -1/12
1/2 -1/16 18/16 -3/16 -6/16
1/2 0 9/8 -3/8 -6/8 1/2
1 9/44 -36/44 63/44 72/44 64/44 0
11/120 0 81/120 81/120 -32/120 -32/120 11/120
Runge-Kutta Methods 111
The TVD Runge-Kutta methods for 2nd and 3rd order accuracy are given below (equa-
tions D, D), these are given in their full form, because tabling the method in a Butcher
tableau is not possible. The xn at each stage of the non-TVD Runge-Kutta method is
unitary, however, in the TVD Runge-Kutta method a coecient has to multiple the xn.
Where Lh is the right-hand side of the ODE.
u1 = u0 + tLh(u0)
un+1 =
1
2
u0 +
1
2
u1 +
1
2
tLh(u1) (D.0.2)
u1 = u0 + tLh(u0)
u2 =
3
4
u0 +
1
4
u1 +
1
4
tLh(u1)
un+1 =
1
3
u0 +
2
3
u1 +
2
3
tLh(u2) (D.0.3)
