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Patricia Stolf Université Toulouse 2 Membre du Jury
Thierry Monteil INSA Toulouse Membre du Jury
Jean-Marc pierson Université Toulouse 3 Membre du Jury
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"Médite fréquemment la rapidité avec laquelle passent et se dissipent les êtres
et les événements. La substance est, en effet, comme un fleuve, en perpétuel
écoulement ; les forces sont soumises à de continuelles transformations, et les
causes formelles à des milliers de modifications. Presque rien n’est stable, et voici,
tout près, le gouffre infini du passé et de l’avenir, où tout s’évanouit. Comment ne
serait-il pas fou, celui qui s’enfle d’orgueil parmi ce tourbillon, se tourmente ou se






The advent of the Internet of Things (IoT) raises various issues, both in terms
of the development and deployment of IoT applications in computing infrastruc-
tures. Cloud Computing is the most widespread computing infrastructure today.
It is based on data centers that communicate with each other and with users via
monolithic, inflexible network equipments. The importance of revising this schema
has been highlighted in order to meet the challenges of an IoT environment that
is heterogeneous, mobile and generates a large amount of data that requires ra-
pid processing. The classic IoT model, in which IoT objects send information via
their gateways to the Cloud, which then provides services to the applications, finds
extensions in the Fog or Edge approach, which enables services to be brought clo-
ser to users by relying on intermediate computing and communication equipments
between users and data centers. The Fog Computing architecture allows exploiting
the computing and storage capacities of the network infrastructure, in addition to
that of the Cloud, for the deployment of IoT services and thus extending and brin-
ging services closer to users. However, network equipments are heterogeneous and
with low computing capacity, they cover a large geographical area and must cope
with the mobility of IoT users. All this adds complexity to the problem of service
placement and scheduling in order to optimize various parameters such as energy
consumption, different costs related to placement and improving the applications
quality of service requirements. The objective of our thesis is to propose IoT service
placement strategies in a Fog infrastructure while taking into account the dynamic
nature of the environment brought by user mobility, the energy cost of computing
infrastructures and the QoS requirements of deployed applications.




L’avènement de l’Internet of Things (IoT) soulève diverses problématiques,
tant au niveau du développement que du déploiement des applications IoT
dans les infrastructures de calculs. Par ailleurs, l’infrastructure de calculs la
plus répandue de nos jours est celle du Cloud Computing reposant sur des
centres de données centralisés communicants entre eux et avec les utilisateurs
par le biais d’équipements réseau monolithiques et peu flexibles. L’importance
de revoir ce schéma a été mise en avant pour faire face aux défis d’un envi-
ronnement de l’IoT, hétérogène, mobile et générant une grande quantité de
données qui exigent des temps de traitements quasi-instantanés. Le modèle
classique de l’IoT amenant les objets IoT à envoyer des informations via leurs
passerelles au Cloud, qui ensuite fournit les services aux applications trouve
des extensions dans l’approche Fog ou Edge permettant de rapprocher les ser-
vices des usagers en s’appuyant notamment sur des équipements de calcul et de
communication intermédiaires entre les utilisateurs et les centres de données.
L’architecture Fog Computing est considérée comme étant l’un des schémas
permettant d’exploiter la capacité de calcul et de stockage de l’infrastructure
réseau en plus de celle du Cloud pour le déploiement des services IoT au plus
près de leurs objets. Cependant, les équipements réseau sont hétérogènes et à
faible capacité de calcul, ils couvrent une large zone géographique et doivent
faire face à la mobilité des utilisateurs IoT. Tout ceci complexifie le problème
du placement et de l’ordonnancement des services dans le but d’optimiser
divers paramètres tels que l’énergie consommée, les différents coûts liés au
placement et l’amélioration de la qualité de service des applications. L’objec-
tif de notre thèse est de proposer des stratégies de placement de services IoT
dans une architecture Fog tout en prenant en compte la nature dynamique
de l’environnement apportée par la mobilité des objets IoT, le coût énergé-
tique des infrastructures de calcul et les exigences en qualité de service des
applications déployées.
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Introduction
Les technologies et les concepts numériques évoluent très rapidement et
sont peu à peu en train d’articuler tous les secteurs de la vie quotidienne, en
proposant des services allant du simple loisir aux services les plus critiques
touchant à la santé ou à la sécurité des individus. Derrière cette forte évolu-
tivité des concepts et des technologies du numérique, on peut dégager deux
grands axes (tendances) qui orientent progressivement le monde du numérique
et qui changent peu à peu la manière dont les infrastructures de calcul et de
communication sont opérées et offrent leur services.
1. L’utilisation de sources d’énergie propres :
L’efficacité énergétique est devenue depuis quelques années un objectif
prioritaire et commun à tous les secteurs technologiques. Les infrastruc-
tures de calcul et de communication qui sont en constante expansion et
sollicitation sont des sources importantes de consommation énergétique
et d’émission de gaz à effet de serre. De plus, le secteur de l’information
et des télécommunications (ICT) est au cœur des autres secteurs tech-
nologiques et a un impact direct sur l’efficacité de ces derniers. L’ICT
est utilisé pour rendre d’autres secteurs verts (smart building, smart
motors). Afin d’assurer une efficacité énergétique à plus large échelle,
les infrastructures de calculs et de communication doivent être alimen-
tées par des sources d’énergie propres, ce qui permettrait d’assurer la
pérennité de ces infrastructures [Thi 2019], [Pierson 2019].
2. La gestion autonomique des ressources numériques :
Les infrastructures ICT de plus en plus complexes et dynamiques re-
quièrent une gestion intelligente et autonomique de leur ressources. Il
devient indispensable de s’appuyer sur des modèles qui permettent de
réagir rapidement au contexte d’exécution afin d’assurer la performance
et la fiabilité des ressources et services proposés. Les infrastructures
ICT doivent pouvoir considérer les informations de mobilité des uti-
lisateurs, détecter les anomalies, les corriger et pouvoir changer leur
comportement en fonction des situations. Ce qui s’inscrit dans le cadre
du self-management, self-healing et self-configuration.
L’Internet of Things (IoT) fait partie des concepts numériques qui ont gran-
dement motivé les besoins en énergie propre et en gestion autonomique des
infrastructures de calcul et de communication. L’Internet of Things consiste
à identifier et à faire coopérer des objets du quotidien via le réseau inter-
net pour proposer divers services numériques [Ray 2018], [Vermesan 2009].
L’IoT est au coeur d’une génération massive de données et d’une hyper-
utilisation des infrastructures de calcul et de communication. IBM estime
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que depuis 2014, 2.5 quintillion d’octets de données sont produites chaque
jour [Nguyen 2014]. Cisco [Horwitz 2019] prédit que d’ici 2025 il y aura 75
milliards d’objets connectés déployés à travers le monde et qu’en moyenne un
individu posséderait entre 5 et 8 objets connectés.
L’utilisation exclusive du Cloud Computing en tant que paradigme de cal-
cul pour supporter les services des environnements IoT n’est plus possible et
fait face à de nombreuses limites dont la sur-utilisation et la surcharge des
réseaux pour communiquer avec les centres de données, le nombre astrono-
mique de services IoT et la nature de trafic qu’ils génèrent (vidéo, voix etc.),
les problèmes de sécurité et les exigences en temps de réponse quasi instantané
des applications IoT [Karagiorgou 2012], [Bonomi 2012b].
Le Fog Computing est apparu comme une solution permettant aux infra-
structures de calcul et de communication de répondre aux besoins en Qualité
de Service (QoS) et de supporter intelligemment et d’une manière autono-
mique les changements et les dynamicités induites par les environnements
IoT.
Le Fog Computing est un paradigme de calcul distribué qui vise à étendre
les capacités de calcul et de stockage du Cloud et de rapprocher les ser-
vices des utilisateurs finaux (objets IoT) en exploitant des noeuds de calcul
se trouvant entre ces utilisateurs finaux et les centres de données distants
[Michaela 2018a].
Les infrastructures Fog combinent à la fois les structures réseau, les centres
de données et les noeuds intermédiaires de calcul entre les utilisateurs et le
Cloud devant être considérés comme un seul grand système à gérer. Le Fog
hérite des caractéristiques énergivores de ces différents environnements. Selon
une étude de [NATF 2015], en 2012 la consommation électrique ainsi que
l’empreinte carbone mondiale des infrastructures ICT étaient respectivement
de 4.7% et de 1.7%. Les auteurs de [Belkhir 2018] ont estimé que, si elle n’est
pas contrôlée, la contribution relative des émissions de gaz à effet de serre
(GES) des infrastructures ICT pourrait passer d’environ 1 à 1,6 % en 2007 à
plus de 14 % en 2040, ce qui représente plus de la moitié de la contribution
relative de l’ensemble du secteur des transports en 2018.
Par ailleurs, le nombre important d’objets et de services IoT induit une
importante et une constante sollicitation de l’infrastructure ICT qui ne fait
qu’augmenter sa consommation en énergie.
L’intérêt pour la minimisation de l’impact énergétique des infrastructures
de calcul est depuis quelques années mis en avant par la communauté du
Green Computing [Khattar 2019]. Beaucoup de stratégies et d’algorithmes
permettant d’utiliser efficacement les ressources de calcul ont été proposés
[Courchelle 2018], ainsi que des travaux qui intègrent l’utilisation d’énergies
propres pour alimenter les centre des données [Grange 2018]. Concernant les
infrastructures réseau, les considérations pour la minimisation énergétique
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Figure 1 – Nombre de publications avec les termes "Fog" et "IoT" entre 2015 et
2019.
sont souvent intégrées dans les protocoles de routage ou de communication
[Wang 2018a], [Wang 2018a] même si la priorité est souvent attribuée au
temps d’acheminement de l’information et à son intégrité.
Les considérations énergétiques des environnements IoT se focalisent prin-
cipalement sur les objets IoT et la durée de vie limitée de leurs batteries.
Le Fog Computing est un domaine de recherche assez récent et très peu de
travaux ont été effectués sur la viabilité des infrastructures Fog pour supporter
l’IoT ainsi que sur l’impact énergétique de ces environnements. La figure 1
présente le nombre de publications avec les mots clés "Fog" et "IoT" entre
2017 et 2019 (source IEEE xplorer data base).
Il est important d’établir des stratégies de gestion de ces environnements
qui prennent en compte le facteur énergétique tout en considérant les différents
besoins des services de l’IoT et leur dynamicité.
Contexte et Problématique de la thèse
Cadre de la thèse
Notre thèse s’inscrit dans le cadre de l’opération scientifique neOCampus de
l’Université Toulouse III. L’opération, initiée en 2013, porte un ensemble de
projets de recherche en relation avec les systèmes cyber-physiques ambiants et
l’Internet des Objets (IoT). L’objectif étant de contribuer à la construction du
campus du futur avec la conception et le déploiement de nombreux dispositifs
logiciels et matériels inter-connectés, durable et intelligent alliant matériels
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pédagogiques innovant, capteurs, systèmes de communication, de stockage et
systèmes de localisations. Le projet regroupe actuellement 11 laboratoires de
recherche qui joignent leurs compétences et leur expertises pour améliorer le
confort au quotidien de la communauté universitaire tout en diminuant l’em-
preinte écologique des bâtiments et en réduisant les coûts de fonctionnement.
neOCampus est simultanément un terrain d’expérimentations et d’innovations
ouvert sous convention aux industriels en partenariat avec des chercheurs. Les
services et/ou capteurs développés peuvent être aisément transférables dans
les autres campus, écoles de l’Université Fédérale de Toulouse. Les principaux
axes de recherche de neOCampus touchent à : l’énergie, la mobilité, l’environ-
nement et la qualité de vie (intra et extra-bâtiment).
Problématique de la thèse
Une ville ou un campus intelligent est un système complexe qui possède de
multiples dynamiques et des non linéarités induisant une impossibilité de pré-
voir les changements qui peuvent s’y produire. Dans cet environnement, ins-
trumenté par des objets intelligents, de multiples services numériques peuvent
être proposés. Ces services devant être déployés et gérés sur une infrastructure
de calcul distribuée et large échelle.
Notre travail s’intéresse aux stratégies de placement des services compo-
sant les applications de l’Internet of Things sur une infrastructure de calcul
Fog Computing. Ces emplacements devront assurer les besoins en qualité de
services des applications tout en minimisant l’impact énergétique des infra-
structures de calcul et de communication du Fog tout en considérant la dyna-
micité de l’IoT induite par la mobilité des noeuds.
La problématique de notre travail qui est le placement de services IoT dans
les infrastructures Fog, illustrée en figure 2 a de nombreux verrous :
— La consommation énergétique conséquente des infrastructures de cal-
culs, de communication et des objets IoT.
— Les exigences de plus en plus importantes de la qualité de service dues à
la sensibilité des données et à la nature critique de certaine applications
(sécurité).
— La dynamicité de l’environnement à travers la mobilité des noeuds IoT.
— les ressources de calcul et de stockage limités des noeuds Fog et des
équipements IoT.
— L’hétérogénéité multi-niveaux des environnements IoT : structures des
données, protocoles de communications, besoins en QoS, les fréquences
d’envoi des capteurs, les capacités de calcul.
— La concurrence pour les ressources Fog entre différentes applications et
utilisateurs.
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Figure 2 – Illustration de la problématique de placement dans le Fog.
Contributions
Cette section présente les contributions découlant de notre travail de thèse.
— Modélisation des environnements Fog-IoT :
Il s’agit dans un premier temps de définir et de modéliser les concepts
relatifs aux environnements Fog et IoT. Nous exposons notre modèle
de ressources Fog à savoir une représentation du système sous forme de
graphe de ressources de différents types ainsi que notre représentation
des caractéristiques des applications et services IoT. Nous définissons
également la métrique de qualité de service considérée ainsi que le mo-
dèle d’estimation de la consommation énergétique de l’infrastructure
Fog.
— Modélisation du problème de placement de services IoT dans
une infrastructure Fog statique :
Cette première contribution présente le problème de placement de ser-
vices IoT comme un problème d’optimisation multi-objectifs pour la
réduction de la consommation énergétique de l’infrastructure Fog et
l’amélioration de la Qualité de Service (QoS) dans l’ensemble des ap-
plications IoT. Nous proposons une approche de placement basée sur
une méta-heuristique à intelligence par essaim avec le Discrete Particle
Swarm Optimization (DPSO) et une approche méta-heuristique évolu-
tionnaire avec l’algorithme génétique (GA) [Djemai 2019].
— Placement de services IoT en environnement Fog dynamique
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et modèle de mobilité :
Cette seconde contribution intègre la notion de mobilité des objets IoT
au problème de placement de services IoT dans le Fog. Nous avons dans
un premier temps étendu le modèle Fog avec les variables de mobilité
d’un noeud IoT. Ensuite, nous avons proposé un modèle de mobilité
d’objet IoT à partir de leur historique de mouvement. Nous avons éga-
lement proposé des équations estimant le temps et l’énergie consommée
par la migration des services et des stratégies de placement et de mi-
gration de services IoT [Djemai 2020].
— Extension du simulateur iFogSim et interconnexion avec une
simulateur de moblité : SUMO :
Nous avons également proposé une extension du simulateur iFogSim
pour lever certaines contraintes réseau et supporter la mobilité des
noeuds IoT via son intégration avec le simulateur SUMO.
Plan du manuscrit
Cette section présente le plan du manuscrit qui, suite à cette introduction
s’articule en 4 chapitres et une conclusion générale.
— Chapitre 1 :
Ce chapitre permet de poser les définitions et concepts du Fog Compu-
ting, de l’Internet Of Things et d’identifier les avantages et les limites
derrière l’utilisation des infrastructures Fog pour supporter les besoins
des applications IoT. Nous présentons d’une manière globale le pro-
blème de placement de services vu comme un problème d’optimisation
ainsi que les principales approches utilisées pour résoudre cette caté-
gorie de problèmes. Ce chapitre essaie également de montrer l’impact
énergétique considérable qui se trouve derrière l’utilisation des infra-
structures de calcul et de communication étant à la base du Fog Com-
puting et de l’Internet of Things. Enfin, nous présentons un état de
l’art des travaux qui se sont intéressés au placement de services et à la
gestion de la mobilité dans les environnements Fog-IoT.
— Chapitre 2 :
Ce chapitre est dédié à la présentation des sources de données pour
les applications Internet of Things (IoT), qui sont assez rares et diffi-
cile d’accès, ainsi que les outils les plus pertinents à disposition de la
communauté permettant de créer un environnement d’expérimentation
pour le Fog Computing. Enfin, nous présentons les améliorations ap-
portées au simulateur IFogSim que nous avons utilisé dans cette thèse.
— Chapitre 3 :
Ce chapitre présente notre modélisation mathématique des infrastruc-
tures Fog, des applications IoT et du problème de placement de services
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IoT dans le Fog. Le problème considéré est un problème d’optimisation
discrète multi-objectifs dont les deux objectifs considérés sont la ré-
duction de la consommation énergétique des infrastructures Fog et la
réduction des violations de QoS des applications IoT. Nous présentons
une approche méta-heuristique pour la résolution du problème défini.
— Chapitre 4 :
Ce chapitre présente l’extension du modèle présenté dans le chapitre
précédent pour intégrer la mobilité des noeuds IoT. Il présente égale-
ment un modèle de mobilité des noeuds basé sur l’historique de leurs
mouvements ainsi qu’une stratégie de placement et de migration de
services en considérant les informations de mobilité.
— Conclusion et Perspective :
Ce chapitre donne un résumé des travaux réalisés lors de cette thèse,
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1.1 Introduction
L’Internet des objets ou «Internet of Things (IoT)» est un concept qui
étend les infrastructures numériques actuelles avec les objets du quotidien. En
rendant ces objets intelligents, addressables et dotés d’une capacité de calcul
et de communication, le paradigme de l’IoT est considéré comme l’élément
de base pour élaborer les services des villes intelligentes, de l’industrie 4.0 ou
bien encore des futures systèmes de santé.
La mise en place d’un environnement IoT à large échelle est freinée par
un certain nombre de défis tels que l’hétérogénéité des objets, leur durée de
vie limitée, leur nature mobile et l’absence de plateformes pour gérer d’une
manière autonome un très grand nombre d’objets et les services qu’ils pro-
posent. La gestion des environnements IoT via les plateformes Cloud exis-
tantes est contrainte par le très grand nombre d’objets qui seront déployés
(de l’ordre du milliard pour l’ensemble des plateformes), ainsi que par les be-
soins de traitement en temps réel et la privatisation de certaines applications
[Bonomi 2012a].
Le Fog Computing est une infrastructure de calculs distribuée qui a pour
principal objectif de rapprocher le calcul des noeuds utilisateurs finaux et de
réduire ainsi les communications à destination des centres de données Cloud.
Le Fog Computing permet de sécuriser davantage les applications en traitant
les données utilisateurs localement, ce qui permet également de répondre aux
besoins des applications dites sensibles au délai.
Le Fog Computing semble être l’infrastructure de calcul idéale pour sup-
porter les besoins des applications IoT. Cependant, un certain nombre de défis
restent à considérer avant de pouvoir combiner et utiliser efficacement le Fog
Computing pour les environnements IoT.
Indépendemment l’un de l’autre, les environnements Fog et IoT sont consi-
dérés comme sources importantes de consommation énergétique. Cet aspect
doit être pris en considération par les plateformes de gestion de ces infra-
structures afin de réduire le coût énergétique et d’assurer la pérennité de ces
systèmes.
La gestion de la Qualité de service (QoS) des applications IoT dans le Fog
reste aussi une inconnue qui pourrait menacer l’utilisation de ces paradigmes
à large échelle. Les applications IoT sont hétérogènes, certaines traitent des
données sensibles touchant à la sécurité individuelle ou collective, d’autres
exigent un traitement en temps réel et ont une importante consommation des
ressources réseau. Il est important de pouvoir établir des stratégies aussi géné-
riques que possible pour pouvoir prendre en compte ces besoins. La mobilité
des noeuds est un autre aspect qui vient complexifier le processus de gestion
des plateformes Fog-IoT.
Dans ce travail, nous présentons quelques approches pour améliorer l’effi-
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cacité énergétique des infrastructures Fog-IoT et la QoS des applications qui
y sont déployées tout en considérant la nature mobile de ces environnements.
Ce chapitre présente les concepts et notions nécessaires pour appréhender
le reste du manuscrit ainsi qu’une bibliographie et une synthèse des travaux
qui ont essayé de répondre à des problématiques similaires. Les deux pre-
mières sections présentent respectivement les paradigmes de l’IoT et du Fog
Computing. La section 1.4 met en avant les avantages et les inconvénients de
ces deux environnements combinés. Ensuite, dans la section 1.5, nous nous
intéressons aux différents aspects liés à la gestion d’applications IoT dans un
environnement Fog Computing. Les sections 1.6, 1.7, 1.8 présentent respecti-
vement les trois aspects que nous avons pris en compte dans le cadre de cette
thèse pour la gestion d’applications IoT déployées dans une infrastructure Fog
Computing : l’énergie, la qualité de service (QoS) et la mobilité des noeuds.
1.2 Paradigme de l’Internet des objets
Le terme "Internet of Things" (IoT) a été utilisé pour la première fois
en 1999 par Kevin Ashton pour parler des réseaux à Identification par Ra-
dio Fréquence (RFID). La portée du terme IoT a par la suite évolué grâce
aux avancées dans le domaine des technologies de l’information et des télé-
communication (TIC). Ces avancées ont permis l’élaboration d’une multitude
d’équipements de calcul, légers et peu onéreux. Ces objets référencés par les
termes "objet IoT", "objet connecté" ou "objets intelligents" peuvent inter-
cepter les différents changements de leur environnement extérieur et agir en
conséquence. L’origine sémantique de l’expression est composée de deux mots
et concepts : Internet et objets, où Internet peut être défini comme le réseau
mondial de réseaux informatiques inter-connectés, basé sur un protocole de
communication standard, la suite Internet (UDP-TCP/IP), tandis que les ob-
jets sont des entités physiques qui ne sont pas précisément identifiables [ETS ].
1.2.1 Définition
Le domaine de l’Internet des Objets est en constante évolution et à ce
jour, on ne trouve pas de définition standardisée. Les travaux [Perera 2014]
et [CERP-IoT 2010] définissent l’Internet des Objets comme suit : "L’Inter-
net des objets permet aux personnes et aux objets d’être connectés à tout
moment, en tout lieu, avec n’importe quel autre objet et n’importe quel utili-
sateur, en utilisant idéalement n’importe quel chemin/réseau et n’importe quel
service."[Xu 2014b] prend la définition suivante : "Les objets ont des identités
et des représentations virtuelles qui fonctionnent dans des espaces intelligents
utilisant des interfaces intelligentes pour se connecter et communiquer dans
des contextes sociaux, environnementaux et d’utilisateurs".
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Figure 1.1 – Taxonomie des objets connectées [Dorsemaine 2015]
Dans le cadre de cette thèse, nous utiliserons la définition suivante qui
est basée sur les travaux [Amir M. Rahmani 2017] : "L’Internet des Objets ou
l’Internet of Things (IoT) peut être défini comme un réseau auto-adaptatif
et intelligent connectant les objets intelligents du monde réel via le réseau
Internet afin de proposer un nouveau type de services."
1.2.2 Les objets IoT
Un objet connecté est un objet physique, addressable, équipé de capteurs
et ou d’actionneurs qui lui permettent d’interagir avec son environnement
extérieur. Il peut également communiquer avec d’autres équipements via dif-
férentes technologies de communication (Wi-Fi, Bluetooth, réseaux de télé-
phonie mobile, réseau radio à longue portée de type Sigfox ou LoRa etc.), le
reliant à Internet ou à un réseau local ou un autre réseau propriétaire. Les
objets connectés ont plusieurs particularités à prendre en compte afin de pou-
voir gérer efficacement un environnement IoT. [Dorsemaine 2015] établit une
taxonomie des objets connectés, représentée en figure 1.1.
Les ressources physiques et virtuelles La capacité de stockage, de mémoire
vive et de calcul d’un équipement IoT a un impact direct sur l’intelligence
qu’il peut intégré et par conséquent sur les stratégies de placement de services
possibles.
Les attributs fonctionnels
— Interactions : les données créées et les instructions reçues par un objet
IoT se font via les capteurs et les actionneurs qu’il possède. Les capteurs
permettent de récupérer les informations de l’environnement extérieur
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de façon périodique ou événementielle. Il existe des capteurs à mémoire
qui peuvent stocker des informations pendant un certain temps avant
de les envoyer. Cela permet de réduire la consommation énergétique de
l’équipement. Les capteurs sans mémoire doivent envoyer les données
en continu, autrement les données récupérées à un instant donné seront
perdues. Les actionneurs permettent d’interagir avec leur environne-
ment à la suite d’une instruction reçue.
— Mobilité : Les objets connectés se divisent en deux catégories : les objets
fixes conçus pour des environnements statiques comme les habitations,
et les objets conçus pour les environnements dynamiques à l’instar des
voitures autonomes et des drones.
— Gestion : Certains objets comme les caméras permettent une modifica-
tion de leurs attributs d’interactions tels que la fréquence d’envoi des
données, la taille des données et les paramètres de mise en veille.
L’énergie L’énergie est un aspect critique des environnements IoT, qui
impacte dans certains cas la durée de vie des équipements ainsi que les
stratégies de gestion applicables au système. Les objets IoT sont conçus
avec pour objectif d’être de plus en plus petits et de moins en moins coû-
teux à la production ce qui impacte négativement leur efficacité énergétique
[Dorsemaine 2015],[IEA 2017]. Les caractéristiques énergétiques d’un objet
IoT se divisent en deux parties.
— La source énergétique de l’équipement : La manière dont un objet uti-
lise sa puissance est extrêmement importante. Cette dernière détermine
de nombreuses autres caractéristiques comme sa capacité à travailler en
continu et la puissance de calcul du processeur. Dans [rfc 2014], l’au-
teur fournit quatre types de sources d’énergie pour un objet connecté :
la récolte (l’énergie est recueillie dans l’environnement, par exemple
des panneaux solaires), la recharge ou le remplacement périodique, la
source primaire non remplaçable (la source d’énergie détermine la du-
rée de vie de l’objet) et l’alimentation principale (la source d’énergie
est pratiquement illimitée).
— La gestion de la consommation énergétique de l’équipement : La ges-
tion de la source d’énergie peut se résumer à la façon dont la source
d’énergie est utilisée et à la durée pendant laquelle l’objet peut fonc-
tionner avec une quantité d’énergie donnée. [rfc 2014] décrit les trois
approches pour la gestion de la consommation d’énergie des interfaces
de communication des objets. L’objet est souvent éteint et se réveille
périodiquement ou sur un signal donné.
La Communication IoT Un objet peut posséder plusieurs interfaces de com-
munication qui utilisent différents protocoles. Dans ce qui suit nous allons
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identifier les principales technologies de communication dans l’IoT.
Type de communications sans fil Les communications IoT sont majori-
tairement sans fils, elles peuvent être à longue, moyenne ou à courte portée
et peuvent être aussi bien propriétaire que libre d’utilisation. La technologie
réseau utilisée par les applications est un aspect non négligeable à considérer
pour pouvoir gérer efficacement les performances ainsi que la consommation
énergétique de ces dernières. Un système de gestion de ressources Fog doit
prendre en considération les principales caractéristiques du réseau en terme
de portée, latence, consommation énergétique, bande passante, sécurité et
coût financier qui varient en fonction de la technologie réseau. Dans ce qui
suit nous intéressons à la porté, bande passante et consommation énergétique
des réseaux non filaires les plus utilisés dans l’IoT.
— Technologies courte portée (Indoor) : La concentration des appareils
dans une zone géographique limitée permet d’utiliser des technologies
de télécommunication à courte portée. Si nécessaire, plusieurs appareils
communiquant localement peuvent créer un maillage couvrant une large
zone.
— Bluetooth Low Energy (BLE) : la technologie Bluetooth Low Energy
est également appelée Bluetooth LE, BLE ou encore Bluetooth
Smart. Elle est apparue en 2010 avec la sortie de la version 4.0
du Bluetooth Core Specification. Le Bluetooth Low Energy est une
alternative au Bluetooth classique, avec une réduction du coût et
de la consommation en puissance, tout en conservant une portée de
communication équivalente. Toutes les versions du Bluetooth parues
avant la Core Specification 4.0 sont dites «Bluetooth classique». Seul
des topologies de communication en étoile sont autorisés, avec un
maître central et quelques esclaves périphériques. Le Bluetooth Low
Energie cherche à adresser des appareils à faible puissance de calcul,
à faible coût de production et dont l’espérance de vie est à maxi-
miser. L’idée est donc de réduire les temps d’activité par rapport
à des appareils basés sur le Bluetooth classique. Les performances
brutes telles que le débit de transmission en seront donc tout natu-
rellement affectées. Le BLE a une portée de 50 m avec une latence
de connexion de 6 ms [ble ].
— Zigbee : est un protocole radio développé par l’Alliance Zigbee.
Contrairement aux dispositifs BLE, les réseaux Zigbee peuvent être
organisés en mailles. Les cas d’utilisation de Zigbee sont assez si-
milaires à ceux de Z-wave qui concernent la domotique en général.
Cependant, puisque Zigbee est une norme ouverte, plus de fabricants
peuvent produire des appareils Zigbee. Ce qui créer un écosystème
plus diversifié, mais génère des problèmes d’interopérabilité entre
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des appareils qui sont censés être basés sur la même technologie
[Zigbee 1998].
— 6LowPan : est l’acronyme de "IPv6 over Low-Power Wireless Per-
sonal Area Networks", proposé dans l’IETF 5 RFC 49446. Le dé-
ploiement d’un réseau IP sur des réseaux à faible consommation de
puissance, permet la création d’un réseau maillé au niveau des pa-
quets (basé sur le modèle OSI) [N. Kushalnagar ],[G. Montenegro ].
6LoWPAN combine à la fois la dernière version du protocole Internet
(IPv6) et des réseaux personnel à faible énergie (Low-power Wire-
less Personal Area Networks (LoWPAN). 6LoWPAN permet donc à
des équipements de faible puissance de transmettre de l’information
avec un protocole compatible avec internet.
— Technologies à moyenne portée
— Wi-Fi : le Wi-Fi, aussi orthographié wifi suggère la contraction de
«Wireless Fidelity», par analogie au terme «Hi-Fi» pour «High Fi-
delity». Le Wi-Fi est un ensemble de protocoles de communication
sans fil régis par les normes du groupe IEEE 802.11 (ISO/CEI 8802-
11). Un réseau Wi-Fi permet de relier par ondes radio plusieurs
appareils informatiques (ordinateur, routeur, smartphone, modem
Internet, etc.) au sein d’un réseau informatique afin de permettre
la transmission de données entre eux [Wi-Fi ]. Grâce aux normes
Wi-Fi, il est possible de créer des réseaux locaux sans fil à haut dé-
bit. Le débit peut aller de 11 Mbit/s théoriques ou 6 Mbit/s réels
en 802.11b, à 54 Mbit/s théoriques ou environ 25 Mbit/s réels en
802.11a ou 802.11g, 600 Mbit/s théoriques pour le 802.11n3,4 et 1,3
Gbit/s théoriques pour le 802.11ac normalisé depuis décembre 2013.
La portée peut atteindre plusieurs dizaines de mètres en intérieur
(généralement entre une vingtaine et une cinquantaine de mètres) s’il
n’y a aucun obstacle gênant entre l’émetteur et l’utilisateur. Ainsi,
des fournisseurs d’accès à Internet peuvent établir un réseau Wi-Fi
connecté à Internet dans une zone à forte concentration d’utilisa-
teurs (gare, aéroport, hôtel, train, etc.). Ces zones ou points d’accès
sont appelés bornes ou points d’accès Wi-Fi ou « hot spots ».
— Z-Wave : est une technologie de communication sans fil à courte
portée en réseau maillé basée sur une technologie radio propriétaire
[Z-Wave 1999].
— Technologies longue portée
— Réseaux cellulaires
Le réseau cellulaire est un réseau de communications destiné aux
équipements mobiles. Le réseau est découpé en cellules qui possèdent
chacune une station de base, ou BTS (Base Transceiver Station), qui
s’occupe des transmissions radio sur la cellule et dessers les clients
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d’une zone géographique donnée. Associés à la station de base, des
canaux de signalisation vont permettre aux mobiles de communiquer
avec la BTS et vice versa. Chaque station de base est reliée à un
contrôleur de station de base ou BCS (Base Station Controller).
Les technologies les plus répandues actuellement basé sur la norme
GSM (Global System for Mobile communication) sont la 4G LTE et
la 4G LTE+ et certains fournisseurs commencent à mettre en place
les réseaux 5G
— LoRaWAN : est une technologie de communication soutenue par
l’alliance LoRa , et contrairement à Sigfox, elle n’est pas liée à un
opérateur. La topologie du réseau rendue possible par LoRa est ce-
pendant assez similaire à Sigfox : les appareils communiquent avec
des passerelles qui sont connectées aux réseaux "traditionnels", et
rendent les messages disponibles à l’utilisateur sur des serveurs dé-
diés. Lorsqu’un dispositif LoRa se réveille pour envoyer des données
il est brièvement possible de lui envoyer un message, ce qui permet
une communication bidirectionnelle [LoRa 2009].
— Sigfox : est à la fois un opérateur de réseau et une technologie de
communication déployée par le dit opérateur. Les appareils Sigfox
communiquent avec les passerelles Sigfox, qui sont connectés à Inter-
net. Les messages produits par les appareils Sigfox sont donc stockés
sur des serveurs pour être accessibles via une interface Web du côté
client [Sigfox 2010].
— Narrowband Internet of Things (NB-IoT) : le Narrowband IoT dé-
signe un standard de communication dédié à l’Internet des objets et
normalisé en 2016. NB-IoT est standard de communication LPWAN
dont la principale mission consiste à faciliter la communication d’im-
portants volumes de données sur une très grande distance. Il permet
d’avoir des débits de 20 à 250Kbit/s en download ou upload avec
une latence inférieure à 10 secondes environ [Chen 2017].
Point de collecte, initialisation de la connexion et processus de décon-
nexion Le point de collecte local est le noeud qui récupère les données d’un
certain nombre d’objets autour de lui. L’utilisation de ce point peut impacter
la durée de vie des objets autour ainsi que leur consommation énergétique.
Les objets pourront éviter l’utilisation de protocoles lourds pour échanger avec
d’autres éléments du système.
Le processus de déconnexion est autorisé par certains objets comme les
montres connectées et le composant "podomètre" qui peut collecter des don-
nées même si la montre n’est pas connectée au réseau.
L’initiation de la communication peut se faire par les objets ou par les
points de collecte. Si l’objet initie la communication, il peut éteindre ses in-
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Technologie Puissance Portée Fréquence
WiFi 5 et 6 Modérée Modérée
[10m,100m]
Haute
LoRWan Très faible Longue
[2km-10km]
Faible









ZigBee Très faible Courte
[10m-100m]
Faible
Z-wave Très faible Courte
100m
Faible
6LoWPAN Très faible Courte Faible
LTE Haute 30km Haute
NB-IoT Très faible Longue Faible
Table 1.1 – Technologies de communication de l’Internet of Things
[Yaqoob 2017],[Beh 2018].
terfaces lorsqu’il ne les utilise pas et économise ainsi son énergie. Si c’est le
point de collecte qui initie la communication l’objet devra continuellement
attendre le signal de l’équipement.
Spécificité physique Le débit et la portée de communication sont intime-
ment liés et ont un rôle important dans le choix des spécifications énergé-
tiques : plus le débit et la portée sont faibles, plus la consommation électrique
sera faible pour une certaine quantité de données à transmettre, c’est-à-dire
la quantité maximale théorique de données que l’interface de communication
peut envoyer dans un laps de temps donné. Elle est généralement mesurée
en Kb/s ou Mb/s. Une bonne façon de classer les objets en fonction de ce
critère pourrait être les technologies utilisées ou les plages de débits, c’est-à-
dire la distance maximale théorique que les données peuvent atteindre tout en
restant compréhensibles avec une technologie donnée. Pour classer les objets
en fonction de cette caractéristique, on peut utiliser les technologies ou les
plages de distances en mètres ou les types de réseaux (PAN, LAN, échelle du
bâtiment, échelle de la ville, etc.).
Sécurité Les informations collectées et transmises par les objets IoT relèvent
majoritairement de la vie privé des utilisateurs et de données sensibles et stra-
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tégiques liées à des infrastructures collectives telles que les villes intelligentes.
Interface locale utilisateur Certains objets comme les smartphones pos-
sèdent des composants dédiés à une interaction directe avec l’utilisateur afin
qu’il puisse le configurer et utiliser ses fonctions de base. Il existe quatre types
d’interfaces :
— Actives : des parties de l’objet sont dédiées à l’interaction avec l’utili-
sateur (boutons).
— Passives : L’utilisateur ne peut pas interagir directement avec l’objet,
mais il peut communiquer avec lui par l’intermédiaire de divers éléments
(écran, lumières, sons, vibrations)
— Hybride : l’objet et l’utilisateur peuvent interagir entre eux en mode
passif ou actif.
— L’objet et l’utilisateur ne peuvent jamais directement interagir l’un avec
l’autre [Dorsemaine 2015].
Contraintes des objets IoT
— Hétérogénéité : l’hétérogénéité des objets IoT se manifeste à plusieurs
niveaux : capacité de calcul, caractéristiques des capteurs et action-
neurs ainsi que leurs protocoles de communications. Ces aspects comme
précisé dans des travaux tels que [Zanella 2012], [Barnaghi 2012],
[Foteinos 2013] complexifient le processus de contrôle et de gestion où
on a les mêmes actions qui ne donnent pas nécessairement les mêmes
résultats.
— Large échelle : le nombre important d’objets proposant des services et
l’augmentation conséquente des données générées et échangées à travers
les différents réseaux complexifie surcharge les infrastructures de calculs
et complexifie la gestion efficace des besoins de leurs applications.
— Mobilité : Le nombre important d’objets IoT et l’aspect imprédictible de
leurs mouvements perturbent l’efficacité des systèmes de gestion pour
anticiper d’éventuelles dégradations de performances de leurs services
et complexifient la gestion de la Qualité de Service (QoS) au cours du
temps.
— Contraintes énergétiques et durée de vie : La stratégie de conception à
faibles coûts de composants légers, amovibles, s’intégrant facilement à
l’environnement extérieur impacte sur la qualité et la duré de vie des
batteries des équipements IoT. Ce qui ajoute un nouvelle contrainte à
prendre en compte pour la gestion des ressources IoT.
— Application et service sensibles au contexte et au délai : Certaines appli-
cations IoT telles que les applications de type réalité augmentée exigent
des temps de réponse très courts inférieurs à 20ms alors qu’en moyenne
le Cloud ne peut offrir un temps de réponse inférieur 100ms. A cela
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Figure 1.2 – Taxonomie pour définir l’architecture d’une application
[Mahmud 2020]
s’ajoute, le nombre important d’utilisateurs qui doivent se partager la
bande passante et ainsi impacter les délais d’accès au services du Cloud
.
— Faille de sécurité : Chaque année, les chercheurs du Global Risks Re-
port travaillent avec des experts et des décideurs du monde entier pour
identifier et analyser les risques les plus urgents auxquels le monde est
confronté. Leur rapport de 2018 identifie les problèmes liés aux cybe-
rattaques comme l’un de problèmes majeurs des systèmes IoT.
Il n’y a actuellement aucun consensus sur la façon de mettre en œuvre
la sécurité dans l’IoT. [Balte 2015] résume les principaux axes impac-
tant la sécurité dans l’IoT : le contrôle d’accès des noeuds, les méca-
nismes d’authentification, la privatisation et la confidentialité des don-
nées générées par les objets, l’introduction d’un langage de négociation
de confiance bien défini, d’un mécanisme de négociation de confiance
pour le contrôle d’accès au flux de données.
Les environnements IoT interagissent avec d’autres systèmes via des
intergiciels. Ces derniers peuvent présenter d’importantes failles de sé-
curité et être sujets aux attaques dont les répercutions se feront sur un
nombre considérables de noeuds (geler les activités d’une smart city,
des industries etc). De plus, l’aspect mobilité des noeuds qui passent
d’un réseau à un autre a également un impact sur la sécurité et peut
fragiliser les dispositifs mis en place.
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1.2.3 Les Applications IoT
Les applications de l’Internet of Things sont diverses et variées. Dans le
contexte de cette thèse, une application IoT est un regroupement de services
virtuels interagissant entre eux et avec un ou plusieurs objets IoT pour réa-
liser un service global. La particularité d’une application IoT comparée aux
applications déjà existantes réside dans leurs sources de données qui viennent
d’équipements IoT ainsi que leurs utilisateurs qui peuvent être aussi bien
d’autres objets IoT qui interagissent avec l’environnement extérieur que des
équipements standards. Les applications IoT doivent traiter un très grand
nombre de données en très peu de temps.
[Mahmud 2020] propose une classification des principaux attributs et as-
pects d’une application IoT, représentés en Figure 1.2.
Couche fonctionnelle Une application peut effectuer plusieurs opérations
sur les données. La couche fonctionnelle définit les unités qui effectuent ces
opérations de traitement. [Mahmud 2020] propose de classer la couche fonc-
tionnelle en deux catégories : (1) application monolithique où toutes les opé-
rations sont encapsulées dans un seul programme. Dans ces applications, des
techniques de parallélisme sont appliquées pour que le programme puisse s’exé-
cuter sur plusieurs coeurs CPU d’un noeud. (2) Application distribuée où les
opérations de calculs sont encapsulées dans différents programmes ce qui per-
met d’ajouter d’autres programmes et de modifier ou d’étendre les fonction-
nalités de l’application.
Charge de travail La catégorie de données d’entrée d’une application est un
paramètre important pour déterminer la stratégie de placement de ses services
sur l’infrastructure. Il existe deux classes de charge de travail : (1) par lots où
l’application est non-interactive et traite les données par ensembles émanant
de plusieurs sources. (2) l’application à flux de données (stream) qui reçoit
des données générées par différentes sources périodiquement. Les applications
IoT temps réel sont souvent des applications "stream".
Qualité de service (QoS) des applications IoT Le déploiement d’un cadre
efficace pour supporter les applications IoT présente de nombreux défis, l’un
d’entre eux étant de répondre aux exigences en qualité de service de ces appli-
cations que ce soit en termes d’efficacité énergétique, de qualité des données
collectées, de consommation des ressources réseau ou bien de la latence.
Concevoir et développer une méthode qui permet de garantir la QoS des
applications IoT est un défi avec les plateformes actuelles dans le contexte
"IoT programming models" (e.g. Amazon IoT, Google Cloud Dataflow, IBM
Quark) et des méthodes de gestion de ressources [Alqahtani A 2016].
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Il a été vu dans la section 1.2.2 que la nature hétérogène des équipements
physiques et virtuels, des données et des différentes couches logicielles com-
plexifient le traçage et la garantie de la QoS.
Dans un contexte purement commercial, les exigences en qualité de service
sont formellement spécifiées dans un document d’accord de niveau de service
(SLA) [Galati 2014] qui sert de base à l’accord juridique et à la compréhension
des termes, conditions et engagements de service entre les consommateurs
et les fournisseurs. Par exemple, le document SLA d’Amazon Web Services
indiquant les termes, conditions et engagements pour ses services S3 et EC2
peut être trouvé à [Ama a] et [Ama b] respectivement.
Comme les applications IoT ont une architecture en couche et des flux de
données complexes les traversant, il est nécessaire de modéliser d’abord les
SLA pour les couches individuelles, puis de les agréger de manière holistique.
Ce document d’agrégation de SLA (modèle) servira de base pour spécifier un
SLA de bout en bout qui peut être utilisé pour spécifier les termes, conditions
et engagements de service pour une application IoT.
Le groupe OpenIoT propose un gestionnaire de Qualité de service des
applications IoT [Michaela 2018b]. Ce gestionnaire est spécifique aux applica-
tions IoT de type publisher/subscriber qui sont déployées dans les plateformes
Cloud mais les principes et métriques mis en avant dans le document restent
valables pour des cas plus génériques incluant les infrastructures Fog. Le com-
posant "QoS manager" regroupe deux principaux modules : (1) la surveillance
et la gestion des abonnements à la qualité de service, par laquelle le gestion-
naire de la qualité de service regroupe les abonnements à de multiples données
de capteurs (c’est-à-dire les requêtes continues) et détermine les besoins glo-
baux des applications en ce qui concerne l’acquisition de données de capteurs ;
et (2) la surveillance et la gestion des publications de la qualité de service, par
laquelle le gestionnaire de la qualité de service regroupe les publications de
données de capteurs surveillées et gère le processus d’acquisition de données
de capteurs afin d’optimiser la consommation d’énergie et de bande passante
tout en répondant aux besoins des applications.
Les auteurs identifient un ensemble de métriques Quality of Service (QoS)
relatives au composant physique d’un capteur ainsi que des métriques pour
estimer l’efficacité d’un réseau de composants physiques qui interagissent dans
le cadre d’une seule application.
— Précision : qualité des capteurs qui déterminent l’exactitude et la sen-
sibilité des mesures fournies par les capteurs.
— Consommation énergétique : calculée sur la base d’un modèle énergé-
tique spécifique (par exemple, en considérant le nombre total/volume
de paquets/données). En particulier, dans le cas des réseaux de capteurs
sans fil (WSN), la consommation d’énergie est directement associée à
la durée de vie du réseau de capteurs.
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— Bande passante : la largeur de bande d’un capteur physique est une
mesure du débit binaire, représentant les ressources de communication
de données disponibles ou consommées, exprimées en bits par seconde
ou en multiples de celles-ci (bit/s, kbit/s, Mbit/s, Gbit/s, etc.)
— Volume de données : le volume de données (quantité de données) pro-
duit par un capteur physique.
— Fiabilité : la fiabilité peut être mesurée en utilisant un capteur pour
fournir des mesures en temps réel avec le champ d’application de ses
paramètres techniques, de sorte que la fiabilité peut être corrélée avec
la qualité du capteur.
— Latence : le délai d’attente subi par un système.
— Qualité réseau : la qualité d’un réseau de capteurs est déterminée par
la qualité des données fournies en réponse à une requête.
— Optimisation des ressources et efficacité des coûts : mesure de la ca-
pacité du système à maximiser le bien-être social, défini comme une
allocation efficace de ressources limitées dans la société pour optimiser
l’utilisation des ressources.
Le document met aussi en évidence le cas d’un environnement dynamique
où les applications IoT interagissent avec des objets mobiles. Les auteurs pré-
conisent des récupérations de données opportunistes en fonction de la locali-
sation des utilisateurs et de leurs besoins. La gestion de la batterie et de la
durée de vie des noeuds est une question plus délicate considérant l’aspect
mobilité qui est difficilement prédictible.
Dans son manuscrit de thèse [Banouar 2018], l’auteur présente un ensemble
de critères QoS basés sur le document technique IEEE [IEE 1990], en consi-
dérant l’application IoT dans sa globalité et non pas en séparant composant
par composant (les objets, les services etc.).
— La priorité : peut être considérée comme l’importance attribuée à une
requête ou sa réponse par rapport à une autre. Le trafic de l’entité IoT
ayant une priorité plus élevée doit être traité en priorité par le système,
suivant une politique de gestion appropriée.
— Le délai : on distingue deux types de délai. Le premier est le délai d’aller-
retour (RTT - Round Trip Time) qui correspond au temps nécessaire
pour répondre à une demande. Il est considéré comme la somme du
temps d’envoi de la demande et de la réponse, ainsi que du temps de
traitement de différents composants parcourus dans le système IoT. Le
deuxième type est le délai de bout en bout correspondant, par exemple,
au transfert de données entre l’équipement et l’application IoT. Par
exemple, [sko10] a fixé un délai maximal de 300 ms pour le transfert
d’une électrocardiographie en temps réel.
— La périodicité : est l’intervalle temporel d’exécution des actions. Au-
delà de cet intervalle, la donnée devient obsolète. La périodicité est une
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Classe Catégories d’applications Exemples
Volumineuses (GB) Temps Réel HD, 4K, Ultra-
haute résolution d’images
fusion vidéo en temps
réel, modélisation
3D des villes, lecture
d’images médicales à
distance DICOM
Rapides Synchronisées avec l’environ-





Spéciales Besoin de privatisation, Ap-
plication distribuées entre le
Edge et le Clouds
Images médicales pri-
vées, Vidéo de sur-
veillance, contrôle rou-
tier
Table 1.2 – Classe d’applications définies par [Ricart 2020].
caractéristique spécifique des applications IoT de surveillance. Les don-
nées collectées peuvent avoir différentes périodes selon l’activité métier.
— L’intégrité des données : garantit la non altération des données, que
ce soit par accident ou par des parties non autorisées. Les données
collectées provenant des équipements ne doivent pas être modifiées pour
assurer la réalisation de l’action correcte par l’application IoT.
— La confidentialité : liée à l’assurance que les données ou le système IoT
ne peuvent être accessibles que par ceux qui en ont l’autorisation. Cette
propriété est essentielle dans ces systèmes qui doivent garantir que les
informations des équipements ou machines ne sont accessibles qu’aux
parties autorisées.
— La disponibilité : est définie comme le taux de disponibilité opération-
nelle d’un système ou d’un composant lorsqu’il est requis pour utilisa-
tion. Pour les applications IoT critiques (par exemple, la surveillance
des signes vitaux d’un patient), la disponibilité est une exigence impor-
tante et qui doit être très proche de 100%.
— La fiabilité : fait référence à la capacité d’un système ou d’un composant
à exécuter ses fonctions dans des conditions données et pour une période
de temps spécifiée.
[Ricart 2020] présente trois catégories d’applications présentées dans le ta-
bleau 1.2 : volumineuses, rapides et à traitement particulier. Ces dernières
requièrent un autre paradigme de calcul que le Cloud si elles sont déployées
en grand nombre.
L’auteur présente également un diagramme des besoins en latence par fa-
mille d’applications, présenté en figure 1.3. On voit que les besoins en latence
sont très hétérogènes et peuvent varier de 100 ns à 10 s.
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Figure 1.3 – Intervalles des besoins en latence par groupes d’applications
[Ricart 2020].
1.3 Paradigme du Fog Computing
1.3.1 Définition
Le terme "Fog Computing" a été utilisé pour la première fois en 2012 par
Jonathan Bar-Magen Numhauser dans sa proposition de thèse "Fog Com-
puting introduction to a New Cloud Evolution" [Jonathan 2012]. L’auteur y
présente les limites du Cloud Computing face aux exigences en QoS des nou-
velles applications telles que les applications de l’Internet of Things (IoT) et à
l’augmentation conséquente du nombre d’utilisateurs ainsi que le trafic réseau
qu’ils génèrent.
Il propose un nouveau paradigme de calcul, qu’il appelle "Fog Computing".
Ce dernier a pour pour but d’étendre les capacités et les services offerts par
les infrastructures du Cloud Computing. Par la suite, le terme est repris par
Flavio Bonomi en 2012 dans son article "Fog Computing and Its Role in the
Internet of Things" [Bonomi 2012b]. Il met en évidence les avantages et les li-
mites que peut avoir ce nouveau paradigme de calcul dans des environnements
de type Internet of Things (IoT).
En 2015, l’université de Princeton en collaboration avec les industriels
Cisco Systems, Intel, Microsoft et ARM fondent l’OpenFog consortium afin
de promouvoir le Fog computing dans le monde industriel.
Ils publient en 2016 "OpenFog Reference Architecture" qui expose les prin-
cipales caractéristiques des Architectures Fog [Working 2016] que nous allons
voir dans la section 1.3.3.
En 2017, le National Institute of Standards and Technology (NIST) pu-
blie un rapport technique [Michaela 2018a] qui présente un modèle conceptuel
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Figure 1.4 – Illustration de l’évolution de l’architecture Cloud vers le Fog.
standardisé du Fog, les caractéristiques du Fog, les stratégies de déploiement
des services dans ce type d’infrastructures.
Dans le cadre de cette thèse, on considère la définition suivante qui re-
groupe à la fois celle du NIST [Michaela 2018a] et celle de l’OpenFog consor-
tium [Working 2016] : "Le Fog Computing ou Fog Networking est un paradigme
de calculs distribué à large échelle et hiérarchique, qui permet d’augmenter les
capacités de calcul, de stockage et de communication des serveurs Cloud par
celles des noeuds intermédiaires situés entre ces serveurs et les utilisateurs
finaux."
1.3.2 Architecture et éléments d’une infrastructure Fog Compu-
ting
1.3.2.1 Les noeuds de calcul d’une infrastructure Fog Computing
Définition
Un noeud Fog est un équipement possédant une capacité de calcul, de sto-
ckage et de communication. Il peut être physique ou virtuel (un groupement
de noeuds physiques qui forment un seul bloc de calcul et de stockage grâce
à différentes techniques de virtualisation).
Type d’équipements Fog
Les équipements de calcul considérés dans le Fog, qu’ils soient physiques ou
virtuels, sont très hétérogènes aussi bien au niveau de leur profil de consom-
mation énergétique que des capacités de calcul offertes et des technologies de
communication qu’ils utilisent. Les noeuds peuvent à la fois posséder des spé-
cificités de noeuds réseau i.e. faire communiquer d’autres équipements tout en
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Figure 1.5 – Vue globale de l’architecture hiérarchique 3 tiers du Fog Computing.
ayant la capacité d’héberger des services et de faire du calcul. On trouve éga-
lement des points d’accès qui sont uniquement chargés de l’acheminement de
l’information. Voici dans ce qui suit une liste non exhaustive des équipements
qu’on trouve actuellement dans des infrastructures Fog :
— Noeud physique : Passerelle, Raspberry, Micro-contrôleur, Noeud point
d’accès, ordinateur personnel, autres objets ayant une capacité de cal-
cul.
— Noeud virtuel : Machine virtuel, Container.
— Micro ou Nano centres de données regroupant des noeuds physiques et
virtuels ayant des capacités de calculs réduites.
Déploiement d’un noeud Fog Selon le NIST [Michaela 2018a], il existe
quatre types de déploiements possibles pour un noeud Fog (similaires à ceux
du Cloud).
— Noeud Fog privé : noeud fourni pour un usage exclusif par une seule
organisation comprenant plusieurs consommateurs (par exemple, des
unités commerciales) Il peut être détenu, géré et exploité par l’organi-
sation, un tiers ou une combinaison de ceux-ci, et il peut exister dans
les locaux ou en dehors.
— Noeud Fog de communauté : est réservé à l’usage exclusif d’une com-
munauté spécifique de consommateurs appartenant à des organisations
qui partagent les mêmes préoccupations (par exemple, la mission, les
exigences de sécurité, la politique et les considérations de conformité).
— Noeud Fog public : est mis à disposition du grand public pour une uti-
lisation ouverte. Il peut être détenu, géré et exploité par une entreprise,
une université, une organisation gouvernementale ou une combinaison
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des deux.
— Noeud Fog hybride : est une agrégation de deux ou plusieurs noeuds
Fog distincts (privés, communautaires ou publics) qui restent des entités
uniques, mais qui sont liés entre eux par une technologie standardisée ou
propriétaire qui permet la portabilité des données et des applications.
1.3.2.2 La communication dans une infrastructure Fog Computing
Le Fog est une infrastructure dynamique qui exploite des éléments déjà dé-
ployés pour proposer des services de calculs et de communications. Il peut ainsi
utiliser toutes les technologies de communication déjà existantes. Cependant,
des infrastructures comme le Fog sont majoritairement composées de techno-
logies de communication sans fils aussi bien avec infrastructure (mobile) que
sans infrastructure (Peer-to-Peer etc.). On inclut également les technologies
des communications spécifiques aux réseaux de capteurs (WSN) ou d’une ma-
nière plus générique à l’Internet des Objets (IoT) que nous avons vu dans la
section précédente 1.2.
1.3.3 Caractéristiques du Fog Computing
Le National Institute of Standards and Technology (NIST) et l’OpenFog
consortium ont identifié un certain nombre de caractéristiques définissant les
infrastructures Fog et que nous résumons dans la liste non exhaustive sui-
vante :
— Distribution géographique
L’infrastructure Fog peut s’étendre sur une très large zone géographique
à l’échelle d’une ville ou d’une région. Cette infrastructure va héberger
des applications dont les composants peuvent être distribués dans n’im-
porte quelle région.
— Hétérogénéité et hiérarchisation des noeuds
L’architecture Fog la plus répandue dans la littérature et qui est aussi la
plus générique (également utilisée par le NIST) définit l’architecture Fog
comme une architecture en couches 3 tiers. Ce modèle représente une
hiérarchie entre les noeuds de calcul, allant des équipements utilisateurs
jusqu’au centre de données en passant par des équipements Edge et Fog
Computing. Le principe est que les capacités de calcul, de stockage et
la consommation énergétique des noeuds augmentent en allant de la
première couche de noeuds utilisateurs à la dernière représentant les
centres de données. Cette architecture est représentée sur la figure 1.5
— Sensibilité à la mobilité et à la géolocalisation des utilisateurs
Le Fog est un environnement hétérogène et dynamique. Ceci est prin-
cipalement dû à la mobilité des utilisateurs et des équipements à la
périphérie du réseau. Il est donc important d’avoir les positions géogra-
28 Chapitre 1. Concepts préliminaires, bibliographie et synthèse
phiques des utilisateurs et de connaître la portée des applications qu’ils
utilisent.
— Sécurité
Le Fog Computing peut pallier aux failles de sécurités des réseaux de
capteurs en offrant des noeuds intermédiaires avec des protocoles de
communication plus sécurisés que ceux des objets connectés, que nous
verrons dans la suite du chapitre. Le Fog permet également de gérer
les services et applications au plus proche des utilisateurs. Les opéra-
tions de stockage de données, de filtrage et traitement ayant lieu au
plus proche des utilisateurs évitent de faire transiter des informations
sensibles vers les serveurs Cloud.
— Interopérabilité et fédération
Une infrastructure Fog étendue regroupe plusieurs domaines réseau et
de calcul gérés par différents organismes. Ces domaines doivent coopé-
rer pour assurer un déploiement fluide et une gestion transparente des
services pour les utilisateurs.
— Autonomie et programmabilité
L’une des principales caractéristiques des infrastructures Fog est l’au-
tonomie de décision pour la gestion du cycle de vie des applications qui
y sont déployées. La facilité de programmabilité et de reconfiguration
des équipements grâce à la virtualisation simplifie la gestion et assure
l’évolutivité de l’infrastructure face à la dynamicité de l’environnement.
1.3.4 Concepts connexes au Fog : Edge et Mist computing
On trouve dans la littérature différents concepts liés et parfois à tort
confondus avec le Fog Computing. Dans cette partie, nous allons définir ces
termes afin de voir les différences et similarités avec le Fog Computing et
éclaircir ce que nous considérons comme Fog tout au long de ce travail. La
principale différence entre les concepts réside dans les équipements qui peuvent
héberger du calcul et leur positionnement par rapport aux sources de données.
— Cloud Computing : Le Cloud est un paradigme de calcul se reposant
exclusivement sur l’utilisation de centres de données pour héberger les
calculs et les données utilisateurs. Le Fog computing est souvent vu
comme l’évolution du Cloud vers un modèle plus distribué qui se rap-
proche des utilisateurs finaux et exploite des noeuds réseau pour le
calcul utilisateur.
— Edge Computing : Même si dans certains travaux de la littérature, on
trouve que le Edge et le Fog définissent le même concept, il y a trois
principales différences qui sont identifiées par le NIST afin d’éviter la
confusion des deux termes :
— Le Fog computing considère aussi bien une infrastructure physique
que virtuelle et multi-tiers, ce qui permet une flexibilité de reconfi-
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Table 1.3 – Différences ente le Cloud, le Fog , le Edge et Mist computing
[Yousefpour 2019], [Mahmud 2020].
guration et une gestion intelligente et autonome de l’infrastructure
qui peut être aussi bien distribuée, centralisée ou hybride. Le Edge
est plus rigide et les applications peuvent rarement être déplacées
d’un équipement à un autre et la communication entre utilisateur
final et application est souvent directe.
— Le Edge est en général formé d’un nombre limité de noeuds peu
performants en calcul.
— Le Fog est plus générique et peut inclure une partie de l’infrastruc-
ture qui a les spécificités du Edge computing au plus proche de
l’utilisateur.
— Mist Computing : est un terme défini par le NIST
[Michaela 2018a] et qu’on peut trouver dans différents travaux
[Yousefpour 2019],[Amir M. Rahmani 2017],[Mahmud 2020]. Ce terme
est utilisé pour parler de la couche de noeuds de calcul et les technolo-
gies de connexion qui sont au plus proche de l’utilisateur final et sont
moins puissants que les noeuds Fog dédiés. On peut citer les Raspberry,
Arduino ou différents types d’objets intelligents qui peuvent former ce
qu’on appelle des nano centres de données.
On peut résumer les spécificités du Fog et son positionnement par rapport
aux autres terminologies dans le tableau 1.3.
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1.4 Les Avantages et les défis du Fog Computing pour
supporter les applications IoT
Le Fog Computing a été pensé comme nouveau paradigme de calcul pour
pallier les limites du Cloud Computing et répondre aux besoins des appli-
cations sensibles au délai et celles qui utilisent intensivement les ressources
réseau.
Les infrastructures Fog Computing offrent les avantages suivants :
1. Réduction du trafic réseau et de la consommation énergétique des
centres de données.
2. Amélioration de la sécurité en rapprochant le traitement et le stockage
des données utilisateurs et en utilisant des méthodes de sécurité plus
complexes qui ne peuvent pas être directement intégrées dans les équi-
pements IoT.
3. Supporter le très grand nombre d’équipements IoT et leur distribution
sur de larges zones géographiques par une structure hiérarchique, ce qui
peut minimiser la sous-utilisation des ressources.
4. Améliorer la durée de vie des objets connectés en transférant leur charge
vers des noeuds voisins (ou d’autres noeuds Fog ou Cloud).
5. Supporter des applications exigeantes en temps de réponse.
6. Une application IoT est liée à ses capteurs et ses actionneurs et ces
derniers peuvent être éparpillés sur une large zone. La conscience de
la localité du Fog est une caractéristique importante qui peut aider à
améliorer la disponibilité et à la gestion efficace des échanges.
Le Fog semble être l’infrastructure idéale pour supporter les futures appli-
cations IoT. Cependant, il reste encore un certain nombre de verrous à lever
pour qu’il puisse être efficacement utilisé. Voici une liste non exhaustive des
défis apportés par l’utilisation du Fog en tant que paradigme de calcul.
1. Gérer efficacement les interactions entre les noeuds à la périphérie et
les centres de données (offloading).
2. La découverte et l’estimation des ressources [Amir M. Rahmani 2017].
3. La problématique du placement et du déploiement des entités de gestion
et de contrôle d’un environnement Fog.
4. La gestion du compromis entre efficacité d’utilisation des ressources de
calculs et celle des ressources de communication.
5. Le problème du stockage distribué des données, leur persistance et leur
intégrité.
6. L’absence d’un modèle économique pour les services offerts par les in-
frastructures Fog Computing.
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Figure 1.6 – Aspects de management d’application [Mahmud 2020]
7. Les contraintes spatiales pour le partage des ressources définies par la
position des utilisateurs et la portée réseau des noeuds Fog.
1.4.1 Un environnement Fog-IoT
Un environnement Fog-IoT regroupe des infrastructures de calculs distri-
buées suivant le paradigme de calcul du Fog Computing et des noeuds ter-
minaux utilisateurs de type objets IoT. Un environnement Fog-IoT permet
de déployer des applications de type IoT. Il regroupe à la fois les noeuds des
centres des données, les noeuds Fog et les noeuds IoT.
1.5 Gestion des applications IoT dans les environne-
ments Fog-IoT
Le processus de gestion d’applications peut être décomposé en trois grandes
étapes, représentées en figure 1.6.
La première étape, l’architecture logicielle, permet de définir les spécificités
de l’application, les technologies qu’elle utilise et les modules qui la composent.
La deuxième étape, le placement, permet de trouver un emplacement phy-
sique aux services composants l’application sur l’infrastructure de calcul tout
en respectant d’éventuelles contraintes et des objectifs donnés.
La dernière étape, la maintenance, gère le cycle de vie de l’application sur
l’infrastructure et permet d’effectuer des ajustements en fonction de l’état du
système et des besoins utilisateurs.
Dans ce travail, nous nous intéressons à l’étape du placement d’applications
en environnement statique avec le chapitre 3 et en environnement dynamique
avec le chapitre 4.
Le placement de services est un cas particulier des problèmes d’ordon-
nancement de tâches, une problématique très étudiée par la communauté des
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systèmes distribués et qui a suscité d’autant plus d’intérêt avec l’apparition
du Cloud Computing et son utilisation en tant que principal paradigme de
calcul. Il a été démontré à plusieurs reprises qu’une mauvaise politique de
gestion des ressources physiques et virtuelles du Cloud a un impacte négatif
sur le plan économique, énergétique et qualitatif de ces systèmes [Arya 2014],
[Fakhfakh 2014].
Cette section donne un bref aperçu du problème du placement de services
et ses différentes variantes dans le Cloud et par la suite l’extension de ce
problème aux environnements distribués Fog-IoT qui apporte de nouveaux
défis à considérer et qui ont été cités dans la section 1.4.
On trouve plusieurs termes qui font référence au même problème : pla-
cement de services, placement de composants, d’opérateurs ou de machines
virtuelles, etc.
Dans ce travail nous utilisons le terme générique "service" qui peut faire ré-
férence à n’importe quelle entité virtuelle : machines virtuelles (VMs), contai-
ners ou "bundle OSGi" .
Un service est une unité indépendante virtuelle avec une capacité de calcul,
de communication et de stockage qui interagit avec d’autres services et/ou avec
les équipements utilisateurs pour effectuer une tâche donnée.
1.5.1 Les flux de services (workflow)
L’entrée d’algorithmes de planification de tâches (ici services) est généra-
lement un modèle de workflow qui définit les services et leur inter-dépendance
sans spécifier l’emplacement physique des ressources sur lesquelles les services
sont exécutées. Il existe deux types de workflow : déterministe et non dé-
terministe. Dans un modèle déterministe, les dépendances des tâches et des
données d’E/S sont connues à l’avance, tandis que dans un modèle non déter-
ministe, elles ne sont connues qu’au moment de l’exécution [Adhikari 2019].
Le flux de tâches est la représentation abstraite d’une application qui peut
être classée selon le domaine ou le type de données en workflow scientifique,
business ou synthétique [Adhikari 2019]. Considérant la dépendance entre les
tâches d’un workflow, on peut avoir des workflow séquentiels, parallèles ou
une combinaison des deux.
Le modèle d’application peut être classé en trois catégories : flux de travail
unique, flux multiple ou flux ensembliste.
— Flux de travail unique : Il s’agit d’un modèle d’application tradition-
nel. Les tâches du workflow sont exécutées de manière séquentielle et
indépendante sur les serveurs.
— Flux multiples : l’application de cette catégorie est composée de plu-
sieurs types de workflows scientifiques. Cependant, les instances de
workflow peuvent ne pas avoir la même propriété et elles peuvent varier
en fonction de leur structure, de leur taille et de leurs besoins en res-
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sources. Pour ce type d’application, le nombre et le type des workflows
varient dynamiquement. Ainsi, l’ordonnanceur doit utiliser l’algorithme
dynamique pour déployer les tâches vers les ressources appropriées sur
le serveur. Chacun des workflows d’une application peut avoir des exi-
gences de QoS différentes et s’exécute indépendamment sur les serveurs.
Ces types de workflows sont composés d’un certain nombre de tâches
dépendantes et chaque tâche doit être assignée à une instance de ma-
chine physique ou virtuelle appropriée.
— Ensembles de flux : les applications de cette catégorie sont également
composées de plusieurs workflows scientifiques dont l’effet combiné pro-
duit la sortie souhaitée d’une application. Cependant, les workflows des
applications sont interdépendants et s’exécutent indépendamment sur
les serveurs. Les workflows dans les ensembles d’une application ont une
structure similaire avec différentes tailles de tâches. Chacun des work-
flows de l’application planifie les ressources appropriées sur les serveurs.
Par exemple, les applications vidéo doivent regrouper une seule grande
image en mosaïque de l’ensemble du ciel en combinant différents types
de mosaïques de différentes régions du ciel.
1.5.1.1 Type d’ordonnancements de services
L’ordonnancement de services peut se faire avec ou sans contraintes et peut
être statique ou dynamique [Fakhfakh 2014].
— Ordonnancement statique (hors ligne) : ce type d’algorithme est basé
sur la création d’un plan de planification avant d’exécuter des tâches de
workflow. Ainsi, il considère l’état initial de la plateforme Cloud. Des
algorithmes statiques peuvent être prévus pour planifier un ou plusieurs
workflows.
— Ordonnancement dynamique (en ligne) : les algorithmes dynamiques
consistent à provisionner des ressources et à planifier des tâches à l’exé-
cution pour prendre en compte l’aspect dynamique du Cloud. Ils recal-
culent périodiquement les solutions afin d’optimiser le coût de calcul
en fonction des conditions et ressources actuelles du réseau et mettent
à jour certains paramètres tels que les coûts de communication.
1.5.2 Objectifs et finalités d’un ordonnancement de tâches
Un ordonnancement est guidé par un ou plusieurs objectifs à atteindre. Les
éventuelles solutions trouvées sont comparées entre elles selon un ou plusieurs
indicateurs numériques représentant les objectifs à atteindre. Ci-dessous se
trouve une liste non exhaustive des catégories d’objectifs qu’on trouve dans
la littérature.
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— La Qualité de service (QoS) : qui peut être représentée par plusieurs
métriques selon les applications et le contexte ainsi que les besoins
utilisateurs ou besoins système. La métrique du temps de réponse et l’un
des indicateurs les plus utilisés pour parler de qualité de service d’une
application. D’autres critères comme la disponibilité, la robustesse, la
scalabilité sont des critères fonctionnels de la qualité de service.
— L’utilisation des ressources (UR)(efficacité) : permet d’identifier si cer-
taines ressources sont sous-utilisées ou sur-utilisées. Ceci permet d’éta-
blir des politiques d’équilibrage de charge de travail entre les équipe-
ments et ainsi rentabiliser toute l’infrastructure. Les métriques pour
cette catégorie sont souvent la charge CPU d’un équipement comparé
à la charge moyenne de l’infrastructure ou le nombre de tâches traitées
par seconde.
— L’énergie : Comme nous avons pu le voir précédemment l’énergie est un
élément important dans l’ICT. Les métriques liées à cet objectif sont en
général l’efficacité énergétique des équipements (énergie utile/ énergie
consommée), l’énergie totale, et la puissance moyenne consommée.
— Coût financier (CF) : le coût financier d’un placement dans le Cloud
varie selon le fournisseur.
— Coût opérationnel (CO) : les coûts de la mise en place et de l’utilisation
de la politique d’ordonnancement peuvent être définis par une métrique
temporelle, par l’utilisation de ressource ou encore l’énergie.
1.5.3 Le placement de services vu comme un problème d’optimi-
sation combinatoire
Le placement de services dans le Cloud ou le Fog est principalement modé-
lisé et traité comme un problème d’optimisation. Il existe plusieurs approches
pour résoudre ce type de problèmes présentées par la Figure 1.7. On dis-
tingue deux grandes familles de problèmes d’optimisation : (1) les problèmes
à variables continues et (2) les problèmes à variables discrètes (problème com-
binatoire). Le placement de services fait partie des problèmes d’optimisation
combinatoire.
Un problème d’optimisation combinatoire consiste à trouver dans un en-
semble discret de solutions, une ou plusieurs solutions parmi les meilleurs so-
lutions réalisables du problème. La notion de meilleure solution étant définie
par la valeur d’une ou plusieurs fonctions objectifs.
La résolution d’un problème d’optimisation combinatoire consiste à trou-
ver une solution optimale dans un ensemble discret et fini de possibilités. En
théorie la résolution du problème revient à tester toutes les solutions réali-
sables, et de comparer leurs qualités pour identifier la meilleure. Cependant,
en pratique, l’énumération de toutes les solutions peut prendre un temps consi-
dérablement long. La théorie de la complexité donne des outils pour mesurer
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ce temps de recherche. De plus, comme l’ensemble des solutions réalisables
est défini de manière implicite, il est aussi parfois très difficile de trouver ne
serait-ce qu’une solution réalisable.
Quelques problèmes d’optimisation combinatoire peuvent être résolus de
manière exacte en un temps polynomial, par exemple par un algorithme glou-
ton, un algorithme de programmation dynamique ou en montrant que le pro-
blème peut être formulé comme un problème d’optimisation linéaire en va-
riables réelles.
Dans la plupart des cas, le problème est NP-difficile et, pour le résoudre,
il faut faire appel à des algorithmes de branch and bound, à l’optimisation
linéaire en nombres entiers ou encore à la programmation par contraintes.
En pratique, la complexité acceptable n’est souvent que polynomiale. On se
contente alors d’avoir une solution approchée au mieux, obtenue par une heu-
ristique ou une métaheuristique. Pour certains problèmes, on peut prouver
une garantie de performance, c’est-à-dire que pour une méthode donnée l’écart
entre la solution obtenue et la solution optimale est borné. Dans ces condi-
tions, à domaine égal, un algorithme est préférable à un autre si, à garantie
égale ou supérieure, il est moins complexe.
Classe et complexité d’un problème Tout problème d’optimisation peut
se ramener à un problème de décidabilité. Un problème est dit décidable s’il
existe un algorithme qui le résout en un temps fini. Si aucun algorithme ne
peut le résoudre en un temps fini, ce dernier est dit indécidable. La théorie de
la complexité [Wegener 2005] permet d’estimer le temps et les ressources de
calcul nécessaires à la résolution d’un problème. Les problèmes dits décidables
se décomposent en trois classes de complexité temporel :
— Classe P Un problème est dit polynomial, s’il existe un algorithme
de complexité polynomiale capable de le résoudre. Ainsi l’ensemble des
problèmes polynomiaux forme le class P.
— Classe NP Un problème P est dans NP si pour toute instance de ce
problème. Il est résolvable en temps polynomial. Cette classe rassemble
la plus part des problème d’optimisation combinatoire.
— Classe NP-Complet Un problème NP-complet est un problème NP
qui domine tout les autres. Aucun algorithme peut le résoudre en temps
polynomial. Un problème P domine un problème P’ (P’ est réductible
polynomialement en P) si :
— si on peut transformer toute instance de P en une instance de P’
grâce à un algorithme polynomial.
— I est solution de P si est seulement si I’ est solution de P’.
Dans ce qui suit nous allons brièvement décrire les méthodes heuristiques
et métaheuristiques qui sont les catégories d’approches les plus utilisées dans la
littératures. Les résolutions exactes sont quant à elles souvent non applicables
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dans des systèmes réels.
(1) Approche heuristique pour le placement de services
Il existe quatre classes d’heuristiques de planification pour les applications
de workflow, à savoir la planification de tâches individuelles, la planification de
listes, la planification basée sur les clusters et la duplication [Fakhfakh 2014].
Les types d’algorithmes que nous allons définir dans cette partie font partie
des approches de résolution gloutonnes (Greedy Algorithms).
Les algorithmes Glouton font partie des schémas de résolutions les plus
simples et les plus rapides. Les solutions sont construites de manière itérative
sans jamais être remises en question. À une itération donnée, on détermine
l’élément à inclure dans la solution partielle en évaluant le coût de la solu-
tion construite. L’élément engendrant la plus petite augmentation de coût est
choisi. Cette approche ne permet pas de connaître le coût ou l’impacte à long
terme du choix d’un élément à une itération donnée. De plus, les contraintes
du problème peuvent faire échouer l’algorithme si à un itération donnée au-
cun élément possible ne donne une solution valide. Les algorithmes gloutons
ou itératifs connus aussi sous le nom de méthodes de descentes ou méthodes
classiques peuvent facilement se retrouver piégés dans un optimum local, qui
constitue la meilleure solution accessible compte tenu de l’hypothèse initiale.
Pour améliorer l’efficacité de la méthode, on peut appliquer l’algorithme à plu-
sieurs reprises avec des conditions initiales différentes et choisir la meilleure
solution obtenue. Cette procédure augmente considérablement le temps de
calcul de l’algorithme sans garantir l’obtention de la configuration optimale.
L’application d’une méthode itérative est particulièrement inefficace lorsque le
nombre d’optimum locaux croit exponentiellement avec la taille du problème.
— Algorithme pour un service
La planification de tâches individuelles est la méthode de planification
la plus simple pour planifier des applications de workflow et elle prend
une décision de planification basée uniquement sur une seule tâche
— Algorithme de listes
Une heuristique de planification de liste hiérarchise les tâches de work-
flow et organise les tâches en fonction de leurs priorités. Il y a deux
phases principales dans une heuristique de planification de liste, la
phase de priorisation de la tâche et la phase de sélection des ressources.
— Algorithmes de clusterisation et de duplication
La planification basée sur les clusters et la planification basée sur la du-
plication sont conçues pour éviter le temps de transmission des résultats
entre les tâches interdépendantes vis à vis des données, de manière à
réduire le temps d’exécution global. La planification basée sur le clus-
ter regroupe les tâches et affecte les tâches du même cluster à la même
ressource, tandis que la planification basée sur la duplication utilise
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Figure 1.7 – Ordonnancement de tâches informatique [Dorsemaine 2015]
le temps d’inactivité d’une ressource pour dupliquer certaines tâches
parentes, qui sont également planifiées sur d’autres ressources.
(2) Approche Meta-heuristique pour le placement de services
Le placement de services dans le Cloud ou le Fog fait parti des problèmes
dits NP-difficiles [Adhikari 2019]. Pour sa résolution, on a souvent recourt
à des heuristiques conçues et adaptées pour un problème particulier ou des
métaheuristiques, des méthodes génériques qui peuvent s’appliquer à tous les
problèmes d’optimisation et s’adapter à leur dynamicité. Ces dernières années,
diverses méthodes efficaces, évolutionnaires et basées sur des stratégies de
coopération, ont été proposées pour résoudre les problèmes NP-difficiles dans
lesquels, aucune solution en temps polynomial ne peut être trouvée. On résume
les différents aspects d’un ordonnancement de tâches avec le schéma présenté
en figure 1.7.
Une métaheuristique désigne un algorithme qui résout un problème d’opti-
misation sans garantie d’optimalité, dans des temps de calcul acceptables. Les
approches métaheuristiques utilisent des stratégies génériques indépendantes
du problème étudié et qui guident la recherche dans l’espace de ses solutions.
Elles sont de ce fait applicables à tout problème d’optimisation.
Les métaheuristiques sont inspirées par des analogies avec la physique
(recuit simulé), avec la biologies ( algorithmes évolutionnaires, recherche ta-
bou) ou encore avec l’éthologie (colonie de fourmi, essaim particulairs, essaim
d’abeilles) [DREO 2003]. Les approches métaheuristiques ont en commun un
certains nombre de caractéristiques :
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Efficacité des métaheuristiques
— Capacité des métaheuristique à s’extraire du minimum local :
Pour surmonter la problématique du minimum local, les métaheuris-
tiques autorisent de temps à autre une dégradation temporaire de la
solution. Ce processus est appelé mouvement de remontée qui est la
base des méthodes dites de voisinage (recherche tabou et recuit si-
mulé). En fonction de chaque méthode, un mécanisme de gestion des
dégradations de la solution est appliqué pour éviter la divergence de
la recherche. Les stratégies à population ou dite distribuées comme les
algorithmes évolutionnaires ont également des mécanismes de contrôle
de la dégradation.
— Applicabilité à tous les problèmes d’optimisation et adaptabilité aux
changement :
Les métaheuristiques s’appliquent aussi bien aux problèmes d’opti-
misation continus que discrets, mono-objectif et multi-objectifs où il
s’agit d’optimiser simultanément plusieurs objectifs. Les métaheuris-
tiques peuvent également être utilisées pour de l’optimisation multimo-
dales, où on essaye de repérer tout un jeu d’optimum globaux et locaux
et pour la résolution de problèmes dynamiques avec une ou plusieurs
fonctions objectives variant cours du temps.
— Nature stochastique :
Les métaheuristiques sont en partie stochastiques, ce qui leur permet
de faire face à l’explosion combinatoire des possibilités.
— Coopération et hybridation :
Les méthodes ne s’excluent pas entre elles et peuvent être combinées
pour résoudre un problème donné.
Inconvénients des métaheuristiques
— Calibration des paramètres :
Toutes les métaheuristiques ont au moins un paramètre d’entrée et au
moins un critère de fin qu’il faut déterminer. Souvent, le choix des
valeurs des paramètres se fait expérimentalement. Il existe cependant
des résultats théoriques pour certaines méthodes.
— Initialisation (Solutions de départ) :
L’initialisation des solutions de départ est une étape commune à toutes
les métaheuristiques et cette dernière impacte les futures régions ex-
plorées. Plus les solutions initiales sont bonnes, plus la métaheuristique
aura de chance de visiter des régions de l’espace des solutions inté-
ressantes et donc de converger rapidement vers une bonne solution.
Souvent, l’initialisation se fait uniformément sur l’espace de recherche
ou en utilisant une heuristique gloutonne.
— Compromis entre diversification et intensification :
Il est souvent difficile de trouver le bon compromis entre l’exploration de
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l’espace (diversification) qui vise à récolter l’information sur le problème
optimisé et l’exploitation des solutions (intensification) visant à utiliser
l’information récoltée pour définir les zones à parcourir. Le compromis
entre ces deux aspects se fait en partie grâce aux choix des paramètres
de chaque métaheuristique.
— Temps de résolution et consommation de ressources :
Contrairement aux algorithmes gloutons, les métaheuristiques à popu-
lation consomment plus de ressources de calculs, de mémoire et ont des
temps d’exécution plus grands.
Métaheuristiques évolutionnaires
Les algorithmes évolutionnaires (AEs) sont des méthodes de recherche appa-
rues à la fin des années 1950 s’inspirant de l’évolution des espèces en biologie.
Elles connaissent un grand succès depuis le développement considérable des
puissances de calcul et des capacités de stockage des machines. Un algorithme
évolutionnaire manipule un ensemble de solutions appelé population d’indi-
vidus. Un individu représente une solution du problème. Le principe d’une
stratégie évolutionnaire est de faire évoluer cette population d’individus grâce
à des opérateurs de reproduction et de sélection. Un opérateur de reproduction
permet la recombinaison et la variation des caractères héréditaires des parents
pour créer des nouveaux individus. La sélection permet la survie des indivi-
dus les plus performants. Des opérations de perturbations sont introduites
(mutation) pour assurer l’aspect exploratoire de la stratégie et introduire
une dimension stochastique au processus de recherche. L’algorithme Géné-
tique (GA) est la méthode la plus connue de cette famille de métaheuristiques.
Métaheuristiques de trajectoire
Les métaheuristique de trajectoire sont des méthodes à solution unique. Les
méthodes à solution unique commencent par une solution initiale et s’en
éloigne progressivement en suivant une certaine trajectoire dans l’espace de
recherche. Les méthodes de trajectoire englobent essentiellement la méthode
de descente, la méthode du recuit simulé, la recherche tabou, la méthode
GRASP, la recherche à voisinage variable, la recherche locale itérée et leurs
variantes.
Métaheuristiques à intelligence par essaim
L’intelligence en essaim (Swarm Intelligence) est inspirée des phénomènes bio-
logiques rencontrés en éthologie [Bonabeau 1999]. Cette catégorie de métaheu-
ristiques recouvre un ensemble d’algorithmes, à base de population d’agents
simples (entités capables d’exécuter certaines opérations), qui interagissent
localement les uns avec les autres et avec leur environnement. Ces entités,
ont généralement une capacité individuelle très limitée mais peuvent coopérer
pour effectuer des tâches plus complexes et nécessaires à leur survie.
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Bien qu’il n’y ait pas de structure de contrôle centralisée qui dicte la fa-
çon dont les agents individuels devraient se comporter, les interactions locales
entre les agents conduisent souvent à l’émergence d’un comportement collec-
tif global et auto-organisée. Deux exemples phares d’algorithmes de l’intelli-
gence en essaim sont les algorithmes de colonies de fourmis et les algorithmes
d’optimisation par essaim particulaire. D’autres algorithmes d’optimisation
qui proviennent d’analogies avec des phénomènes biologiques naturels ont
été proposés. Parmi les plus significatifs d’entre eux figurent : l’algorithme
Bacterial foraging optimization [Liu 2002] qui s’inspire du comportement de
recherche de nourriture et de reproduction des bactéries, l’optimisation par
colonie d’abeilles (Bee Colony Optimization) [Karaboga 2007] les systèmes im-
munitaires artificiels [Farmer 1986], l’algorithme Penguin [Gheraibia 2013], et
l’algorithme d’optimisation basée sur la biogéographie insulaire [Simon 2009].
1.6 La consommation énergétique dans les environne-
ments Fog-IoT
Dans cette partie nous allons voir dans un premier temps et à travers
différentes études l’impacte du Cloud, des réseaux et de l’IoT sur la consom-
mation énergétique. Dans un deuxième temps, nous allons aborder plus en
détails les efforts et les approches pour estimer la consommation énergétique
des environnement Fog-IoT.
1.6.1 La consommation énergétique du secteur des technologies de
l’information et des communications (ICT)
En considérant uniquement des infrastructures Cloud, le secteur des Tech-
nologies de l’information et de la Communication (ICT) consommerait un
peu plus d’un cinquième de l’électricité mondiale selon [tsu 2017]. Le pro-
blème énergétique de l’ICT est d’autant plus important avec l’avènement de
l’IoT et l’utilisation du Fog comme paradigme de calcul. Selon l’étude [eno ]
faite en 2014, les 14 milliards d’objets connectés déjà déployés à travers le
monde consomment 400 TWh (terawatt-heure) par an. Les auteurs estiment
que ce chiffre pourrait atteindre les 1400 TWh après le déploiement des 50
milliards d’objets prévu pour fin 2020.
La part des ICT dans les émissions mondiales de gaz à effet de serre a
augmenté de moitié depuis 2013, passant de 2.5% à 3.7% des émissions mon-
diales. Dans les pays de l’OCDE, les émissions de CO2 des TIC ont augmenté
d’environ 450 millions de tonnes depuis 2013. Sur la même période, les émis-
sions globales de CO2 de l’OCDE ont diminué de 250 millions de tonnes
[Ferrboeuf 2019]. L’expansion rapide des TIC entraîne une augmentation ra-
pide de leur empreinte énergétique directe. Cette empreinte comprend l’éner-
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gie utilisée pour la production et l’utilisation des équipements TIC (serveurs,
réseaux, terminaux). Cette dernière a augmenté de 9% par an. Par rapport
à 2010, la consommation directe d’énergie générée par 1 euro investi dans
les technologies numériques a augmenté de 37%. L’intensité énergétique du
secteur des TIC augmente de 4% par an, ce qui contraste fortement avec la
tendance de l’évolution de l’intensité énergétique du Produit Intérieur Brute
(PIB) mondial, qui diminue de 1.8% par an. L’explosion des utilisations de
la vidéo (Skype, Streaming, etc.) et la consommation accrue d’équipements
numériques fréquemment renouvelés sont les principaux moteurs de cette in-
flation.
Selon l’étude de l’IEA [IEA 2019], les environnements IoT sont à l’origine
d’une génération de données importante (phénomène du Big Data). Le trafic
de données internet a triplé entre 2015 et 2019 et suit une augmentation
exponentielle. 90% des données aujourd’hui ont été générées entre 2018 et
2020. Des études estiment que le trafic internet atteindra les 4.2 zettabytes en
2022 (cisco 2915, 2018, 2019,iea).
Le nombre d’utilisateurs internet mobiles a atteint les 3.6 milliards en
2018 et devrait atteindre les 5 milliards d’utilisateurs aux alentours de 2025.
Le nombre d’équipements Internet of Things a atteint les 7.5 milliards en 2018
et on estime qu’il atteindra les 25 milliards en 2025 (GSM 2019) pour chaque
bit de données transitant sur le réseau depuis le centre de données jusqu’aux
utilisateurs finaux, 5 autres bits de données sont transmis dans et entre les
centres de données (Cisco, 2016). La nature de la transmission de données
évolue rapidement et le trafic provenant des appareils sans fils et mobiles va
représenter plus de 70 % du trafic IP total d’ici 2022, contre environ la moitié
en 2018 [Jalali 2017].
Concernant le cas de la France l’étude faite par [dat ] montre que le volume
de données transitant par les réseaux mobiles continue d’augmenter et arrive à
une augmentation d’environ 45% en une année, soit 1,5 exaoctets de données
pour le 4e semestre de 2019.
1.6.1.1 Les centres de données (Le Cloud)
Les auteurs de [Gre 2020] estiment que le secteur informatique est respon-
sable de 7% de la consommation électrique mondiale. Ils montrent que les
centres de données produisent 25% de gaz à effet de serre. En raison de l’im-
pact énergétique non négligeable des centres de données, de nombreux travaux
ont abordé le problème de la minimisation de la consommation d’énergie dans
le Cloud [Baliga 2011], [Kumar 2010], [Beloglazov 2010]. Dans un document
de 2012, "How Clean is Your Cloud", Greenpeace propose cette comparai-
son : "Si le Cloud était un pays, il aurait la cinquième plus grande demande
d’énergie au monde". La demande mondiale d’électricité des centres de don-
nées en 2018 était estimée à 198 TWh, soit près de 1% de la demande finale
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mondiale d’électricité [Shehabi 2018]. Sur la base des tendances actuelles en
matière d’efficacité du matériel et de l’infrastructure des centres de données,
la demande mondiale en énergie des centres de données devrait diminuer légè-
rement pour atteindre 191 TWh en 2021 (Cisco, 2018 ; Masanet et al., 2018 ;
Shehabi et al., 2016). Ceci malgré une augmentation prévue de 80% du tra-
fic des centres de données et de 50% de la charge de travail des centres de
données au cours des trois prochaines années (Cisco, 2018). Le document de
2014, intitulé "Data Center Efficiency Assessment", du National Resources
Defense Council (NRDC) [NRD 2014] indique que les 2 millions de serveurs
informatiques dans près de 3 millions de centres de données utilisés aux États-
Unis pour les activités en ligne consomment suffisamment d’électricité pour
alimenter tous les foyers de New York pendant 2 ans".
Bien que des plans soient en cours pour construire les futurs centres de
données dans des endroits où des sources d’énergie plus propres sont dispo-
nibles, ces derniers consomment déjà de très grandes quantités d’énergie, et
cette consommation ne fera qu’augmenter avec l’IoT.
1.6.1.2 Les réseaux de transmission
Les réseaux de données ont consommé environ 260 TWh dans le monde
en 2018, soit environ 1.1 % de la demande mondiale totale d’électricité, les
réseaux mobiles représentant les deux tiers. À court terme, l’éventail des résul-
tats énergétiques possibles est large, dépendant en grande partie de la crois-
sance de la demande de données et du rythme des nouvelles améliorations
de l’efficacité énergétique de ressources de calcul. Dans un scénario d’amélio-
ration modérée de l’efficacité des serveurs de calcul de 10 % par an (estima-
tion prudente basée sur les améliorations historiques), la demande d’électricité
pourrait augmenter de près de 10% pour atteindre environ 280 TWh en 2021.
En revanche, dans un scénario d’amélioration du rendement élevé de 20 % par
an (basé sur les taux obtenus dans des réseaux bien gérés et à forte utilisation
de capacité), la demande pourrait baisser de 25 % pour atteindre environ 190
TWh.
Cet éventail de résultats potentiels souligne l’importance de la politique
de placement de services pour réaliser de nouveaux gains d’efficacité.
Selon [IEA 2017], une connexion câblée est le moyen le plus économe en
énergie pour communiquer numériquement. Si la connexion se fait par un
réseau cellulaire, la consommation d’énergie augmente considérablement. Une
étude publiée en 2015 par le Centre for Energy Efficient Télécommunications
[Decker 2015] montre qu’en 2015 l’utilisation du Cloud à travers les réseaux
non filaires a consommé 43 TWh contre seulement 9.2 TWh en 2012, soit
une augmentation de 460%. Cela représente une augmentation de l’empreinte
carbone de 6 mégatonnes de CO2 en 2012 à 30 mégatonnes de CO2 en 2015,
soit l’équivalent de l’ajout de 4,9 millions de voitures sur les routes. Jusqu’à
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90% de cette consommation est imputable aux technologies des réseaux d’accès
sans fil, les centres de données ne représentant que 9 %.
1.6.1.3 Les terminaux : IoT, Mobile
Un rapport de l’Agence internationale de l’énergie (AIE) [IAE 2016] estime
pour 2025 une consommation énergétique annuelle de 46 TWh pour 5 types
d’applications IoT : domotique, éclairage intelligent, éclairage public intelli-
gent, routes intelligentes et appareils intelligents. L’impact environnemental
de ces infrastructures est également important. Selon Peter Corcoran, membre
IEEE, l’énergie est l’un des trois principaux déterminants de la "durabilité à
long terme de l’Internet des objets" (les deux autres étant la vie privée et la
cybersécurité).
Les auteurs de [Hazas 2016] notent que bien que de nombreuses communi-
cations machine to machine (m2m) consomment très peu d’énergie, certaines
d’entre elles comme les communications entre voitures autonomes, requièrent
des quantités d’énergie démesurées, tant à la source que dans le Cloud et
s’ajoute à cela le coût de la fabrication. Les auteurs expliquent en outre que si
chaque objet individuellement ne consomme pas beaucoup d’énergie, le simple
volume des transmissions pourrait placer les communications m2m en tête des
concurrents en matière de consommation d’énergie. Certains prédisent que les
communications m2m vont représenter 45% du trafic Internet d’ici 2022.
Pour démontrer le risque d’une augmentation substantielle de la consom-
mation d’énergie avec la prolifération prévue de l’IoT, l’Agence internationale
de l’énergie (AIE) a publié un rapport orienté sur les terminaux utilisateurs
à haut rendement énergétique (4E) [IEA 2019]. Le rapport a estimé que la
consommation annuelle mondiale d’énergie en mode veille de certains équipe-
ments IoT pourrait atteindre les 46 TWh d’ici 2025. Le rapport a en outre
fourni des lignes directrices pour la sélection des technologies ou protocoles
de communication (Bluetooth Smart, ZigBee, Wi-Fi etc.) si l’on veut réduire
au minimum l’énergie en veille.
1.6.2 Calcul et estimation de la consommation énergétique dans
les environnement ICT
On trouve dans la littérature de nombreux travaux qui traitent de
la consommation d’énergie des services dans le Cloud [Kliazovich 2015],
[Khosravi 2013], [Khosravi 2017], [Thiam 2019]. Cependant, comme la com-
binaison de l’IoT et du Fog est relativement nouvelle, il y a peu de travaux
sur la consommation d’énergie de ces infrastructures.
Dans cette section, nous abordons d’abord la consommation d’énergie des
terminaux IoT et leurs réseaux de support. Ensuite, nous discuterons de l’im-
pact de plusieurs paramètres du système Fog-IoT sur l’énergie [Jalali 2017].
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Figure 1.8 – Catégories d’équipements ICT
[Ahvar 2019] propose dans un premier temps une taxonomie des différentes
déclinaisons d’architecture ICT, de la plus centralisée à la plus décentralisée
d’entre elles, en passant par le Fog et le Edge computing. Dans un deuxième
temps, les auteurs proposent un modèle générique pour le calcul de la consom-
mation énergétique de chacune des architectures identifiées. Les auteurs ont
montré qu’une architecture purement distribuée qui n’utilise pas les centre de
données et leurs systèmes de refroidissement, consomme entre 14% et 25%
d’énergie en moins par rapport à un système entièrement centralisé et partiel-
lement distribué.
Les architectures proposées sont : "Complètement centralisée (Cloud)",
" Partiellement centralisée (Fog/Edge)", "Distribuée avec contrôle centralisé
(Fog/Edge)" et "Complètement distribuée (P2P)". Les équipements ICT, pré-
sentés en figure 1.8, qui composent les différentes architectures sont divisés en
noeuds centre de données (DC) et équipements réseau. Ils proposent trois type
de centre de données en fonction du nombre de machine physiques (PMs) :
méga-DC si le nombre de machines physique dépasse les 10000, micro-DC,
si le nombre de machines physiques est inférieur à 500 et nano-DC avec une
seule machine physique. Les machines physiques ont été divisées en deux ca-
tégories : machines dédié au calculs ou (PM de type 1 ou CN) et machines de
stockage (PM de type 2). Chaque type présente un profil énergétique différent.
Les équipements réseau se divisent en noeuds routeurs, switch et liens réseau.
Les auteurs proposent également un modèle générique pour estimer la
consommation d’énergie de l’infrastructure qui comprend les centres de don-
nées (méga, micro et nano) et le réseau de communication entre les centres de
données et les utilisateurs sans inclure les terminaux utilisateurs.
Les entrées du modèle considèrent un certain nombre d’utilisateurs finaux
qui utilisent des machines virtuelles actives pendant une certaine période de
temps T définie en seconde. La topologie réseau considérée et en "fat tree".
Le modèle proposé divise pour chaque type d’équipement ICT la consom-
mation d’énergie en parties statiques et dynamiques. La consommation d’éner-
gie statique est la consommation d’énergie sans tenir compte de la charge de
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travail (c’est-à-dire que les ressources sont inutilisées). Le coût dynamique est
calculé sur la base de l’utilisation actuelle des ressources du Cloud par les
machines virtuelles actives.
L’énergie consommée en statique est estimée comme la somme de la partie
statique réseau et de celle de chaque centre de données (DC) incluant l’énergie
consommée pour le refroidissement (exprimée en Power Usage Effectiveness
(PUE)) le tout étant multiplié par le période T .
Dans de nombreux travaux, les équations d’estimation de la consommation
énergétique de machines physiques des DCs sont linéaires en fonction de leur
utilisation CPU.
Pour la partie dynamique des réseaux intra-DC, la consommation éner-
gétique dynamique de la partie réseau dépend du nombre moyen de paquets
traités par l’équipement (routeur ou switch), l’énergie pour traiter un paquet
et l’énergie pour sauvegarder et transférer un octet. Les deux derniers para-
mètres varient en fonction du type de l’équipement.
1.6.3 La minimisation de la consommation énergétique dans des
environnements Fog-IoT
Étant données les différentes études prévoyant l’importante augmenta-
tion de la consommation énergétique du secteur ICT, principalement due
aux environnements Fog et IoT, de nombreux travaux proposent des solu-
tions pour minimiser cette consommation et réduire l’impact énergétique dans
Le Fog et L’IoT. Dans ce qui suit nous allons résumer ces travaux. La ré-
duction de la consommation énergétique des infrastructures de calcul peut
être et a été adressée de différentes manières dans la littérature. Certaines
techniques comme l’ordonnancement de tâches restent applicables au Fog.
d’autres, comme la consolidation de charge avec arrêt des machines ne peuvent
être utilisées que dans les centres de données.
1.6.3.1 Aspects à considérer et approches utilisées pour minimiser la
consommation énergétique dans les environnements Fog
[Jalali 2017] identifie un ensemble paramètres à considérer pour pouvoir
agir et minimiser la consommation des infrastructures Fog.
— Technologies du réseau d’accès :
Nous avons pu voir dans les sections précédentes l’hétérogénéité des
technologies de communications et leurs propriétés. Certaines techno-
logies sont plus adaptées pour certains équipements et certaines appli-
cations. A titre d’exemple les applications streaming ont de meilleurs
performances via les réseaux cellulaires, alors que les applications qui
ne consomment pas beaucoup de bande passante et qui interagissent
rarement avec les équipements sources et destinations sont plus adap-
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tées pour des réseaux LoRa. Le tableau 1.1 identifie les caractéristiques
des technologies de communications.
— Plateforme de gestion de l’infrastructure Fog :
Les paradigmes et outils utilisé pour gérer l’infrastructure IT pourraient
être une source d’inefficacité énergétique. Il existe des technologies pro-
metteuses pour déployer cette plateforme comme la virtualisation de
fonction réseau (NFV) et les réseaux définis par logiciels (SDN). Ces
technologies pourraient aider à améliorer l’efficacité des infrastructures
de type Fog grâce à la virtualisation.
— Type d’applications :
Les auteurs dans [Jalali 2016] indiquent que les paramètres tels que le
nombre de téléchargements, le nombre de mises à jour et la quantité
de données montantes et descendantes jouent un rôle important sur la
consommation d’énergie des applications.
Il ressort de l’article [Jalali 2016] que les applications nécessitant une
puissance de calcul importante sont plus efficaces placées dans le Cloud.
Les auteurs ont montré que les économies d’énergie réalisées grâce au
Fog Computing viennent des applications qui génèrent et distribuent
des données en continu avec les utilisateurs finaux et ayant un faible
taux d’accès aux données provenant de l’extérieur du Fog. L’exemple le
plus connu de ce types d’application sont les applications de surveillance
sans reconnaissance faciale.
Les auteurs ont également montré que les applications avec des calculs
lourds consomment plus d’énergie dans le Fog. Les serveurs Fog sont
souvent limités en capacité de calcul et donc si on y exécute une ap-
plication à calcul lourd, cette application risque de prendre toutes les
capacités du serveur et prendra plus de temps à s’exécuter dans le Fog
que dans le Cloud. Il serait donc plus judicieux de placer cette catégorie
d’applications dans le Cloud. Il convient de noter que ces résultats sont
basés sur l’hypothèse que le système IoT est alimenté par la grille élec-
trique, et non les réseaux locaux intelligents (appelés micro-réseaux) à
énergie renouvelable.
— Puissance statique (idle) des équipements Fog :
Les serveurs physiques des centres de données sont partagés de manière
dynamique entre de nombreux services et utilisateurs. Si un service IoT
placé dans le Cloud est inactif pendant un certain temps, le serveur peut
être affecté à d’autres tâches. Ce partage permet de réduire le nombre de
serveurs sous utilisés. En raison des contraintes de capacité des noeuds
dans le Fog les stratégies de ré-allocation entre noeuds Fog ne peuvent
pas être appliquées. Par conséquent, les noeuds Fog resteront inactifs
pendant de longues périodes entre les tâches d’un service et ce qui
rendra le Fog inefficace énergiquement.
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Figure 1.9 – Intervenir sur l’efficacité énergétique des noeuds de calcul
[Orgerie 2014]
— L’utilisation des systèmes microgrid dans le Fog :
Il est nécessaire de concevoir des systèmes dynamiques et temps réel
pour gérer la consommation énergétique des infrastructures de calcul et
faire correspondre efficacement les disponibilités d’énergie renouvelable
et les demandes IoT.
[Orgerie 2014] met en évidence les aspects pouvant agir sur l’efficacité éner-
gétique des infrastructures de calculs, représentés en figure 1.9 et que nous
expliquons brièvement dans ce qui suit.
— La précision des modèles utilisés pour estimer l’énergie a un impact
direct sur l’efficacité et l’applicabilité des politiques choisies.
— Le choix des technologies de virtualisation peut améliorer l’efficacité
énergétique d’un noeud. La virtualisation augmente l’efficacité énergé-
tique de l’infrastructure de calcul en permettant la mutualisation des
coûts énergétiques et des coûts d’exploitation de plusieurs serveurs sur
un seul. Cependant, selon l’application et ses contraintes, des techniques
sont plus adaptée que d’autres (containers, machines virtuelles etc.)
— Il existe plusieurs moyens d’intervenir au niveau du noeud de calcul
pour améliorer son efficacité énergétique. Le premier étant un effort du
concepteur pour améliorer les aspects matériel et logiciel du noeud, le
second intervient dans une politique de gestion dynamique consistant à
ajuster la fréquence des processeurs pour réduire la consommation éner-
gétique due au calcul et enfin des politiques qui permettent d’éteindre
la machine.
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— Il existe également des approches qui interviennent à plus haut niveau,
agissant sur le centre de données dans sa globalité. En appliquant des
politiques de gestion tel que l’ordonnancement de tâches et les tech-
niques de consolidations consistant à migrer la charge de travail d’un
noeud à un autre ou bien en agissant sur les sources d’énergie qui ali-
mentent les centres de données.
1.6.3.2 Le placement des applications IoT dans le Fog
Le problème de placement de services dans le Fog est communément dé-
fini comme un problème d’optimisation visant à garantir une ou plusieurs
exigences en qualité de service du système, tels que : le temps de réponse,
l’efficacité d’utilisation des ressources, la minimisation de la consommation
du réseau. À cette fin, différentes approches ont été utilisées pour une réso-
lution exacte ou approchée sous différentes contraintes système : [Tran 2017],
[Skarlat 2017b], [Canali 2019], [Brogi 2019], [Nardelli 2019], [Guerrero 2018].
Ces travaux considèrent un environnement Fog-IoT sans nœuds mobiles et se
concentrent uniquement sur les exigences de qualité de service.
L’infrastructure du Fog combine un nombre important de noeuds de calcul
et réseau qui entraînent une importante consommation d’énergie. Les auteurs
de [Liu 2018] tentent de minimiser l’énergie, le temps et les coûts d’exécution
des nœuds mobiles en transférant leurs tâches vers des dispositifs de calcul
complémentaires. Cependant, cette approche peut induire une utilisation ex-
cessive des liens réseau et augmenter la consommation d’énergie des noeuds
restants. Les travaux de [Mebrek 2017] abordent le problème de l’affectation
des noeuds IoT aux passerelles Fog et propose une résolution par algorithme
génétique (GA) et algorithme de puissance incrémentale de diffusion (BIP),
pour réduire la consommation d’énergie des nœuds mobiles sous contrainte
de délai. Cette approche ne tient pas compte de la consommation d’énergie
des nœuds Fog et des besoins en qualité de service des applications après
l’affectation.
Contrairement aux travaux cités nous considéreront dans notre approche
les objectifs de minimisation de l’énergie de tout l’infrastructure Fog ainsi
que la minimisation du nombre de violations de délai des applications. Nous
avons considéré plusieurs heuristiques et méta-heuristiques et comparé leurs
performances avec différentes classes d’applications et différentes technologies
d’accès réseau.
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1.7 La qualité de services dans les environnements Fog-
IoT
La qualité de service ou Quality of Service (QoS) désigne la capacité d’un
service à répondre par ses caractéristiques aux différents besoins de ses uti-
lisateurs ou consommateurs [Bathelot 2015]. En informatique, la Quality de
service (QoS) est une description ou une mesure de performance d’un service
donné : service réseau, service Cloud Computing ou un service applicatif. Pour
donner une évaluation quantitative de la QoS, plusieurs métriques peuvent
être considérés selon l’environnement ciblé (réseau, calcul, applicatif).
(1) Les réseaux :
La qualité de service (QoS) dans le domaine des télécommunications est re-
présentée par la capacité des réseaux à véhiculer dans de bonnes conditions un
type de trafic donné, en termes de disponibilité, débit, délais de transmission,
gigue, taux de perte de paquets.
La gestion de la Qualité de service (QoS) a pour but d’optimiser les res-
sources d’un réseau ou d’un processus et de garantir de bonnes performances
aux applications critiques. La qualité de service permet d’offrir aux utilisateurs
des débits et des temps de réponse différenciés par applications (ou activités)
suivant les protocoles mis en œuvre au niveau de la structure. Elle permet
ainsi aux fournisseurs de services (départements réseaux des entreprises, opé-
rateurs) de s’engager formellement auprès de leurs clients sur les caractéris-
tiques de transport des données applicatives sur leurs infrastructures.
(2) Le Cloud :
La qualité de services (QoS) dans les environnements Cloud est représen-
tée par des métriques telles que la disponibilité et le persistance d’un service.
La gestion de la Qualité de service dans le Cloud vise à allouer les ressources
de calcul des centres de données pour assurer les métriques citées précédem-
ment. Le niveau de la QoS est déterminé dans un contrat dit "Sevice level
agreement" (SLA) qui est établi entre l’utilisateur et le fournisseur de services
Cloud. L’hétérogénéité des ressources de calcul et les mécanismes d’isolation
et des plateformes de contrôle des centre de donnée complexifient grandement
l’analyse, la prédiction et la gestion de la QoS dans le Cloud [Ardagna 2014]
(3) Les environnements IoT :
Nous avons vu dans la section 1.2.3 que la qualité de servie d’une appli-
cation IoT peut être considéré au niveau d’un composant (service, capteur,
actionneur) ou d’une manière plus globale en considérant toute l’application
d’un point de vu logiciel (virtuel).
La qualité de service (QoS) dans les réseaux et dans le Cloud a été lar-
gement étudiée. Cependant, il existe très peu de travaux pour l’instant qui
s’intéressent à la Qualité de Service des systèmes qui combinent les infrastruc-
ture du Cloud Computing et l’Internet des objets (Cloud-IoT) ainsi que les
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environnements Fog-IoT.
Les auteurs [Aazam 2014] discute les problématiques qui découlent de l’uti-
lisation des infrastructure Cloud Computing pour l’Internet des Objets. Selon
les auteurs le stockage des données IoT devrait se faire dans le Cloud pour as-
surer la longévité des objets. Le modèle économique des services IoT pourrait
également être simplifié en utilisant le Cloud (reprendre les modèles Cloud
déjà existants).
Même si contrairement au Cloud, le Fog peut réduire les latences des appli-
cations, Ce dernier doit assurer un certain nombre de critères QoS qui restent à
déterminer. Les approches pour arriver à gérer la QoS et les différents besoins
des applications dans le Fog restent aussi un sujet à étudier. Un environne-
ment complexe tel que le Fog peut entraîner des problèmes tels que la perte
de messages, le partitionnement du réseau et des pannes de courant. Dans
les applications déployées à grande échelle, les problèmes et les incohérences
apparaissent fréquemment en fonction de la manière dont les services sont
distribués .
Les auteurs de [Babu 2018] identifient quartes critères qui permettrons au
Fog d’assurer la qualité de service.
— Assurer la connectivité : Des aspects tels que le clustering réseau ou la
virtalisation dans un réseau diversifié ou hétérogène, offrent de nouvelles
possibilités pour réduire les coûts et étendre la connectivité.
— La Fiabilité : La fiabilité dans le Fog est similaire aux exigences de fiabi-
lité des infrastructures distribuées. Elle peut être améliorée en vérifiant
périodiquement le temps nécessaire pour reprendre une tâche après un
échec, en reprogrammant la tâche qui a échoué ou en répliquant les
nœuds pour exécuter la tâche en parallèle. Cependant, la reprogram-
mation et la vérification périodique de l’échec et de la reprise de la tâche
ne sont pas adaptées au Fog. Alors que la réplication peut fonctionner
dans certains cas.
— Le délais : Les applications sensibles aux délais doivent avoir un trai-
tement en temps réel. Le système doit pouvoir anticiper les régions des
requêtes à venir pour les clients qui utilisent fréquemment les mêmes
applications et doit pouvoir effectuer un traitement pour rendre les
données disponibles lorsque les clients les recherchent.
— Capacité : La bande passante du réseau et la capacité de stockage sont
les deux principales caractéristiques à prendre en compte en matière de
capacité. Pour atteindre ces deux caractéristiques, il est très important
de savoir où se trouvent les données dans le Fog, ce qui signifie que la
localisation des données rapidement est primordiale.
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1.8 La mobilité dans les environnements Fog-IoT
Bien que la mobilité soit un élément très important qui participe à créer
l’aspect dynamique et incertain des environnements IoT et Fog, son impact
sur les politiques de placement et de gestion des infrastructures reste très peu
étudié. La mobilité des environnements Fog-IoT est principalement due aux
noeuds de périphérie qui peuvent être aussi bien considérés comme noeud de
calcul ou comme noeud utilisateurs. L’impact de la mobilité sur l’énergie et la
qualité de service (QoS) reste difficile à anticiper et est le résultat des effets
combinés entre le changement du comportement utilisateur, les politiques de
gestion utilisées et les technologies sollicitées [IEA 2019].
[Bittencourt 2017] étudie le problème de l’ordonnancement dans les in-
frastructure Fog Computing, en considérant que la mobilité des utilisateurs
a une influence sur le temps d’exécution des applications. Les auteurs com-
parent trois politiques différentes d’ordonnancement d’applications : premier
arrivé premier servi, priorité par délais de réponse et dernier arrivé dernier
servi. Les informations sur la mobilité de l’utilisateur ne sont pas utilisées
dans les algorithmes de placement. De plus, la simulation de la mobilité est
uniquement basée sur l’augmentation et la diminution du nombre de nœuds
IoT connectés sur les différentes passerelles Fog.
Dans le domaine de la recherche sur la virtualisation des fonctions réseau
(NFV), [Mouradian 2019] propose un modèle de programmation linéaire en
nombre entier pour minimiser une fonction pondérée qui regroupe le "makes-
pan", le temps de l’exécution de toute les fonctions et le coût d’exécution des
fonctions. Les auteurs utilisent un modèle de mobilité de points aléatoires où
la vitesse et la direction des nœuds mobiles sont choisies de manière aléatoire
et indépendante. Ce modèle néglige l’aspect temporel, spatial et géographique
qui définit la plupart des mouvements d’objets IoT.
[Cziva 2018] propose un moyen de reprogrammer dynamiquement le pla-
cement optimal de la fonction de réseau virtuel (VNF) basé sur la fluctuation
temporelle de la latence du réseau en utilisant la théorie de l’arrêt optimal
qui considère le moment de la prise de décision de reprogrammation afin de
minimiser la latence de bout en bout de tous les utilisateurs. Ils modélisent
le placement comme un programme linéaire entier (ILP) afin de minimiser
le nombre de migrations tout en garantissant qu’il ne dépasse pas un nombre
maximum de violations pour certaines applications. Cependant, par rapport à
notre travail, cette approche est uniquement basée sur la métrique de violation
de latence.
Aucun des travaux cités précédemment n’introduit l’information de mobi-
lité à travers la modélisation de leur approche de placement et dans la logique
de placement.
L’aspect mobilité a été largement abordé dans le domaine du "Mobile Cloud
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Computation" (MCC) via des stratégies de migration, où la plupart des tra-
vaux tentent de trouver un compromis entre la réduction du coût induit par
le processus de migration et la garantie des exigences de qualité de service
des applications/utilisateurs souvent représentée par la latence. La plupart
des travaux identifiés s’appuient sur des modèles de processus de décision
de Markov 1-D ou 2-D (MDP). L’objectif est de produire un ensemble de
décisions de migration, en tenant compte de la position des nœuds mobiles,
généralement définie par les chaînes de Markov : [Ksentini 2014], [Wang 2019],
[Wang 2015], [Aissioui 2018]. Les travaux de [Ksentini 2014] tentent d’assurer
un bon compromis entre le coût de la migration et l’amélioration de la qualité
d’expérience des utilisateurs. Ils abordent le problème de décision de migra-
tion en appliquant des algorithmes d’itérations sur la valeur et d’itérations sur
la politique pour résoudre les équations d’optimalité de Bellman. Des travaux
similaires ont été réalisés dans [Wang 2019] avec un système plus complexe qui
prend en compte un processus de Markov 2-D, avec des utilisateurs multiples
et des tailles de créneaux horaires hétérogènes. Ils considèrent également le
compromis entre les coûts à court terme et à long terme des décisions prises.
[Wang 2015] essaye de pallier à la complexité de la recherche de la solution
optimale en proposant un nouvel algorithme pour que la solution soit plus
rapide que les algorithmes d’itération de valeur et de politique. Les auteurs
de [Aissioui 2018] introduisent le "Follow Me edge-Cloud" (FMeC), un cadre
visant à garantir l’exigence en latence du système automobile dans les futurs
réseaux 5G. Ils placent les services automobiles au nœud de calcul de péri-
phérie le plus proche des véhicules. Le scénario proposé ne prend en compte
qu’une seule voiture et ne tient pas compte de l’état de chaque nœud lors de
la migration. D’autres travaux tels que [Ouyang 2018] utilisent une approche
théorique pour aborder le problème de l’optimisation à long terme à chaque
instant avec l’approche d’optimisation de Lyapunov. Ces approches sont des
méthodes coûteuses en temps et en argent et ne se prêtent pas bien à un
déploiement sur des systèmes réels.
L’approche MDP présente certaines limites telles que les besoins impor-
tants en données nécessaires pour estimer une fonction de probabilité de tran-
sition et une fonction de récompense pour chaque action possible. En outre,
à mesure que la taille du problème augmente, il devient difficile de résoudre
les MDP de manière optimale sur le plan des calculs.
L’autre catégorie d’approches qui pourraient être utilisée pour traiter la
mobilité repose sur des méthodes de prévision et d’apprentissage. Les auteurs
de [Ojima 2018] proposent de prédire la mobilité des utilisateur en utilisant
la méthode du filtre de Kalman pour gérer l’affectation des ressources aux
utilisateur. [Zhang 2016] proposent le framework SEGUE basé sur un MDP
à une dimension pour les décisions de migration en se basant sur l’état du
réseau et des serveurs et utilisent la méthode ARIMA pour prédire la QoS
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du système. Les méthodes de prédiction ont pour principal inconvénient l’im-
portante consommation de ressources de calcul et le temps de prédiction qui
est difficilement applicable en ligne. De plus, la précision des prédiction est
directement impactée par la qualité des données utilisées.
Dans notre travail, on propose dans un premier temps et afin d’éviter
les inconvénients des méthodes de migration et de prédiction, un stratégie
de placement de services qui exploite les informations de mobilité des objets
IoT pour minimiser la consommation énergétique et la violation du délai des
applications. Dans un deuxième temps, nous proposons de gérer le placement
de services grâce à un système de placement en ligne en intégrant la possibilité
de replacer les services au cours du temps. Nous proposons également un
modèle de mobilité simple d’utilisation qui pourra être utilisé comme source
d’information par les stratégies de placement.
1.9 Synthèse
Dans ce chapitre nous avons dans un premier temps établi les définitions
l’IoT et du Fog Computing ainsi que les défis apportés par ces derniers qui
peuvent empêcher une gestion efficace de l’infrastructure et dégrader la Qua-
lité de service des applications qui y sont déployées.
Les environnements Fog-IoT sont une cause importante et non négligeable
de l’augmentation de la consommation énergétique des infrastructures IT. Il
a également été montré dans plusieurs travaux que la politique de gestion des
ressources physiques et virtuelles a un impact direct sur l’efficacité énergétique
de ces infrastructures.
D’autre part, nous avons abordé la mobilité et son importance dans ces
environnements, tout système de gestion de services doit prendre cet aspect
en considération dans les diverses politiques de placement ou de maintenance
qu’il propose.
Nous avons par la suite établi une bibliographie et un résumé de travaux
qui ont essayé de répondre à la problématique de placement de services et
d’application IoT dans le Fog et positionner nos travaux par rapport à l’exis-
tant.
Le tableau 1.4 donne un résumé global des travaux qui ont chercher à amé-
liorer l’efficacité des infrastructure Fog-IoT et des différents aspects système
considérés par chaque travail ainsi que les objectifs et la méthode de résolu-
tion utilisée. Ici cinq catégories d’objectifs sont identifiées : (1) la qualité de
service (QoS), (2) l’utilisation des ressources (UR), (3) le coût financier (CF),
(4) le coût opérationnel et (5) l’énergie. La majorité des travaux modélisent
les infrastructures Fog en structures hiérarchiques de neouds de calcul et les
applications en graphes de services.
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Table 1.4 – Résumé des travaux de placement d’applications dans le Fog.
Chapitre 2
Outils de simulation et bancs
d’essai pour les environnements
Fog-IoT
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2.1 Introduction
Le Fog Computing et l’Internet des objets (IoT) sont des domaines de
recherche relativement jeunes. A ce jour, il existe très peu de simulateurs
et de plateformes de test englobant toutes les caractéristiques attribuées aux
environnements Fog-IoT et qui permettraient d’effectuer des expérimentations
se rapprochant au mieux d’un environnement réel. De plus, les données sur les
56
Chapitre 2. Outils de simulation et bancs d’essai pour les
environnements Fog-IoT
caractéristiques des applications IoT et leur comportement une fois déployées
sont rares, difficilement accessibles (souvent ce sont des données industrielles)
et très peu documentées.
Ce chapitre donne un aperçu de quelques applications IoT qui sont très
utilisées dans la littérature et les possibles topologies réseau d’une infrastruc-
ture Fog-IoT. Nous résumons également les outils que l’on peut trouver dans
la littérature pour créer un environnement Fog-IoT ainsi que leurs avantages
et limites. Enfin, nous présentons les améliorations apportées au simulateur
que nous avons sélectionné pour effectuer nos expérimentations.
2.2 Source de données pour les applications IoT
Depuis quelques années, le domaine de l’IoT est considéré comme un axe de
recherche stratégique par de nombreux industriels comme Cisco, IBM, Ama-
zon ou encore Google. Cependant, il est encore difficile de trouver des sources
d’informations complètes sur ces systèmes et plus particulièrement sur la par-
tie logicielle des applications IoT. Les applications IoT et leurs objets sont
très hétérogènes et souvent, les paradigmes de programmation ainsi que les
plateformes de gestions IoT ne sont pas standardisés. Ce qui complexifie l’éta-
blissement et l’évaluation de politiques de contrôle de gestion des ressources
et de la qualité de service (QoS). Des efforts pour développer des plateformes
IoT standardisées sont en cours de développement mais se basent uniquement
sur la communication avec les équipements IoT [om2m 2015]. Les organismes
de standardisation donnent des indications haut niveau pour le déploiement
mais le paradigme de programmation d’applications est très peu documenté.
Ces informations sont essentielles pour permettre une conception et une étude
efficace des stratégies de déploiement et de gestion du cycle de vie des appli-
cations dans les infrastructures Fog.
2.2.1 Les critères à définir pour les applications IoT
Afin de créer des stratégies de placement d’applications IoT pertinentes
et applicables à l’échelle réelle, il est primordial d’identifier avec précision les
spécificités des applications IoT et de déterminer les principaux éléments qui
les distinguent des applications existantes.
Voici ci-dessous une liste non exhaustive des principaux éléments à déter-
miner :
— Déterminer les classes d’applications IoT et leurs besoins en temps de
réponse, leurs profils de consommation des ressources de calculs, réseau
et énergie.
— Définir les fréquences et les moments d’utilisation des applications ainsi
que la fréquence d’interaction avec ses équipements.
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— Identifier les applications et services pouvant être mutualisés entre plu-
sieurs utilisateurs ainsi que la localisation de ces servies.
2.2.2 Applications IoT de la littérature
Un très grand nombre de travaux proposent de représenter les applica-
tions IoT en regroupement de services interdépendants aussi appelés modules
ou opérateurs qui accomplissent une tâche globale et interagissent avec un
ou plusieurs objets IoT. Cette représentation permet d’affiner la granularité
du déploiement et de gestion de la dite application dans un environnement
distribué et mobile [Giang 2015].
Dans cette section, nous présentons les topologies des applications les plus
utilisées dans la littérature dans différents secteurs. On remarque que les ap-
plications IoT se composent en moyenne de 4 services, même si cela dépend
du choix de développeur. Il est très rare de trouver des applications avec un
nombre de services supérieur à 5. Concernant les besoins des applications,
le critère le plus répandu est souvent le nombre minimum de coeurs CPU à
allouer à un service ou encore le nombre d’instructions que va consommer ce
dernier ainsi que la taille moyenne des données échangées entre les services.
De part le type de l’application et son contexte d’utilisation (besoin métier)
l’application aura un délai de réponse à ne pas dépasser. La fréquence d’en-
voi, la taille des données envoyées et du traitement de flux dépend aussi des
capacités des objets IoT qui est très variable. Les topologies d’applications les
plus utilisées dans la littérature sont les topologies : "Séquentielle", "Diamant",
"Maitre-Esclave" et en couche "Répliquée".
2.2.3 Applications d’imagerie interactives et/ou collaboratives
Que ce soit pour de la vidéo surveillance via plusieurs équipements fixes
et mobiles ou du suivi d’objets ou d’individus (reconnaissance faciale) ou en-
core pour créer un environnement de réalité augmentée interactif, les appli-
cations incluant une ou plusieurs caméras sont souvent les exemples les plus
étudiés dans la littérature dans les environnements Fog-IoT [Gupta 2016],
[Hong 2013].
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(a) Topologie d’application de jeu de réa-
lité augmentée avec Electro Tractor Beam
Game (EEG)[Gupta 2016].
(b) Topologie d’application de surveillance
vidéo [Gupta 2016], [Hong 2013].
Figure 2.1 – Topologies des applications temps réel et vidéo de surveillance colla-
borative et jeu de réalité augmentée de la littérature.
La figure 2.1a présente une application de jeu en ligne entre plusieurs
joueurs munis d’un casque de détection de signaux qui permet aux joueurs
d’interagir avec un écran. Cette application est composée de 3 services dont
un service propre à chaque joueur (client) et deux services chargés de la syn-
chronisation des informations des joueurs et enfin un service de sauvegarde et
d’analyse des données récoltées à long terme.
La figure 2.1b présente une application de surveillance collaborative et
de traitement d’images composée de 4 services de traitement et d’un service
d’analyse. Ce schéma est le schéma de services standard de la majorité des
applications de vidéo surveillance.
2.2.4 Applications Santé
La santé est parmi les secteurs qui risquent de bénéficier grandement des
facilités apportées par les objets IoT et leurs applications. L’application la
plus prometteuse reste celle des opérations chirurgicales à distance via des
robots. Cette application pourrait être grandement utilisée en médecine de
guerre. Pour l’instant, les applications de santé existantes utilisent des objets
IoT comme les smartphone ou d’autres objets portables (wearables) et se
focalisent principalement sur la surveillance de patients à risque. L’objectif est
d’agir en conséquence suite aux analyses des différentes métriques collectées.
Ces données sont souvent soumises à la protection de la vie privée ce qui
complexifie le processus de collecte à des fins de recherche. Les figures 2.2a
et 2.2b sont les topologies d’applications de santé les plus étudiées dans la
littérature [Perez Abreu 2020a], [Benamer 2019].
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(a) Topologie d’application healthcare 1
[Perez Abreu 2020a].
(b) Topologie d’application healthecare 2
[Benamer 2019].
Figure 2.2 – Topologies des applications healthcare de la littérature.
2.2.5 Applications d’environnement ambiant (smart home, smart
building)
Les applications d’environnement ambiant pour les bâtiments ou les mai-
sons intelligentes sont des applications simples non sujettes à la mobilité pour
la plupart des cas. Le travail [Brogi 2018] propose une topologie d’application
assez simple décomposée en trois services que nous présentons dans la figure
2.3
Figure 2.3 – Topologie d’application décomposée en 3 services pour un environne-
ment ambiant [Brogi 2018].
2.2.6 Applications de l’industrie 4.0
Les auteurs [Mann 2019a] définissent l’application “Factory in a Box”
(FiaB). L’application présente un environnement de production complet qui
permet de contrôler des robots à distance dans un container à l’aide de lu-
nettes intelligentes. La figure 2.4 illustre la topologie de l’application FiaB. Les
auteurs définissent également le taux de transfert moyen des données par jour
entre les services ainsi que le nombre minimum de CPU devant être alloués à
chaque service et le coût financier pour l’exécution d’un service, qui est calculé
selon les tarifs de la plateforme EC2 d’Amazon. Les auteurs [Mahmud 2019]
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proposent également une application industrie 4.0 avec de la surveillance et
de l’analyse d’images pour la gestion des risques d’accidents du travail avec
des robots.
Figure 2.4 – Topologie d’application de l’industrie 4.0 [Mann 2019a]
2.3 Outils et données pour les infrastructures Fog-IoT
Un contexte Fog combine à la fois le réseau, les systèmes de calcul et les
utilisateurs mobiles, ce qui le rend beaucoup plus instable et dynamique au
niveau des performances comparé au Cloud. Le Fog est sujet à différentes
fluctuations et l’impact du réseau est beaucoup plus important que dans les
infrastructures Cloud.
Dans cette section nous allons présenter les aspects que devrait supporter
un outil de simulation Fog-IoT, nous allons ensuite présenter les outils exis-
tants qui pourraient être utiliser comme bloc de base pour supporter chaque
aspect d’un simulateur (calcul, réseau et mobilité). Enfin, nous présentons une
taxonomie des simulateurs Fog (Fog-IoT) existants et permettant d’avoir un
ou plusieurs aspects cités précédemment.
2.3.1 Principales caractéristiques des simulations des environne-
ments Fog-IoT
Dans cette section, nous présentons l’ensemble des besoins en simulation
des environnements Fog-IoT et plus particulièrement pour supporter le place-
ment des applications IoT dans des infrastructures Fog Computing.
(1) Ressources et modèles de calcul
Une infrastructure Fog regroupe des noeuds de calcul avec des capacités hé-
térogènes (mémoire, stockage et processeur). Chaque noeud doit pouvoir gérer
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différemment ses ressources. Par exemple, les noeuds doivent avoir plusieurs
types d’ordonnancement pour les ressources processeur : temps et mémoire
partagés.
(2) Ressources réseau et modèles de communication
Contrairement aux architectures de calculs telles que le Cloud où les élé-
ments les plus importants sont les ressources de calcul, dans le Fog, le réseau
est aussi important de part son impact que le calcul. Le réseau doit faire par-
tie des éléments à considérer pour l’établissement de stratégies d’optimisation
de ressources. Les simulateurs Fog doivent offrir des comportements réseaux
détaillés avec la possibilité de choisir entre différents algorithmes de routage,
de détailler les spécificités des liens et la possibilité de faire de la gestion de
la Qualité de Service (QoS) sur les liens (allocation d’une partie de la bande
passante pour des flux ou des utilisateurs spécifiques). Aujourd’hui, il existe
une multitude de réseaux non filaires pour l’IoT et qu’il faudrait implémen-
ter dans les simulateurs Fog-IoT. Les paradigmes du réseau défini par logiciel
(SDN) et de la virtualisation de fonctions réseau (NFV) remplacent peu à peu
les réseaux classiques. Les simulateurs doivent offrir la possibilité de placer des
contrôleurs SDN dans l’infrastructure et offrir des services réseau sous forme
de fonctions NFV. Il serait également intéressant d’intégrer des intergiciels
IoT dans l’infrastructure de calcul ce qui permettrait d’avoir des estimations
de coûts réseau plus réalistes.
(3) Outils de virtualisation
La virtualisation est à la base de la majorité des paradigmes de calculs
actuels (Cloud et Fog). Cette dernière permet d’exploiter efficacement les in-
frastructures physiques. Il existe actuellement plusieurs approches et techno-
logies de virtualisation comme KVM, Docker, Kubernetess, LXC ou LXD. Les
approches de virtualisation ont chacune un impact diffèrent sur la consomma-
tion énergétique des infrastructures ainsi que sur le temps de migration des
entités virtuelles. Elles peuvent également restreindre ou limiter le stratégies
de gestion des ressources de calcul.
(4) Modèles de coûts
Comme toute infrastructure de calcul/communication, hétérogène et large-
ment distribuée, le Fog engendre divers coûts qui doivent apparaître lors des
simulations.
Parmi ces coûts nous pouvons citer :
— Les coûts financiers dus à l’utilisation d’un noeud de calcul ou d’un
lien de communication et les coûts de déploiement et d’opération de
l’infrastructure par zone. L’aspect Financier du Fog est très peu étudié.
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Or, il est essentiel de pouvoir établir de nouveaux modèles économiques
en fonction des spécificités du Fog.
— Les coûts de mise en place de la qualité de services (QoS) et des po-
litiques de sécurité pour le fournisseur, pour l’opérateur et pour les
utilisateurs finaux.
— Le coût d’exécution d’un service sur une machine (en temps, en capacité
etc.)
— Le coût de communication entre les services (en temps, en bande pas-
sante etc.)
(5) Sources et modèles énergétiques
Les simulateurs Fog-IoT doivent offrir la possibilité de choisir les sources
d’alimentation des noeuds, de faire varier leurs profils de consommation éner-
gétique en fonction du type de noeuds et permettre d’exploiter plusieurs mo-
dèles de consommation énergétique pour le calcul et pour les communications.
Il est également important d’intégrer des modèles de charge et de décharge
de batterie pour les objets IoT et des modèles d’énergie "harvesting", qui est
définie comme le processus permettant de capturer, stocker et transformer de
l’énergie de source externes (solaire, thermique, éolienne etc.) par de petits
composants sans fils autonomes.
(6) Modèles des réseaux de capteurs et des objets IoT
Les objets IoT sont hétérogènes tant dans le nombre et le type de cap-
teurs/actionneurs qu’ils possèdent et des protocoles de communication qu’ils
utilisent que dans leurs profils de consommations énergétique (ainsi que leur
stratégie d’économie d’énergie).
En plus de leurs capacités de calcul relativement faibles, la fréquence d’in-
teraction des objets IoT avec les autres noeuds de calcul varie d’un objet à un
autre (pouvant être représentée par différentes lois de probabilité). Les simu-
lateurs Fog-IoT doivent présenter tous les aspects cités précédemment en plus
de détails comme la taille des paquets supportée, la durée de vie des compo-
sants, le protocole de communication et de sécurité ainsi que des modèle de
pannes.
Dans certains scénarios plusieurs objets IoT fonctionnent comme une seule
entité, les interactions dans ces clusters et leurs caractéristiques doivent éga-
lement être intégrées dans les simulateurs.
(7) Modélisation haut niveau des applications
Les applications IoT tendent à être déployées sous forme de services (unités
de calcul indépendantes pouvant être déployées sur différents noeuds phy-
siques). Les besoins de ces services ainsi que leurs interactions sont très peu
documentés. De plus, le déploiement des services sur une plateforme de calcul
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distribuée rend la mesure des performances de l’application en question très
complexe en environnement réel. Les données traversent plusieurs couches de
calcul et différents domaines réseaux opérés par des organismes privés ou pu-
blics. L’échange d’informations entre deux opérateurs qui est souvent régie
par différents contrats est un processus chronophage et complexe. De plus les
mesures peuvent être impactées par des perturbations externes qui ne sont
pas facilement identifiables. Pour cela, il est très important d’avoir accès à ces
aspects en simulation. Il serait également intéressant d’avoir des services (ou
micro-services) sur étagère qui permettraient de construire des applications
plus complexes.
(8) Mobilité et géolocalisation
Dans des environnements dynamiques et large échelle comme le Fog et l’IoT,
il est important de pouvoir localiser les noeuds dans les espaces 3D et d’avoir
des modèles de mobilité par catégorie d’objets (drones, véhicules autonomes,
smartphone etc.) ou de pouvoir importer des données réelles. Il faudrait éga-
lement implémenter les mécanismes de gestion de la mobilité au niveau réseau
avec le handover/handoff des terminaux utilisateur et le replacement des ser-
vices et fonctions réseau.
(9) Mise à l’échelle (Scalabilité)
Un simulateur Fog doit permettre le déploiement d’un très grand nombre
de noeuds de calcul, de noeuds réseau et d’objets IoT sur une large zone
géographique. Ceci permettrait à plusieurs fournisseurs et opérateurs d’infra-
structures (calcul et réseau) d’établir des stratégies communes pour anticiper
et minimiser leurs coûts d’investissements et d’opérations.
(10) Orchestration et gestion du cycle de vie des services IoT Il est im-
portant de pouvoir simuler les principales caractéristiques des systèmes de ges-
tion d’infrastructures virtualisées comme Openstack, Cloudstack ou Cloudera
et d’avoir les principales fonctionnalités de ces outils. En offrant la possibilité
de démarrer, d’arrêter, de migrer ou de répliquer les services à la demande. Le
système doit également pouvoir gérer les interactions entre le noeuds Cloud
et les noeuds Fog pour établir des politiques de décharge (offloading).
2.3.2 Topologies des infrastructures Réseau pour le Fog
Les infrastructures distribuées sont représentées principalement par des
structures de graphes. Il est important d’avoir des topologies variées pour
étudier leur impact sur les stratégies de placement d’applications.
Dans ce qui suit, nous allons présenter les générateurs de topologies réseau
et les simulateurs réseau et les simulateurs de mobilité les plus complets et les
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plus utilisés dans la littérature.
2.3.2.1 Générateurs de topologies réseau
(1) BRITE
BRITE [Medina 2001] permet de générer différentes topologies réseau. Il
est également possible d’ajouter des topologies personnalisées ou d’importer
des modèles de générateurs comme GT-ITM, Inet, et NLANR AS. Les topo-
logies crées peuvent être exportées dans des simulateurs réseau comme ns2,
SSFNET, JavaSim et OmNet++. BRITE est libre d’accès et est développé en
Java et C++.
(2) CAIDA
Le Center for Applied Internet Data Analysis (CAIDA) est un organisme
qui s’intéresse à l’analyse du comportement du réseau internet. Il propose un
générateur de topologies réseau [CAIDAGroup 2019] dont le comportement
est créé à partir d’études statistiques sur les données internet réelles. Le projet
est soutenu par une très grande communauté et est mis à jour régulièrement.
CAIDA peut s’intégrer avec des outils comme BRITE.
(3) NetworkX
NetworkX [Hagberg 2008] est un outil développé en Python, qui permet de
générer des structures de graphes complexes et offre une multitude d’algo-
rithmes de traitement de graphes.
2.3.2.2 Simulateurs Réseaux et mobilité
(1) ns-3
ns-3 [Riley 2010] est un simulateur réseau à évènements discrets en libre
accès développé en c++ et python. Il est utilisé et supporté par une grande
communauté scientifique. Ce dernier est fréquemment amélioré et étendu par
de nouveaux modèles et fonctionnalités réseau. ns-3 permet de simuler des
phénomènes réseau comme la congestion et permet de suivre l’évolution des
paquets dans l’infrastructure. Il propose plusieurs protocoles de communica-
tion et de routage. Il a également un module pour la mobilité des noeuds.
(2) OMNeT++
OMNeT++ [Varga 2010] est un simulateur à évènements-discrets développé
en c++. Il permet de modéliser et de simuler des réseaux de communication.
Il supporte le déploiement de réseaux de capteurs, du Peer-to-Peer et d’autres
réseaux sans fils. Il est utilisé pour supporter la partie réseau dans beaucoup
de simulateurs comme Veins (simulation de réseaux de véhicules) ou FogNet-
Sim++ que nous allons voir par la suite. Son architecture modulaire permet
2.3. Outils et données pour les infrastructures Fog-IoT 65
de développer facilement des extensions. Tout comme ns-3, il a un module
dédié à la mobilité des noeuds. OMNeT++ permet de développer le code des
micro-services et ne les présente pas uniquement comme des boites noires avec
des données entrantes et sortantes.
(3) Simulation of Urban MObility (SUMO)
Très peu de simulateurs prennent en charge la mobilité des noeuds. Il existe
des simulateurs de mobilité très complets mais qui s’intéressent à la mobi-
lité d’un point de vu réseau comme ns-2/ns-3 ou GNS3 ou qui s’intéressent
uniquement aux réseaux véhiculaires. Dans ce qui suit nous nous intéressons
à SUMO [Krajzewicz 2002], le simulateur que nous avons utilisé dans nos
travaux. SUMO est un simulateur de mobilité en libre accès. Il est principa-
lement utilisé pour la simulation de trafic véhiculaire. Il permet d’intégrer de
la mobilité piétonne et de définir d’autres types d’objets mobiles. SUMO per-
met de créer différents scénarios de mobilité et de récolter plusieurs métriques
de mobilité. Il est facilement interfaçable à d’autres simulateurs grâce à son
API simple d’utilisation, sa large communauté et à sa large documentation
technique. L’outil est développé et principalement maintenu par l’Institut des
systèmes de transport Allemand sous licence EPL 2.0.
(4) Veins
Veins [Sommer 2011] est un outil en libre accès pour la simulation des ré-
seaux véhiculaires. Il est développé à partir de deux outils que nous avons dé-
crits précédemment, OMNet++ (pour le réseau) et SUMO (pour la mobilité
et la simulation du traffic de véhicules). Le simulateur s’intéresse uniquement
au comportement de mobilité des véhicules, qui est très détaillé, et ne permet
pas d’avoir d’autres comportements de mobilité.
2.3.2.3 Simulateurs infrastructures de calcul
(1) SimGrid
SimGrid [Brennand 2016] est un simulateur d’environnement de calcul dis-
tribué et de systèmes à large échelle comme les grilles de calcul, le Cloud ou
les systèmes peer-to-peer (P2P). Il permet de déployer des applications dis-
tribuées et d’élaborer des stratégies de gestion de ressources. Les simulations
SimGrid sont rapides et peuvent être exécutées dans une seule machine. Il
est possible d’ajouter des modules en langage C++, C, Python ou Java. La
communauté de SimGrid est très active et le simulateur est régulièrement
amélioré.
(2) DCworms
Data Center Workload and Resource Management Simulator (DCworms)
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[Kurowski 2013], [Rostirolla 2019] est un simulateur à évènements discrets dé-
veloppé par Poznan Supercomputing et le Networking Center (PSNC) à partir
du framework GSSIM. DCworms est développé en JAVA et permet de modéli-
ser des infrastructures de centre de données distribuées. Ce simulateur propose
des modèles d’estimation de la consommation et de l’efficacité énergétique des
infrastructures de calcul et permet de déployer des stratégies de gestion des
ressources de calcul.
(3) CloudSim
CloudSim [Goyal 2012] permet de modéliser des infrastructures Cloud dis-
tribuées et d’établir des politiques pour la gestion des ressources de calcul
tout en modélisant des applications distribuées. Il permet également d’estimer
la consommation énergétique des noeuds de calcul. Il est également possible
d’insérer des éléments dynamiquement durant la simulation. Le simulateur
est développé en Java et son architecture modulaire facilite l’intégration de
nouvelles fonctionnalités. Cependant, il consomme plus de ressources de cal-
cul comparé à SimGrid et les simulations prennent plus de temps. En raison
de sa nature extensible beaucoup de travaux ont été réalisés pour l’enrichir.
Le travail de [Beloglazov 2012] propose le premier modèle de consommation
d’énergie. Par la suite, [Moreno 2019] propose DartCSIM, une extension qui
permet la simulation de l’énergie et du réseau simultanément. D’autres exten-
sions existent comme CloudAnalyst [Wickremasinghe 2010] et CloudReports
[Sá 2014].
Les trois simulateurs de plateforme de calcul décrits précédemment sont
les plus utilisés par la communauté HPC mais en ce qui concerne l’intégration
des fonctions Fog et IoT, CloudSim est actuellement l’outil le plus utilisé.
2.3.3 Taxonomie des simulateurs Fog et IoT existants
Des études récentes [Perez Abreu 2020b], [Markus 2020], [Ahvar 2019]
montrent que plus d’une dizaine de simulateurs Fog ont été proposés au cours
de ces cinq dernières années, CloudSim [Goyal 2012] étant la base d’un grand
nombre d’entre eux.
Dans ce qui suit nous allons décrire brièvement quelques simulateurs Fog.
Les simulateurs sont comparés entre eux selon deux catégories de critères :
(1) les caractéristiques génériques d’un simulateur avec le langage de pro-
grammation, la scalabilité et la popularité (en nombre de citations), (2) les
caractéristiques du simulateur pour supporter les aspects Fog-IoT qui sont
pertinents pour notre travail : la topologie des infrastructures Fog, le modèle
des applications IoT, le modèle énergétique, la fonctionnalité de migration des
services et la mobilité des objets IoT. Le tableau 2.1 présente la comparaison
des simulateurs Fog décrits dans cette section.
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Table 2.1 – Synthèse des simulateurs supportant le paradigme du Fog. Le Nombre
de citations est pris des résultats de recherche sur IEEE Xplore et researchegate,
consultés en septembre 2020.
Nom Citation Langage Migration Énergie Mobilité Scalabilité Citations Topologie Applications
iFogSim [Buyya 2019] JAVA Non Calcul linéaire Non Oui 580 Arbre Modules
EdgeCloudSim [Sonmez 2017] JAVA Non Partielle Partielle Oui 51 Arbitraire Modules
MyiFogSim [Lo 2018] JAVA Oui Partielle Partielle Oui 43 Arbre Modules
FogTorch [Brogi 2017] JAVA Non Oui Non Non 179 Arbitraire Modules
FogNetSim++ [Qayyum 2018a] JAVA Non Oui Oui Oui 42 Arbitraire Modules
YAFS [Lera 2019a] Python Oui Oui Oui Oui 5 Arbitraire Modules
EmuFog [Mayer 2017] JAVA Non Non Non Partielle 11 Arbitraire Docker
2.3.3.1 Yet Another Fog Simulator (YAFS)
YAFS [Lera 2019b] est un simulateur pour les réseaux Cloud/Fog. Le prin-
cipal objectif de YAFS est l’évaluation des performances des stratégies de pla-
cement, de programmation et de routage. Parmi les mesures rapportées par
YAFS figurent l’utilisation réseau, le temps de réponse et le temps d’attente.
Les données brutes résultantes sont rapportées dans un journal et permettent
aux utilisateur de calculer d’autres mesures de qualité de service. YAFS est
un logiciel libre d’accès sous licence MIT et est développé en Python.
2.3.3.2 FogNetSim++
FogNetSim++ [Qayyum 2018b] est un simulateur en libre accès, qui se
concentre sur les aspects réseau. Il a été développé à partir du simulateur à
évènements discrets OMNeT++ (en C++). Le simulateur offre la possibilité
de faire du hand-over et propose différents protocoles de communication IoT
comme MQTT ou CoAP. Il propose également quelques modelés de mobilité.
2.3.3.3 EdgeCloudSim
EdgeCloudSim [Sonmez 2018] est une extension de CloudSim en libre accès
sous licence GNU General et développé en java. Ce simulateur se focalise sur
divers concepts du Edge computing et permet de modéliser des aspects réseau
(propriété des liens et capacités réseaux), des aspects de calculs (exécution de
taches, ordonnancement de machines virtuelles) et des aspects Fog (mobilité,
offloading). Il est possible de déployer des architectures multi-couches avec
plusieurs serveurs Edge/Fog gérés par un noeud Cloud. Les métriques de sortie
sont les délais dans les réseaux locaux (Local Area Network -LAN) et dans les
réseaux étendus (Wide Area Network -WAN), le taux d’échecs d’exécution des
services et le taux moyen d’échecs d’exécution des services dus à la mobilité,
le taux d’utilisation des VMs et le temps d’exécution des services.
Il est possible de définir des modèles de mobilité avec le module "mo-
bile client layer". Le simulateur ne propose pas de modèles de consommation
énergétique mais l’utilisateur peut définir ses propres modèles de coûts. La mi-
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gration de services n’est pas supportée et les méthodes pour créer des clusters
de calcul n’est possible qu’avec les noeuds appartenant à la même couche.
2.3.3.4 FogTorch
FogTorch [Brogi 2017] est un outil libre d’accès sous licence MIT et déve-
loppé en Java. L’outil permet de tester des stratégies de déploiement d’appli-
cations en établissant des critères de QoS. Le simulateur utilise des simulations
de Monte Carlo pour implémenter les variations de la bande passante des liens
réseau. Le simulateur a deux métriques de sortie : (1) La garantie de QoS as-
surance et (2) La consommation des ressources Fog (pourcentage de mémoire
consommée). Le simulateur permet de modéliser différentes topologies réseau
mais ne supporte pas la mobilité des noeuds.
2.3.3.5 EmuFog
EmuFog [Mayer 2017] est un émulateur d’environnements Fog en libre ac-
cès sous licence MIT. Cet outil développé en JAVA, offre la possibilité de
déployer des applications sous forme de containers Docker. Cet émulateur est
construit à partit de MaxiNet qui est une version étendue de MiniNet pouvant
être utilisée sur plusieurs machines physiques. MiniNet permet de créer des
réseaux définis par logiciels [Keti 2015]. Il est possible d’utiliser des topologies
réseaux générées à partir d’outils comme BRITE ou CAIDA. EmuFog per-
met de garder les historiques des consommations CPU et mémoire de chaque
noeud. Il est possible de spécifier les emplacements des services IoT sur les
machines physiques. L’outil n’a pas d’interface permettant de récupérer des
métriques globales comme le temps de réponse d’une application ou l’énergie
consommée par cette dernière.
2.3.3.6 iFogSim et MyiFogSim
iFogSim [Gupta 2016] est un simulateur en libre accès développé en JAVA
à partir de CloudSim [Calheiros 2011]. Le simulateur permet de modéliser
et de simuler un environnement Fog Computing incluant des objets IoT, il
permet d’évaluer la gestion des ressources de calcul et de tester des politiques
de placement et d’ordonnancement de services dans le Fog. Les métriques de
sortie sont la consommation énergétique du calcul, l’utilisation réseau et les
temps d’exécution des services.
iFogSim est jusqu’à présent le simulateur le plus utilisé dans la littérature
pour les travaux liés au Fog. Cependant, il a deux principales limites :
— La mobilité des noeuds n’est pas prise en charge.
— Les classes liées au réseau et à la gestion des communications sont
très limitées et contiennent uniquement des attributs statiques (latence,
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bande passante). En plus d’une architecture arborescente simple qui est
peut représentative des architectures réelles souvent denses et hyper-
connectée le routage est imposé dans un seul sens : les informations du
capteur doivent allé du noeud le plus bas vers le plus haut et la réponse
vers les actionneurs doit descendre d’un noeud père à un noeud fils. Cet
aspect limite l’étude et les possibilités pour les stratégies de placement
de services et nous place dans un contexte peu réaliste.
MyiFogSim [Lo 2018] est une extension d’iFogSim qui permet de supporter
la migration des services déclenchée par la mobilité des objets. Les auteurs
proposent 3 techniques de migrations et introduisent les mécanismes de han-
dover/handoff.
Cependant les stratégies proposées pour la migration présentent les limites
suivantes :
— Migration d’une seule machine virtuelle ou container à la fois.
— La stratégie de migration proposée est basée sur le mouvement des
utilisateurs d’une cellule à une autre (follow me strategy) et il ne permet
pas d’établir des stratégies de migrations pro-actives.
— La mobilité introduite est très rudimentaire et consiste uniquement en
un changement de vitesse ou de direction aléatoire, ce qui ne représente
pas la mobilité des objets IoT. Le mobilité IoT est souvent régie par un
comportement humain et ce dernier ne peut pas être considéré comme
purement aléatoire.
— Le simulateur ne propose pas de modèle pour estimer le temps et l’éner-
gie de la migration de services.
Grâce à sa communauté très active et aux nombreuses études sur le Fog
menées avec ce simulateur, nous avons choisi d’effectuer nos expérimentations
sur les environnements Fog-IoT avec iFogSim/MyiFogSim.
Nous avons levé certaines des contraintes citées précédemment et nous
avons intégré ce simulateur avec le simulateur de mobilité SUMO. Nous pré-
sentons ces modifications par la suite en section 2.4.
2.3.4 Plateforme et bancs d’essai pour le Fog Computing et l’IoT
Dans cette section nous présentons deux plateformes qui permettraient de
tester nos propositions en environnement réel Fog et IoT et qui pourraient
être utilisées pour étendre nos expérimentations. Comme la mobilité est un
aspect important dans notre travail, il ne nous a pas été possible d’utiliser
c’est deux plateformes car l’une [Adjih 2015] propose des modèles très simples
et l’autre [Mouël 2019] est récente et n’est arrivée que vers la fin de la thèse.
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2.3.4.1 FIT IoT-Lab
FIT IoT-Lab [Adjih 2015] est une plateforme de calcul regroupant plus de
1500 noeuds de calcul distribués sur 5 sites en France (Grenoble, Lille, Lyon,
Strasbourg et Saclay). La plateforme est libre d’accès et permet de déployer
des applications IoT. Elle offre un large panel de machines de calcul et de
composants IoT. La plateforme permet également l’utilisation de plusieurs
technologies radio comme le LoRa, le LR-WPANs, le Sub-GHz et le Bluetooth
Low Energy (BLE). La communauté commence également à proposer des
noeuds IoT mobiles avec des circuits de mouvements prédéfinis.
2.3.4.2 Yet Another PI platform (YOUPI)
YOUPI [Mouël 2019] est une plateforme Fog/Edge Computing pouvant
communiquer avec d’autres infrastructures de calcul comme Grid500 et FIT
IoT Lab. YOUPI permet de capturer des propriétés dynamiques de l’environ-
nement comme la mobilité, les interférences, les comportements utilisateurs.
Les expérimentations peuvent être rejouées pour effectuer des analyses hors
lignes.
2.4 MyMobileIFogSim
Dans cette partie, nous présentons les améliorations apportées à iFogSim
pour l’aspect réseau et pour la mobilité avec l’intégration du simulateur SUMO
pour supporter la mobilité des objets IoT.
2.4.1 Architecture d’iFogSim
L’architecture du simulateur iFogSim, décrite par la figure 2.5 se compose
de plusieurs couches. La première couche modélise les capteurs et les action-
neurs qui interagissent avec l’environnement extérieur et qui sont les sources
de données et les puits des instructions transitant dans l’infrastructure. Les
caractéristiques des objets IoT comme la fréquence d’envoi et la taille des don-
nées envoyées par les capteurs et les instructions reçues par les actionneurs
peuvent être adaptées pour simuler des objets particuliers comme des camé-
ras, des drones ou des smartphones. iFogSim définit les noeuds Fog comme
des noeuds réseau pouvant faire du calcul. La topologie des noeuds de cal-
cul est organisée en une hiérarchie arborescente de noeuds. Le noeud Cloud
est la racine, les feuilles sont les objets IoT et les noeuds intermédiaires sont
les noeuds Fog. La communication est seulement possible entre une paire de
noeuds parent-fils.
L’infrastructure a trois principaux services : (1) contrôle des composants
permettant de récupérer des informations sur : l’utilisation des ressources,
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Figure 2.5 – Architecture haut niveau d’iFogSim [Gupta 2016]
la puissance consommée par les machines et la disponibilité des noeuds, (2)
gestion des ressources permettant d’ordonnancer les taches et effectuer des
stratégies de placement, et (3) contrôle de la consommation d’énergie. Les
classes pour calculer les coûts d’exécution, le modèle énergétique et migrer
des machines virtuelles sont directement héritées de CloudSim. Le simulateur
permet également de modéliser des applications sous forme de graphes de
services (appelés modules ou opérateurs).
2.4.2 Contrainte de placement et limite réseau d’iFogSim
iFogSim présente une contrainte de placement sur les services des appli-
cations. Si un service sj est successeur du service si alors sj doit être placé
soit sur le même noeud ou sur un noeud de couche supérieure. Le simulateur
impose également de placer les services liés à un objet donné, uniquement
sur les noeuds de la même branche que cet objet. Cette contrainte n’est pas
réaliste et dans notre cas elle pourrait éliminer des solutions de placement de
services intéressantes.
Pour pouvoir permettre un placement de services sans contraintes nous
avons ajouté une table de routage à chaque noeud pour pouvoir transférer les
données vers le bon service. Cette table est mise à jour à chaque placement
ou replacement de services. Nous avons également dû ajouter un modèle qui
permet d’estimer la consommation énergétique des communications réseau en
nous basant sur les formules de [Krief 2012].
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Figure 2.6 – Principaux modules de MyMobileIFogSim
Figure 2.7 – Diagramme UML des principales classes ajoutées à MyiFogSim (en
jaune).
2.4. MyMobileIFogSim 73
2.4.3 La migration et la mobilité
Dans un premier temps, pour pallier les limitations liées à la mobilité, nous
avons ajouté deux modèles de mobilité de la littérature : le modèle Weighted
way point (WWP) pour les mouvements piétons et le modèle Manhattan
pour les mouvements de véhicules. Comme le montre le diagramme UML
de la figure 2.7, il est possible d’ajouter d’autres modèles en implémentant
l’interface "MobilityModel". Pour chaque modèle, le simulateur ajoute une
cartographie avec les spécificités du modèle en question gérée avec la classe
"MobilityLayerMap".
Par la suite, pour tirer avantage des outils de mobilité existants et pou-
voir établir des scénarios de mobilité plus détaillés et réalistes, nous avons
interfacé MyIFogSim à SUMO, le simulateur de mobilité introduit précédem-
ment. Le simulateur permet de visualiser les scénarios, tout en récoltant des
informations de mobilité variées macroscopiques (métriques génériques liées à
un endroit donné comme le flux d’entrées/sorties d’une autoroute) et micro-
scopiques (métriques spécifiques à un noeud mobile comme sa vitesse ou sa
direction etc.).
La figure 2.6 illustre les principaux blocs d’intégration des deux simula-
teurs. L’API On-line Interaction (TraCI) que nous avons utilisé, expose les pri-
mitives permettant d’échanger les informations de mobilité des noeuds entre
les deux simulateurs à chaque pas de temps lors de la simulation. Les deux
simulateurs sont gérés par un orchestrateur global (développé en Python) qui
permet d’ajuster les zones de mobilité selon leurs densités en noeuds, les points
d’intérêts de calcul (les noeuds Fog) et de mobilité (les bâtiments populaires).
L’orchestrateur sélectionne les métriques de mobilité à récolter en fonction des
besoins du gestionnaire de l’infrastructure Fog.
L’utilisateur doit fournir à l’orchestrateur global les informations concer-
nant l’infrastructure Fog, les applications IoT à déployer et la zone de mobilité
à étudier à partir d’OpenStreetMap (OSM) et doit choisir le nombre d’objets
mobiles (véhicule, piéton ou autre).
iFogSim transmet via TraCI les informations sur la position des noeuds Fog
ainsi que leur charge en calcul et le nombre d’utilisateurs qui y sont connectés.
Ceci se traduira dans la carte visualisée sur SUMO par un code couleur.
Le scénario de mobilité peut être généré aléatoirement grâce à un mo-
dule de SUMO mais peut également être spécifié via des matrices origines-
destinations. Ensuite, le simulateur déduira le plus court chemin de chaque
paire origine-destination. Il est également possible de spécifier chaque route
empruntée par chaque noeud manuellement ou d’importer des données de
mobilité existantes. Nous avons également intégrer une stratégie de migra-
tion pro-active (qui n’attend pas que l’objet se déplace pour déclencher la
migration de ses services) dans la classe "preDefined" et proposé une formule
d’estimation du temps et de l’énergie consommés par la migration, décrite
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dans le chapitre 4.
2.5 Synthèse
Dans ce chapitre nous avons pu voir les applications IoT les plus utilisées
dans la littérature. Nous avons comparé les simulateurs Fog-IoT existants selon
différents critères. Actuellement, aucun des simulateurs proposé ne regroupe
tous les aspects d’un environnement Fog-IoT que nous avons identifiés en
section 2.3.1. Nous avons également proposé avec "MyMobileIFogSim" des
améliorations du simulateur iFogSim que nous avons par la suite intégré avec
le simulateur de mobilité SUMO.
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3.1 Introduction
Considérer un problème de placement de services dans un environnement
statique (sans mobilité de noeuds) est une approche qui a pour avantage d’an-
ticiper ou d’estimer les besoins en calculs et en communications d’une zone
Fog donnée. Cette approche se fait dans le cadre des études pour le dimen-
sionnement des infrastructures. Les gestionnaires d’infrastructures réseau et
de calculs doivent effectuer cette étude pour minimiser leurs coûts d’inves-
tissement et d’opération tout en estimant les éventuels besoins utilisateurs.
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Dans ce chapitre nous posons le modèle mathématique de notre système Fog-
IoT dans un environnement statique, la représentation de l’infrastructure Fog,
des applications IoT ainsi que le modèle de consommation énergétique et la
métrique représentant la qualité de service (QoS) d’une application. Nous for-
mulons ensuite le problème de placement hors ligne des services IoT dans
l’infrastructure Fog avec pour objectif de minimiser la consommation énergé-
tique de l’infrastructure et les violations des délais de réponse des applications
IoT.
3.2 Modèle des applications IoT
On considère des applications IoT multi-services faisant partie de la caté-
gorie de workflow de services déterministes définis dans la section 1.5.1 du cha-
pitre 2. La topologie d’une application est représentée par un graphe orienté
de services qui s’échangent des données. Cette représentation est utilisée dans
plusieurs travaux sur l’IoT dont [Buyya 2019], [Giang 2015] et [Hilman 2020].
La figure 3.1 donne un exemple de topologie.
3.2.1 Représentation de l’application
Une application ai est composée d’un nombre ni de services. Les interac-
tions entre les services et leurs dépendances sont représentées par un graphe
orienté Gi = (Si,Ei). Les noeuds de l’ensemble Si représentent les services
de l’application et les arcs du graphe de l’ensemble Ei représentent la dépen-
dance de données entre les différents services. Le service initial ou la source du
graphe est une abstraction du capteur de l’application si0 et le dernier service
sini+1 représente l’actionneur de l’application.
3.2.1.1 Les services
Une application IoT reçoit des données de l’environnement extérieur par
l’intermédiaire de capteurs. Ces données transitent dans le réseau et sont trai-
tées par un ensemble de services virtuels. Par la suite, des instructions sont
transmises vers les actionneurs. À partir de la définition précédente, nous pou-
vons décomposer les services d’une application IoT en plusieurs catégories.
Un service sij ∈ Si peut faire partie de l’une des catégories suivantes :
(1) Service source de génération de données (capteur)
Nous considérons un service fictif source si0 qui représente le capteur de
l’équipement utilisateur de l’application. Ce dernier sera chargé d’envoyer les
données avec une certaine fréquence freqi0 suivant un modèle ou une distri-
bution de probabilité adéquate.
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(2) Service destination/puis (actionneur)
Le service destination sini+1 est un service fictif représentant le capteur du
noeud utilisateur, qui va recevoir des instructions.
(3) Service de traitement flux
Un service de traitement de flux est un service faisant partie de l’ensemble
des services qui traitent les données transitant du capteur vers l’actionneur.
(4) Service d’analyse
Un service d’analyse est un service qui ne fait pas partie de l’ensemble des
services à traitement de flux. C’est-à-dire qu’il ne se trouve pas dans un chemin
de données (chemin dit critique) allant d’un capteur vers son actionneur. Les
services d’analyse n’interagissent pas (ou interagissent très rarement) avec
l’utilisateur (noeud IoT) et sont utilisés à des fin d’analyses à long terme des
performances de l’application et du comportement des noeuds utilisateurs.
Un service sij de traitement de flux ou d’analyse est l’abstraction d’une
entité de calcul virtuelle telle qu’une machine virtuelle ou des containers, ils
sont définis par les caractéristiques suivantes :
— tecij : représente la technologie de déploiement du service : machine
virtuelle (VM), container (CT) ou Bundles OSGi etc.
— instij représente la quantité d’instructions CPU, en Millions d’instruc-
tions (MI) que devra traiter le service à la réception de chaque flux de
données.
— ramij : représente les besoins en mémoire vive en MB.
— dij : représente le délai d’exécution maximal du service sij en secondes.
— predij : représente l’ensemble des services prédécesseurs de sij dans le
graphe.
— succij : représente l’ensemble des services successeurs du services sij dans
le graphe.
3.2.1.2 Liens et dépendances entre les services IoT
Chaque arc orienté eijj′ ∈ Ei, allant du service sij au service sij′ représente
une dépendance de données entre eux. L’arc eijj′ est défini par les informations
suivantes :
— dataijj′ : représente le volume de données en kB, échangés entre sij et
sij′ et qui traverse le réseau à chaque communication.
— dijj′ : représente le délai de communication maximal entre sij et sij′ en
secondes.
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Figure 3.1 – Représentation de la topologie d’une application mettant en évidence
les chemins critiques et les différentes catégories de services définies dans cette
section.
3.2.1.3 Ensemble de chemins critiques CPi
Une application IoT peut être composée de plusieurs types de services.
Les chemins critiques sont définis par les développeurs de l’application et
déterminent un ensemble de services de traitement de flux et d’arcs allant du
capteur à l’actionneur.
Une application possède au moins un chemin critique. Un chemin critique
cpiq ∈ CPi est une séquence simple (les arcs ne se répètent pas) et finie d’arcs
orientés dans la même direction appartenant à l’ensemble Ei qui lient un
ensemble de services d’un traitement de flux de Si et qui démarre d’un service
capteur et se termine par un service actionneur [Williamson ].
3.2.2 Délai de réponse de l’application
Classes d’applications et temps de réponse maximal vers l’utilisateur
Chaque application IoT ai appartient à une classe Υi parmi celles définies
dans [Guevara 2017]. Une priorité lui est associée. Le Tableau 3.1 présente les
classes : Mission Critique (MC), Temps Réel (RT), Streaming (ST) et Best
Effort (BE) ayant respectivement un niveau de priorité de 0, 1, 2, et 3 (0 étant
le niveau le plus prioritaire).
Estimation du temps d’exécution attendu pour un service
Le temps d’exécution [Wilhelm 2008] dépend de la complexité de la requête
à exécuter en nombre d’instructions et de la capacité de calcul de la machine
dans laquelle cette dernière est exécutée. Dans notre cas, un service est défini
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Table 3.1 – Classes d’applications IoT et leur priorité
QoS / Class Best-Effort
(BF)
Streaming (ST) Real-Time (RT) Mission Critical
(MC)
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par un nombre d’instructions processeur. On considère αuijk le temps d’exécu-
tion estimé du service sij qui est utilisé par l’objet IoT mu et qui est placé sur
la machine mk. La formule de αuijk est présentée un peu plus tard en section
3.4 avec l’équation (3.10).
Estimation du temps de communication moyen attendu entre deux services
En considérant que les services sij et sij′ sont placés respectivement sur
les machines mk et mk′ , le temps de communication entre ces deux services
dépend de la latence et de la bande passante des liens entre les machines
mk et mk′ . βuijj′,kk′ est le temps de communication entre les services sij et
sij′ de l’application ai associée au noeud IoT mu et placés respectivement
sur les noeuds mk and mk′ . Cette valeur dépend des capacités des liens de
communication entre les machines qui hébergent les services et de la taille des
données échangées entre ces derniers. La formule de βuijj′,kk′ est présentée par
la suite avec l’équation (3.12) de la section 3.4.
Estimation du temps de réponse de l’application
Le temps de réponse d’une application peut dépendre de plusieurs facteurs,
comme le temps de réponse moyen des services qui la composent ou le temps
de réponse maximum garanti par le fournisseur de service. dui (t) est le temps de
réponse effectif de l’instance de l’application ai dédiée à l’objet mu. Ce dernier
correspond au temps entre l’envoi d’un paquet de données du capteur de l’objet
mu et l’arrivée de l’instruction résultante de cet envoi sur l’actionneur. Le délai
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dépend de la position de l’objet IoT et de l’emplacement des services. dui (t)
est estimé pour chaque instance de l’application ai ∈ A utilisée par l’objet
IoT mu ∈ U.
Violation du délai
En plus du temps d’exécution des services et du délai de communication
entre ces derniers, chaque application ai a un délai de réponse global dmaxi qui
représente le temps maximal autorisé pour le traitement d’un flux de données
allant du capteur à son actionneur. Ce temps est une métrique qui représente
la qualité de service (QoS) de l’application. Cette valeur est prise en fonction
du délai maximal autorisé par la classe à laquelle l’application appartient ou
peut être renseigné par l’utilisateur ou une formule mathématique donnée.
Une violation de délai ou l’échec du temps de réponse d’une application ai
pour un objet IoT donnée mu se produit lorsque le temps de réponse effectif
dui (t) dépasse le temps de réponse maximum qui lui a été attribué. Le nombre
de violations de délai est défini comme étant le nombre de fois où le temps de
réponse effectif des requêtes du capteur vers l’actionneur est supérieur à son
délai maximum de réponse dmaxi .
Priorité de l’application
Le niveau de priorité d’une application ψi, peut être défini directement par
sa classe (Ex : 0,...,3) ou bien à partir du délai maximum de l’application s’il a
été renseigné par l’utilisateur comme défini par l’équation (3.1). Ceci permet
d’avoir une plus grande précision et établir des priorités entre les applications





La table 3.2 récapitule les notations des variables pour les applications
IoT.
3.3 Modèle de l’infrastructure Fog
Le National Institute of Standards and Technology (NIST) ainsi que la
majorité des travaux de la littérature définissent le Fog comme une hiérarchie
entre différentes couches de noeuds de calcul et de communication. A partir de
la définition précédente, nous considérons une infrastructure Fog hiérarchique
3-tiers, représentée par un graphe non orienté G = (M,L) et illustré par la
figure 3.2, où M est l’ensemble des nœuds de calcul et L l’ensemble des liens
de communication.
La première couche de noeuds regroupe l’ensemble des terminaux ou objets
IoT U, la deuxième couche regroupe les noeuds Fog (cloudlet) dans l’ensemble





s i [0, A− 1] Indice des applications.
j [1, ni] Indice des services de l’application ai qui ne sont







ai Symbole Application i.
ni Symbole Nombre de services de l’application ai.
Υi {MC,RT, ST,BE} Classe de l’application ai.
ψi {0, 1, 2, 3} ou calculée Niveau de priorité de l’application ai.
dmaxi {20, 50, 150,∞} Délai de réponse maximal de l’application ai.
Gi = (Si,Ei) Symbole Graphe de l’application ai avec Si l’ensemble des
services et Ei l’ensemble des arcs.
CPi Ensemble Ensemble de chemins critiques de l’application
ai.
At Ensemble Ensemble des applications IoT à l’instant t.
Atu Ensemble Ensemble des applications utilisée par l’objet
IoT mu à l’instant t.
Ntu Ensemble Ensemble des services de l’objet IoT mu à l’ins-
tant t.





sij Symbole jème service de l’application ai.
si0 Symbole Service source (capteur).
sini+1 Symbole Service destination (actionneur).
instij Symbole Quantité d’instructions CPU, en Millions d’ins-
tructions (MI) que devra traiter le service sij .
ramij Symbole Besoin en mémoire du service sij en MB.
predij Ensemble L’ensemble de services prédécesseurs du service
sij .
succij Ensemble L’ensemble de services successeurs du service sij .




eijj′ Symbole Arc orienté allant du service sij au service sij′ .
dataijj′ Symbole Volume de données en kB, échangés entre sij et
sij′ .
dijj′ Symbole Temps de communication entre sij et sij′ .
Table 3.2 – Résumé des variables des applications IoT.
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F, et la dernière couche regroupe les noeuds Cloud C.
Figure 3.2 – Représentation de l’infrastructure Fog 3-tiers.
3.3.1 Les noeuds de l’infrastructure
Chaque noeud physique mk ∈M est défini par :
— Sa catégorie, ηk ∈ {IoT, Fog, Cloud}





k >, dont les attributs représentent respecti-
vement les capacités maximales de calcul en millions d’instructions
par seconde (MIPS), de mémoire et de stockage en MB du noeud.
Ωtk =< cputk,memtk, disktk > donne les capacités disponibles à l’instant
t.
— Un ensemble Ik d’interfaces de communications hétérogènes.
— Sa puissance électrique de calcul au repos pcmink et sa puissance dyna-
mique maximale pcmaxk , qui est la puissance consommée par la machine
au maximum de sa charge de travail CPU.
— Sa puissance électrique de communication de ses interfaces au repos
pnmink et la puissance dynamique maximale pnmaxk . Dans le travail que
nous présentons, la puissance de communication maximale et minimale
d’un noeud est déduite de la manière suivante : un noeud a une capa-
cité de transmission maximale cmaxk qui selon les travaux proposés par







Les puissances maximale et minimale sont ensuite déduites avec les
équations (3.3.1) et (3.4) selon [Krief 2012].







Les nœuds ont en outre des caractéristiques spécifiques en fonction de leur
type ηk :
— Un noeud IoT possède des capacités de calcul et de stockage et un
ensemble de capteurs H0k et d’actionneurs H1k.
— Un noeud Fog peut avoir la capacité de connecter des nœuds IoT à un
réseau externe par le biais d’un équipement de point d’accès (AP) et
dispose d’une capacité de calcul et de stockage par le biais d’un serveur
dit cloudlet Server (CS).
— Un noeud Cloud est défini comme un serveur de centre de données avec
une capacité de calculs supposée illimitée.
3.3.2 Les liens réseau
Chaque lien réseau lnkk′ ∈ L entre deux nœuds mk et mk′ a les caractéris-
tiques suivantes :
— ntkk′ : représente la technologie du lien.
— bwkk′ : représente la bande passante qui est définie par le nombre d’oc-
tets par seconde qu’un lien physique est capable d’envoyer de sa source
à sa destination. Elle est mesurée en MB/s (MBps).
— lckk′ : représente la latence mesurée en milliseconde (ms) et qui est le
temps écoulé entre l’envoi et l’arrivée d’un paquet de données de la
machine mk à la machine mk′ . La latence dépend de l’état du réseau
au moment où le paquet est envoyé.
lnkk′ peut être un lien direct physique de mk à mk′ ou être composé de
plusieurs liens. Si lnkk′ est un lien composé, nous supposons que l’algorithme
de routage donne un chemin optimal ∆lnkk′ composé des liens physiques.
Si l’on considère l’ensemble lnqp ∈ ∆lnkk′ de liens physiques de lnkk′ , la
bande passante et la latence de lnkk′ sont respectivement définies par les équa-
tions (3.5) et (3.6).
bwkk′ = min
lnqp





Les variables et leurs descriptions sont récapitulées dans le tableau 3.3.





s k [0,M − 1] Indice des machines physiques.







re M Ensemble Ensemble des machines physiques de l’infra-
structure Fog (IoT, Fog ou Cloud).
U Ensemble Ensemble des objets IoT.
F Ensemble Ensemble des noeuds de type Fog.
C Ensemble Ensemble des noeuds Cloud.










m Symbole Une machine physique (IoT, Fog ou Cloud).
Ωmaxk et Ωtk Vecteur Vecteurs des capacités maximale et disponible à
l’instant t de la machine mk.
cpumaxk et cputk R Les capacités CPU maximale et disponible à
l’instant t de la machine mk en MI.
memmaxk etmemtk R Capacité mémoire vive maximale et disponible
à l’instant t de la machine mk.
diskmaxk et disktk R Capacité de stockage maximale et disponible à
l’instant t de la machine mk.
pcmink R Puissance électrique de calcul minimale consom-
mée par la machine mk (machine au repos).
pcmaxk R Puissance électrique de calcul maximale
consommée par la machine mk.
pnmink R Puissance électrique de communication mini-
male consommée en moyenne par toutes les in-
terfaces de la machine mk.
pnmaxk R Puissance électrique de communication maxi-
male consommée par toutes les interfaces de la
machine mk.
cmaxk R Capacité maximale de transmission de la ma-
chine mk.






au lnkk′ Symbole Un lien réseau physique ou virtuel.
ntkk′ Symbole Technologie réseau du lien entre les machinesmk
et mk′ .
bwkk′ Symbole Bande passante maximale du lien entre les ma-
chines mk et mk′ ..
lckk′ R Latence du lien entre les machines mk et mk′ .
Table 3.3 – Résumé des variables de l’infrastructure Fog.
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3.4 Formulation du problème de placement de services
Nous considérons l’intervalle [ti, tf ] subdivisé en T pas de temps ainsi qu’un
ensemble M = {m0, ..,mk, ..,mM−1} de noeuds Fog et un ensemble A0 =
{a0, .., ai, .., aA−1} d’applications IoT arrivées à l’instant ti = 0. N =
∑
ai∈A ni
est le nombre de services de toutes les applications de A0. On considère mu ∈
U ⊂ M l’ensemble des noeuds IoT utilisateurs des applications dans A. Un
noeud IoT mu ∈ U a un ensemble d’applications Atu. Ntu est l’ensemble de tous
les services de toutes les applications utilisées par mu et demandées à l’instant
t.
On cherche à placer les services des applications IoT dans l’infrastructure
Fog tout en minimisant une fonction objectif F : NN 7−→ R sur l’intervalle de
temps [ti, tf ]. La fonction F est une combinaison de la consommation éner-
gétique de l’infrastructure f1(ti, tf ) et du nombre de violations de délai des
applications f2(ti, tf ) (voir 3.4.3 et équation (3.16)).
Soit xuijk, une variable de décision définie par l’équation (3.7) comme suit :
xuijk =

1, si le service sij de l’application ai demandé par le noeud
mu est placé sur la machine mk
0, sinon
(3.7)
3.4.1 La consommation énergétique
Le premier objectif considéré et défini par l’équation (3.8), est la somme
de la consommation énergétique des parties réseau et calcul de l’infrastructure
Fog pendant T pas de temps.
Pareillement à plusieurs autres travaux [Beloglazov 2012],
[Gschwandtner 2014] et étant donnée sa simplicité d’utilisation et d’in-
terprétations nous proposons un modèle de consommation énergétique
linéaire en fonction des taux d’utilisation du processeur et des interfaces
réseau d’une machine. D’autres modèles tels que celui proposé par [Xu 2014a]
peuvent être utilisés avec les approches de résolutions proposées.
f1(ti, tf ) = fC(ti, tf ) + fN(ti, tf ) (3.8)
La consommation énergétique du calcul sur l’intervalle [0, T−1] correspondant
à T pas de temps est estimée selon l’équation (3.9).
















αuijk, défini par l’équation (3.10), représente le temps de calcul du service sij
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de l’application ai associé au noeud IoT mu et placé sur la machine physique
mk. Ce temps dépend de la capacité de calcul de la machine physique cpumaxk

















γck définit la puissance électrique de calcul de la machine mk. Elle représente
la différence entre les puissances maximale et minimale de la machine. γck =
pcmaxk − pcmink .
En supposant que les communications sont uniformément distribuée sur
un pas temps, la consommation énergétique de la communication est estimée
par l’équation (3.11) comme suit :


















βuijj′,kk′ est le temps de communication entre les services sj et sj′ de l’applica-
tion ai associés au noeud IoT mu et placés respectivement sur les noeuds mk
and mk′ . Ce temps dépend de la latence et de la bande passant du lien réseau







γnkk′ est la puissance électrique de communication entre les noeuds mk et
mk′ et est définie comme suit : γnkk′ = pnmaxk + pnmaxk′ − pnmink − pnmink′ .
3.4.2 Violations des délais
La seconde métrique est une métrique de qualité de service (QoS) dont
le calcul est présenté par l’équation (3.13). L’équation présente le calcul du
nombre moyen de violations de délais dans l’ensemble d’application à placer.










wui (t) comptabilise une violations de délai pour chaque pair d’applica-
tions/objets et est définie par l’équation (3.14).
wui (t) =
1, si dui (t) > dmaxi0, sinon (3.14)
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Pour chaque application ai et objet mu à un instant t, le temps de réponse de





















Les deux objectifs sont regroupés dans une seule formule, définie par l’équa-
tion (3.16). Le but est de pouvoir utiliser une approche d’optimisation mono-
objectif, ce qui est recommandé par certain travaux [Pires 2015a], [Ihara 2015],
[Chamas 2017]. Le calcul du front de Pareto peut être pénalisant et augmente
considérablement les temps de résolution et la consommation des ressources
de stockage. Nous proposons une formule un peu différente des sommes pondé-
rées que nous trouvons habituellement dans la littérature. Notre objectif avec
cette formule et de donner plus de poids à la minimisation de la consommation
d’énergie. L’équation (3.16) présente la fonction objectif globale à minimiser
sur un intervalle à T pas de temps
F (0, T − 1) = f1(0, T − 1)(1 + f2(0, T − 1)) (3.16)
3.5 Approches de résolution
Le problème du placement de services fait partie de la catégorie de pro-
blèmes de décision NP-difficile [Pires 2015b]. De ce fait, nous proposons une
approche méta-heuristique pour résoudre en des temps raisonnables le pro-
blème détaillé en section 3.4. Les approches choisies ont prouvé leur ef-
ficacité dans les environnements Cloud et Fog [Liu 2016a], [Pandey 2010],
[Skarlat 2017a], [Skarlat 2017b] avec différents critères d’optimisation mais
n’ont pas été étudiées dans un environnement IoT-Fog. Cette section explique
les trois approches utilisées pour résoudre le problème de placement de service
hors ligne.
3.5.1 Optimisation Discrète par essaims particulaires (DPSO)
3.5.1.1 Principe de l’optimisation par essaims particulaires (PSO)
L’optimisation par essaims particulaires [Kennedy 1995] est une méthode
d’optimisation semi-stochastique à population appelée essaim. Cette méthode
s’inspire du comportement individuel et collectif au sein de groupes d’animaux






e xuijk Binaire Variable de décision.
F (ti, tf ) R Fonction objectif globale sur l’intervalle [ti, tf ].
T N Nombre total de pas de temps.
ti N Début de la fenêtre de temps.




e f1(ti, tf ) R Fonction objectif de l’énergie consommée par le
calcul et le réseau dans [ti, tf ].
fC(ti, tf ) R Consommation énergétique due aux calculs dans
[ti, tf ].
fN (ti, tf ) R Consommation énergétique due aux communi-
cations dans [ti, tf ].
γck R Constante de la puissance électrique consommée
pour les calculs de la machine mk.
γnkk′ R Constante de la puissance électrique consommée
pour les communications de la machine mk.
Q
oS f2(ti, tf ) R Fonction objectif du nombre moyen de violations
de délai.
wui (t) Binaire Violations de délai de l’application ai utilisée par
l’objet mu à l’instant t.
dui (t) R Temps de réponse effectif de l’instance de l’ap-
plication ai pour l’objet mu à l’instant t.
αuijk R Temps d’exécution du service sij de l’application
ai placé dans la machine mk.
βuijj′,kk′ R Temps de communication entre les services sij et
sij′ placés respectivement dans les machines mk
et mk′
Table 3.4 – Résumé des variables du problème de placement statique.
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sociaux devant parcourir de grandes distances et optimiser leurs déplacements
en termes d’énergie dépensée. Nous citons à titre d’exemple la formation en V
dans le processus migratoire des oiseaux. L’algorithme a été initialement pensé
pour résoudre les problèmes d’optimisation à variables continues (variables de
décision) et a été rapidement adapté pour les problèmes de décision binaires
et discrets à l’instar des problèmes de placement (solution prenant unique-
ment certaines valeurs). Kennedy et Eberhart ont introduit la version Binary
Particle Swarm Optimization (BPSO) [Kennedy 1997]. Le PSO manipule une
population d’individus appelés particules. Chaque particule représente une
solution (réalisable ou non) du problème. Ces particules parcourent l’espace
de recherche et interagissent entre elles pour trouver une solution acceptable
en un temps raisonnable. Le comportement de recherche de la particule, qui
résulte de ses variations de direction et de vitesse dans l’espace de recherche,
est influencé par une composante dite cognitive ϕ1 et une composante dite
sociale ϕ2, que nous allons détailler par la suite.
Quelque soit la version du PSO modélisée (binaire, discrète ou continue),
une particule est toujours définie avec les paramètres suivants :
1. Sa position dans l’ensemble de recherche.
2. Sa vitesse, lui permettant de se déplacer d’une solution à une autre.
Au cours des itérations, les particules changent de positions et évo-
luent en fonction des particules voisines (influence sociale) et de leurs
expériences passées (influence cognitive).
3. Son voisinage, qui regroupe un ensemble de particules interagissant di-
rectement avec la particule (s’échangeant les informations de position-
nement et la valeur de leurs fitness).
A tout instant, chaque particule peut connaître :
1. La meilleure position déjà visitée, "Personal best" (Pb).
2. La position du meilleur voisin de l’essaim, "Neighbor best" (Nb).
3. La valeur de la fonction objectif associée à sa position actuelle. A chaque
itération, cette valeur est comparée à la meilleure valeur obtenue aupa-
ravant.
3.5.1.2 Modélisation Binaire pour le problème de placement de service
(BPSO)
Dans la modélisation binaire du PSO, la position de la particule est définie
par une matrice binaire qui représente une solution du problème. La vitesse
de la particule appelée matrice vélocité, est une matrice de probabilité où
chaque élément vitij,k représente la probabilité qu’un service sij soit placé dans
une machine mk dans la solution de l’itération it. La fonction sigmoid sig(.),
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définie par l’équation (3.19), assure que les éléments de la matrice vélocité
restent dans l’intervalle [0, 1].
— Toute particule Pr de l’essaim et sa vélocité V , définies respectivement
comme des matrices, sont mises à jour à chaque itération it selon les
équations (3.17) et (3.18) comme suit :
V it+1 = ωV it + ϕ1ωit1 (Pb− Prit) + ϕ2ωt2(Nb− Prit) (3.17)
Prit+1(i, j) =
1, si rand() ≥ sig(vit+1(ij, k))0, rand() < sig(vit+1(ij, k)) (3.18)
sig(vit+1(i, j)) = 11 + exp−vit+1(i,j) (3.19)
— Les paramètres ϕ1 and ϕ2 sont définis respectivement comme les
constantes cognitive et sociale qui modulent la magnitude du prochain
mouvement de la particule vers la meilleure position qu’elle a déjà dé-
couvert ou vers la meilleure position donnée par les particules avec
laquelle elle est autorisée à communiquer. Selon les travaux de la lit-
térature [Marini 2015], le valeurs de ϕ1 et ϕ2 doivent variées dans l’in-
tervalle [0, 4]. Il a par ailleurs été montré dans [Kennedy 1995] que
ϕ1 = ϕ2 = 2 sont les meilleures valeurs dans de nombreux problèmes.
— Les paramètres Pb et Nb représentent respectivement la meilleure po-
sition visitée par la particule Pr et la meilleure position visitée par ses
voisines.
— Il existe deux approches qui permettent d’éviter le phénomène oscil-
latoire des particules (particule piégée dans une partie de l’espace qui
oscille entre des solutions déjà explorées) : (1) la limitation des va-
leurs de la vitesse entre une borne minimale et une borne maximale,
v(ij, k) ∈ [−Vmax, Vmax] ou (2) l’utilisation d’un coefficient de restric-
tion ω pour pondérer les éléments de la matrice vélocité. Cette limita-
tion évite aux particules de se déplacer trop rapidement d’une région à
une autre. Selon la stratégie choisie, la valeur ω peut rester constante
ou évoluer au cours des itérations [Eberhart 2000], [Marini 2015].
— Les paramètres ω1 et ω2 sont deux matrices dont les éléments
ω1(ij, k), ω2(ij, k) sont choisis aléatoirement entre [0, 1], afin d’intro-
duire un comportement aléatoire dans le processus de recherche de la
particule.
3.5.1.3 Modélisation Discrète pour le problème de placement de service
(DPSO)
Les positions des particules dans la version discrète du PSO prennent leurs
valeurs dans N. Pour le problème de placement de services défini en section
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Figure 3.3 – Vecteur position d’une particule dans le DPSO où un élément du
vecteur indexé par le service donne le numéro de la machine physique sur laquelle
il sera placé.
3.4, le DPSO est plus intéressant pour une utilisation moins intensive de la
mémoire lors de son implémentation. Ce dernier permet d’éviter le problème
de saturation des valeurs (liés à la fonction sigmoid) et de ce fait, réduit
la perte d’information dans la matrice vélocité. Il est également important de
préciser que le passage du DPSO au BPSO est simple et rapide [Izakian 2009].
Considérons un espace de recherche discret N-dimensionnel, N étant le
nombre de services des applications à placer et P l’essaim particulaire de
taille Psize. Chaque particule Pr ∈ P évolue sur un nombre itmax d’itérations
en cherchant à minimiser la fonction objectif définie par l’équation (3.16).
(1) Représentation de la position et la vitesse d’une particule
Prit ∈ NN donne la position de la particule Pr à l’itération it, qui dans le
cas discret est définie par un vecteur de taille N dont les valeurs pritij varient
dans [0,M−1], ∀j ∈ [0, N−1] , ∀i ∈ [0, A−1]. Par exemple, dans la figure 3.3
qui donne une représentation de Prit, le service s03 est placé dans la machine
physique 5.
pritij = k implique qu’à l’itération it le service sij est placé sur la kème
machine mk avec k ∈ [0,M − 1].
Cela peut également s’écrire de la manière suivante en considérant la re-
présentation matricielle de la particule avec la matrice Mx à l’itération it :
pritij = k ⇐⇒Mxit(ij, k) = 1 ∧ ∀l ∈ {0, .., N − 1} − {k},Mxit(ij, l) = 0.
La vélocité de la particule dans un cas discret est définie par une matrice
V qui est de dimensions NXM avec N le nombre total de services des appli-
cations et M le nombre de machines (Fog, Cloud et IoT). La figure 3.4 donne
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Figure 3.4 – Matrice vélocité d’une particule dans le DPSO où chaque ligne donne
les chances de placement du service concerné par rapport à chaque machine phy-
sique.
une représentation de la matrice V .
Chaque élément v(ij, k) ∈ R exprime les chances pour que le service sij
soit placé sur la machine mk.
(2) Équation du mouvement d’une particule
Après le calcul de la nouvelle vélocité, le nouveau vecteur position de la
particule est déduit avec l’équation (3.20)





Le différence entre le DPSO et sa version binaire se trouve dans la repré-
sentation de la position de la particule qui est un vecteur dans le DPSO et
une matrice dans le BPSO. La représentation vectorielle permet de réduire la
consommation de la mémoire. De plus, le DPSO accepte des valeurs non bi-
naires pour la matrice vélocité et ne se repose plus sur la fonction sigmoid pour
normaliser ses valeurs. Le problème de la saturation de la sigmoid conduit à
une perte d’informations considérable. Le DPSO introduit également la valeur
de la fitness dans l’équation de calcul de la nouvelle vélocité et n’utilise pas les
indices des particules. Le paramètre ω gère le degré d’influence de l’ancienne
matrice vélocité pour calculer la nouvelle matrice. Selon les travaux de la litté-
rature [Marini 2015], [Kennedy 1995], [Eberhart 2000], la valeur du paramètre
doit varier dans l’intervalle [ωmin, ωmax] avec ωmin = 0.4 and ωmax = 0.9.
Les stratégies permettant une décroissance linéaire du paramètre au court des
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itérations ont montré les meilleurs résultats pour la convergence de l’algo-
rithme.
En considérant les informations précédentes, nous proposons de mettre
à jour ω selon la formule proposée par [Xin 2009] et qui est définie dans
l’équation (3.21) comme suit :




(3) Validité de la position de la particule (de la solution)
La contrainte due à la topologie physique ou à des besoins définis par l’uti-
lisateur peut réduire l’espace des solutions réalisables pour un service donné
sij.
Chaque service sij ∈ Si a un ensemble de machines valides où ce dernier
peut s’exécuter. Pour assurer cette contrainte avec le DPSO et donc garantir
que les machines non valides pour un service donné ne seront jamais choisies,
on affecte la valeur −∞ dans les cases concernées de la matrice vélocité.
Si le service sij ne peut être placé dans la machine mk alors nous avons l’équa-
tion (3.22). Par exemple, dans la matrice vélocité de la figure 3.4 le service s01
ne peut pas être placé sur la machine m2.
∀Pr ∈ P,∀i ∈ [0, A− 1],∀it ∈ [0, itmax − 1]⇒ vit(ij, k) = −∞ (3.22)
(4) Population initiale
Initialement, les particules de l’essaim P sont uniformément distribuées dans
l’espace de recherche.
∀sij ∈ Si, pr0ij doit être choisi uniformément dans l’ensemble des machines
valides pour le service sij. Les éléments des matrices vélocités V 0 sont initia-
lisées par lignes (services) à 1 pour les machines valides et à −∞ pour les
machines non valides pour le service en question.
(5) Topologie du voisinage
La topologie du voisinage d’une particule définit les communications au-
torisées dans l’essaim et qui vont influencer les caractéristiques exploratoires
de l’algorithme ainsi que sa vitesse de convergence. Dans sa version initiale
[Kennedy 1995], l’algorithme du PSO permet à toutes les particules de com-
muniquer entre elles pour échanger leurs meilleures positions et déterminer
la meilleure solution de tout l’essaim. Cette approche de communication
globale peut bloquer la recherche dans un optimum local. Pour pallier ce
problème, la population peut être divisée en sous-ensembles où la commu-
nication est autorisée uniquement entre les particules d’un même ensemble
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Figure 3.5 – Topologie du voisinage dans l’essaim
[Muñoz Zavala 2013]. Les travaux de la littérature identifient deux catégories
de voisinage :
1. Le voisinage géométrique où les voisins de chaque particule sont calculés
selon une certaine métrique comme par exemple la valeur de la fonction
fitness.
2. Le voisinage social qui peut être défini à travers les indices des
particules. Ce dernier à plusieurs reprises a donné de meilleurs
solutions comparé à un algorithme de voisinage géométrique
[Marini 2015], [Kennedy 1995], [Muñoz Zavala 2013].
En nous basant sur la littérature, nous avons défini un voisinage social
circulaire de deux particules représenté en figure 3.5. Les étapes du DPSO
sont présentées avec le pseudo algorithme 1.
3.5.1.4 Optimisation Discrète multi-objective par essaim particulaires
(MDPSO)
La méthode du DPSO manipule les deux objectifs précédents, consomma-
tion d’énergie définie par l’équation (3.8) et nombre de violations de délai
défini par l’équation (3.13), dans une seule formule qui est combinaison des
deux objectifs précédents. Utiliser l’approche mono-objectif pour un problème
d’optimisation à plus d’un objectif peut conduire à ignorer des solutions inté-
ressantes pour un des objectifs ou plusieurs d’entre eux. Dans cette section,
nous présentons la version muti-objectifs du DPSO (MDPSO) dont les étapes
sont décrites par le pseudo algorithme 2.
Le MDPSO utilise les approches "Fast non dominant sorting" et "Crowding
assignment" décrits dans les travaux [Li 2003], [Deb 2002] et [Coello 2004].
Avant de définir ces approches, nous devons définir quelques concepts propres
aux méthodes d’optimisation multi-objectifs : (1) la dominance et (2) le Front
de Pareto.
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Algorithm 1 DPSO pour le placement de services IoT
1: Initialiser le nombre d’itérations it = 0.
2: Générer uniformément la population initiale P0 et l’ensemble des vélocités as-
sociées V0.
3: while it < itmax do
4: for all Prit ∈ Pit do
5: Mettre à jour la matrice vélocité V it de la particule, selon la formule de
l’équation(3.17).
6: Déduire le nouveau vecteur position Prit, selon la formule de l’équation
(3.20).
7: Mettre à jour l’information sur la meilleure solution trouvée par la particule
Pb si (F (Prit) < F (Pb)).
8: for all Voisins de la particule Prit do





14: Retourner la meilleure particule, celle qui minimise la fonction donnée en (3.16).
(1) Dominance
On dit qu’une particule A domine une particule B si pour toutes les fonc-
tions objectifs à minimiser (ou à maximiser) les valeurs des fitness de A sont
meilleures que celles de B ou alors si A est meilleure pour un seul objectif et
pour le reste des objectifs elles sont équivalentes. Les particules A et B ne se
dominent pas, si chaque solution est meilleure par rapport à l’autre pour un
seul objectif uniquement ou si elles sont égales pour touts les objectifs.
(2) Front de Pareto
Une optimalité ou une efficacité de Pareto est un état où on ne peut pas
améliorer une solution sans dégrader une autre. Le Front ou l’ensemble de
Pareto en optimisation est l’ensemble de solutions qui ne se dominent pas entre
elles et qui dominent toutes les autres solutions. En utilisant des méthodes de
résolutions approchées nous obtenons un Front de Pareto dit approximé.
(3) Le tri rapide par non dominance Le "non dominanted sorting algo-
rithm" est un algorithme qui trie les solutions (la population de particules, de
chromosomes ou autre) selon leur niveau de dominance. L’algorithme se fait en
plusieurs itérations où à chaque itération les particules sont comparées entre
elles afin de déduire les solutions dominantes (Front de Pareto approximé). Ces
solutions sont retirées de l’ensemble et sont archivée. A la prochaine itération
l’algorithme effectue les mêmes comparaisons et déduit le prochain ensemble
de solutions dominantes. L’algorithme continue ce processus jusqu’à ce qu’il
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Figure 3.6 – Estimation du bruit autour d’une particule selon [Deb 2002].
ne reste plus de solutions à comparer. Le première ensemble est appelé "en-
semble de solutions dominantes de niveau 1", le deuxième ensemble est appelé
" ensemble de solutions dominantes de niveau 2" et ainsi de suite.
Le "Fast non dominated sorting algorithm" est une optimisation du nombre
de comparaisons entre les solutions pour réduire la complexité de l’algorithme
décrit précédemment. Cette optimisation est présentée dans [Deb 2002].
(4) Le bruit autour d’une solution La bruit ou la densité autour d’une
solution (particule) permet d’avoir une estimation du nombre de solutions
qui sont très proches d’elle (et qui sont du même Front). Pour cela, on doit
considérer le cuboid le plus grand contenant la particule seule et qui n’inclut
aucune autre solution. Le taille moyenne d’un côté du cuboid est appelée
"crowding distance". Le cuboid est construit à partir des deux solutions les
plus proches de la particule de chaque côté du Front. Le figure 3.6 illustre ce
processus.
(5) Représentation de la position et de la vitesse d’une particule avec le
MDPSO Les définitions et les représentations des particules et des vélocités
restent similaires à l’approches DPSO.
La formule de mise à jour des vélocités est différente du DPSO car on
a deux fonctions objectif séparées et présentées dans l’équation (3.23). Nous
avons donc un paramètre de contrôle cognitif et social pour chaque objectif.
ϕ11 et ϕ12 représentent respectivement le paramètre cognitif et social lié au
premier objectif f1 (l’énergie) et ϕ21 et ϕ22 représentent respectivement le
paramètre cognitif et social lié au second objectif f2 (les violations de délai).
Pareillement, nous avons une variable aléatoire associée à chaque objectif et
pour chaque aspect, cognitif et social, avec les variables ω11, ω12, ω21 et ω22.
Chaque particule a une valeur du bruit autour d’elle "crowding value" et
un compteur de "dominance".
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Les particules sont ordonnées en plusieurs niveaux de dominance comme
défini dans le travail [Deb 2002] et le Front de Pareto estimé (niveau de domi-
nance 1 du trie par dominance présenté plus haut) est sauvegardé dans une
archive.
Initialement, les solutions non dominées sont ajoutées à l’archive de Pareto.
Après chaque itération, où les étapes sont identiques au DPSO, les particules
non dominées de l’essaim sont comparées aux solutions sauvegardées dans
l’archive. Les solutions non dominées remplacent les solutions dominées de
l’archive. L’archive de Pareto a une capacité maximale de solutions définie
par le taille de l’essaim. Si le nombre de particule de l’archive dépasse le
nombre maximal, les solutions appartenant aux régions les plus dense selon le
critère du crowding distance sont éliminées à chaque itération. La diversité de
la population est assurée par l’utilisation du "crowding distance" [Deb 2002].
vit+1(ij, k) = ω(it+1)vit(ij, k) + ϕ11ωit+111 (ij, k)[f1(Pbit)− f1(Prit)]
+ϕ12ωit+112 (ij, k)[f1(Nbit)− f1(Prit)] + ϕ21ωit+121 (i, j)[f2(Pbit)
− f2(Prit)] + ϕ22ωit+122 (i, j)[f2(Nbit)− f1(Prit)]
(3.23)
Algorithm 2 MDPSO pour le placement de services IoT
1: Initialiser le nombre d’itération it = 0.
2: Générer uniformément la population initiale P0 et l’ensemble des vélocités as-
sociées V 0.
3: while it < itmax do
4: for all Prit ∈ Pit do
5: Mettre à jour la matrice vélocité V it de la particule Prit, selon l’équation
(3.23).
6: Déduire le nouveau vecteur position Prit selon l’équation (3.20).
7: Calculer le front de Pareto et mettre à jour la meilleure solution trouvée
Pb.
8: for all Particule voisine de Prit do
9: Calculer le front de Pareto et mettre à jour Nb.
10: end for
11: end for
12: Calculer le bruit (Crowding Distance) autour de Prit.
13: Ordonner la population Prt par ordre décroissant du bruit.
14: Incrémenter it.
15: end while
16: Retourner la première particule de l’ensemble ordonné.
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3.5.2 Algorithme Génétique (GA)
L’algorithme Génétique (GA) est une méta-heuristique semi-stochastique à
population appartenant à la catégorie des méthodes évolutionnaires (se basant
sur des concepts bioinspirés). Le GA a montré une grande efficacité pour la
résolution des problèmes NP-difficiles à variables discrètes [Liu 2016b]. Dans
ce qui suit nous présentons l’application des opérateurs génétiques pour notre
problème ainsi que les étapes du GA avec le pseudo algorithme 3.
Algorithm 3 Algorithme Génétique pour le placement de services
1: Générer uniformément la population initiale de taille Psize et calculer la valeur
de la fonction objectif de chaque chromosome définie par l’équation (3.16).
2: while it < σ3 do
3: while Nombre de chromosomes génères est inférieur à σ22 ∗ Psize do
4: Sur σ2 pourcentage de la population (choisie aléatoirement) est appliqué le
processus de sélection par tournoi one-way et deux chromosomes parents
c1, c2 sont choisis.
5: Croiser les chromosomes précédemment sélectionnés c1, c2 et déduire le
chromosome résultant c3.
6: Appliquer l’opération mutation sur le chromosome résultat c3 avec une
probabilité σ1.
7: Calculer la fitness de c3 selon(3.16).
8: Sauvegarder c3 et incrémenter le nombre de chromosome générés.
9: end while
10: Ordonner l’ancienne population et les chromosomes générés selon leur fitness
et de garder les Psize meilleurs individus pour la prochaine génération.
11: Incrémenter it.
12: end while
13: Retourner le chromosome qui minimise (3.16).
(1) Représentation d’une solution (un chromosome)
Pareillement à la modélisation des particules du DPSO et du MDPSO, un
chromosome est représenté par un vecteur de taille N indexé par les services
des applications à placées. Les applications sont ordonnées par ordre croissant
de priorité et les services par ordre croissant des demandes CPU. Un élément
du vecteur donne le numéro de la machine physique sur laquelle le service va
être placé.
(2) Initialisation (population initiale)
La population initiale de chromosomes est générée uniformément dans l’es-
pace de recherche.
(3) Les opérateurs
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Figure 3.7 – Illustration des processus de croisement et de mutation
(3.1) Sélection
Sur σ2% des meilleurs individus deux chromosomes sont sélectionnés aléa-
toirement. Cette opération est répétée jusqu’à avoir σ22 ∗Psize de chromosomes
valides générés par le croisement.
(3.2) Croisement
Après la sélection d’un couple de chromosomes c1 et c2. Le premier parent
est celui ayant la meilleure valeur de la fitness. En sachant que les applications
sont classées par priorité et les services par taille de demande CPU. Le chro-
mosome fils c3 est créé à partir des premiers gènes de c1 et des derniers gènes
de c2 (50% des gènes de chaque parent). La validité de chaque chromosome
est vérifiée après le croisement.
(3.3) Mutation
Chaque chromosome issu d’une opération de croisement a une probabilité
σ1 de subir une mutation sur l’un de ses gènes sauf si la fitness du chromo-
some généré est la meilleure de toute la population alors la probabilité de
mutation est à 0. La mutation s’effectue en choisissant aléatoirement un ser-
vice et un noeud dans l’ensemble des noeuds valides (condition de capacité et
d’emplacement).
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Figure 3.8 – Illustration de la méthodologie des expérimentations.
(3) Population de la prochaine génération
Sur la population composée des chromosomes fils et des parents, les
meilleurs individus selon la valeur de la fitness sont sélectionnés pour la pro-
chaine génération.
(4) Configuration
Les paramètres du GA ont été choisis expérimentalement selon ses
meilleures performances. Le taux de mutation σ1 = 0.02, le taux de cros-
sover σ2 = 0.8, la taille de la population Psize = 30 et le nombre de génération
σ3 = 40.
3.6 Résultats
Les expérimentations ont été faites en deux parties. La première partie
compare les performances de la méthode DPSO avec des heuristiques First
Fit simples qui utilisent certaines couches de l’infrastructure de calcul et une
heuristique de la littérature que nous allons définir par la suite. La deuxième
partie des expérimentations compare la méthode DPSO avec des stratégies
de placement plus élaborées MDPSO et GA. La méthodologie des expéri-
mentations est présentée sur la figure 3.8. Les expériences ont été conduites
sur une machine Intel core i7-7700 CPU@3.60GHz x8 et les méthodes sont
implémentées en JAVA dans le simulateur iFogSim [Gupta 2016].
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Figure 3.9 – Topologie des applications à flux séquentiel unidirectionnel (SUD) :
le premier service reçoit les données des capteurs et le dernier communique avec les
actionneurs.
Figure 3.10 – Topologie des applications Master-Slave (MS) : le service maître est
le seul service qui communique avec la source et envoie ensuite des instructions aux
services esclaves. Après avoir reçu la réponse de tous les services esclaves, le service
maître envoie les instructions aux actionneurs.
3.6.1 Test du DPSO et des heuristiques pour le placement de ser-
vices
Dans cette partie, l’approche Discrete Particle Swarm Optimization
(DPSO) et sa version binaire (BPSO) sont comparées aux stratégies suivantes :
CloudOnly, FogOnly, IoTFogOnly (IF), IoTCloud (IC), FogCloud (FC) et Di-
cothomous Modules Mapping (DCT), une méthode de la littérature. L’objectif
étant de montrer l’efficacité des méthodes proposées et d’observer l’impact de
l’utilisation des noeuds de certaines couches de l’infrastructure de calcul plutôt
que d’autres.
Pour une infrastructure de calcul Fog fixe, nous faisons varier le nombre
d’applications et nous comparons les différentes approches de placement en
considérant la consommation énergétique de l’infrastructure et le nombre de
violations de délai dans l’ensemble des applications.
Nous considérons dans nos expérimentations deux types de topologies d’ap-
plications données dans [Buyya 2019] et représentées avec les figures 3.9 et
3.10.
Nous considérons l’ensemble d’applications A0 à l’instant ti = 0 de taille
A ∈ {4, 8, 12, 16, 20, 24, 28, 32}. Chaque application ai a un nombre ni = 3 de
services de traitement de flux. Nous avons pris la charge de travail moyenne
des services en millions d’instructions et la taille des données traversant le ré-
seau en (kB) proportionnellement aux informations trouvées dans les exemples
d’applications donnés dans [Buyya 2019]. Chaque application ai est caracté-
risée par la topologie de communication entre ses services, ses exigences en
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Table 3.5 – Caractéristiques détaillées des noeuds de l’infrastructure Fog
(k ∈ [0, 3]).









0 Cloud 4 Cloud 120000 64000 10000 318-145
1 Fog 1 Proxy 60000 8000 10000 169-70
2 2 d0(LoRa) 6750 1000 10000 10-45
d1(Wired) 6750 1000 10000 10-45
2 d2(Wi-Fi) 13500 2000 10000 20-70
2 d3(4G-LTE) 13500 2000 10000 20-70
3 IoT 16 m0-k 2800 1000 0.25/1/1000/1000 5.1-1.9
m1-k 4500 3000 0.25/1/1000/1000 6.1-1.1
m2-k 2800 1000 0.25/1/1000/1000 5.1-1.9
m3-k 4500 3000 0.25/1/1000/1000 6.1-1.1
qualité de service (QoS) et sa priorité. Nous avons utilisé le tableau 3.1 pour
générer un ensemble d’applications IoT de différentes classes qui ont été iden-
tifiées dans [Guevara 2017] avec leur priorité associée (0 est la plus haute
priorité) et leur délai de réponse maximal. Chaque application interagit avec
une paire de capteurs/actionneurs placés de manière aléatoire sur les objets
IoT de l’infrastructure. Les capteurs de l’infrastructure envoient simultané-
ment des données toutes les 5 ms. Nous arrêtons la simulation lorsque tous
les capteurs ont envoyé 500 paquets de données.
Pareillement aux travaux de [Wang 2018b] et [Csr 2017], nous considérons
une infrastructure Fog fixe avec 3 couches de noeuds : (1) Cloud, (2) Proxy
et passerelle Fog et (3) couche objets IoT.
Pour le centre de données et le noeud proxy, nous avons utilisé les infor-
mations d’un centre de données local composé de 4 noeuds physiques Intel
dual Xeon E5 2699 v3 18-cores. Les spécifications processeur ont été récu-
pérées du site Intel et l’évaluation des MIPS résultent du 7-zip benchmark
[Intel 2015], [7-cpu ].
Pour les noeuds Fog, on simule les caractéristiques des routeurs Cisco IR809
et IR829 [Cisco ].
Pour la couche IoT, on considère deux catégories d’équipements :
des smartphone Samsung galaxy S5 et des Raspberry pi 3+ B
[Halfacree 2018], [Wimmer 2014].
Le simulateur impose une structure arborescente pour représenter l’infra-
structure Fog multi-couches décrite par la figure 3.11. Les caractéristiques
des noeuds de l’infrastructure sont décrites dans le tableau 3.5. Les technolo-
gies d’accès utilisées sont la 4G-LTE et LoRa considérées comme des réseaux
d’accès attractifs pour l’IoT et des technologies plus classiques et largement
déployées : Wi-Fi et filaire.
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Figure 3.11 – Topologie Fog des expérimentations, composée d’une couche Cloud,
couche de passerelles Fog et une couche IoT où pour chaque passerelle Fog 4 objets
IoT y sont connectés.
3.6.1.1 Les méthodes
Le Discrete Particle Swarm Optimization (DPSO) est comparé à un en-
semble de stratégies de placement simples qui ont pour avantage d’avoir un
temps de résolution négligeable comparés aux méta-heuristiques. Toutes les
heuristiques sont des algorithmes de listes qui considèrent uniquement un sous-
ensemble de noeuds de calcul et qui utilisent l’approche First Fit qui consiste à
choisir le premier élément trouvé respectant les contraintes du problème pour
le placement d’un service.
Pour toutes les heuristiques, les noeuds de calcul et les services sont res-
pectivement ordonnés par ordre croissant des capacités (disponibles) et des
demandes CPU.
1. CloudOnly (CO) - Cette méthode place tous les services dans les
centres de données.
2. IoTFogOnly (IF) - Cette méthode considère uniquement les noeuds
IoT et Fog, pour chaque application elle essaye de placer tous les services
sur le premier noeud le plus proche du noeud utilisateur (en nombre de
sauts) ayant les capacités suffisantes (First Fit).
3. FogCloud (FC) - Cette méthode place les services d’une même appli-
cation dans les noeuds Fog et si les capacité des noeuds sont dépassées
les services sont placés dans le Cloud.
4. IoTCloud (IC) - Cette méthode place les services dans les noeuds IoT
et si les capacité des noeuds sont dépassées les services sont placés dans
le Cloud.
5. Dicothomous Module Mapping (DCT) - Cette méthode de la lit-
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térature [Taneja 2017] effectue une recherche dichotomique sur la liste
ordonnée des noeuds de calcul pour chaque service.
6. Binary Particle Swarm Optimization (BPSO) - Utilise la mé-
thode du BPSO décrite dans la section 3.5.1.2.
7. Discret Particle Swarm Optimization (DPSO) - Utilise l’algo-
rithme du DPSO présenté dans la section 3.5.1.3. Nous avons conduit
un ensemble d’expérimentation avec les paramètres dans les intervalles
suivants :
— Les constantes sociale ϕ1 et cognitive ϕ2 dans [1, 4].
— La taille de la population Psize dans [10, 80].
Les valeurs trouvées expérimentalement où le DPSO est le plus
performant sont en adéquation avec les valeurs de la littérature
[Marini 2015], [Izakian 2009] avec ϕ1 = 2, ϕ2 = 2 et Psize = 40.
Considérant 50 exécutions indépendantes, les figures 3.12b et 3.12a pré-
sentent respectivement le nombre moyen de violations de délai et la consom-
mation énergétique de l’infrastructure (communications et calculs) obtenus
par chaque méthode de placement pour différentes tailles du problème (en
nombre d’applications) et un ensemble hétérogènes d’applications Mission cri-
tiques (MC), Temps Réel (RT), Streaming (ST) et Best Effort (BE).
On remarque que l’approche DPSO offre le meilleur compromis entre la
minimisation du nombre de violations de délai et de la consommation éner-
gétique, suivie par BPSO qui est un peu moins efficace, ce qui est dû au
phénomène de saturation de la fonction Sigmoid qui conduit le BPSO à avoir
un comportement aléatoire. Le DPSO minimise en moyenne la consommation
d’énergie et le nombre de violations de délai respectivement de 8% et de 15%
comparé au BPSO.
La méthode DCT donne d’assez bons résultats étant donné que cette der-
nière considère tous les noeuds pour le placement comparé aux autres heuris-
tiques. DCT minimise la consommation énergétique respectivement de 7% et
13% comparé au DPSO et au BPSO. Cependant, le nombre de violations de
délai augmente de 16% et 9% comparé respectivement au DPSO et BPSO.
L’approche CloudOnly (CO) est la méthode qui consomme le plus d’éner-
gie. L’utilisation du Cloud pour placer de petits services (en demande de cal-
cul) et qui communiquent souvent avec les capteurs/actionneurs des noeuds
IoT peut augmenter drastiquement la consommation énergétique et les temps
de réponses des applications IoT. A contrario, l’utilisation des couches IoT et
Fog sans le Cloud avec l’approches IoTFogOnly (IF) réduit l’utilisation des
ressources réseau et la consommation énergétique mais l’exécution des services
prend plus de temps et conduit à des dégradations de performances (violations
de délai) comme on peut le voir avec la figure 3.12b. De plus, les couches Fog
et IoT ne sont pas suffisantes pour héberger tous les services, considérant les
capacités de calcul et de stockage limitées des noeuds Fog et IoT. Prendre
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(a) Consommation énergétique des communications et du calcul
(b) Nombre moyen de violations de délai
Figure 3.12 – Consommation énergétique et nombre de violations de délai par
nombre d’applications à placer et pour chaque méthode de placement
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plus de temps pour exécuter les services des applications peut également in-
duire à une consommation énergétique importante. Avec les approches IC et
FC, qui utilisent respectivement les couches IoT-Cloud et Fog-Cloud, on peut
observer que IC consomme moins d’énergie comparée à FC quand le nombre
d’applications augmente. Ce qui se justifie par l’utilisation des noeuds IoT à
faible consommation énergétique, lorsque le nombre d’applications augmente
de plus en plus de services sont placés dans le Cloud ce qui réduit leur temps
d’exécution et améliore le temps de réponse comme nous pouvons le voir avec
la figure 3.12b.
L’approche IC est intéressante pour la réduction des délais en utilisant
les noeuds IoT (proximité) et en exploitant la puissance de calcul du Cloud.
L’approche FC consomme un peu plus d’énergie que l’approche IC mais ne
réduit par pour autant le nombre de violations de délai, les temps de réponses
augmentent à cause du temps de communication entre les utilisateurs et leurs
services.
Nous pouvons conclure des analyses précédentes, que l’utilisation de seule-
ment deux catégories de noeuds sur trois (peu importe lesquelles) n’est pas suf-
fisant pour établir une stratégie efficace qui minimise efficacement la consom-
mation énergétique et assure le respect des délais de réponses des applications
IoT. L’approche DCT considère les 3 couches pour le placement ce qui donne
de bons résultats pour l’énergie et le délai. Cependant, elle reste moins efficace
que le DPSO et le BPSO.
Figure 3.13 – Charge de services par couche et pour chaque méthode.
La figure 3.13 présente la charge de services par couche pour chaque mé-
thode de placement. Ces derniers résultats confirment les observations pré-
cédentes et montrent que le DPSO utilise les 3 catégories de noeuds d’une
manière plus au moins homogène pour pouvoir à la fois minimiser l’énergie
consommée et réduire le nombre de violations de délai.
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Pour le placement d’une application composée de 3 services et avec la
moitié du temps dédié à la simulation des exécutions des services après leurs
placements, la méthode DPSO prend 109s alors que les méthodes CloudOnly,
IoTFogOnly, IC, FC and DCT prennent respectivement 84ms, 211ms, 114ms,
241ms et 167ms. En contrepartie, le DPSO minimise la consommation énergé-
tique et le nombre de violations de délai 80% et 31% par rapport à CloudOnly,
38% et 31% par rapport à FogOnly, 61% et 31% par rapport FC, 38% et -15%
(augmente) par rapport à IC, 9% et 7% par rapport au BPSO et -30% et 15%
par rapport à DCT.
Même si les heuristiques sont plus rapides que l’approche DPSO, on peut
voir que les gains apportés par la méthode en énergie et QoS sont plus inté-
ressants.
Des analyses précédentes et en conclusion générale, nous pouvons dire que
le DPSO exploite efficacement les ressources des couches Fog et Cloud, en
réduisant le nombre de violations de délai tout en réduisant la consomma-
tion énergétique de l’infrastructure Fog mais le temps de résolution de cette
méthode est non négligeable et peut compromettre son utilisation en temps
réel.
3.6.2 Test du DPSO et des méta-heuristiques pour le placement
statique
Dans cette partie, nous comparons les performances du DPSO à des stra-
tégies plus complexes. L’objectif étant de voir le comportement des méthodes
selon différentes variantes du problème. Nous voulons voir l’impact des topo-
logies d’applications, des classes d’applications et de leur nombre, du nombre
d’objets IoT et des technologies d’accès réseau sur les performances des mé-
thodes.
3.6.2.1 Impact de la topologie de l’application
(a) SUD (b) MS
Figure 3.14 – Impact des topologies d’application SUD et MS sur les performances
des méthodes DPSO, MDPSO et GA.
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Nous reprenons les deux catégories de graphes d’applications décrites pré-
cédemment par les figures 3.10 et 3.9. Chaque topologie est instanciée se-
lon une des classes d’application présentées par le tableau 3.1. On considère
des ensembles homogènes de chaque topologie composés de 25% d’interactive
Real-Time (RT) applications, 25% de Streaming applications (ST), 25% et
Mission Critical applications (MC) et 25% de Best Effort applications (BE).
Chaque application a une paire capteur/actionneur. Après le placement des
services, on lance les simulations, ces dernières s’arrêtent dès que chaque cap-
teur a envoyé 500 paquets de données.
On considère une seul branche de l’infrastructure Fog présentée par la
figure 3.11 : un noeud IoT connecté à une passerelle Fog. La passerelle peut
être accessible par un lien filaire de 10 GB, un lien 4G LTE, un lien LoRa ou
un lien Wi-Fi. La passerelle Fog est aussi connectée par un lien filaire à un
autre noeud Fog qui fait office de proxy pour le noeud Cloud.
Pour chaque technologie d’accès réseau (filaire, 4G-LTE, Wi-Fi and LoRa),
50 exécutions ont été effectuées avec un ensemble d’applications de taille : 4,
12, 36 et pour chaque méta-heuristique. Les demandes des applications et
les caractéristiques des noeuds de calculs sont prises uniformément dans les
intervalles dont la valeur moyenne est précisée dans le tableau.
Les figures 3.14a et 3.14b présentent respectivement pour chaque topolo-
gie d’applications des radars graphes où les points des pentagones donnent
respectivement les valeurs moyennes normalisées de la consommation énergé-
tique du réseau et du calcul, du nombre de violations de délai et du temps
d’exécution des méthodes pour toutes les expérimentations considérant tout
type de réseau d’accès.
On peut voir que le GA est plus performant avec les topologies Master-
Slave pour la minimisation du nombre de violations de délai. La structure
des graphes MS comporte moins de dépendances de données entre les services
que les graphes SUD. Les services esclaves peuvent s’exécuter en parallèle est
ainsi réduire le temps d’exécution de l’application. Avec les topologies SUD,
le dernier service doit attendre l’exécution de tous ses prédécesseurs pour
envoyer l’instruction finale à l’actionneur. En comparant les méthodes entre
elles, on voit que le MDPSO reste le plus performant pour la minimisation de
violations de délai.
Le GA reste le plus performant pour la minimisation de l’énergie suivi du
MDPSO et du DPSO. Cependant le DPSO a des temps de résolutions plus
petits pour les deux topologies.
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(a) SUD (b) MS
Figure 3.16 – Facteur de dispersion des services d’une même application pour les
méthodes DPSO, MDPSO et GA
(a) SUD (b) MS
Figure 3.15 – Impact des topologies d’application SUD et MS sur l’utilisation de
l’infrastructure par les méthodes DPSO, MDPSO et GA.
Des figures 3.15a et 3.15b qui présentent respectivement l’utilisation des
couches Fog par les méthodes DPSO, MDPSO et GA pour chaque topologie
d’application, on remarque que pour la topologie MS, le noeud Cloud est plus
utilisé par toutes les méthodes comparée à la topologie SUD.
Si on considère les graphes SUD, on remarque que les méthodes DPSO et
MDPSO placent leurs services plus intensivement dans les noeuds IoT alors
que le GA les place dans le Fog.
On remarque que le MDPSO utilise plus les noeuds IoT pour les applica-
tions SUD que MS. Les services sont placés au plus proche des utilisateurs
finaux IoT alors que le GA sollicite plus les noeuds Fog. Ce qui explique que
le MDPSO soit plus performant avec les applications SUD. Le DPSO utilise
plus intensivement les noeuds IoT et Cloud comparé au GA et moins que le
MDPSO, ce qui explique les résultats moins bons pour la minimisation des
deux objectifs.
La figure 3.16 présente la moyenne des dispersions entre les services d’une
même application en pourcentage, considérant différentes tailles de l’ensemble
d’application pour chaque topologie de graphe. La dispersion entre les services
sij et sij′ , placés respectivement sur les machines mk et mk′ , est le nombre de
noeuds qui séparent les deux machines et cette valeur est égale à 0 simk = mk′ .
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La dispersion de l’application est la moyenne des dispersions de chaque paire
de services s’échangeant des données. Nous pouvons voir que pour chaque
méthode le pourcentage de dispersion des services est assez faible (inférieur à
25%). Les résultats des méthodes sont assez proches pour les topologies MS et
on observe une différence pour les topologies SUD où le facteur de dispersion
du MDPSO est inférieur à ceux des méthodes GA et DPSO.
Des précédentes analyses, nous pouvons dire qu’il y a peu d’impact entre la
dispersion des services et les performances des méthodes pour la minimisation
du nombre de violations et de la consommation énergétique.
3.6.2.2 Impact du nombre d’applications IoT
Dans cette partie, nous considérons un seul objet IoT et nous faisons varier
le nombre d’applications demandées par cet objet.
(a) 4 (b) 12 (c) 36
Figure 3.17 – Les valeurs moyennes des métriques de la consommation énergétique,
violations de délai et temps d’exécution de chaque méthode par nombre d’applica-
tions placées.
Les figures 3.17a, 3.17b et 3.17c présentent les valeurs moyennes des mé-
triques de la consommation énergétique, violations de délai et temps d’exé-
cution de chaque méthode par nombre d’applications placées. Nous pouvons
observer que pour un petit nombre d’applications le MDPSO est plus perfor-
mant pour les minimisations des deux objectifs comparé au GA et au DPSO.
Lorsque le nombre d’applications à placer augmente (12, 36) le GA donne
de meilleurs résultats pour la minimisation de l’énergie. Le DPSO est plus
performant si le nombre d’applications augmente alors que le temps d’exécu-
tion du MDPSO est toujours plus important comparé à celui du DPSO et du
GA. Ceci peut être justifié par le temps supplémentaire pris par le MDPSO
pour estimer et sauvegarder les solutions du front de Pareto approximé qui
augmente avec la taille du problème.
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(a) 4 (b) 12
(c) 36
Figure 3.18 – Usage des noeuds de chaque couche pour le placement des applica-
tions par nombre d’applications placées
La figure 3.18 présente les valeurs moyennes de 120 exécutions donnant
le pourcentage de la charge des noeuds en services pour chaque méthode de
placement en augmentant le nombre d’applications placées.
Les expérimentations ont montré que contrairement à la topologie des ap-
plications, le nombre d’applications impacte très peu sur la façon dont les
noeuds sont utilisés. On remarque que le GA utilise plus les noeuds de la
couche Fog comparé aux méthodes DPSO et MDPSO, qui sollicitent plus in-
tensément le Cloud et utilisent les deux autres types de noeuds d’une manière
équitable. On remarque que le MDPSO et le DPSO ont plus ou moins la même
distribution de services sur les différentes couches de noeuds (Cloud, Fog, IoT)
quelque soit l’application.
On peut voir que le GA utilise plus intensivement les noeuds IoT et Fog
comparé aux méthodes DPSO et MDPSO. Pour un petit nombre d’applica-
tions, le MDPSO utilise plus intensivement la couche IoT ce qui a tendance à
réduire les violations de délai. Lorsque la taille du problème augmente (nombre
d’application) la méthode sollicite plus intensément le noeud Cloud et très peu
les noeuds Fog.
3.6.2.3 Impact des technologies d’accès
Nous considérons un ensemble de 4 applications de chaque classe et une
topologie Fog avec une seule technologie d’accès. La figure 3.19 présente l’uti-
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lisation des couches pour chaque méthode en fonction des technologies réseau
de l’infrastructure Fog. Nous pouvons observer que pour un réseau d’accès
avec des caractéristiques 4G et Wi-Fi le GA utilise plus les noeuds IoT et Fog
ce qui lui permet de minimiser la consommation énergétique, les méthodes
DPSO et MDPSO utilisent plus les noeuds Fog et Cloud.
Avec le réseau LoRa et les réseaux filaires, on observe que le GA, le DPSO
et MDPSO utilisent plus le Cloud comparé aux noeuds IoT et Fog et comparé
à l’utilisation dans les réseaux 4G (même si le taux est plus élevé pour le GA)
Le comportement des méthodes est assez cohérent si on considère que les
réseaux 4G et Wi-Fi sont assez énergivorent comparés aux réseaux LoRa et
aux réseaux filaires [IEA 2017].
(a) 4G (b) Wi-Fi
(c) LoRa (d) Filaire
Figure 3.19 – Utilisation de couches Fog pour chaque méthode en fonction du type
de réseau d’accès.
3.6.2.4 Impact des classes d’applications
Dans cette partie nous nous intéressons au comportement des méthodes
pour le placement de services selon les classes de leurs applications selon leurs
classes : Mission Critical (MC), Real-Time (RT), Streaming (ST) et Best
Effort (BE).
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(a) MC (b) BE
(c) ST (d) RT
Figure 3.20 – Illustrations par histogrammes du nombre de comparaisons ga-
gnantes pour chaque métrique entre les méthodes DPSO, GA et MDPSO, par classe
d’applications : MC, RT, ST et BE.
La figure 3.20 présente le nombre de fois où une méthode est meilleure
pour au moins un objectif par objectif et par classe d’application.
Nous pouvons voir que la tendance est la même pour toute les classes et que
la GA est performant pour la minimisation de la consommation énergétique
le DPSO et MDPSO sont plus performants pour la minimisation du nombre
de violations de délai.
3.6.2.5 Comportement des méthodes en moyenne considérant les expé-
rimentations dans leur globalité
Figure 3.21 – Radar Graphe de la moyenne de toutes les expérimentations
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Si nous analysons les résultats dans leur globalité avec la figure 3.21, qui
présente les valeurs des différentes métriques considérant toute les tailles du
problème (4-12-36) et topologies des graphes d’applications (SUD-MS) et un
ensemble hétérogène de classes d’applications et de technologies d’accès, nous
pouvons faire deux principales observations.
(1) L’approche MDPSO est plus performante que les approches DPSO et
GA pour la réduction du nombre de violations de délai alors que le GA est
plus performant comparé au DPSO et au MDPSO pour la réduction de la
consommation énergétique.
En effet, l’approche MDPSO réduit le nombre de violations de délai de 37%
comparée au GA et à 31% comparée au DPSO. Le GA réduit la consommation
énergétique totale de 25% comparé au DPSO et de 28% comparé au MDPSO.
Ces résultats peuvent être justifiés par la nature multi-objectifs du
MDPSO. Ce qui lui permet un meilleur exploration pour minimiser le nombre
de violations de délai.
Le GA et le DPSO manipulent une somme pondérée des deux objectifs
(énergie et délai) définie par l’équation Eq (3.16). Cette formule donne un
avantage à la minimisation de l’énergie (les valeurs sont plus grandes que le
nombre de violations de délai) et ce qui conduit les deux approches à trouver
de meilleurs solutions pour la minimisation de l’énergie.
(2) DPSO est plus performant que le GA pour réduire le nombre de viola-
tion de délai de 15% et est plus performant que le MDPSO pour la réduction de
la consommation d’énergie de 8%. Même si le DPSO utilise la même somme
pondérée que le GA, il est capable de trouver de meilleures solutions pour
réduire le nombre de violations de délai. Ceci est dû à la diversification de
l’exploration grâce aux équations de mise à jour de la vélocité qui intègrent
des paramètres stochastiques et qui s’avèrent plus efficaces que la mutation
dans le GA. Les particules ont une certaine liberté d’exploration et indépen-
dance alors que les chromosomes du GA résultent des individus des générations
précédentes. Nous pouvons conclure des analyses précédentes que le MDPSO
serait plus adapté pour les petits problèmes (figure 3.17a). Le GA devrait être
utilisé quand la taille du problème augmente et lorsque la minimisation de
l’énergie est plus importante que la QoS.
Si le paramètre QoS est plus important, alors le MDPSO est plus intéres-
sant mais si le temps de résolution rentre également en compte alors le DPSO
donne un bon compromis entre les temps de d’exécution et la minimisation
du nombre de violations de délai.
Le tableau 3.6 résume les conclusions précédentes en spécifiant quelle mé-
thode choisir selon la priorité de l’objectif. Les méthodes sont ordonnées de 1
(la meilleure approche) à 3 (l’approche la moins performante).
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Méthode/Objectifs Énergie Violations Temps Énergie-Violation Énergie-Temps Violation-Temps
DPSO 3 2 1 3 2 1
GA 1 3 2 2 1 3
MDPSO 2 1 3 1 3 2
Table 3.6 – Classification des méthodes DPSO, GA et MDPSO selon l’objectif
visé. De la méthode la plus recommandée (1) à la moins recommandée (3).
3.7 Bilan des expérimentations et amélioration des ap-
proches de placement
Nous avons vu à travers les différentes expérimentations que les technolo-
gies d’accès, les classes d’applications ainsi que la taille du problème avaient
un impact sur les performances des méthodes et que le comportement de
chaque approche était singulier face à ces facteurs. Bien qu’étant rapides, les
approches heuristiques vues précédemment sont très peu performantes pour
les objectifs définis et restent assez simples en ne considérant pas tous les as-
pects du problème. Quant aux approches méta-heuristiques utilisées, elles ont
deux inconvénients majeurs :
— Un temps de calcul important (pouvant atteindre plusieurs minutes).
— Le fait qu’elles n’intègrent pas directement les notions de consommation
de ressources par classes d’applications, des technologies d’accès et les
informations des objets dans leur logique de placement.
Par rapport aux objectifs d’optimisation considérés et à leur modélisation, on
remarque que le critère QoS défini est assez souple. Le placement autorise des
solutions qui violent les délais de réponse quelle que soit l’application. Or, il
est impératif que le placement de certaines applications respecte leur délai
de réponse. En particulier pour les applications sensibles de classe Mission
Critique (MC), touchant à la sécurité des individus et certaines applications
Temps Réel (RT). Pour obtenir de meilleures solutions de placements, il est
important de ne pas considérer seulement l’aspect priorité entre les appli-
cations mais également le profil de consommation des différentes ressources
réseau et de calcul de ces dernières. Quant à l’énergie, l’utilisation d’une équa-
tion linéaire en fonction du taux d’utilisation CPU et des interfaces des noeuds
est suffisante mais il est possible d’utiliser d’autres modèles avec les méthodes
de placement utilisées.
Nous proposons dans ce contexte une approche de placement hybride qui
combine à la fois les performances exploratoires des méta-heuristiques et qui
réduit leur coût d’exécution avec l’utilisation des heuristiques. L’algorithme
prend également en considération les facteurs vus précédemment pour le pla-
cement. Le diagramme des étapes de l’algorithme est présenté dans la figure
3.22.
Nous proposons un ensemble de règles d’associations présentées par le den-
drogramme de la figure 3.23 et déduites des expérimentations précédentes. Ces
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Figure 3.22 – Diagramme algorithme de placement.
règles aident à choisir les heuristiques d’initialisations et les méta-heuristiques
pour le placement. On décompose les besoins en ressources des applications en
deux catégories : besoin réseau (R) et besoin de calcul (C). Chaque catégorie
a trois niveaux de demande : haut (H), moyen (M) et bas (L). Nous aurons
donc pour les réseaux les niveaux (R-H), (R-M) et (R-L) et pour le calcul
(C-H), (C-M), (C-L).
Les labels "haut", "moyen" et "bas" sont relatifs dans l’ensemble d’applica-
tions à placer et sont attribués comme suit.
— Pour le réseau, nous calculons la taille moyenne du paquet de données
échangées allant du capteur vers l’actionneur de chaque application. En
suite, les applications sont affectées selon la valeurs trouvé à une des
classes : R-H, R-M ou R-L.
— Pour le calcul, nous calculons le nombre moyen d’instructions que doit
traiter toute l’application pour un flux allant du capteur vers l’action-
neur. Ensuite, les applications sont affectées selon la valeurs trouvé à
une des classes : R-H, R-M ou R-L.
Si on a un ensemble homogène d’applications selon les priorités, nous ajoutons
des contraintes sur la QoS selon leur classe.
Pour les classes Mission Critique (MC) la minimisation de F , définie par
l’équation (3.16) se fait sous contrainte de QoS stricte. Pour avoir une solution
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valide, aucune violation de délai n’est autorisée. Pour les classes temps réel
(RT) et Streaming (ST) la minimisation de F se fait avec une tolérance sur la
contrainte de QoS. C’est-à-dire qu’un certain taux de violations est autorisé.
Pour les applications Best Effort (BE) la priorité est l’économie d’énergie donc
nous optons pour la minimisation de l’énergie sans contrainte sur la QoS.
Comme cette amélioration propose de traiter des ensembles homogènes
d’applications (par classe).
L’ordre des applications dans les chromosomes et les particules se fera
comme suit :
— Si la demande réseau est plus importante que la demande de calcul, les
applications sont classées par ordre décroissant de leur demande réseau
et les services sont classés par ordre de précédence (du capteur vers
l’actionneur).
— Si la demande en calcul est plus importante que la demande réseau,
les applications sont classées par ordre décroissant de leur demande en
calcul et les services sont classés par ordre de précédence (du capteur
vers l’actionneur).
— Si la demande de consommation en calcul et en communication des ap-
plications est similaire i.e. RH-CH, RM-CM et RL-CL, les applications
sont ordonnées selon la valeur de leur priorité, calculée par l’équation
(3.1) (de la plus petite à la plus grande valeur).
Le tri des noeuds de calcul se fait comme suit :
— Si la demande réseau est plus importante que la demande de calcul, les
noeuds sont classés selon leur proximité à l’objet IoT (en nombre de
sauts).
— Si la demande en calcul est plus importante que la demande réseau, les
noeuds sont classés par ordre décroissant des capacités de calcul.
— Si la demande de consommation en calcul et en communication des
applications est similaire i.e. RH-CH, RM-CM et RL-CL, les noeuds
sont classés par ordre décroissant des capacités CPU disponible pour
les noeuds Fog, les noeuds IoT et ensuite le Cloud. Si les noeuds ont
des capacités similaires alors ils ont classé selon leur proximité à l’objet
IoT (en nombre de sauts).
Extension des stratégies avec d’autres règles et machine learning
Il serait possible d’affiner les détails de la consommation des ressources ré-
seau en différenciant entre les applications qui sollicitent le réseau pour faire
monter des informations (Up) ou pour récupérer des informations (Down) et
inversement ou avec un taux de Up équivalent au taux de Down. Les appli-
cations pourraient également être catégorisées selon la fréquence de commu-
nication avec leurs objets IoT ou les fréquences de communications de leurs
services critiques.
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L’arbre que nous proposons est fait avec des règles fixes déduites des ex-
périmentations précédentes. Il serait possible de garder un historique des pla-
cements, de récolter des métriques sur les résultats et changer les règles si
nécessaire selon la qualité des placements antérieurs. On affecte des poids en
fonction de la qualité des solutions précédentes (et qui change donc dynami-
quement) pour choisir les méthodes lors du prochain placement.
Figure 3.23 – Dendrogramme des choix des méthodes initiales et des méta-
heuristiques
Nous pouvons également considérer d’autres métriques pour calculer la
proximité entre l’objet IoT et un noeud Fog qui peut être soit la technologie
de communication ou soit la bande passante disponible.
3.8 Synthèse
Dans ce chapitre nous avons présenté notre modélisation des infrastruc-
tures Fog Computing et des applications IoT. Nous avons ensuite posé le
problème de placement de services dans le Fog sous forme de problème d’op-
timisation dont la résolution a pour objectif de minimiser la consommation
énergétique du système et le nombre de violations de délai des applications. A
cet effet, nous avons proposé des approches méta-heuristiques à essaim avec
le Discrete Particle Swarm Optimization (DPSO), sa version multi-objectifs
(MDPSO) et une approche évolutionnaire avec l’algorithme génétique (GA)
ainsi que quelques heuristiques gloutonnes. A travers les tests et évaluations
des méthodes, nous avons essayé d’identifier l’impact des différents facteurs
variables de l’environnement sur l’utilisation de l’infrastructure par les mé-
thodes et leurs performances pour les objectifs définis. Ainsi nous avons évalué
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les méthodes selon :
— La topologie des applications IoT.
— Les technologies d’accès réseau.
— La scalabilité vue à travers l’augmentation du nombre d’applications
demandées par le même objet et par l’augmentation du nombre d’objets
IoT.
Nous avons également proposé une stratégie placement hybride afin de
tirer avantage de méthodes étudiées dans ce chapitre.
Dans le prochain chapitre nous allons considérer un environnement Fog-
IoT dynamique via la mobilité des objets IoT.

Chapitre 4
Placement de services en
environnement dynamique
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4.1 Introduction
La mobilité des objets est une caractéristique importante des environne-
ments IoT et Fog qui amènent notamment de la dynamicité. Cet aspect a été
jusque là très peu considéré dans les travaux de placement de services dans
ces environnements [Cziva 2018], [Bittencourt 2017].
Placer, déployer ou tout simplement gérer le cycle de vie des applications
dans un environnement dynamique est un problème complexe généré par le
très grand nombre de noeuds mobiles et l’impossibilité d’estimer avec exacti-
tude et en des temps raisonnables leurs déplacements. Il est pourtant primor-
dial d’exploiter les informations de mobilité des objets dans les stratégies de
décision liées au placement d’applications et à l’allocation des ressources de
calcul. Ces stratégies vont répondre aux besoins des applications et assurer
une gestion efficace des infrastructures de calcul et de communication au cours
du temps. De plus, le déploiement distribué des services d’une application sur
un très grand nombre de noeuds de calcul peut induire une consommation
énergétique non négligeable des infrastructures Fog. Ce phénomène peut être
amplifié par les déplacements des objets au cours du temps.
Dans ce chapitre, nous allons aborder la problématique du placement d’ap-
plications dans un environnement à objets mobiles. Le but est de répondre aux
besoins et objectifs d’optimisation définis dans la chapitre précédent : mini-
miser la consommation énergétique de l’infrastructure Fog et les violations du
délai de réponse des applications.
Les contributions présentées dans ce chapitre peuvent être divisées en trois
parties :
1. Proposition et évaluation d’algorithmes de placement de services sans
réévaluation de la solution au cours du temps (sans migration).
(a) Un algorithme génétique probabiliste, Mobility-aware Genetic Algo-
rithm (MGA) et une heuristique gloutonne, Mobility Greedy Heu-
ristic (MGH) pour le placement de services en considérant l’infor-
mation de mobilité de noeuds.
(b) Comparaison des performances des approches de placement avec
des stratégies de migration de la littérature, Shortest Access Point
(SAP) et K-Shortest Access Point (KSAP), basées sur le principe
du "Follow me services" .
2. Établissement d’un modèle de mobilité basé sur l’historique de posi-
tionnement des noeuds et intégration de la migration au MGA.
(a) Proposition de trois heuristiques de placement rapides prenant en
compte un seul aspect (dimension) du problème à la fois : état de
l’infrastructure, informations des objet IoT et caractéristiques des
applications.
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(b) Utilisation de l’algorithme génétique pour réévaluer le placement
précédent.
(c) Comparaison avec une méta-heuristique de la littérature adaptée
à des problèmes dynamiques, Penguins Search Optimization Algo-
rithm (PeSOA) et les stratégies de migrations SAP et KSAP.
3. Proposition d’une architecture et d’un simulateur pour un système
adaptatif de contrôle de la mobilité et de l’infrastructure ICT afin de
minimiser les coûts de contrôle et de gestion de l’infrastructure.
(a) Extension du simulateur MyiFogSim pour intégrer des modèles de
mobilité et de migration à la demande.
(b) Extension de MyiFogSim avec le simulateur de mobilité SUMO.
(c) Description du Framework de gestion de la mobilité et de l’infra-
structure ICT.
Ce chapitre est structuré comme suit : dans la section 4.2, nous présentons
un état de l’art, un résumé et une classification des catégories de modèles de
mobilité de la littérature. La section 4.3 présente la suite de la modélisation
du système et du problème de placement présentés dans le chapitre 3 avec les
aspects de mobilité. La section 4.4 présente le principe du modèle de mobilité
généré à partir des traces de localisation. Dans la section 4.5, nous présen-
tons les équations d’estimation du temps et de l’énergie consommée pour la
migration de services. La section 4.6 expose les approches de résolution du
problème de placement de services IoT dans le Fog avec mobilité ainsi qu’une
architecture d’amélioration du système de placement proposé. Enfin, la section
4.7 présente les résultats de validation du modèle de mobilité History-based
Transition Matrix (HTM), des équations de migration et des approches de
placements proposées. Enfin, nous terminons ce chapitre par une synthèse des
travaux proposés et quelques perspectives.
4.2 Modèles de mobilité : Définition, Taxonomie et
Analyse de l’existant
Un modèle de mobilité permet de décrire les caractéristiques du mouve-
ment d’un objet ou d’un groupe d’objets mobiles. Généralement, le modèle
propose des formules descriptives fonction de paramètres comme les positions
antérieures de l’objet, les instants de ses positions, la durée qu’il passe à chaque
endroit (temps de pause), sa vitesse, sa direction ainsi que l’impact d’autres
objets sur son mouvement. Les modèles de mobilité peuvent également être
construits à partir d’inférences statistiques et utilisent des lois de probabilité
pour décrire et estimer le mouvement des objets. Un modèle de mobilité per-
met d’anticiper dans certains cas les chemins que va emprunter l’objet et joue
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Figure 4.1 – Taxonomie modèles de mobilité
un rôle déterminant pour l’élaboration et l’évaluation de modèles de décisions
dans des environnements dynamiques tel que l’IoT et le Fog.
La recherche sur les modèles de mobilité a connu un fort engouement
avec l’avènement des réseaux Ad-hoc. Cependant, depuis quelques années on
constate très peu de nouveaux modèles ou d’amélioration proposées pour les
modèles existants. Les principaux nouveaux modèles sont proposés exclusive-
ment pour les systèmes de véhicules connectés. Les travaux de [Baumann 2007]
ont montré l’impact que peut avoir le modèle de mobilité sur l’évaluation des
performances réseau et la gestion des ressources et en particulier, pour l’ache-
minement des données. Un modèle de mobilité peu réaliste peut surévaluer
les performances des stratégies proposées.
Comme nous pouvons le voir avec le schéma de la figure 4.1, un modèle de
mobilité peut être catégorisé selon plusieurs aspects :
1. La nature des données du mouvement : On trouve dans la littérature
un certain nombre de modèles qu’on peut décomposer selon la source
de données du mouvement en modèle synthétique, modèle de trace ou
modèle hybride.
Les travaux [Baumann 2007], [Grzybek 2012] et [Silva 2015] ont mon-
tré que les modèles à base de traces sont plus réalistes, pertinents
et moins coûteux que les modèles analytiques purement synthétiques.
[Musolesi 2009] a proposé un modèle basé sur le comportement social
des noeuds mobiles, un aspect particulièrement important des environ-
nements IoT et en particulier dans des environnements de villes intel-
4.2. Modèles de mobilité : Définition, Taxonomie et Analyse de
l’existant 125
ligentes où les services sont principalement conçus pour répondre aux
besoins des habitants.
Les modèles à base de traces ont pour inconvénient d’être appliqués et
étudiés dans des scénarios limités et des environnements bien définis.
Ce qui peut facilement les rendre inutilisables dans d’autres scénarios
ou d’autres zones étudiées. De plus, les études statistiques sur les traces
effectuées à un moment donné peuvent devenir obsolètes au cours du
temps.
Pour pallier aux inconvénients cités précédemment, les travaux de la
littérature essayent d’identifier des comportements périodiques qu’on
peut généraliser à partir des traces en faisant varier les environnements
et en augmentant la durée de collecte des données.
Le projet CRAWDAD [Kotz 2009], principalement destiné à la com-
munauté scientifique, propose une large variété de modèles de mobilité
hybrides : des modèles synthétiques améliorés par des données collectées
en environnements réels.
Le modèle de mobilité que nous proposons dans ce chapitre se base sur
la caractérisation de traces pour extraire des informations génériques.
D’autres travaux ont également effectué la même démarche en utilisant
des traces. Il existe plusieurs approches pour caractériser les traces de
mobilité. [Xia 2012], [Ahmed 2010] se sont intéressés respectivement à
la mobilité des taxis de la ville Beijing et des bus de la ville de Seattle.
Ils ont collecté des informations sur la durée d’inter-contact (ICT),
qui représente l’intervalle de temps s’écoulant entre un premier contact
entre une paire de véhicule et leur prochain contact.
La majorité des travaux à base de traces se font sur des données de
véhicules comme les taxis ou les bus. Il est plus complexe d’identifier
des motifs dans les mouvements des véhicules de particuliers ainsi que
ceux de leurs objets IoT (pour les piétons). Au lieu d’essayer de dégager
des modèles pour décrire le mouvement de chaque véhicule, les auteurs
de [Füßler 2006] s’intéressent au comportement de mobilité sur les au-
toroutes d’une manière générique, en récoltant des informations comme
les flux d’arrivées et de départs et la densité en véhicules. Cette étude
ne peut malheureusement pas être appliquée à la mobilité en milieu
urbain. [Uppoor 2012], [Uppoor 2014], [Naboulsi 2013] ont travaillé sur
des traces en zone urbaine de la ville de Cologne en Allemagne. Les
deux premiers travaux se sont intéressés aux flux de véhicules ainsi
qu’à la densité des rues de Cologne, le dernier travail a étudié les traces
à partir d’une perspective réseau. [Silva 2015] propose un modèle vé-
hiculaire dans un environnement urbain en considérant une approche
macroscopique origine-destination. Cette méthode construit le modèle
uniquement avec les points de départs et d’arrivées des noeuds mobiles.
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[Law 2000] propose une méthodologie pour pouvoir inférer des caracté-
ristiques à partir d’une étude statistique sur un échantillon de données.
2. La granularité de ses paramètres ou les métriques prises en compte : Gé-
néralement, on compte deux niveaux de granularité pour les métriques
de mobilité : (1) microscopique et (2) macroscopique. Les modèles mi-
croscopiques donnent une vue détaillée du mouvement d’un objet à
chaque instant. Ces modèles, à fine granularité, prennent en considéra-
tion la vitesse, la direction de chaque objet. Ils permettent, entre autre,
de représenter des systèmes mobiles réalistes et détaillés. Ils prennent
en compte les variations de vitesse de chaque objet et des scénarios de
dépassement entre les véhicules. Ce type de modèles est très présent
dans les réseaux véhiculaires Ad-hoc (VANET). Les modèles macro-
scopiques s’intéressent à des données plus génériques et non pas aux
caractéristiques détaillées de chaque noeud, par exemple les taux de
départs et d’arrivées d’objets dans un intervalle de temps donné, la
densité en noeuds d’une zone, la distribution de probabilité des flux
allant d’un point A à un point B etc. L’approche macroscopique s’inté-
resse à identifier des points d’intérêts qui influencent le comportement
de mobilité des noeuds. Les aspects microscopiques et macroscopiques
sont tous deux nécessaires pour établir un modèle de mobilité réaliste et
complet. On trouve dans la littérature un très grand nombre de modèles
microscopiques contrairement aux modèles macroscopiques qui ont été
très peu étudiés [Silva 2015].
[Silva 2015] propose un modèle macroscopique se focalisant sur l’origine
et la destination des véhicules. Le modèle est générique et est déduit
par inférences statistiques à partir de traces de mobilité existantes. Les
auteurs insistent sur le fait que les modèles macroscopiques sont très
peu étudiés. Le modèle macroscopique origine-destination s’intéresse à
l’origine du départ et au lieu de la destination, aux moments des départs
et des arrivées, aux temps des trajets ainsi qu’aux distances parcourues
par les objets.
3. Les dimensions espace et temps prises en compte : On peut classifier le
modèle de mobilité selon les dimensions de la mobilité considérées tels
que la dépendance temporelle, la dépendance spatiale et les restrictions
géographiques. Le travail de [Bai ] propose une classification des mo-
dèles de mobilité individuels et de groupes pour les réseaux Ad-hoc. Ce
dernier les regroupe en modèles aléatoires, modèles à corrélations tem-
porels, modèles à corrélation spatial et modèles à restrictions géogra-
phiques. Cependant, aujourd’hui et particulièrement dans les environ-
nements de l’Internet des Objet, plusieurs modèles regroupent toutes
les caractéristiques précédentes. Dans la mobilité des noeuds IoT, il
est important de considérer à la fois les dépendances spatiales, tem-
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porelles et les restrictions géographiques ainsi que certaines spécificités
concernant le type de l’objet. De plus, si cet objet est transporté par
un piéton, le comportement social doit également compter. Les auteurs
de [Sofia 2013] proposent une taxonomie des modèles de mobilité créés
ou réutilisés pour les réseaux sans fils.
— Modèles à dépendance temporelle - Les modèles à dépendance tem-
porelles s’intéressent souvent à la vitesse des noeuds et sont souvent
de type microscopique, la vitesse d’un noeud à l’instant t dépend des
vitesses précédentes et si l’on considère qu’elle dépend uniquement
de la vitesse à t− 1 alors c’est un modèle Markovien.
— Modèles à dépendance spatiale - Les Modèles à dépendance spatiale,
considèrent que la position actuelle d’un noeud et sa direction im-
pacte sa vélocité ainsi que sa prochaine destination.
— Modèles à restrictions géographiques - Ces modèles considèrent que
les noeuds ne peuvent pas se déplacer librement dans tout l’espace
et imposent des restrictions de déplacement qui peuvent dépendre
des autres noeuds, des bâtiments, des piétons etc.
4. Les classes d’objets mobiles : Pour l’instant on distingue trois grandes
familles : les réseaux véhiculaires (VANET) les réseaux ou les systèmes
d’objets IoT volants ou Flying Ad-hoc Netwtork (FANET) et les ré-
seaux mobiles Ad-hoc (MANET). On peut également regrouper dans
chaque famille les objets selon les caractéristiques qui nous intéressent.
[Kumari 2015] a proposé une sélection de modèles de mobilité existants
pour représenter au mieux les systèmes d’objets volants dans un réseau.
Il est nécessaire d’exploiter les spécificités des objets IoT et des modèles
existants afin d’établir des modèles plus précis mais qui peuvent être
génériques, adaptatifs au cours du temps et en fonction des catégories
d’objets étudiés.
5. Le système en mouvement considéré : Un modèle de mobilité peut dé-
crire un mouvement individuel ou un mouvement de groupe.
Nous donnons quelques exemples de modèles individuels et de groupe les
plus utilisés dans la littérature selon la nature des données représentant le
mouvement.
Modèles de mobilité individuels
— Modèle synthétique : marches aléatoire (modèle Brownian)
[Doyle 1984], marche aléatoire probabiliste, Random Waypoint
[Broch 2001], Gauss-Markov [Liang 2003].
— Modèles à base de traces : modèle Manhattan [Bai 2003], modèle simple
Human Mobility [Munjal 2011].
— Modèles hybrides : modèle Weighted Waypoint [Hsu 2005], modèle City
Section [Hossain 2009].
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Modèles de mobilité de groupes Les modèles de groupes sont des mo-
dèles pertinents pour les environnements IoT. Souvent, les objets IoT inter-
agissent entre eux pour proposer un ou plusieurs services. On peut citer comme
exemples les systèmes de surveillance collaboratifs regroupant les caméras de
drones, des caméras au sol fixes et les caméras de smartphones et le Crowd-
sourcing à partir de smartphone.
— Modèles synthétiques : modèle Reference Point Group Mobility
[Hong 1999], modèle Column Mobility [Alam 2014], modèle Nomadic
Mobility [Bujari 2017].
— Modèles hybrides : modèle Community based [Musolesi 2006], modèle
unified relationship matrix [Gunasekaran 2009], modèle home cell com-
munity [Vastardis 2012].
Les modèles de mobilité proposés dans la littérature sont principalement
utilisés à des fins de validations d’environnement de simulation. Dans notre
travail, nous exploitons ces modèles pour établir des stratégies de placement
dans des environnements dynamiques.
4.3 Extension du modèle de l’environnement IoT-Fog
statique
Le problème considéré ici est le déploiement des services qui composent les
applications IoT tout en prenant en compte la mobilité des objets IoT présents
dans une zone donnée. Le but étant de pouvoir minimiser la consommation
énergétique de l’infrastructure et de réduire le nombre de violations de délai
des applications.
Pour des raisons de simplification de l’étude, on émet les hypothèses sui-
vantes sur notre système :
1. On considère un système divisé en T pas de temps T = {t0, t1, .., tT−1}.
La durée d’un pas de temps est définie comme la moitié du temps pris
par le noeud le plus rapide du système pour parcourir la plus courte
distance entre deux points d’intérêt.
2. On suppose que le mouvement d’un noeud est négligeable pendant un
pas de temps i.e que le noeud peut changer de position uniquement au
début ou à la fin d’un pas de temps.
3. On suppose que la durée d’un service est supérieure à la durée de la
fenêtre de temps de l’étude.
4. On suppose que si deux objets IoT mu et mu′ demandent une applica-
tion ai, chaque objet aura ses propres instances des services de ai.
5. Suivant les spécifications établies pour les réseaux de 5ème génération,
un utilisateur sera toujours couvert par le réseau et aura donc toujours
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accès à une station de base. A partir de là, on suppose que chaque objet
IoT mu est connecté en étant attaché à une seule station de base à la
fois et pour chaque pas de temps t ∈ T.
6. On suppose que les communications entre les objets IoT et leurs services
sont uniformément distribuées sur la fenêtre de de l’étude WT qui est
divisée en T pas de temps.
En plus du modèle et des variables définies dans le chapitre 3 de l’environ-
nement Fog statique, la modélisation est étendue avec les aspects et notions
suivantes.
4.3.1 Zone de couverture des noeuds Fog
Chaque noeud mk a une position géographique à chaque pas de temps t,
donnée par les coordonnées (xtk, ytk) et une zone de couverture de rayon rtk. Le
rayon de la zone de couverture des noeuds autre que les noeuds Fog est égale
à 0.
Nous tenons à souligner le fait que les connexions réseau dans le Fog sont
souvent non filaires et par conséquent le rayon de couverture d’un noeud Fog
peut varier au cours du temps à cause de perturbations extérieures qui peuvent
par exemple être liées aux conditions climatiques.
Les noeuds Fog regroupent deux types d’équipements : le point d’accès
(AP) qui donne l’accès réseau aux objets IoT, et l’équipement serveur, dit
cloudlet (SC), pour héberger les services.
4.3.2 Noeuds IoT mobiles
On rappelle que U ∈M est le sous-ensemble de noeuds IoT de l’infrastruc-
ture Fog. Les noeuds IoT se déplacent selon un modèle de mobilité ϑu (e.g. le
modèle Manhattan [Bai 2003]) et demandent un ensemble d’applications Atu
à l’instant t ∈ T.
On considère P tuk la probabilité pour qu’un objet IoT mu soit dans la zone
de couverture d’un noeud Fog mk à l’instant t.
Le calcul de cette probabilité varie selon le modèle de mobilité de l’objet
ϑu. Nous donnons dans ce qui suit un exemple où l’objet a pour modèle de
mobilité le Weighted Waypoint (WWP) [Hsu 2005].
On considère une zone géographique en 2 dimensions. Nous avons selon le
modèle WWP un ensemble de lieux dits "waypoints" représentant des points
d’intérêts pour les noeuds mobiles i.e la mobilité des noeuds est uniquement
considérée entre ces lieux définis au préalable.
Nous avons les noeuds Fog positionnés aléatoirement sur la même zone
géographique observée.
On calcule la distance euclidienne entre les différents waypoints et les
points d’accès (noeuds Fog) de l’infrastructure de calcul. Sous l’hypothèse
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qu’un waypoint peut être attaché à seulement un seul point d’accès Fog à la
fois, on associe donc chaque waypoint à son point d’accès le plus proche.
P tur est la probabilité que l’objet mu soit au waypoint r à l’instant t et est
donc égale à Puk précédemment définie.
P tuk = P tur (4.1)
Cette approche est applicable sur les modèles de mobilité macroscopiques,
qui considèrent la mobilité d’une zone, d’un lieu ou d’un chemin donné.
Pour les modèles microscopiques qui considèrent les vitesses et les direc-
tions de chaque noeud, il faudra calculer la distance de la prochaine position
du noeud prédite par son modèle de mobilité par rapport aux points d’accès
Fog.
4.4 Modèle de mobilité History-Based Transition Ma-
trix (HTM)
Dans cette partie, nous proposons un modèle de mobilité pouvant s’ap-
pliquer à tout type d’objets mobiles géolocalisables sur une surface 2D. Ce
modèle utilise les données de positions des objets. Il est idéal dans les zones
urbaines et les environnements de villes intelligentes et est adapté pour un
réajustement au cours du temps.
4.4.1 Principe et généralités du modèle
Nous proposons un modèle de mobilité macroscopique. En partant du
principe que les environnements dynamiques qui ont pour moteur l’humain
(comme les "smart city") sont moins sujets à l’aléatoire et ont des compor-
tements de mobilité récurrents. En considérant les puissances de connectivité
et de couvertures assurées par les réseaux tel que la 4G-LTE et la 5G, il est
majoritairement superflu de considérer des modèles de mobilité à granularité
fine qui donnent des positions géographiques précises à chaque instant pour
pouvoir fournir les services demandés par les objets mobiles.
Le modèle proposé détermine les déplacements de classes d’objets IoT en
fonction des créneaux horaires et de leur déplacement entre des régions bien
définies dans une zone de mobilité observable.
4.4.2 Méthodologie
On suppose qu’on a une zone observable de superficie connue. On considère
le plus petit carré qui peut contenir toute la zone. Les principales étapes du
modèle se résument comme suit :
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1. Définir les intervalles de temps à l’échelle humaine d’une journée dé-
coupés en plusieurs tranches horaires.
2. Subdiviser la zone en plusieurs petites zones selon les spécificités du
réseau de connexion. Il faut que chaque zone soit couverte par au moins
un point d’accès.
3. Créer les matrices de transition pour chaque objet mu mobile et pour
chaque intervalle Ix de chaque jour observable dx du jeu de données. Un
élément pzij de la matrice de transition MZuIxdx donne donc la probabi-
lité qu’un objet se déplace vers une zone zj en sachant qu’il se trouve
dans la zone zi.
4. Récupérer les informations macroscopiques des zones : densité moyenne
par classe d’objets et flux d’objets.
5. Calculer et mettre à jour les informations des objets et leur profil uti-
lisateur : la granularité et la mise à jour des modèles de mobilité des
objets se fait en fonction de leur profil utilisateur. c’est à dire le type
d’applications qu’ils demandent et la fréquence des demandes par in-
tervalle de temps au cours de la journée ainsi que le type ou la classe
des objets IoT.
6. Détecter les objets qui ont le même profil utilisateur et/ou le même com-
portement de mobilité au cours d’une journée pour réduire le nombre
de matrices à utiliser pour la prédiction.
4.4.3 Créneaux horaires et zones de mobilité
On considère une fenêtre de temps de 24 heures qu’on va subdiviser selon
une journée type d’activités en 4 créneaux horaires où généralement le com-
portement de mobilité des individus change très peu dans chaque créneau.
I1 = [6am, 12pm], I2 =]12pm, 6pm], I3 =]6pm, 12am], I4 =]12am, 6am]. On
considère que les moments où il y a le plus d’activité et de mobilité se font
pendant les 3 premières heures de chaque intervalle et les comportements sont
généralement relativement différents d’un intervalle à un autre.
Considérant l’environnement d’une ville intelligente, le dernier intervalle I4
va généralement présenter des heures creuses (sans demandes d’applications)
qui pourront être exploitées pour mettre à jour les matrices et établir un
nouveau découpage de zones si nécessaire.
On considère les classes d’objets IoT mobiles suivantes : les objets pour
piéton (M1) (smartphone, wearbales), les véhicules (M2) et le reste des objets
(M3).
On considère à l’instant t0 le plus petit carré recouvrant la zone géogra-
phique étudiée z0 .
A l’état initial, la zone de mobilité considérée z0 est subdivisée en plus
petites zones z0 = {z01, .., z0n(z0)}. Le nombre de zones initialement créées
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n(z0) est calculé en fonction de la plus petite portée radio (le plus petit rayon
de couverture) r0min = mink∈M{r0k} des noeuds Fog présents dans z0 et de la






4.4.3.1 Caractéristiques des zones de mobilité
Pour chaque zone et pas de temps t on peut avoir les informations suivantes
(collectées au cours du temps) :
— La vitesse moyenne par classe d’objet du précédent pas de temps t− 1.
— Les noeuds Fog positionnés dans la zone.
— Le flux d’arrivée et de départ par classe d’objets du précédent pas de
temps t− 1.
— Le profil utilisateur dominant du précédent pas de temps t− 1.
— La fréquence de demande d’applications par tranche horaire et par
classe du précédent pas de temps t− 1.
4.4.4 Création des matrices de transitions entre les zones
Au lieu d’avoir un système central qui reçoit l’historique des mouvements
des noeuds et les informations sur les zones pour calculer les matrices de
transition de chaque objet, on propose que les informations de la topologie
des zones soient connues par chaque zone et peut se faire via des méthodes de
découverte de topologies de la littérature comme [Cisco 1994], [IEEE 2002].
A la suite de cela, chaque contrôleur de zone peut communiquer les infor-
mations sur la topologie aux noeuds mobiles pour que ces derniers puissent
calculer leur matrice de transition indépendemment.
Pareillement à l’infrastructure de calcul, on considère un système de
contrôle hiérarchique. Si le noeud mobile n’a pas la capacité de calcul suf-
fisante, son historique de positions est sauvegardé dans sa passerelle Fog la
plus proche et sa matrice de transition est calculée au niveau cette dernière.
Si la passerelle n’a pas la capacité de calcul suffisante le processus remonte à
un noeud de niveau supérieur (dans notre cas le Cloud).
On suppose que le contrôleur est choisi parmi les noeuds Fog selon sa
puissance de calcul ou selon sa popularité (le plus grand nombre d’utilisateurs
connectés au cours de la journée).
On rappelle que la consistance, le séquencement des messages et la syn-
chronisation dans les systèmes distribués ne fait pas partie de notre travail
et on se place donc dans un cas idéal où les informations arrivent aux bons
moments.
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En partant du principe que le comportement des noeuds mobiles est rela-
tivement différent entre les intervalles, il faut avoir au moins une matrice de
transition par intervalle de temps.
Pour créer les matrices, l’historique des positions est parcouru. Ensuite,
considérant chaque zone comme origine, on recense le nombre de fois où le
noeud était dans une zone z0q et est passé à une zone z0p ainsi que le créneau
horaire correspondant. Ensuite, on fait la moyenne des valeurs et on déduit
les probabilités de transition. La figure 4.2 illustre les matrices d’un objet IoT
mu pour une journée dx.
Figure 4.2 – Schématisation des matrices de transitions pour un objet
4.4.5 Réajustement ou réduction des matrices de transitions
Partant du principe que l’environnement est dynamique et large échelle,
pour pouvoir utiliser cette méthode dans un système réel en des temps rai-
sonnables, il est important de réduire le nombre d’états (nombre de zones)
des matrices de transition et/ou le nombre de matrices de transitions, au
détriment de la qualité de l’information et de la précision concernant le dé-
placement. Cette perte peut ne pas être importante considérant qu’avec les
réseaux 5G l’utilisateur aura toujours accès à ses services et les applications
demandées ne sont pas critiques et n’ont pas de contraintes de QoS impor-
tantes (classe Best Effort(BE)).
Nous proposons deux approches pour réduire le nombre de matrices.
— (1) Réduction par classe d’objets (M1, M2, M3) :
La réduction du nombre de matrice se fait en effectuant une moyenne
sur les matrices par classe d’objets.
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— (2) Réduction par profils utilisateurs (C1, C2, C3, C4) :
Cette approche permet de dire s’il est important de perdre en précision
pour les informations de mobilité en fonction de la catégorie d’applica-
tion utilisée par les objets mobiles. Si l’application est critique (MC),
les matrices ne sont pas réduites (fusionnées). Si ce sont des applica-
tions Best Effort, l’information de mobilité est non pertinente alors le
nombre de matrices est réduit. Cette méthode est intéressante dans le
cas où les applications utilisées dépendent du chemin que va emprunter
le noeud mobile.
4.4.6 Avantages et inconvénients de HTM
Le modèle de mobilité proposé présente un certains nombre d’avantages
que nous précisons ici :
— Le modèle est simple d’utilisation et applicable à n’importe quel noeud
mobile géolocalisable.
— Le modèle peut être facilement amélioré ou personnalisé en lui intégrant
d’autres politiques de réduction de matrices.
— Si on a des modèles donnés bien précis, on pourra toujours générer des
valeurs à partir de ce modèle et repasser à cette approche (avec perte
d’information bien sur).
— Comme cette approche utilise la notion de zones, elle pourra être di-
rectement utilisée par les méthodes de placement de services que nous
présentons dans la section 4.6.
Le modèle de mobilité HTM a également certaines limites et inconvénients :
— La méthode propose uniquement de réduire le nombre de matrices et
pas le nombre d’états (zones).
— Le réduction des matrices induit une perte d’informations, ce qui peut
dégrader la qualité de l’estimation du modèle.
— Le modèle considère uniquement des informations de mobilité macro-
scopiques.
— La méthode génère des coûts de communication supplémentaires dûs
à l’échange d’informations sur la mobilité tel que l’historique des posi-
tions.
— Les zones sont créées initialement et statiquement selon les caractéris-
tiques réseau des noeuds Fog.
4.4.7 Améliorations du modèle HTM (Méta-modèle de mobilité et
contrôle dynamique de l’environnement mobile)
Dans cette partie, nous proposons un méta-modèle de mobilité dynamique
intégrant un système de contrôle de la granularité en partant d’améliorations
du modèle précédemment proposé History-based Transition Matrix (HTM).
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Comme nous avons pu le voir dans la partie précédente, le modèle HTM
est simple d’utilisation mais a un certain nombre de limites, qui dans certains
scénarios pourraient rendre les estimations qu’il fournit peu pertinentes pour
les stratégies de placement. Par exemple, si nous nous plaçons dans une confi-
guration où les zones de départs regroupent un très grand nombre de noeuds
Fog chacune et si l’objet mobile considéré se déplace dans une seule zone.
Le méta-modèle m-HTM regroupe les dimensions temps, espace et les res-
trictions géographiques et contrairement au modèle HTM, il considère aussi
bien des métriques macroscopiques que microscopiques ainsi que des aspects
de mobilité individuels ou de groupes. La prise en compte d’un ou de plusieurs
aspects cités précédemment dépend de : (1) Les besoins du système de gestion
des ressources de l’infrastructure et (2) des coûts résultants du monitoring de
la mobilité.
Les modèles se basant sur l’historique de localisation ont un coût dû à
l’échange de ces informations entre les noeuds et à leur traitement. Les ap-
proches purement microscopiques sont trop lourdes, difficilement applicables
en ligne et pour un très grand nombre d’objets mobiles. Pour cela, nous propo-
sons un système qui équilibre entre les deux modes de précisions en choisissant
des métriques microscopiques ou macroscopique en fonction du contexte, de
l’état de l’infrastructure Fog et des besoins des objets IoT.
Les coûts dûs au système de contrôle de la mobilité sont les suivants :
— Les taux d’utilisation des ressources réseau et de calcul.
— Le temps pour créer et mettre à jour les matrices.
Les besoins du système de gestion de l’infrastructure peuvent être liés à
plusieurs aspects. Dans notre cas, on parle de la précision du modèle dont les
stratégies de placement ont besoin.
Le méta-modèle essayera d’identifier des motifs de mobilité récurrents et
des motifs aléatoires pour chaque objet ou groupe d’objets. Cette approche
permet d’éviter l’utilisation des matrices de transition et de directement dé-
duire la prochaine position d’un noeud.
Les zones du modèle HTM étaient définies statiquement selon les spéci-
ficités réseau, m-HTM permet de changer les dimensions des zones en les
fusionnant ou en les subdivisant dynamiquement au cours du temps selon le
besoin et les caractéristiques des zones à chaque instant t. Le nombre de zones
et les identifications des zones dans le modèle sont à présent indexés par le
temps n(ztq).
L’objectif de ce découpage dynamique est d’éviter des précisions non néces-
saires considérant des profils utilisateurs non sensibles. De plus, la réduction
du nombre de zones permet de réduire le nombre d’états des matrices. En plus
de permettre un contrôle du nombre d’états, cette approche réduit considé-
rablement les coûts de l’estimation et de son utilisation pour le placement de
services.
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Il est important de récolter des méta-data tel que les classes d’applications
utilisées selon les zones, par objet. Ceci permet de déterminer les stratégies de
divisions/fusion des zones. La zone ayant le plus d’utilisateurs peut bénéficier
d’une attention particulière.
En plus de garder le profil utilisateur par type d’application comme le fait
le modèle HTM, il est important de garder les moments où ses applications
sont demandées et la fréquence de demande par zone. Les horaires “creuses”
où il n’y pas de services demandés sont implicitement déduites. Ces horaires
peuvent être exploitées pour ajuster le modèle sans impacter les performances
des applications utilisateurs.
Le modèle HTM propose de regrouper les objets selon leurs caractéristiques
physiques ou selon leur classe d’application. Nous proposons d’ajouter une
identification de groupe d’objets dynamique selon la similarité de leurs trajets.
En plus du modèle à base de matrices de transitions (HTM), le méta-
modèle considère un ensemble d’autres modèles de la littérature. Le but étant
d’affecter le modèle le moins coûteux et le plus approprié aux objets ou aux
groupes d’objets.
La méthode proposée est des plus pertinentes pour les architectures Fog qui
considèrent souvent des zones ou des cellules de gestion autonomes pouvant
se réduire par exemple aux quartiers d’une ville.
De plus, l’approche proposée n’observe pas uniquement les caractéristiques
de mobilité des objets à l’instar des méthodes de la littérature précédemment
citées mais intègre la nature des objets et leur profil utilisateurs, ainsi que les
informations de la zone étudiée.
4.5 Migration et redéploiement de services
Dans cette section, nous considérons que l’infrastructure Fog permet de
faire des migrations de services entre les noeuds. On propose donc des for-
mules d’estimation du temps et de l’énergie consommée par le processus de
migration. Les formules que nous définirons par la suite sont génériques et
indépendantes de toute technologie, algorithme ou stratégie de migration.
On considère que toutes les migrations démarrent au même moment et
s’exécutent en parallèle dans un réseau dédié.
4.5.1 Estimation du temps de migration d’un service
On peut intuitivement déduire que le temps dû à la migration d’un service
dépend en partie et principalement de la taille mémoire de ce dernier et la
bande passante du lien reliant le noeud source au noeud destination.
Plusieurs travaux de la littérature [Strunk 2012], [Kuno 2011],
[Salfner 2011], [Akoush 2010] ont proposé un modèle linéaire d’estima-
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tion du temps de migration, en considérant la taille mémoire du service
et la bande passante du canal de transmission. Établir un modèle pour la
consommation énergétique de la migration ne fait pas partie de l’objectif de
notre travail. Nous utilisons un modèle générique haut niveau indépendant
du type de migration utilisé et de la nature des services à migrer.
Considérant qu’un service sij, placé sur le noeud physique mk, va être
migré vers le noeud mk′ à l’instant tr dit instant de réévaluation, le temps de
migration tijmig(tr) de ce service est estimé selon l’équation (4.3). On approxime
le temps de migration avec le temps de transfert, qui selon plusieurs travaux







Le temps de migration d’une application ai défini par timig est estimé par le
temps de transfert maximum de ses services. Le temps de migration maximal
des services d’une application donnée est le temps où toute l’application reste
inaccessible et est défini par l’équation (4.4). De ce temps on peut déduire la
dégradation de la qualité de service.Nous rappelons que lckk′ et bwtrkk′ définis
dans le chapitre 3, section 3.4 représentent respectivement la latence et la
bande passante du lien entre les noeuds mk et mk′ . Le besoin en mémoire vive
du service sij est défini par ramij.
Le temps de migration total tmig défini par l’équation (4.5) est la valeur
maximale des temps de migration des applications.






4.5.2 Estimation de la consommation énergétique de la migration
d’un service
Soit Mmig l’ensemble des couples de machines sources et destination des
migrations de services déduites entre la solution de placement à l’instant tr−τ
et la nouvelle solution donnée à tr .
τ dépend de la stratégie de réévaluation choisie (il peut être périodique
ou calculé par d’autres stratégies). On suppose que la puissance active des
machines restent constante durant le temps de migration.
Pareillement à des travaux de la littérature [Yu 2016], nous estimons la
puissance consommée pendant la migration comme étant la puissance consom-
mée par le transfert des données entre les machines sources et destinations.
Nous supposons que les transferts entre les machines sources et destinations
des différentes migrations se font parallèlement. Nous définissons le temps
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de migration total tmaxmig , comme étant le temps le plus long pris entre deux
machines.
Soit yuijkk′ une variable binaire égale à 1 si le service sij de l’application ai
utilisé par l’objet mu migre de la machine mk à la machine mk′ à tr et est
égale à 0 sinon. L’équation (4.6) présente l’estimation de la consommation
énergétique de la migration de services déclenchée à l’instant tr. Nous rappe-
lons que γnkk′ défini dans le chapitre 3 section 3.4 est la puissance consommée















j + lckk′ (4.6)
L’équation (4.9) définit la fonction coût de migration à l’instant tr en
fonction de l’énergie consommée et du nombre de violations.










Emax étant la somme de l’énergie de toutes les machines à leur utilisation
maximale pendant T pas de temps. Emin est la somme de l’énergie des ma-
chines au repose sur un seul pas de temps. tmin = 0 est le temps si aucune
migration n’est déclenchée. tmax est fixé à la durée de la fenêtre de temps.
G(tr) = f3(tr) + f4(tr) (4.9)
4.5.3 Fonction objectif
On présente dans ce qui suit les équations d’estimation déjà définies dans
le chapitre 3 et qui sont impactées par la mobilité des noeuds.
On rappelle que les variables αuij et βuijj′ présentées dans le chapitre 3 et dé-
finies dans le tableau 3.4 représentent respectivement le temps d’exécution du
service sij dans la machine mk et le temps de communication entre les services
sij et sij′ placés respectivement sur les machines mk et mk′ . Avec la mobilité
des objets IoT les latences de communication varient et donc la variable de
communication β présentée par l’équation (4.12) dépend de t.
Comme nous considérons la possibilité de replacer les services, la variable
de décision, équation (4.10), ainsi que le temps d’exécution d’un service, équa-
tion (4.11), vont également dépendre de t.
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xutijk =

1, si le service j de l’application i demandé par le noeud u


























(1) l’énergie de la communication
L’équation (4.13) présente la fonction d’estimation de la consommation éner-
gétique du réseau en fonction des probabilités de positionnement des noeuds
à chaque pas de temps. La version statique de cette équation est présentée
dans l’équation (3.11) du chapitre 3.






















On rappelle que f1(0, T − 1) est la somme de l’énergie consommée par le
calcul et par la communication sur [0, T − 1] avec f1(0, T − 1) = fC(0, T −
1) + fN(0, T − 1).
(2) L’estimation du temps de réponse de l’application
L’équation (4.14) donne l’estimation du temps de réponse de l’application























Le nombre moyen de violations de délai est présenté par l’équation 4.15










avec wui (t) égale à 1 si le temps de réponse de l’application dui (t) est supé-






e xutijk Binaire Variable de décision à l’instant t
αutijk R Temps d’exécution du service sij de l’application
ai placé dans la machine mk à l’instant t
βutijj′,kk′ R Temps de communication entre les services sij et
sij′ placés respectivement dans les machines mk
et mk′ à l’instant t
yijukk′ Binaire Variable de migration du service j de l’objet u et
de l’application i de la machine k vers machine
k′.
G R Fonction coût de la migration
H N Fonction objectif globale de la réévaluation





n f3 R Fonction normalisée du temps de migration.
f4 R Fonction normalisée de l’énergie consommée par
la migration.
tmig R Temps de migration global.




té rtk R Rayon de couverture du noeud k à l’instant t.
ϑu Symbole Modèle de mobilité du noeud u.
P tuk [0, 1] La probabilité qu’un objet IoT u soit dans la
zone de couverture d’un noeud Fog k.
z0 Symbole Zone de mobilité observée.
n(z0) N Zone de mobilité observée.
sup(z0) R Superficie de la zone observée.
Table 4.1 – Résumé des variables du problème de placement dynamique.
rieure au délai maximum dmaxi et égale à 0 sinon.
(3) La fonction objectif sans réévaluation
Pour les approches sans réévaluation de placement la fonction objectif est la
suivante sur l’intervalle [0, T − 1] .
F (0, T − 1) = f1(0, T − 1)[1 + f2(0, T − 1)] (4.16)
(4) La fonction objectif avec réévaluation
Pour les approches qui considèrent la réévaluation du placement la fonction
objectif intègre le temps et l’énergie de la migration à l’instant tr et la fonction
définie par l’équation (4.16) sur l’intervalle [T − tr − 1, T − 1].
La fonction objectif H est la somme de la fonction F sur l’intervalle [T −
tr, T ] et le coût de migration définit par G à l’instant tr.
H(T − tr − 1, T − 1) = F (T − tr − 1, T − 1) +G(tr) (4.17)
Le tableau 4.1 résume l’ensemble des variables du problème.
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4.6 Approches de résolutions
4.6.1 Placement sans réévaluation
Mobility-aware Genetic Algorithm (MGA) Les approches se basant sur
le principe de l’algorithme Génétique (GA) ont montré une grande efficacité
pour la résolution de problèmes NP-difficiles et en particulier des problèmes
de placement de services dans les environnements Cloud [Liu 2016b]. On a
également pu voir son efficacité pour la résolution de problème dans les en-
vironnements Fog statiques [Canali 2019], [Brogi 2019]. Un chromosome c est
défini par un vecteur de taille N donnant la solution du placement de tous les
services des applications. Chaque élément du vecteur a pour index l’indice du
service à placer sij et donne l’indice de son noeud Fog mk .
Les objets IoT sont ordonnés par ordre croissant du nombre d’applications
demandées. Les applications de chaque objet sont à leur tour ordonnées par
ordre croissant de leur priorité et les services sont ordonnés par ordre croissant
de leur demande de calcul processeur.
La fitness des chromosomes est calculée selon l’équation (4.16) où les pro-
babilités de positions des noeuds sont déduites du modèle de mobilité.
Pour chaque objet IoT mu qui demande une application à un instant t0
et pour chaque pas de temps t ∈ T, on récupère l’information de mobilité de
mu qui est la probabilité P tuk que l’objet mu soit positionné sous la couverture
réseau du noeud Fog mk. Le MGA est présenté avec le Pseudo Algorithme
(4).
Les valeurs des paramètres du MGA ont été choisis expérimentalement en
fonction de ses meilleures résultats.
— Taux de mutation σ1 = 0.01.
— Taux de crossover σ2 = 0.8.
— Nombre de génération σ3 = 20.
— Taille de la population Psize = 20.
Mobility Greedy Heuristic (MGH) La principale idée de l’heuristique
MGH est d’estimer les chemins le plus probables des noeuds sur la fenêtre de
temps. Ensuite, en fonction de ces chemins, la méthode choisit les placements
qui minimisent la consommation énergétique et les temps de communication
entre les services.
Les étapes de MGH sont comme suit :
1. Calcul glouton des chemins les plus probables, en sélectionnant la pro-
chaine position du noeud ayant la plus grande probabilité dans la ma-
trice de transition.
2. Les objets IoT sont ordonnés selon le nombre croissant des demandes
d’applications.
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Algorithm 4 Mobility-aware Genetic Algorithm (MGA) pour le placement de
services IoT
Récupérer les probabilités de positionnement pour chaque noeud mobile à l’ins-
tant t0.
Générer uniformément la population initiale de taille Psize et calculer les fitness
de chaque chromosome définie par l’équation (4.16).
while Le nombre de générations σ3 n’est pas atteint do
while La taille de la prochaine génération n’atteint pas σ2Psize individus do
Sur (100 ∗ σ2)% de la population appliquer la sélection par tournoi 1-way
pour choisir les parents c1, c2.
Appliquer le Crossover sur c1, c2 et obtenir le chromosome c3 en prenant les
premiers gènes de c1 et le reste de c2.
Appliquer la mutation sur c3 avec la probabilité σ1.
Calculer la fitness de c3 définie par l’équation (4.16) où la partie probabiliste
due à la mobilité est détaillée par l’équation (3.11).
Ajouter c3 à la population de prochaine génération.
end while
Garder (100∗ (1−σ2))% des meilleurs individus de la population et les injecter
dans la nouvelle génération.
end while
3. Les services de chaque application sont ordonnés dans un premier temps
par dépendance de données (chemin capteur vers actionneur) ensuite,
par ordre croissant de leurs demandes de calcul.
4. Pour chaque pas de temps t ∈ T , objet mu ∈ U, application ai ∈ Au,
l’algorithme essaie de placer le service sij ∈ ai considérant les contraintes
de capacités des noeuds et de placement des services. MGH estime
l’énergie consommée par le calcul fC , le temps de communication dui (t)
et l’énergie consommée pour la communication fN du sous graphe com-
posé des services précédemment placés et le nouveau service à placer
sij.
Les valeurs calculées, fC ,fN and dui (t) sont normalisées et ensuite le
placement qui donne la plus petite valeur de cette formule Q = 1
T
(fC +
fN + dta) est choisi. Le placement de sij n’est jamais remis en question
lors du placement suivant.
Nous tenons à faire remarquer que la méthode MGH a une formule fit-
ness différente de celle de l’approche MGA mais les objectifs sont similaires,
minimiser le nombre de violations de délai et la consommation énergétique.
L’approche MGA place les services de toutes les applications au même moment
alors il est possible d’estimer le nombre de violations de délai dans l’ensemble
d’applications. A contrario, l’approche MGH place les services séquentielle-
ment et pour chaque nouveau service à placer, l’algorithme minimise le temps
de communication entre le service à placer et les services précédemment placés.
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4.6.2 Placement avec réévaluation
Figure 4.3 – Système de placement en ligne de applications IoT en environnement
dynamique
Dans cette partie, on considère que le placement peut être réévalué au
cours du temps et les services peuvent être déplacés d’une machine à une
autre via la migration. Les solutions deviennent datées par l’indice du pas de
temps pendant lequel cette solution a été choisie. De plus, les coûts seront
calculés sur des sous intervalles qui ne se chevauchent pas dans [0, T − 1].
Nous proposons trois heuristiques simples et rapides pour le placement en
ligne des services à l’arrivée des applications. Chaque heuristique exploite une
dimension du problème pour placer les services le plus rapidement possible.
La première heuristique, Application Classe Greedy Heuristic (AGH)
considère le niveau de priorité de la classe d’application pour le placement
des services comme décrit dans le Pseudo algorithme 5.
La deuxième heuristique, Infrastructure Greedy Heuristic (IGH), décrite
dans le Pseudo algorithme 6, place les services en fonction de la charge de
travail des nœuds physiques.
La troisième heuristique, User based Greedy Heuristic (UGH) place les
services en fonction des informations sur la mobilité des nœuds des utilisateurs
(objets IoT). L’approche est présentée par le Pseudo algorithme 7. Par la suite,
le placement est réévalué par l’algorithme génétique à des moments bien précis.
Le système de placement est décrit dans la figure 4.3.
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Algorithm 5 Applications Class based Greedy Heuristic
1: Ordonner les applications At par ordre croissant de leur priorité.
2: Ordonner les services de chaque application par leur dépendance de données,
puis par ordre croissant de leur demande de calculs CPU.
3: while Toutes les applications ai ∈ A ne sont pas placées do
4: while Tous les services sij de l’application ai ne sont pas placés do
5: Ordonner les noeuds de calcul par ordre croissant de leur capacité de calcul
disponible.
6: Si ai est de priorité 0 ou de priorité 1 essayer de placer tous les services
dans les noeuds IoT ou Fog ensuite le Cloud (choix par first fit).
7: Si ai est de priorité 3 essayer de placer les services de petite taille dans le
Fog et les services de plus grande taille dans le Cloud.
8: Si ai est de priorité 4 placer tous ses services dans le Cloud.
9: end while
10: end while
Algorithm 6 Infrastructure State based Heuristic
1: Récupérer l’état de l’infrastructure, sauvegardé lors du placement précédent.
2: Choisir une application aléatoirement dans l’ensemble d’arrivée et choisir les
services aléatoirement.
3: while Toutes les applications ai ∈ A ne sont pas placées do
4: while Tous les services sij de l’application ai ne sont pas placés do
5: Ordonner la liste des noeuds Fog par ordre croissant de leur capacité CPU
disponible (CPU utilisé total / Maximum cpu de la machine)
6: Placer le service sij dans le premier noeud ayant les capacité suffisantes.
7: end while
8: end while
Applications based placement heuristic l’heuristique UGH utilise le prin-
cipe du Round Robin avec priorité sur l’ensemble des objets IoT ayant de-
mandés une application.
— Les objets sont ordonnés par ordre décroissant du nombre d’applications
prioritaires.
— L’algorithme construit quatre listes (une liste par classe d’application)
et les utilisateurs sont ordonnés par ordre décroissant du nombre d’ap-
plications.
— Le Round Robin (RR) est appliqué en commençant par la liste la plus
prioritaire.
— Entre deux applications de la même priorité le choix est aléatoire.
— Les noeuds de calcul sont ordonnés par ordre croissant de distance par
rapport à l’objet IoT (noeud le plus proche en nombre de sauts).
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Algorithm 7 Users based Greedy Heuristic
1: Créer listes d’applications par classe d’application.
2: Ordonner les objets IoT (utilisateurs) par ordre décroissant du nombre d’appli-
cations dans chaque liste.
3: while Toutes les listes d’applications non vides do
4: while Toutes les applications ai ∈ A de la liste la plus prioritaire ne sont pas
placées do
5: Ordonner les noeud Fog par ordre croissant de distance par rapport à l’objet
IoT.
6: while Toutes les applications sij de l’application ai ne sont pas placées do
7: Placer sij sur le premier noeud ayant les capacités de calcul suffisantes.
8: end while
9: Appliquer la sélection RR sur la liste en cour pour choisir la prochaine
application à placer.
10: end while
11: Passer à la prochaine liste.
12: end while
4.6.2.1 Periodic et QoS-aware Mobility Migration Genetic Algorithm
Après le placement rapide des applications par les heuristiques, le place-
ment est réévalué soit périodiquement à chaque pas de temps avec le Priodic
Mobility-aware Genetic Algorithm de périodicité égale à 1 (PMGA-1) ou à
des instants où le taux de violations de délai des applications dépasse un cer-
tain seuil, variable selon leurs classes, avec le QoS-Mobility Genetic Algorithm
(QMGA). Dans notre cas on a fixé le taux de violation des applications MC,
RT, ST et BE respectivement à 10%, 30%, 40%, 100%.
L’algorithme va re-calculer une nouvelle solution puis en comparant l’an-
cien placement avec la nouvelle solution, les informations de migrations sont
déduites et le coût de ces migrations est estimés par l’équation (4.9).
4.6.2.2 Amélioration du système de placement proposé
On peut décomposer nos propositions d’amélioration du système de pla-
cement en deux catégories. La première concerne les moments et/ou les dé-
clencheurs de la méthode de replacement (MGA). La deuxième concerne le
choix des heuristiques rapides pour le placement en ligne des applications à
leur arrivée.
— Utiliser le MGA périodiquement peut être coûteux en terme de calculs,
du nombre de migrations et en temps de résolution. De plus, relan-
cer l’algorithme peut être parfois inutile car l’état du système n’a pas
changé et donc l’algorithme ne vas pas trouvé de meilleures solutions
ou alors trouver des solutions qui améliorent que très peu les objectifs
146 Chapitre 4. Placement de services en environnement dynamique
visés et par conséquent ne sont pas rentable par rapport aux coûts géné-
rés pour le replacement. Le QoS-Mobility Genetic Algorithm (QMGA)
ne se lance pas périodiquement mais uniquement si le taux de QoS,
représenté ici par une seule métrique, descend au dessus d’un certain
seuil. Cette approche avec une définition des critères QoS statique reste
inadaptée pour des environnements dynamiques où les besoins en QoS
évoluent au cours du temps. De plus, l’algorithme engendre des coûts
de communications supplémentaires pour récupérer les informations des
métriques QoS. Afin de pouvoir utiliser la réévaluation efficacement (à
des moments pertinents pour nos objectifs), il faudrait pouvoir estimer
les prochains moments de réévaluation par des méthodes d’estimation
et d’apprentissage en fonction des métriques récoltées et de la qualité
des placements sur les jours/mois précédents (en partant du principe
que le comportement humain dans une ville connaît des motifs répétitifs
d’une journée à une autre). De plus, les critères QoS doivent également
être déduits dynamiquement et les dépassements de délai doivent être
estimés à l’avance.
— Au lieu d’utiliser les heuristiques rapides aléatoirement, il serait intéres-
sant d’avoir une méta-heuristique qui choisit la méthode de placement
en fonction de l’ensemble d’applications à placer et de l’état de l’infra-
structure Fog.
La figure 4.4 donne une vue globale du système de placement amélioré avec
le système de contrôle de mobilité présenté dans le méta modèle de mobilité
en section 4.4.7.
On considère un système en deux phases.
— La phase 1e pour l’estimation et la récolte d’informations sur l’environ-
nement de mobilité et l’état de l’infrastructure de calcul.
— La phase 2 pour le placement regroupant le choix de l’heuristique et le
replacement avec le MGA.
A l’arrivée des applications At, le module (a) choisit l’heuristique gloutonne
du placement en fonction de la nature de l’ensemble d’applications arrivées,
de la mobilité des objets et de l’état de l’infrastructure. Les informations sur
la qualité du placement et les coûts sont sauvegardés. En parallèle, les données
sur la mobilité et l’état de l’infrastructure sont mises à jour et seront utilisées
pour estimer le prochain temps de réévaluation.
4.7 Résultats
4.7.1 Tests de Validation du modèle de mobilité
On valide le modèle proposé précédemment en section 4.4 avec un ensemble
de données de mobilité des taxis de la ville de San Francisco fournis par le
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Figure 4.4 – Améliorations du système de placement en ligne des applications IoT
en environnement dynamique
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Figure 4.5 – Ville de San Francisco subdivisée en quatre zones de mobilité
projet CRAWDAD [Kotz 2009]. Dans un premier temps, nous utilisons ces
données seules. Par la suite, on ajoute des données synthétiques de mobilité
piétonne, pour tester nos stratégies de réduction de matrices décrites en 4.4.5.
L’ensemble des données récoltées dans la ville de San Francisco pendant 30
jours consécutifs [Kotz 2009] regroupe les positions (longitude et latitude) de
500 taxis ainsi que leurs vitesses instantanées. Les données sont envoyées à des
fréquences différentes de la journée. A ces données, on ajoute les informations
des créneaux horaires, des zones et des profils utilisateurs. La zone z0 de San
Fransisco représentée par la figure 4.5 a une superficie sup(z0) de 120km2 et
est subdivisée en 4 zones.
Pour ces expérimentations, nous avons considéré les 24 premiers jours de
données pour créer les matrices de transition entre les zones et nous avons
estimé les positions des noeuds mobiles sur les 6 derniers jours (conven-
tion des 80% des données pour le modèle et 20% pour les tests [Peter 2006],
[Nisonger 2008]). On cherche à vérifier si les matrices produites représentent
bien les mouvements des utilisateurs les six jours restants. Sous l’hypothèse
que les déplacements sont indépendants d’un jour j à un jour j + 1, les six
jours restants sont considérés comme étant 6 instances différentes du 25ème
jour.
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Figure 4.6 – Taux de succès moyen de l’estimation des positions des véhicules par
véhicule et pour les 6 derniers jours de l’ensemble de données de San Francisco.
Figure 4.7 – Taux de succès de la prédiction des positions par objet pour l’ensemble
de données de San Francisco (avec l’ajout des données synthétiques pour piétons)
avec réduction de matrices.
La figure 4.6 présente le taux de succès moyen de l’estimation des positions
de chaque véhicule au courant des six derniers jours. Le taux de succès moyen
de l’estimation sur l’ensemble des 500 véhicules est de 74%.
La figure 4.7 présente le taux de succès moyen de l’estimation sur les 6
derniers jours par objet mobile et pour les deux stratégies de réduction de
matrices, classes d’objets et profils utilisateurs. On remarque que la stratégie
de réduction par classes d’objets donne de meilleures estimations.
4.7.2 Tests de Validation des équations de migration
Cette partie présente des expérimentations pour valider les équations d’es-
timation du temps et de l’énergie de migration décrites respectivement dans
les sections 4.5.1 et 4.5.2.
Nous avons effectué la migration d’une machine virtuelle en faisant varier
la taille de la mémoire allouée et en variant la bande passant du lien entre la
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machine source et destination.
Les expérimentations sont faites sur une machine source Intel I5-680 Dual
Core 3.6 MHz processor, 4 GB DDR3-1333 SDRAM memory avec une in-
terface réseau Ethernet de 1 Gbit/s et une machine destination Intel® Core
i7-1065G7 8 Core 1.30GHz processor, 16 GB avec une interface réseau Ether-
net de 1 Gbit/s.
La puissance consommée des interfaces réseau a été mesurée avec l’outil
PowerTop et pour réguler la bande passante nous avons utilisé l’outil Won-
derShaper. Pour la migration du service nous avons utilisé DMTCP avec un
programme en C qui affiche une séquence de nombres.
(a) Temps de migration estimé et effectif
(b) Consommation énergétique estimée
et effective de la migration
Figure 4.8 – Temps et Consommation énergétique estimée et effective de la migra-
tion d’un service en fonction de sa taille mémoire et pour différentes valeurs de la
bande passante du lien 20 MBps 60 MBps et 100 MBps.
La figure 4.8 présente en 4.8a les temps de migrations estimés et effectifs
en secondes et en 4.8b les valeurs de la consommation énergétique estimées et
effectives en Joule de la migration d’un service en fonction de sa taille mémoire
en MB.
De 4.8a, on remarque que pour toutes les valeurs de la bande passante
du lien, les courbes d’estimation du temps suivent la même tendance que les
valeurs réelles.
De 4.8b, on constate que l’équation du modèle surestime en moyenne la
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consommation énergétique de la migration. Cependant, l’ordre et le taux de
croissance sont respectés par les courbes d’estimation pour toutes les valeurs
de bande passante.
4.7.3 Tests de Validation des méthodes de placements
Dans cette partie, on présente les performances des méthodes de place-
ment décrites précédemment en environnement dynamique. Le schéma de la
figure 4.9 résume les catégories d’expérimentations effectuées. On décompose
nos tests en deux parties. L’évaluation des méthodes sans réévaluation de pla-
cement et les performances des méthodes avec réévaluation du placement au
cours du temps.
Les expérimentations ont été faites sur une version étendue du simula-
teur MyiFogSim [Lo 2018]. On a fixé la superficie de la zone étudiée ainsi
que l’infrastructure de calcul regroupant les noeuds Fog et Cloud. La fenêtre
temporelle est fixée à une journée de 24 heures avec un pas de temps de 15
min.
Comme le montre la figure 4.9, les expérimentations se font en deux phases :
(1) évaluation des approches de placement sans réévaluation et (2) évaluation
des approches de placement avec réévaluation.
Figure 4.9 – Schéma de la méthodologie des expérimentations sur le système de
placement avec réévaluation
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4.7.3.1 Scénario des expérimentations et méthodes de la littérature
On considère le scénario de la ville de San Fransico où un nombre fixe de
piétons et de véhicules se déplacent à l’intérieur de la zone z0. On considère
les smartphones/"wearables" des piétons et les véhicules comme étant les deux
classes d’objets IoT mobiles du système.
Les piétons se déplacent entre des endroits bien définis appelés "points
d’intérêt" selon le modèle Weighted Waypoints mobility model (WWP) de la
littérature [Hsu 2005] et le modèle utilisé pour estimer les déplacements des
véhicules est le HTM présenté précédemment. La zone est subdivisée en 6
petites zones contenant un noeud Fog chacune.
Chaque objet IoT utilise des applications interagissant avec ses capteurs et
ses actionneurs qui peuvent être de classe Mission Critical (MC), Real-Time
(RT), Streaming (ST) ou Best Effort (BE) dont les besoins QoS sont spécifiés
dans le tableau 3.1 de la section 3.2.2 du chapitre 3.
4.7.3.2 Les méthodes de comparaison
— Le Static Genetic Algorithm (SGA) est simplement l’algorithme géné-
tique qui ne considère pas l’information de mobilité. Cette méthode
a pour but de montrer que la prise en compte de la mobilité dans le
MGA et le MGH est effectivement pertinente. Le SGA a exactement
les mêmes configurations de paramètre que le MGA.
— Le Shortest Access Point migration Server Cloudlet (SAP) est une mé-
thode de migration dont la stratégie de placement initiale consiste à
placer les services des objets sur les noeuds Fog les plus proches si leur
capacité le permet. Si les capacités sont insuffisantes, leur placement se
fait dans le Cloud. Par la suite, à chaque pas de temps et si il y a un
mouvement des objets, leurs services sont migrés vers le noeud Fog le
plus proche si ses capacités sont suffisantes et sinon les services restent
à leur emplacement initial.
— K-Users Shortest Access Point migration Server (KSAP) consiste à ap-
pliquer la même approche de placement et de migration que SAP sur
uniquement K objets mobiles choisis aléatoirement. La valeur minimale
du paramètre K est de 0 et nous donne une politique de placement sans
migrations. La valeur maximale de K est le nombre d’objets mobiles et
donne la stratégie SAP. Après expérimentations avec différentes valeurs
de K nous présentons la configuration qui donne les résultats les plus
avantageux pour la méthode avec K égal à 50% des objets IoT.
— La méta-heuristique Penguins Search Optimization Algorithm (PeSOA)
[Gheraibia 2013] est une méthode inspirée du comportement des pen-
guins partant à la recherche de nourriture dans banquise. La mé-
thode Penguin Search Metaheuristic Aware Application Provisioninge
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(PsAAP) proposée dans la littérature pour le placement de services
dans le Fog [Benamer 2020] a pour objectif de maximiser l’utilisation
des ressources. Nous utilisons cette méthode avec la même fitness que
le MGA pour les comparaisons du système de placement avec rééva-
luation. La méthode (PeSOA) est connue pour être efficace dans les
environnements dynamiques [Benamer 2020], [Gheraibia 2013]. Notre
objectif est de voir s’il serait plus intéressant d’utiliser une autre méta-
heuristique pour la réévaluation sachant que jusque là cette comparai-
son de performance n’a pas été effectuée dans la littérature.
4.7.3.3 Tests sur les méthodes sans réévaluation de placement
Dans cette première partie des expérimentations, nous nous intéressons
aux méthodes de placement sans réévaluation MGH et MGA. On compares ces
approches à des méthodes de migration de la littérature Shortest Access Point
migration Server Cloudlet (SAP) et K-Users Shortest Access Point migration
Server Cloudlet (KSAP) et à la méthode Static Genetic Algorithm (SGA).
On considère un environnement de noeuds mobiles piétons. L’objectif de ces
expérimentations est de montrer les performances des méthodes de placement
comparées aux méthodes de migrations de la littérature pour la minimisation
de la consommation énergétique et du nombre de violations de délai. Les
piétons se déplacent selon le modèle Weighted WayPoint (WWP). Ce modèle
a été créé à partir d’inférences statistiques sur des données obtenues par un
sondage effectué à l’Université de Californie du sud [Hsu 2005]. Le WWP
définit un ensemble de points d’intérêts ou de places, appelées waypoints.
La probabilité qu’un noeud mobile se déplace d’un point d’intérêt A à un
point d’intérêt B dépend de la localisation courante et du temps. Différentes
probabilités de transition sont données considérant des tranches horaires au
cours de la journée. Chaque piéton est muni d’un smartphone qui représente
ici l’objet IoT.
(1) Impact du nombre d’objets IoT sur la consommation énergétique due
aux calculs
La figure 4.10a présente la consommation énergétique moyenne du calcul fC
en joules, en fonction du nombre de noeuds mobiles (nombre d’applications)
pour chaque méthode de placement et de migration. On remarque que les
performances du MGA et du SGA pour minimiser l’énergie du calcul sont
assez rapprochées. Ce qui peut être expliqué par le fait que la consommation
énergétique due aux calculs des services n’est pas impactée par la mobilité des
objets IoT. En effet, les services restent placés dans les mêmes machines au
cours du temps.
Les deux méta-heuristiques donnent de meilleurs résultats comparé à la
méthode MGH. Ce résultat peut être une conséquence de l’approche gloutonne
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(a) Consommation moyenne d’énergie du
calcul en fonction du nombre d’objets
IoT.
(b) Consommation moyenne d’éner-
gie de la communication en fonction
du nombre d’objets IoT.
(c) Nombre moyen de violations de dé-
lais en fonction du nombre d’objets IoT.
(d) Valeur moyenne du temps d’exé-
cution en (ms) des approches en
fonction du nombre d’objets IoT.
Figure 4.10 – Valeurs moyennes des métriques consommation énergétique (J),
nombre de violations de délai et temps d’exécution (ms) en fonction du nombre
d’objets IoT et pour chaque méthode de placement.
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de la méthode qui ne réévalue pas le placement des services dans leur globalité,
ainsi qu’aux erreurs d’estimations des trajets des objets IoT. Les stratégies de
migration SAP et KSAP sont les moins performantes. Ces méthodes induisent
un coût énergétique supplémentaire due au processus de migration.
(2) Impact du nombre d’objets IoT sur la consommation énergétique due
aux communications
La figure 4.10b présente la consommation énergétique due à la communi-
cation fN en Joules en fonction du nombre de noeuds mobiles (nombre d’ap-
plications) pour chaque méthode de placement et de migration. On remarque
que l’approche SAP, qui migre les services selon les positions des objets IoT,
donne les meilleures performances suivie par le MGA, qui tout en évitant
les surcoûts énergétiques de la migration donne d’aussi bon résultats pour la
minimisation de l’énergie de communication.
Considérant toutes les tailles du problème (en nombre d’objets IoT), le
MGA réduit la consommation d’énergie de la communication de 73%, 55%
et 93% comparé respectivement aux approches KSAP, SGA and MGH, alors
que l’approche SAP surpasse le MGA d’un peu moins de 20%. En migrant
uniquement les services de K objets, la méthode KSAP est moins efficace. Le
SGA est moins efficace pour minimiser cette métrique car ce dernier considère
uniquement les positions initiales des objets pour faire les choix de placement.
(3) Impact du nombre d’objets mobiles sur le nombre de violations de
délai
La figure 4.10c présente le nombre moyen de violations de délais f2 en
fonction du nombre d’objets IoT, pour chaque méthode de placement. On
remarque que l’approche SAP donne les plus petites valeurs de violations,
suivies par MGA, MGH and SGA.
A chaque pas de temps t, SAP migre les services vers les noeuds Fog les
plus proches des objets, ce qui réduit les délais de communication entre les
objets et leurs services. L’approche réduit en moyenne, pour chaque taille
du problème, le nombre de violations de délais de 48% comparé au MGA.
L’approche KSAP, en déplaçant uniquement la moitié des services, donne de
moins bons résultats. Le MGA a des performances similaires à KSAP avec une
réduction moyenne du nombre de violations de 0.68% comparé à KSAP, ce qui
est du à son approche probabiliste considérant les informations de mobilité des
objets IoT. Le MGA réduit le nombre de violations de 28% et 29% comparé
aux approches SGA et MGH.
(4) Impact du nombre d’objets mobiles sur le temps d’exécution des mé-
thodes de placements
La figure 4.10d présente le temps d’exécution moyen des méthodes MGA,
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SGA et MGH en fonction du nombre d’objets IoT. Étant une heuristique
gloutonne, l’approche MGH est plus rapide comparée aux méthodes SGA et
MGA qui de part leur nature de méta-heuristique ont des temps d’exécution
plus importants. Le MGA a un temps additionnel pour l’utilisation des infor-
mations de mobilité. Cependant, on remarque que le MGA ne prend que 6
secondes pour le placement de 270 services (3x90) dans une infrastructure de
90 objets IoT.
Nous tenons à préciser que les résultats présentés par la figure 4.10d
donnent uniquement les temps pris par les méthodes pour le choix du pla-
cement et que les méthodes SAP et KSAP sont des stratégies de migration,
par conséquent leur temps n’est pas comparable avec celui des méthodes de
placements.
4.7.3.4 Tests sur les méthodes avec réévaluation de placement
Dans cette deuxième partie des expérimentations nous considérons l’im-
pact de (1) la mobilité, (2) du nombre d’objets IoT et des classes d’applications
sur les performances des méthodes de placement.
(1) Impact de l’environnement mobile sur les méthodes de placement
L’objectif de cette partie des expérimentations est de voir l’impact de la
mobilité sur les méthodes de placement via les métriques définies plus haut.
On peut diviser l’environnement de mobilité ici de deux façons : (1) le "degré"
de mobilité de l’environnement qui détermine d’une manière globale entre un
environnement avec des noeuds qui sont souvent en mouvement contre un
environnement où les objets sont beaucoup moins actifs au cours du temps.
(2) le modèle de mobilité utilisé pour les piétons et les véhicules.
(1.1) Impact du degré de mobilité sur les méthodes de placement
Dans cette sous partie nous allons voir le comportement des méthodes selon
le degré de mobilité des noeuds.
Pour cela nous considérons trois scénarios : le scénario de base "mobilité
normale" où les objets IoT se déplacent selon un modèle à chaque pas de
temps, et deux autres scénarios, "mobilité rapide" et "mobilité lente " où les
objets se déplacent respectivement deux fois plus rapidement et deux fois plus
lentement par rapport au scénario de base.
Les paramètres suivants, qui pourraient impacter les résultats et les inter-
prétations concernant l’influence de la mobilité, ont été fixés comme suit :
— Le modèle de mobilité homogène : modèle pour piétons (WWP).
— Le nombre d’utilisateurs ou d’objet IoT : 500 smartphones.
— Le nombre d’applications : une application par objet IoT. Une applica-
tion pouvant avoir entre 3 et 5 services.
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— Le taux d’arrivées des applications λ : les applications arrivent suivant
une loi de poisson de paramètre λ = card(U)
T
. On rappelle que T est le
nombre de pas de temps et que card(U) est le nombre d’objets IoT. Ce
ratio implique que la durée moyenne séparant les arrivées est de T
card(U)
.
— La fenêtre temporelle sur une journée est divisée en 96 pas de temps.
Figure 4.11 – Nombre de migrations par méthode et par scénario de mobilité
Figure 4.12 – Valeur de la Fitness par méthode et par scénario de mobilité (103)
La figure 4.11 présente le nombre de migrations pour chaque degré de
mobilité et pour chaque méthode. En observant le nombre de migrations des
méthodes d’un scénario à un autre, on remarque que le nombre de migrations
de toutes les méthodes est proportionnel au degré de mobilité. Autrement
dit, plus les noeuds se déplacent fréquemment, plus il y a de migrations. On
remarque que le nombre de migrations des méthodes SAP et KSAP est assez
élevé quelque soit le scénario et que la différence d’un scénario à un autre
dépend de l’augmentation du degré de mobilité des noeuds.
Les méta-heuristiques Periodic Mobility-aware Genetic Algorithm of perio-
dicity 1 (PMGA-1), QoS-Mobility aware Genetic Algorithm (QMGA) et Pen-
guins Search Optimization Algorithm (PeSOA) restent assez stables. Même si
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le nombre de migrations augmente du scénario le plus lent au plus rapide, cette
augmentation reste négligeable en comparaison à celles des méthodes KSAP
et SAP. En considérant les informations de mobilité, les méthodes placent les
services de telle sorte à réduire le coût moyen de la fitness (figure 4.17).
On remarque que l’approche QMGA donne le plus faible taux de migration
dans le scénario "lent" comparé aux approches PeSOA et PMGA-1. Cepen-
dant, la tendance s’inverse en augmentant le degré de mobilité. Le QMGA ne
se lance que si un certain seuil de violation de délais est dépassé. Un environ-
nement plus rapide engendre plus de déplacements et donc plus de violations
d’applications sensibles.
On remarque que même si le nombre de migrations des méthodes PMGA-
1 et PeSOA augmente avec le degré de mobilité, cette augmentation reste
moins importante en comparaison à celle de QMGA. En moyenne, le nombre
de migrations de la méthode PMGA-1 est plus important respectivement d’un
taux de 3% et 17% comparé aux approches PeSOA et QMGA.
Enfin, en remarque générale, nous pouvons constater que le nombre moyen
de services migrés par les méta-heuristiques reste assez faible comparé au
nombre total placés dans l’infrastructure (< 18% du nombre total de service).
Le figure 4.12 présente les valeurs de la fitness pour chaque degré de mo-
bilité et pour chaque méthode. On observe que les valeurs de la fitness aug-
mentent proportionnellement avec le degré de mobilité. On remarque égale-
ment que les méthodes KSAP et SAP ont les valeurs les plus importantes.
Ces méthodes ont pour seul objectif de rapprocher les services des objets IoT
et le nombre important de migrations qu’elles induisent engendre un coût
énergétique supplémentaire .
Pour les méta-heuristiques, on remarque que les performances du QMGA
et PMGA-1 sont assez proches. Le QMGA est plus performant dans le scénario
"rapide". Pour les autres scénarios le PMGA-1 est plus performant. Ce qui peut
être justifié par le fait que dans un environnement plus rapide le QMGA est
relancé plus fréquemment (plus de violations) et à des moments plus pertinents
que le PMGA-1 (seulement s’il y a dépassement de seuil de violations de délai).
Le PeSOA donne de moins bons résultats que les méthodes QMGA et
PMGA-1. Le PeSOA se lance périodiquement comme le PMGA-1, ces résultats
sont donc la conséquence du comportement exploratoire de la méthode, moins
performant que l’algorithme génétique. On remarque également que PeSOA
fonctionne mieux en environnement lent comparé aux autres méthodes qui ne
semblent pas être impactées négativement.
En moyenne sur tous les scénarios le PMGA-1 réduit la fitness de 61%,
48%, 15% et 3% comparé respectivement aux méthodes SAP, KSAP, PeSOA
et QMGA. Les résultats rapprochés des méthodes QMGA et PMGA-1 peuvent
s’expliquer par le fait que le PMGA-1 s’enclenchant périodiquement engendre
un coût énergétique supplémentaire dû à un plus grand nombre de migra-
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tions par contre il compense en trouvant des placements qui réduisent le coût
moyen de la consommation énergétique des services. Le QMGA se déclenche
plus rarement et donc réévalue moins fréquemment les solutions de placement
précédentes.
Nous pouvons conclure des résultats précédents que les moments de lan-
cement de la politique de réévaluation sont cruciaux et doivent tenir compte
du degré de mobilité de l’environnement.
(1.2)Impact du modèle de mobilité sur les méthodes de placement
Dans cette sous partie nous allons voir le comportement des méthodes selon
le modèle de mobilité des noeuds.
Nous nous plaçons dans le scénario "mobilité normale" et on considère les
deux modèles WWP (pour piéton) et modèle HTM (pour véhicules) avec 250
objets IoT et une application par objet.
Figure 4.13 – Nombre de migrations par méthode et par modèle de mobilité
Figure 4.14 – Valeur de la fitness par méthode et par modèle de mobilité
La figure 4.13 présente le nombre de migrations pour chaque modèle de
mobilité et pour chaque méthode. On constate que le modèle n’influe pas sur
le nombre de migrations quelque soit l’approche de placement. On remarque
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que pour les deux modèles utilisés (WWP et HTM), le nombre moyen de
migrations des méta-heuristiques est assez similaire et que les tendances des
méthodes restent les mêmes d’un modèle à un autre. On peut déduire que le
modèle n’a que peu d’impact sur les performances des méthodes.
La figure 4.14 présente la valeur de la fitness pour chaque modèle de mo-
bilité et pour chaque méthode. On remarque que les méta-heuristique QMGA
et PMGA-1 sont plus performantes avec le modèle HTM. Ce qui peut être
justifié par le découpage avantageux des zones où on a un noeud Fog par zone
et où dans ce scénario les estimations HTM ont été plus précises que le WWP.
Le PeSOA quant à lui donne de meilleurs résultats avec le modèle WWP. Les
comparaisons de performance entre les méthodes restent les mêmes quelque
soit le modèle. En moyenne le PMGA-1 minimise la fitness de 2%, 18% , 42%
et 67% en comparaison avec les méthodes QMGA, PeSOA, KSAP et SAP.
Figure 4.15 – Nombre de migrations par méthode et par classes d’applications.
Figure 4.16 – Valeur de la fitness par méthode et par classes d’applications.
(2) Impact des classes d’applications sur les stratégies
La figure 4.15 présente le nombre de migrations par classe d’applications






(c) Violations de délais (d) Temps moyen d’exécution
Figure 4.17 – Valeurs moyennes des métriques de consommation énergétique, de
violations de délai et du temps d’exécution par nombre de noeuds mobiles et pour
chaque stratégie.
mêmes comportements de migration quelque soit la classe d’application. Pour
le reste des méthodes on voit que le nombre de migrations des services de
classe MC et RT est plus important comparé aux applications ST et BE. On
constate également qu’il est plus important pour les méthodes PMGA-1 et
QMGA comparé à la méthode PeSOA.
La figure 4.16 présente les valeurs de la fitness en fonction des classes
d’applications. On remarque que les méthodes méta-heuristiques sont plus
performantes pour la minimisation des classes Best Effort (BE) qui, n’ayant
pas de forte contraintes QoS sont plus flexibles pour le placement. On re-
marque également que les valeurs de la fitness sont plus importantes pour
les applications RT et ST qui consomment plus de ressources de calcul et en
même temps ont besoin d’être proches des objets à cause de leur contrainte du
temps de réponse. Cela engendre beaucoup de migrations et de placements de
services répartis entre le Cloud (pour les calculs intensifs) et entre les noeuds
Fog/IoT (pour être au plus proche des noeuds IoT).
(3) Impact du nombre d’objets IoT sur les méthodes (scalabilité)
Les figures 4.17a, 4.17b et 4.17c présentent respectivement les valeurs de
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l’énergie consommée par le calcul et par la communication et du nombre de
violations de délai en fonction du nombre d’objets mobiles pour chaque mé-
thode. On remarque que les méta-heuristiques sont plus performantes pour
la minimisation de la consommation d’énergie due aux calculs comparées aux
stratégies de migration KSAP et SAP. Le PMGA-1 minimise l’énergie de 83%,
71%, 37%, 14% comparé aux approches SAP, KSAP, PeSOA et QMGA.
Pour l’énergie de communication, on remarque que de part son plus grand
nombre de migrations le PMGA est une stratégie de la méthode SAP suivi
par le QMGA. Le PMGA minimise en moyenne l’énergie de communication
de -13%, -6%, 3% et 29% comparé respectivement aux méthodes SAP, KSAP,
QMGA et PeSOA. On remarque que pour la minimisation du nombre de viola-
tions de délais les méthodes PMGA et QMGA ont des performance similaires
et se rapprochent des résultats des performances de la méthode SAP et sont
en moyenne meilleures que la méthode KSAP pour cet objectif. Le PMGA mi-
nimise les violation de délai de -5%, 11%, 0.5%, 41% comparée respectivement
aux approches SAP, KSAP, QMGA et PeSOA.
La figure 4.17d présente le temps moyen d’exécution des méthodes en fonc-
tion du nombre d’objets mobiles. On observe que l’approche la plus rapide est
le PeSOA. Le PeSOA est en moyenne 3 fois et 1.5 fois plus rapide que les
méthodes PMGA et QMGA.
4.8 Synthèse
Dans ce chapitre, nous avons présenté une extension du modèle et du pro-
blème de placement d’applications IoT dans le Fog en intégrant la mobilité
des objets IoT. Nous avons par la suite proposé un modèle de mobilité, des
méthodes de placement de services et un système de placement intégrant la
migration et les informations de mobilité. Dans un deuxième temps, nous
avons identifié les limites et inconvénients du système de placement proposé
et nous avons présenté une vue générique d’un système de placement amélioré.
Enfin, nous avons présenté des résultats expérimentaux qui valident le modèle
de mobilité présenté, les équations de migration ainsi que les performances des
méthodes de placement. Le tableau 4.2 résume les analyses des expérimenta-
tions sur l’évaluation des stratégies de placement en donnant un ordre sur les
performances des méthodes pour les objectifs : Énergie, QoS et temps d’exécu-
tion pour chaque méthode de placement avec les différents degrés de mobilité
présentés et les différentes classes d’applications. La notation x > y implique
qu’en moyenne la méthode x est plus performante que la méthode y et la
notation x ≈ y implique que les méthodes sont en moyenne de performances
équivalentes. On remarque que pour les environnements rapides et les classes
d’applications critiques la méthode QMGA est meilleure pour l’énergie et la
QoS. Pour les environnements plus lents, PMGA-1 est meilleure pour la mini-
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misation de l’énergie et pour les applications non critiques les méthodes sont
plus ou moins équivalentes. Concernant les temps de placement, la méthode
QMGA est la moins coûteuse, suivie par PeSOA et PMGA-1.
Degré de mobilité Classes d’applications






























































Table 4.2 – Tableau résumant le choix des méthodes selon l’objectif, le degré de




Dans ce travail, nous nous sommes intéressé à la gestion des applications
Internet of Things dans les infrastructures Fog Computing. Notre objectif était
de réduire l’impact énergétique des infrastructures de calcul et de communi-
cation qui, en attendant la transition vers l’utilisation de sources d’énergie
propres, est essentiel pour réduire leur impact environnemental et garantir
leur pérennité. L’impact énergétique du Fog et la gestion des ressources de
calcul et de communication dans ces infrastructures est une problématique
assez récente et qui est encore très peu étudiée. Ces premières études per-
mettent d’avoir une idée sur la viabilité des solutions Fog d’un point de vue
énergétique pour supporter les applications IoT.
Les applications de l’Internet of Things génèrent énormément de com-
plexité provenant entre autres de leurs hétérogénéités (protocole de commu-
nication, demande de calculs, objets IoT etc.), leurs modélisations distribuées
en services inter-dépendants et leurs besoins différents en Qualité de Service.
Les applications IoT ont pour la plupart de fortes exigences en QoS, principa-
lement traduites par des besoins en temps de réponse et requièrent des délais
de traitement quasi-instantanés.
Dans la première partie de ce travail, nous avons proposé une modélisation
des systèmes Fog-IoT. Nous avons ensuite abordé le problème de placement
de services IoT dans les infrastructures en tant que problème d’optimisation
visant à minimiser les violations des délais de réponse et la consommation
énergétique de l’infrastructure de calcul et de communication. Nous avons
proposé une approche de résolution à base de méta-heuristique à intelligence
par essaim et un algorithme génétique que nous avons comparés à des stra-
tégies de placement de la littérature ainsi qu’à des heuristiques proposées. A
travers les diverses expérimentations proposées nous avons évalué l’impact de
la topologie des applications et du nombre d’objets IoT sur les performances
des stratégies proposées. Nous avons également cartographié la manière dont
les différents types de noeuds de calcul étaient utilisés par ces méthodes. Suite
à cette première partie, nous avons introduit la mobilité des noeuds IoT dans
notre modélisation et dans nos expérimentations. La mobilité est en effet un
élément clé des environnements Fog-IoT et est la principale cause de la dyna-
micité et de l’incertitude complexifiant le processus de placement de services
IoT. Nous avons proposé un modèle de mobilité ainsi que des stratégies de
placement de services en ligne et des stratégies de réévaluation des solutions de
placement permettant de migrer des services si besoin. Nous avons également
proposé un système de gestion global pour réduire les coûts de ces stratégies
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de gestion et d’ajuster le contrôle de la mobilité selon le contexte (état de
l’infrastructure) et les besoins des stratégies de placement.
Les problématiques de l’utilisation du Fog/Edge Computing pour déployer
et gérer le cycle de vie des applications IoT sont très nombreuses et peuvent
être abordées de différentes manières. Nous nous sommes intéressé au place-
ment des services des applications IoT en considérant un problème d’optimi-
sation multi-critères pour minimiser la consommation énergétique des infra-
structures Fog et les violations des temps de réponses des applications. Nos
travaux peuvent être améliorés et étendus de plusieurs façons. Nous donnons
dans ce qui suit quelques indications d’améliorations et d’évolutions.
Perspectives
Les recherches menées au cours de cette thèse ont amené à faire un cer-
tain nombre de considérations concernant l’étendu de la problématique abor-
dée, tant au niveau de la modélisation et des approches proposés que des
expérimentations effectuées et des outils choisis. Nous présentons ici diverses
ouvertures de recherche.
Perspective à court terme
Extension de la modélisation des environnements Fog-IoT
Il s’agit ici d’améliorer le modèle proposé dans le chapitre 3.
— L’amélioration du modèle 3-tiers de l’infrastructure Fog, qui regroupe
uniquement trois catégories de noeuds de calcul : Cloud, Fog et IoT peut
se faire en considérant plusieurs catégories de noeuds Fog. A chaque
noeud peut être associé un profil de consommation énergétique adé-
quat. Il serait également important de pouvoir modéliser les clusters
de noeuds Fog et de proposer des modèles dynamique pour les liens
et le routage réseaux. Pour garantir l’accessibilité d’un service ou pour
d’autre considérations de sécurité, il serait intéressant de pouvoir in-
tégrer une formule qui évalue le niveau de confiance des noeuds Fog.
Ce qui permettrait de savoir si un service critique pourra s’exécuter
convenablement une fois placé.
— L’amélioration du modèle des applications peut se faire en différen-
ciant entre les services avec ou sans état et en identifiant si les services
peuvent être mutualisés par plusieurs objets IoT ou si chaque objet IoT
a son instance du service.
Estimation de la consommation énergétique
Dans ce travail, nous avons utilisé un modèle de consommation énergétique
linéaire et simplifié qui dépend uniquement de la consommation CPU et de
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la taille des données échangées entre les services. Il serait possible d’utiliser
d’autres modèles de consommation d’énergie, probabilistes et qui considèrent
plusieurs éléments de calcul et de communication à la fois. Il serait également
intéressant d’intégrer des modèles de sources vertes et de faire les placements
en considérant cet aspect ainsi que l’état de l’infrastructure ICT.
Intégration de nouvelles métriques de qualité de service (QoS) et du coût
économique
Ce travail s’est essentiellement intéressé au temps de réponse des applica-
tions. Cependant, les applications IoT peuvent avoir des besoins en QoS sur
des ressources réseau (Un besoin spécifique en bande passante) ou sur des
ressource de calcul (Un besoin spécifique en mémoire et/ou en puissance de
calcul).
Les ressources Fog peuvent être gérées par différents organismes (privé,
public, site client). La nature distribuée, hétérogène et dynamique des ser-
vices IoT (les services sont constamment déplacés, répliqués ou migrés selon
la mobilité des utilisateurs) ainsi que la dynamicité des infrastructures avec
le traffic qui est constamment redirigé et les services réseau constamment dé-
placés (SDN/NFV) complexifient l’établissement d’un modèle économique.
Étant donnés les facteurs dynamiques décrits précédemment, il serait inté-
ressant de considérer des critères de QoS comme la fiabilité et la disponibilité
d’un service IoT pour établir les décisions de placement. On définit la fiabilité
et la disponibilité selon [Banouar 2018] comme suit :
(1) la fiabilité : se réfère à la capacité d’un système ou d’un composant
à exécuter ses fonctions dans des conditions données et pour une période de
temps spécifiée.
(2) la disponibilité : définie comme le taux de disponibilité opérationnelle
d’un système ou d’un composant lorsqu’il est requis pour utilisation. Pour les
applications IoT critiques (par exemple, la surveillance des signes vitaux des
soins de santé), la disponibilité est une exigence importante que l’on souhaite
être très proche des 100%.
Amélioration des méta-heuristiques
Le temps d’exécution considérable des méta-heuristiques est le principal in-
convénient qui empêche leur utilisation massive dans des systèmes de décisions
réels. Nous estimons que l’établissement d’un critère d’arrêt dynamique qui
serait étudié rigoureusement permettrait de considérer les méta-heuristiques
comme des méthodes de résolution viables pour les systèmes réels. De plus,
les méthodes de parallélisme et d’optimisation distribuée offrent la possibi-
lité d’exploiter les noeuds de calcul Fog (qui sont peu ou pas utilisés) et
permettraient de réduire les temps de résolutions des méta-heuristiques. Il se-
rait intéressant d’utiliser des approches d’apprentissage pour réduire les coûts
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d’utilisation des méthodes de placement et estimer les instants où la migration
ou le replacement des services est nécessaire.
Amélioration du modèle de mobilité
Il est important d’étudier d’autres approches d’estimation et de prédiction
comme les méthodes à moyenne mobile auto-régressive intégrée (ARIMA),
adéquates pour les séries temporelles, et qui permettrait d’améliorer le mo-
dèle de mobilité présenté dans le chapitre 4. Il serait également intéressant
d’introduire d’autres stratégies de réduction de matrices par exemple selon
la similarité des trajets empruntés pas les noeuds mobiles au courant d’une
certaine période de temps. Il faudrait également prévoir d’étudier des modèles
de mobilité de groupe et des modèles basés sur les liens sociaux. Cette caté-
gorie de modèles permettrait d’avoir une vue généralisée et d’étudier d’autres
stratégies de gestion de ressources de calcul et de communication pouvant
être utilisées pour les flottes de véhicules, de drones ou n’importe quel groupe
d’objets IoT accomplissant une tache commune.
Amélioration du simulateur et extension des expérimentations
Pour obtenir un environnement Fog-IoT complet en simulation, il faudrait
intégrer ns-3 ou un autre simulateur réseau avec MyMobileIFogSim pour sup-
porter les aspects réseau et avoir plus de métriques liées à la communication
des services. L’émulateur EmuFog serait également un bon outil à exploiter
et qui permettrait de développer une vraie application IoT et de voir son dé-
ploiement à une petite échelle pour ensuite passer à son déploiement sur une
des plateformes d’expérimentations Fog présentées dans le chapitre 2. Il fau-
drait également étudier l’impact d’autres topologies Fog et d’autres graphes
d’applications IoT sur les méthodes de placement.
Perspectives à long terme
Estimation des instants de réévaluation des placements (re-
configuration)
Les stratégies proposées dans le chapitre 4 sont périodiques ou se basent
sur une comparaison de seuil pour réévaluer les placements des services pré-
cédents. Il faudrait collecter des métriques sur la qualité des placements ainsi
que sur la pertinence de la réévaluation, l’état de l’infrastructure et des ap-
plications et d’une manière autonomique [Huebscher 2008], [Rostirolla 2019]
le système doit pouvoir estimer les prochains temps de réévaluation de telle
sorte à minimiser les coûts de l’utilisation des méthodes de placement, des
migrations et de maximiser les gains sur nos critères d’optimisation.
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Impact des réseaux de 5ème génération (5G) Les réseaux de 5ème généra-
tion promettent des performances et des économies d’énergie sans précédents,
ce qui pourrait faciliter le placement de services au plus proche des utilisateurs
ou même un placement entièrement dans le Cloud sans impacter la qualité de
service des applications. Il serait donc intéressant d’étudier un environnement
Fog avec une infrastructure 5G.
Vers un système d’orchestration Fog-IoT distribué Les orchestrateurs
actuels qui sont pour la plupart centralisés et exclusifs à la gestion de res-
sources Cloud, ont des stratégies d’allocation de ressources très simples qui
privilégient la rapidité de placement à l’optimisation des ressources. Pour
l’énergie, on trouve des stratégies de gestion qui ne peuvent pas être appli-
quées dans le cas du Fog comme la consolidation des machines virtuelles (voir
chapitre 1). La conception des orchestrateurs actuels n’est donc pas adaptées
à des infrastructures comme le Fog. Il faudrait des stratégies d’orchestrations
multi-domaines qui intègrent la gestion des ressources réseau et des ressources
de calcul et qui interagissent avec les gestionnaires des sources énergétiques
et les contrôleurs de mobilité.
Le positionnement des orchestrateurs doit être dynamique. Le système
doit disposé d’un ou plusieurs orchestrateurs fixes qui peuvent décider, selon le
contexte, de placer des orchestrateurs virtuels dans des zones de mobilité don-
nées et qui vont gérer les ressources de chaque zone en semi-autonomie avec un
modèle MAPE-k [Nguyen 2014] par exemple. L’ensemble des orchestrateurs
participerons à des processus d’optimisation distribuée et à des moments pré-
cis, les informations sont remontées aux orchestrateurs fixes si nécessaire.
Décider des la superficies des zones semi-autonomes est aussi une problé-
matique à étudier et qui va dépendre d’informations comme le nombre d’uti-
lisateurs, le type d’applications utilisées, la versatilité de ses informations et
les politiques de sécurité nécessaire dans chaque zone ainsi que les ressources
qu’elle regroupe. Les orchestrateurs pourront ainsi gérer le cycle de vie des ap-
plications, en élaborant des stratégies de migration de réplications des services
pro-actives à la mobilité des noeuds.
Considérant les capacités de calcul limités des noeuds Fog/IoT, les tech-
nologies les plus adéquates pour ces améliorations sont les orchestrateurs de
containers tels que Kubernetes, Docker ou LXD qui pourront être combinés
à des contrôleurs SDN comme RYU ou Opendaylight. L’algorithme d’orches-
tration devra se faire en plusieurs phases, où chaque phase vise à optimiser
un type de ressource ou à réduire un coût. L’algorithme peut décider en auto-
nomie de ne pas faire toutes les phases en fonction des applications, de l’état
de l’infrastructure Fog et des contraintes de temps de réponse données.
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