Sample growth and characterization 0.05% Nb-doped SrTiO 3 substrates were annealed at 830 °C in an ultra-high vacuum (UHV) chamber for 20 minutes. After a surface reconstruction was observed, the SrTiO 3 substrates were cooled to 380 °C and ultra-high purity selenium (99.9999%) and Fe (99.995%) were evaporated onto the substrate. Reflection high-energy electron diffraction was used throughout the 40 minute growth to confirm high crystallinity of the films. The 60 unit-cell thick FeSe/SrTiO 3 sample was then annealed at 450 °C for two hours. Samples for the trARPES measurements were transferred via a portable UHV chamber, while those for trXRD were transferred ex-situ. See Lee et al. (24) for more details of the growth conditions.
Time-resolved x-ray scattering
Low-temperature pump-probe hard x-ray scattering experiments were carried out at the X-ray Pump Probe (XPP) instrument of the Linac Coherent Light Source (LCLS) x-ray free-electron laser (31) at the SLAC National Accelerator Laboratory. 8.7 keV x-rays were obtained from a diamond (111) monochromator (32) . The x-ray flux on the sample was ~2 × 10 9 photons per pulse. Scattered x-rays were detected by a passivated implanted planar silicon diode (Hamamatsu Photonics) . A helium flow cryostat inside a sample chamber permitted temperatures down to T = 13 K. Both the 1.5 eV IR pump and the 8.7 keV x-ray probe pulses were p-polarized and operated at a repetition rate of 120 Hz. Pulse durations of ~40 fs and ~25 fs were measured for the 1.5 eV pump and the x-ray probe, respectively. The shot-to-shot temporal jitter of the x-ray free-electron laser with respect to the optical pump laser was measured by a timing tool (33) and corrected to within 10 − 20 fs. Thereby, an overall time resolution of ~50 fs was achieved. Pumpprobe delay scans in Fig. 1D ,E were collected by intentionally increasing the temporal jitter of the pump laser to cover the entire ~1.5 ps range of the timing tool. The pump beam diameter, as characterized by the horizontal and vertical full-width-at-halfmaximum (FWHM) was 380 × 520 µm 2 . For the x-ray probe, we used a 250 × 250 µm 2 slit to filter the beam. The x-ray and IR beam were at incidence angles of 31.3° and 33.8° relative to the sample surface, respectively.
Time-and angle-resolved photoemission spectroscopy 1.5 eV, 35 fs IR pulses were generated by a regenerative amplifier (Coherent Inc.) at a repetition rate of 312 kHz. The laser beam was split into pump and probe paths. In the pump path, a mechanical delay stage provided a variable time delay. In the probe path, two stages of second harmonic generation led to 6 eV UV probe pulses. The overall time resolution was 81 ± 2 fs, as determined by a cross-correlation of the pump and probe pulses measured 1.5 eV above E F (supplementary text). Both the pump and probe pulses were focused onto the FeSe/SrTiO 3 sample in a UHV chamber with a base pressure of < 6 × 10 −11 Torr. The beam profiles as characterized by the FWHM were 102 × 118 µm 2 and 34 × 65 µm 2 for the pump and probe, respectively. The sample stage temperature was kept at T = 20 K for all data reported here. After pump excitation, photoelectrons were generated by the subsequent probe pulses and collected by a hemispherical analyzer (Scienta R4000). The effective energy resolution was 34 meV and dominated by the laser bandwidth. Both the pump and probe beams were at incidence angles of ~40° relative to the sample surface.
Density functional theory
Ab initio density functional theory was employed to determine theoretical deformation potentials using the frozen phonon method of lattice displacements. The FeSe lattice constants and experimental atomic positions were taken from the low-temperature orthorhombic structural data of Margadonna et al. (30) . Using the WIEN2k electronic structure package (34) and the standard PBE GGA exchange-correlation functional (35) with a k-mesh of 20 × 20 × 10 for self-consistent calculations, the band structure and associated orbital characters were determined for the experimental atomic positions. The deformation potentials were derived from changes in the electronic band positions at the Γ-point, measured relative to the Fermi level, due to shifts in the calculated selenium height by ∆z Se = ± 0.5 pm. The selenium height was relaxed in DFT; and the deformation potentials and A 1g phonon frequency were analyzed around the DFT-derived equilibrium atomic position z Se = 0.2456 in reciprocal lattice units (r.l.u.) . The values appear in Tab. 1, with the deformation potentials renormalized by a factor of 3 to account for correlation effects, which was shown to bring the DFT-derived band structure into quantitative alignment with the experimental band structure from equilibrium ARPES ( Fig. 2A and S2 ). Quantitatively similar behavior was observed using the structural parameters of Li et al. (36) as well as employing the Quantum Espresso electronic structure package (37) and the high-temperature tetragonal structural data of Margadonna et al. (30) .
Supplementary Text

Structure factor calculation
To quantify the collective displacement of the selenium atoms δz Se , we have carried out a structure factor calculation. This calculation only depends on the constituents of a unit cell and the relative atomic positions, but not the lattice constants. The left inset of Fig. 1B depicts that the A 1g eigenmode involves only the vertical displacement of the selenium atoms. Therefore, the coherent modification of the crystal structure can be parameterized by the height of the selenium atoms z Se -or equivalently by the Fe-Se-Fe bond angle. Thus, the structure factor can be written as
where n indexes the atoms in the unit cell, f n = f 0 (|G hkl |) + f 1 (E) + if 2 (E) is the dispersioncorrected atomic scattering factor, G hkl is the scattering vector and r n (z Se ) is the atomic position. The Python package periodictable 1.4.1 was used to compute the dispersion-corrected atomic scattering factors (38) . The diffracted intensity is then obtained from I hkl (z Se ) ∝ |F hkl (z Se )| 2 .
To calculate the time-dependent change of the selenium position δz Se (t) shown in Fig. 1E , we used the orthorhombic low-temperature crystal structure measured by Margadonna et al. (30) . Using the reciprocal lattice coordinates G hkl = (0, 0, 4), r Fe = {(1/4, 0, 0), (3/4, 0, 0), (1/4, 1/2, 0), (3/4, 1/2, 0)} and r Se = {(0, 1/4, z Se ), (1/2, 3/4, z Se ), (0, 3/4, 1 − z Se ), (1/2, 1/4, 1 − z Se )} yields
We note that, apart from the temperature-dependent equilibrium selenium height (30) (z 0,5K = 0.2653 and z 0,295K = 0.2652 r.l.u.), the relative intensity change I 004 (z Se )/I 004 (z 0 ) is equivalent for the low-temperature orthorhombic and high-temperature tetragonal crystal structure of FeSe, as I 004 reflects only out-of-plane contributions (h = k = 0, l ≠ 0).
Time-and angle-resolved photoemission spectroscopy
Comparison of laser and synchrotron ARPES. As shown in Fig. S2 , ARPES experiments using 6 eV laser and 24 eV synchrotron light exhibit distinct photoemission matrix element effects, and emphasize different spectral features. The broadband ultrafast laser limits the energy resolution in trARPES to 34 meV. The overlaid DFT-derived band dispersions are renormalized by a factor of 3. Notably two calculated bands represented by dashed lines cannot be identified in the 6 eV ARPES spectrum. This is likely due to the combination of unfavorable photoemission matrix element, as well as the limited energy resolution.
Time resolution of the trARPES setup. Time zero and the time resolution of the trARPES experiment are determined by analyzing the cross-correlation at 1.5 eV above E F (Fig. S3 ). This is different from the time zero determination of the trXRD setup, which uses the initial intensity drop as the indicator.
trARPES data analysis. We demonstrate our trARPES data analysis by taking exemplary energy distribution curves (EDC) as shown in Fig. S4A . We compare the EDCs corresponding to a peak (975 fs) and a trough (1075 fs) in the energy oscillations in Fig. 2C ,D, respectively. In the previous trARPES study on BaFe 2 As 2 (9) it was argued that the chemical potential oscillates while band energies stay constant. Our result on FeSe thin films is clearly different: The higher binding energy d z 2 band is sufficiently far away from the chemical potential, yet it exhibits pronounced oscillations.
There are a variety of models one can use to analyze EDCs. In practice, we focus on the following model, which robustly captures our EDCs for a wide range of momenta and delays.
A xz/yz and A z 2 stand for two amplitudes; E xz/yz and E z 2 represent two band energies; w xz/yz and w z 2 are two primary width parameters; I 0 is a constant background. The d xz/yz band is multiplied with an additional step-like factor to account for its asymmetric peak shape. Note that this factor should not be interpreted as the Fermi-Dirac function, as we force the apparent Fermi level to be exactly E xz/yz . We have tried fitting with an independentlyvarying Fermi level, yet it is numerically entangled with the d xz/yz band and yields unstable fitting results. Our strategy is to use Eqn. S3 to capture the experimental data with a minimal set of parameters (Fig. S4B) , and subsequently extract band energies from these parameters. In the following we discuss four different ways to extract band energies, with the corresponding energy dynamics plotted in Fig. S5 .
1. Using E xz/yz and E z 2 from fitting: This is the simplest method to extract band energies. In this case, E xz/yz captures the high-energy edge of the d xz/yz band.
2. Fitting and peak finding: After fitting EDCs to Eqn. S3, we use the fitting parameters to reconstruct the two spectral peaks as in Fig. S4B . Then we extract the two individual peak positions using a numerical peak finding algorithm.
3. Fitting with a non-oscillatory w 0 : We perform the same EDC fitting while using a smooth polynomial to approximate the temporal dependence of the auxiliary w 0 parameter. The underlying idea is to examine the impact of an oscillatory step width on the E xz/yz and E z 2 oscillations.
Smoothing and peak finding:
We employ a box filter of width 40 meV to smooth the EDCs, and use numerical methods to locate the two peaks corresponding to the d xz/yz and d z 2 bands. No fitting is involved.
We perform analyses using all 4 methods to evaluate the model-dependent uncertainties. The overall uncertainties include both the model-dependent uncertainties and the uncertainties due to finite signal-to-noise ratios. As shown in Fig. S5 , we fit the extracted energy dynamics to an exponentially decaying cosine with a quadratic background, and then deduce the peak-to-peak amplitudes at time zero. The final error bars cover both the lowest and highest possible values. For the presented fitting example, we report oscillation amplitudes of ∆E xz/yz = 6.3 (+1.2 / −1.0) meV and ∆E z 2 = 7.8 (+0.7 / −0.7) meV. The central values are determined using Method 2 due to its conceptual clarity and fitting robustness. Due to the finite time resolution, we need to correct the amplitudes for comparison between different experiments, which is discussed in the next section.
As apparent from Fig. S6 , the extracted oscillation amplitudes can be weakly momentumdependent. However, the amplitude variation on each band is comparable to the overall uncertainties, which preclude an in-depth discussion on the momentum dependence. Therefore, we plot the momentum-averaged energy oscillations as shown in the main text figures, and use momentum-averaged amplitudes to compare with theory.
Deconvolution of finite experimental time resolutions
Convolving oscillatory signals with finite time resolutions results in an effective reduction of the oscillation amplitude. Assuming a Gaussian resolution characterized by the FWHM, the effective amplitude reduction γ is described by the following equation (39) .
Here A conv and A 0 refer to the convolved and original amplitudes. f and FWHM are the oscillation frequency and time resolution. Fig. S7 shows a simulation illustrating this amplitude reduction effect with FWHM = 50 fs and 81 fs, which are the time resolutions of our trXRD and trARPES experiments, respectively. For 1D measurements such as trXRD, we divide the extracted amplitude by γ to retrieve the intrinsic oscillation amplitude.
The convolution for trARPES is less straightforward. Although the intensity oscillation for each pixel on ARPES spectra follows Eqn. S4, it is not clear whether the peak energies extracted from fitting follow the same rule. In the following we demonstrate that Eqn. S4 is still applicable to energy dynamics in the small perturbation limit where the peak width is much larger than the oscillation amplitude.
For simplicity we consider a single EDC with a Gaussian peak I(E) = A exp(−(E − E 0 ) 2 /w 2 ). When the peak shifts by ∆E, the spectrum becomes I shift (E) = I(E − ∆E). At any energy E, the intensity change is:
In the scenario where w » ∆E (Fig. S8A) , the first-order Taylor expansion is valid for any E where dI/dE varies slowly:
With a finite time resolution, the intensity dynamics is reduced by a factor γ, and the measured intensity change is −γI'(E)∆E. Therefore, the measured spectrum for all E becomes,
Remarkably, in this small perturbation scenario the amplitude reduction factor γ is carried over to the energy shift, which allows us to perform the same γ-division for deconvolving the energy dynamics. On the contrary, when w ≤ ∆E the Taylor expansion is no longer a good approximation and Eqn. S6 does not hold.
In our experiment, w ≈ 60 to 100 meV and ∆E < 10 meV. It is therefore safe to perform a straightforward γ-division for deconvolution.
Finally, we point out that there are more advanced deconvolution algorithms, which work for both scenarios depicted in Fig. S8 . A famous example is the Lucy-Richardson (L-R) algorithm (40,41) Using g i , h i,j and f j to represent the convolved signal, the resolution function, and the intrinsic signal, respectively, we can describe the convolution as follows.
The L-R algorithm reconstructs f j using an iterative method. Assuming we have the n-th guess of f j (n) ,
In Fig. S9 we demonstrate the result of L-R algorithm using an exemplary dataset with a fluence of 0.37 mJ/cm 2 . We execute L-R deconvolution for the intensity dynamics at each energy and perform EDC fitting as described earlier. The damping ratios derived in Fig. S9C ,D are consistent with the ratio (0.52) determined by Eqn. S4. This result demonstrates that we can safely use Eqn. S4 to deconvolve the energy oscillations.
Determination of the pump fluence and its uncertainty
To characterize the pump photon flux, we evaluate the incident pump fluence F at the center of the beam profile. Assuming a Gaussian beam profile, F can be deduced as
P CW and f rep are the measured continuous-wave laser power and repetition rate, respectively. FWHM x and FWHM y are the full-widths-at-half-maximum of the beam profile along the horizontal and vertical directions, respectively (measured in the crosssection normal to the propagation direction). c is the angle of incidence relative to the sample surface.
Various sources of uncertainties are summarized in Tab. S1. Here we define statistical fluence uncertainties as those which affect the accuracy of individual fluence measurements. The overall statistical fluence uncertainties are represented by error bars in Fig. 3C ,D of the manuscript. We define systematic fluence uncertainties as those which influence all fluence measurements of a particular dataset in the same way, and therefore change the scaling of the entire fluence axis. The overall systematic fluence uncertainties are represented by shaded areas in Fig. 3C ,D.
Laser stability and power meter precision affect individual fluence measurements, and hence contribute mostly to statistical uncertainties. Based on the specifications of our pump lasers and power meters, these uncertainties are each estimated to be on the 1 to 2% level. In addition, we estimate a 3% systematic fluence uncertainty due to the different power meters used in trXRD and trARPES. This uncertainty should only be accounted for once when we compare the results from the two experiments. Therefore, in Tab. S1 it only appears as a systematic fluence uncertainty of trARPES.
Incoupling optics in the beam path downstream of a power meter reduce the incident fluence on the sample, and contribute to the systematic fluence uncertainties. In the trXRD experiment, we measured the total transmission after one bounce on a protected silver mirror and a CaF 2 window. We use the difference between our measured transmission and the one calculated from optics specifications (42, 43) to estimate the systematic fluence uncertainty of 2%. In the trARPES experiment, the incoupling optics include two silver mirrors and two CaF 2 optics. Accordingly, the estimated systematic fluence uncertainty is 5%.
Measurements of FWHM x and FWHM y impact the scaling of the entire fluence axis, and therefore contribute to the systematic fluence uncertainty. For trARPES beam profiles are measured using a folding mirror which directs the beams onto a CCD camera (Fig. S10) . The camera is positioned to mirror the overlapping pump and probe profiles, while the two beams are overlapped on the sample. Fitting the pump profile (Fig. S10B ) to a 2D Gaussian function gives us the horizontal and vertical FWHMs. Taking into account both the fitting error and the pixel size, we estimate the total uncertainty for beam profile measurements to be less than 1%. For trXRD we measured FWHMs using knife-edge scans, which yield rather large uncertainties on the order of 10%.
We deduce the total statistical and systematic fluence uncertainties by taking the rootsum-square of all entries. Note that the dominant contribution is from systematic fluence uncertainties, which can be reduced in the future by unifying the beam characterization techniques.
Spatial integration over the pump and probe beam profiles
In both trARPES and trXRD experiments, the finite probe beam profile acts as an averaging window, mixing a range of fluences. Assuming a pump profile ! K a pu (g, h) where ! K is the peak fluence, and a probe profile a pr (g, h) . The effective fluence F eff after considering the spatial integration over the pump and probe beam profiles becomes,
Here we use the factor k to denote the ratio between the effective fluence and the peak fluence, which introduces a correction to the deformation potential.
In both trARPES and trXRD experiments, the pump profile follows a 2D Gaussian distribution. For trARPES, the probe profile also follows a Gaussian distribution. We obtain k ARPES = 83% ± 1%. For trXRD, we use a fixed 250 µm by 250 µm slit to filter the x-ray probe beam, but cannot determine the probe profile exactly. We use a Gaussian profile and a uniform rectangular profile to calculate the two extreme cases via Eqn. S10, and obtain the average value k XRD = 80.5% ± 7%. The uncertainties of the spatial integration over the pump and probe beam profiles k are incorporated in the error estimation of the deformation potential.
Excitation density of the optical pump pulses
We have measured the refractive index of FeSe thin films and that of the supporting substrate in order to compare the effective excitation density in the trXRD and trARPES measurements (Fig. S11 ). First, we measured the refractive index of the bare Nb-SrTiO 3 substrate by tracking the optical reflectance as a function of incidence angle for both sand p-polarized excitation. The measurements were performed using a Ti:Sapphire amplified laser centered at a wavelength of λ = 820 nm. By optimizing a trial refractive index to minimize the difference between the modeled reflectance and the measured reflectance, we obtained the refractive index of the Nb-SrTiO 3 substrate n SrTiO3 = 2.26. By measuring the reflectance of a ~33 nm thick FeSe film on a Nb-SrTiO 3 substrate, we determined the refractive index of FeSe to be n = 2.87 + 1.16i.
The absorbance of each FeSe atomic layer in the thin film is determined from the measured refractive indices (Fig. S12) . The different absorption per layer for the trARPES and trXRD measurements is a consequence of the different angles of incidence used in the two experiments. The detection sensitivities of the respective measurements are plotted in Fig. S12B . The hard x-ray is mainly bulk sensitive, whereas 6 eV photoemission has a probing depth of ~4 nm (44). The effective absorption per layer is therefore the average absorbance in Fig. S12A weighted by the sensitivity profile in Fig. S12B .
Here A(z) and S(z) stand for depth-dependent absorption and sensitivity profiles. From Fig. S12 we obtain the effective absorption per layer (A eff ) of 0.59% and 0.61% for trARPES and trXRD, respectively. To correct for this difference, the deformation potential needs to be multiplied by a factor of n eff, XRD n eff, ARPES = 1.03.
Determining the deformation potential and its uncertainty
Combining all the corrections mentioned above, we summarize the complete procedure to deduce deformation potentials from the coherent lock-in experiment.
(1) Extract the oscillation amplitudes of atomic displacements (Δ% K ) from trXRD and electron energies (ΔD K ) from trARPES.
(2) Correct for amplitude reduction due to finite time resolutions. ΔD = ΔD K /N ARPES ; Δ% = Δ% K /N XRD .
(3) Plot both ΔD and Δ% as functions of the incident pump fluence !. Linear fitting gives the slopes w ARPES = ΔD/! ARPES and w XRD = Δ%/! XRD .
(4) Use the pump and probe beam profiles to determine the fluence reduction factors k ARPES and k XRD .
(5) Use the penetration depths to determine the effective absorbed energy densities E eff,ARPES and E eff,XRD .
(6) Deduce the deformation potential x.
Major contributions to the uncertainty of the deformation potential come from w ARPES , w XRD , k ARPES , and k~z . (S15)
Fig. S1.
Coherent lattice dynamics at T = 20 and 180 K. Temporal evolution of the (004) Bragg peak intensity as measured by trXRD with a pump fluence of F = 1.83 mJ/cm 2 . Data collected at T = 20 and 180 K are depicted in orange and blue, respectively. Black lines denote a smoothed background that was subtracted (Fig. 1C ) to obtain the Fourier transform shown in the inset.
Fig. S2.
Equilibrium ARPES spectra of 60 UC FeSe films taken at T = 20 K with 6 eV laser (A) and 24 eV synchrotron light (B). The band dispersions obtained from DFT with an overall renormalization factor of 3 are overlaid.
Fig. S3.
Cross-correlation of the pump and probe pulses in the trARPES setup, recorded 1.5 eV above E F . Fitting to a Gaussian yields a FWHM of 81 ± 2 fs.
Fig. S4.
(A) EDCs of the ARPES spectrum near Γ (inset) at a delay of ∆t = 975 and 1075 fs (F = 0.62 mJ/cm 2 ). (B) Fit of the EDC at ∆t = 1075 fs using the model described in the supplementary text (Eqn. S3), in order to reconstruct the two spectral peaks of the d xz/yz (orange) and the d z 2 band (blue).
Fig. S5.
(A) Comparison of extracted energy dynamics for the d xz/yz (A) and d z 2 band (B) using each of the four methods described in the Supplementary Text. Also displayed are the respective peak-to-peak oscillation amplitudes at time zero. Traces are offset for clarity.
Fig. S6.
Momentum-dependence of the band energy oscillation amplitudes. Fig. S8 . Two scenarios for a spectral peak shift, where the Gaussian peak width is much larger than the energy shift (A) and where the peak width is smaller than the energy shift (B).
Fig. S9.
Deconvolution using the Lucy-Richardson algorithm. (A) Photoemission intensity as a function of delay from the trARPES experiment. Each vertical cut is an EDC at k || = −0.18 Å −1 for that particular delay. (B) Photoemission spectra after L-R deconvolution. The deconvolution induces artifacts at the two edges of the delay axis, which we cut off for clarity. (C and D) Measured (upper data, strong color) and deconvolved (lower data, faint color) energy dynamics of d xz/yz (orange) and d z 2 band (blue). The measured (∆E xz/yz,z 2 ,m ) and deconvolved oscillation amplitudes (∆E xz/yz,z 2 ,d ) are also shown, as obtained from the fitting. The ratio 'measured' to 'deconvolved' of both bands is in good agreement with Fig. S7B . Traces are offset for clarity. Tab. S1. Breakdown of uncertainty sources for pump fluence measurements. Uncertainties from laser stability and power meter precision are estimated based on the equipment specifications. Uncertainties from incoupling optics are based on characterization experiments and the optics specifications. Uncertainties of FWHM x and FWHM y are based on beam profile analyses. The overall statistical and systematic fluence uncertainties are deduced by taking the root-sum-square of all entries.
