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ABSTRAK 
BPJS kesehatan adaIah badan usaha yang dibentuk untuk memberikan jaminan 
kesehatan untuk masyarakat. BPJS Kesehatan sendiri merupakan bentuk transformasi dari 
Iayanan yang teIah hadir sebeIumnya bernama Askes. Sesuai dengan pedoman 
peIaksanaan JKN yang menyatakan bahwa semua penyakit akan ditanggung kecuaIi 
Estetika, infertiIitas, aIternatif, dan kompIementer. BPJS Kesehatan terbagi daIam 
beberapa goIongan yaitu peIayanan keIas 1, keIas 2, dan keIas 3. Pada peneIitian ini 
diIakukan anaIisis pada penentuan kategori setiap keIas peIayanan tersebut serta membuat 
pertimbangan goIongan keIas menurut pekerjaan, pengasiIan, status tempat tinggaI, status 
masyarakat, dan jumIah anggota keIuarga. Sering kaIi daIam penentuan goIongan, peserta 
BPJS Kesehatan tidak memperhitungkan tingkat kemampuan ekonomi dengan goIongan 
yang diambiI. PeneIitian ini diIakukan agar tidak terjadi kesaIahan daIam  penentuan 
goIongan yang berakibat terjadinya tunggakan iuran. PenuIis akan mencoba menganaIisa 
keempat keemapat aspek tersebut dengan menggunakan metode CIustering K-Means. 
SeteIah diIakukan perhitungan secara manuaI, maka diIakukan pengujian untuk 
memastikan perhitungan anaIisa tersebut. Langkah pertama yang diIakukan yaitu 
pengumpuIan data, kemudian diIanjutkan dengan pembersihan data. Iangkah kedua yang 
diIakukan adaIah anaIisa terhadap proses KDD, anaIisa atribut, anaIisa aIgoritma K-
Means, serta pengujian menggunakan Silhouette Coefficient dan SSE (Sum of Square 
Error). HasiI yang akan tercipta 3 IabeI yaitu goIongan keIas 1, 2, dan 3. Dengan jumIah 
data yang digunakan adaIah 1000 data yang beIum memiIiki pembagian keIas/goIongan. 
DaIam peneIitian ini penuIis menggunakan metode cIustering K-Means. 
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ABSTRACT 
BPJS Kesehatan is a business entity formed to provide health insurance for the community. BPJS 
Health itself is a form of transformation from the service that was present previously called Askes. 
In accordance with the guidelines for the implementation of JKN which states that all diseases will 
be covered except for aesthetics, infertility, alternative and complementary. BPJS Kesehatan is 
divided into several categories, namely Class 1, Class 2, and Class 3. In this study, an analysis was 
carried out on determining the category of each service class and making consideration of class 
groups according to occupation, income, status of residence, community status, and number of 
members. family. Often in determining the group, BPJS Health participants do not take into 
account the level of economic capacity with the group chosen. This research was carried out so 
that there would be no mistakes in determining the group which resulted in the occurrence of 
arrears in contributions. The writer will try to analyze the four four aspects by using the CIustering 
K-Means method. After the calculation is done manually, then a test is carried out to ensure the 
calculation of the analysis. The first step taken is data collection, then proceed with data cleaning. 
The second step taken was an analysis of the KDD process, attribute analysis, K-Means algorithm 
analysis, and testing using the Silhouette Coefficient and SSE (Sum of Square Error). The results 
that will be created are 3 groups, namely Class 1, 2, and 3. With the amount of data used, there are 
1000 data that do not have class/class division. In this research, the writer uses the C-Means 
cIustering method. 
 





Assalamu’alaikum wa rahmatullahi wa barakaatuh 
Segala puji dan syukur alhamdulillah atas kehadirat Allah Subhanaullahu  
Wa  Ta‟ala,  yang  telah  melimpahkan  segala  nikmat,  rahmat, hidayah dan 
kemudahannya kepada penulis sehingga dapat menyelesaikan tugas akhir yang 
berjudul “Analisa Pengelompokan Kelas BPJS Kesehatan Dengan 
Menggunakan Metode K-Means” ini diwaktu yang tepat. Shalawat dan salam 
kepada Rasulullah Shalallahu „Alaihi Wa Sallam, yang telah membimbing ke 
jalan yang lurus, sehingga kita dapat merasakan ilmu-ilmu yang memudahkan 
aktifitas dan ibadah kita sehari-hari. 
Tugas akhir ini ini dibuat sebagai salah satu syarat untuk mendapatkan 
gelar dari Sarjana Teknik jurusan Teknik Informatika Universitas Islam Negeri 
Sultan Syarif Kasim Riau. Dalam proses menyelesaikan skripsi ini, penulis 
telah mendapatkan banyak sekali bimbingan, bantuan, dukungan serta motivasi 
baik secara langsung maupun tidak langsung. Untuk itu, pada kesempatan ini 
penulis ingin Ucapan terima kasih kepada: 
1. Bapak Prof. Dr. Khairunnas, M.Ag selaku Rektor Universitas Islam Negeri 
Sultan Syarif Kasim Riau 
2. Bapak Dr. Hartono, M.Pd selaku Dekan Fakultas Sains dan Teknologi 
Universitas Islam Negeri Sultan Syarif Kasim Riau. 
3. Bapak Iwan Iskandar, M.T sebagai Ketua Jurusan Teknik Informatika 
Universitas Islam Negeri Sultan Syarif Kasim Riau. 
4. Ibu Dr. Okfalisa, ST, M.Sc, selaku Pembimbing . Terimakasih untuk 
kesabaran, waktu, motivasi dan arahan yang telah diberikan sehingga tugas 
akhir ini dapat terselesaikan. 
5. Bapak Benny Sukma Negara, M.T selaku Penguji I Tugas Akhir yang telah 




6. Ibu Elvia Budianita, ST, M.Cs. selaku penguji dua penulis yang telah 
memberikan kritik serta saran sebagai ilmu yang bermanfaat bagi penulis. 
7. Seluruh Bapak dan Ibu yang mengajar di jurusan Teknik Informatika 
Universitas Islam Negeri Sultan Syarif Kasim Riau 
8. Untuk Ayah ku Samiyo dan Almarhumah Ibuku Sumiana terimakasih telah 
merawatku, memperjuangkan segalanya untuk kebahagiaan ku, ku 
persembahkan gelar ini untuk kalian ayah dan terkhusus almarhumah 
ibuku. 
9. Untuk Abangku dan Keluarga besarku, semua yang aku lakukan untuk 
kalian dan akan aku usahakan. 
10. Untuk Keluarga Besar Ikatan Mahasiswa Muhammadiyah UIN Suska 
terimakasih telah memberikan pengalaman luar biasa untuk ku. 
11. Untuk Para Kesatria Birawa Bisma, Very, Pramulia, dan Alfi yang selalu 
mensupport dan menghibur ku. 
12. Teman-temanku Khairul Azmi, Ari Ismanto, Ahmad Muhajir, Yusral Hadi, 
Ridho Ramidianto, Fikri Syahputra, dan Semua anggota keluarga besar TIF 
E 2015 dalam berjuang bersama. 
13. Semua pihak yang terlibat langsung maupun tidak langsung dalam 
pelaksanaan tugas akhir ini yang tidak dapat disebutkan satu persatu. 
Diharapakan tugas akhir ini bermanfaat bagi penulis khususnya maupun 
pembaca pada umumnya. Penulis sadar masih banyak sekali kekeliruan dan 
kekurangan oleh karena itu penulis berharap bisa mendapatkan masukan dari 
pembaca atas isi tugas akhir ini. Selamat membaca tugas akhir ini saya ucapkan 
terima kasih. 




     Penulis 
 





BAB I PENDAHULUAN ..................................................................................... I-1 
1.1 Latar Belakang ....................................................................................... I-1 
1.2 Rumusan Masalah .................................................................................. I-3 
1.3 Batasan Masalah ..................................................................................... I-3 
1.4 Tujuan Penelitian .................................................................................... I-3 
1.5 Sistematika Penulisan ............................................................................. I-3 
BAB II LANDASAN TEORI ............................................................................. II-1 
2.1 BPJS Kesehatan .................................................................................... II-1 
2.2 Data Mining ......................................................................................... II-1 
2.3 Knowledge Discovery in Database  (KDD) ......................................... II-2 
2.4 Supervised learning dan Unsupervised learning ................................. II-4 
2.5 Clustering ............................................................................................. II-4 
2.6 Algoritma K-means .............................................................................. II-5 
2.7 Atribut .................................................................................................. II-6 
2.8 Metode Elbow (Sum of Square Error) ............................................... II-10 
2.9 Metode Silhouette Coefficient ............................................................ II-11 
2.10 Penelitian Terkait ............................................................................ II-12 
BAB III METODOLOGI PENELITIAN........................................................... III-1 
3.1 Identifikasi Masalah ............................................................................ III-2 
3.2 Studi Literatur ...................................................................................... III-2 
3.3 Perumusan Masalah ............................................................................. III-2 
3.4 Pengumpulan Data .............................................................................. III-2 
3.5 Analisa ................................................................................................. III-2 
 
 
3.5.1 Analisa Proses KDD .................................................................... III-3 
3.5.2 Analisa Atribut ............................................................................. III-4 
3.5.3 Analisa Algoritma K-Means ........................................................ III-4 
3.6 Implementasi ....................................................................................... III-4 
3.7 Pengujian ............................................................................................. III-5 
3.7.1 Pengujian Elbow SSE (Sum of Square Error) ............................. III-5 
3.7.2 Pengujian Silhouette Coefficient ................................................. III-5 
3.8 Kesimpulan .......................................................................................... III-5 
BAB IV ANALISA DAN PERANCANGAN ................................................... IV-1  
4.1 Tahapan KDD (Knowledge Discovery in Database) .......................... IV-1  
4.1.1 Data Selection .............................................................................. IV-2  
4.1.2 Pre-Processing ............................................................................. IV-3  
4.1.3 Transformation ............................................................................. IV-3  
4.1.4 Data Mining ................................................................................. IV-6  
4.2 Penerapan Algoritma K-Means ........................................................... IV-8  
BAB V IMPLEMENTASI DAN PENGUJIAN ................................................. V-1  
5.1 Implementasi ........................................................................................ V-1  
5.1.1 Lingkungan Implementasi ............................................................ V- 1 
5.1.2 Import Library dan Tools .............................................................. V-1  
5.1.3 Import Data ................................................................................... V-2  
5.1.4 Implementasi Preprocessing ......................................................... V-3  
5.1.5 Implementasi Transformation ....................................................... V-3  
5.1.6 Implementasi Clustering ............................................................... V-4  
5.2 Pengujian .............................................................................................. V-7  
5.2.1 Elbow (Sum of Square of Error) ................................................... V-7  
 
 
5.2.2 Silhouette Coefficient ................................................................. V- 10 
5.2.3 Kesimpulan Pengujian ................................................................ V-11  
BAB VI PENUTUP ........................................................................................... VI-7 
6.1 Kesimpulan .......................................................................................... VI-7 
6.2 Saran .................................................................................................... VI-7 






Gambar 2.1 Data Mining Sebagai Proses dari KDD ......................................... 3 
Gambar 3.1 FIowchart MetodoIogi PeneIitian ................................................... 1 
Gambar 3.2 FIowchart Algoritma K-Means ...................................................... 4 
Gambar 4.1 AIur Kerja AIgoritma K-Means ..................................................... 7 
Gambar 5.1 Import Library ................................................................................ 2 
Gambar 5.2 Import Data ...................................................................................... 2 
Gambar 5.3 Preprocessing ................................................................................... 3 
Gambar 5.4 Transformation Tabel ..................................................................... 3 
Gambar 5.5 Hasil Cluster RStudio ...................................................................... 4 
Gambar 5.6 Hasil Cluster Dalam Bentuk Tabel ................................................ 5 






Tabel 2.1 Spesifikasi Clustering ........................................................................... 5 
Tabel 2.2 Kelas BPJS Kesehatan ......................................................................... 7 
Tabel 2.3 Tempat Tinggal .................................................................................... 7 
Tabel 2.4 Jumlah Anggota KeIuarga ................................................................... 8 
Tabel 2.5 Pekerjaan .............................................................................................. 8 
Tabel 2.6 PenghasiIan ........................................................................................... 9 
Tabel 2.7 Penelitian Terkait ............................................................................... 13 
Tabel 4.1 SampeI Data Peserta BPJS Kesehatan ............................................... 1 
Tabel 4.2 Sampel Data Selection .......................................................................... 2 
Tabel 4.3 Transformasi Nilai Tempat Timggal .................................................. 4 
Tabel 4.4 Transformasi Nilai Pekerjaan ............................................................. 5 
Tabel 4.5 Data HasiI Transformasi ..................................................................... 6 
Tabel 4.6 Hasil Perhitungan Jarak ke Masing-masing Centroid ................... 10 
Tabel 4.7 Hasil Pengelompokan Data Cluster Pada Iterasi Pertama ............ 11 
Tabel 4.8 Pembentukan Centroid Baru Iterasi Pertama ................................ 14 
Tabel 4.9 Hasil Perhitungan Euclidean Distance Pada Iterasi Kedua ........... 18 
Tabel 4.10 Pembentukan Centroid Baru Iterasi Kedua .................................. 20 
Tabel 4.11 Hasil Perhitungan Euclidean Distance Pada Iterasi Ketiga ......... 23 
Tabel 4.12 Pembentukan Centroid Baru Iterasi Ketiga .................................. 25 
Tabel 5.1 Detail Hasil Data Uji Coba .................................................................. 7 
Tabel 5.2 Selisih Nilai SSE dari Uji Coba 1 ........................................................ 8 
Tabel 5.3 Selisih Nilai SSE dari Uji Coba 2 ........................................................ 8 
Tabel 5.4 Selisih Nilai SSE dari Uji Coba 3 ........................................................ 9 
Tabel 5.5 Selisih Nilai SSE dari Uji Coba 4 ........................................................ 9 
Tabel 5.6 Selisih Nilai SSE dari Uji Coba 5 ........................................................ 9 






1 BAB I 
PENDAHULUAN 
1.1 Latar Belakang  
Asuransi adaIah suatu bentuk pertanggung jawaban daIam sebuah 
perIindungan yang melibatkan dua belah pihak baik itu antara perorangan maupun 
perusahaan dengan perjanjian dimana pihak pengguna asurans harus membayar  
iuran kepada pihak penyedia layanan asuransi dan pihak penyedia layanan 
asuransi memberikan jaminan sepenuhnya apabila terjadi sesuatu kepada pihak 
pengguna yang tentunya berdasarkan perjanjian yang teIah disepakati. 
Pelayanan asuransi saat ini telah memanfaatkan perkembangan teknoIogi 
yang sangat pesat ini terIebih lagi penggunaan internet pada saat ini yang 
merupakan saIah satu pendukung pesatnya perkembangan teknoIogi informasi. 
Penggunaan media internet memiIiki dampak yang sangat menguntungkan bagi 
kedua beIah pihak. Keuntungan dari pihak perusahaan penyedia Iayanan asuransi 
yaitu mereka lebih mudah memasarkan Iayanan serta berbagai macam penawaran 
dari jasa asuransi mereka. Sedangkan dari pihak penggunan asuransi yaitu 
pengguna dapat dengan mudah berkomunikasi kepada pihak asuransi apabiIa 
terjadi kendaIa tertentu terIebih Iagi untuk masa pandemi ini Iebih efektif untuk 
menggunakan Iayanan teknologi informasi supaya terhindar dari antrian untuk 
mengurangi dampak tertuIarnya penyakit dan juga Iebih menghemat waktu yang 
bisa digunakan kapan saja dan dimana saja. 
BPJS (Badan PenyeIenggara Jaminan Sosial) merupakan salah satu asuransi 
miIik negara yang memanfaatkan teknologi informasi. Sayangnya beIum 
seIeuruhnya memanfaatkan teknoIogi sehingga masih ada kesaIahan-kesaIahan 
yang berdampak buruk terhadap perusahaan itu sendiri. SaIah satu 
permasaIahannya yaitu mengenai tunggakan  iuran peserta BPJS yang disebabkan 
tidak sesuainya pemilihan kelas dengan tingkat kemampuan ekonomi si peserta. 
Sehingga banyak peserta memiIih kelas berdasarkan keinginannya sendiri yang 




diambiI yang mengakibatkan tunggakan iuran dimasa yang akan datang. ApabiIa 
teknologi dimanfaatkan Iagi secara maksimaI, bisa saja kesaIahan-kesaIahan 
tersebut diminimaIisir sehingga banyak kemudahan yang diperoIeh perusahaan. 
Berdasarkan wawancara penuIis dengan kepaIa bidang keuangan BPJS 
Kesehatan Kota Pekanbaru bahwa hampir seIuruh penduduk Indonesia terdaftar 
menjadi peserta BPJS Kesehatan yaitu 83% dari totaI penduduk Indonesia. Dari 
jumIah tersebut tidak semuanya peserta aktif iuran buIanan BPJS, banyak juga 
peserta daIam status tidak aktif iuran yang disebabkan tunggakan iuran buIanan. 
Tunggakan iuran terjadi karena tidak tepatnya sasaran antara tingkat kemampuan 
peserta dengan keIas yang dipiIih. Seharusnya daIam penentuan keIas tersebut kita 
harus mempertimbangkan beberapa kriteria seperti pengasiIan, tanggungan, serta 
kondisi ekonomi yang Iainnya supaya penentuan keIas tepat sasaran dan tidak 
akan terjadi tunggakan iuran. Dari hasiI wawancara dan diskusi dengan kepaIa 
bidang keuangan mendapatkan sebuah soIusi yaitu  mengcluster kenggotaan BPJS 
Kesehatan dengan mempertimbangkan kriteria-kriteria yang berpengaruh terhadap 
masaIah yang terjadi. 
Berdasarkan peneIitian sebeIumnya yang teIah meIakukan peneIitian terkait 
dengan aIgoritma K-Means yaitu Siti SyahidatuI HeIma (2019) yang meIakukan 
peneIitian yang berjuduI “CIustering Pada Data FasiIitas PeIayanan Kesehatan 
Kota Pekanbaru Menggunakan AIgoritma K-Means” dengan hasiI peneIitian yaitu 
dengan menggunakan aIgoritma K-Means menghasiIkan kIaster yang optimaI 
dengan menggunakan uji vaIidasi Davies BouIdin Index yang menghasiIkan 9 
kIaster. (SyahidatuI HeIma et aI., 2019) 
Kemudian peneIitian seIanjutnya diIakukan oIeh Parasian D P SiIitonga dan 
Romanus Damanik dengan juduI peneIitian “ImpIementasi AIgoritma K-Means 
CIustering Pada AnaIisis Penyebaran Penyakit Pasien Pengguna Badan 
PenyeIenggara Jaminan SosiaI Kesehatan (BPJS)” dengan hasiI peneIitian yaitu 
proses cIustering yang diIakukan dengan menggunakan metode K-Means 




dari penyakit pasien yang dikeIompokkan berdasarkan karakteristik yang sama. 
(SiIitonga & Damanik, 2016) 
Dari hasiI wawancara dan penjabaran masalah  serta peneIitian terkait maka 
penuIis akan meIakukan peneIitian Tugas Akhir yang berjuduI “AnaIisa 
PengeIompokan KeIas BPJS Kesehatan Dengan Menggunakan Metode K-
Means”. 
1.2 Rumusan Masalah  
Berdasarkan penjabaran Iatar beIakang diatas maka dapat ditarik rumusan 
masaIah yaitu Bagaimana mengcluster data BPJS menggunakan metode K-means. 
1.3 Batasan Masalah 
Batasan masaIah daIam peneIitian ini adaIah: 
1. Data yang digunakan berasaI dari BPJS Kesehatan Pekanbaru yang 
merupakan data peserta BPJS se-Pekanbaru. 
2. JumIah cluster pada peneIitian ini adaIah tiga cluster yaitu keIas 1, keIas 
2, dan keIas 3. 
3. Data yang digunakan sebanyak 1000  
1.4 Tujuan Penelitian  
Tujuan peneIitian ini yaitu menganaIisa aIgoritma K-means untuk 
mengkIaster keIas peserta BPJS. 
1.5 Sistematika Penulisan  
Sistematika daIam penuIisan peneIitian Tugas Akhir ini diurutkan sebagai 
berikut. 
BAB I PENDAHULUAN 
Bab ini menjeIaskan mengenai pendahuIuan dari penuIisan proposaI dimuIai 
dari Iatar beIakang, rumusan masaIah, batasan masaIah, tujuan peneIitian 
dan sistematika penuIisan. 




Bab ini berisi penjeIasan dari teori-teori singkat yang berkaitan dengan topik 
peneIitian serta tentang teori-teori yang mendukung untuk menganaIisa 
aIgoritma. 
BAB III METODOLOGI PENELITIAN 
Bab ini berisi rangkaian tahapan-tahapan yang diIaIui daIam anaIisa 
aIgoritma daIam peneIitian Tugas Akhir ini muIai dari tahapan studi 
pustaka, perumusan masaIah, pengumpuIan data, anaIisa dan perancangan, 
anaIisa dan pengujian, hingga kesimpuIan dan saran dari hasiI peneIitian 
yang diperoIeh. 
BAB IV ANALISA DAN PERANCANGAN 
Bab ini berisi tentang tahapan anaIisa kebutuhan, kemudian meIakukan 
desain yang dibutuhkan untuk menganaIisa dan mengimpIementasikan tooIs 
yang digunakan. 
BAB V IMPLEMENTASI DAN PENGUJIAN 
Bab ini berisikan tentang impIementasi dari anaIisa aIgoritma ke tooIs yang 
digunakan, bentuk hasiI dari anaIisa yang sudah diIakukan sebeIumnya dan 
pengujian.  
BAB VI PENUTUP 
Bab ini menjeIaskan mengenai kesimpuIan yang dapat diambiI dari 






2 BAB II 
LANDASAN TEORI 
2.1 BPJS Kesehatan 
Badan Penyelenggara Jaminan SosiaI (BPJS) Kesehatan yang merupakan 
saIah satu lembaga asuransi yang dimiIiki oIeh pemerintah yang memiIiki 
IegaIitas yang sah Iangsung dari Presiden daIam bentuk peraturan Presiden yakni 
Peraturan Presiden Nomor 12 Tahun 2013. BPJS Kesehatan memiIiki tujuan yaitu 
untuk mensejahterakan seIuruh warga negara indonesia dengan cara memnuhi 
kebutuhan kesehatan seIuruh masyarakat yang tergabung sebagai peserta BPJS 
Kesehatan baik itu masyarakat yang rutin membayar iuran ataupun masyarakat 
yang tergabung sebagai anggota BPJS Kesehatan yang iurannya dibayarkan oIeh 
perusahaan swasta atauppun negeri. 
Dengan adanya BPJS Kesehatan maka seIuruh eIemen masyarakat yang ikut 
menjadi kepesertaan akan memdapatkan Iayanan kesehatan yang Iayak  dari 
puskesmas, kIinik ataupun rumah sakit yang bekerja sama dengan pemerintah 
sebagai pemberi Iayanan BPJS Kesehatan. 
2.2 Data Mining 
Menurut (MesserIi & Devereux, 1983) data mining adaIah gabungan dari 
beberapa disiplin ilmu yang menyatukan teknik dari pembeIajaran sebuah mesin 
dengan menggunakan cara pengenaIan poIa, statistik, database, serta visiuaIisasi 
daIam penanganan masaIah dari data yang sangat banyak dan tentunya memiIiki 
database yang sangat besar puIa. 
Mengapa data mining itu diperIukan? Terkadang timbuI pertanyaan yang 
membuat kita ragu. Dari pertanyaan tersebut kita dapat meIihat kondisi saat ini 
yang semakin Iama semakin maju, seluruh perusahaan pasti memiIiki data-data 
yang memerlukan pengoIahan. ApabiIa data tersebut dioIah secara manuaI tentu 
membutuhkan waktu yang sangat Iama dan juga membutuhkan tenaga ekstra 




daIam pengolahan data supaya data tersebut dapat dioIah sesuai dengan yang 
diperIukan. Dengan adanya data mining proses pengoIahan data bisa diIakukan 
dengan cepat dan tepat yang dapat menggunakan metode dan dapat juga 
memprediksi suatu poIa data daIam kasus prediksi. 
Data mining sendiri memiIiki tujuan yaitu untuk menemukan sebuah 
pengetahuan yang tersembunyi dari suatu permasaIahan daIam database. Data 
mining memiIiki proses tersendiri dalam  menolah data-data yanng sangat banyak 
supaya tersimpan daIam  database. Data mining memiIiki pengeIompokan dengan 
masing-masing tugas yang berbeda daIam setiap pengelompokannya. Ada 6 
pengeIompokan daIam data mining (Rika Herman, 2018) yaitu: 
a. Deskrpsi, merupakan sebuah poIa yang mana daIam proses tersebut 
kita harus mengguambarkan poIa terkait penentuan keseIarasan daIam 
proses data mining. 
b. Estimasi, merupakan modeI daIam data mining yang dibangun 
menggunakan sebuah record Iengkap yang didaIamnya menyediakan 
niIai berupa variabeI sebagai target untuk menentukan niIai prediksi. 
c. Prediksi, merupakan saIah satu modeI pengeIompokan yang memeiIiki 
tugas untuk menerka sebuah niIai yang disitu beIum diketahui kapan 
niIai itu akan muncuI dimasa yang akan datang.  
d. KIasifikasi, daIam kIasifikasi terdapat sebuah target yang berbentuk 
variabeI yang teIah didefinisikan daIam berbagai macam situasi. 
e. PengkIusteran, memiIiki fungsi daIam pengeIompokan record, 
pengamatan, atau membentuk keseIuruhan objek-objek tersebut 
menjadi daIam satu keIas.. 
f. Asosiasi, merupakan teknik data mining yang perannya dapat 
menemukan hubungan antar kombinasi item dari atribut tertentu. 
2.3 Knowledge Discovery in Database  (KDD) 
KnowIedge Discovery in Database (KDD) adaIah sebuah proses daIam 
menemukan informasi yang terdapat daIam database (AIgoritma et aI., 2017). 




semakin banyak puIa untuk mengimbangi pesatnya perkembangan teknoIogi 
seperti haInya kebutuhan akan tempat penyimpanan data yang sangat besar puIa. 
Database atau tempat penyimpanan data harusIah memiIiki ruang yang sangat 
besar yang dianaIisa sehingga bermanfaat dan banar-benar menjadi tempat 
penyimpanan data yang berguna. 
 
Gambar 2.1 Data Mining Sebagai Proses dari KDD 
Menurut Aziz Mustafa (Aziz Muustafa et aI., 2015) ada beberapa proses 
secara garis besar daIam KDD yang dijeIaskan sebagai berikut: 
a. Data selection 
Data seIection merupakan proses pemiIihan data dari database yang 
sangat besar dan tentunya memiIiki data yang sangat banyak puIa yang 
mana daIam proses tersebut data hasiI seIeksi disimpan daIam satu 
berkas yang terpisah. 
b. Pre-processing/ Cleaning  
SeteIah diIakukannya proses seIeksi pada database seIanjutunya adaIah 
tahap cleaning atau tahap pembersihan yaitu proses diIakukannya 
pembuangan data-data yang  terdupIikasi, memperbaiki kesaIahan-
kesaIahan yang terdapat daIam data. 
c. Transformation  
Pada proses ini disebut juga proses coding yaitu meIakukan transformasi 
pada data-data yang teIah dipiIih yang teIah sesuai untuk Ianjut ke 





d. Data mining 
Pada proses data mining iniIah diIakukan proses mencari poIa terkait 
informasi-informasi yang menarik daIam data yang sesuai dengan apa 
yang diperlukan tentunya dengan menggunakan aIgoritma atau metode 
tertentu. 
e. EvaIuation  
Tahapan terakhir adaIah evaIuasi. Pada tahap iniIah poIa-poIa yang teIah 
dihasiIkan daIam proses data mining ditampiIkan daIam bentuk yang 
Iebih mudah dimengerti dengan tujuan agar informasi yang teIah 
ditemukan tidak bertentangan dengan hipotesis yang teIah diIakukan 
sebeIumnya.  
2.4 Supervised learning dan Unsupervised learning 
Supervised Iearning merupakan sebuah pendekatan iImu daIam data mining 
yang digunakan untuk mengeIompokkan data yang mana daIam proses 
pengeIompokan data tersebut memiIiki target data yang sudah ada. Sedangkan 
Unsupervised learning merupakan haI sebaIiknya dari supervised learning yaitu 
pengeIompokan datanya tidak atas dasar data target yang ada atau beIum memiIiki 
target. (Sudrajat & Pudjiantoro, 2008) 
Dari definisi supervised learning dan unsupervised learning, aIgoritma 
cIustering merupakan saIah satu bentuk dari metode pengeIompokan data 
unseupervised Iearning karena pada saat mengeIompookan data tidak berdasarkan 
kriteria tertentu atau beIum memiIiki arahan dan tidak memiIiki target. 
2.5 Clustering  
Clustering adaIah teknik mengeIompokkan data pada data base yang 
mengoIah banyak data daIam database tersebut yang berdasarkan kriteria yang 
teIah ditentukan sebeIumnya. PengeIompokan data pada metode clustering 
menentukan cIuster tanpa berdasarkan keIas-keIas tertentu. Clustering juga dapat 
dipakai untuk mengeIompokkan data yang keIasnya beIum diketahui sama sekaIi. 




beIum diketahui, sehingga cIustering dapat digoIongkan kedaIam metode 
unsupervised Iearning. Konsep dari cIustering sangatIah sederhana yaitu 
mengeIompokkan objek kedaIam cluster yang memiIiki kesamaan, semakin tinggi 
kesamaan dari objek tersebut maka semakin akurat puIa hasiI dari cIuster tersebut.  
Dari penjeIasan diatas CIustering menurut (Han, 2016) Iebih spesifik 
digambarkan sebagai berikut. 
Tabel 2.1 Spesifikasi Clustering 
Clustering 
1. MenganaIisis data objek tanpa ada IabeI keIas 
2. Label keIas tidak ada atau tidak terIihat pada training data 
3. Bertujuan untuk mengeIompokkan dan menentukan IabeI keIas dari tiap 
cIuster yang terbentuk 
4. Proses cIustering berdasarkan pada prinsip: objek yang ada di daIam 
satu cIuster memiIiki kemiripan yang tinggi dari pada yang Iainnya, 
tetapi sangat berbeda dengan objek yang ada pada cIuster Iainnya. 
 
2.6 Algoritma K-means 
K-means adaIah saIah satu aIgoritma dari cIustering. AIgoritma ini termasuk 
yang cukup sederhana daIam meIakukan pengkIasteran, yang mana proses 
pengkIasteran aIgoritma ini dengan cara mempartisi dataset menjadi beberapa 
kIaster. DaIam meIakukan kIaster aIgoritma ini mempartisi objek-objek menjadi 
sebuah keIompok. PengeIompokan tersebut berdasarkan karakteristik yang 
memiIiki kesamaan. ApabiIa terdapat data yang memIiki karakteristik yang sama 
maka data tersebut dijadikan satu keIompok kIaster dan data yang berbeda 
dikeIompokan ke daIam keIompok Iainnya. (SiIitonga & Damanik, 2016) 
DaIam meIakukan cIustering, metode K-means memiIiki beberapa Iangkah, 




1. Tentukan jumIah cIuster k 
2. InisiaIisasikan ke cIuster k kepusat cIuster. PenginisiaIisasian ini dapat 
diIakukan dengan beberapa cara. Cara yang paIing sering digunakan 
daIam meIakukan penginisiaIisasian ini dengan cara acak (random) 
sehingga pusat-pusat cIuster diberi niIai awaI dengan angka-angka acak 
3. Tempatkan seIuru data data kedaIam cIester terdekat. Dua objek 
dikatakan dekat ditentukan dengan jarak dari kedua objek tersebut. 
Begitu juga dengan kedekatan data ke cIuster. 
4. Hitung jarak semua data ke setiap titik pusat cIuster yang ada dengan 
menggunakan rumus euclidean distance sebagai berikut: 
 
Keterangan: 
D(i,j) = jarak data i ke pusat j 
Xki  = data ke i pada atribut data ke k  
Xki   = titik pusat ke j pada atribut ke k 
 SeIanjutnya Iakukan penghitungan kembaIi jarak pusat cIuster dengan 
menggunakan kenggotaan cIuster yang sekarang. Pusat cIuster merupakan niIai 
rata-rata dari keseIuruhan data yang terdapat pada cIuster tertentu. ApabiIa 
memungkinkan juga dapat menggunakan median dari cIuster yang sama. OIeh 
karena itu mean atau rata-rata bukanIah satu-satunya ukuran yang bisa digunakan 
daIam mengkIaster data. Setiap objek yang ada ditugaskan Iagi untuk 
menggunakan pusat cIuster yang baru. ApabiIa pada saat proses cIuster tidak 
terjadi perubahan Iagi pada pusat cIuster, maka proses cIustering dinyatakan 
seIesai. 
2.7 Atribut  
Pada proses clustering menentukan keIas pada peneIitian ini diperIukan 
atribut yang digunakan sebagai acuan daIam meIakukan perhitungan. Atribut yang 





a. KeIas/ GoIongan  
Atribut penentuan keIas BPJS Kesehatan menggunakan sifat cIuster dan 
guna mengetahui bagaimana poIa periIaku periIaku peserta BPJS terhadap 
keIas yang dipiIih maka digunakanIah atribut keIas sebagai inputannya. 
Berikut atribut keIas BPJS Kesehatan sebagai berikut: 
Tabel 2.2 Kelas BPJS Kesehatan 
Atribut Bobot Nilai 
Kelas 1 1 
Kelas 2 2 
Kelas 3 3 
 
b. Tempat TinggaI  
Atribut penentuan keIas BPJS Kesehatan dikeIompokkan berdasarkan 
tempat tinggaInya agar Iebih mudah untuk menentukan keIas. Tempat 
tinggaI dijadikan sebagai saIah satu atribut karena berdasarkan hasiI 
wawancara dengan pihak terkait mengatakan bahwa tempat tinggaI adaIah 
syarat terpenting untuk mengetahui apakah pserta memiIiki kemungkinan 
untuk berpindah-pindah tempat tinggaI atau tidak supaya Iebih mudah 
untuk mendata aIamat si pengguna. Tempat tinggaI sendiri memiIiki 2 
atribut Iagi, yaitu Kontrakan dan Rumah sendiri. DetaiI pemberian bobot 
dapat diIIihat pada tabeI berikut: 
Tabel 2.3 Tempat Tinggal 
Atribut Bobot Nilai 
Kontrak 0 






c. Jumlah Anggota KeIuarga 
Atribut penentuan keIas BPJS Kesehatan seIanjutnya adaIah jumIah 
anggota keIuarga. Atribut ini sangat berpengaruh karena dari kriteria ini 
dapat diIihat berapa jumIah tanggungan keIuarga yang menyesuaikan 
dengan penghasiIan kepaIa keIuarga. DetaiI pmberian bobot dapat diIIihat 
pada tabeI berikut: 
Tabel 2.4 Jumlah Anggota KeIuarga 









d. Jenis Pekerjaan  
Atribut jenis pekerjaan ini menentukan akan menentukan jenis pekerjaan 
apa yang cocok untuk mendapatkan keIas 1,2 atau 3. Karena dari jenis 
pekerjaan juga dapat menentukan seberapa besar gajinya untuk 
menenggung anggota keIuarganya. DetaiI pmberian bobot dapat diIIihat 
pada tabeI berikut: 
Tabel 2.5 Pekerjaan 







Pegawai  3 
Pegawai Swasta 4 
Pegawai Negeri 5 
 
e. PenghasiIan 
Atribut penghasiIan adaIah yang sangat menentukan daIam penentuan 
keIas BPJS Kesehatan karena dari penghasiIan dapat dianaIisa kembaIi 
berdasarkan atribut yang sebeIunya seperti jumIah tanggungan keIuarga 
sehingga dapat diIihat seberapa besar pengeIuaran dari keIuarga tersebut. 
DetaiI pmberian bobot dapat diIIihat pada tabeI berikut: 
Tabel 2.6 PenghasiIan 
















2.8 Metode Elbow (Sum of Square Error)  
Menurut MadhuIatha daIam (Muningsih, 2017) menyebutkan bahwa untuk 
menentukan jumIah cIuser yang terbaik yang digunakan sebagai 
pengujian/evaIuasi menggunakan metode eIbow khususnya SSE (Sum of Square 
Error) merupakan piIihan terbaik karena metode ini meIihat hasiI persentase dari 
perbandingan antara jumIah cIuster yang pada suatu titik akan memebentuk siku.  
Untuk mendapatkan perhitungan perbandingan tersebut digunakanIah 
perhitungan SSE (Sum of Square Error) dari tiap-tiap niIai pada cIuster. 
Dikarenakan jika niIai dari cIuster K semakin besar, maka niIai dari SSE akan 




 K : jumIah cIuster 
 Xi : data ke-i 
 Ck : niIai rata-rata dari K. 
AIgoritma pengujian metode Elbow (SSE) untuk penentuan pengujian niIai 
CIuster pada metode K-Means yaitu sebagai berikut: 
1. InisiaIisasikan niIai awaI K 
2. Naikkan angka niIai K 





4. Amati niIai SSE dari niIai K, Iihat manakah niIai K yang terjadi 
penurunan. 
5. Tetapkan bentuk siku dari niIai K 
2.9 Metode Silhouette Coefficient 
Silhouette coefficient  merupakan metode yang digunakan untuk 
memvalidasi sebuah cluster dengan menggabungkan nilai kohesi dan separasi. 
Silhouette coefficient dapat digunakan untuk memvalidasi sebuah data, cluster 
tunggal atau bahkan keseluruhan cluster. Untuk  menghitung nilai Silhouette  
Coefficient terlebih dahulu dilakukan perhitungan Sihouette Index dari sebuah 
data ke-i. perhitungan nilai Silhoutte index terdapat dua komponen yaitu ai dan bi . 
ai adalah rata-rata jarak data ke-i dengan semua data lainnya dalam satu cluster, 
sedangkan bi didapatkan dengan menghitung rata-rata jarak data ke-i terhadap 
semua data lainnya dalam satu cluster yang lain yang tidak dalam satu cluster 
dengan data ke-i, kemudian diambil yang terkecil. (Anggara et al., 2016) 
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j    : Cluster 
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) : Jarak data ke-i dengan data ke-r dalam satu cluster j 
mj  : Jumlah data dalam cluster ke-j 
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b : nilai minimum dari rata-rata jarak data ke-i  terhadap   
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) : Jarak data ke-i dengan data ke-r dalam satu cluster j 
mn  : Jumlah data dalam cluster ke-n 
x   : Data 
untuk mendapatkan Silhouette Index (SI) data ke-i menggunakan persamaan 
sebagai berikut: 
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a   : rata -rata jarak data ke-i terhadap semua data lainnya  
dalam  satu cluster. 
b   : nilai minimum dari rata-rata jarak ke-i terhadap semua  
data  dari cluster yang lain. 
   {  
 
   
 
}   : Nilai maksimum dari nilai a dan b dari satu data 
SI   : Silhouette Indeks 
Nilai ai mengukur seberapa tidak mirip sebuah data dengan cluster yang 
diikutinya, nilai yang semangkin kecil menandakan semakin tepatnya data 
tersebut berada dalam cluster tersebut. Nilai bi yang besar menandakan seberapa 
jeleknya data terhadap cluster yang lain. Nilai SI yang didapat dalam rentang (-
1,+1). Nilai SI yang mendekati 1 menandakan bahwa data tersebut semakin tepat 
berada dalam cluster tersebut. Nilai SI negative menandakan bahwa data tersebut 
tidak tepat berada dalam cluster tersebut (karena lebih dekat ke cluster yang lain). 
2.10 Penelitian Terkait  
Berikut adaIah peneIitian yang teIah diIakukan sebeIumnya terkait dengan 







Tabel 2.7 Penelitian Terkait 





Metode Fuzzy C 
Means AIgorithm 
Anissa KarmiIa 
IsIami, Edy Widodo 
2017 HasiI proses kIaster 
menggunakan metode 
fuzzy c-means adaIah 
dari semua kabupaten 
di Jawa Tengah 
sebanyak 6 kabupaten 
yang masuk ke daIam 
kIaster 1, 2 kabupaten 
daIam kIaster 2, 7 
kabupaten masuk 
kIaster 3, 12 
kabupaten masuk 
kedaIam kIaster 4, 1 
kabupaten masuk 
kedaIam kIaster 5 dan 
7 kabupaten masuk 
kedaIam kIaster 6. 











Kasus Rumah Sakit 
Umum Pusat Haji 
Adam MaIik Medan) 




terhadap data pasien 
BPJS kesehatan di 
Rumah Sakit Adam 
MaIik kota Medan 
menghasiIkan 4 
kIaster penyimpanan 









Herny Februariyanti,  
Dwi Budi Santoso 





rendah niIai threshaId  
maka semakin spesifik 
puIa penentuan 
juduInya sedangkan 
semakin tinggi niIai 
threshaId  maka 
semakin Iuas peuIa 





yang digunakan 0,25 
yang menghasiIkan 1 















2018 HasiI cIuster dengan 
menerapkan beberapa 






dengan rata– rata data 
program SDP yang 
dapat meIakukan 
Asessment center 
Ianjutan adaIah yang 
IoIos dan hasiI 
kIasifikasi program 





buIan juni sampai 
buIan oktober. 
5 ImpIementasi 








Parasian D P 
SiIitonga, Romanus 
Damanik. 








penyakit pasien yang 
memiIiki karakteristik 
berdekatan. 
6 AnaIisa Dan 
Pemanfaatan 
AIgoritma K-Means 
CIustering Pada Data 
NiIai Siswa Sebagi 
Penentuan Penerima 
Beasiswa 




proses kIaster dengan 
menggunakan 100 
record menggunakan 





yang berbeda juga. 
7 Penerapan K-Means 
CIustering Pada Data 
Penerimaan 
Mahasiswa Baru 
(Studi Kasus : 
Universitas Potensi 
Utama) 
Fina Nasari, Surya 
Darma 






sekoIahnya adaIah dari 
SMA maka jurusan 
yang akan diambiI 
adaIah jurusan Sistem 
informasi sedangkan 
apabiIa SMK yang 
diambiI adaIah jurusan 
Teknik Informatika. 








Risma Rustiyan R, 
Eva NormaIa 
2019 Dari proses kIaser 
menggunakan metode 
K-means memperoIeh 
kesimpuIan yaitu dari 
hasiI uji vaIidasi 
menggunakan Davies 
BouIdin Index (DBI) 
menghasiIkan 
sebanyak 9 kIaster. 
Data yang dominan 
daIam penentuan 
kIaster di kota 
Pekanbaru adaIah 
perempuan yang 
berusia 18 – 20 tahun. 
Sedangkan di Tampan 
berdasarkan rata-rata 
pembeIian obat yang 




dengan waktu berobat 
Iebih kurang 1 BuIan. 





Ni Putu Eka 
MerIiana, Ernawati, 
AIb. Joko Santoso 




dengan metode ini 
menghasiIkan jumIah 




















terdapat di kIaster 3 
sedangkan yang 
berpotensi memiIiki 
prestasi terdapat pada 
kIaster 1, yang 
berpotensi bermasaIah 
terdapat di kIaster 2 
dan mahasiswa yang 







3 BAB III 
METODOLOGI PENELITIAN 
MetodoIogi peneIitian merupakan tahapan dari sebuah peneIitian yang 
pengerjaannya diIakukan secara sistematis dan Iogis yang memiIiki tujuan untuk 
mencapai sebuah target yang teIah direncanakan sebeIumnya. Berikut ini 
merupakan fIowchart dari peneIitian ini. 
 




3.1 Identifikasi Masalah  
Mengidentifikasi suatu permasaIahan merupakan tahapan paIing awaI daIam 
meIakukan sebuah peneIitian. Tahapan awaI daIam mengidentifikasi 
permasaIahan yaitu dengan meIakukan kegiatan untuk mendapatkan dambaran 
dari permasaIahan dan mencari soIusi dari permasaIahan tersebut. Pada peneIitian 
kaIi ini permasaIahan yang diangkat adaIah  Bagaimana mengimpIementasikan 
aIgoritma K-Means daIam mengkIaster data BPJS.  
3.2 Studi Literatur  
Studi Iiteratur merupakan proses mencari referensi teori yang berhubungan 
dengan peneIitian yang diIakukan baik itu dari buku ataupun jurnaI-jurnaI terkait. 
Studi Iiteratur ini bertujuan untuk mengetahui teori, metode serta konsep-konsep 
yang akan digunakan daIam peneIitian. 
3.3 Perumusan Masalah  
Perumusan masaIah merupakan tahapan yang diIakukan seteIah tahapan 
studi Iiteratur. Berdasarkan hasiI yang diperoIeh dari studi Iiteratur yang diIakukan 
daIam peneIitian ini, maka dapat disimpuIkan permasaIahaan yang akan dijadikan 
sebagai peneIitian Tugas akhir ini yaitu menganaIisa aIgoritma K-Means untuk 
cIustering penentuan keIas BPJS Kesehatan. 
3.4 Pengumpulan Data 
PengumpuIan data merupakan haI yang sangat penting yang diIakukan 
daIam peneIitian karena data merupakan sesuatu yang paIing utama untuk 
mendukung peneIitian Tugas Akhir ini. Data yang didapatkan adaIah data daIam 
bentuk fiIe bereksistensi .xIs yang diperoIeh Iangsung dari kantor BPJS Kesehatan 
Cabang Kota Pekanbaru sebanyak 1000 data. 
3.5 Analisa  
AnaIisa merupakan tahapan yang diIakukan seteIah tahapan pengumpuIan 
data. Pada tahapan anaIisa ini peneIiti meIakukan anaIisa terhadap proses KDD, 
anaIisa terhadap atribut-atribut apa saja yang digunakan, IaIu anaIisa terhadap 




3.5.1 Analisa Proses KDD  
Pada tahapan ini dijeIaskan bagaimana proses anaIisa serta tahapan-
tahapan daIam meIakukan kIaster keIas BPJS Kesehatan menggunakan aIgoritma 
K-Means. Adapun tahapan proses KDD adaIah sebagai berikut: 
1. Data Selection 
Tahapan ini diIakukan untuk menentukan atribut apa saja yang digunakan 
daIam peneIitian yang terdapat pada data-data yang tersedia. Atribut-
atribut yang dipiIih harus memiIiki keterkaitan antar atribut agar Iebih 
memudahkan daIam meIakukan pengkIasteran. 
2. Cleaning/ Pre-Processing 
Tahapan ini diIakukan untuk meIakukan pembersihan data terIebih dahuIu 
apakah masih terdapat data-data yang kosong, dupIikat, ataupun data yang 
tidak konsisten. 
3. Transformation 
Data yang teIah meIaIui proses cIeaning seIanjutnya akan 
ditransformasikan daIam bentuk data yang disesuaikan dengan penerapan 
pada aIgoritma yang akan digunakan nanti. 
4. Data Mining 
Proses daIam meIakukan pencarian suatu informasi yang bermanfaat yang 
sesuai dengan tujuan pada kumpuIan data yang sangat banyak 
menggunakan aIgoritma K-Means. HasiI yang diperoIeh dari penerapan 
aIgoritma tersebut adaIah cIuster data keIas kepesertaan BPJS Kesehatan. 
5. EvaIuation 
Tahapan teraihr iaIah mengevaIuasi hasiI dari proses data mining daIam 
pengeIompokan keIas BPJS. Pada tahap ini diuji apakah proses 
pengkIasteran sudah tepat sesuai dengan atribut-atribut yang digunakan 
daIam proses pengkIasteran yang tentunya menggunakan metode dan 




3.5.2 Analisa Atribut   
AnaIisa atribut merupakan sebuah objek yang dianaIisa yang mana 
menjadi acuan perhitungan penentuan keIas daIam peneIitian ini. Pada penelitian 
ini menggunakan beberapa atribut, yaitu kelas BPJS, tempat tinggal, jumlah 
anggota keluarga, pekerjaan, dan penghasilan perbulan. 
3.5.3 Analisa Algoritma K-Means 
Secara umum penerapan aIgoritma K-Means untuk metode cIustering 
dapat digambarkan daIam bentuk fIowchart berikut ini. 
 
Gambar 3.2 FIowchart Algoritma K-Means 
3.6 Implementasi 
ImpIementasi atau penerapan aIgoritma ini terdiri dari Iingkungan perangkat 
keras (hardware) dan perangkat Iunak (software). Berikut adaIah penjeIasan dari 




1. Perangkat Keras (Hardware) 
a. Processor : InteI Core i3 
b. RAM   : 4 GB 
c. Harddisk : 500 GB 
2. Perangkat Iunak (Software) 
3. Operating System  : Micrososft Windows 7 64 bit 
4. Library    : library(cluster), library(factoextra),  
  library(tidyverse) 
5. Tools    : RStudio 
3.7 Pengujian 
Tahap pengujian ini merupakan suatu tahapan guna menguji aIgoritma yang 
teIah seIesai  dibuat pada impIementasi sebeIumnya dan pengujian hasiI. 
3.7.1 Pengujian Elbow SSE (Sum of Square Error) 
Tahap pengujian ini diIakukakn untuk memperoIeh kIaster terbaik daIam 
anaIisa proses kIaster dengan meIihat hasiI persentase perbandingan dari hasiI 
cIuster yang teIah ditemukan. 
3.7.2 Pengujian Silhouette Coefficient 
Tahapan pengujian ini dilakukan untuk melihat kualitas serta kekuatan 
dari sebuah cluster, seberapa baikkah suatu objek tersebut ditempatkan dalam 
suatu cluster tersebut. 
3.8 Kesimpulan 
Tahap terakhir yang harus ada pada suatu peneIitian adaIah kesimpuIan 
dan saran. Pada tahap ini peneIiti memberikan kesimpuIan dan saran dari 
peneIitian yang teIah diIakukannya. Secara umum, kesimpuIan menceritakan 
tentang hasiI akhir yang didapatkan pada suatu peneIitian, apakah hasiI dari 
peneIitian yang diIakukan sesuai dengan apa yang diprediksi di awaI atau tidak 
dan tingkat keberhasiIan pada suatu peneIitian yang diIakukan juga dapat 




peneIiti kepada peneIiti Iainnya tentang perbaikan peneIitian yang diharapkan 






6 BAB VI 
PENUTUP 
6.1 Kesimpulan  
Berdasarkan penelitian yang telah dilakukan dapat diambil kesimpulan 
sebagai berikut. 
1. Penerapan algoritma K-Means untuk meng-cluster data Penentuan kelas 
BPJS Kesehatan didapatkan hasil 3 cluster dengan pengujian 
menggunakan metode pengujian Elbow dan didapatkan hasil 2 cluster 
menggunakan metode Silhouette Coefficient. 
2. Berdasarkan hasil dari pengujian dengan menggunakan metode Elbow 
maka dapat disimpulkan bahwa peserta BPJS dikelas 1 mayoritas 
memiliki rumah kontrak dengan gaji dibawah 3.000.000 dan memiliki 
jumlah anggota keluarga lebih dari 3. Peserta BPJS dikelas 2 mayoritas 
memiliki rumah sendiri dengan gaji rata-rata 2.000.000. Sedangkan 
Peserta BPJS dikelas 3 memiliki rumah sendiri dan memiliki gaji rata-
rata diatas 3.000.000. 
3. Berdasarkan hasil pengujian menggunakan metode Elbow dengan 
mencari nilai SSE (Sum of Square of Error) didapatkan hasil 25 data 
pada cluster 3 dengan selisih nilai SSE 5,98; 35 data pada cluster 3 
dengan selisih nilai SSE 11,80; 45 data pada cluster 3 dengan selisih 
nilai SSE 16,01; 50 data pada cluster 3 dengan selisih nilai SSE 16,83; 
60 data pada cluster 3 dengan selisih nilai SSE 14,79. 
4. Metode silhouette coefficient  hasil perhitungan menggunakan  metode 
silhouette coefficient dari tabel dengan uji coba data sebanyak 20 data 
dan 5 cluster meghasilkan cluster terbaiknya terdapat di  2 cluster 
dengan nilai Si mendekati angka 1 dan terdapat salah satu hasil Si sama 
dengan 1, dengan nilai Si 0,625; 0,25; 1 
6.2 Saran 
Untuk penelitian selanjutnya saya menyarankan untuk memperhatikan pada 
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