By calculating orbitally resolved Pauli susceptibilities within maximally localized Wannier orbital basis transformed from first principles band structures, we find that magnetism in Fe1+xTe still has its itinerant origin even without Fermi surface nesting, provided orbital modulation of particle-hole excitations are considered. This leads to strong magnetic instabilities at wave vector (0,π)/(π,0) in dxz/dyz orbitals that are responsible for the bicollinear antiferromagnetic state as extra electrons donated from excess Fe are considered. Magnetic exchange coupling between excess Fe and in-plane Fe further stabilizes the bicollinear antiferromagnetic order. Our results reveal that magnetism and superconductivity in iron chalcogenides may have different orbital origin, as Pauli susceptibilities of different orbitals evolve differently as a function of concentration of excess Fe and height of the chalcogen atom measured from the iron plane.
I. INTRODUCTION
Unconventional superconductivity emerges from suppression of the magnetically ordered state in most ironbased superconductors 1-3 . Thus, unveiling the origin of magnetism is a crucial step towards understanding the mechanism of superconductivity in these compounds 4, 5 . In contrast to iron pnictides where magnetism can be explained from both itinerant 6 and localized 7, 8 limit, magnetism in iron chalcogenides can only be accounted for by a localized scenario 9, 10 , due to the fact that no Fermi surface nesting at the wave vector of (π, 0, π) is detected from angle resolved photoemission (ARPES) study 11, 12 , which conflicts with the observation of bicollinear antiferromagnetic (BAF) order from neutron diffraction analysis 13, 14 . This remarkable difference between iron pnictides and iron chalcogenides is a serious challenge against establishing a unified theory for different families of ironbased superconductors [15] [16] [17] . Han and Savrasov have attempted to recover the itinerant scenario for magnetism in Fe 1+x Te by assuming that each excess Fe contributes eight extra electrons into the Fe plane, leading to a substantial shifting of Fermi level and a dramatic change of Fermi surface topology [18] [19] [20] . A strong peak for condensation of particle-hole excitations emerges in the calculated Pauli susceptibility right at wave vector (π, 0, π) which accounts for the itinerant nature of BAF order. However, this doping effect was not observed in ARPES experiments 11, 12 and the oxidation state of interstitial Fe should be close to that of in-plane Fe as implied by neutron diffraction 21 . Furthermore, our density functional theory (DFT) calculations based on nonmagnetic and BAF states both support the fact that all the irons share a similar valence state (see appendix A). Therefore the shift of Fermi level due to the extra electrons donated from excess Fe is one order of magnitude smaller than that done by Han and Savrasov [18] [19] [20] (see appendix B). As a consequence, Fermi surface topology remains almost unchanged compared to the undoped case, leading to a good agreement with ARPES observations. However, the calculated Pauli susceptibilities within a constant matrix element approximation as usually done in the literature 6, 22, 23 only show a notable peak at (π, π, π) in both undoped and doped cases, which again casts doubts on the itinerant picture of magnetism in Fe 1+x Te (see appendices C and D)
Here we will demonstrate that the ignored matrix elements in calculated Pauli susceptibility are the key quantities for understanding the origin of itinerant magnetism in Fe 1+x Te. The particle-hole excitation is strongly modulated by orbitals, and its condensation wave vector is orbitally dependent. Within a reasonable amount of extra electrons donated from excess Fe, prominent magnetic instability at (0,π)/(π,0) in d xz /d yz orbital is obtained. The phase transition from commensurate to incommensurate antiferromagnetic state observed experimentally can also be naturally explained as excess Fe further increases. Our results reveal that multiple instabilities coexist in different orbitals and evolve differently as a function of extra electrons and height of chalcogen atom measured from the iron plane, suggesting that magnetism and superconductivity in iron chalcogenides may have different orbital origin.
II. DETAILS OF OUR CALCULATIONS
We use the experimental lattice structure of the paramagnetic phase 14 throughout the paper, except when we study the substitution effect of Te by Se, which can be effectively viewed as a reduction of the height of the chalcogen atom measured from the Fe plane. We employ the full potential linearized augmented plane wave method as implemented in WIEN2K , where x, y, z refer to those for the original unit cell). In Fig. 1 (a) , a total of 625 elements of the Pauli susceptibility at the Fermi level are presented at q = (π, 0, π) in a doped case where the Fermi level is moved up by 0.075 eV. It is found that offdiagonal elements of Pauli susceptibility are negligibly small, compared to the diagonal (p = s, q = t) elements which represent intraorbital and interorbital particle-hole excitations. Moreover, the spin susceptibility, which determines magnetism, is only related to the elements of Pauli susceptibility with the indices of s = t. Due to the above two facts, only intraorbital particle-hole excitations, i.e., χ pq;st 0 (q, ω = 0) with p = s = q = t, as marked by arrows in Fig. 1 (a) , have to be taken into account in order to discuss possible magnetism, while other diagonal elements are irrelevant to the magnetism. We have also analyzed Pauli susceptibility at different wave vectors and in different doping cases including the undoped case and found that the above conclusion is valid in all cases.
III. RESULTS AND DISCUSSIONS
In Figs. 1 (b) and (c), two dominant elements of Pauli susceptibility χ tt;tt 0 (q, ω = 0) with t = 3, 4 are shown. The Fermi level is again shifted up by 0.075 eV in order to account for the excess electrons contributed from interstitial Fe. While a pronounced peak remains close to the wave vector q = (π, π, π) in the d x 2 −y 2 orbital, a well-defined strong peak appears at q = (π, 0, π) in d xz orbitals, which is responsible for the BAF order. χ (q, ω = 0) with respect to q x = q y , which exhibits a strong peak at q = (0, π, π). (π, 0, π) and (0, π, π) instabilities are also found in the d xy orbital, which is considerably smaller than those in the d xz and It is found that off-diagonal elements are negligibly small, compared to the diagonal ones. As the J/U ratio decreases, while diagonal elements remain almost unchanged, off-diagonal ones decrease and finally vanish at J/U = 0. The situation is the same for other wave vectors. Therefore, diagonal spin susceptibilities s,RP A (q, ω = 0) at the Fermi level. We find that pronounced peaks are preserved at the same wave vectors in respective orbitals as what is detected in orbitally resolved Pauli susceptibility. We have also checked results at different values of U and found that the situation is the same. Therefore, we conclude that for reasonable strength of interactions 29 the magnetic instability in spin susceptibility remains at the same wave vector as the condensation of particle-hole excitations in Pauli susceptibility.
Next, we study the evolution of particle-hole excitations in Pauli susceptibility as a function of shifted Fermi energy. Fig. 2 shows momentum dependent Pauli susceptibility of d xz and d x 2 −y 2 orbitals along the path of , however, remains almost unchanged at these ∆E F . Further increasing ∆E F to 0.105, 0.12, 0.15, the peak around (π, π, π) in χ 44;44 0 rapidly decreases, while the peak previously right at (π, 0, π) in χ 33;33 0 moves to an incommensurate wave vector, which is consistent with the experimental finding of transitions from BAF states to incommensurate phases as the number of excess Fe increases 13, 14, 21, 31 . The larger the shift is, the farther away the peak is from (π, 0, π), which is also consistent with experiments. The incommensurate wave vector at (π,
. We also check the temperature effect which can be effectively viewed as lift of the Fermi level. As expected, the peak moves away from (π, 0, π) as temperature increases, which also agrees with the experimental results 32 . In spite of good agreements with various experiments, our itinerant picture of magnetism in Fe 1+x Te still encounters a severe problem. That is why (π, 0, π) instability wins the competition with (π, π, π) instability which is obviously stronger than its rival. The reason is that excess Fe not only contributes extra electrons to the Fe plane which induces (π, 0, π) instability, but also provides a magnetic ion strongly coupled with in-plane Fe which stabilizes the BAF state, rather than the CAF one 33 . In table 1, we show the importance of the interstitial magnetic ion. We construct a supercell with 16 in-plane Fe. With such a supercell, various magnetic orders like Néel antiferromagnetic (NAF), collinear antiferromagnetic (CAF), BAF, and plaquette antiferromagnetic (PAF) order, can be studied on the same foot.
(see appendix G for the cartoons) Without excess Fe, the magnetic ground state is strongly dependent on the functional. Local density approximation (LDA) yields a CAF state while generalized gradient approximation (GGA) favors a BAF state. This inconsistency casts doubt on the reliability of conclusions from previous DFT investigations on FeTe where only GGA is used 9, 10 . After putting one excess Fe into interstitial with the position according to neutron diffraction experiments 14 , we find that the BAF state becomes the ground state irrespective of which approximation one chooses, indicating robustness of the BAF state after involving excess Fe. The crucial role of existing magnetic ion in the interstitial can be verified by changing the interstitial Fe to Zn which contributes extra electrons with nonmagnetic ions. We find that the magnetic ground state becomes CAF within LDA. This is clear evidence that the existence of an interstitial magnetic ion is crucial for stabilizing the BAF state. On the other hand, (π, 0, π) instability also indicates a tendency towards the PAF state in principle, in addition to the BAF state. However, our results do not support the existence of the PAF state.
Finally, we investigate the evolution of particle-hole excitations in Pauli susceptibility as a function of Te height measured from the Fe plane. We fix the number of extra electrons to be 0.2e/Fe and tune the Te height from h T e = 1.8Å to 1.52Å in the interval of 0.04Å. From Fig. 3 (a) , we find that lowering Te height rapidly suppresses the (π, 0, π) instability in the d xz orbital. The peak position begins to move away from (π, 0, π) towards (δ, 0, π) at h T e = 1.72Å. The χ 33;33 0 becomes featureless with further decreasing Te height, suggesting vanish of magnetic instability, which is consistent with the experiments where magnetic order disappears with substitution of Te by Se 34, 35 . Note that since Se height is much lower than Te height, the instability to the BAF state is suppressed. Meanwhile, reduction of Te height also gradually suppresses the (π, π, π) instability in the d x 2 −y 2 orbital as shown in Fig. 3 (b) . However, it remains relatively large either at or close to (π, π, π). Therefore, as the (π, 0, π) instability of χ 33;33 0 is completely suppressed, the remaining (π, π, π) instability of χ 44;44 0 may be the source of superconductivity observed experimentally 1 , since its pairing is also associated with the real part of Pauli susceptibility through an integral over the Fermi surface.
IV. CONCLUSIONS
In summary, our results offer a possible explanation of why the Fermi surface is nested at (π, π) while magnetic order at (π, 0) in Fe 1+x Te, as a hidden (π, 0) instability coexists with the nesting of the Fermi surface at (π, π) within a reasonable range of extra electrons donated from excess Fe and height of Te ion measured from the Fe plane. Existence of interstitial magnetic Fe further selects the (π, 0) instability as the itinerant origin of the BAF state. Increasing excess Fe and decreasing the height of the chalcogen atom both suppress the (π, 0) instability and may favor, respectively, the incommensurate AF states and the superconducting states with pairing mediated by (π, π) magnetic fluctuations. Even though there exists a diversity of magnetic orders in iron pnictides and iron chalcogenides, their origins can be explained from both itinerant and localized limit, suggesting that a unified model for describing iron-based superconductors should involve both itinerant electrons and local spins. On the other hand, orbital differentiation has to be seriously taken into account, since different orbitals play different roles in magnetism and superconductivity as seen in 14 . The results from first principles calculations 24 are presented in Fig. 4 . We find that 3d orbitals of interstitial Fe are also prominently occupied, indicating that interstitial Fe should not be in a valence state of +8 where 3d orbitals of interstitial Fe should be empty. Instead, we find that the occupation number on interstitial Fe is almost the same as that on in-plane Fe by comparing the integrated density of state under Fermi level for all the irons. Therefore, possible valence of interstitial iron should be the same as that of in-plane Fe, i.e. ∼ +2. Moreover, the density of state of interstitial Fe in nonmagnetic state (Fig. 4 (a) ) shows a strong peak at Fermi level, indicating a strong tendency towards a magnetically ordered state. In Fig. 6 , we compare the Fermi surfaces in the absence and presence of Fermi energy shift. We find that with a reasonable Fermi energy shift, such as 0.075eV, while the radius of Fermi cylinders at the Γ and M point are different, the overall shapes of Fermi surfaces are still the same, indicating that Fermi surface topology is still consistent with that observed by angular resolved photoemission spectroscopy even though there is a shift of Fermi energy due to the extra electrons contributed from interstitial excess Fe. In Fig. 7 , we show the results of Pauli susceptibilities within constant matrix element approximation. Without a Fermi level shift, a strong peak at q = (π, π, π) is ob- served. With a Fermi level shift of 0.075eV, the peak at q = (π, π, π) becomes a bit broader. Howeverno prominent peak can be observed at q = (π, 0, π) or q = (0, π, π).
Appendix E: exact expression of Pauli susceptibility and spin susceptibility within RPA
The Pauli susceptibility 27 is defined as
where matrix elements a s µ (k) = s|µk connect the orbital and the band spaces and are the components of the eigenvectors resulting from the diagonalization of the effective In Fig. 9 , we show the cartoons for different magnetic states we considered in this investigation. Please note, the (π, 0) instability favors two kinds of magnetically ordered states. One is the bicollinear antiferromagnetic (BAF) state (Fig. 9 (c) ), the other is the plaquette antiferromagnetic (PAF) state (Fig. 9 (d) ). From our first principles calculations, the energy of the BAF state is always lower than that of the PAF state in all the cases.
Appendix H: comparison of Band structure and DOS from LDA and GGA Fig. 10 shows the comparisons of band structure, as well as density of state, obtained from local density approximation (LDA) and generalized gradient approximation (GGA). The results from these two approximation are perfectly consistent with each other, indicating that our results are independent of which approximation we choose. The effective tight-binding model is derived from first principles band structure through a transformation from Bloch space to maximally localized Wannier orbital basis. The energy window we used is from -6 eV to 3 eV where the weight of each eigenstate is mostly contributed from Fe 3d orbitals and Te 4p orbitals. In order to get a perfect consistency in band structure calculated from first principles and the effective tight-binding model, we keep the long-range hoppings from the atoms in the unit cell at [0, 0, 0] to those at [9a, 9b, 5c]. The results calculated from density functional theory and from the effective tight-binding model are perfectly consistent with each other, indicating that the transformation we used will not impose any systematical error on our results.
