This paper proposes bias-adjusted normal approximation versions of Lagrange multiplier (NLM) test of error cross section independence of Breusch and Pagan (1980) in the case of panel models with strictly exogenous regressors and normal errors. The exact mean and variance of the Lagrange multiplier (LM) test statistic are provided for the purpose of the bias-adjustments, and it is shown that the proposed tests have a standard normal distribution for the fixed time series dimension (T ) as the cross section dimension (N ) tends to infinity. Importantly, the proposed bias-adjusted NLM tests are consistent even when the Pesaran's (2004) CD test is inconsistent. The finite sample evidence shows that the biasadjusted NLM tests successfully control the size, maintaining satisfactory power. However, it is also shown that the bias-adjusted NLM tests are not as robust as the CD test to non-normal errors and/or in the presence of weakly exogenous regressors. JEL-Classification: C12, C13, C33
Introduction
A number of different approaches already exist for testing cross section independence in panel data models. An early contribution is due to Moran (1948) who provides a test of spatial independence in the context of a pure cross section model. Further developments of Moran's test are reviewed in Anselin (1988 Anselin ( , 2001 ). This approach depends on the choice of the spatial matrix, and may not be appropriate for many panels in economics and finance where space is not a natural metric for modelling of cross section dependence. An alternative procedure would be to use the Lagrange multiplier (LM) correlation test of Breusch and Pagan (1980) , which does not require a priori specification of a spatial matrix. The LM test is based on the average of the squared pair-wise correlation coefficients of the residuals and is applicable in the case of panel data models where the cross section dimension (N ) is small relative to the time dimension (T ), and where Zellner's (1962) seemingly unrelated regression equation (SURE) method can be used. Pesaran (2004) examines the normal approximation version of the LM test (denoted by NLM) where the mean and variance of the test indicator is approximated up to O ¡ T −1 ¢ . The NLM test is shown to exhibit substantial size distortions for N large and T small, a situation that can frequently arise in empirical applications. This is primarily due to the fact that for T fixed, the mean approximation of the LM statistic will not be correct, and with N large the incorrect centering of the test statistic is likely to be accentuated, resulting in size distortions that tend to get worse with N . Frees (1995) has proposed a version of the Breusch and Pagan LM test, R 2 AV E , based on squared pair-wise Spearman rank correlation coefficients which is applicable to panel data models where N is large relative to T . However, Frees only provides the distribution of the test in the case of models with only one regressor (intercept), and its generalization for models with additional explanatory variables is not known. For example, the mean of R 2 AV E appearing in Corollary 1 and Theorem 2 of Frees (1995) may not be valid for the models with explanatory variables. 1 Frees (1995) also proposes tests based on average pair-wise sample correlations of the series across the different cross section units. His R AV E test statistic is based on Spearman rank correlations, and his C AV E test statistic is based on Pearson rank correlations. The latter is closely related the CD test also considered in Pesaran (2004) . Pesaran (2004) shows that unlike the LM test statistic, the CD statistic has exactly mean zero for fixed values of T and N , under a wide class of panel data models, including heterogeneous dynamic models subject to multiple breaks in their slope coefficients and error variances, so long as the unconditional means of y it and x it are time-invariant and their innovations are symmetrically distributed. However, the CD test has an important drawback; namely it will lack power in certain situations where the population average pair-wise correlations is zero, although the underlying individual population pair-wise correlations are non-zero. This could arise, for example, where under the alternative hypothesis cross dependence can be characterized as a factor model with mean zero factor loadings. See Pesaran (2004, p.14) .
In this paper we propose bias-adjusted versions of the NLM tests, which use the exact mean (and variance) of the LM statistic in the case of panel data models with strictly exogenous regressors and normal errors. The adjustments are obtained using the results in Ullah (2004) , so that the centering of the LM statistic is correct for fixed T and N . We consider two versions of bias-adjusted LM tests: the mean-bias-adjusted NLM test (denoted by NLM * ), and mean-variance-bias-adjusted NLM test (denoted by NLM * * ). The NLM * test is expected to be out-performed by the NLM * * test in small samples, however, its simpler computation is an advantage. Importantly, it will be shown that these bias-adjusted tests are consistent even when 1 In fact using Monte Carlo experiments we found that the uncorrected version of the R 2 AV E test tends to behave similarly to the uncorrected version of the Breusch and Pagan LM test when N is large for models with explanatory variables. These results are available from the authors upon request. the cross section mean of the factor loadings is near zero, under which Pesaran's CD test is not consistent.
In cases where the cross section units can be ordered a priori, as with spatial observations, the proposed LM tests might not be sufficiently powerful as they do not exploit the spatial information. To deal with this problem we also propose a generalization of the NLM * and NLM * * tests, which capture the spatial patterns. We call them NLM(p) * and NLM(p) * * tests, that correspond to the CD (p) test proposed in Pesaran (2004) .
The finite sample behavior of the bias-adjusted tests is investigated by means of Monte Carlo experiments, and compared to that of the (non-bias-adjusted) LM and NLM tests, as well as to the CD test. It will be shown that the bias-adjusted NLM tests successfully control the size, maintaining reasonable power in panels with exogenous regressors and normal errors, even when cross section mean of the factor loadings is close to zero, where the CD test has little power. Also their spatial versions perform similarly in the case of spatial cross section dependence. However, it is shown that the bias-adjusted NLM tests are not as robust as the CD test to non-normal errors and/or in the presence of weakly exogenous regressors.
The plan of the paper is as follows. Section 2 presents the panel data model and the existing tests of cross section independence, and formulate the bias-adjusted tests. Section 3 reports the results of the Monte Carlo experiments. Section 4 provides some concluding remarks.
Model and Tests
Consider the following panel data model
where i indexes the cross section dimension and t the time series dimension, x it is a k × 1 vector of strictly exogenous regressors with unity on its first row. The coefficients, β i , are defined on a compact set and allowed to vary across i. For each i, u it ∼ IID(0, σ 2 ui ), for all t, although they could be cross-sectionally correlated. We first provide an over-view of the alternative approaches advanced in the literature to test the cross section independence of the errors.
Breusch and Pagan's Test of Cross Section Independence
In the SURE context with N fixed and as T → ∞, Breusch and Pagan (1980) proposed a Lagrange multiplier (LM) statistic for testing the null of zero cross equation error correlations which is particularly simple to compute and does not require the system estimation of the SURE model. The test is based on the following LM statistic
whereρ ij is the sample estimate of the pair-wise correlation of the residuals. Specifically,
and e it is the Ordinary Least Squares (OLS) estimate of u it defined by
withβ i being the estimates of β i computed using the OLS regression of y it on x it for each i, separately. This LM test is generally applicable and does not require a particular ordering of the cross section units. However, it is valid for N relatively small and T sufficiently large. In this setting Breusch and Pagan show that under the null hypothesis specified by
the LM statistic is asymptotically distributed as chi-squared with N (N −1)/2 degrees of freedom.
As it stands this test is not applicable when N → ∞. However, noting that under the null hypothesis, as T → ∞ Tρ
.., N, being asymptotically uncorrelated, the following scaled version of the LM statistic can be considered even for N and T large:
Under H 0 with T → ∞ first and then N → ∞ we have: 2
However, a test based on this result is likely to exhibit substantial size distortions for N large and T small, a situation that can frequently arise in empirical applications. This is primarily due to the fact that for a finite T , E(Tρ 2 ij − 1) will not be correctly centered at zero, and with N large the incorrect centering of the LM statistic is likely to be accentuated, resulting in size distortions that tend to get worse with N .
Recently Ullah (2004) provides unified techniques to obtain the exact and approximate moments of econometric estimators and test statistics. We make use of this approach to correct for the small sample bias of the LM statistic.
Finite Sample Adjustments
To obtain the bias-adjusted NLM tests we make the following assumptions: Assumption 1: For each i, the disturbances, u it , are serially independent with the mean 0 and the variance, 0 < σ 2 i < ∞. Assumption 2: Under the null hypothesis defined by H 0 : u it = σ i ε it , where ε it ∼ IIDN(0, 1) for all i and t.
Assumption 3: The regressors, x it , are strictly exogenous such that E(u it |X i ) = 0, for all i and t where X i = (x i1 , . . . , x iT ) 0 is a T × k matrix, and X 0 i X i is a positive definite matrix. Assumption 4: T > k and the OLS residuals, e it , in (4), are not all zero. Now we introduce the following idempotent matrix of rank T − k,
such that T r(M i ) = T −k, where I T is an identity matrix of order T . Similarly M j = I T −H j is the same as M i with X i replaced by X j , and T r(M j ) = T − k. Then we can state the following theorem.
Theorem 1 : Consider the panel data model (1), and suppose that Assumptions 1-4 hold. Then the exact mean and variance of (T − k)ρ 2 ij are, respectively, given by
and
where
Proof is given in Appendix A.2. Firstly, by using (8), the mean-bias-adjusted NLM test statistic is defined by
Note that the mean of NLM * statistic is exactly zero for all T and N , and it is unlikely that the increase in N enhances the size distortion of the test. However, the variance of this test statistic is still subject to small sample bias. Therefore, under Assumptions 1-4, with T → ∞ first, then N → ∞, we would have (under H 0 )
Next, using (8) and (9), the mean-variance-bias-adjusted NLM test statistic is defined as
Under Assumptions 1-4, for all T , as N → ∞ we would have (under H 0 )
Clearly, the NLM * test is more likely to exhibit size distortions as compared to the NLM * * test. However, it has the advantage of being relatively simple to compute.
Pesaran's (2004) CD Test and its Potential Inconsistency
Pesaran (2004) proposed a cross section independence test,
and it was shown that under H 0 , for T sufficiently large, as N → ∞, CD → d N (0, 1). 3 Unlike the NLM test statistic, the above statistic has exactly mean zero for fixed values of T and N , under a wide class of panel data models, including heterogeneous dynamic models subject to multiple breaks in their slope coefficients and error variances, so long as the unconditional means of y it and x it are time-invariant and their innovations are symmetrically distributed. We also note that the NLM * and NLM * * test statistics have exact means zero for fixed values of T and N as well, so long as Assumptions 1 to 4 hold. However, as pointed out in Pesaran (2004) , under a particular case the CD test would be inconsistent. To see this, we first specify the error structure of the model (1) under the alternative as
which continue to differ from zero even when E(γ i ) = 0. Hence, the power of LM type tests will increase with N even under alternatives with E(γ i ) = 0. These results will continue to hold under multi-factor alternatives.
Tests for Local Cross Section Independence
As shown by Pesaran (2004) , the power of the CD test is adversely affected when the dependence under the alternative hypothesis is spatial (local). The spatial dependence of the errors can be modelled using the spatial weight matrix, W = (w ij ), which is applied to a particular ordering of the cross section units. It is often convenient to order the cross section units by their topological position, so that the p th order neighbors of the i th cross section unit can be defined as the i + p and the i − p cross section units. Observing this, under the alternative hypothesis of a p th order local dependence, Pesaran (2004) proposes a p th order generalization of the CD test defined by
In a similar manner, we may propose p th order NLM, NLM * , and NLM * * tests defined by
3 Finite Sample Behavior of the Tests of Cross Section Independence
In this section we investigate the finite sample behavior of alternative tests of cross section independence by means of Monte Carlo experiments. We shall focus on our proposed biasadjusted NLM tests, NLM * and NLM * * , defined by (11) and (12), respectively, and compare their performance to the naive LM and NLM tests defined by (2) and (6), respectively, and the CD test defined by (13). Initially we consider the experiments in panels with exogenous regressors. In view of the validity of CD test in the various cases of dynamic models, we also consider experiments in the cases of stationary and unit root dynamic panels with and without parameter heterogeneity and structural breaks, under which the bias-adjusted NLM tests may not be valid. Finally, we also provide small sample evidence on alternative tests of cross section independence against spatial alternatives.
Experimental Designs
Initially, we consider the data generating process (DGP) specified as
The covariates are generated as
with
. The disturbances are generated as
where f t ∼ IIDN (0, 1), and σ 2 i ∼ IIDχ 2 (2) /2. The idiosyncratic errors, ε it , are generated under two different schemes, (i) normal errors, IIDN (0, 1), and (ii) chi-squared errors,
The latter is to check the robustness of the tests to non-normal errors. The values of α i , x`i t , σ 2 i are drawn for each i = 1, 2, ..., N, and then fixed across replications. Under the null hypothesis we have γ i = 0 for all i, and under the alternatives we consider
where under (ii), the CD test is inconsistent, as shown above. In order to examine the effects of changing the number of regressors, k = 2, 4, 6 are considered. Meanwhile the same average population explanatory power of each cross section regression and the same degree of error cross section correlation are to be maintained for all k. To this end, c 2 (γ,k) is set
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so thatR 2 = 0.5 across experiments, whereR 2 = E(σ 2 ui )/V ar(y it ) with σ 2 ui = V ar(u it ) and V ar(y it ) = (k − 1)E(β 2 i ) + E(σ 2 ui ). For examining the power of the first order cross section independence tests, the DGP defined by (1) for k = 2 but with spatially correlated errors are considered:
with end points set at u 1t = u 2t + ε 1t and u Nt = u N−1t + ε Nt , where σ 2 i ∼ IIDχ 2 (2) /2, ε it ∼ IIDN(0, 1). For this DGP, the finite sample performance of the spatial version of the tests, defined by (16), (17), (18) and (19), are examined in the case of p = 1, and for the values of λ = 0, −0.1 and 0.1.
In the case of dynamic models, following Pesaran (2004) , five specifications are considered. The first is the heterogeneous first order autoregressive (AR(1)) panel data model:
u it = γ i f t + σ it ε it , i = 1, 2, ..., N; t = −50, −49, ..., T, with y i,−51 = 0. The idiosyncratic errors, ε it , are generated under two different schemes as above, (i) normal errors, IIDN(0, 1), and (ii) chi-squared errors,
Here we focus on the heterogeneous slope experiments where β i ∼ IIDU[0, 1). The fixed effects, μ i , are drawn as ε i0 + η i , with η i ∼ IIDN(1, 2) , thus allowing for the possibility of correlations between fixed effects and the initial values, y i0 . γ i , σ it = σ i , and f t are generated in the same manner as specified for the DGP with exogenous regressors. The parameters η i , β i and σ it are fixed across replications.
For examining the empirical size of the tests in the case of structural break(s), two specifications are considered. The first dynamic DGP is subject to single break, specified as (4) except μ i ∼ IIDN (1, 1) , β it = β t = 0.6 for t = −50, ..., T/2, β t = 0.8 for t = T/2 + 1, ..., T ; σ it = σ t = √ 1.5 for t = −50, ..., T/2, σ t = 1 for t = T/2 + 1, ..., T , and ε it ∼ IIDN (0, 1). The second dynamic DGP is subject to multiple breaks, specified as (4) except β it = 0.5 for t = −50, ..., 0 and all i, β it ∼ IIDU[0, 1) for t = 1, ..., T , i = 1, ..., N; σ 2 it ∼ IIDχ 2 (2)/2 for t = −50, ..., T , i = 1, ..., N. For both designs, the first 50 observations are discarded.
Finally, the DGP subject to unit root, which is specified as (4) except β it = β = 1 for all i and t, σ 2 it ∼ IIDχ 2 (2)/2, are considered. The test statistics are computed using the OLS residuals from the individual regressions. Table 1 reports the size of the tests for the DGP with different number of exogenous regressors (k = 2, 4, 6) and normal errors. As shown in Pesaran (2004) , the CD test has the correct size, and the LM and NLM tests severely over-reject the null particularly for N ≥ T . In contrast the adjusted versions of the NLM test, particularly the NLM * * version defined by (12), successfully controls the size for all combinations of N and T , except when both k and N are large and T small. However, the NLM * version of the test defined by (11), tends to under-reject for small T , and such a tendency is accentuated as k is increased. In the case of γ i ∼ IIDU[0.1, 0.3], whose results are reported in Table 2 , the bias-adjusted NLM tests and the CD test seem to have reasonable power. In the case of γ i ∼ IIDN (0, 0.1), whose results are reported in Table  3 , as theory predicts the CD test has little power. The power of CD test increases with T very slowly, but it does not increase with N for given T . This is because the sample average of factor loadings for finite N can be different from zero far enough for the test to reject the null, for some replications, and the precision of this happening increases as T rises. On the other hand, the NLM * and NLM * * tests maintain reasonable power under the same design. Overall, the powers of both the CD and bias-adjusted NLM tests increase faster with N than T , and it seems that the number of regressors does not affect the power of these tests much (for the same average explanatory power and error cross section dependence).
Monte Carlo Outcomes
The results for the case with IID ¡ χ 2 (1) − 1 ¢ / √ 2 errors are given in Table 4 , and show that the bias-adjusted NLM tests are generally not as robust to non-normal errors as the CD test. They tend to over-reject (moderately) for all combinations of N and T . Table 5 summarizes the results of the spatial first order tests. Interestingly, the sizes of the NLM(1) test are now closer to their nominal levels, except when N is much larger than T . The NLM(1) * * test defined by (19), successfully controls the size, and the NLM(1) * test defined by (18), tends to slightly under-reject. The CD(1) test has the correct size, as shown in Pesaran (2004) . All of the bias-adjusted NLM(1) tests and CD(1) test seem to have reasonable power under the alternatives defined by λ = ±0.1. Tables 6 to 10 provide the results for the various dynamic DGPs. For all experiments, the CD test has the correct size and the LM and NLM tests severely over-reject the null when N ≥ T . This is to be expected, as discussed above, since for small T relative to N , the mean approximation ofρ 2 ij ≈ 1 will not be correct, and with N large the incorrect centering of the test indicator is likely to be accentuated, resulting in size distortions that tend to get worse with N .
Unlike in the case of DGP with exogenous regressors and normal errors, in the case of heterogenous dynamic AR(1) specifications with IIDN (0, 1) errors (Table 6 ), the bias-adjusted NLM tests tend to over-reject when N is much larger than T . With respect to the power, as was in the case of DGP with exogenous regressors, the CD test has little power in the case of (Table 7) is similar to those in Table 4 . For the DGP with a single structural break (Table 8) , the bias-adjusted NLM tests reject the null too often. For example, when N = 200, the estimated size of the NLM * * test is 100% for all T . In the case of multiple structural breaks (Table 9) , the bias-adjusted NLM tests tend to over-reject, especially for N ≥ T . Finally, in the case of models with unit roots (Table 10 ) the bias-adjusted NLM tests also tend to over-reject, with the extent of over-rejection increasing with N .
Concluding Remarks
This paper has proposed bias-adjusted normal approximation version of the LM test (NLM) of cross section independence. For the bias-adjustment, we derived the exact mean and variance of the test indicator of the LM statistic in the case of the model with strictly exogenous regressors and normal errors, based on the work in Ullah (2004) , so that the centering of the LM statistic is correct for fixed T and large N. Importantly, the proposed bias-adjusted NLM tests are consistent even when the Pesaran's (2004) CD test is inconsistent. Small sample evidence based on Monte Carlo experiments suggests that the bias-adjusted NLM tests successfully control the size, maintaining reasonable power in panels with exogenous regressors and normal errors, even when cross section mean of the factor loadings is close to zero, where the CD test has little power. Also their spatial versions perform similarly in the case of spatial cross section dependence. However, it is shown that the bias-adjusted NLM tests are not as robust as the CD test to non-normal errors and/or in the presence of weakly exogenous regressors.
Clearly, it would be worth deriving the mean and variance of the LM test statistic in the case of dynamic models, and in the case where the errors are non-normal. This will be the subject of future research.
A Appendix

A.1 Evaluation of the First Two Derivatives of E (W −r )
Let us consider a quadratic form W = u 0 Mu, where the T × 1 vector u ∼ N(μ, I T ) and M is an idempotent matrix of rank m ≤ T . Then W is distributed as a non-central chi-squared distribution with the non-centrality parameter θ = μ 0 Mμ/2. When μ = 0, hence θ = 0, W is distributed as a central chi-square distribution. In what follows we evaluate dE W −r and dd 0 E W −r , where d = μ + ∂/∂μ and r = 1, 2, .... Now
where we use
First we note from Ullah (2004, p.193 ) that
, when θ 6 = 0.
Further, for s = 1, 2, ...,
Substituting r = 1, 2 and s = 1, 2 in (A.3) and (A.4), and using these results in (A.1) we get d 0 E W −r and dd 0 E W −r for θ 6 = 0. When μ = 0, hence θ = 0, we obtain
where ∂E W −r /∂θ is given by (A.4) for s = 1 and θ = 0.
A.2 Proof of Theorem 1
From (3) and (4)
where M j and M i are as defined in (7), u i ∼ N(0, I T ), u j ∼ N(0, I T ). Taking the expectations on both sides of (A.6) we can write E ρ
where we use (A.1), Wi = u 0 i Miui, di = μ i + ∂/∂μ i , the third equality follows by using the results in Ullah (2004, (2.28)), and
which can be written for μ j = 0 as (A.13) where m = T − k and we use the results (A.3) and (A.4) for r = 1 and s = 1. Next we considerρ (A.14) and taking the expectations on both sides of (A.14) we get
ij |u j , in which using Ullah (2004, (2.28 
, and using (A.7) (see also Ullah (2004, Chapter 2) 
In order to evaluate the term in the last equalities of (A.15) we note that
Using (A.18) in (A.15) we then get
in which, using (A.16), we can verify that
In order to evaluate (A.19) for μ i = 0 we first note that
Therefore, for μ i = 0, we can simplify
Further, using (A.23), (A.3) and (A.4) in (A.15) we get, for μ i = 0,
Next, using (A.12) and (A.24), we get
[A.4] Notes: Data are generated as y it = α i + k =2 x`i t β`i + u it , u it = c (γ,k) (γ i f t + σ i ε it ), i = 1, 2, ..., N, t = 1, 2, ..., T , where α i ∼ IIDN (1, 1), with x`i t = 0.6x`i t−1 + v`i t , = 2, 3, ..., k, i = 1, 2, ..., N , t = −50, −49, ..., T , x`i ,−51 = 0, where v`i t ∼ IIDN(0, τ [T.1] Table 7 Table 8 Table 9   Table 10  Size 
