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Abstract
Direct imaging is a fast and reliable method for the characterization of surfaces. When
it comes to small surface structures in the size of the features e.g. in todays computer
processors, classical optical imaging methods fail in resolving these structures. With
the invention of the scanning tunnelling microscope (STM) for the first time it became
possible to image the structure of surfaces with atomic precision. However, the STM fails
in resolving complex chemical structures like e.g. organic molecules. The lack of chemical
sensitivity in STM images can be overcome by the condensation of molecular hydrogen
or deuterium in the STM junction. Images recorded in the so-called scanning tunnelling
hydrogen microscopy (STHM) closely resemble the chemical structure of different organic
molecules. However, the mechanism behind the contrast formation has not been addressed
so far. Here we show that the origin of the STHM contrast is a single hydrogen (H2) or
deuterium (D2) molecule located directly below the tip apex that acts as a combined
sensor and signal transducer. Together with the tip the gas molecule forms a nano-scale
force sensor, comparable to sensors in atomic force microscopy (AFM), which probes
the total electron density (TED) of the surface trough the Pauli repulsion and converts
this signal into variations of the junctions’ conductance again via Pauli repulsion. Other
than the sensors in conventional scanning force techniques, due to its size, the sensor of
the STHM junction is intrinsically insensitive to long-range forces, usually limiting the
image resolution. The insensitivity to long-range forces results in a high image resolution,
so that even small changes in the TED leave a mark in obtained STHM images. The
resolution hereby reaches an unprecedented level as can be seen by the direct imaging
of local intermolecular interactions like e.g. hydrogen bonds appear with remarkable
clarity in STHM images of organic layers. Thus, besides the identification of chemical
species of different adsorbates, the STHM mode allows the study of interactions between
adsorbates which e.g. lead to their self organization on the surface. Therefore, the STHM
mode may give important insight in the driving mechanisms behind the formation and
composition of matter on the atomic level. However, the STHM mode, in which a single
H2 (D2) molecule probes the TED of the surface, is only one example of a broader class of
sensors. It is conceivable, that by an appropriate choice of the molecule in the junction,
other surface properties can be imaged which are usually inaccessible by other imaging
techniques.

Kurzfassung
Die direkte Abbildung ist eine schnelle und verlässliche Methode zur Charakterisierung
von Oberflächen. Allerdings können kleine Strukturen, wie sie zum Beispiel in heutigen
Computerprozessoren vorkommen, mit klassischen optischen Methoden nicht aufgelöst
werden. Durch die Erfindung des Rastertunnelmikroskops (STM) konnte erstmals die ato-
mare Struktur von Oberflächen direkt sichtbar gemacht werden. Jedoch reicht das Auflö-
sungsvermögen des STMs nicht aus, um komplexe chemische Verbindungen - wie zum Bei-
spiel organische Moleküle - atomar aufzulösen. Durch die Kondensation von molekularem
Wasserstoff (H2) oder Deuterium (D2) im STM Kontakt kann dieser Nachteil überwunden
werden. Bilder verschiedener organischen Moleküle demonstrieren, dass die Auflösung in
Aufnahmen mit der sogenannten Rastertunnelwasserstoffmikroskopie (STHM), der chemi-
schen Struktur der Moleküle ähnelt. Allerdings wurde der Mechanismus hinter dem STHM
Kontrast noch nicht genauer betrachtet. In dieser Arbeit zeigen wir, ein einzelnes H2 oder
D2 Molekül direkt unter der Tunnelspitze für die erhöhte Auflösung verantwortlich ist.
Dieses Molekül fungiert als kombinierter Sensor und Signalwandler. Zusammen mit dem
Molekül bildet die Tunnelspitze einen nanoskopischer Kraftsensor, der durch die Pauli Ab-
stoßung sensitiv auf die totale Elektronendichte (TED) der Probe ist und dieses Signal,
ebenfalls durch die Pauli Abstoßung, in Änderungen der Leitfähigkeit des Tunnelkontaktes
übersetzt. Im Gegensatz zu konventionellen Kraftsensoren, ist der Sensor bereits durch
seine geringe Größe unabhängig von langreichweitigen Kräften, die gewöhnlicher Weise
das Auflösungsvermögen von Rasterkraftmikroskopen begrenzen. Die Unempfindlichkeit
des Sensors gegenüber langreichweitigen Kräften führt zu einem hohen Auflösungsver-
mögen, welches ausreicht, um kleinste Änderungen der TED in den Bildern sichtbar zu
machen. Die Auflösung erreicht hierbei einen Level, in dem sogar lokale Wechselwirkungen,
wie zum Beispiel Wasserstoffbrückenbindungen, in molekularen Schichten direkt und mit
erstaunlicher Deutlichkeit in STHM Bildern zu sehen sind. Dies zeigt, dass der STHM Mo-
dus neben der chemischen Analyse verschiedener Adsorbate, auch die Untersuchung von
lokalen Wechselwirkungen erlaubt, die unter anderem für die selbstständige Anordnung
von Adsorbaten auf Oberflächen verantwortlich sind. In diesem Zusammenhang könnte
der STHM Modus neue Erkenntnisse über die lokale Zusammensetzung von Festkörpern
auf atomarer Ebene liefern. Andererseits kann die Funktionalität des vorgestellten STHM
Modus, in dem ein einzelnes H2 (D2) Molekül die TED der Oberfläche abtastet, als ein
Beispiel für eine große Familie von verschiedenen Sensoren angesehen werden. So ist es
vorstellbar, dass durch geeignete Wahl des Moleküls an der Tunnelspitze andere Eigen-
schaften der Oberfläche direkt abgebildet werden können, die normalerweise mit anderen
Techniken nicht zugänglich sind.
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1 Introduction
Interfaces play a major role in our all day life. These interfaces maybe the internal connec-
tions in electronic circuits [1–5] which are used e.g. in our cellphones, TVs or computers,
the connection between the wheels of our cars and the street [6, 7] or just the connection
between a frying pan and a steak to achieve an optimal taste [8–10]. In many cases the
properties of the interfaces arise from the structure and the electronic properties of the
surfaces which are brought together at the interface. The relation between the properties
of the interface and the properties of the surface has led to the development of a whole new
field in physics. In the framework of surface science the structure of surfaces, the physical
(e.g. friction, electronic transport) and chemical (e.g. catalysis, dissociation and recom-
bination) properties arising from the structure or the adsorption of atoms and molecules
from gas phase or liquids are systematically studied.
Scientist’s interest in surface properties has hereby induced a fast technical development of
new methods for surface characterisation. Many of these techniques address special prop-
erties of a surface, thus a comprehensive picture of the surface structure and and its prop-
erties can only be drawn by applying different techniques.
The properties of the surface which are investigated range from the structure over the
atomic composition to electronic and vibrational characteristics. Vibrational degrees of
freedom can be studied for example by the energy transferred into vibrational levels during
interaction with electrons in electron energy loss spectroscopy (EELS) [11]. The excited
states in EELS experiments are excitations of chemical inter-atomic bonds or molecular
vibrations which have a discrete energy. Thus, recorded spectra allow a determination
of the composition of the sample whereas the surface structure cannot be determined
from the spectra. The electronic properties of the samples can be measured in two ways:
on the one hand it is possible to probe occupied states by ultraviolet photo-emission
spectroscopy (UPS) [12, 13] on the other hand one can probe unoccupied states by exci-
tation of electrons from occupied into unoccupied states and subsequent photo-emission
in two-photon photo-emission (2PPE) [14]. Both techniques allow the investigation of
a possible band structure of the surface, but not atomic or molecular structure of the
surface.
Another possibility for surface characterisation by inducing photo-emission is the inves-
tigation of the samples composition. The composition of the sample surface can be in-
vestigated by photo-emission from core levels of the atoms on the surface in x-ray photo-
emission spectroscopy (XPS) or Auger electron spectroscopy [15, 16]. Since lower lying
3
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energy levels in the electronic structure of an atom (core levels) are characteristic for the
atoms species, these techniques allow the determination of the composition but not the
structure of the sample.
So far, we presented methods which allow the characterisation of any surface, but when
it comes to the controlled assembly of surface structures even more information become
available. In many cases, the construction of surface structures is realised by adsorption
of atoms or molecules from the gas phase or liquids. In this framework, the adsorption
energy of the adsorbates, their adsorption height and their orientation with respect to
the surface plane can be studied. The adsorption energy can be studied, for example,
by the controlled desorption of adsorbate layers due to an increased surface temperature
in temperature programmed desorption (TPD) [17]. The height of adsorbate layers on
crystalline surfaces is measured in x-ray standing wave (XSW) [18] experiments. In XPS
a standing wave pattern in front of the sample is created, where the positions of the
maxima of the standing wave can be tuned by scanning through the Bragg condition of
the incoming x-ray beam. Whenever a maximum of the standing wave hits the center of
an atom, photo-electrons are emitted which allows a precise determination of the height
of the atom above the surface. The adsorption geometry of adsorbates with respect to
the surface plane can be determined with angular resolved ultra-violet photo-emission
spectroscopy (ARUPS) [19] in which maxima in the photo-electron emission with respect
to the incoming light wave and the outgoing electron beam denote the orientation of the
emitting adsorbates. However, none of these techniques address the structure formed by
the adsorbates on the surface.
The surface structure can be reconstructed from obtained diffraction patterns in low
energy electron diffraction (LEED) [20, 21], reflection high energy electron diffraction
(RHEED) [22, 23], or by direct imaging in scanning electron microscopy (SEM) [24,
25], transmission electron microscopy (TEM) [26, 27], low energy electron microscopy
(LEEM) or photo-emission electron microscopy (PEEM) [28–30]. However, except the
TEM [31] none of this methods allows a determination of surface structures with atomic
precision.
The insensitivity to small structures, which is comparable in all the presented techniques
for surface characterisation, limits the applicability of the methods to large well ordered
structures in which every scattering center or every emitter is equal since the measured
signal is always an average over a large surface areas, thus every dislocation and defect
results in an increased noise in the measured signal. The limitation to long range ordered
structures has been overcome with the invention of the scanning tunnelling microscope
(STM) [32–35].
4
The popularity of the STM for surface characterisation can be explained by its ability to
routinely provide atomic scale resolution [36–41]. However, STM fails in resolving complex
chemical structures, because it is only sensitive to electronic states close to the Fermi-level
of the sample. These levels are usually quite delocalized since they are strongly involved
in chemical interactions, thus they have little relation to the real structure. Therefore it
is desirable to go beyond the conventional STM resolution and equip STM with chemical
sensitivity to directly observe the underlying structure.
So far different approaches have been presented to achieve chemical sensitivity in STM
which can be divided into two families, the first of which is based on spectroscopic analysis
of surface properties, while the second one enhances STM resolution in order to directly
determine chemical structures from obtained images. Spectroscopic approaches probe
either local vibrational or electronic states of the sample. Examples are inelastic electron
tunnelling spectroscopy (IETS) [42], tip-enhanced Raman spectroscopy (TERS) [43] or
electro luminescence spectroscopy (ELS) [44]. From the obtained spectra it is in principle
possible to reconstruct the chemical species of the investigated surface, however in many
cases the properties are strongly affected by local interactions with the sample, which
limits the applicability of this approaches to a limited number of systems up to now
[45–50].
In the case of imaging complex organic molecules, a possibility to enhance the STM
resolution can be decoupling from the underlying substrate with a thin insulating film
[51]. The achieved resolution of organic molecules adsorbed on the insulating film is then
close to gas phase molecular orbitals which can be calculated by density functional theory
(DFT) and thus allow the determination of the molecular species. Another approach to
enhance the imaging resolution is functionalization of the STM tip by adsorption of a
molecule at the tip apex [52–54]. However, the imaging resolution in this case strongly
depends on the adsorption geometry of the molecule at the tip, which is not controlled
and thus complicates the interpretation of the images [53].
Recently it has been shown that it is possible to directly image the chemical structure of
organic molecules with a resolution similar to their drawing in textbooks. This is achieved
after the condensation of molecular hydrogen (H2) or deuterium (D2) in the junction of a
cold STM (T < 10 K) [55]. From the resolution in the images it is possible to directly de-
termine molecular species. Images recorded in the so-called scanning tunnelling hydrogen
microscopy (STHM) mode closely resemble the chemical structure formulae of different
organic molecules on various substrates (cf. fig. 1.1). However, the mechanism which lies
behind the contrast formation is not yet understood.
After the invention of the STHM, a similar resolution of organic molecules has been also
5
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Figure 1.1: Comparison of images recorded in STM and STHM mode for dif-
ferent organic molecules adsorbed on different metallic substrates. The figure is
reproduced from reference [55]
demonstrated in atomic force microscopy (AFM) [56–58]. In analogy to STHM, the AFM
method allows the direct determination of molecular species from recorded images, but it is
much more demanding with respect to the experimental setup.
The aim of this work is to get further insight into the fundamental properties of the
STHM junction, e.g. its structure, internal degrees of freedom and the role of H2 (D2)
in the imaging mechanism which leads to the contrast formation. On the one hand,
understanding the contrast formation is indispensable for further applications. On the
other hand, the mechanism which lies behind the contrast is of fundamental interest since
it provides information about the interactions of H2 (D2) in the junction. To elucidate the
contrast formation mechanism, we will therefore analyse the imaging capability and the
spectroscopic properties of the STHM junction in detail.
6
2 Theoretical background and
important progressions of the
STM
In the past three decades after the invention of the scanning tunnelling microscope (STM)
by Binnig and Rohrer in 1981 [32, 33, 35, 59] the technique has developed continuously.
Today STM became a standard tool in the toolbox of many scientists. The great success
of STM originates from its ability to image basically any conducting surface with atomic
precision under various experimental conditions, e.g. in solutions [60–62], high pressure
atmospheres [63–66] or ultra high vacuum (UHV) [67–69] in a wide temperature range,
from high temperatures of several hundred Kelvin [64, 70] to cryogenic temperatures
down to the milli-Kelvin regime [71–73]. Although the experimental setup and imaging
techniques improved throughout the decades, the working principle which lies behind the
operation of the STM did not change. In the following we will discuss the theoretical
background behind the working principle and several approaches towards increasing of
the resolution and the sensitivity of STM.
2.1 Scanning tunnelling microscopy
Before we turn to the theory behind the working mechanism of the STM, we approach
the problem from a technical point of view and discuss what is necessary to construct an
STM. An operational scheme of the STM with its essential elements is shown in figure
2.1. The basic setup of the STM consists of a conducting tip in front of a conducting
sample. In most cases the tip is made from metal wire which is either cut or etched
to obtain a preferably sharp tip. For the positioning of the tip in front of the sample
a piezo scanner is used. Nowadays the scanner consists of a single segmented piezo
tube to allow a space saving setup like it is illustrated in figure 2.1. The piezo scanner
allows a translation of the tip perpendicular (z) and parallel (x, y) to the surface with
sub Ångstrom precision by applying appropriate voltage to the segments of the piezo
tube.
The tip and the sample are separated by a small gap of ≈ 1 nm so that classically no
electrical contact exists between the two. However, the application of a bias voltage
7
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Figure 2.1: Scheme of the STM feedback loop. The scheme shows the essential
essential elements of the STM feedback loop. Between tip and sample a bias voltage V is
applied which results in a tunnelling current. The tunnelling current is converted into a
voltage by the I/V -converter and feed into a DSP-box. The DSP-box compares the voltage
with a setpoint voltage. According to the difference between the voltage and the setpoint
ΔV = Vtunnel − Vset the DSP-box puts out a voltage to the z-piezo to keep the tunnelling
current constant. The PC generates grey scale images from the (x, y, z ∝ ΔV )-tuple.
V between tip and sample allows the flow of an electrical current I between the elec-
trodes. The origin of the current is the quantum mechanical tunnelling effect which
gives its name to the STM. The tunnelling effect is described in detail in the next sec-
tion.
In STM experiments the tunnelling current is the measured signal. It is a function of V
and the tip-sample separation d. To measure I(V, d) the current signal is converted into
a voltage with an I/V converter. The output voltage of the converter is compared to a
chosen setpoint by a digital signal processor (DSP-box). If the measured voltage differs
from the chosen setpoint, the DSP-box puts a voltage on the z-piezo of the piezo scanner
thus changes the tip height until the measured voltage equals the setpoint. By this feed-
back loop the tip-sample distance (z-direction) is always adjusted to keep the tunnelling
current constant even when the tip is displaced laterally.
Applying an appropriate voltage to the (x, y) piezo tubes, the tip can be moved to every
position above the sample in a certain area. Usually the tip moves along a line across the
sample, is displaced by a step at the end of the line in a direction perpendicular to the line
and then moves along a line parallel to the first one 2.2 (a). These operations are repeated
until the tip has scanned a whole square while at each position the tip-sample distance is
adjusted to the chosen setpoint of the tunnelling current so that at each position a voltage
8
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Figure 2.2: Illustration of the image acquiring in constant current mode a) The
scanning of the tip above the sample in fast (x) and slow (y) scan direction is illustrated
by the red dashed line. As the tip moves across protrusions on the sample surface the tip is
retracted from the surface in order to keep the tunnelling current constant. b) Generated
grey scale image of the sample surface in which areas with increased tip height appear
bright compared to the rest of the surface.
is applied to the z-piezo which in general varies for different tip positions (Vz (x, y, Iset)).
The information of the tip-sample distance encoded in Vz (x, y, Iset) is then transformed
into a grey scale image with a computer connected to the DSP-box as illustrated in figure
2.2 (b).
The above described method of image acquiring is called constant current mode. Its
advantage is the possibility to image basically any surface structure independent on it
roughness, i.e. height difference between adjacent points of the image. However, the
scanning speed of the tip is limited by the speed with which the feedback adjusts the tip
height at different positions of the sample so that features in the image tend to smear out
if the tip scans to fast across the surface. Another possibility of image acquiring which
gets along without feedback is the constant height mode in which the tip scans the surface
at a constant distance while the variation of the tunnelling current is measured. However,
this imaging mode is limited to rather flat samples since otherwise the tip might crash
during the measurement.
2.1.1 Tunnelling Effect
The tunnelling process, which describes the translation of particles across classical for-
bidden barriers, is the fundamental physical process lying behind the operation of the
9
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STM. In the following we will discuss the concept behind the tunnelling through a one
dimensional potential barrier.
In classical mechanics the total energy E of a particle is given by the sum of kinetic energy
T and its potential energy U
E = T + U =
p2z
2m
+ U(z), (2.1)
where m is the mass of the particle and pz its momentum in z direction. The translational
energy can have only positive values, therefore, according to equation 2.1 the particle can
only translate, i.e. pz > 0, in regions where E > U(z) while the particle cannot penetrate
into regions where E < U(z).
Figure 2.3: Illustration of the difference between the classical- and quantum
mechanical description of a particle hitting a potential barrier. a) In classical
mechanics a particle with energy E0 cannot penetrate a barrier with energy U > E0. b) In
quantum mechanics a certain probability exists to observe the particle beyond the barrier.
In a one dimensional picture the probability depends on the energy difference U −E0 and
the thickness of the barrier d.
The classical case is depicted in figure 2.3 (a) for a particle approaching from the left with
energy E0 > U(z) = 0. When the particle reaches the position where the potential is
larger than the energy of the particle (U(z) > E0) it is reflected at the potential wall and
moves back in negative z direction with the same energy E0.
In quantum mechanics the situation is different. In the quantum mechanical picture, a
particle is described by a wave function Ψ. The wave function of the particle is given
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as a solution of the one dimensional, time independent form of Schrödinger’s equation
EΨ =
(
− 
2
2m
∂2
∂z2
+ U(z)
)
Ψ. (2.2)
In a constant potential (U(z)=U<E) a solution of equation 2.2 has the form of a planar
wave
Ψ(z) = Ψ0e
−iκz, (2.3)
where κ =
√
2m(E−U)
2
and Ψ0 a initial value of the wave function at position (z = 0).
In contrast to classical mechanics, Schrödinger’s equation has a solution in the classical
forbidden region (E < U) for positions of the particle inside the barrier. The penetration
of the wave function into the potential barrier indicates that if the barrier is small enough
the wave function extends into the space beyond the barrier. In the area beyond the
barrier the solution of Schrödinger’s equation can again be described by a planar wave
like in the regime before the barrier. To obtain a combined solution of equation 2.2 in the
whole space, one now has to connect the solutions in the different regimes by solving the
connection conditions
Ψl(zb) ≡ Ψr(zb) (2.4)
∂Ψl
∂z
(zb) ≡ ∂Ψr
∂z
(zb) (2.5)
whereΨl andΨr are the solutions on the left and right side and zb the position of the wall of
the barrier at each position where two regimes meet each other.
A combined solution of the wave function of a particle with energy E0 is shown in figure 2.3
(b). The particle is located at the left side of the barrier as indicated by the higher ampli-
tude of ΨI. Insight the barrier the amplitude of the wave function ΨB decays exponentially
while it is still larger than zero at the other side of the barrier where it is connected to ΨII.
On the left side the amplitude of the wave function remains at the lower value compared
to the amplitude on the left side of the barrier.
According to Born’s probability interpretation of quantum mechanics [74], the wave func-
tion of the particle is interpreted as a probability amplitude while the probability P to find
the particle at a certain position zp is given by the absolute square of the wave function
P (zp) = |Ψ(zp)|2 . (2.6)
Born’s interpretation results in a certain probability to find the particle which initially is
located on the left side of the barrier on the right side. The process of the translation of
the particle from one side of the barrier to the other side through the classically forbidden
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region is called tunnelling. Inserting 2.3 into 2.6, one obtains the probability of the
tunnelling process as
|Ψ| = |Ψ0|2 e−2κd (2.7)
where d is the barrier width.
The exponential decay of the tunnelling probability with increasing barrier width is the
key mechanism behind the imaging capability of the STM since it results in a strong
dependence of the tunnelling current on the distance between the tip and the sample.
The dependence of the tunnelling current on the distance between the electrodes is the
origin of the high vertical resolution of the STM. However, the tunnelling effect alone
is not sufficient to understand the contrast formation in STM images. Thus we have to
expand the picture of the tunnelling junction.
2.1.2 Electrode-vacuum-electrode contact
In STM, electrons tunnel from one electrode to the other. Thus we can model the STM
junction by two separated electrodes. Inside the electrodes the electrons can propagate
freely while they cannot leave the electrode material. The minimum energy which is nec-
essary to remove electrons from a material is called work function Φ. The smallest energy
at which the electron cannot be bound to the material any more is called vacuum energy
Evac. With this information we can draw an energy diagram of the one dimensional STM
junction (fig. 2.4), where the tip and the sample are represented by the two electrodes
separated by a vacuum barrier of width d.
Figure 2.4: Simplified energy diagram of the tunnelling junction.
The energy diagram is shown in figure 2.4. The left electrode represents the sample while
the right electrode represents the tip. The grey shaded areas at both electrodes indicate
occupied electronic states. In solids the energy of the highest occupied electronic state is
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called the Fermi energy (EF ). The difference between the vacuum energy and EF , i.e. the
minimal energy necessary to remove an electron from the bulk, is the work function Φs,
Φt. Equation 2.7 indicated that the tunnelling probability depends on the width of the
barrier and its height. Thus the electrons with the highest tunnelling probability are the
ones with the highest energy, i.e. the ones at the Fermi energy. The tunnelling probability
for these electrons is
|Ψ| = |Ψ0|2 e−2κd (2.8)
where κ =
√
2m(E−Φ)
2
is the decay constant which depends on the electronmass m and
Φ = Φs+Φt
2
the mean value of the work functions.
So far the situation is not different from the one described in the previous section. Since
the tunnelling probability for electrons close to the Fermi level is equal for tunnelling
from the tip to the sample and the other way around, this will not lead to a net current
between tip and sample.
In the description of the experimental setup we noted that a bias voltage is applied
between the tip and the sample which leads to the flow of an electrical current. In the
energy diagram the applied voltage leads to a shift of the Fermi levels in the tip and the
sample with respect to each other by E = eV . In figure 2.4 the shift is indicated by a shift
of the Fermi level of the sample towards higher energies. Now electrons from occupied
states in the sample can tunnel into empty states at the tip (red area in fig. 2.4) which
results in a net current from the sample to the tip.
The tunnelling current for an applied bias V and a distance d between the electrodes is
then given by
I ∝
EF∑
En=EF−eV
|Ψn(0)|2 e−2κd (2.9)
where n denotes all states in the energy window EF − eV < E < EF . If the applied bias
is small and the density of electronic states is almost constant in this energy window, we
can write 2.9 in terms of the density of states (DOS) of the sample. The DOS ρs at a
given distance z and energy E is defined by
ρs(z, E) =
1

EF∑
En=EF−
|Ψn(z)|2 . (2.10)
Thus the tunnelling current from equation 2.9 becomes
I ∝ V ρs(0, EF )e−2κd. (2.11)
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The simplified model indicates that the tunnelling current between the two electrodes
depends on the DOS of the sample in a small energy window at the Fermi energy (E = EF )
of the electrodes. In addition, the tunnelling current depends on the electrode separation
d and the height of the tunnelling barrier. The height of the tunnelling barrier is encoded
in the decay constant of the tunnelling current and depends on the work functions of the
electrode material. For typical electrode materials, like e.g. metals, the work function is
in the order of Φ ≈ 5 eV [36]. This value for the work function leads to a decay constant
of κ ≈ 0.5 Å−1. Thus the tunnelling current changes by one order of magnitude when the
distance between the electrodes varies by only 1 Å.
2.1.3 Theoretical approach
Although the energy diagram presented in figure 2.4 gives important insight in the oc-
currence of the tunnelling current and the dependence of the current on the electrode
material, it does not explain the lateral variation of the tunnelling current which leads to
the contrast in STM images. To get further insight in the contrast formation in STM we
approach the problem from a theoretical side.
In the theoretical approach the transmission of an electron from the tip to the sample can
be treated as a transition between quasi stationary states
Hˆ = Hˆtip + Hˆsample + Hˆt (2.12)
where Hˆtip, Hˆsample are the Hamiltonians of tip and sample and Hˆt denotes the transfer
Hamiltonian. If the energy associated with Hˆt is small compared to the energy of Hˆtip
and Hˆsample, it can be treated as small perturbation to the undisturbed Hamiltonian Hˆ0 =
Hˆsample+Hˆtip with eigenstates ψμ in the tip and ψν in the sample.
Now one can apply Fermi’s golden rule to calculate the transition rate for an electron
tunnelling from a state ψμ to a state ψν
Γ =
2π

∣∣∣〈ψν ∣∣∣Hˆt∣∣∣ψμ〉∣∣∣2 ρ(E) (2.13)
where ρ(E) is the density of final states. With the transition rate from Fermi’s golden rule,
the tunnelling current can be calculated by introducing an energy shift due to application
of a bias voltage and taking the distribution of the density of states in tip and sample at
finite temperature into account. Summing over all states Ψν , Ψμ in the energy window
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eV , one obtains
I =
2πe

∑
ν,μ
{f(Eν) [1− f(Eμ + eV )]− f(Eμ + eV ) [1− f(Eν)]}
×δ (Eν − Eμ)
∣∣∣〈ψν ∣∣∣Hˆt∣∣∣ψμ〉∣∣∣2 . (2.14)
The finite temperature in equation 2.14 is represented by the Fermi distribution
f(E) =
1
1− e− EkBT
(2.15)
which describes the occupation of the states in the electrodes. The first term in wavy
brackets describes the tunnelling from occupied states in the tip to empty states in the
sample while the second one describes the opposite situation. In addition, the intro-
duced delta function ensures that the energy of tunnelling electrons is conserved dur-
ing tunnelling. This conservation of the energy is usually referred to as elastic tun-
nelling.
According to equation 2.14, the tunnelling current through the junction is proportional
to the transition rates from states in the sample to states in the tip. Therefore the
transition matrix element can be written as a surface integral over the current operator
M =
〈
ψν
∣∣∣Hˆt∣∣∣ψμ〉 = − 
2m
∫
d	S
(
ψ∗ν∇ψμ − ψ∗μ∇ψν
)
[75]. (2.16)
The surface integral hereby has to be taken on a separating surface between the two elec-
trodes to sum up all transitions which contribute to the total current.
2.1.4 Tersoff-Hamann-Theory
In 1983 Tersoff and Hamann presented a simplification of equation 2.14 which takes the
geometry of the STM into account [76, 77]. In their approach the tip is treated as a
single spherical potential well close to a flat sample surface (cf. fig. 2.5). The spherical
geometry reminds on an s-orbital therefore Tersoff-Hamann-Theory is often called s-wave
model. Additional assumptions to the experimental conditions are low temperatures and
small bias. At small bias, the energy window of the tunnelling electrons is small and we
can expand the Fermi distribution
f(Eμ + eV ) = f(Eμ) + eV f
′(Eμ). (2.17)
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In addition, in the low temperature limit, the Fermi distribution can be approximated by
a step function while the first derivative becomes a δ-function. Inserting the assumptions
into equation 2.14 one obtains
I =
2π

e2V
∑
ν,μ
|Mμν |2 δ (Eμ − EF ) δ (Eν − EF ) . (2.18)
Now, to calculate the tunnelling current through the junction one still has to calculate
the transmission matrix element Mμν .
Figure 2.5: Tip-sample geometry in the Tersoff-Hamann approach. The tip is
represented by a single s-orbital in front of the sample surface.
To evaluate Mμν the surface wave function and the wave function of the tip are expanded.
While for the surface wave function a periodical ansatz with the periodicity of the lattice
constant is made, for the tip just the spherical shape of an s wave is used. Inserting the
ansatz into equation 2.16 leads to
Mμν =

2
2m
4πκ−1Ω−1/2κReκRψν(	r0) (2.19)
where κ is the decay constant, 	r0 the center of curvature of the tip, R the radius of the
sphere, Ω the volume of the probing tip and ψν(	r0) a sample state at the position of
the tip. Inserting now this result into 2.18 yields the famous Tersoff-Hamann-formula
I ∝ 2e
2
h
V ρt (EF ) e
2κR
∑
ν
|ψν(	r0)|2 δ(Eν − EF ) (2.20)
where 2e2
h
= (14.9 kΩ)−1 is the quantum of conductance.
For a flat density of states close to the Fermi level the sum in equation 2.20 can be substi-
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tuted by the LDOS of the sample at the position of the tip
ρs(EF , r0) =
∑
ν
|ψν(	r0)|2 δ(Eν − EF ). (2.21)
Thus we obtain
I ∝ 2e
2
h
V ρt (EF ) ρs (EF , r0) e
2κR. (2.22)
The Tersoff-Hamann approach has several advantages. First of all it allows an easy
interpretation of the resolution in obtained images since for a flat DOS of the tip at
the Fermi level the imaged contrast is directly proportional to the density of states of the
sample at a certain distance. Therefore, the approach is often used to visualize results from
theoretical calculations [53]. A second advantage is the proportionality of the tunnelling
current to the applied bias, i.e. the Tersoff-Hamann formula directly reproduces Ohm’s
law on an atomic level. A third advantage is the fact that the tunnelling current also
depends exponentially on the tip-sample distance if we assume that the DOS of the sample
decays exponentially into the vacuum (ψν(z) = ψν(0)e−κz). In this case the sample DOS
can be written as
ρs(EF , r0) = ρs(EF )e
−κ(d+R) (2.23)
where d is the closest distance between the surface and the tip. Inserting the sample DOS
into equation 2.18 gives
I ∝ 2e
2
h
V ρt (EF ) e
2κRρs(EF )e
−κ(d+R)
=
2e2
h
V ρt (EF ) ρs(EF )e
−κd. (2.24)
Equation 2.24 is the simplest form of the Tersoff-Hamann formula which shows the pro-
portionality of the tunnelling current on the bias and its exponential decay with increasing
tip-sample distance.
Although the formula derived by Tersoff-Hamann has several advantages and is therefore
very popular, it also has limitations. For example, the restriction to the LDOS of the
sample close to the Fermi level is not valid for weakly interacting adsorbates on the surface
like for example some larger molecules. In this case, the discrete molecular electronic
states prevail during the adsorption of the molecules on the surface and the LDOS of the
sample will depend on the applied bias. To take this dependence into account one needs
to generalize the Tersoff-Hamann formula and sum up all contributions from a finite bias
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window
I ∝ 2e
2
h
eV∫
0
dE ρt(−eV + E)ρs(E, 	r0)e2κeff(E,V )R (2.25)
where κeff(E, V ) =
√
2mΦeff(E,V )
2
and Φeff(E, V ) = Φt+Φs+eV2 − E is the effective barrier
height which depends on the energy of the tunnelling states and the applied bias. Inserting
the relation for the sample DOS (eq. 2.23) and introducing the transmission function
T (E, V ) = e−2κd we obtain
I ∝ 2e
2
h
eV∫
0
dEρt(−eV + E)ρs(E)T (E, V ). (2.26)
Now we can calculate the first derivative of the tunnelling current
dI
dV
(V ) ∝ 2e
2
h
⎛
⎝ρt(0)ρs(eV )T (eV, V ) +
eV∫
0
dEρt(−eV + E)ρs(E)dT (E, V )
dV
⎞
⎠ . (2.27)
According to equation 2.27 the derivative of the tunnelling current is directly proportional
to the LDOS of the sample superimposed with a non-liner background originating from
the second term. This result has been presented in reference [78] and forms the basis for
scanning tunnelling spectroscopy (STS).
Another disadvantage of the Tersoff-Hamann approach is the restriction to spherical shape
of the tip apex. The frontier orbitals of typical tip materials like tungsten or platinum and
iridium are not s-shaped, thus the assumption of the Tersoff-Hamann formula is not valid
for typical experimental images. A solution for this problem has been presented by Chen
[36]. Chen introduced a derivative rule to take other than s-shaped orbitals into account
and used pz and dz2 orbitals for his calculations. These orbitals are higher localised than
the spherical s-wave and therefore should allow even atomic resolution of metal surface.
Recently the validity of the derivative rule has been shown by comparing experimental and
theoretical images of molecular orbitals [79]. The images were recorded with a mixture of
s and pz tip and then compared with theoretical obtained images. The authors thereby
obtained that the contribution of the pz orbital was as large as the contribution of the
s orbital for their CO-terminated tip. This results emphasises the importance of the tip
termination on the contrast formation in STM.
So far we can say that the contrast in STM images depends on the electronic structure of
the tip and the sample close to the Fermi level due to the limitation of V < Φeff. Although
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the resolution in obtained images can be expected to be large (< 1 nm [36]) due to the ex-
ponential dependence of the tunnelling current on the tip-sample separation, the limitation
to states close to the Fermi level is crucial for the applicability of the STM, because on the
one hand it is limited to conducting or semi-conducting samples with a low band gap, on
the other hand especially in complex systems, the electronic structure can be quite differ-
ent from the underlying atomic structure. Thus from STM images alone it may be difficult
to draw conclusions of the "real" structure of the surface. Therefore several approaches
have been made to overcome the limitations of STM.
2.2 Dynamic force microscopy
One of the most important developments based on the STM is the atomic force microscope
(AFM). A striking ability of AFM is the imaging of non-conducting surfaces in contrast
to STM. The idea behind the AFM is the measurement of the force or a force related
quantity between tip and surface.
In the first design, presented in 1986, a tip was mounted on a flexible cantilever beam
[80]. In this geometry, the force acting on the tip results in a deflection of the cantilever.
The deflection of the cantilever at different positions of the sample is then measured with
an STM mounted on the backside of the cantilever. This technique is demanding since it
depends on the precise positioning of two tips on top of each which requires quite a bit
of technical effort.
In recent years several improvements have been presented to improve the design of the
AFM. On the one hand to improve the handiness of the microscope and on the other
hand to improve its resolution.
2.2.1 AFM operation modes
The key element of the AFM is a flexible beam. In many designs, presented up to now, the
flexible element is a cantilever beam which is mounted on one side to the body of the mi-
croscope while the other end of the cantilever, at which a probing tip is mounted, can move
freely. The deflection of the cantilever is measured by optical or electrical methods like in-
terferometry, beam deflection, resistivity or capacitance [81].
Today most AFM’s which are commercially available, operate in the so called contact
mode where the tip is in direct contact with the investigated sample. By keeping the
force on the tip, i.e. the deflection of the cantilever, constant, it is possible to obtain
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images of the surface structure. Whereas in STM atomic resolution is easily achievable
and has been presented quickly after its invention [34], the contact AFM is often considered
not to obtain atomic resolution due to the large contact area of the tip [82]. This large
contact area leads to images of periodic structures whereas defects in the structures will
be averaged out.
The area in which the tip interacts with the surface, compared to the contact mode, is
reduced when the tip oscillates in front of the surface while only a comparable slight
contact is established during the oscillation cycle. The intermediate contact - or "tapping
mode"TM increases the resolution of the AFM and even allows the imaging of more fragile
structures like e.g. organic layers. Therefore the tapping mode is often used for roughness
analysis of grown films. On the contrary the achieved resolution is still not high enough
to allow the imaging of defects in atomically flat surfaces.
Like in the case of the STM the best resolution in AFM should be achieved if only a
small part of the tip interacts with the surface. Thus one could imagine a scanning of
the surface without contact like in STM and measuring the deflection of the cantilever.
However, due to the small spring constant, which is in the order of 10− 100 N/m for
typical cantilevers, the tip-sample force often exceeds the restoring force of the spring.
The larger force often causes jumps into contact of the tip towards the surface which
prohibits stable imaging.
A solution to overcome the jump-to-contact problem is the excitation of the cantilever
in front of the surface. The geometry of the cantilever allows an excitation to a stable
oscillation. In this case due to the deflection of the cantilever in the lower turning point
of the oscillation cycle the restoring force can be kept always larger than the tip-sample
force. On the contrary, it is not possible to measure the tip-sample force directly any
more thus another quantity like the amplitude or the frequency of the oscillation has to
be used to measure the tip-sample force indirectly.
2.2.2 FM-AFM
In frequency-modulated AFM (FM-AFM) the tip oscillates with a fixed amplitude above
the surface while the frequency of cantilever oscillation is used to generate an image
of the surface contour [83]. The origin of the frequency change is the tip-sample force
which should by definition be smaller than the restoring force of the cantilever. In the
following we will elucidate the dependence of the oscillation frequency on the tip-sample
force.
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The motion of the cantilever can be described as a weakly perturbed harmonic oscillator
with mass m and spring constant k. The equation of motion for a damped, driven oscillator
is then given by
m
d2q
dt2
− γ dq
dt
− kq = Fts(q) + F0eiφt (2.28)
where q is the deflection of the cantilever out of the equilibrium position, Fts the tip-sample
force and F0 the external driving force. The driving force is chosen such that it excites
the cantilever to compensate the internal damping and a harmonic oscillation takes place.
With this assumption the equation of motion reduces to
m
d2q
dt2
− kq = Fts(q). (2.29)
Solving this equation and assuming that the oscillation frequency of the cantilever in the
force field of the surface is close to the oscillation frequency of the free cantilever, one
obtains
Δf = − f0
kA2
〈Ftsq〉 (2.30)
where Δf = f − f0 is the frequency shift of the oscillation frequency compared to the
resonance frequency f0 = 12π
√
k
m
of the free cantilever, A the oscillation amplitude and 〈〉
denotes a time average over one oscillation cycle [84].
Equation 2.30 allows the calculation of the frequency shift for any given force field. How-
ever, usually the situation is the other way around and one wants to recover the tip-
sample force from the measured Δf signal since the tip-sample force contains physical
information about the sample. Due to the time average, equation 2.30 cannot be in-
verted analytically and a closed solution for Fts(Δf) cannot be derived. This means
that only under certain circumstances and assumptions the tip-sample force can be re-
covered.
One way to recover the tip-sample force is an integration of the Δf along the tip-sample
distance. If the tip-sample force varies slowly on the oscillation path of the tip (−∂Fts
∂z
=
kts = const.) and Δf is small one obtains the trivial relation
Δf
f0
=
kts
2k
. (2.31)
The frequency shift in equation 2.31 is directly proportional to the stiffness of the junction
which represents the changed spring constant of the cantilever due to the presence of the
force field in front of the sample. According to the picture of a spring with changed
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stiffness the tip-sample force becomes
Fts(z) = 2
∞∫
z
dz˜
k
f0
Δf(z˜). (2.32)
The integration from infinity to the tip-sample distance z at which the force should be
recovered in equation 2.32 shows that even in the simplest approximation a determination
of the force from the frequency shift is only possible if the evolution of the frequency shift
is known for a large distance range between tip and sample. For practical cases it is often
enough to measure the frequency shift up to several nanometer away form the surface due
to the limited interaction range of the relevant forces [85].
Although equation 2.32 allows the reconstruction of the tip-sample force from the mea-
sured frequency shift, it only represents a zero amplitude limit for the force reconstruction.
However, the amplitudes used with low stiffness cantilevers are often in the order of sev-
eral nanometer to avoid the jump into contact. During the oscillation cycle the force
substantially changes thus equation 2.32 can only give a rough estimate of the actual
force.
A more accurate formula to recover the force from the measured frequency shift which
takes the finite amplitude into account has been derived in reference [86]. The obtained
equation
Fts(z) = 2k
∞∫
z
dz˜
[(
1 +
A1/2
8
√
π(z˜ − z)
)
Ω(z˜)− A
3/2√
2(z˜ − z)
dΩ(z˜)
dz˜
]
(2.33)
where Ω = Δf
f0
, allows a determination of the force with an accuracy of 5 %.
Regardless of the accuracy with which the force can be determined, the resolution of the
Δf measurement is always limited by the large amplitudes. If the amplitude is large
compared to the interaction range of the relevant forces, the resulting frequency shift
will always be a superposition of the contribution of local forces with non-local forces
like e.g. electrostatic forces. Thus, relevant forces which are e.g. responsible for the
lateral resolution in AFM images are always measured on an unstructured background.
To increase the resolution of the AFM, it is therefore desirable to reduce the oscillation
amplitude. A reduction of the amplitude can be realized for example by the use of stiffer
cantilevers (k  10 nN) to avoid the jump into contact in the lower turning point of the
oscillation cycle.
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2.2.3 qPlus AFM
The qPlus design of an AFM sensor allows oscillation amplitudes in the sub-Ångstrom
regime. This goal is reached by application of commercially available quartz tuning forks
as cantilevers [87, 88]. In swiss watches these tuning forks are used as clock due to their
frequency stability.
To use a tuning fork as a cantilever in AFM a tip is glued to one prong of the tuning fork
while the other one is rigidly fixed to the body of the microscope. The tuning forks have
several advantages compared to conventional cantilevers. The stiffness of the fork is much
higher kquartz ≈ 1.8 kN/m than for silicon cantilevers. The tuning fork is self sensing,
this means that no external application (e.g. a laser beam) is necessary to measure the
deflection of the cantilever. Instead, the deflection of the cantilever is proportional to
the voltage between the prongs which is induced when the free side of the tuning fork
moves. This feature is especially interesting for low temperature application since it allows
a compact design of the AFM. Another advantage of the qPlus design is the possibility
to electrically contact the tip and simultaneously record Δf and the tunnelling current
through the tip. Besides the simultaneous acquisition of STM and AFM images this
allows the determination of the oscillation amplitude by comparing the tunnelling current
at different excitations [89].
The described features of the qPlus design illustrate that it combines all advantages of
STM and AFM in only one microscope. However it still has the limitations of both
techniques concerning the achievable resolution which is in the case of the STM limited
by the sensitivity to electronic states and in the case of the AFM limited due to the
sensitivity to long range forces.
2.3 Advancements based on STM/AFM
STM and AFM are very successful methods for imaging surface structures of conducting
and non-conducting samples with a high lateral resolution. However, the achieved contrast
in STM and AFM images is usually far away from resolving atomic structures of the
sample surface. Thus the limited resolution prohibits a direct identification of atomic and
molecular species from obtained images. Although, atomic resolution in STM and AFM
images has been presented, the examples are limited to rather simple systems, e.g. single
crystal surfaces [34, 35, 37, 38, 40, 41, 67, 78, 88, 90–97].
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The origin of the limited resolution in STM and AFM experiments is the low lateral
variation of the measured signal used to generate the images. These signals are the
tunnelling current for the STM and the total tip-sample force in the case of AFM. In
AFM the total force is a superposition of short range (e.g. chemical forces) and long
range (e.g. electrostatic, van der Waals) forces [80, 82, 84, 86, 88, 93, 96, 98–100]. In
AFM images, the short range contributions determine the lateral resolution while the
long range forces show little variation at different positions above the sample, thus lead to
an unstructured background on-top of which the contrast appears. In contrast to AFM,
STM senses the electronic structure of the surface.
The electronic states mapped by STM are energetically located close to the Fermi level (cf.
equation 2.24). These states are often de-localized in atomic compounds, e.g. molecules
[53, 101–108]. The de-localization leads to smearing out of the states across the whole
compound, thus complicates the determination of the compound structure and compo-
sition from obtained STM images. Up to now, identification is only possible in rather
simple systems, e.g for weakly interacting molecular layers adsorbed on a flat single crys-
tal surface [44, 60, 79, 101, 104, 106, 109–129].
Above analysis shows that from a principle point of view the contrast in neither AFM nor
STM images allows a doubtless determination of the atomic composition of the surface.
To overcome this problem and try to increase the sensitivity of the methods, one can
follow two strategies. The imaginable strategies are: increasing of the image contrast to
allow a direct determination of atomic species from obtained images and expanding the
sensitivity to one or more of the measurement parameters to allow the determination from
a spectroscopic characterisation.
2.3.1 Improving the image contrast
The contrast in AFM and STM images depends on the structure and the shape of the
tip as well as on the atomic structure of the investigated surface. Due to the correlation
between the contrast and the structure of the electrodes, one may try to either change the
tip structure in a controlled way or manipulate the structure of the sample to enhance the
resolution in obtained images. Up to now it has been shown that both approaches can
be realized and lead to promising results. However, the presented realizations also have
limitations. In the following we discuss the realizations and their limitations on a few
examples. Hereby, we start with the modification of the tip.
The tip is a promising candidate for the contrast enhancement by the choice of an ap-
propriate orbital [36, 92, 95, 104, 121, 130] at the tip apex. Such functionalization
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of the tip can be realized e.g. by the adsorption of a molecule at the tip apex [52–
54, 56, 104, 111, 131]. In the presented cases, a submolecular contrast of molecular films
is achieved by scanning the molecular layer with the frontier orbitals of the molecule at the
tip apex. The submolecular resolution allows the determination of molecular species in
the film. Nevertheless, the image contrast depends on the electronic structure of molecule
adsorbed at the tip, its adsorption geometry and the tip-sample distance. Thus, even in a
simple system of molecule at the tip and molecular layer, a whole bunch of different pos-
sible contrasts exists which complicates the determination of the surface structure from
the contrast in obtained images.
Besides functionalization of the tip it is possible to manipulate the surface structure to
enhance the contrast in obtained images. The surface structure for example can be ma-
nipulated by decoupling the top most layer from the sample bulk. The decoupling can be
realized e.g. by a thin insulating film between the first and the second atomic layer. The
decoupling reduces the interaction of the separated layers so that the electronic struc-
ture of the first layer is only determined by its atomic configuration. The resulting two
dimensional electronic levels can be mapped with STM and than compared to images gen-
erated with theoretical methods to determine the atomic configuration of the layer. The
working principle of this approach has been demonstrated with large organic molecules
adsorbed on a thin insulating film grown on metal surface [51, 56, 58, 79, 132, 133]. The
contrast of the molecules in STM images closely resembled the electronic levels obtained
from gas phase DFT calculations which left no doubt on the species of the molecule.
Although the approach in principle allows the determination of the atomic structure by
comparing images and calculations, it only works for atomic films which can be grown
subsequent to the insulating film, thus the technique cannot be used in bulk materi-
als.
Another possibility to enhance the contrast in STM images which is not so directly related
to changes of the structure of the electrodes is the pulling or pushing of adsorbates across
the surface [68, 91, 134–140]. This technique uses the attractive or repulsive interaction
between adsorbates and the tip. The adsorbates hereby hops from one adsorption site
to the next if the tip-adsorbate distance reaches a certain value during scanning. If the
tunnelling current flows through the adsorbate, the hopping actions appear as jumps in
an STM image. At the position of the jumps, the current changes from high to low value
in the case of pushing or from low to high current if the tip pulls the adsorbate across
the surface. Thus, the structure in the image reveals the positions of favoured adsorption
sides of the adsorbate in question. If now the moving adsorbate on the surface is as small
as a single atom, the image contrast can resemble the atomic structure of the underlying
surface [91, 138]. This technique clearly increases the image resolution and even allows
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a chemical identification by comparing the binding to different adsorption sites which
result in different jumping positions [140]. On the contrary, the moving of adsorbates
across the surface can only be realized on rather rigid samples to prevent incorporation
of the adsorbate in the investigated sample which occurs e.g. for adatoms in molecular
films [101, 141].
2.3.2 Spectroscopy and secondary signals
After presentation of several approaches towards increasing of the image resolution, we
now focus on a spectroscopic characterization and contrast enhancements which are not
directly accessible, thus require additional technical effort. STM and AFM images repre-
sent lateral maps of the tunnelling current I, the frequency shift df at fixed tip-sample
distance z0 or maps of the tip-sample z distance at constant feedback setpoint I0 and df0
while in all cases the bias V0 between the tip and the sample is kept constant. In contrast,
in a spectroscopic analysis one varies either the bias V or the tip sample distance z and
investigates the effect of the variation on I and df at fixed lateral tip position. The varia-
tion of both values lead to important insights in the sample properties and have been used
for the further development of the AFM and STM technique. We start the presentation
of several spectroscopy related techniques with methods in which the tip-sample distance
z is varied.
In STM, the tunnelling current depends on the tip-sample distance. According to the
Tersoff-Hamann formalism, the exponential decay in the distance dependence is propor-
tional to the square root of the work function of the surface (cf. equation 2.18). Although,
in local molecular orbitals a distance dependence in the obtained contrast in STM images
[53, 78, 142] is observed, a systematic investigation of the apparent barrier height, which
is associated with the local work function, did not lead to standard procedure in surface
characterization yet. However, few promising approaches have been presented [143, 144].
The situation is very different in the case of AFM.
In AFM, the interaction of the tip with the underlying surface is probed. The interaction
between the two strongly depends on the species of the interacting atoms [80, 88, 145].
This dependence can be used for a spectroscopic analysis [56, 96, 99, 146]. The results
of such analysis allows the direct identification of atomic and molecular species from ob-
tained spectra [56, 79, 96, 146–150]. However, to be sensitive to atomic structures of the
sample, one has to get rid of long range contributions to the measured force signal which
requires a lot of technical effort. In addition, the best resolution is usually achieved with
a rather small tip-sample separation at which chemical reactions may occur between the
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tip and the sample, so that the analysis can only be performed if both are chemically
inert [56]. In contrast to variations of the tip-sample distance, the variation of the ap-
plied bias is much more versatile and has led to developments of various experimental
techniques.
The versatility of the bias variation may be explained by the fact that in STM as well as in
AFM the bias dependence can by directly interpreted and assigned to a physical property
of the sample. The dependence of the bias variation on the measured signal in non-
contact AFM is used to extract the so called contact potential difference in Kelvin-Probe
experiments [93, 151, 152] while the bias dependence of the tunnelling current or more
specific the differential conductance dI/dV is directly proportional to the local density of
states of the sample (LDOS) (cf. equation 2.27). The LDOS depends on the local structure
of the surface thus allows the determination of the surface structure from obtained spectra
[38, 49, 78, 113, 118, 120, 125, 127, 132, 153–155]. However, the identification only works
if the sample has discrete states close to the Fermi level in the range accessible with STM.
Besides the direct interpretation of the measured signals it is also possible to investigate
quantities which are related to the signal.
The structure of the sample can be characterised by the spectrum of its vibrational de-
grees of freedom. Vibrational states of the sample can be probed by inelastic tunnelling
electrons spectroscopy (IETS) [42, 45, 46]. In the obtained d2I/dV 2 spectra the vibra-
tional states show up as spikes or dips. Although a submolecular lateral resolution in
the obtained vibrational spectra is achievable [45], the excited states can in general be
active in all three dimensions. Therefore, reconstruction of the surface structure only
from IETS results can be quite demanding since in the excited vibrational modes sev-
eral atoms may be involved while in addition the vibrational mode may depend on the
orientation of the excited compound within the surface. Another possibility to directly
investigate vibrational modes in surface structure is the excitation with the tip of an
AFM.
In frequency modulated AFM (FM-AFM) the frequency shift df of the cantilever is used
as measurement signal for a feedback loop. Therefore the cantilever with the AFM tip
oscillates in front of the surface while the amplitude of the oscillation is kept constant.
The energy conserved in the oscillation is given by
E =
1
2
ktsA
2, (2.34)
where kts is the stiffness of the cantilever and A the oscillation amplitude. During the
oscillation the amplitude of the oscillation reduces due to an internal damping of the can-
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tilever, thus the cantilever oscillation needs to be constantly excited to keep the amplitude
constant [82, 83, 88, 156, 157]. If now the motion of the cantilever couples to vibrational
or electronic degrees of freedom of the surface, this would lead to an additional damping of
the cantilever [158–161] and therefore to an increase of the excitation Eex. This technique
can be used to map the damping of the cantilever above different positions of the sample,
thus producing a contrast related to the vibrational spectrum and non-conservative ad-
hesion forces [162] above the sample. The measured damping signal would depend on the
structure of the investigated surface, the applied bias and the tip-sample distance. Up to
now, it has been demonstrated that the damping signal allows the identification of large
organic molecules [163, 164]. However, the resolution in the images strongly depends on
the shape of the tip and on the internal damping of the cantilever which results in a large
background on top of which the damping signal from the tip-sample interaction has to be
measured.
Finally, we note a family of approaches which may indirectly lead to a chemical sensitivity
in AFM and STM experiments. These approaches address lower lying or electrolumines-
cent active electronic states in the sample surface but require additional technical effort.
On the one hand, it is possible to excite lower lying electronic states with laser light from
an external source and probe the excited states with STM [43, 47, 48]. On the other
hand, it is possible to excite states in the sample which emit light during relaxation. The
emitted light can then be detected by e.g. an external photomultiplier tube [44, 49, 50].
Both techniques can be used for the chemical identification of molecules at the surface,
however, they both require discrete electronic states in the sample which limits their
applicability.
Although all presented approaches in principle equip STM and AFM with chemical sensi-
tivity down to the atomic scale, they all have their special limitations. In many cases, the
limitations originate from the probed surface property directly, thus the techniques can-
not be improved by further technical development. Therefore we look for a new method
which differs from the ones presented before. A promising candidate is scanning tun-
nelling hydrogen microscopy (STHM) [55]. The contrast of organic molecule imaged
in STHM is close to their chemical structure, thus it allows a chemical identification,
whereas the STHM approach systematically differs from all other methods, since here a
gas atmosphere is created which leads to an increased resolution in obtained images. A
comparable resolution is only achieved in the combined AFM-tip functionalization ap-
proach presented in reference [56–58, 148]. Although the resolutions in both cases are
comparable, the technical effort to drive the AFM approach to its limits is much larger
compared to STHM. The less effort to achieve a similar resolution and the systematic
difference of the STHM approach with respect to all other techniques presented in this
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section suggest that it is worth to further investigate STHM, as we demonstrate in the
following.
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In order to get further insight into the properties of the STHM imaging mode we need
a test system for our investigations. This test system has to fulfil several prerequisites
which will be discussed in the following.
The STHM method was discovered by imaging of organic molecules on various metallic
substrates (cf. fig. 1.1). Therefore it seems to be natural to choose one of these systems,
since this allows the direct characterisation of the contrast by comparing the resolution of
the molecule in STHM images with its chemical structure. The molecule which is chosen
has to fulfil several additional requirements which originate from the scanning process in
STHM mode.
The best resolution in STHM images is obtained when scanning in constant height mode,
with a small tip-sample separation (z < 1 nm) and at low bias (|V | < 10 mV). This
means that the molecule should be rather flat, adsorb planar on the metal substrate to
avoid a large surface corrugation, be stably bound so that it cannot be moved by the tip,
and in the best case it should have a flat DOS at the Fermi level to avoid an influence
of the electronic characteristics of the particular molecule on the STHM contrast. All
these conditions can be fulfilled, for example, by large aromatic molecules which in many
cases adsorb flat on metals [102, 110, 112, 119, 124, 125, 128, 129, 165], self organize
into long range ordered films [102, 110, 112, 119, 165] and physisorb on noble metal
substrates [18, 46, 102, 128]. Many of these molecules in addition tend to form islands
when deposited in the submonolayer regime, whereas large areas of the surface remain
uncovered. For our test system this is a desired behaviour, since the bare substrate can
be used to reproducibly prepare clean metallic tips.
A combination of aromatic molecule and metal surface which fulfils all of the above re-
quirements is 3,4,9,10 perylene-tetracarboxylic-dianhydride (PTCDA) on Au (111), since
PTCDA physisorbs in a planar geometry on Au(111) [114, 166] and forms large ordered
islands at submonolayer coverage [114, 154].
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3.1 Preparation of organic layers
The Au(111) single crystal surface is cleaned by repeated sputtering and annealing cycles.
First adsorbates are removed by sputtering the surface with 0.8 kV Ar+ ions. Then the
sample is annealed to ≈ 420 ◦C for 15 min in order to cure defects from ion bombardment.
This procedure results in adsorbate free large terraces (width > 100 nm) separated by
monoatomic steps. Subsequent to the annealing step, the crystal is kept at ≈ 180 ◦C
for 1 h. The subsequent heating of the crystal supports the relaxation of the sample
surface, thus results in the well known 22 × √3 herringbone reconstruction of Au(111)
[167]. Usually after two or three preparation cycles PTCDA is deposited on the Au
substrate.
PTCDA is deposited on the cleaned surface from a homebuilt Knudsen cell. The ma-
terial is kept close to the evaporation temperature of Tdep = 300 ◦C for 12 h to remove
possible contaminants, before deposition. After the cleaning procedure PTCDA is evapo-
rated with a flux of ≈ 0.1 ML/min for 30 s while the sample is kept at room temperature
during deposition. Subsequently, the organic layer is heated to 100 ◦C for 2 min before
putting the sample into the cold STM (T < 10 K). The heating increases the mobility
of PTCDA on the surface, thus supports the formation of large islands. In the literature
different phases of PTCDA/Au(111) are reported [168]. The most prominent one, re-
sulting from the preparation method described above, is the so called herringbone phase
[168, 169].
3.2 Preparation of the tip
The PTCDA islands in the herringbone phase are used to control the tip quality by look-
ing at the resolution of the molecular layer in conventional STM images. The quality
of the tip is important since, according to our experience, only a tip which shows good
resolution in STM mode is capable to show good resolution in STHM mode. In this
context, "good" resolution in STM mode means resolving single, featureless molecules
in the layer while no additional features like asymmetry, doubling of the contrast or
abrupt jumps in the tunnelling current appear in the images. An example for "good"
resolution in conventional constant current STM images is shown in figure 3.1 (a). The
PTCDA molecules appear as oval homogeneously bright protrusions on a dark back-
ground.
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To reproducibly achieve this kind of resolution we prepare the tip by controlled indentation
into the clean, i.e. uncovered, metal substrate. To this purpose the tip is approached to
the Au surface by 8− 15 Å from its stabilization point above the surface. This distance is
only slightly larger than the expected tip-sample separation under tunnelling conditions
(e.g. I = 0.1 nA, V = −340 mV), ensuring that only the very apex contacts the substrate
during the preparation cycle. After the contact has been established, a cluster of Au atoms
can remain at the tip apex when it is retracted [137]. In the best case, a single atom sticks
out of the attached cluster after retraction. The major part of the tunnelling current will
go through the outermost atom of the tip, resulting in a sharp contrast of the organic
layer in STM images.
Figure 3.1: Tip preparation above a clean Au(111) surface to adsorb substrate
material at the tip apex. Therefore direct contact between tip and sample surface is
established. After each preparation the quality of the tip is checked by scanning a PTCDA
island. a) Molecular resolution of PTCDA/Au(111) with a clean metal tip after successful
tip preparation. b) Evolution of the junctions conductance during the preparation proce-
dure. The tip approaches the surface until contact is established at z = 4.3 Å. During
retraction the contact is broken at z = 1.6 Å. The later breaking of the contact indicates
an elongation of the tip most properly due to adsorbed substrate material. The tip move-
ment direction in the four parts of the preparation cycle are indicated with arrows and
numbers. G0 = 2e
2
h is the quantum of conductance. Image parameters: 50× 40 Å
2, const.
height, V = −5 mV
During the preparation procedure the conductance of the junction is monitored, which
gives first hints about the quality of the prepared tip. The establishment and the breaking
of the contact appear as sudden jumps in the conductance at a specific tip-sample sepa-
ration. The distances at which the jumps occur mark the transitions between tunnelling
and direct current regime.
An example of the conductance evolution during the preparation procedure is shown in
figure 3.1 (b). The conductance evolution shows an approach and retraction cycle where
the tip approaches by 8 Å from the stabilization point above the surface (zero on the
z-axis). The tip-sample contact is established at z = 4.3 Å while it breaks at z = 1.6 Å.
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The elongation of the tip by ≈ 2.7 Å indicates that a cluster of atoms has been picked up
from the substrate.
Although the length of the tip is increased after the indentation into the metal, the size
and shape of the cluster cannot be deduced from the conductance evolution. Controlling
the shape of the cluster would help to reproducibly establish experimental conditions.
But when the tip is brought into close vicinity of the surface one can expect defor-
mations of the junction [170]. The deformations will influence the tip-sample distance
and therefore the conductance of the junction. The origin of the deformations are tip-
sample interactions whose strength drastically increases with decreasing separation. In
addition the strength of the interaction depends on the shape of the tip apex which is
unknown.
The conductance trace in figure 3.1 (b) can be divided into four parts [69]. In the first
part, the conductance of the junction exponentially increases with decreasing tip-sample
separation as expected in the tunnelling regime. At the position of the jump the con-
ductance suddenly increases, indicating the establishment of the contact. In part two,
the conductance of the junction is close to or larger than the quantum of conductance
while the tip still approaches the surface. In this regime, the conductance of the junction
further increases with decreasing tip-sample separation while additional steps in the con-
ductance trace indicate the establishment of additional conductance channels between tip
and sample. In the third part of the preparation cycle, the tip retracts from the surface
while the tip-sample contact first remains unbroken. During the retraction again several
steps in the conductance may occur before the contact finally breaks. At the final jump,
the conductance value drops into the tunnelling regime (G 
 G0) in part four of the
preparation cycle.
The breaking and the further retraction of the tip in part four is often accomplished by the
appearance of additional jumps or steps in the conductance trace. The non-exponential
conductance behaviour after re-entry in the tunnelling regime indicates structural re-
laxation of the junction. According to our experience, tips which are not stable after
braking of the contact are usually not good for imaging in STHM mode. Such tips often
break or show instabilities under STHM imaging conditions. Thus, the relaxations in
the junction conductance during tip preparation indicates an undesired tip shape. But
disregarding the origin of the behaviour, in most cases after 5 to 10 additional prepa-
ration cycles a tip can be prepared which reveals a stable and continuous conductance
behaviour.
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3.3 Adsorption of hydrogen
Once a tip is prepared which shows "good" resolution of PTCDA molecules in STM mode,
we can continue the preparation for STHM imaging. The STHM imaging contrast is only
observed after condensation of H2 or D2 on the sample surface. This indicates that H2
(D2) is necessary for operation in STHM mode. However, according to our experience the
situation seems to be more complicated, because the achieved resolution in STHM images
depends on the coverage of H2 (D2) on the substrate. If the coverage is to small, stable
imaging in STHM mode is not possible, while at too large coverages the contrast changes,
i.e. a resolution comparable to the one presented in figure 1.1 is not achievable. The best
resolution of organic layers in STHM images is achieved at an intermediate coverage after
stable imaging became possible but before the contrast changes. Therefore, we have to
control the coverage of H2 (D2) on the substrate to prepare reproducible experimental
conditions.
In conventional STM images H2 (D2) is usually invisible, therefore the coverage cannot
be directly deduced from obtained images. But, as discussed in the previous paragraph it
is possible to characterize the coverage from the imaging conditions in the STHM mode
itself. In the following we will elucidate the preparation procedure by discussing the
example of D2/PTCDA/Au(111).
Figure 3.2: Constant height STM image recorded during the deposition of D2
on PTCDA/Au(111). At the upper and lower part conventional STM contrast is visible
while a small stripe in the center of the image reveals STHM contrast. Image parameters:
50× 35 Å2, const. height, V = −5 mV
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To monitor the coverage during D2 exposure, we image a PTCDA island under STHM
conditions, i.e. in constant height mode at low bias (V < 10 mV). Before D2 exposure,
PTCDA molecules are imaged as featureless protrusions as in conventional constant cur-
rent STM images [169] (cf. upper and lower part of fig. 3.2). A dosing valve directly
attached to the STM chamber is used to increase the pressure of D2 inside the cryostat
to pD2 ≈ 2 · 10−8 mbar, while the tip constantly scans the surface. During deposition the
temperature inside the STM is kept at a temperature of ≈ 5 K to allow condensation
of D2 in the STM junction [171]. After a certain exposure time which varies between
τ = 15 min and several hours, first signs of the presence of D2 in the junction appear by
spontaneous switching between STM and STHM imaging contrast (cf. fig. 3.2). With
increasing coverage the number of switching events increases until no restoring of the STM
imaging contrast is observed any more. At this coverage stable operation in STHM mode
becomes possible even after rough tip preparations and the deposition of D2 is stopped
by closing the valve. Rough tip preparations means indenting the tip by more than 1 nm
into the substrate or applying high bias voltage (V > 5 V) to cause changes of the tip
shape. The now established experimental conditions, i.e. the produced D2 coverage, can
persist on a time scale of weeks without changing.
Figure 3.3: STHM imaging contrast of PTCDA/Ag(111) recorded with H2
after too long exposure. In the center of each molecule a dark spot appears (red
arrow), surrounded by other dark spots. The blue rings indicate the positions of H2 in a
possible overlayer. Image parameters: 45× 45 Å2, const. height, V = −154 mV.
If D2 exposure continues after stable imaging became possible, the coverage exceeds the
window in which the STHM resolution is achieved and the contrast changes. An example
of a typical changed imaging contrast at a too large coverage for H2/PTCDA/Ag(111) is
shown in figure 3.3. However, we observe a similar contrast also on D2/PTCDA/Au(111).
The similar contrast suggests that the resolution in figure 3.3 is a property of the H2 (D2)
coverage, while the influence of the substrate or the used gas is small.
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Although the contrast in figure 3.3 differs from the one in conventional STM or STHM
images of PTCDA, the single PTCDA molecules are clearly distinguishable. Additionally,
figure 3.3 reveals a submolecular resolution: in the center of each molecule a dark spot is
visible. The spot is surrounded by a bright ring; from the ring six lines pointing radially
outwards. The now resembled submolecular resolution is not related to the structure of
the underlying PTCDA molecule.
So far we can conclude that the contrast in figure 3.3 is not related to the substrate
nor directly related to the structure of PTCDA. Together with the fact that we observe
this contrast only at elevated H2 (D2) coverage, beyond the one which is necessary to
allow stable imaging in STHM mode, may indicate that the contrast originates from a H2
(D2) layer which condenses on top of the PTCDA island. Although in conventional STM
images H2(D2) is usually invisible, in reference [172] it has been shown, that it is possible
to image a condensed monolayer of H2 on Cu surface.
According to the picture of condensed H2 one could explain the contrast in figure 3.3
by one H2 molecule in the center of each PTCDA molecule surround by six H2 form-
ing a hexagonal structure (blue circles in figure 3.3). The distance between adjacent H2
molecules in the hexagonal structure is ≈ 4.1 Å which is close to the value given in ref-
erence [172] (3.8 Å) where the molecules are condensed in a hexagonal arrangement. A
similar intermolecular distance has been also found for solid H2 and D2 [173–175] which
supports the picture of the condensed layer. On the contrary, expanding the hexagonal
structure drawn above one molecule across the whole image is impossible. This means that
although the supposed H2 molecules form a short range hexagonal order above each single
PTCDA molecule, the H2 layer is not long range ordered as observed for the monolayer
on top of a clean metal surface [172].
At coverages where the changed contrast appears, we never observed condensation of H2
(D2) on the bare metal substrate like in reference [172]. Thus, to favour the clustering
of H2 on top of PTCDA the H2-PTCDA interaction needs to be stronger than the inter-
action between H2 and the Au substrate. In addition, the molecule-molecule interaction
between different H2 molecules on top of PTCDA should result in a relaxed layer, thus
to force H2 into the observed short range order, the H2-PTCDA interaction needs to be
stronger than the H2-H2 interaction. Although, the appearance of the contrast at higher
H2 coverage strongly indicates a correspondence of the contrast in figure 3.3 to a layer of
condensed H2, one would need to further investigate the interactions between the differ-
ent adsorbates and the substrate to determine this correspondence. However, the image
contrast has another interesting property, namely its resistance against the application of
high bias.
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The STHM contrast usually appears close to zero bias (|V | < 10 mV), while at elevated
bias the conventional STM contrast restores. Once the coverage has reached a value which
allows the condensation of H2 on top of PTCDA, the changed contrast appears in a wide
range of bias without changing. In the case of figure 3.3 the contrast appears while scan-
ning at V = −154 mV. In some cases we observe a similar contrast while scanning at
V = ±1 V. The voltage at which the contrast still appears varies between different prepa-
rations. The observation of the contrast in different bias windows may indicate a depen-
dence of the stability of the H2 layer on the total coverage.
3.4 Preparation of the STHM tip
Imaging organic layers in STHM mode after preparing the right coverage, one observes
a dependence of the image contrast on the tip state. Although all prepared tips re-
solve single molecules in STM mode and show similar STHM contrast, distortions are
visible in the images. The distortions appear as asymmetries of the molecular resolu-
tion, e.g. in some cases the resolution depends on the orientation of a molecule (cf. fig.
3.4 (a)). But the observed distortions can be removed by additional preparation of the
tip to optimize the STHM contrast, which indicates that they only depend on the tip
shape.
The preparation of the STHM tip is done in a similar manner as for the STM tip (cf.
section 3.2) by careful indentation of the tip into the bare substrate. But in contrast to the
STM tip-preparation procedure, we have to modify the manipulation parameters. While
in the case of the Au-Au junction the contact between tip and sample usually rips off
after retracting the tip by a few Ångstrom (cf. fig. 3.1), the presence of H2 (D2) changes
the properties of the tip-sample contact. The condensed H2 (D2) increases the plasticity
of the junction which leads to the formation of chains, thus the contact rips off at larger
vertical distances of the tip compared to the empty junction [176]. The length of the
pulled chains is of the order of a few nanometres. Clearly, for the STHM tip preparation
it is desirable to retract the tip further, e.g. at least 5− 10 nm, so that the contact breaks
off while the tip moves perpendicular to the surface, to prevent distortions of the tip apex
due to bending of the chain.
As in the case of the STM tip-preparation, the conductance of the junction is monitored
during the preparation process. To ensure that the pulled wire breaks while the tip moves
away from the surface we increased the tip-sample separation by applying an offset voltage
of 30 V to the z-piezo before starting the preparation process. The increasing of the tip-
sample distance is necessary, since due to the experimental setup the tip returns to the
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Figure 3.4: Preparation of the tip after condensation of D2 on the surface. a) Not
optimized resolution of PTCDA/Au(111) in STHM mode. The resolution of two molecules
in the unit cell differ from each other. b) Evolution of the conductance of the junction
during tip preparation after D2 exposure on clean Au(111). Before the tip is brought into
contact with the Au surface it is retracted by 228 Å to monitor the conductance during
retraction. Tip-sample contact is established at z = 257 Å indicated by the increase of
the current through the junction. Then the tip is moved further towards the sample by
13 Å. During retraction the contact brakes at z = 248 Å. The direction of tip movement
is indicated by red arrows. Image parameters: 4.5× 4.5 nm2, const. height, V = −5 mV
stabilization point (z ≈ 1 nm) at the end of the preparation procedure and before the
feedback is switched on again. Applying 30 V to the z-piezo leads to an increase of the
tip-sample distance by ≈ 228 Å, which is much larger than the typical length of the pulled
wires.
An example for the conductance evolution is shown in figure 3.4 (b), where approach and
retraction traces are indicated by red arrows. After the tip approached by z = 257 Å
the contact between tip and sample is established, indicated by a sudden jump of the
conductance. Approaching the tip further, several steps appear in the conductance while
the total value stays below 1 G0 which is expected to be the conductance of a single
Au-Au contact [176]. The remarkably lower conductance in the contact regime may be
explained by the presence of D2 which is incorporated in the junction and thus decreases
the conductance [176]. During retraction the conductance also shows a step like behaviour
while it drops until the contact breaks at z = 246 Å. The difference between the contact
formation and breaking distance is 9 Å, which is about twice larger than in the example
in figure 3.1. The larger distance, together with the low conductance (< 1 G0), indicates
the formation of a chain between tip and sample.
The final assessment of STHM tip quality is only possible by looking at STHM images
themselves. It turns out that the image contrast in STHM mode is much more sensitive
to the shape of the tip as the image contrast in STM mode. In the case of STM almost
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every second tip shows the above discussed desired resolution. The STHM tips prepared
according to the method presented above show more variability in the achieved contrast,
whereas we obtain a success rate of ≈ 10 % to prepare a tip which reveals a symmetric
STHM contrast.
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In the beginning we will start to summarize the main features of the STHM resolution.
This motivates our further analysis of the STHM mode in order to characterize its abilities
and investigate the imaging mechanism.
4.1 Image contrast: organic molecules
The most striking feature of STHM mode is its ability to directly resolve the inner struc-
ture of complex organic molecules. This will be demonstrated in the following by looking
at different examples of STHM images. The palette of imaged molecules, hereby, goes
from one dimensional aromatic hydrocarbons like tetracene and pentacene over small
graphene fragments with functional groups like PTCDA to two dimensional molecules
like tin-II-phthalocyanine (SnPc).
4.1.1 PTCDA/Au(111)
In the case of PTCDA/Au(111) the resolution in STHM images reaches an unprecedented
level getting very close to the chemical structure formula of PTCDA. However, the corre-
spondence between the chemical structure and the contrast in STHM images is not clear
from the beginning. In fact, the images show some variability of the contrast between
different tips, but also between different sets of imaging parameters. But before we have
a closer look at the variability of the contrast, we directly compare the STHM resolution
with the chemical structure to elucidate their close relation.
Typical images acquired in STM and STHM mode of a single PTCDA/Au(111) are shown
in figure 4.1 together with the chemical structure formula of PTCDA. In STM the molecule
appears as a bright featureless protrusion while the STHM image contains much more
information.
In STHM mode (fig. 4.1 middle panel) the molecule appears bright like in the case of STM.
But in contrast to the former case a sharp submolecular contrast is visible. The image of
the molecule consists of seven well separated rings. The order of the rings is symmetric
along the long axis of the molecule. Although the borders between the rings appear sharp
and edged, the shape of the rings shows differences depending on their position above the
molecule. The central ring has a hexagonal shape, the four rings attached to it appear
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Figure 4.1: Chemical structure of 3,4,9,10 perylenetetracarboxylic-acid-
dianhydride (PTCDA) adsorbed on a Au(111) surface imaged with D2 (mid-
dle panel). For a direct comparison the conventional LDOS contrast of the STM (left
panel) and the chemical structure formula (right panel) is shown. Image parameters:
1.3× 0.7 nm2, left panel: const. height, I = 0.1 nA, V = 316 mV, center: const. height,
V = −5 mV.
rounded at the outer part of the molecule and the rings at the ends of the long axis show
three extensions pointing away from the molecule. If we now compare the contrast in
the image with the chemical structure of the molecule, the close relation between the two
becomes clear.
All rings in the STHM image can be identified in the chemical structure formula of
PTCDA (cf. fig. 4.1 right panel). The central and the four adjacent rings correspond to
the perylene backbone, consisting of five connected C6 rings. The outer rings, at the top
and the bottom of the molecule in figure 4.1 correspond to the oxygen terminated C5O
heterorings at the ends of the molecule. The extensions at the heterorings which point
away from the molecule may indicate the positions of the oxygen atoms, which are not
directly imaged. In contrast to the C5O rings, the rings at the hydrogen terminated sides
of the molecule appear rounded.
The STHM contrast in figure 4.1 is very close to the chemical structure formula, however,
the correspondence is not perfect. The ring like structure of the molecular backbone
is reproduced in the STHM image, while the shape of the rings is not. The hydrogen
terminated sides of the molecule are imaged rounded, whereas the C6 rings in the chemical
structure have hexagonal shape. The molecule is expected to be symmetric with respect
to the short axis of the molecule, but the upper C5O ring appears darker than the rest of
the molecule. Finally, in the STHM image a complex internal structure appears inside the
rings, giving rise to a three dimensional impression, where one side of each ring appears
42
4.1 Image contrast: organic molecules
higher than the other. The internal structure does not correspond to the molecular
structure which is expected to be flat while it also varies between images recorded with
different tips.
The observed differences between the contrast in STHM images and the structure formula
indicates a complex mechanism which lies behind the contrast formation. However, the
direct connection between the two becomes clear when considering other examples of
STHM images.
4.1.2 Pentacene/Ag(111)
The relation between the STHM contrast and the chemical structure in the case of PTCDA
is only one example. The STHM mode has been successfully applied to other organic
molecules adsorbed on metal surface with comparable high resolution. A second example
where the STHM contrast closely resembles the chemical structure of the imaged molecule
is pentacene adsorbed on a Ag(111) surface.
Pentacene is an aromatic hydrocarbon consisting of five connected C6 rings. So far, the
structure is similar to PTCDA, but in contrast to the perylene backbone of PTCDA, the
aromatic rings of the pentacene molecule form a straight line. Although the conformation
of the carbon atoms is different compared to PTCDA, both molecules appear very similar
in conventional STM images (cf. 4.2 (a)). The contrast of pentacene in conventional STM
images is blurred and shows no submolecular features like the STM contrast of PTCDA
on Au(111) (cf. fig 4.1). This is different in STHM images.
An image of pentacene/Ag(111) recorded in STHM mode is shown in figure 4.2 (b). Like
for PTCDA, the contrast in STHM mode is much sharper compared to the STM contrast.
Although the length of the molecule in both imaging modes is comparable, the width of
the molecule in STHM mode (≈ 3 Å) is 2.5 times smaller than in the STM image (7.5 Å).
In addition to the thinner appearance of the molecule a submolecular contrast appears in
the image.
The submolecular resolution in the STHM image consists of five separated rings. The
rings are separated by lines where the conductance is lower than inside the rings. The
center of the rings form a line along the long axis of the molecule. The rings at the
ends of the molecule and the central ring appear slightly larger than the ones in between.
Numbering the rings from top to bottom, the first and third ring have a diameter of 3 Å,
ring number two has a diameter of 2.1 Å, the forth ring has a diameter of 2.3 Å and ring
five a diameter of 2.7 Å.
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Figure 4.2: STHM contrast of a one dimensional aromatic hydrocarbon ad-
sorbed on a silver surface. a) STM contrast of a single pentacene. b) Cor-
responding STHM image. c) Chemical structure of pentacene. Image parameters:
D2/pentacene/Ag(111), a) 1.9× 0.9 nm2, V = −340 mV, I = 1.2 nA, b) 1.9× 0.9 nm2,
V = −2 mV, const. height dI/dV.
Comparing the STHM image with the structure formula of pentacene (fig. 4.2 (c)) reveals
the connection between the two. Each of the rings in the image corresponds to one of
the C6 rings of the structure. But whereas the rings in the image have various diameters
the C6 rings in the structure formula are all the same. The diameter of a benzene ring
is 2.54 Å [177]. This means that the larger rings in the image are larger than a single
C6 ring, whereas the rings with smaller diameter have a smaller diameter. In addition,
neither the carbon atoms nor the hydrogen atoms, which terminate the bonds of the
aromatic rings are directly visible. The absence of the atoms is the same as in the
previous example of PTCDA, where none of the atoms directly appears in the STHM
image. Although the contrast in the STHM image is again similar to structure formula
additional features appear in the image which cannot be understood from the chemical
structure.
The appearance of rings with alternating diameter is not directly related to the struc-
ture formula of pentacene. In accordance to the STHM image of PTCDA the hydrogen
terminated sides of the molecule appear rounded. The direct connection of the rounded
sides by the dark lines may hereby lead to the circular appearance of the C6 rings in the
STHM image. In contrast to the image of PTCDA, an internal structure inside the rings,
which leads to a three dimensional impression like in the STHM image of PTCDA does
not appear in the STHM image of pentacene.
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4.1.3 Tetracene/Ag(110)
As a third example for the STHM contrast, we discuss another aromatic hydrocarbon
adsorbed on metal surface, i.e. tetracene on Ag(111). The structure of tetracene is very
similar to the structure pentacene, except tetracene consist out of four aromatic C6 rings
instead of five. Due to the similar structure of both molecules one may expect that they
also appear similar when imaged in STM and STHM mode.
The electronic structure represented by the STM image is indeed close to the contrast
of pentacene and PTCDA. Tetracene appears as a featureless elongated protrusion (cf.
fig. 4.3 (a)). The molecule is elongated along the long axis of the molecule while no
submolecular resolution is visible.
Figure 4.3: Comparison between STM and STHM contrast for
tetracene/Ag(111). a) Typical STM contrast shows now submolecular resolu-
tion. b) In STHM mode the structure of the molecule is reproduced by the contrast. The
image of the molecule contains four rings. The rings differ from one another in shape
and brightness. c) Chemical structure of tetracene. Image parameters: a) 1.5× 0.9 nm2,
const. height, V = −340 mV. b) 1.5× 0.9 nm2, const. height, V = −10 mV. Images of
the STM and STHM contrast reproduced from reference [55]
Imaging tetracene in STHM mode a submolecular structure appears. The submolecular
structure in the STHM contrast consists of four rings along the long axis of the molecule.
The outer rings are well separated while between the inner two rings only a faint line is
visible separating both rings from each other. In addition the central two of these rings
appear brighter than the outer ones.
The contrast in the STHM image reproduces the structure formula of tetracene (cf. fig
4.3 (c)). Both, the structure formula and the contrast in the STHM image, consists of
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four rings. So far typical for the STHM contrast, the atoms are not directly visible in the
image. However, the situation in figure 4.3 (b) is more complicated than in the examples
in the previous sections.
In the previous examples of STHM images the conductance above the molecules has
been almost homogeneous while in figure 4.3 (b) it is not. At both ends of the molecule
the conductance drops. The drop of the conductance leads to the impression that the
molecule is bend down towards the surface, while it is expected to be flat lying [125, 165].
In addition to the different brightness of the rings, their shape is distorted. The rings
neither appear rounded like in the pentacene image nor hexagonal like in the structure
formula.
Although the chemical structure of pentacene is very similar to the structure of tetracene,
both molecules appear different in STHM images. In both cases the STHM contrast
reproduces the basic characteristics, i.e. shape of the structure and number of rings,
however, the image contains more information. This information is encoded in the shape
and brightness of the rings. The origin of the contrast variation may be related to the
shape of the tip and the used substrate which is not the same in both cases. Before we
turn to a discussion about the variability of the STHM contrast we will present one last
example of the STHM contrast.
4.1.4 SnPc/Ag(111)
The final example of STHM images of organic molecules is tin-II-phthalocyanine (SnPc)
on Ag(111). SnPc stands for a new class of molecules to which the STHM mode is
applied. On the one hand, SnPc is a two dimensional molecule the length and width
of which are equal. On the other hand, the chemical structure of SnPc is more com-
plex compared to the formerly imaged molecules. Besides aromatic C6 rings, SnPc
contains C4N rings and a complex structure of C,N and Sn atoms in the center of the
molecule.
In addition, SnPc is a non-planar molecule. The Sn atom in the center of the molecule
sticks out of the molecular plane formed by the other atoms. SnPc adsorbs in two
different configurations on Ag(111): with the tin atom pointing towards the vacuum
(tin up) and with the tin atom pointing towards the silver surface (tin down) [127,
178].
A conventional STM image of SnPc/Ag(111) in tin down configuration is shown in figure
4.4 (a). The image shows the LUMO of the molecule which has a two fold symmetry
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Figure 4.4: Enhanced contrast of tin-II-phtalocyanine (SnPc) adsorbed on a
Ag(111) single crystal surface imaged with H2 (b). For a direct comparison the
conventional LDOS contrast of the STM (a) and the chemical structure formula (c) is
shown. Numbers in the right and middle panel mark corresponding rings. Image param-
eters: a) 2× 2 nm2, const. current, I = 1 nA, V = −190 mV, b) 1.5× 1.5 nm2, const.
height, V = −5 mV.
because of a degeneracy of the molecular orbital arising from the different rotational
symmetries of the molecule and the substrate [178]. Unlike the electronic molecular states,
the STHM contrast of the molecule is not degenerated.
In contrast to the STM contrast, the STHM contrast of SnPc/Ag(111) reproduces the four
fold symmetry of the molecular structure (cf. fig. 4.4 (b)). The image contrast consists of
sharp tiles of different brightness arranged in a clover-leaf structure. In the center of the
molecule a dark square is visible which is surrounded by the brighter wings of the molecule.
The wings of the molecule consists of two parts a bright one close to the center of the
molecule and one with lower brightness on the outer part.
The STHM contrast reproduces all elements of the molecular structure (cf. fig 4.4 (c)),
but the shape of the elements is distorted and the Sn atom in the center of the molecule
is not visible. The C6 rings at the ends of the wings (1 in figure 4.4 (b,c)) are imaged
rounded while the adjacent C4N rings (2) are imaged with the same diameter but edged
towards the center of the molecule. Up to this point, the imaged structures are similar to
the C6, C5O rings in the PTCDA image, this is different for the remaining structure in
the center of the molecule.
In the center of the molecule additional rings are formed by the atoms, which appear
as tiles in the STHM image. First there is a ring-like structure formed by two carbon
and three nitrogen atoms between the wings of the molecule (3). This ring appears as a
square in the STHM image. Finally there is a ring formed by the four nitrogen atoms in
the center of the molecule which bind the tin atom. This place, where the tin atom is
expected also appears as a square in the image while the square in the center is darker
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than the rest of the molecule.
The STHM contrast of SnPc/Ag(111) shows some of the characteristics which have been
identified in the previous examples for the STHM contrast. Each ring-like structure of
the molecule appears as a tile in the STHM image. At the positions, where these tiles
meet they are separated from each other by sharp lines. Hydrogen terminated sides
of the molecule like the C6 rings at the end of the wings are imaged rounded. Be-
sides the similarities, the image also reveals features which have not been identified so
far.
In the image the four C4N rings appear brightest. In comparison with the other rings out
of which the molecule consists these rings are the smallest in diameter. This finding may
indicate a dependence of the brightness on the ring diameter. However, the STHM image
of tetracene revealed different brightnesses for rings with equal diameter. Secondly inside
the rings an internal structure is visible. Unlike the STHM image of PTCDA (fig. 4.1),
the internal structure is not the same in all the rings, thus it does not lead to a similar
three dimensional impression of the molecule.
4.2 Contrast variation: PTCDA
Having shown that STHM can resolve the chemical structure of different aromatic organic
molecules, we will turn to a discussion of the variability of the achieved contrast on the
experimental conditions. The dependence of the STHM contrast on the coverage of H2
(D2) on the surface has been discussed already in section 3.3, but besides the coverage
two additional parameters turn out to be important. These parameters are the tip sample
distance at which STHM images are recorded and the state of the used tip. The analysis
of the variability of the image contrast in both, the distance and the tip state, in the
following section is a first step towards the understanding of the mechanism which lies
behind the contrast formation.
4.2.1 Distance dependence
We start the analysis with the dependence of the image contrast on the tip sample dis-
tance. As a reminder: STHM imaging are usually recorded in constant height mode at
low bias (|V | < 10 mV). This means that during scanning the bias and the tip-sample
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distance stay constant, however, the absolute distance at which the tip scans the sur-
face remains as a free parameter. In fact, it is found that the tip-sample distance has
considerable influence on the obtained contrast in the image.
A method to adjust the tip-sample distance for the STHM images is: stabilization
of the tip in the center of PTCDA under tunnelling conditions (It = 0.1 nA, V =
−340 mV) and approach with the tip by ≈ 2− 3 Å towards the surface before starting
scanning. At a tip-sample distance adjusted with this procedure STHM contrast usually
appears, whereas the contrast is different when the chosen distance is significantly larger
or smaller.
Figure 4.5: Differential conductance STHM image contrast at increased tip-
sample separation. In the center of the molecule a dark node appears, but the shape
of the molecule is reproduced in the image. Image parameters: H2/PTCDA/Au(111),
2.5× 2.5 nm2, const. height, V = −1 mV
Scanning a PTCDA island at increased tip-sample distance, compared to the one at which
the STHM contrast appears, the molecular resolution in the image differs from both,
STHM and STM contrast. A typical image recorded at increased tip-sample separation is
shown in figure 4.5. The contrast in figure 4.5 reproduces the outer shape of the molecules
like they appear in STHM images, whereas the submolecular contrast is different from
the one obtained in STHM mode.
The outer shape of the molecule, which is very similar to the image contrast in STHM
images, indicates, that the contrast in figure 4.5 is increased with respect to the conven-
tional STM contrast. But in contrast to the STHM resolution with its ring structure, a
dark node appears along the long axis of the molecule. Such a nodal plane in the center
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of the molecule can be found in some of the gas phase molecular orbitals [53], whereas
the molecular structure does not have a node in the center. Up to now the origin of the
contrast in figure 4.5 has not been understood. Nevertheless, according to our experience,
the observation of a contrast like in figure 4.5 always indicates a too large tip-sample
distance during scanning, so that the resolution can be drastically increased by reducing
the tip height.
Reducing the tip-sample separation during scanning, the image contrast usually converts
into STHM resolution. This finding emphasises that the contrast appearing at imag-
ing conditions like in figure 4.5 is a precursor of the STHM contrast. According to this
picture, at larger tip-sample separation the image contrast is strongly affected by elec-
tronic states close to the Fermi-level, which shows a nodal plane, whereas at smaller tip-
sample distance the contrast becomes affected by energetically lower lying states, which
are drawn in the structure formula. At the same time, the tip height must not be too
small.
Figure 4.6: At to small tip-sample distance the molecular contrast resembles
the shape of the gas phase LUMO. a) Differential conductance image of PTCDA
scanned with small tip-sample separation. The contrast of the molecules looks similar to
the calculated LUMO of gas phase molecules presented in b). The corresponding lobes
are indicated with the green arrow. b) Calculated LUMO of PTCDA in the gas phase
reproduced from reference [169]. Image parameters: H2/PTCDA/Au(111), 2.5× 2.5 nm2,
const. height, V = 5 mV
If the chosen tip-sample distance is too small, the contrast also differs from the one in
STHM mode. An example for the obtained contrast when the tip scans the surface at
distances closer than the one at which the STHM contrast appears is shown in figure
4.6 (a). The molecules in the image appear as oval protrusions with four bright lobes.
Two of the lobes appear on each side of the molecule. The lobes are extended to the
center of the molecule such that a zigzag structure forms along the long axis of the
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molecule.
At the first glance the contrast is reminiscent of the STHM contrast where the four bright
lobes with their center would correspond to the five C6 rings of the perylene backbone and
the darker areas at the end of the molecule correspond the C5O heterorings. However, the
molecule in the image appears broadened compared to the usual appearance in STHM
images. In addition to the increased width, the zigzag structure appears in the center of
the molecule while in STHM images the rings of the molecular structure usually appear
rounded or edged. To determine if the contrast in figure 4.6 is a kind of STHM resolution
we have to look at another example of STM images.
A similar contrast to the one in figure 4.6 (a) has been found for PTCDA/Ag(111).
The contrast of PTCDA in reference [142] also shows four bright lobes and a zigzag
structure in the center of the molecule. The resolution of the molecule is identified with
the LUMO of PTCDA/Ag(111) which is located close to the Fermi level due to the strong
interaction between PTCDA and Ag. A direct comparison between the gas phase LUMO
(4.6 (b)) and the contrast in figure 4.6 (a) suggests a correspondence between the two.
In contrast to PTCDA/Ag(111), the interaction with Au is weaker which does not lead
to a charge transfer upon adsorption. Thus the LUMO of PTCDA is not shifted on
Au.
In fact STM images of the LUMO of PTCDA on Au(111) have been presented in reference
[154]. The LUMO contrast is very similar to the contrast in reference [142], but the images
were recorded at V = +1 V and not at zero bias where STHM images are recorded. The
location of the LUMO 1 V away from the Fermi level means that it should not be possible
to tunnel into this state if no bias is applied to the junction.
It is conceivable, that at close tip-sample distance the electronic states of the tip hybridize
with molecular states, thus lead to a local redistribution of the molecular states and so re-
sult in the observed contrast. Clearly, most favourable states for the hybridisation are the
ones closest to the Fermi level which may explain the observation of a LUMO like contrast.
Such effect has been reported earlier for C60/Cu(111) [179–181]. For C60/Cu(111) the hy-
bridisation is observed at conductance values of > 5× 10−2 G0. In the present case the
conductance reaches a maximum above the lobes of only 2× 10−2 G0. However, the shift
in conductance values may originate from the coupling between molecule and substrate
which can be expected to be weaker for PTCDA/Au(111).
Thus, we conclude that the contrast observed at close tip sample separation represents
the LUMO of PTCDA which becomes accessible due to a hybridisation with states in the
tip.
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4.2.2 Tip dependence
Scanning the surface at a tip-sample distance at which the STHM contrast appears, the
obtained contrast still shows some variability. The origin of this variability is the specific
shape of the tip, since the obtained contrast can be affected by preparation of the tip
(cf. section 3.4). Analysing different frequently observed contrasts gives first impressions
about the properties of the imaging mechanism.
Figure 4.7: Doubling of the STHM contrast. a) STHM image with right edge of
each molecule appearing broadened compared to the left edge. The contrast broadening is
independent of the orientation of the molecule always on the right side. b) Sketch of the
molecular resolution with the doubled contrast on the right part. c) Three dimensional
illustration of the topographic map of a single molecule. The shading of the image is
interpreted as height information to generate a tree dimensional impression. Thus the
brighter part of the molecule appear higher than the darker ones. d) Linescan along the
arrow marked in a). Image parameters: H2/PTCDA/Au(111), a) 2.5× 2.5 nm2, const.
height, V = 10 mV
In the beginning we will start with a closer look at the contrast variations of PTCDA
on Au(111) and the distortions in the molecular contrast. One example of the achieved
contrast is shown in figure 4.7 (a). The resolution in figure 4.7 is comparable to the
previous examples of STHM images of PTCDA. The contrast of a PTCDA molecule in
figure 4.7 consists of seven well separated rings which show an internal shading like in
figure 4.1. As before, the seven rings of the STHM contrast can be identified with the
rings (C6, C5O) in the structure formula, while the lines separating the rings from each
other form angles of 120◦ like expected for the C6 rings. But unlike the contrast of figure
4.1, at the right side of each molecule a bright line is visible. This line follows the shape
of the molecule and leads to the impression of a doubling of the contrast. A sketch to
illustrate the doubling is shown in figure 4.7 (b).
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At this stage we will use the opportunity to analyse the appearance of the shading in-
side the rings. The brightness variation in each ring has the same shape. The left part
of each ring appears brighter than the right part. In the conventional colour code used
to display topographic STM images of surfaces, brighter colours correspond to a smaller
tip-sample separation and therefore to higher features on the sample. This means, that
the left part of each ring appears higher than the right part (cf. fig. 4.7 (c)). While
the molecule is expected to be flat lying, it is conceivable that the effect of the hight
variation originates from the scanning process, such that the conductance is always in-
creased when the tip moves in a certain direction above the surface. Looking at a linescan
across the molecule (fig. 4.7 (d)) we observe that every time the tip scans across the
bond on the left side of the ring structure the conductance suddenly increases while the
conductance constantly drops when the tip moves away from this bond. However, the
shading inside the rings also depends on the shape of the tip since it also changes with
tip preparation.
Figure 4.8: Distorted molecular contrast in STHM mode. Parts of the molecule
appear rotated around the center, therefore the rings are not aligned to the molecular
axis. The rotation is indicated by the green line. The orientation of the molecule, i.e. the
molecular axis (red dashed line) has been extracted form another image. Image parameters:
H2/PTCDA/Au(111), 1.1× 1.1 nm2, const. height, V = −1 mV
Besides the variability of the internal conductance variation, we often observe distortions
of the molecular plane in the STHM contrast. An example for such distortion is shown in
figure 4.8. In the image all rings are visible with an internal shading like in figure 4.7 (a).
But in contrast to the previous examples, the four rings around the central one appear
rotated with respect to the molecular axis. The border between the rings is rotated out of
the molecular axis as indicated by the green line. The rotation leads to a breaking of the
120◦ symmetry at the connections of the rings and gives the contrast a two fold rotational
symmetry with respect to the center of the molecule.
53
4 Examples of STHM images
Figure 4.9: Differential conductance STHM contrast with highlighted perylene
backbone. a) STHM image of PTCDA where the perylene backbone appears brighter
than the rest of the molecule. The backbone is imaged as five equally sized circles. b) Mag-
nification of one molecule from the image in a). The position and size of the circles of the
molecular backbone are indicated by the rings. Image parameters: H2/PTCDA/Au(111),
a) 2.5× 2.5 nm2, const. height, V = −1 mV, b) 1.3× 0.8 nm2, const. height, V = −1 mV
The structure of the molecule in figure 4.8 is still well visible but even this is not always
the case. Sometimes the borders between the rings are not so well resolved and the single
rings appear rounded as in the STHM images of tetracene (fig. 4.3) and pentacene (fig.
4.2).
An example for this kind of resolution is shown in figure 4.9. In the image all the rings
of the structure are again visible. The five rings corresponding to the perylene core are
imaged brighter than the C5O rings at the ends of the molecule. The rings in the image
are separated by dark lines. At the positions where the lines meet each other, the contrast
is blurred and dark spots appear which leads to the rounded impression of the central
ring. Due to the rounded appearance of the rings, the symmetry between the lines (120◦
angle) is not so clear as in figure 4.7 (a).
Another similarity between the contrast in figure 4.9 and the STHM contrasts of tetracene
and pentacene is the absence of an internal conductance variation inside the rings. The
brightness of each of the rings in figure 4.9 is homogeneous across the ring. The absence
of the shading is usually not observed for PTCDA on Au(111) but more often we observe
a contrast comparable to figure 4.9 if we image PTCDA adsorbed on a silver surface, where
also the tetracene and penatacene images have been recorded.
The STHM contrast of PTCDA/Ag(111) is shown in figure 4.10. The contrast in the
image is similar to the one in figure 4.9: The rings appear rounded and no brightness
variation appears inside the rings. But in contrast to the images on Au(111) the space
54
4.2 Contrast variation: PTCDA
Figure 4.10: Typical STHM contrast of PTCDA/Ag(111). The C6 rings of the
perylene core of PTCDA are very pronounced and appear rounded in the image. C5O rings
at the end of the molecule are there but they appear distorted. Besides the molecular
contrast a pattern between the molecules appears which connects the long sides of the
molecule with the short side of the adjacent molecule in the unit cell. The pattern is not
directly related to the underlying molecular structure. The intensity of the pattern at
the long sides of the molecule is even higher than the intensity of the C5O rings. Image
parameter: PTCDA/Ag(111), 50× 50 nm2, const. height dI/dV, V = −1 mV
between the molecules is not empty. Between the molecules, bright areas are visible
which connect the long sides of one molecule with the short side of the adjacent molecule.
Compared to the contrast of the molecules these areas are almost as bright as the C5O
rings of the molecule. In contrast to the contrast above the molecule the bright areas do
not directly correspond to the structure of the molecules.
The features between the molecule frequently appear in STHM images of PTCDA on
Ag(111) and therefore seem to be a generic feature of the contrast. In addition, one
important thing about the contrast between the molecules is: for the first time a fea-
ture in the STHM image cannot be associated with an underlying ring structure. It
may be possible that the contrast between the molecules originates from a doubling of
the contrast but due to the frequent observation of such features this explanation is un-
likely.
The contrast in figure 4.10 is not the only type which we obtain when scanning PTCDA on
Ag(111) in STHM mode. Often the PTCDA layer is imaged as shown in figure 4.11. The
contrast in figure 4.11 is not as sharp as in figure 4.10. Although all rings of the molecular
structure can be found in the image, the central ring appears smaller than the outer rings.
In total the outer rings of the molecule appear broader and distorted with respect to the
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Figure 4.11: STHM contrast where the four outer rings of the perylene core are
imaged more pronounced with respect to the central ring. The center of the four
rings appear symmetric, but the diameter of the rings is different. Rings on a diagonal
have almost the same diameter. Image parameters: D2/PTCDA/Ag(111), 3× 3 nm2,
const. height, V = 100 mV
ideal hexagonal or rounded shape. Inside of the distorted rings a contrast variation is
visible but in contrast to figure 4.7, the different brightness does not always occur on one
side of the rings but is more randomly distributed.
In figure 4.11 a contrast between the molecules is visible although it is not as pronounced
as in figure 4.10. This time the bright areas are directly connected to the long sides of the
molecule and are elongated towards the short sides of the adjacent molecules. The bright
areas are narrowed at the sides close to the adjacent molecule but they are not directly
connected to the C5O rings. Between the rings and the areas always a dark line appears
separating the molecules from each other.
In figure 4.11 the rings of the molecules appeared slightly distorted but sometimes the
distortion of the contrast becomes extreme. An example for a strongly distorted contrast
is shown in figure 4.12. The molecule again appears broadened as in the LUMO contrast
(fig. 4.6) and the C5O rings only vaguely appear. The four outer rings appear brighter at
the outer part, but this brightness variation is different from the one in figure 4.7 since it
only appears at the outside of the molecule.
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Figure 4.12: Faceted STHM contrast. The molecules structure of the molecules
vagually appears in the image while the overall contrast looks refracted. The inner struc-
ture in the center of the molecule is well visible while some rings reveal additional edges at
the outer part of the molecule. Image parameters: H2/PTCDA/Ag(111), 2.5× 2.5 nm2,
const. height, V = −5 mV
Figure 4.13: STHM contrast with pronounced shadows inside of the rings. The
difference between the conductance at the corner of the ring and the value inside the ring
lets the contrast appear plastic. In addition to the contrast above the molecules, between
the molecules a pattern is visible. Image parameters: H2/PTCDA/Ag(111), 3× 3 nm2,
const. height, V = −2 mV
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On the contrary, although the outer part of the molecule is strongly distorted, the contrast
at the central ring is sharp. The central ring is imaged as large as the four outer rings
and separated from them by sharp lines. These lines form angles of 120◦ at the positions
where they meet like in figure 4.7.
The previous image has shown that also for PTCDA/Ag(111) it is possible to obtain
a sharp hexagonal structure inside the molecule in STHM mode. A contrast which is
very close to the one in figure 4.7 but for PTCDA on Ag(111) is shown in figure 4.13.
The image shows a good resolution of the molecular structure: all rings are visible, the
lines separating the rings show the angle of 120◦ and a 3D shading appears inside of
each ring where the lower right part of each ring is imaged brighter than the rest of the
molecule. But in addition to the good resolution, we obtain a strong contrast between
the molecules. Also in this example the long sides of the molecules appear bright showing
extensions towards the adjacent molecules. In contrast to the previous images some of
these extensions become so sharp that they appear as bright lines between the molecules.
Although these lines are not directly related to the molecular structure, they appear at
the positions where one would expect hydrogen bonds between the molecules which will
be demonstrated in the next section.
From the observations related to the contrast variations in STHM mode we can draw the
following conclusions:
1. The tip-sample distance during imaging is a crucial parameter for the STHM con-
trast. The height must neither be to high nor to low to obtain the best resolution
in STHM images. This behaviour makes the tip-sample distance a parameter to
determine the mechanism behind the contrast formation and therefore it will be
further analysed in chapter 5.
2. The STHM contrast has been investigated for PTCDA adsorbed on two different
substrates, Au and Ag. Although PTCDA bounds differently on the surfaces [166],
it is possible to obtain STHM contrast in both cases. However, the obtained contrast
in STHM images showed some systematic differences. The characteristic features of
a typical image on Au (fig 4.7 (a)) exhibits a shading inside the ring which leads to a
three dimensional impression and a weaker contrast between the molecules. In total
the contrast is much sharper on Au than on Ag. The typical contrast on Ag (fig.
4.10) reveals a rounded appearance of the rings without the internal shading and a
stronger contrast between the molecules. The reason for the different contrast may
originate from the different tip materials in both cases. Up to now the substrate
material in all cases equals the tip material due to the tip preparation procedure
(cf. section 3.4). However, in some cases we obtained the other contrast on both
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substrates which indicates that the situation is more complicated (cf. figures 4.9 and
4.13). The possibility to prepare tips which show one or the other type of resolution
on both substrates suggests that additional parameters like e.g. the tip shape play
a role in the contrast formation, whereas the probability to prepare a certain type
of tip depends on the substrate.
3. Besides the material of the tip some of the images showed additional influence of the
tip onto the obtained contrast. This influence showed up as distortions in the molec-
ular resolution or doubling of the contrast. We obtained such asymmetries in the
STHM contrast on both substrates on Au and on Ag, thus it does not depend on the
tip material itself. Furthermore, it may be the integrity of the tip which influences
the image contrast. A possible origin for the asymmetries may be a structural flex-
ibility of the tip similar to the situation presented in reference [146]. Following this
idea, during scanning the tip apex would be displaced from its equilibrium position
and than relax when the tip moves further. The interplay between displacement
and relaxation than leads to distortions in the molecular contrast. Clearly the flexi-
bility of the tip will depend on its atomic structure and will be strongly anisotropic.
Therefore, a plastic tip can produce a wide range of different contrasts.
4.3 STHM imaging of intermolecular interactions
The analysis of the different contrasts achieved in STHM mode of PTCDA has shown
that besides the STHM contrast of the molecules something else appears in the images.
In basically all of the images of molecular islands a contrast also appears between the
molecules. Compared to the brightness of the molecules, the strength of the contrast
varies between different images. So far we observed that the strength of the contrast is
tendentially higher on Ag than on Au.
The origin of the contrast between the molecules is not obvious. Regarding the molecular
structure of the organic film, the spaces between the molecules can be expected to be
empty, i.e. no adatoms or other molecules are bound in the cavities created by the
PTCDA molecules, neither on Ag nor on Au.
In the following we will focus on the contrast pattern between the molecules at the example
of PTCDA/Au(111). The key task in this context is the determination of the origin of
the contrast.
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4.3.1 PTCDA/Au(111)
We start with a closer look at STHM images of the herringbone phase of PTCDA on
Au(111). The herringbone phase is the most prominent phase, if the sample is prepared
according to the recipe described in section 3.1. The herringbone phase has been used
to elucidate the contrast variation in STHM mode in the previous section. Therefore,
we know that STHM images of the herringbone phase show the enhanced conductance
between the molecules. However, the strength of the contrast varies between the different
examples of STHM images. Although we observed a tendency that the contrast between
the molecules is always stronger for the herringbone phase of PTCDA on Ag compared to
the one Au substrate, the contrast is present in every image.
An STHM image of the herringbone phase is shown in figure 4.14 (a). A two colour palette
is used to highlight the contrast between the molecules. Since the conductance atop of the
molecules is about 5 times larger than above areas between the molecules, this method al-
lows an enhancement of the contrast between the molecules.
The PTCDA molecules in the image (grey) exhibit a usual STHM contrast of PTCDA
on Au(111) (cf. fig. 4.1). The conventional STHM contrast is characterized by the
hexagonal appearance of the central ring and the shading inside the rings. In addition,
slight distortions are visible in the molecular structure. The vertical molecules are imaged
broader than the horizontal molecules and the C5O rings appear darker than the rest of
the molecule and distorted at the outer part.
Figure 4.14: Herringbone phase of PTCDA molecules on Au(111). (a) STHM
image shown on a two colour palatte to highlight the contrast between the molecules.
(b) Structure model, lattice constants (12.3× 19.2 Å2) taken from ref. [168], molecular
orientation and structure in analogy to bulk β-PTCDA [182]. The molecular quadrupole
moment and the unit cell are indicated. (c) Superposition of the image from (a) with the
structure of the herringbone phase in (b). White lines mark the possible hydrogen bonds.
Image parameters: (a and c) 25× 25 Å2, const. height, V = −2 mV.
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Together with the contrast of the molecules a clear tile pattern (green) appears in the area
between the molecules. Two types of tiles are visible in the image: one with triangular
and one with rectangular shape. The triangles connect the C5O rings of one molecule
with the hydrogen terminated side of an adjacent molecule. The rectangles connect one
edge of the C5O ring with the edge of the closest hydrogen terminated ring of the adjacent
molecule. Inside the tiles an internal structure is visible, the conductance is always in-
creased at the sides where the tiles touch the hydrogen terminated sides of the molecules.
In order to identify the origin of the tiles we compare the STHM contrast with the film
structure.
A model of the herringbone phase is shown in figure 4.14 (b). The molecules in the model
are represented by their chemical structure. The unit cell of the herringbone phase (red
rectangle) is known from electron diffraction [168]. The orientation of the molecules within
the unit cell is taken from transmission electron microscopy (TEM) data in the bulk [182].
The parameters determined for the bulk structure are used since the herringbone phase is
found to be very close to the molecular arrangement in the (102) plane of β-PTCDA [182].
Once we determined the molecular ordering in the herringbone phase, we can compare
the structure with the contrast in the STHM image.
For the comparison between the two, we overlay the structure of the herringbone phase
with the STHM image (fig. 4.14). Doing so, we obtain a good agreement between the
molecules in the structure and the molecules in the STHM image. The close reproduction
of the molecular structure allows us to determine the positions of the tiles in the image
with high precision.
The overlaid image in figure 4.14 shows that the tiles are visible between oxygen and hy-
drogen atoms of adjacent molecules. The borders of the tiles always appear at a connection
between two opposing atoms (white lines in fig. 4.14). At such positions, between oxygen
and hydrogen atoms, hydrogen bonds may establish which would lead to a stabilization
of the film.
Compared to other metal substrates (e.g. copper) the interaction between PTCDA and
Au is comparably weak since PTCDA physisorbs on Au (111) [166]. Due to its weakness,
the molecule-substrate interaction is expected to have little influence in the formation
of the long range ordered structures [183]. Thus, the driving force for the structure
formation should be the intermolecular interaction. One of these intermolecular inter-
actions is the electrostatic interaction between global quadrupol moments of adjacent
PTCDA molecules [184], which favours the arrangement in the herringbone phase (cf. fig.
4.14). However, due to the small distance between hydrogen and oxygen atoms of adja-
cent molecules hydrogen bonds are expected to contribute to the structural organisation
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[185]. In addition, the presence of intermolecular interactions in the herringbone phase
has been concluded from their effect on the adsorption distance for PTCDA on Ag(111)
[183].
In reference [186] different ordered phases of PTCDA have been investigated in order to
determine favoured adsorption geometries. In this work the authors found hydrogen bonds
between adjacent molecules in a structure constructed of molecular dimers. The position
and orientation of the molecules in the constructed monolayer structure is similar to the
herringbone phase. Remarkably, considering possible H - O connections above the tiles
as hydrogen bonds, their number and locations coincide with the ones found in reference
[186]. The coincidence is found for all possible H-bonds in this work except the one
involving the anhydride oxygen atoms. Whereas in the STHM image the tiles also appear
between the anhydride oxygen atom and the hydrogen atoms of an adjacent molecules,
this bond is not observed in the theoretical work.
To test if the contrast between the molecules can be assigned to hydrogen bonds, we
imaged another self organized structure of PTCDA molecules on the Au(111) surface.
The square phase [114, 122, 185] coexists with the herringbone phase and usually appears
in small patches in between herringbone islands on our samples. The scarcity at which
the square phase is observed suggests less stability of the phase at the given preparation
parameters (cf. section 3.1). The lower stability in turn indicates a weaker intermolecular
interaction which would stabilizes the phase. The different intermolecular interaction
with respect to the herringbone phase should lead to a different intermolecular contrast
in STHM images of the square phase.
A model of the square phase is shown in figure 4.15 (a). In contrast to the herringbone
phase, the square phase has a quadratic unit cell. Like the unit cell of the herringbone
phase, the unit cell of the square phase also contains two molecules. The angle between
the molecules in the unit cell is close to 90◦. But the angle between the unit cell vectors
and the molecular axis is not precisely 45◦ which would lead to a symmetric ordering of
the molecules within the unit cell. Thus the molecular axes do not point to the center of
the next molecule in the unit cell but are shifted by ≈ 0.3 Å. This shift of the molecular
axes leads to the formation of two differently sized cavities between the molecules labelled
1 and 2 in fig. 4.15 (a).
On the one hand, the same argument for the formation of the herringbone phase holds
for the molecular arrangement in the square phase. The comparably weak molecule
substrate interaction suggests that the molecular organization is governed by interac-
tions between the molecules. The positions where the interaction occur slightly changed
with respect to the herringbone phase, but like in the previous case hydrogen bonds
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Figure 4.15: Square phase of PTCDA on Au(111). (a) Structure model of the square
phase. Unit cell parameters 16.1× 15.5 Å2 taken from reference [122]. The orientation of
the molecules in the unit cell approximated from the STHM image in (b). Violet ovals
indicate possible areas of hydrogen bonds. (b) STHM image pf the square phase. A similar
two-color palette is used to enhance the contrast between the molecules as in figure 4.14.
In (a) and (b) 1 & 2 mark the corresponding small and large cavities arising from the
molecular ordering. Image parameters: (b) 24× 24 Å2, const. height, V = −2 mV.
may be established where short and long axes of adjacent molecules come close to each
other.
On the other hand, the rectangular orientation of the molecules in the unit cell may
indicate an organization of the molecules which is strongly influenced by the electrostatic
quadrupol moment of the molecules. However, if the driving force for the structural
organization is the electrostatic interaction, the organization should be symmetric so that
the positive charge of one molecule is located next to the center of the negative charge of
the adjacent one (cf. structure D1 in reference [186]).
The observed shifts of the molecular axes, thus indicates the involvement of an interaction
which favours the asymmetric ordering. This interaction may be hydrogen bonds between
oxygen and hydrogen atoms which are stronger if the molecules are slightly shifted. If
we assume the participation of hydrogen bonds in the structure formation, these bonds
should occur in the purple shaded areas in figure 4.15 (a).
The STHM image of the square phase (fig. 4.15 (b)) reveals a contrast between the
molecules. In contrast to the STHM image of the herringbone phase (fig. 4.14), the
pattern is not as well resolved. Sharp tiles connecting adjacent molecules are absent in
the image, however, brighter areas are visible between the molecules. These areas are
brighter at the hydrogen terminated sides of the molecules and become darker towards
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the oxygens of the adjacent molecule. Now we can compare the contrast with the structure
model.
To compare the model with the STHM contrast we will first focus on the cavities in the
structure. Looking at the image one observes that the brightness is minimal in the center
of both cavities while the area between the molecules appears bright. This means, areas
where hydrogen bonds may establish, i.e. between hydrogen and oxygen terminated sides
of adjacent molecules, appear brighter than areas in between. This is in agreement with
the findings for the herringbone structure. But the contrast inside the cavities contains
more information. In the smaller cavities (1 in fig. 4.15) four dark lines pointing from the
molecules to the center of the hollow are visible. These dark lines appear where bright
areas at the oxygen- and the hydrogen terminated sides of the molecules meet and no
intermolecular interactions are expected. In contrast to the smaller cavities, the larger
ones (2 in fig. 4.15) do not show these lines due to the larger distance between the bright
areas.
Besides the structure of the cavities, a complex internal structure is visible inside the
bright areas. The most prominent feature is a line pointing from the anhydride oxygen
atoms of the molecules to an opposing C6 ring. In some cases these lines appear brighter
while in some cases the lines appear darker than the surrounding area. These promi-
nent lines may indicate a special character of the bonds involving the anhydride oxygen
atoms.
Having discussed the contrast between the molecules, we want to look at the contrast
of the molecules. The perylene core of the molecules resembles a usual STHM contrast.
However, an increased noise appears above the C5O rings and the hydrogen terminated
sides of the molecules. The appearing noise may be interpreted as instabilities of the
molecule while the tip scans across its borders.
To investigate the differences between the STHM contrast of the herringbone and the
square phase, we imaged both phases simultaneously. Figure 4.16 shows an STHM image
of an island with both phases. The upper left corner of the image shows the herringbone
phase while the lower right part shows the square phase.
The STHM contrast of herringbone phase is stable and reveals the same intermolecular
contrast as shown in figure 4.14. In contrast to the herringbone phase, the STHM contrast
of the square phase shows a similar noise as in figure 4.15 (b). The intermolecular contrast
appears as structured rectangles around the molecules. At the positions where the bright
rectangles of adjacent molecules meet a dark line appears which separates the molecules
from each other.
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Figure 4.16: STHM image of PTCDA in herringbone and square phase. In
the upper right corner of the image the herringbone phase is visible while in the lower
left part of the image the square phase is imaged. From the image the differences in
the intermolecular contrast can be seen directly, whereas sharp tiles appear between the
molecules in the herringbone phase, more structures and increased noise appears in the
square phase. The increased noise may indicate a lower stability of the square phase
compared to the herringbone phase. To increase the contrast between the molecules two
slightly different colour palettes have been used to illustrate the two phases. The cut of
the images is indicated by the black line separating the square and the herringbone phase.
Image parameters: 4× 4 nm2, const. height, V = −2 mV.
The direct comparison between the two phases in figure 4.16 suggests that the increased
noise observed in STHM images of the square phase is an intrinsic property of the molec-
ular arrangement. Previously the higher stability of the herringbone phase in comparison
with the square phase has been concluded from their different appearance on the samples.
The contrast in figure 4.16 now supports this conclusion. Whereas the herringbone phase
is stably imaged in STHM mode, an increased noise only appears in the square phase.
Thus, the noise in the image directly indicates a lower stability of the square phase. The
noise itself hereby may be generated from the molecules moving below the tip while scan-
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ning due to a lower internal fixation inside the layer. A third indication for the lower
stability of the square phase, besides its appearance and the noise, is the STHM con-
trast between the molecules. The tiles between the molecules in the herringbone phase
clearly connect adjacent molecules, but the intermolecular contrast between molecules
in the square phase appears separated due to the dark lines between bright rectangles.
The dark lines which interrupt the connections between adjacent molecules may therefore
suggest a weaker interaction between the molecules which results a weaker binding of the
molecules in the layer.
The comparison of the STHM contrasts of two self organized phases of PTCDA supports
the finding that STHM directly images intermolecular interactions as can be seen by
the different contrasts between the molecules. Secondly, the appearance of the organic
layers in STHM images allows to draw conclusions about the stability of the phases and
the fixation of the molecules within the layers due to different noise levels in obtained
images.
4.3.2 Dehydrogenized PTCDA/Au(111)
So far, the STHM mode has shown to be sensitive to the structure of the sample. STHM
images closely resemble the structure of the molecules. STHM images of molecular
films suggest that besides the structure of the molecules even intermolecular interac-
tions leave a mark. Now we would like to change the structure of the molecular film
and test whether the changes can be observed in the images. Fortunately, the STM
tip can be used to induce local chemical reactions, i.e. formation and breaking of in-
termolecular bonds [136]. In particular it is possible to controllably break C-H bonds
[46, 187].
In the present context, we have strong indications that we are able to image hydrogen
bonds in STHM. Thus, we would expect that the contrast between the molecules disap-
pears if hydrogen atoms are removed from the molecules.
Scanning a PTCDA island at elevated bias (e.g. V = 4.5 V) induces chemical reactions
within the layer. For the investigations we choose an island in herringbone phase since
for the herringbone phase we observed the strongest indications of hydrogen bonds. A
typical STM image after scanning is shown in figure 4.17 (a). The major part of the layer
remains unaffected, while the molecule in the center of the yellow square (molecule A)
exhibits changes in the molecular contrast. In contrast to other molecules, molecule A
is not imaged oval but shows deformations in its lower right corner. Although the STM
image vaguely indicates which part of the molecule is distorted, detailed information of
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Figure 4.17: Chemical modified film structure. (a) STM image of the herringbone
phase of PTCDA on Au(111) after applying V = 4 V to the sample. The yellow square
marks an area where a chemical reaction took place. (b) STHM image of the yellow square
in (a). For a comparison identical positions are marked with red circles. In the lower circle
the STHM contrast between the molecules is intact (cf. fig. 4.14). In the upper circle
the contrast originating from the hydrogen bond is missing. (c) Chemical structure of a
PTCDA molecule. The possibly removed hydrogen atoms are marked by a cross. Image
parameters: (a) 50× 50 Å2, I = 0.1 nA, V = 316 mV, (b) 25× 25 Å2, const. height,
V = 1 mV.
the nature of the distortions is not contained in the image. This is different in STHM (cf.
fig. 4.17 (b)).
The molecules surrounding molecule A show the usual STHM contrast. But the contrast
of molecule A is different. The upper part of the molecule exhibits no changes, but the
lower part of molecule A appears slightly darker compared to other molecules. In addition,
the lower left ring of the perylene core is still visible while the right ring appears faint.
Moreover, looking at the pattern between the molecules, one observes that the pattern be-
tween the molecules is also missing next to the missing ring.
The STHM contrast of molecule A indicates where the molecular structure has changed.
The faint appearance leads to the conclusion that one or both H-atoms may have been
removed from the lower right C6 ring (cf. fig 4.17 right panel). The missing termination
of the ring may cause binding to the substrate and therefore a bending down of the lower
part of the molecule, similar to the situation described in references [46, 187–189]. A
bending of the molecule would explain the lower conductance above the lower part of the
molecule due to an increased tip-sample distance.
In addition, if the hydrogen atoms are not present also hydrogen bonds must be absent.
This is indeed observed in the image, where the pattern between the lower right ring
and the adjacent molecule is missing, while the rest of the pattern reproduces the tile
structure of the undisturbed herringbone phase (cf. fig. 4.14). Therefore, this confirms
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the interpretation of the interstitial contrast as being due to the presence of hydrogen
bonds.
Summarizing the findings above, we used the STM-tip to cause chemical reactions in an
organic layer. In particular, we removed hydrogen atoms from one of the molecules to
break the intermolecular interaction which causes the structural organization of the layer.
In contrast to conventional STM, the contrast in STHM mode leaves no ambiguities which
part of the molecule changes due to the reaction. Additionally, the STHM contrast reveals
the nature of the chemical reaction. In the area where the molecular structure changes
the tile pattern between the molecules is absent. Before we associated the pattern with
the hydrogen bonds, thus its absence suggests that due to the reaction H-atoms have been
removed form the molecule. This finding is a strong indication for the ability of STHM
to directly visualize intermolecular interactions.
4.3.3 Metal-molecule bonds in K/PTCDA layer
Up to now we used the STHM mode only to image hydrogen bonds between organic
molecules. It would be interesting now to find out if it also works for other interactions.
To this purpose we study a self organized structure of K/PTCDA/Au(111). The pres-
ence of metal atoms in the organic film change its electronic structure [190]. We will
see below that the effect on the STM contrast of the molecular layer is not big at low
concentration of metal atoms on the surface. But at higher dopant concentration, their
interaction with the molecules leads to a reorganisation of the organic layer [101]. Thus,
in the reorganized layer we can expect bonds between the molecules and metal atoms.
In the following we want to see whether these bonds also directly appear in STHM im-
ages.
An STM image of a partially reordered island is shown in figure 4.18. In the upper left
part of the image a gold step is visible at which PTCDA molecules are attached. In the
center of the image the unchanged herringbone arrangement is still visible while in the
lower part of the image reconstructed domains appear due to the incorporation of K into
the molecular film.
The incomplete reordering of the molecular layers indicate that the amount of K is
not sufficient to induce a complete restructuring. The most prominent structure of the
K/PTCDA layers is the one in the lower right corner of figure 4.18. At first glance, this
structure resembles the square phase of PTCDA on Au(111). However, the square phase
is usually found only in small patches between larger domains in herringbone arrangement
[122].
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Figure 4.18: STM image of the restructured PTCDA/Au(111) after the depo-
sition of K. Image parameters: 39× 39 nm2, I = 75 pA, V = 1.5 V.
Figure 4.19: Comparison of STM contrast between K/PTCDA/Au(111) and
the square phase of PTCDA/Au(111). (a) STM image of the reorganized part of
an herringbone island. (b) STM image of the square phase recorded in the absence of
K on the surface. Image parameters: (a) 2.4× 2.4 nm2, I = 0.1 nA, V = 340 mV, (b)
2.4× 2.4 nm2, I = 0.1 nA, V = 314 mV
Figure 4.19 (a) shows a magnified STM image of the K-induced square phase on a sample
with a 1:1 ratio of square and herringbone phase. The size of the unit cell (1.6× 1.6 nm2)
and the orientation of the PTCDA molecules are very similar to the square phase (Unit
cell: 16.1× 16.5 nm2 taken from ref. [122]) of clean PTCDA/Au(111) (fig. 4.19 (b)).
Since the STM image contains no direct evidence for the presence of K atoms in the
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structure, both phases appear virtually identical. The situation is very different if STHM
images are considered.
Figure 4.20: Imaging molecule-metal bonds in STHM. (a) STHM image of the
area in figure 4.19 (a). The area in which the K ion is coordinated by the surrounding
PTCDA molecules is indicated with a red circle. (b) The same image as in (a) but
with the structure of PTCDA superimposed. Unit cell vectors: b1 = b2 = 1.6± 0.2 nm.
Additionally the bonds to the K-ion are indicated by the dashed white lines. Image
parameters: (a) 2.4× 2.4 nm2, const. height, V = −2 mV.
In both imaging modes (STM and STHM) the potassium atoms are not directly visible.
However, we will see in the following that in STHM the atoms leave a mark in the images.
The feature indicating the presence of K will allow us to indirectly determine the positions
of the metal atoms in the film. But before turning to the potassium related features in
the STHM image, we want to compare the STHM contrast of the K-doped phase with
the one of the pure square phase.
The STHM contrast of the K-doped phase (figure 4.20 (a)) reveals a sharp contrast of
the molecules. Usually STHM images of the square phase of pure PTCDA exhibit an
increased noise at the borders of the molecules, whereas the contrast in figure 4.20 (a) is
as sharp as in STHM images of the herringbone phase (fig. 4.1). The noise at the borders
of the molecules has been identified as an indication for a weaker binding of the molecules
in the structure which in turn leads to a moving of the molecules in close vicinity of the
scanning tip. Thus, the sharpness of the contrast suggest a stabilization of the molecules
in the K-doped phase compared to the pure square phase. The stabilization in this case
reaches a level which favours the square phase even with respect to the herringbone phase.
But the reduced noise is not the only difference between the K-doped phase and the pure
square phase.
The STHM image of the K-doped phase shows a remarkable feature in the small hollows
between the molecules (upper right and lower left part of figure 4.20 (a)). Four thin sharp
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lines extended from the corners of the adjacent molecules to the center of the hollow,
forming a clover-leaf-like structure, whereas in the larger hollows (upper left and lower
right part of figure 4.20 (a)) no such feature is observed.
In the square phase of pure PTCDA (fig. 4.15) a similar structure inside the small hollows
is not observed. The sharp borders of the structure are reminiscent of the tiles between
the molecules in the herringbone phase. In the herringbone phase the tiles represent the
hydrogen bonds between adjacent molecules which lead the molecular organization in the
layer. The comparable contrast between the lines may indicate a relation between the
lines and the stabilization in the square phase.
A superposition of the molecular structure and the STHM contrast (fig. 4.20 (b)) clearly
shows that the lines in the small hollows originate precisely from the carboxylic oxygen
atoms of the four surrounding molecules. The molecules around the hollow form a clover
leaf structure in which the cross in the center represents a stabilizing element. The
stabilizing element in the structure can only be potassium which is located at the positions
where the lines meet - in the center of the hollow.
In reference [191] potassium is found in an positive ionic state on Au surface at low cover-
ages. With this the following picture emerges: at the position in the center of the small hol-
low a positively charged potassium ion interacts with the negatively charged oxygen atoms
of the surrounding PTCDA molecules. The result is a 1:2 K/PTCDA structure of the
mixed phase on the Au surface. Notably, the same structure has been suggested for the sta-
bilization of PTCDA films with another metal dopant [101].
The present example indicates that besides hydrogen bonds also other interactions are
directly visualized in STHM images. In this case, the electrostatic interaction between
positive and negatively charged atoms appears as lines in the STHM image. These lines
indicate the positions of potassium ions coordinated by the oxygen atoms of adjacent
molecules which stabilize the film structure.
So far we can conclude that intermolecular interactions like hydrogen bonds and electro-
static interactions appear with remarkable clarity in STHM images. Both interactions
have a rather polar character since they originate from the local charge distribution
[192, 193]. Thus the appearance of the STHM contrast suggests that STHM may be
sensitive to local electric fields in the sample plane.
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4.4 Atomic resolution of metal clusters
We have successfully imaged the chemical structure of organic molecules and their in-
teractions in STHM. In all the presented examples the contrast reproduced the bonding
structure between the atoms on the surface. Now we want to apply the STHM imaging
mode to other nano sized objects and see whether their structure is reproduced in the
images.
Clusters of metal atoms develop interesting physical and chemical properties, e.g. as
reactive surfaces for catalysis [194]. If we could image these surfaces atom by atom it
would have many advantages, e.g.: precise determination of the cluster size, identification
of reactive sites or engineering clusters atom by atom.
From STM images the size of small metal clusters is difficult to obtain due to an overlap
of the wave functions of adjacent atoms [195, 196]. Up to now different approaches
have been presented to determine the cluster size, e.g. by investigation of standing wave
patterns [105]. However, determining the atomic structure of a cluster from a standing
wave pattern may be quite demanding when it comes to more complex 2D arrangements.
In the following we will demonstrate that in STHM images atomic resolution of the cluster
can be achieved. This allows the determination of the cluster size by simply counting the
atoms.
To build small clusters of adatoms on surfaces two different approaches are commonly used
in STM. On the one hand single atom manipulation [135, 139, 140] and on the other hand
indentation of the tip into the surface [137]. Here we choose the second method to produce
small clusters of Au adatoms on the Au(111) surface.
Figure 4.21 (a) shows an STHM image of the adatom cluster. The cluster consists of 44
rounded, bright protrusions. The distance between the protrusions is 3 Å. The protrusions
at the border of the cluster show a slightly different contrast than the protrusions in the
center which may indicate a superposition of STM and STHM contrast, since in STM
images of a single adatom on metallic surface often show unphysical heights due to a
large density of states at the position of the adatom.
The distance between the protrusions in the image is close to the lattice constant of
Au(111) (2.82 Å [168]). This finding suggests that each protrusion in the image cor-
responds to one Au adatom, however, this correspondence is not clear from the begin-
ning.
The STHM images presented so far are closely related to the bonding structure of the
surface. This is different in figure 4.21 (a). To elucidate the difference between the
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Figure 4.21: STHM contrast of metal clusters. (a) Image of a cluster of 44 Au-
adatoms on Au(111). (b) Sketch of different structures resulting from the closed packed
atom arrangement. top: structure of the Au (111) plane. Each of the yellow balls rep-
resents one of the Au atoms. middle: structure of the metallic interatomic bonds super-
imposed to the atomic structure. bottom: inverted contrast of the structure. Blue dots
imply a contrast in which the hollow sites between the atoms appear brighter than the
atop positions. Image parameters: (a) 5× 5 nm2, const. height, V = 2 mV.
bonding structure and the contrast, we have a look at a sketch of the structure of the Au
lattice.
The atomic structure of the Au lattice is shown in figure 4.21 (b) top part. The red lines in
the central part of figure 4.21 (b) indicate the positions of interatomic bonds. If the STHM
mode would be sensitive to the bonds between the metal atoms one would expect that the
areas between the bonds appear brighter or darker than the bonds themselves. The result-
ing structure would reproduce the hollow sites as dark or bright spots in the STHM image
(bottom part of fig. 4.21 (b)). The resulting structure is thus reminiscent of a hexagonal
or honeycomb lattice instead of the closed packed arrangement formed by the centers of
the atoms. In addition, a contrast related to the hollow sites of the structure would lead to
a smaller distance (1.62 Å) between the protrusions. The hexagonal arrangement and the
resembling of Au lattice constant lead to the conclusion that each of the bright protrusions
corresponds to one of the Au atoms of the cluster.
From the atomic resolution of the cluster we can draw the following conclusions for the
STHM mode. Whereas in the STHM images of the organic molecules, the positions at
which one would expect interatomic C–C and C–O bonds showed up as lines between
brighter areas, the situation is different in the STHM image of the cluster of atoms. In
the STHM image of the cluster, the positions of the atoms appear bright while at the
positions at which one would expect interatomic Au–Au bonds the STHM contrast of the
cluster shows no features. This finding shows that the STHM mode is not sensitive to
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every kind of interatomic bond. The insensitivity to the metallic Au–Au bonds leads to
the question what is the similar quantity between the C–C, H–O, K–O bonds and the Au
atoms that is sensed by the STHM mode?
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The previous chapter dealt with different examples of STHM images. They demonstrated
the power of the STHM mode by imaging the chemical structure of organic molecules,
achieving atomic resolution of metal clusters and even directly visualize interactions be-
tween different adsorbates on metallic surface. However, the mechanism which lies behind
the contrast formation has not been addressed so far.
Based on a detailed spectroscopic characterisation of the STHM junction, in the follow-
ing we will analyse the properties of the imaging mechanism which leads to the geo-
metric resolution in STHM mode and propose a model to explain the contrast forma-
tion.
5.1 Spectroscopic characterization of the STHM
junction
The appearance of STHM contrast after condensation of H2 (D2) in the STM junction
coincides with the emergence of non-linear differential conductance spectra (G(V ) ≡
dI/dV (V )) [55]. The nature of the non-linear behaviour has been investigated in de-
tail in nanojunctions containing H2 [55, 172, 197–199]. The non-linear behaviour shows
up as spikes and dips in the conductance evolution. In the literature, the spikes and dips
have been assigned to transitions between structural different states of the junction. The
transition occurs due to inelastic scattering electrons which dissipate part of their energy
into the junction. However, the precise nature of the associated two level system is still
debated [172, 197, 198].
Disregarding the physical processes which originate in the specific shape of the spectra,
the coincidence in appearance of the image contrast and the non-linear spectra suggests
a relation between the two. Therefore, we will investigate the spectroscopic properties
of the junction to characterize the state which leads to STHM image contrast. With-
out loss of generality, we will restrict the following discussion to D2 since we never
observed any systematic difference between the STHM images recorded with H2 and
D2.
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5.1.1 Evolution during deposition
We start our investigations by looking at the evolution of conductance spectra during
deposition of D2 on the surface. Whereas we usually control the coverage of D2 from the
STHM contrast in obtained images (cf. section 3.3), the presence of D2 also shows up in
recorded spectra.
The spectra in figure 5.1 show the evolution of the conductance behaviour with respect
to the exposure time. Before deposition I shows a linear dependence on the applied bias
while the dI/dV spectrum is constant (black in fig. 5.1). After a certain, exposure time
an increased noise appears in the regime close to zero bias (|V | < 25 mV). In this case,
the deposition is stopped, subsequent to the observation of the noise. With increasing
residence time (sequence blue to magenta), the noise first increases before the conductance
around zero bias stabilizes. Usually, shortly after stable spectra are obtained, the junction
reaches its final state, which is characterised such, that no further evolution of the spectra
occurs. At this point, subsequently recorded spectra show no difference between each
other.
The evolution of the conductance spectra in figure 5.1 reveals the influence of D2 on
the conductance of the spectra. At low coverages the presence of D2 shows up as in-
creased noise close to zero bias while the conductance at higher bias remains unaffected.
Images recorded at this coverage show spontaneous switching events between the conven-
tional STM and the STHM contrast (cf. section 3.3), whereas with increasing coverage
the number of switching events increases until stable imaging in STHM mode becomes
possible. The evolution of the spectra with residence time shows a similar behaviour:
first the noise around zero bias increases before the conductance stabilizes. Only af-
ter stabilization of the spectra we obtain stable STHM images. This finding suggests
a relation between the STHM contrast and the final shape of the conductance spec-
trum.
The final shape (magenta in fig. 5.1 ) is characterised by two sharp spikes (V ≈ −40 mV
and V ≈ +40 mV) and a zero bias anomaly (ZBA) appearing as a dip in dI/dV . Although
the distinct shape of the spectra recorded after different sample preparations show some
variability, we can identify a characteristic behaviour.
The recorded spectra always appear symmetric around zero bias, i.e. the position of fea-
tures in the spectra occur always for positive and negative bias at the same value. These
features are the ZBA and the spikes. Whereas the ZBA sometimes appears as a dip, a pro-
trusion or is absent at all, we always observe spikes in the spectra.
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Figure 5.1: Spectroscopic characterisation of the junction after deposition of
H2. Reproduced from reference [55] (a) I/V curves measured after different delay times.
The topmost spectrum has been measured before H2 deposition and reveals a linear current
behaviour as expected for a clean junction. With increasing time (top to bottom) the
behaviour of the junction changes and a second state evolves close to zero bias. First,
the second state appears as noise in the spectrum at |V | ≈ 20 mV. After some time the
noise disappears and the second state stabilizes. (b) Differential conductance measured
simultaneously with the current in (a). In the dI/dV curves the transition between the
different conductance states of the junction shows up as spikes in the spectra. With
increasing time this spikes shift to higher voltages. In addition a zero bias anomaly (ZBA)
appears in the spectra. Colour code: black: without H2, red: at t = 0 s when deposition
of H2 is stopped, blue: t = 22 min, green: t = 80 min, magenta: t = 14 h; stabilization
point for all spectra I = 0.1 nA, V = 340 mV
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The spikes frame the bias range close to zero bias in which the noise appeared before.
Clearly the increased noise arises from the presence of D2 in the junction. Thus, the spikes
mark the transition between two different states of the junction, one without D2 (state 1)
and one with D2 (state 2). This interpretation of the spikes is in agreement with the find-
ings in literature [172, 197, 198] , where the spikes are identified with inelastic transitions
between structural different states of the junction.
5.1.2 Switching On/Off STHM contrast
According to the findings in the previous section, the following picture emerges, which is
schematically sketched in figure 5.2. At bias values |V | < |Vinel| (grey shaded area in fig.
5.2) D2 is present in the junction, whereas at bias |V | > |Vinel| the junction is empty. Con-
sequently, the spikes at |V | = |Vinel| mark the transitions between the two states. At this
bias (|V | = |Vinel|) D2 is expelled from the junction, thus one would expect the STHM con-
trast to disappear once a high bias (|V | > |Vinel|) is applied.
Figure 5.2: dI/dV spectrum measured in the center of PTCDA/Au(111). The
spectrum is recorded with lock-in detection (10 mV modulation, frequency 1.3 kHz). G0 =
2e2
h = (12.9 kΩ)
−1
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Looking at images recorded at a bias assigned to the different states confirms this assump-
tion. Images recorded in state 1 (|V | > |Vinel|) show no difference to the conventional
STM contrast (cf. fig. 4.1 left), whereas Images recorded in the state 2 (|V | ≈ 0 mV) show
STHM resolution (cf. fig. 4.1 center). In addition, the identity of subsequently recorded
spectra indicates that it should be possible to reproducibly switch between the STM and
the STHM contrast by choosing an appropriate bias.
The reproducible switching between STM and STHM contrast enables us to directly
compare both structural states of the junction. But before continuing the spectroscopic
analysis, we will shortly turn to the amount of D2 which is accommodated in the junction
during the STHM contrast formation.
5.1.3 D2 coverage in the active part of the junction
The observation that the STHM contrast only appears in state 2 indicates, that we need
to understand the structure of the STHM junction in this state to identify the imaging
mechanism. To this end, we will start by analysing the amount of D2 present in the
junction during scanning in STHM mode.
The conductance values in our experiments are usually in the range of G > 5× 10−5 G0.
At this conductance the tip-sample separation should be smaller than 1 nm as the follow-
ing estimation shows: At direct contact, which corresponds to a tip-sample separation of
d ≈ 3 Å (atomic Au-Au distance [168, 200]), the conductance is typically in the order of
the conductance quantum (G0 = 2e2/h). For a pure metallic junction the current decays
by a factor of 7.4 Å−1 [36]. Inserting all values into the first derivative of equation 2.11
yields a maximum distance of dmax ≈ 8 Å.
Given a typical adsorption height of H2 dalt ≈ 3.2 Å [201] and the typical H2-H2 distance
(in the condensed bulk) of dH2H2 ≈ 3.3 Å [173], two monolayers would require a tip sample
distance of ddouble ≥ 2dalt + dH2H2 ≈ 1 nm [202]. Comparing now this distance with the
estimated tip-sample separation (dmax) leads to the conclusion that under STHM imaging
conditions at most a single monolayer of D2 can accommodate in the junction. Having
estimated the height of the D2 cluster below the tip, we can also estimate its lateral
dimensions.
Clearly, the STHM imaging mode requires the presence of D2 just below the STM-tip apex
in the region of the tunnelling electrons. The high lateral resolution achieved in STHM
images, which in fig. 4.1 is in the order of 50 pm compared with the size of a single
D2 molecule (dD2 ≈ 3 Å [173]) suggests that only a single D2 molecule is located in the
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active part of the junction during the contrast formation. Thus, we can model the STHM
junction by a single D2 molecule just below the tip apex.
5.1.4 Structural state of the junction during imaging
So far we can conclude that the condensation of a single D2 monolayer induces a new
conductance state close to zero bias. Scanning the surface at low bias (|V | < 10 mV), we
obtain STHM resolution. This means that during the image acquisition the junction is
all the time kept in the new conductance state.
The STHM images themselves represent lateral maps of the junction conductance in
the D2 induced state (dI/dV (x, y, z0, V ≈ 0 mV), where z0 = const.). Thus, one may
ask if the contrast originates from the lateral variation of the junction’s shape, which
yields different conductance values at zero bias, or if the scanning of the tip plays an
additional role in the contrast formation, e.g. by dragging a D2 cluster across the sur-
face.
Now we address the issue of lateral variations of the D2 induced state. To this end,
we recorded a full dI/dV spectrum at each point of an image. The recorded dat-
acube on the one hand allows the comparison of spectra recorded above different po-
sitions of the sample, on the other hand it allows the reconstruction of images at any
bias.
Fig. 5.3 shows images and spectra extracted from a dI/dV (x, y, z = const, V ) datacube
consisting of 64× 64 spectra recorded while the tip constantly scanned a single PTCDA
molecule. Figure 5.3 (a-d) shows four images reconstructed from the datacube at different
bias values. Figure 5.3 (e) shows two examples of spectra taken from positions indicated
in 5.3 (a). The right part of the figure corresponds to the spectrum at the specific position
of the dot. The left part shows an average over adjacent spectra with a diameter of 0.6 Å
(indicated by the diameter of the spots in (a)).
Comparing the image reconstructed at zero bias (fig. 5.3(a)) with the one recorded with
a scanning tip (fig. 4.1), one observes that they are identical. The fact that the observed
STHM contrast in both images is the same proves that the STHM contrast is independent
of the scanning process. This indicates that the junction is always in an equilibrium state
during scanning and that all relevant time scales for the contrast formation process are
fast compared to the time scale of the measurement.
Note, however, that D2 can be expected to freely diffuse on the surface due to its com-
paratively small binding energy ( ≈ 20 meV [200]) compared to e.g. CO (Eb = 550 meV
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Figure 5.3: Results from a spectroscopic datacube. (a)-(d) 64 × 64 pixel,
1.3× 1.3 nm2 dI/dV constant height STHM images extracted from the spectroscopic data
acquired above PTCDA/Au(111) with D2. At each pixel of the image one dI/dV spectrum
was recorded, using lock-in detection (modulation amplitude 4 mV, frequency 4.8 kHz,
spectrum acquisition time 1 s). Minimum (black) and maximum (white) differential con-
ductances are given in the images, in units of the quantum conductance G0 = 2e
2
h . Negative
conductance values are caused by sharp conductance spikes (cf. text). (e) dI/dV spectra
measured at the marked locations in (a). Right panel: spectra as measured. Left panel:
spectra averaged over red and blue circles (diameter 3 pixels ≈ 1 Å) in (a). Sharp noise
features beyond 20 mV bias are conductance spikes associated with the D2 molecule out
of the junction (cf. text).
[203]) which statically binds on Au(111) at temperatures used in our experiments. The
independence of the contrast on any experimental time scales suggests that for a simple
model of the STHM junction we can disregard dynamics in the junction. Thus, it is
sufficient to model the STHM junction with a single D2 molecule statically bound to the
tip.
Once we determined that the information leading to the STHM contrast in scanned im-
ages is also contained in the recorded datacube, we can continue the analysis. First we
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start with the behaviour of the STHM contrast at finite bias. The images reconstructed
at different bias show how the contrast disappears at increased bias (cf. fig. 5.3 (a-
d)).
With rising bias, the conductance above more and more points atop of the molecule
switches to a higher value which is the same for all positions (Gvac ≈ 1.5× 10−2 G0).
This evolution continues until the conductance is homogeneous above the entire molecule
as expected for conventional STM. The first positions where the conductance changes are
the C5O rings at the ends of the molecule which appear bright already at V = 20 mV (cf.
fig 5.3 (b)). Increasing the bias further, the contrast disappears above positions where
C-C bonds are expected leading to the impression of an inverted contrast in the image
reconstructed at V = 40 mV (cf. fig 5.3 (c)). Finally, the conductance values increase in
the center of the C6 rings, so that at V = 60 mV the conductance above the molecule is
almost homogeneous (cf. fig 5.3 (d)). In figure 5.3 (d) the contrast, except the outline
of the molecule, is already very close to the one in conventional STM images (cf. fig.
4.1).
The evolution of the reconstructed images in figure 5.3 (a-d) suggest that the image
contrast does not suddenly switch between STM and STHM contrast when the bias crosses
the position of the spikes in the dI/dV spectra (cf. fig. 5.2). The stepwise vanishing
rather indicates that the bias at which D2 is excited out of the junction depends on the
position of the tip above the molecule. To determine if the bias, at which the spikes in
the spectra appear, changes between different tip positions we have to have a closer look
at the obtained spectra.
All spectra contained in the datacube show the same characteristic features, a dip at
zero bias (ZBA) and increased noise at elevated bias (cf. figure 5.2). However, the
distinct shape of the spectra changes from point to point. The observed differences are
the conductance around zero bias and the bias at which the increased noise appears. This
is shown for two points in figure 5.3 (e).
The noise in the spectrum recorded above a carbon atom (red spectrum in fig. 5.3(e)) ap-
pears at smaller bias than the noise in the spectrum recorded above the center of a C6 ring.
Since in the bias region where the noise appears, the conductance is increased with respect
to the conductance around zero bias, the higher bias at which the noise appears leads to
the observed inversion of the contrast in figure 5.3 (c).
Assigning the noise to the excitation of D2 in the junction, the different behaviour in figure
5.3 (e) can be easily understood. The center of a C6 ring can be expected to be a preferred
binding site for D2 [201]. Thus the binding of D2 in the junction should be stronger when
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the tip is located above this position than e.g. above a carbon atom. Consequently a
higher energy (E = eV ) is necessary to excite D2 away from the stronger bound position
above the center of a C6 ring (blue spectrum in fig. 5.3(e)) than above a carbon atom
(red spectrum in fig. 5.3(e)).
The different binding of D2, depending on the position above the sample, explains the evo-
lution of the contrast with increasing bias, although, the mechanism behind the contrast
formation cannot be determined from the presented data. However, up to now we only
varied two free parameters, bias (V ) and lateral tip-position (x, y)). Thus, to get further
insight into the STHM mechanism, we should vary the last free parameter, namely the
tip-sample distance (z).
5.1.5 Dependence of the conductance on the tip-sample distance
In section 4.2.1 we saw that the tip-sample distance during scanning affects the obtained
contrast. The distance dependence of the contrast may indicate that the tip-sample
separation has substantial influence on the junction conductance in the D2 induced con-
ductance state. To test the influence of the tip distance to the molecule on the con-
ductance of the junction, we recorded differential conductance spectra at various dis-
tances.
A series of dI/dV (V ) spectra recorded above the center of PTCDA with subsequent
decreasing of the tip-sample distance in steps of only 0.1 Å is shown in fig. 5.4. The
acquired spectra cover a total range of 3.4 Å, starting from the stabilization point of the
tip above the molecule (zdisplacement = 0 Å).
The dI/dV -spectra presented in figure 5.4 clearly show a dependence of the shape of the
spectrum on the tip height. Depending on the tip sample distance the spectra contain
spikes at two different positions (Vouter ≈ 75 mV and Vinner ≈ 25mV) and a ZBA which
appears as a dip at the stabilization point then converts into a peak before it disappears
completely.
Although the spectra show a complex, continuous evolution with decreasing tip-sample
distance, we can identify three different kinds of spectra which are characterised by the
position of the spikes and the appearance of the ZBA. The first kind of spectrum is
the one obtained at the largest tip-sample separation covered by the experimental data
(zdisplacement < 0.3 Å): the spikes appear at ±Vouter and the ZBA appears as a dip. The
second kind of spectra appear at intermediate distance (0.4 Å < zdisplacement < 1.8 Å).
The second kind has spikes at ±Vinner while the ZBA appears as a peak. Finally, the
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Figure 5.4: dI/dV spectra measured in the center of PTCDA/Au(111) with D2
at different tip-surface distances (step = 0.1 Å. The spectra are recorded with
lock-in detection (modulation amplitude 10 mV, frequency 2.3 kHz)). Regions shaded in
light grey indicate the regions of the conductance spikes (cf.text).
third kind of spectra appear at close tip-sample distance (zdisplacemenet < 2.3 Å). In these
spectra no spikes appear, however, they exhibit a small dip at zero bias which fades away
while the tip height is further reduced.
The transitions between different kinds of spectra appear smoothly so that at each distance
we obtain a reproducible shape of the spectrum. Although the spectra recorded with
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different tips and at different D2 coverages show some variability, the unique shape of the
spectra at a certain tip height indicates‚ a special dependence of the interaction of D2 in
the junction on the tip-sample separation. The property which leads to the dependence
of the shape of the spectrum on the tip height may be the same as the one which leads to
the contrast in STHM images, therefore, we need to further analyse the relation between
the two.
The spectra presented so far (cf. figures 5.1, 5.2, 5.3) have a similar shape as the second
kind of spectra, i.e. spikes at low bias and the ZBA appearing as a peak, therefore we will
start the further discussion with these spectra. The spectra of the second kind appear at an
intermediate distance (0.4 Å < zdisplacement < 1.8 Å). According to the results obtained in
the previous paragraphs, at these distances we would expect that at low bias (|V | < Vinner)
a single D2 monolayer is present between the tip and the sample which is excited out of
the junction at a bias higher than the spikes (|V | > Vinner).
In figure 5.4, at increased tip-sample separation (zdisplacement < 0.4 Å) a second set of
spikes appears (at |V | = Vouter) whereas the spikes at |V | = Vinner are not present. The
second set of spikes may be interpreted as different structure of D2 in the junction [172].
The different structure may either indicate a different geometry of D2 in the junction
or the presence of a D2 cluster containing several molecules which fits below the tip at
higher tip-sample separation. Although the origin of the different shape of the spectra
is unknown, it shows that the interaction of D2 in the junction changes at elevated tip-
sample distance. Together with the observation that images recorded at larger tip height
do not show STHM contrast (cf. fig. 4.5), this suggests that the mechanism which lies
behind the contrast formation in STHM images involves a particular state of the junction
which only forms at close tip-sample separation.
If the tip-sample distance is further reduced from the distance at which the spectra of the
second kind are obtained, the spikes smear out and after a noisy transition, the spectra
convert into the third kind. The spectra of the third kind appear flat in a wide range
of bias, except close to zero. A flat conductance is also expected for an empty junction
without D2. The similarity to the behaviour of the empty junction suggests that with
decreasing tip-sample distance the influence of D2 on the conductance is getting smaller or
even disappears completely. This picture is supported by the images recorded at small tip
height which show a LUMO-like contrast (cf. section 4.2.1).
The analysis of spikes leads to suggestions how D2 interacts with the junction at differ-
ent distances, although, information about the junction’s state which leads to the STHM
contrast cannot be directly extracted. Since the STHM contrast only appears close to
zero bias (cf. fig. 5.3), the information about the relation between the distance and
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the contrast should be encoded in the evolution of the conductance close to zero bias.
To elucidate the dependence of the conductance at zero bias, we extract its values from
figure 5.4 and plot them against the z displacement. In addition, the fact that at high
bias (|V | = Vouter) the junction is expected to be empty allows us to directly compare
the conductance of the empty junction with the state which leads to the STHM con-
trast.
Figure 5.5: Differential conductance with an approaching tip at −5 mV (purple
line) and 120 mV to 130 mV (black line). The black line was averaged over four
different spectra as ( dIdV (−130 mV + dIdV (−120 mV + dIdV (120 mV + dIdV (130 mV)/4. Data
points (purple and black open circles) have been extracted from the shaded regions in
figure 5.4. In addition, the areas in which the different shapes of the spectra are obtained
are indicated.
Averaging dI/dV -data over the two shaded areas in figure 5.4, one obtains one spec-
trum for the evolution of the conductance at zero bias (GD2) and one at elevated bias
(Gvac). The resulting data points are plotted against the tip displacement in figure 5.5
(open circles in the corresponding colour to the shading). In addition dI/dV -spectra
recorded at fixed bias while the tip approaches the surface (lines in figure 5.5) are
shown.
Before turning to the discussion of the conductance evolution, we focus on the resistiv-
ity of the junction’s state against tip manipulation. Figure 5.5 shows that the spectra
recorded with approaching tip and reconstructed from the series of spectra in figure 5.4
are identical. This indicates, that the STHM junction is not only in an equilibrium state
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during lateral movement (cf. fig. 5.3), but also when the tip moves perpendicular to the
surface.
Now we turn to the dependence of the conductance in the two states (with and without
D2). The conductance at high bias, when the junction is empty, shows a simple expo-
nential increase with decreasing tip-sample distance as expected for pure tunnelling. The
evolution of the conductance at zero bias, where STHM images are recorded (light blue
area in fig. 5.5), is more complex and deviates from the exponential increase of Gvac. The
deviations show up as two regimes in the conductance evolution. For larger tip sample
separation (zdisplacement < 1.2 Å), the conductance of GD2 increases faster than Gvac, while
for shorter distances (1.2 Å < zdisplacement < 3 Å) the conductance increases more slowly
than the one of the empty junction.
In addition, figure 5.4 has shown that at closest distances (zdisplacement > 3 Å) we obtain
a different shape of the spectra without spikes (third kind). At this distance range both
spectra (GD2 and Gvac) in figure 5.5 reveal deviations from the exponential behaviour.
This leads to the conclusion that the deviations from the exponential behaviour in both
spectra for close tip-sample distance most likely indicate structural changes in the junc-
tion.
So far we can conclude that in the presence of D2 the dependence of the junction conduc-
tance on the tip-sample separation is more complicated than for pure tunnelling. However,
the question whether the distance dependence is related to the STHM contrast cannot
be deduced from considering a single spectrum. Rather, we need to compare the evo-
lution of the conductance with tip-sample separation at different points of the STHM
image.
5.1.6 STHM resolution at different tip-sample separations
The evaluation of figure 5.5 has shown that spectra recorded with approaching tip (G(V =
const., z)) are identical to the ones extracted from dI/dV (V, z = const.) data. Therefore,
to compare the conductance behaviour above different points it is sufficient to record
G(V = const., z) above positions at which we observe a difference in STHM images, these
positions are e.g. the center of a C6-ring and the carbon atoms.
To quantify the effect of D2 on the junction conductance and to simplify the comparison
of the spectra we define the conductance ratio RG(	r) = GD2/Gvac, where 	r denotes the
lateral tip position. The normalization of GD2 to the conductance evolution without D2
(Gvac) in this context makes sense since in STM images no submolecular resolution is
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observed (cf. fig. 4.1), thus no variation in Gvac spectra is expected for different positions
of the sample (cf. green curve in fig. 5.6 (b)).
Figure 5.6: Direct comparison of the evolution of the conductance with decreas-
ing tip sample distance above different positions of PTCDA. (a) dIdV (z) spectra
recorded at fixed bias, measured with D2 on PTCDA/Au(111) (z-axis scale given by scale
bar). G0 = 2e
2
h is the quantum conductance. GD2 (magenta): V = −5 mV. Gvac (black):
V = −130 mV. All spectrarecorded from the same stabilization point. (b) RG(z) curves
(cf. text) measured at positions r1 (blue) and r2 (red) marked in the lower inset. The
ratio Gvac(r1)/Gvac(r2) is shown in green.
For a direct comparison between the conductance ratios and the single spectra (cf. fig.
5.5), the originally recorded spectra above the center of a C6-ring which result in RG(	r1)
are shown in figure 5.6 (a). Conductance ratios for different points above PTCDA are
shown in figure 5.6 (b) (red and blue spectrum). The positions above the molecule where
the spectra have been recorded are shown in the inset of figure 5.6 (b).
The evolution of RG curves measured above different points of the PTCDA molecule in
figure 5.6 (b) show the same qualitative behaviour: first conductance ratios increase until
they reach a maximum while beyond the maximum both ratios quickly drop. Until the
maximum is reached both curves coincide but after they have reached their maximum,
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they start to deviate from each other. The one recorded above the carbon atom (red
curve) drops faster than the one recorded above the center of the C6-ring (blue curve).
Hereby, the curves show the maximal difference between each other just before abrupt
changes appear in the spectra.
In accordance to the findings in the previous section, the abrupt changes of the ratios most
likely originates from structural changes of the junction. In addition, since we observe
a difference between the inner part of the ring and the position of the carbon atom, the
STHM contrast can only appear where RG(	r1) > RG(	r2) and the junction is still stable
(grey shaded area in figure 5.6). STHM images recorded at different tip-sample distance in
the distance regime in which the STHM contrast can be expected confirm this assumption
while the images reveal even more.
Figure 5.7: STHM images of PTCDA/Au(111) measured with D2 at different
tip-sample distance. The distance at which images are recorded is indicated by the black
triangles in figure 5.6 (b)). Image parameters: 1.3× 1.3 nm2, constant height, V = −5 mV
Fig. 5.6 (c) shows six STHM images recorded at different tip-sample distances in the
regime where we expect the STHM contrast. The corresponding tip-sample distance is
indicated in fig. 5.6 (b) (black triangles). The images show a trend that with decreasing
tip height the resolution of the images constantly increases.
While the molecule appears blurred in images 1-3, images 4 and 5 show a sharp contrast
where the molecule and its internal structure is well visible. Besides the STHM contrast
of the molecule, in image 5 sharp lines across one of the C6 rings in the upper left corner
of the molecule appear. The number of lines increases when the tip-sample distance is
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further reduced. At the distance at which image 6 has been recorded the contrast has
almost vanished above the entire molecule.
Comparing the images with the spectra in figure 5.6, one observes that image 6 has been
recorded close to the distance at which structural changes of the junction appear when
the tip approaches the surface. Thus this distance can be seen as a borderline: up to that
point the distance, the bias and the contrast can be switched reversibly between STHM
and STM mode. Beyond the borderline irreversible structural changes of the junction
likely occur which appear as abrupt changes in the junctions conductance and a sudden
loss of the contrast.
This finding allows the definition of three different regimes as indicated in figure 5.6. In
regime 1 the conductance above both positions above the molecule evolves equally. In
regime 2 the conductance evolution of Gvac and GD2 deviates from each other. Finally in
regime 3 the STHM contrast gets lost.
The sudden loss of the STHM contrast in regime 3, together with the observation that
in this regime often structural changes of the junction are observed, suggests that the
tip-sample separation is comparably small. This leads to the conclusion that due to the
small tip-sample separation D2 is mechanically squeezed out of the junction. Therefore
the preceding regime 2, in which the STHM resolution evolves, is identified with a gradual
compression of D2 in the junction. This compression then leads to a decreasing of the
junctions conductance when the tip-sample distance is reduced (cf. fig. 5.5). However,
the mechanism which lies behind the reduction of the junction conductance is not yet
clear.
5.2 Ab initio calculations
To investigate the influence of D2 on the conductance of the junction in regime 2, density
functional theory (DFT) calculations were carried out by our collaborators from
Osnabrück [204]. Before turning to the results of the calculations, we summarize the find-
ings from the previous sections to motivate the model used for the calculations.
With the information from the previous sections, we can draw the following picture of the
STHM junction: in the junction, i.e. between the tip and PTCDA, a single D2 molecule is
statically bound. According to this picture, the junction can be modelled by a D2 molecule
bound between two electrodes. In addition, the molecule in the junction influences the
conductance evolution at zero bias depending on the tip-sample separation. This means
that the distance between the electrodes have to be varied. In a simple model the molecule
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is bound between identical electrodes. In this case, variations of the electrode separation
will change the equilibrium distance of D2 in the junction. However, the effect on identical
electrodes will be the same on both sides of the junction. Thus, it is sufficient to model
the STHM junction only by one electrode in front of which a single D2 molecule is located
and systematically vary the distance (z′) between the two.
Figure 5.8: DFT-LDA simulated nt,D2(EF , z′)/nt,vac(EF ) vs. D2-tip distance z′
for s- (black) and p-type (red) orbitals at the Au atom below the deuterium
molecule. nt,D2(EF , z′) is the LDOS of the model tip at the Fermi level at given D2-
tip distance z′ and nt,vac(EF ) is the LDOS at the Fermi level of the bare tip electrode.
Equilibrium distance z′eq is indicated by the vertical line. Image reproduced from reference
[204]
A sketch of the model is shown in the inset of figure 5.8, it contains a single D2 molecule
in front of a Au(111) surface which represents the electrode. In the calculations, the
geometry of the model has been optimized in a 3 × 3 overlayer on a three layer thick
Au surface within the local density approximation (LDA). The equilibrium position of
the molecule resulting from this geometry is an upright standing D2 molecule in an on
top position above the surface in a distance of z′ = 2.6 Å (green dotted line in figure
5.8).
Starting from the equilibrium state, the distance between the molecule and the surface
has been varied in steps of 0.15 Å and the LDOS of the surface for each distance has
been calculated. To calculate the LDOS the quantum mechanical states are projected on
the local orbitals (s, pz , dz2) of the Au atom directly underneath the D2 molecule while
for a better convergence, for the calculation of the LDOS a 11 layer thick Au surface is
used.
The calculated LDOS of the Au atom represents the DOS of the model tip at the Fermi
level (nt,D2(EF , z′)), as the Au surface represents the tip electrode in the STHM ex-
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periments. In accordance with the calculation of the DOS of the tip in the presence
of D2, one can also calculate the DOS of the bare tip (nt,vac(EF , z′)). Dividing nt,D2
by nt,vac we find that the tip DOS decays substantially with decreasing tip-D2 dis-
tance.
The origin of the decay is the Pauli exclusion principle. As the distance between D2
and the tip is reduced, the DOS of the metal needs to rearrange locally to minimize
the overlap between the closed shell of D2 and the electronic states in the metal. This
rearrangement leads to a depletion of the metal’s DOS at the Fermi level [202, 205, 206].
Note, that the energy cost for the rearrangement of the DOS leads to a repulsive force
between the D2 and the metal (Pauli repulsion) which will be further investigated in
section 5.5.1.
We can use the depletion of the metal’s DOS to estimate the behaviour of the conductance.
According to equation 2.27 the conductance of the junction is proportional to the tip-DOS.
This means that the conductance G(z) as well as the conductance ratio RG(Z) should
decrease proportional to nt,D2(EF , z′) when the tip approaches the D2 molecule. The
depletion of the tip-DOS in figure 5.8 indicates that the conductance should decrease
with a rate of 0.2− 1 Å−1. In comparison, the experimental data from fig. 5.6 (b) show
rates of 1.1 to 1.5 Å−1.
In order to compare the theoretical and the experimental values one has to take into ac-
count that both values are obtained on different z scales. Whereas z′ is defined as the dis-
tance between D2 and the tip, the experimental z scale measures the tip-sample separation.
Thus we have to take an additional scaling factor (dz′
dz
) into account. This scaling factor
should be in the range between ≈ 0 and 1, where 0 indicates a soft sample (constant D2-tip
distance) and 1 a hard sample (constant sample-D2 distance).
The additional scaling factor increases the difference between the experimental and the-
oretical values, although, taking into account e.g. the effect of the unknown shape of
the tip and the effect of the Pauli repulsion on the LDOS of the sample, the corre-
spondence between the two is remarkable. However, considering the neglected effect of
the Pauli repulsion on the sample side would amplify the decrease of the conductance,
since the conductance is also proportional to the LDOS of the sample (cf. equation
2.27).
The agreement between experimental and theoretical data leads to the conclusion that
the decrease of the conductance ratio in regime 2 (cf. fig. 5.6) and thus the origin of the
STHM contrast can be explained by the Pauli repulsion between a D2 molecule and the
electrodes of the STM junction.
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5.3 Qualitative model: sensor/transducer
Now, we develop a simple qualitative model of the STHM junction and its functionality
based on its spectroscopic properties and the results obtained from the DFT calculations.
To develop the model step-by-step we repeat again some of the main findings of the
previous sections.
The high lateral resolution in STHM images, which is by far higher than the diameter
of D2, suggests the presence of at most a single D2 molecule in the active part of the
junction during the contrast formation. In addition, the high lateral resolution together
with the dependence of the STHM contrast on the tip-sample separation (cf. section
4.2.1) indicates the possibility to restrict our model to one dimension, where the tip-
sample distance is the only relevant parameter.
In principle, it could have been possible that the lateral structure of the surface plays a
role in the contrast formation, e.g. by dragging D2 across the surface. However, the spec-
troscopic characterisation of the junction has shown that the contrast in STHM images is
independent of the scanning process. Thus, the mechanism behind the contrast formation
does not depend on the lateral structure of the sample across which the tip scans during
imaging. Hence, we only need to consider the tip-sample separation in our model and not
the lateral position of the tip.
Furthermore, the spectroscopic characterisation indicates that the relevant time scales,
on which the processes of the contrast formation take place, are fast on the time scales of
the measurement. Therefore we can assume an always in equilibrium bound D2 molecule
between the tip and the sample.
In the above described static geometry, the D2 molecule will always be located at its
equilibrium position between the electrodes. Clearly, the position of D2 depends on the
tip-sample separation and the strength of the interaction with both sides of the junction.
As the tip sample distance varies, the distance of D2 to the tip and the sample changes
while D2 moves to a new equilibrium position. According to the results of the DFT
calculations, the changed distance yields variations in the occupation of the electronic
states at the Fermi level inside the electrodes due to the Pauli exclusion principle. The
variation of the density of states inside the electrodes directly modifies the conductance
of the junction, thus produces the STHM contrast.
The information depicted in the previous paragraphs leads to a simple model which ex-
plains the contrast formation in STHM images of PTCDA. An operational scheme of the
model (STHM junction) in which a single D2 molecule acts as a combined sensor and
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Figure 5.9: Schematic illustration of the sensor/transducer model. The inter-
action between the single D2 molecule and the specific part of the junction are indicated
by the arrows. In the case of the simple model both arrows indicate the Pauli repulsion
between molecule and surface (red) as well as between molecule and tip (green).
signal transducer is shown in figure 5.9. The role of D2 in the contrast formation is as fol-
lows: the sensor part probes the Pauli repulsion from the surface which leads to a certain
D2-sample distance, whereas the transducer part transforms the tip-D2 distance into vari-
ations of the junction conductance again via Pauli repulsion.
Before we turn to the visualization of the contrast formation with the help of the sen-
sor/transducer model, we will discuss observations and effects which cannot be explained
with the simple model:
• The model draws a static picture of the STHM junction, whereas due to the finite
temperature (Texp ≈ 5 K) and the low binding energy of D2 [200], one could expect
that the D2 is not statically bound to the tip apex. A more realistic picture of the
STHM junction would thus have to account for several D2 molecules which have a
limited residence time below the tip. After a certain residence time, the molecule
in the junction is displaced and returns or is replaced by an other molecule while
the switching from one to the next molecule is much faster than the time of the
measurement. An indication for this scenario is the spontaneous switching between
the STM and STHM contrast during D2 deposition.
• The model only deals with a single D2 molecule confined in the junction and disre-
gards effect originating from the presence of additional D2 molecules on the surface.
However, the presence of other D2 molecules can be indirectly concluded either from
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their influence on the position of the spikes in dI/dV spectra [172] or by their in-
fluence on the image contrast at higher coverages of D2 on the surface (cf. section
3.3).
• In the one dimensional model of the junction the detailed structure of the tip and
the surface are not taken into account. This structures leads to different adsorption
sites of D2 at the tip apex and in principle also on the surface. In principle these
special adsorption sites should lead to the variability of the contrast achieved with
different tips (cf. section 4.2.2) and the STHM contrast of other organic molecules
(cf. section 4.1.4) and metal clusters (cf. section 4.4)
In the preceding paragraph we discussed the drawbacks of the model, but before we
finally turn to its applications, we would like to note several consequences arising from
the model. The described functionality should also work with other closed-shell particles
besides hydrogen and deuterium [207]. In addition, the sensor and transducer action is not
necessarily restricted to Pauli repulsion. It might also be sensitive to other interactions like
van der Waals-, electrostatic-, chemical-interactions which influence the tip-D2 distance.
In fact, the STHM contrast of the intermolecular interactions indicate this ability, since
above hydrogen bonds one may expect a higher total electron density (TED) compared
to the positions where are no bonds [192], the repulsive force on the D2 molecule should
be larger than above empty spaces. If the contrast of the hydrogen bond would also
originate from the Pauli repulsion, the higher TED above the bond would lead to a
smaller tip-D2 distance and therefore to a reduced conductance, thus the bonds should
appear dark.
5.3.1 Visualization at Au dimer
The depletion of the density of states, due to the distance-dependent Pauli repulsion,
which leads to variations of the conductance in our model, builds the basis for the under-
standing of the contrast formation in STHM images. To demonstrate the relation between
the Pauli repulsion and the conductance of the junction, we will discuss the contrast for-
mation in the STHM image of an inherently simple object, namely a dimer Au adatoms
on the Au(111) surface.
The STHM image of the Au dimer together with the estimated trajectory of D2 during
scanning across the dimer as a cut along the xz-plane is shown in figure 5.10. The contrast
of the Au dimer (bottom of fig. 5.10) consists of two bright spots corresponding to the
two adatoms on the surface. In the center of each of the bright spots a dark area is visible
which is usually not observed in conventional STM images.
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Figure 5.10: Elucidation of the contrast formation in STHM images with the
sensor/transducer model. Top: Schematic sketch of the contrast formation as a cut
along the xz-plane as the tip scans across the adatom dimer. Three tip positions are
marked: xt1 next to the dimer, xt2 at the onset of the dimer and xt3 on top of one of
the adatoms. The depletion of the tip-DOS at the different positions is illustrated by the
shading in the outermost tip atom whereas sensor and transducer actions are shown as
green and red arrows. In addition, the trajectory of the D2 molecule above the surface
is shown (blue line). Bottom: Experimental STHM image of the Au adatom dimer. The
image shows two well separated bright spots. The two bright spots corresponds to the two
adatoms while in the center of each of the bright spots a darker area is visible indicating
the depletion of the DOS. The cut along the xz-plane shown at the top is indicated by the
position of the xt axis. Image parameters: 1.7× 1 nm2, constant height, V = 2 mV
The adatoms appear brighter than the background of the uncovered Au surface due to
a reduced effective tip-sample distance when the tip approaches the dimer. The reduced
distance leads to an increased sample DOS (ns(	rt, EF )) and therefore to a larger conduc-
tance (G(	rt)) of the junction at tip positions close to the adatoms , e.g. 	rt = (xt2, yto, zt0),
compared to positions above the bare surface, e.g. 	rt = (xt1, yto, zt0) (cf. top of fig. 5.10).
However, when the tip moves onward, from the onset of the dimer (	rt = (xt2, yto, zt0)) to a
position close to its center, e.g. 	rt = (xt3, yto, zt0), the effective tip-sample distance is fur-
ther reduced which should lead to an increase of the sample DOS at the position of the tip
and therefore to an even higher conductance. The increased conductance above the center
of the adatoms suggests that they should appear bright in conventional STM images which
is indeed observed [155], whereas in the STHM image (bottom of fig. 5.10) the center of
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the adatoms appears darker than their surrounding.
The reason for the difference of the contrast compared to conventional STM lies in the
presence of D2 in the junction. During scanning the D2 molecule follows the movement of
the tip across the dimer as indicated by the trajectory in figure 5.10 (top). The trajectory
represents the equilibrium distance z′ for each position of the tip (	rt = xt, yt0, zt0) above
the sample in our static model. Clearly, at the equilibrium distance the force from the
surface equals the force from the tip on the D2 molecule in the junction (Ft,D2 = FD2,s).
As now the tip moves from 	rt = (xt2, yto, zt0) to 	rt = (xt3, yto, zt0), the force on the D2
molecule changes as a result of the reduced tip-sample distance, thus D2 moves to a new
equilibrium position. The new equilibrium position is closer to the tip due to the increased
Pauli repulsion between D2 and the sample above the center of the adatom and through
this mechanism the D2 molecule senses the Pauli repulsion from the surface. The stronger
repulsion on the sample side, which yields the smaller tip-D2 separation (z′), is balanced
by a higher tip-D2 force (Ft,D2), caused by the Pauli repulsion on the side of the tip, where
the Pauli repulsion leads to a depletion of the tip DOS (cf. section 5.2 ). The effect of
the DOS depletion on the junctions conductance is so strong that it overcompensates the
rise of the conductance due to the smaller tip-sample separation, thus the center of the
adatoms appear dark. In this way, the information about the sample DOS is transformed
through the Pauli repulsion between the D2 and the electrodes into variations of the
junction’s conductance, which can be detected with STM as described by the operational
scheme in section 5.3.
5.3.2 Contrast formation above PTCDA
Having analysed the STHM image of the adatom dimer with respect to the sensor/trans-
ducer model of the STHM junction, we now turn to the contrast formation above PTCDA.
Similar to the case of the dimer, the D2 molecule follows the tip position during scanning
of PTCDA. At each position above PTCDA, D2 is located at its equilibrium position
between the electrodes. This equilibrium position is determined by the balance of the
forces at both sides of the junction. As in the case of the dimer, the force between D2 and
the sample will be determined by lateral variations of the Pauli repulsion. If, for example,
the tip moves from a position above the center of one of the C6 rings to a position above a
carbon atom, D2 will have to move to a new equilibrium position closer to the tip due to
the increased total electron density (TED) at the position of the atom. According to the
DFT results, the smaller tip-D2 distance leads to a reduction of nt(	rt, EF ) and therefore
to a smaller conductance. Thus, in the STHM image (cf. fig. 4.1), positions of the sample
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at which the TED is higher (e.g atoms and σ-bonds) appear darker than areas where the
TED is lower (inside the ring).
5.4 Testing the model
The developed model of the contrast formation in STHM images, in which a single D2
molecule acts as a combined sensor and signal transducer, can explain the observed con-
trast in STHM images of molecular surfaces. To elucidate the generality of the model, in
the following we discuss the contrast formation in STHM images showing atomic resolu-
tion of a clean metal surface.
5.4.1 Atomic resolution of clean metal surface
The STHM image of the metal cluster in section 4.4 indicates the ability of the STHM
mode to resolve metal surfaces with atomic resolution. However, whether the contrast
originates from the atomic structure of the cluster or whether the contrast originates from
a condensed D2 layer, comparable to the one observed for PTCDA at high H2 coverage
(cf. fig. 3.3), is not clear from the beginning. In the following, we discuss the origin of
the contrast in STHM images of clean Au(111).
Scanning the clean Au(111) surface in STHM mode, a pattern of bright round protrusions
appears in the images (cf. fig. 5.11). The distance between adjacent protrusions (g =
2.8 Å) is close to the lattice constant of Au(111) (≈ 2.85 Å [94, 168]). The similarity
between the lattice constants suggests that the contrast in figure 5.11 is related to the
atomic structure of the underlying surface. However, a priori it is not clear whether the
contrast in figure 5.11 can be attributed to Au atoms. It is conceivable that the contrast
is related to a condensed D2 layer on the surface. In accordance to the STHM contrast of
PTCDA at higher H2 coverage (cf. fig. 3.3), in reference [172] it is shown that H2 layers
on Cu(111) can be directly imaged with STM.
The image of a H2 layer in reference [172], which is reproduced in fig. 5.12 of this work,
shows a hexagonal arrangement of H2 molecules similar to the one in figure 5.11. The
observed lattice constant in the hexagonal arrangement in figure 5.12 is 3.8 Å. This
distance is comparable to the intermolecular distance in solid H2 and D2 [173–175]. The
considerably higher lattice constant in solid H2 and D2, compared to the value obtained
in figure 5.11, makes an H2 layer unlikely as the origin of the contrast. However, from
the different lattice constants alone it is not possible to assign the protrusions in the
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Figure 5.11: Atomic resolution of Au(111) in STHM mode. The single atoms
are imaged as bright protrusions. Inset: Line profile indicated by the arrow in the image,
used to measure the distance between the atoms (g = 2.8± 0.1 Å, corrugation = 80 nA).
Image parameters: 12× 12 Å2, constant height, V = −3 mV
image to the Au atoms. Due to the high compressibility of solid D2 [173], with increasing
D2 coverage the D2-D2 distance in the layer may shrink. If this was the case, a strong
surface corrugation potential for D2 on Au(111) would have to be expected which forces
the D2 into a 1 × 1 structure against intermolecular repulsion. However, the D2-metal
interaction is weak, which leads to a physisorption of D2. Additionally, in theoretical and
experimental studies almost no difference in binding energy is found between the different
adsorption sites (on-top, bridge and hollow) [200, 208–210]. Therefore we conclude that
a D2 layer with 2.8 Å lattice constant is unlikely.
Figure 5.12: STM images of H2/Cu(111). The image is taken from reference [172]
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This conclusion is in agreement with results obtained for another unpolar molecule ad-
sorbed on a closed packed metal surface, namely N2/Pt(111). It is found that the N2
molecules arrange in a 3 × 3 superstructure [211–213]. The density of molecules in this
structure is 6.7× 1014 molecules/cm2 [212], which is similar to the density of an uncom-
pressed H2-layer(7× 1014 molecules/cm2) [214], whereas the density of the features in the
STHM image is twice larger (13× 1014 molecules/cm2).
5.4.2 Expectable corrugation without D2
Assigning the contrast in figure 5.11 to the atomic structure of the surface, we continue
with an analysis of the origin of the contrast. Atomic resolution STM images of the
Au(111) surface have already been presented before [90, 94, 215, 216]. Thus, the contrast
may not be generated by the presence of D2 in the junction.
One needs to have a closer look at the contrast formation of clean metal surfaces with
STM, to determine if the contrast shown in figure 5.11 is caused by the presence of D2 in
the junction. The resolution in STM images is governed by the electronic structure of the
tip, i.e. the outermost tip atom. The simplest imaginable tip consists of an s-like orbital
at the tip apex. However, an s-wave tip is not sufficient to explain atomic resolution
on closed packed metal surfaces, instead a dz- or pz-like state close to the Fermi-level is
necessary at the outermost tip atom [217]. Due to the preparation procedure of the tip
(cf. section 3.2), we expect the tip to be terminated with a cluster of Au atoms. Because
of its electron configuration in the ground state ([Xe] .4f 14.5d10.6s1 [218, 219]), even the
clean tip fulfils the above requirement to achieve atomic resolution in STM images. Thus
three different explanations are conceivable to explain the atomic resolution in figure
5.11:
1. the Au atom at the tip apex directly produces the contrast,
2. at the tip apex an adsorbate atom or molecule was picked up which increases the
resolution,
3. the contrast is mediated due to the presence of D2.
The cleanness of the tip has been tested on PTCDA before imaging Au, therefore we find
the second suggestion unlikely to be the reason for the atomic resolution.
To determine whether the contrast originates from a clean tip or not, we compare the
corrugation in figure 5.11 with the values presented in references [90, 94, 216]. The
corrugation (ΔI = Imax − Imin) in figure 5.11 is determined from a line profile (cf. inset
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in fig. 5.11) as the difference between maximum and minimum current, i.e. the difference
in measured currents atop and between the atoms. However, to compare the measured
corrugation with the one obtained from constant current STM images, we have to convert
the current difference ΔI into a height difference Δz.
For a clean Au terminated tip we assume that the current drops by a factor of 7.6 per Å,
as expected for a metallic junction [36]. From the line profile in figure 5.11 we obtain a
percentage KI = IminImax ∗ 100 % = 30 % for the ratio between the currents. Inserting the
factor and the current ratio in equation 2.11 yields a height difference of Δz = 0.6 Å for
the clean metal tip.
The calculated height difference Δz for the clean junction is close to the values reported
in literature (0.15 Å [216], 0.05− 0.5 Å [94], 0.1− 1 Å [90]). Thus, from the corrugation
alone, we cannot conclude that the atomic resolution appears due to the presence of D2
in the junction.
5.4.3 Evidence of D2 in the junction
To clarify if the atomic resolution is mediated by D2 in the junction, we turn to the
spectroscopic properties of the junction. Figure 5.13 shows two typical dI/dV (V )-spectra
recorded above the center of an atom in fig. 5.11. The spectra were measured at two
different tip-surface distances after the tip has been approached by 2.7 Å and 3.1 Å from its
stabilization point above the surface. In the whole distance range (2.7 Å < zdisplacement <
3.1 Å), we obtain atomic resolution in recorded images.
The spectra in figure 5.13 show the same characteristic features as observed in dI/dV
spectra recorded above PTCDA (cf. fig. 5.2), i.e. spikes at |Vinel| ≈ 18 mV and a ZBA
appearing as a peak. In addition to the previously observed features an increased noise
level is visible between Vinel < |V | < Vnoise.
The similarity of the spectra recorded above PTCDA suggests the presence of D2 in the
junction during contrast formation above the Au surface. However, it is not yet clear if
the atomic resolution appears due to interactions of D2 in the junction. To answer this
question we look at STHM images recorded at different bias.
To investigate the dependence of the image contrast on the applied bias, we recorded a full
dI/dV spectrum at each point of an image. The total series contains 30× 30 dI/dV (V )
spectra which allow the reconstruction of images at any bias. Five images reconstructed
from the dI/dV (x, y, V )-data are presented in figure 5.14, together with a corresponding
spectrum acquired above the center of one of the atoms. In addition, for a comparison
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Figure 5.13: dI/dV (V ) spectra measured on top of a Au atom. The spectra have
been recorded with lock-in detection (amplitude 4 mV, frequency 1 kHz) at absolute tip-
sample distance 2.7 Å (red) and 3.1 Å (black). Values of the differential conductance are
given in units of the quantum conductance G0 = 2e
2
h = (12.9 kΩ)
−1.
of the contrast with figure 5.11, image 2 is averaged over a square of 1 Å2. The resulting
image is displayed as 1 in figure 5.14 (a). In this image the position from which the
spectrum was taken is marked (red dot).
The images reconstructed at different voltages reveal that, on the one hand, the contrast
in the image reconstructed from the datacube is identical to the one recorded with the
scanning tip, while on the other hand the atomic resolution is achieved only in a limited
bias range of the ZBA (images 2 & 3), where the contrast shows only minor variations. Be-
yond the ZBA the contrast quickly disappears and for |V | > |Vc| the images are featureless
(images 4-6 in fig. 5.14 (a)).
So far, we saw that the contrast formation does not depend on the scanning of the tip
while the atomic resolution only appears in the regime close to zero bias. This behaviour
is the same as for the STHM contrast in the case of PTCDA (cf. section 5.1.4). The equal
behaviour in both cases suggests the same origin of the contrast, namely the interaction
of D2 with the junction.
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Figure 5.14: Images and spectra reconstructed from a datacube recorded above
the clean Au surface. (a) 30× 30 pixel, 5.9× 5.9 Å2 dI/dV constant height STHM
images extracted from spectroscopic data acquired above Au(111) with D2. At each pixel
of the images one dI/dV (V ) spectrum was recorded using lock-in detection (modulation
amplitude 4 mV, frequency 4.8 kHz, spectrum acquisition time 1 s). Conductance values
in the images rise from black to white. Image 1 is gained from image 2 by smoothing
over a square with edge length 1 Å. The conductance values in image 2 vary in the
range of 0 < G < 16 · 10−3 G0 while in image 1 the values change only in the range
of 0 < G < 6 · 10−3 G0. Besides a background subtraction, to remove a slight contrast
change, due to a small vertical drift during scanning, the images 2-6 are displayed as
extracted. Bias value for the images: 2: 0 mV, 3: −6 mV, 4: −11 mV, 5: −16 mV, 6:
−43 mV. (b) Spectrum recorded at the point marked in image 1 of figure 5.14 (a). The
right side is displayed as measured, the left side was averaged over an area with diameter
0.2 Å, indicated by the circle in image 1. In addition the bias voltages at which the images
are extracted are marked with blue dots, going from right (image 2) to left (image 6).
5.4.4 Influence of D2 on the junction conductance
Having assigned the atomic resolution to the presence of D2 in the junction we can now
focus on the origin of the contrast. Since in the case of PTCDA the tip-sample distance
during scanning turned out to be a crucial parameter for the contrast formation, in the
following we investigate the influence of the tip-sample separation on the conductance of
the junction.
To investigate the dependence of the tip-sample distance on the conductance of the junc-
tion, we recorded a series of dI/dV -spectra with subsequent reduction of the tip-sample
distance by 0.2 Å. The acquired spectra are shown in figure 5.15 for z-displacements
ranging from 2.2− 4 Å and figure 5.16 for z-displacements of 0− 2 Å, where a positive
displacement means decreasing of the tip-sample distance from the stabilization point of
the tip (V = 43 mV, I = 54 pA) by the given value.
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Figure 5.15: dI/dV (V )-spectra recorded with different tip surface distances.
The Spectra have been measured with lock-in technique (amplitude = 4 mV, frequency
= 1 kHz) on top of a Au surface atom. The spectra cover a range for z-displacement of
2.2− 4 Å with a step of only 0.2 Å. Conductance spikes are clearly visible and appear
together with a noisy region which outer position changes with the tip-surface distance.
For better visualisation spectra are plotted on a logarithmic scale.
For the largest tip-sample separation in the experiment, at the stabilization point of the tip
(zdisplazement = 0 Å), the conductance of the junction exhibits repeated switching events
between two conductance states close to zero bias (|V | ≤ 10 mV). The two conductance
states are one with a conventional linear dependence on the applied bias (state 1) in which
no D2 is expected in the junction (cf. fig. 5.2) and a new state with a lower conductance
at zero bias (state 2) related to the presence of D2 in the junction. At smaller tip-sample
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Figure 5.16: Continuing the series from figure 5.15 for smaller displacement
(0− 2 Å)
separation state 2 stabilizes in the regime close to zero bias (|V | < 20 mV) as indicated
by the disappearance of the noise.
The stabilization of state 2 with decreasing tip-sample separation indicates a relation
between the tip height and the confinement of D2 in the junction. Whereas at larger
tip-sample separations we observe spontaneous switching between a state in which D2
is present in the junction (state 2) and the empty junction (state 1), beyond a certain
threshold distance, D2 is not spontaneously displaced from the junction any more. From
this finding the following picture of the junction at larger tip-sample separation, compared
to the one at which STHM images are recorded, emerges: in absence of the tip, D2 diffuses
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freely on the surface. When the tip approaches to the surface, a potential for D2 is created
between the surface and the tip apex. At larger tip-sample separation, the potential well is
not deep enough to confine D2 and it spontaneously escapes from the junction as indicated
by the switching of the conductance to the value of the empty junction. The depth of
the potential well created by the tip should increase while the tip approaches, thus at a
certain distance the confining potential becomes so deep that D2 can no longer escape
and state 2 stabilizes.
At zdisplacement = 0.8 Å, after state 2 is stabilized, a ZBA-peak appears, while the overall
conductance in state 2 first remains lower than the conductance in state 1 (|V | > 20 mV).
Decreasing the tip-sample separation further, the ZBA grows with respect to the high
bias conductance. At zdisplacement = 1 Å the conductance at zero bias is larger than
dI/dV (|V | > 30 mV) while it further increases as the tip-sample separation is reduced.
At zdisplacement ≈ 2.5 Å the situation reverses and the peak at zero bias starts to shrink
with respect to the conductance in state 1 until at ≈ 4 Å it is almost completely vanished.
At the same time, as the ZBA conductance rises, the transition from conductance state
1 (junction at elevated bias) to state 2 (junction at zero bias) also exhibits a complex
evolution.
Whereas the position of the spikes in the spectra remains constant throughout the whole
series (|Vinel| ≈ 18 mV), the transition region between the spike and the stabilization of
the conductance in state 1 (|V | = Vnoise cf. fig. 5.13) shows a dependence on the tip-
sample separation. While the tip approaches to the surface from zdisplacement = 0 Å, the
region of increased noise between Vinel < |V | < Vnoise becomes broader until it reaches
a maximum width at zdisplacement = 2.5 Å. Starting from this distance the width of the
noisy region becomes smaller again.
So far, dI/dV spectra recorded above the Au surface in the presence of D2 show a similar
evolution with decreasing tip height as observed before above PTCDA (cf. fig. 5.4).
However, above Au we observed an additionally noisy transition region between the two
conductance states of the junction. The noisy region shows a similar evolution like the
ZBA, i.e. its width first increases while the ZBA grows, while beyond zdisplacement = 2.5 Å
both effects disappear, which may indicate a correlation between the two. But since we
are particularly interested in the contrast formation, we will concentrate on the evolution
of the ZBA.
To compare the evolution of the ZBA with the conductance in state 1, we have extracted
dI/dV values from figures 5.15 and 5.16 by averaging the spectra over the two shaded
areas and plotted the results against the tip-displacement in the corresponding colour
(fig. 5.17). The purple dots (GD2) show the evolution of the ZBA (|V | < |Vc|) while
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Figure 5.17: Evolution of dI/dVwith decreasing tip-sample separation. (a)
dI/dV (z) (G(z))-spectra extracted from the spectra in figures 5.15 and 5.16. The colours
of the dots correspond to the shaded areas (black = grey, purple = light purple). The area
in which the conductance at zero bias shows an exponential dependence on the tip sample
separation is highlighted in yellow. From an exponential fit on the data points (green and
black dashed lines) in this area we obtain values for the apparent barrier height Φ for the
junction with and without D2. (b) Ratio GD2/Gvac between the spectra in (a). The grey
shaded area corresponds to the range of zdisplacement for which atomic resolution in the
STHM images is observed.
the black dots (Gvac) show the conductance evolution for the empty junction (|V | >
|Vinel|).
Gvac shows an exponential increase of the conductance with decreasing tip-sample distance
as expected for pure tunnelling. The deviations from the exponential behaviour which
appear as small steps at zdisplacement =1.4 Å, 2.5 Å and 3.6 Å originate from a small offset
in the lock-in measurements. In contrast to Gvac, GD2 clearly shows a non-exponential
increase of the conductance in a wide range of distances.
For the largest tip-sample separations, close to the stabilization point, first the conduc-
tance values slowly increase due to the stabilization of state 2. After state 2 is stabilized
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and no switching events occur any more, GD2 enters a regime in which it shows an ex-
ponential increase with decreasing tip sample distance (0.4 Å < zdisplacement < 1.2 Å).
Decreasing the tip-sample separation further, GD2 starts to deviate from the exponential
behaviour. In the adjacent regime (1.2 Å < zdisplacement < 3.5 Å), GD2 still increases but
the exponent with which the conductance values increases, constantly decreases while the
tip approaches, until GD2 and Gvac cross each other at zdisplacement = 3.5 Å. Between
3.5 Å and 4 Å, GD2 remains below Gvac.
Before we further discuss the relation between the STHM contrast and the evolution of the
conductance, we shortly discuss the evolution of the conductance for elevated tip heights
in which GD2 exponentially increases. The regime in which we obtain an exponential
behaviour of G2 (yellow shaded area in fig. 5.17 (a)) allows us to further analyse the
effect of the presence of D2 on the junction conductance.
The exponential dependence of the conductance on the tip-sample separation in conven-
tional STM results from the tunnelling probability of the electrons from the tip to the
sample and vice versa, which exponentially depends on the length of the barrier and the
height of the barrier (cf. section 2.1.2). The exponential evolution of the conductance
of GD2 and Gvac with decreasing tip-sample separation allows to determine the apparent
barrier height Φ in the presence of D2 and compare it to the one of the empty junction.
The apparent barrier height can be extracted from the slope of GD2 and Gvac in figure
5.17 (a) as
Φ =

2
2m
(2κ)2 (5.1)
where m is the electron mass and 2κ the slope of the conductance curve (cf. section 2.1.2).
Fitting GD2 and Gvac and inserting the calculated slopes into equation 5.1, we obtain the
apparent barrier height for the empty junction (Φvac = 4.7 eV) and in the presence of D2
(ΦD2 = 15.4 eV).
The main contributions to the apparent barrier height of STM junction are the work
functions of tip and sample (cf. section 2.1.4). Since both, tip and sample, in our ex-
periments consists of Au we can compare Φvac with the work function of Au. The com-
parison shows, the apparent barrier height of Φvac = 4.7 eV is close to the work function
of the Au(111) surface (ΦAu(111) = 5.26 eV [220]). This means, the obtained value for
Φvac is in the regime in which one could expect the apparent barrier height of a pure
metallic Au junction. Thus, the result proves that at elevated bias (|V | > Vinel) D2
has no effect on the junctions conductance. However, the situation is different at zero
bias.
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The presence of D2 in the junction at zero bias leads to a considerably larger apparent
barrier height. The obtained value ΦD2 = 15.4 eV is ≈ 3 times larger than Φvac or
the work function of the bare surface. How the presence of D2 affects the properties of
the junction so that we obtain a value for the apparent barrier height which is by far
larger than the obtained value for the empty junction is not clear. However, if the tip-
sample distance is reduced, the conductance of the junction shows deviations from the
exponential behaviour and the slope becomes smaller, due to the compression of D2 in
the junction.
Similar to the measurement above PTCDA (cf. fig. 5.6), to quantify the effect of
D2 of the junction conductance while the tip approaches to the surface, we define the
ratio Gratio = GD2/Gvac. Gratio is plotted in figure 5.17 (b), where in addition the
distance range in which atomic resolution is observed is indicated by the grey shaded
area.
Now one can compare the evolution of the conductance ratio with the corresponding curve
above PTCDA/Au(111) (cf. fig. 5.6). Qualitatively Gratio shows the same behaviour as
above PTCDA: from the stabilization point first Gratio rises until it reaches a maximum
(zdisplacement ≈ 2.1 Å). Beyond the maximum Gratio decreases until it drops below 1. In
both cases, above PTCDA and Au, beyond the crossing point structural instabilities of the
junction occur due to the close vicinity of the tip to the imaged surface. In contrast to the
STHM resolution of PTCDA, where the best resolution is observed in a narrow distance
range (< 0.3 Å) directly before the crossing point of the spectra, here the situation is
different. The atomic resolution is observed in a wider distance (2.3 Å < zdisplacement <
3 Å) which is more than 0.5 Å away from the crossing of the spectra (zdisplacement =
3.6 Å). However, the larger distance at which STHM images with atomic resolution are
recorded does not automatically mean that the mechanism behind the contrast formation
is different.
5.4.5 Contrast formation
In section 5.2 we found that the origin of the non-exponential behaviour of the junctions
conductance with decreasing tip-sample separation is the Pauli repulsion acting between
D2 and the electrodes. To assign the atomic resolution of the Au surface in figure 5.11
as a consequence of the Pauli repulsion, one would need to analyse the interaction of D2
with the surface above different points of the sample. However, such analysis is difficult
to perform due to the weak interaction between D2 and the metal substrate [200, 210].
Instead we analyse the imaging mechanism with respect to the site specific adsorption
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properties of another closed shell particle adsorbed on metal surface, namely Xe atoms
on Pt(111).
Note that the proposed model of the STHM imaging mechanism (cf. section 5.3) is not
restricted to D2, but only requires a closed shell particle at the tip apex which follows the
movement of the tip. This could be realized e.g. by picking up Xe atoms from the surface
with the STM tip [134], the behaviour of Xe should not make a difference compared to
D2, although the interaction between the noble gas atoms and the metal substrate is
much stronger than the D2-Au interaction as can be seen e.g. by the static adsorption
of Xe on Pt(111) which even allows manipulation of adsorbed atoms with the STM tip
[134, 221].
Figure 5.18: Illustration of the imaging mechanism which leads to the atomic
resolution on the example of Xe/Pt(111). a) Top (top) and side view (bottom) of
the adsorption of Xe/Pt(111) at two different positions above the surface. The interaction
with the underlying substrate results in variations of the adsorption height of Xe above
different positions of the sample. For example, the adsorption height atop of an atom
(dtop) is smaller than above the bridge site (dbridge) between two atoms [222] as indicated
in the side view. b) Sketch of the displacement of the atoms in the presence of the STM
tip. The larger displacement of the Xe atom leads to a stronger depletion of the tip DOS,
thus to a smaller conductance of the junction.
The adsorption height of Xe on Pt(111) depends on the position of the atom above the
surface [222]. At a position on top of a Pt atom the equilibrium distance between Xe
and the surface is expected to be smaller than above the bridge site between two atoms
as schematically sketched in figure 5.18 (a). If now the STM tip scans the surface in
constant height mode, as usual for STHM images, the Xe atom will have to move to a
new equilibrium position closer to the sample (cf. fig. 5.18 (b)). Since the force between
the tip and the Xe atom will depend on the distance between the two, the displacement
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of the atom out of its former equilibrium position can be expected to be larger above the
bridge sites (Δdtop < Δdbridge). In turn, the stronger displacement indicates a stronger
force resulting from the Pauli repulsion between Xe and the tip. According to our model,
the stronger Pauli repulsion yields a stronger depletion of the tip DOS and therefore a
lower conductance above the bridge sites of the sample. Thus, the atoms should appear
bright in a recorded image.
Note that for the above discussion we only take into account the different adsorption
heights of Xe atop and besides the atoms, whereas in reference [222] it is found that
one could expect a stronger repulsive force besides the atom than on top of the atom.
However, this effect would further amplify the difference between the two adsorption
sites.
Applying the results obtained on Xe/Pt(111), we can finally understand the contrast
formation in STHM images of Au(111). During scanning a single D2 is located below the
tip apex. The vertical position of D2 in the junction will depend on its interaction with
the electrodes, i.e. tip and sample. When the tip-sample separation during scanning is
reduced to a distance z ≤ 2deq, where deq is the equilibrium adsorption height of D2 above
the surface, D2 will have to move to a new equilibrium position closer to the electrodes.
Since the tip-sample distance is kept constant during scanning, the displacement of D2
will depend on deq as schematically shown in figure 5.18 (b). Thus, at positions above the
surface where deq is larger, e.g. at bridge sites, we can expect a larger displacement of D2
out of the former equilibrium position. The larger displacement will result in a stronger
repulsive force between D2 and the sample which is balanced by a repulsive force between
the D2 and the tip. According to our model calculations (cf. section 5.2), the repulsive
forces originate from the Pauli repulsion between D2 and both sides of the junction. At
the side of the tip the Pauli repulsion leads to a depletion of the tip-DOS at the Fermi
level and therefore to a smaller conductance of the junction. Thus, positions above the
sample where the displacement of D2 is larger (e.g. bridge sites) should appear darker
than positions where the displacement is smaller (atop of the atoms). Therefore, the
atoms in STHM images (figures 5.11 and 4.21) appear brighter than the positions next
to the atoms.
Summarizing the findings above, the origin of the atomic resolution in STHM images is
the vertical displacement of D2 out of its equilibrium adsorption height, as could be shown
due to a comparison with the site specific adsorption height of Xe/Pt(111). The contrast
formation hereby can be explained by the simple one-dimensional model of the STHM
junction, presented in section 5.3 to explain the contrast formation in STHM images of or-
ganic molecules, in which a single D2 molecule acts as a combined sensor and signal trans-
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ducer via Pauli repulsion between D2 and the electrodes.
5.5 Attempt of quantification: calibration of the force
sensor
In the previous sections, we developed a qualitative model for the contrast formation in
STHM images. According to the sensor/transducer model, presented in section 5.3, the
STHM contrast appears due to the repulsive interaction of a confined D2 molecule with
the electrodes of the STM junction. The repulsive interaction leads to a depletion of the
DOS of the electrodes at the Fermi level, due to the Pauli exclusion principle, yielding
changes in the conductance of the junction depending on the force acting on D2. However,
the strength of the force which leads to a certain reduction of the junctions conductance
has not been addressed up to now.
The force acting on the D2 molecule is difficult to address by experimental methods. On
the contrary, the force acting on the tip can be measured by means of AFM [80, 82, 88, 223,
224]. Especially in dynamic AFM modes small forces between the tip and the sample can
be measured with pN resolution [140, 225]. A prominent example of the dynamic modes is
frequency modulated AFM (FM-AFM), which allows the reconstruction of the tip-sample
force by measurement of the frequency (f) of the oscillating tip [83, 156]. The tip thereby
is usually mounted on a cantilever beam. In many cases the change of the oscillation
frequency is small compared to the eigenfrequency of the cantilever, thus the frequency
shift df = f−f0 is defined, where f is the measured oscillation frequency of the cantilever
and f0 its eigenfrequency.
5.5.1 Force on the tip
To get further insight into the relation between the force on the confined D2 molecule
and the conductance of the STHM junction, we simultaneously recorded dI/dV (V ) and
df(V ) spectra at different tip-sample separations.
Figure 5.19 (a) shows a series of dI/dV (V )-spectra measured above the center of PTCDA
on Ag(111) with subsequent decreasing of the tip-sample distance (step = 0.16 Å). The
acquired spectra cover a total range of 2.4 Å, approaching from the stabilization point of
the tip above the molecule (zdisplacement = 0 Å).
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Figure 5.19: Evolution of dI/dV and df spectra with decreasing tip-sample
separation. (a) dI/dV -spectra recorded with lock-in detection (modulation amplitude
4 mV, frequency 0.9 kHz), and subsequent reduction of the tip sample separation in steps of
0.16 Å above PTCDA/Ag(111). Light blue shaded area indicates the region of conductance
spikes. (b) Simultaneous recorded df -spectra. Spectra corresponding to the same tip-
sample distance are plotted with the same colour as in (a). In addition, −Vinel and Vinel
mark the transition between the state where D2 is present in the junction and the empt
junction.
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The evolution of the dI/dV (V ) spectra shows the same characteristic behaviour as above
PTCDA/Au(111) (cf. fig. 5.4), i.e. two structural different states of the junction. One
state at |V | > Vinel ≈ 25 mV, in which the junction is empty, and another state at
|V | < Vinel where D2 is present in the junction (cf. fig. 5.2). The transitions between the
two states appear as spikes in the spectra.
Comparing the obtained spectra with previous experiments one observes the rather low
conductance values. The lower conductance may be related to the fact that AFM tips
cannot be cleaned so well prior to the experiments. It is conceivable that an oxide layer is
present at the tip apex which reduces the conductance of the tip.
df(V ) spectra, which have been acquired simultaneously with the dI/dV data, are dis-
played in figure 5.19 (b) in the same colour-code used in (a) for spectra recorded at the
same tip-sample distance. Due to the negative sign of the frequency shift the spectra are
displayed from top to bottom with decreasing tip-sample distance, while in figure 5.19 (a)
the spectra are shown in opposite order.
Similar to the dI/dV spectra, df curves behave differently in the regime close to zero bias
(|V | < Vinel) than expected without the presence of D2. Whereas in conventional AFM
experiments the frequency shift shows a parabolic dependence on the applied bias [93, 226],
the spectra in figure 5.19 (b) exhibit a non-parabolic evolution. Comparing df - and dI/dV -
data, one observes that the bias window in which the non-linearities in the df -spectra
appear corresponds to the range between |V | < Vinel. This finding is not surprising,
since at this bias one expects D2 to be present in the junction. The data shows that the
presence of D2 leads to an increase of the frequency shift (|df ||V |<Vinel > |df ||V |>Vinel) with
respect to the empty junction. The rise of |df | depends on the tip-sample separation and
increases further with decreasing distance until the situation reverses and a peak appears
in the spectra (zdisplacement > 2.1 Å).
To get further insight into the evolution of the conductance and the frequency shift with
decreasing tip-sample separation for the empty junction and in the state which leads
to the STHM contrast, we extract dI/dV and df data at zero bias, where we record
STHM images, and at elevated bias |V | > Vinel, where D2 is expelled from the junction
(cf. fig. 5.2). Plotting the resulting data points against the tip displacement allows the
direct comparison between the evolution of the frequency shift in STHM mode with the
frequency shift for the empty junction and with the evolution of the conductance ratio
(cf. fig. 5.6), which is defined to quantify the effect of D2 on the conductance of the
junction.
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Figure 5.20: Evolution of dI/dV and df values at zero and high bias with de-
creasing tip-sample distance. Data was extracted from figure 5.19 by averaging over
the black (high bias) and red (zero bias) areas. (a) Conductance ratio derived by dividing
both spectra. As a guide to the eye the qualitative evolution of the conductance ratio
is indicated by the green dashed line. In addition, the distance where the conductance
ratio exhibits is maximum is marked as "A" and a dotted line. (b) df(z)-spectra in the
correspond colours. (c) Frequency shift with D2 from (b) after background subtraction
(black dots). Integrated frequency shift, which represents the force evolution between D2
molecule and the tip with decreasing tip height (red line).
Figure 5.20 (a, b) shows the evolution of dI/dV - and df - values at zero bias (dfD2) and for
|V | > Vinel (dfvac) with decreasing tip-sample distance. The data points are reconstructed
from the spectra in figure 5.19 by averaging over the two shaded areas. The conductance
ratio (GD2/Gvac) is shown in figure 5.20 (a) (cf. fig. 5.6) together with a guideline for the
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eyes (green dashed line). dfD2 is shown in figure 5.20 (b) (red dots) whereas in the same
figure the curve for the empty junction (dfvac) is shown, which is obtained by taking the
mean value of the two data points reconstructed for V < −Vinel and V > Vinel (black data
points in fig. 5.20 (b)).
The conductance ratio shows the same behaviour as observed for PTCDA/Au(111) (cf.
fig. 5.6 (b)), i.e. while the tip sample distance is reduced, the conductance ratio first
rises, than it reaches a maximum before it drops to values even below one. However, the
low conductance values lead to an increased noise in the spectrum, thus the evolution
of the conductance can be estimated only qualitatively (green dashed line in fig. 5.20
(a)).
This is different for the evolution of the frequency shift obtained for the two states of
the junction, which does not show such a high noise level, thus allows a further analysis.
The spectrum recorded at elevated bias (dfvac) shows the expected constant increasing of
|df |-values with decreasing tip-sample distance due to the increasing attraction between
tip and sample [99]. At zero bias, where D2 is present in the junction, the situation is
different. |dfD2 | exhibits a maximum at zdisplacement ≈ 2 Å, while for shorter distance
|dfD2 | decreases again.
The maximum and subsequent reduction of |df | indicates an increasing contribution of
repulsive forces to the total force acting on the tip with reduced tip-sample distance.
However, one can expect that the total force which results in the obtained frequency shift
is a superposition of at least two forces. On the one hand, there is the force between the
tip and D2, which we have identified as the origin of the STHM contrast, and on the other
hand there is a contribution to the total force on the tip due to the macroscopic size of
tip and sample.
According to equation 2.30, the frequency shift resulting from two force components equals
the sum two frequency shifts:
dftot = − f0
kA2
〈Ftotq〉 (5.2)
= − f0
kA2
〈(F1 + F2)q〉 (5.3)
= − f0
kA2
〈F1q〉+
(
− f0
kA2
〈F2q〉
)
(5.4)
= df1 + df2, (5.5)
where f0 is the resonance frequency, k is the stiffness, A is the amplitude, q is the de-
flection of the cantilever and 〈〉 indicates an average over one oscillation cycle. The
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contribution to the total force on the tip originating from the force between the tip and
the sample can be estimated by dfvac, since it corresponds to the frequency shift resulting
from the tip-sample interaction without D2. Therefore, to remove this background force,
which gives an additional attractive component to the total force, we subtract dfvac from
dfD2 .
Figure 5.21: Evolution of the contributions to the total force with decreasing
tip-sample distance. For the illustration a Lennard-Jones potential consisting of an
attractive- (blue curve) and repulsive term (red curve) is chosen. The total force (black
curve) is given by the sum of both contributions.
Subtracting the attractive background from the component related to D2, the resulting
curve (black spectrum in fig. 5.20 (c)) shows the same qualitative behaviour as dfD2 before
the subtraction. However, the subtraction leads to a shift of the maximum to a larger tip-
sample separation (zdispalement = 1.5 Å), while in addition df values even become positive
for zdisplacement > 2.1 Å.
From the evolution of the background-subtracted frequency shift, the strength of the
tip-D2 force can be reconstructed. In the limit of small oscillation amplitudes of the
cantilever the force can be calculated using equation 2.32. Doing the calculation, the
resulting force curve (red curve in fig 5.20 (c)) exhibits a similar behaviour than the df
curve, i.e. for larger tip sample separations the force on the tip first increases until it
reaches a maximum beyond which the force becomes smaller. Note that in the current
context we discuss the evolution for the absolute value of the force whereas its sign only
indicates if the force is attractive (−) or repulsive (+). Comparing the resulting force
curve with the evolution of the frequency shift, one observes that as long as df values are
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negative, the force constantly increases and becomes more and more attractive, while as
soon as df values are positive, the attraction is reduced.
The reconstructed force shows that the presence of D2 in the junction leads to an additional
attractive component to the total tip-sample interaction in almost the whole distance
range covered in the experiment. The strength of the attractive component depends on
the tip-sample distance; the maximum of |FD2max| ≈ 50 pN is reached at a distance of
zdisplacement = 2.1 Å.
After reconstructing the D2-related force, we can compare its behaviour with the evolution
of the conductance ratio (cf. fig. 5.20 (a)). Comparing both curves one observes that
the tip position at which the conductance ratio is maximal coincides with the position
where the rate of change of the force changes its sign (distance A in fig. 5.20). Starting
from this tip-sample distance, we also obtain atomic resolution of metal surfaces (cf. fig.
5.17). To distinguish what is special about this particular distance, we have to look at
the different contributions to the D2-related force.
In AFM-experiments measured forces are usually divided into attractive and a repul-
sive components. To approximate the force on the tip different potentials are used, e.g.
Lennard-Jones type, Morse type. However, the speciality of distance A is the same in all of
the different potentials. To illustrate the meaning of distance A we look at the attractive
and the repulsive contributions to the total force on the example of the Lennard-Jones
potential.
Figure 5.21 shows the evolution of total force (black) together with the evolution of its
attractive (blue) and repulsive (red) components calculated for a Lennard-Jones potential.
The comparison between the curves shows that at the position where the rate of change
of the black spectrum changes its sign (distance A in fig. 5.21), the repulsive component
starts to overcompensate the attractive part, i.e. the red curve increases faster than the
blue one drops. Therefore, we associate point A with the distance at which the tip starts
to feel a substantial repulsive interaction. Remarkably, at this distance we start to obtain
atomic resolution in STHM images of metallic surfaces (cf. fig. 5.17), while the contrast
in STHM images of organic molecules is close to the structure formula of the molecule
in question (cf. fig. 5.7), which supports the conclusion that the contrast appears to a
repulsive force acting between the tip and D2.
The best resolution in STHM images of PTCDA is usually achieved when GD2/Gvac = 1
(cf. fig. 5.7). At this distance where we expect GD2/Gvac = 1, the force on the D2
molecule is close to zero due to a steep increase of the repulsive interaction at close tip-
sample separation (cf. fig. 5.21). The finding that the force on the D2 molecule at the
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distance where we obtain best resolution in STHM images is close to zero is not surprising.
In section 5.1.6 we saw that with reducing tip-sample separation the STHM contrast of
PTCDA evolves, while the contrast suddenly disappears at tip-sample separations only
slightly smaller than the distance at which we obtain the best resolution. Clearly, the
resolution depends on the conductance difference between adjacent points in the image.
This difference in turn will depend on the difference of the repulsive force on the D2
molecule and therefore on the slope of the repulsive component which is larger for smaller
tip-sample separations. In addition, at the tip-sample distance where the force is zero, it
changes from attraction (negative sign) to repulsion (positive sign). The repulsive force
than leads to a mechanical squeezing out of D2 out of the junction which shows up as a
sudden loss of the STHM contrast in obtained images at too small tip-sample separation
(cf. fig. 5.7 (e,f)).
So far we saw that the obtained force curve for the interaction between D2 and the tip
agrees well with our conclusions from the previous sections. However, a calibration of the
conductance curve, i.e. drawing a connection between the conductance behaviour and
the force on the D2 molecule, has not been done yet. Comparing the conductance ratio
and the force, we can identify three special points. The first point appears at elevated
distances, where the conductance ratio starts to decrease while the tip sample distance is
reduced (cf. fig. 5.17). At this distance also the force on the D2 molecule is close to zero:
R(z → z′) ≈ 1 → F (z = z′) ≈ 0, (5.6)
where z′ is the distance at which the conductance curves with and without D2 cross
each other for larger tip sample separation.The second point is the maximum in the con-
ductance ratio, which is identified as the distance where the radius of curvature of the force
changes its sign and D2 starts to feel the repulsive interaction:
dR
dz
= 0 → d
2F
dz2
= 0, (5.7)
where R(z) is the conductance ratio and F (z) the force on the tip. Finally, the third
point is the distance where the conductance ratio drops below one, at which the force on
D2 is close to zero:
R(z) = 1 → F (z) = 0. (5.8)
The three distinct points in the evolution of the conductance ratio defined by relations 5.6,
5.7 and 5.8 allow the reconstruction of the force evolution on D2 from any given evolution
of the conductance ratio. However, for a quantitative reconstruction of the force, in
addition, the value of the maximum of the force needs to be known, which cannot be
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directly obtained from the conductance evolution. However, the maximum attractive
force may be expected to be always in the same order of magnitude (here ≈ 40 pN) since
it originates from the interaction of the outermost tip atom, a single D2 molecule and a
narrow region of the surface.
So far, we can conclude that the sensor in our model of the STHM junction is sensitive
to small forces in the pN regime between the electrodes and D2. The obtained con-
ductance ratio in STHM experiments allows in principle the reconstruction of the force
evolution and therefore the determination of the force on D2 from the conductance of the
junction. The relation between the force and the conductance leads to a dependence of
the image resolution on the tip-sample separation, since STHM images represent lateral
variation of the junctions conductance. Consequently, the best resolution in STHM im-
ages of organic molecules appear in a regime where the force on D2 is close to zero, i.e.
at the transition from attractive to repulsive force, where the force shows the steepest
slope.
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The STHM imaging mode equips the STM with chemical sensitivity by imaging the inner
structure of complex organic molecules and the interactions between different adsorbates
on metallic surface. To explain the formation of the contrast, we developed a simple one
dimensional model in which a single D2 molecule acts as a combined sensor and signal
transducer. In the model we assume that D2 is statically bound at the tip apex. However,
this simplification disregards two properties of the junction which by themselves can give
important insight in the sample characteristics, thus they might be used as investigation
methods.
One of the disregarded properties is the interaction of D2 with the electrodes of the
junction, which leads to the confinement of D2 in the junction that shows up as a second
conductance state close to zero bias. The confinement depends on a potential well created
by the tip and the sample, thus it should depend on the shape [200] and the material [210]
of the electrodes. The contribution of the tip to the total potential well does not change
at different positions above a sample, therefore, a systematic study of the confinement of
D2 above different positions of the sample gives informations about the local adsorption
potential of the sample.
The second property which has been disregarded so far is the dynamics in the junction.
Although our spectroscopic investigations have shown that time scales responsible for
the contrast formation in STHM images are fast on the time scales of the measurement,
we cannot rule out dynamics in the junction. Especially when D2 is excited out of the
junction by application of high bias and the junction returns to the original state after
reducing the bias again, it is not clear if the same molecule returns or if it is replaced
by another one. In favour of the replacement of the molecule speaks the fact that firstly,
D2 diffuses freely on the surface, so that once the molecule is excited out of the junction
it can move in any direction, and secondly that stable imaging in STHM mode is only
possible if the D2 coverage on the surface exceeds a certain threshold value. The second
observation indicates that a certain density of D2 on the surface is necessary to increase the
probability that always a D2 molecule is in close vicinity of the junction when it is operated
under STHM conditions, so that it can be confined between the tip and the sample. The
movement of D2 on the surface will depend on the diffusion barriers, the structure of
the sample and the coverage of D2. Thus, the analysis of the dynamic behaviour of the
junction may lead to conclusions about all three parameters.
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In the following we will discuss preliminary results dealing with the confinement of D2 in
the junction and its dynamic behaviour to illustrate how it may be used in forthcoming
methods for surface characterization.
6.1 Lateral maps of the interaction potential
The interaction between D2 and the electrodes of the STM junction shows up in the
complex evolution of the junction conductance depending on the applied bias and the
tip-sample separation. Whereas the dependence of the conductance at zero bias on the
tip-sample distance leads to the STHM contrast, the dependence on the applied bias
has not been addressed so far. In the following we analyse the behaviour of differential
conductance spectra at finite bias and fixed distance to elucidate the dependence of the
interaction of D2 with the junction on the structure of the electrodes. The results obtained
from such analysis may then be used to extract information about the adsorption potential
above the surface in forthcoming investigations.
Differential conductance spectra (dI/dV (V )) reveal the dependence of the conductance
on the bias at a fixed tip-sample separation. In the spectra two structural different con-
ductance states have been identified: one state appears in the regime close to zero bias,
induced by the presence of D2 in the junction, and a second state at elevated bias, where
D2 has no effect on the junctions conductance as shown by e.g. the recurrence of the con-
ventional STM contrast (cf. fig. 5.3). The transition between the two states is marked by
sharp conductance spikes. These spikes are assigned to excitations of vibrational levels of
the junction due to inelastic tunnelling electrons [197, 198].
IETS probes vibrational levels of the STM junction by measuring the differential conduc-
tance [42]. The identified levels are usually assigned to vibrational eigenstates of particles
adsorbed between the electrodes [50]. Since the levels are assigned to eigenstates of the
particle, they usually appear at a specific bias value. However, the spikes in the dI/dV
spectra recorded with D2 in the junction show some variability (25 mV < |Vinel| < 60 mV
in the center of PTCDA). The variability of the spike position suggests that the excited
states are not vibrational levels of D2, although excitations of H2 and D2 layers have
been observed at 50 meV (D2) and 25 meV (H2) [208]. Thus the excited vibrational
levels should originate from a quantity of the junction which changes between different
experiments. Possible quantities that change between the experiments are the D2 cov-
erage and the structure of the electrodes, i.e. the shape of the tip. In reference [172]
it is found that with increasing H2 coverage the position of the spikes shifts to larger
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bias (
∣∣Vinelhigh∣∣ > |Vinellow |). However, an additional contribution from the shape of the
junction cannot be ruled out from the beginning.
Figure 6.1: Relationship between spike positions in dI/dV spectra and the
molecular structure in STHM images at constant height. Data reconstructed
from a series of 64 × 64 dI/dV (x, y, V )-spectra recorded above PTCDA/Au(111) in the
presence of D2 with lock-in detection (modulation amplitude 4 mV, frequency 2.3 kHz).
(a) Two examples of the dI/dV -spectra, recorded above the center of PTCDA (a1) and
the center of the hollow between the molecules (a2). Positions of inelastic features are
marked by red and blue dots (cf. text). (b) STHM image reconstructed from the spectra
at V = 0 mV. The positions of the spectra in (a) are marked by the black and white dots.
(c-d) Lateral maps of the excitation energy at which the inelastic features in (a) appear
depending on the tip position. (c) Energy at which the inner (red) features appear. (d)
Energymap of the outer spikes at which D2 is finally expelled from the junction.
To investigate if the structure of the junction effects the bias at which D2 is excited in the
junction, we look at dI/dV spectra recorded at different points of an image. Therefore,
we record datacubes consisting of dI/dV spectra at each point of an image while the tip
constantly scans the surface. The use of such datacubes out of dI/dV (x, y, z = z0, V ) data
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allows the comparison of spectra from different points of the image, while the exact posi-
tion of the point from which the spectra is taken can be determined with the high lateral
resolution of reconstructed STHM images (cf. fig. 5.3).
Figure 6.1 shows results obtained from a datacube recorded above PTCDA/Au(111) which
contains 64× 64 spectra. Two examples of spectra recorded above the center of PTCDA
(1) and above the area between the molecules (2) are shown in figure 6.1 (a). Each of
the spectra shows two sets of features, one close to zero bias at |V | = |Vred| (red dots)
which appears as a dip and one at larger bias at |V | = |Vblue| (blue dots) which appears as
a peak. The positions where the spectra were recorded are marked in the STHM image
reconstructed from the data (fig 6.1 (b)). Figure 6.1 (c-d) show false colour images of the
bias at which the dips and peaks appear in the spectra, depending on the lateral position
of the tip.
Looking at the spectra one immediately notices that the bias at which the transition
between the different states occurs depends on the lateral tip position. The first tran-
sition (|Vred|) happens at a similar bias, while the second transition shifts by ≈ 100 mV
from the position on top to the position between the molecules. Assigning the inelas-
tic features in dI/dV spectra to transitions between structural different states of the
junction, we can identify three different states in the spectra in figure 6.1 (a). State
1 close to zero bias |V | < |Vred|, state 2 for |Vred| < |V | < |Vblue| and state 3 for
|V | > |Vblue|.
Comparing the reconstructed bias maps of the transitions between the different states (fig.
6.1 (c-d)) with the contrast in the STHM image (fig. 6.1 (b)) reveals that the positions of
the bias values is always the same above structural similar positions above the underlying
molecular structure. Therefore, like in the STHM image, the bias maps also show the
positions of PTCDA molecules and even the position of hydrogen bonds between the
molecules with a comparable high lateral resolution. Besides the fact that the bias at
which the excitations occur depend on the structure of the junction, this finding indicates
that whatever is the origin of the hydrogen bond contrast in STHM images also effects
the confinement of D2 in the junction, so that the bias at which the transition between
different states appear in the spectra depends on whether the tip is located above the
H-bond or not.
In addition, whereas in figure 6.1 (c) the molecular backbone of the PTCDA molecule in
the lower part of the image appears, in figure 6.1 (d) it does not, but instead a flicker-
ing appears above the molecules. This flicker appears due to an increased noise in the
spectra at bias values larger than |Vred| which prohibits an identification of |Vblue| at po-
sitions where the bright spots appear in figure 6.1 (d). Besides the noise in the image
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we obtain an overall higher resolution of the molecules in the bottom part of the im-
ages compared to the top part. The improvement of the resolution may originate from
a vertical drift of the tip during the measurement. Thus, the improvement may indicate
an additional dependence of the bias at which the transitions occur of the tip-sample
separation.
Figure 6.2: Series of dI/dV -spectra recorded above a single PTCDA molecule.
The spectra have been measured with lock in detection (modulation amplitude 4 mV, fre-
quency 4.5 kHz) for four different tip-sample separations above the herringbone phase of
PTCDA/Au(111) with D2. (a) Spectra recorded above the center of a PTCDA molecule
(1) and in the area between the molecules (2). The positions of inelastic conductance
spikes where D2 is excited out of the junction are marked with circles in the corresponding
colour of the spectrum. (b) STHM image of PTCDA/Au(111) where the positions where
the spectra in (a) were recorded are marked. The image was recorded after the tip was ap-
proached by 1.7 Å from the stabilization point. Bottom panel of (b) shows the colour code
and the corresponding tip displacements from the stabilization point. Image parameters:
1.4× 1.4 nm2, constant height, V = −5 mV
To investigate the dependence on the tip-sample separation, we recorded dI/dV (x, y, z =
z0, V ) datacubes at different distances z0. Figure 6.2 (a) shows dI/dV (V )-spectra recorded
above two different points of the image. The spectra in figure 6.2 (a1) have been recorded
above the center of PTCDA while the spectra in figure 6.2 (a2) have been recorded
between the molecules. The positions from which the spectra were taken are marked in
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the corresponding STHM image (fig. 6.2 (b)). At bias values |V | = |Vinel| inelastic features
appear as dips in the spectra. For the spectra recorded in the center of PTCDA (fig. 6.2
(a1)) the position of the dip moves from |V | = 40 mV to |V | = 30 mV with increasing
tip-sample distance. In the spectra recorded between the molecules (fig. 6.2 (a2)) the dip
position shows a slight shift in opposite direction
The transition from state 1 (|V | > |Vinel|) to state 2 (|V | < |Vinel|) shows up as dip in
the spectrum, similar to the behaviour in figure 6.1. In addition in both cases the bias
at which the transition occurs (|V | = Vinel) is very similar between the position above
the molecule and the between the molecules. Notably a second transition to a third
state like in the above example (cf. fig. 6.1) is not observed for the present tip-sample
separation, although images reconstructed at higher bias suggest that such transition
should occur.
Figure 6.3: Images reconstructed for bias values beyond the spikes (V = 55 mV).
The images are reconstructed from all four datacubes recorded at different tip-sample
distance (cf. fig. 6.2). All images show deviations from the image contrast usually obtained
in STM images of PTCDA/Au(111) where the conductance is homogeneous above the
molecule and no submolecular features are expected.
Figure 6.3 shows images reconstructed from all four datacubes at bias (|V | = 55 mV)
where the junction is in state 1. All four images reveal deviations from a flat conductance
behaviour above the molecule as it is known for the contrast in conventional STM images
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(cf. fig. 4.1). This finding leads to the conclusion that at least a second transition should
occur at larger bias at which D2 is finally excited out of the junction. Although the second
transition has not been recorded, we can still compare the dependence of Vinel on the lateral
position of the tip at the different tip-sample distances.
Figure 6.4: Images and bias maps reconstructed at zero bias at small tip-sample
separation. (a, c) Images reconstructed from a set of 32× 32 dI/dV spectra at zero bias
recorded in constant height mode. (b, d) Lateral maps of the bias at which the inelastic
conductance spikes occur. The colour of the frames arround the images correspond to the
colour code used in figure 6.2.
Figures 6.4 and 6.5 show STHM images reconstructed from the datacubes at zero bias
(a, c) together with the corresponding maps of Vinel (b, d). The STHM images show an
increase in the resolution of PTCDA with decreasing tip-sample distance (cf. fig. 5.7).
Whereas the image reconstructed at smallest tip-sample separation shows STHM contrast
of PTCDA comparable to the contrast in figure 4.1, the image reconstructed at largest
tip-sample distance shows the contrast with the nodal plane along the long axis of the
molecule like the contrast in figure 4.5 as expected for increased tip height compared
to the one at which we obtain STHM resolution. In addition, the pattern between the
molecules which is assigned to the hydrogen bonds between adjacent PTCDA molecules
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Figure 6.5: Images and bias maps reconstructed at zero bias at larger tip-
sample separation. (a, c) Images reconstructed from a set of 32× 32 dI/dV spectra at
zero bias recorded in constant height mode. (b, c) Lateral maps of the bias at which the
inelastic conductance spikes occur. The colour of the frames around the images correspond
to the colour code used in figure 6.2. For a better comparison, the images are plotted on
the same scale as used in figure 6.5.
shows a similar increasing in the resolution with decreasing tip-sample separation like
the contrast of PTCDA, i.e. the pattern is less resolved when the tip-sample distance is
increased.
In the bias map reconstructed at smallest tip-sample separation (fig. 6.4 (b)) the shape
of PTCDA is vaguely visible, because |Vinel| is slightly smaller compared to the rest of the
map. With increasing tip-sample distance |Vinel| above the molecule shifts to larger values
until in figure 6.5 (d) almost no difference between the molecule and its surrounding is
visible any more.
The spectra in figure 6.2 (a1) suggest that |Vinel| shifts to smaller energies when the tip-
sample separation increases, while the energy maps indicate the opposite behaviour. In
order to figure out the evolution of Vinel at all positions of the map with increasing tip-
sample separation, we reconstruct histograms from all maps of Vinel. The histograms are
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constructed by dividing the bias scale in steps of 2 mV, counting the number of points in
the bias map at which Vinel has a certain value:
#counts2n(zi) =
∑
x,y
⎧⎨
⎩1, Vinel(x, y, zi)/[mV] ∈
]
2n− 1; 2n+ 1
]
0, else
(6.1)
where zi means the tip-sample separation at which the specific datacube has been recorded
and (x, y) denotes the lateral position of a point in the Vinel map independent of whether
the point is above a PTCDA molecule or not.
Figure 6.6: Histograms for the four different tip-sample separations recon-
structed from the maps of Vinel. At smallest distance a tail at smaller energies is
visible. With increasing tip distance Vinel values accumulate around E = 38 mV while the
tail at smaller energies disappears. The applied colour code corresponds to the one used
in figure 6.2 (a)
The histograms reconstructed from the four maps of Vinel are shown in figure 6.6 in the
same energy range as the maps in figures 6.4 and 6.5. For the smallest tip sample sep-
aration (zdis = 1.7 Å, black curve) the Vinel increase constantly from Vinel = 25 meV
until a maximum is reached at Vinel ≈ 38 meV before the number of counts quickly
drop to zero. Increasing the tip-sample separation, the number of points where Vinel
is smaller than 38 mV decreases, while the number of points where Vinel is larger than
38 mV increases. This behaviour leads to a growing of the peak at Vinel = 38 mV un-
til for a certain tip-sample separation the situation does not change any more so that
the histograms obtained for z displacement of 1.3 Å (green) and 1.1 Å (blue) are identi-
cal.
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An increase of Vinel with decreasing tip-sample distance, as indicated by the spectra in
figure 6.2 (a1), is not supported by the histogram. Since most positions above the PTCDA
molecules appear darker than the areas between the molecules in the Vinel maps recorded
at zdis = 1.7 Å and zdis = 1.5 Å, we can identify these positions with the origin of the
tails towards smaller bias (V < 38 Å) in the histograms (black and red curve in fig. 6.6).
At larger tip sample separations, the tails towards smaller bias disappear and the Vinel
values at all tip positions above the sample appear close to V = 38 mV. This finding
suggests that in fact the situation is the other way around as indicated by the spectra
in figure 6.2 (a1), namely that with increasing tip-sample separation, Vinel shifts towards
larger values.
In contrast to positions between the molecules where Vinel remains constant, the depen-
dence of Vinel on the tip-sample separation for tip positions above PTCDA may indicate
a lower confinement of D2 in the junction at tip positions above the molecules. Ac-
cording to this picture the increased contribution of the Pauli repulsion to the total
force on the D2 molecule at tip-sample distances where we obtain STHM resolution (cf.
section 5.5.1) yields a weaker binding of D2 to the electrodes of the junction. Conse-
quently the weaker binding leads to a smaller energy E = eVinel necessary to excite
D2 in the junction, thus Vinel shifts to lower values when the tip-sample separation is
reduced.
At largest tip-sample separation in the experiment (zdis = 1.1 mV), Vinel values above
PTCDA coincide with the values obtained when the tip is located above a position between
the molecules as can be seen by the aggregation of Vinel around 38 mV (cf. blue spectrum
in fig. 6.6). The independence of Vinel on the lateral tip position indicates that the energy
(E = eVinel) necessary to excite D2 in the junction is independently of the distance between
the electrodes. This finding suggests that the interaction of D2 with the junction, which
leads to the position of Vinel, is governed by the tip which does not change between the
different positions above the sample. The finding of the identity of the histograms at
zdis = 1.1 Å and zdis = 1.3 Å is in favour of this interpretation, since if the interaction
is governed by one electrode of the junction at a certain distance, the contribution of
the second electrode can be neglected and histograms recorded at even larger separations
should not change.
So far, we can conclude that the interaction between D2 and the electrodes in the present
example is mainly governed by the tip while the strength of the interaction shows up
by the maximal excitation energy eVinel ≈ 38 meV around which Vinel values aggregate
at larger tip-sample separation. The obtained value for the excitation energy is close
to the one reported in reference [197] for Pt break junctions containing H2 (39 meV),
130
6.1 Lateral maps of the interaction potential
whereas for Pt-D2-Pt junctions the authors of reference [197] observed a reduction of the
excitation energy shifted by the square root of the mass ratio (i.e. ED2 ≈ 27 meV). The
comparability between the excitation energies for the Pt junction and our Au tip may
indicate a weak dependence of Vinel on the material of the tip since due to the larger
reactivity of Pt compared to Au [227], one could expect a stronger binding of D2 to the
Pt electrodes.
Now we compare the results obtained from the datacubes at different tip-sample separa-
tions with the results obtained from figure 6.1 which has been recorded with a different
tip. From the reconstructed bias maps in figure 6.1 (c, d) a determination of the surface
structure through the lateral variations of the bias at which D2 is excited in the junction
is in principle possible while from the maps of Vinel in figures 6.4 (b, d) and 6.5 (b, d) such
characterisation is not possible due to the absence of a contrast between the molecules
and the surface. These finding suggest that the bias at which D2 is excited in the junction
strongly depends on interaction between D2 and the tip. For a strong tip-D2 interaction
the influence of surface is rather weak and no contrast is observed in maps of Vinel. Only
if the strength of the tip-D2 interaction is comparable to the D2-sample interaction one
may expect a contrast in the maps of Vinel and therefore a possibility to investigate the
interaction between D2 and the sample surface.
Finally, we would like to note that although the shape of the tip is different in both
datasets, as can be seen by the different behaviour of the excitation of D2, the different
shapes do not limit the imaging capability of the tip in STHM mode as indicated by the
identical contrast in reconstructed STHM images. This suggests that in contrast to the
STHM contrast, the tip-D2 interaction, which is responsible for the position of the inelastic
features in the spectra, is not only governed by the outermost tip atom which is involved in
the imaging process, but a larger part of the tip also contributes to the interaction between
D2 and the tip. Therefore, an analysis of the position of the inelastic features in dI/dV
spectra may allow the reconstruction of the tip geometry.
In summary, the inelastic features in dI/dV spectra of the STHM junction do not cor-
respond to eigenstates of D2 in the junction. The bias at which the transition between
different states appear in the spectra rather depend on the interaction of D2 with the
electrodes. The different contrast in reconstructed bias maps, in addition, shows that
these interaction depends on the shape of the electrodes, on the side of the tip as well as
on the side of the sample. The dependence of the position of the inelastic features could
thus be used to reconstruct information about the structure and the interaction potential
of the tip and the sample.
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6.2 Dynamics in the STHM junction
Up to now all relevant processes of the interaction of D2 with the electrodes have been
fast on the time scale of the measurement so that we could disregard possible dynamic
behaviour of D2 in the junction. However, due to the small binding energy of D2 on the
surface and the finite temperature in our experiments, dynamics should be present. If it
would be possible to detect the dynamic behaviour of D2 with experimental methods, one
might gain further insight in the properties of the junction which influence the dynamic
behaviour. These properties of the junction could be e.g. the structure of adsorbates on
the surface which show up in scattering processes of D2.
In the following we discuss experimental observations which go beyond the static model of
the STHM junction. The preliminary results clearly show that dynamics are present in the
junction while the obtained results lead to suggestions how the effects could be used in sys-
tematic analysis to get further insight in sample properties.
6.2.1 Scattering processes
To explain the contrast in STHM images of molecules and metallic surface we developed
a static model of the STHM junction in which a single D2 molecule is statically bound
between the electrodes. However, in all the presented images, the imaged samples have
been basically flat. If D2 moves in lateral direction between the electrodes, it is conceivable
that the contrast does not appear due to a single D2 molecule in the junction but rather
due to a rapid exchange of D2 below the tip apex. This exchange would have to be fast
on a time scale our measurement, which is basically limited by the equipped pre-amplifier
(bandwidth < 1 kHz), so that the movement could not be recognised from the recorded
images or spectra. In favour of a movement of D2 below the tip speaks the observation of
spontaneous switching between STHM and STM contrast at low D2 coverages. According
to this picture, if D2 is present, we obtain STHM contrast while, when the D2 molecule
escapes from the junction and the conventional STM contrast restores, the molecule has
escaped. As long as the investigated sample is flat, the movement of D2 on the sample can
be expected to be isotropic but if the sample is inhomogeneous, e.g. due to the presence
of adsorbates on the surface, D2 may be scattered at the border of the adsorbate which
result in an anisotropic movement of D2 on the surface. If now the anisotropic movement
of D2 affects the conductance of the junction, the effect should always be visible when
the tip is located close to borders on the surface These borders may be e.g. borders of
molecules islands, step edges of the underlying substrate or even single adatoms statically
132
6.2 Dynamics in the STHM junction
bound to the sample surface. Having a closer look at STHM images of structures which
possibly form barriers for the movement of D2 on the surface, indeed features are visible
which do not belong to the imaged structure.
Figure 6.7: STHM image of a dimer of Au-adatoms adsorbed on a Au(111)
surface. a) In the upper left part of the image above the adatom dimer the positions of
the Au atoms are marked with yellow dots as a guide to the eye. Bright lines from the lower
left to the upper right are due to the electronic structure of the surface reconstruction.
b) The same image as in (a) but flattened and smoothed to improve the contrast of the
atomic structure and the wavy pattern. Inset: Line profile across the wavy pattern. The
distance between the minima, determined by the line profile, is Δd = 5 Å. The position
at which the line profile is taken is indicated by the blue arrow in (a). Image parameters:
5× 5 nm2, constant height, V = 2 mV
To illustrate the appearance of features which appear close to surface structures in STHM
images, we have a closer look at the STHM contrast of the Au adatom dimer on Au(111)
presented in section 5.3.1. On the left and right side of the dimer (colour from red to
yellow in fig. 6.7 (a)), the typical bright stripes from the herringbone reconstruction of the
Au(111) surface are visible [216]. Adjusting the image contrast, one observes that besides
the atomic resolution of the adatom dimer, the image contrast reveals atomic resolution of
the underlying metal surface (cf. fig. 6.7 (b)). The atoms appear as a regular arrangement
of bright spots equally to the STHM contrast of the bare metal substrate (cf. fig. 5.11).
In close vicinity of the dimer, the atomic resolution smears out and converts into a wavy
pattern of dark and bright areas.
The wavy pattern resembles the outline of the dimer while it also resembles the hexag-
onal structure of the underlying Au substrate. Therefore, at the first glance one might
think that the wavy pattern appears due to a smearing out of the contrast of the atoms.
However, the distance between the bright spots of ≈ 5 Å (cf. inset in figure 6.7 (b)) is
considerably larger than the lattice constant of Au(111) of 2.85 Å [168]. Thus we can
conclude that the underlying atomic structure of the surface is unlikely to be the origin
of the wavy pattern around the dimer. But if it is not the atomic structure, one has to
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think about another explanation for the contrast.
A conceivable explanation for the appearance of the pattern around the dimer is related to
dynamics in the junction. If we assume that D2 diffuses below the tip apex, the direction
of the diffusion can be expected to be isotropic on the surface. The isotropy is broken
when a barrier is placed in close vicinity of the tip at which D2 is reflected. In this case,
a standing wave may form between the tip and the reflecting barrier. Such standing wave
would change the probability to find D2 below the tip at each position of the image, thus
producing a pattern like the one in figure 6.7.
Assigning the contrast around the dimer to a standing wave pattern, one can also explain
the structure of the bright areas and their decreasing intensity with increasing distance
between the tip and the dimer. The decreasing intensity of the spots with increasing
distance, as shown by the line profile in figure 6.7, may originate from the probability of
the reflected D2 molecule to return to the tip, since the probability should depend on the
distance between the scattering centres due to a changed range of angles in which the
second scatterer can be found. The shape of the spots, however, may originate from the
detailed shape of the centre at which D2 is scattered. Whereas the adatom dimer exhibits
a rather simple shape, the atomic structure of the tip may be complex which results
in a dependence of the shape of the standing wave on the angle between the scattering
centres, thus producing the different shapes of the areas. Due to the possibility to explain
all observed features of the wavy pattern with a standing D2 wave, we find the standing
wave to be a likely explanation for the contrast.
So far, we have observed a wavy pattern around possible D2 scatterers, e.g. adatoms,
steps, molecular islands, in STHM images. The wavy pattern may be identified with a
standing D2 wave between the tip and the scatterer. Clearly the distinct shape of the
standing wave pattern will depend on the outline of the scatterer. Therefore, a detailed
analysis of the standing wave patterns might be used to reconstruct the shape of the
scatterer. Especially, it may be possible to reconstruct the atomic structure of the tip
apex, which is usually unknown in STM experiments [36].
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The scanning tunnelling hydrogen microscopy (STHM) drives the resolution in STM im-
ages to its limits. Images recorded in STHM mode routinely provide atomic scale res-
olution of metal surface, clusters and organic molecules. The origin of the contrast is
a single H2 (D2) molecule located below the tip apex which acts as a combined sensor
and signal transducer. Therefore, the STHM imaging mode becomes accessible after the
condensation of molecular H2 or D2 in the junction of a cold STM. The best resolution in
STHM images is hereby achieved when the sample is scanned in constant height mode at
low bias.
The most striking feature of the STHM mode is the contrast of large plate-like organic
molecules. The resolution of the organic molecules closely resembles the chemical struc-
ture formula of the molecule in question. The relation between the geometric contrast
in STHM images and the structure formula is demonstrated by STHM images of struc-
tural different molecules like PTCDA, pentacene, tetracene and SnPc. The direct imag-
ing of the structure of the molecules allows a doubtless identification of the molecules
even in complex arrangements. The possibility to distinguish between different molecules
directly from the image contrast equips the STM with a chemical sensitivity usually
absent in STM experiments. In addition, STHM information contain more in forma-
tion.
The STHM mode, for the first time, directly visualizes interactions between different
adsorbates on metallic surface. At the same time as the geometric resolution of organic
molecules, the interactions appear with remarkable clarity in obtained images. The ability
of STHM to directly visualize interactions between different adsorbates is demonstrated
on hydrogen bonds in organic layers and polar bonds between organic molecules and
metal ions in mixed films. The interactions between the adsorbates are the origin of their
self-organisation during adsorption. Thus, the STHM mode allows the investigation of
molecular organisation on surfaces from the image contrast, whereas before the presence
or absence of molecular interactions could only indirectly be concluded. But STHM not
only works on molecules.
Besides the geometric resolution of organic molecules, atomic resolution of metal surface
and small metal clusters is easily achieved in STHM images. In STM, structures like
metal clusters are usually not imaged with atomic resolution. On the contrary, even small
clusters consisting of only two adatoms appear atomically resolved in STHM. Such clusters
are used, e.g., as reactive sites in surface catalysis. However, the reactivity depends on
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the cluster size. In this context, the contrast in STHM images provides a possibility to
determine the size of a cluster by simply counting the atoms.
The above examples indicate the advantages of STHM compared to conventional STM
which probes electronic states of the sample close to the Fermi level. These states are
often delocalized in the surface plane, thus limits the resolution in obtained images. Due
to a smearing out of the contrast across larger surface areas a determination of the atomic
structure is usually impossible from conventional STM images. Thus, a determination
of the surface structure is only possible for rather simple systems in which the electronic
states are localized, e.g. flat atomic surface or weakly interacting molecules. However,
information of the surface structure are encoded in energetically lower lying orbitals, since
these orbitals are stronger localized at the cores of the atoms. In the case of molecules,
imaging these electronic levels would lead to a submolecular resolution in obtained images.
The close resemblance between the STHM contrast and the chemical structure of organic
molecules suggests that to some extend the STHM mode is sensitive to energetically lower
lying electronic levels.
To get further insight in the origin of the mechanism which lies behind the contrast for-
mation in STHM images, we performed a spectroscopic characterisation of the STHM
junction. The characterisation has shown that the condensation of H2 (D2) is accom-
plished by the appearance of non-linear conductance spectra. In addition to the conduc-
tance spectra, also the dependence of the conductance of the junction on the tip-sample
distance shows a unique behaviour. The observed behaviour substantially differs from the
conventional exponential dependence of the STM junction.
Looking at STHM images, the obtained contrast also shows a dependence on the tip-
sample distance. The contrast in STHM images hereby increases with decreasing tip-
sample separation. The dependence of both the image contrast and the conductance on
the tip-sample distance suggests a connection between the two, therefore we performed
DFT calculations in which the distance between a D2 molecule and a model tip was sys-
tematically varied. Based on the results of the calculations and experimental observation,
we developed a model of the STHM junction which explains the contrast formation above
the organic molecules.
In the model, a single H2 (D2) molecule located below the tip apex acts as a combined
sensor and signal transducer. During scanning, the H2 (D2) follows the movement of the
tip, while the height of the molecule and the surface is determined by the Pauli repulsion
between H2 (D2) and the sample surface. The Pauli repulsion originates from the overlap
of electronic states of the sample with the closed electronic shells of H2 (D2). Thus, during
scanning H2 (D2) follows the contour of the total electron density (TED) of the sample
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via Pauli repulsion (sensor action). On the side of the tip, the electronic states of the H2
(D2) interact with the electronic levels in the tip, where a reduced tip-molecule distance
leads to a depletion of the density of states (DOS) in the tip again via Pauli repulsion.
The reduced tip DOS, in turn, leads to a lower conductance of the junction (transducer
action). Therefore, areas in STHM images where the tip-H2 (D2) distance can be expected
to be larger appear brighter than areas where the distance is expected to be lower. So far,
the described functionality of the sensor/transducer model is not restricted to only H2 or
D2. In principle the mechanism should work for any closed shell particle located below
the tip apex. In fact a similar resolution for other tip-adsorbate systems has already been
presented in reference [228]. However, the achieved resolution depends on the size of the
tip termination, thus the contrast may appear blurred, compared to the STHM contrast,
if a larger particle is used for imaging.
The Pauli repulsion, identified as the physical process behind the contrast formation, is
usually associated with a repulsive interaction. Thus, the H2 (D2)-tip combination can
be regarded as a nano-scale force sensor which probes the repulsive interaction from the
surface. Due to its nanoscopic size the force sensor is intrinsically insensitive to long
range forces which usually limit the lateral resolution in AFM experiments. To quan-
tify the force sensor and directly connect the conductance of the STHM junction with
the force between D2 and the tip, we simultaneously recorded the conductance and the
frequency shift of a cantilever. As a result of our measurements, we could identify char-
acteristic points in the conductance evolution and the force on the confined H2 (D2)
molecule. The direct connection between both quantities of the junction indicates that
once the sensor is reliably calibrated, it becomes possible to extract quantitative values
for the potential above the surface from the conductance evolution of the STHM junc-
tion.
Besides the high resolution imaging and the measurement of the force above the sur-
face the STHM mode allows to extract even more information about the sample surface.
We present preliminary results which may lead to a further method development on the
basis of STHM. The results address the adsorbtion potential of H2 (D2) above different
positions of the surface and the lateral structure of obstacle walls on the surface. In
differential conductance spectra of the STHM junction characteristic spikes mark the en-
ergy at which H2 (D2) is excited out of the junction. These excitation energies which
depend on the structure of the electrodes can be measured with the same lateral reso-
lution as the STHM images themselves. The information about the lateral variation of
the excitation energy may provide a possibility to reconstruct the structure of the tip
which is usually unknown in STM experiments. Concerning the lateral structure of ob-
stacle wall, we obtained standing wave patterns at the borders of the obstacles. The
137
7 Summary
standing wave patterns may originate from a resonant scattering of H2 (D2) at the obsta-
cle walls, thus containing information of the walls structure and its interaction with H2
(D2).
So far, the STHM mode may be considered as a powerful new tool for surface charac-
terisation. Although the STHM mode can be used in any conventional low-temperature
STM, due to its close relation to the STM, the STHM inherits some of the limitations of
the STM. Thus, the STHM mode can only be applied to conducting samples at low tem-
peratures to allow the condensation of H2 (D2). However, we believe that STHM is only
one example of a large family of possible tip functionalisations which go beyond conven-
tional STM. In the present example the mechanism behind the contrast formation is the
Pauli repulsion between the electrodes and a confined H2 (D2), whereas by appropriate
functionalisation of the tip other mechanisms may yield image contrasts related to other
surface properties (e.g. the polarisability, friction or mechanical stability) which wait to
be discovered.
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