Generalized Gaussian Kernel Adaptive Filtering by Wada, Tomoya et al.
1Generalized Gaussian Kernel Adaptive Filtering
Tomoya Wada, Kosuke Fukumori, Toshihisa Tanaka, and Simone Fiori
Abstract—The present paper proposes generalized Gaussian
kernel adaptive filtering, where the kernel parameters are
adaptive and data-driven. The Gaussian kernel is parametrized
by a center vector and a symmetric positive definite (SPD)
precision matrix, which is regarded as a generalization of the
scalar width parameter. These parameters are adaptively updated
on the basis of a proposed least-square-type rule to minimize
the estimation error. The main contribution of this paper is
to establish update rules for precision matrices on the SPD
manifold in order to keep their symmetric positive-definiteness.
Different from conventional kernel adaptive filters, the proposed
regressor is a superposition of Gaussian kernels with all different
parameters, which makes such regressor more flexible. The
kernel adaptive filtering algorithm is established together with a
`1-regularized least squares to avoid overfitting and the increase
of dimensionality of the dictionary. Experimental results confirm
the validity of the proposed method.
Index Terms—Nonlinear adaptive filtering, kernel methods,
signal dictionary, reproducing kernel Hilbert space.
I. INTRODUCTION
ANADAPTIVE filter or adaptive filtering is a system ortechnique that updates its parameters at every time
step to approximate a static or dynamic unknown system [1].
Although in traditional adaptive filters a linear model is
assumed, many situations in the real environments require
nonlinear adaptive filters. Several types of nonlinear adaptive
filters have been reported. Among them, kernel adaptive filter-
ing developed in a reproducing kernel Hilbert space (RKHS)
is known as an efficient online nonlinear approximation ap-
proach [2], [3].
In kernel adaptive filtering, the model is represented by the
superposition of the kernels corresponding to the observed sig-
nals (or samples), where the adaptive algorithm is intended to
estimate coupling coefficients of kernels. Typical kernel adap-
tive filtering algorithms include the kernel least mean square
(KLMS) [4]–[7], the kernel normalized least mean square
(KNLMS), the kernel affine projection algorithms (KAPA) [8],
[9], and the kernel recursive least squares (KRLS) [10]. The
main bottleneck of the kernel adaptive filtering algorithms is
their linearly growing structure with each new input signal,
which poses computational issues and may cause overfitting.
A straightforward – yet practical – approach to cope with
this problem is to limit the number of observed signals. This
set of observed signals is called a dictionary. Typical criteria
for the dictionary learning include the novelty criterion [11],
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the approximate linear dependency (ALD) criterion [10], the
surprise criterion [12], and the coherence-based criterion [13].
These criteria accept only the novel and informative input
signals as dictionary members. Another approach is the `1-
regularization [14], [15]. In this approach, the filter coefficients
are regularized by the `1-norm, which set some coefficients to
zero, and then the corresponding entries in the dictionary are
discarded. Therefore, the model dynamically changes and new
members may be added to a dictionary as well as old members
may be suppressed from a dictionary.
Another feature of kernel adaptive filtering is the ability to
update the parameters of each kernel to decrease the estimation
error of the output. In standard kernel adaptive filtering, the
center vector of each kernel is given as an observed signal.
Some related works proposed to adaptively move all the center
vectors in the dictionary to minimize the square error [16]–
[18]. It is known that the kernel width is an important
parameter to govern the performance of kernel machines [19]–
[23]. Some attempts to adaptively estimate the kernel width
has been reported [22], [23]. Moreover, in a recent work [24],
Wada et al. have proposed an adaptive update method for both
the Gaussian center and width. Most Gaussian kernel machines
present the following form:
κ(·, c; ζ) = exp (−ζ‖ · −c‖2) , (1)
where c and ζ are parameters called the center and the
width of the Gaussian kernel, respectively. It should be noted
that this form implicitly assumes uncorrelatedness between
components in the sample vector. In other words, the kernel
presents only two parameters, namely, mean and variance
(precision). However, observed samples usually present some
sort of mutual correlation.
In this paper, we employ a generalized Gaussian kernel
defined as
κ(·, c;Z) = exp (−(· − c)>Z(· − c)) , (2)
where Z ∈ RL×L is the inverse covariance matrix, which is a
symmetric positive definite (SPD) matrix. Here, we refer to Z
as a precision matrix. Unlike (1), this form has more degrees
of freedom, and therefore it is more flexible in modeling
signals. We will establish a dictionary learning method for
generalized Gaussian kernel adaptive filtering. In a dictionary
for the proposed kernel adaptive filtering, each entry consists
of a pair formed by a center vector and a precision matrix. For
each input signal, all entries in the dictionary are updated to
minimize the estimation error through least-square-type rules.
The main contribution of the proposed method is a model
of the filter consisting of kernels with all different precision
matrices, an update rule for center vectors as well as that for
precision matrices formulated on the Lie group of symmetric
positive-definite matrices. This double adaptation strategy for
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2the center vectors and the precision matrices in the proposed
model is merged with a `1-regularized least squares technique
for updating the filter coefficients, which allows one to avoid
overfitting and the excessive increasing of dimensionality of
the dictionary.
The paper is organized as follows: Section II presents gen-
eral concepts in kernel adaptive filtering. Section III proposes a
dictionary learning method for the generalized Gaussian kernel
adaptive filtering. The main contribution of the proposed
method, which is the update rule for precision matrices of
kernels, is presented in Subsection III-C. Section IV shows
numerical examples to support the efficacy of the proposed
methods. Section V concludes the paper.
II. KERNEL ADAPTIVE FILTERS
A kernel adaptive filter is a kind of nonlinear filter that
exploits a kernel method, which is a technique to construct
effective nonlinear systems based on a RKHS induced from a
positive definite kernel [25]. In recent years, the efficiency of
kernel adaptive filters has become known since kernel adaptive
filters have the following features [3]:
• They are universal approximators;
• They present no local minima;
• They present moderate complexity in terms of computa-
tion and memory.
In this section, we first discuss signal modeling in the context
of kernel adaptive filtering and next we briefly review well-
known kernel adaptive algorithms.
A. Nonlinear Filtering Model in Kernel Adaptive Filters
Let U ⊂ RL, u(n) ∈ U , and d(n) ∈ R denote the input
space, an input signal, and the corresponding desired output
signal at the time-instant n, respectively.
In kernel adaptive filtering, an input u(n) is mapped to a
RKHS (H, 〈·, ·〉) on U induced from a positive definite kernel
κ(·, ·) : U × U → R as a high dimensional feature space to
treat the nonlinearity of u(n). Here, 〈·, ·〉 denotes the inner
product in the RKHS. The output of the system is modeled
as the inner product of a filter Ω(n) ∈ H with a nonlinear
mapping of an input signal φ(u(n)) ∈ H as
f(u(n)) = 〈φ(u(n)),Ω(n)〉. (3)
In general, the inner product in a high dimensional space is
not given as an explicit form. Rather, the inner product in
RKHS can be calculated by using the import properties of
RKHS, namely: (i) all elements in a RKHS are constructed by
a kernel κ(·,u), (ii) φ(u) = κ(·,u), (iii) 〈κ(·,ui), κ(·,uj)〉 =
κ(ui,uj) [13], [25].
We consider the problem of adaptively estimating a filter
Ω(n). The Figure 1 shows a conceptual diagram of the kernel
adaptive filter. By the representer theorem [13], Ω(n) can be
written as
Ω(n) =
∑
j∈J (n)
h
(n)
j κ(·, cj), (4)
where the h(n)j ∈ R are scalar weight coefficient for κ(·, cj).
From this, it is seen that estimating Ω(n) is essentially
Nonlinear mapping to RKHS
Desired signal
OutputInput
 (·)u(n)
d(n)
y(n)⌦
(n)
Fig. 1: Conceptual diagram of kernel adaptive filters.
equivalent to estimating a set of coefficients h(n)j . Here,
D(n) = {cj}j∈J (n) is a set of input signals accepted only if
they satisfy a predefined criterion. This set is called dictionary.
The index set of dictionary elements and the dictionary size
at time n are defined as J (n) := {j(n)1 , j(n)2 , . . . , j(n)r(n)} ⊂
{0, 1, . . . , n − 1} and r(n) = |J (n)|, respectively. The filter
output is represented as
y(n) = 〈φ(u(n)),Ω(n)〉 =
∑
j∈J (n)
h
(n)
j κ(u
(n), cj)
= h(n)
>
κ(n), (5)
where
h(n) := [h
(n)
j
(n)
1
, h
(n)
j
(n)
2
, . . . , h
(n)
j
(n)
r(n)
]>, (6)
κ(n) := [κ(u(n), c
j
(n)
1
), κ(u(n), c
j
(n)
2
), . . . , κ(u(n), c
j
(n)
r(n)
)]>,
(7)
and both vectors h(n),κ(n) belong to Rr(n) .
B. `1-regularized KNLMS (KNLMS-`1)
The kernel adaptive filtering algorithms can only incorporate
new elements into the dictionary. This unfortunately means
that it cannot discard obsolete kernel functions, within the
context of a time-varying environment in particular. Recently,
to remedy this drawback, it has been proposed to construct a
dictionary by `1-regularization [14], [15]. In this scenario, a
weighted `1-norm is added to the cost function of KNLMS
in order to effectively adapt nonstationary systems. The cost
function is written as follows:
Θ(n) := |d(n) − h(n)>κ(n)|2 + λ
∑
j∈J (n)
w
(n)
j |h(n)j |︸ ︷︷ ︸
:=ψ(n)
, (8)
where ψ(n) and λ play the role of a weighted `1
norm and of a regularization parameter, respectively. Here,
weights {w(n)j }j∈J (n) are dynamically adjusted as w(n)j =
1/(|h(n)j |+ β) [15], with a small constant β to prevent the
denominator from vanishing. It is not possible to apply the
stochastic gradient approach to minimize the cost function (8)
since the weighted `1 norm is nonsmooth. However, since Θ(n)
3is a convex function, the forward-backward splitting [26] may
be applied. The update rule is then given as follows:
h(n+1) = proxµλψ(n)
h(n) + µ
(
d(n) − h(n)>κ(n)
)
κ(n)
ρ+ ‖κ(n)‖2
 ,
(9)
where proxµλψ(n)(·) denotes the proximal operator [26] of
λψ(n), h(n) := [h(n)
>
, 0]>, κ(n) := [κ(n)
>
, κ(u(n),u(n))]>,
the coefficient µ denotes a step size parameter, the coefficient
ρ denotes a stabilization parameter, and ‖ · ‖ denotes a
standard vector 2-norm. Concretely, assuming that a vector
α := [α1, α2, . . . , αr]
> ∈ Rr is given, proxµλψ(n)(α) can be
expressed as(
proxµλψ(n)(α)
)
j
= sgn{αj}max{|αj | −µλw(n)j , 0}, (10)
where (·)j denotes the j-th element of a vector. The rule (9)
promotes the sparsity of h(n)j , which results in some coefficient
h
(n)
j approaching zero and the corresponding center vector cj
getting removed from the dictionary.
III. MODEL AND DICTIONARY LEARNING FOR
GENERALIZED GAUSSIAN KERNEL ADAPTIVE FILTERING
Most kernel machines using Gaussian kernel functions
implicitly assume uncorrelatedness within the sample. In other
words, the kernel has only two parameters (namely, mean
and variance) even though observed samples usually present
correlation. In the following, a flexible model using a general-
ized Gaussian function given as in (2) is proposed. Moreover,
efficient algorithms for learning parameters are established.
A. Model
The proposed model is the superposition of generalized
Gaussian kernels with time-varying c(n)j and Z
(n)
j given as
y(n) =
∑
j∈J (n)
hj
(n)κ(u(n), c
(n)
j ;Z
(n)
j )
=
∑
j∈J (n)
hj
(n) exp
(
−(u(n) − c(n)j )>Z(n)j (u(n) − c(n)j )
)
.
(11)
The dictionary at time n is a time-variable set of pairs, a
center vector and a precision matrix for each kernel, which is
described as
D(n) = {(c(n)j1 ,Z
(n)
j1
), (c
(n)
j2
,Z
(n)
j2
), . . . , (c
(n)
j
r(n)
,Z
(n)
j
r(n)
)}.
(12)
In the rest of this section, a dictionary learning method for
generalized Gaussian kernel adaptive filtering is proposed.
To adaptively compute the optimal parameters, we adopt the
instantaneous square error as the loss function:
J (n)(D(n)) := |e(n)|2 = |d(n) − y(n)|2 =∣∣∣∣∣∣d(n) −
∑
j∈J (n)
h
(n)
j exp
(
−(u(n) − cj)>Z(n)j (u(n) − cj)
)∣∣∣∣∣∣
2
.
(13)
Remark. We describe the sum space of RKHS [25] in order
to discuss a space in which multikernel adaptive filters [27],
[28], including the proposed filter, exist. We consider the case
of sum space of two RKHS, for the sake of ease, without loss
of generality.
Let H1 and H2 denote Hilbert spaces and let H := H1⊕H2
denote their direct sum. In this case, the norm of the direct sum
of f1 ∈ H1 and f2 ∈ H2, f = (f1, f2) ∈ H , is represented
as [25]:
‖f‖2H := ‖f1‖2H1 + ‖f2‖2H2 . (14)
In particular, if H1 ∩ H2 = {0}, the sum space, H := {f =
f1+f2 | f1 ∈ H1, f2 ∈ H2}, is isomorphic to the direct space,
H [25]. Consequently, the norm in H is represented as
‖f‖2H := ‖f1‖2H1 + ‖f2‖2H2 . (15)
Also, let a kernel in H1 and a kernel in H2 be denoted as κ1
and κ2, respectively. The value of any f ∈ H can be evaluated
by the kernel κ = κ1 + κ2 [25]:
f(u) = 〈f, κ(·,u)〉H = 〈f1, κ1(·,u)〉H1 + 〈f2, κ2(·,u)〉H2 .
(16)
Assume that M different kernels, {κm(·, ·)}Mm=1, are given.
Also, let Hm and H denote a RKHS determined by the m-th
kernel and the corresponding sum space, respectively. In this
case, from (16), the output is represented by the filter Ω ∈ H
and by a nonlinear mapping of input φ(u(n)) = κ(·,u(n)) ∈
H as
y(n) = 〈Ω, κ(·,u(n))〉H =
∑M
m=1
〈Ωm, κm(·,u(n))〉Hm ,
(17)
where Ωm is constructed in each Hm and Ω is the (direct) sum
of Ωm. It should be noted that there is no need for the index
set of the dictionary in each RKHS to equate each other [28].
Therefore, the output of our filter in (11) can be rewritten as
a multikernel adaptive filter with r(n) different kernels:
y(n) = 〈Ω(n), κ(·,u(n))〉H
=
∑
j∈J (n)
〈Ω(n)j , κ(·,u(n);Z(n)j )〉Hj , (18)
where Ω(n)j = h
(n)
j κ(·, c(n)j ;Z(n)j ).
B. Center Vectors Update
The update rule for each center vector can be derived by
using a LMS algorithm:
c
(n+1)
j = c
(n)
j − ηc
∂J (n)(cj)
∂cj
∣∣∣∣
cj=c
(n)
j
(19)
where ηc > 0 denotes a step size and
∂J (n)(cj)
∂cj
∣∣∣∣
cj=c
(n)
j
= −2e(n)h(n)j κ(u(n), c(n)j ;Z(n)j )×
(Z
(n)
j +Z
(n)
j
>
)(u(n) − c(n)j ) (20)
It should be remarked that the update rules of center vectors
for the standard Gaussian kernel adaptive filters by using LMS
algorithm have been also proposed in [16]–[18].
4C. Precision Matrices Update
In order to update the precision matrices, we consider two
types of data-driven adaptation methods. One is to apply the
update rule for SPD matrices [29] to updating the precision
matrices in the kernel adaptive filtering. The other is a novel
update rule for the precision matrices, where an effective
normalization is employed. This is the main contribution in
the proposed method. The Figure 2 illustrates these update
rules.
1) Matrix Exponentiated Gradient Update (MEG): To up-
date precision matrices in the dictionary {Zj}j∈J (n) while
preserving the SPD structure, the matrix exponentiated gradi-
ent (MEG) update [29] is applied. The update rule for Zj can
be derived to minimize the loss function in (13):
Z
(n+1)
j =
exp
(
logZ
(n)
j − ηw sym
(
∂J (n)(Zj)
∂Zj
∣∣∣∣
Zj=Z
(n)
j
))
, (21)
where ηw > 0 denotes a step size and
∂J (n)(Zj)
∂Zj
∣∣∣∣
Zj=Z
(n)
j
= 2e(n)h
(n)
j κ(u
(n), c
(n)
j ;Z
(n)
j )(u
(n) − cj)(u(n) − cj)>.
(22)
For a square matrix X , sym(X) := (X + X>)/2 denotes
the symmetric part of X , while exp(X) and log(X) denote
matrix exponential and principal matrix logarithm, respec-
tively [29].
2) Normalized Matrix Exponentiated Gradient Update
(NMEG): Even though the MEG can update each precision
matrix Z while preserving its SPD structure, the computation
of logZ can be unstable when the eigenvalues of Z are
too close to zero1. To overcome this problem, the following
normalizing function by the current value Z(n)j is proposed:
L
(n)
j (X) := (Z
(n)
j )
−1/2X(Z(n)j )
−1/2. (23)
Since each precision matrix Z(n)j is symmetric and positive-
definite, their always inverse exists and their matrix square
root returns a symmetric, real-valued matrix. The inverse (de-
normalizing) function is
(L
(n)
j )
−1(X) := (Z(n)j )
1/2X(Z
(n)
j )
1/2. (24)
We define the normalized precision matrix Z by (23) as Z˜ :=
L
(n)
j (Z). If we apply the MEG update to Z˜
(n)
j instead of
1A symmetric positive-definite matrix Z with L all-distinct eigenvalues
may be decomposed as Wdiag(λ1, λ2, . . . , λL)W>, with W orthogo-
nal. Therefore, logZ = Wdiag(log λ1, log λ2, . . . , log λL)W>: If an
eigenvalue gets too close to zero, the matrix logarithm becomes numerically
unstable. In general, a matrix logarithm is well-defined only in a neighbor of
the identity matrix I .
Z
(n)
j , we get the update rule
Z˜
(n+1)
j
= exp
log Z˜(n)j − ηw sym
 ∂J (n)(Zj)
∂Z˜j
∣∣∣∣∣
Z˜j=Z˜
(n)
j
 ,
(25)
where Zj = Zj(Z˜j) is to be thought of as a compound
function, in fact, it holds that Zj(Z˜j) := (L
(n)
j )
−1(Z˜j).
Notice that Z˜(n)j can be written as
Z˜
(n)
j = L
(n)
j (Z
(n)
j ) = (Z
(n)
j )
−1/2Z(n)j (Z
(n)
j )
−1/2 = I,
(26)
where I ∈ RL×L is an identity matrix. Since log I = 0, the
update rule (25) can be written as
Z˜
(n+1)
j
= exp
−ηwsym
 ∂J (n)(Zj(Z˜j))
∂Z˜j
∣∣∣∣∣
Z˜j=Z˜
(n)
j
 , (27)
To find the derivative of function J (n)(Zj) with respect to Z˜j ,
the following chain rule [30] is used:(
∂J (n)(Zj(Z˜j))
∂Z˜j
)
kl
= Tr
[(
∂J (n)(Zj)
∂Zj
)>
∂Zj
∂(Z˜j)kl
]
= Tr
[(
∂J (n)(Zj)
∂Zj
)>
(Z
(n)
j )
1/2 ∂Z˜j
∂(Z˜j)kl
(Z
(n)
j )
1/2
]
= Tr
[(
∂J (n)(Zj)
∂Zj
)>
(Z
(n)
j )
1/2Skl(Z
(n)
j )
1/2
]
=
(
(Z
(n)
j )
1/2
(
∂J (n)(Zj)
∂Zj
)>
(Z
(n)
j )
1/2
)
lk
, (28)
where the notation (X)kl denotes again the (k, l)-th entry of
a matrix X , Tr(·) denotes matrix trace, and Skl is the single-
entry matrix [30], whose (k, l)-th entry is 1 and each other
entry takes the 0 value. From the property (28), we get
∂J (n)(Zj(Z˜j))
∂Z˜j
=
(
(Z
(n)
j )
1/2
(
∂J (n)(Zj)
∂Zj
)>
(Z
(n)
j )
1/2
)>
= (Z
(n)
j )
1/2 ∂J
(n)(Zj)
∂Zj
(Z
(n)
j )
1/2, (29)
thanks to the symmetry of the involved matrices and expres-
sions. Using the formula (29), the update rule (27) can be
5written as
Z˜
(n+1)
j
= exp
(
−ηw sym
(
(L
(n)
j )
−1
(
∂J (n)(Zj)
∂Zj
∣∣∣∣
Zj=Zj(n)
)))
= exp
(
−ηw (L(n)j )−1
(
sym
(
∂J (n)(Zj)
∂Zj
∣∣∣∣
Zj=Zj(n)
)))
.
(30)
Thanks to the normalizing function, we can update the pre-
cision matrices stably on the tangent space at identity. Then,
the (n + 1)-th precision matrix is obtained by applying the
inverse function. Therefore, the update rule (31) is derived.
From (31), we can see that unlike (21), this update rule dose
not require the computation of logZ. We call this update rule
the normalized matrix exponentiated gradient (NMEG) update.
As a special instance, let us consider the case L = 1. The
NMEG update rule in the case of L = 1 can be derived by
replacing a precision matrix Z with a scalar parameter ζ > 0
in (31):
ζ
(n+1)
j = ζ
(n)
j exp
(
−ηwζ(n)j
∂J (n)(ζj)
∂ζj
∣∣∣∣
ζj=ζ
(n)
j
)
, (32)
which apparently keeps each parameter ζj in the positive half-
line. The partial derivative of the cost function reads
∂J (n)(ζj)
∂ζj
∣∣∣∣
ζj=ζ
(n)
j
= −2ζ(n)j e(n)h(n)j κ(u(n), c(n)j ; ζ(n)j )‖u(n) − c(n)j ‖2. (33)
Such special case was proposed and discussed in the recent
contributions [23], [24].
The update rule (31) was derived on the basis of matrix
normalization, therefore, it is legitimate to wonder if it con-
stitutes a valid algorithm to update a matrix in the space of
SPD tensors. The answer is positive, indeed, since the rule (31)
may be regarded as an application of a general geodesic-based
stepping rule on the Lie group of symmetric positive-definite
matrices induced by the canonical metrics, namely
Z
(n+1)
j
= g
Z
(n)
j
(
−ηwZ(n)j sym
(
∂J (n)(Zj)
∂Zj
∣∣∣∣
Zj=Zj(n)
)
Z
(n)
j
)
,
(34)
where the function gX(V ) denotes a geodesic arc in the SPD
space departing from a point X in the direction V and is given
by
gX(V ) := X
1/2 exp(X−1/2V X−1/2)X1/2, (35)
as explained, for example, in [31, Eq. (22)] and [32, Eq. (3.6)].
Notice, in addition, that the argument of the function g in
(34) is proportional to the Riemannian gradient of the criterion
function J with respect to the canonical metrics.
Algorithm 1 Dictionary Learning for Generalized Gaussian
Kernel Adaptive Filtering
1: Set the initial size of dictionary, n = 1, and precision
matrix of kernel, Zinit.
2: Add (u(0),Zinit) into the dictionary as the 1st member,
D(0) = {u(0),Zinit)}.
3: for n > 1) do
4: Add (u(n),Zinit) into the dictionary as the new mem-
ber, D(n) = {D(n−1), (u(n),Zinit)}.
5: Update the center vectors using (19)
6: Update the precision matrices using MEG in (21) or
NMEG in (31).
7: Update the filter coefficients using (9).
8: for j such that hj = 0 do
9: Remove the j-th element from the dictionary, D(n).
10: end for
11: n← n+ 1
12: end for
TABLE I: Parameters in experiment IV-A
KNLMS-`1 µ = 0.09, ρ = 0.03, ζ = 1
λ = 1.0× 10−3, β = 0.1
NMEG (L = 1) µ = 0.09, ρ = 0.03, ζinit. = 1.0, λ = 1.0× 10−3
β = 0.1, ηc = 1.0× 10−3, ηw = 0.05
MEG µ = 0.09, ρ = 0.03, Zinit = I, λ = 1.0× 10−3
β = 0.1, ηc = 1.0× 10−3, ηw = 0.05, L = 2
NMEG µ = 0.09, ρ = 0.03, Zinit = I, λ = 1.0× 10−3
β = 0.1, ηc = 1.0× 10−3, ηw = 0.05, L = 2
D. `1-regularized KNLMS Incorporated With Generalized
Gaussian Kernel Parameters
To avoid overfitting and monotonic increase of the car-
dinality of a dictionary, the proposed update rules for the
generalized Gaussian parameters are incorporated with the
`1-regularized least squares for updating the filter coeffi-
cients [15]. The proposed method is summarized in the Al-
gorithm 1.
IV. NUMERICAL EXAMPLES
In this section, we compare the KNLMS-`1 [15], the NMEG
(L = 1) [23], [24] in (32), the MEG in (21), and the NMEG in
(31) through three types of simulations. As described in Algo-
rithm 1, the NMEG (L = 1), the MEG, and the NMEG update
center vectors and are incorporated with a `1-regularized least
squares for updating the filter coefficients. The first simulation
is a time series prediction in a toy model defined by Gaussian
functions with scalar widths. The second simulation is online
prediction in a toy model defined by Gaussian functions
with precision matrices. The last simulation consists in online
prediction of the state of a Lorenz chaotic system.
A. Time Series Prediction in Toy Model Constructed by Stan-
dard Gaussian Functions
We consider the nonlinear system defined as follows:
d(n) := 10 exp(−5‖u(n) − [3, 3]>‖2)+
10 exp(−0.2‖u(n) − [7, 7]>‖2), (36)
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Matrix Exponential Gradient update (MEG)
<latexit sha1_base64="PFY9 L1d9UjAb5QrswL9lq5M9Xys=">AAACynicjVE9SyRBEH2Op+f5uW pycMngoqwgS63JqZEo4iULfq0KKkvPbKuN88VM7+K6mBkZmBpcd AcXiKmplwjiHzDwJ4ihgskFVzs7ICp6V0NPv35dr/oVZQWOijTRT ZPR/KGl9WPbp/aOzq7unlRv33Lkl0NbFmzf8cNVS0TSUZ4saKUdu RqEUriWI1esnen6/UpFhpHyvSVdDeSGK7Y8talsoZkqpjJ5oUO1 a87sBr4nPa2EY86GoqQYm+WgJLQ0M/mZ2eFiKk1ZisN8DXIJSCOJ OT91iXWU4MNGGS4kPGjGDgQi/taQAyFgbgM15kJGKr6X2Ec7a8u cJTlDMLvD/y0+rSWsx+d6zShW2/yKwytkpYlBuqYTuqcrOqVb+vN mrVpco+6lyrvV0Mqg2HP4efHxnyqXd43tJ9W7njU2MRZ7Vew9iJl 6F3ZDX9k7vl+cWBisDdFPumP/P+iGLrgDr/Jg/5qXC9//28/Ii6 5GeLnY5/HlXg7rNSiMZsezND+anpxK5tiGLxhAhof1FZP4hjkU+P EjnOEcv428ERlVo9ZINZoSTT+ehXHwF3lYpjA=</latexit><latexit sha1_base64="PFY9 L1d9UjAb5QrswL9lq5M9Xys=">AAACynicjVE9SyRBEH2Op+f5uW pycMngoqwgS63JqZEo4iULfq0KKkvPbKuN88VM7+K6mBkZmBpcd AcXiKmplwjiHzDwJ4ihgskFVzs7ICp6V0NPv35dr/oVZQWOijTRT ZPR/KGl9WPbp/aOzq7unlRv33Lkl0NbFmzf8cNVS0TSUZ4saKUdu RqEUriWI1esnen6/UpFhpHyvSVdDeSGK7Y8talsoZkqpjJ5oUO1 a87sBr4nPa2EY86GoqQYm+WgJLQ0M/mZ2eFiKk1ZisN8DXIJSCOJ OT91iXWU4MNGGS4kPGjGDgQi/taQAyFgbgM15kJGKr6X2Ec7a8u cJTlDMLvD/y0+rSWsx+d6zShW2/yKwytkpYlBuqYTuqcrOqVb+vN mrVpco+6lyrvV0Mqg2HP4efHxnyqXd43tJ9W7njU2MRZ7Vew9iJl 6F3ZDX9k7vl+cWBisDdFPumP/P+iGLrgDr/Jg/5qXC9//28/Ii6 5GeLnY5/HlXg7rNSiMZsezND+anpxK5tiGLxhAhof1FZP4hjkU+P EjnOEcv428ERlVo9ZINZoSTT+ehXHwF3lYpjA=</latexit><latexit sha1_base64="PFY9 L1d9UjAb5QrswL9lq5M9Xys=">AAACynicjVE9SyRBEH2Op+f5uW pycMngoqwgS63JqZEo4iULfq0KKkvPbKuN88VM7+K6mBkZmBpcd AcXiKmplwjiHzDwJ4ihgskFVzs7ICp6V0NPv35dr/oVZQWOijTRT ZPR/KGl9WPbp/aOzq7unlRv33Lkl0NbFmzf8cNVS0TSUZ4saKUdu RqEUriWI1esnen6/UpFhpHyvSVdDeSGK7Y8talsoZkqpjJ5oUO1 a87sBr4nPa2EY86GoqQYm+WgJLQ0M/mZ2eFiKk1ZisN8DXIJSCOJ OT91iXWU4MNGGS4kPGjGDgQi/taQAyFgbgM15kJGKr6X2Ec7a8u cJTlDMLvD/y0+rSWsx+d6zShW2/yKwytkpYlBuqYTuqcrOqVb+vN mrVpco+6lyrvV0Mqg2HP4efHxnyqXd43tJ9W7njU2MRZ7Vew9iJl 6F3ZDX9k7vl+cWBisDdFPumP/P+iGLrgDr/Jg/5qXC9//28/Ii6 5GeLnY5/HlXg7rNSiMZsezND+anpxK5tiGLxhAhof1FZP4hjkU+P EjnOEcv428ERlVo9ZINZoSTT+ehXHwF3lYpjA=</latexit>
Tangent Space (Linear Space)
<latexit sha1_base64="p+8pe21SOLxexZ7Qs7nbSIytYEw=">AAACwHicjVG7SixB ED2Oz7u+1msiCLK4KAqy1Jrc641EEwMDdV0VVJaesV0b5+VM74IuZkb+gIGRFwzUUP9AEH/AwE8QQwUTA2tnB0TFRzXdXXW6TvUpyvRtFWqi2zqjvqGxqbnlV6K1rb2jM9n1ey H0SoEl85Zne8GSKUJpK1fmtdK2XPIDKRzTlovm5mT1fbEsg1B57rze9uWqI4quWleW0AwVkn3zwi1KV6dyvrBkamia64igFg0nEoVkmjIUWeqjk42dNGKb8ZJXWMEaPFgowYGEC 82+DYGQ1zKyIPiMraLCWMCeit4ldpFgbomzJGcIRjf5LHK0HKMux9WaYcS2+Bebd8DMFAbohk7oga7pjO7o+dNalahGVcs232aNK/1C535P7ulblsO3xsYr60vNGuv4G2lVrN2 PkGoXVo1f3jl4yP2bG6gM0n+6Z/1HdEuX3IFbfrSOZ+Xc4Y/1jLzraoS3g10eX/b9sD46+dHMWIZmR9PjE/EcW9CLfgzxsP5gHFOYQZ4/38MpznFhTBrK8IytWqpRF3O68caMnR c9JqE+</latexit><latexit sha1_base64="p+8pe21SOLxexZ7Qs7nbSIytYEw=">AAACwHicjVG7SixB ED2Oz7u+1msiCLK4KAqy1Jrc641EEwMDdV0VVJaesV0b5+VM74IuZkb+gIGRFwzUUP9AEH/AwE8QQwUTA2tnB0TFRzXdXXW6TvUpyvRtFWqi2zqjvqGxqbnlV6K1rb2jM9n1ey H0SoEl85Zne8GSKUJpK1fmtdK2XPIDKRzTlovm5mT1fbEsg1B57rze9uWqI4quWleW0AwVkn3zwi1KV6dyvrBkamia64igFg0nEoVkmjIUWeqjk42dNGKb8ZJXWMEaPFgowYGEC 82+DYGQ1zKyIPiMraLCWMCeit4ldpFgbomzJGcIRjf5LHK0HKMux9WaYcS2+Bebd8DMFAbohk7oga7pjO7o+dNalahGVcs232aNK/1C535P7ulblsO3xsYr60vNGuv4G2lVrN2 PkGoXVo1f3jl4yP2bG6gM0n+6Z/1HdEuX3IFbfrSOZ+Xc4Y/1jLzraoS3g10eX/b9sD46+dHMWIZmR9PjE/EcW9CLfgzxsP5gHFOYQZ4/38MpznFhTBrK8IytWqpRF3O68caMnR c9JqE+</latexit><latexit sha1_base64="p+8pe21SOLxexZ7Qs7nbSIytYEw=">AAACwHicjVG7SixB ED2Oz7u+1msiCLK4KAqy1Jrc641EEwMDdV0VVJaesV0b5+VM74IuZkb+gIGRFwzUUP9AEH/AwE8QQwUTA2tnB0TFRzXdXXW6TvUpyvRtFWqi2zqjvqGxqbnlV6K1rb2jM9n1ey H0SoEl85Zne8GSKUJpK1fmtdK2XPIDKRzTlovm5mT1fbEsg1B57rze9uWqI4quWleW0AwVkn3zwi1KV6dyvrBkamia64igFg0nEoVkmjIUWeqjk42dNGKb8ZJXWMEaPFgowYGEC 82+DYGQ1zKyIPiMraLCWMCeit4ldpFgbomzJGcIRjf5LHK0HKMux9WaYcS2+Bebd8DMFAbohk7oga7pjO7o+dNalahGVcs232aNK/1C535P7ulblsO3xsYr60vNGuv4G2lVrN2 PkGoXVo1f3jl4yP2bG6gM0n+6Z/1HdEuX3IFbfrSOZ+Xc4Y/1jLzraoS3g10eX/b9sD46+dHMWIZmR9PjE/EcW9CLfgzxsP5gHFOYQZ4/38MpznFhTBrK8IytWqpRF3O68caMnR c9JqE+</latexit>
Riemanni
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Tangen
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Apply the normalizing function:
<latexit sha1_base64 ="sO1/fUSQrekYGB5q7eKyjC7s3pY=">AAACwXi cjVE9T9xAEH2Y8BES4CBNJAqsnIgo0GmOJkBFE gpKvi4gEXSyzd6xYb1e2XsnHSfKNPkDKVIRKQWi hV+AhPIHUvATIkqQaFIw9llCgJIw1nrfvp03+0b jGyUTS3Te5XQ/6ent63868Oz54NBwYWT0QxI14 kBUgkhF8YbvJUJJLSpWWiU2TCy80Fdi3d99n96v N0WcyEiv2ZYRW6FX17ImA88yVS2MvzVGtVy7I1w dxaGn5J7UdbfW0EGaMFctFKlEWbgPQTkHReSxF BXO8BHbiBCggRACGpaxgoeEv02UQTDMbaHNXMxI ZvcC+xhgbYOzBGd4zO7yv86nzZzVfE5rJpk64Fc Ur5iVLiboFx3SJf2kI/pNf/5aq53VSL20ePc7Wm Gqw19erl7/VxXybrFzq/qnZ4saZjKvkr2bjEm7 CDr65t7Xy9W5lYn2a/pOF+z/gM7plDvQzavgx7J Y+fZoP1P3upriFWKfx1e+P6yHoDJdmi3R8nRx/l 0+x36M4RUmeVhvMI9FLKHCj3/GEY5x4iw4nxzj xJ1UpyvXvMCdcNo3Tk2jcA==</latexit><latexit sha1_base64 ="sO1/fUSQrekYGB5q7eKyjC7s3pY=">AAACwXi cjVE9T9xAEH2Y8BES4CBNJAqsnIgo0GmOJkBFE gpKvi4gEXSyzd6xYb1e2XsnHSfKNPkDKVIRKQWi hV+AhPIHUvATIkqQaFIw9llCgJIw1nrfvp03+0b jGyUTS3Te5XQ/6ent63868Oz54NBwYWT0QxI14 kBUgkhF8YbvJUJJLSpWWiU2TCy80Fdi3d99n96v N0WcyEiv2ZYRW6FX17ImA88yVS2MvzVGtVy7I1w dxaGn5J7UdbfW0EGaMFctFKlEWbgPQTkHReSxF BXO8BHbiBCggRACGpaxgoeEv02UQTDMbaHNXMxI ZvcC+xhgbYOzBGd4zO7yv86nzZzVfE5rJpk64Fc Ur5iVLiboFx3SJf2kI/pNf/5aq53VSL20ePc7Wm Gqw19erl7/VxXybrFzq/qnZ4saZjKvkr2bjEm7 CDr65t7Xy9W5lYn2a/pOF+z/gM7plDvQzavgx7J Y+fZoP1P3upriFWKfx1e+P6yHoDJdmi3R8nRx/l 0+x36M4RUmeVhvMI9FLKHCj3/GEY5x4iw4nxzj xJ1UpyvXvMCdcNo3Tk2jcA==</latexit><latexit sha1_base64 ="sO1/fUSQrekYGB5q7eKyjC7s3pY=">AAACwXi cjVE9T9xAEH2Y8BES4CBNJAqsnIgo0GmOJkBFE gpKvi4gEXSyzd6xYb1e2XsnHSfKNPkDKVIRKQWi hV+AhPIHUvATIkqQaFIw9llCgJIw1nrfvp03+0b jGyUTS3Te5XQ/6ent63868Oz54NBwYWT0QxI14 kBUgkhF8YbvJUJJLSpWWiU2TCy80Fdi3d99n96v N0WcyEiv2ZYRW6FX17ImA88yVS2MvzVGtVy7I1w dxaGn5J7UdbfW0EGaMFctFKlEWbgPQTkHReSxF BXO8BHbiBCggRACGpaxgoeEv02UQTDMbaHNXMxI ZvcC+xhgbYOzBGd4zO7yv86nzZzVfE5rJpk64Fc Ur5iVLiboFx3SJf2kI/pNf/5aq53VSL20ePc7Wm Gqw19erl7/VxXybrFzq/qnZ4saZjKvkr2bjEm7 CDr65t7Xy9W5lYn2a/pOF+z/gM7plDvQzavgx7J Y+fZoP1P3upriFWKfx1e+P6yHoDJdmi3R8nRx/l 0+x36M4RUmeVhvMI9FLKHCj3/GEY5x4iw4nxzj xJ1UpyvXvMCdcNo3Tk2jcA==</latexit>
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Riemannian Manifold (Curved Space)
<latexit sha1_base64="gNoXn4bM5lzYGML11TcJbeQIN68=">AAACxHicjVHPSxtBFP5ca 02traleBC+LwZKChJdc1J6CHvQiaNJUwYYwuxl1cHd22R+BGPQs/gMePFnwUApe23tB/Ad68E8Qjyn00kNfNgulkf54w8y8+d773nyPZ/mOCiOi2yFj+NHI49HMk7Gn48+eT2RfTL4NvTiwZ c32HC/YtkQoHaVlLVKRI7f9QArXcuSWdbDSi2+1ZBAqT7+J2r6su2JPq11li4ihRna2oqQrtFZCm+uCI57TNPMrcdCSTbPqC1u+amRzVKDEzIdOMXVySG3Dy17jHZrwYCOGCwmNiH0HAiGvHR RB8Bmro8NYwJ5K4hJHGGNuzFmSMwSjB3zu8WsnRTW/ezXDhG3zLw7vgJkm5ugrfaAu3dBHuqMff6zVSWr0tLT5tvpc6TcmTqer3//JcvmOsP+L9VfNEXaxmGhVrN1PkF4Xdp/fOjzrVl9X5j ov6T3ds/4LuqUv3IFufbMvN2Xl/L/1zA90Nc/bxRGPrzg4rIdOrVRYKtBmKVdeTueYwQxmkedhLaCMNWygxp+f4Aqf8NlYNVwjNOJ+qjGUcqbwmxnHPwFwEqPP</latexit><latexit sha1_base64="gNoXn4bM5lzYGML11TcJbeQIN68=">AAACxHicjVHPSxtBFP5ca 02traleBC+LwZKChJdc1J6CHvQiaNJUwYYwuxl1cHd22R+BGPQs/gMePFnwUApe23tB/Ad68E8Qjyn00kNfNgulkf54w8y8+d773nyPZ/mOCiOi2yFj+NHI49HMk7Gn48+eT2RfTL4NvTiwZ c32HC/YtkQoHaVlLVKRI7f9QArXcuSWdbDSi2+1ZBAqT7+J2r6su2JPq11li4ihRna2oqQrtFZCm+uCI57TNPMrcdCSTbPqC1u+amRzVKDEzIdOMXVySG3Dy17jHZrwYCOGCwmNiH0HAiGvHR RB8Bmro8NYwJ5K4hJHGGNuzFmSMwSjB3zu8WsnRTW/ezXDhG3zLw7vgJkm5ugrfaAu3dBHuqMff6zVSWr0tLT5tvpc6TcmTqer3//JcvmOsP+L9VfNEXaxmGhVrN1PkF4Xdp/fOjzrVl9X5j ov6T3ds/4LuqUv3IFufbMvN2Xl/L/1zA90Nc/bxRGPrzg4rIdOrVRYKtBmKVdeTueYwQxmkedhLaCMNWygxp+f4Aqf8NlYNVwjNOJ+qjGUcqbwmxnHPwFwEqPP</latexit><latexit sha1_base64="gNoXn4bM5lzYGML11TcJbeQIN68=">AAACxHicjVHPSxtBFP5ca 02traleBC+LwZKChJdc1J6CHvQiaNJUwYYwuxl1cHd22R+BGPQs/gMePFnwUApe23tB/Ad68E8Qjyn00kNfNgulkf54w8y8+d773nyPZ/mOCiOi2yFj+NHI49HMk7Gn48+eT2RfTL4NvTiwZ c32HC/YtkQoHaVlLVKRI7f9QArXcuSWdbDSi2+1ZBAqT7+J2r6su2JPq11li4ihRna2oqQrtFZCm+uCI57TNPMrcdCSTbPqC1u+amRzVKDEzIdOMXVySG3Dy17jHZrwYCOGCwmNiH0HAiGvHR RB8Bmro8NYwJ5K4hJHGGNuzFmSMwSjB3zu8WsnRTW/ezXDhG3zLw7vgJkm5ugrfaAu3dBHuqMff6zVSWr0tLT5tvpc6TcmTqer3//JcvmOsP+L9VfNEXaxmGhVrN1PkF4Xdp/fOjzrVl9X5j ov6T3ds/4LuqUv3IFufbMvN2Xl/L/1zA90Nc/bxRGPrzg4rIdOrVRYKtBmKVdeTueYwQxmkedhLaCMNWygxp+f4Aqf8NlYNVwjNOJ+qjGUcqbwmxnHPwFwEqPP</latexit>
Normalized MEG update (NMEG)
<latexit sha1_base64="0PYw 6iXZaPfhscDm8IRQkm3BHxQ=">AAACv3icjVFLSxtRFP4yvh/Vq JuCCINBSUHCiRsfK4kU3VSS2FRBQ5iZ3JhL5sXMTSCGrNz1D3Th ykIX0l37Ewqlf6ALf0LpUsFNFz2ZDIiKtudy7z3nu+c79zsc07d lqIiuEtrA4NDwyOjY+MTki6np5Mzsu9BrBpYoWZ7tBYemEQpbuq KkpLLFoR8IwzFtcWA2tnvvBy0RhNJz36q2L8qOceLKmrQMxVAlu bDnBY5hy1NR1d+83tGbftVQQk/vcfBKryRTlKHI9MdONnZSiC3v Jb/jGFV4sNCEAwEXin0bBkJeR8iC4DNWRoexgD0ZvQt0Mc7cJmc JzjAYbfB5wtFRjLoc92qGEdviX2zeATN1LNFPuqRr+kGf6Rf9eb JWJ6rR09Lm2+xzhV+Zfv9y//afLIdvhfod61nNCjWsR1ola/cjp NeF1ee3Tj9c728WlzrL9JF+s/4LuqJv3IHburE+FUTx/L/1rDzo aoW3gy6PL/twWI+d0mpmI0OF1dRWLp7jKOaxiDQPaw1b2EUeJf7 8DJf4gq9aTqtrrub3U7VEzJnDPdPafwE4D6DU</latexit><latexit sha1_base64="0PYw 6iXZaPfhscDm8IRQkm3BHxQ=">AAACv3icjVFLSxtRFP4yvh/Vq JuCCINBSUHCiRsfK4kU3VSS2FRBQ5iZ3JhL5sXMTSCGrNz1D3Th ykIX0l37Ewqlf6ALf0LpUsFNFz2ZDIiKtudy7z3nu+c79zsc07d lqIiuEtrA4NDwyOjY+MTki6np5Mzsu9BrBpYoWZ7tBYemEQpbuq KkpLLFoR8IwzFtcWA2tnvvBy0RhNJz36q2L8qOceLKmrQMxVAlu bDnBY5hy1NR1d+83tGbftVQQk/vcfBKryRTlKHI9MdONnZSiC3v Jb/jGFV4sNCEAwEXin0bBkJeR8iC4DNWRoexgD0ZvQt0Mc7cJmc JzjAYbfB5wtFRjLoc92qGEdviX2zeATN1LNFPuqRr+kGf6Rf9eb JWJ6rR09Lm2+xzhV+Zfv9y//afLIdvhfod61nNCjWsR1ola/cjp NeF1ee3Tj9c728WlzrL9JF+s/4LuqJv3IHburE+FUTx/L/1rDzo aoW3gy6PL/twWI+d0mpmI0OF1dRWLp7jKOaxiDQPaw1b2EUeJf7 8DJf4gq9aTqtrrub3U7VEzJnDPdPafwE4D6DU</latexit><latexit sha1_base64="0PYw 6iXZaPfhscDm8IRQkm3BHxQ=">AAACv3icjVFLSxtRFP4yvh/Vq JuCCINBSUHCiRsfK4kU3VSS2FRBQ5iZ3JhL5sXMTSCGrNz1D3Th ykIX0l37Ewqlf6ALf0LpUsFNFz2ZDIiKtudy7z3nu+c79zsc07d lqIiuEtrA4NDwyOjY+MTki6np5Mzsu9BrBpYoWZ7tBYemEQpbuq KkpLLFoR8IwzFtcWA2tnvvBy0RhNJz36q2L8qOceLKmrQMxVAlu bDnBY5hy1NR1d+83tGbftVQQk/vcfBKryRTlKHI9MdONnZSiC3v Jb/jGFV4sNCEAwEXin0bBkJeR8iC4DNWRoexgD0ZvQt0Mc7cJmc JzjAYbfB5wtFRjLoc92qGEdviX2zeATN1LNFPuqRr+kGf6Rf9eb JWJ6rR09Lm2+xzhV+Zfv9y//afLIdvhfod61nNCjWsR1ola/cjp NeF1ee3Tj9c728WlzrL9JF+s/4LuqJv3IHburE+FUTx/L/1rDzo aoW3gy6PL/twWI+d0mpmI0OF1dRWLp7jKOaxiDQPaw1b2EUeJf7 8DJf4gq9aTqtrrub3U7VEzJnDPdPafwE4D6DU</latexit>
Z˜
(n)
j = I
<latexit sha1_base64="xg26RfHPHlafgkTi7DorfayGovM=">AAACwHicSyrIySwuMTC4yc jEzMLKxs7BycXNw8vHLyAoFFacX1qUnBqanJ+TXxSRlFicmpOZlxpaklmSkxpRUJSamJuUkxqelO0Mkg8vSy0qzszPCympLEiNzU1Mz8tMy0xOLAEKxQvIxZRk5qSkVsck5VZH1dbGZ8VVa+Rp1q rZggQ8a+MFlA30DMBAAZNhCGUoM0BBQL7AMYYYhhSGfIZkhlKGXIZUhjyGEiA7hyGRoRgIoxkMGQwYCoBisQzVQLEiICsTLJ/KUMvABdRbClSVClSRCBTNBpLpQF40VDQPyAeZWQzWnQy0JQeIi 4A6FRhUDa4arDT4bHDCYLXBS4M/OM2qBpsBckslkE6C6E0tiOfvkgj+TlBXLpAuYchA6MLr5hKGNAYLsFszgW4vAIuAfJEM0V9WNf1zsFWQarWawSKD10D3LzS4aXAY6IO8si/JSwNTg2YT7R4d NF/pAHEuAyj6DNEjC5MRaqRnqWcQaKLs4ASNRw4GaQYlBg1gZJkzODB4MAQwhAItb2FYxbCZYQuTM1MmUz5TIUQpEyNUjzADCmCqAgBLhKMH</latexit><latexit sha1_base64="xg26RfHPHlafgkTi7DorfayGovM=">AAACwHicSyrIySwuMTC4yc jEzMLKxs7BycXNw8vHLyAoFFacX1qUnBqanJ+TXxSRlFicmpOZlxpaklmSkxpRUJSamJuUkxqelO0Mkg8vSy0qzszPCympLEiNzU1Mz8tMy0xOLAEKxQvIxZRk5qSkVsck5VZH1dbGZ8VVa+Rp1q rZggQ8a+MFlA30DMBAAZNhCGUoM0BBQL7AMYYYhhSGfIZkhlKGXIZUhjyGEiA7hyGRoRgIoxkMGQwYCoBisQzVQLEiICsTLJ/KUMvABdRbClSVClSRCBTNBpLpQF40VDQPyAeZWQzWnQy0JQeIi 4A6FRhUDa4arDT4bHDCYLXBS4M/OM2qBpsBckslkE6C6E0tiOfvkgj+TlBXLpAuYchA6MLr5hKGNAYLsFszgW4vAIuAfJEM0V9WNf1zsFWQarWawSKD10D3LzS4aXAY6IO8si/JSwNTg2YT7R4d NF/pAHEuAyj6DNEjC5MRaqRnqWcQaKLs4ASNRw4GaQYlBg1gZJkzODB4MAQwhAItb2FYxbCZYQuTM1MmUz5TIUQpEyNUjzADCmCqAgBLhKMH</latexit><latexit sha1_base64="xg26RfHPHlafgkTi7DorfayGovM=">AAACwHicSyrIySwuMTC4yc jEzMLKxs7BycXNw8vHLyAoFFacX1qUnBqanJ+TXxSRlFicmpOZlxpaklmSkxpRUJSamJuUkxqelO0Mkg8vSy0qzszPCympLEiNzU1Mz8tMy0xOLAEKxQvIxZRk5qSkVsck5VZH1dbGZ8VVa+Rp1q rZggQ8a+MFlA30DMBAAZNhCGUoM0BBQL7AMYYYhhSGfIZkhlKGXIZUhjyGEiA7hyGRoRgIoxkMGQwYCoBisQzVQLEiICsTLJ/KUMvABdRbClSVClSRCBTNBpLpQF40VDQPyAeZWQzWnQy0JQeIi 4A6FRhUDa4arDT4bHDCYLXBS4M/OM2qBpsBckslkE6C6E0tiOfvkgj+TlBXLpAuYchA6MLr5hKGNAYLsFszgW4vAIuAfJEM0V9WNf1zsFWQarWawSKD10D3LzS4aXAY6IO8si/JSwNTg2YT7R4d NF/pAHEuAyj6DNEjC5MRaqRnqWcQaKLs4ASNRw4GaQYlBg1gZJkzODB4MAQwhAItb2FYxbCZYQuTM1MmUz5TIUQpEyNUjzADCmCqAgBLhKMH</latexit> Z˜
(n+1)
j
<latexit sha1_base64="iBC3UjW22otz4141YnZXuDKyHhQ=">AAACunicjVHJSiRBEH2W+946F2EuMo2iKE20CC4wIHrx6NajaGtTVZ1q2rVRld2gRfsB/oAHT8p4ENGfGBjmBzz4CTJHB+biwajqA lFxiSIrX76MF/mCMDxLBorotk6rb2hsam5pbWvv6OzqTvX0/gjcsm+KnOlarr9m6IGwpCNySipLrHm+0G3DEqtGaS66X60IP5Cus6L2PbFp6zuO3JamrpgqpPrySlpFEeYNO1yvVgt7W+GQM5IdrhZSacpQHP2vQTYBaSSx4KZ+I48iXJgow4aAA8XYgo6Avw1kQfCY20TInM9IxvcCVbSxtsxZgjN0Zkv83+HTRsI6fI5qBrHa5FcsXj4r+zFAN3RB9/SHLumOHt6sFcY1Ii/7vBs1rfAK3Ud9y/8/VNm8K+w+qd7 1rLCNydirZO9ezERdmDV95eD4fnl6aSAcpDP6y/5P6ZZ+cQdO5Z95viiWTj7tZ/RFV6O8bETjy74c1muQG8tMZWhxPD0zm8yxBV/xDUM8rAnMYB4LyPHjh/iJK1xr3zVTk1qplqrVJZoveBaaegSu2aBY</latexit><latexit sha1_base64="iBC3UjW22otz4141YnZXuDKyHhQ=">AAACunicjVHJSiRBEH2W+946F2EuMo2iKE20CC4wIHrx6NajaGtTVZ1q2rVRld2gRfsB/oAHT8p4ENGfGBjmBzz4CTJHB+biwajqA lFxiSIrX76MF/mCMDxLBorotk6rb2hsam5pbWvv6OzqTvX0/gjcsm+KnOlarr9m6IGwpCNySipLrHm+0G3DEqtGaS66X60IP5Cus6L2PbFp6zuO3JamrpgqpPrySlpFEeYNO1yvVgt7W+GQM5IdrhZSacpQHP2vQTYBaSSx4KZ+I48iXJgow4aAA8XYgo6Avw1kQfCY20TInM9IxvcCVbSxtsxZgjN0Zkv83+HTRsI6fI5qBrHa5FcsXj4r+zFAN3RB9/SHLumOHt6sFcY1Ii/7vBs1rfAK3Ud9y/8/VNm8K+w+qd7 1rLCNydirZO9ezERdmDV95eD4fnl6aSAcpDP6y/5P6ZZ+cQdO5Z95viiWTj7tZ/RFV6O8bETjy74c1muQG8tMZWhxPD0zm8yxBV/xDUM8rAnMYB4LyPHjh/iJK1xr3zVTk1qplqrVJZoveBaaegSu2aBY</latexit><latexit sha1_base64="iBC3UjW22otz4141YnZXuDKyHhQ=">AAACunicjVHJSiRBEH2W+946F2EuMo2iKE20CC4wIHrx6NajaGtTVZ1q2rVRld2gRfsB/oAHT8p4ENGfGBjmBzz4CTJHB+biwajqA lFxiSIrX76MF/mCMDxLBorotk6rb2hsam5pbWvv6OzqTvX0/gjcsm+KnOlarr9m6IGwpCNySipLrHm+0G3DEqtGaS66X60IP5Cus6L2PbFp6zuO3JamrpgqpPrySlpFEeYNO1yvVgt7W+GQM5IdrhZSacpQHP2vQTYBaSSx4KZ+I48iXJgow4aAA8XYgo6Avw1kQfCY20TInM9IxvcCVbSxtsxZgjN0Zkv83+HTRsI6fI5qBrHa5FcsXj4r+zFAN3RB9/SHLumOHt6sFcY1Ii/7vBs1rfAK3Ud9y/8/VNm8K+w+qd7 1rLCNydirZO9ezERdmDV95eD4fnl6aSAcpDP6y/5P6ZZ+cQdO5Z95viiWTj7tZ/RFV6O8bETjy74c1muQG8tMZWhxPD0zm8yxBV/xDUM8rAnMYB4LyPHjh/iJK1xr3zVTk1qplqrVJZoveBaaegSu2aBY</latexit>
L
(n)
j (X) := (Z
(n)
j )
 1/2X(Z(n)j )
 1/2
<latexit sha1_base64= "El2Du/jzNT9TSCjWoLmch3z4ts0=">AAAC73icSy rIySwuMTC4ycjEzMLKxs7BycXNw8vHLyAoFFacX1q UnBqanJ+TXxSRlFicmpOZlxpaklmSkxpRUJSamJuU kxqelO0Mkg8vSy0qzszPCympLEiNzU1Mz8tMy0xOL AEKxQv4+sRXZ9XGVWvkadZqxCTlVkfUalrZgllRtQ gpzbhqXUN9o1qICpzS8QLKBnoGYKCAyTCEMpQZoCA gX+AYQwxDCkM+QzJDKUMuQypDHkMJkJ3DkMhQDITR DIYMBgwFQLFYhmqgWBGQlQmWT2WoZeAC6i0FqkoFq kgEimYDyXQgLxoqmgfkg8wsButOBtqSA8RFQJ0KDK oGVw1WGnw2OGGw2uClwR+cZlWDzQC5pRJIJ0H0phb E83dJBH8nqCsXSJcwZCB04XVzCUMagwXYrZlAtxeA RUC+SIboL6ua/jnYKki1Ws1gkcFroPsXGtw0OAz0Q V7Zl+SlgalBs4l2jw6ar3SAOJcBFH2G6JGFyQg10r PUMwg0UXZwgsYjB4M0gxKDBjCyzBkcGDwYAhhCgZZ vZrjJ8IjhMVMR0wymeUwLIEqZGKF6hBlQANNKAAM1 tJ8=</latexit><latexit sha1_base64= "El2Du/jzNT9TSCjWoLmch3z4ts0=">AAAC73icSy rIySwuMTC4ycjEzMLKxs7BycXNw8vHLyAoFFacX1q UnBqanJ+TXxSRlFicmpOZlxpaklmSkxpRUJSamJuU kxqelO0Mkg8vSy0qzszPCympLEiNzU1Mz8tMy0xOL AEKxQv4+sRXZ9XGVWvkadZqxCTlVkfUalrZgllRtQ gpzbhqXUN9o1qICpzS8QLKBnoGYKCAyTCEMpQZoCA gX+AYQwxDCkM+QzJDKUMuQypDHkMJkJ3DkMhQDITR DIYMBgwFQLFYhmqgWBGQlQmWT2WoZeAC6i0FqkoFq kgEimYDyXQgLxoqmgfkg8wsButOBtqSA8RFQJ0KDK oGVw1WGnw2OGGw2uClwR+cZlWDzQC5pRJIJ0H0phb E83dJBH8nqCsXSJcwZCB04XVzCUMagwXYrZlAtxeA RUC+SIboL6ua/jnYKki1Ws1gkcFroPsXGtw0OAz0Q V7Zl+SlgalBs4l2jw6ar3SAOJcBFH2G6JGFyQg10r PUMwg0UXZwgsYjB4M0gxKDBjCyzBkcGDwYAhhCgZZ vZrjJ8IjhMVMR0wymeUwLIEqZGKF6hBlQANNKAAM1 tJ8=</latexit><latexit sha1_base64= "El2Du/jzNT9TSCjWoLmch3z4ts0=">AAAC73icSy rIySwuMTC4ycjEzMLKxs7BycXNw8vHLyAoFFacX1q UnBqanJ+TXxSRlFicmpOZlxpaklmSkxpRUJSamJuU kxqelO0Mkg8vSy0qzszPCympLEiNzU1Mz8tMy0xOL AEKxQv4+sRXZ9XGVWvkadZqxCTlVkfUalrZgllRtQ gpzbhqXUN9o1qICpzS8QLKBnoGYKCAyTCEMpQZoCA gX+AYQwxDCkM+QzJDKUMuQypDHkMJkJ3DkMhQDITR DIYMBgwFQLFYhmqgWBGQlQmWT2WoZeAC6i0FqkoFq kgEimYDyXQgLxoqmgfkg8wsButOBtqSA8RFQJ0KDK oGVw1WGnw2OGGw2uClwR+cZlWDzQC5pRJIJ0H0phb E83dJBH8nqCsXSJcwZCB04XVzCUMagwXYrZlAtxeA RUC+SIboL6ua/jnYKki1Ws1gkcFroPsXGtw0OAz0Q V7Zl+SlgalBs4l2jw6ar3SAOJcBFH2G6JGFyQg10r PUMwg0UXZwgsYjB4M0gxKDBjCyzBkcGDwYAhhCgZZ vZrjJ8IjhMVMR0wymeUwLIEqZGKF6hBlQANNKAAM1 tJ8=</latexit>
(L
(n)
j )
 1
<latexit sha1_base64="GA3irx7SbnBo/Z2GNpqrCD39DWE=">AAACtHicjVHLSsNQED3G97vqRnAjFqUFLVMRfKxENy5c+KoKWksSrxrNiyQtaugP+AMuBEFBVPwMQfwBF/0EcVnBjQsnaUC0+Jhwc8 89d87cM4xi65rrEZVqpNq6+obGpuaW1rb2js5YV/eqa+UdVWRUS7ecdUV2ha6ZIuNpni7WbUfIhqKLNeVgNrhfKwjH1SxzxTuyRdaQd01tR1Nlj6lcrDsxn/P3i1t+wkwWk1v+SLqYi8UpRWH0V4N0BOKIYsGKPWAT27CgIg8DAiY8xjpkuPxtIA2CzVwWPnMOIy28FyiihbV5zhKcITN7wP9dPm1ErMnnoKYbqlV+ReflsLIfg/REt1SmR7qjZ3r/sZYf1gi8HPGuVLTCznWe9C6//akyePew96n61bOHHUyEXjX2b odM0IVa0ReOT8vLU0uD/hBd0gv7v6AS3XMHZuFVvVoUS2f/9jP8rathXgaC8aW/D6saZEZTkylaHItPz0RzbEIfBpDgYY1jGnNYQIYfP8Q5rnEjjUtZSZVEJVWqiTQ9+BKS+QHvk50m</latexit><latexit sha1_base64="GA3irx7SbnBo/Z2GNpqrCD39DWE=">AAACtHicjVHLSsNQED3G97vqRnAjFqUFLVMRfKxENy5c+KoKWksSrxrNiyQtaugP+AMuBEFBVPwMQfwBF/0EcVnBjQsnaUC0+Jhwc8 89d87cM4xi65rrEZVqpNq6+obGpuaW1rb2js5YV/eqa+UdVWRUS7ecdUV2ha6ZIuNpni7WbUfIhqKLNeVgNrhfKwjH1SxzxTuyRdaQd01tR1Nlj6lcrDsxn/P3i1t+wkwWk1v+SLqYi8UpRWH0V4N0BOKIYsGKPWAT27CgIg8DAiY8xjpkuPxtIA2CzVwWPnMOIy28FyiihbV5zhKcITN7wP9dPm1ErMnnoKYbqlV+ReflsLIfg/REt1SmR7qjZ3r/sZYf1gi8HPGuVLTCznWe9C6//akyePew96n61bOHHUyEXjX2b odM0IVa0ReOT8vLU0uD/hBd0gv7v6AS3XMHZuFVvVoUS2f/9jP8rathXgaC8aW/D6saZEZTkylaHItPz0RzbEIfBpDgYY1jGnNYQIYfP8Q5rnEjjUtZSZVEJVWqiTQ9+BKS+QHvk50m</latexit><latexit sha1_base64="GA3irx7SbnBo/Z2GNpqrCD39DWE=">AAACtHicjVHLSsNQED3G97vqRnAjFqUFLVMRfKxENy5c+KoKWksSrxrNiyQtaugP+AMuBEFBVPwMQfwBF/0EcVnBjQsnaUC0+Jhwc8 89d87cM4xi65rrEZVqpNq6+obGpuaW1rb2js5YV/eqa+UdVWRUS7ecdUV2ha6ZIuNpni7WbUfIhqKLNeVgNrhfKwjH1SxzxTuyRdaQd01tR1Nlj6lcrDsxn/P3i1t+wkwWk1v+SLqYi8UpRWH0V4N0BOKIYsGKPWAT27CgIg8DAiY8xjpkuPxtIA2CzVwWPnMOIy28FyiihbV5zhKcITN7wP9dPm1ErMnnoKYbqlV+ReflsLIfg/REt1SmR7qjZ3r/sZYf1gi8HPGuVLTCznWe9C6//akyePew96n61bOHHUyEXjX2b odM0IVa0ReOT8vLU0uD/hBd0gv7v6AS3XMHZuFVvVoUS2f/9jP8rathXgaC8aW/D6saZEZTkylaHItPz0RzbEIfBpDgYY1jGnNYQIYfP8Q5rnEjjUtZSZVEJVWqiTQ9+BKS+QHvk50m</latexit>
Update rule: Z
(n+1)
j = (Z
(n)
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✓
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✓
@J(n)(Zj)
@Zj
   
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(Z
(n)
j )
1/2
◆
(Z
(n)
j )
1/2
<latexit sha1_base64 ="MxofqKmZpf+SyLTYVzLBIKNKXh8=">AAADyHic jVE7bxNBEJ7L8QjmEQcaJJoTjpEtjFm7ASJFiqB B0OSBSUQ2Oe1d1s4l92Jv7WCWbSgRPQUVSBSIjhY 6JMQfoMhPQJRBoqFgfHfCJJEDs9rd2W/mm/1G48S +l0hCdowx88jRY8fHTxROnjp9ZqI4efZ+EnWFy1 tu5Edi2WEJ972Qt6Qnfb4cC84Cx+dLztatQXypx0 XiReE92Y/5asA6odf2XCYRsieNciteZ5Jbouvza WpRa4o6gXqgbbWp11QlvNyo6sJMZS9Y1dU11bja1 JQ/iqnP27JyhXLJbEVFYG1rWhtFSBOSfqAzVnrWa VswV9GYCekx31J3MoquqKyKtjer+q/4H1RT4XU2 5BNbDbGZoY+f57/nidWRfRwenrKLJVInqVkHnUbu lCC3uaj4GSisQwQudCEADiFI9H1gkOBagQYQiBF bBYWYQM9L4xw0FJDbxSyOGQzRLTw7+FrJ0RDfg5p JynbxFx+3QKYFZfKVvCW75At5R76RXyNrqbTGQEs fbyfj8tieeHZ+8ec/WQHeEjaGrEM1S2jD9VSrh9 rjFBl04Wb83uMXu4vTC2V1ibwm31H/K7JDPmEHYe +H+2aeL7z8bz21fV3VcAegcXyN/cM66LSa9Rt1M t8szd7M5zgOF+AiVHBY12AWbsMctMA1nhvvjQ/GR /Ou+dDcNvtZ6piRc87BHjOf/gbl0QVE</latexit ><latexit sha1_base64 ="MxofqKmZpf+SyLTYVzLBIKNKXh8=">AAADyHic jVE7bxNBEJ7L8QjmEQcaJJoTjpEtjFm7ASJFiqB B0OSBSUQ2Oe1d1s4l92Jv7WCWbSgRPQUVSBSIjhY 6JMQfoMhPQJRBoqFgfHfCJJEDs9rd2W/mm/1G48S +l0hCdowx88jRY8fHTxROnjp9ZqI4efZ+EnWFy1 tu5Edi2WEJ972Qt6Qnfb4cC84Cx+dLztatQXypx0 XiReE92Y/5asA6odf2XCYRsieNciteZ5Jbouvza WpRa4o6gXqgbbWp11QlvNyo6sJMZS9Y1dU11bja1 JQ/iqnP27JyhXLJbEVFYG1rWhtFSBOSfqAzVnrWa VswV9GYCekx31J3MoquqKyKtjer+q/4H1RT4XU2 5BNbDbGZoY+f57/nidWRfRwenrKLJVInqVkHnUbu lCC3uaj4GSisQwQudCEADiFI9H1gkOBagQYQiBF bBYWYQM9L4xw0FJDbxSyOGQzRLTw7+FrJ0RDfg5p JynbxFx+3QKYFZfKVvCW75At5R76RXyNrqbTGQEs fbyfj8tieeHZ+8ec/WQHeEjaGrEM1S2jD9VSrh9 rjFBl04Wb83uMXu4vTC2V1ibwm31H/K7JDPmEHYe +H+2aeL7z8bz21fV3VcAegcXyN/cM66LSa9Rt1M t8szd7M5zgOF+AiVHBY12AWbsMctMA1nhvvjQ/GR /Ou+dDcNvtZ6piRc87BHjOf/gbl0QVE</latexit ><latexit sha1_base64 ="MxofqKmZpf+SyLTYVzLBIKNKXh8=">AAADyHic jVE7bxNBEJ7L8QjmEQcaJJoTjpEtjFm7ASJFiqB B0OSBSUQ2Oe1d1s4l92Jv7WCWbSgRPQUVSBSIjhY 6JMQfoMhPQJRBoqFgfHfCJJEDs9rd2W/mm/1G48S +l0hCdowx88jRY8fHTxROnjp9ZqI4efZ+EnWFy1 tu5Edi2WEJ972Qt6Qnfb4cC84Cx+dLztatQXypx0 XiReE92Y/5asA6odf2XCYRsieNciteZ5Jbouvza WpRa4o6gXqgbbWp11QlvNyo6sJMZS9Y1dU11bja1 JQ/iqnP27JyhXLJbEVFYG1rWhtFSBOSfqAzVnrWa VswV9GYCekx31J3MoquqKyKtjer+q/4H1RT4XU2 5BNbDbGZoY+f57/nidWRfRwenrKLJVInqVkHnUbu lCC3uaj4GSisQwQudCEADiFI9H1gkOBagQYQiBF bBYWYQM9L4xw0FJDbxSyOGQzRLTw7+FrJ0RDfg5p JynbxFx+3QKYFZfKVvCW75At5R76RXyNrqbTGQEs fbyfj8tieeHZ+8ec/WQHeEjaGrEM1S2jD9VSrh9 rjFBl04Wb83uMXu4vTC2V1ibwm31H/K7JDPmEHYe +H+2aeL7z8bz21fV3VcAegcXyN/cM66LSa9Rt1M t8szd7M5zgOF+AiVHBY12AWbsMctMA1nhvvjQ/GR /Ou+dDcNvtZ6piRc87BHjOf/gbl0QVE</latexit >
Update rule: Z
(n+1)
j = exp
✓
logZ
(n)
j   ⌘w sym
✓
@J(n)(Zj)
@Zj
   
Zj=Z
(n)
j
◆◆
<latexit sha1_base64="uMxAeuRDY6QYFFfgiuA 4RSU2V7U=">AAADe3icjVHJbhNBEK3xsASzxIQLEpcRdpANxmpHioBIERFcEKcsmESkw6hn0nYm6VnU0za Ypn+AH+DACSQOiM9AQvwAB38C4hgkLghRHg9Y2GKpUXdVv6pX80rlJSJIFSEDq2AfOXrs+MyJ4slTp8/Ml s7O3U/jrvR5y49FLLc8lnIRRLylAiX4ViI5Cz3BN72D28P8Zo/LNIije6qf8J2QdaKgHfhMIeSWBq1klyn uyK7gS9ShTkVTL9QPjHH1vnmoq9GVZs0sFyl/nFDB26pKRdyZrKmZq5Qr5moqQ+eRofUsSPuh+cnBu0Hbk vmaJkyqgAnn7ohZ/dVsv2bG2TFqqAw6e+qpq8fY8rSCvKyWu4pbKpMGycyZDpp5UIbcVuPSe6CwCzH40IU QOESgMBbAIMVvG5pAIEFsBzRiEqMgy3MwUERuF6s4VjBED/Du4Gs7RyN8D3umGdvHvwg8EpkOzJOP5A05J B/IW/KJfPtjL531GGrpo/dGXJ64s8/Ob3z9JytEr2BvzPqrZgVtuJ5pDVB7kiHDKfwRv/fk+eHG0vq8vkR ekc+o/yUZkHc4QdT74r9e4+sv/ltPfWKqOp4QDK6vObms6aC10LjRIGsL5ZVb+R5n4AJchCou6xqswB1Yh Rb41k2LW5EVF77bFfuyXR+VFqyccw5+M3vxB4Ni6fI=</latexit><latexit sha1_base64="uMxAeuRDY6QYFFfgiuA 4RSU2V7U=">AAADe3icjVHJbhNBEK3xsASzxIQLEpcRdpANxmpHioBIERFcEKcsmESkw6hn0nYm6VnU0za Ypn+AH+DACSQOiM9AQvwAB38C4hgkLghRHg9Y2GKpUXdVv6pX80rlJSJIFSEDq2AfOXrs+MyJ4slTp8/Ml s7O3U/jrvR5y49FLLc8lnIRRLylAiX4ViI5Cz3BN72D28P8Zo/LNIije6qf8J2QdaKgHfhMIeSWBq1klyn uyK7gS9ShTkVTL9QPjHH1vnmoq9GVZs0sFyl/nFDB26pKRdyZrKmZq5Qr5moqQ+eRofUsSPuh+cnBu0Hbk vmaJkyqgAnn7ohZ/dVsv2bG2TFqqAw6e+qpq8fY8rSCvKyWu4pbKpMGycyZDpp5UIbcVuPSe6CwCzH40IU QOESgMBbAIMVvG5pAIEFsBzRiEqMgy3MwUERuF6s4VjBED/Du4Gs7RyN8D3umGdvHvwg8EpkOzJOP5A05J B/IW/KJfPtjL531GGrpo/dGXJ64s8/Ob3z9JytEr2BvzPqrZgVtuJ5pDVB7kiHDKfwRv/fk+eHG0vq8vkR ekc+o/yUZkHc4QdT74r9e4+sv/ltPfWKqOp4QDK6vObms6aC10LjRIGsL5ZVb+R5n4AJchCou6xqswB1Yh Rb41k2LW5EVF77bFfuyXR+VFqyccw5+M3vxB4Ni6fI=</latexit><latexit sha1_base64="uMxAeuRDY6QYFFfgiuA 4RSU2V7U=">AAADe3icjVHJbhNBEK3xsASzxIQLEpcRdpANxmpHioBIERFcEKcsmESkw6hn0nYm6VnU0za Ypn+AH+DACSQOiM9AQvwAB38C4hgkLghRHg9Y2GKpUXdVv6pX80rlJSJIFSEDq2AfOXrs+MyJ4slTp8/Ml s7O3U/jrvR5y49FLLc8lnIRRLylAiX4ViI5Cz3BN72D28P8Zo/LNIije6qf8J2QdaKgHfhMIeSWBq1klyn uyK7gS9ShTkVTL9QPjHH1vnmoq9GVZs0sFyl/nFDB26pKRdyZrKmZq5Qr5moqQ+eRofUsSPuh+cnBu0Hbk vmaJkyqgAnn7ohZ/dVsv2bG2TFqqAw6e+qpq8fY8rSCvKyWu4pbKpMGycyZDpp5UIbcVuPSe6CwCzH40IU QOESgMBbAIMVvG5pAIEFsBzRiEqMgy3MwUERuF6s4VjBED/Du4Gs7RyN8D3umGdvHvwg8EpkOzJOP5A05J B/IW/KJfPtjL531GGrpo/dGXJ64s8/Ob3z9JytEr2BvzPqrZgVtuJ5pDVB7kiHDKfwRv/fk+eHG0vq8vkR ekc+o/yUZkHc4QdT74r9e4+sv/ltPfWKqOp4QDK6vObms6aC10LjRIGsL5ZVb+R5n4AJchCou6xqswB1Yh Rb41k2LW5EVF77bFfuyXR+VFqyccw5+M3vxB4Ni6fI=</latexit>
(a) Matrix exponentiated gradient (MEG) update. This rule requires the
computation of logZ that can be unstable when the eigenvalues of Z are
very small.
Matrix Exponential Gradient update (MEG)
<latexit sha1_base64="PFY9 L1d9UjAb5QrswL9lq5M9Xys=">AAACynicjVE9SyRBEH2Op+f5uW pycMngoqwgS63JqZEo4iULfq0KKkvPbKuN88VM7+K6mBkZmBpcd AcXiKmplwjiHzDwJ4ihgskFVzs7ICp6V0NPv35dr/oVZQWOijTRT ZPR/KGl9WPbp/aOzq7unlRv33Lkl0NbFmzf8cNVS0TSUZ4saKUdu RqEUriWI1esnen6/UpFhpHyvSVdDeSGK7Y8talsoZkqpjJ5oUO1 a87sBr4nPa2EY86GoqQYm+WgJLQ0M/mZ2eFiKk1ZisN8DXIJSCOJ OT91iXWU4MNGGS4kPGjGDgQi/taQAyFgbgM15kJGKr6X2Ec7a8u cJTlDMLvD/y0+rSWsx+d6zShW2/yKwytkpYlBuqYTuqcrOqVb+vN mrVpco+6lyrvV0Mqg2HP4efHxnyqXd43tJ9W7njU2MRZ7Vew9iJ l6F3ZDX9k7vl+cWBisDdFPumP/P+iGLrgDr/Jg/5qXC9//28/Ii6 5GeLnY5/HlXg7rNSiMZsezND+anpxK5tiGLxhAhof1FZP4hjkU+ PEjnOEcv428ERlVo9ZINZoSTT+ehXHwF3lYpjA=</latexit><latexit sha1_base64="PFY9 L1d9UjAb5QrswL9lq5M9Xys=">AAACynicjVE9SyRBEH2Op+f5uW pycMngoqwgS63JqZEo4iULfq0KKkvPbKuN88VM7+K6mBkZmBpcd AcXiKmplwjiHzDwJ4ihgskFVzs7ICp6V0NPv35dr/oVZQWOijTRT ZPR/KGl9WPbp/aOzq7unlRv33Lkl0NbFmzf8cNVS0TSUZ4saKUdu RqEUriWI1esnen6/UpFhpHyvSVdDeSGK7Y8talsoZkqpjJ5oUO1 a87sBr4nPa2EY86GoqQYm+WgJLQ0M/mZ2eFiKk1ZisN8DXIJSCOJ OT91iXWU4MNGGS4kPGjGDgQi/taQAyFgbgM15kJGKr6X2Ec7a8u cJTlDMLvD/y0+rSWsx+d6zShW2/yKwytkpYlBuqYTuqcrOqVb+vN mrVpco+6lyrvV0Mqg2HP4efHxnyqXd43tJ9W7njU2MRZ7Vew9iJ l6F3ZDX9k7vl+cWBisDdFPumP/P+iGLrgDr/Jg/5qXC9//28/Ii6 5GeLnY5/HlXg7rNSiMZsezND+anpxK5tiGLxhAhof1FZP4hjkU+ PEjnOEcv428ERlVo9ZINZoSTT+ehXHwF3lYpjA=</latexit><latexit sha1_base64="PFY9 L1d9UjAb5QrswL9lq5M9Xys=">AAACynicjVE9SyRBEH2Op+f5uW pycMngoqwgS63JqZEo4iULfq0KKkvPbKuN88VM7+K6mBkZmBpcd AcXiKmplwjiHzDwJ4ihgskFVzs7ICp6V0NPv35dr/oVZQWOijTRT ZPR/KGl9WPbp/aOzq7unlRv33Lkl0NbFmzf8cNVS0TSUZ4saKUdu RqEUriWI1esnen6/UpFhpHyvSVdDeSGK7Y8talsoZkqpjJ5oUO1 a87sBr4nPa2EY86GoqQYm+WgJLQ0M/mZ2eFiKk1ZisN8DXIJSCOJ OT91iXWU4MNGGS4kPGjGDgQi/taQAyFgbgM15kJGKr6X2Ec7a8u cJTlDMLvD/y0+rSWsx+d6zShW2/yKwytkpYlBuqYTuqcrOqVb+vN mrVpco+6lyrvV0Mqg2HP4efHxnyqXd43tJ9W7njU2MRZ7Vew9iJ l6F3ZDX9k7vl+cWBisDdFPumP/P+iGLrgDr/Jg/5qXC9//28/Ii6 5GeLnY5/HlXg7rNSiMZsezND+anpxK5tiGLxhAhof1FZP4hjkU+ PEjnOEcv428ERlVo9ZINZoSTT+ehXHwF3lYpjA=</latexit>
Tangent Space (Linear Space)
<latexit sha1_base64="p+8pe21SOLxexZ7Qs7nbSIytYEw=">AAACwHicjVG7SixB ED2Oz7u+1msiCLK4KAqy1Jrc641EEwMDdV0VVJaesV0b5+VM74IuZkb+gIGRFwzUUP9AEH/AwE8QQwUTA2tnB0TFRzXdXXW6TvUpyvRtFWqi2zqjvqGxqbnlV6K1rb2jM9n1ey H0SoEl85Zne8GSKUJpK1fmtdK2XPIDKRzTlovm5mT1fbEsg1B57rze9uWqI4quWleW0AwVkn3zwi1KV6dyvrBkamia64igFg0nEoVkmjIUWeqjk42dNGKb8ZJXWMEaPFgowYGE C82+DYGQ1zKyIPiMraLCWMCeit4ldpFgbomzJGcIRjf5LHK0HKMux9WaYcS2+Bebd8DMFAbohk7oga7pjO7o+dNalahGVcs232aNK/1C535P7ulblsO3xsYr60vNGuv4G2lVrN2 PkGoXVo1f3jl4yP2bG6gM0n+6Z/1HdEuX3IFbfrSOZ+Xc4Y/1jLzraoS3g10eX/b9sD46+dHMWIZmR9PjE/EcW9CLfgzxsP5gHFOYQZ4/38MpznFhTBrK8IytWqpRF3O68caMn Rc9JqE+</latexit><latexit sha1_base64="p+8pe21SOLxexZ7Qs7nbSIytYEw=">AAACwHicjVG7SixB ED2Oz7u+1msiCLK4KAqy1Jrc641EEwMDdV0VVJaesV0b5+VM74IuZkb+gIGRFwzUUP9AEH/AwE8QQwUTA2tnB0TFRzXdXXW6TvUpyvRtFWqi2zqjvqGxqbnlV6K1rb2jM9n1ey H0SoEl85Zne8GSKUJpK1fmtdK2XPIDKRzTlovm5mT1fbEsg1B57rze9uWqI4quWleW0AwVkn3zwi1KV6dyvrBkamia64igFg0nEoVkmjIUWeqjk42dNGKb8ZJXWMEaPFgowYGE C82+DYGQ1zKyIPiMraLCWMCeit4ldpFgbomzJGcIRjf5LHK0HKMux9WaYcS2+Bebd8DMFAbohk7oga7pjO7o+dNalahGVcs232aNK/1C535P7ulblsO3xsYr60vNGuv4G2lVrN2 PkGoXVo1f3jl4yP2bG6gM0n+6Z/1HdEuX3IFbfrSOZ+Xc4Y/1jLzraoS3g10eX/b9sD46+dHMWIZmR9PjE/EcW9CLfgzxsP5gHFOYQZ4/38MpznFhTBrK8IytWqpRF3O68caMn Rc9JqE+</latexit><latexit sha1_base64="p+8pe21SOLxexZ7Qs7nbSIytYEw=">AAACwHicjVG7SixB ED2Oz7u+1msiCLK4KAqy1Jrc641EEwMDdV0VVJaesV0b5+VM74IuZkb+gIGRFwzUUP9AEH/AwE8QQwUTA2tnB0TFRzXdXXW6TvUpyvRtFWqi2zqjvqGxqbnlV6K1rb2jM9n1ey H0SoEl85Zne8GSKUJpK1fmtdK2XPIDKRzTlovm5mT1fbEsg1B57rze9uWqI4quWleW0AwVkn3zwi1KV6dyvrBkamia64igFg0nEoVkmjIUWeqjk42dNGKb8ZJXWMEaPFgowYGE C82+DYGQ1zKyIPiMraLCWMCeit4ldpFgbomzJGcIRjf5LHK0HKMux9WaYcS2+Bebd8DMFAbohk7oga7pjO7o+dNalahGVcs232aNK/1C535P7ulblsO3xsYr60vNGuv4G2lVrN2 PkGoXVo1f3jl4yP2bG6gM0n+6Z/1HdEuX3IFbfrSOZ+Xc4Y/1jLzraoS3g10eX/b9sD46+dHMWIZmR9PjE/EcW9CLfgzxsP5gHFOYQZ4/38MpznFhTBrK8IytWqpRF3O68caMn Rc9JqE+</latexit>
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Apply the normalizing function:
<latexit sha1_base64 ="sO1/fUSQrekYGB5q7eKyjC7s3pY=">AAACwXi cjVE9T9xAEH2Y8BES4CBNJAqsnIgo0GmOJkBFE gpKvi4gEXSyzd6xYb1e2XsnHSfKNPkDKVIRKQWi hV+AhPIHUvATIkqQaFIw9llCgJIw1nrfvp03+0b jGyUTS3Te5XQ/6ent63868Oz54NBwYWT0QxI14 kBUgkhF8YbvJUJJLSpWWiU2TCy80Fdi3d99n96v N0WcyEiv2ZYRW6FX17ImA88yVS2MvzVGtVy7I1w dxaGn5J7UdbfW0EGaMFctFKlEWbgPQTkHReSxF BXO8BHbiBCggRACGpaxgoeEv02UQTDMbaHNXMxI ZvcC+xhgbYOzBGd4zO7yv86nzZzVfE5rJpk64Fc Ur5iVLiboFx3SJf2kI/pNf/5aq53VSL20ePc7W mGqw19erl7/VxXybrFzq/qnZ4saZjKvkr2bjEm7 CDr65t7Xy9W5lYn2a/pOF+z/gM7plDvQzavgx7J Y+fZoP1P3upriFWKfx1e+P6yHoDJdmi3R8nRx/ l0+x36M4RUmeVhvMI9FLKHCj3/GEY5x4iw4nxzj xJ1UpyvXvMCdcNo3Tk2jcA==</latexit><latexit sha1_base64 ="sO1/fUSQrekYGB5q7eKyjC7s3pY=">AAACwXi cjVE9T9xAEH2Y8BES4CBNJAqsnIgo0GmOJkBFE gpKvi4gEXSyzd6xYb1e2XsnHSfKNPkDKVIRKQWi hV+AhPIHUvATIkqQaFIw9llCgJIw1nrfvp03+0b jGyUTS3Te5XQ/6ent63868Oz54NBwYWT0QxI14 kBUgkhF8YbvJUJJLSpWWiU2TCy80Fdi3d99n96v N0WcyEiv2ZYRW6FX17ImA88yVS2MvzVGtVy7I1w dxaGn5J7UdbfW0EGaMFctFKlEWbgPQTkHReSxF BXO8BHbiBCggRACGpaxgoeEv02UQTDMbaHNXMxI ZvcC+xhgbYOzBGd4zO7yv86nzZzVfE5rJpk64Fc Ur5iVLiboFx3SJf2kI/pNf/5aq53VSL20ePc7W mGqw19erl7/VxXybrFzq/qnZ4saZjKvkr2bjEm7 CDr65t7Xy9W5lYn2a/pOF+z/gM7plDvQzavgx7J Y+fZoP1P3upriFWKfx1e+P6yHoDJdmi3R8nRx/ l0+x36M4RUmeVhvMI9FLKHCj3/GEY5x4iw4nxzj xJ1UpyvXvMCdcNo3Tk2jcA==</latexit><latexit sha1_base64 ="sO1/fUSQrekYGB5q7eKyjC7s3pY=">AAACwXi cjVE9T9xAEH2Y8BES4CBNJAqsnIgo0GmOJkBFE gpKvi4gEXSyzd6xYb1e2XsnHSfKNPkDKVIRKQWi hV+AhPIHUvATIkqQaFIw9llCgJIw1nrfvp03+0b jGyUTS3Te5XQ/6ent63868Oz54NBwYWT0QxI14 kBUgkhF8YbvJUJJLSpWWiU2TCy80Fdi3d99n96v N0WcyEiv2ZYRW6FX17ImA88yVS2MvzVGtVy7I1w dxaGn5J7UdbfW0EGaMFctFKlEWbgPQTkHReSxF BXO8BHbiBCggRACGpaxgoeEv02UQTDMbaHNXMxI ZvcC+xhgbYOzBGd4zO7yv86nzZzVfE5rJpk64Fc Ur5iVLiboFx3SJf2kI/pNf/5aq53VSL20ePc7W mGqw19erl7/VxXybrFzq/qnZ4saZjKvkr2bjEm7 CDr65t7Xy9W5lYn2a/pOF+z/gM7plDvQzavgx7J Y+fZoP1P3upriFWKfx1e+P6yHoDJdmi3R8nRx/ l0+x36M4RUmeVhvMI9FLKHCj3/GEY5x4iw4nxzj xJ1UpyvXvMCdcNo3Tk2jcA==</latexit>
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Riemannian Manifold (Curved Space)
<latexit sha1_base64="gNoXn4bM5lzYGML11TcJbeQIN68=">AAACxHicjVHPSxtBFP5ca 02traleBC+LwZKChJdc1J6CHvQiaNJUwYYwuxl1cHd22R+BGPQs/gMePFnwUApe23tB/Ad68E8Qjyn00kNfNgulkf54w8y8+d773nyPZ/mOCiOi2yFj+NHI49HMk7Gn48+eT2RfTL4NvTiwZ c32HC/YtkQoHaVlLVKRI7f9QArXcuSWdbDSi2+1ZBAqT7+J2r6su2JPq11li4ihRna2oqQrtFZCm+uCI57TNPMrcdCSTbPqC1u+amRzVKDEzIdOMXVySG3Dy17jHZrwYCOGCwmNiH0HAiGvHR RB8Bmro8NYwJ5K4hJHGGNuzFmSMwSjB3zu8WsnRTW/ezXDhG3zLw7vgJkm5ugrfaAu3dBHuqMff6zVSWr0tLT5tvpc6TcmTqer3//JcvmOsP+L9VfNEXaxmGhVrN1PkF4Xdp/fOjzrVl9X5j ov6T3ds/4LuqUv3IFufbMvN2Xl/L/1zA90Nc/bxRGPrzg4rIdOrVRYKtBmKVdeTueYwQxmkedhLaCMNWygxp+f4Aqf8NlYNVwjNOJ+qjGUcqbwmxnHPwFwEqPP</latexit><latexit sha1_base64="gNoXn4bM5lzYGML11TcJbeQIN68=">AAACxHicjVHPSxtBFP5ca 02traleBC+LwZKChJdc1J6CHvQiaNJUwYYwuxl1cHd22R+BGPQs/gMePFnwUApe23tB/Ad68E8Qjyn00kNfNgulkf54w8y8+d773nyPZ/mOCiOi2yFj+NHI49HMk7Gn48+eT2RfTL4NvTiwZ c32HC/YtkQoHaVlLVKRI7f9QArXcuSWdbDSi2+1ZBAqT7+J2r6su2JPq11li4ihRna2oqQrtFZCm+uCI57TNPMrcdCSTbPqC1u+amRzVKDEzIdOMXVySG3Dy17jHZrwYCOGCwmNiH0HAiGvHR RB8Bmro8NYwJ5K4hJHGGNuzFmSMwSjB3zu8WsnRTW/ezXDhG3zLw7vgJkm5ugrfaAu3dBHuqMff6zVSWr0tLT5tvpc6TcmTqer3//JcvmOsP+L9VfNEXaxmGhVrN1PkF4Xdp/fOjzrVl9X5j ov6T3ds/4LuqUv3IFufbMvN2Xl/L/1zA90Nc/bxRGPrzg4rIdOrVRYKtBmKVdeTueYwQxmkedhLaCMNWygxp+f4Aqf8NlYNVwjNOJ+qjGUcqbwmxnHPwFwEqPP</latexit><latexit sha1_base64="gNoXn4bM5lzYGML11TcJbeQIN68=">AAACxHicjVHPSxtBFP5ca 02traleBC+LwZKChJdc1J6CHvQiaNJUwYYwuxl1cHd22R+BGPQs/gMePFnwUApe23tB/Ad68E8Qjyn00kNfNgulkf54w8y8+d773nyPZ/mOCiOi2yFj+NHI49HMk7Gn48+eT2RfTL4NvTiwZ c32HC/YtkQoHaVlLVKRI7f9QArXcuSWdbDSi2+1ZBAqT7+J2r6su2JPq11li4ihRna2oqQrtFZCm+uCI57TNPMrcdCSTbPqC1u+amRzVKDEzIdOMXVySG3Dy17jHZrwYCOGCwmNiH0HAiGvHR RB8Bmro8NYwJ5K4hJHGGNuzFmSMwSjB3zu8WsnRTW/ezXDhG3zLw7vgJkm5ugrfaAu3dBHuqMff6zVSWr0tLT5tvpc6TcmTqer3//JcvmOsP+L9VfNEXaxmGhVrN1PkF4Xdp/fOjzrVl9X5j ov6T3ds/4LuqUv3IFufbMvN2Xl/L/1zA90Nc/bxRGPrzg4rIdOrVRYKtBmKVdeTueYwQxmkedhLaCMNWygxp+f4Aqf8NlYNVwjNOJ+qjGUcqbwmxnHPwFwEqPP</latexit>
Normalized MEG update (NMEG)
<latexit sha1_base64="0PYw 6iXZaPfhscDm8IRQkm3BHxQ=">AAACv3icjVFLSxtRFP4yvh/Vq JuCCINBSUHCiRsfK4kU3VSS2FRBQ5iZ3JhL5sXMTSCGrNz1D3Th ykIX0l37Ewqlf6ALf0LpUsFNFz2ZDIiKtudy7z3nu+c79zsc07d lqIiuEtrA4NDwyOjY+MTki6np5Mzsu9BrBpYoWZ7tBYemEQpbuq KkpLLFoR8IwzFtcWA2tnvvBy0RhNJz36q2L8qOceLKmrQMxVAlu bDnBY5hy1NR1d+83tGbftVQQk/vcfBKryRTlKHI9MdONnZSiC3v Jb/jGFV4sNCEAwEXin0bBkJeR8iC4DNWRoexgD0ZvQt0Mc7cJm cJzjAYbfB5wtFRjLoc92qGEdviX2zeATN1LNFPuqRr+kGf6Rf9e bJWJ6rR09Lm2+xzhV+Zfv9y//afLIdvhfod61nNCjWsR1ola/cj pNeF1ee3Tj9c728WlzrL9JF+s/4LuqJv3IHburE+FUTx/L/1rDz oaoW3gy6PL/twWI+d0mpmI0OF1dRWLp7jKOaxiDQPaw1b2EUeJf 78DJf4gq9aTqtrrub3U7VEzJnDPdPafwE4D6DU</latexit><latexit sha1_base64="0PYw 6iXZaPfhscDm8IRQkm3BHxQ=">AAACv3icjVFLSxtRFP4yvh/Vq JuCCINBSUHCiRsfK4kU3VSS2FRBQ5iZ3JhL5sXMTSCGrNz1D3Th ykIX0l37Ewqlf6ALf0LpUsFNFz2ZDIiKtudy7z3nu+c79zsc07d lqIiuEtrA4NDwyOjY+MTki6np5Mzsu9BrBpYoWZ7tBYemEQpbuq KkpLLFoR8IwzFtcWA2tnvvBy0RhNJz36q2L8qOceLKmrQMxVAlu bDnBY5hy1NR1d+83tGbftVQQk/vcfBKryRTlKHI9MdONnZSiC3v Jb/jGFV4sNCEAwEXin0bBkJeR8iC4DNWRoexgD0ZvQt0Mc7cJm cJzjAYbfB5wtFRjLoc92qGEdviX2zeATN1LNFPuqRr+kGf6Rf9e bJWJ6rR09Lm2+xzhV+Zfv9y//afLIdvhfod61nNCjWsR1ola/cj pNeF1ee3Tj9c728WlzrL9JF+s/4LuqJv3IHburE+FUTx/L/1rDz oaoW3gy6PL/twWI+d0mpmI0OF1dRWLp7jKOaxiDQPaw1b2EUeJf 78DJf4gq9aTqtrrub3U7VEzJnDPdPafwE4D6DU</latexit><latexit sha1_base64="0PYw 6iXZaPfhscDm8IRQkm3BHxQ=">AAACv3icjVFLSxtRFP4yvh/Vq JuCCINBSUHCiRsfK4kU3VSS2FRBQ5iZ3JhL5sXMTSCGrNz1D3Th ykIX0l37Ewqlf6ALf0LpUsFNFz2ZDIiKtudy7z3nu+c79zsc07d lqIiuEtrA4NDwyOjY+MTki6np5Mzsu9BrBpYoWZ7tBYemEQpbuq KkpLLFoR8IwzFtcWA2tnvvBy0RhNJz36q2L8qOceLKmrQMxVAlu bDnBY5hy1NR1d+83tGbftVQQk/vcfBKryRTlKHI9MdONnZSiC3v Jb/jGFV4sNCEAwEXin0bBkJeR8iC4DNWRoexgD0ZvQt0Mc7cJm cJzjAYbfB5wtFRjLoc92qGEdviX2zeATN1LNFPuqRr+kGf6Rf9e bJWJ6rR09Lm2+xzhV+Zfv9y//afLIdvhfod61nNCjWsR1ola/cj pNeF1ee3Tj9c728WlzrL9JF+s/4LuqJv3IHburE+FUTx/L/1rDz oaoW3gy6PL/twWI+d0mpmI0OF1dRWLp7jKOaxiDQPaw1b2EUeJf 78DJf4gq9aTqtrrub3U7VEzJnDPdPafwE4D6DU</latexit>
Z˜
(n)
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<latexit sha1_base64="xg26RfHPHlafgkTi7DorfayGovM=">AAACwHicSyrIySwuMTC4yc jEzMLKxs7BycXNw8vHLyAoFFacX1qUnBqanJ+TXxSRlFicmpOZlxpaklmSkxpRUJSamJuUkxqelO0Mkg8vSy0qzszPCympLEiNzU1Mz8tMy0xOLAEKxQvIxZRk5qSkVsck5VZH1dbGZ8VVa+Rp1 qrZggQ8a+MFlA30DMBAAZNhCGUoM0BBQL7AMYYYhhSGfIZkhlKGXIZUhjyGEiA7hyGRoRgIoxkMGQwYCoBisQzVQLEiICsTLJ/KUMvABdRbClSVClSRCBTNBpLpQF40VDQPyAeZWQzWnQy0JQeIi 4A6FRhUDa4arDT4bHDCYLXBS4M/OM2qBpsBckslkE6C6E0tiOfvkgj+TlBXLpAuYchA6MLr5hKGNAYLsFszgW4vAIuAfJEM0V9WNf1zsFWQarWawSKD10D3LzS4aXAY6IO8si/JSwNTg2YT7R4d NF/pAHEuAyj6DNEjC5MRaqRnqWcQaKLs4ASNRw4GaQYlBg1gZJkzODB4MAQwhAItb2FYxbCZYQuTM1MmUz5TIUQpEyNUjzADCmCqAgBLhKMH</latexit><latexit sha1_base64="xg26RfHPHlafgkTi7DorfayGovM=">AAACwHicSyrIySwuMTC4yc jEzMLKxs7BycXNw8vHLyAoFFacX1qUnBqanJ+TXxSRlFicmpOZlxpaklmSkxpRUJSamJuUkxqelO0Mkg8vSy0qzszPCympLEiNzU1Mz8tMy0xOLAEKxQvIxZRk5qSkVsck5VZH1dbGZ8VVa+Rp1 qrZggQ8a+MFlA30DMBAAZNhCGUoM0BBQL7AMYYYhhSGfIZkhlKGXIZUhjyGEiA7hyGRoRgIoxkMGQwYCoBisQzVQLEiICsTLJ/KUMvABdRbClSVClSRCBTNBpLpQF40VDQPyAeZWQzWnQy0JQeIi 4A6FRhUDa4arDT4bHDCYLXBS4M/OM2qBpsBckslkE6C6E0tiOfvkgj+TlBXLpAuYchA6MLr5hKGNAYLsFszgW4vAIuAfJEM0V9WNf1zsFWQarWawSKD10D3LzS4aXAY6IO8si/JSwNTg2YT7R4d NF/pAHEuAyj6DNEjC5MRaqRnqWcQaKLs4ASNRw4GaQYlBg1gZJkzODB4MAQwhAItb2FYxbCZYQuTM1MmUz5TIUQpEyNUjzADCmCqAgBLhKMH</latexit><latexit sha1_base64="xg26RfHPHlafgkTi7DorfayGovM=">AAACwHicSyrIySwuMTC4yc jEzMLKxs7BycXNw8vHLyAoFFacX1qUnBqanJ+TXxSRlFicmpOZlxpaklmSkxpRUJSamJuUkxqelO0Mkg8vSy0qzszPCympLEiNzU1Mz8tMy0xOLAEKxQvIxZRk5qSkVsck5VZH1dbGZ8VVa+Rp1 qrZggQ8a+MFlA30DMBAAZNhCGUoM0BBQL7AMYYYhhSGfIZkhlKGXIZUhjyGEiA7hyGRoRgIoxkMGQwYCoBisQzVQLEiICsTLJ/KUMvABdRbClSVClSRCBTNBpLpQF40VDQPyAeZWQzWnQy0JQeIi 4A6FRhUDa4arDT4bHDCYLXBS4M/OM2qBpsBckslkE6C6E0tiOfvkgj+TlBXLpAuYchA6MLr5hKGNAYLsFszgW4vAIuAfJEM0V9WNf1zsFWQarWawSKD10D3LzS4aXAY6IO8si/JSwNTg2YT7R4d NF/pAHEuAyj6DNEjC5MRaqRnqWcQaKLs4ASNRw4GaQYlBg1gZJkzODB4MAQwhAItb2FYxbCZYQuTM1MmUz5TIUQpEyNUjzADCmCqAgBLhKMH</latexit> Z˜
(n+1)
j
<latexit sha1_base64="iBC3UjW22otz4141YnZXuDKyHhQ=">AAACunicjVHJSiRBEH2W+946F 2EuMo2iKE20CC4wIHrx6NajaGtTVZ1q2rVRld2gRfsB/oAHT8p4ENGfGBjmBzz4CTJHB+biwajqAlFxiSIrX76MF/mCMDxLBorotk6rb2hsam5pbWvv6OzqTvX0/gjcsm+KnOlarr9m6IGwpCNySipLrH m+0G3DEqtGaS66X60IP5Cus6L2PbFp6zuO3JamrpgqpPrySlpFEeYNO1yvVgt7W+GQM5IdrhZSacpQHP2vQTYBaSSx4KZ+I48iXJgow4aAA8XYgo6Avw1kQfCY20TInM9IxvcCVbSxtsxZgjN0Zkv83+H TRsI6fI5qBrHa5FcsXj4r+zFAN3RB9/SHLumOHt6sFcY1Ii/7vBs1rfAK3Ud9y/8/VNm8K+w+qd71rLCNydirZO9ezERdmDV95eD4fnl6aSAcpDP6y/5P6ZZ+cQdO5Z95viiWTj7tZ/RFV6O8bETjy74 c1muQG8tMZWhxPD0zm8yxBV/xDUM8rAnMYB4LyPHjh/iJK1xr3zVTk1qplqrVJZoveBaaegSu2aBY</latexit><latexit sha1_base64="iBC3UjW22otz4141YnZXuDKyHhQ=">AAACunicjVHJSiRBEH2W+946F 2EuMo2iKE20CC4wIHrx6NajaGtTVZ1q2rVRld2gRfsB/oAHT8p4ENGfGBjmBzz4CTJHB+biwajqAlFxiSIrX76MF/mCMDxLBorotk6rb2hsam5pbWvv6OzqTvX0/gjcsm+KnOlarr9m6IGwpCNySipLrH m+0G3DEqtGaS66X60IP5Cus6L2PbFp6zuO3JamrpgqpPrySlpFEeYNO1yvVgt7W+GQM5IdrhZSacpQHP2vQTYBaSSx4KZ+I48iXJgow4aAA8XYgo6Avw1kQfCY20TInM9IxvcCVbSxtsxZgjN0Zkv83+H TRsI6fI5qBrHa5FcsXj4r+zFAN3RB9/SHLumOHt6sFcY1Ii/7vBs1rfAK3Ud9y/8/VNm8K+w+qd71rLCNydirZO9ezERdmDV95eD4fnl6aSAcpDP6y/5P6ZZ+cQdO5Z95viiWTj7tZ/RFV6O8bETjy74 c1muQG8tMZWhxPD0zm8yxBV/xDUM8rAnMYB4LyPHjh/iJK1xr3zVTk1qplqrVJZoveBaaegSu2aBY</latexit><latexit sha1_base64="iBC3UjW22otz4141YnZXuDKyHhQ=">AAACunicjVHJSiRBEH2W+946F 2EuMo2iKE20CC4wIHrx6NajaGtTVZ1q2rVRld2gRfsB/oAHT8p4ENGfGBjmBzz4CTJHB+biwajqAlFxiSIrX76MF/mCMDxLBorotk6rb2hsam5pbWvv6OzqTvX0/gjcsm+KnOlarr9m6IGwpCNySipLrH m+0G3DEqtGaS66X60IP5Cus6L2PbFp6zuO3JamrpgqpPrySlpFEeYNO1yvVgt7W+GQM5IdrhZSacpQHP2vQTYBaSSx4KZ+I48iXJgow4aAA8XYgo6Avw1kQfCY20TInM9IxvcCVbSxtsxZgjN0Zkv83+H TRsI6fI5qBrHa5FcsXj4r+zFAN3RB9/SHLumOHt6sFcY1Ii/7vBs1rfAK3Ud9y/8/VNm8K+w+qd71rLCNydirZO9ezERdmDV95eD4fnl6aSAcpDP6y/5P6ZZ+cQdO5Z95viiWTj7tZ/RFV6O8bETjy74 c1muQG8tMZWhxPD0zm8yxBV/xDUM8rAnMYB4LyPHjh/iJK1xr3zVTk1qplqrVJZoveBaaegSu2aBY</latexit>
L
(n)
j (X) := (Z
(n)
j )
 1/2X(Z(n)j )
 1/2
<latexit sha1_base64= "El2Du/jzNT9TSCjWoLmch3z4ts0=">AAAC73icSy rIySwuMTC4ycjEzMLKxs7BycXNw8vHLyAoFFacX1q UnBqanJ+TXxSRlFicmpOZlxpaklmSkxpRUJSamJuU kxqelO0Mkg8vSy0qzszPCympLEiNzU1Mz8tMy0xOL AEKxQv4+sRXZ9XGVWvkadZqxCTlVkfUalrZgllRtQ gpzbhqXUN9o1qICpzS8QLKBnoGYKCAyTCEMpQZoCA gX+AYQwxDCkM+QzJDKUMuQypDHkMJkJ3DkMhQDITR DIYMBgwFQLFYhmqgWBGQlQmWT2WoZeAC6i0FqkoFq kgEimYDyXQgLxoqmgfkg8wsButOBtqSA8RFQJ0KDK oGVw1WGnw2OGGw2uClwR+cZlWDzQC5pRJIJ0H0phb E83dJBH8nqCsXSJcwZCB04XVzCUMagwXYrZlAtxeA RUC+SIboL6ua/jnYKki1Ws1gkcFroPsXGtw0OAz0Q V7Zl+SlgalBs4l2jw6ar3SAOJcBFH2G6JGFyQg10r PUMwg0UXZwgsYjB4M0gxKDBjCyzBkcGDwYAhhCgZZ vZrjJ8IjhMVMR0wymeUwLIEqZGKF6hBlQANNKAAM1 tJ8=</latexit><latexit sha1_base64= "El2Du/jzNT9TSCjWoLmch3z4ts0=">AAAC73icSy rIySwuMTC4ycjEzMLKxs7BycXNw8vHLyAoFFacX1q UnBqanJ+TXxSRlFicmpOZlxpaklmSkxpRUJSamJuU kxqelO0Mkg8vSy0qzszPCympLEiNzU1Mz8tMy0xOL AEKxQv4+sRXZ9XGVWvkadZqxCTlVkfUalrZgllRtQ gpzbhqXUN9o1qICpzS8QLKBnoGYKCAyTCEMpQZoCA gX+AYQwxDCkM+QzJDKUMuQypDHkMJkJ3DkMhQDITR DIYMBgwFQLFYhmqgWBGQlQmWT2WoZeAC6i0FqkoFq kgEimYDyXQgLxoqmgfkg8wsButOBtqSA8RFQJ0KDK oGVw1WGnw2OGGw2uClwR+cZlWDzQC5pRJIJ0H0phb E83dJBH8nqCsXSJcwZCB04XVzCUMagwXYrZlAtxeA RUC+SIboL6ua/jnYKki1Ws1gkcFroPsXGtw0OAz0Q V7Zl+SlgalBs4l2jw6ar3SAOJcBFH2G6JGFyQg10r PUMwg0UXZwgsYjB4M0gxKDBjCyzBkcGDwYAhhCgZZ vZrjJ8IjhMVMR0wymeUwLIEqZGKF6hBlQANNKAAM1 tJ8=</latexit><latexit sha1_base64= "El2Du/jzNT9TSCjWoLmch3z4ts0=">AAAC73icSy rIySwuMTC4ycjEzMLKxs7BycXNw8vHLyAoFFacX1q UnBqanJ+TXxSRlFicmpOZlxpaklmSkxpRUJSamJuU kxqelO0Mkg8vSy0qzszPCympLEiNzU1Mz8tMy0xOL AEKxQv4+sRXZ9XGVWvkadZqxCTlVkfUalrZgllRtQ gpzbhqXUN9o1qICpzS8QLKBnoGYKCAyTCEMpQZoCA gX+AYQwxDCkM+QzJDKUMuQypDHkMJkJ3DkMhQDITR DIYMBgwFQLFYhmqgWBGQlQmWT2WoZeAC6i0FqkoFq kgEimYDyXQgLxoqmgfkg8wsButOBtqSA8RFQJ0KDK oGVw1WGnw2OGGw2uClwR+cZlWDzQC5pRJIJ0H0phb E83dJBH8nqCsXSJcwZCB04XVzCUMagwXYrZlAtxeA RUC+SIboL6ua/jnYKki1Ws1gkcFroPsXGtw0OAz0Q V7Zl+SlgalBs4l2jw6ar3SAOJcBFH2G6JGFyQg10r PUMwg0UXZwgsYjB4M0gxKDBjCyzBkcGDwYAhhCgZZ vZrjJ8IjhMVMR0wymeUwLIEqZGKF6hBlQANNKAAM1 tJ8=</latexit>
(L
(n)
j )
 1
<latexit sha1_base64="GA3irx7SbnBo/Z2GNpqrCD39DWE=">AAACtHicjVHLSsNQED3G97vqRnAjFqUFLVMRfKxENy5c+KoKWksSrxrNiyQtaugP+AMuBEFBVPwMQfwBF/0EcVnBjQsnaUC0+Jhwc8 89d87cM4xi65rrEZVqpNq6+obGpuaW1rb2js5YV/eqa+UdVWRUS7ecdUV2ha6ZIuNpni7WbUfIhqKLNeVgNrhfKwjH1SxzxTuyRdaQd01tR1Nlj6lcrDsxn/P3i1t+wkwWk1v+SLqYi8UpRWH0V4N0BOKIYsGKPWAT27CgIg8DAiY8xjpkuPxtIA2CzVwWPnMOIy28FyiihbV5zhKcITN7wP9dPm1ErMnnoKYbqlV+ReflsLIfg/REt1SmR7qjZ3r/sZYf1gi8HPGuVLTCznWe9C6//akyePew96n61bOHHUyEXjX2 bodM0IVa0ReOT8vLU0uD/hBd0gv7v6AS3XMHZuFVvVoUS2f/9jP8rathXgaC8aW/D6saZEZTkylaHItPz0RzbEIfBpDgYY1jGnNYQIYfP8Q5rnEjjUtZSZVEJVWqiTQ9+BKS+QHvk50m</latexit><latexit sha1_base64="GA3irx7SbnBo/Z2GNpqrCD39DWE=">AAACtHicjVHLSsNQED3G97vqRnAjFqUFLVMRfKxENy5c+KoKWksSrxrNiyQtaugP+AMuBEFBVPwMQfwBF/0EcVnBjQsnaUC0+Jhwc8 89d87cM4xi65rrEZVqpNq6+obGpuaW1rb2js5YV/eqa+UdVWRUS7ecdUV2ha6ZIuNpni7WbUfIhqKLNeVgNrhfKwjH1SxzxTuyRdaQd01tR1Nlj6lcrDsxn/P3i1t+wkwWk1v+SLqYi8UpRWH0V4N0BOKIYsGKPWAT27CgIg8DAiY8xjpkuPxtIA2CzVwWPnMOIy28FyiihbV5zhKcITN7wP9dPm1ErMnnoKYbqlV+ReflsLIfg/REt1SmR7qjZ3r/sZYf1gi8HPGuVLTCznWe9C6//akyePew96n61bOHHUyEXjX2 bodM0IVa0ReOT8vLU0uD/hBd0gv7v6AS3XMHZuFVvVoUS2f/9jP8rathXgaC8aW/D6saZEZTkylaHItPz0RzbEIfBpDgYY1jGnNYQIYfP8Q5rnEjjUtZSZVEJVWqiTQ9+BKS+QHvk50m</latexit><latexit sha1_base64="GA3irx7SbnBo/Z2GNpqrCD39DWE=">AAACtHicjVHLSsNQED3G97vqRnAjFqUFLVMRfKxENy5c+KoKWksSrxrNiyQtaugP+AMuBEFBVPwMQfwBF/0EcVnBjQsnaUC0+Jhwc8 89d87cM4xi65rrEZVqpNq6+obGpuaW1rb2js5YV/eqa+UdVWRUS7ecdUV2ha6ZIuNpni7WbUfIhqKLNeVgNrhfKwjH1SxzxTuyRdaQd01tR1Nlj6lcrDsxn/P3i1t+wkwWk1v+SLqYi8UpRWH0V4N0BOKIYsGKPWAT27CgIg8DAiY8xjpkuPxtIA2CzVwWPnMOIy28FyiihbV5zhKcITN7wP9dPm1ErMnnoKYbqlV+ReflsLIfg/REt1SmR7qjZ3r/sZYf1gi8HPGuVLTCznWe9C6//akyePew96n61bOHHUyEXjX2 bodM0IVa0ReOT8vLU0uD/hBd0gv7v6AS3XMHZuFVvVoUS2f/9jP8rathXgaC8aW/D6saZEZTkylaHItPz0RzbEIfBpDgYY1jGnNYQIYfP8Q5rnEjjUtZSZVEJVWqiTQ9+BKS+QHvk50m</latexit>
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(n)
j )
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✓
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✓
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1/2
<latexit sha1_base64 ="MxofqKmZpf+SyLTYVzLBIKNKXh8=">AAADyHic jVE7bxNBEJ7L8QjmEQcaJJoTjpEtjFm7ASJFiqB B0OSBSUQ2Oe1d1s4l92Jv7WCWbSgRPQUVSBSIjhY 6JMQfoMhPQJRBoqFgfHfCJJEDs9rd2W/mm/1G48S +l0hCdowx88jRY8fHTxROnjp9ZqI4efZ+EnWFy1 tu5Edi2WEJ972Qt6Qnfb4cC84Cx+dLztatQXypx0 XiReE92Y/5asA6odf2XCYRsieNciteZ5Jbouvza WpRa4o6gXqgbbWp11QlvNyo6sJMZS9Y1dU11bja1 JQ/iqnP27JyhXLJbEVFYG1rWhtFSBOSfqAzVnrW aVswV9GYCekx31J3MoquqKyKtjer+q/4H1RT4XU2 5BNbDbGZoY+f57/nidWRfRwenrKLJVInqVkHnUbu lCC3uaj4GSisQwQudCEADiFI9H1gkOBagQYQiBF bBYWYQM9L4xw0FJDbxSyOGQzRLTw7+FrJ0RDfg5p JynbxFx+3QKYFZfKVvCW75At5R76RXyNrqbTGQE sfbyfj8tieeHZ+8ec/WQHeEjaGrEM1S2jD9VSrh9 rjFBl04Wb83uMXu4vTC2V1ibwm31H/K7JDPmEHY e+H+2aeL7z8bz21fV3VcAegcXyN/cM66LSa9Rt1M t8szd7M5zgOF+AiVHBY12AWbsMctMA1nhvvjQ/GR /Ou+dDcNvtZ6piRc87BHjOf/gbl0QVE</latexi t><latexit sha1_base64 ="MxofqKmZpf+SyLTYVzLBIKNKXh8=">AAADyHic jVE7bxNBEJ7L8QjmEQcaJJoTjpEtjFm7ASJFiqB B0OSBSUQ2Oe1d1s4l92Jv7WCWbSgRPQUVSBSIjhY 6JMQfoMhPQJRBoqFgfHfCJJEDs9rd2W/mm/1G48S +l0hCdowx88jRY8fHTxROnjp9ZqI4efZ+EnWFy1 tu5Edi2WEJ972Qt6Qnfb4cC84Cx+dLztatQXypx0 XiReE92Y/5asA6odf2XCYRsieNciteZ5Jbouvza WpRa4o6gXqgbbWp11QlvNyo6sJMZS9Y1dU11bja1 JQ/iqnP27JyhXLJbEVFYG1rWhtFSBOSfqAzVnrW aVswV9GYCekx31J3MoquqKyKtjer+q/4H1RT4XU2 5BNbDbGZoY+f57/nidWRfRwenrKLJVInqVkHnUbu lCC3uaj4GSisQwQudCEADiFI9H1gkOBagQYQiBF bBYWYQM9L4xw0FJDbxSyOGQzRLTw7+FrJ0RDfg5p JynbxFx+3QKYFZfKVvCW75At5R76RXyNrqbTGQE sfbyfj8tieeHZ+8ec/WQHeEjaGrEM1S2jD9VSrh9 rjFBl04Wb83uMXu4vTC2V1ibwm31H/K7JDPmEHY e+H+2aeL7z8bz21fV3VcAegcXyN/cM66LSa9Rt1M t8szd7M5zgOF+AiVHBY12AWbsMctMA1nhvvjQ/GR /Ou+dDcNvtZ6piRc87BHjOf/gbl0QVE</latexi t><latexit sha1_base64 ="MxofqKmZpf+SyLTYVzLBIKNKXh8=">AAADyHic jVE7bxNBEJ7L8QjmEQcaJJoTjpEtjFm7ASJFiqB B0OSBSUQ2Oe1d1s4l92Jv7WCWbSgRPQUVSBSIjhY 6JMQfoMhPQJRBoqFgfHfCJJEDs9rd2W/mm/1G48S +l0hCdowx88jRY8fHTxROnjp9ZqI4efZ+EnWFy1 tu5Edi2WEJ972Qt6Qnfb4cC84Cx+dLztatQXypx0 XiReE92Y/5asA6odf2XCYRsieNciteZ5Jbouvza WpRa4o6gXqgbbWp11QlvNyo6sJMZS9Y1dU11bja1 JQ/iqnP27JyhXLJbEVFYG1rWhtFSBOSfqAzVnrW aVswV9GYCekx31J3MoquqKyKtjer+q/4H1RT4XU2 5BNbDbGZoY+f57/nidWRfRwenrKLJVInqVkHnUbu lCC3uaj4GSisQwQudCEADiFI9H1gkOBagQYQiBF bBYWYQM9L4xw0FJDbxSyOGQzRLTw7+FrJ0RDfg5p JynbxFx+3QKYFZfKVvCW75At5R76RXyNrqbTGQE sfbyfj8tieeHZ+8ec/WQHeEjaGrEM1S2jD9VSrh9 rjFBl04Wb83uMXu4vTC2V1ibwm31H/K7JDPmEHY e+H+2aeL7z8bz21fV3VcAegcXyN/cM66LSa9Rt1M t8szd7M5zgOF+AiVHBY12AWbsMctMA1nhvvjQ/GR /Ou+dDcNvtZ6piRc87BHjOf/gbl0QVE</latexi t>
Update rule: Z
(n+1)
j = exp
✓
logZ
(n)
j   ⌘w sym
✓
@J(n)(Zj)
@Zj
   
Zj=Z
(n)
j
◆◆
<latexit sha1_base64="uMxAeuRDY6QYFFfgiuA 4RSU2V7U=">AAADe3icjVHJbhNBEK3xsASzxIQLEpcRdpANxmpHioBIERFcEKcsmESkw6hn0nYm6VnU0za Ypn+AH+DACSQOiM9AQvwAB38C4hgkLghRHg9Y2GKpUXdVv6pX80rlJSJIFSEDq2AfOXrs+MyJ4slTp8/Ml s7O3U/jrvR5y49FLLc8lnIRRLylAiX4ViI5Cz3BN72D28P8Zo/LNIije6qf8J2QdaKgHfhMIeSWBq1klyn uyK7gS9ShTkVTL9QPjHH1vnmoq9GVZs0sFyl/nFDB26pKRdyZrKmZq5Qr5moqQ+eRofUsSPuh+cnBu0Hbk vmaJkyqgAnn7ohZ/dVsv2bG2TFqqAw6e+qpq8fY8rSCvKyWu4pbKpMGycyZDpp5UIbcVuPSe6CwCzH40IU QOESgMBbAIMVvG5pAIEFsBzRiEqMgy3MwUERuF6s4VjBED/Du4Gs7RyN8D3umGdvHvwg8EpkOzJOP5A05J B/IW/KJfPtjL531GGrpo/dGXJ64s8/Ob3z9JytEr2BvzPqrZgVtuJ5pDVB7kiHDKfwRv/fk+eHG0vq8vk Rekc+o/yUZkHc4QdT74r9e4+sv/ltPfWKqOp4QDK6vObms6aC10LjRIGsL5ZVb+R5n4AJchCou6xqswB1Y hRb41k2LW5EVF77bFfuyXR+VFqyccw5+M3vxB4Ni6fI=</latexit><latexit sha1_base64="uMxAeuRDY6QYFFfgiuA 4RSU2V7U=">AAADe3icjVHJbhNBEK3xsASzxIQLEpcRdpANxmpHioBIERFcEKcsmESkw6hn0nYm6VnU0za Ypn+AH+DACSQOiM9AQvwAB38C4hgkLghRHg9Y2GKpUXdVv6pX80rlJSJIFSEDq2AfOXrs+MyJ4slTp8/Ml s7O3U/jrvR5y49FLLc8lnIRRLylAiX4ViI5Cz3BN72D28P8Zo/LNIije6qf8J2QdaKgHfhMIeSWBq1klyn uyK7gS9ShTkVTL9QPjHH1vnmoq9GVZs0sFyl/nFDB26pKRdyZrKmZq5Qr5moqQ+eRofUsSPuh+cnBu0Hbk vmaJkyqgAnn7ohZ/dVsv2bG2TFqqAw6e+qpq8fY8rSCvKyWu4pbKpMGycyZDpp5UIbcVuPSe6CwCzH40IU QOESgMBbAIMVvG5pAIEFsBzRiEqMgy3MwUERuF6s4VjBED/Du4Gs7RyN8D3umGdvHvwg8EpkOzJOP5A05J B/IW/KJfPtjL531GGrpo/dGXJ64s8/Ob3z9JytEr2BvzPqrZgVtuJ5pDVB7kiHDKfwRv/fk+eHG0vq8vk Rekc+o/yUZkHc4QdT74r9e4+sv/ltPfWKqOp4QDK6vObms6aC10LjRIGsL5ZVb+R5n4AJchCou6xqswB1Y hRb41k2LW5EVF77bFfuyXR+VFqyccw5+M3vxB4Ni6fI=</latexit><latexit sha1_base64="uMxAeuRDY6QYFFfgiuA 4RSU2V7U=">AAADe3icjVHJbhNBEK3xsASzxIQLEpcRdpANxmpHioBIERFcEKcsmESkw6hn0nYm6VnU0za Ypn+AH+DACSQOiM9AQvwAB38C4hgkLghRHg9Y2GKpUXdVv6pX80rlJSJIFSEDq2AfOXrs+MyJ4slTp8/Ml s7O3U/jrvR5y49FLLc8lnIRRLylAiX4ViI5Cz3BN72D28P8Zo/LNIije6qf8J2QdaKgHfhMIeSWBq1klyn uyK7gS9ShTkVTL9QPjHH1vnmoq9GVZs0sFyl/nFDB26pKRdyZrKmZq5Qr5moqQ+eRofUsSPuh+cnBu0Hbk vmaJkyqgAnn7ohZ/dVsv2bG2TFqqAw6e+qpq8fY8rSCvKyWu4pbKpMGycyZDpp5UIbcVuPSe6CwCzH40IU QOESgMBbAIMVvG5pAIEFsBzRiEqMgy3MwUERuF6s4VjBED/Du4Gs7RyN8D3umGdvHvwg8EpkOzJOP5A05J B/IW/KJfPtjL531GGrpo/dGXJ64s8/Ob3z9JytEr2BvzPqrZgVtuJ5pDVB7kiHDKfwRv/fk+eHG0vq8vk Rekc+o/yUZkHc4QdT74r9e4+sv/ltPfWKqOp4QDK6vObms6aC10LjRIGsL5ZVb+R5n4AJchCou6xqswB1Y hRb41k2LW5EVF77bFfuyXR+VFqyccw5+M3vxB4Ni6fI=</latexit>
(b) Normalized MEG (NMEG) update. This rule can avoid the problem of
MEG by using normalization.
Fig. 2: Conceptual diagrams of (a) MEG and (b) NMEG.
where d(n) is corrupted by noise sampled from a zero-mean
Gaussian distribution with standard deviation equal to 0.3. The
input signals u(n) are sampled from a 2-dimensional uniform
distribution [0, 10] × [0, 10]. We adopted a mean squared
error (MSE) measure as evaluation criterion. The MSE is
calculated by taking an arithmetic average over 50 independent
realizations. The values of the parameters of the filters in this
experiment are given in the Table I. Figures 3 and 4 show the
MSE and the mean dictionary size of filters at each iteration,
respectively. In the Figure 3, the NMEG (L = 1), the MEG,
and the NMEG show lower MSE than the KNLMS-`1. This
implies the efficacy of updating width ζ or precision matrix Z.
The NMEG (L = 1) converges faster than other algorithms.
However, when n is about 10, 000, the NMEG (L = 1) and
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Fig. 3: Convergence curves of filters in experiment IV-A.
These results were obtained as averages over 50 independent
runs.
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Fig. 4: Dictionary size evolution in experiment IV-A.These
results were obtained as averages over 50 independent runs.
NMEG have almost the same MSE even though the NMEG
uses generalized Gaussian kernels. The Figure 4 shows that
the NMEG (L = 1), the MEG, and the NMEG keep a small
dictionary size.
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(c) Mean dictionary size when A =
( 5 0.5
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Fig. 5: Performance comparison: The learning curves of MSE ((a) and (b)) and mean dictionary size ((c) and (d)) for two
different parameters A. These results are calculated by taking an arithmetic average over 50 independent realizations.
TABLE II: Parameters in experiment IV-B
KNLMS-`1 µ = 0.09, ρ = 0.03, ζ = 1
λ = 1.0× 10−3, β = 0.1
NMEG (L = 1) µ = 0.09, ρ = 0.03, ζinit = 1.0, λ = 1.0× 10−3
β = 0.1, ηc = 1.0× 10−3, ηw = 0.05
MEG µ = 0.09, ρ = 0.03, Zinit = I, λ = 1.0× 10−3
β = 0.1, ηc = 1.0× 10−3, ηw = 0.05, L = 2
NMEG µ = 0.09, ρ = 0.03, Zinit = I, λ = 1.0× 10−3
β = 0.1, ηc = 1.0× 10−3, ηw = 0.05, L = 2
B. Time Series Prediction in Toy Model Constructed by Gen-
eralized Gaussian Functions
We consider the nonlinear system defined by:
d(n) := 10 exp
(
−(u(n) − [3, 3]>)>A(u(n) − [3, 3]>)
)
+ 10 exp
(
−(u(n) − [7, 7]>)>A(u(n) − [7, 7]>)
)
,
(37)
where d(n) is corrupted by a zero-mean Gaussian noise of
standard deviation equal to 0.3. In the above system, A is
a constant. The input signals u(n) are sampled from a 2-
dimensional uniform distribution [0, 10]×[0, 10]. The MSE is
calculated by taking an arithmetic average over 50 independent
realizations. Parameters in this experiment are given in the
Table II. We test two different cases of A:(
5 0.5
0.5 0.2
)
,
(
5 0.5
0.5 10
)
, (38)
which have the smaller eivenvalues of 0.148 and 4.95, respec-
tively. The Figure 5 shows the MSE and the mean dictionary
size of filters at each iteration. In Figures 5a and 5b, the MEG
and the NMEG show lower MSE than the KNLMS-`1 and the
NMEG (L = 1). This implies the efficacy of using (adaptive)
generalized Gaussian kernels. Comparing the MSE curves of
the MEG and of the NMEG, it is immediate to see how the
performance of the MEG algorithm degrades when the matrix
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Fig. 6: Segment of the processed Lorenz time series.
TABLE III: Parameters in experiment IV-C
KNLMS-`1 µ = 0.5, ρ = 0.05, ζ = 1
λ = 5.0× 10−4, β = 0.1
NMEG (L = 1) µ = 0.5, ρ = 0.05, ζinit = 1.0, λ = 5.0× 10−4
β = 0.1, ηc = 0.5, ηw = 0.1
MEG µ = 0.5, ρ = 0.05, Zinit = I, λ = 5.0× 10−4
β = 0.1, ηc = 0.5, ηw = 0.1, L = 5
NMEG µ = 0.5, ρ = 0.05, Zinit = I, λ = 5.0× 10−4
β = 0.1, ηc = 0.5, ηw = 0.1, L = 5
A is close to zero, namely when A =
(
5 0.5
0.5 0.2
)
, which
implies that the term logZ(n)j in (21) is close to singularity,
while the NMEG is able to perform well in both cases. The
Figures 5c and 5d confirm that the NMEG requires the smallest
dictionary size. The above results support the efficacy of the
proposed normalization for updating the precision matrix.
C. Short-Term Chaotic Time-Series Prediction: Lorenz
Chaotic System
Consider the Lorenz chaotic system whose states are gov-
erned by the differential equations [12]:
dx
dt = −αx+ yz
dy
dt = −δ(y − z)
dz
dt = −xy + γy − z,
(39)
where the parameters are set as α = 8/3, δ = 10, and
γ = 28 [6]. The sample data were obtained using first-
order (Euler) approximation with step size 0.01. The first
component (namely x) is used in the following for the short-
term prediction task. The signal is normalized to zero-mean
and unit variance. A segment of the processed Lorenz time
series is shown in the Figure 6. The problem setting for
short-term prediction is as follows: the previous five points
u(n) = [x(n−5), x(n−4), . . . , x(n−1)]> are used as the input
vector to predict the current value x(n), which is the desired
response. The MSE is calculated by taking an arithmetic
average over 50 independent realizations with different seg-
ments of the signal. Parameters of filters in this experiment
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Fig. 7: Convergence curves of filters in experiment IV-C. The
results are obtained as the average over 50 independent runs
with different segments of the signal.
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Fig. 8: Dictionary size evolution in experiment IV-C. The
results are obtained as the average over 50 independent runs
with different segments of the signal.
are given in the Table III. The Figures 7 and 8 show the
MSE and the mean dictionary size of filters at each iteration,
respectively. Simulation results indicate that the proposed
MEG and NMEG exhibit much better performance, namely,
they achieve both much smaller mean dictionary size and
much smaller MSE values than the other algorithms used for
comparison. Comparing the MEG algorithm with the NMEG,
the NMEG exhibits better performance in terms of both MSE
and mean dictionary size although their parameters are set to
the same values. The Figure 9 shows the tracking of filters. It
can be seen that the NMEG has higher tracking ability than
the NMEG (L = 1) when a system dynamically changes.
This result supports the validity of the proposed model in the
case that the components of the input signals are mutually
correlated.
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(b) Tracking of NMEG (L = 1)
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Fig. 9: Tracking of the filters in the prediction of the state of a Lorenz chaotic system. (Plots of the last 500 samples in a
simulation.
V. CONCLUSIONS
This paper proposed a flexible dictionary learning in the
context of generalized Gaussian kernel adaptive filtering,
where the kernel parameters are all adaptive and data-driven.
Every input sample or signal has its own precision matrix and
center vector, which are updated at each iteration based on the
proposed least-square type rules to minimize the estimation
error. In particular, we proposed a novel update rule for
precision matrices, which allows one to update each precision
matrix stably due to an effective normalization. Together with
the `1 regularized least squares, the overall kernel adaptive
filtering algorithms can avoid overfitting and the monotonic
growth of a dictionary. Numerical examples showed that the
proposed method exhibits higher performance in terms of the
MSE and the size of dictionary in the prediction of nonlinear
systems.
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