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Abstract
We study the effects of mild over-parameterization on the optimization landscape of a simple ReLU
neural network of the form x 7→ ∑ki=1 max{0,w>i x}, in a well-studied teacher-student setting where
the target values are generated by the same architecture, and when directly optimizing over the population
squared loss with respect to Gaussian inputs. We prove that while the objective is strongly convex around
the global minima when the teacher and student networks possess the same number of neurons, it is not
even locally convex after any amount of over-parameterization. Moreover, related desirable properties
(e.g., one-point strong convexity and the Polyak-Łojasiewicz condition) also do not hold even locally.
On the other hand, we establish that the objective remains one-point strongly convex in most directions
(suitably defined). For the non-global minima, we prove that adding even just a single neuron will
turn a non-global minimum into a saddle point. This holds under some technical conditions which we
validate empirically. These results provide a possible explanation for why recovering a global minimum
becomes significantly easier when we over-parameterize, even if the amount of over-parameterization is
very moderate.
1 Introduction
In recent years, a spur of theoretical papers studied how the training of neural networks benefits from
over-parameterization, namely the use of more neurons than needed to express a good predictor (e.g.,
[24, 10, 25, 2, 9, 19, 7, 3, 13]). The vast majority of these papers focus on settings where a large amount
of over-parameterization is needed (e.g., polynomial in some natural problem parameters). However, em-
pirical studies such as in [21, 25] indicate that in many cases, very mild over-parameterization is required to
successfully reach a global optimum, and sometimes adding even one or two neurons is enough. The aim of
this paper is to theoretically study the effect of such mild over-parameterization.
Specifically, we focus on a simple and well-studied student-teacher setting, where the labels are gener-
ated by a teacher network composed of a sum of k neurons, and learned by a student network of the same
architecture with n neurons, using the squared loss with respect to some input distribution D:
F (w) := F (w1, . . . ,wn) = Ex∼D
( n∑
i=1
σ(〈wi,x〉)−
k∑
i=1
σ(〈vi,x〉)
)2 . (1)
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In the above, σ : R → R is some univariate activation function. This objective has been studied in quite a
few recent works (e.g., [32, 29, 27, 31, 20, 4, 5]), perhaps most commonly when D is a standard Gaussian,
and σ is the ReLU function. This will also be the setting we focus on in this paper.
Our paper is motivated by the empirical findings in [25]. In that paper, the authors prove that the
objective above possesses local minima which are not global, and empirically show that gradient descent
with standard initialization does tend to get stuck in them when n = k. However, significantly fewer local
minima are encountered already when n = k + 1, and when n = k + 2, no local minima were encountered
at all for values of n ≤ 20 (see Table 2 in [25]). Despite the progress made in understanding the loss surface
and the dynamics of optimization techniques on the objective in Eq. (1), to the best of our knowledge, current
deep learning theory is unable to explain why such mild over-parameterization helps gradient methods to
recover the global minimum in this setting. This leads us to the following question:
What are the geometrical effects of mild over-parameterization on the objective function, which
facilitate the use of common optimization techniques for recovering the global minimum?
In this paper, we take a few steps in understanding the above question in the context of Eq. (1), under
the standard setting where D is a standard Gaussian distribution, the vi’s are orthogonal and of unit norm,
and σ is the popular ReLU activation function. Our contributions are as follows:
• First, we provide a full characterization of all twice differentiable points and all global minima of
the objective (Thm. 3.1 and Lemma 2.2). We then formally prove that without over-parameterization
(n = k), the objective is strongly convex in a neighborhood of every global minimum (Thm. 3.2). This
property ensures that initializing close enough to the global minima (e.g. using a tensor initialization
[32]), gradient descent with small enough step sizes will converge to it. We note that this in itself is
not too surprising, and that a similar result was shown in [32, 20] for a slightly different setting.
• Next, we prove that perhaps surprisingly, in the over-parameterization regime (n > k) the local ge-
ometry around global minima changes significantly: The objective is not even locally convex around
global minima (Thm. 3.3). Moreover, we study other commonly used geometrical properties such as
one-point strong convexity (also known as strong star-convexity) and Polyak-Łojasiewicz (PL) condi-
tion (see [15]) and show that these also do not hold, even locally, around global minima (Thm. 3.6 and
Thm. 3.8). On the flip side, we show that our objective is one-point strongly convex in most directions
– that is, there is a significant set of points around the global minima that satisfy one-point strong
convexity (Thm. 3.9).
• Turning to the non-global minima, we prove that for any such point, a slight over-parameterization
consisting of ‘splitting’ a neuron into two neurons (having the same angle and summing to the orig-
inal neuron) results in turning the non-global minimum into a saddle point with a direction of de-
scent (Thm. 4.1). This holds under a technical condition on the norm of the neurons at the local
minima, which we justify empirically. This result demonstrates how even a tiny amount of over-
parameterization helps eliminate non-global minima.
The remainder of the paper is structured as follows: After discussing related work, we formalize our
setting in Sec. 2, and introduce relevant definitions and notations. Next, Sec. 3 investigates properties
relating to the global minima of our objective, which includes their general form and the geometry of the
objective function around them. Lastly, Sec. 4 studies the non-global minima of our objective, showing
when can we guarantee that splitting a local minimum will turn it into a saddle point.
2
1.1 Related Work
Over-Parameterization. It was shown empirically that over-parameterized networks are easier to train,
e.g. in [21, 25]. Over-parameterization was extensively studied theoretically in several contexts and archi-
tectures, such as [10, 2, 9, 19, 7, 3, 30, 12, 11, 14, 1]. In particular, one very popular line of works argue
that sufficiently over-parameterized networks behave similarly to kernel methods (in particular, the neural
tangent kernel) or random feature methods. However, we note that the amount of over-parameterization
in such works is large, and does not explain how adding just a few neurons can significantly increase the
chances to converge to a global minimum.
Previous works on Eq. (1) Several works studied Eq. (1) under different assumptions such as [29, 26,
32, 31]. In [31] the authors study the case of n = k = 1, and show that even in this simple regime there exists
distributions and activations in which gradient methods are unable to learn. On the other hand, they show
that under mild assumptions on the activation and distribution it is possible to guarantee convergence to the
global optimum, although in this simple case there are no non-global minima (there is a non-differentiable
saddle point at the origin). This analysis does not generalize even to the case of n = k = 2. In [32] the
authors give optimization guarantees for the case of n = k for general k, where D is standard Gaussian
and some assumptions on σ (which includes ReLU). Their method is to show that locally around global
minima the objective is strongly convex, and use tensor initialization to initialize close enough to the global
minimum. We prove a similar theorem (Thm. 3.2), although there are a couple of small differences: The
objective is a bit different, because in [32] the authors consider an empirical loss over a finite set of examples
drawn i.i.d fromN (0, I), whereas we consider the population loss. Moreover, we state an explicit numerical
lower bound on the minimal eigenvalue of the Hessian at the minimum. On the other hand, [32] show
the result for a general class of activation functions (including ReLU) and we show it specifically for the
ReLU activation. They also specify how large the open neighborhood for which the objective is strongly
convex, while we only state that there exists an open neighborhood without guarantees on its size. In any
case, we note that this is not a main result of our paper, as we focus more on the over-parameterized case
and this theorem is given mainly as a comparison to how over-parameterization significantly changes the
optimization landscape.
A similar analysis for the case of n = k is done in [20] where the authors consider an architecture where
the target neurons are close to unit vectors, and they show that the objective is one-point strongly convex (as
opposed to strongly convex) around the global minimum. In [4, 5] the authors study the properties of local
minima of Eq. (1) in the case of standard Gaussian distribution and ReLU activation. They identify certain
symmetries of the local minima and utilize them to characterize a certain family of local extrema.
Other notable works include [28] and [17] where they show that under certain assumptions there are
no differentiable local minima of the objective they study. A major difference compared to us is that they
study the empirical loss over a finite dataset, while here we study the population loss over a continuous
distribution.
2 Preliminaries
Terminology and Notation. We use [n] as shorthand for {1, . . . , n}. We denote the ReLU function (z 7→
max{0, z}) by [·]+. We denote vectors using bold-faced letters (e.g. w). We let barred bold-faced letters
denote vectors normalized to unit length (i.e. w¯ = w‖w‖ ). Given two non-zero vectors w,v ∈ Rd, we
denote the angle between them using θw,v = arccos
(
w¯>v¯
)
. Unless stated otherwise, we denote by ‖ · ‖
the standard Euclidean norm. We denote the matrix with all zero entries of size m × n by 0m×n. For
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w1, . . . ,wn ∈ Rd denote by wn1 = (w1, . . . ,wn) ∈ Rn·d their concatenation. For symmetric matrices
A,B we say that A  B if A−B is positive semi-definite (PSD). Recall that a function f : Rd → R that is
twice continuously differentiable is said to be strongly convex in A ⊆ Rd iff there is a constant λ > 0 such
that ∇2f(x)  λI for any x ∈ A. It is convex if the above holds for λ = 0.
Setting. In this paper we study a simple network in a student-teacher setting, assuming our data have a
standard Gaussian distribution. In more detail, we fix the vectors in the teacher network v1, . . . ,vk ∈ Rd,
and the population objective is:
F (wn1 ) = Ex∼N (0,I)
( n∑
i=1
[〈wi,x〉]+ −
k∑
i=1
[〈vi,x〉]+
)2 . (2)
Throughout this paper we always assume that d ≥ k (to model a high-dimensional setting). We also assume
for simplicity that the target vectors v1, . . . ,vk are orthogonal with ‖vi‖ = 1 for i ∈ [k]. This assumption
is also made in [25], and approximately holds if v1, . . . ,vk are chosen uniformly at random from the unit
sphere and the dimension is high enough. We conjecture that all the results in the paper can be extended to
general target vectors, and leave it to future work.
Basic Properties of the Objective Function. For a standard Gaussian distribution, the objective func-
tion in Eq. (2) can be written down in closed form. Moreover, it is continuously differentiable if wi 6= 0
for every i ∈ [n], with explicit expressions for the Gradient and Hessian at any point (see [8, 6, 25]). In
particular, we will need the following explicit expression for the Hessian [25, Section 4.1.1]:
Theorem 2.1. Let n ≥ k, and let wn1 = (w1, . . . ,wn) such that wi 6= 0 for every i ∈ [n]. Denote by
H(wn1 ) the Hessian of F (w
n
1 ) (the objective in Eq. (2)). It is an (n · d) × (n · d) matrix, where for ease
of notations we view H(wn1 ) as a n × n block matrix where each entry is a block of size d × d. For every
i ∈ [n] the diagonal block entry of the Hessian is:
Hi,i(w
n
1 ) =
1
2
I +
∑
j 6=i
h1(wi,wj)−
∑
j∈[k]
h1(wi,vj) (3)
where
h1(w,v) =
sin(θw,v)‖v‖
2pi‖w‖
(
I − w¯w¯> + n¯v,wn¯>v,w
)
(4)
and nv,w = v¯ − cos(θw,v)w¯. For every i, j ∈ [n] with i 6= j the off-diagonal entry of the Hessian is:
Hij(w
n
1 ) = h2(wi,wj)
where
h2(w,v) =
1
2pi
(
(pi − θw,v)I + n¯w,vv¯> + n¯v,ww¯>
)
. (5)
It is clear from Thm. 2.1 that the Hessian is continuous for every wn1 = (w1, . . . ,wn) where the
objective is differentiable and there are no two wi,wj with θwi,wj ∈ {0, pi}. If θwi,wj ∈ {0, pi} for some
distinct i, j ∈ [n], then n¯wi,wj is undefined. To complete the picture, we prove that even in this situation,
even though the formula above does not formally apply, the Hessian is well-defined and continuous:
Lemma 2.2. F (wn1 ) is twice continuously differentiable at any wn1 = (w1, . . . ,wn) such that wi 6= 0 for
all i ∈ [n].
The formal proof can be found in Appendix A.
4
3 Effects of Over-parameterization on the Global Minima
In this section we study the local geometric properties of the global minima of the objective in Eq. (2). We
first characterize all the global minima of the objective F (wn1 ) for any n ≥ k.
Theorem 3.1. Suppose wn1 = (w1, . . . ,wn) is a global minimum of the objective in Eq. (2). Then there
exists a partition
⋃· ki=1 Ii = [n] and α1, . . . , αn ≥ 0 satisfying∑j∈Ii αj = 1 and wj = αjvi for all i ∈ [k]
and j ∈ Ii.
The full proof can be found in Appendix B. Thm. 3.1 states that for a global minimum, each vector
wi must be equal to some target vector vj times some positive constant αi. In addition, the sum of all the
constants, for all the wi in the direction of some vj must be equal to 1. In particular, for the case of n = k
we get that the only global minima are those that for each target vector vj there is exactly one wi for which
wi = vj , hence there are exactly n! isolated global minima. For the case of n > k there is a manifold
consisting of infinitely many global minima. For example, if n = k + 1, then the following is a global
minimum for every α ∈ [0, 1]:
w1 = v1, . . . , wn−1 = vn−1, wn = αvn, wn+1 = (1− α)vn .
Combining Thm. 3.1 and Lemma 2.2, we have a full characterization of all (twice continuously) differ-
entiable global minima of the objective F (w) for general n ≥ k. More specifically, all minima that admit
the form of Thm. 3.1 and in addition satisfy that wi 6= 0 for all i ∈ [n] are differentiable. In this section we
will study local geometric properties of the differentiable local minima, distinguishing between two cases:
exact parameterization (n = k) and over-parameterization (n > k).
3.1 Exact Parameterization
We first consider the case of exact parameterization, where the labels are created by a teacher network with
k neurons, and learned by a student network with k neurons. Even though the objective F (wk1) in this case
is not convex (at least for k ≥ 2, as there are k! isolated global minima), we will show that locally around
each global minimum it is actually strongly convex.
Theorem 3.2. Suppose n = k. For every global minimum of the objective F (wk1) in Eq. (2) we have that
∇2F (wk1) 
(
1
4 − 12pi
)
I . Moreover, the objective is strongly convex around an open neighborhood of any
global minimum.
Note that in the case of n = k, by Thm. 3.1 all the global minima are differentiable. The proof idea
behind Thm. 3.2 is straightforward. The Hessian at the global minimum can be divided into a sum of two
matrices, and we lower bound the smallest eigenvalue of these two matrices. Note that since the objective is
twice continuously differentiable around any global minimum (in the case of n = k), and that the eigenvalue
of a matrix is a continuous function we immediately get that in an open neighborhood of the global minimum
all the eigenvalues of the Hessian are positive, hence the objective is locally strongly convex.
As discussed in the related work section, a similar result was shown in [32] for a slightly different setting.
Although this result might give hope that such properties are also preserved when over-parameterizing, as
we will show in the next subsection, the over-parameterized case has a completely different geometry. Thus,
this kind of analysis is specific for exact parameterization.
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Figure 1: Plot and contour of the function f(x, y) = x2y2. This function is continuously differentiable and
has a manifold of global minima {(x, y) : x = 0 or y = 0}. f(x, y) is not locally convex almost anywhere
(as the determinant of its Hessian is negative almost everywhere). It is also not one-point strongly convex
w.r.t. any global minimum.
3.2 Over-Parameterization
In the exact parameterization case, we showed that around the global minima the objective is strongly
convex. Since empirically, over-parameterization tends to improve training performance, we might expect
that it improves or at least maintains favorable geometric properties around the global minima. However,
we now prove that perhaps surprisingly, under any amount of over-parameterization, the objective in Eq. (2)
is not even locally convex around any differentiable global minimum:
Theorem 3.3. Assume that n > k and d > 1 (recall that d ≥ k, hence this assumption is trivially true for
k > 1). Then in every neighborhood of a differentiable global minimum of Eq. (2) there is a point at which
the Hessian of the objective has a negative eigenvalue.
Since convexity of a differentiable function requires the Hessian to be positive semidefinite, we get that
no local convexity property can hold. We note that the theorem’s assumptions are mild, since by Thm. 3.1,
the objective function is typically differentiable at a global minimum and its neighborhood.
To provide some intuition how a global minimum without a convex neighborhood might look like, see
an example (using a different function) in Fig. 1.
3.3 One-Point Strong Convexity and the PL condition
Instead of having convexity with respect to all directions, it may be enough from an optimization point of
view to have convexity in the direction of the global minimum. This motivates the following well-known
definition (see e.g. [18, 16]):
Definition 3.4. Let f : Rd → R be a differentiable function.f(x) is said to be one-point strongly convex
(OPSC) in an open neighborhood A ⊆ Rd with respect to a local minimum y∗ ∈ A if there exists λ > 0
such that for every x ∈ A:
1
‖x− y∗‖2 〈∇f(x),x− y
∗〉 ≥ λ .
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Figure 2: Suppose that the bold black line represents
the manifold of global minima, w˜n1 and u˜
n
1 are two
different global minima and wn1 is some point. The
blue dashed line represents the -orthogonal neighbor-
hood of u˜n1 . In order to verify that the objective is
OPSC we would have to decide with respect to which
point it is OPSC. For example, fromwn1 it would make
more sense to check its OPSC parameter with respect
to w˜n1 since it is its closest global minimum, rather
than with respect to u˜n1 .
If we further assume that f(x) is twice differentiable, then it is OPSC in A ⊆ Rd if there exists λ > 0 such
that for every x ∈ A:
1
‖x− y∗‖2 (x− y
∗)>∇2f(x)(x− y∗) ≥ λ ,
where∇2f(x) is the Hessian of f at x. We call such λ the OPSC coefficient.
The Hessian definition of one-point strong convexity can be easily derived from the gradient definition,
in the same manner that the Hessian definition of strong convexity is derived from the gradient definition
of strong convexity for twice continuously differentiable functions. In previous works it was shown that
although an objective is not strongly-convex, it may be OPSC which is enough to show convergence to
a minimum for certain local search algorithms (see e.g. [20]). Intuitively, this is because if y∗ is a local
minimum, the definition above implies that the gradient at x is correlated with the direction to the minimum,
and increases with the distance from y∗. We note that one point convexity (i.e., taking λ = 0) is not enough,
as it may imply that the gradient is arbitrarily close to being orthogonal to the direction of the minimum (see
also [18] for a discussion).
Following the example in Fig. 1, we cannot really hope for OPSC for the objective in Eq. (2) in the
over-parameterized case. The reason is that Thm. 3.1 reveals that in this case there is a connected manifold
of global minima (on which the function is flat), instead of isolated minima as in the exact parameterization
case.
Recall that if n > k then the global minima form along a line on which each point is a global minimum
(recall the discussion after Thm. 3.1). One alternative formulation is to define OPSC on any point which
is not a global minimum, but the problem of defining OPSC with respect to which point still stands. One
way to overcome this problem is by considering OPSC with respect to a global minimum, only in directions
which lead away from nearby global minima. This is formalized in the following definition (see Fig. 3.3 for
an intuition):
Definition 3.5. Let w˜n1 = (w˜1, . . . , w˜n) and  > 0. An -orthogonal Neighborhood of w˜n1 is:
U⊥ (w˜
n
1 ) = {wn1 = (w1, . . . ,wn) : ∀i ∈ [n], wi − w˜i ⊥ w˜i, ‖wi − w˜i‖ ≤ } .
Note that if n > k then this neighborhood is not empty for any differentiable global minimum. Returning
to the example of f(x, y) = x2y2 (Fig. 1), take some point w˜ = (0, y) with any y 6= 0, then w˜ is a global
minimum of f(x, y) for which U⊥ (w˜) is not empty. It can be easily seen that for any  > 0 the function
f(x, y) is OPSC in U⊥ (w˜) with respect to w˜, with a strong convexity parameter of λ = 2. This is actually
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true for any global minimum (x, y) 6= (0, 0) of f(x, y). Thus, although this function is not convex and also
not OPSC, it is OPSC in an -orthogonal neighborhood of any global minimum except (0, 0).
We could hope that the objective in Eq. (2) is OPSC at least in an -orthogonal neighborhood of a global
minimum, however this is not the case as shown in the following theorem.
Theorem 3.6. Assume n > k, let  > 0 and let w˜n1 = (w˜1, . . . , w˜n) be a differentiable global minimum of
Eq. (2). Then the objective is not OPSC with respect to w˜n1 , even in an -orthogonal neighborhood of w˜
n
1 .
The theorem shows that the geometrical properties of our objective, although similar in some senses to
the example of f(x, y) = x2y2, are still much more complex.
The full proof of the theorem can be found in Appendix B.3. The intuition for the proof of the above
theorem is the following: Assume that at the global minimum w˜1 and w˜2 are both directed in the same
target vector v1, i.e. w˜1 = α1v1 and w˜2 = α2v1 for some α1, α2 > 0. We define a new point close to w˜
by taking w1 = w˜1 + u and w˜2 = w2 − u where u ⊥ w˜1, w˜2, and leave all the other vectors the same,
thus wn1 ∈ U⊥ (wn1 ). Intuitively, in the objective there are terms that to minimize them it is needed to make
the wi close to the vj , and other terms that will be minimized if the wi’s are far apart. Since we haven’t
changed any of the vectors that are directed at the target vectors v2, . . . ,vk, then most cancel out. Actually,
the only terms that remain are the ones that are minimized when w1,w2 are close to v1, and the ones that
minimized when w1 and w2 are far apart from one another. But because of the way we defined wn1 , these
terms also almost cancel out - they are of magnitude O().
Another useful property which became popular in recent years is the Polyak- Łojasiewicz (PL) condi-
tion ([23, 22]):
Definition 3.7. Let f : Rd → R be a differentiable function, and let f∗ be its the optimal value. We say
that f(x) satisfies the Polyak- Łojasiewicz (PL) condition in A ⊆ Rd if there exists λ > 0 such that for all
x ∈ A:
1
2
‖∇f(x)‖2 ≥ λ(f(x)− f∗).
In [15] the authors show that under mild smoothness assumptions on f(x), if it satisfies the PL condition
then gradient descent with a small enough step size have linear convergence rate to a global minimum.
The PL condition became popular in recent years to show convergence of gradient descent for non-convex
functions.
First, it is easy to see that the function f(x, y) = x2y2 depicted in Fig. 1 does not satisfy the PL
condition. Indeed its global minimal value is f∗ = 0, and we have
‖∇f(x, y)‖2 = 4 (f(x, y)− f∗) ·
∥∥∥∥(xy
)∥∥∥∥2 ,
where it is easy to see that there is no global constant λ > 0 that satisfies the PL condition.
For our objective, we will show a stronger result, that the PL condition does not apply even locally
around any differentiable global minimum, and even if we restrict to an -orthogonal neighborhood:
Theorem 3.8. Assume n > k, let  > 0 and let w˜n1 = (w˜1, . . . , w˜n) be a differentiable global minimum of
Eq. (2). Then the objective does not satisfy the PL condition, even in an -orthogonal neighborhood of w˜n1 .
The full proof can be found in Appendix B.3. The proof idea is the same as Thm. 3.6, by showing that
the same point chosen in the proof of that theorem also violates the PL condition.
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3.4 One-Point Strong Convex in Most Directions
As we previously showed, the objective surface in Eq. (2) around any differentiable global minimum is not
locally convex, and also not necessarily locally OPSC, even if we restrict to an -orthogonal neighborhood.
The reason for the latter is that in this neighborhood, there are “bad” points which do not satisfy the OPSC
condition. Thus, it is natural to ask how common are these “bad” points.
Here, we show that these points are fortunately rare, in the following sense: If we move away from a
global minimum in some direction (inside its -orthogonal neighborhood), then in “most” directions, we
will arrive at points which do satisfy some form of the OPSC condition, as formalized in the theorem below.
For this theorem, we consider the case where n = m ·k wherem ≥ 1, and for simplicity consider the global
minimum that for each target vector vi there are exactly m neurons, each equal to 1mvi (however it is not
too difficult to extend it to all differentiable global minima - see Remark 3.11). We use a slightly different
notation here, namely the vectorized form wn1 ∈ Rn·d here contains vectors wi,j ∈ Rd for i ∈ [k], j ∈ [m],
to represent the assumption that at the global minimum there are m neurons in the direction of the target vi
for i ∈ [k].
Theorem 3.9. Let n = m·k and let w˜n1 be the global minimum of Eq. (2) where w˜i,j = 1mvi for j ∈ [m] and
i ∈ [k]. For  > 0 let U⊥ (w˜n1 ) be the -orthogonal neighborhood of w˜n1 . Also, denote gi,j = wi,j − w˜i,j ,
gi =
∑m
j=1 gi,j , g =
∑m
j=1
∑k
i=1 gi,j , denote by H(w
n
1 ) the Hessian of the objective at w
n
1 . Then if
w ∈ U⊥ (w˜n1 ) we have that:
1
‖wn1 − w˜n1‖2
·(wn1−w˜n1 )>H(wn1 )(wn1−w˜n1 ) ≥
1
4
∑k
i=1
∑m
j=1 ‖gi,j‖2
·
(
‖g‖2 +
(
1− 2
pi
) k∑
i=1
‖gi‖2
)
−O(√) ,
where the O(·) notation hides factors polynomial in m and k.
The theorem implies that the OPSC coefficient is determined by the norms of sums of differences be-
tween eachwi,j and w˜i,j . Thus, unless these differences exactly cancel out, the right hand side will generally
be positive. This means that if we move away from the global minimum w˜ in some arbitrary direction, then
the OPSC condition will generally hold w.r.t. w˜ and the current point w.
We now give a few examples for different values of m and different points around the global minimum
in order to give an intuition on which directions the one-point strong convexity applies:
Example 3.10. • Consider the case where m = 1, meaning that n = k. This is the exact parameteri-
zation case, in this case we get by the theorem that:
1
‖wn1 − w˜n1‖2
· (wn1 − w˜n1 )>H(wn1 )(wn1 − w˜n1 ) ≥
1
4
− 1
2pi
+
‖g‖2
4
∑k
i=1 ‖gi‖2
−O(√) .
This result conforms with our finding in Thm. 3.2 that for exact parameterization, the objective is
strongly convex.
• Assume that for every target vector vi we have that wi,j are equal for every j ∈ [m]. In this case:
1
‖wn1 − w˜n1‖2
·(wn1 −w˜n1 )>H(wn1 )(wn1 −w˜n1 ) ≥ m ·
(
1
4
− 1
2pi
)
+
‖g‖2
4
∑k
i=1
∑m
j=1 ‖gi,j‖2
−O(√) .
In this case the function is OPSC towards the global minimum w˜n1 , assuming  is not too large. Note
that the m term is a scaling factor that appears due to the over-parameterization.
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• Assume that for every target vector vi we have that
∑m
j=1wi,j = 0. In this case
1
‖wn1−w˜n1 ‖2 · (w
n
1 −
w˜n1 )
>H(wn1 )(wn1 − w˜n1 ) is of magnitude at most O(
√
). This case is similar in nature to what was
shown in Thm. 3.6 where the function is not OPSC.
Remark 3.11. In the theorem, we chose a specific global minimum for simplicity. The theorem can be
readily extended to any differentiable global minimum w˜, at the cost of having inside the big-O notation
factors polynomial in mini,j ‖wi,j‖−1 (which for our global minimum reduce to factors polynomial in m).
We leave an exact analysis to future work.
4 Effects of Over-parameterization on Non-global Minima
Having considered the effects of over-parameterization on the global minima of Eq. (2), in this section we
turn to study the effects of over-parameterization on the non-global minima. Before we present the main
theorem of this section, we first introduce some notation specific to this section.
In what follows, we define
Hi,i(w
n
1 )
′ := Hi,i(wn1 )−
1
2
I =
∑
j∈[n]\{i}
h1(wi,wj)−
∑
j∈[k]
h1(wi,vj)
to be the component of the i-th diagonal block of the Hessian at wn1 , without the
1
2I term (see Eq. (3)).
When the point wn1 is clear from context, we omit it and let H
′
i,i be shorthand for Hi,i(w
n
1 )
′. Given a point
wn1 ∈ Rnd, we let
wn1 (α, i) = (w1, . . . ,wi−1, αwi, (1− α)wi,wi+1, . . . ,wn) ∈ R(n+1)d
denote the point obtained from over-parameterizing the objective and splitting the i-th neuron wn1 into two
neurons, one with a factor of α and the other with a factor of 1−α. All proofs of theorems appearing in this
section can be found in Appendix D.
4.1 Over-parameterization Turns Non-global Minima into Saddle Points
As was empirically shown in [25], very mild over-parameterization (consisting of adding one or two neu-
rons) suffices for significantly improving the probability of gradient descent to recover global minima of
Eq. (2). Thus, it is interesting to understand how such minimal over-parameterization changes the optimiza-
tion landscape, in a way that helps local search methods avoid non-global minima. One major obstacle for
pursuing this direction is that there exists no explicit characterization of the non-global minima of Eq. (2).
However, if we are already given a local minimum wn1 , a simple way to generate additional critical points
is to split the i-th neuron to obtain a point wn1 (α, i), for any α ∈ (0, 1) (see Lemma D.3 for a formal state-
ment). Our main result in this section is the following, demonstrating that if n ≤ k and ∑ni=1 ‖wi‖ ≤ k,
then there exists a neuron that when split, the critical point obtained is a saddle point.
Theorem 4.1. Suppose n ≤ k, wn1 = (w1, . . . ,wn) is a non-global minimum of the objective in Eq. (2)
such that
∑n
i=1 ‖wi‖ ≤ k. Then F is twice continuously differentiable at wn1 and there exists a neuron wi
such that wn1 (α, i) is a saddle point for all α ∈ (0, 1). Moreover, for α ∈ {0, 1} we have that wn1 (α, i) is
not a local minimum of F .
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We note that currently we do not have a proof that the assumption
∑n
i=1 ‖wi‖ ≤ k holds for all minima
of the objective. However, in Subsection 4.2 we demonstrate empirically that this appears to be the case,
at least for the minima found by gradient descent. Moreover, this assumption provably holds for the global
minima (see Thm. 3.1). Finally, we can prove the following weaker bound for any minimum:
Proposition 4.2. Suppose n ≥ 1, wn1 = (w1, . . . ,wn) is a local minimum of the objective in Eq. (2). Then∑n
i=1 ‖wi‖ ≤ kn.
We also remark that the theorem applies to the critical points obtained when splitting local minima where
n ≤ k, and it is possible that there are new local minima formed when n > k that did not exist when n ≤ k,
which our analysis does not touch upon. However, current empirical evidence (see [25]) suggests that these
minima are less common and pose a much less significant obstacle to optimization.
Combining Thm. 4.1 with Thm. 3.1, we see that global minima can be split arbitrarily and remain
global minima, whereas non-global minima can only be split in restricted ways before turning into saddle
points. This provides an indication for why over-parameterization makes the landscape more favorable
to optimization, and possibly explains why recovering the global minimum becomes easier when over-
parameterizing.
The key in proving Thm. 4.1 is the observation that when we split the i-th neuron in wn1 , we obtain a
critical point of F , and that the i-th diagonal block of the Hessian at wn1 (having dimensions d×d and given
by 0.5I +H ′i,i) is turned into a 2d× 2d block of the following form:(1
2I +
1
αH
′
i,i
1
2I
1
2I
1
2I +
1
1−αH
′
i,i
)
. (6)
Next, we show that H ′i,i is not PSD, hence the block matrix above is not PSD, and consequentially the
Hessian at wn1 (α, i) is not PSD, implying the theorem.
The role of the norm sum bound assumption in Thm. 4.1 is to show that there must exist at least one
neuron having a component H ′i,i which is not PSD. However, if we make the stronger assumption that for
several i’s, H ′i,i is not PSD (which based on the proof of Thm. 4.1, we can expect to happen when for each
such i, wi has roughly unit norm and minj∈[k] θwi,vj is not too small) then this implies a stronger result,
that when we split any such neuron i with non-PSDH ′i,i, this would necessarily turn the local minimum into
a saddle point. More formally, we have the following theorem:
Theorem 4.3. Suppose n ≥ 1,wn1 = (w1, . . . ,wn) is a differentiable, non-global minimum of the objective
in Eq. (2). Then for all i ∈ [n] such that H ′i,i is not PSD, wn1 (α, i) is a saddle point for all α ∈ (0, 1).
Moreover, for α ∈ {0, 1} and any such i ∈ [n], wn1 (α, i) is not a local minimum of F .
In particular, if H ′i,i is not PSD for all i ∈ [n], then splitting wn1 would necessarily turn it into a saddle
point, regardless of which neuron is being split. In the next subsection, we show empirically that this indeed
appears to be the case in general.
4.2 An Experiment
In this subsection, we wish to substantiate empirically the assumption
∑n
i=1 ‖wi‖ ≤ k made in Thm. 4.1,
as well as the claim that H ′i,i tends to be a non-PSD matrix. To that end, for each n = k between 6
and 100, we ran 500 instantiations of gradient descent on the objective in Eq. (2), each using an indepen-
dent and standard Xavier random initialization and a fixed step size of 5/k 1, till the norm of the gradient
1Empirically, this step size resulted in satisfactory convergence rates for all values of k we tested.
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Figure 3: Histograms of the distributions of the sum of Euclidean norms of the neurons in the points con-
verged to in the experiment, for k = 20, 50, 100.
was at most 10−12. We identified points that were equivalent up to permutations of the neurons and their
coordinates (up to Frobenius norm of at most 5 · 10−9). For each group of equivalent points, we com-
puted the spectrum of the Hessian to ensure that its minimal eigenvalue is positive (using floating point
computations), which was always the case. We used Python 3.6 in our code, which is freely available at
https://github.com/ItaySafran/Overparameterization.
Once the local minima we converged to were processed and sorted, we first validated the norm sum
assumption of
∑k
i=1 ‖wi‖ ≤ k which we made in Thm. 4.1. All local minima found in our experiment
indeed satisfy this bound. Moreover, histogram plots of a few selected values for k are presented in Fig. 3,
suggesting that the norm sum tends to be tightly concentrated at a value slightly below k.
Next, we computed the eigenvalues of the H ′i,i in the Hessians of the local minima found, for all i.
As it turns out, all block components for all minima found have a negative eigenvalue, which by virtue of
Thm. 4.3 implies that for any minimum point wk1 found, w
k
1(α, i) is a saddle point for all i ∈ [k] and any
α ∈ (0, 1) (and not a minimum for α ∈ {0, 1}).
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Appendices
A Proof Of Lemma 2.2
We will need the following auxiliary lemma which calculates limw,v→u h2(w,v) for u 6= 0
Lemma A.1. Suppose u 6= 0 ∈ Rd. Then limw,v→u h2(w,v) = 12I .
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Proof. By Thm. 2.1 we have that:
h2(w,v) =
1
2pi
(
(pi − θw,v)I + n¯w,vv¯> + n¯v,ww¯>
)
=
1
2
I + n¯w,vv¯
> + n¯v,ww¯>. (7)
We will show that the second and third terms approach zero if w,v → u. Define the shorthand θ := θw,v,
then we have:
n¯w,vv¯
> + n¯v,ww¯> =
w¯v¯> − cos(θ)v¯v¯>
sin(θ)
+
v¯w¯> − cos(θ)w¯w¯>
sin(θ)
=
w¯v¯> − cos(θ)v¯v¯> + w¯v¯> cos(θ)− w¯v¯> cos(θ)
sin(θ)
+
+
v¯w¯> − cos(θ)w¯w¯> + v¯w¯> cos(θ)− v¯w¯> cos(θ)
sin(θ)
=
w¯v¯>(1− cos(θ))
sin(θ)
+
v¯w¯>(1− cos(θ))
sin(θ)
+
(w¯ − v¯) cos(θ)v¯>
sin(θ)
+
(v¯ − w¯) cos(θ)w¯>
sin(θ)
=
(w¯ − v¯)(v¯> − w¯>) cos(θ)
sin(θ)
+
w¯v¯>(1− cos(θ))
sin(θ)
+
v¯w¯>(1− cos(θ))
sin(θ)
. (8)
If w,v → u the last two terms of Eq. (8) go to zero, since the outer product results in a matrix of bounded
norm that is multiplied by (1− cos(θ))/ sin(θ) which tends to zero (can be seen using L’Hoˆpital’s rule). For
the first term, we will prove it is the zero matrix by showing that multiplying the term by any unit vector
from the right yields the zero vector. Letting z ∈ Rd with ‖z‖ = 1, we have:∥∥∥∥(w¯ − v¯)(v¯> − w¯>)z cos(θ)sin(θ)
∥∥∥∥ = ‖w¯ − v¯‖ · |〈v¯ − w¯, z〉| cos(θ)sin(θ)
≤ ‖w¯ − v¯‖
2‖z‖ cos(θ)
sin(θ)
=
(2− 2 cos(θ)) cos(θ)
sin(θ)
→
θ→0
0 ,
where the inequality is from Cauchy-Schwarz. This is true for every unit vector z, hence this is the zero
matrix. Combining the above shows that n¯w,vv¯> + n¯v,ww¯> = 0d×d
Proof of Lemma 2.2. First, recall the gradient of Eq. (2) at wn1 which is defined and continuous as long as
wi 6= 0 for all i ∈ [n], as computed in [6, 25], where the coordinates with indices (i − 1)d + 1 to i · d are
given by
1
2
wi +
∑
j 6=i
g (wi,wj)−
k∑
j=1
g (wi,vj) , (9)
where
g (w,v) =
1
2pi
(‖v‖ sin (θw,v) w¯ + (pi − θw,v)v) . (10)
Clearly, by Thm. 2.1 the gradient is continuously differentiable for any wn1 where the angle between any
two vectors θwi,wj 6= 0, pi for i 6= j. We will show that the partial derivatives of h1(w,v) and h2(w,v) are
continuous for all w,v 6= 0, by showing that they coincide with the derivative of g whenever θwi,wj tends
to 0 or pi.
We begin with computing the limits of h1(w,v) and h2(w,v) when θw,v → 0 and θw,v → pi. First,
we have
lim
w→uh1(w,u) = 0d×d
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and
lim
w→−uh1(w,u) = 0d×d.
This holds since in both cases sin(θw,u) → 0 and since that for any unit vector x, ‖xx>‖ is uniformly
bounded. Next, we have from Lemma A.1 that
lim
v→uh2(u,v) =
1
2
I,
and from a straightforward calculation that
lim
v→−uh2(u,v) = 0d×d.
Assume w → u and v = tu for some t > 0 and non-zero vector u and let ei denote the unit vector with
all-zero coordinates except for the i-th coordinate, we compute the partial derivative of g(w,v) with respect
to coordinate i of w:
∂g
∂wi
(w,v) = lim
→0
‖tu‖ sin (θu+ei,u) u+ei‖u+ei‖ + (pi − θu+ei,u) tu−
(
‖tu‖ sin (θu,u) u‖u‖ + (pi − θu,u) tu
)
2pi
= lim
→0
‖tu‖ sin (θu+ei,u) u+ei‖u+ei‖ + (pi − θu+ei,u) tu− pitu
2pi
(11)
= lim
→0
t
2pi
‖u‖ sin (θu+ei,u) u+ei‖u+ei‖ − θu+ei,uu

= lim
→0
t
2pi
‖u‖
‖u+ei‖ sin (θu+ei,u)u− θu+ei,uu

, (12)
where equality (11) is due to sin (θu,u) = 0 and equality (12) is due to
sin(θu+ei,u)ei
 → 0. Assume w.l.o.g.
that  → 0+ (the following arguments are reversed in order if  → 0−), we have by using the inequality
sin(x) ≤ x which holds for all x ≥ 0 that Eq. (12) is upper bounded by
lim
→0
t
2pi
θu+ei,u

( ‖u‖
‖u+ ei‖ − 1
)
u. (13)
Next, we have by the law of sines that

sin(θu+ei,u)
=
‖u‖
sin(θu+ei,ei)
≥ ‖u‖,
which entails
θu+ei,u ≤ arccos
(√
1− 
2
‖u‖2
)
,
therefore by L’Hoˆpital’s rule
lim
→0
∣∣∣∣θu+ei,u
∣∣∣∣ ≤ 1‖u‖ , (14)
and since ‖u‖‖u+ei‖ → 1, this implies that Eq. (13) converges to 0. Using the inequality sin(x) ≥ x − x
3
6
which holds for all x ≥ 0 we lower bound Eq. (12) by
lim
→0
t
2pi
θu+ei,u

(
1− θ
2
u+ei,u
6
)( ‖u‖
‖u+ ei‖ − 1
)
u. (15)
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We have 1 − θ2u+ei,u/6 → 1 and ‖u‖‖u+ei‖ → 1, and from Eq. (14) we have that the above converges to 0.
Combining Eq. (13) and Eq. (15) and using the squeeze theorem, we have that ∂g∂wi (w,v) = 0, from which
it follows that the Hessian at (w,v) is the zero matrix 0d×d.
Now, assume w→ u and v = −tu for some t > 0, and compute
∂g
∂wi
(w,v) = lim
→0
‖tu‖ sin (θu+ei,−u) u+ei‖u+ei‖ − (pi − θu+ei,−u) tu−
(
‖tu‖ sin (θu,−u) u‖u‖ − (pi − θu,−u) tu
)
2pi
= lim
→0
‖tu‖ sin (θu+ei,−u) u+ei‖u+ei‖ − (pi − θu+ei,−u) tu
2pi
(16)
= lim
→0
t
2pi
‖u‖ sin (θu+ei,u) u+ei‖u+ei‖ − θu+ei,uu

= 0, (17)
where equality (16) is due to θu,−u = pi and equality (17) is due to θu+ei,−u = pi− θu+ei,u, and since we
get the same limit as we did in the previous case. This implies limw→−u h1(w,u) = 0d×d, and concludes
the derivation for h1.
Moving on to h2, assume v→ u and w = tu for some t > 0, and compute
∂g
∂vi
(w,v) = lim
→0
‖u+ ei‖ sin (θu+ei,u) tu‖tu‖ + (pi − θu+ei,u) (u+ ei)−
(
‖u‖ sin (θu,u) tu‖tu‖ + (pi − θu,u)u
)
2pi
= lim
→0
‖u+ ei‖ sin (θu+ei,u) u‖u‖ + (pi − θu+ei,u) (u+ ei)− piu
2pi
= lim
→0
1
2pi
‖u+ei‖
‖u‖ sin (θu+ei,u)u− θu+ei,uu

+
ei
2
− lim
→0
θu+ei,uei
2pi
= lim
→0
1
2pi
‖u+ei‖
‖u‖ sin (θu+ei,u)u− θu+ei,uu

+
ei
2
,
and following the same reasoning as in the proof for h1 we have that the above limit is 0, which implies that
∂g
∂vi
(u,u) =
1
2
I.
Now assume v→ u and w = −tu for some t > 0, and compute
∂g
∂vi
(w,v)
= lim
→0
‖u+ ei‖ sin (θu+ei,−u) −tu‖−tu‖ + (pi − θu+ei,−u) (u+ ei)−
(
‖u‖ sin (θu,−u) −tu‖−tu‖ + (pi − θu,−u)u
)
2pi
= lim
→0
−‖u+ ei‖ sin (θu+ei,−u) u‖u‖ + (pi − θu+ei,−u) (u+ ei)
2pi
= lim
→0
1
2pi
−‖u+ei‖‖u‖ sin (θu+ei,u)u+ θu+ei,uu

− lim
→0
θu+ei,uei
2pi
=− 1
2pi
lim
→0
‖u+ei‖
‖u‖ sin (θu+ei,u)u− θu+ei,uu

.
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From the previous case we have that the above limit is 0, implying that
∂g
∂vi
(u,−u) = 0d×d,
and concluding the proof of the lemma.
B Proofs from Sec. 3
B.1 Proof of Thm. 3.1
To prove the theorem we will need the following lemma, which essentially asserts that misclassifying a
single instance will result in a strictly positive loss in expectation.
Lemma B.1. Let f, g : Rd → R be continuous functions, and suppose exists x0 ∈ Rd s.t. f(x0) 6= g(x0).
Then
Ex∼N (0,I)
[
1
2
(f(x)− g(x))2
]
> 0.
Proof. Assume w.l.o.g. f(x0) − g(x0) = c > 0. Since f and g are continuous, there exists an open
neighborhood U 3 x0 s.t.
|f(z)− g(z)| > c, ∀z ∈ U. (18)
Let A denote the event where a point z sampled from a multivariate normal random variable belongs to U ,
then by the law of total expectation
E
[
1
2
(f(x)− g(x))2
]
= E
[
1
2
(f(x)− g(x))2|A
]
Pr [A] + E
[
1
2
(f(x)− g(x))2|A¯
]
Pr
[
A¯
]
≥ E
[
1
2
(f(x)− g(x))2|A
]
Pr [A] > 0,
where the strict inequality is due to Pr [A] > 0 since U is open and a multivariate normal random variable
has a measure which is strictly positive on all of Rd, and due to E
[
1
2(f(x)− g(x))2|A
]
> 0 by virtue of
Eq. (18) holding whenever A occurs.
Proof of Thm. 3.1. First, assume w.l.o.g. vj = ej for all j ∈ [k]. This is justified since an orthonormal
change of bases does not change the geometry of our objective. By virtue of Lemma B.1 and the continuity
of ReLU networks, it suffices to find a single point x s.t. any network with a different structure than in the
theorem statement disagrees on x with f(x) =
∑k
i=1 [xi]+. To this end, we shall divide the proof into
several different cases, based on the set of weights w1, . . . ,wn of the approximating network N .
• If wi,j < 0 for some i, j, then w.l.o.g. i = j = 1 and
f(−e1) = 0 < [w1,1 · −1]+ ≤ N(−e1).
• Otherwise, for x = e1 we have
f(e1) = 1 = N(e1) =
n∑
i=1
[wi,1]+ ,
and thus
n∑
i=1
wi,1 = 1.
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• Suppose that exist two coordinates in the same neuron that are not 0, w.l.o.g w1,1, w1,2 > 0. Then for
x = (1,−wi,1wi,2 , 0, . . . , 0), we have
f(x) = 1 =
n∑
i=1
wi,1 = wi,1 +
n∑
i=2
[wi,1]+ >
n∑
i=2
[wi,1]+ ≥
n∑
i=1
[
wi,1 − wi,1
wi,2
· wi,2
]
+
= N(x).
Overall, if W ∗ does not have the structure as in the theorem statement then this results in a misclassified
point which due to Lemma B.1 implies the result.
B.2 Proof of Thm. 3.2
First we calculate the Hessian of the objective at a global minimum. Since we assume that the vectors
v1, . . . ,vk are orthogonal the Hessian has a simple form:
Lemma B.2. Assume that n = k and let wn1 = (w1, . . . ,wn) be a global minima. Then the Hessian
H(wn1 ) of the objective Eq. (2) has the following block form:
• For i ∈ [n]:
H(wn1 )i,i =
1
2
I
• For i, j ∈ [n] with i 6= j:
Hi,j(w
n
1 ) =
1
4
I +
1
2pi
(
w¯iw¯
>
j + w¯jw¯
>
i
)
where we look at the Hessian as a k × k block matrix, each block of size d× d.
Proof. Assume w.l.o.g that at this global minimum wi = vi for every i. For the first item let i ∈ [n], we
have that:
H(wn1 )i,i =
1
2
I +
∑
j 6=i
h1(wi,wj)−
k∑
l=1
h1(wi,vl) =
1
2
I − h1(wi,vi) . (19)
We will show that if w,v are parallel then h1(w,v) = 0d×d. Let w,v be two parallel non-zero vectors and
u be some vector not parallel to them. We have by definition of h1(u,v) that:
lim
u→w h1(u,v) = limu→w
sin(θu,v)‖v‖
2pi‖u‖
(
I − u¯u¯> + n¯v,un¯>v,u
)
= lim
u→w
‖v‖
2pi‖u‖ sin(θu,v)n¯v,un¯
>
v,u . (20)
We will show that the second term above is the zero matrix. Note that:
‖nw,v‖ =
√
〈v¯ − cos(θw,v)w¯, v¯ − cos(θw,v)w¯〉
=
√
1− cos2(θw,v) = sin(θw,v) ,
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hence we have that sin(θu,v)n¯v,un¯>v,u = nv,un¯>v,u. Letting x be some vectors with norm 1, we have:
lim
u→w ‖nv,un¯
>
v,ux‖ ≤ limu→w ‖nv,u‖ · |〈n¯v,u,x〉| ≤ limu→w ‖nv,u‖ = 0 .
This is true for every vector x, hence limu→w nv,un¯v,u = 0d×d. Combining this with Eq. (20) and that
w 6= 0 we have that limu→w h1(u,v) = 0d×d. This proves the first item of the lemma.
For the second item, recall that by our assumption the target vectors are orthogonal. Hence we have for
i 6= j:
h2(wiwj) =
1
2pi
(
(pi − θwi,wj )I + n¯wi,wjw¯>j + n¯wj ,wiw¯>i
)
=
1
2pi
((
pi − pi
2
)
I +
w¯iw¯
>
j − cos(θwi,wj )w¯jw¯>j
sin(θwi,wj )
+
w¯jw¯
>
i − cos(θwi,wj )w¯iw¯>i
sin(θwi,wj )
)
=
1
4
I +
1
2pi
(
w¯iw¯
>
j + w¯jw¯
>
i
)
.
We are now ready to prove the theorem:
Proof of Thm. 3.2. Let wn1 = (w1, . . . ,wk) be some global minimum, by Lemma B.2 the Hessian at w is
equal to the sum of the following matrices:
H(w) =

1
2Id . . .
1
4Id
...
. . .
...
1
4Id . . .
1
2Id
+ 1
2pi

0d E1,2 . . . E1,n
E2,1
. . .
...
...
. . . E1,n−1
En,1 . . . En−1,n 0d
 , (21)
where Ei,j = w¯iw¯>j + w¯jw¯
>
i is a d × d matrix. Recall that the Hessian can be viewed as a k × k block
matrix with blocks of size d× d. We will calculate the smallest eigenvalue of the two matrices in Eq. (21),
thus bounding the smallest eigenvalue of H(w).
For the first matrix, the vectors
ei...
ei
 is an eigenvector for every i ∈ [d] with eigenvalue k+14 . Also, the
vectors

0
...
0
ei
−ei
0
...
0

where the ei can be at any two consecutive coordinates, are eigenvectors with eigenvalue
1
4 . There are d eigenvectors of the first kind, and (k − 1) · d of the second kind. All of these vectors are
linearly independent, thus we found k ·d independent eigenvectors. This proves that the smallest eigenvalue
of the first matrix is 14 .
For the second matrix we define a block vector α˜ of size k · d as a vectors with k coordinates, each
coordinate is a vector of size d. Let i, j ∈ [k] with i 6= j and define the following block vectors:
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• α˜i = w¯i, α˜j = w¯j , and the rest of the coordinates of α˜ are the zero vector.
• β˜ i = w¯j , β˜ j = −w¯i, and the rest of the coordinates of β˜ are the zero vector.
• γ˜ i = w¯i, γ˜ j = w¯j , and the rest of the coordinates of γ˜ are the zero vector.
• δ˜ i = w¯i for every i ∈ [k]
Note that Ei,jw¯i = w¯iw¯>j w¯i + w¯jw¯
>
i w¯i = w¯j , in the same manner Ei,jw¯j = w¯i and for l ∈ [k]
with l 6= i, l 6= j we have Ei,jw¯l = 0. Denoting the second matrix in Eq. (21) as A, we have that
Aα˜ = −α˜, Aβ˜ = −β˜ , Aγ˜ = γ˜ , Aδ˜ = kδ˜ . Hence the vectors α˜, β˜ are eigenvectors for every i 6= j with
eigenvalue−1, the vectors γ˜ are eigenvectors for every i 6= j with eigenvalue 1, and δ˜ is an eigenvector with
eigenvalue k. If d = k then these eigenvectors span the entire space, hence the smaller eigenvalue is −1.
If d > k we complete wk+1, . . . ,wd to an orthogonal basis of the entire space, and add the eigenvectors
which corresponds to the eigenvalue 0. In both cases the smallest eigenvalue of A is −1.
Combining the above with Eq. (21) and letting v be any vector with norm 1, we have:
v>H(w)v = v>

1
2Id . . .
1
4Id
...
. . .
...
1
4Id . . .
1
2Id
v + 1
2pi
v>

0d E1,2 . . . E1,n
E2,1
. . .
...
...
. . . E1,n−1
En,1 . . . En−1,n 0d
v ≥ 14 − 12pi .
This proves that the Hessian is positive definite with minimal eigenvalue strictly larger than 14 − 12pi . Since
the objective is twice differentiable, and the eigenvalue of a matrix is a continuous function, we have that
the Hessian is positive definite in an open neighborhood of the global minimum. In particular, for any
0 < λ < 14 − 12pi there is an open neighborhood of the global minimum for which the objective is λ-strongly
convex.
B.3 Proofs from Subsection 3.2 and Subsection 3.3
B.3.1 Proof of Thm. 3.3
Proof. Suppose wn1 = (w1, . . . ,wn) is a global minimum. Assume w.l.o.g that w1 = α1v1, w2 = α2v1
for some α1, α2 > 0, that is there are at least two neurons that correspond to v1. Let  > 0, take u to be some
unit vector orthogonal to v1 and define w˜1 = α1u+α1v1, w˜2 = α2u+α2v1, w˜3 = w3, . . . w˜n = wn.
Note that w˜1 and w˜2 are in the same direction.
We will calculate the Hessian at w˜n1 . Recall that we view the Hessian as composed of n × n blocks,
where each block is of size d × d. By Lemma A.1 we have that the blocks w.r.t. neurons w1,w2 are
H(w˜n1 )12 = H(w˜
n
1 )21 =
1
2I . For the diagonal components of the Hessian, note that if z1 and z2 are
parallel then for every non-zero vector u we have that h1(u, z1) +h1(u, z2) = (‖z1‖+ ‖z2‖)h1(u, z¯1). By
Thm. 2.1 we have:
H(w˜n1 )11 =
1
2
I +
∑
j 6=1
h1(w˜1, w˜j)−
k∑
l=1
h1(w˜1,vl)
=
1
2
I − (‖w˜1‖+ ‖w˜2‖)h1(w˜1,v1)
=
1
2
I − (1 + )(α1 + α2)h1(w˜1,v1) , (22)
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and in the same mannerH(w˜)22 = 12I−(1+)(α1+α2)h1(w˜2,v1). Also since w˜1 and w˜2 are parallel we
have that h1(w˜2,v1) =
‖w˜1‖
‖w˜2‖h1(w˜1,v1). The matrix h1(w˜2,v1) has an eigenvalue equal to
sin(θw˜1,v1 )‖v1‖
pi‖w˜1‖ .
Note that this eigenvalue is positive since we define the angle to be θw˜1,v1 ∈ [0, pi]. Taking z to be a unit
eigenvector corresponding to this eigenvalue, we have:
(
z> − z> 0 . . . 0)H(w˜n1 )

z
−z
0
...
0
 = z>H(w˜n1 )11z> + z>H(w˜n1 )22z− z>H(w˜n1 )12z− z>H(w˜n1 )21z
=
1
2
− (1 + )(α1 + α2)sin(θw˜1,v1)‖v1‖
pi‖w˜1‖ +
1
2
− α1
α2
· (1 + )(α1 + α2)sin(θw˜1,v1)‖v1‖
pi‖w˜1‖ −
1
2
− 1
2
=− (1 + )sin(θw˜1,v1)
pi
· (α1 + α2)
2
α1α2
< 0 .
This is true for every  > 0, hence in every neighborhood of the global minimum we found a point
where the Hessian is not PSD, meaning that the loss is not locally convex.
B.3.2 Proof of Thm. 3.6
Proof. Let  > 0. The idea of the proof is to show that there is wn1 ∈ U⊥ (w˜n1 ) such that the Hessian of the
objective, projected in the direction wn1 − w˜n1 is of magnitude O(). This means that there is no λ > 0 such
that the objective is λ-OPSC in an -orthogonal neighborhood of the global minimum.
From the assumption that n > k, and by Thm. 3.1 we know that there are at least two vectors w˜i, w˜j
which are parallel. In particular, assume w.l.o.g that w˜1 = α1v1, w˜2 = α2v1 where α1, α2 > 0. We look
at the following point:
w1 = α1v1 + v2, w2 = α2v1 − v2, w3 = w˜3, . . . ,wn = w˜n .
Recall that the target vectors are orthogonal, hence wn1 ∈ U⊥ (w˜n1 ). Using Thm. 2.1 we can calculate the
Hessian at the above point in the direction of the global minimum:
1
‖wn1 − w˜n1‖2
(wn1 − w˜n1 )>H(wn1 )(wn1 − w˜n1 ) =
1
2

−v2
v2
0
...
0

>
H(wn1 )

−v2
v2
0
...
0

=
1
2
(
1 + v>2 h1(w1,w2)v2 + v
>
2 h1(w2,w1)v2 − v>2 h1(w1, v˜1)v2 − v>2 h1(w2, v˜1)v2
− 2v2h2(w1,w2)v2
)
. (23)
The largest eigenvalue of h1(w1,w2) (see Lemma 9 in [25]) is:
sin(θw1,w2)‖w˜2‖
pi‖w1‖ =
(α1 + α2)
pi‖w1‖2 =
(α1 + α2)
piα21 + pi
2
= O()
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Hence v>2 h1(w1,w2)v2 = O(), and for the same reasoning we get that
v>2 h1(w2,w1)v2 = O(), v
>
2 h1(w1,v1)v2 = O(), v
>
2 h1(w2,v1)v2 = O() .
For the last term of the Hessian we will need the following:
cos(θw1,w2) =
〈α1v1 + v2, α2v1 − v2〉√
(α21 + 
2)(α22 + 
2)
=
α1α2 − 2√
(α21 + 
2)(α22 + 
2)
sin(θw1,w2) =
√
1− (α1α2 − 
2)2
(α21 + 
2)(α22 + 
2)
=
(α1 + α2)√
(α21 + 
2)(α22 + 
2)
θw1,w2 = arccos(cos(θw1,w2)) = O()
Using the above we can calculate last term in Eq. (23):
v>2 h2(w1,w2)v2 =
1
2pi
(
(pi − θw1,w2)〈v2,v2〉+
〈w¯2,v2〉(〈w¯1,v2〉 − cos(θw1,w2)〈w¯2,v2〉)
sin(θw1,w2)
+
+
〈w¯1,v2〉(〈w¯2,v2〉 − cos(θw1,w2)〈w¯1,v2〉)
sin(θw1,w2)
)
=
1
2
+O().
Hence in total we have:
1
‖wn1 − w˜n1‖2
(wn1 − w˜n1 )>H(wn1 )(wn1 − w˜n1 ) =
1
2
(1 +O()− 1−O()) = O() .
B.3.3 Proof of Thm. 3.8
Proof. The proof method is similar to that of the proof of Thm. 3.6. We use the same point wn1 as in
Thm. 3.6 which is in an -orthogonal neighborhood of the relevant global minima. For ease of notation let
θ := θw1,w2 and γ1 := θw1,v, γ2 = θw2,v.
We first calculate the objective of Eq. (2) using the closed form in [25] Section 4.1.1. Set α = α1 + α2,
and note that all the terms cancel out, except for those which include w1 and w2:
F (wn1 ) = f(w1,w1) + f(w2,w2) + f(w1,w2)+
+ f(w2,w1)− 2f(w1, αv1)− 2f(w2, αv2) + f(αv1, αv1) (24)
where
f(w,v) = Ex∼N (0,I)[
[[
w>x
]
+
[
v>x
]
+
]
=
1
2pi
‖w‖‖v‖ (sin(θw,v) + (pi − θw,v) cos(θw,v)) .
To calculate this term we will need to the following expressions (calculated the same way as in Thm. 3.6):
cos(θ) =
α1α2 − 2√
(α21 + 
2)(α22 + 
2)
, sin(θ) =
(α1 + α2)√
(α21 + 
2)(α22 + 
2)
cos(γ1) =
α1√
α21 + 
2
, sin(γ1) =
√
α1 + 2
cos(γ2) =
α2√
α22 + 
2
, sin(γ2) =
√
α1 + 2
‖w1‖2 = α21 + 2, ‖w2‖2 = α22 + 2
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Also note, that using the taylor series of arccos in the same manner as the proof of Thm. 3.6 we get that:
θ = O(), γ1 = O(), γ2 = O(). The expression f(w,v) depends only on the norms of w and v and on
the angle between them, and also f(w,w) = 12‖w‖2. Thus, returning to Eq. (24) we get:
F (wn1 ) =
‖w1‖2
2
+
‖w2‖2
2
+
‖w1‖‖w2‖
pi
(sin(θ) + (pi − θ) cos(θ))−
− α‖w1‖
pi
(sin(γ1) + (pi − γ1) cos(γ1))− α‖w2‖
pi
(sin(γ2) + (pi − γ2) cos(γ2)) + α
2
2
=
1
pi
(
α1 + α2 + θ
2 − θα1α2 − 2α+ αα1γ1 + αα2γ2
)
= Ω() . (25)
Next, we calculate the gradient of the objective using the closed form in in [25] Section 4.1.1.
(∇F (wn1 )))1 =
1
2
w1 + g(w1,w2)− g(w1, αv1)
where :
g(w,v) =
1
2pi
(‖v‖ sin(θw,v) + (pi − θw,v)v) .
Hence the norm of the gradient of w1 is:
‖ (∇F (wn1 )))1 ‖2 =
∥∥∥∥∥12w1 + 12pi
(‖w2‖
‖w1‖ sin(θ)w1 + (pi − θ)w2
)
−
− 1
2pi
(
α
‖w1‖ sin(γ1)w1 + (pi − γ1)αv1
)∥∥∥∥∥
2
=
∥∥∥∥‖w2‖ sin(θ)2pi‖w1‖ w1 − θ2piw2 − α sin(γ1)2pi‖w1‖ w1 + αγ12pi v1
∥∥∥∥2 = O(2) . (26)
In the same manner as in Eq. (26) we can show that also the norm of every other coordinate of the gradient
of the objective is O(2), hence we also have that ‖∇F (wn1 )‖2 = O(2), where here the O notation hides a
linear term in n (note that F (wn1 ) does not depend on n). In particular for every λ > 0 we can find  > 0
such that ‖∇F (wn1 ))‖2 < λ · (F (wn1 ) − f∗) (Recall that f∗ is the value at the global minimum which is
0). This shows that the PL condition does not hold, even in an -orthogonal neighborhood of the global
minimum.
C Proofs from Subsection 3.4
The Hessian at wn1 = (wi,j)
k,m
i,j=1 in the direction of global minimum w˜
n
1 = (w˜i,j)
k,m
i,j=1 is (recall that
wn1 − w˜n1 = gn1 ):
gn>1 H(w
n
1 )g
n
1 =
k,m∑
i,j=1
(
1
2
‖gi,j‖2 +
k,m∑
a,b=1
(a,b)6=(i,j)
g>i,jh1(wi,j ,wa,b)gi,j −
k∑
l=1
g>i,jh1(wi,j ,vl)gi,j+
+
k,m∑
a,b=1
(a,b)6=(i,j)
g>i,jh2(wi,j ,wa,b)ga,b
)
(27)
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The proof idea of Thm. 3.9 is to bound each term in Eq. (27) separately. Since we look at a point close
to the global minimum, each wi,j should be close to its target vector vi, hence most of the expressions will
almost cancel out, up to an O(
√
) factor.
For the proof we denote the following angles for ease of notations:
1. θa,bi,j : the angle between wi,j and wa,b for i, a ∈ [k], j, b ∈ [m].
2. γli,j : the angle between wi,j and vl for i, l ∈ [k], j ∈ [m].
For every i, j we can write wi,j = 1mvi + gi,j . Assume in the following that for some  > 0, we have
that wn1 ∈ U⊥ (w˜n1 ), hence we have that ‖gi,j‖ ≤  and gi,j ⊥ vi. We will need the following terms for
i ∈ [k], j, l ∈ [m]:
‖wi,j‖ =
∥∥∥∥ 1mvi + gi,j
∥∥∥∥ =
√
1
m2
+ 〈vi,gi,j〉+ ‖gi,j‖2 =
√
1
m2
+ ‖gi,j‖2 = 1
m
+O() (28)
cos(θi,li,j) =
〈 1mvi + gi,j , 1mvi + gi,l〉
‖wi,j‖‖wi,l‖ =
1
m2
+ 〈gi,j ,gi,l〉
1
m2
+O()
= 1 +O() (29)
sin(θi,li,j) =
√
1− cos2(θi,li,j) = O(
√
) (30)
cos(γii,j) =
〈 1mvi + gi,j ,vi〉
‖wi,j‖ =
1
m
1
m +O()
= 1 +O() (31)
sin(γii,j) =
√
1− cos2(γii,j) = O(
√
) (32)
For i, a ∈ [k] and j, b ∈ [m] with i 6= a we have that:
cos(θa,bi,j ) =
〈 1mvi + gi,j , 1mva + ga,b〉
‖wi,j‖‖wa,b‖ =
〈gi,j ,va〉+ 〈ga,b,vi〉+ 〈gi,j ,ga,b〉
1
m2
+O()
= O() (33)
sin(θa,bi,j ) =
√
1− cos2(θa,bi,j ) = 1 +O(
√
) (34)
cos(γai,j) =
〈 1mvi + gi,j ,va〉
‖wi,j‖ =
〈gi,j ,va〉
1
m +O()
= O() (35)
sin(γai,j) =
√
1− cos2(γai,j) = 1 +O(
√
) (36)
We will first bound the terms in Eq. (27) which are related to h1.
Lemma C.1. For every i ∈ [k] and j, l ∈ [m] we have that:
1. g>i,jh1(wi,j ,wi,l)gi,j = O
(
2.5
)
2. g>i,jh1(wi,j ,vi)gi,j = O
(
2.5
)
Proof. By Lemma 9 of [25] we know that the largest eigenvalue of h1(w,v) is
sin(θw,v)‖v‖
w . Hence we have
that:
g>i,jh1(wi,j ,wi,l)gi,j ≤ ‖gi,j‖2
sin(θi,li,j)‖wi,l‖
‖wi,j‖ = O
(
2.5
)
where we used Eq. (28), Eq. (30) and that ‖gi,j‖ = O().
The second part is the same as the first, where we use Eq. (32).
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Now we can bound all the terms in Eq. (27) related to h1, leaving only on O(
√
) term. Note that in
the main theorem we will divide the full expression by the sum of the norms of gi,j , which is of magnitude
O(2).
Lemma C.2. For every i ∈ [k], j ∈ [m] we have that:
k,m∑
a,b=1
(a,b)6=(i,j)
g>i,jh1(wi,j ,wa,b)gi,j −
k∑
l=1
g>i,jh1(wi,j ,vl)gi,j = O
(
2.5
)
(37)
Proof. Let i, a ∈ [k] and j, b ∈ [m] where i 6= a. First we have:
〈gi,j ,wi,j〉
‖wi,j‖
(28)
=
〈gi,j , 1mvi + gi,j〉
1
m +O()
=
‖gi,j‖2
1
m +O()
= O(2) (38)
〈gi,j , w¯a,b − cos(θa,bi,j )w¯i,j〉
sin(θa,bi,j )
=
〈gi,j , 1mva + ga,b〉
‖wa,b‖ sin(θa,bi,j )
− cos(θ
a,b
i,j )〈gi,j , 1mvi + gi,j〉
‖wi,j‖ sin(θa,bi,j )
(33),(34)
=
1
m〈gi,j ,va〉+O(2)(
1
m +O()
) · (1 +O(√)) − ‖gi,j‖2 ·O()( 1m +O()) · (1 +O(√)) = 〈gi,j ,va〉+O(1.5) (39)
Using the function h1 we have:
g>i,jh1(wi,j ,wa,b)gi,j =
sin(θa,bi,j )‖wa,b‖
2pi‖wi,j‖
(
‖gi,j‖2 − 〈gi,j ,wi,j〉
2
‖wi,j‖2 +
〈gi,j , w¯a,b − cos(θa,bi,j )w¯i,j〉2
sin2(θa,bi,j )
)
(38),(39)
=
sin(θa,bi,j )‖wa,b‖
2pi‖wi,j‖
(‖gi,j‖2 +O(4) + 〈gi,j ,va〉2 +O(2.5))
(28),(34)
=
(1 +O(
√
)) · ( 1m +O())
2pi
(
1
m +O()
) (‖gi,j‖2 + 〈gi,j ,va〉2 +O(2.5))
=
1
2pi
(‖gi,j‖2 + 〈gi,j ,va〉2)+O(2.5) (40)
In the same manner for va we have (recall that ‖va‖ = 1):
〈gi,j ,va − cos(γai,j)w¯i,j〉2
sin2(γai,j)
=
〈gi,j ,va〉
sin(γai,j)
− cos(γ
a
i,j)〈gi,j , 1mvi + gi,j〉
‖wi,j‖ sin(γai,j)
(35),(36)
=
〈gi,j ,va〉
1 +O()
− ‖gi,j‖
2 ·O()(
1
m +O()
) · (1 +O(√)) = 〈gi,j ,va〉+O(1.5) (41)
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Hence we get:
g>i,jh1(wi,j ,va)gi,j =
sin(γai,j)
2pi‖wi,j‖
(
‖gi,j‖2 − 〈gi,j ,wi,j〉
2
‖wi,j‖2 +
〈gi,j ,va − cos(γai,j)w¯i,j〉2
sin2(γai,j)
)
(38),(41)
=
sin(γai,j)
2pi‖wi,j‖
(‖gi,j‖2 +O(4) + 〈gi,j ,va〉2 +O(2.5))
(28),(36)
=
1 +O(
√
)
2pi
(
1
m +O()
) (‖gi,j‖2 + 〈gi,j ,va〉2 +O(2.5))
=
m
2pi
(‖gi,j‖2 + 〈gi,j ,va〉2)+O(2.5) (42)
For any a ∈ [k] with a 6= i, combining Eq. (40) and Eq. (42) and summing over all b ∈ [m] we get:
m∑
b=1
(
g>i,jh1(wi,j ,wa,b)gi,j
)
− g>i,jh1(wi,j ,va)gi,j
=
m∑
b=1
(
1
2pi
(‖gi,j‖2 + 〈gi,j ,va〉2)+O(2.5))− m
2pi
(‖gi,j‖2 + 〈gi,j ,va〉2)+O(2.5) = O(2.5)
Also, using Lemma C.1 we get that
∑
b 6=j g
>
i,jh1(wi,j ,wi,b)gi,j = O(
2.5) and that g>i,jh1(wi,j ,va)gi,j =
O(2.5). This finishes the proof.
Now we will bound terms related to h2:
Lemma C.3. Letting i, a ∈ [k] with i 6= a and b, j ∈ [m], we have:
g>i,jh2(wi,j ,wa,b)ga,b =
1
4
〈gi,j ,ga,b〉+ 1
2pi
〈gi,j ,va〉 · 〈ga,b,vi〉+O(2.5)
Proof. We use Eq. (5) to get:
g>i,jh2(wi,j ,wa,b)ga,b =
1
2pi
(
(pi − θa,bi,j )〈gi,j ,ga,b〉+ g>i,jn¯wi,j ,wa,bw¯>a,bga,b + g>i,jn¯wa,b,wi,jw¯>i,jga,b
)
(43)
We will now bound each expression in Eq. (43). For the first term we will bound the angle θa,bi,j using
the Taylor series of arccos. The Taylor series of arccos is arccos(x) = pi2 −
∑∞
n=0
(2n)!
22n (n!)2
x2n+1
2n+1 =
pi
2 −∑∞
n=0 cnx
2n+1 where cn ≤ 12 for all n ≥ 0. Hence we have that:
θa,bi,j = arccos
(
cos(θa,bi,j )
)
=
pi
2
−
∞∑
n=0
cn
(
cos(θa,bi,j )
)2n+1 (33)
=
pi
2
+O()
Hence we can bound the first term:
(pi − θa,bi,j )〈gi,j ,ga,b〉 =
(
pi − pi
2
+O()
)
〈gi,j ,ga,b〉 = pi
2
〈gi,j ,ga,b〉+O(3) (44)
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For the second term we have:
g>i,jn¯wi,j ,wa,bw¯
>
a,bga,b =
=
〈w¯a,b,ga,b〉 ·
(
〈w¯i,j ,gi,j〉 − cos(θa,bi,j )〈w¯a,b,gi,j〉
)
sin(θa,bi,j )
=
〈 1mva + ga,b,ga,b〉 ·
(
1
‖wi,j‖〈 1mvi + gi,j ,gi,j〉 −
cos(θa,bi,j )
‖wa,b‖ 〈
1
mva + ga,b,gi,j〉
)
sin(θa,bi,j )‖wa,b‖
=
‖g2a,b‖
(
‖gi,j‖2
‖wi,j‖ −
cos(θa,bi,j )
‖wa,b‖
(
1
m〈va,gi,j〉+ 〈ga,b,gi,j〉
))
sin(θa,bi,j )‖wa,b‖
(28),(34),(33)
=
‖ga,b‖2
( ‖gi,j‖2
1
m
+O()
− O()1
m
+O()
(
1
m〈va,gi,j〉+ 〈ga,b,gi,j〉
))
(1 +O(
√
)) · ( 1m +O()) = O(3) (45)
For the third expression we have:
g>i,jn¯wa,b,wi,jw¯
>
i,jga,b =
=
〈w¯i,j ,ga,b〉 ·
(
〈w¯a,b,gi,j〉 − cos(θa,bi,j )〈w¯i,j ,gi,j〉
)
sin(θa,bi,j )
=
〈 1mvi + gi,j ,ga,b〉 ·
(
1
‖wa,b‖〈
1
mva + ga,b,gi,j〉 −
cos(θa,bi,j )
‖wi,j‖ 〈 1mvi + gi,j ,gi,j〉
)
sin(θa,bi,j )‖wi,j‖
=
(
1
m〈vi,ga,b〉+ 〈gi,j ,ga,b〉
) · ( 1‖wa,b‖ ( 1m〈va,gi,j〉+ 〈ga,b,gi,j〉)− cos(θa,bi,j )‖gi,j‖2‖wi,j‖
)
sin(θa,bi,j )‖wi,j‖
=
〈vi,ga,b〉 · 〈va,gi,j〉
m2 sin(θa,bi,j )‖wa,b‖‖wi,j‖
+
〈vi,ga,b〉 ·
(
〈ga,b,gi,j〉
‖wa,b‖ −
cos(θa,bi,j )‖gi,j‖2
‖wi,j‖
)
m sin(θa,bi,j )‖wi,j‖
+
〈gi,j ,ga,b〉 ·
(
1
‖wa,b‖
(
1
m〈va,gi,j〉+ 〈ga,b,gi,j〉
)− cos(θa,bi,j )‖gi,j‖2‖wi,j‖
)
sin(θa,bi,j )‖wi,j‖
As in the previous expression, since 〈gi,j ,ga,b〉, ‖gi,j‖2 = O(2), we have that:
〈vi,ga,b〉 ·
(
〈ga,b,gi,j〉
‖wa,b‖ −
cos(θa,bi,j )‖gi,j‖2
‖wi,j‖
)
m sin(θa,bi,j )‖wi,j‖
= O(3)
〈gi,j ,ga,b〉 ·
(
1
‖wa,b‖
(
1
m〈va,gi,j〉+ 〈ga,b,gi,j〉
)− cos(θa,bi,j )‖gi,j‖2‖wi,j‖
)
sin(θa,bi,j )‖wi,j‖
= O(3)
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In total we get that:
g>i,jn¯wa,b,wi,jw¯
>
i,jga,b =
〈vi,ga,b〉 · 〈va,gi,j〉
m2 sin(θa,bi,j )‖wa,b‖‖wi,j‖
+O(3)
(28),(34)
=
〈vi,ga,b〉 · 〈va,gi,j〉
m2(1 +O(
√
))
(
1
m +O()
)2 +O(3) = 〈vi,ga,b〉 · 〈va,gi,j〉+O(2.5) (46)
Overall, using Eq. (44), Eq. (45), Eq. (46) we have:
g>i,jh2(wi,j ,wa,b)ga,b =
1
2pi
(pi
2
〈gi,j ,ga,b〉+O(3) +O(3) + 〈vi,ga,b〉 · 〈va,ga,bi,j 〉+O(2.5)
)
=
1
4
〈gi,j ,ga,b〉+ 1
2pi
〈gi,j ,va〉 · 〈ga,b,vi〉+O(2.5)
Lemma C.4. Letting i ∈ [k] and j, l ∈ [m], we have:
g>i,jh2(wi,j ,wi,l)gi,l =
1
2
〈gi,j ,gi,l〉+O(3)
Proof. We use Thm. 2.1 to get:
g>i,jh2(wi,j ,wi,l)gi,l =
1
2pi
(
(pi − θi,li,j)〈gi,j ,gi,l〉+ g>i,jn¯wi,j ,wi,lw¯>i,lgi,l + g>i,jn¯wi,l,wi,jw¯>i,jgi,l
)
(47)
We will bound each expression of Eq. (47). For the first expression, as in the proof of Lemma C.3 we
use the Taylor series of arccos to get:
θa,bi,j = arccos
(
cos(θi,li,j)
)
=
pi
2
−
∞∑
n=0
cn
(
cos(θi,li,j)
)2n+1 (29)
= O() .
Hence, we have that:
(pi − θi,li,j)〈gi,j ,gi,l〉 = pi〈gi,j ,gi,l〉+O(3) . (48)
For the second expression we get:
g>i,jn¯wi,j ,wi,lw¯
>
i,lgi,l =
〈w¯i,l,gi,l〉 ·
(
〈w¯i,j ,gi,j〉 − cos(θi,li,j)〈w¯i,l,gi,j〉
)
sin(θa,bi,j )
=
‖gi,l‖2
‖wi,l‖
(‖gi,j‖2
‖wi,j‖ − cos(θ
i,l
i,j)
〈gi,j ,gi,l〉
‖wi,l‖
)
sin(θi,li,j)
(28),(29),(30)
=
‖gi,l‖2
1
m
+O()
( ‖gi,j‖2
1
m
+O()
− (1 +O()) 〈gi,j ,gi,l〉1
m
+O()
)
O(
√
)
= O(3.5) . (49)
For the third expression we have:
g>i,jn¯wi,l,wi,jw¯
>
i,jgi,l =
〈w¯i,j ,gi,l〉 ·
(
〈w¯i,l,gi,j〉 − cos(θi,li,j)〈w¯i,j ,gi,j〉
)
sin(θi,li,j)
=
〈gi,j ,gi,l〉
‖wi,j‖ ·
( 〈gi,j ,gi,l〉
‖wi,l‖ − cos(θ
i,l
i,j)
‖gi,j‖2
‖wi,j‖
)
sin(θi,li,j)
(28),(29),(30)
=
〈gi,j ,gi,l〉
1
m
+O()
·
( 〈gi,j ,gi,l〉
1
m
+O()
− (1 +O()) ‖gi,j‖21
m
+O()
)
O(
√
)
= O(3.5) . (50)
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Combining Eq. (48), Eq. (49) and Eq. (50) we get:
g>i,jh2(wi,j ,wi,l)gi,l =
1
2pi
(
pi〈gi,j ,gi,l〉+O(3) +O(3.5) +O(3.5)
)
=
1
2
〈gi,j ,gi,l〉+O(3)
Before combining all the parts we will also need the following technical lemma:
Lemma C.5. Let u1, . . . ,un ∈ Rn, and denote by uij the j − th coordinate of ui. Then:
n∑
i=1
∑
j 6=i
uijuji ≥
n∑
i=1
u2ii −
n∑
i=1
‖ui‖2
Proof. Let U be a matrix with columns equal to ui. Note that:
tr(U>U) =
n∑
i=1
n∑
j=1
u2ij
tr(U2) =
n∑
i=1
n∑
j=1
uijuji
tr(UU>) =
n∑
i=1
n∑
j=1
u2ji
Now we have that:
tr(U>U) + tr(U2) =
1
2
tr(U>U) + tr(U2) +
1
2
tr(UU>) =
n∑
i=1
n∑
j=1
(
1
2
u2ij + uijuji +
1
2
u2ji
)
(51)
=
1
2
n∑
i=1
n∑
j=1
(uij + uji)
2 ≥ 1
2
n∑
i=1
∑
j 6=i
(uij + uji)
2 + 2
n∑
i=1
u2ii ≥ 2
n∑
i=1
u2ii
The two terms from the first part of Eq. (51) also have the following useful forms:
tr(U>U) =
n∑
i=1
‖ui‖2
tr(U2) =
n∑
i=1
∑
j 6=i
uijuji +
n∑
i=1
u2ii
In total we have:
n∑
i=1
∑
j 6=i
uijuji +
n∑
i=1
u2ii +
n∑
i=1
‖ui‖2 ≥ 2
n∑
i=1
u2ii,
hence:
n∑
i=1
∑
j 6=i
uijuji ≥
n∑
i=1
u2ii −
n∑
i=1
‖ui‖2.
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We are now ready to prove the main theorem of this section:
Proof of Thm. 3.9. By Lemma C.2 we have that
k,m∑
i,j=1
 k,m∑
a,b=1
(a,b)6=(i,j)
g>i,jh1(wi,j ,wa,b)gi,j −
k∑
l=1
g>i,jh1(wi,j ,vl)gi,j
 = k,m∑
i,j=1
O(2.5) = O(2.5) . (52)
Applying the above to Eq. (27) we get:
gn>1 H(w
n
1 )g
n
1 =
k,m∑
i,j=1
12‖gi,j‖2 +
k,m∑
a,b=1
(a,b)6=(i,j)
g>i,jh2(wi,j ,wa,b)ga,b
+O(2.5) . (53)
First we separate the expression inside the sum of Eq. (53) for the different values of i, a where either i = a
or i 6= a:
k,m∑
i,j=1
k,m∑
a,b=1
(a,b)6=(i,j)
g>i,jh2(wi,j ,wa,b)ga,b
=
k,m∑
i,j=1
∑
l 6=j
g>i,jh2(wi,j ,wi,l)gi,l +
k,m∑
i,j=1
k,m∑
a,b=1
a6=i
g>i,jh2(wi,j ,wa,b)ga,b . (54)
Recall that gi =
∑m
j=1 gi,j and g =
∑k
i=1 gi. For the first sum in Eq. (54) we fix i ∈ [k] and use
Lemma C.4 to get:
m∑
j=1
∑
l 6=j
g>i,jh2(wi,j ,wi,l)gi,l =
∑
j=1
∑
l 6=j
1
2
〈gi,j ,gi,l〉+O(3) = 1
2
m∑
j=1
〈gi,j ,
∑
l 6=j
gi,l〉+O(3)
=
1
2
m∑
j=1
〈gi,j ,gi − gi,j〉+O(3) = 1
2
 m∑
j=1
〈gi,j ,gi〉 −
m∑
j=1
〈gi,j ,gi,j〉
+O(3)
=
1
2
‖gi‖2 − 1
2
m∑
j=1
‖gi,j‖2 +O(3) (55)
Summing for all i ∈ [k] we get:
k,m∑
i,j=1
∑
l 6=j
g>i,jh2(wi,j ,wi,l)gi,l =
1
2
k∑
i=1
‖gi‖2 − 1
2
k,m∑
i,j=1
‖gi,j‖2 +O(3) (56)
For the second sum in Eq. (54) we use Lemma C.3 to get:
k,m∑
i,j=1
k,m∑
a,b=1
a6=i
g>i,jh2(wi,j ,wa,b)ga,b =
k,m∑
i,j=1
k,m∑
a,b=1
a6=i
(
1
4
〈gi,j ,ga,b〉+ 1
2pi
〈gi,j ,va〉 · 〈ga,b,vi〉
)
+O(2.5) (57)
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We will bound the two expressions in Eq. (57). For the first expression we use the same calculation as
Eq. (55) to get:
k,m∑
i,j=1
k,m∑
a,b=1
a6=i
1
4
〈gi,j ,ga,b〉 =
k∑
i=1
∑
a6=i
1
4
〈gi,ga〉 = 1
4
‖g‖2 − 1
4
k∑
i=1
‖gi‖2 . (58)
For the second expression in Eq. (57) we first simplify:
1
2pi
k,m∑
i,j=1
k,m∑
a,b=1
a6=i
〈gi,j ,vi〉 · 〈ga,b,vi〉 = 1
2pi
k∑
i=1
∑
a6=i
〈gi,va〉 · 〈ga,vi〉
Denote by u1, . . . ,uk ∈ Rk the vectors where the a − th coordinate of ui is equal to uia = 〈gi,va〉
for a = 1, . . . , k. Since g ∈ Rd with d ≥ k and the vectors v1, . . . ,vk are orthonormal we have that
‖ui‖2 =
∑k
a=1〈gi,va〉2 ≤ ‖gi‖2. Also, by the assumptions of the theorem we have uii = 〈gi,vi〉 = 0.
Using Lemma C.5 on the vectors u1, . . . ,uk we have:
1
2pi
k∑
i=1
∑
a6=i
〈gi,va〉 · 〈ga,vi〉 = 1
2pi
k∑
i=1
∑
a6=i
uiauai ≥ 1
2pi
(
k∑
i=1
u2ii −
k∑
i=1
‖ui‖2
)
≥ − 1
2pi
k∑
i=1
‖gi‖2 +O(2.5)
(59)
Returning to Eq. (57), we combine Eq. (58) and Eq. (59) to get:
k,m∑
i,j=1
k,m∑
a,b=1
a6=i
g>i,jh2(wi,j ,wa,b)ga,b ≥
1
4
‖g‖2 − 1
4
k∑
i=1
‖gi‖2 − 1
2pi
k∑
i=1
‖gi‖2
Combining the above with Eq. (27) and Eq. (56) to get:
gn>1 H(w
n
1 )g
n
1
≥ 1
2
k,m∑
i,j=1
‖gi,j‖2 + 1
2
k∑
i=1
‖gi‖2 − 1
2
k,m∑
i,j=1
‖gi,j‖2 +O(3) + 1
4
‖g‖2 −
(
1
4
+
1
2pi
)
·
k∑
i=1
‖gi‖2 +O(2.5)
≥ 1
4
‖g‖2 +
(
1
2
− 1
4
− 1
2pi
) k∑
i=1
‖gi‖2 +O(2.5) ≥ 1
4
‖g‖2 +
(
1
4
− 1
2pi
) k∑
i=1
‖gi‖2 +O(2.5)
D Proofs from Sec. 4
Before we prove Thm. 4.1, we will first state and prove some auxiliary lemmas.
Lemma D.1. For any n ≥ 1, the origin is neither a local minimum nor a local maximum of Eq. (2).
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Proof. Assume wn1 = 0 is the origin. Consider the point w˜
n
1 = (w˜1, . . . , w˜n) where w˜1 = v1 for some
real , and w˜i = 0 for any i ∈ {2, . . . , n}. Recall the closed-form of the objective in Eq. (2), given in Safran
and Shamir [25, Section 4.1.1] by
F (wn1 ) =
1
2
n∑
i,j=1
f (wi,wj)−
∑
i∈[n]
j∈[k]
f (wi,vj) +
1
2
k∑
i,j=1
f (vi,vj) , (60)
where
f (w,v) =
1
2pi
‖w‖‖v‖ (sin (θw,v) + (pi − θw,v) cos (θw,v)) . (61)
Next, Eq. (61) reveals that f(w,v) ≥ 0 for any two vectors w,v, and from Eq. (60) we have
F (wn1 )− F (w˜n1 ) =
1
2
k∑
i,j=1
f (vi,vj)−
1
2
k∑
i,j=1
f (vi,vj) +
1
2
f(v1,v1)−
∑
j∈[k]
f(v1,vj)

= 
n∑
j=2
f(v1,vj) +
1
2
f(v1,v1) = 
 n∑
j=2
f(v1,vj) +
1
2
f(v1,v1)
 ,
and since
c :=
 n∑
j=2
f(v1,vj) +
1
2
f(v1,v1)
 ≥ 1
4
‖v1‖2 = 1
4
,
we have that F (wn1 )−F (w˜n1 ) = c→ 0+ if → 0+ and F (wn1 )−F (w˜n1 ) = c→ 0− if → 0−, therefore
we can approach wn1 from two different directions where in one the objective is strictly increasing and in
the other it is strictly decreasing, hence wn1 is neither a local minimum nor a local maximum.
Lemma D.2. For any n ≥ 1, the objective in Eq. (2) has no local maxima.
Proof. Let wn1 = (w1, . . . ,wn) and for t ≥ 0 define wn1 (t) = (tw1, . . . , twn). We have from Equations
(60) and (61) that
F (wn1 (t)) =
1
2
t2
n∑
i,j=1
f (wi,wj)− t
∑
i∈[n]
j∈[k]
f (wi,vj) +
1
2
k∑
i,j=1
f (vi,vj) , (62)
hence the objective is quadratic as a function of t.
Assuming wn1 is not the origin, we have from Eq. (61) that
n∑
i,j=1
f (wi,wj) > 0,
thus from the above and Eq. (62) the objective is strongly convex in t, and therefore cannot attain a local
maximum at wn1 = w
n
1 (1). Otherwise, if w
n
1 is the origin, then from Lemma D.1 it is not a local maximum.
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Lemma D.3. Suppose n ≥ 1, wn1 = (w1, . . . ,wn) is a differentiable local minimum of the objective in
Eq. (2). Then for all α ∈ (0, 1) and any i ∈ [n], the point wn1 (α, i) is a critical point of F , and the Hessian
of F at wn1 (α, i) is given in terms of the blocks of H(w
n
1 ) by

H1,1 · · · H1,i−1 H1,i H1,i H1,i+1 · · · H1,n
...
. . .
...
...
...
...
. . .
...
Hi−1,1 · · · Hi−1,i−1 Hi−1,i Hi−1,i Hi−1,i+1 · · · Hi−1,n
Hi,1 · · · Hi,i−1 12I + 1αH ′i,i 12I Hi,i+1 · · · Hi,n
Hi,1 · · · Hi,i−1 12I 12I + 11−αH ′i,i Hi,i+1 · · · Hi,n
Hi+1,1 · · · Hi+1,i−1 Hi+1,i Hi+1,i Hi+1,i+1 · · · Hi+1,n
...
. . .
...
...
...
...
. . .
...
Hn,1 · · · Hn,i−1 Hn,i Hn,i Hn,i+1 · · · Hn,n

.
Proof. From the gradient of the objective in Eq. (9) and Eq. (10) and since wn1 is a local minimum, we have
for all i ∈ [n] that
1
2
wi +
∑
j 6=i
g(wi,wj)−
k∑
j=1
g(wi,vj) = 0.
We begin with asserting that for all α ∈ (0, 1), wn1 (α, i) is a critical point of F . First, from Brutzkus and
Globerson [6, Lemma 3.2], F is differentiable for all α ∈ (0, 1), therefore the gradient is well-defined. For
m ∈ [n+ 1] \ {i, i+ 1} we have
∂
∂wm
F (wn1 (α, i)) =
1
2
wm +
∑
j∈[n]\{i,m}
g(wm,wj) + g(wm, αwi) + g(wm, (1− α)wi)−
k∑
j=1
g(wm,vj)
=
1
2
wm +
∑
j∈[n]\{i,m}
g(wm,wj) + αg(wm,wi) + (1− α)g(wm,wi)−
k∑
j=1
g(wm,vj)
=
1
2
wm +
∑
j∈[n]\{i,m}
g(wm,wj) + g(wm,wi)−
k∑
j=1
g(wm,vj)
=
1
2
wm +
∑
j∈[n]\{m}
g(wm,wj)−
k∑
j=1
g(wm,vj) = 0.
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For i we have
∂
∂wi
F (wn1 (α, i)) =
1
2
αwi +
∑
j∈[n]\{i}
g(αwi,wj) + g(αwi, (1− α)wi)−
k∑
j=1
g(wi,vj)
=
1
2
αwi +
∑
j∈[n]\{i}
g(wi,wj) + (1− α)g(wi,wi)−
k∑
j=1
g(wi,vj)
=
1
2
αwi +
∑
j∈[n]\{i}
g(wi,wj) +
1
2
(1− α)wi −
k∑
j=1
g(wi,vj)
=
1
2
wi +
∑
j∈[n]\{i}
g(wi,wj)−
k∑
j=1
g(wi,vj) = 0,
where likewise a similar computation for wi+1 shows that ∂∂wi+1F (w
n
1 (α, i)) = 0. Turning to the Hessian,
we have from Lemma 2.2 that F at wn1 (α, i) is twice differentiable. We then have by Thm. 2.1 that all
off-diagonal blocks other than Hi,i+1, and Hi+1,i remain the same as in H(wn1 ), since h2(u1,u2) isn’t
affected by linearly rescaling u1,u2. For the remaining two off-diagonal blocks we have from Lemma A.1
that each is 12I , and lastly we compute the diagonal blocks, starting with the m-th block Hm,m where
m ∈ [n+ 1] \ {i, i+ 1}. We have
Hm,m(w
n
1 (α, i)) =
1
2
I +
∑
j∈[n]\{i,m}
h(wm,wj) + h(wm, αwi) + h(wm, (1− α)wi)−
k∑
j=1
h(wm,vj)
=
1
2
I +
∑
j∈[n]\{i,m}
h(wm,wj) + αh(wm,wi) + (1− α)h(wm,wi)−
k∑
j=1
h(wm,vj)
=
1
2
I +
∑
j∈[n]\{i,m}
h(wm,wj) + h(wm,wi)−
k∑
j=1
h(wm,vj)
=
1
2
I +
∑
j∈[n]\{m}
h(wm,wj)−
k∑
j=1
h(wm,vj).
That is, Hm,m(wn1 (α, i)) equals Hm,m(w
n
1 ) for m ∈ [i − 1] and equals Hm−1,m−1(wn1 ) for m ∈ {i +
2, . . . , n+ 1}. For the i-th block Hi,i we have
Hi,i(w
n
1 (α, i)) =
1
2
I +
∑
j∈[n]\{i}
h(αwi,wj) + h(αwi, (1− α)wi)−
k∑
j=1
h(αwi,vj)
=
1
2
I +
1
α
∑
j∈[n]\{i}
h(wi,wj)− 1
α
k∑
j=1
h(wi,vj)
=
1
2
I +
1
α
H ′i,i(w
n
1 ),
where the second equality is due to Lemma 2.2, and likewise, a similar computation reveals that
Hi+1,i+1(w
n
1 (α, 1)) =
1
1− αH
′
i,i(w
n
1 ),
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concluding the proof of the lemma.
Lemma D.4. Suppose n ≥ 1, wn1 = (w1, . . . ,wn) is a differentiable local minimum of the objective in
Eq. (2) such that there exists i ∈ [n] with component H ′i,i satisfying u>H ′i,iu = λ for some unit vector
u ∈ Rd and scalar λ < 0. Then for any α ∈ (0, 1), wn1 (α, i) is a saddle point. Moreover, for α ∈ {0, 1},
wn1 (α, i) is not a local minimum of F .
Proof. For the case where α ∈ (0, 1), by using Lemma D.3, we have that this is a critical point, and from
Lemma D.2 it is not a local maximum. We multiply the 2d × 2d block of the Hessian at wn1 (α, i) given in
Eq. (6) by (u,−u) ∈ R2d from both sides and obtain
(u,−u)
(1
2I +
1
αH
′
i,i
1
2I
1
2I
1
2I +
1
1−αH
′
i,i
)(
u
−u
)
=
1
α
u>H ′i,iu+
1
1− αu
>H ′i,iu = λ
(
1
α
+
1
1− α
)
< 0.
Next, letting u˜ ∈ R(n+1)d be the all-zero vector, except for entries (i − 1)d + 1 to (i + 1)d which equal
(u,−u), then
u˜>H(wn1 (α, i))u˜ = λ
(
1
α
+
1
1− α
)
< 0,
thus H(wn1 (α, i)) is not a PSD matrix.
For the case where α ∈ {0, 1}, since the objective is not differentiable in this case, we will show that the
point cannot be a local minimum by showing that in any neighborhood containing it also contains a point
with a strictly smaller objective.
Assuming α = 0, we have from the above derivation that there exists i ∈ [n] such that for all α′ ∈ (0, 1),
wn1 (α
′, i) is not a local minimum. In particular, given some δ > 0, choose α′ > 0 small enough so that
‖wn1 (α′, i) − wn1 (0, i)‖ ≤ δ/2. Since wn1 (α′, i) is not a local minimum, there exists w˜n+11 such that
‖wn1 (α′, i)− w˜n+11 ‖ ≤ δ/2 and F (w˜n+11 ) < F (wn1 (α′, i)). Since[〈α′w,x〉]
+
+
[〈(1− α′)w,x〉]
+
= [〈w,x〉]+
for all w,x ∈ Rd and α′ ∈ [0, 1], this entails
F (w˜n+11 ) < F (w
n
1 (α
′, i)) = F (wn1 (0, i))
and ‖w˜n+11 −wn1 (0, i)‖ ≤ δ, hence wn1 (0, i) is not a local minimum.
Finally, the case for α = 1 follows from the α = 0 case by permuting the neurons.
We are now ready to prove Thm. 4.1.
Proof of Thm. 4.1. Throughout the proof we will assume that F is differentiable atwn1 , which by Lemma 2.2
also implies that it is twice continuously differentiable there, and as would be evident later in the proof we
will see that this is necessarily the case.
We will show that there exist i ∈ [n] and some unit vector u such that
λ := u>H ′i,iu =
∑
j∈[n]\{i}
sin(θwi,wj )‖wj‖
2pi‖wi‖ −
k∑
j=1
sin(θwi,vj )
2pi‖wi‖ < 0, (63)
hence H ′i,i is not a PSD matrix. We begin with letting O
>DO be the eigendecomposition of the symmetric
matrix w¯w¯> − n¯v,wn¯>v,w, where O is an orthonormal matrix and D is diagonal. We have that diag(D) =
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(1,−1, 0, . . . , 0), as readily seen by taking the orthogonal eigenvectors w¯, n¯v,w which correspond to the
eigenvalues 1,−1 respectively, where the remaining d − 2 vectors orthogonal to w¯, n¯v,w comprise the
rest of the spectrum with all zero correponding eigenvalues. Taking expectation over a random vector
uˆ = (u1, . . . , ud) uniformly on the unit hypersphere we have
Euˆ
[
uˆ>h1(w,v)uˆ
]
= Euˆ
[
uˆ>
sin(θw,v)‖v‖
2pi‖w‖
(
I − w¯w¯> + n¯v,wn¯>v,w
)
uˆ
]
=
sin(θw,v)‖v‖
2pi‖w‖ − Euˆ
[
uˆ>
(
w¯w¯> − n¯v,wn¯>v,w
)
uˆ
]
=
sin(θw,v)‖v‖
2pi‖w‖ − Euˆ
[
uˆ>O>DOuˆ
]
=
sin(θw,v)‖v‖
2pi‖w‖ − Euˆ
[
uˆ>Duˆ
]
(64)
=
sin(θw,v)‖v‖
2pi‖w‖ − Euˆ
[
u21 − u22
]
=
=
sin(θw,v)‖v‖
2pi‖w‖ , (65)
where equality (64) is due to a uniform distribution on the unit hypersphere being invariant to orthonormal
transformations, and equality (65) is due to all coordinates of uˆ being i.i.d. From Eq. (65), the definition of
H ′i,i, the linearity of expectation and the fact that ‖vi‖ = 1 for all i ∈ [k], we have
Euˆ
[
uˆ>H ′i,iuˆ
]
=
∑
j∈[n]\{i}
Euˆ
[
uˆ>h(wi,wj)uˆ
]
−
k∑
j=1
Euˆ
[
uˆ>h(wi,vj)uˆ
]
= λ (66)
for all i ∈ [k]. We will show this implies the existence of a particular vector u satisfying the above equality.
Choose an arbitrary unit vector u′. If u′ satisfies the above equality we are done. Otherwise, assume w.l.o.g.
that u′>H ′i,iu
′ < λ, in which case there must exist another unit vector u′′ such that u′′>H ′i,iu
′′ > λ (since
otherwise Euˆ
[
uˆ>H ′i,iuˆ
]
< λ, contradicting Eq. (66)). Let γ(t) = tu
′+(1−t)u′′
‖tu′+(1−t)u′′‖ , then by the continuity of
γ(t)>H ′i,iγ(t) in t and the intermediate value theorem we have some t
′ satisfying γ(t′)>H ′i,iγ(t
′) = λ, and
by taking u = γ(t′) we have u>H ′i,iu = λ.
Next, we show that λ < 0 under the assumptions in the theorem statement. To this end, it suffices to
show that for some i ∈ [n]
n∑
j 6=i
sin(θwi,wj )‖wj‖ −
k∑
j=1
sin(θwi,vj ) < 0. (67)
Beginning with the positive term, we have
n∑
j 6=i
sin(θwi,wj )‖wj‖ ≤
n∑
j 6=i
sin(θwi,wj )
k‖wj‖∑n
m=1 ‖wm‖
≤
n∑
j 6=i
k‖wj‖∑n
m=1 ‖wm‖
.
Since
∑n
j=1
k‖wj‖∑n
m=1 ‖wm‖ = k, there exists some i ∈ [n] such that
k‖wi‖∑n
m=1 ‖wm‖
≥ k
n
≥ 1,
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thus the above equals
n∑
j=1
k‖wj‖∑n
m=1 ‖wm‖
− k‖wi‖∑n
m=1 ‖wm‖
≤ k − 1. (68)
Turning to the negative term in Eq. (67), recall that wi = (wi,1, . . . , wi,d) and d ≥ k. Assume w.l.o.g. that
vj is a standard unit vector for all j ∈ [k] (otherwise apply a change of basis under which the following
argument is invariant), and compute
k∑
j=1
sin(θwi,vj ) =
k∑
j=1
√
1− 〈wi,vj〉
2
‖wi‖2 =
k∑
j=1
√
1− w
2
i,j
‖wi‖2 ≥
k∑
j=1
(
1− w
2
i,j
‖wi‖2
)
≥ k−
d∑
j=1
w2i,j
‖wi‖2 = k−1.
Observe that if Eq. (68) is not a strict inequality, then it must hold that n = k and ‖wj‖ = 1 for all j ∈ [n].
In such case, since wn1 is not global, we have from Thm. 3.1 that it is not a permutation of the standard
basis, therefore there must exist wi of unit norm which is non-zero in at least two coordinates. For this wi,
the above must be a strict inequality since
√
x > x for any x ∈ (0, 1), which guarantees a strict inequality
for at least two summands. Now, combining the above with Eq. (68) and plugging in Eq. (67) establishes
Eq. (63). Next, we invoke Lemma D.4 with what was shown in Eq. (63).
To conclude the proof of the theorem, it only remains to show that wn1 cannot be non-differentiable
(which also implies that wn1 (α, i) is not a local minimum for α ∈ {0, 1}). Assume wn1 is non-differentiable,
then by Lemma 2.2, there exists some i ∈ [n] such that wi = 0.
First assume that wn1 is not the origin. If we remove all zero vector neurons to obtain a differentiable
point wn
′
1 ∈ Rn
′d for n′ < n, then we reduce to the previous case and there exists j such that wn′1 (0, j) is a
saddle point, and clearly adding more zero vector neurons (and permuting the neurons accordingly) till we
recover wn1 , we have that it cannot be a local minimum, contradicting the theorem assumption.
Finally, if wn1 is the origin then from Lemma D.1, w
n
1 is not a local minimum.
Proof of Proposition 4.2. Given a point wn1 , let w
n
1 (t) = (tw1, . . . , twn). From Eq. (62), we have that the
objective is quadratic in t and therefore in particular, for a point to be minimal in our original nd-dimensional
space, it must be minimal over t. Optimizing over t we have that the optimum t∗ is given by
t∗ =
∑
i∈[n],j∈[k] f (wi,vj)∑n
i,j=1 f (wi,wj)
,
therefore any local minimum must be of the formwn1 (t
∗), in which case its sum of Euclidean norms is given
using Eq. (61) by
n∑
i=1
‖t∗wi‖ = t∗
n∑
i=1
‖wi‖ =
∑
i∈[n],j∈[k] ‖wi‖‖vj‖
(
sin
(
θwi,vj
)
+
(
pi − θwi,vj
)
cos
(
θwi,vj
))∑n
i,j=1 ‖wi‖‖wj‖
(
sin
(
θwi,wj
)
+
(
pi − θwi,wj
)
cos
(
θwi,wj
)) n∑
i=1
‖wi‖.
Elementary calculus reveals that in [0, pi], the function x 7→ sin(x) + (pi − x) cos(x) is monotonically de-
creasing, thus its image is bounded in the same interval, and the above displayed equation is upper bounded
by
pi
∑
i∈[n],j∈[k] ‖wi‖‖vj‖∑n
i=1 pi‖wi‖2 +
∑n
i 6=j ‖wi‖‖wj‖
(
sin
(
θwi,wj
)
+
(
pi − θwi,wj
)
cos
(
θwi,wj
)) n∑
i=1
‖wi‖,
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which in turn is at most
pi
∑
i∈[n],j∈[k] ‖wi‖‖vj‖
pi
∑n
i=1 ‖wi‖2
n∑
i=1
‖wi‖ =
k
∑
i∈[n] ‖wi‖∑n
i=1 ‖wi‖2
n∑
i=1
‖wi‖ = k (
∑n
i=1 ‖wi‖)2∑n
i=1 ‖wi‖2
. (69)
Letting u = (‖w1‖, . . . , ‖wn‖) ∈ Rn and u′ = (1, . . . , 1) ∈ Rn, we have from CS(
n∑
i=1
‖wi‖
)2
= 〈u,u′〉2 ≤ ‖u‖2‖u′‖2 = n
n∑
i=1
‖wi‖2,
thus by plugging the above we have that Eq. (69) is upper bounded by kn.
Proof of Thm. 4.3. Simply invoke Lemma D.4 with each i ∈ [n] satisfying the assumption in the theorem
statement to obtain the result.
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