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Abstract
This thesis details an experimental, theoretical, and numerical investigation into helicon
wave propagation in the presence of low diverging magnetic fields (< 5 mT). Experiments
are performed in the Piglet helicon reactor, which consists of a Pyrex source tube con-
nected to a larger aluminium diffusion chamber. A double-saddle field antenna (operated
at 13.56 MHz), is used to create both the plasma and launch helicon waves, while the
diverging magnetic field is produced by a number of solenoids that surround both the an-
tenna and source tube. Experiments are conducted with argon gas in the pressure range
0.04− 0.4 Pa, and for rf input powers below 400 W.
As the magnetic field is increased (using a single solenoid), the plasma density is
observed to increase rapidly over a narrow range of magnetic field values (between about
1 mT < B0 < 5 mT), where a distinct density peak is formed. The density at the maximum
of the peak (> 1017 m−3) is more than an order of magnitude larger than that before or
after, and is associated with a corresponding peak in the measured antenna resistance;
showing that a larger percentage of the input power is deposited within the plasma.
In the presence of the diverging magnetic field an ion beam is observed to form simul-
taneously with the low-field helicon mode. The ion beam, which is present for argon gas
pressures below around 0.3 Pa, is produced by upstream ions accelerated by a decreasing
plasma potential set up by the spatially decaying plasma density profile. An analytical
model, based on simple flux conservation, is developed to describe the general features
and behaviour of the observed ion energy distribution functions (IEDFs), which are found
to be strong functions of the plasma potential profile and neutral gas pressure.
During the low-field mode, m = 1 helicon waves are observed with B-dot probes in the
source region of Piglet. With just a single solenoid producing the magnetic field, waves are
prevented from reaching the downstream region (that is, the waves appear “trapped”), but
slight modifications to the magnetic field geometry allows the axial distance over which
waves can propagate to be controlled. Critical to the modification of the wave propagation
behaviour is the magnetic field strength (and geometry) near the exit of the plasma source
region, which gives electron cyclotron frequencies close to the wave frequency of 13.56 MHz.
By solving the wave equation using a cold plasma approximation, and separately by
making use of a 1D electromagnetic particle-in-cell (PIC) simulation, wave propagation
and absorption are investigated in the presence of a low diverging magnetic field. The nu-
merical results from both studies are in good qualitative agreement with the experimental
measurements, and provide strong evidence to suggest that the observed wave “trapping”
is due to electron cyclotron damping of helicon waves in the spatially decaying magnetic
field; an electron heating process not usually dominant in conventional helicon discharges,
thus opening up additional possibilities for the use and optimization of helicon systems in
viii
processing and propulsion applications.
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1Introduction
The initial motivation for this project was related to a performance optimization study
of the helicon double-layer thruster (HDLT) [1], a new type of plasma propulsion system
developed at the ANU (discussed further in Section 1.1.2). In the process of this study,
some unexpected and interesting physics was encountered, relating to the propagation
and absorption of helicon waves (a type of electromagnetic wave; see Section 1.4) in the
diverging magnetic fields of the thruster. Thus the focus of this thesis shifted to an
investigation of these phenomena. Nevertheless, it is useful to begin with a brief overview
of electric propulsion systems in general (Section 1.1) to help place this study in context,
after which some important plasma and electromagnetic wave theory is presented (Sections
1.2-1.5).
1.1 Electric Propulsion
1.1.1 Why use Electric Propulsion?
Rockets have been around since before 1000 AD, where they were typically used as fire-
works or weapons in ancient China and Mongolia, and were occasionally experimented
with in the proceeding years [2]. However, they were only put on a firm mathematical
footing in 1903 by the Russian school teacher Konstantin Tsiolkovsky in a seminal paper
where the rocket equation was first derived [2]. The earliest known record of an electric
propulsion (EP) system is from the notebooks of Robert Goddard, who is said to have
studied a gas discharge tube between 1906 -1912 [3]. As early as 1916, Goddard and some
of his students experimented with simple ion sources and electrified jets for propulsion
applications [3]. Some years after World War 2, EP began to be explored further, and was
first extensively used by Russia for stationkeeping and attitude control of government and
military satellites [4]. Today EP systems are commonly used in satellites, and have been
flown on a number of lunar and deep space missions [5, 6, 7].
The attraction of EP lies in the efficiency with which these systems make use of their
propellant when compared with chemical rockets [8]. This is most easily seen from the
rocket equation, given by
mf
m0
= e−
∆v
ue (1.1)
§1.1 Electric Propulsion 2
where m0 is the initial mass of the rocket, mf is the mass after all the propellant has
been burnt, ∆v is the characteristic velocity increment (a measure of the type of mission),
and ue is the exhaust velocity of the ejected propellant. In chemical rockets, thrust is
generated from the expansion of propellant gases that are heated by chemical reactions,
and the exhaust speed is limited by a number of factors, such as the intrinsic energy in
the reaction that is convertible to kinetic energy of the gas [8]. For typical liquid bi-
propellants, this exhaust velocity is limited to about 2900− 4500 m.s−1 [8]. By contrast,
EP systems accelerate the propellant by electric or magnetic fields directly [3, 8], and have
demonstrated exhaust speeds between 3000− 100 000 m.s−1 [3, 4, 8, 9].
To illustrate the importance of the propellant exhaust speed, Eqn. 1.1 is plotted in
Fig. 1.1 for a number of ∆v’s. Some typical values are as follows: (1) For an Earth orbit
to Mars orbit and return, ∆v ≈ 1.4 × 104 m.s−1, while for an Earth to Saturn orbit and
return ∆v ≈ 1.1× 105 m.s−1 [8].
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Fig. 1.1: Mass ratio from the rocket equation (Eqn. 1.1) as a function of exhaust velocity for a
number of different “missions” (∆v). The vertical dashed line at ue = 5000 m.s
−1 represents the
maximum attainable exhaust velocity for chemical propulsion systems, while the horizontal dashed
line is approximately the lowest possible mass ratio that a chemical rocket can be designed for.
As seen in Fig. 1.1, as ue increases the mass ratio mf/m0 increases as well. Ideally this
ratio should be as close to 1 as possible, so that the spacecraft requires as little propellant
as possible1. Also shown in Fig. 1.1 is the theoretical limit on the exhaust speed for
chemical propulsion systems (vertical dashed line). As is seen, for ∆v > 1 × 104 m.s−1,
this exhaust speed gives a very low mass ratio, meaning that almost all of the rocket mass
is propellant. While this might be achievable in some cases, values of 0.05−0.1 (typical of
certain missiles [9]) require very efficient design. Thus chemical rockets are fundamentally
limited devices for a number of mission types. By contrast, for higher exhaust speeds
(attainable by EP systems) much larger mass ratios become possible. This then allows
1 A more detailed rocket equation for electric propulsions systems including the effect of the power
supply mass can be derived [3], but this is not needed for our purposes here.
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larger payloads to be carried, or the conduction of previously impossible missions.
1.1.2 Types of Electric Propulsion Systems
Over the years a large number of different EP systems have been proposed and are currently
being researched. In what follows, only a limited number of some of the most well-known
of these systems are discussed, including the ion engine, hall thruster, and the helicon
double-layer thruster (which is related to this thesis).
Ion Engine
The ion engine (IE) is an electrostatic thruster, and has the highest efficiency and specific
impulse when compared with other EP systems [4]. IEs usually consist of 3 main compo-
nents: (1) An ionization stage, (2) an acceleration stage, and (3) a neutralization stage
[3, 4, 9]. The ionization source can either be DC, rf, or microwave [4]. In DC sources
the ionization stage consists of a discharge chamber (which also acts as an anode), and
a hollow cathode [3, 4, 8, 9]. Propellant gas (typically xenon [4, 9]) is injected into the
discharge chamber through this cathode, and an additional main propellant inlet. Elec-
trons are emitted from the cathode, and enter the discharge chamber where they ionize
the propellant [3, 4, 8, 9]. An external magnetic field acts to confine these electrons, and
increase their residence time in the chamber [4].
Originally IEs made use of a divergent magnetic field, but current state-of-the-art
systems use multipole or ring cusp magnetic fields with large fields (of the order of 100 mT)
at the anode boundaries [4, 6]. These ring cusp geometries consist of alternating polarity
permanent magnets orientated perpendicular to the thruster axis. The field efficiently
confines electrons, with a finite loss occurring at the magnetic cusps. The ions formed
from ionization are virtually unmagnetized in the bulk of the chamber due to the low
fields present there. A small axial electric field then moves ions to the acceleration region,
while a radial electric field removes electrons to the anode walls [9]. The acceleration
region usually consists of two porous electrodes (referred to as the screen and accelerator
grids respectively) biased at high-voltage [4, 6]. Ions passing though the grids are then
accelerated to high speeds. These grids are often made from molybdenum [6] and have
as many as 10 000 to 20 000 holes. Electrons collected at the anode are routed via a
circuit to an external hollow cathode which ejects electrons back into the ion beam [9] to
ensure a charge-neutral plasma exhaust. This is needed to prevent charge build up of the
spacecraft [3, 8], and to prevent stalling of the ion beam [3].
Since IEs only extract positive ions, this alters the electric field between the grids,
and eventually the accelerating field is reduced to zero, so that no further ion current can
be extracted [3, 4, 8]. When this occurs the system is said to be space-charge limited.
As a result the system has a limited thrust density [3, 8, 10]. Any un-ionized propellant
that leaves the thruster is unaffected by the electric field between the grids, but collisions
between ions and these neutral atoms, can result in ions striking the grids, which causes
significant sputtering/erosion [4, 9]. This together with ion bombardment of the hollow
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cathode, are the major life limiting factors of IEs. A schematic of an ion engine is shown
in Fig. 1.2.
N
N
NS
NS
Ion beam
Neutralizer
Permanent magnets
Main propellant inlet
Hollow cathode
Anode
Magnetic field lines
Propellant
Ion
Electron
Grids
Fig. 1.2: Schematic of an ion engine such as that in Ref. [6]. Propellant is ionized by electrons
emitted from the central cathode, forming ions that are then accelerated through the set of porous
grids (biased at high-voltage). The magnetic field helps to confine the electrons, and increase their
collision probability. Additional electrons emitted from the neutralizer then join the ion beam to
form a charge-neutral exhaust.
Hall Thruster
In a similar manner to an IE, a hall thruster has 3 main components: (1) A cathode, (2)
a discharge region, and (3) a magnetic field source [4]. The discharge region is usually
an annular insulating dielectric channel, with the discharge anode located at the base of
the channel. Holes present in the anode allow propellant gas (mainly xenon [9]) to be
injected into the channel, while a hollow cathode external to the channel emits electrons
[4, 11]. Some of these electrons travel back upstream towards the anode, while the majority
neutralize the ion beam formed in the channel [4]. A transverse radial magnetic field exists
within the annular region, and acts to impede electron motion [11]. Due to the axial electric
field from the anode/cathode, an E×B drift exists, which acts in the azimuthal direction,
and thus causes the electrons to rotate in this direction [4, 11]. This sets up a current
referred to as the hall current [9]. These electrons then undergo ionization collisions with
the gas, and the ions formed get accelerated by the axial electric field between the anode
and cathode [10]. Thus hall thrusters are electrostatic accelerators, but they use the
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hall effect to transmit the thrust force to the engine itself (via the magnetic field) [11].
Electrons that make it to the anode are then routed to the external cathode and reinjected
into the plasma [4, 10].
Since the electrons are so efficiently locked to the magnetic field, discharge ionization
efficiency is very high, and almost complete ionization occurs before the channel exit [4].
Within the channel quasi-neutrality holds (see Section 1.2.1) so that space-charge limited
current is not a problem, and thus hall thrusters can achieve larger thrust densities than
IEs [4, 9, 11]. The main life-limiting factor occurs from ions formed in the plasma which
subsequently bombard the channel and sputter erode the walls [4]. A schematic of a hall
thruster is shown in Fig. 1.3.
Ion beam
Neutralizer (cathode)
Magnetic coil
Anode
Insulating channel
Magnetic field lines
Propellant inlet
Propellant
Ion
Electron
Iron yoke
Fig. 1.3: Schematic of a Hall thruster [4, 5]. Electrons are emitted from the external neutralizer,
which also serves as the cathode, with the majority of electrons acting to neutralize the ion beam,
while the remainder travel upstream towards the anode. As they do so, they become “trapped”
by the radial magnetic field near the thruster exit. Propellant gas enters from holes in the anode,
and is ionized by these “trapped” electrons. The resulting ions are then accelerated by the electric
field between the anode and cathode.
Helicon Double-Layer Thruster
The helicon double-layer thruster (HDLT), is a type of electrodeless thruster that produces
an ion beam in an rf expanding plasma. In particular, it is based on the discovery of
a current-free double-layer (see Section 1.2.3) that spontaneously forms in low-pressure
plasmas [12], and subsequently proposed as a propulsion mechanism [1, 12, 13]. It consists
of an rf double-saddle field antenna (at 13.56 MHz), which surrounds a Pyrex source tube
open at one end. A pair of solenoids surrounds the source tube and antenna, and creates a
diverging magnetic field with a maximum strength of about 15 mT [14]. At low pressures
(< 3 mTorr), this magnetic field causes the plasma to expand, and a potential structure,
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known as a double-layer, forms spontaneously within the plasma, characterized by a sharp
drop in plasma potential over a narrow spatial distance (less than a few centimeters) [12].
This DL acts as a virtual electrode, and accelerates ions to speeds of a few tens of electron
volts [15]. Sufficient electrons appear to be able to make it across the double layer, so that
a charge neutral beam is formed in the downstream region [16], and thus a neutralizer is
not needed. Additionally, since no electrodes are present, almost no erosion occurs (aside
from that associated with ions striking the Pyrex tube). A schematic of the HDLT is
shown in Fig. 1.4.
Propellant
Ion
Electron
Solenoids
Propellant inlet
Magnetic field lines
Ion beam
RF antenna
Double-layer
Source tube
Fig. 1.4: Schematic of the helicon double-layer thruster (HDLT) [1]. An rf antenna causes break-
down of the propellant gas, forming electrons and ions, which are subsequently forced to undergo
expansion in the diverging magnetic field. This spontaneously forms a double-layer near the source
tube exit, which acts to accelerate the ions. Sufficient numbers of electrons exist to escape the
double-layer and neutralize the ion beam.
Within the lab, maximum ion beam energies of around 60− 80 V have been observed,
which at present is limited to a few times that of the electron temperature [14, 17]. Studies
of the ion dynamics suggest that they detach from the magnetic field in the downstream
region, and are thus unmagnetized [18]. The thrust force appears to be transmitted to the
HDLT via both the backwall of the source tube and the magnetic field of the solenoids
[19, 20]; although this mechanism is at present poorly understood. The HDLT can also
operate with a variety of different propellant gases [21]. The estimated performance of
the HDLT is quite low at present [13], but an optimization campaign has not yet been
undertaken. The HDLT was developed at the Australian National University, and has
recently been tested in the CORONA space simulation chamber at the European Space
Agency’s (ESA) ESTEC development centre [22].
A number of high-powered plasma thrusters using helicon waves to form the plasma
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have been investigated by several other groups, including the VASIMR [23] rocket currently
being developed the Ad Astra Rocket Company [24]. All are characterized by a helicon
antenna, and a diverging magnetic field, and produce thrust through the generation of
an expanding plasma (not necessarily a double-layer; see Section 1.2.3) [25, 26]. Other
work has been more theoretical in nature, in particular with Fruchtman [19, 20] providing
the ground work for performance studies of a range of different helicon-type expanding
thrusters. Finally, Chen [27] has recently advocated the use of low magnetic field helicon
modes (see Section 1.4.5) for propulsion applications, and performed a theoretical thruster
design in this regard.
1.2 Plasma Theory
In this section, some important general plasma properties are briefly discussed (Section
1.2.1), including the formation of plasma sheaths (Section 1.2.2), and simple plasma ex-
pansion (Section 1.2.3) leading to ion acceleration and double-layer formation.
1.2.1 General Plasma Properties
If a solid ice cube is heated, it will eventually melt forming liquid water. If this water
is then heated, it will evaporate to form gaseous steam. If this steam could then be
contained and heated further, electrons can be removed from the gas atoms, and what
remains is a gas-like collection of negatively charged electrons and positively charged
ions2. This is a plasma, often referred to as the fourth state of matter. Plasma is in many
regards similar to a gas or fluid in that it displays collective behaviour, but is vastly more
complicated because of the addition of both electric and magnetic forces [28]. This allows
for the introduction of long-range collective behaviour, since what happens in one part of
a plasma can affect that which occurs in another part. The motion of a charged particle
in the presence of an electric field, E, and magnetic field, B, is given by the Lorentz force
law together with Newton’s second law [29], as
m
dv
dt
= q [E(r, t) + v ×B(r, t)] (1.2)
where m and q are the mass and charge of the particle respectively, v(t) = dr/dt is the
particle velocity with r(t) the particle position, and t a time variable. With the electric
and magnetic fields known, Eqn. 1.2 in principle allows the trajectory of the particle to be
fully determined. By summing the contribution from all particles in a plasma together, a
net charge density, ρ(r, t), and current density, J(r, t) (where r is now a position vector)
can be established [30]. In the discussion above, the electromagnetic fields have been
treated as independent from the particles, but this rarely occurs, since charged particles
2 Note that depending on the gas used, negatively charged ions can also be present, but these plasmas,
referred to as electronegative plasmas, are not discussed here.
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themselves produce electric and magnetic fields, and so their motion will in turn affect the
fields themselves. A complete description of the fields is given by Maxwell’s equations,
written in microscopic form [29] as
∇ ·E(r, t) = ρ
ǫ0
(1.3)
∇ ·B(r, t) = 0 (1.4)
∇×E(r, t) = −∂B(r, t)
∂t
(1.5)
∇×B(r, t) = µ0J(r, t) + 1
c2
∂E(r, t)
∂t
(1.6)
where ǫ0 and µ0 are the permittivity and permeability of free space respectively, and
c = 1/ǫ0µ0 is the speed of light in vacuum. While Eqn. 1.2 describes the motion of
particles, and Maxwell’s equations describe the resulting electromagnetic fields, no mention
has been made yet of how a plasma is formed. The most common method of production
is the collision of neutral gas atoms with electrons (which can be heated in a number of
different ways [30]). In this regard, there are 3 main types of collision events that can
occur between an electron and a gas atom: (1) Elastic collision, (2) excitation collision,
and (3) ionization collision [8, 30]. Collision events act to randomize the initial electron
motion, and as a result, can instantaneously change their trajectories.
During an elastic collision, an electron strikes an atom, and both undergo a change
of velocity3 (although the more massive atom is barely affected) [30]. In an excitation
collision, the electron loses an energy equal to the excitation potential of the atom (ap-
proximately 12.14 eV for argon), before being scattered, while in an ionization collision the
electron loses an energy equal to the ionization potential (15.76 eV for argon) [30]. In this
process, an electron is removed from the target atom, thus leaving a positively charged
argon ion. By then continually supplying energy to heat the electrons, a steady state
plasma can be produced. A number of different rf heating mechanisms will be discussed
in Section 1.3. These reaction types can be summarized for argon as follows:
e + Ar→ e + Ar (elastic scattering) (1.7)
3 Note that this does not mean the collision is inelastic, since the sum of kinetic energies of both particles
remains the same before and after the event.
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e + Ar→ Ar∗ + e (excitation) (1.8)
e + Ar→ Ar++ 2e (ionization) (1.9)
where Ar∗ and Ar+ are excited and ionized argon atoms respectively. Collision events are
commonly described by a reaction cross-section, σ, which represents the effective cross-
section an atom presents to the incoming electron, and thus is related to the collision
probability [8, 30]. Due to fundamental quantum mechanical processes, this cross-section
is energy dependent (an example of electron-neutral collision cross-sections is shown in
Fig. 5.2).
Collision events are usually described with two main parameters, the mean free path,
λ, and the collision frequency, ν [28, 30]. The mean free path represents the average
distance an electron travels between collisions, and is given by
λ =
1
ngσ(ε)
(1.10)
where ng is the neutral gas density, and σ(ε) is the energy dependent reaction cross-section
for the particular reaction. The collision frequency, ν, which represents the rate at which
collisions occur, is
ν = ngσ(ε)v (1.11)
where v is the speed of the electron. Note that in an ionization collision, for every new
electron that is formed, a companion ion of the same charge is also formed. This essentially
represents a physical manifestation of the conservation of charge. The charge density in
Maxwell’s equations is then a sum of that for each of the ions and electrons respectively
(that is, ρ = ρi + ρe, where ρi and ρe are ion and electron charge densities). Thus if a
slight charge imbalance exists, then ρ 6= 0, and consequently an electric field will be set
up in such a way so as to act to restore charge balance. As a result a plasma is typically
globally neutral, and can often be approximated as such. This assumption is known as
quasi-neutrality [28]. In some local regions, such as at a wall boundary (Section 1.2.2),
or within a double-layer (Section 1.2.3), a significant charge imbalance can be present,
but within the bulk plasma, quasi-neutrality is once again maintained. The Debye length,
λDe, is a basic scale length of a plasma, and represents the distance over which a large
charge imbalance can exist within the plasma [28, 30]. This Debye length is given by
λDe =
√
ǫ0Te
qn0
(1.12)
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where Te is the electron temperature (in eV), m is the electron mass, and n0 is the
plasma density. As a result of this charge imbalance, the plasma can oscillate at a certain
frequency. For example, if electrons are instantaneously displaced within the bulk plasma,
then an electric field is set up to restore them to their original position. However, due
to the finite inertia of the electrons, they can overshoot the equilibrium position, and
consequently undergo a type of harmonic motion, with a characteristic frequency known
as the electron plasma frequency [28, 30], given by
ωpe =
√
q2n0
ǫ0m
(1.13)
Finally, it is worth briefly discussing the affect of a magnetic field on a particle’s trajectory.
A magnetic field cannot do work on a particle (that is it cannot change the energy of the
particle), but can only change the direction of the particle’s velocity. If an axial magnetic
field is present, then a particle with a velocity component perpendicular to this will undergo
a circular motion around the magnetic field lines. If the particle also has a parallel velocity
component, then a spiral trajectory will result [29]. The frequency at which the particle
rotates in the magnetic field is known as the cyclotron frequency, and is given by [29]
ωc =
qB0
m
(1.14)
where B0 is the magnitude of the magnetic field, andm is the particle mass. Thus electrons
will rotate in a right-hand sense 4, while ions rotate in a left-hand sense. The radius of
the circle that these particles rotate on is known as the gyro-radius [30], and is given by
rc =
v⊥
|ωc| (1.15)
where v⊥ is the velocity of the particle perpendicular to the magnetic field.
1.2.2 Sheaths
Ions are significantly more massive than electrons, and for argon, are almost 80 000 times
heavier. As a result, electrons are more mobile than the ions, and in order to contain
these electrons within a bounded plasma discharge, a potential needs to be set up at the
boundaries. This potential is usually referred to as the plasma potential, and essentially
requires there to be an equal flux of electrons and ions to a wall at steady state [28, 30].
Within the bulk plasma, the potential is approximately constant, but near the boundaries
(within a few Debye lengths) it begins to change rapidly. This region is referred to as a
4 With the thumb of the right hand pointing in the direction of the magnetic field, the direction of curl
of the other fingers shows the direction that the electron rotates in.
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plasma sheath. To describe this sheath, an approach similar to that in Refs. [28] and [30]
is adopted below.
SheathPresheathBulk plasma
Wall
s
x = 0
V(0) = 0
x
V(x)
Vps
Vw
Fig. 1.5: Schematic of a plasma sheath/presheath in contact with a boundary wall.
The sheath is illustrated in Fig. 1.5. At the sheath edge, the reference point for the
plasma potential is set as V = 0, the ion speed at this point is us, and using quasi-
neutrality, the ion and electron densities are equal (ni ≈ ne = ns). By then ignoring
ion-neutral collisions, and assuming cold ions, conservation of energy gives
1
2
Mu2s =
1
2
Mu2(x) + qV (x) (1.16)
whereM is the ion mass, and u(x) and V (x) are the ion velocity and local plasma potential
at position x respectively. If no ionization occurs within the sheath, then the flux of ions
that enters must be constant at every position (i.e. conservation of ion flux exists), thus
nisus = ni(x)u(x) (1.17)
where nis = ns is the ion density at the sheath edge, and ni(x) is the density at position
x within the sheath. By assuming Boltzmann electrons [30], then the electron density, ne,
can be given by
ne(x) = nsee
V (x)/Te (1.18)
where nse = ns is the electron density at the sheath edge. If the magnetic field is zero
then Eqn. 1.5 becomes ∇×E = 0, and the electric field can be written as the gradient of
the potential (V ), E = −∇V [29]. This together with Eqn. 1.3 gives the Poisson equation
∇2V = − ρ
ǫ0
= − q
ǫ0
(ni − ne) (1.19)
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Combining Eqns. 1.16-1.18 into Eqn. 1.19 (in 1-dimensional form), multiplying both sides
by dV/dx and integrating with respect to x (noting that V = 0 at x = 0, and using
dV/dx = 0 at x = 0), then gives
1
2
(
dV
dx
)2
=
qns
ǫ0
[
Tee
V/Te − Te + 2εs
(
1− V
εs
)
− 2εs
]
(1.20)
where εs =
1
2
M
q u
2
s is the initial ion energy at the sheath edge. Since the left-hand side
(LHS) of Eqn. 1.20 involves a square, the right-hand side (RHS) must be a positive num-
ber. By Taylor expanding (to second order) the RHS with respect to V , and simplifying,
the Bohm sheath criterion is obtained as
us ≥ uB =
(
qTe
M
)1/2
(1.21)
Here uB is referred to as the Bohm velocity, or ion sound speed. This criterion states that
for a physical solution to exist for Eqn. 1.20, ions must enter the sheath at the sound
speed. If the ions are initially cold, this therefore implies that there must be a region
before the sheath that accelerates them to this speed. This region is referred to as the
presheath, and the potential needed to reach this sound speed can be found from ion
energy conservation
qVps =
1
2
Mu2B (1.22)
where Vps is the potential of the presheath with respect to the potential at the sheath
edge. Using the definition of the Bohm velocity then gives Vps = Te/2. Thus a potential
drop equal to half the electron temperature must exist prior to the sheath edge. Using
Eqn. 1.18, this means the electron density in the bulk plasma, n0, must be
n0 = e
−Vps/Te ≈ 1.65ns (1.23)
or ns ≈ 0.61n0. In identifying the sheath and presheath above, no mention has yet been
made of the magnitude of the sheath potential that forms. At steady state, the flux of
ions and electrons to a boundary must be equal [28, 30], thus requiring [30]
nsuB =
1
4
nsv¯ee
Vw/Te (1.24)
with v¯e =
√
8qTe/πm the mean electron speed, m the electron mass, and Vw the wall
potential that is set up relative to the sheath edge potential. Solving for Vw gives
Vw = −Te
2
ln
(
M
2πm
)
(1.25)
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For argon, Vw ≈ −4.7Te, and thus together with the presheath drop, Vps, gives a total
plasma potential with respect to the wall of Vp ≈ 5.2Te. By ignoring the electron charge
within the sheath, using Eqns. 1.16-1.17 in Eqn. 1.19, and integrating twice, the sheath
width can be estimated as [30]
s =
√
2
3
λDe
(
2|Vw|
Te
)3/4
(1.26)
where λDe is the Debye length at the sheath edge.
1.2.3 Plasma Expansion
As was seen in Section 1.2.2, ion acceleration occurs within a plasma sheath, but this
can also occur in an expanding plasma. Plasma acceleration has been studied since the
1930s [31]5, and typically results from the formation of an expanding plasma or double
layer [13, 32]. A double-layer (DL) is a localized region within a plasma supporting a
large potential drop (almost identical to a sheath), and was first discovered around hot
cathodes by Langmuir [33]. For a potential structure to be called a DL, 3 criteria are
needed: (1) The DL potential drop must be greater than the electron temperature, (2)
the electric field within the double-layer must be stronger than that outside the DL, and
(3) quasi-neutrality must be violated within the DL [32].
The recent discovery of high-energy ions emanating from the source region of a number
of rf plasma reactors [12, 34] has reignited the study of ion acceleration and DLs, mainly
within an astrophysical [35, 36] or propulsion context [1]. The DLs that form in these
systems are current-free, in that no net current appears to drive them (since the plasma
source regions are insulating) [13]. An example of a DL, illustrating the sharp potential
drop, is shown in Fig. 1.6. Charles [12, 14] has reported the formation of an ion beam
simultaneously with the presence of a double-layer in an rf plasma created with a helicon
antenna. The DL was observed to spontaneously form for pressures below around 0.25 Pa,
and for magnetic fields above 5 mT [37]. Ions crossing the DL were then observed to
be accelerated to energies between 0 − 20 V (depending on the neutral gas pressure),
which is above twice the local sound speed. These studies have subsequently resulted in
a prolific investigation both by the original authors, and by researchers within a number
of other labs [1, 13]. These studies have focussed on characterizing the DL phenomena by
investigating the temporal evolution [38], and by conducting detailed parametric studies
[15, 37], together with the use of different operating gases, including hydrogen [39], xenon
[40], and molecular gases such as carbon dioxide [21].
The discovery of ion acceleration within DL plasmas then promptly led to the proposal
of a propulsion system for spacecraft employing such a phenomenon [1, 12], and resulted
in the testing of a prototype thruster [22, 41] based on the original experimental reactor
5 And references therein.
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Fig. 1.6: Axial plasma potential profile within the CHI KUNG reactor [12] for an argon gas
pressure of 0.03 Pa. The DL is clearly seen at around 0.25 m.
[12]. This research has been helped by a number of theoretical works in the literature
devoted to plasma expansion due to plasma flow area changes induced by a magnetic field
[19, 42], and studies of DL formation involving a series of analytical models of varying
complexity [17, 43], together with simulation work [44, 45]. Results from some of these
simulations were recently confirmed by measuring the accelerated ions via laser-induced
fluorescence (LIF) in DL plasmas [46], and demonstrating that the DL is localized to the
region of rapidly diverging magnetic field, with its formation being triggered when the
ion-neutral mean free path exceeds the magnetic field gradient length.
DLs require there to be a charge imbalance within the plasma in order to produce
a large potential drop, although Manheimer [42] has shown that plasma acceleration can
occur without any significant charge-separation (or quasi-neutrality breakdown) by having
the plasma accelerate via magnetic expansion. Subsequent experimental work by Corr
[47, 48] has demonstrated that plasma expansion can occur purely geometrically in the
absence of a magnetic field. These experiments were performed in a small rf inductively
coupled system using argon gas, with source tube diameters from about 2 cm to 6 cm,
with ion beams again observed for pressures below about 0.25 Pa. Typically though,
in larger diameter systems (> 10 cm) a magnetic field is needed to assist with plasma
expansion and/or DL formation, with maximum field strengths of the order of tens of
milliTesla [14, 41, 49, 50, 51, 52], or even hundreds of milliTesla for a number of high-power
expanding helicon plasma reactors [25, 26]. These investigations however all made use of
electropositive plasmas (that is, plasma with positive ions). Studies in electronegative
plasmas (plasmas where a significant number of negative ions exist) in the absence of
magnetic fields have produced both stationary and propagating DL’s [13, 53]. The main
driver for ion acceleration in electropositive plasmas though appears to be the formation
of a sufficiently large density gradient to allow a potential drop to form [20, 37, 43].
The formation of ion beams has been observed in a number of reactors with a range of
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different heating mechanisms, including inductive [14, 54], helicon [34, 51], and microwave
electron cyclotron resonance sources [55, 56]. This shows that the ion acceleration mech-
anism is typically insensitive to the type of heating process so long as a means exists to
produce a sufficient density gradient. Although the DL acts to accelerate ions, theoretical
studies by Fruchtman [19] show that no net momentum is transferred through such poten-
tial structures, since they form internal to the plasma and are not directly connected to the
reactor/thruster. More recent research in the last few years have focused on studies of the
rf excitation frequency [57], and the investigation of permanent magnets [27, 49, 51, 58]
instead of the solenoids previously used. Permanent magnets are attractive for propulsion
applications, since they require no power supply, and can typically be made smaller and
lighter than multi-wind solenoids. By designing the magnetic field geometry correctly,
similar densities and ion beam energies have been obtained compared with that of original
studies using solenoids [49]. Additionally, some magnetic field configurations allow very
high-energy ion beams (above 100 eV) to be produced [51].
To demonstrate ion acceleration in an expanding plasma, a simplified approach is used
here [30], which is illustrated in Fig. 1.7. By again assuming Boltzmann electrons, the
electron density is related to the potential by
Plasma source
Magnetic field
Plasma acceleration
A0, B0 A(x), B(x)
n0, uB, V(0) = 0
x
Distributed potential, V(x)
Plasma contained in flux tube
Fig. 1.7: Schematic illustrating plasma acceleration due to magnetic expansion. Plasma is created
in an upstream source region, and then forced to expand by the presence of a diverging magnetic
field.
n = n0e
−V/Te (1.27)
where n0 is the electron density at V = 0. By inverting this equation, it can be written as
V = −Te ln n
n0
(1.28)
Note that n ≤ n0, and thus in this form, a decreasing electron density will set up a
potential distribution. If a magnetic field is present, then electrons are typically tied to
the field lines, so that if the field expands, the electrons will as well. The total magnetic
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flux flowing through a given surface must be conserved, so that as the magnetic field
strength decreases, the field lines must diverge and “flow” through a larger area [29]
A0B0 = A(x)B(x) (1.29)
where A0 and B0 are the magnetic flux tube area and magnitude at x = 0, and A(x) and
B(x) are the flux area and magnitude at position x respectively. Thus if the plasma is
frozen to the magnetic field lines
n
n0
=
B
B0
=
A0
A
(1.30)
That is, as the magnetic field diverges, the plasma density decreases. The ion continuity
equation then becomes
n(x)u(x)A(x) = n0uBA0 (1.31)
where it is assumed that the ions enter the flux tube at x = 0 with the Bohm velocity.
The new ion velocity can then be found from energy conservation
1
2
Mu2(x) =
1
2
Mu2B + qV (x) (1.32)
Thus as the plasma expands, the density decreases and a potential V (x) is set up that
accelerates the ions. More detailed analyses of plasma expansion due to an area change
have been performed by Manheimer [42] and Fruchtman [19], but the essential point here
remains the same.
1.3 RF Production of Plasmas
In Section 1.2.1 above, electron-neutral collisions, and in particular ionization collisions,
were discussed. These ionization collisions are what produces and sustains a plasma dis-
charge, however this requires a continual input of energy. A number of different DC
mechanisms exist to create plasmas, such as biased electrodes and thermionic cathodes
[30], but this thesis makes use of rf systems, and so it is useful to briefly look at the
basic power transfer processes that occur6. These rf systems usually consist of an rf an-
tenna surrounding an insulating source tube [30]. Depending on the system operating
conditions (and whether an external magnetic field is present), three main types of power
coupling mechanisms can occur: (1) Capacitive coupling, (2) inductive coupling, or (3)
6 Note that because the ions are so massive, they typically cannot respond to the oscillating rf electro-
magnetic fields, and so do not directly participate in the heating process. Electrons by contrast are so
light that they respond almost instantaneously in the applied fields.
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wave coupling [30]. The initiation or dominance of each of these mechanisms is usually
density dependent, and as the input power (and hence plasma density) or magnetic field
is increased, discrete mode jumps are often observed as the plasma transitions between
the different coupling mechanisms [30, 59].
1.3.1 Capacitive Coupling
Although original capacitively coupled systems made use of rf electrodes (one grounded
and one driven) physically immersed within the plasma, this type of coupling can still occur
with an external antenna [30, 59]. The application of an rf current will result in a large
voltage forming on the driven electrode. If the plasma density is sufficiently large such
that λDe << L, where L is some characteristic length of the reactor, then the plasma will
act to shield out this large voltage, and what forms is a high-voltage sheath between the
electrode and the plasma [30]. Since the electrode voltage oscillates, the sheath voltage
will also oscillate, and from Eqn. 1.26, this means that the sheath width will change
with time7. Power is transferred to the plasma electrons by two main mechanisms: (1)
Collisional or ohmic heating, and (2) collisionless or stochastic heating [30].
RF currents from the electrode flow through the sheath8 and bulk plasma, and re-
sults in collisionless heating within the sheath, and ohmic heating in the bulk plasma
[30]. Collisional heating occurs due to collisional momentum transfer between the elec-
trons oscillating in the rf electric fields of the electrodes, and the background neutral gas.
Stochastic heating is a process that does not directly depend on neutral gas collisions,
and is dominant at low pressures. Here electrons entering the sheath are reflected by the
electric field of the sheath as it oscillates, in a somewhat similar way to a tennis ball being
hit by a racket [30, 60]. The reflected electron velocity, ur, is given by
ur = −ui + 2ush (1.33)
where ui is the incident electron velocity, and ush is the speed of the moving sheath.
Capacitively coupled system usually yield low plasma densities (1015 − 1017 m−3) due to
the large sheath voltages, which act as sinks for power [30]. When the power within a
plasma is predominantly deposited through capacitive means, the system is said to operate
in an E-mode.
1.3.2 Inductive Coupling
Inductive discharges represent power coupling by rf electromagnetic fields (produced by
an antenna such as a wire loop) across an insulating chamber, instead of directly through
the use of an immersed electrode [30]. At low plasma densities, these systems are still
7 This means that the sheath will appear to move relative to the electrode.
8 The current in the sheath is predominantly a displacement-type current due to the oscillating electric
field.
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capacitively coupled, due to the large voltage that appears across the antenna, but at
higher densities they become inductively coupled, with the plasma being sustained by
induced electric fields from the antenna [30]. Since a plasma behaves as a dielectric [28],
at these larger densities the rf fields from the antenna get shielded out in the bulk plasma,
and are confined to a thin surface layer with a thickness given by the skin depth [30]
δs =
(
m
q2µ0n0
)1/2
(1.34)
This skin depth can be derived from a consideration of the dispersion relation of elec-
tromagnetic waves within a plasma [61, 62], which will be discussed in Section 1.4. As
a result of this skin depth, electromagnetic fields decay exponentially within the plasma,
and can only penetrate to a depth of this order. The plasmas encountered in this thesis
have densities of between about 1016 − 1017 m−3, which gives a skin depth of approxi-
mately 1 − 5 cm. Power from the antenna is transferred to the plasma electrons, and
similarly to capacitively coupled systems, occurs in 2 main ways: (1) Collisional, and (2)
collisionless heating [30]. The rf magnetic field from the antenna induces an electric field,
which causes a plasma current to flow in such a way so that the magnetic field produced
acts in the opposite direction to that of the antenna (a manifestation of Lenz’s law [29]).
For a simple multi-turn loop antenna then, the system can be modelled as a transformer,
with the antenna acting as the primary, and the plasma the secondary [30, 63, 64]. Since
the plasma represents only a “single-loop” winding, this is a step-down transformer, and
the induced plasma current will flow in a direction opposite to that in the antenna.
Collisional power transfer again occurs due to collisions between the electrons and the
background neutral gas, and only dominates at high pressures, with stochastic heating
being more prevalent at lower pressures [30, 65]. Due to the shielding effect of the plasma,
the rf fields are spatially non-uniform, and as a result, electrons can be heated by a loss of
phase coherence with these fields due to this spatial variation [30]. Electrons will interact
strongly with the electric fields in the sheath (where the fields are largest), while they will
interact weakly with the fields in the bulk plasma (where the fields are shielded). Because
of the presence of the sheath, most electrons are reflected, and can bounce back and forth
between the sheath and bulk plasma [30]. If the transit time of the electrons through this
sheath is much less than an rf period, then collisionless heating will result. This is referred
to as transit-time heating. Because inductive discharges have lower sheath voltages (since
no immersed electrodes are present), larger plasma densities can be obtained (between
about 1016 − 1018) [30]. A discharge predominantly sustained through inductive means is
said to be in an H-mode.
1.3.3 Wave Coupling
With the addition of an external magnetic field, the dielectric of the plasma can be changed
sufficiently so as to open up a frequency range allowing electromagnetic waves to propagate
within the plasma (this will be discussed further in Section 1.4) [61, 62, 66]. These waves
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are then able to propagate deep within the plasma, and are not confined to a skin depth
thickness like the rf fields in inductively coupled systems. The presence of the plasma also
changes the wave emission characteristics of the antenna, and can allow a smaller or larger
wave power intensity to be emitted [67, 68, 69]. These emitted waves then propagate
within the plasma, where they are absorbed and electron heating occurs. Since these
waves can propagate, power deposition can often occur far from the antenna region.
The particular type of electromagnetic waves that are used in this thesis are known
as helicon waves (see Section 1.4) [66, 70]. The wave power is similarly absorbed by both
collisional and collisionless heating, with collisional heating dominating at high pressures,
where electron-neutral collisions are more frequent [70]. Note that helicon wave propa-
gation cannot occur if the gas pressure is too large, since the applied magnetic field no
longer has any effect (since electron collisions are now too frequent). The collisionless
heating mechanism is complicated and has been disputed over the years [70, 71, 72, 73],
and since a detailed discussion of helicons will occur in the next section, it is not worth
describing here. It is sufficient to identify that collisionless electron heating occurs via an
interaction between the electromagnetic fields of the wave (directly or indirectly) and the
plasma electrons. A system sustained by wave coupling is said to be in a W-mode.
1.4 Helicon Waves
1.4.1 Overview
Helicon waves are right-hand polarized electromagnetic waves that propagate in magne-
tized plasmas, and do so in the frequency range ωci < ω < ωce, where ωci and ωce are the
ion and electron cyclotron frequencies respectively [66]. Helicons were first studied in con-
nection with the propagation of electromagnetic waves in solid metals at low temperature,
where these waves were seen as resonances or standing waves [66]. The term “helicon”
was coined by Aigrain in 1960 due to the helical lines of force associated with these waves
[66]. Helicon waves in plasmas were then given a mathematical foundation by Legendy,
and separately by Klozenberg, McNamara, and Thonemann (KMT) [66, 74]. Within an
experimental context, helicons were first observed in ZETA, a large torodial fusion ex-
periment, and first studied by Lehane and Thonemann, who carried out experiments to
test the theoretical predictions of the KMT theory [66]. In a radially unbounded geome-
try, they correspond to whistler waves, and can only be right-hand polarized [61, 70]. In
bounded plasmas however, both right-hand polarized and left-hand polarized waves can
exist, but the right-hand polarized waves are almost always preferentially excited [70].
Boswell was the first to use helicon waves to create and sustain a plasma discharge
[75, 76]. His experiment consisted of a 55 cm long, 5 cm diameter glass tube surrounded
by magnetic field coils with maximum fields below 200 mT. The system made use of argon
gas, and a 16 cm long copper antenna consisting of two loops on either side of the glass
tube, and operated at frequencies between 6 − 28 MHz [66]. At 5 Pa, and for magnetic
fields between 40−115 mT, very high plasma densities were observed (3×1019 m−3), with
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a bright blue column in the center of the plasma. More detailed studies in a similar, but
larger reactor, demonstrated discrete mode changes as the magnetic field was increased,
with the resulting plasma density being approximately proportional to the applied field
[66, 75]. At higher pressures, wave absorption was almost certainly collisional, but at lower
pressures, an effective collisionality 1000 times larger was needed to fit the experimental
data to the theoretically calculated dispersion relation [75]. Linear Landau damping9
(which is not accounted for in the dispersion relation) was initially investigated, but found
to be too weak to explain the large collisionalities needed [66, 70, 75]. Thus the power
deposition mechanism remained unclear, and a large amount of research was subsequently
stimulated, which will be addressed below in Section 1.4.4.
At low magnetic fields or low powers, the antenna couples to the plasma capacitively,
then as the power increases, the density jumps up, but not enough yet to sustain a wave
mode (that is, the dispersion relation cannot yet be satisfied), and so the system enters an
inductive mode [59, 70]. Further increases in power cause the density to increase enough
to enter a wave mode [59]. When this occurs, experimental results show that for a given
antenna length (and hence wavelength, since the antenna excites a particular wavelength
most strongly) the observed plasma density is proportional to the external magnetic field
[70] (except at low magnetic fields where a density peak is observed; see Section 1.4.5).
Very high plasma densities can be obtained, with almost complete ionization near the
plasma core, leading to significant neutral gas depletion [66, 70]. Since helicon waves
can propagate within a plasma, the electromagnetic fields are not confined to the skin
depth, and thus the wave can penetrate deep within the plasma. Changing the density
and external magnetic field causes the plasma dielectric to change, which can subsequently
change the wave launching characteristics of the antenna, allowing a larger wave power to
couple into the plasma [67, 68, 69] (and hence increasing the power transfer efficiency of
the reactor; see Section 3.2).
Helicon reactors have found use as research tools, where the large densities that can
be obtained within a low collisionality regime allow measurement of such phenomena as
Doppler-shifted cyclotron damping [77] (see Section 1.5), investigation of space plasma
physics, and use for materials processing such as the etching of semiconductors for the
microelectronics industry [66]. The large densities have also recently attracted attention
in the propulsion community, where helicon reactors have been proposed as ionization
stages for a number of expanding plasma thrusters [1, 25, 26].
1.4.2 Waves in an Infinite Unbounded Plasma
To understand the properties of helicon waves, the dispersion relation needs to be con-
sidered. The dispersion relation is an equation that relates the frequency of an electro-
magnetic (EM) or electrostatic wave to its wavelength, such that v = ω/k, where v is the
9 Landau damping is a collisionless power transfer mechanism that can occur for particles travelling at
close to the phase velocity of an electrostatic or electromagnetic wave, and represents a power transfer
between the particle and wave.
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wave phase speed, k = 2π/λ is the wave number, λ is the wavelength, ω = 2πf is the
wave angular frequency, and f is the wave frequency. In vacuum, for an EM wave this
relation is simple, with v = c (thus allowing a complete determination of the wavelength
for a given frequency), but in the presence of a dielectric, such as a plasma, it is vastly
more complicated. The approach that is followed below to find the dispersion relation is
essentially that of Stix and Swanson [61, 62].
The plasma is assumed to be both homogeneous in space and time, and unbounded in
both the axial and radial directions. An external magnetic field is applied, and without
loss of generality, is chosen to act in the z direction (that is, B0 = B0kˆ, with kˆ a unit
vector in the z direction). If quasi-neutrality is assumed, then the net charge density is
zero, and the current density can then be found with the help of Eqn. 1.2. With the
assumptions above, Eqns. 1.3-1.6 and 1.2 may be Fourier transformed, or equivalently,
all quantities can be assumed to vary as a = a1e
i(k·r−ωt), where i =
√−1, k is the wave
number, r is a position vector, ω is the wave angular frequency, and t is a time variable10.
The individual velocity components of a particular species in the plasma (from Eqn. 1.2)
are then [61]
iωvx =
q
m
Ex + ωcevy (1.35)
iωvy =
q
m
Ey + ωcevx (1.36)
iωvz =
q
m
Ez (1.37)
where q and m are the charge and mass of the particle respectively, v is the particle speed,
E is the wave electric field, and ωce = |q|B0/m. By then solving for vx, vy, and vz in the
above equations, the current density, J, can be found using
J =
∑
j
qjnjvj (1.38)
Here the sum is over each species j within the plasma. Equations 1.35-1.38 can then be
inserted into Eqn. 1.6
∇×B = µ0J+ 1
c2
∂E
∂t
= iωǫ0T¯ ·E (1.39)
where the assumed form for the electric field has been used, B is the wave magnetic field,
and the dielectric tensor, T¯ , is given by [30, 61]
10 In what follows, the subscript 1 is suppressed.
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T¯ =


κ⊥ −iκ× 0
iκ× κ⊥ 0
0 0 κ‖

 (1.40)
with
κ⊥ = 1−
∑
j
ω2pj
ω2 − ω2cj
(1.41)
κ× =
∑
j
δjωcjω
2
pj
ω
(
ω2 − ω2cj
) (1.42)
κ‖ = 1−
∑
j
ω2pj
ω2
(1.43)
where δj is the sign of the charge of each species, and ω
2
pj = q
2
jnj/ǫ0mj is the plasma
frequency of each species. By then again using the assumed form for the wave fields, Eqn.
1.5 becomes
ik×E = iωB (1.44)
and Eqn. 1.39 becomes
ik×B = −iωµ0ǫ0T¯ ·E (1.45)
Combining these last two equations, the following wave equation is obtained
k× (k×E) + k20T¯ ·E = 0 (1.46)
where k0 = ω/c. This can then be written in matrix form as


N2 cos2 θ − κ⊥ jκ× −N2 cos θ sin θ
jκ× k
2 − κ⊥ 0
−N2 cos θ sin θ 0 N2 sin θ2 − κ‖




Ex
Ey
Ez

 = A¯ ·E = 0 (1.47)
Here it has been assumed that the wavevector lies in the x−z plane, such that kz = k cos θ
and kx = k sin θ, with θ the angle between the wavevector k and the external magnetic
field B0, and N = k/k0. For a non-trivial solution of Eqn. 1.47 to exist, the determinant
of the coefficient matrix must vanish. That is detA¯ = 0. This then leads to the dispersion
relation, which can be written explicitly as [61]
§1.4 Helicon Waves 23
aN4 − bN2 + c = 0 (1.48)
with
a = κ⊥ sin
2 θ + κ‖ cos
2 θ (1.49)
b =
(
κ2⊥ − κ2×
)
sin2 θ + κ×κ⊥
(
1 + cos2 θ
)
(1.50)
c =
(
κ2⊥ − κ2‖
)
κ‖ (1.51)
Then for θ = 0 (i.e. waves travelling parallel to the external magnetic field), and assuming
electrons and a singly charged ion species, the dispersion relation can be solved. Three
solutions are then obtained: an electrostatic wave, and 2 electromagnetic waves. One of
these is a right-hand polarized wave (Nr) given by [30, 61]
N2r = 1−
ω2pe
ω (ω − ωce) −
ω2pi
ω (ω + ωci)
(1.52)
While the other is a left-hand polarized wave (Nl)
N2l = 1−
ω2pe
ω (ω + ωce)
− ω
2
pi
ω (ω − ωci) (1.53)
Note that when ω = ωce a singularity exists in Eqn. 1.52, and the refractive index
tends to infinity. Consequently the wave phase velocity tends to zero, and the wave
cannot propagate past such a point. This singularity is known as a resonance, and will
be discussed further in Section 1.511. A schematic of Eqns. 1.52 and 1.53 is shown in
Fig. 1.8, indicating the region of helicon wave propagation. A more useful equation to
investigate helicon wave properties can be obtained by making the definitions
κr = κ⊥ − κ× (1.54)
and
κl = κ⊥ + κ× (1.55)
11 A singularity also exists in Eqn. 1.53, but this will not be encountered in the frequency range used in
this thesis.
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Fig. 1.8: Schematic of the dispersion relation for left and right-hand polarized waves propagating
parallel to the applied magnetic field, indicating the frequency range of helicons.
The following identity then applies
κ2⊥ − κ2× = κrκl = κ‖κ⊥ + κ⊥ − κ‖ (1.56)
If the ions are assumed immobile, and if it is further assumed that ω ≤ ωce << ωpe, then
κ2⊥ − κ× = κ‖κ⊥, so that the dispersion relation (Eqn. 1.48) can be written as [30]
N4
[
κ⊥
(
1− cos2 θ)+ κ‖ cos2 θ]− 2κ⊥κ‖N2 + κ⊥κ2‖ = 0 (1.57)
Setting Nz = N cos θ and noting that N⊥ = N sin θ, with Nz = kz/k0 and N⊥ = k⊥/k0,
and with kz and k⊥ the parallel and perpendicular wave numbers, Eqn. 1.57 becomes
κ⊥
(
N2 − κ‖
)2
+N2N2z
κ‖ − κ⊥
κ‖
= 0 (1.58)
By then taking the positive square root (since N must be positive), and noting that with
the frequency approximation used above
(
κ⊥ − κ‖
)
/κ⊥ = ωpe/ω
2, and κ‖ = −ω2pe/ω2, the
helicon dispersion relation is obtained
N2 −NNzωce
ω
+
ω2pe
ω2
= 0 (1.59)
For a given value of Nz, or equivalently the axial wave number kz, there are two solutions
to Eqn. 1.59. One has a small perpendicular wave number, and is referred to as the fast
or helicon wave, while the other solution has a large perpendicular wave number and is
referred to as the slow or Trivelpiece-Gould (TG) wave [70, 72]. This is illustrated in Fig.
1.9. Equation 1.59 can also be written as
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Fig. 1.9: kz plotted against k⊥ using Eqn. 1.59 (black solid line), and Eqn. 1.61 (blue solid
line), for f = 13.56 MHz, B0 = 10 mT, and n0 = 1 × 1018 m−3. The horizontal dashed line
illustrates the fact that for a given axial wave number, two perpendicular wave numbers solutions
exist; one corresponds to the helicon wave, and the other to the TG wave. The diagonal dashed
line represents the resonance cone cos θ = ω/ωce. Only waves to the left of this line can propagate
within the plasma.
N2 =
ω2pe
ω (ωce cos θ − ω) (1.60)
Note that a resonance occurs for ω = ωce cos θ. This forms a cone (known as the resonance
cone), with waves propagating for angles within the cone, and waves unable to propagate
outside this cone [66]. A common form of the helicon dispersion relation that is often
used, can be obtained by making the additional assumption ω << ωce (which is not true
for low magnetic fields), and using the definition of N and k⊥
kkz
k20
=
ω2pe
ωωce
(1.61)
It is important to note that in the derivations above, no mention has been made of what
produces the EM waves. That is, the wave excitation mechanism, such as an antenna, is
not present. The dispersion relation states only that if a wave exists, then it must satisfy
certain conditions.
1.4.3 Waves in a Radially Bounded Plasma
In the section above, the general helicon dispersion relation was derived. For propagation
at an arbitrary angle to the applied magnetic field, this dispersion relation (in the form of
Eqn. 1.61 say) contains two unknowns, the axial wave number, kz, and the perpendicular
wave number, k⊥. In a radially bounded system, EM boundary conditions now also need
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to be satisfied, and this restricts the allowable wave numbers that can be present. Thus
for a given frequency, density, applied magnetic field, and boundary condition, the wave
properties can be established. In what follows it is assumed that the ions are immobile,
and collisions are ignored. Starting with Eqn. 1.2 and using the definition of the current
density (with just one plasma species; electrons) the electric field can be solved for
E =
1
qn0
J×B0 + m
q2n0
∂J
∂t
(1.62)
wherem is the electron mass, and n0 is the plasma density. Taking the curl of this equation,
using Eqn. 1.5, and noting that the time dependence of the oscillating components was
assumed to be eiωt, the following equation is obtained [74]
B =
kB0
qn0ω
J− me
q2n0
∇× J (1.63)
Then using Eqn. 1.6 (and ignoring the displacement current term, ∂E/∂t), and simplifying
[74, 78]
δ∇× (∇×B)− k∇×B+ δksB = 0 (1.64)
where δ = ω/ωce, and ks = ωpe/c. This can be factorized as [74]
(∇×−k⊥1) (∇×−k⊥2)B = 0 (1.65)
where k⊥1 and k⊥2 are perpendicular wave number solutions to the helicon dispersion
relation (Eqn. 1.59; note that as discussed in the previous section, for a given axial wave
number, two solutions are present, a helicon wave and a TG wave). The general solution
is then the sum of the individual solutions, B = B1 +B2 where [74]
∇×B1 = k⊥1B1 (1.66)
∇×B2 = k⊥2B2 (1.67)
Note that if ω << ωce then Eqn. 1.64 reduces to ∇ × B =
(
δk2s/k
)
B = k⊥B. Since
all of these equations are of the same form, it is sufficient to solve one to obtain some
of the general properties. To simplify the following analysis, this assumption is used12.
Establishing the wave magnetic field is of interest, since this is a directly measurable
12 Note that while this simplifies the analysis, it is not true in general, especially at low magnetic fields
where the approximation ω << ωce breaks down. Nevertheless, it is still useful in exhibiting certain general
features.
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quantity with a B-dot probe (see Section 3.1.5). Using Eqn. 1.4 together with the curl of
an equation of the type in Eqn. 1.66 and simplifying, then gives
∇2B = k2⊥B (1.68)
Then assuming the wave magnetic field to vary as B = B(r)ei(mθ+kzz−ωt), where m is
an azimuthal mode number, and r and z are radial and axial coordinates in a cylindrical
coordinate system [74, 79], the general solution for the Bz component is
Bz = AJm(k⊥r) +BKm(k⊥r) (1.69)
where Jm is a Bessel function of the first kind, A and B are arbitrary constants, and Km
is a Bessel function of the second kind (sometimes known as a McDonald function). At
r = 0, Km(r) diverges, and thus B = 0. Therefore the general solution is [74, 79]
Bz = AJm(k⊥r) (1.70)
Similarly, and with some further algebraic simplification, the solution for the Br and Bθ
components can be written as [74, 79]
Br =
iA
2k⊥
[(k + kz)Jm−1(k⊥r) + (k − kz)Jm+1(k⊥r)] (1.71)
Bθ = − A
2k⊥
[(k + kz)Jm−1(k⊥r)− (k − kz) Jm+1(k⊥r)] (1.72)
If these equations are then put into Eqn. 1.5, after some algebra the electric field is found
as [79]
Ez = 0 (1.73)
Er =
ω
k
Bθ (1.74)
Eθ = −ω
k
Br (1.75)
At a radial conducting boundary (r = R0) EM boundary conditions require Eθ(R0) = 0
13
13 Note that this boundary condition always applies to the total electric field, which if the approximation
ω << ωce were not made for example, would include a sum of electric field solutions.
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[29], and thus from the above equations Br(R0) = 0. This boundary condition can then
be written as [79]
mkzJm(k⊥R0) + kkzJ
′
m(k⊥R0) = 0 (1.76)
where a slightly different form of Eqn. 1.71 has been used (see for example Ref. [79]), and
the prime denotes the derivative with respect to the radial coordinate. This boundary
condition equation, together with the helicon dispersion relation, Eqn. 1.61, then allows
the parallel and perpendicular wave numbers to be determined for a given density and
magnetic field.
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Fig. 1.10: Examples of the magnitude of the Bz, Br, and Bθ wave field components for m = 0
and m = 1 azimuthal mode numbers. Here kz = 30 m
−1 and k⊥ = 60 m
−1.
For an insulating boundary, such as a glass source tube, the boundary conditions are far
more complicated, with the fields in the plasma needing to be matched with the external
vacuum fields outside the source tube. This approach is adopted in Ref. [74]. If however
the source tube is enclosed (and in close proximity to) by a conducting tube, then Eqn.
1.76 can still be used as a reasonable approximation. A plot of the wave magnetic field
components for m = 0 and m = 1 waves is shown in Fig. 1.10.
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1.4.4 Power Deposition
The power deposition mechanism in helicon systems is complicated, and has been dis-
puted over the years, so it is worth devoting a section to its discussion. As mentioned in
Section 1.4.1, in Boswell’s early experiments [66, 75], in order to fit the theoretical radial
wave field profiles to the experimental data, an electron collisionality 1000 times larger
than that of simple momentum transfer collisions (such as electron-neutral collisions as
discussed in Section 1.2.1) was needed. While linear Landau damping increased the effec-
tive collisionality, it was still much too low to explain the results [66, 75]. Chen [79] then
revisited Landau damping, and became convinced of the necessity of a superthermal14
electron population in order to explain the high densities and ionization efficiencies in
helicon systems. However, at the large plasma refractive indices usually used, the helicon
wave phase velocity would correspond to a range of electron energies between 20−200 eV,
which is much higher than the electron temperature [70]. Thus damping rates would be
almost negligible. If the waves could grow fast enough though, some electrons could be-
come trapped and get accelerated to the phase velocity. These electrons would then be
very efficient ionizers, and after a collision, could be reaccelerated by the wave.
Over the years, a number of researchers saw some direct or indirect evidence of a
high-energy tail in the electron distribution [70, 71]15, characteristic of a superthermal
population. The most convincing evidence for wave-particle trapping was seen by Elling-
boe [80], who showed that the excitation of argon spectral lines by fast electrons occurred
in pulses synchronised with the rf, as would be expected from wave-particle interactions.
But in high-density plasmas, Blackwell and Chen [70] using rf compensated probes (see
Section 3.1.3) could see no evidence of deviation from a Maxwellian distribution. Thus by
1997 the Landau damping hypothesis had not been proven, and although some evidence
of a fast electron tail had been seen, it was unclear whether this could be attributed to
wave-particle acceleration.
A further discharge analysis by Sudit and Chen [81] showed that contrary to Chen’s
original views [79], a purely Maxwellian electron distribution could adequately explain
the large experimental densities, thus showing that a superthermal tail is not in principle
needed. Interestingly though, they found that about 70% of the input rf power was
absorbed within the near field region of the antenna and thus only about 30% was available
to be transported away. It was thus felt that the near fields hold the clue to the power
deposition mechanism in helicon systems. Ellingboe [59] found that standing waves were
present under the antenna, which become travelling waves as one moves downstream from
the antenna. This led to the proposal that electrons were being trapped by the large
fields of the antenna, followed by the acceleration of these electrons to ionizing energies.
This wave-particle trapping was studied further by Degeling [73, 82], who showed a strong
correlation between the measured wave phase velocities, and the velocity of electrons in a
14 For electrons travelling close to the phase velocity of a wave, Landau damping can accelerate them
to higher energies. This then creates a primary electron population that is very efficient at ionizing the
background gas; far more so than a purely Maxwellian electron distribution.
15 And references therein.
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Maxwellian distribution most likely to cause an ionization event. It is interesting to note
that Degeling’s model [82] shows a significant initial power deposition in distances of the
order of 20 cm (i.e. under the antenna), somewhat similar to the results of Sudit and
Chen [81]. This rapid absorption appears to be due to initial coherence in the acceleration
of almost the entire electron distribution under the antenna [82]. Although it should be
said that Degeling’s theory is by no means complete, since it does not treat the complete
electromagnetic fields of the wave or antenna, nor the external applied magnetic field, and
relies solely on electron trapping in the parallel, Ez, helicon wave component.
Later experimental work by Chen [71] using a retarding field energy analyzer in electron
collection mode (see Section 3.1.1) to accurately measure the electron distribution, found
too few electrons to support Landau damping. Thus Chen concluded that his original
proposal of a superthermal electron population is incorrect. However, his results could
not rule out kinetic effects such as wave-particle trapping [73, 82] under the antenna at
lower plasma densities (< 5 × 1018 m−3). As was seen in the sections above, in addition
to a helicon wave, a Trivelpiece-Gould wave is also excited. This has led to another power
deposition proposal by Shamrai and Taranov [72], which amounts to mode conversion of
these TG waves at the plasma boundary. Here to maintain the electromagnetic boundary
conditions at the radial boundaries, the helicon mode is coupled to this TG mode. Since
these TG waves are quasi-electrostatic with a short wavelength, they are rapidly damped as
the wave moves inwards in the plasma, while the helicon mode is only weakly damped, thus
a conversion of helicon wave power to TG power is thought to occur [72]. Computational
codes typically show two power absorption peaks, one on the axis associated with the
helicon mode, and one at the plasma edge, due to the TG mode [70]. Blackwell [83]
has obtained experimental evidence for TG wave absorption in the far field of a helicon
discharge (although this is only indirect, since TG absorption was not measured), since
measurements in the near field are difficult as the TG waves are very localized.
It is thus fair to say that the power deposition process is vastly more complicated
than researchers first expected, and that the exact mechanism has not been completely
established. Furthermore, there seems to be no reason to expect that only a single heating
mechanism is dominant under all conditions, or even that multiple mechanisms cannot be
involved.
1.4.5 Helicons in Low Magnetic Fields
Experiments with a number of helicon reactors over the years have shown that a density
peak is present at low magnetic fields (< 5 mT) as the magnetic field is increased. While
undoubtedly seen before in early helicon experiments, Chen seems to be the first to have
explicitly reported such peaks in the literature [84]. Using a helicon reactor with a 2 cm
diameter glass tube, a density peak was seen between 0.5−3 mT at 0.5 Pa with argon gas
for an input power of 1600 W. The maximum density of this peak was about 6×1018 m−3,
some 30 − 40% larger than the density before or after the peak. A number of other
researchers have reported similar density peaks occurring for a similar range of magnetic
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fields [73, 85, 86, 87, 88, 89]. Carter [89] observed a density peak at 1 mT, about 1 mT
wide, with maximum densities of 3.5×1018 m−3 at 0.13 Pa for an input power of 1000 W.
Shinohara [87] studied a number of different helicon antennas under a range of operating
conditions, and observed density peaks with most of the antennas. Wang [85] investigated
different background gases and excitation frequencies, and found that the magnetic field at
the maximum of the density peak was approximately proportional to the applied frequency.
Wang also measured the antenna loading resistance, and found peaks well correlated with
the measured density peaks. However these low-field peaks were not seen in all helicon
reactors [90] (see also Fig. 7.8 in Boswell’s original thesis [75]). At low magnetic fields,
the condition ω << ωce is no longer valid, and the helicon dispersion relation accounting
for finite electron mass needs to be used [78]. This is repeated below, by writing Eqn. 1.59
in a slightly different form as
kkz − ω
ωce
k2 =
µ0n0qω
B0
(1.77)
Chen [68] has studied these density peaks using the HELIC computational code of Ar-
nush [91, 92], and peaks in the antenna loading resistance are indeed observed if reflection
at axial boundaries is considered. This led to the proposal that constructive interference
between waves from the antenna and reflected waves are responsible for the low-field peak.
The code used is a collisional code for helicon waves that treats the plasma as a cold di-
electric tensor (somewhat similar to that used in Section 1.4.2), and is two-dimensional,
allowing non-uniform radial density profiles, most antenna geometries, but restricted to a
uniform magnetic field. By then applying conducting or insulating axial boundary con-
ditions, the antenna loading resistance can be found by solving Maxwell’s equations. For
a loop antenna, the results show that the power absorption is peaked under the antenna
in the near field, while the radial power absorption is found to be peaked at the plasma
boundary, due to the TG mode. The resistance peaks in the code are seen to be approx-
imately proportional to the magnetic field at the peaks, and thus shift with increasing
applied field [68].
Since the code treats the plasma as “fixed”, it does not model plasma transport, and
thus requires the density as an input. It is therefore not able to predict a density peak.
However, from power balance arguments, it is expected that the density is related to the
antenna resistance, since a larger resistance means more power is deposited within the
plasma, and thus the density would increase [68]. m = 0 antennas16 were seen to produce
the largest resistance peaks, and require reflecting end plates for this to occur. Cho [69]
has written a similar independent code, and revisited the low-field peak problem, since as
pointed out, it is unclear that wave reflection at axial boundaries should be most effective
at low fields. His calculations show that the plasma resistance can be large for system
eigenmodes that occur near the magnetic field where the helicon and TG waves are coupled,
16 That is, antennas that most strongly excite the an m = 0 azimuthal mode number. See Section 1.4.3.
§1.4 Helicon Waves 32
and depending on the antenna geometry, can be peaked a low fields [69]. Similarly to Chen
[68], m = 0 antennas require reflecting end plates, but m = 1 antennas can produce peaks
regardless of reflection. A resonance occurs when a EM wave matches a particular system
eigenmode, and the plasma resistance can then be a local maximum in phase space. When
conducting end plates exist, interference causes a wave with a particular wavelength to be
most strongly excited17. For an antenna of fixed length however, the antenna length itself
gives a particular wavelength, which can subsequently be enhanced by wave reflection.
m = 1 antennas most strongly excite waves with a wavelength equal to twice the antenna
length (or a harmonic), thus causing a resistance peak at the corresponding magnetic
field and density [69]. Results show that this peak moves to higher fields as the density
increases, and that the peak density is proportional to the applied excitation frequency,
confirming experimental results [69].
Sato [88] has recently performed detailed low-field experiments in a reactor with a uni-
form magnetic field, and suggested Landau damping as a possible cause. A phased helical
antenna was used, with rf signals being phased temporally, thus allowing the direction of
rotation of the rf excitation fields to be controlled. Density peaks were observed for powers
of between 200− 2000 W, with the peak moving to higher magnetic fields as the density
increased. At these powers, the measured densities were in the range 1×1017−5×1017 m−3
for a pressure of 0.05 Pa. They found that the magnetic field direction giving a density
peak varied according to the rotation direction of the rf fields, and the low-field peaks
must be being induced through an electron interaction [88]. At low magnetic fields the
TG wave propagates within the plasma, unlike at high fields where it is confined to the
plasma edge. Thus mode conversion from helicon to TG was felt to be inappropriate un-
der these conditions [72, 88]. Landau damping was investigated and thought to contribute
to the power transfer, however no fast electrons were measured. The phase velocity of
TG waves was seen to be close to the electron thermal speed, and thus Landau damping
could be very effective under these conditions. The density peaks were explained as a local
matching between the wavelength of the EM fields of the antenna, and a wave generated
by the dispersion relation (which depends on the density and applied magnetic field) [88].
At very low magnetic fields, no TG wave is present as the magnetic field is too small so
that it is cut off (that is, from the dispersion relation it is prohibited from propagating).
When the magnetic field is too large though, the wave phase velocity becomes too high so
that electrons cannot absorb energy by Landau damping, and inefficient wave excitation
occurs due to a mismatch of the imposed wavelength from the antenna [88]. However this
hypothesis has not been verified.
Low-field helicons are potentially attractive for processing or propulsion applications,
since the lower required magnetic fields can result in more economical systems and the
resulting densities are within a convenient range. Chen [58, 90] has performed studies
with low-field helicons in a processing context, and has recently started using permanent
17 It is as if the reflecting end plate creates a mirror image of the antenna, with the antenna “length”
given by the distance between the image and real antenna.
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magnets instead of solenoids [27, 58]; advocating the use of these low-field modes for
propulsion applications, by performing a theoretical design for a potential thruster [27].
1.5 Electron Cyclotron Resonance
1.5.1 Overview
In Section 1.4.2 it was mentioned that a resonance occurs in the dispersion relation when
ω = ωce, which is known as an electron cyclotron resonance (ECR) [61, 66]. This resonance
can result in a collisionless heating mechanism known as cyclotron damping, which gives
rise to absorption of the EM wave [61]. Cyclotron damping is in some ways similar
to Landau damping, except that it applies to the electron motion perpendicular to the
magnetic field, and there is no immediate tendency toward particle trapping [62]. This
type of resonance occurs for oscillations that are periodic in time or axial distance, where
a wave electric field has a component perpendicular to the applied magnetic field [62].
As right-hand polarized waves propagate along the magnetic field, wave energy is
absorbed by cyclotron damping when the wave reaches the resonance zone (see below).
Due to the applied magnetic field, the electrons will also rotate in a right-hand sense,
and thus will be in phase with the wave electric fields [30]. They therefore effectively
see a steady state perpendicular electric field in their frame of reference, which acts to
accelerate them over a number of gyro-orbits [30]. A linearly polarized wave can in general
be decomposed into the sum of two counter-rotating circularly polarized waves [30]. For
example, consider the linearly polarized wave E(t) = jˆE0 sinωt, with jˆ a unit vector in the
y direction. The wave magnitude will oscillate in time, but its direction will always be in
either the positive or negative y direction. Now consider the following decomposition
jˆE0 sinωt = Er
(ˆ
j sinωt+ iˆ cosωt
)
+ El
(ˆ
j sinωt− iˆ cosωt
)
(1.78)
where Er = E0/2 and El = E0/2 are the right-hand and left-hand polarized wave ampli-
tudes respectively. This decomposition is illustrated in Fig. 1.11 (a). Since the electron
rotates in a right-hand sense as well, the RHP wave electric field acts to continuously
accelerate the electron, while by contrast, the LHP wave results in a zero time-averaged
acceleration [30]. Thus an electron travelling in a decaying external magnetic field will
undergo cyclotron resonance at the location where ωce(z) = ω. This is known as the
resonance zone. For ω 6= ωce, the electron does not continuously gain energy, but its
energy will oscillate at the difference frequency ω − ωce. As the electron moves through
the resonant region though, it will on average gain a net energy, as illustrated in Fig. 1.11
(b).
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Fig. 1.11: (a) A linearly polarized wave (black arrows) can be decomposed into two counter-
rotating (blue and green arrows) circularly polarized waves. Successive arrows indicate the wave
oscillation/rotation as time, t, progresses. (b) Schematic of the energy gain of an electron travelling
through the resonance zone.
1.5.2 Doppler-Shifted Cyclotron Resonance
In the discussion above, it was assumed that cyclotron resonance occurred at the location
where ω = ωce. This is in general not true, since the electrons have a velocity component
parallel to the EM wave, and will thus see a Doppler-shifted wave frequency in their
reference frame [30]. If the electron has a parallel velocity, vz, in the lab frame, and the
wave phase velocity is v, the velocity of the wave relative to the electron, v¯, is
v¯ = v − vz (1.79)
By then multiplying both sides of Eqn. 1.79 by the axial wave number kz, and noting that
ω = vkz, the Doppler-shifted wave frequency, ω¯, is
ω¯ = ω − vzkz = ω
(
1− vzkz
ω
)
(1.80)
where ω¯ = v¯kz. Thus for an electron to undergo cyclotron resonance it is required that
ω¯ = ωce. This means that electrons travelling in the same direction as the wave will
see a lower frequency, and consequently a lower magnetic field is needed for resonance to
occur, while electrons travelling in the opposite direction see a higher wave frequency, and
thus need a higher magnetic field. The importance of this Doppler-shift can be illustrated
as follows. For electrons with a temperature of 5 eV, the mean axial speed is about
〈vz〉 = 1 × 106 m.s−1. A wave with a frequency of 2.45 GHz (such as used in microwave
ECR reactors [30]), and a representative wave number of kz = 500 m
−1, then results in
〈vz〉 kz/ω = 0.033. Thus although all of the electrons experience a Doppler-shift, this is
virtually unimportant for the majority of electrons. By contrast though, for an rf wave
frequency of 13.56 MHz, and an axial wave number of kz = 30 m
−1 (corresponding to
a wavelength of about 20 cm), this becomes 〈vz〉 kz/ω = 0.35. Thus the effect of the
Doppler-shift is far more significant at these lower wave frequencies.
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1.5.3 Warm Plasma Dispersion Relation
In the dispersion relations in Section 1.4, the cold plasma dielectric was used, where
the plasma is assumed to be cold; that is, there is no velocity distribution (i.e. the
temperature of the particles is zero), and all of the particles have the same velocity. Also,
the parallel velocity of the particles was not considered, thus Doppler-shifting effects were
not present. Inclusion of these effects allows one to calculate the warm plasma dispersion
relation [61, 62], however this greatly complicates the resulting analysis, since now a
velocity distribution needs to be dealt with, with the velocity becoming an additional set
of independent variables such as the usual x, y, and z spatial coordinates. As a result, the
fluid equations of motion cannot be used, and the Boltzmann equation needs to be dealt
with [61, 62]. This is given below as [61]
df(r,v, t)
dt
=
∂f
∂t
+ v · ∇f + q
m
(E+ v ×B) · ∇vf = df
dt
|c (1.81)
where f is the particle distribution function18 of the particular species, r is a position
vector, v is the velocity “coordinate” in phase space, ∇v is the gradient with respect to the
velocity coordinate, and df/dt|c is a collision operator describing collisions between each
of the particles, as well as with other particle species. The Boltzmann equation essentially
represents a conservation law for particles within a phase space with coordinates r and
v at time t. The plasma density, n, and current density, J, are then obtained by taking
what are referred to as moments of the distribution function [61]; that is
n(r, t) =
∫ ∞
−∞
f(r,v, t)d3v (1.82)
J(r, t) = q
∫ ∞
−∞
f(r,v, t)vd3v (1.83)
These equations can then be used as inputs into Maxwell’s equations, and the dispersion
relation for EM waves can again be found. The details of this calculation are long and
complicated and not worth discussing here. Further details can be found in Stix [62] or
Swanson [61]. The calculation essentially proceeds by finding the perturbation to the
distribution function due to the EM wave fields by integrating the Boltzmann equation
along unperturbed particle trajectories. This is known as the method of characteristics
[61]. Similarly to Section 1.4, wave fields are assumed to vary as B = B1e
i(k·r−ωt), where
B1 is the wave amplitude. By then assuming immobile ions, a uniform external magnetic
field and plasma density, and Maxwellian electrons, the dispersion relation for the RHP
wave travelling parallel to the applied magnetic field (i.e. with k⊥ = 0) is given by [61]
1− k
2
zc
2
ω2
+
ω2pe
ωkzvt
Z (ζ) = 0 (1.84)
18 The distribution function represents the velocity composition of a particular group of particles.
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where the wave number kz = kr+iki is now complex with kr and ki the real and imaginary
parts respectively, vt =
√
2qTe/m is the mean transverse electron speed [62], ζ = (ω −
ωce + iν)/kzvt, Z(ζ) is the plasma dispersion function given by
Z(ζ) =
1√
π
∫ ∞
−∞
e−ξ
2
dξ
ξ − ζ , Im {ζ} > 0 (1.85)
and ν is the electron-electron collision frequency [93]
ν = 2.9×−12 n0T 3/2e lnΛ (1.86)
with Te in eV, and n0 in m
−3, and
Λ = 1.54× 1013T 3/2e n−1/20 (1.87)
It is again worth highlighting the fact that the wave number is now complex, which is a
manifestation of the collisionless cyclotron resonance process. If kz is inserted into Eqn.
1.83 (noting that k⊥ = 0)
B = B1e
i(kzz−ωt) = B1e
i[(kr+iki)z−ωt] = B1e
−kizei(krz−ωt) (1.88)
which shows that the wave amplitude decays exponentially in the axial direction. At the
cyclotron resonance point, ω = ωce, the resonance is now finite and does not diverge to
infinity [61]. A more thorough treatment of spatial cyclotron damping including the effects
of an excitation mechanism, such as an antenna, has been performed by Olson [93]. Here
Eqn. 1.84 forms what is called the least damped root of a more general dispersion relation,
and is applicable in regions where z > c/ωce (where z is the distance from the excitation
“antenna”), if (ωpe/ωce)
2c/vt >> 1. In the limit Te → 0, Z(ζ) → −1/ζ for Im{ζ} > 0,
and Eqn. 1.84 reduces to the cold plasma dispersion relation in Eqn. 1.60 (with θ = 0).
Cyclotron damping as predicted by Eqn. 1.84 has been experimentally verified by McVey
[94] and separately by Christopoulos [77]. As an example, Eqn. 1.84 is plotted in Fig.
1.12 for Te = 5 eV and n0 = 1× 1017 m−3 for two frequency test cases: (1) 2.45 GHz, and
(2) 13.56 MHz.
1.6 Scope of Thesis
As mentioned in the introduction to Section 1, the initial motivation for this thesis was
related to a low-power (< 500 W) performance optimization of the HDLT prototype
[1]. In the process of studying different operational regimes within a reactor similar to
the HDLT, a number of unexpected phenomena were observed, namely: (1) Formation
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Fig. 1.12: Warm plasma dispersion relation for frequencies of 2.45 GHz and 13.56 MHz, with
Te = 5 eV and n0 = 1× 1017 m−3. The black solid lines show the real parts of the wave number,
while the blue solid lines show the imaginary parts. The dashed curve shows the real wave number
for the cold plasma dispersion relation, while the vertical dashed line indicates the frequency where
damping begins.
of a low-magnetic field helicon mode in a diverging magnetic field, together with the
simultaneous presence of an ion beam, (2) helicon wave “trapping” within the upstream
plasma region of the reactor.
Since the initial aim was to optimize the HDLT for low power, the discovery of a low
magnetic field mode was attractive, owing to the lower required magnetic fields needed to
produce an ion beam. As was identified in Section 1.4.5 above, although low-field helicon
modes have been encountered before in the literature, there has been no report of ion
beams in these systems, nor has a comprehensive study been performed in non-uniform
or diverging magnetic fields; field geometries which would be required for propulsion ap-
plications. It was therefore decided to focus on understanding some of the fundamental
physics of these low-field helicons, and thus propulsion concerns will not be considered.
This thesis then deals with the propagation and absorption of helicon waves in low,
diverging magnetic fields, and in particular, focuses on the related plasma expansion that is
observed to occur simultaneously with the initiation of this low-field mode. In the process,
helicon wave “trapping” is observed, which is unique to both low diverging magnetic
fields, and rf systems of the type used here. The thesis focuses on the experimental
characterization of these phenomena, and in particular, aims to provide an understanding
of the underlying physics involved.
In Chapter 2 the experimental apparatus used in this study is described, while Chapter
3 focuses on the plasma diagnostic probes used to take measurements within this exper-
imental system. Chapter 4 then identifies the low-field mode, and addresses the detailed
characterization of this mode. In Chapter 5 an analytical model is presented and used to
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predict some of the features of the low-field mode, and associated ion beam formation.
Chapter 6 then deals with the observation of helicon wave “trapping”, together with ana-
lytical modelling of such “trapping”. The models used however are found to have a number
of shortcomings, and this naturally leads to a simulation based investigation adopted in
Chapter 7. Finally, although a discussion of the results is presented in each chapter, a
general discussion consolidating the results is presented in Chapter 8.
2Apparatus
This chapter describes the apparatus used for the experimental work presented in this
thesis, which consists primarily of the Piglet helicon reactor. The chapter begins with a
brief overview of the reactor in Section 2.1, before moving on to describe each of the most
important associated components in detail (Sections 2.1.1-2.1.4). Piglet is used to both
produce the plasma, as well as confine and control this plasma for research purposes. In
order to produce the plasma, a power source is required, which is described in Section 2.2,
together with the calibration process needed for this particular source.
2.1 The Piglet Reactor
All experiments are performed in the Piglet helicon reactor, a photograph and schematic of
which is displayed in Fig. 2.1 (a) and (b). Piglet (so named because of the smaller source
or “head” and larger diffusion chamber or “body”), is a standard helicon reactor that was
previously used in material processing applications, such as sputtering and deposition of
metal targets for fuel cells [95, 96]. The reactor has subsequently been modified for this
thesis, with all processing hardware, such as substrate holders and associated electrical
equipment, removed so that Piglet is now similar to a number of other reactors used for
fundamental plasma physics studies [12, 41, 47, 97]. In particular, Piglet can be regarded
as the sister-experiment of the more well-known CHI KUNG reactor [12, 98], which has
been used prolifically for helicon wave studies, double-layer research, and more recently,
as the prototype for the HDLT.
The Piglet reactor essentially consists of a Pyrex source tube connected to a larger
diffusion chamber, both of which are surrounded by a number of magnetic field coils.
The source tube is surrounded by an rf antenna, which is used to produce the plasma,
and hence is typically the main location of plasma production. Plasma produced in this
region can then flow or “diffuse” into the downstream diffusion chamber. Both the plasma
production, and subsequent diffusion process, are helped/controlled by the presence of
a magnetic field produced using the set of magnetic field coils shown in Fig. 2.1. Of
importance in Fig. 2.1 (b) is the origin convention adopted, which is used throughout
this thesis. Here the origin of the axial coordinate, z, is defined at the source/diffusion
interface, or more specifically, at the source tube exit. The term “source region” refers to
locations with z < 0, while the term “diffusion region” or “downstream region” refers to
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Fig. 2.1: (a) Photograph, and (b) schematic, of the Piglet helicon reactor. The labelled parts
include; turbomolecular pump (A), source coil (B), exhaust coil (C), diffusion coils (D and E),
matching network (F), pressure gauges (G1, G2, and G3), grounded experiment table (H), and
backplate with support legs (I). In (a), the antenna is hidden from view by the source and exhaust
coils.
As can be seen in both the photograph in Fig. 2.1 (a), and the schematic in Fig. 2.1
(b), Piglet has two pairs of magnetic field coils. The first pair surrounds the source region
(z < 0), while the second pair surrounds the diffusion chamber (z > 0). With the second
pair of coils removed, the reactor is designated Piglet, and this configuration is used for
the experiments performed in Chapters 4 and 5. With the second pair of coils present,
the reactor is designated SuperPiglet, and this configuration is used for the experiments
in Chapters 6 and 7.
With the general features of Piglet identified, some of the most important components
of the reactor are now discussed in further detail. Figure 2.2 shows a sectioned view of
Piglet illustrating the major components of the reactor. These components include:
(1) Source region, including source tube and antenna (Section 2.1.1)
(2) Diffusion chamber (Section 2.1.2)
(3) Source region coils (Section 2.1.3)
(4) Diffusion chamber coils (Section 2.1.3)
(5) Matching network (not shown in Fig. 2.2; Section 2.1.4)
2.1.1 Source Tube and Antenna
The source region consists of a 18.5 cm long Pyrex source tube with a radius of 6.8 cm.
This source tube is cylindrical in shape, and has a thickness of about 7 mm. Since any
created plasma will come into contact with the source tube walls, heating can occur, which
causes thermal expansion. Although Pyrex has a lower thermal expansion coefficient than
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Fig. 2.2: Sectioned engineering model of Piglet showing some of the most important components
of the reactor. The source region is composed of the source tube, antenna, and a support plate,
and is terminated with a metal grid (not shown). The antenna is located between the source tube
and the structure supporting the source and exhaust coils. The matching network (not shown)
attaches to the antenna near the location marked F. All vacuum ports are sealed with metal or
glass view ports (not shown).
normal glass (so that it is less susceptible to cracking), both the antenna and source
tube are air-cooled from an air-conditioning unit (which is attached to the source coil
support structure; see 2.1.3 below). The source tube needs to be insulating so that the
electromagnetic fields produced from the antenna can penetrate inside the tube to interact
with the plasma. The source tube, together with the rf antenna, are shown in Fig. 2.3.
The source tube is connected to the diffusion chamber at one end, and to an aluminium
support plate at the other end. This support plate (shown in Fig. 2.3) has a central hole of
diameter 10.2 cm, and is connected to a turbomolecular vacuum pump (see Fig. 2.1). To
prevent any large objects from potentially damaging the pump, a metal grid (not shown
in Fig. 2.3) is placed within the hole of the support plate. This grid is dished outwards
(that is towards the pump), and thus extends the axial length of the reactor by about
2 cm. Both the aluminium plate and protection grid are grounded. The turbomolecular
pump is an Alcatel Type 5150, connected to a CFF 450 controller, with a rated pumping
speed of 150 l.s−1. Connected to the end of this pump, and providing continual backing,
is an Alcatel Pascal SD 2015 rotary pump. Under usual operating conditions these pumps
give a base pressure (that is, the background pressure within Piglet with no working gas
supplied) of about 0.3 mPa.
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Fig. 2.3: Engineering model of the source region in Piglet. The glass source tube fits within the
support plate, and is sealed with an o-ring. The antenna is concentric with the source tube, and
is supported by 8 compressed Fibreglass stand-offs as shown.
The rf antenna used in this study is a double-saddle field antenna of the design orig-
inally used by Boswell [75]. This type of antenna is sometimes called an m = 1 antenna,
since it most strongly excites waves with an azimuthal number of m = 1 (see Section
1.4.3). The antenna is about 10 cm long, and is constructed from a number of copper
elements silver-soldered together. Each copper element is about 12 mm wide, and 1.7 mm
thick. The antenna surrounds the source tube, and its axial ends are located at approxi-
mately z = −15.5 cm and z = −5.5 cm respectively (see Fig. 2.1 (b)). A schematic of the
antenna is shown in Fig. 2.4.
The antenna is prevented from coming into direct contact with the source tube (which
can create a hot spot causing cracking) by a number of small compressed Fibreglass (CFG)
support spacers, as illustrated in Fig. 2.3. Two copper feedthroughs connect to the end
points of the antenna, and provide the electrical connection to the matching network
(Section 2.1.4) and rf power generator (Section 2.2). The inductance of the antenna
(together with the feedthroughs attached), measured with an inductance meter is about
0.47 µH, while the DC resistance is about 2 − 3 mΩ. Since this resistance is so small, a
4-wire measurement process is needed [99]. The antenna resistance will be discussed in
more detail in Chapter 4. For the rf powers used in this thesis, the peak current flowing
through the antenna can be of the order of about 25 A, together with a peak voltage of
between 1− 3 kV.
The purpose of the antenna is to produce the plasma. This initially occurs by capacitive
coupling (Section 1.3.1) due to the large voltage across the antenna. However, after
breakdown (and depending on the system operating conditions), the plasma can then
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Fig. 2.4: (a) Isometric view of the double-saddle field antenna. (b) 3-view of the antenna. The
antenna radius (A) is about 82.5 mm, while the axial length of the sides marked B and C are
110 mm and 85 mm respectively. The antenna is composed of a number of copper elements that
are then silver-soldered together. The actual antenna is slightly different from that in (a) and (b)
due to an ill-defined deformation that occurs during manufacture.
subsequently be sustained by inductive or wave coupling (Sections 1.3.2 and 1.3.3). If
a high-frequency current is passed through a conductor (such as an antenna), Maxwell’s
equations can be used to calculate the resulting electromagnetic fields. This produces two
main types of fields. The first are known as the near fields, and are dominant close to the
antenna. These fields do not constitute a power loss, unless there is a second conductor
close by (or plasma which can effectively behave as a conductor). Then these fields can
inductively couple to this second conductor and power transfer can occur. This is of course
a consequence of Faraday’s law of induction, and forms the basis of transformers. For this
reason the antenna near fields are sometimes referred to as “inductive” fields.
The second type of field that an antenna produces are known as radiation or wave
fields. Radiation fields represent a physical removal of power from an antenna in the form
of radiation/waves, and is the basis of radio transmitters. Note that this power loss can
occur even if no other conductor or plasma is present. The amount of power lost however
depends on a number of factors, including antenna and reactor geometry, frequency of the
applied current, and refractive index of the surrounding medium. At the rf frequencies
used in this thesis (13.56 MHz) the corresponding wavelength in vacuum is about 22 m.
The antenna used here however most strongly excites a wave of wavelength twice its length
(about 20 cm) [30, 75]. In the presence of a plasma, and with the application of a magnetic
field, the plasma can have a refractive index of the order of 100, so that the wavelength
in the plasma is now about 22 cm, very close to twice the antenna length. Under these
conditions a wave can be strongly excited, leading to wave coupling between the antenna
and plasma, as discussed in Sections 1.3.3 and 1.4.4.
The above discussion is only a simple explanation of how antennas work, but this will
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prove very important in subsequent chapters.
2.1.2 Diffusion Chamber
The diffusion chamber consists of a 28.8 cm long aluminium chamber with an inner radius
of 16 cm, which is connected to the source region at one end, and an aluminium backplate
at the other end. The chamber is supported by four aluminium rods that connect it to a
large grounded metal-top experiment table (see Fig. 2.1 (a)). Attached to the backplate
are two support legs that are connected to a rail on the experiment table, allowing the
backplate to translate axially (when not under vacuum), and to be easily moved. Figure
2.5 shows a view of the backplate and of the side of the chamber, where a number of
standard KF-25 vacuum ports (with a hole diameter of 26.5 mm) are identified. These
ports are used to insert probes or attach diagnostic equipment such as pressure gauges.
P1
P2
P3
P4 P6
P5
P7
y
x z
P8 P9 P10
P11
y
Backplate Diffusion chamber (side)
Fig. 2.5: Schematic of the backplate, and side view of the diffusion chamber, showing a number
of vacuum ports. Ports P1 and P3 are used to attach the pressure gauges (G1, G2, and G3
in Fig. 2.1), P8, P10, and P11 are unused, P2, P4, P5, P6, P7 are used to insert diagnostic
probes for taking axial measurements, while P9 is used to insert diagnostic probes for taking radial
measurements within the diffusion chamber. The diameter of ports P1-P10 is 26.5 mm.
For certain precision measurements with the B-dot probe (described in Section 3.1.5),
requiring specific orientation angles, the ports in the side of the chamber and backplate
proved unsatisfactory. For these cases the backplate was removed, and replaced with
a second backplate to which the VacuumSlide (designed by Mr. Peter Alexander) is
attached. This slide was originally developed for a previous thesis [98], where further
details can be found. In short, the new backplate has a small slot, within which the
VaccumSlide fits. An o-ring is situated between the plate and the slide, and due to its
design, the slider allows translational motion of a connected probe (in the radial direction),
without breaking vacuum integrity. Since this second backplate can be arbitrarily rotated,
any attached probes can be orientated at almost any angle. The VacuumSlide is shown
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in Fig. 2.6 below.
VacuumSlide
Backplate
Fig. 2.6: The VacuumSlide attached to a second backplate. Diagnostics probes can be attached to
the VacuumSlide, and a threaded screw with adjustment wheel then allows this probe to translate
radially. An attached ruler allows the probe to be positioned with a high degree of accuracy.
Argon, which is the primary working gas used in this thesis, enters Piglet via an
inlet port in the side of the diffusion chamber. The gas flow rate is controlled with an
MKS 2179A mass flow controller and associated MKS Type 247 4-channel flow meter. To
measure both the working gas pressure, as well as the system base pressure, a combination
of three pressure gauges are used. A Granville-Philips E54074 convectron gauge is used
for high pressure measurements (from 0.1 Pa to about 133 kPa), a Granville-Philips Model
274006 ionization gauge is used for low pressures (13.3 µPa to 0.133 Pa), and an MKS
Baratron 627B gauge is used for intermediate pressures (from about 1 mPa to 6.7 Pa),
which is within the range of working pressures used in this thesis. All three gauges are
attached to the backplate, and are shown in Fig. 2.1. By measuring the pressure with
the Baratron as a function of gas flow rate, shown in Fig. 2.7, an estimate of the effective
pumping speed (EPS) of the system can be obtained.
Note that an offset exists in Fig. 2.7. The flow controller is calibrated for use with
nitrogen, and a gas correction factor (GCF) of 1.39 is needed to find the actual argon flow
rate [100]. An estimate of the effective pumping speed can be found from [101]
EPS =
(
760
1000
)(
133.32
60
)
GCF × SCCM
p0
(2.1)
where p0 is the pressure in pascals. From the data in Fig. 2.7 together with Eqn. 2.1,
this gives a value of 108.7 l.s−1, which is slightly lower than the rated pumping speed of
150 l.s−1, presumably because of the reduced flow area due to the grid located in front of
the pump.
2.1.3 Magnetic Field Coils
As mentioned at the beginning of Section 2.1, two pairs of magnetic field coils are present
in Piglet. The first pair surrounds the source tube and antenna, and consists of two
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Fig. 2.7: Pressure in Piglet measured with the Baratron gauge as a function of gas flow (uncor-
rected for argon). The measurements show good linearity, and the slope of the fitted line can be
used to estimate the effective pumping speed. Note that a slight offset exists with the Baratron at
zero flow rate.
separate solenoids 5 cm wide, each with about 500 turns. The coil closest to the pump
is referred to as the source coil, while the coil near the source tube exit is referred to as
the exhaust coil. Both coils are wound onto a single aluminium support structure, which
is attached to the turbomolecular pump at one end, and the diffusion chamber at the
other end. Thus the antenna is fully enclosed by a grounded metal “cage”, which provides
shielding from any electromagnetic radiation. Figure 2.8 shows a schematic of the coils
with all relevant dimensions. When in the SuperPiglet configuration, a second pair of
coils is present, located around the diffusion chamber. Each of these coils is wound on a
separate support structure, with each coil consisting of about 280 turns. A schematic of
these coils is also shown in Fig. 2.8. The current in all four coils is supplied from two
Toward Electrics Instruments TPS-400 dual tracking DC power supplies, and measured
with a number of Digitech QM-1320 digital multimeters.
For most of the experiments in this thesis, the magnetic field used is critical for the
production and control of helicon waves. This is especially true for the experiments in
Chapters 6 and 7, where the observed physical phenomena can only be elucidated with
a good understanding of the spatial variation of the magnetic field. For this reason a
code was written (using MATLAB) to calculate the magnetic field from Piglet’s solenoids.
A detailed description of the equations used in this code are described in Appendix A.
In short, this code uses Ampere’s law to calculate the magnetic field components of a
finite solenoid. By superposition, the magnetic field from any number of solenoids can
then be determined. As an illustration, a contour plot (including magnetic field lines) of
the magnetic field within Piglet with just the source coil on (with a current of 0.7 A) is
shown in Fig. 2.9 (a). Figure 2.9 (b) shows the axial magnetic field for this condition,
together with the magnetic field measured along Piglet’s central axis using a Bell Model
640 gaussmeter (closed circles). As is seen, the measured values agree very well with those
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Fig. 2.8: Schematic cross-section of the source and diffusion coils showing the effective dimensions
of the coils themselves. The line marked z = 0 defines the source/diffusion interface. The source
coil (left most coil) has about 505 turns, the exhaust coil (second from left) has 495 turns, while
both diffusion coils have about 280 turns. These measurements are used as inputs to the magnetic
field calculation program described in the main text and in Appendix A.
from the calculation, giving a strong validation of the code.
2.1.4 Matching Network
The matching network is a vital electrical component that connects the antenna (via the
two feedthroughs) to the rf power generator. The matching network, or match-box, is
attached to the same support structure around which the source and exhaust coils are
wound, and consists of a copper sheet-metal box that houses two variable high-voltage
vacuum capacitors. A photograph of the match-box is shown in Fig. 2.10 (a), while the
equivalent electrical circuit is illustrated in Fig. 2.10 (b). The RF signal from the power
generator enters the match-box at point A, passes through the load and tune capaci-
tors, and connects to ground at points marked B. The antenna feedthroughs are located
at points C and D. Because of this arrangement, the match-box is referred to as a π-
configuration. The MEIVAC SCV-520M 2000 pF load capacitor, Cload, is rated at 5 kV,
while the MEIVAC SCV-155M 500 pF tune capacitor, Ctune, is rated at 15 kV.
Since the plasma typically has an impedance of the order of 1 Ω, while the rf power
generator has a standard impedance of 50 Ω, the match-box is needed to “adjust” the
plasma impedance so that it effectively looks like a 50 Ω impedance to the generator. The
impedance is adjusted by making use of the variable capacitors in the match-box. Note
that the antenna has a non-negligible inductance, which plays an important role in the
matching of the plasma [30]. If the plasma is not matched, then a significant amount of
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Fig. 2.9: (a) Schematic of the Piglet reactor showing contours of the total magnetic field magnitude
with just the source coil operating, with a current of 0.7 A. The horizontal dotted line marks the
reactor central axis, while the solid lines show the resulting magnetic field lines. (b) Magnitude
of the axial component, Bz, of the magnetic field along the central axis of Piglet. The solid line
shows the calculated value from the code, while the open circles show measurements taken with
the gaussmeter. Note that while good agreement is seen, exact agreement is not expected, since
the source coil is old and was originally wound in a poorly-defined manner.
the input power is reflected back to the generator, which at worst can result in damage to
the generator, or at best, a poor power transfer efficiency to the plasma. A measure of the
forward and reflected powers is made using a custom 55 dB dual directional coupler that
is attached under the match-box. This coupler outputs a voltage for both the forward
and reflected powers, which is measured using an analog oscilloscope. By adjusting the
variable capacitors in the match-box, the reflected power amplitude can be minimised.
When this occurs the system is said to be “matched”. This matching can be illustrated
using a simple DC analogy. Imagine a battery with voltage, V0, and an internal resistance
Rint, connected to a load Rload. The power dissipated across the load is Pload = I
2Rload,
and from Ohm’s law, the current in the system is I = V0/(Rint + Rload), thus we have
Pload = RloadV
2
0 /(Rint +Rload)
2. To find the maximum power transfer, dPload/dRload = 0
is solved, giving Rload = Rint. Thus the load resistance must “match” the battery or
generator resistance for maximum power transfer to occur. This situation is similar to that
for an AC circuit, except that instead of matching resistances, impedances are matched.
2.2 RF Power Generator
The antenna is supplied with power from an ENI OEM-6 water-cooled rf power generator,
which is operated at a fixed frequency of 13.56 MHz. A photograph of the generator is
shown in Fig. 2.11. Although the generator is rated for up to 1 kW of forward power,
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Fig. 2.10: (a) Photograph of the inside of the match-box, and (b) effective circuit diagram of the
match-box together with antenna and rf power generator. The rf signal from the generator enters
the match-box at point A, travels to the input (C), and output (D) feedthroughs of the antenna,
and finds ground at the points marked B. The two variable capacitors, Cload, and Ctune, are used
to adjust the impedance of the match-box/plasma system. The location of the rf current probe
used to measure the current in the antenna is also indicated in the figure. This probe will be
discussed in Section 3.2.1.
due to its age, this maximum limit is actually only about 600 W. Power levels are set by
a dial on the front of the generator, and the output power is displayed on a needle gauge.
However, again due to its age, this needle gauge is not accurate, and thus a calibration
of the generator is required to establish the relationship between the dial setting and the
actual power output.
In order to calibrate the generator, three measuring devices are used: (1) Bird Model
4391 rf power analyst, (2) high-voltage probe, (3) and an rf current probe. The high-
voltage probe and rf current probe will be described in more detail in Section 3.2. The
output of the generator is connected to a Bird Termaline 50 Ω resistive load, thus meaning
the system is matched so that no reflected power is present. Therefore all of the forward
power must be dissipated in the resistive load. Connected between the generator and
resistive load is the Bird rf power analyst, which measures both the forward and reflected
power. Located between the Bird power meter and the resistive load is a T-piece, which
allows connection of the high-voltage probe, used to measure the voltage across the resistive
load. Finally a special calibration box is located between the T-piece and the resistive
load, within which is the rf current probe. A schematic of the calibration setup is shown
in Fig. 2.12 (a).
The rf current probe needs to be placed around a current-carrying conductor. How-
ever, the rf cable is shielded, and if the shielding is removed, then the cable no longer has
a characteristic impedance of 50 Ω, so that some wave power could be reflected at the
exposed section. To solve this problem, and also confirm operation of the current probe
which is needed in Chapter 4, a special calibration box was designed with the help of
Peter Alexander and Dennis Gibson. This box is shown as the inset figure in Fig. 2.12
(a). With the current probe located within the box, the box is designed to have a charac-
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Fig. 2.11: Front, and back views of the rf power generator. Power levels are set with the dial
marked A, and are displayed on the gauge B. The output power from the generator leaves at C,
via a coax cable that connects to the match-box. Point D marks the power input to the generator,
while E shows the water-cooling pipes.
teristic impedance of 50 Ω, so that no wave reflection should occur within the transmission
line. The power dissipated across the resistive load is determined from the high-voltage
measurements from Pload = V
2
RMS/Rload, where VRMS is the root mean square voltage
measured with the high-voltage probe, and Rload = 50 Ω. The dissipated power can also
be determined from Pload = I
2
RMSRload where IRMS is the root mean square current mea-
sured with the rf current probe. The calibration results are shown in Fig. 2.12 (b), where
it can be seen that all three measuring devices agree fairly well. A quadratic function is
then fitted to the Bird rf meter results (as shown in the figure) and this calibration is used
for all other experiments to be presented in Chapters 4-7.
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Fig. 2.12: (a) Schematic of the setup used to calibrate the rf power generator. The Bird rf meter
reads the forward and reverse power detected, while the HV probe measures the voltage across the
50 Ω resistive load. The rf current probe is located inside the calibration box shown, and is used
to find the current flowing through the resistive load. (b) Measured forward power as a function
of rf generator dial setting. The Bird, HV probe, and current probe results are similar, while the
rf needle gauge shows a fairly significant deviation of about 10%.
3Diagnostics
In this chapter the diagnostic probes and measurement equipment used in this thesis are
described in detail. The chapter is split into two main sections. Section 3.1 deals with
the diagnostic probes used to take direct plasma measurements (which are needed to de-
termine plasma properties such as the density or electron temperature). These probes
are placed within the vacuum chamber of the Piglet reactor, and are physically in con-
tact with the plasma. Section 3.2 then describes the equipment used to take indirect
plasma measurements, which essentially constitute electrical circuit measurements of the
antenna/match-box system. These electrical measurements are important in order to de-
termine how much power is transferred to the plasma. Within this chapter, the operation
of each probe is described, together with relevant construction details and the analysis
techniques used to process the measured data.
3.1 Plasma Diagnostics
This section describes the plasma diagnostic probes, which are probes that are immersed
within the plasma, and includes retarding field energy analyzers, Langmuir probes, emis-
sive probes, and electromagnetic (B-dot) probes. Central to the design of each probe
are four main components: (1) probe head, (2) grounded metal probe shaft, (3) vacuum
feedthrough, and (4) end or back cap. The probe head consists of a number of compo-
nents that interact with the plasma and produce an electrical output (typically a current
or voltage signal) based on some physical process (such as the collection of a plasma cur-
rent). The electrical connections are housed within the grounded metal probe shaft. This
shaft serves to protect the wires, provide mechanical support to the probe head, and also
to provide electrical shielding from the plasma and other noise sources. This metal shaft
is then inserted into a vacuum feedthrough, which firstly locates and supports the shaft,
and secondly allows translational movement of the probes within Piglet without breaking
vacuum integrity. Finally, the back cap provides a termination point for the electrical
wires (via a number of vacuum tight BNC connectors), and also forms a vacuum seal (via
an internal o-ring) between the plasma and the outside environment. An illustration of
this general probe design is shown in Fig. 3.1.
A standard SwageLock connector is used to connect the probe shaft to the back cap
and probe head. The SwageLock connector, shown in Fig. 3.1, provides a vacuum tight
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Fig. 3.1: Illustration of the general construction of a diagnostic probe. The probe head (or tip)
is typically connected to a grounded metal shaft via a SwageLock connector. A second connector
then attaches the opposite end of the shaft to an aluminium back cap. BNC connectors in this
back cap allow signals to be measured, or voltages to be applied to the probe head. The probe
connects to the reactor via the vacuum feedthrough. All parts to the left of the feedthrough are
contained within the reactor, while all parts to the right of the feedthrough are located outside the
reactor.
connection between metal components, and can be undone to allow an exchange of parts.
The SwageLock connectors include both linear and 90o end connectors, allowing for bends
in the probe shaft to be made. Alternatively, the probe shaft itself can be mechanically
bent to the desired angle. The majority of probes used here have the same general design
as that shown in Fig. 3.1, but with certain small differences (i.e. longer probe shafts,
different shaft angles, slightly different probe head attachment mechanisms, and so on).
These probes are connected to the backplate or side ports of the diffusion chamber, as
mentioned before in Section 2.1.2. This is illustrated in Fig. 3.2, which shows two probes
inserted in the backplate and side port of Piglet respectively. The probes are attached to
Piglet via a clamp connected to the vacuum feedthrough (not shown in Fig. 3.2).
3.1.1 Retarding Field Energy Analyzer
A retarding field energy analyzer (RFEA) is a probe used to measure the directed current
of a particular species (ions or electrons) within a plasma, and from this determine the
energy distribution of the species. Since RFEAs usually consist of a grounded metal head,
the true energy distribution is not measured, but rather the energy distribution that
results after the particular species has fallen through the sheath in front of the RFEA.
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Fig. 3.2: Illustration of the Piglet reactor showing the typical insertion location of a number of
diagnostic probes. Probes inserted into the vacuum ports in the backplate are used for taking
axial measurements, or angular sweeps (by rotating the probe about the axis of the vacuum port
it is inserted into). Probes inserted into the side port of the diffusion chamber are used for taking
radial measurements. Both probes are fixed in place by a number of retort stands (not shown)
located outside the reactor.
From the measured current, the energy distribution, plasma density, and local plasma
potential (when used in ion collection mode; see below) can be inferred. While RFEAs
of the design discussed below have been used to study electron dynamics in low pressure
plasmas [102, 103], they have predominantly been used to study ion beam formation in
expanding and double-layer plasmas [14, 25, 31, 37, 47, 49, 51, 104, 105].
RFEA Design
The RFEAs used in this thesis consist of a grounded metal head 34 mm long, 18.5 mm
wide, and 11 mm thick, with a small 4 mm diameter orifice, which allows the plasma
to enter. A grounded skimmer plate with a smaller 2 mm diameter hole is then located
behind this orifice plate, followed by a series of 4 nickel grids separated by Mica insulators
about 0.1 mm in thickness. The grids are nickel mesh with hole sizes of about 23 µm
(and thus a transparency of around 55%) [102], spot-welded to small copper rings, which
provide mechanical rigidity and support. These grids are biased at different voltages,
and to prevent any possible shorting, are separated by the Mica insulators, which have a
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4.5 mm diameter hole to allow the ions (or electrons) to pass through. Finally, behind the
last grid is a stainless steel plate that collects the incident current. An exploded view of
the RFEA is shown in Fig. 3.3.
RFEA Electronics and Electrical Circuitry
Each of the copper support rings has a small tab that is used to solder electrical wires onto,
which then pass through a metal shaft attached to the RFEA head (as illustrated in Fig.
3.1). These wires then connect to BNC connectors in the probe back cap, before being
connected to an RFEA electronics box (the output of which is then connected to a data
acquisition system, DAQ). The first grid (the earth grid; see Fig. 3.3) is always grounded.
In ion collection mode, the second grid is biased at −90 V (using a Kyoritsu 600 V 50 mA
DC supply), which repels electrons and prevents them from entering the RFEA. This grid
is referred to as the repeller grid. The third grid (called the discriminator grid) is biased
with a voltage which is swept from 0 − 80 V, and is used to determine the energy of
any ions that enter. For example, if the discriminator voltage, VD, is set to 40 V, then
only ions with an energy greater than this can pass through and make it to the collector
plate. By then sweeping VD, a plot of the collected current against VD can be obtained.
The discriminator voltage is provided from an HP 6827A bipolar power supply/amplifier,
which is set using the DAQ mentioned above, and controlled with LabView software. The
fourth grid (referred to as the secondary), is used to minimise secondary electron emission
that occurs as a result of ion bombardment of the collecting plate. This grid is biased
at −18 V. Secondary electron emission results in an additional measured current that is
not representative of the true incident ion current, and thus needs to be prevented or
suppressed. Finally, the collector plate is biased at −9 V. When operated in electron
collection mode, the sign of the biases of all of the above grids is reversed. This acts to
repel ions, and allows the energy of the entering electrons to be discriminated. A schematic
of the RFEA circuit is shown in Fig. 3.4 (a), while the grid biases when operating in the
ion and electron collection modes are shown in Fig. 3.4 (b) and (c) respectively.
The RFEA electronics box (known as a J929 RFEA Amplifier) attached to the probe
has three main functions: (1) Provide the bias for the secondary and collector (via internal
batteries), (2) amplify the measured signal so as to increase the signal-to-noise ratio, and
(3) to provide a buffer amplifier to prevent the impedance of the measurement system
(DAQ) from affecting the bias of the RFEA probe itself. The gain of the buffer amplifier
can be set by a dial on the RFEA box, with gains of 2, 11, 101, and 1001. This amplifier
is placed across a 10 kΩ resistor, through which the measured current passes. The output
of the amplifier is then connected to the DAQ, consisting of a NI PCI-6221 card and asso-
ciated NI SCB-68 data input box, and typically takes 400 averages at each discriminator
voltage with a sampling frequency of about 20 kHz.
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Fig. 3.3: Exploded view of the RFEA head assembly. The nickel grids are spot-welded to the
copper supporting rings, and the thin Mica sheets are used to electrically isolate adjacent grids.
Electrical wires are soldered to the tabs of the copper rings and the collector plate, and pass through
the metal tube welded to the RFEA back head. The tabs of the copper rings are staggered as shown,
to even out non-uniformities introduced by the thickness of the electrical wires when assembling
the RFEA.
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Fig. 3.4: (a) Electrical circuit schematic of the RFEA, showing the earth (E), repeller (R),
discriminator (D), secondary (S), and collector (C). The current through the resistor R0 is the
sum of the currents IS and IC . The voltage across this resistor is then buffered and amplified by
the amplifier shown. The distance between successive grids is the same, except for the first grid
which does not have a copper supporting ring. (b) Voltage schematic of the RFEA when in ion
collection mode. (c) Voltage schematic of the RFEA when in electron collection mode.
Theory of Operation
The ion current, IRFEA, collected by an RFEA can be written as [106]
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IRFEA = qA
∫ ∞
vmin
vf(v)dv (3.1)
where q is the electron charge magnitude (here singly charged ions are assumed), A is the
effective collecting area of the probe, v is the velocity of an ion perpendicular to the plane
of the RFEA head, f(v) is the velocity distribution function of the ions, and vmin is the
minimum ion velocity given by
vmin =
√
2qVD
M
(3.2)
with M the ion mass, and VD the discriminator voltage. Thus the RFEA will only col-
lect ions that have a velocity greater than vmin. By then making use of Eqn. 3.2, and
differentiating Eqn. 3.1 with respect to VD
dIRFEA
dVD
= −q
2A
M
f(
√
2qVD
M
) (3.3)
Thus the ion velocity distribution function is proportional to the negative derivative
of the collected current with respect to the applied discriminator voltage. By setting
f(
√
2qVD/M) = g(VD), the ion energy distribution function (IEDF) can be obtained.
Since the RFEA is grounded, the IEDF measured is that which results from ions having
been accelerated by the sheath in front of the RFEA. Thus all ions gain an energy equal
to the sum of the sheath and presheath potential drops. This energy gain manifests itself
as a shift of the IEDF, which is approximately Gaussian in shape. An example of such
an IEDF is shown in Fig. 3.5 (a). The plasma potential is then defined as the voltage at
the peak of this Gaussian [14]. When in the presence of an ion beam, the IEDF typically
displays a second Gaussian population that occurs at a higher energy, as demonstrated
in Fig. 3.5 (b). The lower energy Gaussian is representative of the background ions that
have fallen through the local plasma potential to ground, while the higher energy pop-
ulation represents ions that have been accelerated by larger potentials from some point
upstream of the RFEA [14]. The lower energy population typically forms as a result of
ionization processes, or ion-neutral collisions (predominantly charge-exchange collisions),
which lower the energy of the initial colliding ion.
Data Analysis
The collected current as a function of VD is a monotonically decreasing function, and
eventually a point is reached where the current becomes zero, reflecting the fact that
there are no longer any ions present with an energy to overcome the applied voltage.
In practice this current does not reach zero, but has a slight offset resulting from the
RFEA electronics. To analyse the data from the RFEA, the IV characteristic is initially
corrected for this offset. With this adjusted curve, the IEDF is obtained from the numerical
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derivative (after smoothing with a Savitsky-Golay digital filter). From this derivative, the
parameters of between 1 − 3 Gaussian functions are estimated. The Gaussian functions
used are of the form
y = Ae−α(x−x0)
2
(3.4)
where y is the value of the IEDF at a given discriminator voltage x, and A, α, and x0 are
parameters to be fitted.
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Fig. 3.5: (a) IV characteristic of an RFEA in ion collection mode (black closed circles) together
with the best-fit characteristic (green line), for a single ion population. (b) IEDF of (a) showing
a single ion population (black closed circles) together with the best-fit Gaussian (green line). The
plasma potential (Vp) is defined as the voltage occurring at the peak of the Gaussian. (c) IV
characteristic of an RFEA in ion collection mode (black closed circles) together with the best-
fit characteristic (green line), for two ion populations. (d) IEDF of (c) showing two distinct
peaks (black closed circles) together with the best-fit Gaussians (green line). Here a sum of three
individual Gaussians (black dashed lines) is needed to obtain an accurate fit. The first peak in
the IEDF represents the local background ions, while the second peak represents an accelerated
group of ions (the ion beam). The definitions of the plasma (Vp) and beam potentials (Vbeam) is
indicated in the figure.
The above procedure assumes that the combined effect of all physical processes (such
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as rf effects and geometric effects of the RFEA) produces background and beam ion popu-
lations that have a Gaussian distribution, and is a standard approach used in the literature
[14, 107]. Other approaches, such as that used in Ref. [108], fit the data to a function
based on a more physical model of the ion dynamics, by treating the background and
beam ion populations as drifting Maxwellian distributions, but this procedure is not used
here.
With initial estimates for the parameters in Eqn. 3.4, a non-linear least squares fitting
algorithm is used, which integrates the Gaussians to form a “new” IV characteristic. This
characteristic is then compared with that of the original, and the process repeated until
the sum of the squared errors has been minimised. As described above, in the absence
of an ion beam, the IEDF typically shows a single Gaussian centered on the local plasma
potential. In the presence of an ion beam, a second Gaussian can be seen, centered on
the beam potential (Vbeam; that is, the total energy a beam ion has gained after being
accelerated by the plasma and sheath in front of the RFEA). Sometimes a third Gaussian
is needed in the fitting process, which usually results when dealing with plasma potential
profiles that spatially decay gradually. This will be discussed further in Chapter 4. The
above fitting process is illustrated in Fig. 3.5.
Two main types of RFEA are used in this thesis. The first has the RFEA head attached
to a metal probe shaft such that the orifice faces the walls of the reactor (see Fig. 3.1). As
a result, this RFEA cannot detect the presence of an ion beam (which usually emanates
from the source region), and is used only to find the local plasma potential. The second
RFEA (shown in Fig. 3.2) has a 90o bend in its support shaft, with the orifice now facing
the upstream source region. This RFEA can see an ion beam (if one is in fact present)
and can also be used to take additional plasma potential measurements.
The RFEA’s used here are of a similar design to those used in Ref. [102], where the
energy resolution of the analyzer was measured to be about 0.2 eV. The grid spacings
used here (0.4 mm) together with grid biases are similar to that in Ref. [102], so it is
assumed that this resolution still applies. The typical ion temperature in the plasmas
in this thesis are between 0.026 − 0.2 eV [109], so that the probe cannot resolve this
temperature. However the plasma potentials encountered are of the order of 40 V, so
that this resolution is more than sufficient to accurately determine these potentials. Note
however that the fitted Gaussians of the IEDFs in Fig. 3.5 are quite broad (with a full
width half maximum of ≈ 10 V), far broader than that expected from this resolution
limit. This broadening essentially results from 2 main factors: (1) RF modulation and (2)
neutral collisions. Because of residual capacitive coupling present within the reactor, the
plasma potential will oscillate with a small rf component (typically of the order of about
5 V [110]). Thus the sheath in front of the RFEA will oscillate, and if the transit time of
an ion through this sheath is similar to or less than an rf period, then the measured IEDF
will be affected [111]. This usually manifests itself as a broadening of the IEDF, or as a
complete peak separation, with each peak representing the lower and upper limits of the
plasma potential [111]. The transit time, τ , across the sheath can be estimated from
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τ = s/uB (3.5)
where s is sheath width from the Child-Langmuir law (see Section 1.2), and uB is the
Bohm velocity. For typical densities encountered in this thesis (of the order of 1017 m−3),
a plasma potential of about 25 V, and an electron temperature of 5 eV, the transit time
is about 41 ns, which is less than the rf period of 74 ns at 13.56 MHz. Since the plasmas
studied are inductively or wave coupled, only a small rf fluctuation should exist in the
plasma potential. Thus we would only expect broadening of the measured IEDFs, with
no peak separation. Notice that from Eqn. 1.26, as the density increases, the sheath gets
smaller so that this broadening becomes larger.
The second effect causing broadening relates to ion-neutral collisions of the ion beam.
When an ion beam suffers a collision, it can then be reaccelerated by the plasma (depending
on the location it suffered the collision). This has the effect of causing a broadening in
the IEDF of the beam, especially if the plasma potential profile varies very gradually.
Additionally, ionization can occur at essentially any point within the plasma potential
profile so that an ion will only accelerate through a smaller potential difference. This will
be analyzed further in Chapters 4 and 5. Note that the RFEA has a certain acceptance
angle, and thus will not only detect ions that have a velocity purely perpendicular to the
probe orifice, but will collect all ions within a certain solid angle, centered on the orifice.
From the physical probe head, the acceptance angle is estimated to be about 50 − 60o
(that is, the angle of the acceptance cone relative to the normal of the RFEA orifice).
Depending on the direction of a particular ions motion, the velocity vector will have a
certain angle with respect to the probe axis, but the discriminator voltage will only affect
the perpendicular motion. Since the dimensions of the RFEA head are much larger than
the sheath width, the main effect of this acceptance angle is to change the current that
the RFEA measures, and should not have a significant broadening effect on the IEDFs.
Electron Collection Mode
The discussion in the sections above have focussed on ion collection by the RFEA, and
while some factors are similar when operated in electron collection mode, there are a
number of differences. In particular, Eqn. 3.3 is no longer valid, since the sheath in front
of the RFEA prevents low-energy electrons from entering, and the electrons will follow any
rf oscillations in the plasma potential virtually instantaneously. If the electron velocity
distribution is assumed to be Maxwellian, and that an rf fluctuation of amplitude, Vrf ,
exists in the plasma potential, then after averaging over an rf period (since the RFEA used
here takes an average over a large number of rf periods), the collected electron current,
Ie, can be given by [106]
Ie = qnA
√
qTe
2πm
[
J0
(
Vrf
Te
)
eVD/Te
]
(3.6)
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where n is the plasma density when VD = 0, m is the electron mass, and J0 is a modified
Bessel function of zero order. Taking the natural logarithm of Ie, and differentiating with
respect to VD
dlnIe
dVD
=
1
Te
(3.7)
Thus the electron temperature can be found from the slope of the derivative of the nat-
ural logarithm of the collected current. One major difference when using an RFEA to
collect electrons compared with Langmuir probes (to be discussed in Sections 3.1.2 and
3.1.3), is that since the RFEA is grounded, only electrons with an energy greater than
the local plasma potential can enter the probe. All other electrons will be reflected by
the electric field in the sheath (and consequently cannot enter the probe). This means
that if the electron distribution shows a number of features, only the high energy features
can be resolved. An example of an electron energy distribution is shown in Fig. 3.6 (a),
together with a typical RFEA IV characteristic in Fig. 3.6 (b), showing the fitted electron
temperature.
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Fig. 3.6: (a) Example electron energy distribution showing two regions with distinct temperatures
separated at the plasma potential. Electrons with energies below the plasma potential are reflected
by the sheath in front of the RFEA and cannot be detected. Only those with an energy greater
than the plasma potential are measured. (b) Typical IV characteristic of an RFEA in electron
collection mode (blue line), together with the best-fit linear function, the slope of which is related
to the electron temperature from Eqn. 3.7.
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3.1.2 Langmuir Probe
To find the density of the plasma, a Langmuir probe (LP) is used. In its simplest form
a LP is a small biased electrode immersed in the plasma, and which draws a current. If
the LP is biased sufficiently negatively, then electrons are repelled from the probe tip, and
only positive ions are collected. As the bias is made more negative, the collected current
is seen to increase, until a saturation is reached (due to both the absence of electrons, and
space charge effects associated with the positive ions), and the current collected no longer
increases [112]. When this occurs, the LP is said to be in ion saturation mode (although
as will be seen below, a true saturation is in fact not reached) [30]. By sweeping the bias
voltage from positive to negative voltages, it is possible to generate a current-voltage (IV )
characteristic. This can then be used to find a number of additional plasma properties
(such as the electron temperature), but this is not used here and will not be described
further.
LP Design
The LP used consists of a small 2 mm diameter nickel disc attached to the end of a hollow
ceramic tube. The ceramic tube is then connected to a metal probe shaft, as discussed
in the introduction to Section 3.1. The disc is attached to a copper electrical wire (via a
physical crimping connection, since normal lead solder will melt at the temperatures the
probe is exposed to), which runs through both the ceramic tube and the metal shaft, and
is connected to a BNC connector within the back cap. This copper wire is insulated, and
a second smaller metal shaft (attached to the larger metal shaft) surrounds this insulation
within the ceramic tube, so as to provide a continuous coaxial connection throughout the
probe. A cutaway view of the LP probe tip design is shown in Fig. 3.7 (a). The probe tip
is biased at −45 V with a number of batteries, and the collected current is found from the
voltage drop across a 1 kΩ sense resistor measured with a Digitech QM-1320 multimeter
(note that this “averages” out any rf oscillations within the plasma density). Figure 3.7
(b) shows a schematic of the electrical circuit used to measure the plasma current.
Note that with the bias and sense resistor removed from Fig. 3.7 (b), the multimeter
only reads a voltage, with no net current flowing. Thus the probe tip floats to a certain
voltage relative to ground, which occurs when the ion and electron current to the probe
is equal (since no closed current path now exists). This voltage that forms is referred to
as the floating potential, and can be used to give approximate indications of the plasma
potential and qualitative behaviour of the electron temperature.
Theory of Operation and Data Analysis
The collected current, Isat, is related to the plasma density, n0, from standard LP theory
[30] using
Isat = 0.61qn0ApuB (3.8)
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(a)
Fig. 3.7: (a) Sectioned schematic of the LP. The nickel tip is crimped to the copper wire along
the region marked C. Region A is the circular disc of the tip, while B represents the stem. (b)
Electrical circuit schematic used with the LP. When the switch is closed, the probe tip is biased at
−45 V (provided by a series of 9 V batteries), and the measured current is found from the voltage
across the 1 kΩ sense resistor.
where q is the electron charge, Ap = 2πr
2
p is the probe collecting area (the factor of 2
accounts for both sides of the probe tip), rp is the radius of the LP disc, and uB =
√
qTe/M
is the Bohm velocity with Te the electron temperature, andM the ion mass. As was shown
in Fig. 3.7 (a), a nickel probe tip is used for the LP. To prevent plasma from entering
the ceramic tube, initially high-temperature ceramic paste, known as Autocrete, was used
to seal up the ceramic tube hole, as well as to cover the stem of the nickel disc (thus
ensuring the probe collection area is accurately known). However, this Autocrete proved
unsatisfactory at high plasma densities (1017 m−3) where the nickel disc was found to
become readily sputtered. This sputtered material would then collect on the Autocrete,
and a conductive path could be formed which would change the collecting area (Ap) of
the probe tip with time, resulting in inconsistent densities. Figure 3.8 shows an example
of a LP illustrating the sputtering and deposition described above. To solve this problem,
the Autocrete was removed, and the probe tip was positioned such that the disc stem and
electrical wire would “float” within the ceramic tube (so as not to touch the sides of the
ceramic tube). In this way any sputtered material would either collect on the exposed
metal of the tip itself, or on the inner walls of the ceramic tube, which the probe is now no
longer in contact with. Additionally, a switch was added to the measurement circuit (see
Fig. 3.7 (b)), so that after a measurement, and while the probe is being repositioned, the
bias can be turned off to minimize any sputtering. These changes were found to work very
well, and consistent density results were obtained. Unfortunately, the main problem with
this method is that the collecting area of the probe tip is now not accurately known. An
estimate of the area was made by constructing a second probe using the original design
with the Autocrete, and calibrating the new design in a low density plasma with minimal
sputtering effects. In this way the new probe was found to have a collecting area about
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20− 25% larger than the old design.
Autocrete paste
Nickel disc
Deposited material
Fig. 3.8: Photograph of a damaged LP tip, indicating the deposited material on the Autocrete
paste. This material comes from the sputtered nickel probe tip, and acts to increase the collecting
area of the probe, thus giving inconsistent measurements.
Equation 3.8 is typically valid only for a planar probe tip such as a disc [30, 112],
and makes two main assumptions: (1) The plasma electrons have a Maxwellian distribu-
tion, and (2) the plasma sheath is small compared to the probe dimensions. The first
assumption is in general not true for low pressure plasmas [113], requiring knowledge of
the electron distribution function, which is often difficult to determine accurately. Here we
continue to use this assumption (which still affords a reasonable estimate of the density to
be made as long as the low energy electrons are approximately Maxwellian), but find elec-
tron temperatures from the electron distribution function (which can be non-Maxwellian)
measured with a compensated LP described in the next section. The second assumption
is reasonable for large plasma densities where the sheath is very small, but at the densities
used here (1016−1017 m−3) this need not be the case. This is especially true for the small
probe tip used, since due to edge effects, the collecting area can be much larger than the
physical probe area. In fact Ap in Eqn. 3.8 should be the sheath area, not the physical
area of the probe [112]. As the probe bias increases, the sheath can undergo expansion,
and so the effective collecting area can increase (this therefore means that no true ion
saturation current is necessarily reached) [114].
Sheath Expansion
If sheath expansion is not accounted for, then the collecting area of the probe is under-
estimated, so that the calculated plasma density is overestimated. Finding the actual
collecting area is not simple, especially in the presence of a magnetic field, but can be
estimated using a recent model by Sheridan [114, 115]. Sheridan [114] has simulated in
detail the flow of plasma to a disc probe operating in ion saturation mode, by using a com-
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bination of a fluid description for the plasma electrons, and particle-in-cell ions. In the
simulations, by ignoring the probe supporting components (together with magnetic field
effects), the effective collecting area of the probe tip is established, accounting for sheath
expansion. The results are then fitted to power laws, allowing the effective collecting area
to be determined for different probe biases and disc radii. This then provides a simple
method to find the actual sheath area, As, which is found from
As
Ap
= 1 + aηbp (3.9)
where ηp = −(Vbias−Vp)/Te, Vp and Vbias are the plasma potential and probe bias (which
is −45 V) respectively, and the coefficients a and b are given by
a = 2.28ρ−0.749p (3.10)
b = 0.806ρ−0.0692p (3.11)
where ρp = rp/λDe, and the electron Debye length is found from
λDe =
(
ǫ0Te
qn
)1/2
(3.12)
with ǫ0 the permittivity of free space. The current, Isat, collected by a LP in ion saturation
mode is then
I = κqAs(n)nuB (3.13)
where the sheath area is now a function of the plasma density (through Eqns. 3.9 - 3.12),
and where κ ≈ 0.55 following Sheridan’s suggestion [114]. Experimental confirmation of
Sheridan’s theory has recently been conducted [116], showing that the sheath expansion is
accurately modelled by the simulations. Sheridan estimates that the simulation probably
overestimates the sheath area by about 15% at most. This above method does not how-
ever account for magnetic field effects, which very little work in the literature addresses
comprehensively. For applied magnetic fields to have a small effect on the LP results, the
probe tip dimension should be smaller than the gyroradius of electrons and ions present
[112]. For the low magnetic fields used in this thesis (B0 < 0−15 mT), the ion gyroradius
radius is greater than 2 cm, much larger than the LP disc, while the electron gyroradius
is less than about 1 mm. However, since the LP is operated in ion saturation mode (so
that electrons would be repelled anyway), and since the probe tip is orientated perpendic-
ular to the magnetic field for almost all measurements, any anisotropy introduced by the
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magnetic field should not be too severe.
The error in the measured current from the multimeter is very small, being only about
a few percent, so that the main error associated with the plasma density in Eqn. 3.13
(within the context of the assumptions used to arrive at this equation that is) is from
the electron temperature (which is found using the compensated LP described in the
next section, and typically has an uncertainty of about ±0.5 eV). As an example, for an
electron temperature of 5 ± 0.5 eV and a collected current of 0.4 mA, the uncertainty in
the calculated plasma density is about ±5%, or between −5% and 27% if the possible 15%
overestimation of the sheath area from Sheridan’s model is accounted for.
3.1.3 RF Compensated Langmuir Probe
Because the plasmas used in this thesis are created through rf means, the plasma potential
and plasma density can typically have a component that oscillates at the rf frequency (or
one of its harmonics) [112]. LPs (such as that described in the previous section) are usually
used to measure the collected plasma current as a function of the applied bias voltage,
forming what is referred to as the IV characteristic. By then subtracting off the ion
contribution to the current (yielding the electron current) using some approximation, the
electron temperature can be found from the slope of the natural logarithm of the remaining
current [112]. Using a standard sweeping circuit and data acquisition system, rf oscillations
are usually not resolved, so that the IV characteristic obtained is an average of these
effects. This averaging distorts the slope of the IV characteristic, and since the electron
temperature is related to this slope, also distorts the measured temperature. Thus in the
presence of rf oscillations, the fundamental and often second harmonic of the rf frequency
need to be filtered out. A LP designed to do this is called an rf compensated Langmuir
probe (CP). The LP described in the previous section is referred to as an uncompensated
probe, and is used only to determine the plasma density from the ion saturation current.
CP Design
The CP used in this thesis is the same as that described in Ref. [16, 117], and used
subsequently to study electron dynamics with regard to double-layer physics [118, 119].
The probe consists of a small cylindrical probe tip, 3 mm long, and about 0.25 mm in
diameter connected to a series of resonant inductors that passively filter out the funda-
mental (13.56 MHz) and second harmonic (27.12 MHz) of the applied rf frequency. The
probe tip and resonant inductors are housed in a small glass tube, which is then connected
to a ceramic tube, which is, in turn connected to a metal support shaft. An additional
smaller metal tube surrounds the electrical wire attached to the inductors, so as to act as
a coaxial cable, thereby minimising any further rf interference. The filter design is based
on that of Sudit and Chen [120], with the resonant inductors having an intrinsic resis-
tance, inductance and capacitance such that a band stop filter is produced, very narrowly
peaked around the chosen frequencies. At frequencies of 13.56 MHz and 27.12 MHz the
probe has signal attenuations of −95 dB and −75 dB respectively (for a 50 Ω transmission
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line) [117]. A 4.7 nF capacitor is connected to the front of the first inductor on the one
side, and a reference electrode on the other end. This reference electrode is formed by
twisting the conducting wire around the outer end of the glass tube, close to the location
of the probe measuring tip. The capacitor stops any DC voltage signals, but allows AC
signals to be transmitted. The reference electrode follows local variations in the plasma
potential, which then get superimposed on the bias of the probe, thus allowing the probe
to automatically follow the plasma potential variations [120]. A photograph of the probe
tip is shown in Fig. 3.9 (a).
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Fig. 3.9: (a) Photograph of the CP showing the probe tip (A), reference electrode (B), capacitor
(C), resonant inductors (D), glass tube (E), Autocrete paste (F), and ceramic tube (G). (b) Elec-
trical circuit schematic of the CP. A triangular wave pulse is outputted from a function generator
(H) and amplified, and the collected current Ip is measured across a 100 Ω sense resistor with an
isolation amplifier (I), before being differentiated twice by a series of analog differentiators (J).
Theory of Operation
As described above, LPs are used to establish the electron temperature from the natural
logarithm of the collected electron current. Another approach used quite frequently is to
determine the electron temperature from the electron energy probability function (EEPF;
see below). This method has a number of useful properties, such as: (1) can measure
non-Maxwellian distributions, and (2) does not depend on the ratio of probe dimensions
to Debye length or on the ratio of ion-to-electron temperatures (Ti/Te) [30]. Following the
approach in Ref. [30], the electron current, Ie, collected by a planar probe is
Ie = qA
∫ ∞
−∞
dvx
∫ ∞
−∞
dvy
∫ ∞
vmin
dvzvzf(v) (3.14)
where f is the electron distribution function, A is the probe collecting area, v is the
electron velocity with components vx, vy and vz, and vmin =
√
[2q (Vp − Vbias) /m], with
m the electron mass, Vp the plasma potential, and Vbias the probe bias voltage. By
assuming an isotropic distribution, introducing spherical coordinates (in velocity space),
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letting V = Vp − Vbias, and performing a change of variables to ε = 1/2mv2/q, Eqn. 3.14
becomes
Ie =
2πq3
m2
A
∫ ∞
V
dεε
{(
1− V
ε
)
f [v(ε)]
}
(3.15)
where v(ε) =
√
2qε/m. By then differentiating Eqn. 3.15 twice with respect to V
d2Ie
dV 2
=
2πq3
m2
Af [v (V )] (3.16)
Defining the electron energy distribution function (EEDF; ge(ε)), as ge(ε)dε = 4πv
2f(v)dv,
and using the relation between v and ε above
ge(ε) = 2π
(
2q
m
)3/2
ε1/2f [v (ε)] (3.17)
By then multiplying both sides by ε−1/2, the electron energy probability function (EEPF)
is defined as gp(ε) = ε
−1/2ge(ε). Then using this together with Eqn. 3.17 in Eqn. 3.16
gp(V ) =
2m
q2A
d2Ie
dV 2
(3.18)
where, as is seen, the EEPF is proportional to the second derivative of the collected current
with respect to the bias voltage. If the distribution function is a Maxwellian, then Eqn.
3.18 becomes
gp(ε) =
2√
π
neT
−3/2
e e
−ε/Te (3.19)
where Te is the electron temperature. If the natural logarithm of Eqn. 3.19 is taken, the
resulting equation is linear with ε, with a slope given by −1/Te.
CP Electronics
The CP probe used here finds the second derivative of the collected current by using a
series of two analog differentiator circuits. Due to noise present in the IV characteristic,
taking the numerical second derivative greatly enhances noise, often to unacceptable levels
[117]. Thus to avoid the need for a large amount of data filtering/smoothing, which can
sometimes be questionable, an analog differentiation approach was adopted. Here the
probe is pulsed at 10 Hz, using an Agilent 33220A function/arbitrary waveform generator,
which sends a saw-tooth output pulse to the HP bipolar power supply. The saw tooth
profile used has a rise of 20%, and the bias voltage is swept from −80 to 80 V. The
collected current is then found from the voltage measured across a 100 Ω sense resistor,
which is then connected to an Otter battery powered isolation amplifier. This isolation
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is needed to prevent the bias voltage from damaging the data acquisition system (DAQ).
The output of the isolation amplifier is then fed into a series of analog differentiators,
which both differentiate low frequency signals, and act as a low pass filter, stopping high
frequency plasma instabilities. The output of the differentiators then passes into a NI
PXI-1031 main computing unit containing a PXI NI-5122 14-bit digitizer (which is set at
a sampling rate of 50 kHz), controlled using LabView software. This process produces a
single double-differentiated IV curve, which is then repeated to obtain a number of IV
curves, which are then averaged. The sweeping and differentiator circuit are shown in Fig.
3.9 (b).
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Fig. 3.10: (a) Second derivative of an IV characteristic from the CP. The plasma potential occurs
at the point where the curve crosses the zero axis. The EEPF is then obtained by taking the natural
logarithm of the section of the curve in the direction of the arrows (that is, to the left of the plasma
potential). (b) Example EEPFs showing a single Maxwellian electron population (red line), and
two Maxwellian populations (blue line) separated at a break energy (vertical dashed line). The
electron temperatures are found from the slopes of the best-fit lines indicated (black lines).
Data Analysis
The plasma potential seen by the CP is given by the zero-crossing point in the double-
differentiated curves (that is, the point where the double derivative is equal to zero)
[30, 112]. The EEPF is then found by considering only those parts of the curve with
a bias below the plasma potential. An example of this process is shown in Fig. 3.10
(a). By taking the logarithm of the measured EEPF, the electron temperature is found
by fitting a linear function to parts of this curve. For the measurements made in this
thesis, this process on average was seen to produce very small uncertainties in the electron
temperature. However, a far greater error results from the choice of beginning and ending
points to use for this fitting process, and it is estimates in these errors that are used to quote
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uncertainties in the measured temperatures (which are about ±0.5 eV) in Chapters 4-7.
An example of a Maxwellian EEPF is shown in Fig. 3.10 (b), together with an illustration
of the electron temperature fitting process. One immediate feature that is present in this
curve is the apparent depletion of low-energy electrons in the region 0 − 5 eV. Godyak
[113] has studied this depletion in detail, which appears to result from an effect of the
resistance of the CP and associated circuitry, related to voltage drops across different parts
of the circuit that affect the probe bias voltage. This effect can usually be minimised by
ensuring that the probe circuit resistance is less than a fraction of an ohm [113]. However,
when this probe was designed [117], these effects were not accounted for. Furthermore,
because of the need to compensate the probe from rf oscillations, resonant inductors are
needed, which have a significant resistance (of the order of a few ohms), so that the above
condition cannot be satisfied. Thus the present CP cannot resolve the low-energy electron
population.
Another interesting effect that should be mentioned, is that for the low pressure plas-
mas used here, the electron distribution function is often non-Maxwellian, with 2 or 3
distinct “temperatures” [30, 113]. At high pressures (above a few milliTorr), the EEPF
typically shows a single Maxwellian, such as that in Fig. 3.10 (b). However, as the pressure
decreases, electron-neutral collisions become less frequent, and a break in the EEPF is seen
at a particular energy (usually referred to as the “break” energy) separating regions with
different temperatures. These temperatures reflect the different energy loss mechanisms
that can occur for electrons with different energies [113]. A more detailed discussion of
this will be made in Section 4, but an example of a bi-Maxwellian EEPF is shown in Fig.
3.10 (b). Finally, it is worth reiterating one main assumption inherent with the use of
the above CP, which is that it assumes an isotropic distribution function is present. Thus
the EEPFs displayed here represent some average of the distribution functions for each
direction (that is the positive and negative, x, y, and z directions).
3.1.4 Emissive Probe
An emissive probe (EP) is primarily used to establish the plasma potential, and can also
be used to determine the amplitude of any rf oscillations in this potential. The tip of an
EP consists of a small filament, which when heated, thermionically emits electrons into
the plasma. The probe filament is typically heated using an external current supply, and
after a certain heating current, will begin to emit. EPs are increasingly being used in
a range of fields, including fusion experiments, where they offer a number of advantages
over cold probes such as LPs [121, 122]. Essentially two different measurement techniques
exist for use with an EP, known as the inflection point and floating potential methods
respectively.
Inflection Point Method
The first method, known as the inflection point method, is regarded as the most reliable,
and is perhaps the only known method to measure the plasma potential in a vacuum (that
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is, with no plasma present) [112, 123]. If the filament is biased, then for biases above the
plasma potential, all emitted electrons will escape the probe (we ignore space charge effects
here). However, if the probe bias is less than the plasma potential, then these emitted
electrons will be reflected and recollected by the probe [112]. This provides a means for
establishing the plasma potential, since the IV characteristic of such a probe will show a
sharp change near the plasma potential. The probe will also collect plasma electrons, thus
changing the IV characteristic, but since the emitted electrons usually have a much lower
temperature than the plasma electrons, a change in the characteristic will still be present
[123]. The plasma potential is then found as the maximum of the derivative of the IV
curve (which corresponds to the inflection point of the original IV curve) [123]. Electron
emission however can introduce space charge effects, which alter the IV curves, and thus
the true plasma potential. Therefore a number of IV curves are taken at successively
lower electron emission currents, and the plasma potential is found by extrapolation to
zero emission [123]. In the presence of rf oscillations of the potential, this method can
track both the lower and upper limits of the potential as a result of this oscillation [124].
Unfortunately, this method is slow and time consuming, and requires careful analysis of
the resulting curves to distinguish the true inflection points from any noise in the signal,
but it does preserve the life of the probe filament, since minimal heating current is needed
(thus preventing overheating, and hence melting of the filament).
Floating Potential Method
The second measurement method, which is significantly simpler and easier to implement,
is the floating potential method [125]. This method works in a strong electron emission
mode, and uses the fact that emission can neutralize the sheath in front of the probe tip.
When complete neutralization occurs, the probe filament floats to the plasma potential.
By connecting the probe to an oscilloscope or multimeter, the plasma potential can be
read directly with almost no analysis required. Additionally, the probe tip can be made
much smaller than that of an RFEA for example, thus allowing measurement in small
or difficult to reach locations within the plasma. This method has recently been used to
map the potential of a DC Hall thruster, where its simplicity of operation allows rapid
spatial measurements to be made [126]. The floating potential method however suffers
from the fact that it requires strong emission to operate, which can cause probe damage
and shorten the life of the filament. Additionally, because of the strong emission, space
charge effects can occur which cause the probe to float to a potential different to that of
the true plasma potential [121, 127], or the strong emission can perturb the plasma itself
[128]. In order to function correctly, the probe needs to be able to emit sufficient electron
current, thus if the filament is too small or there is insufficient heating current, this cannot
occur, so that the sheath will not be completely neutralized [129].
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EP Design
The probe used consists of a small 0.125 mm diameter tungsten filament, inserted into two
holes of a 4-bore ceramic tube. These holes also house two copper wires that provide the
heating current to the probe tip, and allow transmission of the measured signal current.
Normal lead solder cannot be used to connect the filament to the copper wires, since
it would melt at the temperatures experienced. Thus a mechanical connection is used
instead, where a number of other smaller pieces of tungsten are packed within the holes
around the filament and copper wire. This provides both the electrical connection, and
also a heat transfer passage to cool the filament somewhat. Although this is a standard EP
design [130], it is important that this mechanical connection be made very tight, since due
to thermal expansion the electrical connection can become unreliable along the filament
length. When this happens, emission can occur intermittently, or within the ceramic tube
as opposed to the outside of the filament located in the plasma [130]. This can then
severely distort the measured IV characteristics, and additionally can cause charging of
the inner wall of the ceramic tube, causing further distortion. Finally, it is important that
the filament used be of an even cross-section throughout, since if it is damaged or distorted,
the local cross-section will be smaller than elsewhere, so that non-uniform emission can
occur. An example of the probe tip used is shown in Fig. 3.11 (a). To create the rounded
filament shape shown in this figure, the filament was bent around a smooth cylinder (such
as the end of a drill bit) of the desired diameter.
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Fig. 3.11: (a) Sectioned schematic of the EP. The filament is placed within two holes in the
ceramic tube, and heating current is supplied by the copper wires. The tungsten inserts are tightly
packed to provide a strong electrical connection. (b) Electrical circuit schematic of the EP when
used in the inflection point mode. The probe bias voltage is set from a sweeping power supply
(A), and the emitted/collected current is measured across a 1 kΩ sense resistor using an isolation
amplifier (B). The filament is heated from a power supply (C) that is isolated from ground using
an isolation transformer (D).
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Fig. 3.12: (a) EP IV characteristics for a number of filament heating currents. The inset figure
shows a magnified view of the curves near the zero axis. (b) Smoothed derivative of the charac-
teristics in (a). The voltage at the peak of each of the curves is tracked, and the plasma potential
is given by extrapolating this voltage in the limit of zero emitted electron current (illustrated in
the inset figure). (c) Floating potential of the EP as a function of heating current. The plasma
potential is defined as the knee of the second portion of the curve, as indicated.
The ceramic tube in Fig. 3.11 (a) is then attached to a metal probe shape, such as the
one described in the beginning of Section 3.1, and is held together with a retaining ring
and grub screw. To prevent plasma from entering the ceramic tube, Autocrete paste is
used to cover the holes of the tube. Thus the only exposed part of the probe is the rounded
filament tip. As mentioned in Section 3.1.2, magnetic field effects can be important in
probe design, and to minimise these effects, the probe filament should be smaller than the
electron gyroradius (B << 4.8
√
Te/d, where B is the magnetic field, and d is the filament
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diameter) [129]. This is because the emitted electrons tend to follow the local field lines,
instead of being emitted isotropically, which can lead to increased space charge problems
associated with the electron emission process itself. The maximum magnetic field used in
this thesis is about 15 mT, which for a representative electron temperature of 5 eV, gives
a minimum filament diameter of 0.72 mm. The probe filament diameter is chosen to be
smaller than this (0.125 mm).
EP Electronics and Data Analysis
Figure 3.11 (b) shows the measurement and heating circuit used for the inflection point
method. The heating current is supplied from a Good Will GPS-3010H regulated DC
power generator, which is connected to a Ferguson TS 240/500 isolation transformer.
This isolation is vital, since the heating supply cannot be referenced to ground, otherwise
the heating current will form part of the measurement current, causing incorrect results at
best, or damage to the DAQ system as worst. The outputs of the probe are then connected
to two equal 120 Ω resistors, a sense resistor of 1 kΩ, and the HP 6827A power supply
(which supplies the filament bias). The HP power supply is fed from LabView software
and a DAQ system, and the probe is swept from −80 V to 80 V. The collected current
is then measured across the sense resistor by using the Otter isolation amplifier described
in Section 3.1.3, before entering the DAQ system for storage. As with the RFEA, 400
averages are taken at each data point with a sampling rate of 20 kHz. Note that because
the heating current is continuously on, a voltage drop occurs across the filament. This
voltage drop has a value of about 2− 2.5 V, and thus the plasma potential is uncertain by
about 1−1.25 V. Figure 3.12 (a) shows a number of IV characteristics taken with the EP
operating in the inflection point mode, while Fig. 3.12 (b) shows the derivative of these
characteristics, together with the extrapolation of the inflection potentials to the plasma
potential.
In the floating potential method, the DAQ, sense resistor, isolation amplifier, and HP
power supply are all removed, and the probe is left to float, with this potential relative to
ground measured with a high impedance Digitech QM-1320 multimeter. Initially for no or
low heating currents, the probe is similar to a normal LP, and sits at the floating potential.
As the current increases, the potential begins to increase gradually, before rapidly rising.
As the current is further increased, the potential begins to saturate to a roughly constant
value. Since the floating potential cannot rise to larger potentials (unless space charge
effects are present) this provides a simple means to find the plasma potential. An example
of this is shown in Fig. 3.12 (c). Here the plasma potential is defined as the knee of
the second portion of the curve, as shown in the figure. This results in an additional
uncertainty in the measured plasma potential of about ±1 V, for a total uncertainty
(including the voltage drop due to the heating current supply) of about 2− 2.25 V.
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3.1.5 B-dot Probe
In order to measure helicon wave fields, use is made of a B-dot probe. This type of probe
has been used extensively in the literature [59, 66, 70, 73, 75, 82, 88, 97, 131, 132, 133],
and is one of the most fundamental tools used to study helicon wave propagation and
its spatial structure. The B-dot probe is based on Faraday’s law of induction, where an
oscillating magnetic field will induce a voltage, VB, across the ends of a wire loop, with
the voltage given by [29]
VB(t) = −NA · ∂B
∂t
(3.20)
where t is a time variable, N is the number of turns of the loop, A is the area of the loop,
and B is the oscillating magnetic field. For a sinusoidal oscillation, |B(t)| = B0 sinωt.
B-dot Probe Design
The B-dot probe used, consists of a small copper coil 4 mm in diameter, with about 6
turns. Since from Eqn. 3.20 this voltage is proportional to the local oscillating magnetic
field, a picture of the spatial wave field can be formed by taking a number of measurements
at different locations. The wire coil is constructed from small 0.2 mm diameter insulated
copper wire, wound carefully into a coil. These coils are either wound around a small
ceramic tube, through which the coil wires pass, or are wound into loops and attached to
the ceramic tube using Autocrete paste. The larger the number of loops, the larger the
induced voltage, but the smaller the spatial resolution obtained in the wave fields (which
can vary rapidly in some cases). Also, a larger number of turns can lead to increased
coil inductance, and a significant frequency response to the circuit [134], complicating the
analysis. A photograph of a B-dot probe used is shown in Fig. 3.13 (a).
The ceramic tube holding the small coil is then attached to a metal probe shaft, which
then connects to a probe back cap. Surrounding the copper coil, and protecting it from
direct contact with the plasma, is a small glass tube (sealed with Autocrete paste at one
end). The output wires from the B-dot probe are then wound into a twisted pair, which
helps to reduce electrostatic pickup noise, as well as any stray magnetic field pickup that
occurs along the length of the wires (away from the coil location itself, which would thus
distort the true wave measurements). The grounded metal probe shaft also acts to further
reduce electrostatic pickup noise.
Electrostatic Pickup Rejection
One major problem with B-dot probes, is that the coil and associated wires, are suscep-
tible to electrostatic pickup from the plasma, as well as any oscillating potentials from
conductors such as the antenna [135]. This pickup occurs essentially due to capacitive
coupling between the coil and the plasma (or antenna), and can introduce noise onto the
magnetic pickup signal. This noise level can often be significantly larger than the wave
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Fig. 3.13: (a) Photograph of a B-dot probe showing pickup coils (A), Autocrete paste (B and D),
glass tube (C), and ceramic tube (E). (b) Schematic of the probe and circuitry showing the metal
probe shaft (F), back cap (G), coax cables (H), hybrid combiner (I), and vector voltmeter (J). The
hybrid combiner allows separation of the electrostatic signal (VE), from the magnetic pickup signal
(VB), through the use of a trifilar winding around an iron toroid. The black dots show the ends
of the wires wound together. This is made clearer in (c), where the winding layout is indicated by
the colour-coded wires.
§3.1 Plasma Diagnostics 78
field magnitude, especially for low wave amplitudes. To reduce the noise level, use is made
of a hybrid combiner, first proposed by Borg [132]. A schematic of the electronics used
with the B-dot probe, including this hybrid combiner, is shown in Fig. 3.13 (b). The
combiner consists of a small iron toroid (shown in Fig. 3.13 (c)), around which the wires
from the coil, together with the output wires from the combiner, are wound in a trifilar
sense. Any electrostatic pickup introduces a common mode signal on the coil wires, while
an oscillating magnetic field produces a differential signal. The trifilar winding acts to
eliminate this common mode signal, and amplify the magnetic signal (which it does by a
factor of 2). Two 50 Ω resistors then terminate each of the trifilar outputs. Because of the
manner in which the green and black wires are wound around the torus in Fig. 3.13 (c),
currents which are due to electrostatic pickup (which are in the same direction) produce
a null signal on the blue wire (since the induced signals on this wire are in opposite direc-
tions, and thus cancel each other out). However, currents due to magnetic pickup are in
the opposite direction to each other, and so act to produce a summed signal on the blue
wire. The combiner thus allows the electrostatic pickup and magnetic pickup signals to
be separated, and each is then measured from different outputs located on the combiner
itself, as shown in the figure.
The magnetic pickup signal output is then connected to a HP 8405A vector voltmeter,
which allows the magnitude and phase of the input signal to be determined unambiguously
at the antenna driving frequency, using a reference signal from the directional coupler
attached to the match-box. This signal is plugged into the voltmeter reference port, and
serves as the frequency and phase reference for the pickup signal port. The measured phase
and amplitude are then recorded using separate Digitech QM-1320 multimeters plugged
into ports at the back of the voltmeter. Prior to the phase measurement, the voltage needs
to be calibrated to a certain phase. This is done using the front gauge of the voltmeter,
which has an analog gauge measuring in degrees. A photograph of the vector voltmeter,
and the calibration curve for the phase measurements, is shown in Fig. 3.14.
In the absence of a vector voltmeter, the output of the hybrid combiner can be used with
an oscilloscope, which can then save the resulting plot using a standard GPIB connector
and DAQ system. A Fourier transform can then be performed on this saved data, and
the amplitude and phase at the antenna driving frequency determined [97]. This method
was initially used, and the results compared well with those from the vector voltmeter.
However the voltmeter is easier to use, and reduces the need to do any complicated data
analysis. There is also a need to generate sufficient periodicity in the saved oscilloscope
data so as to get an accurate Fourier transform. Additionally, the poor 8-bit resolution of
the oscilloscope introduces noise into the measured signals.
Electrostatic Pickup Calibration
The hybrid combiner has been used in a number of helicon wave studies in the literature
[59, 73, 82, 97, 131], and has recently been compared to a number of other B-dot probe
designs [135], where it has been shown to be one of the most effective means for eliminating
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Fig. 3.14: (a) Photograph of the vector voltmeter showing the reference signal input (A), B-dot
probe signal input (B), frequency range dial (C), signal magnitude gauge (D), signal phase gauge
(E), and signal attenuation/amplification dial (F). (b) Calibration of the measured output voltage
(V0) with the multimeter, and the signal phase (θ measured with gauge E in (a)), together with
the best-fit linear function.
electrostatic noise. Nevertheless, it is important to test this effectiveness with the B-
dot probes used here, as well as to obtain an estimate of the uncertainty to expect in
measurements. To do this, a similar procedure to that described in Refs. [82, 135] is
used. Here the B-dot probe coil is inserted into a small Faraday cup, which consists of a
short metal cylinder, terminated with an insulating cap. A small hole in the cap allows
a BNC connector to be attached, which is then connected to an Agilent 33220A function
generator, allowing a signal with a chosen amplitude and frequency to be generated. The
short metal tube is then positioned inside a larger grounded metal cylinder constructed
from metal mesh. The probe coil is then pushed into the center of the small cylinder,
and the electrostatic and magnetic pickup signals measured with the HP oscilloscope (the
vector voltmeter is not needed for the well behaved signals in this test). This setup is
shown in Fig. 3.15 (a). Note, that vital to both this pickup test, and actual measurement
of any wave fields, is that the cables joining the probe back cap to the hybrid combiner be
of equal length. If they are not equal, then the combiner cannot correctly cancel the effect
of the electrostatic pickup and large errors can result. Since the Faraday cup does not
allow an electromagnetic wave to propagate (see Ref. [29] for a proof of this), there should
be no waves present and hence no oscillating magnetic field. Thus any signal that the
probe detects must be due to capacitive coupling between the coil and the cup. While in
principle the hybrid combiner should be able to remove all electrostatic pickup, in practice
this is not true. Since no oscillating magnetic field is present, no magnetic signal should
be measured. Thus if a signal is detected, this must be due to electrostatic noise that is
not removed by the combiner. The ratio of the measured electrostatic-to-magnetic pickup
amplitudes is plotted as a function of applied frequency in Fig. 3.15 (b).
Using the pickup test above, most of the B-dot probes used were found to have a
rejection ratio of about 100 at a frequency of 13.56 MHz. This means that for every volt
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Fig. 3.15: (a) Schematic of the setup used to measure the electrostatic pickup rejection efficiency
of the B-dot probe. (b) Ratio of the electrostatic pickup signal, VE , to the magnetic pickup
signal, VB , as a function of applied signal frequency. The rejection ratio of this particular probe
at 13.56 MHz (the antenna driving frequency) is about 70.
of electrostatic pickup, 0.01 V is falsely detected in the magnetic pickup signal. This
allows an estimate of the uncertainty in the wave field measurements to be made. If both
electrostatic and magnetic signal amplitudes of E and B are measured respectively, then
the uncertainty, ∆B, in the measurement can be given by
∆B
B
=
1
100
E
B
(3.21)
For the majority of measurements made, the average relative error is about 2 − 7%, ex-
cept for some cases where the magnetic field strength is very low, and larger average
uncertainties of about 20− 25% are obtained.
B-dot Probe Calibration
The above pickup test gives an indication of the error or electrostatic pickup in a mea-
surement. A calibration is needed however to determine the magnetic field at a particular
output voltage. Here the Agilent function generator is connected to a small copper test
loop with a diameter of 10 cm. The B-dot probe is then placed in the center of the loop,
and the signal measured with the vector voltmeter as the voltage to the loop is increased.
The current in the loop is determined from the voltage drop across the loop, and also
by measuring the input impedance of the loop with a Rohde and Schwarz ZVRE vector
network analyzer. The theoretical amplitude of the magnetic field at the center of the test
loop, Bz, can then be found from [29]
Bz =
µ0I0
2Rloop
(3.22)
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where µ0 is the permeability of free space, I0 is the current flowing through the loop, and
Rloop is the radius of the test loop. The above calibration determined that 1 V from the
vector voltmeter is equivalent to about 7 µT. The test loop used in the calibration proved
very useful as a testing tool for new probes, which should ideally only detect magnetic
pickup. By rotating either the loop or the probe, the measured signal can be checked to
see if it varies as expected. For instance, if the loop is rotated about its central axis by
180o(or if the probe is rotated), then the magnitude of the measured signal should remain
the same, but the sign (or phase) should change by 180o. This was indeed observed, both
with the test loop, and in subsequent tests within the plasma, verifying that the probe
measures only the inductive component of any signal present.
Antenna Near Fields
As discussed in the sections above, a B-dot probe not only measures the wave fields, but
also any electrostatic pickup noise from the plasma. There is however a third source of
pickup (which we have already encountered with regards to the test loop), and that is the
inductive, or near fields of the antenna, which as discussed in Section 2.1.3, are not wave
fields. These fields also couple inductively to the coil, which then acts as the secondary
of a transformer. These fields distort the measurement of any wave fields. Unfortunately,
unlike the electrostatic pickup, these fields cannot be so easily removed, since they are
themselves oscillating magnetic fields. As was discussed in Section 1.3.2, these near fields
typically only penetrate the plasma to a depth of the order of the skin depth, which for
a plasma with densities between 1016 − 1017 m−3 is about 1.7 − 5.3 cm. This will be
discussed further in Chapter 6.
B-dot Probe Orientation
Finally, it is worth noting the direction of the magnetic field that the B-dot probe measures.
The probes will pick up any oscillating magnetic field that has a component which strikes
the plane of the coil loops perpendicularly. By orientating this plane, the coil can pick
up the Bx, By, and Bz components of the wave magnetic field, or more pertinent to this
thesis, the Bz, Br and Bθ components. This is illustrated in Fig. 3.16, using the cylindrical
coordinate system of Piglet, and a number of B-dot probes of different orientation.
3.2 RF Circuit Diagnostics
3.2.1 High-Voltage Probe
The high-voltage (HV) probe was mentioned in Section 2.2, where it was used to calibrate
the rf power generator. During actual experiments, this probe is used to measure the
voltage that occurs across the rf antenna, which can have values as high as 5 kV depending
on the rf input power. Additionally, this voltage is oscillating at 13.56 MHz, so the probe
needs to be able to follow these oscillations. The probe used is a pre-calibrated Tektronix
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Fig. 3.16: The orientation of the B-dot probe determines which magnetic field signal (blue arrows)
the probe can detect, as indicated in the figure. Thus by rotating the red pickup coil correctly, the
Bz, Br and Bθ components of any oscillating magnetic field can be measured.
P6015A (with a 1000 : 1 voltage output ratio), which is connected to the HP 54600A digital
oscilloscope. A photograph of the HV probe is shown in Fig. 3.17 (a). The probe consists
of a handle with a shield guard, and an insulated probe tip, to which a number of standard
end connectors can be attached. In the present case, a crocodile clip is used. This tip is
the high voltage measuring point of the probe, which is then attached to different points
within the match-box/antenna system, as indicated in the schematic in Fig. 3.17 (b). A
separate crocodile clip is then used to provide the second measurement point (which must
be ground) and is connected to the grounded side of the match-box.
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Fig. 3.17: (a) Photograph of the HV probe showing the high-voltage measurement tip, grounding
clip, and electronics box. (b) Electrical schematic of the rf power supply and matching net-
work/antenna system showing the HV probe measurement locations A and B.
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Measurements from the HV probe are essentially limited by the resolution of the 8-
bit oscilloscope, thus giving a maximum resolution of about 0.4% of the full scale range
setting (which is also the main source of measurement uncertainty, and corresponds to
an absolute uncertainty of about ±30 V when considering the HV probe’s 1000 : 1 scal-
ing factor). The main measurement points of interest in the match-box are located at
points A and B in Fig. 3.17 (b). This effectively represents the voltage drop across the
antenna (including the antenna feedthroughs and connectors), and allows the quality, or
Q factor to be determined. The Q factor is a measure of the stored-to-dissipated energy
within an electrical circuit, and gives an indication of the resistance present. A small Q
factor indicates a large resistance, which is usually undesirable for a circuit. However, for
the antenna/plasma system, a low Q factor is advantageous, as it indicates that a large
percentage of the input power is being dissipated within the plasma (that is, the power
transfer efficiency of the antenna is high. This will be discussed further in Section 3.2.2).
The Q factor is given by
Q =
VB
VA
(3.23)
where VA and VB are the voltages measured with the HV probe at locations A and B in
Fig. 3.17 (b) respectively. When operating in a wave mode, helicon reactors of the type
used here, typically have Q factors between 3 − 6 [136, 137]. The voltage measurements
can also be used in limited situations to find the effective resistance of the antenna/plasma
system, which is needed to calculate the power transfer efficiency (see Section 3.2.2 below).
In the circuit schematic in Fig. 3.17 (b), the antenna/plasma is treated as an effective
resistance, RT , and an effective inductance, L. The voltage across the antenna, ∆V , can
then be written (using standard complex circuit analysis, together with Ohm’s law) as
∆V =
(
VBe
jδB − VAejδA
)
ejωt = ZI (3.24)
where j =
√−1, ω is the signal frequency, t is a time variable, Z is the antenna impedance,
I is the current flowing through the antenna, and δA and δB are quantities accounting for
signal phase shifts at locations A and B respectively. The impedance of the antenna is
Z = RT + jωL, while the current is I = I0e
jδejωt, with δ the phase shift in the current.
The resistance of the antenna/plasma is typically very small, of the order of 1 Ω, so that
most of the voltage is dropped across the inductance. Thus ignoring this resistance, using
the above quantities in Eqn. 3.24, and rearranging, the magnitude of the current is
I0 =
|VB − VAejθ|
ωL
(3.25)
where θ is the relative phase shift in the voltage measured between points A and B with
the HV probe. Equation 3.25 requires knowledge of the effective inductance, which due
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to the presence of the plasma, is in general not equal to the antenna inductance. Never-
theless, with a reasonable approximation for this inductance, the current in the antenna
can be determined. This then allows the effective antenna resistance to be found, which
is discussed in the next section.
3.2.2 RF Current Probe
The current probe, which was also mentioned in Section 2.2, is used to measure the
rf current flowing in the antenna, which is needed to determine the effective antenna
resistance, and hence find the power transfer efficiency. The current probe used is an
IPC CM-10-MG current monitor, which is attached within the match-box (see Fig. 2.10
(a)), and is located around the input feedthrough of the antenna. It has a bandwidth of
50 MHz, and can measure peak currents of 5 kA [138]. The probe consists of a yellow
painted metal disc, with a central hole through which the current-carrying conductor is
placed. A stem connected to the disc contains connection holes to attach the probe to
the match-box, as well as an output BNC connector. The probe basically consists of an
induction coil (similar in many regards to the B-dot probe discussed in Section 3.1.5) that
couples to the magnetic field produced from the current-carrying conductor, and outputs
a voltage signal proportional to the current magnitude. This output signal is read using
the HP 54600A digital oscilloscope via a 50 Ω coaxial cable connected to the BNC output
on the probe. A photograph of the current probe is shown in Fig. 3.18 (a).
The current probe comes pre-calibrated, with a calibration factor of 0.1 V/A when
plugged into an oscilloscope with a 50 Ω feedthrough terminator [138]. This terminator
is necessary to match the 50 Ω design output of the current probe with the much larger
1 MΩ input impedance of the oscilloscope. The calibration factor is used to convert the
measured voltage from the oscilloscope to an actual current flowing in the antenna. Since
the current probe is old and documentation material could not be found, as a precaution
the probe was checked using the HV probe and the 50 Ω resistive load from the rf generator
calibration in Section 2.2. Here the generator is plugged into the resistive load, and the
current through this load is measured with the current probe (when inserted into the
calibration box described previously in Section 2.2), and the HV probe is used to measure
the voltage across the load. The current from the HV probe is then found from Ohm’s
law, I0 = V0/R0, where R0 = 50 Ω, and V0 is the voltage measured with the HV probe.
Doing this for a number of rf powers (set using the dial on the generator in Fig. 2.11) the
graph in Fig. 3.18 (b) is produced.
As is seen in the figure, the HV probe and current probe give values very close to
each other, within 5− 6% over the whole range of dial settings. This confirms the current
probe calibration factor, and provides a good consistency check between different inde-
pendent probes. Similarly to the HV probe, errors in the current probe measurements are
essentially set by the resolution of the HP oscilloscope. When the antenna/plasma system
is matched, the reflected power, Pr, is very small, typically less than 1% of the forward
power, Pf , thus almost all of the forward power must be dissipated by the antenna/plasma
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Fig. 3.18: (a) Photograph of the rf current probe showing the BNC output connector and the
insertion location of the current-carrying conductor to be measured. (b) Measured current through
a 50 Ω resistive load as a function of rf power generator dial setting, using the calibration setup in
Section 2.2.
resistance, which can be found from
Pf − Pr = I2RMSRT (3.26)
where IRMS = I0/
√
2 is the root mean square current (measured using the current probe).
Here RT = Rant + Rp is the total antenna/match-box/plasma resistance, which can be
broken up into a plasma resistance, Rp, and a circuit resistance, Rant. Here Rp repre-
sents the effective resistance of all processes that deposit power within the plasma (i.e.
capacitive, inductive, and wave coupling). Rant represents the circuit resistance of the
antenna/match-box, and includes, ohmic resistance, eddy-current losses, and any contact
resistance losses that occur within the match-box between certain components that are
joined with a friction fit. The power transfer efficiency, η, is defined as the ratio of the
power absorbed by the plasma, Pabs, to the total input power from the generator, P0, and
can be written as
η =
Pabs
P0
=
Rp
Rant +Rp
(3.27)
Capacitively coupled systems (see Section 1.3) usually have the lowest power efficiency
(which can be less than about 10%) [64], while helicon wave coupled systems typically
have the highest power efficiency (as high as 80− 90%) [97, 139].
4Low-Field Helicon Mode
This chapter deals with the identification and subsequent detailed experimental charac-
terization of a low-field helicon mode within the Piglet reactor. The history of events
in this chapter is not as linear as expressed below, or necessarily in the order discov-
ered/investigated, since further insight into one set of measurements was often only gained
after measurements were taken much later. Nevertheless, this chapter has been arranged
in a fashion that tries to provide a logical connection between each event. The chapter be-
gins with the identification and initial characterization of a low-field helicon mode, before
moving on to a more detailed and comprehensive investigation of this mode. Following
this, certain interesting auxiliary results, including the discovery of multiple ion beam
regimes and a low-field mode in xenon, are discussed.
4.1 Identification of a Low-Field Helicon Mode
A schematic of Piglet is shown in Fig. 4.1 (a), indicating the insertion location of diagnostic
probes used in this chapter. Initial experiments were conducted in Piglet using both source
and exhaust solenoids in order to define the general operating characteristics of the system,
and to check whether it was behaving in a manner that could be compared to earlier
experiments in similar systems [12, 13, 14, 41, 98]. It was found that by keeping the power
1 and pressure constant (at 250 W and 0.04 Pa respectively for example), mode transitions
can be induced in Piglet by changing the external applied magnetic field. To demonstrate
these mode transitions, the plasma density within the source region (at z = −10 cm) is
measured with the LP (using Eqn. 3.8, and electron temperatures found from the CP)
as the currents in the source and exhaust coils are changed. With the exhaust coil off
(red coil in Fig. 4.1), an interesting mode transition is observed as the source coil current
(direction of blue arrow in Fig. 4.1 (b)) is varied. Here a very definite density peak is
observed for source coil currents between about 0.5− 1 A2. As the current in the exhaust
coil is increased (direction of red arrow in Fig. 4.1 (b)) this peak disappears, but a step-like
mode transition occurs for currents above about 1 A. These transitions are then observed
1 Note that this is the rf input power from the generator, which in general is different from the power
absorbed by the plasma, due to losses in the antenna/match-box
2 Although the use of solenoid currents here is slightly confusing, it should be realised that magnetic
fields cannot be used since different combinations of source and exhaust coil currents change both the
magnitude and geometry of the magnetic field, thus complicating the presentation of results.
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to initiate at increasingly later source currents as the exhaust current is further increased.
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Fig. 4.1: (a) Schematic of Piglet showing the insertion location of diagnostic probes used in
this chapter. Also shown is the source coil (blue) and exhaust coil (red). (b) Plasma density at
z = −10 cm taken with the LP as a function of source coil current, Isource, with contours of exhaust
coil current, Iexhaust. The exhaust current increases in the direction of the red arrow, with 0 A
(open diamonds), 1 A (open triangles), 2 A (open squares), 3 A (open circles), 4 A (stars), and
5 A (open upside-down triangles).
The low-field peak in Fig. 4.1 (b) sets the starting point of this thesis, since all
further work investigates and characterizes this peak, trying to answer the question, of
why it forms, and what its properties are. It is thus useful to now focus on this peak
explicitly. Figure 4.2 (a) shows the density in the center of the source tube (z = −10 cm)
as a function of the maximum magnetic field (with the exhaust coil off). This creates a
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diverging magnetic field (see Fig. 2.9) that peaks under the source coil and rapidly decays
with axial distance. For low magnetic fields it is seen that the density increases by a factor
of almost 15 from 1 × 1016 m−3 to 1.5 × 1017 m−3 over a very narrow range of magnetic
field values (1 mT < B0 < 3 mT), suggesting a direct capacitive (cases A and C on Fig.
4.2 (a)) to wave mode transition (case B) [140, 141]. By contrast, with the exhaust coil
on (and with currents greater than about 1 A), a transition from a capacitively coupled
to an inductively coupled mode is observed as the source coil current is increased (giving
magnetic fields greater than around 5 mT; step-like transitions in Fig. 4.1 (b)), as has
been observed before [37, 59]. During these transitions the density changes by a much
smaller factor (≈ 2− 3), and stays high as the magnetic field is further increased.
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Fig. 4.2: (a) Plasma density at z = −10 cm taken with the LP, with just the source coil operating
(exhaust coil off), as a function of the maximum applied magnetic field. Points labelled A and
C correspond to plasma conditions just before and after the observed density peak, while point
B corresponds to the maximum of the peak. (b) Antenna loading resistance as a function of the
maximum applied magnetic field for the transition shown in (a), measured with the rf current
probe (black open triangles) and HV probe (green closed circles). The gas pressure is 0.04 Pa and
the rf input power is 250 W.
Figure 4.2 (b) shows the antenna resistance found with the rf current probe (black
open triangles) for the low-field mode transition in Fig. 4.2 (a). Here a resistance peak is
observed that is well correlated with the density peak in (a), with the maximum resistance
occurring at approximately the same magnetic field as the maximum density. Also shown
in Fig. 4.2 (b) are estimates of the antenna resistance made using measurements with the
HV probe (green closed circles). These resistances are found to be in very good agreement
with those of the current probe. The fact that the antenna resistance increases, implies
that the power transfer efficiency also increases. By measuring the antenna/match-box
vacuum resistance (0.25 Ω) this efficiency increases from less than 10% for cases A and C
in Fig. 4.2 (a), to about 50% for case B.
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Interestingly, during the low-field mode transition in Fig. 4.2 (a), a higher energy
ion population (characteristic of an ion beam) is observed in the downstream diffusion
chamber. Figure 4.3 shows the ion energy distribution functions (IEDFs) for cases A (red
curve) and B (blue curve) measured with the “dogleg” RFEA at position z = 10 cm (case
C is similar to case A and is not shown for clarity). Case A shows only a single peak at
the local plasma potential (≈ 45 V), while case B can be decomposed into two Gaussian
ion populations (black dashed curves), one centered on the plasma potential (≈ 26 V) and
a second higher energy population at about 40 V.
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Fig. 4.3: Normalized IEDF’s measured with the “dogleg” RFEA at position z = 10 cm for the
points A (red curve) and B (blue curve) in Fig. 4.2 (a). The black dashed curves show the
deconvolution of the IEDF for case B into two Gaussian ion populations. The green dashed curve
shows the IEDF taken with RFEA (A), whose orifice is 90o to that of the “dogleg” RFEA’s orifice.
It has been shown [111] that an ion beam is not the only mechanism that can produce
a higher energy ion population. If the plasma potential has an rf component (say due
to capacitive coupling between the antenna and plasma) then the sheath in front of the
grounded RFEA is rf modulated. If the transit time of an ion across this sheath is similar
to or less than an rf period, then the measured IEDFs will be affected to some extent
by this modulation (see also Section 3.1.1). In the present situation, the measurement is
downstream of the density maximum (see Fig. 4.4 (b) below) and the ion transit time is
calculated (using Eqn. 3.5) to be greater than the rf period. An additional experiment
can be carried out by changing the orientation of the RFEA which should show no change
if there were any rf modulation. RFEA (A) has its orifice facing the walls of the diffusion
chamber (i.e. 90o to the “dogleg” RFEAs orifice), and when located at z = 10 cm only
a single ion population is present (green dashed curve in Fig. 4.3), matching closely to
the fitted Gaussian representing the local ion population for the “dogleg” RFEA at the
same location. The above measurements provide strong evidence that the higher energy
ion population is not a bimodal distribution due to rf effects [111], but is a directed beam.
Figure 4.4 (a) shows the axial plasma potential profiles for cases A-C (Fig. 4.2 (a))
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obtained with RFEA (A). The peak potential of around 40 V for case B (blue closed
diamonds) is lower than the peak potential of about 50 V for both cases A (red closed
triangles) and C (green closed squares). Case A shows an axial potential variation that is
fairly constant in the diffusion chamber, with a definite peak at around z = −12.5 cm in
the source region. A similar peak is present for case C. Case B however shows a potential
that remains approximately constant within the source region, before rapidly decaying for
z > 0 cm. From Fig. 4.3 the ion beam energy for case B is approximately 39 V, which is
13 V above the local plasma potential of 26 V, and well correlated with the peak upstream
potential of 41 V in Fig. 4.4 (a). Also shown in Fig. 4.4 (a) are the plasma potentials
(black closed circles) obtained with the “dogleg” RFEA from Fig. 4.3 (together with that
for case C) at the corresponding locations, where the potentials are seen to be in close
agreement with those from RFEA (A).
The axial density profiles for cases A-C are shown in Fig. 4.4 (b), together with the
radial density profiles at z = −1 cm in Fig. 4.4 (c). For cases A and C the axial density
remains relatively constant at 1 × 1016 m−3 and 1.5 × 1016 m−3 respectively within the
reactor. For case B the density is significantly greater throughout the reactor, with a peak
value of 1.4×1017 m−3 at z = −13 cm. This is more than an order of magnitude larger than
the peak density for cases A and C. This increased plasma density is further illustrated
in the radial density profiles, demonstrating that the density increases throughout the
reactor.
Based on the above results, the system seems to transition from an initially axially
uniform plasma state to an expanding plasma (containing an ion beam) and then back to
a more or less uniform plasma state. In Ref. [37] a transition was reported at ≈ 5 mT
together with the observation of a higher energy ion population. At 5 mT the ion gyro-
radius was estimated to be approximately equal to the source tube radius. Since the
gyro-radius decreases as the magnetic field is further increased, it was suggested that this
could result in a decrease in the radial plasma loss rate, and a subsequent increase in
the plasma density, as was observed. In the present case however, a transition occurs
at a much lower magnetic field (1 mT) with the peak at ≈ 2 mT, after which further
increases in the magnetic field result in a decrease in the plasma density. Using a similar
ion temperature to Ref. [37] of 0.2 eV, an ion gyro-radius of 14.6 cm at 2 mT is obtained,
well above the source tube radius of 6.8 cm. Since plasma confinement would be expected
to increase as the magnetic field increases, the present behaviour cannot be the result of
the same physics as the transition previously observed [37].
4.2 Characterization of a Low-Field Helicon Mode
4.2.1 Source Region
In the section above, a low-field mode was identified in Piglet, and an initial characteriza-
tion was performed. This characterization is extended here by investigating a larger range
of powers (50 W < P0 < 400 W) and pressures (0.04 Pa < p0 < 0.4 Pa), together with a
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more detailed study of the ion beam properties.
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Fig. 4.4: (a) Axial plasma potential profiles measured with RFEA (A) for cases A−C in Fig. 4.2
(a). The black closed circles show the plasma potential at z = 10 cm measured with the “dogleg”
RFEA, while the black open upside-down triangle shows the measured beam potential for case B.
(b) Axial plasma density profiles taken with the LP for cases A − C in Fig. 4.2 (a). (c) Radial
density profiles at the source tube exit (z = −1 cm) taken with the LP for cases A−C in Fig. 4.2
(a). The gas pressure is 0.04 Pa and the rf input power is 250 W.
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Characterization as a Function of RF Input Power
Figure 4.5 (a) shows the plasma density within the source region (z = −10 cm) as a
function of the maximum applied magnetic field (with only the source coil on), for a number
of different input powers. For these measurements, the magnetic field is ramped up from
0 mT to 8 mT, and the densities are found using Eqn. 3.8, with electron temperatures
from the CP (using the trapped electron temperature, Te1 , see Section 4.2.3). As seen
from the figure, at very low powers (< 100 W) a very small density peak is present at
around B0 ≈ 1.8 mT. As the magnetic field is further increased, the density drops, before
again rising monotonically at around B0 > 4 mT. As the power is increased, the density
peak is observed to get both higher and broader. For higher powers, the maximum peak
density of around 1−2×1017 m−3 is almost 10 times larger than that occurring just before
or after the peak. It is interesting to note that the maximum value of the peak shifts to
larger magnetic fields as the power is increased. The dispersion relation for helicon waves
including the effects of finite electron mass (repeated here from Section 1.4) is
kzk − k2 ω
ωce
=
qµ0n0ω
B0
(4.1)
where k =
√
k2z + k
2
⊥ is the total wave number, kz and k⊥ are the parallel and perpen-
dicular wave number components, ω is the wave angular frequency, ωce = qB0/m is the
electron cyclotron frequency, q and m are the electron charge and mass respectively, µ0
is the permeability of free space and n0 is the plasma density. Equation 4.1 describes
only the dispersion relation of waves within the plasma, and says nothing about how the
plasma is formed or reaches the density it has. From power balance considerations [30], the
density in wave-sustained systems is proportional to the power absorbed by the plasma.
Thus as the input power increases, the plasma density is also expected to increase. If the
wave numbers kz and k⊥ in Eqn. 4.1 were constant, then as the density increases this
dispersion relation can only continue to be satisfied if the magnetic field changes as well.
By rearranging Eqn. 4.1, the required magnetic field for a given wave number is a linear
function of the plasma density
n0 = cB0 − d (4.2)
where c = kzk/qµ0ω, and d = mk
2/q2µ0. Double-saddle field antennas (as are used here)
are known to most strongly excite waves with a wavelength equal to twice the antenna
length [30, 66, 75] (although are not limited to exciting waves of this wavelength only). If
this is assumed true here so that the wave number is approximately constant, then as the
input power to Piglet increases, the density is expected to increase, and thus from Eqn. 4.2,
the magnetic field at the density peak should also increase. The blue straight line in Fig.
4.5 (a) shows that the density peaks do indeed appear to show a linear variation consistent
with Eqn. 4.2. However, the densities in Fig. 4.5 (a) have not been compensated for
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sheath expansion of the LP (see Section 3.1.2). Taking the maximum densities, and using
Sheridan’s method (see Section 3.1.2) the sheath-compensated densities can be obtained,
plotted in Fig. 4.5 (b) as a function of the magnetic field at this peak density, Bpeak.
The green closed circles show the results for argon, while the blue closed triangles and
red closed squares show the results for xenon (see Section 4.4). Sheridan’s method is
not too sensitive to the uncertainty in the electron temperature, however due to the
possible overestimation of the sheath area by his method of about 15%, the errorbars are
asymmetrical. The solid line is a best-fit linear function to the argon data, clearly showing
the strong linear dependence between the density and magnetic field, this despite the non-
uniformities present in the magnetic field (since it is diverging) and plasma density profiles
(Figs. 4.4 (b) and 4.8 later). This best-fit function gives npeak = 0.77Bpeak − 1.35 with
npeak and Bpeak in units of [1× 1017 m−3] and [mT] respectively.
In Chapter 6 measurements will show that the axial helicon wavelength is approx-
imately λz = 0.2 m (this then gives the axial wave number from kz = 2π/λz), while
the perpendicular wave number is k⊥ ≈ 58.6 m−1. Using these values, Eqn. 4.2 becomes
n0 = 1.22B0−1.25 (again with n0 and B0 in units of [1×1017 m−3] and [mT] respectively).
This is only in moderate agreement with that of the best-fit linear function obtained above.
However, Eqn. 4.2 assumes a uniform magnetic field and density, which is not the case
here. Thus some type of average magnetic field and density values would seem to be more
appropriate. Using instead an average axial density (found using data in Figs. 4.4 (b) and
4.8 below) and an average axial magnetic field, the best-fit linear function is modified to
nave = 0.98Bave−1.11. This shows fairly reasonable agreement with that found from Eqn.
4.2, and more importantly, shows that the helicon dispersion relation accounting for finite
electron mass has to be used for these low-field peaks, since the best-fit line does not pass
through the origin (where this would be expected for dispersion relations not accounting
for finite electron mass, such as Eqn. 1.61).
Characterization as a Function of Gas Pressure
Equation 4.2 says only that the density and magnetic field should be linearly related,
and says nothing about the power input or system pressure. Both these factors affect
the plasma density, and thus if the power input is kept constant, similar linear behaviour
should be present as the pressure is varied. This is shown in Fig. 4.5 (c) for a number
of gas pressures, and an input power of 250 W. Again similar behaviour to Fig. 4.5
(a) is observed, with the density peaks becoming broader and higher as the pressure is
increased. It is also noted that the density at 0.36 Pa (open upside-down triangles) is
almost 3 times larger than that at 0.04 Pa (open triangles). The low pressure limit for
peak formation is observed to be approximately 0.027 Pa (not shown in Fig. 4.5 (c)), while
a peak was still observed for pressures higher than 0.65 Pa (also not shown in Fig. 4.5
(c)). The blue solid line in Fig. 4.5 (c) shows the approximate linear relationship between
the density peaks as the pressure is increased. It is interesting to note that a “shoulder”
begins to appear on the right-hand side of the density peaks for pressures above 0.2 Pa,
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Fig. 4.5: (a) Plasma density within the source region (z = −10 cm) as a function of the maximum
applied magnetic field (as the source coil is varied with the exhaust coil off), at a number of rf
powers; 50 W (open squares), 100 W (open diamonds), 150 W (open circles), 200 W (stars), 250 W
(open triangles), 300 W (crosses), 350 W (dots), and 400 W (open upside-down triangles). The
blue straight line illustrates that the peak density is linearly related to the peak magnetic field
as the power is increased. The gas pressure is 0.04 Pa. (b) Peak density (green closed circles;
corrected for sheath area effects of the LP) as a function of peak magnetic field. The solid line is a
best-fit linear function, indicating the proportionality identified in (a). (c) Plasma density within
the source region (z = −10 cm) as a function of the maximum applied magnetic field (as the source
coil is varied, with the exhaust coil off), at a number of gas pressures; 0.04 Pa (open triangles),
0.06 Pa (stars), 0.08 Pa (open circles), 0.12 Pa (open squares), 0.16 Pa (open diamonds), 0.2 Pa
(crosses), 0.24 Pa (dots), 0.36 Pa (open upside-down triangles). The rf input power is 250 W. The
blue straight line illustrates that the peak density is linearly related to the peak magnetic field as
the pressure is increased. (d) Peak density (green closed circles; corrected for sheath area effects of
the LP) as a function of peak magnetic field. The solid line is a best-fit linear function, indicating
the proportionality identified in (c). The blue closed triangles and red closed squares in (c) and
(d) correspond to the results for xenon (see Section 4.4).
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becoming very prominent at 0.36 Pa for a magnetic field of around 5 mT. The appearance
of this “shoulder” might be related to a change in the power deposition process that
occurs at higher pressures, although this was not investigated further. In Fig. 4.5 (d) the
maximum densities (corrected for sheath area effects of the LP) have been plotted as a
function of the magnetic field at this peak density. A strong linear relationship is again
seen between these variables, consistent with the prediction of Eqn. 4.2. The best-fit
line gives npeak = 1.6Bpeak − 3.38. Since density profiles are not present for all of these
pressure cases, an average density correction cannot be used. However, the coefficients
of this equation are of a similar order to that predicted from the Eqn. 4.2, indicating
that uniform helicon theory can still be used to give reasonable predictions, even if the
magnetic field and plasma density are not uniform. The blue closed triangles in Fig. 4.5
(d) again correspond to the results for xenon (see Section 4.4).
Trends in the Peak Density
Further insight into the density peaks can be obtained by plotting the maximum density
as a function of the power and pressure respectively. This is shown in Fig. 4.6, where
the densities are plotted against the total absorbed power (found from the rf input power
P0 and power transfer efficiency, η; see Section 4.2.2), and the gas pressures respectively.
The vertical errorbars in both figures come from Sheridan’s method, while the horizontal
errorbars in Fig. 4.6 (a) are from errors in the measured power transfer efficiency. It is
observed that the maximum density is linear with the absorbed power, implying that the
density increase is a sole result of the increased absorbed power. By contrast, as a function
of pressure (Fig. 4.6 (b)) the density follows a power law, y = axb + c, as indicated by
the best-fit line, which serves as a visualization aid. Since the rf input power is fixed, the
density increase could be a result of a combination of changes in the electron temperature
(see Section 4.2.3 and Fig. 4.13) and power transfer efficiency (see Section 4.2.2 and Fig.
4.11).
Magnetic Field Polarity Dependence and Hysteresis
The effect of the magnetic field on the density peak was then explored by conducting a
number of tests. In the first test, the current in the source coil is reversed (thus changing
the direction of the magnetic field, with magnetic north now pointing towards the diffusion
chamber), while in the second test the magnetic field is ramped down from 10 mT to 0 mT
to check for hysteresis. These tests are performed at a pressure of 0.04 Pa and an rf input
power of 250 W, and the results are shown in Fig. 4.7 (a). For the first test (black dashed
line in Fig. 4.7 (a)) it can be seen that a density peak of similar height and width forms
for approximately the same magnetic field as for the original field configuration (black
solid line in Fig. 4.7 (a)). Double-saddle field antennas (as is used here) are not sensitive
to the magnetic field direction as they can launch both m = 1 and m = −1 helicon waves
[70]. This is in contrast to phased helical antennas, which can preferentially excite m = 1
or m = −1 modes. Consequently, the magnetic field direction has been observed to be
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Fig. 4.6: (a) Maximum plasma densities (accounting for sheath expansion of the LP) from the
peaks in Fig. 4.5 (a) as a function of the absorbed power (found using power transfer efficiencies
from Section 4.2.2). The black solid line is a best-fit straight line showing the linearity between
the density and absorbed power. (b) Maximum plasma densities (accounting for sheath expansion
of the LP) from the peaks in Fig. 4.5 (c) as a function of gas pressure. The black solid line serves
as a visualization aid. The asymmetrical nature of the vertical errorbars is a consequence of the
possible overestimated sheath area from Sheridan’s model (see Section 3.1.2).
important in the formation of density peaks with these antennas [88]. For the second test,
after ramping the magnetic field up (black solid line), the magnetic field is then ramped
down (green closed circles). Here the only hysteresis observed occurs at the right-hand
boundary of the peak (B0 ≈ 2.5 mT), otherwise the system shows virtually identical
behaviour (both in shape and magnitude) to that for the original case. This is in contrast
to observations by Lho [86] where as the magnetic field was decreased, the plasma density
remained high, even with the magnetic field off. It was argued that once the plasma reaches
the high density mode, inductive coupling becomes the dominant heating mechanism, and
that this can sustain the system even with no applied magnetic field. This does not seem
to be the case here, where minimal hysteresis is seen, suggesting (together with the results
of Fig. 4.5) that the density peaks are predominantly due to a wave mode.
Exhaust Coil
All measurements above have been made with only the source coil operating, and it is of
interest to now investigate the effect of the exhaust coil. To do this a number of additional
tests are run with just the exhaust coil operating (source coil off) for the low (0.04 Pa) and
high (0.36 Pa) pressure conditions already investigated in Fig. 4.5 (c). This is shown in
Fig. 4.7 (b), together with the corresponding cases from Fig. 4.5 (c) where only the source
coil was operating. At low pressure, no density peak is observed with just the exhaust
coil on (black line and black closed circles). The plasma remains a dull purple colour, and
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at no point during the magnetic field ramp does the matching change significantly. By
contrast, for the high pressure cases (black closed triangles), a density peak is observed.
It initially shows similar behaviour to that with just the source coil, before levelling off
at around B0 ≈ 2 mT. It then drops off near B0 ≈ 3.5 mT, well before the corresponding
case with just the source coil operating.
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Fig. 4.7: (a) Plasma density within the source region (z = −10 cm) as a function of the maximum
applied magnetic field (as the source coil is varied, with the exhaust coil off), for a number of
magnetic field test cases; magnetic field ramped up from 0 mT (black solid line), magnetic ramped
down from 10 mT (green closed circles), magnetic field direction reversed (magnetic north pointing
towards the diffusion chamber) and ramped up from 0 mT (black dashed line). The gas pressure is
0.04 Pa and the rf input power is 250 W. (b) Plasma density within the source region (z = −10 cm)
as a function of the maximum applied magnetic field for a number of tests cases; source coil on
with exhaust coil off (blue solid curves), exhaust coil on with source coil off (black solid curves),
gas pressure 0.04 Pa (black closed circles), and gas pressure 0.36 Pa (black closed triangles). The
rf input power is 250 W.
These measurements were made at an axial location of z = −10 cm, and it is thus
of interest to see how the density profile is affected by the change of magnetic field coils.
Figure 4.8 (a) shows the axial density profiles at 250 W for a maximum magnetic field
of 2.1 mT (that is, for the same current in either the source or exhaust coil). The low
pressure case with just the exhaust coil (open triangles) shows a low and relatively constant
density of approximately 1×1016 m−3, being slightly higher in the diffusion chamber. The
low pressure case with the source coil (red closed diamonds) however is about 10 times
larger, peaking in the source region at z = −15 cm (close to the source coil itself). Similar
behaviour is present for the high pressure case with the source coil (green closed circles),
which has a density about 3 times higher than the low pressure case. The high pressure case
also peaks at around z = −15 cm, before rapidly decaying downstream. The high pressure
case for the exhaust coil (blue closed squares) however peaks significantly downstream at
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around z = −6 cm, and shows an almost symmetrical profile about this point. Further
insight into these profiles can be gained by plotting the normalized density profiles, and
overlaying them with their respective normalized magnetic fields. This is shown in Fig. 4.8
(b). Here the low pressure case (red closed diamonds) has a similar shape to the magnetic
field profile, but is displaced a few cm to the right. However, the high pressure cases are
seen to have a strong correlation between the observed density profiles, and the magnetic
field profiles. This suggests that the plasma is confined by the magnetic field, and forced
to undergo expansion as the field diverges.
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Fig. 4.8: (a) Axial plasma density profiles for the test cases in Fig. 4.7 (b); gas pressure 0.04 Pa
and source coil on with exhaust coil off (red closed diamonds), gas pressure 0.04 Pa and exhaust
coil on with source coil off (black open triangles), gas pressure 0.36 Pa and source coil on with
exhaust coil off (green closed circles), gas pressure 0.36 Pa and exhaust coil on with source coil off
(blue closed squares). The rf input power is 250 W, and the maximum magnetic field is 2.1 mT.
The vertical dashed line marks the source tube exit. (b) Normalized axial plasma density profiles
for the cases in (a). The solid lines are normalized axial magnetic field profiles with the source coil
on (exhaust coil off; left curve) and the exhaust coil on (source coil off; right curve).
Plasma Potential
The plasma potential within the source region as the magnetic field is increased according
to Fig. 4.2 (a) is shown in Fig. 4.9 (a). Since RFEA (A) has its orifice facing the reactor
walls, it cannot see an ion beam, and hence the IEDFs are symmetric around the local
plasma potential (dark red regions). Two discontinuous changes are seen as the magnetic
field is increased, one at about 1 mT, and a second at 2.5 mT. The plasma potential
decreases from around 50 V down to 45 V, before increasing again back to about 50 V.
Note that the second discontinuity occurs slightly earlier than that in Fig. 4.2 since the
presence of the grounded probe in the source region perturbs the plasma slightly. Also
shown in Fig. 4.9 (a) are EP measurements made using the floating potential method
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(black closed circles; see Section 3.1.4) which match well with the plasma potentials found
from the RFEA. Figure 4.9 (b) shows the upstream IEDFs taken with RFEA (A) (located
at z = −10 cm) as the pressure is changed. Here the plasma potential (dark red regions)
decreases as the pressure increases, going from around 45 V at 0.04 Pa to about 20 V at
0.36 Pa. The black closed circles again represent the plasma potentials found with the EP.
Although the trend displayed is similar to that from the RFEA, the potentials are a few
volts higher for all pressures. It should be said though that the EP measurements were
not taken simultaneously with the RFEA results (which themselves have an uncertainty).
Nevertheless, the results are still in reasonable agreement, and only deviate by about
2− 4 V.
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Fig. 4.9: (a) IEDFs as a function of the maximum applied magnetic field for the conditions in
Fig. 4.2 (a) with B0 < 3 mT, taken upstream (at z = −10 cm) with RFEA (A). (b) IEDFs as a
function of the gas pressure at z = −10 cm. The dark red regions in (a) and (b) are indications of
the local plasma potential, while the black closed circles are the plasma potentials found with the
floating emissive probe.
4.2.2 RF Circuit
With the source characterization complete, the matching network/antenna circuit response
is investigated for some of the conditions above. Measurements of the effective antenna re-
sistance, Reff , and quality factor, Q, of the circuit are taken, using the rf current and high
voltage probes. A schematic of the matching network/antenna has been shown previously
in Fig. 3.17 (b). Here the antenna is assumed to be composed of an effective inductance,
Lant, a circuit resistance, Rant (which includes all ohmic and contact resistances, and any
eddy current losses relevant to the antenna and matching network; this resistance is some-
times called the vacuum resistance), as well as a plasma resistance, Rp (which includes all
power losses attributed to the plasma, including any capacitive coupling, and inductive
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or wave coupling). Since the antenna/plasma is matched at each measurement condition,
and the observed reflected power is typically < 1%, all of the input power from the rf
generator must be dissipated in the antenna/plasma system.
Characterization as a Function of RF Input Power
Using the approach outlined in Section 3.2.1 and 3.2.2, the effective resistance is measured
as a function of the maximum applied magnetic field for a number of rf powers, as shown
in Fig. 4.10 (a). Here the gas pressure is kept constant at 0.04 Pa. As is seen, distinct
resistance peaks are present for powers above approximately 100 W, well correlated with
the density peaks in Fig. 4.5 (a). While the peaks appear “sharper” than those of
the density peaks, they are of a similar width. It is interesting to note that the peak
resistance is approximately linearly related to the magnetic field at the peak resistance,
as demonstrated by the blue straight line in Fig. 4.10 (a). The resistance for a power of
250 W (open triangles) is slightly lower than under the same conditions in Fig. 4.2 (b),
since the antenna and match-box had subsequently been disassembled and reassembled a
number of times and contact resistances had changed slightly.
The quality factor, Q, of a resonant circuit (such as the matching network/antenna
system) represents a measure of the stored-to-dissipated energy within the circuit. A low
Q factor means the effective resistance of the circuit has increased, and thus affords a
second independent check of the measurements made with the rf current probe. Q factor
measurements are shown in Fig. 4.10 (b), where it is seen that they very closely mirror
those of the resistance measurements. The Q factor begins at approximately 10 − 11 for
fields below 1 mT, before rapidly dropping to a minimum of less than 7 at around 2.5 mT.
This decrease in Q factor is synonymous with an increased circuit resistance, consistent
with the measurements in Fig. 4.10 (a). Again an almost linear relationship is seen
between the minimum Q factors and the magnetic field at these minima.
Of particular interest, is the power transfer efficiency, which as discussed in Section 3.2,
is an indication of the amount of power transferred from the rf generator into the plasma.
This can be determined from Eqn. 3.27, using a value for the vacuum resistance measured
to be about 0.21 Ω. Measurements of the vacuum resistance in a similar system [97] (but
with a slightly longer antenna of 18 cm so that a larger resistance would be expected), have
yielded values of the vacuum resistance of 0.3 Ω, close to the value obtained here. With
the external resistance known, the power transfer efficiency is calculated as a function of
the rf input power for the peak resistances in Fig. 4.10 (a). This is shown in Fig. 4.10
(c). Here it is seen that the power transfer efficiency is initially quite low, less than 30%
for low powers, but then rises rapidly, before levelling off at around 50% for an input
power of approximately 400 W. From Section 3.2.2, it was shown that the current probe
gave current values within about 5% of those obtained with the HV probe during the
calibration. If an uncertainty of ±5% is therefore assumed in all current measurements,
an estimate can be made of the uncertainty in the calculated efficiencies, as shown by the
errorbars in the figure.
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Fig. 4.10: (a) Effective antenna resistance as a function of the maximum applied magnetic field
(as the source coil is varied, with the exhaust coil off), at a number of rf powers; 50 W (open
squares), 100 W (open diamonds), 150 W (open circles), 200 W (stars), 250 W (open triangles),
300 W (crosses), 350 W (dots), and 400 W (open upside-down triangles). The straight blue line
illustrates that the peak resistance is linearly related to the peak magnetic field as the power is
increased. The gas pressure is 0.04 Pa. (b) Quality factor, Q, as a function of the maximum
applied magnetic field for the same rf powers as in (a). Again, the straight blue line shows that
the minimum Q factor is linearly related to the peak magnetic field. (c) Power transfer efficiency,
η, as a function of total applied rf power using the peak resistances from (a). The black solid line
serves as a visualization aid. (d) Absorbed power as a function of the peak magnetic field, with
peaks from (a) (green closed circles), and minima from (b) (blue closed triangles). The black solid
line shows a best-fit linear function.
Figure 4.10 (d) shows the absorbed power (Pabs = ηP0) plotted as a function of the
magnetic field at the maximum efficiency points in Reff and Q of Fig. 4.10 (a)-(b). Here
again a linear relationship is observed, similar to Fig. 4.5 (b). This suggests that the peak
density should be proportional to the absorbed power, as was observed in Fig. 4.6 (a).
This further suggests that the increase in density as the rf input power increases is a sole
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result of the increased absorbed power, which will be explained further in Chapter 5.
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Fig. 4.11: Effective antenna resistance as a function of the maximum applied magnetic field
(as the source coil is varied, with the exhaust coil off), at a number of gas pressures; 0.04 Pa
(open triangles), 0.08 Pa (open circles), 0.12 Pa (open squares), 0.16 Pa (open diamonds), 0.20 Pa
(crosses), 0.24 Pa (dots), 0.36 Pa (open upside-down triangles). The rf power input is 250 W. (b)
Quality factor, Q, as a function of the maximum applied magnetic field for the same gas pressures
as in (a). (c) Power transfer efficiency, η, as a function of gas pressure using the resistances from
(a). The solid line serves as a visualization aid. (d) Peak magnetic fields as a function of gas
pressure, with peaks from (a) (green closed circles), and minima from (b) (blue closed triangles).
The solid line serves as a visualization aid.
Characterization as a Function of Gas Pressure
Similar measurements to Fig. 4.10 are then taken for a number of gas pressures, while
keeping the rf power constant at 250 W. Both the resistances and Q factors are shown in
Fig. 4.11. Once again the resistance starts out quite low (≈ 0.2 Ω), before increasing to
around 0.55 Ω. The peaks are also well correlated with those of the density measurements
in Fig. 4.5 (c). The Q factors, mirroring the resistance results, start high at around 10,
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before decreasing to around 6 at about 3 mT. By contrast to the results in Fig. 4.10
however, both the resistances and Q factors eventually level off to a certain value. This is
more clearly seen in Fig. 4.11 (c) where the power transfer efficiency has been plotted as
a function of gas pressure. The efficiency initially increases rapidly from just above 30%,
before flattening off at just above 60%. This suggests that even though the density in-
creases with pressure (Fig. 4.6 (b)), the power absorbed by the plasma no longer increases,
thus indicating some other process must be allowing the density increase (to be discussed
further in Chapter 5). Figure 4.11 (d) shows the magnetic field at the maxima/minima of
Fig. 4.11 (a)-(b) for the resistance and Q factor measurements respectively. As is seen,
the Q factors are a minimum at approximately the same location that the resistances are
a maximum, thus showing good consistency between measurements.
It should be noted that the resistances in Figs. 4.10 (a) and 4.11 (a), after accounting
for the antenna resistance of 0.21 Ω, give plasma resistances between 0 − 0.35 Ω, which
while quite low, are similar to values measured by Degeling [82] (0 − 0.6 Ω) for helicon
waves in magnetic fields from 2− 15 mT, as well as those from a computational study by
Cho [69], where resistances between 0−1 Ω were obtained for similar conditions (although
this computational work assumes a uniform magnetic field and plasma density). The
capping of the power transfer efficiency in Figs. 4.10 (c) and 4.11 (c) is similar to other
work on helicon systems [97, 139].
4.2.3 Electron Temperature
EEPFs
In order to find the plasma densities in the sections above, electron temperatures from
the CP were used. Example EEPFs from the CP during the low-field mode at 0.04 Pa
are shown in Fig. 4.12 (a)-(b) in the upstream (z = −5 cm) and downstream (z = 10 cm)
regions of Piglet. The EEPFs at both the upstream and downstream regions show a bi-
Maxwellian distribution, characterized by two electron populations; a trapped population,
Te1 , and a free population Te2 , separated by an energy break. As was shown in Fig. 4.4 (a),
the plasma potential profile during the low-field mode decays gradually, and does not drop
sharply like in a DL. In recent DL studies, a bi-Maxwellian is seen at the upstream side,
while a single Maxwellian is observed at the downstream side. Here in both the upstream
and downstream regions, a bi-Maxwellian is present. Figure 4.12 (c) shows the trapped
(blue closed circles) and free (red closed triangles) electron temperatures as a function of
axial distance, where it is seen that the respective temperatures remain almost constant.
The break energy (green closed diamonds) however decreases from 30 V at z = −10 cm
to 20 V at z = 10 cm.
Break Energy and Plasma Potential
The black solid curve in Fig. 4.12 (c) shows the plasma potential profile obtained with
RFEA (A) for the same conditions. At the upper errorbar limit, the break energies are
only a few volts off from this curve, indicating that the break energy appears to be tracking
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Fig. 4.12: EEPFs measured with the CP for a gas pressure of 0.04 Pa, and a maximum magnetic
field (with only the source coil on) of 2.1 mT, at (a) z = −5 cm, and (b) z = 10 cm. (c) Electron
temperatures Te1 (blue closed circles) and Te2 (red closed triangles) as a function of axial position.
The green closed diamonds are the measured energy break location in the EEPF, while the purple
closed squares are the plasma potential obtained from the zero-crossing method with the CP. The
black solid line is the plasma potential obtained from RFEA (A), while the black dashed lines are
scaled versions of this curve, with scaling factors of 0.8 and 1.2 respectively.
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the local plasma potential. This is seen even more clearly if the plasma potential curve
is scaled by a factor of say 0.8 (lower black dashed curve), where the potential variation
matches very well with that of break energies. Each break energy data point itself however,
is some 5− 10 V below the actual plasma potential, which is fairly significant. The purple
closed squares show the plasma potentials found from the CP using the zero-crossing
method (see Section 3.1.3). Here the potentials are all higher than the RFEA potentials,
by about 5− 10 V. However, once again the potentials follow the same functional form as
the RFEA potentials, as is seen if the RFEA results are scaled by 1.2 (upper black dashed
curve).
It is unclear why the energy breaks and CP plasma potentials do not match with the
RFEA potentials. A significant amount of time was spent investigating this, with the most
obvious cause being a voltage reference error or phase shift in the probe circuit (since it
is pulsed), but no such error could be found. As mentioned in Section 3.1.3, resistance
effects associated with the probe circuit could be affecting the compensation process, thus
distorting the true zero-crossing point in the IV characteristic. Another possibility is
distortion of the probe characteristic due to the presence of a drifting plasma (which is
likely to be occurring based on the detection of an ion beam). Sheridan [142] has analyzed
the effect of drifting electrons on the current collection of a cylindrical LP in low-pressure
plasmas, and has shown that these drifts can affect the measurement of the plasma poten-
tial. Although Sheridan found that the plasma potential was underestimated (whereas in
the results above it appears as if the plasma potential from the CP is overestimated), it is
unclear how the presence of a magnetic field would change his results. Since this problem
could not be solved, the plasma potentials found from the CP were not used. Nevertheless,
the point of the discussion in the previous paragraphs is to demonstrate that in contrast
to recent DL studies, where the downstream region has only a single electron temperature,
the low-field mode has a two-temperature population throughout the reactor (which will
impact the modelling process to be performed in Chapter 5).
Characterization as a Function of Gas Pressure
Plotted in Fig. 4.13 (a), are the electron temperatures as a function of gas pressure for
a constant rf power of 250 W. The bulk electron temperature (green closed circles) is
seen to decrease as the pressure is increased, going from around 9 eV at 0.04 Pa down to
about 4.5 eV at 0.2 Pa. Similar behaviour is seen for the tail electron temperatures (blue
closed triangles). The black closed squares show the electron temperature measurements
made with RFEA (A) in electron collection mode (see Section 3.1.1), where they are seen
to be in very good agreement with the tail temperatures found from the CP over the
whole pressure range investigated (the uncertainties for these measurements are omitted
for clarity). It should again be reiterated that the RFEA can only see the tail electrons,
since the bulk electrons are reflected from the sheath in front of the grounded RFEA. A
recent comparison of plasma properties obtained from a Langmuir probe and an RFEA
(also operated in electron collection mode) have yielded similar good agreement with
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regard to the tail of the measured EEPFs [103]. By rotating the RFEA by 90o about the
central axis of the reactor, an additional set of electron temperature measurements was
taken (not shown), which were found to agree very well with the original measurements.
It is interesting to note that the ratio of the bulk-to-tail electron temperatures is almost
constant, as shown in Fig. 4.13 (b), with a ratio of between 2− 2.5 for all pressures. This
behaviour will be discussed further in Chapter 5.
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Fig. 4.13: (a) Electron temperature as a function of gas pressure for a maximum magnetic field
(with only the source coil on) of 2.1 mT. At each pressure a bi-Maxwellian EEPF is observed, with
temperatures Te1 (green closed circles), and Te2 (blue closed triangles). The black closed squares
(TeRF EA) are temperatures found using RFEA (A) in electron collection mode. The rf input power
is 250 W. (b) Ratio of Te1 to Te2 as a function of gas pressure for the same conditions as in (a).
4.2.4 Ion Beam
As was discussed in Section 4.1, simultaneous to the formation of the low-field mode, an
ion beam is observed in the downstream region. This can be seen more clearly as follows.
With the “dogleg” RFEA located at z = 10 cm, an IEDF is measured for each of the
magnetic field values in Fig. 4.2 (a). These IEDFs are then normalized and combined
to produce the contour plot shown in Fig. 4.14 (a). In the absence of an ion beam,
the IEDF is approximately Gaussian in shape, with a single peak at the local plasma
potential. This is indeed seen for magnetic fields below 1 mT, with the plasma potential
given by the dark red band stretching from around 45 V to 40 V for B0 < 1 mT. As the
magnetic field is increased however, a discontinuous change is observed at 1 mT, with the
plasma potential decreasing from around 40 V to less than 30 V, and the IEDFs becoming
significantly asymmetric about this maximum value. This asymmetry gives an indication
of the presence of a higher energy ion population. Further increases in the magnetic field
show a second discontinuous change at around 3 mT, with the plasma potential rising to
about 40 V and the IEDFs once again becoming symmetric around the plasma potential.
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These discontinuous changes correlate well with those of the low-field density peak in Fig.
4.2 (a).
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Fig. 4.14: (a) IEDFs as a function of the maximum applied magnetic field for the cases in Fig.
4.2 (a) with B0 < 3.7 mT, taken downstream (at z = 10 cm) with the dogleg RFEA. The dark red
regions are indications of the local plasma potential, while the black closed circles are the plasma
potentials found with the floating emissive probe. The vertical lines AA and BB correspond to
IEDFs at the maximum of the low-field peak in Fig. 4.2 (a) and at the point just after the low-field
peak respectively. (b) Total ion current measured for the cases in (a).
To check the plasma potentials seen by the RFEA, independent measurements are
made with the floating EP described in Section 3.1.4. The probe is inserted at the same
location that the RFEA measurements were made, and the results (black closed circles)
are overlaid on the contour plot in Fig. 4.14 (a). With the exception of the zero field
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case, the plasma potentials from the EP match very well with those found from the
“dogleg” RFEA (dark red regions), and in particular show that there are indeed two
discontinuities present. Figure 4.14 (b) shows the total current collected by the RFEA
(with a discriminator voltage of VD = 0 V) during the transition. For the low-field peak
of Fig. 4.2 (a), this total current is observed to increase. Note that the increase in current
(which is an approximate measure of the density) during the low-field peak is not as large
as that within the source region, since the density change in the downstream chamber is
not as large (see Fig. 4.4 (b)).
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Fig. 4.15: IEDFs for cases AA (red solid line) and BB (blue dashed line) in Fig. 4.14 (a) at a
number of RFEA orifice rotation angles (0o is defined when RFEA (A)’s orifice faces the upstream
region and is normal to Piglet’s central axis).
Directionality of Higher Energy Ion Population
If the asymmetric nature of the IEDFs during the low-field peak discussed above were due
to broadening effects associated with rf modulation of the sheath in front of the RFEA (see
Section 3.1.1) and not due to ion acceleration in an expanding plasma, then by rotating
the probe (so that the orifice no longer faces the source tube) these effects should still
be present. This was done in Section 4.1 with RFEA (A), and as a second test of this,
RFEA (A) is inserted into the side port of the diffusion chamber (see Fig. 4.1), located
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at z = 15 cm. Here 0o is defined when the orifice faces the source tube. The IEDF results
for different angles are shown in Fig. 4.15 for the cases denoted AA and BB in Fig. 4.14
(a). These cases are for IEDFs during, and just after the low-field peak. The IEDFs just
before the peak are similar to those just after, and are omitted for clarity. At 0o, case
BB (red line) shows a single ion population (approximately Gaussian in shape), while AA
(blue line) shows a much broader distribution with a group of higher energy ions. As the
probe is rotated these higher energy ions disappear, and for angles of 90o, 180o, and 270o,
only a single ion population is seen. This shows that the higher energy ion population
is not due to rf broadening effects, but is directional, and hence is an ion beam. For all
angles the IEDFs for case BB remain the same.
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Fig. 4.16: IEDFs as a function of the total rf power input, taken downstream (at z = 10 cm)
with the “dogleg” RFEA. The open circles are the plasma potentials found with the floating
emissive probe, while the horizontal black dashed line indicates the plasma potential upstream (at
z = −10 cm) taken with RFEA (A). Only the source coil is on, with a maximum magnetic field of
2.1 mT. The gas pressure is 0.04 Pa.
Characterization as a Function of RF Input Power
Setting the magnetic field to 2.1 mT (approximately the maximum of the density peak in
Fig. 4.2 (a)), IEDFs are measured with the “dogleg” RFEA (located at z = 10 cm) as
the rf power input is increased. This is shown in Fig. 4.16. For powers less than about
200 W, the IEDFs are approximately symmetric about the plasma potential, but at 200 W
a discontinuous change occurs, and the plasma potential decreases. This is the start of the
low-field helicon mode, and again a higher energy ion population is present. As the power is
further increased, both the plasma potential and the IEDFs remain virtually identical. The
only change observed is that the ion beam current (not shown) increases. The black dotted
line in Fig. 4.16 represents the upstream plasma potential at z = −10 cm measured with
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RFEA (A). The upstream potential corresponds well with the energy of the higher energy
ions in the IEDFs during the low-field mode. The black closed circles are measurements of
the plasma potential made in the upstream region (also at z = −10 cm) with the EP. They
correspond well with those from RFEA (A), and also show that the plasma potential does
not increase as the power changes. However at higher powers (> 380 W), the potentials
begin to rise slightly (although still within the error bounds).
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Fig. 4.17: (a) IEDFs as a function of gas pressure, taken downstream (at z = 10 cm) with the
“dogleg” RFEA. (b) IEDFs as a function of axial probe position, taken with the “dogleg” RFEA,
for a gas pressure of 0.04 Pa. The rf power input is 250 W, and only the source coil is on, with a
maximum magnetic field of 2.1 mT.
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Characterization as a Function of Gas Pressure
Figure 4.17 (a) shows IEDFs taken with the “dogleg” RFEA in the downstream region
(at z = 10 cm) as a function of pressure. At low pressures (< 0.1 Pa) there is a large
high energy ion population (with a broad range of energies) but as the pressure increases
the IEDFs become more Gaussian in shape, and the higher energy population begins
to disappear. For pressures greater than around 0.3 Pa, almost no ion beam can be
discerned. The plasma potential (given approximately by the location of the peak of each
of the IEDFs) gets smaller as the pressure increases (going from about 25 V to 10 V), as
does the maximum energy of the ion beam population (which serves as an indication of
the potential where the ions were born with in the upstream region).
Axial Characterization
Figure 4.17 (b) shows the spatial dependence of the IEDF in the downstream region for
a pressure of 0.04 Pa. Here the higher energy ion population is observed at each axial
location, becoming more distinct further downstream. At z = 0 cm, a definite peak exists
at just under 40 V, consistent with the measurements of the plasma potential in Fig. 4.4
(a). Also from Fig. 4.4 (a), the plasma potential within the downstream region begins
to decay for z < 0 cm. As the plasma potential drops, a lower energy ion population
becomes present in the IEDF, increasing in magnitude until at z = 7.5 cm the IEDF
now shows a peak centered on the local plasma potential at this point. For z > 15 cm a
significant higher energy ion population is clearly seen, with a range of energies between
about 25− 45 V.
Radial Characterization of Ion Beam
Radial measurements (taken with RFEA (A) at z = 15 cm) of the IEDF and current
collected by the RFEA are shown in Fig. 4.18 for pressures of 0.04 Pa, and 0.36 Pa
respectively. Figure 4.18 (a) shows that a higher energy ion population (asymmetrical
shape about the dark red regions) is present at all radial positions for the low pressure
case, while the high pressure case in Fig. 4.18 (c) shows no evidence of an ion beam.
Figures 4.18 (b) and (d) show the total collected RFEA current for both pressures cases.
While a slight asymmetry exists for the right-hand side of the low pressure case, both
radial current profiles are approximately symmetric. The total collected current for the
low pressure case is about 3 times larger than that for the higher pressure case. Also shown
in Fig. 4.18 (b) is the ion beam current (open triangles, which have been scaled by a factor
of 2 for clarity) at each radial position. The IEDFs in Fig. 4.18 (a) are decomposed into
a sum of two Gaussians, one centered on the local plasma potential, and a second higher
energy peak. The RFEA current that is measured at the discriminator voltage equal to
the location of this second peak is then defined as the ion beam current3. This approach
serves as an estimate only, for two main reasons: (1) The IEDFs show broad distributions
3 This is a standard approach adopted, as discussed in more detail in Refs. [98, 105].
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with no clearly defined second peak, so that interpretation of the ion beam is complicated,
(2) If the beam diverges, the RFEA cannot be easily rotated to always remain normal to
the incoming flux of ions.
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Fig. 4.18: (a) IEDFs as a function of radial position (at 0.04 Pa), taken downstream (at z = 15 cm)
with RFEA (A) inserted into the side port in the diffusion chamber, and only the source coil is on,
with a maximum magnetic field of 2.1 mT. (b) Total ion current (black open circles) and beam
current (black open triangles) for the cases in (a). The ion beam current has been scaled by a
factor of 2 for clarity. (c) IEDFs as a function of radial position (at 0.36 Pa). (d) Total ion current
(black open circles) for the cases in (c). The rf input power is 250 W.
The ion beam current in Fig. 4.18 (b) shows a double humped shape with peaks at
around ±5 cm, as well as showing that most of the beam is contained within the region
between −10 to 10 cm (similar to that for the total current). This allows an estimate
of the beam divergence to be made. The average divergence, θbeam, can be found from
θbeam = arctan[(R2−Rs)/L], where Rs is the radius of the source tube, and R2 is the radius
of the beam at a distance L (15 cm from source tube exit to probe location) downstream
from the source exit. If it is assumed that R2 ≈ 10 cm, then an average divergence of about
θ ≈ 12o is obtained. This is similar to divergence estimates made for ion beams formed
in double-layer plasmas [104]. Figure 4.19 shows a schematic of Piglet including magnetic
field lines (with just the source coil on) in the upper portion of the figure . Observation of
the last field line that leaves the source tube (thick red line in Fig. 4.19) shows that this
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Fig. 4.19: Schematic of the Piglet helicon reactor showing the magnetic field lines for the source
coil (exhaust coil off). The bold red line shows the outermost magnetic field line that just exits
without intersecting the source tube wall. The angular divergence, θ, of this line can be obtained
as indicated in the figure.
field line ends at the diffusion chamber wall (radius of about 16 cm) after a distance of
15 cm. Thus this field line has an average divergence (θ in Fig. 4.19) of about 31o. This
suggests that the ion beam is not following the field lines and that it might have detached
from the magnetic field, although a more detailed 2D study would be needed to confirm
this, such as that recently performed by Cox [98].
4.3 Formation of Multiple Ion Beam Regimes
In Fig. 4.14 (a) a contour plot of the IEDFs for different magnetic fields was presented,
where an ion beam was identified as occurring simultaneously with the low-field density
peak in Fig. 4.2 (a). This contour plot was shown for magnetic fields up to 3.7 mT.
From Fig. 4.2 (a), as the magnetic field is further increased from this point, the density
begins to rise again (although not as sharply as the low-field case). Figure 4.20 shows the
IEDFs for these cases (that is for magnetic fields between 3.7 mT < B0 < 15 mT). At
a magnetic field of around 5 mT a higher energy ion population is seen with energies of
around 50−55 V. This higher energy population becomes clearer and more distinct as the
magnetic field is further increased, until for fields of around 13− 15 mT a distinct second
peak is observed in the IEDFs. At 15 mT this second peak is centered at 55 V, some
20 V higher than the local plasma potential of 35 V. The IEDF at this magnetic field is
plotted in Fig. 4.21, together with the IEDF occurring at the peak of the low-field mode
(2.1 mT). As is seen, the high-field IEDF shows two clearly distinct peaks, while the low
field case is more distributed, skewed towards higher energies. Both the plasma and beam
potentials are some 15− 20 V larger for the high-field case.
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Fig. 4.20: IEDFs as a function of the maximum applied magnetic field for the cases in Fig. 4.2
(a) with B0 > 3.7 mT, taken downstream (at z = 10 cm) with the “dogleg” RFEA.
Ion Gyro-Radius Effects and Plasma Coupling
It is interesting to note that from Fig. 4.20 this second ion beam regime begins for magnetic
fields of around 5 mT. From Fig. 4.2 (a) this is also close to the region where the density
begins rising for the second time. In Ref. [37] a similar transition was noted at 5 mT,
where it was suggested that as the magnetic field was increased, the ion gyro-radius would
decrease until at around 5 mT it was equal to the source tube radius (an ion temperature
of 0.2 eV was used in this calculation [37]). Further increases in magnetic field would
reduce the gyro-radius, resulting in a decreased radial plasma loss rate. Since the source
tube radius here is the same as that in Ref. [37], then if a similar ion temperature is
assumed, at 5 mT the gyro-radius would indeed be close to the source tube radius. This
suggests that this second ion beam regime is related to a similar phenomenon to that
reported before [37]. The low-field peak of Fig. 4.2 (a) (and hence the first ion beam
regime) is indicative of a wave mode, and this will be confirmed in Chapter 6. The second
ion beam regime for the higher magnetic field produces upstream plasma densities and
potentials (as well as ion beam behaviour and magnetic field strengths) similar to other
studies [12, 13, 14, 37, 41, 49], and it is interesting to ask whether this case is also a
helicon mode. Although no B-dot probe measurements were made for this case, they were
made for another case which gives similar densities and magnetic fields (as well as similar
ion beam behaviour). Consistently though, no wave signatures (within a range of about
1−30 MHz, and especially at the antenna driving frequency of 13.56 MHz) were observed
in either the upstream or downstream regions for this case.
To investigate whether the second ion beam regime is a wave mode, a hypothetical
helicon wavelength can be estimated from Eqn. 1.61 with k⊥ = 0. Using densities and
magnetic fields from Fig. 4.2 (a), for the low-field case (B0 = 2.1 mT), this equation gives
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Fig. 4.21: IEDFs at B0 = 2.1 mT (blue solid line) and B0 = 15 mT (green dashed line) taken
downstream (at z = 10 cm) with the “dogleg” RFEA.
an axial wavelength of 19 cm, which is approximately twice the length of the antenna (and
is a well-known matching condition for efficient antenna/plasma coupling [30, 66, 75]). For
the high-field case (B0 = 15 mT), this gives a wavelength of about 73 cm (a value larger
than the entire length of the experimental reactor). A more exact estimate will be made
in Chapter 6 using the dispersion relation for cylindrically bounded helicon waves, and a
similar conclusion is obtained. Therefore it would seem as if the high-field case is not a
helicon mode, as the density is too small to sustain a wave mode. This second ion beam
regime is then most likely an inductive mode.
Characterization of the Plasma Potential Profile
When in this inductive mode, as seen above, the IEDF displays a double peaked structure,
with similar shape and behaviour to the ion beams recently observed in connection with
DLs [13]. It is then natural to ask whether this second ion beam regime is also produced by
a DL. To answer this question, both source and exhaust coils are used, giving a magnetic
field closer to that used in the original DL studies, with a maximum field strength of about
15 mT (as shown in Fig. 4.22 (b)). At an rf power input of 250 W, and a gas pressure
of 0.04 Pa, the plasma potential profile is then measured to try to observe a sharp drop;
the defining characteristic of a DL [12]. This profile is shown in Fig. 4.22 (a) as the green
closed squares measured with RFEA (A) (a similar approach was originally adopted in
the first DL study [12]). Also shown are the potentials in the downstream region taken
with the “dogleg” RFEA (blue closed circles), which are seen to match those obtained
with RFEA (A). The black stars show the ion beam potentials from the “dogleg” RFEA,
which have energies correlated with that of the peak upstream potential. As can be seen
for the results for RFEA (A), the potential does indeed drop, going from around 60 V in
the source to about 40 V downstream; however it does so over a distance of about 10 cm.
In the original DL study, the potential was observed to drop by a similar amount, but
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over a much shorter distance of about 1− 2 cm4.
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Fig. 4.22: (a) Axial plasma potential profiles for 0.04 Pa and 0.39 Pa measured with the floating
EP (black closed diamonds), EP with the inflection point method (closed red circles), RFEA (A)
(green closed squares), and “dogleg” RFEA (blue closed triangles). The black stars show the beam
potentials. (b) On-axis plasma density profiles obtained with the LP for 0.04 Pa (blue closed
triangles), and 0.39 Pa (green closed circles). The bold black curve shows the calculated axial
magnetic field strength for the conditions in (a) and (b). The rf power input is 250 W.
To test the RFEA results, a second and third set of measurements were taken with the
EP, operating in both floating potential method (black closed diamonds), and the inflection
point method (red closed circles). As can be seen, the results are in very good agreement
over the whole axial distance, confirming the RFEA results, and with no evidence of a
sharp drop. As a final check of all probes, an additional set of measurements was taken
at a higher pressure (0.39 Pa) where no ion beam is present. Again as is seen, the results
from all probes match very well. This fact suggests that the probes are correct, and that
there is in fact no sharp drop present. Thus the plasma would appear to be just a simple
expanding plasma. Figure 4.22 (b) shows the plasma density profiles for the test cases
in Fig. 4.22 (a). Again no sharp changes are seen in the densities, as was observed in
the original DL study [12]. The low pressure case in Fig. 4.22 was taken at a pressure of
0.04 Pa, while that of the original DL study was at the lower pressure of 0.026 Pa. Thus
perhaps a DL is present at lower pressures. To test this, plasma potential profiles are
taken for a number of pressure conditions, and the results are shown in Fig. 4.23.
As the pressure decreases the plasma potential increases, together with the difference
between upstream and downstream potentials. Indeed at a pressure of 0.03 Pa, the peak
potentials match those of the original DL study. However no sharp drop is observed at all.
The drop certainly gets steeper, but still occurs over a distance of about 10 cm. Thus it can
4 Although it is more correct to work in terms of Debye lengths, since this accounts for any length scale
changes due to changes in density, the plasma densities here are similar to those in the original DL study,
so that any potential drops might be expected to occur over similar distances.
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Fig. 4.23: Axial plasma potential profiles obtained with RFEA (A) for pressures between 0.02 Pa
and 0.39 Pa. The rf power input is 250 W, and the magnetic field is the same as that used in Fig.
4.22 (b).
be concluded that no DL is present under these conditions. This is an important result,
because it says that even though the operating conditions of pressure, magnetic field,
system geometry, power input, density range, plasma potential, and ion beam behaviour,
are all similar, no DL need be present. Thus the presence of an ion beam is an insufficient
indication of a DL. However, in the present system the source tube is shorter and grounded
(i.e. not floating at the upstream end), and the magnetic field coils are closer together so
that the magnetic field geometry is slightly different from that of the original DL studies.
Since the potentials measured are similar, it might be imagined that the grounded source
tube end does not have a major impact. It thus would appear as if the primary difference
should be attributed to either the magnetic field geometry or source tube length. Since
DLs are not the focus of this thesis, this is not investigated further.
4.4 Low-Field Helicon Mode in Xenon
All of the studies above were conducted using argon gas. One might wonder then if similar
system behaviour can be obtained using a different gas with a different molecular weight.
To test this, a limited characterization is performed with xenon, which as mentioned in
Section 1.1, is typically the gas of choice for electric propulsion systems due to its larger
molecular mass (132 compared to argon’s 39).
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Characterization as a Function of RF Input Power and Gas Pressure
With the LP in the source region at z = −10 cm, the plasma density is measured as a
function of the maximum magnetic field with just the source coil on. This is shown in
Fig. 4.24 (a) for rf powers of between 150− 350 W, together with the measured effective
antenna resistances for these cases in Fig. 4.24 (b). As is seen, a low-field density peak is
still present within a similar range of magnetic field values. Comparison with Fig. 4.5 (a)
shows that the densities at similar powers are larger for xenon and the peaks broader, and
also that the resistances are much higher. The peak densities and resistances are again
approximately proportional to the magnetic field at these peaks, as shown by the blue
solid lines in the figure.
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Fig. 4.24: (a) Plasma density at z = −10 cm measured with the LP as a function of magnetic field
(with just the source coil on), for powers of 150 W (open triangles), 200 W (open squares), 250 W
(open circles), and 350 W (open diamonds). The gas pressure is 0.03 Pa. (b) Effective antenna
resistance for the cases in (a). (c) Plasma density at z = −10 cm as a function of magnetic field
(with just the source coil on), for pressures of 0.03 Pa (open circles), 0.04 Pa (crosses), 0.05 Pa (open
upside-down triangles), and 0.07 Pa (dots). The rf input power is 250 W. (d) Effective antenna
resistance for the cases in (c). The blue lines in (a), (b) and (c), are best-fit linear functions to the
maxima of the peaks.
If the densities at the peaks in Fig. 4.24 (a) are corrected for the LP sheath expansion,
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the proportionality indentified above can again be shown more clearly. These results are
shown in Fig. 4.5 (b) as the blue closed triangles. Here the results are again linear, and
match very closely with the best-fit line for the argon results, consistent with the fact
that the helicon dispersion relation depends on only the density and magnetic field, and
not the gas used. Similar density and resistance peaks are obtained for pressures between
0.02 − 0.05 Pa, as displayed in Fig. 4.24 (c)-(d), with the peaks being both higher and
broader than their counterparts in Fig. 4.5 (c)-(d). The peaks are again approximately
linear, as demonstrated by the blue solid line, and the blue closed triangles plotted in
Fig. 4.5 (d). Note however that while these blue triangles are linear with themselves,
they do not appear to lie on the same curve as those for the argon pressure results. They
do however lie on the same curve as the argon power results as shown by the red closed
squares in Fig. 4.5 (b). This at first seems strange, until the axial density profile is
measured at a pressure of 0.03 Pa with just the source coil on (B0 = 2.1 mT) and an rf
power of 250 W, as shown in Fig. 4.25.
Here it is seen that the normalized density profiles for argon and xenon are virtually
identical at these low pressures. As the power increases for a fixed pressure, it might be
imagined that this profile remains the same, changing only in magnitude. If the pressure
is changed however, the profile would be expected to change as well. As mentioned in
Section 4.2.1, the helicon dispersion relation applies for a uniform magnetic field and
density, which is not true here. For xenon, the pressures used are low and the pressure
range studied is quite small (although the densities are larger than those for argon at the
corresponding pressures). Thus the density profiles are likely to still be close to those
present if the power was just increased, and since this profile matches that of argon, it
seems logical that they should match the argon best-fit line. As the argon pressures are
changed though the density profiles change (becoming different from those of xenon), and
thus the xenon results should lie on a different curve, as is indeed observed.
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Fig. 4.25: Normalized axial density profile obtained with the LP for xenon (green closed circles),
and Argon (black line). The rf input power is 250 W, and only the source coil is on, with a
maximum magnetic field of 2.1 mT.
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Fig. 4.26: (a) Plasma potential within the source region at z = −10 cm measured with RFEA
(A), for xenon (black open circles), and argon (black open triangles). (b) IEDFs as a function of
axial location within the diffusion chamber taken with the “dogleg” RFEA. The inset figure shows
the IEDF along line AA. The rf input power is 250 W, and only the source coil is on, with a
maximum magnetic field of 2.1 mT. The gas pressure is 0.03 Pa.
Plasma Potential and Ion Beam
Unfortunately, no electron temperatures were obtained with xenon, and thus in order to
find the xenon densities above, a different approach was used. As will be shown in Chapter
5, the argon electron temperatures and plasma potentials within the source region satisfy
the relation
Vp =
1
2
Te
(
1 + ln
M
2πm
)
(4.3)
where Te is the trapped electron temperature. If this correspondence is assumed true
for xenon as well, then with a measurement of the plasma potential the electron temper-
ature can be found (this correspondence is checked in Chapter 5). The plasma potential
in the source region (at z = −10 cm) measured with RFEA (A) is shown in Fig. 4.26 (a)
for xenon (black open circles), together with the results for argon (black open triangles).
As can be seen, the potentials are lower by about 10− 20 V over the whole pressure range
investigated. Figure 4.26 (b) shows a contour plot of the IEDFs in the downstream region
taken with the “dogleg” RFEA for a pressure of 0.03 Pa, an rf power of 250 W, and a
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maximum magnetic field (with just the source coil on) of 2.1 mT. While there is some
slight evidence of a small group of accelerated ions for z > 15 cm, this is less defined than
that for argon. Furthermore, the potential drops by about only 10 V over a distance of
almost 30 cm. Thus it appears as if the accelerating potential is not large enough, or sharp
enough, to produce a well-defined ion beam. The inset figure in Fig. 4.26 (b) shows the
IEDF along line AA, where a slight high energy tail can be seen for discriminator voltages
above about 25− 30 V.
5Modelling of a Low-Field Helicon
Mode
Having experimentally characterized the low-field mode in Chapter 4, a model is developed
in this chapter to predict and explain some of the trends identified in the data. Section
5.1 deals with a global model approach that makes use of particle and power balances to
determine volume-averaged properties of the discharge (such as the plasma density and
electron temperature), while Section 5.2 aims to model certain aspects of the IEDFs to
understand the different distributions encountered in Section 4.3. The explicit formation of
a low-field density peak is not treated directly, due to a number of analytical complexities,
but is briefly discussed in Section 5.1.6.
5.1 Global Model
5.1.1 Description and Assumptions
With the characterization performed in Chapter 4, sufficient data now exists to model
some aspects of the low-field mode. The model used is based on a global approach [30],
a schematic of which is shown in Fig. 5.1. The upstream and downstream regions are
characterized by Maxwellian electron populations with a temperature Te1 and Te2 respec-
tively, while a peak density n0 is present within the source region. An external magnetic
field (B0) is applied in the axial direction, which allows a helicon wave to form, but is
assumed small enough that no significant plasma confinement occurs. Of the total power
input from the rf generator (P0), only a fraction of this (ηP0) is actually deposited within
the plasma.
In Section 4.1, the plasma potential during the low-field mode at 0.04 Pa was approx-
imately constant in the source region, dropping by a value of about 4 − 5 V close to the
source exit (see Fig. 4.4 (a)). Since the electron temperature at this pressure is about
8− 9 eV, this potential drop is about 1/2Te, and thus the ions are travelling close to the
Bohm velocity at the source exit. By then treating this exit as a wall, the bulk electron
temperature, Te1 , can be found from an upstream particle balance. In Section 4.2.3 it
was seen that two electron populations are present within the discharge, separated at an
energy close to the plasma potential. Since the plasma potential in the source region is
approximately constant, and much larger than the ionization potential for argon (15.76 V),
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Fig. 5.1: Schematic illustrating the global model used. Particle and power loss in the source region
is indicated by the black arrows at each of the boundaries. At the axial boundaries, an average
density is used to correct for the radial density profile present there, while an average axial density
is used at the radial boundaries. The plasma in the downstream region is characterized by an
electron temperature, Te2 , and the red arrows indicate the particle loss at each of the boundaries.
it might be expected that most of the upstream ionization is by the bulk electrons (this
of course is not true in the downstream region where the plasma potential is much lower).
Thus a single electron temperature is assumed in the source region. It is also assumed that
no plasma flows from the downstream region into the source region. Since a large density
gradient exists at the source exit (see Figs. 4.4 (b) and 4.8), this assumption is reasonable.
Particles (and power) are assumed to be lost on both the axial and radial boundaries of
the source tube (black arrows in Fig. 5.1) and diffusion chamber (red arrows in Fig. 5.1).
For the present model, standard electron-neutral cross-sections [143, 144], shown in Fig.
5.2, are used.
In contrast to a number of other global model approaches [30, 145, 146] where the
maximum plasma density is used to find the generation rate of particles, here the measured
density profiles from Chapter 4 are used as a guide to estimate volume-averaged densities.
The normalized axial profiles are shown in Fig. 5.3 (a) for pressures of 0.04 Pa and 0.36 Pa,
together with the normalized radial density profile at 0.04 Pa in Fig. 5.3 (b). The volume-
averaged densities used from these profiles will be discussed in the next section.
5.1.2 Upstream Particle Balance
The total generation rate, ΓG, of particles within the source region can be given by
ΓG = navengKizV (5.1)
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Fig. 5.2: Electron-neutral collision cross-sections for argon used in the model as a function of
electron energy, with elastic cross-sections (red line), excitation cross-sections (green line), and
ionization cross-sections (blue line). The purple line shows the ionization cross-sections used for
xenon.
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Fig. 5.3: (a) Normalized axial profiles of the plasma density in the source region, for 0.04 Pa
(blue line), and 0.36 Pa (green line). The horizontal lines show the average axial values for each
of the profiles, while the red closed triangles denote the density ratios at the left, and right hand
boundaries of the source tube. (b) Radial density profile (green closed circles) at z = 0 cm for
0.04 Pa. The black line shows a best-fit quadratic function to the data, while the red closed
triangles denote the density ratios at the edge of the source tube.
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where ng is the argon gas density (assumed spatially constant; this is reasonable for
the low ionization percentage in the present rector), V = πR2sLs is the total source
tube volume, with Rs and Ls the source tube radius and length respectively, Kiz is the
ionization rate factor (calculated using Eqn. 5.20 below), and nave is the average plasma
density within the source region. This average value (assuming cylindrical symmetry) is
found from
nave =
1
V
∫
n0n¯(r, z)dV
=
1
πR2sLs
∫
n0R(r)Z(z)rdrdzdθ
=
[
1
Ls
∫
Z(z)dz
] [
2
R2s
∫
R(r)rdr
]
n0
= γβn0 = αn0
where n¯(r, z) = R(r)Z(z) is a normalized plasma density profile, α = γβ, with γ the
integral over z (the average axial value), and β the integral over r (the average radial
value). To find γ and β, use is made of the normalized axial profiles shown in Fig. 5.3 (a)
(which gives γ ≈ 0.75 and γ ≈ 0.64 for pressures of 0.04 Pa and 0.36 Pa respectively) and
the radial density profile from Fig. 5.3 (b) (which gives β ≈ 0.66). The total particle loss
rate, ΓL, can be found from
ΓL = uB1
∑
j
njAj (5.2)
where uB1 =
√
qTe1/M is the Bohm velocity, M is the mass of an argon ion, q is the
electron charge magnitude, Aj is the loss area at each of the source region boundaries,
while nj is the plasma sheath density at each of these boundaries. Since the gas pressures
used are low (< 0.4 Pa), collisional diffusion theory does not hold, and the density profiles
are better described by a free-fall model [30]. The ratio, hr, between the sheath edge
density, nrs , and the maximum density, nr0 (along the radial axis) is [30]
hr =
nrs
nr0
≈ 0.8
(
4 +
Rs
λi
)−1/2
(5.3)
where λi = 1/ngσi is the ion mean free path, and σi is the ion momentum transfer
cross-section (which is relatively constant at 1 × 10−18 m2 for thermal ions [30]). For a
gas pressure of 0.04 Pa, Eqn. 5.3 gives hr ≈ 0.37. Using the radial density profile in Fig.
5.3 (b), a ratio of 0.38 is obtained. Thus the free-fall model holds very well. Along the
radial source region boundaries an average axial plasma density (given by γ) obtained
from Fig. 5.3 (a) is used (and interpolated for intermediate pressures) and hr is assumed
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to be constant at each axial location. Thus at the radial boundaries
nrsAr = 2πRsLshrγn0 (5.4)
where Ar = 2πRsLs is the total radial boundary surface area for particle loss, and
nrs = hrγn0 is the average axial plasma density at the sheath edge. Using the free-fall
model in the axial direction, the ratio, hl, of the sheath edge density, nls , and the
maximum density, n0 (along the central-axis), is given by [30]
hl =
nls
n0
≈ 0.86
(
3 +
Ls
2λi
)−1/2
(5.5)
At pressures of 0.04 Pa and 0.36 Pa, this gives ratios of 0.43 and 0.25 respectively. From
the data in Fig. 5.3 (a) near the source tube exit however ratios of 0.35 and 0.19 are
obtained. This would suggest that the free-fall model does not hold axially. A similar
result was obtained in Ref. [147] where it was suggested that this could be due to plasma
expansion. Based on the results shown in Fig. 4.8 (b) it would seem as if the plasma
follows the magnetic field closely, so that expansion could indeed be occurring. Thus
the free-fall model is not used axially, and the density ratios from Fig. 5.3 (a) at the
left (z = −20 cm), and right hand side (z = 0 cm), are used directly (interpolating
for intermediate pressures). Additionally, the factor β is used to account for the radial
variation of the density profiles at each of the axial boundaries, and thus
nlsAl = πR
2
sβαLHSn0 + πR
2
sβαRHSn0 (5.6)
where the factor πR2s is the axial boundary surface area for loss, βαLHSn0 is the
average plasma density at the sheath edge at the LHS boundary, and βαRHSn0 is the
average plasma density at the sheath edge at the RHS boundary, with αLHS the ratio
of the density at the LHS boundary to the maximum density (along the central-axis),
and αRHS the ratio of the density at the RHS boundary to the maximum density
(along the central-axis). At steady state the total loss rate must equal the total gen-
eration rate, and thus equating Eqns. 5.1 and 5.2, using Eqns. 5.4 and 5.6, and rearranging
Kiz
uB1
=
Aeff
ngVeff
(5.7)
where Aeff is the effective loss area given by Aeff = πR
2
sαLHSβ+πR
2
sαRHSβ+2πRsLshrγ,
and Veff = αV is the effective ionization volume. Since both Kiz and uB1 are functions of
the electron temperature, Te1 , Eqn. 5.7 is solved iteratively to obtain the electron temper-
ature at each gas pressure. This procedure gives the upstream electron temperatures, Te1 ,
which are shown as the bold solid line in Fig. 5.4 (a). Here the model temperatures are
seen to be in excellent agreement with the bulk electron temperatures (blue closed circles)
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found from the CP over the entire pressure range. In addition, the predicted temperatures
for xenon match those assumed for the density calculations in Chapter 4, thus verifying
the approach used there. If instead of volume-averaged density values (as used here), the
maximum density is used instead, then the generation rate from Eqn. 5.1 is automatically
overestimated, so that the electron temperature is underestimated, producing values much
lower than the bulk electron temperatures.
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Fig. 5.4: (a) Electron temperature within the source region as a function of gas pressure. The
black solid line and black dashed line show the model results for argon and xenon respectively, while
the blue closed circles show the temperature of the trapped electrons for argon measured with the
CP, and the purple closed upside-down triangles show the assumed temperatures for xenon used in
Section 4.4. (b) Peak plasma potential in the source region as a function of pressure for argon and
xenon. The black solid and dashed lines show the model results, while the green closed triangles
and purple closed upside-down triangles are the potentials measured with RFEA (A). The blue
closed circles are the potentials from Eqn. 5.8 using the measured trapped electron temperatures,
Te1 , from the CP.
Since the back wall of the source tube is grounded, and if it is assumed that zero net
current flows to this wall, the plasma potential can be estimated from
Vp = Te1
[
1
2
+ ln
(
M
2πm
)1/2]
(5.8)
The results are shown in Fig. 5.4 (b) as the black solid lines for argon, and the black
dashed line for xenon. The experimental results from RFEA (A) are shown as the green
closed triangles for argon, and the purple closed upside-down triangles for xenon. The blue
closed circles show the potentials found using the trapped electron temperatures in Eqn.
5.8. It should be highlighted that strictly speaking the temperature in Eqn. 5.8 should
be that of the escaping electron population, since this is the population that defines the
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electron current density to the wall (and hence determines the plasma potential). Radial
measurements in a similar system [118] show that the electron temperature increases close
to the wall, with the tail temperature at the wall now close to the bulk temperature in
the center of the reactor. Although a detailed study of this was not conducted here,
measurements taken indicate that this is approximately true during the low-field mode.
Thus Eqn. 5.8 is still a reasonable assumption for the plasma potential. Figure 5.4 (b)
shows that the model accurately predicts the plasma potentials for both argon and xenon.
This implies that there is zero net current flowing to the back wall of the source tube,
and thus that there must be zero net current flowing from the source tube exit (that is,
the ion beam must be fully neutralized). Since the back wall is grounded, this suggests
that the source tube walls should be close to zero potential as well. This was verified by
measuring the floating potential along the length of the source tube with a LP.
5.1.3 Downstream Particle Balance
From the results in Section 4.2.3, it is clear that a single electron temperature is not
present within the reactor. In Section 5.1.2 above, a single temperature could still be
assumed in the model since the plasma potentials in the source region (which are close
to where the energy break in the EEPFs occurs) were all higher than the ionization
potential, and thus most of the ionization seems dominated by the trapped electrons.
In the downstream region however, the potential decays, and approaches the ionization
potential. Thus it is expected that both the trapped and free electron populations
will contribute to the ionization rate. The downstream electron temperature cannot be
found from a simple particle balance, since additional spatial information is required.
Nevertheless, an upper limit on this downstream temperature can still be found using
a particle balance in the downstream region. For this estimate a Maxwellian electron
population with temperature Te2 is assumed within the downstream chamber. The
particle generation rate now includes two terms. The first is the usual particle ionization
term accounting for new particles created in the downstream region, while the second
term represents particles that flow from the source region into the downstream region.
Thus
ΓG2 = βneAeuB1 + nave2ngKizV2 (5.9)
where βne is the average plasma density at the source/diffusion interface, Ae is the area
of the source tube exit, uB1 is the Bohm velocity in the upstream region (determined
using the upstream electron temperature found from Section 5.1.2), nave2 is the average
plasma density in the downstream region, and V2 is the volume of the downstream
chamber. Since the plasma density follows the magnetic field closely (see Fig. 4.8 (b)),
the plasma density is assumed to have the same axial variation as the magnetic field in
the downstream region. Thus the average plasma density is nave2 = γ2βne, where γ2 is
the average axial value of the magnetic field (normalized at the source tube exit) in the
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downstream region. The total particle loss rate (shown as the red arrows at the relevant
boundaries in Fig. 5.1) in the downstream region (assuming no plasma flows back into
the source region) can then be approximately given by
ΓL2 = hr2nave2Ar2uB2 + βna (2Aa −Ae)uB2 (5.10)
where hr2 is the radial sheath edge density to the maximum density (in the radial direction)
in the downstream region, Ar2 = 2πR2L2 is the radial diffusion chamber surface area, with
R2 the diffusion chamber radius, and L2 the diffusion chamber length, uB2 is the Bohm
velocity in the downstream region, na is the plasma density at the axial diffusion chamber
boundaries, and Aa = πR
2
2 is the surface area of the axial boundaries. At steady state,
ΓG2 = ΓL2
1 and thus Te2 can be solved for. Solving this equation yields two electron
temperatures, one which is very low (around 0.1 eV), and a second higher temperature
of the order of a few eV. It is this second temperature that is chosen, since the lower
temperatures are usually never observed in these low pressure reactors. The model results
for Te2 are shown as the black solid line for argon (and black dashed line for xenon) in
Fig. 5.5 (a), while the blue closed triangles and red closed squares are the temperatures
found using the CP and RFEA respectively. Here the model is seen to qualitatively agree
with the functional dependence on pressure exhibited by the experimental results, but the
predicted electron temperatures are larger by about 40− 50%.
As mentioned previously, the downstream particle balance serves only as an upper
limit estimate for Te2 , as the downstream region cannot truly be characterized by a single
electron temperature. In terms of the model used, this would mean that the generation
rate downstream due to ionization would be larger (since the bulk electron temperature
is larger than the tail temperature). The consequence of this is that Te2 would need to
be smaller in order to maintain downstream particle balance, as is observed in the model
if the ionization rate is artificially increased. The bold dashed line in Fig. 5.5 (a) shows
the model results for xenon, where a similar pressure dependence is observed compared
with the argon results, and of particular interest is the fact that the temperatures are
all lower than for argon. Figure 5.5 (b) shows the ratio of the trapped and free electron
temperatures for argon previously shown in Section 4.1.3, where as was noted, the ratio is
approximately constant with a value of about 2− 2.5. It is interesting that the model also
predicts a near constant ratio of about 1.5 − 1.8, as indicated by the black solid line for
argon, and the black dashed line for xenon. Again, similarly to the results in Fig. 5.5 (a),
the model results in Fig. 5.5 (b) serve only as a lower limit to the electron temperature
ratios, since the actual temperature should be lower, so that the ratio would be larger.
Nevertheless, the model predicts the general features observed.
It is perhaps important to note that a model has previously been used to predict the
downstream electron temperature in a reactor similar to Piglet in connection with double-
layers [17, 145]. In that model, the downstream electron temperature was also found from a
1 Note that the resulting expression depends only on density ratios, and not absolute density values.
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Fig. 5.5: (a) Temperature of the free electron population (Te2) as a function of gas pressure. The
blue closed triangles (CP results) and red closed squares (RFEA) are the experimental measure-
ments, while the black solid line and black dashed line are the model results for argon and xenon
respectively. (b) Ratio of the bulk, Te1 , to tail, Te2 , electron temperatures as a function of gas
pressure. The green closed circles are the experimental results, while the black solid line and the
black dashed line are the model results for argon and xenon respectively.
particle balance in the downstream region. That model required two assumptions however:
(1) There is no net plasma flow into or out of the downstream chamber at the source tube
exit (the experimental plasma density profile was observed to have a zero gradient at the
source exit), (2) Only a single electron population is present in the downstream region
(confirmed by EEPF measurements showing a single Maxwellian). In the present reactor,
assumption (1) is not reasonable, as there is a very sharp density gradient present near
the source tube exit, and as seen in Section 4.2.3, assumption (2) is false as well. Use of
these assumptions produces temperatures much higher than Te2 , yet much lower than Te1 .
In Section 4.4 it was observed that the plasma potential profile for xenon decayed
more gradually than that for argon, and also that the potential drop was about half. As a
result, there was only very weak evidence of an accelerated ion population (shown as the
small tail in the IEDF in Fig, 4.26 (b)). With the electron temperatures found from the
upstream and downstream particle balances, an estimate can be made of the potential
drop to be expected. From Section 5.1.2, the upstream plasma potential is given as
Vp1 = Te1
[
1
2
+ ln
(
M
2πm
)1/2]
(5.11)
The downstream particle balance gives an estimate for Te2 , and thus near the back wall
of the diffusion chamber (which is also grounded), the plasma potential can be given
approximately by
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Vp2 = Te2
[
1
2
+ ln
(
M
2πm
)1/2]
(5.12)
Thus the total potential drop between the upstream and downstream regions, ∆Vp, is
given by
∆Vp = Vp1 − Vp2 = (Te1 − Te2)
[
1
2
+ ln
(
M
2πm
)1/2]
= Te1
(
1− 1
δ
)[
1
2
+ ln
(
M
2πm
)1/2]
(5.13)
where δ = Te2/Te1 . Since δ is approximately constant (see Fig. 5.5 (b)), ∆Vp ∝ Te1 .
This explains the lower observed potential drop for xenon, since the upstream electron
temperature is lower than that for the corresponding conditions for argon. Equation 5.13
is shown as the black solid line in Fig. 5.6 for argon, and as the black dashed line for xenon.
The green closed circles show the experimental results taken with RFEA (A) (located at
z = −10 cm) and the “dogleg” RFEA (located at z = 10 cm). As discussed above, the
model is not expected to match the experimental data exactly. However the general trend
is similar.
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Fig. 5.6: Plasma potential drop, ∆Vp, between the upstream and downstream regions as a function
of pressure. The green closed circles are measurements taken with RFEA (A) (at z = −10 cm)
and the “dogleg” RFEA (at z = 10 cm), while the black solid line and black dashed lines are the
model results for argon and xenon respectively.
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5.1.4 Power Balance
With the electron temperature known, the maximum plasma density in the source region
can be found from a power balance. The total power that is absorbed by the plasma is
equated to the total power losses to the boundaries of the source tube [30]. Because of
the finite circuit resistance of the antenna/matching network, Rant, only a fraction, η, of
the total input power, P0, is absorbed by the plasma, thus
Pabs = ηP0 =
Rp
Rant +Rp
P0 = qn0uBAeffET (5.14)
where η is the power transfer efficiency given by η = Rp/(Rant+Rp), with Rp the effective
plasma resistance. Detailed measurements of the effective plasma resistance were made
in Section 4.2.2 as a function of pressure and power. This data is then fitted with a
polynomial for use here. Finally, ET in Eqn. 5.14 is the total energy lost per electron-ion
pair lost from the system, and can be given by
ET = Ec + Ee + Ei (5.15)
where Ec is the total collisional energy loss [30], equal to
Ec = εion +
Kexc
Kiz
εexc +
Kel
Kiz
3m
M
Te (5.16)
with εion = 15.76 eV the first ionization potential of argon, εexc = 12.14 eV an average
first excitation potential of argon, and Kexc and Kel the excitation and elastic collision
rate factors. Ee and Ei from Eqn. 5.15 are the electron and ion kinetic energy lost at
the boundaries. For a system without electrodes, and minimal capacitive coupling (as
appears to be the case in the present system), the sheath potential that forms can be
given by [30]
Vs = Te ln
(
M
2πm
)1/2
(5.17)
This represents the energy that ions gain after travelling through the full sheath potential.
Including the presheath drop of 1/2Te the total ion kinetic energy is
Ei = Vs +
1
2
Te (5.18)
This is also equal to the peak plasma potential within the source region. For Maxwellian
electrons, the mean kinetic energy lost at the walls per electron is [30]
Ee = 2Te (5.19)
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The elastic, excitation and ionization rate factors in Eqn. 5.16 are calculated (assuming
Maxwellian electrons) from
K =
(
m
2πqTe
)3/2 ∫ ∞
0
σ(v)v exp
(
−mv
2
2qTe
)
4πv2dv (5.20)
where σ are the relevant collision cross-sections taken from the data shown in Fig. 5.2.
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Fig. 5.7: (a) Maximum plasma density in the source region as a function of the total rf power
input. The bold solid line shows the densities from the global model, while the green closed circles
are the experimental densities. The gas pressure is 0.04 Pa. (b) Maximum plasma density in the
source region as a function of argon gas pressure. The bold solid line shows the densities from
the global model, while the green closed circles are the experimental densities. The total rf input
power is 250 W. The blue shaded regions in (a) and (b) are uncertainties in the model results due
to possible errors in the power transfer efficiency.
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Making use of the above equations, Eqn. 5.14 can be solved for the maximum density
within the source region. In Section 4.2.1, a detailed characterization of the source region
was performed during the low-field density peaks, and in particular, the plasma density
as a function of input power and gas pressure was measured at the maximum of these
density peaks. This density was measured using the LP located at z = −10 cm. From
Fig. 5.3 (a) it is seen that at this location the density is not a maximum. Since the
model predicts the maximum density, the experimental densities are scaled by factors
from Fig. 5.3 (interpolating for intermediate pressures) to correctly compare the results.
These experimental densities, together with the densities found from the global model are
shown in Fig. 5.7.
The experimental densities are shown as the green closed circles, while the bold solid
line shows the model results. The results in Fig. 5.7 (a) are for a pressure of 0.04 Pa, while
the results in Fig. 5.7 (b) are for an rf power input of 250 W. As is seen, for both the power
and pressure data, the maximum densities are in very good agreement with the density
measurements made over the whole power and pressure range. The asymmetrical errorbars
in Fig. 5.7 are from the possible overestimation of the sheath area from Sheridan’s model2
(see Section 3.1.2), while the blue shaded region represents the uncertainty in the model
densities due to the possible error in the measured power transfer efficiencies (which are
used in Eqn. 5.14).
5.1.5 Magnetic Field
Since the magnetic fields used in the low-field helicon mode are small (B0 < 5 mT), it was
assumed in the model above that there is no significant plasma confinement in the radial
direction. This was shown to be a reasonable assumption since the free-fall model holds
very well in the radial direction. However, for a helicon wave to be present, a magnetic
field must exist. In Section 4.2.1, the maximum densities of the low-field peaks were
shown to be linearly related to the magnetic field at these maxima, and in particular, the
best-fit straight line did not pass through the origin. Thus simple helicon theory fails,
and the more complicated dispersion relation accounting for finite electron inertia must
be used. This relation from Section 1.4.2 is repeated below
kzk − k2 ω
ωce
=
qµ0n0ω
B0
(5.21)
where k =
√
k2z + k
2
⊥ is the total wave number, kz and k⊥ are the parallel and perpen-
dicular wave number components, ω is the wave angular frequency, ωce = qB0/m is the
electron cyclotron frequency, q and m are the electron charge and mass respectively, µ0
is the permeability of free space, and n0 is the plasma density. This equation applies for
a uniform magnetic field and plasma density, however it can still be used in conjunction
2 These errorbars also include uncertainties in the measured electron temperatures, but Sheridan’s
method is not that sensitive to these errors.
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with the global model to estimate the magnetic field needed in the low-field mode. To
do this, average axial values for both the magnetic field and plasma density (scaled using
values from Fig. 5.3 (a) and the maximum density values from Fig. 5.7 (b)) are used.
If it is also assumed that the parallel (kz) and perpendicular (k⊥) wave numbers remain
approximately constant at each density, then the required magnetic field can be solved. In
Chapter 6 an estimate of the parallel wavelength is λz ≈ 0.2 m, while the perpendicular
wave number is k⊥ ≈ 58.6 m−1. Using these values, the results in Fig. 5.8 are obtained.
Here the bold solid line gives the model results, while the green closed circles give the av-
erage axial magnetic field present at the maximum of the density peaks. The blue closed
diamonds and red closed triangles are the magnetic fields found from the effective antenna
resistance and quality factors in Fig. 4.11. Again the model is in good agreement with
the experimental results.
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Fig. 5.8: Average axial magnetic field within the source region as a function of argon gas pressure.
The bold solid line shows the model results, while the green closed circles show the experimental
values occurring at the maximum of the low-field density peaks. The blue closed diamonds and
red closed triangles are the average peak magnetic fields from the effective antenna resistance and
quality factors in Fig. 4.11. The blue shaded region represents the uncertainty in the model results
due to possible errors in the measured power transfer efficiency.
5.1.6 Density Peak and Power Transfer Efficiency
The model used above predicts plasma properties within the low-field mode, but does not
describe how such a low-field mode can be produced. From a simple particle balance such
as that used in the upstream region, the electron temperature is independent of the rf
input power, and depends only on the gas pressure. Thus if these two parameters are
kept constant, the electron temperature is expected to also remain constant. From the
power balance in Section 5.1.4 then, the effective loss area (Aeff ), Bohm velocity (uB),
and energy loss per electron-ion pair (ET ), are also all constant. Therefore the only way in
which a density peak might form as the magnetic field is changed, is if the power transfer
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efficiency changes3. As an example of this, a hypothetical resistance profile is assumed
as a function of magnetic field, as shown in Fig. 5.9 (a). Here a narrow resistance peak
(somewhat similar to that observed in the experiments) occurs at low fields over a very
narrow range of field values. This then results in an increased power transfer efficiency as
indicated by the inset figure in Fig. 5.9 (a) (assuming Rant = 0.2 Ω).
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Fig. 5.9: (a) Hypothetical resistance peak formed at low magnetic fields. The inset figure shows
the resulting power transfer efficiency for Rant = 0.2 Ω. (b) Plasma density as a function of
magnetic field due to the resistance peak in (a) for 500 W and 0.04 Pa.
Using this hypothetical efficiency, the plasma density in Fig. 5.9 (b) is obtained for
a power of 500 W and pressure of 0.04 Pa. This density peak is seen to be qualitatively
similar to the density peaks measured in Section 4, and shows that a peak can be produced
as a sole result of a changing power transfer efficiency (although this need not be true in
general). This discussion is unfortunately somewhat artificial, since the plasma resistance
depends on the plasma density as well, so that a resistance peak cannot be specified
independently of the density. Indeed, the plasma resistance in computational codes [68, 69]
is found to be a strong function of both the magnetic field and plasma density, which is
not surprising, since both factors directly affect the plasma dielectric, which subsequently
affects helicon wave coupling and propagation behaviour.
The writing of a computational code to try and model these resistance peaks and wave
propagation in the present system is beyond the scope of this project, and is sufficiently
more difficult than those already present in the literature [67, 68, 69], since the axial density
and magnetic field are not uniform here. However, it is perhaps interesting to note that if
the computational code of Arnush [91] (available on the internet [92]) is used, together with
3 Of course as the magnetic field increases plasma confinement could in general occur, and this would
then change the electron temperature, but both the experimental results and global model suggest that
this is not the case here.
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geometry and plasma parameters similar to the present study, plasma resistances between
0 − 0.3 Ω are obtained, which is similar to the range of values measured in Chapter 4
(after subtracting the antenna resistance Rant). Results from this code are not shown
here though as it was not investigated in enough detail to make any definite conclusions,
and as will be seen in Chapters 6 and 7, non-uniformities in the magnetic field and plasma
density could be playing an important role in the power deposition mechanism occurring
in the low-field modes here.
5.2 Modelling of the IEDF
5.2.1 Description and Assumptions
Figure 4.21 in Section 4.3 shows that the low field and high field IEDFs have very different
shapes, and in particular that the high field case shows a definite second higher energy
peak. The plasma potential profile for conditions giving similar ion beam behaviour was
shown in Fig. 4.22 (a), where the potential was seen to drop by about 20 V over a distance
of less than 10 cm, before becoming roughly constant within the diffusion chamber. For
the low-field case the potential changes more gradually (see Fig. 4.4 (a)), with a drop of
20 V over about 20 cm. Thus it is interesting to ask if the shape of the IEDF is determined
by the gradient of this drop, especially if the length scale for this change is similar to or
larger than the mean free ion-neutral collision length.
z
RFEA
zp
0
0 1 2 i. . .
Δz
A(z)
Source
Fig. 5.10: Schematic illustrating the model used for calculating the IEDFs. Ions in the source
region are produced at point 0 and travel downstream. An ideal probe (which does not perturb
the plasma) is located at zp, and collects the flux of ions that have flowed downstream.
To illustrate the above argument, a simple analytical model is used, a schematic of
which is shown in Fig. 5.10. Ions are generated in the upstream region at z = 0 and travel
towards the downstream chamber, where due to divergence or collisions, the cross-sectional
area of the flow can change. It is assumed that no ionization occurs in the downstream
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region, and that no loss processes occur (that is the plasma is confined to the area profile
A(z)). It is also assumed that no ion flux travels back upstream. An ion produced in the
upstream region has a potential energy equal to Vp(0), since if a grounded RFEA were
inserted here, the ion would fall through the full potential to ground. An ideal RFEA
is located in the downstream region, and does not perturb the plasma in any way. Ions
which enter from the source region (z = 0), travel downstream with the initial potential
energy they were born with. However, ion-neutral collisions along the propagation path
(mainly charge exchange collisions) destroy this initial potential energy, and the ion gains
a new potential energy associated with the plasma potential at the location it suffered
a collision. Within the model, the plasma potential profile is set as a “parameter” (see
below).
Because of a number of factors, the IEDFs measured with the RFEA in the experiment
have a significant energy spread. This spread is a result of a combination of factors: (1)
Broadening of the IEDF due to rf modulation of the sheath in front of the RFEA, (2) finite
temperature distribution of the ions, (3) ion-neutral collisions which scatter the ions, (4)
divergence of the ion beam, (5) energy resolution limits of the RFEA, (6) acceptance angle
effects of the RFEA (the RFEA collects all ions within a certain solid angle). To avoid
the need for a complicated model to describe all of these features, a simplified approach is
used. It is assumed that the flux of ions carries with it a certain potential energy spread,
chosen to be a Gaussian centered on the local plasma potential. Any ions that suffer
collisions keep the same energy spread, but the Gaussian now becomes centered on the
plasma potential at the location of the collision.
The energy spread function, f¯ , is chosen so that
∫ ∞
0
f¯ [Vp (z)− V ] dV = 1 (5.22)
where f¯ is a normalized function as given above, Vp(z) is the plasma potential at the
axial location z, and V is an integration variable representing the potential energy. From
Fig. 5.10, position z = 0 is defined as the point where ions are produced and then move
downstream. The total flux, Γ¯0 (which is normalized to an amplitude of 1), of ions at this
point can then be written as
Γ¯0 =
∫ ∞
0
f¯ [Vp (0)− V ] dV = β0 (5.23)
where β0 =
∫∞
0 f¯ (Vp0 − V ) dV , and Vp0 is the plasma potential at position 0. Due to
ion-neutral collisions, which have a mean free path λ, a fraction e−∆z/λ of this flux makes
it to position 1 in Fig. 5.10 without suffering a collision, while a fraction
(
1− e−∆z/λ)
does suffer a collision. Due to the collisions, this fraction now has an energy distribution
centered on the plasma potential at position 1. Because of the assumptions made in
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the model, the total flux at all axial locations must be conserved, but due to collisions,
portions of this total flux will have a different potential energy. Thus the total flux at 1 is
Γ¯1 = β0e
−∆z/λ + β1
(
1− e−∆z/λ
)
(5.24)
where β1 =
∫∞
0 f¯ (Vp1 − V ) dV , and Vp1 is the plasma potential at position 1. Proceeding
in this way (noting that the total flux must be conserved at each location), then the flux
at point i is
Γ¯i = β0e
−i∆z/λ +
(
1− e−∆z/λ
) i∑
j=1
βje
−(i−j)∆z/λ (5.25)
where βj =
∫∞
0 f¯
(
Vpj − V
)
dV , and Vpj is the plasma potential at position j. To write
this equation in integral form, note that 1− e−∆z/λ ≈ ∆z/λ, which in the limit ∆z → dz
becomes exact. By making use of the definitions of the β’s given above
Γ¯ (zp) = e
−zp/λ
{∫ ∞
0
f¯ [Vp (0)− V ] dV +
∫ zp
0
(∫ ∞
0
f¯ [Vp (z)− V ] dV
)
ez/λ
dz
λ
}
(5.26)
This represents the total flux at location zp. Since the total flux is conserved, and since
an initial flux magnitude of 1 was assumed, the solution of Eqn. 5.26 at any location zp
is equal to 1. To find the contribution to the total flux from flux elements with poten-
tial energies between 0 and some specified voltage VD, the limit∞ is replaced by VD, giving
Γ¯ (zp, VD) = e
−zp/λ
{∫ VD
0
f¯ [Vp (0)− V ] dV +
∫ zp
0
(∫ VD
0
f¯ [Vp (z)− V ] dV
)
ez/λ
dz
λ
}
(5.27)
The RFEA typically works as follows: if the discriminator voltage is set to VD, then all
ion flux with a potential energy greater than this will enter the probe. The flux that the
RFEA measures, Γ¯T , can be written as
Γ¯T (zp, VD) = 1− Γ¯ (zp, VD) (5.28)
Note that if VD → ∞ then no ions should enter the probe, while if VD = 0, all
ions should enter the probe. A check of Eqn. 5.28 with these limits shows this is
true. The IEDF is then given by the derivative of Eqn. 5.28 with respect to VD.
Although the RFEA can measure the local value of the flux, the present model cannot
account for radial variations. The flux per unit area at each axial location is assumed
constant, and since each IEDF will be normalized, this area need not be known. As
mentioned above, a Gaussian form is used for the normalized energy distribution, given by
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f¯ [Vp (z)− V ] =
√
α
π
e−α[Vp(z)−V ]
2
(5.29)
where α is defined as the energy-width parameter (since it controls the width of the
Gaussian). Note that there is a slight subtlety regarding the use of a Gaussian form for
the energy distribution, since mathematically it is possible to obtain negative energies.
If however the local plasma potential, Vp(z), is sufficiently greater than 0, and if the
energy spread parameter, α, is sufficiently large, then the contribution from these negative
energies is negligible, and so Eqn. 5.22 can still be approximately satisfied.
5.2.2 Model Results and Characterization
To investigate the shape of the IEDFs, two test cases are used for the plasma potential
profile. The profile used is described by the following function
Vp = Vp0 {a+ b tanh [c (z + d)]} (5.30)
where Vp0 is the amplitude, and a, b, c, and d are coefficients. This equation is plotted in
Fig. 5.11 (a) for two test cases, a sharply varying profile c = 100 and a gradual varying
profile c = 20 (the other coefficients are the same for both cases). The case with c = 100
produces a sharp drop, ∆V , in the plasma potential over a very narrow distance (1 cm),
while the case with c = 20 gives the same drop over a much larger distance (10 cm). A
probe is inserted at z = 24 cm facing the upstream region. At this location the same
potential drop has occurred for both test cases. A number of “model-experiments” are
then performed, as shown in Fig. 5.11 (b). In the first “model-experiment” (top left
figure), the energy-width parameter is set to α = 0.02, which gives a width similar to that
seen in experiment (≈ 10 V). Other “model-experiments” are conducted by varying the
potential drop ∆V , and the energy-width parameter. In the figures the IEDFs for the case
with c = 20 have been shifted down by 20 V so as to aid clarity. In all cases, the IEDFs
for the case with c = 20 (green line) show a much larger energy spread, especially for the
“model-experiment” with α = 0.02 (top left figure), where the IEDF produced is similar
to that for the low-field case in Fig. 4.21. The case with c = 100 has a more defined
IEDF (blue line) with two clear peaks, similar to that for the high field case in Fig. 4.21.
Increasing α to 0.1 (hence decreasing the width of the energy distribution Gaussian) makes
the peaks more distinct for c = 20, but there is still an energy spread present between the
peaks that is absent from the c = 100 case. This is true for all other “model-experiments”.
To investigate the effect of the collision mean free path, two further “model-
experiments” are performed, where the sharp potential profile (c = 100) and an energy-
width α = 0.02 is used. In the first “model-experiment” the effect of the neutral gas
pressure on the IEDFs is investigated. This is shown in Fig. 5.12 (a). At low pressures
(< 0.05 Pa), there is almost no ion beam decay so that the RFEA sees only a single high
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energy peak centered on the beam potential, and only a very small lower energy peak (out
of the field of view in Fig. 5.12 (a)) is present.
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Fig. 5.11: (a) Normalized plasma potential profiles used for the model, with c = 20 (green solid
line) and c = 100 (blue solid line) for the fitting parameter in Eqn. 5.30. Also shown is the probe
location, and the definition of the total potential drop ∆V . (b) “Model-experiments” performed
with varying values of the energy-width parameter, α, and potential drop ∆V , for the plasma
potential profiles in (a). The pressure is 0.04 Pa for all tests, and the potential amplitude in Eqn.
5.30 is Vp0 = 60 V. The IEDFs for the case with c = 20 have been shifted down by a value of 20 V
to aid clarity. For all cases d = 0.1, while for ∆V = 10 V a = 0.917 and b = 0.083, for ∆V = 15 V
a = 0.875 and b = 0.125, and for ∆V = 20 V a = 0.8325 and b = 0.1675.
As the pressure is increased (and hence as the mean free path is decreased) this beam
begins to rapidly decay, until the lower energy population becomes dominant and only a
small high energy tail remains. For pressures around 0.2− 0.3 Pa, even this tail is almost
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gone, so that for higher pressures no ion beam exists. Note however that the same potential
drop still exists, but there is no measurable ion beam. This is because charge exchange
collisions have attenuated the beam to such an extent that it is no longer discernible in
the downstream region. Even though a sharp potential gradient might exist, no ion beam
need be detected, since the length scale on which it decays is too short. In real experiments
the potential drop is seen to decrease with pressure [13, 17] (and the energy-width often
changes as well), but the above argument still applies.
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Fig. 5.12: (a) IEDFs from the model as a function of neutral gas pressure at z = 24 cm in Fig.
5.11 (a). (b) IEDFs from the model as a function of axial position for a gas pressure of 0.04 Pa.
For both (a) and (b), α = 0.02, d = 0.1, ∆V = 15 V (so that a = 0.875 and b = 0.125), and the
sharply varying plasma potential profile (c = 100) in Fig. 5.11 (a) is used.
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In the second “model-experiment”, the pressure is fixed at 0.04 Pa (with the same
energy-width of α = 0.02) and the IEDFs are investigated for varying probe positions.
For positions above the sharp drop (z < 10 cm), the IEDF shows a single peak at the local
plasma potential. As the probe moves closer to the drop, a small low energy population
develops (out of the field of view in Fig. 5.12 (b)), until for z > 20 cm the ion beam begins
to rapidly decay, and the low energy population dominates. This qualitative behaviour
matches well with the experimental results from other studies [14, 98]. In the experimental
measurements in Fig. 4.17 (b) the higher energy part of the IEDF does not decay as quickly
as in the model since the plasma potential profile is not constant in the diffusion chamber,
so that an ion suffering a collision can be re-accelerated from this location to become a
higher energy ion downstream of this location (although not with the full potential drop
from the source region).
The above arguments illustrate the fact that the shape of the IEDF is controlled by
the plasma potential profile, the energy-width parameter, and the neutral gas pressure.
For a more gradually varying plasma potential profile, with a length scale similar to
or larger than the ion-neutral mean free collision length, a larger energy spread is seen
in the IEDFs when compared with profiles that vary more sharply. It is interesting to
note that the IEDFs from the model show good qualitative agreement with those seen in
experiment [14, 49, 98], suggesting that an extension of the present model could be made
to more usefully complement experimental studies. In particular if a better model could
be developed to predict the energy-width parameter, which at the moment needs to be
set.
6Wave Propagation in a Low-Field
Helicon Mode
In Chapters 4 and 5 the low-field mode was identified and characterized, and although some
indirect evidence was presented, no explicit helicon wave measurements were made. This
chapter aims to address this issue by taking B-dot probe measurements during the low-
field mode, as well as to begin to answer the question of how the wave power is deposited
within the plasma. The chapter begins with preliminary wave measurements within the
source region, together with the positive identification of a helicon mode, before moving on
to a more detailed wave characterization study, where wave “trapping” is observed within
the source region. Sections 6.3 and 6.4 then try to explain how and why this observed
wave “trapping” occurs, and its connection to the overall power deposition process.
6.1 Preliminary Wave Field Measurements
6.1.1 Antenna Near Fields
Dispersion Relation and Antenna/Plasma Coupling
In Chapter 4, density peaks were produced at low magnetic fields, and a major portion of
the investigation was performed at a pressure of 0.04 Pa and an rf input power of 250 W.
The experiments in the present chapter are however conducted at a higher pressure of
0.08 Pa (the reasons will be explained below), and the same input power. As a reference
(again with only the source coil on), Fig. 6.1 (a) shows the plasma density in the source
region at z = −10 cm as a function of the maximum magnetic field present. Marked cases
A and C again correspond to conditions just before and after the density peak, while case
B occurs for conditions close to the maximum of the peak. It is interesting to estimate
the wavelength of a hypothetical helicon wave during the low-field peak in Fig. 6.1 (a).
The dispersion relation for helicon waves is given by1
kkz
k20
=
ω2pe
ωωce
(6.1)
1 In what follows simple helicon theory is used to estimate the axial wavelength. A more exact approach
would use the low-field dispersion relation accounting for finite electron mass, but due to complexities at
the source tube boundaries, this approach is significantly more difficult.
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where k =
√
k2z + k
2
⊥ is the wave number magnitude, kz and k⊥ are the axial and per-
pendicular wave number components, k0 = ω/c, ω is the wave angular frequency, c is the
speed of light in vacuum, ωpe is the electron plasma frequency, and ωce is the electron
cyclotron frequency.
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Fig. 6.1: (a) Plasma density within the source region at z = −10 cm as a function of the maximum
applied magnetic field with only the source coil on. Marked cases A and C show plasma conditions
before and after the density peak, while case B corresponds to plasma conditions close to the
maximum of the peak. (b) Hypothetical axial helicon wavelength, λz, calculated from Eqns. 6.1
and 6.2 using densities and magnetic field values from (a). The vertical dotted line marks the
magnetic field giving an electron cyclotron frequency of 13.56 MHz, while the horizontal dotted
line at 0.2 m (20 cm) marks twice the antenna axial length.
For a cylinder of radius R, Eqn. 6.1 can be solved together with appropriate boundary
conditions at the cylinder wall to establish the wave number components kz and k⊥. For
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an insulating wall, a commonly used boundary condition is that the radial current density
amplitude is zero, leading to the condition that the radial component of the wave field,
Br, must also vanish [79], which provides a relationship between kz and k⊥ given by
mkJm(k⊥R) + kzRJ
′
m(k⊥R) = 0 (6.2)
where m is the helicon wave azimuthal mode number, Jm is a Bessel function of the
first kind, and the prime denotes the derivative with respect to the radial coordinate.
A more exact approach would solve for the wave fields inside the plasma filled cylinder,
as well as the vacuum outside, and match the fields at the interface [74]. As a first
approximation however the vacuum fields are ignored and Eqn. 6.2 is used, together with
Eqn. 6.1 to establish the wave number components. It should be noted that the source and
exhaust coil support structure is metallic and surrounds the Pyrex source tube, with only
a small gap present, thus it is felt that the insulating boundary condition is a reasonable
approximation. Although the applied magnetic field and measured plasma density profiles
are non-uniform, as was seen in Section 4.2.1 uniform helicon theory still holds fairly well,
and can be used to make reasonable predictions (a similar observation has been noted in
Ref. [27]). With the wave number components established above, the axial wavelength
can be found from λz = 2π/kz. Figure 6.1 (b) shows a hypothetical helicon wavelength,
λz, obtained using the density and magnetic field values from Fig. 6.1 (a), and assuming
an azimuthal mode number m = 1. Here it is observed that the wavelength remains
approximately constant at 20 cm for all points within the density peak, while for points
outside the peak the wavelength is significantly higher.
A wavelength of 20 cm also corresponds to twice the axial antenna length, which for a
double-saddle field antenna is a well known matching condition leading to efficient coupling
between the antenna and helicon mode [30, 75]. At low pressures (< 0.1 Pa), or low input
powers (less than a few hundred watts), the plasma density is often low, and the applied
magnetic field is usually too large for this matching condition to be attained. However if a
low magnetic field is present, then this wavelength matching condition can more easily be
satisfied. The above discussion suggests that during the transition the antenna matching
efficiency has increased, a fact that is consistent with the measurements of the effective
antenna resistance and quality factor made in Chapter 4.
Wave Field Measurements
The results in the section above suggest that the observed density peak is a wave mode
occurring over a narrow range of magnetic field values, however in order to verify this,
the wave fields need to be investigated. To do this, B-dot probe measurements are carried
out for points marked A-C in Fig. 6.1 (a). Figure 6.2 shows a schematic of the insertion
location of the B-dot probe used to measure the Bz wave component, relative to the
antenna. The probe is located off-axis at a distance of r = 4.8 cm. In Section 1.4.3, the
radial wave field profiles for a helicon wave were presented, where for an m = 1 wave, the
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Bz component is zero on the central axis. In order to measure a non-zero value, the probe
is located off-axis for these measurements. To estimate the magnitude of fields observed,
the B-dot probe is calibrated with a small current loop, as mentioned in Section 3.1.5.
Figure 6.3 shows the magnitude and phase of the axial magnetic field component, Bz,
taken at a radial distance of r = 4.8 cm. The general behaviour for each of the points
A-C is essentially the same, with equal magnitude peaks occurring at z = −4.5 cm and
z = −15.5 cm respectively, while field minima occur at z = −10.5 cm and z = −2.5 cm.
A smaller peak is also observed at z = −0.5 cm.
A
A
B
B
B-dot probe
Antenna
Fig. 6.2: Schematic of the orientation of the B-dot probe used to measure the Bz wave component,
relative to the rf antenna. The probe sits off-axis at a radius of 4.8 cm. Plane AA passes through
the central-axis of the antenna, and is orientated so as to be equidistant from the azumithal antenna
straps marked B.
From Fig. 6.3 (b) it is seen that the phase remains essentially constant under each
peak in Fig. 6.3 (a), with a π phase change occurring at each of the minima, highly
suggestive of standing wave behaviour. However, also shown in Fig. 6.3 are the fields
(case D) present (at an input power of 100 W) with no gas in the reactor (and hence
no plasma). Once again the same behaviour is present. Observation of these fields in
relation to the double-saddle field antenna shows that the two large peaks occur directly
under the azimuthal straps of the antenna, and additionally, since the current in these
two straps is opposite in direction, a π phase change would be expected. The decrease
in field magnitude seen for cases B and C compared to case A in Fig. 6.3 is likely due
to the change in skin depth associated with the increased density, as well as the increase
in antenna resistance, and hence decrease in antenna current (since the antenna fields
are proportional to the applied antenna current) previously measured in Chapter 4. By
measuring the current in the antenna for the no plasma condition (case D), and by making
use of a simple application of the Biot-Savart law applied to the azimuthal straps of the
antenna, a maximum magnetic field of the order of 100 µT is expected, consistent with
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the measurements made for case D. Although some slight differences are present between
each of the cases in Fig. 6.3, overall the near fields of the antenna are sufficiently strong
that they are hiding or obscuring any wave fields that may be present. This is especially
true if as the results in Fig. 6.1 suggests, a wave with a wavelength of 20 cm is being
excited for case B, so that maxima and minima in the axial profile of Bz would occur in
similar locations to those of the antenna fields.
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Fig. 6.3: (a) Axial profile of the amplitude of Bz in the source region at r = 4.8 cm for case A
(red closed triangles), case B (blue closed diamonds), and case C (green closed squares) in Fig. 6.1
(a), together with the fields present with no plasma in the reactor (case D; black closed circles).
The rectangles at z = −15.5 cm and z = −5.5 cm mark the location of the azimuthal straps of the
double-saddle field antenna. (b) Phase variation of Bz for the cases in (a).
Figure 6.4 shows the Br and Bθ axial profiles within the source region for the cases
A-C in Fig. 6.1 (a), together with the no plasma case. Cases A and C again show
similar behaviour, with a definite peak at about z = −10 cm and a smaller peak at about
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z = −1 cm. This is similar to the no plasma cases, which are lower in magnitude because
of the smaller applied input power (and hence antenna current). Case B however shows
a number of definite changes, which include a much lower magnitude, as well as a shift
of both large and small peaks to the left. In fact, the maxima of the smaller peak now
occurs at the location of the minimum for case A and C. However, it is difficult to assess
the contribution of the wave fields individually, since the antenna fields still seem to have
a fairly significant effect on the measured profiles. A π phase change is again seen under
each of the peaks, with case B showing both a different phase magnitude and variation
compared with the other cases. Similar results are seen for both the magnitude and phase
variation of the Bθ component in Fig. 6.4 (c) and (d).
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Fig. 6.4: (a) Axial profile of the amplitude of Br in the source region at r = 0 cm for case A (red
closed triangles), case B (blue closed diamonds), case C (green closed squares), and case D (black
closed circles). (b) Phase variation of Br for the cases in (a). (c) Axial profile of the amplitude of
Bθ in the source region just off-set from r = 0 cm for the cases in (a). (d) Phase variation of Bθ
for the cases in (c).
As discussed above, the difficulty with taking wave measurements in the source region
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is related to interference by the antenna fields. To diagnose the waves further, B-dot probe
measurements are taken far from the antenna where the near fields should have decayed
sufficiently. The magnitude of the rf fields for the Bz component in the downstream region
are shown in Fig. 6.5. Aside from changes in the magnitude, the fields show essentially
the same behaviour, with the magnitude decaying rapidly with distance away from the
source region. This once again suggests that the observed behaviour is primarily linked
to the fields of the antenna, and does not provide significant evidence for any wave fields
for case B.
0 5 10 15 20 25
0
0.4
0.8
1.2
1.6
2.0
z [cm]
|B z
| [A
rb.
 un
its]
Fig. 6.5: Axial profile of the amplitude of Bz in the diffusion chamber at r = 4.8 cm for case A
(red closed triangles), case B (blue closed diamonds), case C (green closed squares), and case D
(black closed circles) in Fig. 6.3 (a).
6.1.2 Observation of Helicon Waves
Radial Bz Profile
Measurement of the wave fields within the source region proved very difficult, and inter-
ference from the antenna fields was consistently observed. Probes needed to be positioned
in such a way so as to allow cancellation of the antenna fields (due to opposite fields
produced by different parts of the antenna; see plane AA in Fig. 6.2 for example, where
the Bz component of the antenna fields cancel since the current in the straps marked
B is in opposite directions). This proved difficult due to the geometry and setup of the
reactor/probes. Radial wave measurements were eventually obtained (with the help of the
VacuumSlide), the Bz component of which is shown in Fig. 6.6, at z = −16 cm along a
radial line lying on plane AA in Fig. 6.2. Because of difficulties in positioning the probe
accurately, and a slight misalignment of the antenna/source tube, the field cancellation is
not complete. Figure 6.6 shows radial profiles for case A (red closed triangles), and case
B (blue closed diamonds). Profiles for case C, and the no plasma case (case D) are similar
to case A, and are not shown for clarity.
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Fig. 6.6: Radial profile of the amplitude of Bz in the source region at z = −16 cm for case A (red
closed triangles) and case B (blue closed diamonds) in Fig. 6.1 (a). Case C and the no plasma
case (case D) give similar behaviour to case A and are not shown for clarity. The measurements
are taken along plane AA in Fig. 6.2 so as to allow cancellation of the antenna fields. The vertical
dashed lines mark the source tube boundaries, while the solid black line is a best-fit curve based
on Bessel functions.
The measurements for case B in Fig. 6.6 show a double-peaked profile characteristic
of an m = 1 helicon mode, with a π phase change occurring at the minimum (r = 0 cm).
The radial wave fields in simple helicon systems are Bessel functions (see Section 1.4.3).
The solid curve in Fig. 6.6 shows a best-fit curve of a combination of J0 and J1 Bessel
functions (the J0 Bessel function has only a small component ≈ 4%, which could be
present due to the non-symmetric nature of the antenna, or could be a residual effect of
the incomplete cancellation of the antenna fields). From the fitted curve a perpendicular
wave number of k⊥ = 58.6 m
−1 is estimated. The errorbars in Fig. 6.6 give an indication
of the uncertainty in the B-dot probe measurements due to electrostatic pickup from the
plasma and antenna2.
Radial Bθ Profile
Another indication of the presence of helicon waves can be made by taking measurements
of the Bθ component within the source region (at z = −19.7 cm), again along a line where
the antenna fields cancel. This is shown in Fig. 6.7. The no plasma case (black closed
circles) shows a slight bulge in the central region of the reactor, which disappears for cases
A and C (not shown, but similar to case A). Case A shows only a rapidly decaying field
magnitude, which has a large field-free region in the center (between about −2 cm and
2 cm), presumably due to a skin depth shielding effect of the plasma. However, case B
shows a large central peak in the center of the plasma. Since the density is some 10 times
2 Similar uncertainties of less than 7% are seen in most of the other B-dot probe measurements in
this chapter, except where the wave magnitude is very low (such as in Fig. 6.5) where larger average
uncertainties of 20− 40% are seen.
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larger than that for cases A and C, it would be expected that the skin depth would become
smaller so that any rf fields would be shielded out even closer to the source tube boundary,
and thus that the central region would be almost completely field-free. This however is
clearly not the case. Observation of the m = 1 radial wave field profile for Bθ in Section
1.4.3 shows that it consists of a central peak with side lobes. Although the slide lobes are
harder to observe (possibly due to interference of the antenna fields) the central peak is
evident. This strongly suggests that a m = 1 helicon wave is indeed present.
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Fig. 6.7: Radial profile of the amplitude of Bθ in the source region at z = −19.7 cm for case A
(red closed triangles), case B (blue closed diamonds), and case D (black closed circles). Similarly
to Fig. 6.6, the measurements are taken along a line that allows cancellation of the antenna fields.
The vertical dashed lines mark the source tube boundaries.
Radial Br Profile
Further evidence (although indirect) can be obtained by taking Br measurements at z =
−8.9 cm, as shown in Fig. 6.8. Here however the antenna fields have not been completely
eliminated, but it is clear that the no plasma case (black closed circles) and case B fields
(blue closed diamonds) look very different. The fields for cases A and C are similar to
those for the no plasma case, and are not shown for clarity. Since no helicon waves are
expected for the no plasma case, the rf fields must be due solely to the antenna fields. For
case B however, the fields would be a combination of wave fields and antenna fields. Thus
if the antenna fields were assumed to be of a similar form to those for the no plasma case,
then if the phase variation in Fig. 6.8 (b) is accounted for, by subtracting the no plasma
case from case B, this should leave only the wave fields.
The subtraction of the wave fields in Fig. 6.8 is shown in Fig. 6.9, where it is seen that
the wave field shows a large central peak, which is expected for the Br component of an
m = 1 helicon wave. Again the side lobes are not well resolved, but the antenna fields have
not been correctly eliminated by the subtraction, so they might not be observed. Also
shown is a combination of Bessel functions using the estimated wave number of 58.6 m−1
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found above in Fig. 6.6. As is seen, the fitted Bessel function with the estimated wave
number shows a fair agreement with the wave profile, suggesting that the estimate is
correct, and that indeed an m = 1 helicon wave is present.
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Fig. 6.8: Radial profile of the amplitude of Br in the source region at z = −8.9 cm for case
B (blue closed diamonds), and case D (black closed circles). The vertical dashed lines mark the
source tube boundaries. (b) Phase variation of Br for the cases in (a).
6.2 Helicon Wave “Trapping”
6.2.1 Upstream Wave Field Measurements
Although the presence of helicon waves was observed in Section 6.1.2, the lack of waves
in the downstream region in Fig. 6.5 initially appears strange. However, by observing
the axial profile of the applied magnetic field (open diamonds) shown in Fig. 6.10, it is
noted that at z = −2.5 cm the field strength is 0.48 mT. This yields an electron cyclotron
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frequency of 13.56 MHz, which is equal to the applied rf antenna frequency. Thus an
electron cyclotron resonance (ECR) region exists within the system close to the source
tube exit. It is well known from helicon theory [66] that right hand polarized (RHP)
waves cannot propagate past such a resonance point. It is possible that a wave mode does
exist for case B, but that waves are trapped within the source region. If this is the case,
then it suggests that by shifting the ECR point further into the diffusion chamber the
propagation of waves downstream could be allowed.
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Fig. 6.9: Estimate of the radial magnitude of the Br wave field for case B (green closed circles)
obtained by subtracting the radial profiles for cases B and D from Fig. 6.8 (a), and accounting for
the phase variation in Fig. 6.8 (b). The vertical dashed lines mark the source tube boundaries,
while the black solid line is a curve based on Bessel functions using the best-fit parameters found
from Fig. 6.6.
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Fig. 6.10: Calculated axial profiles for a number of magnetic field test cases, with case 1 (open
diamonds), and point B of Fig. 6.1 (a), case 2 (stars), case 3 (open squares), case 4 (open circles),
and case 5 (open triangles). The horizontal dashed line shows the magnetic field giving an electron
cyclotron frequency of 13.56 MHz, while the vertical dashed line marks the source tube exit.
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To test this, a number of magnetic field configurations (designated cases 1 − 5) are
used, shown in Fig. 6.10, which aim to leave the magnetic field within the source region
the same, while only changing the field strength/geometry in the downstream region. To
accomplish this, use is made of a combination of all 4 magnetic field coils shown in Fig.
2.1 (that is Piglet becomes SuperPiglet). The original magnetic field configuration (open
diamonds in Fig. 6.10) applies to point B in Fig. 6.1 (a). This configuration is now
designated case 1, and subsequent configurations (shown in Fig. 6.10) are designated
cases 2−5. The blue vertical arrow serves as a visualization aid, and shows the behaviour
of each test case as the magnetic field is changed.
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Fig. 6.11: (a) Axial profiles of the amplitude of Br at r = 0 cm for the cases in Fig. 6.10. (b)
Axial profiles of the phase variation of Br for the cases in (a). (c) Axial profiles of the amplitude
of Bθ just off-set from r = 0 cm for the cases in Fig. 6.10. (d) Axial profiles of the phase variation
of Bθ for the cases in (c). The blue vertical arrows in (a) and (c) show the system response as the
magnetic field is changed according to Fig. 6.10.
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Measurements of the Br and Bθ components are shown in Fig. 6.11 as the magnetic
field is changed according to Fig. 6.103. Here the wave field components become par-
ticularly large in magnitude in the region z > −5 cm for both Br and Bθ, and the field
for Br goes from close to zero for case 1 at z > 0 cm to almost 0.2 for case 5. Similar
behaviour is seen for Bθ. Measurements of the wave fields in the downstream region for
case 1 show there to be no evidence of any fields (giving similar behaviour to that in Fig.
6.5 for Bz). Yet as clearly seen, wave fields become apparent as the magnetic field is
changed according to Fig. 6.10. The magnitude of the central peak is also seen to increase
in amplitude for both Br and Bθ. In the region z > −5 cm, the phase for both Br and
Bθ shows a continually changing variation that is approximately linear, consistent with a
travelling wave. This is in contrast with cases A and C in Fig. 6.4, which shows an almost
constant phase variation. The axial wavelength, λz, can be estimated from
λz = 360
(
∆z
∆φ
)
(6.3)
where z is the axial distance, and φ is the phase variation shown in Fig. 6.11 (b) or (d).
Using Eqn. 6.3 wavelengths of between 15− 25 cm are estimated, which are close to twice
the antenna axial length. As the magnetic field is changed according to Fig. 6.10, radial
measurements of Bz within the source show that an m = 1 helicon wave is still present,
and the downstream plasma changes from a dull purple to a bright pink colour (indicating
a significant increase in the plasma density).
6.2.2 Downstream Wave Field Measurements
The effect of the magnetic field test cases in Fig. 6.10 on wave propagation can be seen
more clearly by focussing on the downstream region. Figure 6.12 (a) shows that as the
magnetic field is changed, wave fields start becoming evident, increasing in magnitude and
axial extent for each further change to the magnetic field.
This behaviour, together with the wave signatures observed in Section 6.1.2, suggest
that waves are present in the source region, and that the magnetic field near the source
exit acts almost like a “valve”. As the “valve” is opened waves that were previously
trapped in the source region are now able to travel downstream. As they do so, they will
eventually encounter the grounded metal backplate at the end of the diffusion chamber.
The peak located at about z = 12.5 cm observed in the wave fields for case 5 suggests that
the waves have reached this backplate, and that some type of wave reflection (leading to
interference effects) could be occurring, such as observed in Ref. [97], although this has
not been investigated further. For cases 2-4 in Fig. 6.12 (b) travelling wave behaviour
appears present, and an estimate of the axial wavelength, λz, using Eqn. 6.3, gives values
3 The Bz component within the source region shows similar behaviour for all cases, and is thus not
shown. This similar behaviour indicates that either the antenna fields have more of an interfering effect
for this wave component, or that a helicon wave with a wavelength of approximately 20 cm is still being
excited.
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of around 30 cm. Since the ratio B0/n (and hence ωce/ωpe) increases in the downstream
region for these cases, from Eqn. 6.1 a larger downstream wavelength would be expected.
These values are consistent (or at least representative) with an initial upstream wave with
a wavelength of approximately 20 cm.
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Fig. 6.12: (a) Axial profiles of the amplitude of Bz at r = 4.8 cm for the cases in Fig. 6.10. (b)
Axial profiles of the phase variation of Bz for the cases in (a). The blue vertical arrow in (a) is
for visualization purposes, and shows the system response as the applied magnetic field is changed
according to Fig. 6.10.
In order to measure the mode structure of the waves formed in the system, radial
B-dot probe measurements in the downstream region are carried out at an axial distance
of z = 15 cm. For these measurements B-dot probes are inserted into the side port of the
diffusion chamber. Figure 6.13 shows the |Br|, |Bθ|, and |Bz| radial profiles for each of
the test cases of Fig. 6.10.
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Fig. 6.13: Radial variation at z = 15 cm of the amplitude of (a) Br, (b) Bθ, and (c) Bz for the
magnetic field cases in Fig. 6.10. The inset figures show a schematic of the theoretically expected
profiles for an m = 1 helicon mode. The vertical dashed lines mark the source tube boundaries,
while the blue vertical arrows show the wave field response as the applied magnetic field is changed
according to Fig. 6.10.
The inset figures in Fig. 6.13 show a schematic of the theoretically expected profiles for
an m = 1 helicon wave. For all three field components, case 1 (open diamonds, and point
B on Fig. 6.1) shows a flat profile with no evidence of any wave fields, but as the magnetic
“valve” is opened, once again wave fields start becoming apparent. The |Br| profiles show
a single large peak centered approximately at z = 0 cm, while the |Bθ| profiles show a
slightly asymmetrical profile, that again contains a central peak, with a second smaller
peak near r = 5 cm present for cases 4 (open circles) and 5 (open triangles). These two
cases also show a double peaked |Bz| profile, although again the profile is asymmetrical,
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with the right hand peak being larger than the left hand peak. It is also noted that
the minimum point between these two peaks does not go to zero. A similar result was
obtained in references [97, 148], where it was suggested that an m = 0 mode is being
excited concurrently with an m = 1 mode, although the reasons for this still remain
unclear. In the present case a slight eccentricity in the diffusion coils has been observed
that could be contributing to this. At any rate, comparison of all three wave components
with the theoretically expected profiles show that an m = 1 mode is most likely dominant.
This conclusion is consistent with the m = 1 wave profiles observed in the source region
in Section 6.1.2.
In order to confirm that it is in fact the ECR region near the source exit that is
important for the “valve-like” behaviour and not the magnetic field in the downstream
region, several further magnetic field test cases are run, as shown in Fig. 6.14 (a). Here
the magnetic field in the source region (including the source exit) is kept essentially the
same, but only the downstream field is changed. Figure 6.14 (b) shows the axial wave field
profiles, where it is seen that the profiles remain virtually identical, and that no significant
wave fields are present. No change in the system matching is seen.
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Fig. 6.14: (a) Additional applied magnetic field test cases with case 1 (open diamonds), case 6
(closed squares), case 7 (closed circles), and case 8 (closed triangles). (b) Axial profiles of the
magnitude of Bz at r = 4.8 cm for the cases in (a).
6.2.3 Control of Plasma Properties
Axial Density and Plasma Potential Profiles
The measurements above have focussed on the wave field components both during the low-
field peak transition, and during the magnetic field test cases of Fig. 6.10. Since these test
cases were observed to strongly affect the wave propagation, it is of interest to see what
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effect this has on the plasma. Figure 6.15 (a) show the axial density profiles for each of the
magnetic field test cases, where it is seen that as the field is changed, the upstream density
is observed to decrease, while the downstream density increases. The plasma density in
the source drops from around 2.2×1017 m−3 for case 1 (open diamonds), to 1.1×1017 m−3
for case 5 (open triangles), while at the same time the downstream density increases by
a factor of almost 6. In particular, the density gradient begins to decrease rapidly, until
for case 5 an almost axially uniform density profile is present. This decrease in source
density and increase in downstream density seems consistent with the fact that waves are
now able to escape the source region, and hence deposit more of their power within the
downstream region. The blue arrows serve as a visualization aid, and show the plasma
response as the magnetic field is changed.
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Fig. 6.15: (a) Axial plasma density profiles for the cases in Fig. 6.10. (b) Axial plasma potential
profiles for the cases in (a), measured with RFEA (A). The blue vertical arrows show the plasma
response as the applied magnetic field is changed according to Fig. 6.10.
Using RFEA (A) the axial plasma potential profiles are established for each of the cases
in Fig. 6.15 (a), as shown in Fig. 6.15 (b). In a similar manner to the plasma density, as
the magnetic field is changed, the plasma potential in the source region decreases, while
increasing in the downstream region. The drop in plasma potential between locations
z = −10 cm to z = 20 cm goes from around 17 V for case 1 (open diamonds), to around
2 V for case 5 (open triangles), thus giving an essentially flat axial profile.
Figure 6.16 shows the axial density profiles for the additional test cases in Fig. 6.14
(a). Here the density profiles remain virtually identical, both in shape and magnitude, and
no change in the system matching is seen. Since no change was observed in the wave fields
either, this suggests that to a large extent, as long as the ECR region near the source
exit remains fixed, changes in the downstream field cannot affect the upstream plasma
production or wave propagation. Thus it is as if the plasma is in a “choked” condition.
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Fig. 6.16: Axial density profiles for the extra magnetic field test cases in Fig. 6.14 (a).
Mode Coupling
A valid question to ask at this point is whether or not the plasma stays within the same
mode as the magnetic field is changed for the test cases in Fig. 6.10. The reverse power
from the directional coupler is monitored for each of the test cases, where the reflected
power remains similar for each case, only beginning to change for cases 4 and 5. By
contrast, the matching changes dramatically during the low magnetic field mode transition
of Fig. 6.1 (a). Further increases in the downstream field (after test case 5 in Fig. 6.10)
cause the system to jump out of the mode, and a large change is again seen in the matching.
When this happens the colour of the plasma changes substantially, going from a bright
pink to a dull purple. As shown above, the magnetic field near the source exit appears
to act like a “valve”, and as the “valve” opens, waves are allowed to escape downstream,
and are hence able to deposit more of their energy in this region. This however results in
a decrease of density in the source region, and eventually a point is reached where if the
“valve” is opened further, the density drops to such an extent that the coupling efficiency
with the antenna decreases sufficiently that the system is no longer able to sustain a
wave mode. From the results of Fig. 6.15 (a) this density threshold can be estimated as
1 × 1017 m−3. Thus in order to delay the onset of this mode loss, the density needs to
be kept above this value. This can be achieved by operating at higher pressures, or by
increasing the power input to the system. It is for this reason that measurements here are
made at a pressure twice that used in the majority of studies in Chapter 4. At the original
pressure of 0.04 Pa, as the magnetic “valve” is opened, the system very quickly jumps out
of the mode. Only an increase in power at this pressure allows the “valve” to be opened
further. This hypothesis is further strengthened by the fact that as the pressure or power
is increased, the maximum value of the density peak is observed to shift to larger magnetic
fields, as was observed in Fig. 4.5.
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Ion Beam
In Chapter 4 it was seen that associated with the low magnetic field mode, is the existence
of an ion beam in the downstream region. To investigate how the ion beam is affected as
the magnetic field is changed according to Fig. 6.10, the “dogleg” RFEA is used to take
measurements within the downstream region.
0 10 20 30 40 50 60
0
0.2
0.4
0.6
0.8
1.0
1.2
Discriminator Voltage, VD [V]
N
or
m
al
iz
ed
 U
ni
ts
0 10 20 30 40 50 60
0
0.2
0.4
0.6
0.8
1.0
1.2
Discriminator Voltage, VD [V]
N
or
m
al
iz
ed
 U
ni
ts
(b)
(a)
Fig. 6.17: Normalized ion current (a) and IEDF (b) at z = 15 cm and r = 0 cm for the cases in
Fig. 6.10, measured with the “dogleg” RFEA. The blue arrows show the plasma response as the
applied magnetic field is changed according to Fig. 6.10.
The total collected ion current as a function of discriminator voltage is plotted in Fig.
6.17 (a), together with its derivative (the IEDF) in Fig. 6.17 (b), taken at z = 15 cm.
Case 5 (open triangles) shows only a single ion population, while case 1 (open diamonds)
shows a much broader distribution with a fraction of higher energy ions. As the magnetic
field is changed, this group of higher energy ions begins to disappear, until for case 5
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they are gone altogether. It is also seen that the central value of the main ion population
shifts to higher potentials (from around 16 V to 21 V), in agreement with the plasma
potential results in Fig. 6.15 (b). It has been shown both in Chapter 4, and in previous
studies, that an important factor in ion beam formation in these low pressure plasmas
is the existence of a sufficiently large density gradient [37]. From Fig. 6.15 (a), as the
magnetic field changes, the density gradient between the source and downstream regions
begins to decrease, correlating with the decreased plasma potential drop, and hence the
lack of a sufficient accelerating mechanism for the ions.
Radial Density Profiles
Figure 6.18 shows the radial density profiles at z = 15 cm, where similarly to the wave fields
in Fig. 6.13, a definite asymmetry is seen. Case 1 (open diamonds) is fairly symmetrical,
but as the magnetic valve is opened, an asymmetry in the profiles develops. This suggests
another possible reason for the asymmetrical wave field profiles in Fig. 6.13, since the
density profiles would affect the resulting wave field shape. The increase in density in the
downstream region is most clearly seen in Fig. 6.18, where the density for case 5 (open
triangles) is almost 6 times larger than that for case 1.
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Fig. 6.18: (a) Radial plasma density profiles at z = 15 cm for the cases in Fig. 6.10. (b) Radial
floating potential profiles for the cases in (a). The blue arrows show the plasma response as the
applied magnetic field is changed according to Fig. 6.10.
Since the gas inlet lies along the same radial line as the density measurements in Fig.
6.18 (a) were taken, one might ask whether the asymmetry in the density profiles has to do
with the manner in which the measurements were taken. If the gas inlet is moved to the
backplate of the diffusion chamber however, the radial density profiles obtained are almost
identical. Thus this cannot explain the asymmetry. Since the density measurements are
taken using a LP operated in ion saturation mode, then if the floating potential varies
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sufficiently in the radial direction, this would effectively change the bias voltage seen by
the plasma, which could also affect the density profiles. To test this, the floating potential
is measured for the cases in Fig. 6.18 (a), as shown in Fig. 6.18 (b). Here aside from the
first two cases, the floating potential is seen to be approximately symmetric, and since it
only varies by about 5− 7 V across the profile, this does not seem large enough to explain
the asymmetry observed.
The radial wave field measurements in Fig. 6.13 where taken with B-dot probes inserted
into the side port of the diffusion chamber, and the measurements needed to be taken very
carefully, since angular rotation of the probes would result in interference from different
wave field components (since rotation of the probe would change its orientation relative
to the wave fields). It thus might be asked if the asymmetry of the wave field components
is due to errors in the angular rotation of the probes. To test this, a new B-dot probe
was inserted into the VaccumSlide backplate, and a number of measurements repeated.
Since the VacuumSlide has a fine screw adjustment, and attached ruler, very accurate
positioning can be made, and the probe orientation can be easily maintained throughout
a radial sweep. An example measurement using the VacuumSlide is shown as the green
closed circles in Fig. 6.19, which is compared with measurements made previously in
Fig. 6.13. As can be seen, the new measurements are virtually identical to those of
the old measurements, thus confirming both the original measurements, and indicating
that indeed an asymmetry seems present. A slight eccentricity in the diffusion coils was
observed, which could be contributing to a “steering” effect of the wave, and thus the
asymmetry observed (this could then also explain the asymmetry in the radial plasma
density profile, since “steering” of the wave would affect the power deposition profile).
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Fig. 6.19: Normalized radial profile at z = 15 cm of the magnitude of Bz. The black solid line
shows the profile measured with a B-dot probe inserted into the side port of the diffusion chamber,
while the green closed circles show a second set of measurements taken with a different B-dot probe
inserted into the VacuumSlide backplate.
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6.3 Wave-particle Trapping
Although the results presented above in Sections 6.1 and 6.2 suggest that waves can be
made to travel downstream by changing the magnetic field at the source exit, a number
of factors remain unknown. It is unclear whether waves are reflected at the source exit, or
whether they are rapidly attenuated by the ECR region present there. Since the opposite
end of the source tube is terminated with a metal grid, waves would undergo reflection
here, so that they could become trapped in the source region if they were reflected near
the source tube exit as well. Additionally, since the source tube length is approximately
20 cm, which is close to the estimated wavelength of 20 cm from Section 6.1, a wavelength
would fit inside the source region, and so the system could be exhibiting resonator-like
behaviour.
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Fig. 6.20: (a) Normalized curves showing a 6 eV electron distribution function (black solid line),
f(v), velocity dependent ionization rate for argon (red dashed line), νion, and the product of these
two curves showing which electrons in the distribution are most effective in causing an ionizing
event (blue solid line). The green closed circle marks the maximum of this curve. The black
vertical dotted line shows the phase velocity of a helicon wave with a frequency of 13.56 MHz and a
wavelength of 20 cm. (b) Effective wavelength (at a frequency of 13.56 MHz) at which the maximum
in the ionization rate (green closed circle in (a)) occurs for different electron temperatures. The
black horizontal line marks a wavelength of 20 cm, which is twice the antenna length.
As mentioned in Section 1.4.4, Degeling [73, 82] noted a distinct correlation between the
phase velocity of helicon waves, and the velocity of electrons of a Maxwellian distribution
most effective in causing ionization. Using a double half-turn antenna, m = 1 helicon
waves with wavelengths between 10 − 60 cm were excited in a large plasma diffusion
system (of a larger scale than the present reactor). For helicon waves with phase velocities
of around 3× 106 m.s−1, a large increase in the downstream plasma density was observed.
It was suggested that the parallel component of the helicon waves, Ez, was causing particle
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trapping, and in particular that the wave was interacting with electrons with velocities
close to the wave velocity.
By performing a similar analysis to Degeling [73, 82], the results in Fig. 6.20 (a)
are obtained. Here an electron distribution function (representative of the measurements
made in the present system at a pressure of 0.08 Pa), f(v), is taken and multiplied by
the ionization collision frequency for argon, νi(v), to obtain the blue curve in Fig. 6.20
(a). The vertical dashed line shows the phase velocity of a helicon wave with a wavelength
of 20 cm. Here, similarly to Degeling [73, 82], a strong correlation between the wave
phase velocity and the velocity of electrons most effective at causing an ionizing event is
seen. This suggests that wave-particle trapping due to the axial component of the electric
field of the helicon wave could be relevant to the present system. It is also noted that
as the pressure changes, and hence as the electron temperature changes, the velocity of
electrons most effectively causing an ionization still remains similar to that for a wave
with wavelength 20 cm, as demonstrated in Fig. 6.20 (b) (here the velocity is described
by an effective wavelength assuming a wave with a frequency of 13.56 MHz).
Degeling [82] also performed numerical modelling of particle trapping by helicon waves.
Perturbations in the electron distribution function due to a parallel electric field, Ez,
were built up by considering trajectories of individual electrons in an imposed wave field.
The results show that the ionization rate is highest when the phase velocity is close to
2 − 3 × 106 m.s−1, where electrons can interact strongly with the wave. Particle trap-
ping was also observed to occur in standing helicon waves. Since a standing wave is a
combination of forward and reverse waves, electrons from both the positive and negative
sides of the distribution function can now be involved in trapping mechanisms with these
waves respectively. It might be wondered then whether such a mechanism could occur in
the present system if wave reflection were to happen at the source tube exit. The trap-
ping length, Ltr, is a measure of the distance needed for significant perturbations in the
distribution function to develop due to wave trapping, and can be given by [82]
Ltr = vφτtr = 2πvφ
(
m
qkzE0
)1/2
(6.4)
where τtr is the trapping period, and E0 is the amplitude of the axial component of the
helicon electric field. Using a wave amplitude of the order of E0 ≈ 100 V.m−1 a trapping
length of Ltr ≈ 0.7 m is estimated4. This is the distance needed for a trapped electron to
undergo a complete oscillation, however only Ltr/4 = 0.18 m (which is of the order of the
source tube length) is needed for a trapped electron to be accelerated to the wave phase
velocity. Within distances of this order, Degeling [82] has shown that a large amount of
power absorption can take place well before complete trapping has set in.
4 This wave amplitude corresponds to an estimated wave power of the order of 100 − 200 W, which is
similar to the absorbed power measured in Chapter 4.
§6.4 Analytical Modelling: Cold Plasma 167
6.4 Analytical Modelling: Cold Plasma
6.4.1 Description and Assumptions
In Section 6.3 above, wave-particle trapping was discussed, and it was suggested that wave
reflection at the source tube exit could lead to an enhanced electron heating process. Wave
absorption due to the ECR region near the source exit however cannot be ruled out, and
this is investigated further in this section.
Budden [149] has obtained an analytical solution for RHP waves incident on an isolated
infinity (such as a cyclotron resonance point) in the refractive index and found that no
wave reflection occurs; only absorption takes place. However the solution assumes a slowly
varying cold plasma, and in particular a linear varying magnetic field. In the present case
however, the applied magnetic field used, and the resulting density profiles, contain sharp
gradients close to the source exit, and it is unclear how the analytical results would change
under these circumstances. These non-uniformities can be accounted for by numerically
solving the relevant wave equation, which is now derived. Taking the curl of Eqn. 1.5,
using Eqn. 1.3 with ρ = 0, and noting the vector relation ∇× (∇×A) = ∇(∇·A)−∇2A,
Eqn. 1.5 becomes
∇2E = iω∇×B (6.5)
Substituting this into Eqn. 1.6
∇2E+ k20T¯ ·E = 0 (6.6)
where k0 = ω/c, and c = 1/
√
µ0ǫ0. To simplify the subsequent analysis, the wave equation
is considered in one dimension, and thus ∂/∂x = ∂/∂y = 0, and therefore ∇2 = d2/dz2
(θ has also been set to 0 in the matrix in Eqn. 1.47, so that only longitudinal wave
propagation is considered). Thus the x and y components of Eqn. 6.6 are
d2Ex
dz2
+ k20 (κ⊥Ex − iκ×Ey) = 0 (6.7)
d2Ey
dz2
+ k20 (κ⊥Ey + iκ×Ex) = 0 (6.8)
Multiplying Eqn. 6.8 by i, and adding it to Eqn. 6.7
d2
dz2
(Ex + iEy) + k
2
0 [κ⊥ (Ex + iEy)− κ× (Ex + iEy)] = 0 (6.9)
As was discussed in Section 1.5.1, a linearly polarized wave can be broken up into the sum
of a right hand polarized (RHP) wave, and a left hand polarized (LHP) wave. The RHP
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wave is related to the actual electric field from
E = Re
[(ˆ
i− iˆj
)
Ere
iωt
]
(6.10)
where Er is the amplitude of the RHP wave, and iˆ and jˆ are unit vectors in the x and y
directions respectively. Equation 6.10 then gives
Ex + iEy = Ere
iωt (6.11)
Substituting this into Eqn. 6.9 and cancelling the exponentials, the 1D wave equation for
RHP waves is obtained as
d2Er
dz2
+ k20κrEr = 0 (6.12)
where
κr = κ⊥ − κ× = 1−
ω2pe
ω (ω − ωce) (6.13)
or if collisions are included
κr = κ⊥ − κ× = 1−
ω2pe
ω (ω − ωce − iνm) (6.14)
Here νm is the electron momentum transfer collision frequency. It is Eqn. 6.12, together
with the relative refractive index given by Eqn. 6.14 that describes wave propagation in a
plasma with spatially varying properties. While this equation can be solved numerically
using some standard numerical schemes such as a Runge-Kutta algorithm [150], a numer-
ical problem is encountered when the refractive index is sharply varying (such as for test
case 1 in Fig. 6.10), which results in a very stiff differential equation. Thus a different
approach is adopted, known as the Scattering Matrix Method (SMM) [151]. Before dis-
cussing this method however, it is worth briefly looking at some additional theory that
will be needed below. If the relative dielectric constant, κr, is a constant, then Eqn. 6.12
admits solutions of the form
Er = Ae
i(k˜z−ωt) +Bei(−k˜z−ωt) (6.15)
with A and B constants, and the complex propagation constant, k˜, given by
k˜ = k0
√
κr = k + iα (6.16)
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Where k is the real part of k˜ (related to the refractive index as N = k/k0), and α is the
imaginary part (a measure of the wave attenuation/damping). Equation 6.15 represents
the sum of left and right travelling plane waves. The power flux, S, carried by a wave is
given by the Poynting vector
S =
1
µ
(E×B) (6.17)
For plane waves in a conducting medium, the fields are transverse, with the magnetic field
related to the electric field by [29]
B =
1
ω
(
k˜×E
)
(6.18)
This, together with Eqn. 6.17, gives the magnitude of the power flux, 〈S〉 (averaged over
a complete wave period, and assuming µ ≈ µ0)
〈S〉 = 1
2
k
µ0ω
E20e
−2αz (6.19)
Here E0 is the real amplitude of the electric field. In general, the electric and magnetic
fields will be discontinuous at a boundary between two different media. From Maxwell’s
equations these boundary conditions can be derived, and for the case of linear media with
no free charge or surface current at the interface, the relevant boundary conditions [29]
are
(i) ǫ1E1⊥ − ǫ2E2⊥ = 0 (iii) E1‖ −E2‖ = 0
(ii) B1⊥ −B2⊥ = 0 (iv) 1µ1B1‖ − 1µ2B2‖ = 0
(6.20)
Subscripts 1 and 2 refer to the medium on either side of the interface, while ⊥ and ‖ refer to
the perpendicular and parallel components of the electric and magnetic fields. The SMM
approach works by breaking up the plasma into a number of slabs, each with a constant
refractive index. By then treating the reflection and transmission of electromagnetic waves
at each slab, the axial electric field profile can be established, and in particular the total
reflected wave (if any) and total transmitted wave (if any) can be found. Additionally,
any wave absorption that occurs is accounted for. A schematic of the SMM method is
illustrated in Fig. 6.21, and the approach in Ref. [151] is adopted below. Here the
superscript (0) refers to the material properties to the left of the first slab interface,
superscript (n) refers to the properties to the left of the last slab, while superscript (N)
refers to the properties to the right of the last slab interface. The complex propagation
constant in the mth slab is given by
§6.4 Analytical Modelling: Cold Plasma 170
Incident wave
Reflected wave
Transmitted wave
B1
C1
Bm
Cm
(0) (1) (2) (m) (n) (N)
(m
-1
)
(m
+
1
)
1 2 m n N z
m
+
1
m
-1
Magnetic field
Fig. 6.21: Schematic illustrating the scattering matrix method (SMM). An incident wave ap-
proaches from the left, and gives rise to a reflected wave and a transmitted wave within the
plasma, which is composed of a number of small slabs. Each slab has a constant dielectric, and
due to multiple reflection and transmission within the slabs, has a net right travelling wave, Bm,
and a net left travelling wave, Cm. In the last slab (labelled N) only a transmitted wave is present.
The external magnetic field is applied parallel to the z-axis.
k˜(m) = k0
√
κ
(m)
r (6.21)
Where κ
(m)
r is the relative dielectric constant of the mth slab. The incident wave, EI and
total reflected wave, ER, can be given by
EI = E0e
−ik˜(0)z (6.22)
ER = AE0e
ik˜(0)z (6.23)
Where A is an unknown coefficient to be determined. Thus the total electric field in the
incident region is
E(0) = E0
(
e−ik˜
(0)z +Aeik˜
(0)z
)
(6.24)
While in the mth slab, the total field is
E(m) = E0
(
Bme
−ik˜(m)z + Cme
ik˜(m)z
)
(6.25)
Here Bm and Cm are unknown coefficients also to be determined. In the last region there
is only a transmitted wave, which can be expressed as
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E(N) = DE0e
−ik˜(N)z (6.26)
Again, D is an unknown coefficient. At the interface of each slab, the combined electric
and magnetic fields on either side of the slab must join in accordance with the boundary
conditions of Eqn. 6.20. For plane waves, there are no perpendicular wave components,
and so conditions (i) and (ii) are automatically satisfied. Condition (iii) however requires
(assuming µ1 = µ2)
E0
(
e−ik˜
(0)z +Aeik˜
(0)z
)
= E0
(
B1e
−ik˜(1)z + C1e
ik˜(1)z
)
(6.27)
Condition (iv) then requires
k˜(0)
ω
E0
(
e−jk˜
(0)z −Aejk˜(0)z
)
=
k˜(1)
ω
E0
(
B1e
−jk˜(1)z − C1ejk˜(1)z
)
(6.28)
If the system origin, z = 0, is set at the first interface, then Eqns. 6.27 and 6.28 can be
solved simultaneously
(
B1
C1
)
= S1
(
A
1
)
(6.29)
With the matrix, S1, given by
S1 =
1
2k˜(1)
(
k˜(1) − k˜(0) k˜(1) + k˜(0)
k˜(1) + k˜(0) k˜(1) − k˜(0)
)
(6.30)
Similarly, at each of the other slabs
(
Bm
Cm
)
= Sm
(
Bm−1
Cm−1
)
(6.31)
Where
Sm =
(
e−ik
(m)zm eik
(m)zm
k˜(m)e−ik
(m)zm −k˜(m)eik(m)zm
)−1
(6.32)
(
eα∆zme−ik
(m−1)zm e−α∆zmeik
(m−1)zm
k˜(m−1)eα∆zme−jk
(m−1)zm −k˜(m−1)e−α∆zmeik(m−1)zm
)
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Here ∆zm is the thickness of the mth slab
5. Finally, at the last slab
(
Bn
Cn
)
= SnD (6.33)
Where
Sn =
1
2k˜(n)


(
k˜(n) + k˜(N)
)
e−α∆zN ei(k
(n)−k(N))zN(
k˜(n) − k˜(N)
)
eα∆zN e−i(k
(n)+k(N))zN

 (6.34)
Equation 6.31 represents a recursion relation, which together with Eqns. 6.29 and 6.33
becomes
Sg
(
A
1
)
= SnD (6.35)
Where Sg is the scattering matrix given by
Sg =
(
n∏
m=2
Sm
)
S1 (6.36)
By expressing Sg as Sg = (Sg1, Sg2), where Sg1 and Sg2 represent the first column vector
and the last column vector of Sg, A and D can be solved from(
A
D
)
= − (Sg1 − Sn)−1 · Sg2 (6.37)
With A and D known, all other coefficients can be found using Eqns. 6.29 and 6.31.
6.4.2 Model Validation
Before applying the SMM method to the low-field helicon mode, it is validated by solving
for wave properties under plasma conditions with a known analytical solution. A situation
commonly encountered in microwave ECR sources is for the plasma to display back-to-
back infinities and zeros in the refractive index [30]. Starting with the wave equation,
including collisions, the electric field is found from
d2Er
dz2
+ k20
[
1− ω
2
pe
ω (ω − ωce − iνm)
]
Er = 0 (6.38)
5 Note that the derivation of the SMM method in Ref. [151] appears to have an error, since all of the
k’s in Eqn. 6.32 are replaced by k˜’s and there are no separate exponential factors e±α∆zm . This does not
make physical sense, and indeed gives incorrect results when checking the algorithm with known analytical
solutions.
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Letting ωpe and νm be constants, defining s = k0(z − zres) (where zres is the location of
the infinity), and linearizing the magnetic field according to ωce = ω[1+α(z− zres)] (with
α a constant), the wave equation becomes
d2Er
ds2
+
(
1 +
η
s+ iγ
)
Er = 0 (6.39)
Where η = ω2pe/(ωcα), and γ = νm/(cα). Budden has investigated a form of the wave
equation given by [149]
d2Er
ds2
+
(
β2
ρ2
+
β
s+ iγ
)
= 0 (6.40)
Where β and ρ are constants. By setting β = ρ = η this can be written in the form of Eqn.
6.39. This equation represents the propagation of waves in a medium with a refractive
index schematically given in Fig. 6.22 (a). In the limit γ → 0 and for waves travelling
into a decreasing magnetic field, the solution for s large and positive is [149]
Er ∝ exp [is+ i(η/2) ln s+ i(η/2) ln 2 + (πη/4)] (6.41)
This represents the incident wave. There is no other wave, and hence no reflected wave.
The solution for s large and negative (i.e. the transmitted wave) is [149]
Er ∝ exp [is+ i(η/2) ln |s|+ i(η/2) ln 2− (πη/4)] (6.42)
This then gives a transmission coefficient (representing wave tunnelling through the evanes-
cent region indicated in Fig. 6.22 (a)), T = Etrans/Einc, of
T = e−
1
2
πη (6.43)
By using the SMM method the spatial wave amplitude can be determined, and subse-
quently the transmission coefficient obtained and checked against the theoretical solution
above. If the parameter α above is too large, then the assumptions used to arrive at the
solutions in Eqns. 6.41 and 6.42 breakdown, whereas if α is too small, then a large system
needs to be simulated, which then requires a large number of plasma slabs. Equation 6.39
has been numerically solved in Ref. [150] for microwave sources, and so representative val-
ues are taken from this reference. For ω = 2.45 GHz, α ≈ 7.8 m−1, and a small collision
frequency of ν = 5× 107 s−1 is used6.
6 Budden solved the system in the limit γ → 0 but this causes numerical difficulties since an infinity
exists, thus leading to an infinitely small slab size. Therefore a small collision frequency is included.
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Fig. 6.22: (a) Schematic of the refractive index for a plasma with a back-to-back infinity and zero.
(b) Transmission coefficient of waves incident on a refractive index such as that in (a), as a function
of plasma density and the parameter α. The black solid and dashed lines show the theoretical
solutions, while the blue closed diamonds (α = 5 m−1), green closed circles (α = 7.5 m−1), and red
closed squares (α = 10 m−1) show the numerical solution from the SMM method. (c) Example of
the Ex component of the wave electric field within the plasma for a density of 1 × 1016 m−3 and
α = 10 m−1.
Figure 6.22 (b) shows the transmission coefficient obtained from the SMM method,
together with the theoretical solution from Eqn. 6.43 above, for a range of densities and
values of α. As is seen, the SMM method accurately predicts the transmission coefficient
over the whole range of plasma densities, for each value of α used, thus giving confidence
in the algorithm. As an example, the wave electric field profile for n0 = 1 × 1016 m−3
and α = 10 m−1 is shown in Fig. 6.22 (c), illustrating the change in wave amplitude that
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occurs due to the evanescent region between 50 cm < z < 65 cm.
6.4.3 Model Results and Shortcomings
If ωpe and νm in Eqn. 6.12 are again taken to be constants, and it is further assumed
that α is small, then another form of the wave equation investigated by Budden can be
obtained, containing only an infinity in the refractive index, and given by
d2Er
ds2
+
η
s+ iγ
Er = 0 (6.44)
For s large and positive the solution is [149]
Er ∝ (s+ iγ)1/4 exp
(
2η1/2i|s|1/2
)
(6.45)
This represents the incident wave. There is no other wave, and hence no reflected wave.
The solution for s large and negative is [149]
Er ∝ (s+ iγ)1/4 exp[2η1/2(−|s|1/2 + 1
2
iγ/|s|1/2)] (6.46)
This represents a rapidly decaying wave (i.e. the transmitted wave). The above suggests
that there is no reflected wave, and implies that the wave “trapping” phenomenon observed
above in Sections 6.1 and 6.2 should be attributed to wave damping and not reflection.
However, the solution assumes α (which represents the magnetic field gradient) is very
small, so it is unclear how the results change if this assumption is relaxed. It is this question
which will now be addressed. Piglet in Fig. 2.1 is modelled as a 1D system, with a plane
wave incident from the region z < −15 cm, and travelling towards the downstream region
z > 0. At z = 28.8 cm the wave encounters the metal backplate of the diffusion chamber.
The refractive index here is set to a very large number, representative of a good conductor
[29], thus allowing for the possibility of wave reflections taking place (if indeed the wave
makes it to this point). The spatially varying refractive index, given by Eqn. 6.14, is
constructed using the experimental density and magnetic field profiles from Figs. 6.15 (a)
and 6.10, and the density values are extrapolated for z > 19 cm. The only information still
required, is the collision frequency, νm, which in general includes both a collisional part,
and an effective collisionless part, which would describe the cyclotron damping process
(if indeed this occurs). The collisionless part is unfortunately difficult to specify, since
it is not yet known that cyclotron damping is present. Additionally, since it is a kinetic
phenomenon, it cannot be self-consistently obtained from the cold plasma dielectric, and
while an ansatz could be made [150], there is little information available on how to proceed
in this manner. Thus similarly to both Budden [149] and Stix [62], a constant value for
the collision frequency is used, which is regarded as generic, incorporating both collisional,
and possible collisionless parts. The value chosen is estimated by using the measured bulk
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electron temperature of about 6 eV at 0.08 Pa, and finding the collective collision frequency
due to elastic, excitation, and ionization collisions (from the cross-section data in Fig. 5.2).
This then gives νm = 5 × 106 s−1, although values between 5 × 106 − 1 × 108 s−1 were
tested.
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Fig. 6.23: (a) Refractive index from Eqn. 6.14 for the magnetic field test cases in Fig. 6.10 using
plasma densities and magnetic field strengths from Figs. 6.15 (a) and 6.10, with case 1 (blue),
case 2 (red), case 3 (green), case 4 (purple), and case 5 (black). (b) Spatial wave power flow for
the cases in (a). The solid lines represent power carried by the forward wave, while the dashed
lines represent power carried by the reflected wave. (c) Refractive index from Eqn. 6.14 for the
extra magnetic field test cases in Fig. 6.14 (a) using plasma densities and magnetic field strengths
from Figs. 6.16 and 6.14 (a), with case 1 (blue), case 6 (red), case 7 (green), and case 8 (purple).
(d) Spatial wave power flow for the cases in (c). The electron collision frequency in (a)-(d) is
ν = 1× 107 s−1.
With the refractive index now known, the wave equation is solved using the SMM
method, and then both the total forward and reverse wave powers can be found from Eqn.
6.19. Figure 6.23 (a) shows the spatially varying refractive index for the test cases in Fig.
6.10, while Fig. 6.23 (b) shows the power flow. As is seen, case 1 (blue) has a sharply
varying refractive index close to the source tube exit (z = 0 cm), and the wave power
goes to zero in this region. Furthermore, no wave power is present within the downstream
region (z > 0 cm), and additionally there is no reflected wave power. This suggests that
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all the forward wave power is being absorbed by the plasma. As the magnetic “valve”
opens (cases 2-5) the refractive index does not vary as sharply, and the wave is able to
propagate further into the downstream region, until for cases 4 and 5 it makes it to the
backplate, where it suffers reflection. This is in good agreement with the experimental
results obtained in Fig. 6.12.
In Fig. 6.14 (a) three extra magnetic field test cases were used, and it was seen in Fig.
6.14 (b) that no significant changes were observed in the system behaviour. Figure 6.23
(c) shows the refractive indices for these cases (together with case 1). Here the refractive
index remains sharply varying for all cases, and as seen from Fig. 6.23 (d), waves do not
make it into the downstream region. All the wave power is absorbed in the region near
the source tube exit. This is again in good agreement with the experimental results. The
results in Fig. 6.23 are for νm = 1× 107 s−1, although similar results were obtained for all
collision frequencies tested. Figure 6.24 shows an example of the spatial wave electric field
profiles for case 1 (blue) and case 5 (black). Case 1 has a rapidly decaying wave amplitude
that is virtually zero at about z = 0 cm, and remains so within the whole length of the
diffusion chamber. By contrast, case 5 shows very little damping, and is able to make it to
the backplate of the diffusion chamber, where it suffers reflection. Although not obvious
from the figure, standing wave behaviour is present for case 5. It is worth mentioning that
the above wave results were checked using an independent method based on a Runge-
Kutta solution to the wave equation (described in Ref. [150]), where good consistency
was obtained (except for case 1, and the extra test cases, where the Runge-Kutta method
encounters numerical problems and the solution diverges unphysically).
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Fig. 6.24: Spatial profile of the normalized Ex wave electric field component for magnetic field
test cases 1 (blue) and 5 (black) in Fig. 6.10.
Although the results above agree qualitatively with the experimental results, and offer
a feasible explanation for the observed phenomena, they suffer from a number of shortcom-
ings which preclude any definite conclusions from being drawn. Since the cold dielectric
is used, cyclotron damping is not self-consistently considered. That this is a problem can
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be seen by setting νm to zero in Budden’s original result in Eqn. 6.46. Here the wave is
still damped, even in the absence of any damping processes. While Budden [149] attempts
to explain this as an accumulation of energy in the perpendicular wave propagation di-
rection, a more plausible explanation, as discussed by Stix [62] and Swanson [61], is the
breakdown of certain assumptions used to describe the dynamics within the wave equation
(such as finite temperature effects of the electrons). In addition, Doppler shift of the wave
relative to the electrons is not accounted for in Eqn. 6.12, and as was seen in Section 1.5,
this Doppler shift is significant at the low wave frequencies used here. Thus in order to
correctly account for cyclotron damping, a kinetic approach is needed, which is discussed
in the next section.
6.5 Analytical Modelling: Warm Plasma
As discussed by Stix [62], the wave equation solved in Section 6.4 gives a dispersion relation
of the form
bk2z + c = 0 (6.47)
where b and c are real and functions of the plasma properties. At an infinity in the
refractive index kz → ∞, which requires b → 0, and under these circumstances both
Budden [149] and Stix [62] show that complete wave absorption occurs7. By including
higher order correction terms to the plasma dynamics, such as finite temperature effects,
a more detailed dispersion relation is obtained [62]
ak4z + (br + ibi) k
2
z + c = 0 (6.48)
where again a, br, bi, and c are real. At an infinity in the refractive index it is br that
tends to zero, and if
b2i >> 4|ac| (6.49)
then Eqn. 6.48 can be approximated by k2z ≈ −c/(br + ibi), which is of the same form as
Eqn. 6.47, again implying that complete absorption takes place. If however the inequality
in Eqn. 6.49 is not satisfied, then reflection can now occur instead of absorption. Applica-
tion of the criteria in Eqn. 6.49 is unfortunately not easy, since the higher order correction
terms add considerable complexity to the analysis, and a local refractive index no longer
exists in a warm plasma (since due to particle streaming, what happens at one point can
affect the plasma dielectric at another point). Stix [62] has estimated the criterion in Eqn.
7 Note that this conclusion assumes a slowly varying magnetic field and plasma density.
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6.49 for electron cyclotron damping, and although the analysis is somewhat crude, he con-
cludes that cyclotron damping is a sufficiently strong process so that complete absorption
of longitudinally propagated waves should occur.
An approximate estimate of the importance of cyclotron damping to the results in
Section 6.1 and 6.2 can be made by considering the warm plasma dispersion relation
described in Section 1.5.3, and repeated below8
1− k
2
zc
2
ω2
+
ω2pe
ωkzvt
Z (ξ) = 0 (6.50)
where as mentioned in Section 1.5.3, the wave number is now complex (i.e. kz = kr +
iki). The appearance of an imaginary part to the wave number is associated with the
collisionless damping due to cyclotron resonance. A plot of Eqn. 6.50 for a wave frequency
of 13.56 MHz and density of n0 = 1×1017 m−3 was presented in Fig. 1.12, where damping
was seen to begin for about ω/ωce ≈ 0.35, and occurs for 0.35 < ω/ωce < 1. Observation
of case 1 in Fig. 6.10 shows that this range of magnetic field values is present within a
fairly large part of the source region. Assuming a density of around 1.5× 1017 m−3 (and
obtaining a similar plot to Fig. 1.12), and using an average value of the wave damping (say
ki ≈ 30 m−1), an e-folding of ≈ 3 cm is obtained (since damping adds an exponential decay
factor to the wave amplitude). This suggests that the waves would be strongly damped by
the time they reach the diffusion chamber, and is consistent with the experimental results
obtained in Section 6.2.
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Fig. 6.25: Hypothetical wave magnetic field amplitude as a function of axial distance for the
magnetic field test cases in Fig. 6.10 using magnetic field and plasma density profiles from Figs.
6.10 and 6.15 (a), and wave damping values obtained from Eqn. 6.50, with case 1 (blue), case 2
(red), case 3 (green), case 4 (purple), and case 5 (black). The blue arrow shows the wave amplitude
response as the magnetic field is changed according to Fig. 6.10.
8 A more complete analysis of spatial cyclotron damping has been carried out by Olson [93], including
effects associated with the excitation of waves, but this is beyond the scope of the present thesis.
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Equation 6.50 however assumes a uniform magnetic field and plasma density, and
relaxing these assumptions greatly complicates solution of the Boltzmann equation (Eqn.
1.81). However a crude estimate can be made as follows. Using the magnetic field and
density profiles from Figs. 6.10 and 6.15 (a) (and extrapolating the density for z > 18 cm)
Eqn. 6.50 can be solved and a local value of the wave damping obtained at each axial
location. To do this a discrete axial coordinate, zn, is used with uniform spacing between
each point (i.e. ∆z = zn − zn−1). By then assuming an initial upstream wave, |B|, with
amplitude of 1 (and for the sake of argument ignoring the change of amplitude due to the
change of plasma dielectric), the wave amplitude can be found at each axial location, zN ,
from
|B(zN )| =
N∏
n=1
exp(−ki(zn)∆z) (6.51)
where ki(zn) is the wave damping at zn (obtained from Eqn. 6.50). Doing this for each of
the test cases in Fig. 6.10, Fig. 6.25 is obtained.
Comparison of Fig. 6.25 with Fig. 6.12 shows there to be fairly reasonable qualitative
agreement in the downstream region. As the magnetic field is changed according to Fig.
6.10, waves become less damped and are able to travel deeper into the downstream region.
Case 1 (blue) is sufficiently strongly damped well before entering the diffusion chamber,
while the damping decreases significantly for case 5 (black), so that waves are able to
penetrate deep into the diffusion chamber and reach the backplate (where wave reflection
could occur).
The above arguments suggest that Doppler-shifted cyclotron damping could be a feasi-
ble mechanism involved in the wave “trapping” observed in Section 6.2. However definite
conclusions cannot be made from this crude calculation, since the nonuniformities in the
magnetic field and plasma density have not been correctly accounted for, nor can particle-
wave trapping (Section 6.3) be eliminated as an alternative or contributing mechanism.
Solving the warm plasma equation in the presence of these non-uniformities adds consider-
able complexity to the resulting analysis, and to avoid this, a simulation approach (based
on the particle-in-cell method) is used instead, which will be described in Chapter 7.
7PIC Simulations of Helicon Wave
Propagation
This chapter is concerned with the description of the particle-in-cell (PIC) method, and
the simulation of wave propagation in Piglet, with the aim of investigating whether cy-
clotron damping plays an important role in the electron heating process and whether it
can explain the wave “trapping” phenomena observed in Chapter 6. The PIC method is
a kinetic simulation approach which allows spatial inhomogeneities in the plasma density
and magnetic field to be accounted for, thus solving the problems encountered at the end
of Chapter 6. The current chapter begins with an overview of the PIC approach where
the numerical methods are described (Section 7.1), before discussing the model used to
simulate Piglet (Section 7.2). The simulation results are then presented and discussed in
Section 7.3. The PIC code described in this chapter was custom developed by the author
for this thesis, and programmed in MATLAB.
7.1 PIC Method
7.1.1 Overview
The particle-in-cell (PIC) method is a computer simulation technique used to simulate
plasma systems, and represents a means of performing numerical experiments in a partic-
ular plasma environment [152]. It has the advantage that the “experimental” system can
be almost exhaustively diagnosed, thus allowing complicated or detailed physics to be ex-
tracted, even when this is not possible or feasible in a real experiment. In contrast to fluid
simulations/computations, where the plasma fluid equations are used, PIC simulations
instead follow a large number of individual particles, and build up macroscopic properties
(such as charge or current densities) from each of these particle motions. This has the
advantage that very few assumptions need be made about the particle distributions and
system dynamics, but has the disadvantage that the simulations are very computationally
intensive. By using appropriate plasma heating mechanisms and boundary conditions,
realistic steady state plasmas can be established, where the particle generation, loss, and
sheath structures develop self-consistently [152].
PIC simulations have been used successfully in the last few decades to simulate a num-
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ber of different plasmas, including capacitively coupled systems, plasma-beam instabilities,
and plasma-laser interactions [152, 153, 154]. More recently, double layer formation has
been investigated using both 1D and 2D simulation codes [44, 45, 155], providing impor-
tant insight and additional physics that complements existing experimental and theoretical
work. The majority of these simulation codes make use of an electrostatic approximation,
where only Poisson’s equation is solved (with any magnetic field assumed small or non-
existent), and no EM wave propagation considered. Other codes have focussed explicitly
on EM wave propagation, investigating ECR heating in microwave plasma sources [156],
or studying electron dynamics and skin depth effects in inductive sources [157, 158, 159].
Since the motivation for using PIC simulations here is the study of EM wave propaga-
tion, it is worth discussing the general PIC method in this context. As will be described
further in Section 7.2, a 1D PIC simulation is used here, and thus the simulations are
referred to as 1D EM PIC simulations. A schematic of a general PIC algorithm is shown
in Fig. 7.1 [152].
Move particles
Fi = m dvi/dt
vi = dxi/dt
Weighting Weighting
Collisions
Find Fields
Maxwell’s
equations
Monto Carlo
neutral collisions
Fields at particle
positions
Collect charges
at grid points
ρj, Jj
xi, vi
Fi
Ej, Bj
ρj, JjEj, Bj
Δt
Fig. 7.1: Schematic illustrating the PIC method during one time step ∆t. The particles are
labelled with subscript i, while the spatial grid points are labelled with subscript j.
The PIC approach works by breaking up the simulation domain into a number of
discrete spatial grid points which form a mesh. Maxwell’s equations are then solved at
each of these grid points. A large number of particles are followed using Newton’s laws
(and the electric and magnetic forces from Maxwell’s equations), with each particle being
a macro-particle representing say 106 real particles1. The individual particle motions are
then used to build up net charge and current densities, which then become inputs to
Maxwell’s equations. Since these equations are only solved at discrete points, whereas
the particle positions can vary essentially continuously, weighting algorithms are used to
1 This is necessary, since any real plasma system can have as many has 1010 − 1020 particles, which is
in general far too large to be able to simulate computationally.
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weight the particle charges to the grid point locations, and similarly to weight the electric
and magnetic fields to the particle locations [152]. Particle collisions with neutral gas
atoms or other particle species can also be modelled, and are typically included by using a
Monte Carlo statistical algorithm [160]. The process described above occurs for one time
step, ∆t, and then repeats for subsequent time steps until either the system has reached a
steady state or some other significant time event is reached. The PIC method is illustrated
in Fig. 7.1 for a single time step, which represents some small discrete part of the total
simulation time. For a more detailed overview of PIC simulations, the reader is referred
to the book by Birdsall and Langdon [152] and the review papers by Birdsall [153] and
Verboncoeur [154].
The PIC method to be used in this Chapter is a 1D electromagnetic simulation, and in
what follows, the PIC method is introduced in this context. One important point to high-
light is that while only 1 spatial dimension is simulated, all 3 particle velocity dimensions
are considered [152]. This is necessary in order to correctly model collision processes, elec-
tron heating mechanisms, and the mixing of velocity components due to applied magnetic
fields. Thus these simulations are referred to as 1D3V EM PIC simulations. In the 1D
EM simulations used here, plasma of a certain density is contained within a box of length
L. An EM wave is launched from vacuum, and enters the plasma box from the LHS. The
wave then travels through the plasma, where it can interact with it, suffering possible
reflection and/or absorption, until it reaches the RHS boundary. At this point the wave
either suffers partial or complete reflection, and leaves the plasma (or re-enters it). Each
of the solution steps to the above situation is now considered in further detail, beginning
with the solution of Maxwell’s equations to describe the wave propagation behaviour.
7.1.2 Electromagnetic Fields
Consider a linearly polarized EM wave which enters a plasma box, as schematically shown
in Fig. 7.2, where the wave electric and magnetic field directions are defined. A static
external magnetic field is applied along the z-axis, which is also the direction that the EM
wave propagates (that is kx = ky = 0).
The derivation of the differential equations below follows the method in Ref. [152].
Beginning with Eqns. 1.6 and 1.5, and noting that the wave properties vary only in the z
direction
∂Ey
∂t
− c∂ (cBx)
∂z
= −Jy
ǫ0
(7.1)
c
∂Ey
∂z
=
∂ (cBx)
∂t
(7.2)
where Bx and Ey are the wave magnetic and electric field components respectively (as
defined in Fig. 7.2), and Eqn. 1.5 has been multiplied by the speed of light in vacuum (c)
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Fig. 7.2: Schematic of the 1D EM PIC model. EM waves enter from the left-hand side boundary
where they propagate in the magnetized plasma located in the box between z = 0 and z = L. An
external magnetic field, Bz, is applied parallel to the simulation and wave propagation direction.
on both sides. By adding Eqns. 7.1 and 7.2 and rearranging
(
∂
∂t
+ c
∂
∂z
)
Ey −
(
∂
∂t
+ c
∂
∂z
)
cBx = −Jy
ǫ0
(7.3)
By then noting that the term in parentheses represents the total derivative for an observer
moving to the right at the speed of light, a new quantity, +F , can be defined such that
1
2
(
∂
∂t
+ c
∂
∂z
)
(Ey − cBx) = d (
+F )
dt
= − Jy
2ǫ0
(7.4)
where +F = 1/2(Ey − cBx), and both sides of the equation have been multiplied by 1/2.
By subtracting Eqns. 7.1 and 7.2 a second equation can be obtained, given by
d (−F )
dt
= − Jy
2ǫ0
(7.5)
where −F = 1/2(Ey + cBx). The electric and magnetic field components can then be
found from
Ey =
− F ++ F (7.6)
Bx =
(
−F −+ F ) /c (7.7)
Since RHP waves are of interest so as to study electron cyclotron damping, waves with a
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circular polarization are needed. To account for this, a second plane wave is present with
electric and magnetic field components now given by Ex and By. Performing a similar
analysis to that above, a second set of equations can be obtained given by
d (+G)
dt
= − Jx
2ǫ0
(7.8)
d (−G)
dt
= − Jx
2ǫ0
(7.9)
where +G = 1/2(Ex + cBy) and
−G = 1/2(Ex − cBy). The electric and magnetic field
components are then
Ex =
+ G+− G (7.10)
By =
(
+G−− G) /c (7.11)
As mentioned above, Eqns. 7.4 and 7.5 represents a wave quantity travelling at the speed
of light. Thus by discretizing these equations and using ∆z = c∆t, where ∆z and ∆t are
the spatial and temporal step sizes respectively, it can be written as
±F (t+∆t, z ± c∆t)−± F (t, z)
∆t
= −
±Jy (t+∆t/2, z ± c∆t/2)
2ǫ0
(7.12)
where ±Jy is a space and time centered average current density, which will be discussed
further in Section 7.1.4. A similar equation then exists for ±G. By then starting with
known wave conditions at z = 0 and t = 0, the wave components at any other position
and future time can be determined from Eqn. 7.122. The power or Poynting flux carried
by each of the waves can be shown to be equal to
S =
1
µ0c
(
+F 2 −− F 2) (7.13)
and similarly for ±G. Here µ0 is the permeability of free space. The algorithm discussed
above in Eqns. 7.1-7.12 is known as the Langdon-Dawson algorithm [152]. These equations
have focussed on determining the EM wave properties, but in order for the plasma particles
to communicate with each other due to their own electric charge, additional electric fields
2 Note that Eqn. 7.12 is only valid if ∆z = c∆t, and thus a restriction is present on the spatial and
temporal step sizes.
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are needed. Since the system is 1D, this electrostatic field acts in the z direction only3. In
most other PIC simulations, this electrostatic field is found from a solution of Poisson’s
equation, using specified boundary conditions. In the present case, as will be discussed in
Section 7.2, a simplifying assumption will be made where no net charge exists at each of
the boundaries. Under these conditions then, the total charge in the system is known, and
thus the electric field can be found directly from Gauss’s law. In 1D Gauss’s law (Eqn.
1.3) takes the form
dEz
dz
=
ρ
ǫ0
(7.14)
By then discretizing Eqn. 7.14, and integrating from one spatial grid point to the next
(using the trapezoidal rule), the electric field is obtained as
E(j+1)z − E(j)z =
ρ(j+1) − ρ(j)
2ǫ0
∆z (7.15)
Here Ez and ρ are the electric field and charge density (to be discussed in Section 7.1.4) at
each of the grid points labelled j and j+1. Only one boundary condition is needed, which
is the electric field at the LHS boundary, and by assuming zero net charge at this location,
E
(0)
z = 0. Note, however, that use of Eqn. 7.15 requires that the charge density both
within the plasma and on the boundary walls be known. In general this is not the case,
since only the potential is known on the boundaries. In these cases, Poisson’s equation
must then be solved instead [152].
7.1.3 Single Particle Motion
As discussed in Section 7.1.1, in a PIC simulation Newton’s laws are applied to a large
number of individual particles, and the charge and current densities are then built up from
the trajectories of these particle motions. A particle’s velocity can be found by integration
of Newton’s second law, which is
m
dv
dt
= F (7.16)
where v is the particle velocity, m is the particle mass, and F is the total force on the
particle, which is given by F = q(E + v × B). Here E = Exˆi + Ey jˆ + Ezkˆ is the total
electric field, with Ex and Ey the wave electric field components, Ez the electrostatic
field, and iˆ, jˆ, and kˆ unit vectors in the x, y, and z directions. The magnetic field is
B = Bxˆi + By jˆ + Bzkˆ, where again Bx and By are the wave magnetic field components,
3 In more complicated 2D systems, the wave might have a z component, which would then also need to
be accounted for. Thus use of a 1D assumption means that possible electron trapping in the Ez component
of the helicon wave cannot be modelled here.
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and Bz is a static external magnetic field (such as that applied by a set of solenoids). The
particle position is found by integrating
dr
dt
= v (7.17)
where r is the particle position vector. A common numerical solution scheme for Eqns.
7.16 and 7.17 is known as the leap-frog method [152], and can be expressed as
vt+∆t/2 − vt−∆t/2
∆t
=
q
m
(
E+
vt+∆t/2 + vt−∆t/2
2
×B
)
(7.18)
rt+∆t − rt
∆t
= vt+∆t/2 (7.19)
Here the electric and magnetic fields, and particle positions, are known at integral times
(t, t + ∆t, t + 2∆t, and so on), while the particle velocities are known at half integral
times (t−∆t/2, t+∆t/2, ...). Equation 7.18 can be simplified further using the method
of Boris [152], which separates the electric and magnetic forces, by using the intermediate
velocities, v− and v+, such that
vt−∆t/2 = v
− − q
m
∆t
2
E (7.20)
vt+∆t/2 = v
+ +
q
m
∆t
2
E (7.21)
Substituting these equations in Eqn. 7.18 then gives
v+ − v−
∆t
=
q
2m
(
v+ + v−
)×B (7.22)
The velocity v+ in Eqn. 7.22 can then be solved for by first defining another intermediate
velocity, v′, given by
v′ = v− + v− × t (7.23)
where
t =
q
m
∆t
2
B (7.24)
§7.1 PIC Method 188
and then solving
v+ = v− + v′ × s (7.25)
where
s =
2t
1 + t2
(7.26)
The procedure then requires solving for v− from Eqn. 7.20 using the known velocity from
the previous time step vt−∆t/2, then finding the velocity v
+ from Eqns. 7.23-7.26, and
finally, finding the new velocity vt+∆t/2 from Eqn. 7.21. This process occurs at each time
step, and the new particle position can then be found using this new velocity, and the
previous particle position rt. This is then performed for each particle in the simulation.
The particle positions and velocities found above are then used to find the collective charge
and current density (described in the next section) which are then used as inputs to the
equations as defined in Section 7.1.2.
7.1.4 Macroscopic Plasma Properties
In Section 7.1.3 above, the individual particle position and velocities were described; how-
ever Maxwell’s equations as defined in Section 7.1.2 require the total net charge and current
densities from all particles present within the simulation. While it might seem as though
this would just be a sum of the contributions from all of the individual particles, there is
a problem which is associated with the spatial grid. As discussed in Section 7.1.1, in PIC
simulations Maxwell’s equations are only solved on a discrete number of grid points, the
locations of which are in general different from the particle positions. Thus an algorithm
is needed to assign particle charge and current densities to each of the grid points. This
process is known as particle weighting, and provides the connection between the grid and
particle quantities.
Figure 7.3 shows a spatial grid with a particle located between grid points labelled j and
j + 1. In the simplest weighting scheme, known as zero-order weighting, or nearest-grid-
point weighting, the complete particle charge is assigned to the closest grid point, which
in Fig. 7.3 is grid point j. This is then done for all particles, and the total net charge
at each grid point is then simply the sum of the charge of each individual particle. As
particles move and the nearest grid point changes, their charge can then become assigned
to other grid points. This scheme is easy to implement, but produces fairly large density
fluctuations which can introduce significant noise into the simulation. By far, the majority
of PIC simulations make use of a first-order weighting scheme (or linear weighting), which
breaks up the particle charge, and assigns fractions of this charge to the two nearest grid
points using linear interpolation. This scheme is also easy to implement, and smooths
density fluctuations, hence reducing noise levels.
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Fig. 7.3: Illustration of the particle weighting process. The spatial grid consists of a number of
points (green closed circles), labelled j, separated by a distance ∆z. Each cell has a width ∆z,
is located at position Zj , and is centered on each of the grid points. Particles (blue closed circle)
are located at positions zi within the mesh. In zero-order weighting the entire particle charge is
assigned to the nearest grid point (j in this case), while in first-order weighting the particle charge
is distributed between the nearest two grid points (j and j + 1 here) using linear interpolation.
Each grid point in Fig. 7.3 is centered on a cell with width ∆z. For the particle in
the figure (which is between grid points j and j + 1), the charge assigned to grid point j
is given by
qj = q
(
Zj+1 − zi
∆z
)
(7.27)
where q is the total particle charge, Zj+1 is the location of the grid point j + 1, and zi is
the position of the ith particle. The charge fraction assigned to grid point j + 1 is then
qj+1 = q
(
zi − Zj
∆z
)
(7.28)
where Zj is the location of grid point j. The effect of first-order or linear weighting is to
produce a particle with a triangular charge distribution. Higher order weighting schemes
exist, which introduce further smoothing, but these schemes involve more complexity
which slows the simulation, and are not often encountered. In the present case linear
weighting is used. Once the charge at each grid point is assigned, the total charge density,
ρj , is found by dividing the total charge by the width of each grid point (i.e. ∆z, except
for the grid points at the left and right boundaries, which only have a width ∆z/2).
The above process describes the charge density, and the current density can be obtained
in a somewhat similar manner. In section 7.1.2 the current density Jy (and Jx) in Eqn.
7.12 is required to be space and time centered in order to maintain consistency in the
leap-frog method. This can be done by defining
±Jy (t+∆t/2, z ± c∆t/2) = 1
2
(
−Jy,j∓1 +
+ Jy,j
)
(7.29)
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where −Jy is found from the sum of the particle current densities using the velocities
vy(t+∆t/2) linearly weighted to the grid using the particle positions at z(t), while
+Jy is
found from the sum of particle current densities using the velocities vy(t+∆t/2) linearly
weighted to the grid using the particle positions at z(t + ∆t). This can be expressed
mathematically as
+J
n+1/2
y,j =
∑
i
qiv
n+1/2
y,i S
(
Zj − zn+1i
)
(7.30)
−J
n+1/2
y,j∓1 =
∑
i
qiv
n+1/2
y,i S (Zj∓1 − zni ) (7.31)
where qi is the particle charge density (which in 1D is qi = Qi/∆z, where Qi is the total
particle charge), S is a shape factor describing the particle shape (and thus defining the
interpolation scheme used), and the superscript n defines the time step number. A similar
expression then exists for the current densities Jx. Since Maxwell’s equations are only
solved on the grid points, the electric or magnetic field at each particle location needs to be
known, and thus another weighting algorithm is required. In order to ensure conservation
of momentum, and reduce numerical instabilities [152], it is necessary however to use the
same weighting scheme as that used to assign particles to the grid. For example, for a
particle located between grid points j and j + 1, the electrostatic force Ez at the particle
location would be
Ez (zi) =
(
Zj+1 − zi
∆z
)
E(j)z +
(
zi − Zj
∆z
)
E(j+1)z (7.32)
Similar expressions exist for the wave electric (Ex and Ey) and magnetic fields (Bx and
By), and the external static magnetic field (Bz).
7.1.5 Neutral Collisions
Particle collisions with neutral gas atoms are an important part of the PIC simulation
method, since it allows ionization and excitation processes to be accurately modelled,
and is often important in scattering electrons and ions, thus forming realistic particle
distributions (as well as contributing to the plasma heating process). The neutral collision
scheme used here is the same as that in Ref. [160], and is briefly described below. Although
this scheme also includes an algorithm for ion-neutral collisions, as will be discussed in
Section 7.2, the ions will be considered immobile, and therefore no collisions occur. Thus
only electron-neutral collisions are included in the simulations in this chapter.
The neutral gas species is assumed to be of constant density and to fill the entire
system uniformly. For a given electron, its total kinetic energy, ǫi is given by
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ǫi =
1
2
m
(
v2xi + v
2
yi + v
2
zi
)
(7.33)
where vxi, vyi, and vzi are the velocities of the ith particle at time t. This total energy
(and one of the reasons that all 3 velocity components are simulated) is important for
determining the correct total collision cross-section (see Fig. 5.2 for example), which for
N different simulated collision types (such as an excitation collision), is given by
σT (ǫi) = σ1(ǫi) + σ2(ǫi) + ...+ σN (ǫi) (7.34)
where σj is the cross-section of the jth collision type, and 1 ≤ j ≤ N . The distance
travelled by a particle in a time ∆t (that is, in one time step) is δ = vi∆t (where vi =√
v2xi + v
2
yi + v
2
zi), and thus the collision probability, Pi, is
Pi = 1− e−δσT (ǫi)ng = 1− e−viσT (ǫi)ng∆t (7.35)
where ng is the uniform neutral gas density. A random number, R, from a uniform
distribution on the interval [0, 1] is then chosen, and a collision occurs if R < Pi. If a
collision does happen, then another random number is chosen to determine the type of
collision. Since this scheme only allows one collision to occur per particle per time step,
the time step size needs to be small enough so that the error (related to the number of
missed collisions) is small, which is estimated as
r ≈ P
2
i
1− Pi (7.36)
Since the time step to be used is small based on the criteria to be discussed in Section
7.1.6, the error from Eqn. 7.36 is very small. The approach in Ref. [160] makes use
of a null collision scheme, which introduces a constant collision frequency equal to the
maximum total collision frequency, thus preventing the need for a collision probability to
be calculated for each particle (which slows the simulation down). This means that the
collision probability in Eqn. 7.35 is a constant, and so every time step a fixed number of
particles will undergo a collision event (which are chosen randomly, using an algorithm
that prevents the selection of duplicate electrons). A new collision type, known as a null
collision is however introduced. This type of collision is equivalent to no collision occurring,
and leaves the particle velocity unchanged. Once a particle is known to suffer a collision,
the type of collision is chosen according to
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R ≤ ν1(ǫi)/νmax (collision 1)
ν1(ǫi)/νmax ≤ R ≤ ν1(ǫi)/νmax + ν2(ǫi)/νmax (collision 2)
.
.
.∑
j
νj(ǫi)/νmax ≤ R (null collision)
where R is a random number on the interval [0, 1], and ν = viσng is the collision frequency
(νmax is the maximum collision frequency found from the sum of the different collision
types simulated, and the collision cross-sections used). The collision types simulated are
elastic, excitation, and ionization.
x
y
z vinc
vinc x k
vinc x (vinc x k)θ
φ
vinc
vscatξ
Fig. 7.4: Diagram illustrating the coordinate transformation that occurs during a collision event
[160]. The global simulation coordinate system is labelled with the x, y, and z axes. The incident
particle velocity, vinc, defines a new coordinate system axis, which is perpendicular to the plane
where the green circle lies. The other two axes of this new coordinate system are then defined by
vinc × kˆ and vinc × (vinc × kˆ). Within this new coordinate system, the incident velocity vector is
scattered through an azimuthal angle φ and a zenith angle ξ, forming the scattered velocity vector
vscat.
Once an electron is known to suffer a collision, its new energy and velocity direction are
then determined. Since argon gas atoms are much more massive (and have a much lower
mean speed) than the electrons, they are assumed stationary compared to the electrons.
When a collision occurs, the electron is scattered through an angle ξ which is found from
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an approximate differential cross-section, and can be given by
cos ξ =
2 + ǫ− 2 (1 + ǫ)R
ǫ
(7.37)
where ǫ is the particle energy, and R is another uniformly distributed random number.
The azimuthal scattering angle φ is found from
φ = 2πR (7.38)
where again R is another uniformly distributed random number. The scattering angles
in Eqn. 7.37 and 7.38 are determined for a reference frame centered on the target atom,
which is in general different from the global simulation reference frame. Thus in order to
determine the new particle position in the simulation reference frame, a transformation is
needed, as illustrated in Fig. 7.4. This gives the new direction of the scattered particle
velocity, vˆscat, as
vˆscat = vˆinc cos ξ + vˆinc × kˆsin ξ sinφ
sin θ
+ vˆinc ×
(
vˆinc × kˆ
) sin ξ cosφ
sin θ
(7.39)
where cos θ = vinc ·ˆi, and vinc is the incident particle velocity. Depending on the particular
collision type, such as an excitation collision, the electron loses a certain energy (such as
an energy equal to the excitation potential), and the new velocity magnitude can then be
determined from the remaining energy.
7.1.6 PIC Simulation Stability Criteria
Because of the numerical methods used, and in particular because of the spatial and
temporal discretization of the equations of motion, certain limits apply to the size of the
spatial (∆z) and temporal (∆t) grid steps so as to reduce certain unphysical numerical
effects, and to resolve certain physics scales. These numerical problems involve unphysical
instabilities, or numerical heating of the particle energies. This numerical heating can
often be a problem, since even in the absence of an energy source, particle energies can
increase, sometimes to unacceptable levels, leading to the addition of false physics into
the simulation. The most important stability criteria can be listed as follows:
1. The time step size must be small enough to resolve the plasma period.
2. The time step size must be small enough to resolve the cyclotron period.
3. The spatial grid size must be small enough to resolve the Debye length.
Since the electron plasma frequency (ωpe) is almost always larger than the electron
cyclotron frequency (ωce), condition (2) is usually satisfied as long as condition (1) is
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satisfied (in the present case, the magnetic fields are indeed small enough so that ωce <<
ωpe). The criteria for conditions (1) and (3) can be specified as [152]
∆t <
0.2
ωpe
(7.40)
∆z < λDe (7.41)
where ωpe is the electron plasma frequency given by Eqn. 1.13, and λDe is the electron
Debye length given by Eqn. 1.12. In addition, due to the EM PIC scheme used in Section
7.1.2, the grid size is related to the time step size so that a 4th stability condition exits:
∆z = c∆t. The densities used here are of the order of 1 − 2 × 1017 m−3, which together
with the electron temperatures of about 4 − 7 eV, require ∆z ≈ 0.004 cm. For a system
of L = 0.5 m, this requires about 10000 grid points. From the EM grid size restriction
(condition (4)) however, this requires a very small time step of about 1 × 10−13 s, which
for a total simulation time of 1 µs say, requires 1 × 107 time steps. This increases the
simulation time greatly, and in addition, due to the large number of grid points, a larger
number of particles are required to reduce noise levels in order to correctly populate the
particle phase space distributions. For the number of total particles that can be feasibly
simulated (of the order of several hundreds of thousand), this noise level was found to be
too high when trying to simulate wave propagation according to the equations in Section
7.1.2. However, since the current densities need not resolve the Debye length, a coarser
mesh can be used. Thus two sets of grids are present. One set consists of a fine mesh that
resolves the Debye length and is employed for the electrostatic field Ez, while a second
coarser mesh (of about 500 grid points) is used for the current densities and EM wave
fields. This coarse mesh is however still chosen so that conditions (1) and (4) are satisfied.
Finally, a sufficient number of particles should be present in the simulations so as
to reduce noise levels and density fluctuations, as well as to correctly represent particle
distributions [152]. This typically requires more than about 10 particles per cell for the
electrostatic fields, while the EM waves fields are found to be more sensitive to noise levels,
and thus require more than about 100 particles per cell.
7.2 Simulation of the Piglet Reactor
7.2.1 Description and Assumptions
To simulate the Piglet reactor, a 1D geometry is used for the PIC model. This type of
model allows most of the essential physics to be captured, and avoids the added complexity
that results when trying to simulate and diagnose in 2D (the simulation is also significantly
faster). However, this also means that the effect of radial plasma density gradients cannot
be simulated. A number of experimental and theoretical works [69, 161, 162, 163, 164]
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demonstrate that radial density gradients can have a significant effect, and can greatly
modify both the resulting dispersion relation, wave fields, and power deposition. Some
such studies have even suggested that helicon discharges operate so efficiently due to
the trapping of electromagnetic waves in a potential well formed by the radial density
gradient [161, 164]. While radial density gradients could be added to the cold plasma
model in Section 6.4 by utilizing a 2D model, as discussed there, the problem with the
cold plasma model is the inability to self-consistently determine cyclotron damping, and a
multi-dimensional model would not solve this problem. As discussed at the end of Chapter
6, a warm plasma model is sufficiently difficult to solve even in 1D, and modifying this
to 2D results in a exceedingly complicated mathematical task beyond the scope of this
thesis. It was for this reason that a simulation based approach was adopted. While a 2D
simulation model could in principle be used, this is far too computationally intensive for
the present task, and would need a much more concerted effort, almost certainly utilizing
a parallel computing approach. The results in Chapter 6 imply that the most important
factor in the observed wave “trapping” is the axial magnetic field geometry, and thus in
the 1D PIC used here, we are interested in the more limited question of how EM waves
behave in low non-uniform magnetic fields. Thus we ignore radial effects, and concentrate
only on the axial gradients in the plasma density and magnetic field.
The 1D geometry used is shown in Fig. 7.2, and repeated in Fig. 7.5. Here a RHP
wave is launched from the LHS boundary, and enters a plasma-filled box of length L. The
wave then travels in the plasma, suffering possible reflections and/or absorption, before
reaching the RHS boundary. At this point the wave either re-enters the plasma due to
reflections, or exits. Although the plasma box in Fig. 7.2 begins at z = 0 and ends at
z = L, the plasma used here starts at z = −20 cm (the far end of the source tube in
Piglet) and ends at z = 25 cm (close to the location of the backplate of the diffusion
chamber). Thus the plasma box has a total length of 45 cm. The EM waves are excited
with a frequency of 13.56 MHz, and are assumed to propagate parallel to the simulation
direction (and applied magnetic field), so that kx = ky = 0.
Ions in the plasma are considered immobile, and are loaded with a constant density
profile matching that of the measurements in Fig. 6.15 (a) (extrapolating for z > 18 cm),
as shown in Fig. 7.6. The electrons are free to move, and are modelled as macroparticles,
as described in Section 7.1. These electrons then move under the influence of the wave
electric and magnetic fields (Ex, Ey, Bx, By), external applied magnetic field (Bz) and
the electrostatic field produced by the ion and electron charge (Ez).
Particle loss and generation are not modelled, since in the 1D geometry used here,
there is no reason to expect that the density profiles would evolve to those measured in
the experiment. Thus it would not be possible to correctly simulate the effect of these
measured densities. Additionally, when ion motions are included, simulations typically
reach steady state on time scales of the order of the mean ion transit time in the system,
which is significantly longer than the time needed for the electrons and wave fields to reach
§7.2 Simulation of the Piglet Reactor 196
Bz
z
x
y Ey, By
Ex, Bx
Plasma
-20 250
z [cm]
Fig. 7.5: Schematic of the 1D PIC model. Right-hand polarized waves enter from the left boundary
where they propagate in the magnetized plasma located between z = −20 cm and z = 25 cm. An
external magnetic field, Bz, is applied parallel to the simulation direction.
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Fig. 7.6: Example of the applied magnetic field, Bz, and plasma density profile which the immobile
ions are loaded with, using data from Fig. 6.10, and Fig. 6.15 (a) for test case 1 in Fig. 6.10.
The vertical dashed line shows the location in the experiment of the source tube exit, while the
horizontal dashed line shows the magnetic field giving an electron cyclotron frequency of 13.56 MHz.
§7.2 Simulation of the Piglet Reactor 197
Tab. 7.1: Standard simulation parameters.
Parameter Value
Wave frequency 13.56 MHz
Wave amplitude (vacuum) 10 000 V.m−1
Electron temperature 6 eV
Argon gas pressure 0.08 Pa
Simulation length 45 cm
Total simulation time 0.74 µs
Time step size (∆t) 3× 10−12 s
Grid point number for electrostatic field 20 000
Grid point number for wave fields 500
Number of simulation electrons 400 000
a steady state4. Thus the simulation time is increased by a few orders of magnitude. When
electron-neutral collisions are considered, only the scattering and energy loss processes
occur; new ions and electrons are not added in an ionization event. Although only 1
spatial dimension is simulated, all three electron velocity dimensions are included (vx, vy,
and vz), so that the simulation is 1D3V.
An external magnetic field is applied along the z direction, and has a spatial profile
matching that of the magnetic field test cases in Fig. 6.10, as illustrated in Fig. 7.6. Note
that strictly speaking this type of diverging magnetic field profile cannot be produced in
a 1D geometry. From Eqn. 1.4 ∇ · B = 0, or in 1D, dBz/dz = 0. Thus Bz = constant,
and no gradient can exist. Nevertheless, the experimental profiles are used to try and
correctly simulate the plasma dielectric and wave propagation behaviour occurring within
Piglet, and the question of how such a profile forms is not considered. This is a standard
approach used by a number of authors [30, 62, 149, 150].
Finally, the spatial and temporal step sizes in the simulation are chosen so that the
stability criteria in Section 7.1.6 are satisfied, and the typical simulation parameters used
are listed in Tab. 7.1.
7.2.2 Boundary Conditions
Two sets of boundary conditions are needed: (1) Boundary conditions for the electrons,
and (2) EM wave boundary conditions. Since particle creation is not modelled for the
reasons given in Section 7.2.1 above, particle loss therefore is also not modelled. Electrons
are completely reflected from both boundary walls, and re-enter the plasma box. When
they are reflected, the vz velocity vector is simply reversed. This in many ways is similar
to what occurs at the sheath of a real plasma, except that here electrons of all energies
are reflected. At the LHS boundary, RHP EM waves enter the system, such that
4 This, of course, is only a pseudo steady state, since if the ions are not in steady state, they will affect
the electron motions, which in turn will affect the wave fields.
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+F (z = −20 cm, t) = E0 sinωt (7.42)
+G (z = −20 cm, t) = E0 cosωt (7.43)
where E0 is the initial wave amplitude (in vacuum), and is a parameter listed in Tab.
7.1. Note that these boundary conditions represent waves launched from vacuum. At the
first grid point (which is the start of the plasma box), the waves encounter the plasma,
and some initial wave reflection occurs. Since the plasma refractive index is significantly
larger than that of vacuum (about 100 times greater), the wave transmission coefficient
(Etrans/E0, where Etrans is the initial wave amplitude within the plasma) is only about
1/100. Thus in order to produce an EM wave of the correct amplitude within the plasma, a
wave with a much larger amplitude needs to be launched (here Etrans ≈ 100−200 V.m−1,
and so E0 ≈10 000 V.m−1). At the RHS boundary, two commonly used conditions are
−F (z = −25 cm, t) = −+F (z = −25 cm, t) (7.44)
−F (z = −25 cm, t) = 0 (7.45)
The first of these (Eqn. 7.44), represents a completely reflecting boundary (such as from
a metal wall), while the second condition (Eqn. 7.45), is usually referred to as an “open”
boundary. Due to numerical noise, the completely reflecting boundary was not used,
as a numerical instability was observed to occur in the downstream region, growing in
magnitude, and never damping or reaching a steady state. Thus the condition in Eqn.
7.45 (and similarly −G(z = −25 cm, t) = 0) is used. While this is usually regarded as an
open boundary, in the present case this actually represents a plasma/vacuum interface, and
since as discussed, the transmission coefficient is about 1/100, almost complete reflection
occurs here (the slight incomplete reflection however prevents the numerical instability
observed previously from occurring). This can be demonstrated as follows. Figure 7.7
shows a schematic of the 1D PIC model, but now the RHS boundary has been shifted
away from the plasma boundary.
Ignoring the RHP nature of the wave for sake of argument, at the location marked B,
which is in vacuum, only a right-travelling wave exists. Thus from EM wave theory, and
for simplicity with the system origin now at location B,
Ex = E¯0 sinωt (7.46)
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Fig. 7.7: Schematic used to describe the physical meaning of the “open” boundary condition,
−FA = 0. At the right-hand boundary (labelled A), the incident wave within the plasma gives
rise to a reflected wave (which remains in the plasma), and a transmitted wave (which escapes to
vacuum).
By =
E¯0
c
sinωt (7.47)
where E¯0 is the wave amplitude in the vacuum region between locations marked A and
B. From the definition of ±G,
+GB =
1
2
(Ex + cBy) =
1
2
(
E¯0 + E¯0
)
sinωt = E¯0 sinωt (7.48)
−GB =
1
2
(Ex − cBy) = 1
2
(
E¯0 − E¯0
)
sinωt = 0 (7.49)
Now location B was chosen arbitrarily, and thus Eqns. 7.48 and 7.49 must be true for
all points between A and B. Within the plasma just to the left of A, from the boundary
conditions on Maxwell’s equations (6.20), the total electric field within the plasma must
equal the total electric field within the vacuum region, and somewhat similarly for the
magnetic field. Thus since these transmitted wave field components result in Eqns. 7.48
and 7.49, this must also be the boundary condition that occurs exactly at location A. Since
the plasma has a much larger refractive index than vacuum, in order to satisfy Maxwell’s
boundary conditions, a reflected wave must be present, and thus condition 7.49 is not
“open”, but represents a dielectric/vacuum interface5.
5 Note that it must be a dielectric/vacuum interface and not a dielectric/dielectric interface, since from
the Langdon-Dawson algorithm, F and G are wave quantities found uniquely for an observer moving at
the speed of light c, which can only occur in vacuum.
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7.2.3 Particle Loading and Numerical Noise
Electrons were initially loaded by choosing random velocity components (vx, vy, and vz)
from a Maxwellian distribution with a temperature of 6 eV (equal to the bulk electron
temperature at the pressure simulated), and making use of a rejection method [165] to load
the particles with the same density distribution as that for the ions. This was found to be
problematic for two reasons: (1) the random velocities produced clumps and gaps in phase
space (as seen in Fig. 7.8 (a)), producing fairly high initial noise levels in the simulation,
and (2) the density profile was not accurately reproduced, and fairly significant initial
numerical heating of the electron energies was encountered. To correct these problems,
a “quiet start” approach was adopted, as explained in Ref. [152], and briefly discussed
below.
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Fig. 7.8: (a) Electron phase space perpendicular to the simulation direction, obtained using
random numbers chosen from a Maxwellian distribution. (b) Electron phase space perpendicular
to the simulation direction, obtained using a “quiet start” approach, based on bit-reversed numbers.
In the “quiet start” approach, electrons are loaded with the experimental density
profiles in the following way. The cumulative distribution function, P (z), is produced
from
P (z) =
∫ z
a n(z¯)dz¯∫ b
a n(z¯)dz¯
(7.50)
where n(z) is the density profile, and P (a) = 0, P (b) = 1, where a = −20 cm and
b = 25 cm (that is the left and right boundaries of the plasma box). A random number,
Rzi (described below), is then chosen, and Eqn. 7.50 is integrated in fine steps until
Rzi = P (zi). An electron is then placed at location zi. This process is repeated for all
simulation electrons used. The resulting density profile was found to match that of the
experimental profile, and significantly reduced numerical heating and initial noise levels.
For the electron velocities, the vz component is still chosen randomly from a Maxwellian
distribution, but the perpendicular components vx, and vy are chosen using bit-reversed
numbers. For an isotropic Maxwellian in two dimensions, v =
√
v2x + v
2
y , and for N
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electrons, velocities are chosen such that
vi = vt
(
−2 ln i+ 1/2
N
)1/2
(7.51)
where the subscript i refers to the ith electron, and vt =
√
qTe/m is the electron thermal
velocity. The angle in phase space, θi, is obtained from
θi = 2πRθi (7.52)
where 0 ≤ Rθi ≤ 1, while the particle position is found from a number Rzi on the interval
[0, 1], and using the cumulative distribution method discussed above. These numbers, Rzi
and Rθi, act to scramble the particle velocities and positions, and are found from radix-two
and radix-three digit reversal [152]. In radix-two digit reversal, or bit reversing, positive
integers from 0 are taken, converted to binary numbers, changed into binary fractions, and
then reconverted back to decimal fractions (which are all less than 1). For example, the
number 4 in binary is 100. This as a binary fraction is 0.001, which is 0.125 in decimal.
A similar procedure is then carried out for the radix-three or trinary reversing, except
that base-3 numbers are used instead of base-2. This process occurs for all N electrons,
and was found to produce a more uniform phase space (as demonstrated in Fig. 7.8 (b)),
which significantly reduced initial noise levels.
By turning off wave propagation and electron-neutral collisions, there is no energy
source/loss for the simulation electrons, and so the total kinetic energy of the electrons
should remain constant. Thus by letting the simulation run for a large number of time
steps, the effect of numerical heating can be observed. Over the course of the total
simulation time to be used, this numerical heating was seen to be quite small, being less
than a few percent of the total kinetic energy. This numerical heating was observed to
decrease as the number of particles was increased, and especially as a larger number of
grid points for the electrostatic field were used, so as to ensure that the Debye length is
resolved.
7.3 PIC Results
7.3.1 Wave Propagation in a Diverging Magnetic Field
Before simulating the Piglet reactor, the PIC code was tested by using a known plasma
having a constant magnetic field and density, and then checking the subsequent EM wave
propagation behaviour. This was performed by comparing the simulated wavelength in the
plasma with that expected from the helicon dispersion relation (Eqn. 1.77). In these tests,
a constant plasma density and magnetic field were loaded, together with cold electrons
(this also allowed fewer particles to be needed for these tests). The resulting wavelength
was then determined and compared with that expected from helicon theory, as shown in
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Fig. 7.9: Helicon wavelength, λz, as a function of the normalized frequency, ω/ωce. The solid and
dashed lines show the results from helicon theory (Eqn. 1.77), while the blue circles and green
squares show the wavelengths found from the PIC simulations.
Fig. 7.9. Here good agreement is obtained over the whole range of values investigated. In
addition, with a conducting RHS boundary, wave reflection and standing wave behaviour
was observed (as expected).
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Fig. 7.10: Electric field (Ey) at z = −11 cm as a function of time. After an initial transient
period, the electric field reaches a definite steady state at about 0.1 µs.
With the code validation complete, the Piglet simulations were subsequently run. The
results that follow make use of the measured densities from Fig. 6.15 (a) for each of the
magnetic field test cases in Fig. 6.10, but densities half as large were also investigated,
with similar results obtained. Turning the electron-neutral collisions off, and beginning
with the most important test case (test case 1 in Fig. 6.10), after an initial transient
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period, the simulation was observed to reach a pseudo steady state6 after about 0.1 µs.
This is illustrated in Fig. 7.10, which shows the wave electric field component, Ey, plotted
as a function of time. Here the wave amplitude is seen to settle to a steady state value
after less than 0.1 µs. After this point was reached, as a check, the simulation was run
for a further 9 rf periods. As is seen in the figure, the wave behaviour remains similar for
each of these extra rf periods. As an additional check, the wave frequency matches that
of the initial excited wave (13.56 MHz).
Once this steady state is reached, the electron density is averaged over an rf period
to investigate whether the electrostatic field (Ez) acts to confine the electrons to the
loaded background ion density profile. This is shown in Fig. 7.11, where the green closed
circles (representing the electron densities at the grid points; for clarity, not all of the grid
points are shown), are seen to match very well with those of the background ions, thus
showing that the electrostatic field correctly functions to constrain the electrons within
the simulation.
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Fig. 7.11: Ion (black solid line) and time-averaged electron (green circles; averaged over an rf
period) density as a function of axial distance.
Plots of the wave electric and magnetic fields, together with the electron current den-
sities are shown in Fig. 7.12 (a)-(c) after the total simulation time (≈ 0.8 µs). The wave
amplitude is roughly constant for both the electric and magnetic field components for
z < −8 cm, before rapidly decaying to almost zero in the region −8 cm < z < 2 cm. The
current density observed in the downstream region (z > 2 cm) is virtually zero, consistent
with the absence of an electric field in this region. Observation of the total electric and
magnetic field amplitudes (red solid lines) show no standing wave patterns (which would
manifest as distinct peaks; see below), suggesting that the wave is being absorbed.
6 As discussed in Section 7.2, since particle loss and creation are not modelled, the system cannot
produce a self-consistent density profile, and so the particle energy will increase with time if the simulation
is left for long enough. However a pseudo steady state is reached once the wave behaviour does not change
on time scales greater than an rf period.
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Fig. 7.12: (a) Spatial profile of the wave electric field after 10 rf periods, with Ey (blue line), Ex
(green line), and the total RHP wave amplitude, ET =
√
E2x + E
2
y (red line). (b) Spatial profile of
the wave magnetic field, with By (blue line), Bx (green line), and the total RHP wave amplitude,
BT =
√
B2x +B
2
y (red line). (c) Spatial profile of the electron current density, with Jy (blue line),
and Jx (green line). Electron-neutral collisions in (a)-(c) are turned off.
To confirm that no standing wave patterns are present, a spatio-temporal plot of
the wave fields is needed. Before doing this however, it is worth taking a step back
and investigating what patterns to expect for travelling and standing waves in such plots.
Figure 7.13 (a) shows a spatio-temporal plot of the electric field of a hypothetical travelling
wave. Here a distinct candy stripe pattern is seen (with the stipes giving the wave phase
speed), demonstrating that the wave phase moves in space and time at a constant speed.
If a slice in time is taken then the profile in Fig. 7.13 (b) is obtained, which shows the
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Ex and Ey electric field components, and the total RHP wave component (ET ). Since
the wave is travelling the total amplitude remains constant, and so ET is just a straight
line. By contrast, a standing wave shows a checker board pattern, with peaks and troughs
occurring in both space and time, as shown in Fig. 7.13 (c). A slice at a constant time
shows the wave spatial profile, as seen in Fig. 7.13 (d). Here distinct nodes are present
fixed in position, with the wave oscillating up and down relative to these points. The RHP
wave amplitude also remains fixed, but now shows distinct peaks, with the amplitude going
to zero at the node locations.
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Fig. 7.13: (a) Spatio-temporal normalized contour plot of a hypothetical travelling wave. (b)
Spatial profile of a travelling wave electric field with Ey (blue line), Ex (green line), and RHP wave
amplitude ET (red line). (c) Spatio-temporal normalized contour plot of a hypothetical standing
wave. (d) Spatial profile of a standing wave electric field pattern with Ey (blue line), Ex (green
line), and RHP wave amplitude ET (red line). The plots in (a) and (c) are normalized such that
bright yellow corresponds to 1, orange to 0, and dark red to −1.
By creating a similar spatio-temporal plot as in Fig. 7.13 (a) and (c) for the electric
field of case 1, Fig. 7.14 is obtained. Here a definite candy-stripe pattern is seen for
z < 0 cm, indicative of travelling wave behaviour, while in the downstream region, the
wave amplitude remains virtually zero. Of interest is the fact that at no point in the
temporal or spatial cycle does the wave pattern deviate from that of a travelling wave.
That is, no standing wave features are seen. This suggests that no reflection occurs, and
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thus implies that absorption must therefore take place.
Fluid simulations of helicon wave propagation in a plasma with sharp density and
magnetic field gradients was performed by Mouzouris et al [166], where it was found that
the axial inhomogeneities caused distributed reflections of any incident helicon waves, thus
preventing helicon propagation. However, these simulations were done at larger magnetic
fields (B0 > 20 mT) so that no cyclotron resonance would be expected in the system.
Experimental work by Guo et al [167] on helicon propagation in non-uniform magnetic
fields included some cases with an ECR region present, yet no ECR heating was observed.
It was suggested that the strong magnetic field gradients present could change the phase
correlation between the electrons and helicon wave sufficiently over a gyro-period so that no
significant cyclotron heating would occur. Additionally, the wave fields produce a changing
axial magnetic field component, and these were found to be of a similar magnitude to that
of the applied magnetic field in the ECR region, so that the cyclotron resonance process
would likely be strongly hindered. From Fig. 6.6 the magnitude of the wave fields near
the ECR region are much smaller than the applied magnetic field (< 10%; see also Fig.
6.10), so that the same disruption would not be expected in the present system.
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Fig. 7.14: Spatio-temporal normalized contour plot of the wave electric field Ey for magnetic test
case 1 in Fig. 6.10. The vertical dashed line marks the source tube exit in Piglet. The colour plot
is normalized such that bright yellow corresponds to 1, orange to 0, and dark red to −1.
7.3.2 Electron-Cyclotron Damping
Indirect Evidence of Cyclotron Damping
The results in Section 7.3.1 above suggest that the incident wave is a travelling wave
within the plasma, and since it is not seen in the downstream region (z > 0 cm), wave
absorption must therefore take place close to the source tube exit (z = 0 cm). If the wave
does get absorbed, then since electron-neutral collisions have been turned off, all of the
wave power must be absorbed by the electrons, and this should manifest as an increase in
kinetic energy.
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Fig. 7.15: (a) Spatial profile of the time-averaged power flux of the RHP wave (red line), and
each of the individual wave components, Ex-By (green line) and Ey-Bx (blue line). (b) Spatial
profile of the absorbed power per unit length of the RHP wave (red line), and each of the individual
wave components, Ex-By (green line) and Ey-Bx (blue line). (c) Total electron kinetic energy as
a function of simulation time. Between the two vertical dashed lines the simulation has reached a
pseudo steady state and the kinetic energy increases linearly.
Figure 7.15 (a) shows the time-averaged (over one rf period) power flux of the EM
waves, found using Eqn. 7.13. The two wave components (Ex-By) and (Ey-Bx) contribute
near identical power fluxes (as expected), with each showing a roughly constant power
flux of about 4 kW.m−2 for z < −9 cm. A peak in the flux is then seen for −9 cm
< z < −6 cm (discussed below), before it rapidly decays to zero for z > −6 cm, and
remains so throughout the diffusion chamber (z > 0 cm). The total RHP wave flux is
given by the red line, which is the sum of the fluxes of each of the wave components.
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The total wave power that enters at the LHS boundary is about 8.1 kW.m−2, while the
total power that leaves the RHS boundary is 0 kW.m−1. Since no standing waves or wave
reflection seem to occur (see Fig. 7.14), this suggests that the total input power must be
absorbed (which seems to occur in the region −6 cm < z < 0 cm).
The peak in the power flux that occurs at about z = −8 cm is at first peculiar, since it is
unexpected that the wave power should increase, especially since there does not appear to
be a power source available for this to occur. However, certain electrons heated within the
cyclotron resonance zone can stream to this location (due to their axial velocity, vz), and
if their phase is correct, power can be transferred from the electrons to the wave. That is,
negative power transfer occurs, as has been experimentally observed in inductive sources
[168], and theoretically predicted [169]. The time-averaged (over one rf period) power
absorbed by the plasma per unit axial length, 〈Pabs〉L, can be found from the work-energy
theorem of electrodynamics, and in particular, can be given by [29, 30]
〈Pabs〉L =
1
T
∫ T
0
∫
A
E (z, t) · J (z, t) dAdt (7.53)
where A is the cross-sectional area of the simulation, T is an rf period, and E and J are
the wave electric field and electron current densities7. This absorbed power is shown in
Fig. 7.15 (b), where the colour coding is the same as that used in Fig. 7.15 (a). Here
it is seen that the absorbed power is approximately zero for z < −11 cm, as well as for
z > 0 cm, but has a large broad peak between about −8 cm < z < 0 cm, and a smaller
negative peak between −12 cm < z < −8 cm. This smaller negative peak corresponds to
the negative power transfer from the particles to the wave, while the larger positive peak
corresponds to power absorption of the wave by the electrons due to cyclotron resonance.
By integrating the power absorption per unit length (Eqn. 7.53) over the whole simulation
length, the net absorbed power is obtained as 8 kW.m−2, which is equal to the total wave
power that enters the simulation. This says that the electrons absorb all of the wave
power.
As a final check, if the electrons are accounting for all of the power absorption, then
once the pseudo steady state has been reached, since a constant wave power enters the
system, the electron energy should increase linearly with time. This rate of increase should
then equal the power input to the system. Figure 7.15 (c) shows the total electron kinetic
energy as a function of simulation time. After about 0.1−0.15 µs, close to the time needed
to reach the pseudo steady state (see Fig. 7.10), the rate of increase of electron energy is
indeed linear. By taking the gradient of this line (in the region between the two vertical
dashed lines) the slope is found as 8.5 kW.m−2, very close to the total absorbed power and
total input power. The slight difference can be attributed to the small numerical heating
which was discussed before in Section 7.2.3. This suggests that cyclotron damping is
7 Note that the electric field and current density must be evaluated at the same time, which due to the
leap-frog scheme used, requires calculating a new current density using the electron velocity at integral
times (such as t), instead of half-integral times (t+∆t/2).
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strong enough to absorb the wave entirely.
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Fig. 7.16: Spatio-temporal normalized contour plot of the absorbed power per unit length. The
red band between the first two white dashed lines shows the region of negative power absorption,
while the larger bright yellow band between the second two white dashed lines shows the cyclotron
damping region. The colour plot is normalized such that bright yellow corresponds to 1, orange to
0, and dark red to −1.
It is of interest to investigate the temporal behaviour of the absorption process, which
is shown as the contour plot in Fig. 7.16. This plot essentially represents a series of
plots similar to Fig. 7.15 (b) (without the time-averaging) stacked together. As is seen,
the temporal behaviour is essentially constant; that is, the negative and positive power
absorption occurs continuously within the rf period, as might be expected for cyclotron
damping at steady state, since the electrons are rotating in phase with the wave fields.
Direct Evidence of Cyclotron Damping
While the total electron kinetic energy was observed to increase within the simulation,
observation of the electron distribution function should directly show the effect of electron
heating. Figure 7.17 shows the electron energy distribution function for the x (solid line)
and y (dashed line) directions at t = 0 µs (green lines; averaged over an rf period), and
after t = 0.74 µs (blue lines; averaged over an rf period) for electrons within the absorption
zone (−8 cm < z < 0 cm). The electrons begin with a temperature of about 6 eV (which is
the temperature the particles were initially loaded with), but after about 10 rf periods the
electron temperature has risen to about 9 eV. The temperature of the distribution in the
z direction (not shown) however still remains between 5− 6 eV. This electron heating can
be seen further by plotting the electron phase space at t = 0 µs as in Fig. 7.17 (b), and at
t = 0.81 µs, as in Fig. 7.17 (c). The dashed circles in these figures serve as a visualization
aid. Observation of Fig. 7.17 (b) shows there to be very few electrons present outside of
the outer circle, while Fig. 7.17 (c) shows a far greater number. Additionally the number
of electrons between the two circles in Fig. 7.17 (c) has increased.
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Fig. 7.17: (a) Distribution function, f , for electrons within the absorption zone (−8 cm < z <
0 cm), with fx (solid line) and fy (dashed line). The green solid and dashed lines show the
distribution functions at t = 0 s, while the blue solid and dashed lines show the distribution
functions at t = 0.74 µs. (b) Electron phase space between z = −4 cm and z = −3 cm at t = 0 µs.
(c) Electron phase space between z = −4 cm and z = −3 cm at t = 0.81 µs. The dashed circles in
(b)-(c) serve as a visualization aid.
Cyclotron damping can be seen explicitly by observing phase space acceleration of
electrons within the absorption zone, as in Fig. 7.18. This plot shows electrons located
between −4.1 cm < z < −3.9 cm (at approximately the location of the maximum absorbed
power) at each of the rf phases specified in the figure caption. The black dots represent
electrons whose energy increases between each of the rf phase intervals (since the electrons
have a parallel velocity, they very quickly move away from the region z ≈ −4 cm, so that
only a small time interval can be used to observe acceleration directly). The dashed circles
serve as a visualization aid, while the bold black arrow represents the negative of the wave
electric field vector at z = −4 cm at each rf phase. As the rf phase changes, the energy
of the black electrons increases between each interval, and this is strongly correlated with
the rotation of the electric field vector, showing the acceleration is performed by this field.
In fact the electric field vector is seen to accelerate approximately all electrons located
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in the upper half plane of a coordinate system where the electric field vector defines the
y-axis (and which rotates with changing rf phase). Additionally, the total net energy of
all the electrons increases for each rf phase (hence the electrons are heated with time).
Note that since the electrons have a negative charge, it is the negative of the electric field
that provides the acceleration.
−5 0 5
−5
0
5
v
x
[1×10
6
m.s
−1
]
v
y
[1
×
1
0
6
m
.s
−
1
]
−5 0 5
−5
0
5
v
x
[1×10
6
m.s
−1
]
v
y
[1
×
1
0
6
m
.s
−
1
]
−5 0 5
−5
0
5
v
x
[1×10
6
m.s
−1
]
v
y
[1
×
1
0
6
m
.s
−
1
]
−5 0 5
−5
0
5
v
x
[1×10
6
m.s
−1
]
v
y
[1
×
1
0
6
m
.s
−
1
]
(b)
(a) (c)
(d)
Fig. 7.18: Electron phase space between −4.1 cm < z < −3.9 cm after 0.74 µs and at an rf phase
of (a) 0o, (b) 45o, (c) 90o, and (d) 135o. The black dots represent electrons that gain a net energy
during each rf phase interval in (a)-(d). The bold arrows indicate the negative of the direction of
the electric field vector (−E) at z = −4 cm at each rf phase. The dashed circles in (a)-(d) serve
as a visualization aid.
Parametric Dependence
In order to confirm electron-cyclotron damping as the mechanism responsible for the wave
absorption, a number of further simulations are performed so as to check that the correct
parametric dependence is present. Cyclotron damping is a kinetic phenomenon, and as
a guide, parametric dependencies can be obtained from the dispersion relation for waves
in a warm plasma (Eqn. 1.84). For a given electron temperature, Te, plasma density n0
(which manifests itself through the plasma frequency, ωpe), and excitation frequency, f ,
Eqn. 1.84 can be solved for the wave number as a function of the normalized frequency,
ω/ωce. By defining the onset for cyclotron damping at the point where ki = 1 m
−1, the
normalized damping onset frequency, [ω/ωce]onset, can then be determined.
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Fig. 7.19: Normalized wave damping onset frequency, [ω/ωce]onset, as a function of (a) electron
temperature (Te), (b) plasma density (n0), and (c) wave excitation frequency (f). The solid lines
show the theoretically expected onset frequency found from Eqn. 1.84, while the closed blue circles
show the onset frequency found from the PIC simulations.
A number of additional PIC simulations are then run, where the plasma density is
set to a constant value, and magnetic field configuration 1 in Fig. 6.10 (a) is used. By
then varying the electron temperature, plasma density, excitation frequency, and magnetic
field amplitude (but still keeping the same magnetic field shape), the normalized onset
frequency can be found from the simulation (by using the magnetic field that is located
at the point where damping first begins; point AA in Fig. 7.15 (b)). These results are
then plotted in Fig. 7.19 together with the results from Eqn. 1.84. Here the standard
parameters chosen are Te = 6 eV, n0 = 2× 1017 m−3, f = 13.56 MHz, and the maximum
magnetic field is B0 = 4 mT, while Fig. 7.19 (a) shows results for varying temperature,
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Fig. 7.19 (b) shows results for varying densities, and Fig. 7.19 (c) shows the results for
varying excitation frequency. As is seen, for all of the parameters, the simulation shows
the same general trends as that exhibited by Eqn. 1.84, and in addition shows fairly good
quantitative agreement, this in spite of the non-uniform magnetic field profile used. If the
magnetic field amplitude is changed, then the damping onset point is observed to move
within the simulation, approximately occurring at the same magnetic field strength for
each amplitude. These results all provide further evidence to confirm the hypothesis of
cyclotron damping.
7.3.3 Observation of Wave “Trapping”
As discussed in Chapter 6, wave “trapping” behaviour was observed in Piglet, as was
demonstrated by the magnetic field test cases used in Fig. 6.10, and the subsequent wave
field profiles in Fig. 6.12. At the time it was not known whether absorption or reflection
was occurring, however, the results above suggest wave absorption is responsible. To
further check this hypothesis, some of the other magnetic field test cases are simulated.
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Fig. 7.20: Experimental measurements of the Bz component of the helicon wave in the diffusion
chamber taken with the B-dot probe (at r = 4.8 cm), and making use of Eqn. 7.54, for the
magnetic field test cases in Fig. 6.10. The colour plots are normalized such that bright yellow
corresponds to 1, orange to 0, and dark red to -1.
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Before these results are presented though, for ease of comparison, the experimental
results in Fig. 6.12 are presented in a different form. A spatio-temporal plot is produced
from the measured wave amplitude, Bz0 (z), and phase, θ (z), and using the equation
Bz (z, t) = Bz0 (z) sin [ωt+ θ (z) + φ] (7.54)
where ω is the angular frequency of the wave, t is a time variable, and φ is an arbitrary
phase constant. By then plotting this for ωt from 0 to 2π, Fig. 7.20 is generated. Note
that as discussed in Chapter 6, standing wave behaviour is observed in the source region,
which appears related to the near fields of the antenna, and not the helicon waves. For case
1, the wave magnitude in the downstream region is small, and travelling wave behaviour
is not seen. As the magnetic field is increased however, travelling wave behaviour becomes
evident (candy-stripe pattern for z > 0 cm for cases 2 and 3 in Fig. 7.20) and the wave
magnitude begins to increase in the downstream region. Finally, for case 5, a standing
wave pattern begins to develop, indicating that waves have reached the back plate of the
diffusion chamber (where they can undergo reflection).
Plotting the spatio-temporal evolution of the wave electric field, Ey, for the simulated
test cases in Fig. 6.10, the contour plots in Fig. 7.21 are produced. For case 1, a candy-
stripe pattern is seen, indicating travelling wave behaviour, with the wave amplitude
decreasing near z = 0 cm. In the downstream region (z > 0 cm), no waves are observed
at any point in the rf cycle, consistent with the experimental results in Fig. 7.20 for this
case. As the magnetic field is changed according to Fig. 6.10 however, travelling waves
are seen in the downstream region, which eventually transition to a standing wave pattern
(cases 3 and 5) as waves are able to reach the back plate (where they suffer reflection).
This is again consistent with the experimental results in Fig. 7.20, and suggests that the
simulation has captured the essential physics within the experiment.
As seen in Figs. 7.20 and 7.21 though, the wavelength is slightly different, most likely
due to the 2D nature of the experiment, where the axial wavelength is expected to be
larger due to radial bounding by the source tube [66] (slight differences in the measured
plasma density would also affect the wavelength). The wave damping appears slightly
larger in the experiment than the simulation, since for case 3 in the experiment, standing
wave behaviour has not yet set in. This seems most likely a consequence of the 1D nature
of the simulations. In the experiment, as the waves enter the downstream chamber they
can undergo expansion so that the wave amplitude would decrease. Additionally, since
the waves in the simulation are not radially bounded, no parallel wave components are
present, and so possible wave-particle trapping in the parallel electric field of the helicon
wave [73, 82] cannot occur.
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Fig. 7.21: Spatio-temporal evolution of the Ey component of the helicon wave from the PIC
simulations, for the magnetic field test cases in Fig. 6.10. The white vertical dashed lines show the
region in the simulation corresponding to the diffusion chamber in Piglet where the experimental
measurements in Fig. 7.20 were taken. The colour plots are normalized such that bright yellow
corresponds to 1, orange to 0, and dark red to -1.
7.3.4 Electron-Neutral Collisions
In the simulations above, since no energy loss mechanism exists for the electrons, it might
be imagined that either their energy increases unbounded, or that after a very large amount
of time a “new” steady state is reached where instead of absorption, wave reflection must
occur [169]. Within the simulations such situations can only happen if the energy of the
electrons increases to such an extent that Doppler-shifting effects would require cyclotron
damping to occur for magnetic field strengths no longer present within the simulation
region. This situation seems unphysical, since it means that the electrons would have
a very large temperature. A combination of electron-neutral collisions and electron loss
at system boundaries within the experiment prohibits such a situation from occurring.
Nevertheless, for completeness, if electron-neutral collisions are activated in the simulations
(for a pressure of 0.08 Pa), similar behaviour to Figs. 7.12 and 7.14 is still observed, so
that the collisionless results seem representative of what would occur in the experiment.
As an example, Fig. 7.22 shows the wave electric and magnetic fields, together with the
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electron current densities. Here the results are seen to be very similar to those in Fig. 7.12
(where collisions were absent). Note that with the addition of collisions, the noise level in
the simulation was observed to increase, and thus to increase the signal-to-noise ratio the
initial wave amplitude (in vacuum) is increased from 10 000 V.m−1 to 20 000 V.m−1.
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Fig. 7.22: (a) Spatial profile of the wave electric field after 10 rf periods, with Ey (blue line), Ex
(green line), and the total RHP wave amplitude, ET =
√
E2x + E
2
y (red line). (b) Spatial profile of
the wave magnetic field, with By (blue line), Bx (green line), and the total RHP wave amplitude,
BT =
√
B2x +B
2
y (red line). (c) Spatial profile of the electron current density, with Jy (blue line),
and Jx (green line). Electron-neutral collisions in (a)-(c) are turned on, and the argon gas pressure
is 0.08 Pa.
8Discussion and Conclusions
With the experimental, theoretical and simulation results described in Chapters 4-7, the
following chapter presents a broad discussion that tries to connect some of the major
phenomena investigated and draw certain conclusions. The phenomena discussed below
include: (1) Ion beam formation, (2) low-field helicon mode, and (3) the power deposition
mechanism during the low-field mode. After this discussion and conclusions, recommen-
dations for future work are provided.
8.1 Ion Beam Formation
As was seen in Chapter 4, an ion beam is observed simultaneously with the formation
of the low-field helicon mode. Measurements in Fig. 4.4 (b) showed that the density is
approximately uniform both before and just after the low-field mode, with a large density
gradient present during the mode. The fact that a large density gradient is needed to
produce ion acceleration is perhaps not strange, since if for sake of argument Boltzmann
electrons [30] are assumed, then the potential is related to the density by
Vp(z) = Vp0 + Te ln
n(z)
n0
(8.1)
where Vp0 and n0 are the plasma potential and density at z = 0 respectively, and Te
is the electron temperature (in eV). From Eqn. 8.1, if the density is strongly varying,
then a large potential change exists, which can cause ion acceleration. Additionally, if
the pressure is low enough, an ion beam will be present in the downstream region. This
requirement of low pressure is necessary to ensure a sufficiently large mean free path length
for ion-neutral collisions (so that the beam can be “sustained” in the downstream region).
At the ion energies typically seen in experiments (0 − 20 eV) the upper limit for this
condition is about 0.3 − 0.4 Pa. For larger ion energies the collision cross-sections are
smaller [170] so that this limit could be extended. Also, this limit applies to argon, so that
other gases (which would have different cross-sections) could have a higher or lower limit
[40]. While a definite ion beam was seen when using argon, only a weak high energy tail
was seen in the IEDF when using xenon. From the results of the global model in Chapter
5, this is a result of the lower electron temperature predicted for xenon (and consequently
a lower total potential drop between the upstream and downstream regions), together with
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a longer distance over which the potential drops compared with the ion-neutral mean free
path length.
In Section 4.3 it was seen that multiple ion beam regimes can exist with the same sys-
tem geometry, pressure, and total input power, but with different magnetic field strengths.
The IEDFs for these regimes were shown to possess different shapes, which from the model
developed in Section 5.2 are a function of the system pressure and gradient in the plasma
potential profile. The common factor for the appearance of both ion beam regimes is
that the neutral gas pressure is low, and that a large density gradient exists between the
upstream and downstream regions. The second ion beam regime (at B0 = 15 mT) was
shown to have a density too low for the applied magnetic field for it to be helicon sus-
tained, and so is most likely to be inductively coupled. If the exhaust coil is used together
with the source coil, then for large enough currents no low-field peak is seen, but a sharper
transition is observed from a capacitive to an inductive mode (with densities similar to
the high field ion beam regime; see Fig. 4.1 (b)). This particular magnetic field induced
transition is then possibly due to the fact that the increased magnetic field reduces ra-
dial losses to the source tube walls which then allows the central density to increase, and
hence the system can jump into an inductive mode (inductive discharges typically require
a minimum density to be initiated [30]).
The low-field mode is attractive for propulsion applications since helicon modes can
give higher densities and higher power transfer efficiencies over other heating mechanisms.
Since low fields are needed, this can reduce power consumption in any solenoids (since the
power is proportional to B20) or reduce system mass (since the solenoids could be made
smaller, or smaller permanent magnets used). Large plasma densities are not always useful
since they can lead to larger erosion rates, but for a given mass flow of propellant a larger
density means that a higher percentage of the input gas is ionized, and hence improves
propellant utilization efficiencies. This also increases the effective specific impulse since
the average speed of exiting particles is larger [4] (as less particles exit at the gas thermal
speed). However, one immediate problem with a low-field helicon mode is the fact that
in general plasma confinement could be expected to be lower since the field is lower, thus
implying larger radial plasma losses within the source region. This would act to both
decrease the maximum plasma density (since a larger power flux is lost to the walls) and
reduce the thruster power efficiency [4]. Chen [27] has advocated the use of low-field
helicon modes for propulsion applications, and in particular has suggested the use of an
m = 0 antenna, which could in principle be constructed from a single wire loop, thus
allowing a significantly shorter source tube length, which would help in reducing radial
plasma losses. Although it is not clear how ion beam formation might be affected by a very
short source region, as this does not appear to have been investigated yet. A second option
for reducing radial plasma losses would be to use a combination of permanent magnets
placed in close proximity to the source tube wall (such as the ring-cusp magnetic field
configurations used in ion engines [4]). In this way a large magnetic field would be present
close to the reactor walls, aiding confinement, but the configuration could be tailored to
ensure the magnetic field in the bulk of the plasma is low enough to still allow a low-field
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helicon mode. It is however unclear how this type of magnetic field configuration would
affect helicon wave propagation and absorption, and would need to be explored further.
8.2 Low-Field Helicon Mode
In the results presented in Section 4.2.1, it was noted that the observed density peaks
became both higher and wider as the power or pressure was increased. This was correlated
with similar behaviour in the measured circuit resistance in Section 4.2.2. The increased
resistance offers an explanation as to why the plasma density is able to increase by such
a large amount as the magnetic field is changed, since increased resistance means a larger
percentage of the input power is actually deposited within the plasma. From the particle
balance in Chapter 5, the electron temperature depends only on the system geometry and
neutral gas pressure, and is independent of the power input. Thus the Bohm velocity (uB),
and the total effective energy carried away per electron-ion pair lost at the walls (Eeff ),
would be expected to be constant. Thus from a power balance, as the power increases,
the density must increase linearly, or more specifically, the increased density is a complete
result of the increased absorbed power. However, when the input power is kept constant,
and the pressure is changed, the electron temperature (and hence uB and Eeff ), changes,
and thus so too does the power flux to the source tube boundaries. Now, the increased
density is not a sole result of an increased absorbed power. This is more clearly seen from
Fig. 4.11 (c), where the power transfer efficiency (and hence total absorbed power) levels
off, becoming almost constant, suggesting that no further power is deposited within the
plasma, yet from Fig. 4.5 (c) the density is still seen to rise.
A comparison of Figs. 4.5, 4.10, and 4.11 shows that the resistance peaks occur
approximately at the same location as the density peaks. As pointed out by Cho [69], this
is expected to be approximately true if the plasma resistance is not significantly larger
than the antenna circuit resistance. As seen from Section 4.2.2, the plasma resistance is
indeed of a similar magnitude to the circuit resistance (0.21 Ω), consistent with this view.
Since minimal hysteresis effects were observed (see Fig. 4.7), and given the helicon wave
measurements made in Chapter 6, it would seem as if power is deposited predominately
by the wave mode. Thus the measured resistance peaks in Section 4.2.2 seem likely to
be a result of increased plasma resistance due to wave coupling, as opposed to some type
of enhanced capacitive coupling or transformer action associated with simple inductive
coupling. This means that insight into what is happening can be gained by looking at the
numerical results within the literature [68, 69] (which ignore capacitive coupling effects).
The numerical results suggest that for a fixed geometry, Rp is a strong function of n0 or B0.
For a given initial plasma condition (say at a certain point located on one of the density
peaks in Figs. 4.5 (a) or (c)), if the magnetic field is instantaneously increased, the plasma
dielectric will also change, and this could act to increase Rp for example, and hence the
power transfer efficiency. This then leads to a larger absorbed power which consequently
increases the plasma density. This increased density then allows the plasma resistance to
increase further (for example), which then increases the absorbed power again, and so on,
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until some type of new stable equilibrium point is reached (say another point on one of the
density peaks in Figs. 4.5 (a) or (c) adjacent to the initial starting point). Thus a feedback
mechanism would exist within the system. Then as B0 is increased further, this process
can repeat. As the total rf power input from the generator or gas pressure is increased, it
is perhaps not hard to imagine that the system density would be slightly higher before the
magnetic field is instantaneously changed for the first time, so that the wave mode can be
initiated (lost) at an earlier (later) magnetic field (in order to still satisfy the dispersion
relation), hence the broadening of the density peaks with increased power or pressure.
The above process of course relies on there being a mechanism by which the waves can
interact with the plasma, and hence transfer power to the electrons. As seen in Section
1.4.4, the power transfer process in helicon systems is complicated, with a number of
different mechanisms proposed; wave-particle trapping in the parallel component of the
helicon wave [73, 82], heating of electrons by electrostatic Trivelpiece-Gould (TG) modes
[72] (leading to helicon wave damping due to mode coupling), and parametric decay of
helicon modes into ion acoustic and TG modes [171]. Cho [69] shows that the antenna
resistance is large when the helicon and TG waves merge (that is, only one solution exists
for Eqn. 4.1 so that k⊥1 = k⊥2), suggesting that mode coupling could be playing a role in
the formation of these low-field peaks. Equation 4.1 can be written as
αk2 − βk + γ = 0 (8.2)
where α = mω/qB0, β = kz, and γ = µ0n0qω/B0. In principle Eqn. 8.2 can be solved
using the quadratic formula, and has discriminant ∆ = β2 − 4αγ. When the helicon and
TG waves merge only a single solution to Eqn. 8.2 exists (∆ = 0), and thus
n0 =
k2z
4mµ0ω2
B20 (8.3)
Under these conditions, for a constant axial wavenumber kz, the peak density is quadrat-
ically related to the peak magnetic field [69], a scaling which is not seen in Figs. 4.5.
While it should be said that this scaling cannot be completely ruled out (since the exper-
imental densities span a fairly narrow range), Cho [69] also discusses that this quadratic
scaling is not accurate over a wide density range, since as the density changes the re-
gion of maximum resistance deviates from the mode coupling region (depending on the
density). In addition, as seen in Chapters 6 and 7, the magnetic field decays to values
giving electron cyclotron frequencies close to the wave frequency near the source tube
exit, thus suggesting Doppler-shifted cyclotron resonance (DSCR) as a possible additional
mechanism enhancing the heating process; a process that previous computational codes
[68, 69] do not account for. In Chapters 6 and 7, during the density peaks of Fig. 4.5
(for a pressure of 0.08 Pa) wave behaviour was observed in the source region, but not in
the downstream region. However, as the magnetic field was increased slightly near the
source exit, waves were observed to escape into the downstream region. This resulted in
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a decrease in source density and an increase in the downstream density, consistent with
the view that waves escaping from the source region can deposit their power into the
downstream chamber. However, as the magnetic field is increased further, the density in
the source region eventually becomes too low, and the wave mode is lost (yielding plasma
behaviour similar to that occurring just before and after the density peaks shown in Sec-
tion 4.1). As the magnetic field is increased in Fig. 4.5, the cyclotron resonance region
(located at a magnetic field of approximately 0.48 mT) would shift further downstream,
and thus if it moves sufficiently far, waves could escape into the downstream region, and
the density in the source might decrease, until eventually the mode is lost altogether. This
could serve as the upper (right hand side) boundary of the density peaks seen in section
4.2.1. It is interesting to consider what might cause the lower (left hand side) boundary.
From classical helicon theory [66] right hand polarized waves (of which the helicon is one)
will not propagate past a cyclotron resonance point (or more specifically in the region
where ωce < ω < ωpe). Initially the magnetic field is low, and since it is diverging, there
is a very small cavity region (bounded by the cyclotron resonance points in the magnetic
field profile) permitting wave transmission. As the field is increased, this region increases
in width, until eventually a wavelength might fit within this cavity. Since the antenna has
a length of 10 cm, helicon waves with a wavelength of about 20 cm would most strongly be
excited [30, 66, 75] in the present system. Thus the lower (left hand side) boundary of the
density peaks in section 4.2.1 might be initiated when the cavity is sufficiently wide that a
wavelength can fit within it. Observation of Fig. 4.5 (c) shows that at very high pressures
(0.36 Pa) the density at low fields (B0 < 1 mT) is still high (even with no magnetic field).
Since a magnetic field is required for helicons to propagate, this suggests that inductive
coupling might begin to become significant at these low fields and high pressures, before
the true wave mode has been initiated.
It would appear based on the results in Sections 4.2.1 and Section 5.1.5 that despite
the non-uniformities in the magnetic field and plasma density profiles, the experimental
results still follow uniform helicon theory fairly well (an observation also noted in Ref.
[27]). Figure 4.8 (b) shows that the density very closely follows the magnetic field, thus
the ratio B0/n0 will be approximately constant. From simple helicon dispersion relations
[66] this suggests that the plasma refractive index will also be constant, so that helicon
waves would see a uniform plasma. For low magnetic fields this is of course not entirely
true, since Eqn. 4.1 cannot be written solely in terms of B0/n0 (due to the correction factor
accounting for finite electron mass), but the general argument remains the same. Thus
even in the presence of non-uniformities in the density and magnetic field profiles, helicon
theory can still be used to make reasonable predictions (as long as the non-uniformities
are not too severe).
8.3 Power Deposition Mechanism
As shown in Chapter 6, wave “trapping” was observed in the source region, with no waves
in the downstream chamber, until the magnetic “valve” was opened. This suggested that
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either distributed wave reflections were occurring in the sharply varying magnetic field
and plasma density profiles, or that waves were strongly absorbed in the ECR region close
to the source exit. If wave reflections were indeed occurring, then as discussed, this could
possibility enhance the electron heating process since now electrons from both sides of
the distribution can participate. While standing wave fields were indeed measured using
B-dots probes, these fields were also observed with the plasma off, and were related to
the antenna fields, and not the wave fields. As the magnetic field was changed according
to the test cases in Fig. 6.10, observation of the wave fields near the source exit (Fig.
6.11) and further in the downstream chamber (Fig. 6.12), show travelling wave behaviour
becomes apparent, even though the wave amplitude is still quite low. This suggests that
distributed reflections are not occurring (since standing wave behaviour would still be
expected), and thus suggests that the wave must be absorbed. Work by both Budden
[149] and Stix [62] suggests that in decaying magnetic fields (giving cyclotron frequencies
close to the wave frequency) and density profiles, cyclotron damping should occur, but
both assume slowly varying parameters. The 1D wave equation was solved using the cold
plasma dielectric, giving a similar conclusion, and results that were consistent with the
experiment. However, they suffered from the shortcoming that the cyclotron damping
was not self-consistently accounted for. The warm plasma dispersion relation was then
used, giving similar qualitative conclusions, but again this suffered from the fact that the
magnetic field and density have to be uniform, and although an approximate model was
used to account for the experimental non-uniformities, this is not strictly correct. This
then motivated the development of a PIC simulation, which gave similar results. These
above facts all lead to the conclusion that the wave “trapping” phenomena observed should
in fact be ascribed to wave absorption by cyclotron damping in the spatially decaying
magnetic field.
It should be stressed though that cyclotron damping cannot be the power deposition
process in low-field helicon modes in general, since most previous work [84, 85, 88] has been
performed using uniform magnetic fields with strengths more than 3-4 times larger than
the cyclotron frequency, so that damping would be quite small1. Thus some other power
deposition process must be dominant in these systems (and possibly present in systems
with non-uniform magnetic fields). Wave-particle trapping [82] could be occurring, but
as pointed out by Cho [69], this cannot by itself explain why a low-field density peak
should occur, since it is not obvious that it should be effective at low fields instead of
high fields. As discussed in the previous section, Cho [69] attributes the formation of
low-field density peaks to mode coupling between the helicon and TG waves, since this is
where the plasma resistance is observed to be largest. His computational study however
makes use of axially uniform magnetic field and density profiles, and so cyclotron damping
would not be modelled. As the magnetic field was changed according to the test cases in
Fig. 6.10, the plasma density was observed to decrease in the source region, and waves
were observed in the downstream region. This was explained by a decrease in cyclotron
1 This is expected to be true even accounting for Doppler-shift effects.
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damping as the “valve” was opened, yet the low-field mode was still present; with a density
and magnetic field profile closer to that observed for uniform magnetic fields [88]. This
suggests that cyclotron damping might be enhancing the heating process in non-uniform
fields, and is actually occurring together with some other process, such as mode coupling
or wave-particle trapping.
Although wave reflections near the source exit do not appear to have been observed in
either the experiment or theoretical work performed here, wave-particle trapping cannot be
ruled out as an additional heating mechanism occurring together with cyclotron damping.
Some evidence to suggest that trapping could be occurring was seen by the correlation
in wave phase velocity and velocity of electrons most likely to cause an ionization event.
The presence of a Bz wave component implies that a Ez wave component must in fact
be present [82], so that it seems likely as if some type of wave-particle trapping could
occur, even in the absence of wave reflections (since electrons could still be trapped by
the forward travelling wave). Thus this process could be occurring simultaneously with
cyclotron damping (which requires Ex and Ey wave components). If wave-particle trapping
was indeed occurring, then based on numerical work by Degeling [82], perturbations in
the distribution function should be present, possibility leading to a hot tail (i.e. a tail
in the distribution function with a temperature larger than that of the bulk electrons).
Observation of the measured EEPFs in the source region in section 4.2.3 however show no
such perturbations, instead showing a depleted tail. Additionally, the plasma density is
fairly low, so that electron-electron collisions (which drive the distribution to a Maxwellian)
are unlikely to have thermalised a high energy tail rapidly enough. However, the CP used
to measure these EEPFs filters signals with a frequency of 13.56 MHz, and Degeling’s
calculations [82] show that the perturbations to the distribution function are periodic, so
that these effects might not be observed. Thus while it seems as if cyclotron damping is
important in the present thesis, it cannot be concluded whether wave-particle trapping
also significantly contributes to the heating process.
8.4 Recommendations and Future Work
Throughout the course of this thesis, in both the experimental and theoretical analyses, a
number of additional research avenues have presented themselves, leading to the possibility
of future work to extend or enhance the current investigation. Some of these possibilities
are listed and briefly discussed below.
1. The thesis made use of a single type of rf antenna, namely a double-saddle field
antenna. Other studies in helicon reactors have shown that alternative antenna
types [27, 88], such as a loop antenna, can also produce a low-field helicon mode,
and can result in a larger plasma resistance. A larger plasma resistance is desirable,
since it implies a larger power transfer efficiency, which is advantageous for processing
or propulsion applications. Furthermore, different antennas could shed more light
on low-field helicon formation and the power deposition process.
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2. As discussed in Chapter 6, significant difficulty was encountered when trying to take
B-dot probe measurements within the source region, mainly due to interference by
the antenna fields2. By redesigning or modifying the source region, easier probe
access might be obtained. By removing the vacuum pump at the source tube end,
redesigning the solenoids to allow them to translate, and lengthening the source tube,
a more comprehensive study of these geometric parameters could be made during
the low-field mode. Furthermore, with a longer source tube and an appropriate
magnetic field geometry, cyclotron resonance regions could be created on both sides
of the antenna, leading to further interesting studies.
3. Although consistent with calculated/experimental values within the literature, the
measured plasma resistances were fairly low (0−0.4 Ω). Measurements of the plasma
resistance in similar systems within the lab with the same measurement equipment
and technique produced higher resistances (sometimes larger by a factor of 2), even
when not in a wave mode. The only obvious difference between these systems was in
the type of matching network used (L-type compared to Piglet’s π). Thus changing
the matching network might lead to an improvement in power transfer efficiency.
Although not studied in detail, simple tests with the HELIC code [91, 92], showed
that the plasma resistance was a sensitive function of the distance of the antenna
from the source tube (and hence plasma), increasing significantly as the antenna was
moved closer. This could again improve the power efficiency, and would be fairly
easy to investigate experimentally.
4. Recent investigations [27] have proposed the use of low-field helicon modes for propul-
sion systems for spacecraft. While some initial optimization work has been done,
this has focussed on engineering concerns [27], and not the more important perfor-
mance considerations. The global model used in Chapter 5 was shown to have very
good prediction qualities, and by extending this model and using a model for the
thrust of such a system (such as by modifying the models used in Refs. [19, 20]), a
feasibility study of a low-field helicon thruster could be performed. From the results
in Chapter 5, and a basic study of the global model, it seems clear that if power
losses are to be reduced, and a larger density obtained (for as low an input power
as possible), radial plasma losses to the source tube wall have to be reduced. For a
low-field helicon mode the magnetic field is small, so that little plasma confinement
occurs. Thus the use of permanent magnets could be investigated. If arranged cor-
rectly, a larger magnetic field could be produced near the source tube walls aiding
confinement, but a lower bulk plasma magnetic field could be produced, of a value
close to that needed for a low-field mode. This however needs to be investigated
further, so as to study the effect that such a magnetic field geometry would have on
helicon wave coupling and propagation.
2 Use of different antennas could help to reduce this effect, such as if a simple loop antenna is used
instead for example.
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5. The ion beam model used to predict the IEDFs in Chapter 5 was seen to fairly
accurately reproduce the general measured features, and could be extended to further
complement experimental studies. In particular, a better model is needed to predict
the energy width of the Gaussians, which in the present case was set as a parameter.
6. With a 1D EM PIC code now developed, further studies of wave propagation and
absorption can be performed using a range of different magnetic fields and plasma
density profiles, which could be useful if the present low-field mode were to be used
for propulsion or processing applications (since different system parameters could
be tested, and the experiment optimized). Additionally, by extending the PIC to
2D, it should be possible to simulate all wave components, and thus investigate
wave-particle trapping in a more comprehensive and consistent manner.
7. As was observed in Chapter 7, a region of negative power absorption seems to be
present within the PIC simulations just upstream of where the cyclotron damping
begins. This could be investigated further, especially in an experimental context,
since this could add considerable weight to the cyclotron damping hypothesis3.
8. While the EEPF’s were investigated during the low-field mode, this was not com-
prehensive enough, and a more detailed study could help to shed further light on
the power deposition mechanism.
3 Although this might be difficult, or even non-existent, due to the presence of the antenna fields.
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Appendix A
This appendix describes the calculation of the magnetic field from a finite length solenoid,
such as those used on Piglet (see Chapter 2). A schematic of a single solenoid, together with
the coordinate system used, is shown in Fig. A.1. Here the center of the solenoid is located
at the origin of the Cartesian coordinate system shown. Point P is the “measurement”
point (described by a position vector r) at some location of interest, while vector ξ defines
a point on the solenoid itself. In the calculation below, a vector potential approach is
used [29] to establish the magnetic field, and in particular, the time-independent vector
potential, A, can be given by
x
y
z
P r - ξ
r
ξ
L
t
b
z
N turns
J = J0φ
k
s
φ
θ
α
ψ
Fig. A.1: Schematic of a finite solenoid together with the coordinate system used. The inset
figure shows a cross section of the solenoid, which has length L, width t, inner radius b, and N
turns.
A(r) =
µ0
4π
∫
V
J(ξ)
|r − ξ|dV (A.1)
where µ0 is the permeability of free space, J is the current density flowing in the solenoid,
and the integral is over the volume V of the solenoid. By assuming that each turn of the
solenoid is approximately straight (that is, the turns do not spiral around the solenoid
structure), then the total current density flowing in the solenoid is
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J(ξ) = J0φˆ =
NI0
tL
(
− sinφiˆ+ cosφjˆ
)
(A.2)
where J0 = NI0/tL is the current density amplitude, with N the total number of turns, I0
the current through each turn, t the thickness of the solenoid, L the length of the solenoid,
φˆ a unit vector in the azimuthal direction (see Fig. A.1), and iˆ and jˆ unit vectors in the
x and y directions respectively. The angle φ represents an angle between a position vector
in the x-y plane and the x-axis. In the cylindrical coordinates indicated in Fig. A.1, the
differential volume element in Eqn. A.1 is
dV = sdsdzdφ (A.3)
where s, z, and φ are the radial, axial and azimuthal coordinates respectively. Without
loss of generality, the “measurement” point P , can be taken to lie in the x-z plane, so that
r = r
(
cos θkˆ + sin θiˆ
)
(A.4)
where θ is the angle between r and the z-axis, and kˆ is a unit vector in the z direction.
Using the cosine rule, the denominator in Eqn. A.1 can be written as
|r − ξ| =
√
r2 + ξ2 − 2ξr cosψ (A.5)
where ψ is the angle between r and ξ. Using Eqns. A.2-A.5, Eqn. A.1 can be simplified
as
A(r) =
µ0
4π
∫ so
si
∫ L/2
−L/2
∫ 2π
0
J0
(
− sinφiˆ+ cosφjˆ
)
√
r2 + ξ2 − 2ξr cosψ
sdsdzdφ (A.6)
where si and so are the inner and outer radii of the solenoid. Since point P is located
in the x-z plane, it is seen from Eqn. A.6 (and Fig. A.1) that the x-components of the
vector potential are symmetrically placed on either side of this plane, and they therefore
cancel (that is, the iˆ component of the vector potential is 0), leaving only a component in
the jˆ direction. Changing to spherical coordinates, the position vector, ξ, can be written
as
ξ = ξ
(
cosαkˆ + sinα cosφiˆ+ sinα sinφjˆ
)
(A.7)
where α is the angle between ξ and the z-axis. From the definition of the dot product of
two vectors, and using Eqns. A.4 and A.7
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cosψ =
r · ξ
rξ
= cosα cos θ + sinα sin θ cosφ (A.8)
By then noting that cosα = z/ξ, sinα = s/ξ, and ξ2 = z2 + s2
2ξr cosψ = 2r (z cos θ + s sin θ cosφ) (A.9)
and therefore Eqn. A.6 becomes
A(r) =
µ0
4π
∫ so
si
∫ L/2
−L/2
∫ 2π
0
J0 cosφjˆ√
r2 + z2 + s2 − 2r (z cos θ + s sin θ cosφ)sdsdzdφ (A.10)
If the thickness of the solenoid is small, so that (so− si)/si = t/si << 1, then the integral
over s can be approximated as4
∫ so
si
f(s)ds ≈ f(si)∆s = f(si) (so − si) = f(si)t (A.11)
The integral over z is found with the help of the Mathematica online integrator [172],
and following this integration, the s and z dependence in Eqn. A.10 is removed. By then
recycling these variables for the vector r, and noting that r2 = s2 + z2, r cos θ = z and
r sin θ = s, Eqn. A.10 becomes
A(r) = A0
∫ 2π
0
cosφ ln
[
L− 2z + 2
√
L2/4− Lz + (z2 + s2 + b2)− 2bs cosφ
−L− 2z + s
√
L2/4 + Lz + (z2 + s2 + b2)− 2bs cosφ
]
dφ
(A.12)
where the variable si has been replaced with b, and A0 = µ0btJ0jˆ/4π. By then choosing
a measurement point r = r(s, z), Eqn. A.12 can be integrated numerically to obtain the
vector potential at this point. The magnetic field, B, is then found from [29]
B = ∇×A (A.13)
This process allows the magnetic field from a single solenoid to be determined. If multiple
solenoids are present, the total magnetic field is obtained as the sum of the magnetic fields
from each of the solenoids.
4 A more accurate approximation, as implemented in the code for this thesis, is to use the trapezoidal
integration rule.
