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Abstract—The University of Iowa’s Robot Theater Project
teaches computational thinking and promotes STEM education
in the context of the performing arts. Students write scripts and
program robots to give live performances on stage; over the
past 5 years we have taught 122 students to program robots,
and our robots have performed in front of several thousand
students, teachers, and parents. In this experience report, we
introduce the project, describe the framework used to coordinate
the behavior of multiple robots in a scene, and discuss the
challenges with live performances involving robot actors from
different manufacturers. We also describe an initiative to develop
performances that explore human experiences and behavior,
where the content of these performances centers on material
related to diversity and representation.
I. INTRODUCTION
The University of Iowa’s Robot Theater Program (UIRTP)
promotes STEM (Science, Technology, Engineering, and
Mathematics) education by teaching students to program
robots to perform theatrical skits in front of live audiences.
Our program incorporates the language and performing arts
into the STEM curricular framework, inserting the arts into
STEM and expanding the acronym to STEAM. In addition,
our program embraces the idea that computational thinking
should not be limited to courses that are part of the typical
STEM curriculum[1].
Algorithmic thinking, decomposition, abstraction, and pat-
tern recognition are just a few examples of computational
thinking skills that are used across disciplines. Incorporating
computational thinking into social science, writing, and per-
forming arts classes imparts digital skills and competencies
to students who may avoid enrolling in traditional STEM-
related classes. Our idea was to develop an innovative ”hook”
to generate student interest in STEM subject matter, making
computer science education more accessible to diverse learn-
ers.
In our program, students learn to program two commercially
available brands of robots, NAO humanoid robots and Cozmo
robots, to tell stories and act in theatrical skits. Our goals
for students include learning algorithmic thinking, advancing
problem-solving skills, developing a passion for storytelling,
gaining technical expertise, and fostering an appreciation of
the relationship between creativity and STEM fields. We have
offered first-year seminars as well as computer science special
topics classes in Robot Theater. In these classes, students
write scripts and program robots to perform theatrical skits
on stage. In past semesters, students have written skits related
to bullying, political debate, and the ethics framework that is
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embedded into the laws of robotics. We have observed that
the students’ scripts often focus on exploring human values
through the eyes of robots.
The UIRTP also includes STEAM outreach programs for
underrepresented K12 students; our target populations include
female students, students in rural communities, and students
from low-income families. Our STEAM outreach activities
involve hands-on workshops where students develop computa-
tional thinking skills while learning to program robots [2]. At
the end of each workshop, the robots perform skits developed
during the workshop; the students are eager to show their
parents what they learned, and to share what they have learned
about the robots during post-performance QA sessions.
We continue to showcase participants’ creative projects. We
network with teachers to deliver robot theater performances
at schools across Iowa throughout the school year. These
performances consist primarily of skits that were developed
by students in our classes and workshops. Showing students
what their peers have created helps us dispel the misconception
that programming robots is beyond their capability.
II. BACKGROUND
A. Motivation
According to the National Center for Education Statistics,
there were fewer Bachelor’s degrees in computer and informa-
tion Sciences conferred in 2015 - 2016 than those in either the
visual and performing arts or social sciences and history: there
were 1,419 Bachelor’s Degrees in computer and information
science awarded, compared to 1,456 Bachelor’s Degrees in
visual and performing arts and 2,520 in social science and
history[3]. When comparing college majors considered to
provide career training and professional opportunities, we note
that business and the health professions still dominate: there
were 5,201 degrees in business and 5,040 degrees in the health
professions, yet only 3,416 degrees in computer science con-
ferred. One reason students don’t major in computer science is
the misconception that computer science is limited to computer
programming[4].
Research suggests that by incorporating computing com-
ponents into unexpected and non-traditional activities, we
can pique interest in technology and broaden participation
in computer science [5]. Consider that studies in the area
of gender differences in post-secondary education and career
choice suggest that young girls have wide and varying in-
terests. However, beginning in middle school, girls’ interest
in STEM fields drops, with women being underrepresented in
post-secondary technology-related majors and careers [6]. Ad-
justing the curriculum, pedagogy, and culture of the profession
to be more accessible and encouraging to diverse learners is
a critical step in closing this gender gap [7].
B. Pedagogy
Interactive learning is central to UIRTP, as students engage
in a combination of individual and collaborative activities.
Studies show that student performance improves when goal
interdependence and resource interdependence are incorpo-
rated into a pedagogical framework. In addition, positive inter-
dependence fosters the development of cooperative attitudes
and helps to generate greater academic and personal social
support.[8]. Students typically work individually to draft the
scripts for their scene, and then collaborate with their peers in
refining their scripts, programming the robots, and working
out the stage design and performance components for the
live show. Students often work individually to learn about a
particular capability of a robot and then share their expertise
with their peers. Every student contributes to the final show,
so the success of individuals is linked to the success of the
group: students are motivated to help one another and share
resources and information so that the final show is a success.
C. Storytelling and Computational Thinking
Stories transcend generations; they are used to document
history and foster a sense of community. They are a source of
entertainment and inspiration, and can play an important role
in the learning process. People are able to create stories and
later share them via a variety of traditional formats includ-
ing text, audio, and video. Furthermore, recent technological
developments in photography/videography, editing software,
and content hosting platforms have significantly impacted the
process by which stories are constructed and shared.
Storytelling is fundamental to the human experience and
can be a powerful teaching and learning tool. Throughout
human history, storytellers have shared knowledge and in-
formation; stories are a way for us to make sense of our
world. Storytelling involves bringing stories to life and sharing
these creative works. A well-told story is immersive, engages
our imagination, triggers an emotional response, and piques
our curiosity. Stories are also very personal, and connect the
storyteller to their audience. By using storytelling as the center
of our project we encourage students to tell stories that are
based on their interests and experiences, empower them with
the ability to use technology to enhance their stories, and
enable them to determine the manner in which their stories
are told as well as how they are shared.
Computational thinking skills can be applied to the process
of storytelling in a variety of ways. For example, a storyteller
decomposes a story into a coherent sequence of events. As
another example, the pattern for stories in the Hero’s Journey
genre includes the development of three components: the
departure, the initiation, and the return. Linking computational
thinking to the art of storytelling can help students gain an
appreciation of the relationship between creativity and STEM
fields.
We are using storytelling with robots as a way to encourage
girls with high math and verbal abilities to engage in a
computer science curriculum. The storytelling potential of the
robots is compelling; this observation is supported by other
researchers who are incorporating robots into theater [9]. There
are a variety of groups exploring the use of robots in the per-
forming arts. The Portland Cyber Theater is led by Marek A.
Perkowski, a self-described robotic puppetteer and Professor
of Electrical Engineering at Portland State University. In 2015,
The Brooklyn Academy of Music orchestrated a 15-piece
dance ensemble which was comprised of eight humans and
seven NAO robots[10]. The 9th annual Robot Film Festival,
which celebrates robots on screen and in performance, will be
held in Los Angeles, CA in August, 2019[11]. Videos of robot
performances can also be readily found on YouTube.
III. TECHNOLOGY
Incorporating emerging hardware into an educational frame-
work is not without challenge and risk, because the tech-
nology landscape is continually changing. Products are often
discontinued; sometimes, but not always, companies offer
new and more sophisticated replacements. Companies can
change their business model, be acquired or go out of business
completely. After an acquisition, a company may choose to
stop manufacturing or supporting certain products. There are
other factors, like changes in import regulations, that may
impact the implementation of a newly developed curriculum.
A. Hardware
In the UIRTP we intentionally focus on programming robots
to perform on stage rather than on designing and constructing
robots that can be used as actors. We rely on manufacturers
to develop and support the robots that we use, which means
that we also are affected by the corporate stability of the
developers. We primarily use two types of commercially
available robots in our performances: NAO humanoid robots,
currently being developed by Softbank Robotics, and Cozmo,
which is developed by Anki.
1) NAO ROBOTS: The NAO robot is a programmable, 57
cm tall humanoid robot. Each NAO robot has two cameras,
four microphones, nine tactile sensors, and eight pressure sen-
sors. Their communication devices include a voice synthesizer,
LED lights, and two high-fidelity speakers [12]. While these
robots are primarily programmed using Choregraphe, which
is a proprietary visual software environment, there are also
Software Development Kits (SDKs) that enable them to be
programmed in Python, Java, C#, F#, VB, and C++. Each
NAO robot costs about $9000.
NAO robots were originally developed by Aldebaran
Robotics, which was acquired by Softbank Robotics. When
our program was initiated, we purchased five new H25 NAO
robots. We acquired an additional H25 NAO through E-Bay at
a reduced price, and then purchased an upgraded V5 model.
Fortunately, the firmware and software environments for these
two older models are the same, and we are able to use
these two models interchangeably during a performance. We
recently added two NAO V6 robots to our troupe. Shortly
after placing our order there were changes in U.S. import
regulations, and the uncertainty around new tariffs being
imposed resulted in a four month delay in delivery.
Robotics technology is changing rapidly, and the evolution
of the NAO robots has affected our work in a variety of
ways. The release of the NAO V6 was accompanied by a
new version of Choregraphe (2.8), which is not backwards
compatible with the older NAO models. While programs cre-
ated using earlier versions of Choregraphe can be opened and
run in Choregraphe 2.8, programs written in Choregraphe 2.8
cannot be opened in older versions of Choregraph. Creating
performances that use both the older and the newer NAO
models will now introduce programming and compatibility
challenges. Of course, our performances will benefit from the
improvements in the hardware and software for the new model.
There are more aspects of speech, such as pauses, emphasis,
and intonation, that can be specified in the V6 model. This
enhanced control over diction will certainly improve our
theatrical performances, but not all of our robots will be able to
take advantage of these refinements, adding yet another layer
of complexity to production planning and casting.
2) COZMO ROBOTS: Cozmo is a palm-sized robot that
drives on treads and is equipped with a tiltable head and
moveable lift arm that can be used to pick up and carry small
objects. Cozmo has a speaker and a small LCD panel display
screen that, in conjunction with sound effects, can be used to
mimic human emotional responses. It has a built-in camera,
Bluetooth connectivity, and an infrared light and sensor that
can be used to detect objects[13]. Cozmo comes with three
cubes that it can interact with once connected via Bluetooth.
Cozmo requires a mobile device to operate; it can work with
an inexpensive Kindle Fire Tablet, a smart phone, or an iPad.
Cozmo can be programmed in Scratch through a mobile app,
or it can be programmed on a computer using Python through
an SDK. There is a strong developer community, and a forum
where people can share ideas and ask questions. There are
resources on Thingiverse for 3D printing props for Cozmo
to use in theatrical skits. The retail price for Cozmo is $180.
The relative affordability of Cozmo, combined with the ability
to program in both Scratch and Python, makes it ideal to
incorporate into curriculum across K12 as well as the post-
secondary level.
A recent development in Anki’s corporate structure created
a significant challenge to our program. In April, 2019, Anki
announced that they ceased product development and are
no longer manufacturing robots. In their announcement, they
indicated that they would be taking steps to ensure that the
developer tools for Cozmo would continue to be available.
Uncertainty in the future availability of the robots and their
continued functionality forces us to be nimble; we are con-
stantly looking for new robots to bring into the UIRTP and
are prepared to incorporate new technology as it develops.
B. Software Environments
NAO and Cozmo each have their own individual pro-
gramming environments: NAO robots can be programmed
in Choregraphe, and Cozmo robots can be programmed in
Scratch through Cozmo’s mobile app. We chose to use these
two types of robots because they can both also be programmed
in Python, through their respective SDKs. The Python versions
required for each of the robots is different, however. The SDK
for NAO uses Python 2.7, whereas the SDK for Cozmo uses
Python 3.5.1 or later.
The different versions of Python can present a variety of
challenges when incorporating other technologies into our
performances. For example, the Leap Motion sensor is a
device that supports hand and finger movements as input. The
Leap Motion Python API supports Python 2.7, which means
that using the Leap Motion with the NAO robots is fairly
straightforward. Unfortunately, using it with Cozmo required
a bit more effort to configure, but it can be done.
We have configured a network to facilitate communication
between robots (discussed in more detail in Section V-A).
Briefly, We have a Raspberry Pi running a chat service, and the
robots use the Python socket library to send data through the
chat service. The differences between Python 2 and 3 create
minor issues with sending messages across our chat server. In
Python 2, the implicit str type is ASCII, but in Python 3 the
implicit str type is Unicode. In Python 3, messages sent by
Cozmo over our network need to be sent as raw byte strings,
and will be received and parsed as such. We use the socket
library function sendall() to send messages: in Python 2, we
would use sendall(”Hello”), but in Python 3, we need to use
sendall(b”Hello”). This slight difference in syntax is easy for
new programmers to miss, and these types of errors often stop
a scene from progressing during our debugging rehearsals.
C. Hardware and Software Updates
Firmware and app software updates can wreak havoc on
our performances, workshops, and demonstrations. In the past,
Anki issued relatively frequent updates to the entire Cozmo
ecosystem, including the robot, the mobile app and the SDK.
These updates did not always occur at a convenient time (e.g.
right before a performance or in the middle of a workshop),
and often installing the updates was required in order to
continue to work with Cozmo. Sometimes an update to the
app would create a mismatch between Cozmo and the SDK,
which then meant that students would have to download and
install the corresponding new version of the SDK before they
could run their programs on Cozmo. Now that Anki has shut
down, future updates are not expected, so this is unlikely to
be a problem going forward.
Updates to the NAO robots can be accomplished through
Choregraphe, but now that the V6 model has been released,
future updates to the previous models are not expected, and
support for those models may eventually be limited. Because
the V6 model is relatively new, the firmware updates to those
models happens more frequently than with the older models.
The changes also seem to be important, as kinks in the new
ecosystem are being worked out. So, keeping up with those
updates can be a time-consuming, and necessary, endeavor.
An advantages of using NAO and Cozmo robots is the
strength of the developer community. The forums and other
resources available help solve technical problems and share
lessons learned. The makerspaces associated with each type
of robot are also a valuable resource for making props for
our skits. In fact, these extensive resources are an incentive to
continue to use the older models, as resources for new models
can take time to develop.
IV. UI ROBOT THEATER PROJECT
A. Inspiration and Evolution
The UIRTP developed out of a proposal to develop a class
to make algorithmic thinking concrete via collaboration with
the performing arts. In the initial offering of this project-based
class, students from computer science, electrical engineering,
and dance collaborated to choreograph dances and program
NAO humanoid robots to deliver a dance recital. In this class,
performing arts students learned about computation and the
technical aspects of computer programming, while the STEM-
minded undergraduate students developed a more detailed
understanding of the creative process, choreography of dance,
and the mechanics of how the human body moves. All students
learned how to work respectfully as a team and with people
who bring varied strengths to the table. Because students in the
class were working directly with robots, conversations about
the impact of robots on our society developed organically.
Subsequent offerings of classes combining robots and the
performing arts attracted students with an interest in theater
and storytelling. Students were inspired to write original
content for the robots to perform, and to act alongside them
on the stage. Students often embedded current events into
their scripts. During the 2016 political campaign, for example,
students wrote a scene where robots running for political
office debated issues related to the integration of robots into
human society and robot discrimination. Students were able
to include some of their specific concerns regarding robotics
technology into their script, such as the impact of automation
on employment. Historical events have also inspired students
to develop an interesting range of skits. A celebration of the
400th anniversary of William Shakespeare’s death inspired
students to program the robots to perform an abridged version
of Romeo and Juliet.
The scripts that the students write for the robots to perform
have evolved dramatically since the beginning of the program.
At the start of the program, students only had access to NAO
humanoid robots, and they initially programmed the robots
to perform renditions of familiar scenes from TV shows,
movies, and comedy routines. Then they started to explore
relationships between robots, and to write original content
for the robots to deliver. For example, one group of students
wrote a scene where the robots attended summer camp, and
were sitting around a campfire telling scary stories. Next,
the students started to explore relationships and interactions
between robots and humans. One student wrote a play that
involved having a human explain spirituality and prayer to a
robot.
Once we incorporated Cozmo into the UIRTP project,
students began to use the different types of robots to reflect
aspects of human behavior related to diversity and inclusion
into their productions; they started to explore relationships
between different types of robots, and wrote skits related
to bullying and exploitation. Expanding the types of robot
actors available to the students in the UIRTP has affected
the complexity of the scripts that the students are inspired
to write. Robot diversity has certainly had a positive impact
on the UIRTP.
B. Students Reached
A total of 122 students have participated directly in the
UIRTP since our first class in Spring 2014. Seventeen under-
graduate students have taken a class in Robot Theater/Dance,
and 22 students have taken a first-year seminar in Robot
Theater. We have had 41 middle-school students (41% female)
enroll in the Robot Theater summer classes offered through
the Belin-Blank JSI (Junior Scholars Institute) program, and
12 girls enrolled in the pilot offering of the Robot Theater sum-
mer class offered through the Belin-Blank BLAST program.
An additional 30 elementary-school students have learned to
program robots during weekend workshops offered through the
Belin-Blank WINGS program. It is important to note that the
number of NAO robots available for our classes and workshops
necessarily limits the number of students that can enroll each
time it is offered.
As part of our outreach program, student-created skits are
shown to hundreds of K12 students around Iowa each year.
The robots perform at school assemblies and STEM-related
events. The robots also perform at STEM events held on the
University of Iowa’s campus. Overall, we estimate that several
thousand parents, teachers and students have been introduced
to the idea of robots in theater and have watched our robots
perform.
V. ROBOTS AS ACTORS: LESSONS LEARNED
There are several misconceptions regarding robotic behav-
ior. One is that a robot will run a program in exactly the
same way consistently. Another is that robots of the same
model are interchangeable. Students who work with robots in
our project learn very quickly that NAO robots have unique
characteristics, in part because of their internal calibration
and their use experience. This is especially true regarding
movement. For example, some of our robots are better dancers
than others, and some are better at walking in a straight line
than others. Students discover the quirks associated with a
particular robot, learn to think of the robots as distinct actors,
and develop a robot-casting process as they create their scenes.
A. Communication in Performances
In order to have multiple robots perform on stage, it was
necessary to develop a way for the robots to communicate
with each other. For scenes involving only robot actors, we
take advantage of the network capabilities of the robots. We
use a router along with a Raspberry Pi running a Python chat
server to facilitate inter-robot communication. With this chat
server, any device in the chat room can send a message, and
every message is sent to every device in the chat room (other
than the sender). At the start of a scene involving multiple
robots, each robot is programmed to join the chat server and
start listening for messages. The content of these messages
can be as simple or complex as we decide; for the most part,
we keep the messages simple by only including information
on which robot should speak, and which line in the scene
to deliver. A robot parses each message to determine if it
should speak, delivers its lines, and then sends a message to the
chat server to move the scene along. This process also allows
us to trigger multiple robots by the same message, enabling
complex synchronous behavior in a scene. We are able to use
similar Python code to control communication for both NAO
and Cozmo robots.
Our performances are highly dependent on the robots being
connected to the network, listening for messages, parsing the
messages correctly, and sending the correct message after a
line is delivered. Rehearsals typically involve identifying string
comparison errors and fixing typographical errors. While it
may be useful to have the NAO robots stream video from
their cameras, this can put a strain on the network; the
robots will sometimes miss messages or drop their network
connection completely. If this happens during a performance,
it can be challenging to re-establish the network connection
and continue the scene where the actors left off.
Some performances involve combining multiple robots and
human actors on the stage. NAO robots have speech recogni-
tion capability, which we have used in theatrical skits with lim-
ited success: on the stage, the robots pick up ambient sounds
and are unable to reliably hear their cues. This can result in
the robots speaking too soon or stalling the performance. We
do use this approach in scenes that involve humans and robots
together. The human actors have to be prepared to improvise
to keep the performance moving if the robots do not hear their
cues, and to adjust their delivery if a robot starts speaking its
lines early. While this does present some challenges, it also
creates performances that are unique and dynamic.
B. Movement on the Stage
In addition to the challenges involved in using different
robots and different models, implementing programs involving
movement and action may not go as planned. Stage blocking
for a scene can be robot-specific for both NAO and Cozmo
robots. Each NAO robot has its own internal calibration and
gait, so an instruction to move a certain distance does not
always yield consistent results across robots, even if they are
the same model. For Cozmo, incorporating certain behaviors
into a scene (such as picking up a block) can introduce
uncertainty with Cozmo even being able to complete a task,
and could stall the performance. In addition, a robot’s battery
level can affect its internal calibration and navigation, making
it important to be aware of battery levels for all of the robots
during a performance.
Issues related to movement are not limited to the manner in
which the robots move; the characteristics of the stage floor
can have a dramatic impact on a robot’s mobility. Cozmo
moves using treads, and while it can move on a variety of
surfaces, we must include the type of surface when specifying
the distance and speed that Cozmo should move. It moves
faster and go further on a smooth surface, like tile or wood,
than it does on carpet. The NAO robots must work to maintain
their balance when they walk, and so the surface of the
stage can be a significant limitation. We prefer a relatively
uniform and slightly textured surface, like wood, for NAO
robot performances.
Hardware differences between the NAO and Cozmo robots
present a variety of challenges in staging scenes involving both
types of robots. Cozmo is considerably smaller than the NAO
robots, making it more difficult for the audience to see. The
maximum volume from Cozmos speakers is noticeably lower
than that of the NAO robots, making it more difficult for the
audience to hear. The character length of the lines that we can
program Cozmo to deliver are limited by the size of Cozmo’s
memory; we do not typically run into such limitations with
performances using NAO robots.
VI. FUTURE WORK: DIVERSITY INITIATIVE
For this initiative, we are developing a series of short skits
that focus on exploring human experiences and behavior using
robots as actors, where the content of these performances
centers on material related to diversity and representation. In
addition, We would like to use robot theater to provide a voice
to people who might not otherwise be comfortable or able
to present their stories personally. We will examine questions
related to how characteristics of an actor impact the the way
that an audience member connects with the content of a story.
We intend to develop a process for people to submit their
stories for the robots to tell using social media avenues, and we
will live-stream these performances using available streaming
services. The skits will be added to our performance repertoire,
and video recordings will be posted on the UIRTP YouTube
channel. We will monitor interest in this storytelling enterprise
through subscriptions and views.
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