This paper deals with the problem of reconstructing the locations of a number of points in space from three different images taken by uncalibrated cameras. It is assumed that the correspondences between the points in the different images are known.
Introduction
A central problem in scene analysis is the reconstruction of 3D-objects from 2D-images, obtained by projections. In this paper we will concentrate on the case of three images consisting of several points each, with known correspondences. The objective is to calculate the shape of the object using the shapes of the images. We will present a method where no camera calibration is needed; making it possible to reconstruct the object up to a projective transformation.
In the case of six points this problem was solved independently in [6] and [3] , by different methods. Quan uses projective coordinates in the images, eliminates the camera matrices and finally calculates the projective coordinates of the object. In his approach a third degree polynomial gives the three different reconstructions. An analogous polynomial appears in [3] and also in the reconstruction of an object consisting of seven points from two different images, see [8] .
The problem of predicting new points in the third image has been treated by Shashua, in [1] , and by Faugeras&Robert, see [2] . Shashua uses affine invariants and gets two linear constraints on the coordinates of the points in the third image. Faugeras uses the fundamental matrices between the images in order to obtain two linear constraints. However using the epipoles may result in an unstable prediction (e.g. when the epipolar lines are parallel).
The reconstruction problem with several points has been treated by Shashua, in [1] , and we will give a similar method here. It is shown that it is possible to make a linear solution in the case of seven points as well as when there are more than seven points. The difference between our method and Shashuas is that we only need 15 variables to estimate compared to Shashuas 27.
Our approach is based on the concept of shape and depth. As a by-product of the reconstruction the kinetic depths, see [8] , can be easily calculated. These show in some way how the camera has moved between the images. We can also use the same ideas to predict points in the third image without calculating the epipoles or the fundamental matrix. Furthermore it is easy in this framework to incorporate additional information such as planarity of subsets of the points in the object.
We start with a brief introduction of depth and shape in section 2. Then the problem is formulated using these concepts in section 3. In section 4 the solution is given. How a priori information can be used is described in section 5 and how to predict new points is described in section 6. In section 7 we derive the linear method for reconstruction from more than 6 points, in section 8 we give an example with real images and the conclusions are given in section 9.
Depth and shape
In this chapter we will present some basic properties of the concepts of depth and shape. For a more detailed treatment see [7] . We start with the definition of shape.
Definition 2.1.
A configuration is an ordered set of points in 3-space, X = (X 1 ; : : : ; X n ). Let x i denote their coordinates in some basis, i = 1; : : : ; n. Then the shape of X is defined as the linear space
Remark. An important property of s(X ) is that it is independent of the coordinate representation of the points. It is even a complete affine invariant. Another property is that it can be used to determine if the points are collinear, coplanar or not coplanar. In fact the following holds 
Definition 2.2.
A perspective transformation (or perspectivity) with center Z and image plane π, Z = 2 π, is a mapping with the property that every point on a line through Z is mapped onto the intersection of the line with π, see Figure 1 . If one configuration X is mapped onto
another Y , where Y is planar, then for some α = (α 1 ; : : : ; α n ) with α i 6 = 0; i = 1; : : : ; n,
The vector α is called the depth of X with respect to Y . A projectivity is a composition of perspective transformations.
Remark. The center Z may be a point of infinity and then the perspective transformation is just a parallel projection in the direction given by Z. The importance of these concepts is illustrated in the following theorems (for more details Fig. 1 . A perspective transformation see [7] ). 
This theorem says that whenever an X -configuration, with a given shape s(X ), can be mapped by a perspectivity onto a Y -configuration, with a given shape s(Y ), that mapping must have the depth α given by the theorem, independently of Z and π. 
This theorem says that we can determine if a two dimensional point configuration is a projective image of a three dimensional point configuration by looking at linear spaces.
Problem formulation
The problem we will consider is the following, see [8] for a more detailed description. 
Remark. The original (RCP) dealt with two two planar seven point configurations. This is a straightforward generalisation.
Remark. It is no difference in assuming s(X
because the affine transformations allowed between the X i 's can not be distinguished from an extra affine transformation in P i .
Remark.
We may even assume that there are projective transformations between the X i , because this can be incorporated in P i , which is unknown. This means however that the kinetic depths, as will be introduced later, lose their physical interpretation as quotients of depths. Theorem 2.2 shows that Eq. (2) is equivalent to the existence of α 1 , α 2 and α 3 such that
or equivalently, if diag(α i ) is nonsingular,
This can be rewritten as
Here it is assumed that X is three dimensional and thus the left hand side has dimension 6-4=2 according to Lemma 2.1. If diag(α ?1 equality in Eq. (5) . Multiplying by diag(α 1 ) and introducing
where p and q are the kinetic depths between image 1 and 2 respectively between image 1 and 3, see [8] . Hence the problem is reduced to the following, see [8] . 
Taking orthogonal complements we arrive at the equivalent condition The special reconstruction corresponding to X is the one obtained if the first camera is assumed to be at infinity, that is the first projectivity P 1 is a parallel projection. Given this affine representative of the projective reconstruction we can calculate the projective coordinates as follows. If the affine coordinates are x 1 = (1; 0; 0; 0), x 2 = (0; 1; 0; 0), x 3 = (0; 0; 1; 0), x 4 = (0; 0; 0; 1), x 5 = (x 1 ; y 1 ; z 1 ; w 1 ) and x 6 = (x 2 ; y 2 ; z 2 ; w 2 ), new affine representatives are obtained by multiplying x 1 by x 1 , x 2 by y 1 , x 3 by z 1 and x 4 by w 1 and then dividing the first component in each vector by x 1 , the second by y 1 , the third by z 1 and the fourth by w 1 gives the following affine representation: x 1 , x 2 , x 3 and x 4 are the same as before, x 5 = (1; 1; 1; 1) and x 6 = (x 2 =x 1 ; y 2 =y 1 ; z 2 =z 1 ; w 2 =w 1 ). This representation is in projective canonical form. Observe that all operations above on these coordinates are projective transformations. The operations can also be described by multiplication of X by diagonal matrices.
Solution of Weak Chasles' Problem
In this section we will outline a method to solve the Weak Chasles' Problem defined in Problem 3.2. We start with Eq. (8), which can be formulated as the rank of a matrix.
Introduce affine coordinates in the image planes and in 3-space such that 1 0 0 where R means range, that is the linear space spanned by the columns in the matrix. This equation means that all nine vectors in the left hand matrix can be written as linear combinations of the four vectors in the right hand matrix. Thus the first column vector in the left matrix can be written as the first vector in the right matrix plus a 1 times the fourth, and similarly for the second and third column vectors on the left. This gives with w 1 = s; w 2 = t,
Thus the problem is reduced to R 2 6 6 6 6 6 6 4 Writing the six vectors in the left matrix as linear combinations of the four in the right matrix gives
and another six equations from the last three vectors in the left hand matrix,
The 
where U i are the universal matrices. Remark. Observe that one common solution to det(U i ) = 0; i = 1; 2 is s = 0 and t = 0.
However this implies that all points in X except the fourth lies in a common plane and this can not be a generic case. One further property of this solution is that, in general, all p i except p 4 are zero and all q i except q 4 are zero.
There are also the following three obvious solutions
These solutions imply in turn that all points in X except the first, second respective third ones lie in a common plane. Again this can not be a generic case. One further property of this solution is that in general all p i and q i except i = 1, i = 2 respective i = 3 are zero. We have to be observant of these solutions when solving the equations in Theorem 4.3. Their existence introduces difficulties in numerical algorithms.
Observe that when we have solved Eq. (13) and Eq. (14) for s and t the kinetic depthvectors p and q can be computed as the nullspaces of the universal matrices, U i . These kinetic depth-vectors tell us something of how the camera has been moved between the exposure times of the three images, and can be interpreted as depth flow vectors, see [8] .
Computing the determinants of the universal matrices in Eq. (13) and k i . The coefficients can be computed in MAPLE but they are very complicated. The degree of these polynomials is 24 and there are 27 variables which gives less than 10 14 terms. Since polynomial equations of degree three can be solved by a closed formula this shows that we have closed form expressions for the three solutions to RCP. Of course these closed expressions are very complicated and using them is certainly not the best method to compute the solutions. We calculate first l i and m i , then n i and finally a, b, c and d. This is simple to implement because given the image coordinates it is simple to calculate l i and m i and so on.
Using a priori information of the object
If we have some a priori information of the object it is desirable to use it in the reconstruction. The kind of a priori information that is interesting here is planarities. If we know that four specific points are coplanar, say points 1, 2, 3 and 6, then w 2 = 0. Thus Eq. (10) gives t = 0. According to Eq. (15), Eq. (13) and Eq. (14) gives with t = 0
If the points 1, 2, 3 and 5 are not coplanar, then s = 0 can be excluded. Solving these two linear equations in one variable in the least squares sense, gives
Now we have the reconstruction and can find the kinetic depth vectors by finding the right nullspace to the universal matrices. For noisy data, the determinant is in general not exactly zero. To overcome this, a singular value decomposition can be used. We conclude this section with three further observations.
1. If we know that two collections of four points are coplanar in the object, say points 1, 2, 3, 6, and points 1, 2, 4, 5. Then z 1 = 0 and w 2 = 0 and as before t = 0. Now Eq. (10) also gives z 1 = c 2 ?c 1 s = 0, i.e. s = c 2 =c 1 , and the reconstruction is completed. Finally we can solve for the kinetic depth vectors by a singular value decomposition of the universal matrices just as in the previous case. Observe that there exists no canonical projective frame of the configuration X. when z 1 = 0 and w 2 = 0, because no subcollection of five points are projectively independent. Here by projectively independency of five points is meant that no subcollection of four points are coplanar.
2. If we know that five points are in a common plane, say points 1, 2, 3, 5 and 6, then w 1 = 0 and w 2 = 0. This gives s = t = 0 and we can proceed as before. Also in this case it is impossible to find the projective canonical frame because the points are not in general position.
3. Finally, if all points are in a common plane then we can use Theorem 2.2 directly to find q, see [5] for another method to solve these problems.
Predicting points in the third image
Suppose we have three images of six points together with an additional point in each of the first two images. We will show that then it is possible to predict this point in the third image. If we know which one of the three reconstructions to use we know s and t as well as the kinetic depths p and q up to proportionality. Consider now the seventh point, with affine coordinates a 5 ; b 5 ; c 5 ] in the first image and d 5 ; e 5 ; f 5 ] in the second image. By means of the universal matrix corresponding to points 1, 2, 3, 4, 5 and 7 and image one and two, we get 
Here we have assumed the following affine coordinates in the object (20)
The second, fourth and sixth equation in Eq. (19) gives 
Here we know everything except u and p 7 . Thus it is possible to find the nullspace of the matrix in Eq. (22), which gives u and p 7 . Observe that this is an overdetermined system which can be helpful to determine which one of the three solutions of s to use. We can get an indication of which of them that is the correct one by studying Eq. (22) for the three different solutions for p i ; i = 1; : : : 6, obtained from the three different solutions of s via the universal matrices. Consider now the universal matrix corresponding to points 1, 2, 3, 4, 5 and 7 and the images one and three. It can easily be seen from Eq. (13) that the determinant of the universal matrix is linear in the coordinates in the last column. However we will make use of the actual reconstruction done above and project the reconstructed object down to the third image. This can be done from the following set of equations that follows exactly as Eq. (21), from the universal matrix corresponding to points 1, 2, 3, 4, 5 and 7 and the images one and three,
where (g 4 ; h 4 ; k 4 ) are affine coordinates for the seventh point in the third image. Thus we can uniquely determine the image coordinates, since the sum of the coordinates is 1.
Linear reconstruction
where now (x; y; z), (x;ȳ;z) and (x;ŷ;ẑ) denotes coordinates for arbitrary but corresponding points in the three images. This rank condition can be expressed as the vanishing of 4 4 subdeterminants from the matrix in Eq. (26). These subdeterminants are linear in image coordinates and it turns out that there are four linearly independent such expressions, see also [1] and [4] . Furthermore there are 15 different coefficients, k i , that can be expressed in p i , q i , t i andt i . They are
The four linear expressions can now be written as This method is similar to the one used by Shashua in [1] . He obtains four linear expressions with 27 different coefficients, which he calls the fundamental tensor. Thanks to our parametrisation of the problem we obtain just 15 components.
An example
Consider the three images of a cube in Figure 2 . Applying the algorithm to the points This seems reasonable because the sixth point is in the same plane as the first, second and third, which have projective coordinates (1; 0; 0; 0), (0; 0; 1; 0) and (0; 0; 1; 0) respectively. Thus the fourth coordinate of the sixth point should vanish. In fact the projective coordinates of the sixth point is (0:3333; 0:6667; 0:6667; 0) if the object is assumed to be a cube. The projective coordinate vectors are just determined up to a multiplication by a scalar, and here we have normalised them such that the length is equal to 1. The angle between these vectors can be calculated and it is 0.58 degrees.
Assume now that we know that the points 1, 2, 3 and 6 are coplanar in the object. If we use the seventh point in the images one and two, by means of the reconstruction obtained above we can predict the coordinates of the seventh point in image three, as described in section 6. The coordinates were predicted to be (515:4; 243:8), which can be compared to the coordinates measured in the image (519; 235). This seems reasonable.
Finally we can calculate k i in Eq. (27) linearly from Eq. (28) using all seven points and then calculate p i , q i , t i andt i from k i . Finally Eq. (25) and Eq. (24) can be used to calculate the reconstruction. This gives the following reconstruction for the last two points where the first five are a standard projective basis. This can be compared with the coordinates (1; 2; 2; 0) and (1; 2; 0; 2) obtained if the object is assumed to be a cube. The angles between these vectors are 0:18 and 0:36 degrees respectively.
Conclusions
In this paper we have outlined methods for reconstruction and prediction by means of three images, taken by uncalibrated cameras. We have shown that a reconstruction up to a projective transformation can be done if the so called universal matrices have vanishing determinant. We have shown that there exists in general three different solutions to the reconstruction problem given 6 point matches. These solutions can be obtained from a third degree polynomial where the coefficients are polynomial functions in the image coordinates. It has also been shown how the depth flow vectors for the respective image pairs can be computed.
It is also possible within this framework to estimate locations of additional points in the third image, without using the epipolar structure. We have instead made a reconstruction and projected this onto the third image. This prediction can be carried out even in cases where the epipolar constraints fail because of parallel epipolar lines in the third image. We have also shown that it is possible to use information of the object such as coplanarity to construct linear algorithms for reconstruction.
Finally is is possible to use linear methods for reconstruction when there are more than 6 point matches in the three images and we have demonstrated our methods with some experiment and real data.
