Abstract: There are a number of well established theoretical techniques for predicting the local scattering of high-frequency electromagnetic radiation, including physical optics (PO), the geometrical theory of diffraction (GTD), and developments and refinements of these. The paper discusses means of integrating local scattering theories such as these into a global system able to predict and analyse the radar cross-section of large, complex targets defined by a digital database. In particular, a computer system developed for the RCS prediction of military platforms, which uses ray-tracing methods to perform this integration, is described. The approach used in this system aims to maximise predictive power by making the greatest use of the target description itself in estimating its RCS, avoiding reliance on subjective assessment by the user or the need for empirical parameters. This work is used to illustrate the benefits and problems inherent in this approach.
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Introduction
Prediction of the radar cross-section (RCS) of military targets is of enormous operational significance because of the importance of radar sensors in all types and phases of military engagements. The ability to predict the radar signature of a given configuration and to understand the sources of prominent returns is a necessary part of signature control and reduction, whether at the design stage or for remedial measures to existing targets. More generally, a detailed understanding of the scattered electromagnetic field is increasingly important in the light of modern weapons, which exploit features such as polarisation and statistical characteristics for target discrimination or performance enhancement. Despite this importance, and the availability of high-speed computing and of well established electromagnetic scattering formulations, practical and accurate RCS prediction for targets such as ships, land vehicles, aircraft and missiles, or fixed installations, is still in its infancy.
In this paper, we consider possible computer-based solutions to the RCS prediction problem in the asymptotic high-frequency, or quasioptical, regime, where the radar wavelength is small in terms of the characteristic dimensions of the target. For targets such as the above, this will usually encompass the operationally important centimetric and millimetric radar cases (D/E-band and higher). In this regime, the sheer geometrical complexity of these targets and the interactions between the different elements of their structure is probably the main source of difficulty in the development of effective signature prediction.
As we shall describe below, there are a number of possible approaches for computer-based aids to RCS prediction. The main part of this paper describes an approach which has been followed in a computer system developed by SD Europe Ltd. (previously Scicon Ltd.), and we use this to illustrate some of the advantages and problems inherent in this philosophy.
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Estimation of the RCS of military targets is based on three techniques, all of which have their merits and demerits for particular aspects of RCS prediction: experimental measurement of real, full-scale targets; experimental measurement of specially prepared scale models; and theoretical prediction, with which this paper is concerned.
Traditionally, nonexperimental RCS prediction of real targets would be based on detailed inspection of the target geometry by an experienced analyst, who would use comparison with similar known targets, identification of features likely to give rise to high returns, and quantitative analysis of the latter. This type of expert assessment will also continue to form part of the RCS prediction armoury. With modern computational techniques, however, a properly automated and systematic approach to theoretical prediction is possible. We now turn to current approaches to computer-based RCS prediction for the asymptotic high-frequency rtgime.
A key feature of electromagnetic scattering in the highfrequency limit is the localised nature of the phenomenon. This makes it possible to divide the direct scattering problem for a large target into two more or less distinct parts: a local problem of how the incident and scattered fields are related at a particular point on the target; and a global problem, concerned with the interaction and combination of the scattered-field contributions from different points of the target. This view would not be possible, for instance, with resonant scattering where the field is coupled to the target in a manner dependent on its global structure and dimensions.
For local scattering calculations, all current RCS prediction techniques are based on a range of well established asymptotic formulations of electromagnetic scattering [ 11 : formulations based on ray optics, including geometrical optics (GO), the geometrical theory of diffraction (GTD), and developments of GTD, notably
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the uniform theory of diffraction (UTD) and equivalent current methods; and those based on wavefront optics, including physical optics (PO), the physical theory of diffraction (PTD), and developments of these. These are fairly well understood and validated and fairly straightforward in their implementation.
For the global part of the scattering problem, however, the situation is much more difficult. This includes the analysis of intervisibility, shadowing and multiple scattering between different parts of a complex target that may be made up of many hundreds of scattering elements. In practice, this part of the problem is the primary difficulty in producing an effective and reliable implementation for scattered-field prediction.
Methods for implementing global scattering calculations for complex targets are as numerous as the implementations themselves. However, it is possible to identify a small number of overall approaches, within all of these methods, to handling the complexity of a target such as a warship or tank.
Target preprocessing approach
A first approach is to use a preprocessing stage to reduce this complexity to a level where the subsequent scattering calculations are sufficiently tractable. For example, one might argue that the dominant contributors to a target's signature are re-entrant structures and cavities, such as concave dihedral or trihedral combinations. One can then begin by examining the target for such configurations, effectively compiling a simplified target model with these as building blocks, rather than their more primitive components. The well known scattering characteristics of these building blocks can then be simply combined to give the total RCS. The most important multiple scatterings have already been taken into account in these building block scattering characteristics themselves, while mutual shadowing can be approximated, for instance, by replacing each primitive by a simpler shape. In effect, this is a more sophisticated and automated version of the traditional expert analysis described earlier.
The advantage of this method is its practicality, and its flexibility; the above is a simplification of what a real implementation would look like, and the preprocessed target representation could be very simple or very complex according to the requirements of the system. The disadvantage is that the preprocessing relies on the subjective judgment of the analyst, or on the adequacy of automatic preprocessing heuristics, which will limit the accuracy at the outset in a manner not easily accessible to validation. Although the preprocessed target model, once produced, will be quick to analyse, its derivation could be slow and difficult, and experimental validation of RCS estimates for one target may not extrapolate to others.
Statistical approach
A second type of approach also uses a simplification of the target geometry to simplify the subsequent RCS calculations. In this case, however, the simplified target model is a statistical one. This approach argues that a deterministic treatment of the full geometry of a complex target is not justified and that, indeed, the RCS of such a target should itself be regarded as a statistical quantity. This argument has some force. In this wavelength regime, the coherent scattered field is a sensitive function of aspect and frequency, so that most sensors in relative motion would tend to observe some statistical average; and the fine structure of the radar signature, perhaps some of its main features, will depend on details of the target geometry that cannot be specified with any accuracy. We therefore specify the gross features of the target geometry in an exact fashion, but represent the finer structure as random perturbation to the large structure, using a suitable statistical surface model. Appropriate modifications to the local-scattering models can then be used to predict the total (mean) RCS.
As we have said, this is an attractive approach. As with the first method, however, there are inevitable problems arising from the representation of the target geometry. If the fine geometry is to be represented statistically, what type of statistical model should be chosen? It cannot be feasible to match this with any accuracy or uniformity to the type of irregularity being modelled, which might, for instance, be small pieces of equipment strewn around a tank, bollards or fairleads on a ship, warping of a hull or a bulkhead, or the irregular accretion of contaminants. Too complex statistical models will give difficulties with the local-scattering theory. We must therefore use a simple model, such as a faceted, bossed or Gaussian surface model, which is then treated parametrically, and this leads to an RCS prediction system containing a number of important free parameters. These parameters must then be fixed empirically; even if this is possible there are severe difficulties in extrapolating between targets. If the fine structure is an important element in the overall signature, how much faith can one have in a necessarily poor statistical model of this structure? Finally, an important requirement for RCS estimation is often in the accurate prediction of peaks in the signature, not just overall levels, and in the ability to trace these back to their sources in the geometry; a statistical description will sacrifice most of this diagnostic force. The lack of predictive power in a parametric model must be a serious disadvantage in a signature prediction system.
Full deterministic approach
This leads to our third approach. The philosophy here is simply to make the maximum possible use of the specified target geometry itself, without reliance, in crucial areas, upon subjective assessment by the user or the need for empirical model parameters. As always, the accuracy will depend on the veracity of the underlying model, but this is now clearly and objectively based on the physical target itself. The disadvantages of this approach will necessarily lie in the computational burden involved. The problem of global complexity is confronted head on, and any such system must pay considerable attention to its implementation to achieve efficient performance. However, if feasible, the advantages will include straightforward and objective use, the possibility of a full understanding of the scattered field and its sources in the original geometry, reliability and consistency resulting from the ability to validate against well defined geometries, all resulting in maximum predictive power.
We stress again that there must be room for all three approaches, and more, in the RCS prediction repertoire. But this discussion will have at least indicated the potential benefits of the last approach. The aim of the rest of this paper is to concentrate on the practical possibilities, and difficulties, of this approach, in particular by describing a computer system, developed by SD Europe Ltd. for RCS prediction of military platforms, which adopts this philosophy.
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RCS prediction system
The RCS prediction method described in this Section has been developed and implemented by SD in two system variants for application to different classes of target and implementation environments, but with the common structure and functionality set out here.
Target description
The system takes as its primary input a digital description of the target geometry from existing CAD databases; in accordance with the overall philosphy, the RCS prediction is performed for this input target with minimal modifications to the geometry itself. The first task of the system is to transform the target description into a form that is accessible to the user. For the system to be usable as a practical design and analysis tool, the user must be able to access and modify the target geometry quickly and easily without recourse to the original CAD system, or if necessary to define his own geometry from scratch. This capability, supported by interactive graphics, is provided in our system by means of a proprietary software package, Patran [Z] .
When the user is satisfied with the target geometry, he may proceed to the calculation of its RCS.
Signature calculation
As discussed in Section 2, the nature of electromagnetic scattering in the high-frequency limit permits the local and global elements of scattering from a large target to be considered, to some extent, separately. This separation is central to our RCS prediction system, and is formally embodied in the software structure. As we will argue, this view carries a number of advantages in system performance and convenience for the user.
Global scattering:
We consider first the global scattering problem. The system must provide a way of integrating the well understood local-scattering theories to give predictions for the whole of a complex target, and this must take into account multiple scattering, shadowing and interference effects between the many individual scattering elements in the target database in order to give an adequate prediction of the radar signature.
Our approach to this problem can be understood by an analogy with computer graphics. A familiar computer graphics application is the visually realistic rendition, on a two-dimensional screen or page, of a digitally defined three-dimensional scene comprising many separate objects. Production of such an image must take into account the mutual obscuration and shadowing of objects, multiple reflections of light from one object onto another, the reflection and refraction of light at each object and the effects of different surface types on the scattered illumination.
Many methods have been developed to meet these problems; the technique known as ray tracing, however, provides the most natural and unified solution, and is capable of providing extreme realism [3] . The idea is simply to follow light rays from their source through the scene until they reach the viewer. In practice, this is done by starting at individual points, or pixels, on the viewing screen, and projecting each point back through the geometry. When the surface of an object is encountered, new rays are projected back from the intersection point in the directions of reflection and refraction, and so on until the ray is either traced back to a light source or leaves the scene forever. In this way, a tree of rays is gen- erated for each pixel. Each node on the tree corresponds to a local scattering point, where optical models can be used to relate the incident intensity to the refracted or reflected intensity, specular or diffuse.. Backing up the tree from the light sources at its terminal nodes gives the total intensity at the pixel. In effect, the whole process is an asymptotic electromagnetic scattering solution using geometrical optics, which justifies both the local models for the magnitude and direction of scattered rays, and the use of rays themselves [4] .
The price paid for the simplicity of this approach is the very large amount of computation involved, and practical implementations use a number of approximations; for example, the tree will be truncated at a certain depth, and intermediate diffuse reflections ignored, and other software and hardware optimisations are possible.
We now return to RCS prediction. Evidently, there is a close similarity between the above graphics problem and the global radar scattering problem for a complex target, with the difference that we now need to treat coherent, polarised radiation at microwave frequencies with source and receiver in the far field. The change to lower frequencies means that diffraction effects are now important; however, the ray theories of diffraction provided by GTD and its relatives enable us to continue the use of a ray-tracing framework. The change to the far field means that caustic effects are now important in a target containing flat surfaces; this is more serious, since here the ray formulation itself breaks down. A number of modifications and extensions to the ray-tracing procedure itself have therefore been necessary.
Consider first a target composed of smooth, convex surfaces. Here, the GO-based ray-tracing procedure could be applied just as before. When edges are included difficulties occur, since the GTD formulation predicts an infinite cone of diffracted rays; this is overcome by using Fermat's principle to find possible rays by path length stationarity. Ray tracing is then applied to candidate rays to check shadowing and intervisibility.
In this hypothetical target made up of curved primitives, all rays are of 'point' type: the scattered-field amplitude at the receiver has a 1/R dependence, as if it emanated from a point source. There is then no difficulty in computing a far-field RCS. In most real targets, caustics will occur, where this is not possible. For example, the field reflected from a cylinder or diffracted from a straight edge will give rise locally to a one-dimensional caustic, with l/R1'* dependence; the field reflected from a flat surface, or from a set of mutually orthogonal flat surfaces, will give rise locally to a two-dimensional caustic, with l/Ro dependence. In such cases, the ray formulation (based on stationary phase asymptotic arguments) is not valid. However, we proceed by allowing the definition of rays of 'line' or 'area' type. Rays of line type are traced by projecting line segments, rather than points, through the target geometry (after shadowing, a line segment may fragment into two or more smaller segments). Rays of area type are traced by projecting (for instance) polygons; this is performed, in practice, by breaking the polygon into pixels that are projected individually, effectively a return to the original discrete ray-tracing formulation. Projection of polygons could be done more directly but this would need severe approximations in the shadowing calculations.
We have now established a database of ray trees, each ray being of point, line or area type. This completes the solution of the global scattering problem, in the sense that this ray database contains the complete geometrical information for the target relative to scattering at that viewing aspect. In practice, as in graphics ray tracing, the ray trees are truncated at a certain number of intermediate scatterings. This is justified on the basis of the attenuation accumulated on multiple scattering for different point, line or area type rays. There are other restrictions, for instance on the number of diffractions on ray paths.
Local scattering:
We now turn to local scattering. As in the graphics problem, this amounts to computing the scattered field at each' node on the ray tree, but with the optical models now replaced by the appropriate physical models for the coherent quasioptical regime. GO and UTD are now used to relate the incident and scattered fields on each ray at each local scattering point, and hence to obtain the field amplitude and polarisation at each point of the ray path. A coherent far field scattering matrix is then computed as where R is the radar-target range, and a,,, the complex Q-polarised scattered field due to unit P-polarised transmitted radiation (with respect to suitably defined horizontal and vertical axes).
For point type rays a, , = 0(1/R), so this far-field limit is well defined and the scattering matrix can be immediately computed. For line type rays a,, = O(l/R'i2) and a line current integral must be performed over the finite projected line segment to obtain the correct far-field amplitudes. With a cylinder, for example, this reduces to the usual PO integral; with the diffracted field from a straight edge, this reduces to the usual equivalent current integral [l]. For area type rays a,, = O(l/Ro) and a surface integral must be performed over the finite projected area to obtain the correct far-field amplitudes. With a flat plate at normal incidence, for instance, this reduces to the usual PO integral.
The total scattered field and hence RCS for the complete target is finally obtained simply by coherent summation of the contributions from each ray.
The scattered-field calculations, then, use an eclectic mix of local-scattering models, including GO, UTD, PO and equivalent currents; the global framework of point, line and area type rays permits all these to be combined in a consistent and coherent way. In computer implementation, however, care has to be taken in the transition between these different regimes; for example, between a flat plate at normal (area/PO) and oblique (line or point/ UTD) aspects. Although GO gives a return only at the normal (caustic) aspect, UTD predicts the sidelobe returns at nonnormal aspects. The use of UTD (rather than GTD) is designed to ensure mathematically wellbehaved passage through these boundaries.
We have stressed the separation of the local and global parts of the scattered calculations. In the system implementation, these are in fact carried out in two completely distinct, sequential modules. The first module takes the preprocessed target geometry files and produces an output file containing the database of ray trees, as a purely geometrical calculation; the second module assigns a scattering matrix to each of these rays, as a purely physical calculation. This implementation has important practical implications; for instance: (i) the intensive ray-tracing calculations are localised in the first, geometrical, module
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(ii) predictions for the same geometry at different wavelengths can be done quickly by running the second, physical module with the same ray database, since in the high-frequency regime the ray paths are frequency independent (iii) if treatment of a surface with radar absorbent material (RAM) is assumed to affect the complex scattering amplitude, but not the direction, of scattered radiation, then again the ray database is unchanged and only the physical calculations need be repeated.
Analysis and output
The database of rays with associated scattering matrices produced by the calculation modules is, in effect, a complete analysis of the field scattered from the target at the aspect concerned, from the viewpoint of the underlying physical assumptions. Once this information is obtained, it can be subjected to a variety of output and analysis processes. This system supports the following type of analysis sequence:
(i) calculation of the total RCS itself, as the coherent sum of the contributions from each ray, displayed for a range of viewing aspects and given polarisation and wavelength (ii) examination of a particular viewing aspect in detail, for instance where there is a peak in the RCS, using a graphical display of the target with surfaces highlighted according to their contribution (iii) examination of the individual rays making up these contributions. The analyst is therefore provided with a means of relating particular features of the target signature to its geometry. He may then go on to apply or modify a RAM coating and to rerun the physical calculation module.
Many other analysis options can be envisaged; for example:
(a) prediction of glint (defined as the apparent direction of the normal to the total scattered wavefront) (b) estimation of the apparent RCS to a pencil beam radar, or to a narrow range gated system, or input to other types of signal processing (c) polarimetric calculations, such as the estimation of target crosspolar or copolar nulls for a given transmit/ receive polarisation state. All these analyses would be performed by postprocessing of the output RCS database containing the whole of the target signature information, and would therefore entail no large RCS computation overhead, although large quantities of data might be involved.
Finally, note that both the local and global parts of the formulation are equally applicable to bistatic, not just monostatic, RCS calculation.
The full deterministic approach exemplified by this system therefore permits a very full description and analysis of the target signature, and the implementation described allows the signature calculation and analysis to be performed with maximal efficiency.
Results
This Section presents some results obtained using the computer RCS prediction system described above. Two targets for which accurate experimental measurements are available have been chosen to illustrate both the capabilities and the limitations of this approach.
Box-like target
The first target is a simple box-like structure, which actually forms part of an auxiliary equipment item for a land vehicle. As represented to the prediction model, it is made up of flat conducting plates in an orthogonal arrangement (Fig. 1) .
Fig. 1 Box-like target
An experimental plot taken from a set of full-scale RCS measurements of the real target is shown in Fig. 2 for an elevation sweep in a plane parallel to the major axis of the box. A corresponding theoretical plot is shown in Fig.   3 . Comparison illustrates a number of features typical of this type of theoretical prediction, and the simplicity of (ii) The narrow sidelobes occurring at elevations of about 20" and below are not predicted. This is due to the truncation of the ray path tree, in this case at depth four: a simple analysis shows that the missing lobes arise as multiple specular reflections of six bounces or more. Such peaks are usually of narrow angular extent, for geometrical reasons. (iii) The fine modulations of the main lobes are not predicted. This fine structure is thought to be mainly due to higher order diffraction effects; but the necessary multiple diffraction rays are not included in the system. This shows, therefore, another type of effect of truncating the ray tree.
(iv) Further inaccuracies will be attributable to differences between the modelled and actual targets. These might arise either as deliberate modelling simplifications (as in the present case), or as inevitable perturbations of the real target from mathematical exactness. The latter might include deviations from true planarity or orthogonality. None of these seems to be a significant source of error in this case.
(v) Since this target is made up of orthogonal flat plates, ray projections of area type will predominate. Recall from Section 3.2 that tracing of such rays involves a discretisation into pixels. It is of interest to observe the effect of discretisation level on the results. Fig. 3 used a pixel density (at the target) of 500 x 500m-'. Fig. 4 dBm' should be noted that the overall RCS pattern is still fairly adequately predicted in the latter case. This is important in view of the effect of pixel density on computation times.
Tank-like target
Our second target is a simplified model of a tank (Fig. 5) . The physical target was manufactured, as part of a validation programme for the present RCS system, as a silvered l/lOth scale model, and RCS measurements taken at similarly scaled radar frequencies. Fig. 6 is a representative RCS polar plot, for a complete azimuth sweep at 7" elevation.
The RCS prediction system was applied to a CAD target geometry database generated from accurate measurements of the physical model. Fig. 7 shows the system predictions for the same case as Fig. 6 . The results display many of the same general features, in relation to the experimental results, as those for the simpler target above. Thus: (ii) Much of the fine structure is not correctly predicted. This is most evident in regions of lower RCS between the main peaks, where smaller effects are more noticeable. Once again, these inaccuracies are largely the effects 234 of tree pruning; in this instance, where caustic effects are less important, the effects of the omitted higher order diffractions.
(iii) In this case, the experimental preparation ensured that the digital target database accurately matched the physical target. The broad lobe in one quadrant of the azimuth pattern is due to a near-orthogonal trihedral structure on the target; predictions for a theoretical model assuming (as designed) perfect orthogonality gave a much higher level for this lobe.
Discussion
In this Section we consider further the performance of the RCS prediction system with reference to the above results, and go on to discuss a number of topics concerning this approach, and computer methods more generally.
Efficiency and optimisation
Implementations of the RCS system have up to now used Vax 700/8000 series hardware, using standard Fortran. With a conventional implementation such as this, execution times are necessarily slow. For example, the tank model of Section 4.2 uses about 25 minutes of CPU time for each aspect prediction.
Heavy computation is a necessary consequence of this general approach to computer RCS prediction, which is based on maximal automatic use of the target geometry. Any such implementation, therefore, must pay considerable attention to optimising its efficiency, both in hardware and software terms. In developing this system, most attention has, deliberately, been paid to software optimisation, and this will be of most interest here.
As noted earlier, the overall structure of the system has been designed to maximise its efficiency to the user, and in particular the separation in software of the global/ geometrical and local/physical calculations permits the concentration of computationally intensive parts in the former. Most internal optimisation can then be concentrated on the geometrical ray path module. The following are some of the techniques used.
(i) In most cases (i.e. other than area caustics), the straightforward use of discrete ray tracing is accelerated by the use of functional optimisation to find possible ray paths directly by Fermat's principle.
(ii) This application of Fermat's principle is still time consuming, due to the numerical optimisation procedures required to find stationary ray paths. This is considerably alleviated, however, by the use of imaging to perform the optimisation analytically where flat surfaces are involved.
(iii) Certain techniques developed to reduce ray-tracing execution times in computer graphics applications can also be applied here. An example is the use of an octree decomposition of the target space [SI.
(iv) Further analysis can also be used to avoid unnecessary ray path calculation; for instance, flat-plate combinations incapable of giving caustic area returns can be directly identified from the geometry.
Preprocessing of the target geometry to simplify the subsequent RCS calculation could be taken further, but would begin to involve severe approximation and would bring us closer to the alternative preprocessing philosophy, discussed in Section 2.1. It is, however, worth emphasising the continuity of the two approaches.
Finally, a note on computing environments. A high degree of parallelism is clearly inherent in the ray path calculations: by the nature of the high-frequency limit, distinct rays are entirely independent. Since this is exactly the most intensive part of the code, this raises the possibility of implementations which exploit vectorisation or parallelism, such as array processors, supercomputers, or transputers. Work is in hand in this area.
Accuracy
The discussion of results for the test targets of Section 4 has indicated that the accuracy of this type of approach is limited by:
(i) discrepancies between the true target geometry and its digital representation, due to deviations of a real object from mathematical exactitude (such as manufacturing distortions) or to deliberate simplifications by the analyst (ii) discretisation noise arising in pixel ray tracing (iii) the need to prune the ray database, resulting in the neglect, for example, of higher order multiple scatterings.
The above are largely related to the need for practical run times. Within each, there is scope for tradeoff between accuracy and speed, whether at system design or runtime level; for instance, in the choice of ray-tracing pixel density, as discussed in section 4.1. We should also note the radar frequency dependence of each of these factors. At higher frequencies, for instance, the relative importance of neglecting multiple diffractions decreases, whereas fine structure in the geometry which may get neglected in the digital database will be increasingly important. Considerations such as this will be taken into account by the analyst in using the system.
We also note that creeping-and travelling-wave effects have been ignored; these could be represented within our framework by extending the UTD treatment and including higher order diffractions, again at the expense of computation time.
It is interesting to consider here another aspect of (i) above. Where rough or distorted surfaces, such as might occur in large components of the hull or superstructure of a tank or ship, are to be modelled geometrically, a statistical treatment is indicated. One approach which has been used in our RCS system uses the classical treatment of scattering from rough surfaces developed in Reference 6. For example, assuming a correlated Gaussian model for the deviation of a nominally flat surface from its underlying plane, we have the following expression for the mean RCS at an arbitrary (bistatic) aspect, specular or nonspecular (this is a vector generalisation of Reference 6, Section 5.3, eqn. 57):
where uFp is the RCS of the underlying flat plate with area A (taking any shadowing into account); W,, W,, are normal and coplanar components of W = I -S, where I, S are incident and scattered direction unit vectors; q., hi. are unit vectors in the incident/scattered field directions; g = (kWz6)2, where 6 is the standard deviation of the surface roughness; and exp -@/T)' is its correlation between points distance p apart. This can be incorporated into the ray-tracing framework by including diffuse reflections on the final bounce of the appropriate ray paths. This is exactly analogous to the modelling of diffuse multipath reflections in graphical ray tracing [3] (in both cases an approximation is involved, since the inclusion of multiple or intermediate diffuse scattering is impractical), typically resulting in the removal of scattered energy from specular peaks to other aspects. Roughness parameters will usually need to be chosen empirically, rather than by attempting to match the underlying geometrical models, and a broad parametric approach is probably the best that can be hoped for.
We have already discussed, in Section 2.2, the more general use of such a statistical approach to the modelling of a complex target for RCS prediction, including fine structure of the target geometry as well as random roughness and distortions. For the reasons already outlined, we have preferred to pursue a deterministic approach. However, the ability to include statistical elements in our prediction system again emphasises the flexibility of its ray-tracing framework as well as the continuity of the various approaches to computer prediction discussed in this paper.
Local scattering issues
We have not so far considered the limitations in the physical scattering theories themselves, including PO and UTD, upon which the system is founded. Although well established, these formulations are engineering approximations with bounded validity. Clearly there will be situations where the high-frequency assumption becomes poor, or where the practical need to omit some higher order effects becomes significant. More troublesome pitfalls may also become evident in a straightforward application of these methods in an automatic prediction system.
To illustrate this, we consider a very simple target, the acute-angled dihedral structure shown in Fig. 8 . A UTD gJ \ Fig. 8 Simple dihedral target analysis of such a target has been given in Reference 7.
The authors there consider, in particular, the problem of predicting a finite far-field RCS using UTD in the neighbourhood of optical boundaries (i.e. caustics). It is observed that UTD diffraction coefficients from edges of flat surfaces, although individually giving rise to singularities in the far-field RCS at optical boundaries, will combine together in such a way as to ensure finite behaviour there [SI. The problem remains unresolved, however, if one edge is obscured by other parts of the geometry. This occurs, for example ( Fig. 9 ) around viewing aspects corresponding to E = 0 (in a plane perpendicular to the seam of the dihedral), since, in the notation of Reference 7, edge 3 is shadowed by surface 4 and cannot compensate the reflection boundary at edge 1.
Although for E + O + (Fig. 94 , each of the diffracted and reflected rays C25 and C52 encounters a shadow boundary at edge 5 when E = 0 and provides the necessary compensation for ray C1 in the E = O + limit, for E < 0 (Fig. 9b) , the rays C25 and C52 no longer exist, and so there appears to be no compensating mechanism for the singularity in C1 as E + 0 -.
The remedy proposed in Reference 7 is to include fictitious 'imposed edges' where discontinuities occur in the G O field, such as at I (Fig. 96) . Unlike true edges, their which reduces to the classical UTD prediction away from these critical regions. Implementation of this solution in our system would entail a simple special case treatment within the usual assignation of UTD scattered field contributions to doubly diffracted ray paths. To summarise, although the 'uniformisation' produced by UTD always enables a finite RCS to be predicted at finite range, a naive application, even including all higher order scatterings, can give divergent far-field predictions at certain optical boundaries. We can either seek a classical UTD solution by ad hoc adjustments, or replace UTD by more correct theory in the critical regions where it fails, and either of these might be accommodated in our computer prediction framework. This will have shown the care needed in automatic RCS prediction even for simple targets.
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Summary
This paper has reviewed possible approaches to computer prediction of RCS for large complex targets such as military platforms. In particular, we have considered an approach based as far as possible on a deterministic analysis of the given target geometry, and have argued that this viewpoint provides advantages in increased user control and predictive power.
We have described a computer system for RCS prediction in the asymptotic high-frequency regime which exemplifies this approach. Key features of this system are :
(i) the clear separation of the local electromagnetic scattering problem from the global, geometrical scattering problem, and
(ii) the use of a ray-tracing framework for the latter, which, it is argued, is the most dificult part of the RCS problem in this frequency regime.
Although the use of ray theory in RCS prediction is not in itself new, the framework developed here does present a coherent, flexible and uniform basis for the various types of local-scattering calculation required; and the system outputs provide a natural and detailed analysis of the scattered field.
Our discussion of this system, with some sample results, has illustrated some of the issues arising in this type of approach and in computer RCS prediction more generally, ranging from the representation of the target geometry, through software implementation matters, to the care needed in applying the physical scattering theories themselves. We hope to have demonstrated some of the advantages of this approach and its relation to other views of theoretical RCS prediction which, together with experimental methods, make up the full armoury of RCS prediction techniques.
7
Acknowledgments
The bulk of the work described in this paper has been performed under a number of contracts for the UK Ministry of Defence Procurement Executive. It is a pleasure to acknowledge the support of the establishments concerned and their staff, in particular the Admiralty Research Establishment (Funtington), the Chief Naval Weapon Systems Engineer (now DGSS/DGSM) and the Royal Armament Research and Development Establishment (Chertsey). 
