A square matrix is called stochastic (or row-stochastic) if it is non-negative and has each row sum equal to unity. Here, we constitute an eigenvalue localization theorem for a stochastic matrix, by using its principal submatrices. As an application, we provide a suitable bound for the eigenvalues, other than unity, of the Randić matrix of a connected graph.
Introduction
Stochastic matrices occur in many fields of research, such as, computer-aided-geometric designs [17] , computational biology [16] , Markov chains [20] , etc. A stochastic matrix S is irreducible if its underlying directed graph is strongly connected. In this paper, we consider S to be irreducible. Let e be the column vector whose all entries are equal to 1. Clearly, 1 is an eigenvalue of S with the corresponding eigenvector e. By Perron-Frobenius theorem (see Theorem 8.4.4 in [8] ), the multiplicity of the eigenvalue 1 is one and all other eigenvalues of S lie in the closed unit disc {z ∈ C : |z| ≤ 1}. The eigenvalue 1 is called the Perron eigenvalue (or Perron root) of the matrix S , whereas, the eigenvalues other than 1 are known as non-Perron eigenvalues of S .
Here, we describe a method for localization of the non-Perron eigenvalues of S . The eigenvalue localization problem for stochastic matrices is not new. Many researchers gave significant contribution to this context [6, 9, 10, 12, 13] . In this paper, we use Geršgorin disc theorem [7] to localize the non-Perron eigenvalues of S . Cvetković et al. [6] and Li et al. [12, 13] derived some usefull results, using the fact that any non-Perron eigenvalue of S is also an eigenvalue of the matrix S -(ee T )diag(c 1 , c 2 , · · · , c n ), where c 1 , c 2 , · · · , c n ∈ R. In [6] , Cvetković et al. found a disc which contains all the non-Perron eigenvalues of S . Theorem 1.1. [6] Let S = [s ij ] be a stochastic matrix, and let s i be the minimal element among the off-diagonal entries of the i-th column of S. Taking γ = max i∈N (s ii − s i ), for any λ ∈ σ(S) \ {1}, we have |λ − γ| ≤ 1 − trace(S) + (n − 1)γ. Theorem 1.1 was further modified by Li and Li [12] . They found another disc with different center and different radius.
] be a stochastic matrix, and let S i = max j =i s ji . Taking γ = max i∈N (S i − s ii ), for any λ ∈ σ(S) \ {1}, we have
In this paper, we show that there exist square matrices of order n − 1, whose eigenvalues are the non-Perron eigenvalues of S . We apply Geršgorin disc theorem to those matrices in order to obtain our results. We provide an example where our result works better than Theorem 1.1 and Theorem 1.2.
Let Γ = (V, E) be a simple, connected, undirected graph on n vertices. Two vertices i, j ∈ V are called neighbours, written as i ∼ j, if they are connected by an edge in E. For a vertex i ∈ V , let d i be its degree and N i be the set neighbours of the vertex i. For two vertices i, j ∈ V , let N (i, j) be the number of common neighbours of i and j, that is, N (i, j) = |N i ∩ N j |. Let A denote the adjacency matrix [5] of Γ and let D be the diagonal matrix of vertex degrees of Γ. The Randić matrix R of Γ is defined by
which is similar to the matrix R = D −1 A. Thus, the matrices R and R have the same eigenvalues. The matrix R is an irreducible stochastic matrix and its (i,j)-th entry is
otherwise.
The name Randić matrix was introduced by Bozkurt et al. [3] because R has a connection with Randić index [14, 18] . In recent days, Randić matrix becomes more popular to researchers. The Randić matrix has a direct connection with normalized Laplacian matrix L = I n − R studied in [4] and with ∆ = I n − R studied is [1, 15] . Thus, for any graph Γ, if λ is an eigenvalue of the normalized Laplacian matrix, then 1 − λ is an eigenvalue of the Randić matrix.
In Section 3, we localize non-Perron eigenvalues of R. We provide an upper bound for the largest non-Perron eigenvalue and a lower bound for the smallest non-Perron eigenvalue of R in terms of common neighbours of two vertices and their degrees. The eigenvalue bound problem was studied previously in many articles [2, 4, 11, 19] , but the lower bound of the smallest eigenvalue of R given by Rojo and Soto [19] is the only one which involves the same parameters as in our bound. We recall the Rojo-Soto bound for Randić matrix. Theorem 1.3. [19] Let Γ be a simple undirected connected graph. If ρ n is the eigenvalue with the largest modulus among the negative Randić eigenvalues of Γ, then
where the minimum is taken over all pairs (i, j) , 1 ≤ i < j ≤ n, such that the vertices i and j are adjacent.
One of the drawbacks of Theorem 1.3 is that it always produces the trivial lower bound of ρ n , if the graph contains an edge which does not participate in a triangle. Though the bound in Theorem 1.3 and our bound (Theorem 3.1) are incomparable but, in many occasions, our bound works better than Rojo-Soto bound. We illustrate this by a suitable example.
Localization of the eigenvalues of an irreducible stochastic matrix
Let e 1 , e 2 , . . . , e n be the standard orthonormal basis for R n and let e = 1 −1 −1 · · · −1 T .
For k ≥ 1, let j k be the k × 1 matrix with each entry equal to 1 and 0 k be the k × 1 zero matrix. We define the matrix P as P = e e 2 e 3 . . . e n .
It is easy to verify that the matrix P is nonsingular and its inverse is
We use S (i|i) to denote the principal submatrix of S obtained by deleting i-th row and the i-th column. Now we have the following theorem.
Theorem 2.1. Let S be a stochastic matrix of order n. Then S is similar to the matrix
Proof. Let y = s 21 s 31 · · · s n1
T . Then the matrices S , P, P −1 can be partitionoid as,
For i = 2, 3, . . . , n, we have (
s 1j = 0 and hence the result follows. Theorem 2.2. Let S = [s ij ] be a stochastic matrix of order n. Then any eigenvalue other than 1 is also an eigenvalue of the matrix
Proof. If k = 1 then the proof is straightforward from Theorem 2.1. For k > 1, consider the permutation matrix P k = e 2 e 3 · · · e k e 1 e k+1 · · · e n . Therefore, the matrix S is similar to the matrix
,
Now, applying Theorem 2.1 to P −1 k S P k , we get that S is similar to the matrix
Thus, any eigenvalue of S , other than 1, is also an eigenvalue of the matrix S (k), k = 1, 2, . . . , n. Theorem 2.3. (Geršgorin [7] ) Let A = [a ij ] be an n×n complex matrix. Then the eigenvalues of A lie in the region
Theorem 2.4. Let S be a stochastic matrix of order n. Then the eigenvalues of S lie in the region
Proof. By Theorem 2.2, we have, for all i,
Again, applying Theorem 2.3 to G S (i) , we get
Hence, the proof is completed.
Remark. Theorem 2.4 works nicely in some occasions even if Geršgorin disc theorem fails to provide a non-trivial result. For example, let S be an irreducible stochastic matrix with at least one diagonal element zero. Then, by Geršgorin disc theorem, G S ⊇ {z ∈ C : |z| ≤ 1}. But, in this case, Theorem 2.4 may provide a non-trivial eigenvalue inclusion set (see Example 2.1 and Example 3.1). Again, Theorem 1.1 and Theorem 1.2 always provide larger single discs, whereas, the eigenvalue inclusion set in Theorem 2.4 is a union of smaller regions. Example 2.1 gives a numerical explanation to this interesting fact. Again, by Theorem 1.2, for any λ ∈ σ(S) \ {1}, we have
It is easy to verify that G S (1) is contained in both the discs. Therefore, in this example, Theorem 2.4 works better than the other two.
Bound for Randić eigenvalues
In this section, we give a nice bound for non-Perron eigenvalues of the Randić matrix of a connected graph Γ. Since R is symmetric, the eigenvalues of R(or R) are all real and lie in the closed interval [−1, 1]. We arrange the eigenvalues of R as
Now we have the following theorem. Theorem 3.1. Let Γ be a simple connected graph of order n. Then
where, for k = i, α ik and β ik are given by
Proof. Let λ be a non-Perron eigenvalue of R. By Theorem 2.2, λ is also an eigenvalue of
where r(i)
T is the i-deleted row of R, for i = 1, 2, . . . , n. So λ lies in the regions G R(i) with
where G R(i) (k) are the Geršgorin discs for R(i). Now, we consider each individual disc of G R(i) .
For the vertex k ∈ Γ, k = i, we calculate the centre and the radius of G R(i) (k). Here two cases may arise.
Case II: If k i. Then r ik = 0 and r ki = 0. Thus, we have the disc
Now, we consider the whole region G R(i) . Since the eigenvalues of R are real, by combining Case I and Case II, we obtain that any non-Perron eigenvalue λ of R must satisfy
for all i = 1, 2, . . . , n.
Therefore, by Theorem 2.4, we obtain our required result.
Corollary 3.1. Let Γ be a simple connected graph. If ρ 2 and ρ n are the smallest and the largest nonzero normalized Laplacian eigenvalue of Γ, then
where α ik , β ik are the constants defined as in Theorem 3.1.
Corollary 3.2. Let γ be a connected r-regular graph on n vertices. If λ = 1 be any eigenvalue of R, then
where Note that, since N (5, 7) = 0, the lower bound for λ 7 in (1) becomes −1.
