Finding the best setup for experiments is the main concern of Optimal Experimental Design (OED). We focus on the Bayesian experimental design problem of finding the setup that maximizes the Shannon expected information gain. We propose using the stochastic gradient descent and its accelerated counterpart, which employs Nesterov's method, to solve the optimization problem in OED. We improve the stochastic gradient acceleration with a restart technique, as O'Donoghue and Candes [9] originally proposed for deterministic optimization. We combine these optimization methods with three estimators of the objective function: the double-loop Monte Carlo estimator (DLMC), the Monte Carlo estimator using the Laplace approximation for the posterior distribution (MCLA) and the double-loop Monte Carlo estimator with Laplace-based importance sampling (DLMCIS). Using stochastic gradient methods and Laplace-based estimators together allows us to use expensive and complex models, such as those that require solving a partial differential equation (PDE). From a theoretical viewpoint, we derive an explicit formula to compute the stochastic gradient of the Monte Carlo methods including the Laplace approximation (MCLA) and the Laplace-based importance sampling (DLMCIS). Finally, from a computational standpoint, we study four examples: three based on analytical functions and one based on the finite element method solution to a PDE. The last example is an electrical impedance tomography experiment based on the complete electrode model. In these examples, the accelerated stochastic gradient for the MCLA approximation converges to local maxima in fewer model evaluations by up to five orders of magnitude than the gradient descent with DLMC.
Introduction
Performing experiments can be expensive and time-consuming. Moreover, the efficiency of an experiment-the main measure of its quality-depends on its setup. It is advantageous, then, to put in the extra work to find the experimental setup that maximizes the information collected, i.e., to find the Optimal Experimental Design (OED) [1] .
Due to the inherently probabilistic nature of observing quantities through experimentation, OED is an uncertainty quantification task. As such, we can incorporate Bayesian inference to compare the prior and posterior knowledge about the experiment. One way to measure the efficiency of an experiment is by the Shannon expected information gain, which is based on the Kullback-Leibler divergence of the posterior probability density function (pdf) with respect to the prior pdf of the quantities of interest (QoI) [1] . To estimate the Shannon expected information gain, we need to compute a double integral over both the observed data and uncertainties in the model. This integral can be computed by a double-loop Monte Carlo (DLMC) estimator [2] . The optimization process in this framework requires several estimations of the Shannon expected information gain, which can be computationally demanding even for inexpensive experiment models. Our main goal is to evaluate the ability of different numerical methods to efficiently perform both the optimization and the uncertainty quantification, so that OED can be performed within a reasonable amount of time and effort on experiments with more expensive models.
The gradient estimation plays a crucial role in this framework. Huan and Marzouk [3] estimate the gradient of the expected information gain for OED problems using mini-batch samples of various sizes, all small compared to the main batch, and use this estimation to perform a steepest descent search. To alleviate the computational burden, they estimate the gradient over a surrogate model constructed with the Wiener chaos polynomial expansion. To assess the efficiency of their method, they compare the convergence cost with a quasi-Newton approach using sample average approximation. Huan and Marzouk [4] use a variation of the Kiefer-Wolfowitz algorithm proposed by Spall [5] which reduces the number of objective function evaluations from the finite differences estimation of the gradient to two. However, they perform a DLMC for each expected information gain observation.
The search for the optimal experiment setup is a stochastic optimization problem, which is rather computationally expensive. Here, we will set up the search to the optimal experimental design as a stochastic optimization problem. To alleviate the computational burden of computing an accurate full gradient, we use the stochastic gradient (SG), a noisy estimator of the true gradient. To this end, we employ three variants: the stochastic gradient descent (SGD), SGD with Nesterov's acceleration (ASGD), and ASGD with a restart technique (ASGD-restart). SGD is an application of the stochastic approximation proposed by Robbins and Monro [7] that is used in the optimization of expected values of functions. Therefore, SGD is well-suited for optimization in the presence of uncertainties. Although E-mail addresses: a.g.carlon@posgrad.ufsc.br (AG Carlon), ben.dia@kfupm.edu.sa (BM Dia), espath@gmail.com (LFR Espath), rafaelholdorf@gmail.com (RH Lopez), raul.tempone@kaust.edu.sa (R Tempone) SGD converges to the optimum using an inexpensive estimate of the gradient, its convergence is sublinear. To improve the convergence while maintaining a low cost gradient estimate, we use Nesterov's acceleration [8] coupled with a restart technique proposed by O'Donoghue and Candes [9] . Nitanda [10] employs this restart technique with a variance reduction technique and mini-batches to multiclass logistic regression problems. The use of variance reduction, combined with mini-batches, makes the estimation of the gradient nearly deterministic. Moreover, Nitanda [10] uses the ASGD-restart for machine learning problems where the objective function is a finite sum of functions. Here, we combine the restart technique for the acceleration, originally proposed by O'Donoghue and Candes [9] for deterministic optimization, with the stochastic gradient.
To evaluate the gradient of the expected information gain in the stochastic gradient sense, we use two strategies: a Monte Carlo with Laplace approximation (MCLA) [2] and a Monte Carlo with a Laplace-based importance sampling (DLMCIS) [6] instead of the DLMC estimator. The MCLA estimator uses an approximation of the posterior distribution as a Gaussian pdf to calculate the Kullback-Leibler divergence of the posterior pdf with respect to the prior pdf, avoiding the evaluation of one of the two nested integrals that appear in DLMC. Thus, the number of model evaluations is significantly reduced. Alternatively, the DLMCIS estimator dramatically reduces the number of inner samples compared to the DLMC estimator, without introducing the bias of the Laplace approximation. The advantages and disadvantages of the methods are discussed in Section 3.
We assess the performance of the presented methods by solving four stochastic optimization problems; three of which are OED problems. The first example, presented in Section 6.1, is not an OED problem, but a stochastic optimization problem used to compare the optimization methods. In the second example, shown in Section 6.2, we use a quadratic forward model to test the efficiency of MCLA and DLMCIS, as well as their coupling with the optimization methods. In the third example, shown in Section 6.3, we search for the optimal positioning of a strain gauge on a beam, that is represented by a Timoshenko model, in order to maximize the expected information gain with respect to some mechanical properties of the material. Finally, in the fourth example (Section 6.4), we optimize the currents applied to electrodes during an electrical impedance tomography (EIT) experiment in order to maximize the expected information gain regarding the orientation angles of plies in a composite laminate material. The model for this problem is based on partial differential equations (PDEs) and is solved using the finite element method (FEM).
The main contribution of this work, from a theoretical standpoint, lies on the derivation of the gradients for two estimators of the Shannon expected information gain; the gradient of the DLMC and the gradient of the MCLA, providing an interpretation of the last one within the Bayesian context. Moreover, from a numerical standpoint, we successfully tailor recent ideas of Nesterov optimizers with the restart technique proposed for deterministic optimization by O'Donoghue and Candes [9] in the stochastic gradient framework. Finally, we provide several engineering numerical examples to highlight the performance of our methods.
The following notation is used throughout the paper: || · || is the l 2 -norm, det(·) is the matrix determinant, both a, b and a · b are the inner product between a and b, a : b is the double inner product, E[·] is expected value, V[·] is the variance, and dim(·) is the dimension.
Bayesian experimental design

Bayesian inference
The experiment data are represented by y i ∈ R q , a vector of q observations that are given by the experiment model response with an additive error, as
where g(ξ, θ t ) ∈ R q are the deterministic model responses, θ t ∈ R d is the parameter vector to be recovered, ξ ∈ Ξ is the design parameter vector, and N e is the number of repetitive experiments. Here, Ξ is the experimental design space. The measurement noise vectors, i ∼ N (0, Σ ), are independent and identically distributed (i.i.d.), zero-mean, and Gaussian with covariance matrix Σ . Moreover, the noise vectors i are also independent of both θ and ξ. The set of observed data is Y = {y i } Ne i=1 , while the true value of θ t is assumed to be unknown. In lieu of the actual vector θ t , we consider a vector of random variables θ : Θ → R d with prior distribution π(θ), where Θ is the prior space. The functional g is assumed to be twice differentiable with respect to θ and differentiable with respect to ξ.
The fundamental idea of the Bayesian framework for OED consists in finding the experimental setup that produces data that, on average, maximize the knowledge about the QoI, i.e., that maximize the Kullback-Leibler divergence of the posterior pdf with respect to the prior pdf. This machinery is built on Bayes' formula, i.e.,
where π(θ) is the prior pdf (the initial belief about the parameter to be inferred), π(θ|Y , ξ) is the posterior distribution (the updated pdf of the random variable θ, given the observation Y ), p(Y |θ, ξ) is the likelihood (the information provided by the observation Y ), and p(Y |ξ) is the evidence (the pdf of the marginal distribution of the observation Y , describing the data distribution). According to the data model (1), we consider a likelihood of the form
where the norm is x 2 Σ −1 = x · Σ −1 · x for a vector x and covariance matrix Σ .
Expected information gain
To evaluate the quality of each experiment, we measure the Kullback-Leibler divergence (D kl ) of the posterior pdf with respect to the prior pdf:
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The expected information gain, proposed by Shannon [11] , is the expectation of the D kl (4) with respect to the distribution of the data p(Y |ξ). By accounting for (2), we obtain the expected information gain as
Since the evidence p(Y |ξ) is not known, we marginalize it with respect to θ * , i.e.,
Bear in mind that θ * and θ are independent and that Y depends on θ, ξ, and , i.e., the parameter θ used to generate Y is different from θ * in the integral within the logarithm. Thus, we rewrite the expected information gain as
where the likelihood pdf is
where r i (ξ, θ, θ * , ) = g(ξ, θ) + i − g(ξ, θ * ) is the residual of the i-th experimental data.
Remark 1 (Expected information gain with Laplace approximation). The Laplace estimator for the D kl is proposed by Long et al. [2] and relies on approximating the logarithm of the posterior pdf by a second-order Taylor expansion at the maximum posterior estimate. As a consequence, the approximated posterior is Gaussian-distributed. The Gaussian approximation of the posterior pdf can be written as
whereθ is the maximum posterior estimate, i.e.,
is the inverse Hessian matrix of the negative logarithm of the posterior pdf evaluated atθ. Moreover, Long et al. [2] show thatθ
Finally, the Gaussian approximation (9) withθ and Σ, given by (10) and (11), leads to an analytical expression of the Kullback-Leibler divergence. Using the approximationθ ≈ θ t subsequently yields the approximate expected information gain as
Maximization of the expected information gain
We want to find the optimal setup ξ * in a Bayesian framework that, on average, provides the most informative data. We formulate the problem of finding ξ * as the optimization problem ξ * = arg max
Since we assume that the local search methods converge to ξ * , gradient-based methods are suited to solve the optimization problem given by (14) .
We write the gradient of I in (5) with respect to the design variable ξ as
We also assume that the quantity defined in (15) is the full gradient of the expected information gain. The estimation of ∇ ξ I(ξ) is computationally demanding; therefore, we discuss numerical methods of solving the procedure in (14) efficiently below.
with (1), we specialize (15) to
Proof. Considering the following expression
where, from (8) and for the particular data Y (ξ, θ, ), the likelihood p(Y (ξ, θ, )|θ, ξ) no longer depends on the model, implying that it also does not depend on the design parameters ξ. Thus
Consequently, ∇ ξ p(Y (ξ, θ, )|θ, ξ) is a null vector, and the second integral in (17) vanishes. Conversely, observe that the term
is not a null vector.
Expected information gain estimators
In this section, we present the three estimators used throughout the paper: the doubleloop Monte Carlo estimator (DLMC), the Monte Carlo Laplace estimator (MCLA) and the double-loop Monte Carlo Laplace-based importance sampling estimator (DLMCIS), denoted by I DLMC , I MCLA , and I DLMCIS , repectively. If the computation of g requires a numerical approximation of DEs, we denote by h − the proportional factor of the average work to evaluate the model outcome g h , using a mesh size h, with > 0. Moreover, we assume that the numerical error of the PDE solver is propotional to h η , with η > 0.
Double-loop Monte Carlo estimator
To estimate (5), we approximate the double integral over both Θ and Y, using a Monte Carlo integration (the outer loop) and the marginalization of the evidence by another Monte Carlo integration (the inner loop). Thus, the DLMC estimator is defined as
where N and M are the number of samples for the outer and inner loops, respectively. Note that the data Y n are evaluated at θ n . An explicit analysis of the average computational work and the optimal sample sizes (N and M ) required to achieve a particular error for I DLMC is carried out by Beck et al. [6] . They show that the total work required to compute the expected information gain, using the DLMC estimator, is of the order M N h − . Finally, the DLMC estimator is consistent but has a bias and variance respectively given by
for the constants C DL,1 , C DL,2 , C DL,3 , and C DL,4 (cf. [6] ).
Monte Carlo Laplace estimator
The Laplace estimator for D kl reduces the approximation of the expected information gain to a single integral over Θ. Thus, the MC estimator of (13), i.e., the MCLA estimator, is defined as
Using finite differences to estimate the Jacobian of g with respect to θ, the cost of evaluating the MCLA estimator is N (dim(θ) + 1)h − . According to Beck et al. [6] , the bias and variance of the MCLA estimator are, respectively,
for the constants C LA,1 , C LA,2 , and C LA,3 . According to Chaoki [12] , the more concentrated the mass of probability of the true posterior around the maximum a posteriori, the better the Laplace approximation is. Therefore, as the optimization is performed and the posterior becomes more concentrated at the true values of the parameters, the Laplace approximation bias decreases, i.e., we expect constant C LA,1 to decrease during the optimization. Finally, for a fixed number of experiments N e , the Laplace estimator is inconsistent, since the bias does not vanish as the number of samples goes to infinity.
Double-loop Monte Carlo estimator Laplace-based importance sampling estimator
Beck et al. [6] propose an alternative estimator that uses a similar idea to the MCLA estimator, but, instead of directly using the approximation of the posterior to calculate the integral, it uses the approximation as a proposal distribution for an importance sampler to estimate the evidence.
A change of measure for the evidence is performed as an importance sampling with the Laplace posterior pdfπ(θ * ) ∼ N (θ, Σ(ξ k ,θ)). Thus, we write the DLMCIS estimator as
(25) The evaluation of I DLMC (ξ, θ) given in (19) may be unsuccessful because of numerical underflow if the prior is not concentrated around the posterior or if the number of repetitive experiments N e is large. The MCLA estimator does not have this problem, but, as mentioned before, it includes a possibly unacceptable bias because of the Laplace approximation.
Beck et al. [6] also show that the DLMCIS estimator mantains the same complexity as the DLMC estimator, but with much smaller constants on the error decomposition. This results in fewer forward model evaluations in the inner loop being required to achieve a given tolerance. With the DLMCIS estimator, each evaluation of the estimator requires N (dim(θ) + 1 + M )h − evaluations of the forward model; however, as pointed out by Beck et al. [6] , the number of inner samples M is significantly smaller than in the DLMC.
Gradient estimators for stochastic optimizers
Let f (ξ, θ, Y ) be the entropic discrepancy function between the data evidence and the likelihood. From (5), f is given by
Consequently, we have
We name the stochastic gradient estimators of the expected information gain
, where only one outer sample N = 1 is used. We then derive three stochastic gradients estimators associated to the expected information gain estimators presented in section 3.
Stochastic gradient of the DLMC estimator
The SG of the DLMC (19) estimator, (SG-MC) is given by
where, because of the nature of the SG, the outer loop disappears. The estimation of (27) by forward finite differences requires dim(ξ) + 1 model evaluations per inner sample. Thus, the total number of model evaluations is (dim(ξ) + 1)M per iteration in the optimization. In contrast, the gradient of the DLMC estimator presented in (19) , using forward finite differences, costs (dim(ξ) + 1)N M , i.e., N times more per evaluation than the SG-MC. Finally, the estimator (27) is biased, of order M −1 , but consistent.
Stochastic gradient of the MCLA estimator
Here, the SG estimator with respect to ξ based on the Laplace approximation (22) is denoted by G LA (ξ, θ) and referred to as SG-LA.
where {σ
are the eigenvalues of Σ(ξ, θ).
Proof. Considering the gradient of the integrand of (13),
and since the prior does not depend on ξ, we write the SG-LA estimator G LA using Jacobi's formula as
Considering (11), we write the gradient of Σ −1 as
where Sym(·) is the symmetric algebraic operator Sym ij (A) =
Moreover, the gradient of a nonsingular square matrix A can be written as
index notation, as
A lj . Then, we express ∇ ξ Σ using (31) as
or, in index notation, as
Therefore, we can write (30) as
Thus, in index notation, the s-th component of G LA is given by
10 Moreover, considering that {σ
are the eigenvalues of Σ, we can write the determinant of Σ as
. Then, to explicitly show the relation between the SG-LA estimator and the eigenvalues of the covariance of the posterior pdf, we rewrite the gradient in (30) as
Finally, from (28), we state that maximizing the expected information gain is equivalent to minimizing the sum of the logarithm of the posterior standard deviations.
The SG-LA estimator only requires a single evaluation of the Jacobian of the model with respect to the parameters and a gradient of the Jacobian with respect to the optimization parameters. Therefore, the cost of the estimator per evaluation is (dim(ξ) + 1)(dim(θ) + 1)h − , when the forward finite differences are applied with respect to both ξ and θ.
Stochastic gradient of the DLMCIS estimator
To avoid the bias of the Laplace approximation, and to improve the efficiency of the MC sampling used to estimate the evidence in ∇ ξ f , we introduce the stochastic gradient of the DLMCIS estimator, referred to ,here, as SG-MCIS, as
Note that θ is sampled from the prior pdf π(θ), whereas θ * m is sampled from the Laplace importance sampling pdfπ(θ * ). The cost of evaluating (37) formally remains the same as for SG-MC, i.e., (dim(ξ)+1)M h − , but M of the SG-MCIS is smaller than M of the SG-MC estimator.
Optimization methods
We present three stochastic optimization methods to solve the OED problem: SGD, ASGD, and ASGD-restart. We combine these with the SG estimators presented in Section 4. We recall that f is assumed to be smooth enough with respect to ξ. Finally, for the point we wish to make, consider that the steepest descent algorithm of the maxima search, using the full gradient and starting at ξ 0 , is given by
where α k is a step-size sequence of positive values, also known as learning rates. Based on this algorithm, we present the three stochastic optimization methods that we apply to OED.
Stochastic gradient descent
SGD estimates the gradient, based on the stochastic approximation introduced by Robbins and Monro [7, 13, 14] , cumulatively, and throughout several iterations. It requires only one sample per iteration. We find SGD for OED as
where θ k is sampled independently from π(θ) for each iteration, and Y k is sampled from p(Y |θ k , ξ). Additionally, G is any of the SG estimators G MC , G LA , or G MCIS presented in Section 4 evaluated with the singleton sample set {θ k , Y k }. In this framework, SGD avoids evaluating the expectations over both θ and Y . Instead, SGD relies on the fact that the statistical error averages out as more iterations are completed. This can be motivated by using (39) to write
. For SGD to converge to the optimum, the step-size must decrease as the number of iterations increases. Robbins and Monro [7] prove convergence when the step-size is a divergent series with squared convergence, i.e., α k = α 0 /k. Polyak and Juditsky [15] prove that the average of {ξ i } k i=0 converges to the optimum when the step-size sequence satisfies α k = α 0 /k β for 1/2 < β < 1. Neither Robbins and Monro [7] nor Polyak and Juditsky [15] discuss the initial step-size α 0 . For an objective function whose gradient is L-Lipschitz continuous, Nemirovski [16] uses a step-size of α k = α 0 / √ k, with α 0 = D/L and D being the diameter of the search space. Nemirovski [16] proves that, in this case, the weighted sliding averageξ converges to the optimum at a rate of O(1/ √ k), with
For the strongly convex case, Nemirovski [16] also proves that SG with sliding average achieves a convergence of O(1/k) when the step α 0 satisfies α 0 µ < 1, where µ is the strongconvexity constant. Here, we follow the approach of Nemirovski [16] and adopt the step-size sequence α k = α 0 / √ k, given that we assume µ to be unknown. Rather than directly estimating (15) using a large outer-loop sample, we consider the gradient of the estimator of I in the optimization process using only one outer-loop sample per iteration, i.e., N = 1. This is possible because we assume that the variance of the gradient estimator is not large enough to justify using mini-batches. In cases where this assumption cannot be made, variance-reduction techniques must be implemented, e.g., minibatch sampling [17, 18] , control variates [19] , and gradient averaging [20] . For the example described in Section 6.1, Figure 1 depicts how the distance from the optimal design evolves as a function of the number of gradient evaluations for different outer-loop sample sizes N . The left plot shows the distance to the optimum for ξ, and the right plot shows the distance for its sliding averageξ.
The computational effort per iteration grows linearly with the size of the mini-batches; however, larger sample sizes produce results closer to the true optimum. The mini-batch size starts to affect convergence when the optimization is close to the optimum. 
Nesterov's accelerated gradient descent
The Nesterov gradient scheme is a first-order accelerated method for deterministic optimization [8, 16, 21] . The basic idea is to use a momentum (an analogy to linear momentum in physics [9, 22] ) that determines the step to be performed, based on information from previous iterations. The Nesterov gradient scheme is considered accelerated because it improves the convergence rate of ξ k -ξ
, it has superlinear convergence. Nesterov's accelerated gradient descent (AGD) algorithm for the Bayesian design optimization problem in (14) is defined as
Here, the sequence (γ k ) k≥0 is given by
where the sequence (λ k ) k≥0 solves
and q is a positive real number that is less than one (q ∈ (0, 1)). The constant q defines how much momentum is used in the acceleration, e.g., setting q = 1 results in the classical steepest descent algorithm. Usually, a value of 0 is specified for q, resulting in the original algorithm proposed by Nesterov [8] . Using the SG estimators presented in Section 4, we obtain the ASGD method as
We use decreasing step-sizes as discussed in Section 5.1. The use of Nesterov's acceleration in stochastic optimization is not novel, and many publications have addressed the subject in the training process in machine learning [10, 19, 23] . However, all of those studies combine SG with variance-reduction techniques because ASGD is very sensitive to noise in the gradient estimation. Cotter et al. [17] show that the upper-bound of the convergence for ASGD is sublinear, i.e., acceleration does not improve the convergence of SGD. In the next section, we present the Restart Nesterov method to address these issues.
Restart Nesterov method
When using Nesterov's acceleration with q = 0, oscillations of the algorithm around the optimum because of an excess of momentum are common. To avoid this problem, Nemirovski and Yudin [24] present the optimal value for the parameter q for strongly-convex problems in the deterministic setting. For first-order L-Lipschitz problems, where µ is a strong-convexity constant (i.e., µ ∇∇f L with f being the objective function), they prove that q * = µ/L achieves the optimal convergence rate for accelerated methods. Thus, the optimal q * is the inverse of the conditioning number of the Hessian of E[f ]. For q < q * , the momentum is excessive and leads to the aforementioned oscillations around the optima; for q > q * , the convergence rate is suboptimal. The quantities µ and L are expensive to estimate for OED problems based on PDE models. O'Donoghue and Candes [9] propose an alternative method for achieving the same convergence rate as with q * without evaluating µ and L for the deterministic case. Their method consists of restarting the acceleration whenever the optimizer moves in an unwanted direction, e.g., for the maximization of I, when
This simple restart technique improves the convergence of Nesterov's acceleration without needing to tune q, i.e., q can be set to 0. O'Donoghue and Candes [9] also propose a third, equally efficient method based on verifying whether or not the objective function is decreasing. However, this method requires the objective function to be evaluated for each step. Since we are already evaluating the gradient during each iteration, we choose to restart the momentum using the gradient verification. Su, Boyd and Candes [25] propose another criterion for the restart based on the increase of speed, i.e., restart if ||ξ k − ξ k−1 || < ||ξ k−1 − ξ k−2 ||; however, the gradient-based restart performs significantly better in their numerical evaluations.
Since we cannot observe the true gradient, we use the stochastic approximation of the gradient as the criterion to perform the restart, i.e.,
where G may be any of the estimators in Section 4.
In Table 1 , we present the upper-bound of the convergence rate of the error (||E[f (ξ k ) − f (ξ * )]||) for the full-gradient descent (FGD), AGD, SGD, and ASGD. Method Convex Strongly-convex
FGD uses the gradient of the expectation; therefore, in this respect, it is a deterministic optimizer.
In the present work, we propose the ASGD-restart optimizer and apply it to the OED problem in combination with the estimators presented in Section 4, as we shall see in the numerical Section 6.
Numerical examples
In this section, we evaluate the performance of the optimization methods described above by looking at four examples. Our first example is the stochastic optimization of a stochastic quadratic function, unrelated to OED problems. In the second example, we draw comparisons among the performances of DLMC, MCLA, and DLMCIS estimators using different optimization methods (SGD, ASGD, and ASGD-restart). In the third example, we address the optimization of strain gauge positioning on a beam modeled following Timoshenko beam theory in order to measure the beam's mechanical properties. In the fourth and last example, we identify the optimal currents that maximize the expected information gain about ply orientations in a composite material when imposed on electrodes during an EIT experiment.
Example 1: Stochastic quadratic function
In this first example, we evaluate the performance of stochastic optimization algorithms in finding the minimum of a quadratic function, bearing in mind that this example does not involve the Bayesian framework. Therefore, computational techniques such as SG-MC, SG-LA, or SG-MCIS are not required. We analyze the problem of finding ξ that maximizes the expected value of a function f (ξ, θ) with respect to θ given as
where A is a diagonal n × n matrix with elements A jj = j for j = 1, · · · , n. The random variable θ is sampled from the prior pdf π(θ) = N (0, σ 2 θ ). The vector 1 is composed of entries 1 j = 1 for j = 1, · · · , n, and the vector ξ is a design variable, belonging to Ξ, a subset of R n . The objective function to be maximized is
The optimum of I has a closed form ξ *
2 . Hence, SGD (39) becomes
The Nesterov formulation is obtained by replacing
The estimation of the conditioning number L/µ is straightforward in this case, since the Hessian of the expected information gain I is constant and equal to A, whose eigenvalues are the values of the diagonal elements. The largest eigenvalue of A is L = 20, while the smallest is µ = 1. Therefore, the optimal value for the parameter q is q * = 1/20. Similarly, the step-size is set to α 0 = 2/(L + µ) = 2/21. Figure 2 presents the convergence of each method towards the optimum using different standard deviations for the prior pdf π(θ); on the left, σ θ = 0.1, and on the right, σ θ = 0.01. The SGD method is slower than the other methods, but it exhibits a monotonic decay up to a certain iteration. Conversely, as discussed in Section 5.3, Nesterov's acceleration imposes an excessive momentum that generates oscillations over the optimum, which can be corrected by tuning q to be the inverse of the conditioning number of the Hessian (i.e., q * ). The restart technique achieves the same convergence as ASGD using q * , but without the need for any prior knowledge about the Hessian of I. When the variance σ θ is increased, the convergence deteriorates , as well as the error distances ||ξ k − ξ * || 2 . For σ θ = 0.1, the error distances ||ξ k − ξ * || 2 stagnate at ≈ 10 −3 , whereas for σ θ = 0.01 the error distances ||ξ k − ξ * || 2 are lower but still stagnate at ≈ 10 −5 . As shown in Fig 1, when mini-batch sampling is used instead of one sample per iteration, the error distances ||ξ k − ξ * || 2 is reduced even further since the variance of the estimator is reduced according to the central limit theorem.
Example 2: OED with quadratic model
Here, we consider an OED problem based on a quadratic forward model we devised to perform a comparative analysis of the expected information gain estimators. We also test different combinations of these estimators with the optimization methods presented in this study. Since ASGD-restart achieves the same convergence as ASGD-q * , we focus on FGD, SGD, ASGD, and ASGD-restart.
The forward model is
where the scalar random variable θ is sampled from the prior pdf π(θ) = N (0, 10 −4 ), and
The additive error is assumed to be Gaussian ∼ N (0, 10 −4 ) and the number of experiments is N e = 1. The initial step-size is α 0 = 1.00.
Cost
The efficiency criterion we use to compare different methods is defined as the average number of calls of the forward model (NCFM) required to approximate ξ * for a given tolerance. We compute NCFM as the mean value of ten independent runs (because of the randomness of SGD), where we aim for an error tolerance of 0.01, i.e., ξ k − ξ * 2 ≤ 0.01. To approximate the inner loop in DLMC and DLMCIS, we use the optimal sampling from Beck et al. [6] , which we evaluate at the starting point of the optimization and keep constant during the process. To achieve the tolerance of 0.01 in the FGD, the optimal numbers of MC samples are N * We use the same values for their SG estimators, except that N = 1 is used. By adopting the forward Euler method, we compute the gradients using 3 (dim (ξ) + 1 = 3) NCFM. We use the Nelder-Mead algorithm [26] to estimateθ in (10) for DLMCIS. Table 2 presents NCFM for different combinations of the optimization methods and gradient estimators. The optimization methods are indicated at the top of each column, and the gradient estimators in Section 3 are listed by row. By analyzing the first line of Table 2 , we see that the two methods using Nesterov's acceleration (ASGD and ASGD-restart) reduce the computational burden by three to four orders of magnitude compared to FGD. Moreover, when using SG-LA, ASGD-restart estimates ξ * in fewer than 1000 calls of the forward model.
Ascent paths
Here, we describe the optimization ascent paths for the different methods employed. Figure 3 shows the contour of I(ξ) and the optimization path through 1000 iterations of ASGD-restart using SG-LA and SG-MCIS. For the sake of comparison, we test the SG-MCIS estimator setting various sample sizes for the inner loop. Figures 4 and 5 present the convergence history of the error in terms of ξ versus the number of iterations and NCFM, respectively. In Figure 4 , we see that ASGD-restart combined with SG-MCIS has a slow convergence when M = 1 because of the bias error introduced in the inner loop. When M is increased to 10, the convergence rate of ASGD-restart improves. No gain in convergence is obtained by increasing M beyond 10, though the cost increases (see Figure 5 ). Considering the convergence per iteration, ASGD-restart with SG-LA and with SG-MCIS and M = 10 converge at the same rate until an error of 10 −2 . However, when we observe the convergence in terms of number of gradient evaluations, the SG-LA gets closer to this error with a fraction of the cost of the SG-MCIS. This behavior can be explained by the low cost of the Laplace approximation. As a sanity check to estimate the intrinsic bias of the Laplace approximation in the optimization carried out with the estimator SG-LA, we compute the expected value of gradient using DLMCIS at the optimum found. Using N = 10 5 and M = 10 3 in DLMCIS, we obtaine a gradient with a norm of 10 −6 , which means that the bias introduced by the Laplace approximation is negligible in this case.
Example 3: Strain gauge positioning on Timoshenko beam
In this example, we look at a beam with the dimensions 10 m length, 2 m height, and 0.1 m base width. A uniform load of 1.00 kN/mm is imposed on the beam's vertical axis and distributed along its main axis. We characterize the beam's mechanical properties, namely the Young modulus E and the shear modulus G, given measurements obtained from the strain gauge. The geometry of the beam, the load, and the position of the strain gauge are illustrated in Figure 6 . We aim to locate a strain gauge on the beam that maximizes the information on E and G. We model the beam following Timoshenko's theory [27] , a mechanical model that captures the strains resulting from both normal and shear stresses. The Timoshenko beam model is
where ε 11 is the normal strain, ε 12 is the shear strain, x 1 and x 2 are the positions of the strain gauge on the horizontal and vertical axes respectively, q o is the uniform load, L e is the length of the beam, I n is the inertia moment of the cross section, K s is the Timoshenko constant (K s = 5/6 in all test cases), and A r is the cross-section area.
Bayesian formulation
The optimal position for the strain gauge that provides the maximum information about E and G is denoted by ξ * = (x * 1 , x * 2 ). The longitudinal strain on the main axis of the beam, denoted by ε 11 , together with the transverse strain ε 12 , compose the output of the forward model. Therefore, based on (53), we find that
where (x 1 , x 2 ) and (E, G) are replaced by (ξ 1 , ξ 2 ) and (θ 1 , θ 2 ), respectively. The additive error of the measurement is Gaussian ∼ N (0, Σ ), where the noise covariance matrix is
Test cases
We assess the robustness of the proposed methods in four test cases, in which we attempt to locate the optimal strain-gauge placement on a beam. We test all the different cases, changing the variance of the prior pdf of θ, the dispersion of the measurement noise, and the number of experiments. All four cases are tested with the SG-LA estimator, and the prior pdf of θ is Gaussian with the distribution π(θ) ∼ N (µ
, where µ E pr = 30.00 GPa and µ G pr = 11.54 GPa. Table 3 presents the parameters used in each of the four cases. In this section, we focus on ASGD-restart combined with SG-LA, and assess the bias using the expected value of the gradient with DLMCIS at the optimum. The optimization paths for the placement of the strain gauges on the beam are drawn against contour plots of the expected information gain across the optimization domain in Figure 7 . Table 4 ). Expected information gain contours computed with MCLA and optimization ascent paths using SGD, ASGD, and ASGD-restart with SG-LA.
In cases 1 and 2, the optima are similarly located near the bottom of the beam, between the middle and the end. In case 3, the optimum is located in the bottom-middle of the beam; in case 4, the optimum is located on the supports. These placements are expected, as the Young modulus depends on the bending moment (that is maximum at the middle of the beam (x 1 = L/2)), and the shear modulus depends on the shear stress (that is maximum at the beam supports (x 1 = 0 and x 1 = L)). In case 3, the prior information about G is more accurate; consequently, the algorithm converges to the middle of the beam where more information about E can be collected. Similarly, in case 4, the algorithm converges to the beam supports where data is more informative about G.
In Table 4 , we present the initial guesses, the optimized setups, the respective expected information gains in relation to the prior, and the standard deviations of the posterior pdfs of the parameters E and G for the four cases. The posteriors are evaluated atθ = (µ E pr , µ G pr ) for the four cases are presented in Figure 9 . We observe a reduced variance in the optimized experiment, compared to the original, reflecting the importance of an informative experiment. In cases 3 and 4, no information is acquired about G and E, respectively, since the variances in the axes are not reduced, compared to the prior. Because we use the biased and inconsistent SG-LA estimator of the gradient, as a sanity check, we evaluate the gradient at the optima we found (the first two cases), using the full gradient of the DLMCIS estimator with N = 10 3 and M = 10 2 . In both cases, the gradient norm is below 10 −3 , meaning that the bias of the Laplace approximation is considerably small at the optima. We conclude that the biased optima are not significantly distant to the real optima. To plot the convergence, we estimate the real optima using DLMCIS with FGD from the optima found using the SG-LA. The convergences from the first two cases are presented in Figure 8 .
Example 4: Electrical impedance tomography
EIT is an imaging technique that infers the conductivity of a closed body from potential measurements obtained from electrodes placed on the boundary surface of the body. Here, we consider the optimal design of an EIT experiment conducted on two orthotropic plies, in which the potential field is assumed to be quasi-static. The physical phenomenon is governed by a second-order partial differential equation combined with the complete electrode boundary model [28] . Beck et al. [6] prove that the bias of the Laplace approximation for this problem is negligible. Therefore, in this example, we use SG-LA combined with ASGD-restart. 
Bayesian setting
We consider a body D that is 20 cm long and composed of two plies that are each 1 cm thick, resulting in a total thickness of 2 cm. Both plies are made of the same material, but are oriented at different angles. The conductivity of each ply isσ(θ,
−2 , 10 −3 , 10 −3 }, and Q(θ k ) is an orthogonal matrix that rules the rotation of the unknown orientation angle θ k of ply k, counting from bottom to top. The objective is to infer θ 1 and θ 2 , about which we assume the prior information to be π(θ 1 ) ∼ U( ). During the EIT experiment, low-frequency electrical currents are injected through the electrodes E l (with l = 1, · · · , N el ) attached to the boundary of the body, with N el being the number of electrodes. The potentials at the electrodes are calculated as
where y i ∈ R N el −1 , θ t = (θ t,1 , θ t,2 ) are the true orientation angles that we intend to infer. In the Bubnov-Galerkin sense, U h = (U 1 , · · · , U N el −1 ) is the finite elements approximation (i.e., the potential at the electrodes) of U from the following variational problem: find
where I e represents the values of injected current at N el −1 electrodes I e = I e 1 , · · · , I e N el −1 T . Let the constitutive relation for the current flux be (θ, x) =σ(θ, x) · ∇u(θ, x). Then, the bilinear form B :
where z l is the surface contact impedance between the electrode l and the surface of the body. The space of the solution for the potential field (u(θ), U (θ)) is H a given random event θ ∈ Θ, where H 1 is the Sobolev space of functions that belong to L 2 , and whose first-order partial derivatives also belong to L 2 . Then, L 2 P (Θ; H) is the Bochner space given by
The measurement-error distribution is ∼ N (0, 100.0). We note that, by imposing the Kirchhoff law on I e and the zero-potential law on U h , the model output g is projected to a suitable space for the optimization. The optimization parameters are defined as the current intensity to be injected through the electrodes, i.e., ξ = {I e } N el i=1 , where each I e is the normalized current intensity applied to the i-th electrode such that I e ∈ [−1, 1]. A schematic of the experimental setup showing the laminated material with four electrodes is depicted in Figure 10 . 
Numerical tests for EIT
To evaluate the efficiency of SG-LA combined with ASGD-restart in solving the EIT problem, we solve four different cases using different numbers of electrodes of different lengths and posistions. In all cases, the number of experiments is N e = 1.
Test case 1 (Configuration with four electrodes and one variable). We aim to find the most informative current intensity to inject through three out of the four electrodes attached to the two-ply composite material described above and shown in Figure 10 . The current at the fourth is defined by Kirchhoff's law. The electrodes are 1 cm long and have fixed positions.
We approximate the covariance of the posterior pdf for each ξ by Σ post (ξ), as presented in (11) . Thus, the approximated covariances at the initial guess and the optimum solution are The optimization reduces the terms in the covariance matrices by two orders of magnitude, meaning that the optimized experiment provides more precise estimates of QoI. Due to the symmetry of the problem, there are two local maxima, one with ξ 1 = −1 and one with ξ 1 = 1. However, the local maximum where ξ 1 = 1 is also the global maximum, with a larger expected information gain. Therefore, we conclude that we can obtain more information about the angles of the plies from the optimized configuration than from the non-optimized configuration.
In Figure 11 , we present the electric potential and the current streamlines both before and after the optimization. We also present the expected information gain when using the MCLA estimator with the optimization path and the posteriors evaluated atθ = ( ).
The initial guess provides less information about θ 1 than about θ 2 . However, the optimized position significantly reduces the variance of the θ 1 estimation and provides insightful information on both parameters θ 1 and θ 2 with almost the same uncertainty. Test case 2 (Configuration with three electrodes and two variables). Here, we consider a configuration for the EIT experiment with two electrodes on the top of the two-ply composite body, and one at the bottom, each 4 cm long. We allow the current applied to the two top electrodes to vary from −1 to 1, as the third electrode (on the bottom) is the negative sum of the top two, i.e., the optimization variables are ξ = (I 1 , I 2 ). The contour plot of the expected information gain and the ascent paths of two different initial guesses are presented in Figure 12 . We enforce Kirchhoff's law by introducing a constraint on the optimization algorithm. In Figure 12 , the infeasible regions are ilustrated in blue. The optimization is presented for the two initial guesses over the contour lines of the expected information gain. The region shaded in gray indicates where the experiment does not provide any information gain, i.e., where I = 0. As shown in Figure 12 , this problem has four optima: (0, 1), (1, 0), (0, −1), and (−1, 0). These optima have in common the fact that one of the two top electrodes has null-current while the other two electrodes have current 1 or -1. Figure 12 shows that the optimization converges to local optima for the two initial guesses, arriving at solutions where the expected information gain is around 2.4. Figure 13 presents the current streamlines for one of the initial guesses, ξ = (0.8, −0.4) and the posteriors from both guesses. The two optimized posteriors look alike. The optima found are also similar, as they are reflections of each other across the vertical axis. Test case 3 (Configuration with ten electrodes and ten variables). We now consider a more complex EIT experiment with ten 2 cm long electrodes. The intensity of the initial current applied is 0.5 at the inlet electrodes (on top of the two-ply composite body) and −0.5 for the outlet electrodes (on the bottom). The current streamlines, before and after the optimization, are depicted at the top of Figure 14 . The optimization converges to a setup with both positive and negative currents applied on both the top and the bottom electrodes. This optimal setup provides an expected information gain of 7.18. For the sake of comparison, the expected information gain from the setup with currents of 1.0 and -1.0 applied to the top and bottom electrodes, respectively, is only 2.95. On the bottom-left of Figure 14 , the posteriors show that the variance of QoI for the optimized configuration is remarkably smaller than for the initial guess. On the bottom-right of the figure, we present the self-convergence test where we see that using Nesterov's acceleration resulted in a superlinear convergence of the optimizer. The expected information gains for all of the four cases presented in Example 4 are listed in Table 5 . 
Conclusion
In this work, we couple the Nesterov-based accelerated stochastic gradient with momentumrestart and Laplace-based methods in order to solve Bayesian optimal experimental design problems. For the gradient estimator, we use two strategies, a Laplace approximation and a Monte Carlo method with Laplace-based importance sampling, to approximate the solution of the inner integral that appears in the expectation of the Shannon information gain. Moreover, we derive the explicit formula for the gradient of the Laplace approximation and double-loop Monte Carlo with importance sampling Laplace-based and provide an interpretation within the Bayesian context. We observe that the bias introduced by the Laplace approximation is not relevant for the problems solved here. The stochastic gradient with the Laplace approximation estimator (SG-LA) converges to the optimum in all our examples; it is also significantly cheaper than the other combinations of gradient estimators for the same expected information gain. SG-MCIS is more expensive than SG-LA, but less costly than SG-MC. However, SG-MCIS has the advantage of being a consistent estimator, whereas SG-LA is not. Moreover, the SG-LA and SG-MCIS estimators do not experience numerical underflow, unlike the double-loop Monte Carlo estimator (DLMC) or its gradient, SG-MC.
Nesterov's acceleration and the restart technique improve the convergence, in comparison with the simple steepest descent using the gradient estimators. Our accelerated stochastic gradient descent (ASGD) with the restart technique (ASGD-restart) solve stochastic optimization problems efficiently, even without the use of variance reduction techniques.
We analyze two benchmark problems based on analytical functions, one of them based on OED, and two common problems found in engineering. The two benchmark problems are used to assess the efficiency of the optimization methods, as well as the SG-LA and SG-MCIS estimators. SG-LA with ASGD-restart performs better than the others, thus we choose to use it on the two engineering problems. The first engineering problem is to determine the optimal positioning of strain gauges on a beam, in order to accurately measure the beam's mechanical properties. The second engineering problem is finding the optimal currents to be applied to electrodes during an electrical impedance tomography experiment, in order to measure the orientation of the plies in a composite laminate material, using the complete electrode model. In all four examples, ASGD-restart, SG-LA, the SG-MCIS perform well in terms of their ability to solve OED problems. Since we use the SG-LA estimator for the two engineering examples, we use the DLMCIS estimator to determine whether the biases of the gradients in the optima found are relevant. Our numerical tests show that the biased optima are sufficiently close of the real optima for the precision sought. In situations where the biased optimum is not sufficiently close to the real optimum, we suggest a two-phase optimization, first with SG-LA, and second with SG-MCIS, to correct the bias.
In future work, we plan on using mini-batches and other variance reduction techniques to address problems where the variance of the SG estimators is large or the admissible error is considerably small.
