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1. Aufgabenstellung. Was will der Anwender?
Zahlreiche Aufgaben aus Naturwissenschaft und Technik führen auf die Matri-
zen-Eigenwertgleichung
mit der Polynommatrix der Ordnung n vom Grade ρ
mit im allgemeinen komplexwertigen Koeffzientenmatrizen A0 bis Aρ.
In den Anwendungen sind aus dem Spektrum der Eigenwerte
nur wenige, oft nur ein einziger Eigenwert von Interesse. Dies hat seinen Grund
darin, daß bei der Modellbildung einer technischen Konstruktion oder auch bei
der Finitisierung einer gewöhnlichen oder auch partiellen linearen Differential-
gleichung die Ordnungszahl n sehr groß gewählt werden muß, um das reale
Objekt möglichst gut abzubilden; n  ≥ 10 000 ist dabei keine Seltenheit. Kein
zur Zeit auf dem Softwaremarkt angebotener „Eigenlöser“ erlaubt die gezielte
Berechnung eines oder weniger Eigenwerte, Parallelrechnung ist nur bedingt
möglich, und über die erreichte Genauigkeit wird keine Auskunft erteilt; es sei
denn, der Algorithmus endet mit dem Vermerk NAN (not a number) ohne Ergeb-
nis, wie dies besonders bei hoher Ordnung n und vollbesetzten Matrizen zu
beobachten ist.
Ein besonderes Problem stellen die mehrfachen Eigenwerte bzw. Eigenwert-




bei einem dreifachen Eigenwert kaum mehr als vier oder fünf richtige Dezima-
len geliefert, während bei höherer Vielfachheit sogar die erste Dezimale fehler-
haft sein kann.
Hinzu kommt, daß bei reellwertigen mehrfachen Eigenwerten oft nicht unbe-
trächtliche Imaginärteile ausgeworfen werden, so daß der Anwender im unkla-
ren bleibt, ob dieser Effekt auf fehlerhaftes Rechnen zurückzuführen ist oder ob
der Eigenwert tatsächlich komplexwertig ist.
In der vorliegenden Arbeit werden wir deshalb zeigen, wie es durch einen einfa-
chen Kunstgriff gelingt, auch einen mehrfachen Eigenwert auf eine vorgegebe-
ne Anzahl von Dezimalen zu berechnen und einzuschließen.
2. Der E C P - Algorithmus
Der in [3] und [15] beschriebene Algorithmus E C P (Expansion des charakteri-
stischen Polynoms) basiert auf der Bereitstellung von m = ρ·n paarweise ver-
schiedenen (disjunkten) Stützwerten
die geeignet zu wählen sind. mit den Produkten
werden die Defekte
und daraus die Hauptwerte
berechnet und (in beliebiger Reihenfolge) mitsamt den drei Spaltensummen
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in einer Liste zusammengestellt
Die Kontrollgleichung
verbürgt die fehlerfreie Berechnung der Defekte aus den vorgegebenen Stütz-
werten. Je kleiner die Differenzen zwischen den gewählten Sützwerten und den
(unbekannten) Eigenwerten sind, desto kleiner werden die Defekte und damit
umso genauer die Hauptwerte. Ist der Stützwert λ
~
j  gleich einem Eigenwert, so
wird det F(λ~j ) = 0 und damit nach (2.3) auch dj = 0; folglich ist nach (2.4) der
Hauptwert ein Eigenwert. Diesen Fall schließen wir ausdrücklich aus; es sei
also
somit auch
Grundlage für alles folgende ist die mit den Hauptwerten λj  und den Defekten
dj  gebildete ECP-Begleitmatrix der Ordnung m





Mit der Eigenmatrix (charakteristischen Matrix)
gilt nach [3] und [16, S.410 ff.]
Somit besitzt die Matrix G(λ) die gleichen Eigenwerte wie die Polynommatrix
(1.1). Mit der Summe
und dem Stützpolynom
läßt sich das charakteristische Polynom und damit die Eigenwertgleichung ex-
plizit angegeben als
und da nach Voraussetzung (2.9) für keinen Eigenwert P(λj ) = 0 gilt, ist auch die
rational gebrochene Funktion (eine sogenannte Pade-Funktion)
eine Eigenwertgleichung.
Schließlich erwähnen wir noch den durch die Teilsumme
definierten Optimalwert
der bei hinreichend betragskleinen Defekten eine sehr viel bessere Nährung
darstellt als der Hauptwert Λk.
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Die Gleichung (2.17) geht für einen Hauptwert Λk über in
Die Teilsumme (2.15) nimmt daher für λ = Λk einen kleinen Wert an, so daß der
Nenner in (2.19) nicht verschwinden kann.
Auch die einem Eigenwert λj  zugeordneten Eigenvektoren lassen sich explit
angeben als
und
Zu einem Eigenwert λj  von beliebiger Vielfachheit gehört somit nur ein einziges
Eigenvektorpaar yTj; xj; der Eigenwert λj  ist daher total defektiv, d.h. die Matrix
besitzt den Rang m –1.
Dazu ein einfaches Beispiel. Die Matrix F(λ) = A – λB mit
besitzt die Eigenwerte
Mit den sehr guten Stützwerten 1, 5 und 10 den recht groben Werten 0,6 und 12




Die Kontrollgleichung (2.7) ist mit
beidemal erfüllt.
Ferner wird für die beiden Listen (c)
Die Optimalwerte (e) sind auf 5, die in (f) jedoch nur auf 2 Dezimalen genau.
3. Sukzessive Minimierung der Defekte. Evolution
Für manche Zwecke ist es erforderlich oder zumindest empfehlenswert, die De-
fekte (2.3) zu verkleinern. Neben der Originalliste (2.6) wird ein Speicher mit
m Plätzen zur Aufnahme der (teilweise) erneuerten Stützwerte bereitgehalten,
der sich während der Rechnung auffüllt. Maßgeblich für den Verlauf der Iterati-
on ist die Niveauhöhe
die nach jedem Durchgang verkleinert wird.
ERSTER DURCHGANG
Die m Defekte werden in beliebiger Reihenfolge (in Parallelrechnung) abge-
fragt:
Erste Abfrage. Ist
Ja. Dann ist dk klein genug, und der Stützwert λ
~
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Nein. Dann wird als neuer Stützwert der Optimalwert Λ° k (2.19) und damit der
Defekt d°k nach (2.3) berechnet.
Zweite Abfrage: Ist
Ja. Dann geht Λ° k als neuer Stützwert in den Speicher.
Nein. Dann geht λ~k unverändert in den Speicher.
Nach m Durchgängen ist der Speicher mit (teilweise) erneuerten Stützwerten
aufgefüllt. Mit diesen wird nach (2.6) eine neue Liste erstellt, nachdem die alte
gelöscht wurde. Anhand der jetzt deutlich kleineren Niveauhöhe ω° wird die
Anzahl der Durchgänge entschieden.
Der Algorithmus kann rigoros vereinfacht werden durch eine sogenannte Evo-
lution, worunter folgendes zu verstehen ist. Man verzichtet auf die beiden Ab-
fragen (3.2) und (3.3) und erneuert (gewissermaßen auf Verdacht)   j e d e n  der
m Stützwerte, und hier unterscheiden wir zwei Vorgehensweisen.
a) Einfache Evolution. Die Stützwerte λ~k der aktuellen Liste werden durch
die Hauptwerte Λk ersetzt.
b) Beschleunigte Evolution. Die Stützwerte λ~k der aktuellen Liste werden
durch die Optimalwerte Λ°k ersetzt.
Die Evolution wird begleitet und kontrolliert durch Mitführung der Niveau-
höhe ω, die nach jedem Durchgang ausgedruckt wird. Dabei unterscheiden wir:
A Evolution solange bis die Rechnung stagniert; dann erhält die Endliste in
der ersten Spalte alle m Eigenwerte mit der verfügbaren Maschinen-
genauigkeit.
B Es wird ein Schwellwert (Grenzwert)
vorgegeben. Sowie dieser unterschritten ist, wird die so aktualisierte Liste
gespeichert.
Eine Variante ist die als Eskalation bezeichnete Evolution in Etappen. Mit der
Zerlegung




Läßt man den reellwertigen Parameter µ stetig von Null bis Eins wachsen, so
entstehen sogenannte Eigenpfade in der komplexen Zahlenebene (bzw. auf der
reellen λ -Achse), auf welchen es die Näherungswerte zu verfolgen gilt.
Zum Wert µ = 0 gehören die m Eigenwerte ηj der Matrix H(λ), für µ = 1 dagegen
die gesuchten Eigenwerte λj der Matrix F(λ). Da die Eigenpfade analytisch nicht
darstellbar sind, gehen wir in Etappen vor
wo nach jeder Etappe die zu µβ gehörenden Optimalwerte als Stützwerte für
µβ+1 dienen.
Dabei ist zu unterscheiden:
a) Stetiger Verlauf der Eigenpfade.
Während des ganzen Verlaufes von µ = 0 bis µ = 1 bleibt die Zerlegung
(3.5) erhalten.
b) Unstetiger Verlauf.
Für die Werte (3.7) wird die Zerlegung (3.6) jedesmal (oder doch häufig)
neu vorgenommen.
4. Iteration gegen einen numerisch trennbaren Eigenwert
Wir zerlegen die grundlegende Eigenwertgleichung (2.17) mittels der Teil-
summe (2.18) und multiplizieren sie mit dem rechts angegebenen Faktor:
Dies führt auf die Eigenwertgleichung
oder auch
wie man leicht nachrechnet. Man erkennt aus dieser (sonst nicht weiter benötig-
ten) Darstellung, da das Produkt Sk(λ)dk von sehr kleinem Betrag und der Nen-
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ner 1 – Sk(λ) in der Nähe des Eigenwertes λk von Eins nur wenig verschieden ist,
daß sich die Funktion fk(λ) nur wenig von der sogenannten Hauptgeraden
unterscheidet, und gerade diese Eigenschaft macht die Gleichung (4.2) zur Ite-
ration gegen einen numerisch trennbaren Eigenwert λk so geeignet.
Die Asymptote gg ist in die Hauptgerade hh übergegangen (die ihrerseits Asym-
ptote ist), und die nur mehr m –1 Polstellen sind die (unbekannten) Eigenwerte
des Hauptminors, der durch Streichen der Spalte und Zeile der Nummer k in der
Matrix G(λ) (2.12) definiert ist. Bei betragskleinen Defekten sind sie nur wenig
von den Stützstellen verschieden.
Zur iterativen Berechnung des Eigenwertes λk stehen uns zwei Verfahren zur
Verfügung.
1. Die klassische Regula falsi
Wähle einen Näherungswert λ1, berechne damit den Funktionswert y1 = fk
und daraus
Mit y2 = fk (λ2)wird dann der verbesserte Wert
Start mit λ1 = Λ
°
k (Optimalwert). Ist y3 = fk (λ)nicht klein genug, so
erfolgt ein zweiter Durchgang mit dem Startwert λ1 → λ3. Dies wird solan-
ge iterativ fortgesetzt, bis y3einen vorgegebenen Schwellwert unterschrit-
ten hat oder die Rechnung stagniert.
2. Die Iteration kann erheblich beschleunigt werden durch die in [2] be-
schriebene verallgemeinerte Regula falsi (V R F).
Diese basiert auf den Differenzenquotienten





Alle Differenzenquotienten (5.9) sind nur wenig von – 1 verschieden, und dies
hat zur Folge, daß die Gleichungssysteme (4.8) bis (4.10) hinreichend stabil
sind.
Sollte y6nicht klein genug sein, so erfolgt ein neuer Start mit λ6 → λ1 in (4.5).
5. Iteration gegen einen mehrfachen Eigenwert
Vorweg eine Studie allgemeinerer Art. Das Polynom p(λ)besitze eine Nullstelle
λr der Vielfachheit r , dann ist
dagegen
In der letzten Gleichung (5.1) ist die Nullstelle λr nur noch einfach, und diese
Einsicht wenden wir auf unser Problem an, indem wir eine geeignet zu wählen-
de Eigenwertgleichung (von denen es mehrere gibt) r – 1 mal nach λ differen-
tiieren.
Es seien nun die dem Eigenwert λr nächstgelegenen r Stützwerte der einfachen
Darstellung halber die ersten r in der Liste (2.6), dann multiplizieren wir die
Gleichung (2.17) mit dem verkürzten Stützpolynom
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die nur r-1 mal differentiiert wird, was zufolge der Ableitungsregel
usw. nicht schwierig ist. Mit den Mittelwerten
und der Summe
sowie einer Korrekturfunktion kr(λ) führt dies nach einer elementaren hier un-
terdrückten Rechnung auf die angestrebte Eigenwertgleichung
die nun der Nullstelle λr als einfachen Eigenwert besitzt.
Für r  = 1 wird Lr = λ1, D1 = d1 und kr (λ) = 0, und damit geht die Gleichung (5.8)
über in (4.2), wie es sein muß.
Nun zur Korrekturfunktion kr(λ), welche die eigentliche Information beinhaltet.
Mit den Summen
wird in leicht verständlicher Darstellung




und für r = 3 wird
mit
und dies läßt sich mit
kompakter schreiben als
Nach dem der Eigenwert λr berechnet wurde, gehen damit in die Gleichungen(5.1) und (5.2) ein; es müssen dann die Gleichungen
erfüllt sein, wogegen
ist, was zur Kontrolle dient.
Kommen wir nun zu den Algorithmen.
1. Die (verallgemeinerte) Regula falsi.
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2. Die beschleunigte RITZ-Iteration.
Nähes dazu in einer Arbeit von Wagnger [13].
6. Der Austausch von Stützwerten
Wird ein Stützwert λ˜ k ersetzt durch λ
⌃
k , so ändern sich alle m Defekte, und zwar
wird nach [11, S. 422] zunächst
daraus
und weiter mit der Summe D aus (2.5) der noch fehlende Defekt
Die Eigenwertgleichung (4.2) geht dann mit der auf diese Weise erneuerten
Summe
über in
7. Einschließung von Eigenwerten
Mit den Spaltenradien




SATZ 1. Kein Eigenwert liegt außerhalb der Vereinigungsmenge der m Kreise
mit den Mittelpunkten Λj und den Radien ρj .
SATZ 2. Liegen irgend p Kreise getrennt von den übrigen, so liegen in ihrer
Vereinigungsmenge genau p Eigenwerte.
SATZ 3. Liegt ein Kreis von den übrigen Kreisen getrennt, so enthält er genau
einen Eigenwert, und es gilt
oder auch mit
kürzer formuliert
Dazu der folgende Test: sind die m – 1 Differenzen
positiv, so liegt der Kreis Kk mit dem Mittelpunkt Λk und dem Radius ρk isoliert
von den übrigen Kreisen.
Der Radius ρk kann bei hinreichend betragskleinen Defekten erheblich verklei-
nert werden mittels der Eigenwertgleichung (4.3), die zufolge (7.3) übergeht
auf
mit
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Abfrage ist S°k < 1?
Nein. Dann kleinere Defekte einführen. (Evolution und andere Maßnahmen):
Ja. Dann wird zufolge Sk(ξ) < S°k der Nenner vergrößert und der Zähler verklei-
nert, womit anstelle von ξ < ρk die weitaus bessere Abschätzung ξ< Rk ge-
wonnen ist:
In einem weiteren Schritt ersetzen wir ρk durch Rk, das gibt
und daraus endgültig (eine nochmalige Verbesserung lohnt sich im allgemeinen
nicht)
Mit Hilfe des Hauptwertes
gelten somit die Einschließungen
Sonderfall. Sind die ρ
 
+ 1 Matrizen A0 bis Aρ aus (1.2) reellwertig und ist der
Hauptwert Λk reell, so ist auch der Eigenwert λk reell. Damit entfällt die Ein-
schließung (7.14).
Es seien nun p Eigenwerte λ1 bis λp numerisch nicht trennbar, dann gelingt eine
Einschließung in Gruppen; dazu ist es erforderlich, die Defekte d1 bis dp so
betragsklein wie möglich zu machen.
Zur Einschließung existiert eine umfangreiche Literatur, siehe dazu die Arbei-
ten [9] bis [12].
Dazu das Demontrationsbeispiel von Seite 4 mit der Liste auf einem




Die drei Gerschgorin-Kreise liegen offenbar getrennt voneinander. Mit dem
Hauptwert Λ3 = 9,9 und dem Radius
und der Summe (7.8) wird nach (7.9)
Dieser Radius läßt sich (hier nur unwesentlich) verkleinern mittels der Summe
S°°3= 0,031 662 518 und daraus nach (7.11) r3 = 0,003 166 252. Um die Ein-
schließung zu verbessern, ersetzen wir nach (6.1) bis (6.4) den Stützwert λ∼3 = 10
durch den gerundeten Optimalwert λ⌃3 = 9,903 067 von Seite 5, Liste (e). Man
erhält die verbesserte Liste
Nun zur Einschließung. Mit der Summe S°3 = 0,032 152 999 wird R3 =
0,083318666·10–6 und damit nach (7.13)
Der nächste Austausch führt auf die Liste
und damit auf eine noch bessere Einschließung.
8. Skalare Polynome
Das skalare Polynom von Grade ρ
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dann gilt bekanntlich
Damit ist unter Umgehung des (nicht immer zuverlässigen) HORNER-Schemas
die Nullstellensuche auf ein lineares Eigenwertproblem zurückgeführt. Es ist
darauf zu achten, daß der Koeffzient aρ einen extrem kleinen Wert annehmen
kann, so daß die in derLiteratur oft empfohlene Normierung des Polynoms
(8.1), d. h. die Division durch aρ nicht immer praktikabel ist.
Es seien nun die Koeffzienten a1 bis aρ –1 hinreichend von Null verschieden, so
daß die ρ – 1 Quotienten
endlich sind. Es gelingt dann, mittels des in [15, S., 91] beschriebenen beweg-
lichen Pivots die letzte Spalte der Matrix A zu vereinfachen, indem zuerst a0
durch a1, sodann a1 durch a2 usw. annuliert wird. Damit geht das Paar A;B über
in ein Paar von Bidiagonalmatrizen.
Der Ausnahmefall. Der Koeffizient aj  ist gleich Null oder von zu kleinem Be-
trag. Dann bleibt aj unverändert stehen, dafür wird qj–1 durch Null ersetzt. Dies
hat zur Folge, daß A°   nicht mehr bidiagonal ist, sondern in der letzten Spalte
außer aρ–1 noch weitere Koeffizienten enthält, während B
°
 nach wie vor
bidiagonal ist.
9. Numerische Durchführbarkeit und Rechenaufwand
A Wahl der Stützwerte
Grundregel
Es seien die Koeffzientenmatrizen A0 bis Aρ der Matrix (1.2) reellwertig,
dann können die Eigenwerte (1.3) nur in konjugiert komplexen Paaren
oder reellwertig auftreten. Auch die Stützwerte (2.1) werden deshalb in




A 1 Hermitesches Paar A;B mit B def. Alle Eigenwerte sind reellwertig. Mittels
der in [8] beschriebenen Kennziffer µ werden sie nach der Größe geordnet
und näherungsweise berechnet.
A 2 Abgeänderte (benachbarte, gestörte) Matrizen.
Die m = ρ · n Eigenwerte
der Matrix F(λ)seien mit einer vorgegebenen Genauigkeit berechnet wor-
den. Werden nun einige oder alle Elemente der Koeffzientenmatrizen A0
bis Aρ geringfügig abgeändert (gestört), so wählt man die Werte (9.1) als
Stützwerte.
Hierunter fällt auch die im Abschnitt 3 beschriebene Eskalation. So wird
für F(λ) = A – λB mit den beiden Anteilen
die zweiparametrige Matrix
Besonders geeignet sind die hermiteschen Komponenten
Allgemeiner wird für
die zweiparametrige Erweiterung
Für µ = 0 wird mit den neuen Variablen ω = –λ
Das Matrizenpaar A0;Aρ besitzt die (im allgemeinen komplexen) Eigen-
werte ω1 bis ωn. Man startet daher die Eskalation mit den m Werten
Digitale Bibliothek Braunschweig
http://www.digibib.tu-bs.de/?docid=00048714
                                                                                  57Der Eigenwertalgorithmus E C P für Polynommatrizen
(Kreisteilungssatz). Dieses Vorgehen ist besonders geeignet für den Fall
ρ = 2 (gedämpfte Schwingungen).
A 3 Diagonaldominante Matrizen
Sind die Matrizen A0 bis Aρ ausgeprägt diagonaldominant, so werden als
Stützwerte die m = ρ · n Nullstellen der n Gleichungen vom Grade ρ
gewählt. Sollten darunter fast zusammenfallende (oder mehrfache) sein, so
werden sie leicht abgeändert. Speziell für F(λ) = A –λB wird
B Berechnung der Defekte
B 1 Die Differenzen
werden nach der Größe ihrer Beträge geordnet und neu numeriert.
B 2 Die Matrix F(λ~ j) wird mittels der in [14, S. 86] beschriebenen Pivot-
regulierung auf die obere Dreiecksmatrix transformiert.
Dann ist nach (2.3)
C Rechenaufwand
Der Aufwand beträgt bei vollbesetzter Matrix F(λ~ j) rund n3/3 Operationen, bei
bandförmiger Matrix weit weniger.




D Grenzen der Durchführbarkeit
D 1 Schlechte Kondition der Matrix F(Λ) und damit Versagen des Gaußschen
Algorithmus. Dies bedeutet, daß der Singularitätstest
für den Eigenwert λk nicht bestanden wird.
D 2 Die Eigenwerte liegen zu dicht, das heißt, sie stimmen in den ersten zehn,




Evolution eines Polynoms der Ordnung ρ = 10. Das Polynom
oder ausmultipliziert
besitzt die Nullstellen 1, 2,..., 10. Mit den von MATLAB ausgedruckten Nähe-
rungen als Stützwerten ergibt sich die Liste
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und jetzt sind zwei Evolutionen erforderlich bis auch hier die Rechnung stagniert.
Zweites Beispiel. Das Paar A;B mit
besitzt die Eigenwerte 2, 2, 2 und 5 für jeden Wert von b.
Speziell für b = 0,1 resultiert mit den Stützwerten
die Liste
Mit den Mittelwerten





während MATLAB 6.5 die folgenden Eigenwertnäherungen ausdruckt
Drittes Beispiel. Reellsymmetrisches Paar A;B mit dicht benachbarten einfa-
chen Eigenwerten
Das Spektrum ist begrenzt durch die Werte –α und + 8 mit
Die Summe aller Eigenwerte ist gleich -4.
Mit
lassen sich die Eigenwerte exakt angeben
Speziell für die Ordnungszahlen
enthält das Spektrum den Eigenwert λj = –1, was als Kontrolle dient.
Speziell für k = 16, somit n = 49 wurde mit den äquidistanten Stützwerten
der Algorithmus getestet. Die Ergebnisse sind zufriedenstellend.
Genaueres dazu auf Anfrage beim Verfasser.
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