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Technischer Bericht  
„Einsatz von Features im Software-Entwicklungsprozess“ 
 
Abschlussbericht des Arbeitskreises „Features“ 
im Rahmen der Fachgruppe Requirements Engineering 
der Gesellschaft für Informatik 
 
1 Einleitung 
1.1 Motivation 
Featurelisten und Featuremodelle gewinnen als Mittel zur Definition von Produkten, aber 
auch zur Planung und Verfolgung von Entwicklungsprozessen zunehmend an Bedeutung. Die 
Feature-Modellierung als solche hat ihre Wurzeln im Bereich der Domänen-Analyse. Sie 
wurde insbesondere durch den FODA-Ansatz (Feature Oriented Domain Analysis, siehe z.B. 
[Kang90]) bekannt. Die praktische Anwendung von Features und Feature-Modellen geht aber 
deutlich über diesen Fokus hinaus. Features werden als Grundlage zum Festlegen des Pro-
duktumfangs, zur Release-Planung, zur Kommunikation zwischen Auftraggebern und Auf-
tragnehmern, zur Projektplanung und vielem mehr eingesetzt. Natürlich werden vollständige 
Feature-Modelle auch als Grundlage zur Produktkonfiguration im Produktlinien-Kontext ein-
gesetzt. 
Der Begriff Feature an sich ist recht unspezifisch. Es gibt keine klaren Vorgaben, was ein 
Feature ist und was nicht. Es ist unklar, worin sich gute Featuremodelle von schlechten unter-
scheiden. Ebenso ist die genaue Rolle der Features im Entwicklungsprozess noch ungeklärt. 
Aus diesem Grund hat sich 2003 ein Arbeitskreis zu diesem Thema gebildet, um diese Fragen 
auf Basis praktischer Erfahrungen zu beantworten. 
1.2 GI Arbeitskreis „Features“ 
Der Arbeitskreis „Features“ nahm am 1.8.2003 seine Arbeit auf. In Tabelle 1 finden sich die 
aktiven Teilnehmer des Arbeitskreises. Organisatorisch war der Arbeitskreis in die Fachgrup-
pe Requirements Engineering der Gesellschaft für Informatik eingebettet. Mit Vorlage dieses 
Abschlussberichts beendet der Arbeitskreis seine Arbeit. 
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1.3 Zielsetzung des Arbeitskreises 
Die Zielsetzung des Arbeitskreises war es, das Thema „Einsatz von Features bei der Entwick-
lung software-basierter Systeme“ aus einer praxisorientierten Sichtweise aufzuarbeiten. Im 
Einzelnen wurden die nachfolgenden Teilziele verfolgt. 
? Ermitteln von Einsatzszenarien für Features, d.h. Identifizieren von Gebieten, in denen 
Features sinnvoll und nutzbringend eingesetzt werden können. Dies sollte ohne einen An-
spruch auf Vollständigkeit erfolgen. Vielmehr sollte das Augenmerk auf bereits erfolgrei-
chen Einsätzen liegen. Neben dem eigentlichen Einsatzszenario sollten auch die beteilig-
ten Stakeholder und deren jeweiligen Aufgaben identifiziert werden. 
? Begriffsklärung. Der Begriff Features wird (wie auch viele andere Begriffe im Bereich der 
Softwareentwicklung) in unterschiedlicher Weise verwendet. Versuche, eine allgemein-
gültige Definition zu finden, endeten bisher in wenig griffigen Beschreibungen. Daher 
sollte versucht werden, in Abhängigkeit eines gegebenen Einsatzszenarios eine griffigere 
Definition zu finden. Im Zuge dieser Begriffsklärung sollten auch die Begriffe Featureliste 
und Featuremodell sinnvoll einsortiert werden. 
? Ermitteln von Qualitätskriterien für Features, d.h. Identifizieren von Anhaltspunkten für 
„gute“ oder „schlechte“ Features bzw. Featuremodelle. Natürlich hängen auch diese Qua-
litätskriterien stark vom jeweiligen Einsatzszenario ab.  
Wichtig war dabei allen Beteiligten, dass die Bearbeitung obiger Zielsetzung nicht akade-
misch, sondern auf Basis realer Praxisbeispiele erfolgte. 
1.4 Aufbau des Berichts 
Der vorliegende Bericht ist wie folgt aufgebaut. 
In Kapitel 2 wird der Featurebegriff näher betrachtet. Basierend auf einer Literaturstudie wer-
den bekannte Definitionen des Featurebegriffs einander gegenübergestellt. Darüber hinaus 
werden bekannte Einsatzszenarien dargestellt. 
Kapitel 3 präsentiert die Einsatzgebiete aus der Praxis, die im Rahmen der verschiedenen Ar-
beitsgruppen-Treffen vorgestellt wurden, und die mit einer zentralen Grundlage für die hier 
vorgestellten Ergebnisse bilden. 
Kapitel 4 stellt die Ergebnisse der Diskussionen des Arbeitskreises vor. Über die in Kapitel 3 
vorgestellten Einsatzgebiete aus der Praxis hinaus präsentiert Kapitel 4 zudem weitere Szena-
rien zum Einsatz von Features. Weiterhin folgt der Versuch einer Begriffsdefinition des Fea-
turebegriffs. Den Kern des Kapitels bildet ein Einsatz-Modell, in dem die verschiedenen 
Einsatzgebiete für Features zusammenhängend dargestellt werden. Eine erste Diskussion von 
Gütekriterien für Features beschließt das Kapitel. 
Kapitel 5 fasst die Ergebnisse des Berichts kurz zusammen. 
 
2 Der Featurebegriff 
Wie bereits in Abschnitt 1.1 erläutert wurde, gewinnen Featurelisten und Featuremodelle als 
Mittel zur Definition von Produkten, aber auch zur Planung und Verfolgung von Entwick-
lungsprozessen zunehmend an Bedeutung. 
Ein Vielzahl von Ansätzen aus Industrie und Wissenschaft haben sich mit der Feature-
Modellierung auseinandergesetzt. Eine detaillierte Übersicht bieten die Arbeiten von Lichter 
et. al. [Lichter03] und Dörr [Doerr02]. Um einen detaillierten Vergleich der Ansätze zu er-
möglichen, ist auch eine eingängigere Betrachtung des in den Ansätzen verwendeten Feature-
Begriffs sinnvoll. Dabei fällt auf, dass nahezu alle Ansätze durch den FODA-Ansatz 
[Kang90] geprägt oder doch zumindest stark beeinflusst wurden. Die Definition des Begriffs 
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Feature betreffend äußert sich dies darin, dass, sofern eine explizite Definition des Feature-
Begriffs gegeben wird, diese entweder die Begriffs-Definition des FODA-Ansatzes direkt 
referenziert [Kang02][Fey02][Hein00] oder sich bei einer eigenen Definition des Begriffs 
sehr stark auf diejenige des FODA-Ansatzes stützt [Griss98]. Auch wenn eine solch explizite 
Definition nicht gegeben wird [Savolainen01] und man die Bedeutung des Begriffs Feature 
nur implizit ableiten kann, lässt sich dies beobachten. 
Daher ist es nicht verwunderlich, dass der Mehrheit der Ansätze ein - wenn auch ein 
weit gefasstes und sehr abstraktes - gemeinsames Verständnis des Begriffs Feature zugrunde 
liegt. FODA definiert ein Feature als 
 
„a prominent or distinctive user visible aspect, quality or characteristic of a software sys-
tem or systems“. 
 
Trotz dieser recht vagen Definition, lassen sich einige Eigenschaften eines Features ableiten. 
Zunächst soll es sich laut obiger Definition um eine markante und wichtige Charakteristik 
einer Domäne oder eines Softwaresystems handeln, welche zudem explizit unterscheidbar zu 
anderen Charakteristiken sein soll und sich somit klar von diesen abgrenzt. Weiterhin soll es 
durch den Benutzer des Systems wahrgenommen werden können. Allgemeiner ausgedrückt, 
soll ein Feature für den Benutzer erlebbar sein und für ihn einen Mehrwert darstellen. Die 
Erlebbarkeit durch den Endkunden steht hier im Widerspruch zu anderen Definitionen, die der 
Literatur entnommen werden können. Dort wird explizit die Erlebbarkeit nicht auf den Benut-
zer bzw. Endkunden eingeschränkt, sondern erweitert auf beliebige Stakeholder (vgl. 
[Doerr02], Seite 5ff).  
Diese Definition wird in FODA weiterhin durch eine Klassifizierung von Features nach der 
Zugehörigkeit zu den folgenden Kategorien näher spezifiziert: 
? Service/Dienste: Diese Kategorie enthält Features, die Dienstleistungen des Systems rep-
räsentieren 
? Betriebsumgebung: Features, welche besondere Anforderungen an Software oder Hard-
wareumgebung beschreiben 
? Domänentechnik: Features für domänenspezifische Merkmale, wie festgelegte Standards, 
Verfahren und Empfehlungen 
? Implementierungstechnik: Diese Features stehen für spezielle Implementierungstechniken, 
durch die sich Produkte der Domäne unterscheiden. Im Vergleich zur Domänentechnik 
sind diese Features allerdings generisch und können auch in anderen Domänen eingesetzt 
werden. 
Die Ausprägung des Feature-Begriffs in den einzelnen Ansätzen unterscheidet sich insbeson-
dere dadurch, dass entweder eine bestimmte Klasse von Features besonders betont oder der 
Feature-Begriff sogar vollständig auf eine bestimmte Klasse von Features eingeschränkt wird. 
Dies ist teilweise bereits beim FODA-Ansatz selbst zu beobachten, wo in der validierenden 
Fallstudie nur die Service/Dienst-Features untersucht und in 
? Funktionale Features: stehen für die unterschiedlichen fachlichen Funktionalitäten, wel-
che das System dem Benutzer zur Verfügung stellt 
? Operationale Features: beschreiben Benutzer-Interaktionen 
? Präsentations-Features: beziehen sich auf die Art der Darstellung von Informationen für 
den Benutzer 
weiter unterschieden werden.  
Wenn auch bereits im ursprünglichen FODA-Ansatz explizit darauf hingewiesen wird, dass 
die dort getroffene Einschränkung nur aus rein zeitlichen Gründen stattfand, so hat dies die 
nachfolgenden Ansätze in sofern entscheidend mitgeprägt, dass sich eine starke Betonung der 
funktionalen Features bei nahezu allen anderen Ansätzen abzeichnet. Besonders stark kommt 
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dies in [Kang98] zum Ausdruck, wo ein Feature aus Sicht des Endanwenders als eine unter-
scheidbare funktionale Abstraktion eines Systems betrachtet wird (abweichend davon wird der 
Feature-Begriff im Ansatz aber durchaus anders eingesetzt, so dass beispielsweise auch Imp-
lementierungstechniken berücksichtigt werden). Auch in [Griss98] wird diese Sicht vertreten, 
wobei als Abgrenzungskriterium eines Features gegenüber einem Use Case der systemüber-
greifende Charakter betont wird, d.h. ein Feature beschreibt eine Funktionalität einer be-
stimmten Domäne, nicht eines einzelnen Systems. 
Neben dieser sehr starken Betonung der funktionalen Features lässt sich, getrieben durch den 
Einsatz der Feature-Modellierung in der Produktlinienentwicklung, bei nahezu allen Ansätzen 
eine starke Fokussierung auf den Unterscheidungscharakter eines Features beobachten, d.h. 
ein Feature wird als ein unterscheidendes Merkmal von Produkten betrachtet. Dies hängt da-
mit zusammen, dass die Feature-Modellierung zur Modellierung der Variabilitäten in einer 
Produktlinie eingesetzt wird und kommt vor allem in [Hein00] besonders zum Ausdruck, wo 
die Unterscheidung zwischen einem Feature und einer Anforderung darin gesehen wird, dass 
ein Feature zur Modellierung der Variabilitäten und eine Anforderung zur Beschreibung der 
Gemeinsamkeiten der Produkte einer Produktlinie eingesetzt wird. Eine Sonderstellung be-
züglich der Begriffsdefinition nimmt der von Czarnecki [Czarnecki98] beschriebene Ansatz 
ein, der die FODA-Begriffsdefinition nicht weiter einschränkt, sondern noch erweitert. Die 
von Czarnecki gelieferte Begriffsdefinition sieht ein Feature als eine unterscheidende Eigen-
schaft eines Konzepts und legt den Schwerpunkt nicht auf die Sichtbarkeit eines Features für 
den Endnutzer sondern, wie bereits oben erwähnt, allgemeiner auf die Relevanz eines Fea-
tures für eine Gruppe von Interessenten (Stakeholdern). 
Diese etwas weiter gefasste Begriffsdefinition ist stark durch den ODM-Ansatz (Organizatio-
nal Domain Modeling) geprägt, wo die Nachverfolgbarkeit (engl. traceability) jedes Konzepts 
oder Features bezüglich der zugehörigen Interessensgruppe explizit gefordert wird. 
Interessanterweise lassen sich von den doch recht allgemein gehaltenen Definitionen unter-
schiedliche Verwendungszwecke für Features feststellen. Vergleicht man die verschiedenen 
Ansätze, so lassen sich eine Reihe von Gemeinsamkeiten, aber auch Unterschiede bezüglich 
der Motivation für die Feature-Modellierung feststellen. Die mit der Feature-Modellierung 
verfolgten Ziele, spiegeln sich ebenfalls in den verwendeten Modellierungselementen wieder. 
In den in [Lichter03] untersuchten Ansätzen lassen sich die folgenden Verwendungszwecke 
identifizieren: 
? Feature-Modellierung als Technik der Domänenanalyse und –dokumentation 
• Kommunikation zwischen Entwicklern und Domänenexperten verbessern 
? Dokumentation einer Produktlinie 
• Ableitung von (potentiellen) Produktkonfigurationen 
 
Trotz dieser unterschiedlichen Einsatzgebiete lassen sich doch einige Gemeinsamkeiten bzgl. 
der verwendeten Modellierungstechniken und –elemente erkennen: 
? Modellierung von Funktionalitäten und qualitativer Charakteristiken des Anwendungsbe-
reichs 
? Modellierung struktureller Beziehungen zwischen Features 
• Komposition 
• Spezialisierung 
• Implementierung 
? Modellierung von Abhängigkeiten zwischen Features 
• Implizierung 
• Ausschluss 
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? Modellierung von Gemeinsamkeiten und Variabilitäten 
• Obligatorische Features 
• Optionale Features (0..1 aus N Auswahl) 
• Alternative-Features (1 aus N Auswahl) 
• Oder-Features (1..N aus N Auswahl) 
 
Die unterschiedlichen Ansätze verwenden zum Teil unterschiedliche Notationselemente, um 
die oben beschriebenen Variabilitätseigenschaften, Beziehungen und Abhängigkeiten zu visu-
alisieren. Sie besitzen hingegen alle die mit FODA eingeführte Semantik und erweitern diese 
gegebenenfalls. Tabelle 2 gibt eine Übersicht über die verwendeten Notationselemente und 
deren Semantik. 
 
Beziehung Typ Semantik Charakteristik Notation 
Obligato-
risch 
Wenn das Vater-Feature aus-
gewählt wird, so muss dass 
Kind-Feature ebenfalls ausge-
wählt werden. 
 
 
Option Wenn das Vater-Feature aus-
gewählt wird, so kann das 
Kind-Feature wahlweise aus-
gewählt werden. 
 
 
Alterna-
tive 
Wenn das Vater-Feature aus-
gewählt wird, muss genau ein 
Kind-Feature aus der Menge 
alternativer Kind-Features aus-
gewählt werden. 
Impliziter 
wechselseitiger 
Ausschluss zwi-
schen alternati-
ver Kind-
Features. 
 
Domänen-
beziehung 
Oder Wenn das Vater-Feature aus-
gewählt wird, so muss mindes-
tens ein Kind-Feature ebenfalls 
ausgewählt werden. 
 
 
Implika-
tion 
Die Auswahl eines Features 
impliziert die Auswahl eines 
anderen Features. 
Transitiv 
 
Abhängig-
keit 
Aus-
schluss 
Zwei Features schließen sich 
wechselseitig aus und können 
nicht zusammen Bestandteil 
einer Produktdefinition sein. 
Symmetrisch 
 
Tabelle 2: Notationselemente eines Feature-Diagramms 
 
Abbildung 1 zeigt ein einfaches Beispiel eines Feature-Modells aus dem Automobilkontext: 
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Automobile
Air Conditioning Transmission
Climate Control Manual control Automatic Manual
Motor
4 Cylinder 8 Cylinder6 Cylinder
 
Abbildung 1: Feature-Diagramm. 
  
Neben den in [Lichter03] untersuchten Ansätzen, die die Feature-Modellierung für die Domä-
nenmodellierung und zur Produktkonfiguration einsetzen, wurden durch die Mitglieder des 
Arbeitskreises weitere Einsatzgebiete aufgezeigt. Diese werden im folgenden Abschnitt vor-
gestellt. 
 
 
3 Einsatzberichte aus der Praxis 
In den folgenden Abschnitten werden Szenarien skizziert, welche in den jeweiligen Arbeits-
gebieten der Mitglieder des Arbeitskreises auftreten. Die im Folgenden beschriebenen Szena-
rien stellen somit realer Szenarien dar, in denen Features im Kontext der industriellen Soft-
wareentwicklung zum Einsatz kommen. 
3.1 Einsatz von Features zum Projektmanagement 
(DaimlerChrysler) 
Features werden im Zuge der Fahrzeugentwicklung an unterschiedlichen Stellen im Entwick-
lungsprozess und zu unterschiedlichen Zielen eingesetzt. Im Folgenden findet sich eine Be-
schreibung des Einsatzes von Features, genauer gesagt von Featurelisten, zur Planung und 
Steuerung einer Steuergeräte-Entwicklung bei der DaimlerChrysler AG.  
In modernen PKWs findet sich eine Vielzahl von Steuergeräten. Diese software-basierten 
Systeme kommunizieren über verschiedene Busse miteinander. Darüber hinaus sind diverses-
te Sensoren und Aktuatoren direkt mit einem einzelnen Steuergerät verbunden. Das gesamte 
Steuergerät wird typischerweise nicht vom Automobilhersteller entwickelt, sondern auf Basis 
umfangreicher Lastenhefte von einem Zulieferer. Durch die hohe Vernetzung der verschie-
densten Systeme im Fahrzeug übernimmt der Steuergeräte-Verantwortliche auf Seiten des 
Automobilherstellers sehr stark die Rolle eines Koordinators. Er sammelt sämtliche Anforde-
rungen an das betrachtete Steuergerät, führt Abstimmungen und Klärungen herbei und leitet 
die abgestimmten und verfeinerten Anforderungen an den Lieferanten weiter.  
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Ein Lastenheft für ein Steuergerät umfasst in der Regel mehrere hundert Seiten. Darüber hin-
aus gibt es noch eine Vielzahl an weiteren Vorgabedokumenten, in der allgemeine Dinge, wie 
beispielsweise EMV-Prüfbedingungen, Produkt-Kennzeichnungen oder die verwendende Be-
triebssystem-Software geregelt werden.  
Abbildung 2 stellt schematisch den zugrunde liegenden Prozess der Steuergeräte-Entwicklung 
aus Requirements Engineering Sicht dar.  
 
Phase 1: 
Produktdefinition
Phase 2: 
Erstellung
Ausschreibungs-
Lastenheft
Phase 3: 
Ausschreibung
und Vergabe
Phase 4: Produktentwicklung
Fertigstellung Lastenheft      
Änderungsmanagement
 
Abbildung 2: Eingesetzter Requirements Engineering Prozess. 
 
Über den Entwicklungsverlauf, der von der Vergabe an der Erstellung der Ausschreibungsun-
terlagen bis zum Serienanlauf einer neuen Fahrzeugbaureihe in der Regel drei bis fünf Jahre 
umfasst, ergeben sich eine Vielzahl an Änderungen. Treiber für Änderungen sind mannigfal-
tig. Beispiele sind technologische Neuerungen (z.B. neuer Sensor verfügbar), Änderungen 
gesetzlicher Vorgaben (z.B. Abgas-Gesetzgebung), oder sind durch den Wettbewerber verur-
sacht (Wettbewerber X hat das Feature Y angekündigt). 
Für die Planung und Steuerung einer Steuergeräte-Entwicklung wird daher ein Mittel benö-
tigt, dass es erlaubt, den aktuellen Umfang des Steuergeräts hinreichend genau zu beschreiben 
und gleichzeitig übersichtlich zu sein. Hierzu haben sich so genannte Featurelisten als Mittel 
der Wahl herausgestellt. 
Abbildung 3 zeigt exemplarisch ein Beispiel für eine Featureliste. Die Liste ist in verschiede-
ne inhaltliche Bereiche gegliedert und identifiziert alle wesentlichen Eigenschaften oder 
Merkmale, die das Produkt in seiner Gesamtheit beschreiben. Wesentliches Augenmerk liegt 
dabei auf so genannten Kostentreibern, d.h. 
Merkmalen, die Auswirkung auf die Kosten 
des Steuergeräts haben.  
Die Liste wird in der Phase 1 (Produktdefini-
tion) erstellt und dient hier als primäres Ab-
stimmungsmedium. Dieser Phase der Pro-
duktentwicklung ist durch eine Vielzahl an 
Abstimmungen und daraus resultierenden 
Änderungen charakterisiert. Ein ständiges 
Nachziehen des gesamten Lastenhefts wäre 
hierbei so gut wie unmöglich. 
In Phase 2 (Erstellung Ausschreibungslas-
tenheft) dient die Featureliste nun als Über-
sicht über das zu erstellende Vergabe-
Lastenheft. Für jeden Eintrag der Featureliste 
werden alle zur Vergabe benötigten Informa-
tionen bereitgestellt.  
In Phase 3 sind nun die verschiedenen poten-
tiellen Zulieferer aufgefordert, ihre Angebote 
abzugeben, wobei sie zu den einzelnen Posi-
tionen der Featureliste Stellung beziehen  
Feature-list model XYZ
1. Functional Features
• Tachometer 
• Speedometer
• Fuel tank
• Odometer
• Outside temperature
2. Hardware Features
• Lighting
• Display
• Warning lamps
• Stepper motors
• Dial faces
3. HMI Features
• Display outside temperature
• Menu
• Trip computer
• Odometer
• Trip meter
• Reset trip meter
• Telephone
• Telephone book
• List of phonebook entries
• Last dialed numbers
• List of last 3 dialed numbers  
Abbildung 3: Beispiel für eine Featureliste. 
müssen. Nachdem ein Zulieferer ausgewählt wurde, beginnt die eigentliche Produktentwick-
lung (Phase 4). Zu Beginn dieser Phase wird auf Basis der Featureliste eine Releaseplanung 
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durchgeführt, d.h. es wird für jedes Feature festgelegt, zu welchem Musterstand dieses umge-
setzt werden muss. Diese Planung dient auch als Grundlage für die Fertigstellung der Details 
im Lastenheft.  
Während der Produktentwicklung wird in der Featureliste ständig der Fertigstellungsgrad der 
Lastenheft-Details, die aktuelle Releaseplanung sowie die Umsetzung und der erfolgte Test 
dokumentiert.  
Systemseitig sind diese Featurelisten häufig in DOORS hinterlegt. In dedizierten Spalten wird 
für jedes Feature neben dessen Namen eine Kurzbeschreibung hinterlegt. Zudem finden sich 
Angaben über etwaige Ansprechpartner, den Fertigstellungsgrad der Spezifikation, Daten zur 
Releaseplanung und zur Produktumsetzung.  
Featurelisten werden mittlerweile in verschiedenen Serien-Entwicklungsprojekten erfolgreich 
eingesetzt. Ein flächendeckender Einsatz ist bisher jedoch noch nicht zu beobachten. Wenn-
gleich die gewählte Form der Liste (oder genauer gesagt, die Form eines flachen Baumes; die 
Einträge der Liste sind typischerweise in Featuregruppen, Features und Sub-Feature organi-
siert) es nicht unterstützt, Abhängigkeiten zwischen Features explizit darzustellen, ist gerade 
diese Form der Darstellung sehr erfolgreich. Ein Grund hierfür könnte sein, dass die existie-
renden Listen sehr leicht und ohne weitere Einführung verstanden werden können. Das Wis-
sen über und die Beachtung von etwaigen Abhängigkeiten bleibt Aufgabe der jeweiligen Pro-
duktverantwortlichen. 
In der Anfangsphase der Nutzung von Featurelisten konnte man beobachten, dass die Listen 
häufig umstrukturiert wurden. Mittlerweile haben sich gewisse Strukturen etabliert, die bisher 
jedoch vom jeweiligen Projekt abhängen. Der Aufwand zur Erstellung und Pflege der Fea-
turelisten ist vergleichsweise gering. Typischerweise wird die Liste im Zuge laufender Regel-
kommunikationen überarbeitet. 
Das eingesetzt Werkzeug DOORS ist zur Verwaltung von Featurelisten sicherlich nicht opti-
mal, bietet sich aber an, wenn auch die übrigen Spezifikationsinhalte in DOORS vorliegen. 
3.2 Einsatz von Features zum Projektmanagement (Bosch) 
Die Robert Bosch GmbH liefert unter anderem elektronische Systeme und Komponenten für 
Kraftfahrzeuge. Dieser Markt ist charakterisiert durch hohe Stückzahlen und wird im Wesent-
lichen durch den Preis für die Hardware getrieben. Andererseits nehmen die Komplexität der 
Systeme und deren Vernetzung im Fahrzeug und damit der Anteil der Funktionalität, die in 
Software abgebildet wird, ständig zu. In eingebetteten Systemen werden Funktionen und 
Merkmale in Hardware und Software realisiert. 
Steigende Komplexität der Systeme gefährdet die Einhaltung der vereinbarten Liefertermine 
und –umfänge. Durch die zunehmende Vernetzung der Systeme wird deren Einhaltung immer 
wichtiger, damit das Zusammenspiel der Systeme frühzeitig geplant und getestet werden 
kann. Dafür muss die Qualität der einzelnen Systeme stimmen, d.h. die Systeme müssen 
Merkmale und Funktionen im vereinbarten Umfang beinhalten.   
Das Produkt Anzeigesystem-Steuergerät zeichnet sich im Gegensatz zu anderen eingebetteten 
Systemen im Kraftfahrzeug dadurch aus, dass viele Funktionen und Merkmale visuell über-
prüft werden können. Im Anzeigesystem werden dem Fahrer die Zustände des Fahrzeugs an-
gezeigt (zum Beispiel Geschwindigkeit, Motortemperatur, Defekte usw.). Die anzuzeigenden 
Informationen werden meist von anderen Steuergeräten im Kraftfahrzeug geliefert, das An-
zeigesystem ist mit nahezu allen anderen Steuergeräten im Kraftfahrzeuge vernetzt. Für den 
Entwicklungsprozess folgt daraus, dass Änderungen an anderen Systemen häufig zu Ände-
rungen der Anforderungen an das Anzeigesystem führen. Grundsätzlich betrachtet zeigt ein 
Anzeigesystem unabhängig vom Fahrzeugtyp immer die gleichen Zustände an. Andererseits 
wird die Anzeige dieser Zustände für jedes Modell in Abhängigkeit von der Fahrzeug-
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Konfiguration individuell gelöst. Jedes Fahrzeug hat als Gesamtsystem unterschiedliche 
Funktionalitäten realisiert, von denen neben den Standard-Parametern Zustände dargestellt 
werden. 
Features werden in der Anzeigesystem-Entwicklung eingesetzt, um den Ablauf der Entwick-
lung zu steuern. Mit den Features wird benannt, welches die wesentlichen Merkmale des An-
zeigesystem-Steuergerätes sind und zu welchem (Zwischen-)Liefertermin oder Pro-
grammstand welche Merkmale realisiert sein sollen. Damit kann geplant werden, zu welchen 
Zeitpunkten im voraus Anforderungen und Informationen aus anderen Systemen bzw. Steuer-
geräten vorliegen müssen. Features sind ein zwischen Kunden und Zulieferer üblicher Termi-
nus, um den Leistungsumfang des Anzeigesystems zu beschreiben. Neu ist in diesem Umfeld 
die konsequente Ausrichtung der gesamten Projektsteuerung auf Liefertermine mit festgeleg-
ten Featureumfängen. 
In der Angebotsphase werden die Features festgelegt, die in dem Anzeigesystem realisiert 
werden sollen. Sie bilden die Grundlage für die Entwicklungsaufwände und sind damit eine 
wesentliches Ordnungsschema für die Preisbildung. Die Anforderungen  an das Produkt wer-
den vom Kunden als Lastenheft als Word-Dokument oder in Form eines Datenbankstandes 
aus einem Requirements Management Werkzeug bereitgestellt. Dieses Lastenheft ist zum 
Zeitpunkt der Angebotserstellung noch nicht präzise bis in jedes Detail ausformuliert. Die 
genauere Spezifikation der Anforderungen erfolgt im iterativen Prozess der Entwicklung ei-
nes Kraftfahrzeugs nach und nach. Lastenhefte für Anzeigesysteme enthalten ca. 25000 Ein-
träge. In einem Analyse-Schritt werden davon ca. 8000 Anforderungen an das Produkt, wel-
che relevant für die Software sind, extrahiert. Bei jedem neuen Stand des Lastenhefts muss 
der Analyseschritt wiederholt werden. Der Aufwand für diesen Analyseschritt hängt demnach 
davon ab, wie häufig neue Stände des Lastenhefts geliefert werden und wie intelligent der 
Änderungsprozess an Lastenheften organisiert ist. 
Pro Jahr erfolgen mehrere Ablieferungen, damit der Kunde neue Features des Kombi-
Instruments validieren und im Gesamtsystem erproben kann. Der Umfang jedes Liefertermins 
wird anhand der Features durch Absprache zwischen Kunde und Zulieferer festgelegt. Dar-
aufhin untersuchen die Zulieferer die aktuell gültige Version des Lastenhefts nach Anforde-
rungen, die für die Umsetzung des von ihnen zu verantworteten Features relevant sind und 
legen im RM-Werkzeug eine Verbindung zwischen Feature und Lastenheft-Anforderung ab 
(vgl. Abbildung 4). Dann wird überprüft, welche Komponenten für die Umsetzung des Fea-
tures benötigt werden. Die Spezialisten für die jeweilige Komponente übersetzen die Anfor-
derungen im Lastenheft in Anforderungen an ihre Komponente. Damit wird sichergestellt, 
DOORS Datenbank
Feature-
liste
Modul-
liste
Lastenheft-
liste
Pflichtenheft-
liste
Testlisten-
liste
Offene
Punkte
Liste
weiterer
Kundendok.
Lastenhefte
Ph-Teile
Abbildung 4: Zusammenhang zwischen Lasten- und Pflichtenheft 
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dass entsprechend der Liefertermine die Features aus Lastenheft-Anforderungen in Pflichten-
heft-Anforderungen  umgearbeitet werden. Das Pflichtenheft wird mit dem Kunden abge-
stimmt, Änderungen werden in einer offenen Punkteliste erfasst und mit den jeweiligen Ein-
trägen im Lasten- und Pflichtenheft verbunden, zu dem die Unklarheit besteht. Weiterhin 
dient das Pflichtenheft als Grundlage für die Erstellung der Testlisten für den Systemtest.  
Insgesamt werden mit diesem Vorgehen mehrere Entwicklungsprojekte gesteuert. Die vor-
handenen Featurelisten bilden die Basis für Weiterentwicklungen, die während des Lebens-
zyklus eines Fahrzeugmodells bei Modellpflegen erfolgen. Das eingesetzte Werkzeug 
DOORS ist für das Vorgehen geeignet, muss aber durch einige aufwändige Skripte angepasst 
werden. Besonders fehlende Beibehaltung der IDs beim einspielen neuer Versionen der Las-
tenheft-Module musste angepasst werden. Die intensive Nutzung von Verbindungen der Ele-
mente in den verschiedenen Modulen erfordert Prozessdisziplin in einem Umfeld, in dem häu-
fige Änderungen üblich sind. Das Werkzeug DOORS ist hierfür eine gangbare Lösung. Wie-
derverwendung spielt in dieser Anwendung keine Rolle. 
3.3 Einsatz von Features zur strategischen Produktplanung  
(Siemens) 
Um Produkte einer neuen Mobiltelefongeneration definieren zu können, müssen sowohl stra-
tegische markt- als auch technologiebezogene Anforderungen berücksichtigt werden. 
Diese Anforderungen werden bei Siemens Mobile gesammelt, gefiltert, gebündelt und 
schließlich zu Featurelisten kompiliert.  
Um der Fülle an Informationen aus verschiedensten Quellen beider Perspektiven gerecht zu 
werden, wurden einerseits ein kontinuierlicher Marketingprozess, das sog. M-Programm und 
andererseits ein kontinuierlicher Technologieprozess, das sog. T-Programm aufgesetzt (siehe 
auch Abbildung 5). 
Abbildung 5: T-Programm mit den Aktivitäten collect, associate und compile 
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Für die Definition einer neuen Mobiltelefongeneration (zum sog. M-alpha Meilenstein) wer-
den die Ergebnisse der kontinuierlich durchgeführten Technologie-Untersuchungen in einer 
Technology Roadmap zusammengefasst. Diese bildet die Grundlage für die Festlegung der 
Feature-Liste, mit der die Anforderungen aus den unterschiedlichsten Requirements-
Spezifikationen, offenen Anforderungen von Netzwerk Operatoren und aus zurückgestellten 
Change Requests realisiert werden sollen. 
In den UI Principles, auch UI Styleguide genannt, werden generelle Muster für das Interakti-
onsverhalten und das Screen-Design für eine Produktgeneration festgelegt. Sie müssen ca. 3 
Wochen vor dem Beginn der Integration des ersten Produktes einer neuen Mobiltelefongene-
ration (zum sog. M0 Meilenstein) gereviewed zur Verfügung stehen. Sie bilden später einen 
Teil der UI-Specification und sind nicht Bestandteil der SW-Featureliste (siehe auch 
Abbildung 6). 
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Abbildung 6: Dokumente im Requirements Engineering Prozess. 
 
In weiteren Prozessschritten  
? wird ein Produktportfolio festgelegt und bestimmt, welche Features, in welchen Produk-
ten, zur Verfügung gestellt werden sollen. 
? werden Systemplattformen so definiert, dass mit so wenig, wie möglich, so viele Produk-
te, wie möglich, realisiert werden können. 
? wird eine Systemarchitektur entworfen, die es ermöglicht, Features so in Komponenten 
abzubilden, dass eine hohe Wiederverwendbarkeit garantiert werden kann. 
? wird der performante und simultane Ablauf parallel laufender Features abgesichert.  
Dieser Prozess ermöglicht es, innerhalb einer Produktgeneration ein breites Produktportfolio 
zu generieren. 
 
Operator Shaping und Compliance Mapping 
Die Netzwerk-Operatoren legen vierteljährlich ihre Requirements Spezifikationen vor, in de-
nen sie ihre Anforderungen an die Endgeräte für einen bestimmten Zeitraum im folgenden 
Kalenderjahr festlegen. Damit diese möglichst mit der zwischen Marketing und Technologie 
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abgestimmten Featureliste realisiert werden können, wird versucht die Netzwerk-Operatoren 
sehr früh von den eigenen Technologie- und Featureüberlegungen zu überzeugen.  
In einem Compliance Assessment wird festgestellt, inwieweit Features - aus der abgestimm-
ten Featureliste die Anforderungen aus den Requirements Spezifikationen der Netzwerk-
Operatoren erfüllen. Je nach Dringlichkeit führen offenen Anforderungen entweder zu Chan-
ge Requests für die laufende Plattformentwicklung oder werden bei der Festlegung der nächs-
ten berücksichtigt. 
 
Verwaltung der Requirements Listen 
Marketing- und Technologie-Strategen, System Architekten, Technology Management, 
Compliance Assessoren, Komponenten-Architekten und –Entwickler liefern zu unterschiedli-
chen Zeitpunkten Informationen zu Features ab, bzw. holen solche ein. Statistisch betrachtet, 
müssen ungefähr 100 Experten etwa 4000 Features bearbeiten Der Einsatz von intelligenten 
datenbankbasierten Verwaltungswerkzeugen ist hierzu folglich zwingend notwendig. Um eine 
hohe Flexibilität zu gewährleisten muss das Datenbankschema so schlank wie möglich defi-
niert werden - d.h. nur so viele Querbeziehungen, wie unbedingt notwendig. 
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Abbildung 7: Requirements Engineering Ebenen. 
 
Glossar: 
GS APE Global Sourcing … 
HW, SW Hardware, Doftware factories 
ICM N Information Communication Mobile Networks 
ICO Process Intetgrated Components Process 
MNO  Mobile Network Opoerators (Vodafone, T Mobile, ..) 
PD  Product Development  
PM Portfolio Management 
RFI Request for Implementation 
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Sales Sales area 
SGI Strategy Guidelines Information 
SM BD Strategy & Marketing Business Development 
SM MR Strategy & Marketing Market Research 
SM PM Strategy & Marketing Product Marketing 
SYS Arch Systems Architects 
TI Technology & Innovation Area 
TM  Technology Management 
 
Dokumente im Requirements Engineering (vgl. Abbildung 6): 
CR Change Request 
CPR Customer Priotized Requirement Spec 
UI  User Interface 
MNO Requirements Mobile Network Operators Requieremnts Spec 
MRS Marketing Requirement Spec 
SW Feature SW Feature List 
Consumer  Consumer Trends (requirements from endusers) 
Cluster List clustered Technologies 
Topic requirements Requirements from Technology Topics 
Comp Architecture Component Architecture 
Design Spec Design Specification (Component Specs) 
UI Spec User Interface Specification 
Impl. Spec Implementation Specification 
Factory requirements requirements from HW-/SW- factories 
Supply Chain requ. requirements from Supply Chain Mgmt. 
 
3.4 Einsatz von Features zur strategischen Produktplanung 
(DaimlerChrysler) 
In Abschnitt 3.1 wurde der Einsatz von Featurelisten zur Planung und Steuerung der Entwick-
lung eines einzelnen Steuergeräts beschrieben. Über diesen Einsatzkontext hinaus gibt es im 
Zuge der Fahrzeugentwicklung ein weiteres zentrales Einsatzgebiet für Featurelisten, nämlich 
die strategische Produktplanung. 
Diese Phase ist vorgelagert und teilweise überlappend zur Definition einzelner Steuergeräte 
zu sehen (vgl. Abbildung 2). Das Ziel der strategischen Produktplanung ist es, für eine neue 
Fahrzeugbaureihe festzulegen, welchen Features auf Gesamtfahrzeugebene oder Teilfahr-
zeugebene (z.B. Innenraum oder Gesamt-E/E-Umfänge) in dieser Baureihe enthalten sein 
sollen. Basierend auf dieser Planung wird dann die Zuordnung der Gesamtfunktionalitäten auf 
die einzelnen Produktbestandteile vorbereitet.  
 
Produktdefinition 
Bei der Produktdefinition sind drei zentrale Punkte zu berücksichtigen: 
? Konsistente Definition im Kontext der Produktpalette. Die Entscheidung über die Wahl 
oder Nicht-Wahl von Features muss natürlich unter Beachtung der Gesamt-
Produktstrategie erfolgen. Aus diesem Grunde erfolgt die Definition der Umfänge nicht in 
einer baureihen-spezifischen Liste, sondern in einer Gesamt-Liste, die verschiedene Pro-
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dukte umfasst. So ist ein schneller Quervergleich zwischen bereits existierenden Baurei-
hen und der zu planenden Baureihe leicht möglich. 
? Berücksichtigung von Wettbewerberprodukten. Ein wesentlicher Treiber bei der Entschei-
dung über Features ist natürlich auch das Agieren der Wettbewerber. Aus diesem Grund 
werden häufig Informationen über Wettbewerberfahrzeuge und deren Featureausstattung 
mit in die Featureliste aufgenommen. 
? Festlegung von Serien- und Sonderausstattung. Die Definition einer neuen Baureihe ist 
nicht nur die Definition eines einzelnen neuen Produktes, sondern die Definition einer 
Vielzahl von Produkten. Die Festlegung, welche Features Serienausstattung oder Sonder-
ausstattung sind, ist hier von zentraler Bedeutung. Diese Festlegung ist typischerweise für 
mehrere Produktvarianten gesondert zu treffen (Beispiel: Für den C180 ist ein Automatik-
getriebe eine Sonderausstattung, während sie für den C320 Serienausstattung ist).  
Eine wesentliche Schwierigkeit beim Aufbau einer Featureliste zur Produktdefinition ist die 
Wahl aller Themenfelder, die in der Featureliste berücksichtigt werden müssen. Insbesondere 
hat sich gezeigt, dass eine Fokussierung auf funktionale Bestandteile nicht ausreichend ist. 
Beispielsweise unterscheiden sich die Fensterheber in den verschiedenen Baureihen funktio-
nal nur geringfügig. Bezüglich ihrer Umsetzung (und den damit verbundenen Produktkosten) 
lassen sich jedoch größere Unterschiede beobachten. Die Gründe liegen beispielsweise in den 
gewählten mechanischen und technischen Lösungen, die eine Auswirkung auf die einzuset-
zenden Sensoren haben. 
 
Zuordnung auf Produktbestandteile 
Basierend auf einer Gesamt-Featureliste gilt es festzulegen, welche Umfänge auf welchen 
Produktteilen (z.B. Steuergeräten im Falle einer Gesamt-E/E-Featureliste) umzusetzen sind. 
In der Regel ist es hier nicht ausreichend, einzelne Features zu Produktbestandteilen zuzuord-
nen. Vielmehr zerteilt sich ein Feature in mehrere Bestandteile, die verschiedenen Produktbe-
standteilen zugeordnet werden. Nachfolgendes Beispiel soll dies verdeutlichen.  
Beispiel: Ein Feature auf Ebene des Gesamtfahrzeugs ist beispielsweise „Außenlicht“. Dies 
umfasst unter anderem die Ansteuerung der Frontscheinwerfer auf Basis des Lichtschalters. 
Während der Lichtschalter an ein zentrales Signalmodul angeschlossen ist, werden die Front-
scheinwerfer durch ein eigenes Frontmodul angesteuert. Die Betriebsanzeige der Außenbe-
leuchtung wird im Kombi-Instrument realisiert (siehe auch Abbildung 8). 
 
Signal-Modul Front-Modul
Kombi-
Instrument
 
Abbildung 8: Verteilung des Features „Außenlicht“ auf mehrere Steuergeräte. 
 
Featurelisten als Medium zur strategischen Produktplanung sind für den Bereich E/E-Systeme 
noch relativ neu. Basierend auf produktbezogenen Featurelisten entwickeln sich jedoch zu-
nehmend umfassendere Featurelisten. Wenngleich die Berücksichtigung von Abhängigkeiten 
hier eine deutlich größere Bedeutung hat als bei produktbezogenen Featurelisten, hat sich bis-
her eine einfache Listenform als Mittel der Wahl behauptet. 
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3.5 Einsatz von Features zur Software-Produktkonfiguration 
 
Während in Kapitel 3.2 der Einsatz von Features zur Produktplanung und  -verfolgung auf 
Anforderungsebene beschrieben ist, können Features auch zur Produktkonfiguration auf An-
forderungsebene eingesetzt werden. Durch geeignete Abbildung ist dann eine Produktkonfi-
guration auf Code-Ebene möglich, d.h. zum Zusammenstellen von Konfigurationen. 
Dieser Einsatz ist besonders dann interessant, wenn viele Produkte auf der gleichen Plattform 
basieren. Für eingebettete Systeme stellt die Hardware oft eine Plattform dar, von der aus 
Rentabilitäts-Gründen große Stückzahlen verkauft werden müssen. Die kundenspezifischen 
Ausprägungen werden durch Varianten in der Hardware, aber vorrangig in der Software  rea-
lisiert. Diese Charakteristik ist bei vielen Bosch-Produkten, insbesondere bei Steuergeräten 
für Kraftfahrzeuge gegeben (Motorsteuerung, Radio, Airbag-Steuerung etc.). 
Zum Strukturieren der Merkmale wird eine Feature-Modellierung nach FODA eingesetzt (vgl. 
Kapitel 2). Die Abbildung verdeutlicht das grundsätzliche Vorgehen, in welchem drei Schritte 
bearbeitet werden müssen: 
1. Strukturieren der Merkmale (Feature-Modellierung) 
2. Abbildung von Merkmalen auf Komponenten (Mapping) 
3. Konfiguration von Produkten auf Basis von Merkmalen (Merkmal-Stücklisten Konfi-
gurator)  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Durch die Anwendung von FODA wird es möglich, die Varianz auf Systemebene und auf  
Anforderungsebene für jede einzelne Komponente des Systems abzubilden. Diese Varianz hat 
Einfluss auf die Architektur des Systems und über jedes einzelne Element der Architektur auf 
die Implementierung der Komponenten. Die Software muss im Code die Varianz abbilden 
können, die in der Architektur vorgesehen ist. 
Liegt eine Umsetzung der gesamten Modellierung in Form von Software-Komponenten vor, 
ist eine Erstellung von Produkten in folgender Form denkbar: 
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1. Der Vertrieb stimmt dem Kunden anhand der Merkmalsliste ein System ab, mit dem 
die Anforderungen abgedeckt werden. Durch die Abbildung von Features auf Kompo-
nenten wird sichergestellt, das Merkmale verfügbar oder geplant sind. 
2. Mit Hilfe des Featurebasierten Konfigurators werden die Varianten der Code-Module 
zusammengestellt. Daraus entsteht eine Liste der Code-Module, die zu einem Produkt 
integriert werden. 
Der Nutzen einer schnellen Bereitstellung von kundenorientierten Software-Lösungen ist un-
übersehbar. Die Risiken liegen im immensen Aufwand für die Modellierung, die eine hohe 
Abdeckung aller Möglichkeiten sicherstellen muss. Außerdem ist dadurch nicht gewährleistet, 
dass die integrierten Software-Module wirklich lauffähig sind. Bei der Variantenvielfalt (ca. 
1200 Software-Stände pro Jahr) und Anzahl der Software-Module (ca. 5000 je Ablieferung) 
muss deshalb ein praktikabler Weg für die Anwendung von Features zur Modellierung gefun-
den werden. Eine mögliche Vorgehensweise wird in Abschnitt 4.3.3 beschrieben. 
4 Auseinandersetzung mit dem Featurebegriff 
In diesem Kapitel soll nun auf Basis der in Kapitel 3 skizzierten Anwendungsszenarien, die 
Einsatzgebiete für Features diskutiert werden. Zudem wird versucht die Verwendung des Fea-
turebegriffs in unterschiedlichen Kontexten zu erläutern und basierenden auf den im Arbeits-
kreis dargestellten Szenarien, Gütekriterien für Featuremodelle zu definieren. Darüber hinaus 
werden in den Abschnitten 4.3.1 und 4.3.2 theoretische Einsatzszenarien skizziert, die aus 
wissenschaftlichen Arbeiten hervorgegangen sind. 
4.1 Einsatzgebiete für Features 
In diesem Abschnitt soll nun von den in Abschnitt 3 vorgestellten Kontexten und den darin 
skizzierten Einsatzgebieten abstrahiert werden. Es wird versucht die identifizierten Einsatzge-
biete kontextunabhängig, detaillierter zu beschreiben und nach Möglichkeit Ebenen zuzuord-
nen. Weiterhin sollen Beziehungen zwischen den einzelnen Einsatzgebieten aufgezeigt wer-
den. Die Beziehungen drücken aus, wie die in einem Einsatzgebiet erstellen Feature-Modelle 
in anderen Einsatzgebieten genutzt werden können. 
4.1.1 Einsatzgebiete als Dimension zur Charakterisierung von Features 
Aufgrund der recht vagen Definition eines Features des FODA-Ansatzes, der unzähligen wei-
teren Definitionen eines Features, welche in der Literatur gefunden werden können und den 
unterschiedlichsten Interpretationen der beteiligten Stakeholder, wird eine Kommunikation 
über Features wesentlich erschwert. 
Ein weiteres Problem besteht darin, dass der Feature-Begriff aus dem FODA-Ansatz aus der 
Domänenanalyse stammt. Da sich das Einsatzgebiet für Features aber nicht mehr auf die Do-
mänenanalyse beschränkt, sondern Features in den unterschiedlichsten Einsatzgebieten ver-
wendet werden, sollte eine Begriffdefinition unter Berücksichtigung des Einsatzgebietes er-
folgen. Somit kann das Einsatzgebiet als eine Dimension zur Charakterisierung eines Features 
herangezogen werden. 
Nach Analyse der in Abschnitt 3 präsentierten Szenarien für die Feature-Modellierung, lassen 
sich hier insgesamt sechs Einsatzgebiete identifizieren: 
? Portfolioplanung 
• Erstellung eines Portfolios für ein oder mehrere Produkte 
? Domänenmodellierung 
• Erstellung eines Domänenmodells 
? Produktinstanziierung bei gleichzeitiger Plattformentwicklung im Produktlinienkontext 
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• Wird bei einer Produktlinienentwicklung explizit eine gemeinsam verwendete Platt-
form entwickelt, auf der alle Mitglieder der Produktlinie (Produkte) basieren, so kann 
unter Verwendung der Featuremodelle eine Selektion der Features durchgeführt wer-
den, die in einem konkreten Produkt enthalten sein sollen 
? Projektmanagement 
• Erstellung eines Projektplans auf Basis der zu realisierenden Features 
? Architekturabbildung 
• Mapping von Features aus der Anforderungsebene auf Architekturkomponenten 
? Auftragsvergabe 
• Auftragsvergabe an Zulieferer oder Erstellung von Kundenangeboten 
Insgesamt lassen sich die oben beschriebenen Einsatzgebiete grob drei Ebenen zuordnen. 
Tabelle 3 fasst diese zusammen. 
 
Ebene Einsatzgebiet 
Portfoliomanagement Portfolioplanung und -management 
Domänenmodellierung 
 
Domänenanalyse- und modellierung 
Produktinstanziierung bei Plattformentwicklung 
Projektmanagement 
 
Projektmanagement 
Architekturabbildung 
Auftragsvergabe 
Tabelle 3: Einsatzgebiete für Features. 
Auf der Ebene des Portfoliomanagements sind all diejenigen Einsatzgebiete zusammenge-
fasst, in denen Featuremodelle genutzt werden, um Produkteigenschaften festzulegen, Pro-
duktabgrenzungen zu definieren und um ein allgemeines Roadmapping abzustimmen. 
Aktivitäten zur Erschließung einer oder mehrerer Domänen, welche durch die Produkte adres-
siert werden, sind in der Ebene Domänenmodellierung zusammengefasst. Dies schließt eben-
falls eine Produktinstanziierung mit ein, falls diese auf Basis des Domänenmodells durchge-
führt wird. Bei einer Plattformentwicklung zeichnet sich das Domänenmodell durch gemein-
same und variable Merkmale aus. Gemeinsame Merkmale sind daher typischerweise in der 
Plattform zu finden, während variable Merkmale produktspezifisch sind und somit nicht Be-
standteil aller Produkte sind. 
Auf der Ebene des Projektmanagements sind alle Einsatzgebiete zusammengefasst, die sich 
mit der Projektplanung und -steuerung beschäftigen. Die Festlegung, welche Features auf 
welche Architekturkomponenten abgebildet werden, werden hier ebenfalls zur Ebene des Pro-
jektmanagements gezählt, da hier vor allem das Projektcontrolling und die Traceability eine 
wichtige Rolle spielen. 
Abbildung 10 zeigt, in wie weit die einzelnen Teilgebiete in Beziehung stehen. Ein gerichteter 
Pfeil bedeutet, dass die Ergebnisse der Featuremodellierung aus einem Einsatzgebiet in einem 
anderen Einsatzgebiet genutzt werden können. 
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Abbildung 10: Beziehungen zwischen Einsatzgebieten 
 
Dies bedeutet, dass die Modelle, die während der Portfolioplanung erstellt worden sind, als 
Ausgangpunkt für die Domänenanalyse und das Projektmanagement verwendet werden kön-
nen. Die Modelle werden dann, um weitere Features und Beziehungen erweitert und existie-
rende verfeinert. 
Die Domänenmodelle sollten als Basis für die Produktinstanziierung dienen. Wird eine expli-
zite Plattformentwicklung durchgeführt, so sollten die gemeinsamen Features im Domänen-
modell entsprechend modelliert sein, zum Beispiel durch obligatorische Features oder Impli-
kationen. Variable Features werden entsprechend als Optionen, Alternativen oder Oder-
Auswahlen modelliert. Während der Produktinstanziierung muss nun festgelegt werden, wel-
che variablen Features zu einem Produkt gehören sollen und welche nicht. Dies geschieht 
durch Auflösung der Variationspunkte. Variationspunkte kennzeichnen hier eine Stelle im 
Domänenmodell, an dem eine Auswahl getroffen werden muss, welches Subfeature bzw. 
welche Subfeatures zu einem konkreten Produkt gehören sollen. Variabilität bezeichnet also 
hier die unterschiedlichen möglichen Ausprägungen eines Produktes. Dies bedeutet, dass nach 
Abschluss einer Produktinstanziierung alle Variationspunkte aufgelöst worden sind und somit 
keine Variationspunkte mehr im Produktmodell vorhanden sind. 
Die Modelle der fertig konfigurierten Produkte können dann im Projektmanagement dazu 
verwendet werden, Ressourcen zu planen und Verantwortlichkeiten festzulegen. Schließlich 
kann dieses verfeinerte Modell um Mapping-Informationen ergänzt werden, um die Abbil-
dung von Features auf der Anforderungsebene auf Architekturbausteine zu definieren. 
Schließlich kann auf Basis der Architekturabbildung eine Auftragsvergabe, z.B. an Zulieferer 
vergeben werden. Die Auftragsvergabe kann hingegen auf Basis aller erstellten Modelle in 
den unterschiedlichen Einsatzgebieten durchgeführt werden. 
Die in Kapitel 3, von den Mitgliedern skizzierten, Szenarien zeigen deutlich, dass nicht in 
jedem Entwicklungskontext, die Featuremodelle in allen Einsatzgebieten entsprechend ge-
nutzt werden. Die oben beschriebenen Beziehungen zeigen hier eine potentiell mögliche 
Verwendung der Featuremodelle in den entsprechenden Einsatzgebieten auf und skizzieren 
potentielle Beziehungen zwischen diesen.  
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Im folgenden Abschnitt sollen nun die identifizierten Einsatzgebiete näher diskutiert werden. 
Dazu wurde ein Charakterisierungsschema entwickelt, welches benutzt wird, um die Einsatz-
gebiete zu beschreiben. 
4.1.2 Charakterisierung der Einsatzgebiete 
Um die identifizierten Einsatzgebiete näher zu beschreiben, wird als gemeinsame Basis ein 
Charakterisierungsschema verwendet. Das Schema enthält die folgenden Kategorien: 
? Autor: Wer ist für die Erstellung und Wartung des Modells verantwortlich? 
? Adressat: Wer ist der Empfänger, bzw. Nutzer des Modells? 
? Zielsetzung: Was ist der Verwendungszweck des Modells? 
? Artefakt: Welche Struktur und welche Informationen enthält das Ergebnismodell? 
Die einzelnen Einsatzgebiete werden in Tabelle 4 bis Tabelle 9 skizziert: 
 
Einsatzgebiet Portfolioplanung 
Autor Marketing und Technologiemanager 
Adressat • Marketing und Technologiemanager 
• Top-Management 
Zielsetzung • Erstellung eines Produktportfolios und zur Definition der Produktabgrenzung 
• Kosten- und Nutzenanalyse, insbesondere Marktpotentiale und Benefit für Wieder-
verwendung zu bestimmen 
• Featuremodell als Basis für die Machbarkeitsstudie 
• Roadmapping für aktuelle und zukünftige Produkte festlegen 
Artefakt Strukturierte Featureliste mit Information, welches Feature in welchem Produkt (wann) 
enthalten ist. 
Tabelle 4: Einsatzgebiet Portfolioplanung. 
 
Einsatzgebiet Domänenmodellierung 
Autor • Domänenexperten / -analysten 
• Plattformmanager bei Plattformentwicklung 
Adressat • Asset-Entwickler 
• Oberes Management 
• Produktmanager 
Zielsetzung • Definition der Plattform (inkl. Kostenabschätzung für generisch und individuell zu 
entwickelnde Features) 
• Inkrementelle Entwicklung ermöglichen 
• Identifikation bereits modellierter Basisfeatures 
• Ableitung einer konsistenten Produktdefinition ermöglichen 
Artefakt Strukturiertes Featuremodell als Teil des Domänenmodells. Explizite Modellierung von 
Gemeinsamkeiten und Variabilitäten. 
Tabelle 5: Einsatzgebiet Domänenmodellierung. 
 
Einsatzgebiet Produktinstanziierung 
Autor • Produktmanager 
• Plattformmanager  
Adressat • Produktentwickler 
Zielsetzung • Erstellung einer Produktdefinition für ein konkretes Produkt 
• (Semi-)automatische Instanziierung von Code bzw. Dokumentation ermöglichen 
Artefakt Featurelisten, welche die Features des jeweiligen Produkts beschreiben. 
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Tabelle 6: Einsatzgebiet Produktinstanziierung. 
 
Einsatzgebiet Projektmanagement 
Autor • Projektmanager (Input von Technologieverantwortlichen) 
Adressat • Projektkunde (Sponsor, oberes Management) 
• Projektteam 
Zielsetzung • Releaseplanung 
• Leitfaden für Projekt 
• Verfolgung des Projektstatus 
Artefakt Verfeinerte, strukturierte Featureliste, ergänzt um Projektmanagementinformationen, wie 
Releasedaten, Verantwortlichkeiten, Deployment, … 
Tabelle 7: Einsatzgebiet Projektmanagement. 
 
Einsatzgebiet Architekturabbildung 
Autor • Lead-Architekt 
Adressat • Komponentenarchitekt / -entwickler 
• ggf. Zulieferer 
Zielsetzung • Festlegung von Designentscheidungen explizit 
• Umgebung und Schnittstellen der Komponenten festlegen 
• Machbarkeit Komponentenentwicklung 
Artefakt Verfeinerte, strukturierte Featureliste, ergänzt um Projektmanagementinformationen, wie 
Releasedaten, Verantwortlichkeiten, Deployment, … 
Tabelle 8: Einsatzgebiet Architekturabbildung. 
 
Einsatzgebiet Auftragsvergabe 
Autor • Produktmanager 
• Projektmanager (Features auf Systemebene) 
Adressat • Lieferanten 
Zielsetzung • Abstimmung mit Zulieferer 
• Change Request Management 
• Abnahmekriterien 
• Erfassung von Constraints  
Artefakt Featureliste (einfach oder strukturiert), welche die zu liefernden Features beschreibt. 
Tabelle 9: Einsatzgebiet Auftragsvergabe. 
 
4.1.3 Konsequenzen für Features aus den Einsatzgebieten heraus  
Je nach dem Einsatzgebiet für Features ergeben sich daraus unterschiedliche Anforderungen 
an deren Detaillierung und Attributierung. Die folgende Tabelle 10 zeigt eine Reihe typischer 
Attribute auf und skizziert deren Bedeutung für die verschiedenen Einsatzgebiete. Die relative 
Bedeutung wird dabei über Punkte dargestellt. Kein Punkt bedeutet ‚Keine Bedeutung’, drei 
Punkte bedeutet ‚Hohe Bedeutung’. 
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Benchmark-Aussage zu Wettbewerbern ???      
Kosten    ???   
Release, in dem das Feature umzusetzen ist    ???  ?? 
Argumente für den Kundennutzen       
Priorität       
Bezug zu Vorschriften/Normen/Gesetzen ??      
Tabelle 10: Bedeutung von Feature-Attributen in den verschiedenen Einsatzgebieten . 
4.1.4 Implikationen aus CMMI für Features beim Einsatzgebiet Projekt-
management 
In diesem Abschnitt soll nun aufgezeigt werden, in wie weit die Feature-Modellierung den 
Anforderungen an den Entwicklungsprozess nach CMMI gerecht wird. Das Capability Matu-
rity Modell Integrated (CMMI) des Software Engineering Institutes (SEI) baut die Projektpla-
nung und –verfolgung sinnvollerweise auf die bekannten Anforderungen an ein Produkt bzw. 
Projekt auf. Anforderungen bilden die Basis, für das, was zu liefern und damit was zu planen 
und zu verfolgen ist. Deshalb ist die erste Specific Practice in CMMI Level 2 in der erstge-
nannten Process Area (PA) Requirements Management (REQM): 
 
REQM SP1.1: Obtain an Understanding of Requirements 
Develop an understanding with the requirements providers on the meaning of the require-
ments [CMMI, V1.1] 
 
Wie bereits beschrieben stellen Features hierfür ein ideales Medium dar, da sie die erlebbaren 
Eigenschaften eines Produktes darstellen. Zudem reduzieren sie die Anzahl der Anforderun-
gen auf eine beherrschbare Zahl, die als Basis für die Planung von Projekten verwendet wer-
den kann. Bevor in die Planung von Ressourcen eingestiegen werden kann, fordert CMMI die 
Abschätzung von Größen auf Basis aller relevanten Parameter, insbesondere der Größen, die 
sich aus den Anforderungen ergeben (CMMI PA Project Planing (PP)). 
 
PP SG 1 Establish Estimates 
Estimates of project planning parameters are established and maintained.  
... Estimates of planning parameters should have a sound basis to provide confidence that any 
plans based on these estimates are capable of supporting project objectives.  
Factors that are typically considered when estimating these parameters include the following:  
• Project requirements, including the product requirements, the requirements imposed by 
the organization, the requirements imposed by the customer, and other requirements that 
impact the project ... [CMMI, V1.1] 
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Auch die Verfolgung von Projekten soll mit der Abarbeitung von Arbeitspaketen die Erfül-
lung von Anforderungen sicher- und damit den Kunden zufrieden stellen. Als festen Bestand-
teil der Planung wird in CMMI PP SP1.1 eine Work Breakdown Structure (WBS) gefordert. 
Diese legt die Arbeitsstruktur des Projektes fest, um die inhaltliche und terminliche Abwick-
lung des Projekts sicherzustellen. Den Beitrag von Features als Werkzeug zur Planung und 
Steuerung von Projekten ist in den Kapiteln 3.2 uns 3.3 ausführlich beschrieben.  
In Level 2 wird für das Configuration Management (CM) die Festlegung und Verfolgung von 
Baselines gefordert, d.h. von integeren Ständen, in denen alle Arbeitsprodukte einer Lieferung 
(Anforderungs-Spezifikation, Entwurf, Produkt, Testlisten, etc.) eineindeutig identifizierbar 
und zu einander zugeordnet sind.  
 
SG 1 Establish Baselines [PA159.IG101] 
Baselines of identified work products are established. 
SG 2 Track and Control Changes [PA159.IG102] 
Changes to the work products under configuration management are tracked and controlled. 
SG 3 Establish Integrity [PA159.IG103] 
Integrity of baselines is established and maintained 
 
Ein Beispiel für die Anwendung von Features zu diesem Zweck ist in Kapitel 3.3 angerissen. 
Hier werden Features verwendet, um bereits während der Planung Lieferumfänge festzulegen. 
Durch gezielte Planung der Baselines je Liefertermin werden basierend auf dem Featureum-
fang der Lieferung festgelegt, welche weiteren Arbeitsprodukte in welcher Detaillierung vor-
liegen müssen. Bis zur Lieferung können dann die notwendigen Arbeitsprodukte erzeugt, mit 
einander in Beziehung gesetzt und als Baseline ausgeliefert bzw. abgelegt werden. Änderun-
gen seitens des Kunden oder innerhalb der Entwicklung beziehen sich dann immer auf eine 
bestehende Baseline oder eine Baseline-Planung. In anderen Worten: Änderungen an Features 
haben Auswirkungen auf deren Realsierung. Diese Änderungen an der Realisierung führen zu 
neuen Schätzungen der Arbeitsumfänge und haben damit Einfluß auf die Liefertermine und –
Umfänge. Diese auf Features bezogenen Änderungen werden in der Projekt- und Baseline-
Planung eingearbeitet und dann entsprechend der Planungen abgearbeitet. 
 
CMMI Level3 beschäftigt sich intensiver mit dem Engineering, d.h. mit der inhaltlichen Ent-
wicklung von Produkten. Auch hier können Features in den bisher diskutierten Ausprägungen 
als Hilfsmittel verwendet werden. In der PA Requirements Development wird die Erfüllung 
folgender Ziele gefordert: 
 
SG 1 Develop Customer Requirements 
Stakeholder needs, expectations, constraints, and interfaces are collected and translated into 
customer requirements. 
SG 2 Develop Product Requirements 
Customer requirements are refined and elaborated to develop product and product-
component requirements. 
SG 3 Analyze and Validate Requirements 
The requirements are analyzed and validated, and a definition of required functionality is 
developed. 
 
Die Verwendung von Features zur Erfüllung des ersten Ziels ist im gesamten Kapitel 3 um-
fassend beschrieben. Mit der Arbeit an einem gemeinsamen Verständnis über die Eigenschaf-
ten eines Produktes, bieten Features auch ein passendes Werkzeug zur Validierung von An-
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forderungen. Nur wenn sichergestellt ist, dass der Kunde auch das bezahlt, was er wirklich 
haben möchte, hat der Zulieferer einen Wert geschaffen.  
Dass die Modellierung und Verwendung von Abhängigkeiten zwischen Features für die Ent-
wicklung von Produkten von Nutzen ist, kommt besonders bei Plattform-Entwicklungen zum 
tragen. Da in der Produktableitung aus der Plattform immer ähnliche Entwicklungsschritte bei 
der Zuweisung von Produkt-Anforderungen auf Komponenten-Anforderungen vollzogen 
werden, können Zuweisungen von Features zu Komponenten und die Abbildung der Abhän-
gigkeiten zwischen Features auf Abhängigkeiten zwischen Komponenten nutzbringend ange-
wendet werden (vgl. 3.4). Ein größerer Nutzen entsteht bei der Integration verschiedener 
Komponenten und in der Verifikation. Wenn Fehler bei einem Feature auftreten, kann rück-
verfolgt werden, welche Komponenten an der Umsetzung des Features beteiligt sind. Mit der 
Festlegung der Features kann bei vollständiger Abbildung auf Komponenten direkt zur Integ-
ration geschritten werden. Diesen hohen Grad  an Wiederverwendung fordert CMMI nicht. 
Eine Plattformentwicklung macht nur Sinn, wenn sie zum Markt und zu den Geschäftszielen 
passt. Generell kann aber gezeigt werden, dass Features die vom CMMI geforderten Prozess-
elemente unterstützen. 
 
4.2 Versuch einer Begriffsdefinition 
In diesem Abschnitt wird nun versucht aus der Betrachtung der in den vorhergehenden Ab-
schnitten aufgezeigten Einsatzgebiete eine Feature-Begriffsdefinition abzuleiten.  
Wer sich mit dem Featurebegriff und seiner Verwendung in der Praxis auseinandersetzt, wird 
frühzeitig feststellen, dass je nach Anwendung etwas Anderes unter dem Begriff verstanden 
wird. Dies spiegelt sich auch in der entsprechenden Literatur wieder. Zielsetzung dieses Ar-
beitskreises war damit auch Klarheit über den Begriff „Feature“ zu erhalten. Schon zu Beginn 
des Arbeitskreises wurde darüber diskutiert ob es sinnvoll bzw. überhaupt möglich ist eine 
Definition für den Feature Begriff festzuschreiben. Wie zu erwarten war, wurden sich die 
Mitglieder des Arbeitskreises einig darüber, dass es eine Definition des Feature Begriffs nicht 
geben soll, da sich die Definition stark nach dem Zweck, wofür man Features einsetzen möch-
te richtet. Daher werden im Folgenden die Gemeinsamkeiten und Unterschiede der Features, 
je nach Verwendungszweck bzw. Einsatzgebiet (siehe Tabelle 2: Einsatzgebiete für Features) 
herausgestellt. 
4.2.1 Gemeinsamkeiten der Features auf verschiedenen Ebenen 
Folgende Eigenschaften zeichnen Features unabhängig vom Verwendungszweck aus: 
• Features werden einsatzübergreifend als Kommunikationsmedium an Schnittstellen zwi-
schen verschiedenen Aufgaben der Produktentwicklung verwendet. Mit Hilfe von Fea-
tures werden Charakteristiken von Produkten (Systemen, Komponenten) beschrieben, dis-
kutiert, bewertet und festgelegt. 
• Charakteristiken können sein: Funktionalitäten, Qualitätseigenschaften, Architekturen, 
Entitäten, wie zum Beispiel Daten oder Datenstrukturen und andere anwendungsspezifi-
sche Produkteigenschaften. Dies gilt sowohl für Hardware als auch für Software.   
• Ein Feature besitzt Atomarität. Es ist vorhanden oder nicht vorhanden.   
• Insbesondere dienen Features dem Vergleichen und der variablen Definition von Produk-
ten. So werden anhand von Feature-Modellen verschiedene Produktvariationen (Entwürfe 
oder Kompositionen) hinsichtlich Nutzen und Wirtschaftlichkeit bewertet und ausgewählt. 
• Erstellte Featuredefinitionen (Feature-Modelle) von Produkten können als Grundlage für 
die Auftragsvergabe zwischen den beteiligten Parteien genutzt werden.  
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• Ein Feature - eine Produktcharakteristik – wird durch einen abstrakten Oberbegriff (Sam-
melbegriff) beschrieben. Dieser repräsentiert Konzepte, Modelle oder Sachverhalte die in 
den Köpfen der beteiligten Personen erarbeitet oder in entsprechenden Dokumenten spezi-
fiziert sind. (Damit hängt der Erfolg der Kommunikation mittels Features von dem Grad 
der Übereinstimung der Interpretation der Featurebegriffe ab.)   
• Features können Beziehungen zu anderen Features besitzen.  
• Werden Features – als Oberbegriffe –  explizit (z.B. in einem Dokument) spezifiziert, so 
sind dadurch Assoziationen und/oder Verfeinerungsbeziehungen zu weiteren Spezifikati-
onselementen – insbesondere Anforderungen - von Produkten definiert. Features, erlauben 
somit den Zugriff auf Teile der feingranularen Anforderungs- oder Systemspezifikation. 
4.2.2 Bestimmung der Featureeigenschaften hinsichtlich der Unter-
scheidungsdimensionen 
Features unterscheiden sich insbesondere in Abhängigkeit von ihrem Verwendungszweck und 
Einsatzgebiet der Produktentwicklung (Einsatzgebiete des Portfoliomanagements, der Domä-
nenmodellierung und des Projektmanagements – siehe Tabelle 3: Einsatzgebiete für Fea-
tures.). Je nach Ebene unterscheiden sich Features bezüglich: 
• der Stakeholder, die mit den Features kommunizieren und Produktcharakteristika definie-
ren. (Kunden, Marketing, Projektmanager, Systemingenieure, Entwickler, etc.). 
• der Einheit, auf die sich das Feature bezieht (Produktlinie, Produkt, Gesamtsystem, Ein-
zelkomponente, etc.). 
• dem Grad in dem sie zur Beschreibung von Variabilitäten eingesetzt wird. So werden et-
wa in der Domänenmodellierung variable Produktkompositionen durch Featurelisten be-
stimmt, während im Bereich der Architekturabbildung der Aspekt der Variabilität in den 
Hintergrund tritt. Hier geht es in erster Linie um die Beschreibung und Bewertung von 
Designentwürfen bzw. Alternativen.  
• der Abstraktionsebene im Vergleich zu Anforderungen. Auf der Ebene des Portfolioma-
nagements bezeichnen Features meist markt-/kundenorientierte Schlüsselanforderungen 
auf abstrakter Ebene. Sie müssen im Bereich der Domänenmodellierung und des Projekt-
managements auf konkrete system- und technologiebezogene Features und Anforderun-
gen abgebildet werden. Insbesondere im Bereich des Projektmanagements fassen Features 
bestimmte Mengen von detaillierten Systemanforderungen und Eigenschaften zusammen, 
um sie bezüglich Machbarkeit und Aufwandsschätzung bewertet zu können.  
 
4.3 Theoretische Einsatzszenarien  
In den folgenden Abschnitten werden nun exemplarische Einsatzszenarien der Feature-
Modellierung skizziert, die im Rahmen des Arbeitskreises diskutiert wurden. 
4.3.1 Weitergehendes Szenario: Verwendung von Features bei der An-
forderungserhebung mit Rationale 
Features ermöglichen wie bereits oben erwähnt, eine kompakte Beschreibung eines Bündels 
von Anforderungen. Weiterhin ist es möglich Beziehungen zwischen Features zu verwalten. 
Dies ist insbesondere auch interessant während der Anforderungserhebung, in der man ver-
schiedene Alternativen diskutiert, welche Aufgaben das System wie unterstützen kann. Diese 
Anforderungserhebung kann als Teil der Einsatzgebiete Portfolioplanung oder Domänenmo-
dellierung erfolgen. 
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Im Folgenden wird ein hypothetisches Beispiel skizziert. Dabei werden Features als Erweite-
rung des in [Dutoit, Paech02] skizzierten Ansatzes zur integrierten Erhebung und Spezifikati-
on von Use Cases und Rationale verwendet. 
In dem Beispiel wird ausgehend von zu unterstützenden Arbeitsaufgaben (Af)  der Benutzer 
versucht verschiedenen Systemfeatures zu identifizieren. Die Systemfeatures werden auf 2 
Ebenen betrachtet: Grobfeatures (GF) beschreiben einen Bereich der Systemunterstützung, 
Detailfeatures (DF) beschreiben einzelne Funktionen. Details der Funktionen werden durch 
einzelne Anforderungen DA)  beschrieben. Use Cases (UC) werden verwendet, um die GF 
besser zu verstehen und DF aus Ihnen abzuleiten. Zur Diskussion von Alternativen werden 
Qualitätsanforderungen (QA) auf allen Ebenen (Aufgaben GF, DF, QA) verwendet. 
Abbildung 11 zeigt einen Ausschnitt, eines entsprechenden Graphen für die Diskussion der 
Parkunterstützung im Auto. Die Pfeile entsprechen „ist-realisiert“-Beziehungen. 
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Abbildung 11: Zusammenhang zwischen Use Cases und Features am Beispiel "Parkhilfe" 
 
Ausgangspunkt ist die  Af „Einparken“ und die QA an diese Aufgabe:  „geringe Kollisionen“. 
Eine Möglichkeit dies zu erreichen ist das GF „Parkhilfe“.  Weiterhin entstehen in der Dis-
kussion QA an das Grobfeature („billig“, „schnell“, „komfortabel“). Der genaue Beitrag des 
Systems bei der Parkhilfe ist noch nicht klar. Nun wird mit Hilfe von UC beschrieben, welche 
Detailfeatures  mit welchen QA der Nutzer wie verwenden kann (z.B. „Verwendung einer 
Abstandserkennung mit frühzeitiger Benachrichtigung“). Hier zeigen sich nun mehrere Mög-
lichkeiten, „Abstandserkennung nur hinten“ oder „Abstandserkennung nur vorne“. Weiterhin 
werden auch die QA verfeinert: „frühzeitige Warnung“ realisiert „komfortabel“. „Abstands-
erkennung vorn und hinten mit frühzeitiger Warnung“ realisiert eine „komfortable Parkhilfe“.  
Nur „Abstandserkennung hinten“ wäre eine „billige Parkhilfe“. Diese Beziehungen zwischen 
QA und GF bzw. DF können natürlich recht komplex werden, wenn verschiedene Features 
verschiedene QA verschieden gut erfüllen. Die DF sind noch nicht genau genug als Vorgabe 
für die Entwickler. Deshalb werden sie weiter in DA verfeinert. Im Beispiel verfeinert der 
„Piepston bei 50 cm Abstand“ die „frühzeitige Abstandserkennung vorn“.  Auch hier kann es 
natürlich wieder viele Alternativen geben. 
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Der entstehende Graph ist (bis auf die UC) ein Featuremodell. Lässt man die QA weg, so ent-
steht ein Modell mit „ist realisiert“-Beziehungen zwischen Features. Dieses könnte man na-
türlich wie in der Domänenmodellierung auch wieder mit Abhängigkeiten zwischen Features 
erweitern.  Im Produktlinienkontext würden hierbei auch Varianten an allen Stellen entstehen 
(also bei den Af, QA, GF, DF).  
 
4.3.2 Feature zentriertes Requirements Management Informationsmodell  
Ein zentraler Aspekt beim Einsatz eines werkzeuggestützten Requirements Engineering in der 
Kfz-Entwicklung betrifft die richtigen Strukturen und die Vorgehensweise. Basis dafür ist ein 
Modell der für den Kfz-Hersteller wichtigen Requirementstypen und Entwicklungsebenen auf 
denen diese abzulegen sind sowie der Beziehungen zwischen diesen. Ein am Arbeitskreis be-
teiligtes Unternehmen hat aufgrund mehrjähriger Begleitung von Entwicklungsprojekten ein 
solches Informationsmodell entwickelt, dass von den folgenden drei Requirementstypen aus-
geht: 
? Zu erreichende Ziele oder Eigenschaften werden mit Goals bzw. Features beschrieben, 
wie z.B. Umluftschließen.  
? Interaktionsszenarien zwischen Funktionalitäten werden durch Use Cases beschrieben, 
wie z.B. alle möglichen Szenarien beim Umluftschließen. Interaktionsszenarien sind ex-
trem wichtig um die Komplexität der Systeme zu verstehen und zu beherrschen. 
? Die präzisen und detaillierten Anforderungen für Fahrzeugkomponenten werden als Pro-
dukt Requirements beschrieben, wie z.B.: Ein Innenraum-Steuergerät muss in einem be-
stimmten Arbeitsmodus innerhalb eines bestimmten Zeitraums, ein bestimmtes Signal er-
kennen oder schaltet sonst ab. Diese Art von Requirements wird insbesondere in Lasten-
heftspezifikationen verwendet. 
Neben diesen drei Requirementstypen wird gemäß den organisatorischen und technischen 
Gegebenheiten zwischen vier Systemebenen beim Requirements Engineering (vgl. Abbildung 
12) unterschieden: 
? Die top-level Fahrzeugebene, 
? die System- oder Funktionsgruppenebene 
? die Ebene zur Entwicklung einer einzelnen Funktion  
? die Komponentenebene, (könnte auch Integrationsebene heißen), wobei sich meistens auf 
die Abbildung von Funktionalität auf Komponenten und die Spezifikation der (Software) 
Schnittstellen zwischen diesen Komponenten beschränkt wird. 
 
Aus diesen beiden Dimensionen wurde ein Requirements Management Informationsmodell 
entwickelt, in dem Szenarios, Features und Produkt Requirements auf allen Systemebenen 
abgedeckt werden, wie in dem Bild dargestellt ist. Zentrales Navigationselement dabei ist der 
hierarchisch organisierte Featurebaum, der u. a. zur Steuerung und Kontrolle der Projekte 
verwendet wird. Dieses Modell ist eine Vereinfachung, um die Grundidee zu illustrieren. 
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Abbildung 12: Ebenenmodell des Automotive Requirements Engineeering. 
Features unterscheiden sich je nach Verwendungszweck (Portfoliomanagement, Domänen-
modellierung). Je nach Ebene unterscheiden sich Features bezüglich: 
• der Stakeholder, die mit den Features interagieren (Kunden, Marketing, Projektmanager, 
Entwickler, etc.). 
• der Einheit, auf die sich das Feature bezieht (Produktlinie, Gesamtsystem, Einzelkompo-
nente). 
• der Verwendung zum Beschreiben von Variabilität (meist wird es zum Beschreiben von 
Variabilität verwendet, in manchen Kontexten auch nicht). 
• der Abstraktionsebene im Vergleich zu Anforderungen (ein Feature fasst mehrere Anfor-
derungen zusammen, ein Feature wird durch mehrere Anforderungen detailliert, vgl. Ab-
schnitt 4.2.2). 
 
4.3.3 Einsatz von Features zur Produktableitung (Bosch – ConIPF) 
Das EU-Forschungsprojekt ConIPF (Configuration in Industrial Project Families) erarbeitete 
eine Methode zur feature-basierten Produktentwicklung in einem Produktlinienkontext.  Die-
ser Beitrag fasst die produktableitungsrelevanten Erkenntnisse des Projekts zusammen. 
4.3.3.1 Motivation 
Industrielle Produktentwicklung 
ConIPF fokussierte auf den „industriellen“ Einsatz von feature-basierter Produktableitung, 
wobei mit dem Begriff „industriell“, Organisationen bezeichnet werden, die Produkte ferti-
gen. Der Begriff ist nicht so eindeutig wie zunächst angenommen wurde.  Eine scharfe Ab-
grenzung zu „kommerzieller“, „wissenschaftlicher“ oder „akademischer“ Software lies sich 
nicht erstellen.  Die auszeichnenden Merkmale von „industrieller“ Software sind: 
• Systeme mit Software: die Produkte bestehen aus gebündelter Hardware und Software.  
Im Fall eingebetteter Systeme spielen auch die eingesetzten Algorithmen eine bedeu-
tende Rolle. 
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• Variantenvielfalt: Manche Organisationen können hunderte, sogar tausende, einzelne 
Varianten eines Produkts entwickeln und vermarkten.  Andererseits können manche 
Produkte tausende oder zehntausende von Compilezeit- oder Laufzeitparametern ha-
ben. 
• Distanz zum Benutzer: Die Beseitigung von Fehlern im Feld ist mit erheblichem Auf-
wand und Kosten verbunden. 
• Hardware-Einschränkungen: In manchen Fällen ist der Preis des Produkts im wesent-
lichen von Hardware-Kosten bestimmt.  Dann muss die Software an die Fähigkeiten 
der verfügbaren Hardware angepasst werden. 
Die Variantenvielfalt im industriellen Kontext macht Wiederverwendung besonders attraktiv. 
Da mit der Variantenvielfalt zusätzlich eine sehr hohe Komplexität verbunden ist, bedarf es 
einer geeigneten Unterstützung bei der Auswahl von Varianten. 
Kapitel 2 und 3 zeigen, dass zumindest im Informatikbereich, die Betrachtung von Features 
eng mit der Domänen-Analyse verbunden ist. FODA [Kang90] beschreibt einen ersten An-
satz, wie Features für die Domänenmodellierung eingesetzt werden können. Der Produktli-
nienansatz (PLA) hat seine Wurzeln in FODA und es ist daher nicht überraschend, dass der 
PLA in ConIPF als Mittel zur Wiederverwendung ausgewählt wurde. Strukturbasierte Konfi-
guration, eine Disziplin aus der künstlichen Intelligenz wurde als Mittel der Auswahlunter-
stützung ausgewählt.  Letztere bedarf nähere Erläuterung. 
Konfiguration in der Produktableitung 
Eine Konfiguration ist eine Auswahl oder Anordnung von Objekten. Eine Definition von 
Konfigurieren aus der KI ist nach [Günter]: 
„Konfigurieren ist das Zusammenfügen eines (technischen) Systems aus einzelnen parametrierbaren 
Objekten zu einer Konfiguration, die eine gegebene Aufgabenstellung erfüllt. 
Gegeben sind: 
• Beschreibungen von Objekten und deren Eigenschaften (Begriffshierarchie) 
• Relationen / Restriktionen zwischen den Objekten 
• Wissen über die Vorgehensweise (Kontrollwissen) 
• Aufgabenspezifikation“ 
Eine Konfiguration ist also eine geordnete Liste von Objekten und deren Attribute, sprich 
Parameter und Relationen zwischen den Objekten. Der Reihenfolge der Entscheidungen ist 
nicht beliebig und kann spezifiziert werden. 
Die verschiedenen Produkte einer Produktfamilie haben gemeinsame und unterscheidende 
Feature.  Die Konsequenz daraus ist, dass ein bestimmtes Produktlinienprodukt eine Auswahl 
der Domänen-Feature enthält und die Bestimmung dieses Produkts eigentlich ein Konfigura-
tionsvorgang  im obigen Sinne darstellt. 
Die Komplexität industrieller Produktlinien resultiert sowohl aus der schon erwähnten Vari-
antenvielfalt als auch von den Wechselbeziehungen zwischen den Varianten.  Diese Wechsel-
beziehungen (Abhängigkeiten, wie Implikationen und Ausschluss) und Domänenbeziehungen 
(Obligatorisch / Option / Alternative, Oder) existieren auf der Feature-Ebene, auf der Ebenen 
der Hardware- und Software-Komponenten, die die Feature realisieren und auch zwischen 
diesen Ebenen. 
Im Fall der Produktableitung gibt es 3 Grundtypen von Objekten, die konfiguriert werden: 
• Features 
• Hardware-Komponenten 
• Software-Bestandteile 
sowie deren Aggregaten (z.B. Feature-Gruppen, Software-Module, Subsysteme).  
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Ein Feature-Baum ist eine kompositionelle Beschreibung des Feature-Umfangs eines Pro-
dukts.  Das heißt, dass Feature aus Subfeature bestehen und Subfeature wiederum Aggregate 
aus weiteren Subfeature bilden.  Andererseits beschreibt ein Feature-Baum die verschiedenen 
Ausprägungen der Feature, eine Vererbungshierarchie und die Wechselbeziehungen (Relatio-
nen / Restriktionen) zwischen Feature.  Strukturbasierte Konfigurieren eignet sich insbesonde-
re wegen ihrer Unterstützung der kompositionellen Relationen für die Beschreibung von Fea-
ture-Bäumen. Ein strukturbasiertes Konfigurationswerkzeug gewährleistet die Konsistenz, 
Vollständigkeit und Korrektheit der Auswahl aus einem Feature-Baum und erzeugt dabei die 
Beschreibung eines Produktlinienprodukts. 
Der typische Einsatzbereich für Konfigurationswerkzeuge ist das Konfigurieren von Hard-
ware- und Software-Bestandteilen eines Produkts.  Das entsprechende Konfigurationsmodell 
hat selbstverständlich auch Kompositionelle- und Vererbungsteile sowie Relationen und Re-
striktionen. 
Die Software-Konfigurationsobjekte können verschiedene Arten von Software-Bestandteilen 
sein: z.B. Objekte (COM, Corba), Module oder Klassen.  Da die Konfigurationsobjekte auch 
Attribute haben können, können auch verschiedene Arten von Parameterwerte modelliert und 
konfiguriert werden, beispielsweise Compiler–Flags, Umgebungsvariabeln, Preprocessor-
Variablen oder Initialisierungsdateien. 
Konfiguration im Entwicklungsprozess 
Grundsätzlich ist Konfigurieren die Beherrschung von Variabilität. Variabilität über Zeit und 
über Raum ergeben in Einzelprodukten verschiedene Versionen.  Die Build-Werkzeuge make 
oder in der  IDE z. B., sind einfache Beispiele von Software-Konfigurationswerkzeugen.  Die 
Versionen, oder Konfigurationen, werden im Konfigurationsmanagement-Werkzeug verwal-
tet.  Konfigurieren ist daher nicht mit Konfigurationsmanagement zu verwechseln. 
In Produktfamilien kommt die Variabilität von Produktvarianten hinzu. Da gibt es die Diszip-
lin Variantenmanagement, die sich mit den verschiedenen Ausdrucksformen der Variabilität 
in der Software und ihre Eignung in der Software-Architektur beschäftigt. Ähnlich wie beim 
Konfigurationsmanagement ist Konfigurieren die Kehrseite von Variabilitätsmanagement. 
4.3.3.2 Feature als Ableitungsmittel 
Domänenengineering definiert generische Feature, die zuerst der Gestaltung der Plattformar-
chitektur dienen aber auch, wenn sie vollständig sind, sich für die Produktableitung eignen. 
Nachdem der Umfang der Produktlinie festgelegt ist, werden einzelne Anforderungen an ein-
zelne Produkte untersucht und verglichen. Gruppen von ähnlichen Anforderungen an die Pro-
dukte werden zu generischen Features zusammengefasst und die Unterschiede als Attribute 
klassifiziert und parametriert. 
Die generischen Features stellen eine normierte Sicht an die Produktvariabilität dar.  Sie sind 
in der Sprache der Entwicklungsorganisation formuliert, allerdings durchaus aus der Sicht des 
Kunden oder des Benutzers. 
Der erste Schritt im Produktableitungsprozess ist, dass der Produktableiter auf Basis der Kun-
denanforderungen die Produkt-Feature konfiguriert indem er generische Feature auswählt und 
deren Parameterwerte setzt.  Da die Kundenanforderungen nicht in einer normierten Form 
vorliegen müssen, dienen die Feature als Brücke zwischen den Anforderungen und der Pro-
duktauswahl. 
Die Feature-Konfiguration ist eine Beschreibung des Entwicklungsziels.  Da die Feature Att-
ribute besitzen, können Verweise auf verschiedene Informationen eingebaut werden.  Da-
durch lassen sich die Produktbestandteile sowie andere Zwischenprodukte wie z.B. Testfälle, 
Dokumentationen oder Spezifikationen (Pflichtenhefte) ableiten. 
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ConIPF hat sich auf den Produktableitungsprozess beschränkt.  Es hat sich aber inzwischen 
herausgestellt, dass Variabilität in Produktlinien die Entwicklungsinfrastruktur tiefgehend 
beeinflusst und dass Konfigurieren daher ein wesentliches Element im ganzen Entwicklungs-
prozess ist.  Die Feature-Konfiguration ist zentral zur Ableitung der verschiedenen Entwick-
lungsprodukte, aber Konfigurieren kommt auch ins Spiel, wenn neue Bestandteile entwickelt 
werden. 
Merkmale 
Um sich für die Produktableitung zu eignen, müssen Features: 
• vollständig, 
• konsistent, und 
• möglichst nicht überlappend 
sein. 
Darüber hinaus müssen sie eine brauchbare Brücke zu den Kundenanforderungen, die den 
Ableitungsprozess anstoßen, bilden.  Das heißt, dass sie auch 
• generisch, 
• verständlich, und 
• prägnant, im Sinne, dass Sie möglichst viele einzelne Anforderungen abdecken 
sein müssen. 
Im Gegenteil zu dem was vielleicht erwartet wird, hat ConIPF festgestellt, dass Feature-
Konfigurieren nicht zu einer eindeutigen Konfiguration leitet, sondern zu einem Satz mögli-
cher Konfigurationen.  ConIPF hat daher zwei weitere Abhängigkeiten, nämlich Empfohlen 
und Abgeraten, hinzugefügt. 
4.3.3.3 Der Ableitungsprozess 
Abbildung 13 stellt den generischen ConIPF Produktableitungsprozess dar. 
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Abbildung 14: Phasen des ConIPF Produktableitungsprozesses 
 
Der Prozess hat 3 Phasen, die von einem Laien, einem Designer / Architekt und einem An-
wender durchgeführt werden können.  Im ersten Schritt (Vertrieb) werden die externen Be-
schränkungen, die Features und die extern sichtbaren Produktbestandteile konfiguriert.  Die-
ser Schritt ergibt eine vollständige Spezifikation des Entwicklungsziels.  An Hand dieser An-
gaben werden bereits notwendige Hardware-Komponenten und Software-Bestandteile auto-
matisch anhand des Konfigurationsmodells ermittelt. Im zweiten Schritt (Engineering) wer-
den alle ausstehenden Konfigurationsentscheidungen bzgl. der Hardware-Komponenten und 
Software-Bestandteile durchgeführt, um zu einer ersten vollständigen Produktkonfiguration 
zu kommen.  Im dritten Schritte (Kalibrierung) wird die erste Konfiguration solange getestet 
und umkonfiguriert, bis sie optimal ist. 
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Der Prozess sieht mehrere Konfigurierungsschritte und auch mehrere Realisierungsschritte 
vor.  Eine Konfiguration ist eine Beschreibung eines gewünschten Ergebnisses.  Nachdem der 
Prozess eine vollständige Konfiguration erzeugt hat, muss sie in einem Realisierungsschritt 
interpretiert werden um das Ergebnis zu generieren.  Nach dem ersten Schritt können Spezifi-
kationen, Testfälle, usw. generiert werden.  Nach dem zweiten Schritt, können lauffähige 
Software und Initialisierungsdateien generiert werden. 
4.3.3.4 Featurearten 
Produktableitung ist die Aufgabe, Produktbestandteile auszuwählen, die, wenn zusammenge-
setzt, die geforderten Produktfähigkeiten liefern.  Wenn der Auswahlprozess durch struktur-
basierte Konfigurierungsmethoden erfolgt, wird die Zusammenstellung auch vollständig, kon-
sistent und korrekt bzgl. des Konfigurierungsmodells sein. 
In diesem Fall, hat der Konfigurierer das Problem, die geforderte Produktfähigkeiten zu lie-
fern. Seine Lösung sind die ausgewählten Produktbestandteile.  In diesem Sinne, gibt es Fea-
ture im Problemraum (die geforderten Produktfähigkeiten) und Feature in Lösungsraum (die 
Fähigkeiten der ausgewählten Bestandteile). 
Feature, die Aspekte der ausgewählten Bestandteile widerspiegeln sind Produktattribut-
Feature.  Feature, die von externen Bedingungen und damit nicht von Bestandteilen stammen 
sind Kontext-Feature. 
Im Fall eines Autos, wäre seine Geschwindigkeit ein Produktfähigkeits-Feature, dass es Alu-
felgen hat, ein Produktattribut-Feature, die Farbe seiner Karosserie ein weiteres Produktattri-
but-Feature, und die Euro-4 Abgas-Norm ein Kontext-Feature.  Die Kundenanforderung, dass 
das Auto eine maximale Geschwindigkeit von mindestens 200km/h haben soll, wäre ein Prob-
lemraum-Feature.  Eine maximale Geschwindigkeit von 203 km/h, wenn das Auto ein Kombi 
ist, ein 130 PS Motor, 205/60-15 Reifen, usw. hat, wäre ein Lösungsraum-Feature. 
4.3.3.5 Diskussion 
Grundsätzlich kann man Produkte aus dem Problemraum oder aus dem Lösungsraum ablei-
ten.  Konfigurieren unterstützt in beiden Fälle eine konsistente und vollständige Auswahl. 
Ein Featuremodell für Lösungsraumableitungen beschränkt sich auf Produktattribut-Feature.  
Der Konfigurierer muss daher die Verantwortung übernehmen, dass die Fähigkeiten der aus-
gewählten Bestandteile den Kundenanforderungen entsprechen. 
Ein Featuremodell für Problemraumableitungen besitzt Produktfähigkeits-Feature, die sowohl 
schwierig und aufwändig zu modellieren, als auch zu warten sind. Andererseits machen Pro-
duktfähigkeits-Featuremodelle Expertenwissen explizit.  Im industriellen Kontext kommt es 
häufig vor, dass es sehr wenige Experten gibt, die einen vollständigen Überblick über die ge-
samte Variabilität der Produktlinie haben.  Konsequenzen daraus sind, dass die Experten ei-
nen Flaschenhals im Entwicklungsprozess bilden und/oder dass Nicht-Experten suboptimale 
Entscheidungen treffen, die u.U. zur Überarbeitung des Produkts (Rekursionen) oder Quali-
tätsproblemen führen. 
4.3.3.6 Schlussfolgerungen 
Der Produktlinienansatz verspricht weniger Entwicklungsaufwand und kürzere Entwicklungs-
zeiten bei gleich bleibender oder erhöhter Produktqualität.  Diese wird durch systematische 
Wiederverwendung mit einer feature-basierter Produktableitung erreicht. 
Die ConIPF Methode zeigt wie Feature-Modelle und Konfigurationstechniken eingesetzt 
werden können, um die Versprechungen des Produktlinienansatzes zu verwirklichen.  Dar-
über hinaus bietet ConIPF die Möglichkeiten an, Rekursionen zu vermeiden und Experten-
wissen der Organisation transparent zu machen. 
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4.4 Gütekriterien für Features 
Nachdem nun potentiell mögliche Einsatzkontexte für Features diskutiert wurden, widmet 
sich der folgende Abschnitt der Frage, wann ein Feature ein „gutes Feature“ ist, oder anders 
ausgedrückt, welche Güte- oder Qualitätsanforderungen an Features gestellt werden können. 
Hierbei muss man zwischen Gütekriterien für ein Feature und Gütekriterien für ein Feature-
modell unterscheiden. Nachfolgende Tabelle 11 führt eine Reihe von Gütekriterien für ein 
einzelnes Feature auf. 
 
Kriterium Beschreibung 
Homogene Assoziations-
fähigkeit 
Alle Beteiligten verstehen unter dem Featurebegriff etwas hinreichend ähnli-
ches. Dies bedeutet, dass ein Feature(-name) auch ein Wort sein kann, dass 
Außenstehende nicht mit dem Produkt verbinden würden, das aufgrund voran-
gegangener Diskussionen bei den Beteiligten aber dieselbe Assoziation auslöst. 
Atomarität Ein einzelnes Feature auf Blattebene in einem Featuremodell (oder einer Fea-
tureliste) muss atomar in dem Sinne sein, dass es Gesamtheit vorhanden oder 
nicht vorhanden sein muss. D.h. ein Produkt hat dieses Feature oder es hat es 
nicht. 
Mehrwertträger Ein Feature muss einen Wert repräsentieren, d.h. es muss eine Eigenschaft sein, 
aufgrund deren jemand das Produkt haben will. Hierbei spielt das Einsatzgebiet 
eine wesentliche Rolle. Im Einsatzgebiet Portfolioplanung beispielsweise hat 
ein Feature dann einen Mehrwert, wenn es ‚direkt verkaufbar’ ist, d.h. einen 
Käufermehrwert bietet. Im Einsatzgebiet Architekturabbildung spielen auch 
interne Features eine wesentliche Rolle, aber auch nur solche, die als essentiell 
angesehen werden können. 
Prägnant Ein Feature darf nicht zu feingranular in dem Sinne sein, dass es nur Teilaspekte 
eines übergeordneten Features beschreibt, ohne für sich betrachtet einen Wert 
darzustellen (Bsp: Im Feature Tachometer wird als Unterfeature eine PT3-
Dämpfung mit t=0.1s beschrieben). In diesem Fall liegt eine Feature-
Eigenschaft vor, d.h. eine konkretisierende Beschreibung eines Features, in dem 
spezielle Ausprägungen festgehalten werden. 
Überprüfbar Es kann im Produkt festgestellt werden, ob das Feature vorhanden ist. 
Vollständig spezifiziert Das Feature ist bezüglich aller seiner Attribute vollständig spezifiziert (rein 
formales Gütekriterium). 
Tabelle 11: Gütekriterien für ein einzelnes Feature. 
Die Gütekriterien für eine Sammlung von Features (d.h. eine Featureliste oder ein Featuremo-
dell) sind in Tabelle 12 zusammengefasst. Dabei gilt es noch mal zwischen eher formalen und 
eher inhaltlichen Aspekten zu unterscheiden. 
 
Kriterium Beschreibung 
Formale Aspekte 
Homogenität Das Featuremodell ist in sich ausgewogen, d.h. die Abstraktionsebene verschie-
dener Features auf gleicher Hierarchie-Ebene im Modell ist vergleichbar. Eben-
so ist die Tiefe der Teilbäume im Modell vergleichbar. 
Widerspruchsfreiheit Die Aussagen in den einzelnen Teilbäumen des Modells widersprechen sich 
nicht. 
Transparente Abhän-
gigkeiten 
Es ist klar erkennbar, von welchen anderen Features ein gegebenes Feature 
abhängt und welche Wahlmöglichkeiten es bei der Featureauswahl gibt. 
Redundanzfreiheit Die Aussagen in den einzelnen Teilbäumen des Modells sind nicht inhaltlich 
überlappend.  
Inhaltliche Aspekte 
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Vollständigkeit Das Featuremodell ist inhaltlich vollständig, d.h. alle Aspekte, die für das be-
trachtete Einsatzgebiet relevant sind, sind abgedeckt. 
Inhaltliche Ausgewo-
genheit 
Die Gesamtheit der Features passt zum definierten Produkt. Diese Eigenschaft 
skizziert das grundlegende Ziel jeder Verwendung von Features. 
Tabelle 12: Gütekriterien für eine Sammlung von Features. 
 
 
5 Zusammenfassung 
Die Feature-Modellierung erfreut sich in den letzten Jahren immer größerer Beliebtheit in der 
Domänenmodellierung und der Produktkonfiguration. Darüber hinaus erhalten Features Ein-
zug im Bereich des Projekt-Managements wie auch im Rahmen des Architekturentwurf und 
der Codegenerierung. Dieser Abschlussbericht dokumentiert die Arbeiten des GI-
Arbeitskreises „Features“. Die Motivation des Arbeitskreises war es, die unterschiedlichen 
realen Einsatzszenarien der Feature-Modellierung zusammenzutragen und zu dokumentieren. 
Diese konkreten Einsatzszenarien wurden ausführlich in Kapitel 3 dokumentiert. Abstrahie-
rend von diesen konkreten Einsatzszenarien beschreibt Kapitel 4 die Einsatzgebiete im Hin-
blick auf den gesamten Entwicklungsprozess und stellt zudem die Zusammenhänge zwischen 
den einzelnen Feature-Modellen dar. Die folgenden Einsatzgebiete wurden dabei identifiziert: 
• Portfoliomanagement 
• Domänenmodellierung 
• Produkinstanziierung bei einer Produktlinienentwicklung 
• Projektmanagement 
• Architekturfestlegung 
• Auftragsvergabe 
Neben den in Kapitel 3 vorgestellten realen Szenarien wurden hier ebenfalls theoretische 
Einsatzszenarien aus der Wissenschaft und industriellen Forschungsabteilungen diskutiert.  
Basierend auf der Sammlung von Einsatzgebieten, in denen die Feature-Modellierung einge-
setzt wird, wurde versucht eine einheitliche Begriffsdefinition für ein „Feature“ zu definieren. 
Hierbei zeugte sich schnell, dass sich unter Berücksichtigung des jeweiligen Einsatzgebiets, 
der jeweiligen Organisation und der adressierten Domäne, keine einheitliche Definition eines 
Features gegeben werden kann. Trotzdem wurden die Gemeinsamkeiten in der Verwendung 
des Feature-Begriffes analysiert und in Abschnitt 4.2.1 dokumentiert.  
Zudem sind Gütekriterien für einzelne Features sowie für Feature-Modelle in Abschnitt 4.5 
präsentiert wurden. Die beschriebenen Kriterien dienen als Orientierung für den Entschei-
dungsprozess, ob eine identifizierte Charakteristik als Feature modelliert und behandelt wer-
den sollte oder nicht. Weiterhin sollten erstelle Feature-Modelle den in Tabelle 12 genannten 
Kriterien genügen. Das Thema Qualität von Features konnte im Rahmen des Arbeitskreises 
leider nicht weiter analysiert werden. Hierzu sei an dieser Stelle auf die Arbeiten von 
[Doerr02] und [Vondermaßen04] verweisen, die Richtlinien, Qualitätsmerkmale und die Kon-
sistenz von Feature-Modellen behandeln. 
Insgesamt hat die Arbeit des Arbeitskreises gezeigt, dass die Feature-Modellierung nicht nur 
„traditionell“ für die Domänenmodellierung und Produktkonfiguration eingesetzt wird, son-
dern in zahlreichen weiteren Einsatzgebieten, angefangen vom Portfoliomanagement bis hin 
zum Architekturentwurf, Anwendung findet. Die Verwendung von Features im gesamten 
Entwicklungsprozess spiegelt die Notwendigkeit eines einheitlichen Konzeptes wider, um die 
großen Komplexität der zu entwickelnden Systeme beherrschen zu können. Dies setzt aller-
dings voraus, dass ein einheitliches Verständnis über die durch ein Feature modellierte Cha-
Technischer Bericht „Einsatz von Features im Softwareentwicklungsprozess“ Seite 34 von 34 
rakteristik bei den beteiligten Stakeholdern existiert. Dazu ist eine ausreichende Dokumenta-
tion eines jeden Features und des gesamten Feature-Modells notwendig. Zusätzlich sind die 
vorgestellten Gütekriterien zu berücksichtigen.  
Die Analyse der Zusammenhänge der Feature-Modelle der unterschiedlichen Einsatzgebiete 
bedarf weiterer Studien. Der Arbeitskreis „Features“ hat sich über ein Jahr in regelmäßigen 
Treffen diesem Thema gewidmet. Der vorliegende Abschlussbericht des Arbeitskreises liefert 
durch seine große Breite an skizzierten Einsatzszenarien eine gute Basis für weitere Arbeiten 
auf diesem Gebiet. 
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