Abstract: In this paper, we consider a cyclic job shop problem where a subset of tasks have varying processing times. The minimum processing times and maximum processing times of these tasks are known. We propose a branch and bound method that finds the schedule which minimizes the mean cycle time with respect to variations. We show that the evaluation of a schedule can be considered as a volume calculus of some polytopes. Indeed, for each schedule we can associate a set of polytopes whose volumes provide information on the variation effect on the considered schedule.
INTRODUCTION
Classical scheduling deals with a set of tasks that have to be executed once and optimize an objective function such as makespan, tardiness or maximum tardiness etc. In contrast, cyclic scheduling perform a set of generic tasks that have to be executed infinitely.
Several applications of cyclic scheduling can be found in the literature, e.g. in robotics industry (Dawande et al. (2007) ; Kats and Levner (2002) ) , in manufacturing system (Cavory et al. (2005) ; Chen et al. (1998) ), in parallel computing and computer pipelining (Sucha et al. (2004) ; Ayala et al. (2013) ; Govindarajan et al. (1996) ). It has been studied from multiple points of view. Depending on target application, different mathematical models exist, based on graph theory, mixed linear programming, Petri nets or (max, +) algebra. For more details, an overview about cyclic scheduling and different approaches can be found in Hanen and Munier (1995) and Brucker and Kampmeyer (2008) .
This study concerns the Cyclic Job Shop Problem (CJSP ). Roundy (1992) investigates a cyclic job shop problem with identical parts. He shows that the problem is NP-hard and proposes a branch and bound to solve the problem. Lee and Posner (1997) study a version of cyclic job shop problem where the execution order of the operations on each machine is given, they show that this problem can be solved in polynomial time. Hanen (1994) and Fink et al. (2012) study a general cyclic job shop problem and propose a branch and bound to solve the problem. A review on the complexity of cyclic scheduling problems can be found in Levner et al. (2010) . Different extensions of cyclic job shop problem exist, e.g cyclic job shop with blocking, with limited buffer, no-wait, with transportation, with preemption, etc. Despite the different studies on deterministic cyclic scheduling problems, only few works consider uncertainties. For example Zhang and Graves (1997) study a cyclic scheduling problem with machine breakdowns, Karabati and Tan (1998) study a cyclic scheduling problem with stochastic processing times and Che et al. (2015) study the robust version of cyclic hoist scheduling problem.
More precisely, in this paper, we consider a cyclic job shop problem where a subset of tasks have varying processing times. The minimum processing times and maximum processing times of these tasks are known. The objective considered is to find the schedule which minimizes the mean cycle time with respect to the variations. The main originality of the paper is the way the evaluation of a schedule is performed. We show that this evaluation can be done by computing the volume of some polytopes. More precisely, for each schedule we can associate a set of polytopes whose volumes provide information on the effect of processing times variations on the considered schedule. Then, we derive a branch and bound method to choose the best schedule in the sense of the smallest mean cycle time with respect to the variability of the processing times.
CYCLIC SCHEDULING PROBLEMS

General Basic Cyclic Scheduling Problem (GBCSP)
The General Basic Cyclic Scheduling Problem (GBCSP) is characterized by a set of n generic operations T = {1, ..., n}. Each operation i ∈ T has a processing time p i and must be repeated infinitely often. The k th occurrence of the generic operation i is denoted by < i, k >.
A schedule is an assignment of starting time t(i, k) for each occurrence < i, k > of tasks i ∈ T . A schedule is called periodic with cycle time α if it satisfies
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where H ij is an integer that represents the depth of recurrence, usually referred to as height.
The objective considered in this paper is to find a schedule that minimizes the cycle time α while satisfying precedence constraints. Other objectives function can be considered, such as work in progress minimization or cycle time and work in progress minimization.
A directed graph G = (V, E) can be associated with a GBCSP such that a node (resp. an arc) of G corresponds to a task (resp. constraints) in the GBCSP. Each arc (i, j) of G is equipped with two values L ij and H ij . These arcs are called uniform arcs and are built by considering the precedence constraints. For instance, a precedence constraint between task i and task j leads to an arc (i, j) of G labeled with L ij = p i and H ij = 0. Two dummy nodes are introduced in the model. More precisely, t(s, k) represents the start of an occurrence k and t(e, k) represents the end of this occurrence. The arc between these two nodes is valuated with no processing time and with a positive height denoted H * . The value H * is called Work In Process (WIP) and represents the maximum work in process of the system. Increasing the WIP can influence the cycle time α. We call H(c) (resp. L(c)) the height (resp. length) of a circuit c in graph G the sum of heights (resp. lengths) of the arcs composing the circuit c.
The following theorem (Hanen (1994)) characterizes a feasible GBCSP. Theorem 1. There exists a feasible schedule if and only if any circuit of G has a positive height
The minimum cycle time is given by the maximum mean cycle of the graph that is defined by
and C is the set of all circuits in G.
The circuit c that gives the maximum mean cycle is called critical circuit. Several algorithms have been proposed for the computation of critical circuits (see Dasdan and Gupta (1998))
Cyclic Job Shop Problem (CJSP)
In the present work, we focus on the cyclic job shop problem (CJSP). The difference with the problem defined above is that for CJSP the number of machines is lower than the number of tasks to perform. As a result, the same resource must be shared between the different operations. A CJSP can be considered as a GBCSP endowed with resource constraints.
Each operation i ∈ T has a dedicated machine M (i) ∈ M = {1, ..., m} on which its occurrences must be executed.
Operations are grouped on a set of jobs J , where a job j represents a sequence of elementary operations that must be executed in order. To avoid overlapping between the tasks executed on the same machine, for each pair of operations i and j where M (i) = M (j) , the following disjunctive constraint holds
In summary, a cyclic job shop problem is defined by
• a set T of elementary tasks,
• a set M of machines, • for each task i ∈ T , a processing time p i and a machine M (i) ∈ M on which the task has to be performed, • a set U of uniform constraints, • a set D of disjunctive constraints that occur when two tasks are mapped on the same machine, • a set J of jobs corresponding to a production sequence of elementary tasks. More precisely, a job J 1 defines a sequence J 1 = t 1,1 . . . t 1,k to be executed in that order.
Example 2. We consider an instance of cyclic job shop problem consisting of three jobs. The jobs 1 and 3 have two generic operations and job 2 has four generic operations. Table I summarizes the data of this instance.
As in GBCSP, a directed graph G = (V, E) can be associated with a CJSP. The uniform arcs are the same as in GBCSP. Additionally, a disjunctive pair of arcs (i, j) and (j, i) occurs when the task i and the task j are mapped on the same machine. These arcs are labeled respectively with L ij = p i and H ij = K ij , and L ji = p j and H ji = K ji where K ij is occurrence shift variable to determine that satisfy K ij +K ji = 1 (see Hanen (1994) for further details). Example 3. Fig. 2 represents the graph associated to Example 2. For the sake of clarity, we represent the precedence constraints and only two disjunctive arcs concerning the tasks 1 and 4, but many disjunctive arcs exist between each pair of tasks mapped on the same machine. 
Since K ij + K ji = 1, for each occurrence shifts K ij , the following interval can be derived :
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