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Abstract
In this paper, we introduce a new type of slow oscillation and slow decrease conditions. We prove that
these or their variants are Tauberian conditions from smn
st→ s to smn → s. We also prove that they are
Tauberian conditions from t11mn
st→ s to smn → s, where t11mn are the weighted means of the double sequence
{smn}∞m,n=0. Our results not only generalize well-known results, but also solve the conjecture of Móricz
posed in [F. Móricz, Tauberian theorems for double sequences that are statistically summable (C,1,1),
J. Math. Anal. Appl. 286 (2003) 340–350].
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let {smn}∞m,n=0 be a double complex sequence. The weighted means t11mn involved here are of
the form
t11mn =
1
PmQn
m∑
j=0
n∑
k=0
pjqksjk (m,n 0),
✩ This work is supported by the National Science Council, Taipei, ROC, under Grant NSC 94-2115-M-007-008.
* Corresponding author.
E-mail address: cpchen@math.nthu.edu.tw (C.-P. Chen).0022-247X/$ – see front matter © 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2006.11.017
C.-P. Chen, C.-T. Chang / J. Math. Anal. Appl. 332 (2007) 1242–1248 1243where p := {pj }∞j=0 and q := {qk}∞k=0 are two given sequences with Pm :=
∑m
j=0 pj = 0 for all
m 0 and Qn :=∑nk=0 qk = 0 for all n 0.
We write smn → s or limm,n→∞ smn = s, if smn → s as min(m,n) → ∞. Following [2]
and [9], we say that {smn}∞m,n=0 is statistically convergent to s, in symbols, smn
st→ s, if the
following equality holds for each  > 0:
lim
M,N→∞
1
(M + 1)(N + 1)
∣∣{mM and nN : |smn − s| }∣∣= 0,
where | · | denotes the cardinality of a given set. We write smn → s (N¯,p, q;1,1) if t11mn → s. We
also write smn
st→ s (N¯,p, q;1,1) for the case that t11mn st→ s.
We know that smn → s ⇒ smn st→ s and smn → s (N¯,p, q;1,1) ⇒ smn st→ s (N¯,p, q;1,1).
However, the converse is false, in general. It is known that there is no implication from one of
smn → s and smn → s (N¯,p, q;1,1) to another (cf. [3, pp. 584–585] and [7]). The same situation
also happens to the statistical case. For the implication that smn → s (N¯,p, q;1,1) ⇒ smn → s,
several Tauberian results were found (cf. [1,4,8]). A parallel theory to [4] for the statistical con-
vergence was recently established by the authors (see [2]). In [9, p. 344], Móricz considered the
(C,1,1) summability, that is, the case pj = qk = 1. He conjectured that Landau’s conditions
are Tauberian conditions for the implication: smn
st→ s (C;1,1) ⇒ smn → s. This problem was
originally motivated by a result of Fridy and Khan for single sequences (see [6, Theorem 2.3]
and [9, p. 344]).
The main purpose of this paper is to solve the above conjecture. Indeed, we shall establish
two general results, which deal with the implication: smn
st→ s (N¯,p, q;1,1) ⇒ smn → s, where
p,q ∈ SVA+ (see Section 2 for definitions). To do so, we introduce in Section 2 a new type
of slow oscillation and slow decrease conditions. We prove that under such kind of conditions,
any of smn
st→ s or smn st→ s (N¯,p, q;1,1) implies the validity of smn → s. In Section 3, we
show that Schmidt’s slow oscillation (or slow decrease) conditions, Hardy’s two-sided conditions
and Landau’s conditions imply our corresponding conditions. And so, our results include the
corresponding results in [1,4,6,10] as special cases. As a consequence, we give an affirmative
answer to the conjecture of Móricz.
2. Main results
Let λm := [λm] denote the integral part of λm. Consider the following analogues of Schmidt’s
slow oscillation condition:
inf
λ>1
{
lim sup
m,n→∞
(
max
m<j<λm
n<k<λn
|sjk − smn|
)}
= 0, (2.1)
inf
0<λ<1
{
lim sup
m,n→∞
(
max
λm<j<m
λn<k<n
|smn − sjk|
)}
= 0, (2.1∗)
where the limit superior is defined as
lim sup
m,n→∞
dmn = inf
m,n0
(
sup
jm,kn
(j,k)∈Ω
djk
)
= lim
n→∞
(
sup
jn,kn
(j,k)∈Ω
djk
)
(see [5, p. 632]). Here Ω is the index domain of the sequence {dmn}. Since the term
maxm<j<λm,n<k<λn |sjk − smn| is increasing in λ, “infλ>1” in (2.1) can be replaced by “limλ↓1.”
1244 C.-P. Chen, C.-T. Chang / J. Math. Anal. Appl. 332 (2007) 1242–1248Analogously, “inf0<λ<1” in (2.1∗) can be changed to “limλ↑1.” We have (2.1) ⇔ (2.1∗). Con-
dition (2.1) controls the magnitude of the difference |sjk − smn| with (j, k) lying in the region
{m < j < λm,n < k < λn}. This enables us to derive the following Tauberian result.
Theorem 2.1. Let smn
st→ s. If (2.1) or (2.1∗) holds, then smn → s.
Proof. It suffices to show the case (2.1). Let  > 0. By (2.1), we can find λ > 1 and N1  1 such
that
min(m,n)N1 ⇒ max
m<j<λm
n<k<λn
|sjk − smn| < . (2.2)
Since smn
st→ s, there exists an N2  1 such that for min(M,N)N2,
1
(M + 1)(N + 1)
∣∣{j M and k N : |sjk − s| }∣∣< 116
(
λ − 1
λ + 1
)2
. (2.3)
Set N0 = max(N1,N2,4/(λ−1)). For min(m,n)N0, we have min(λm,λn)N2, and so (2.3)
implies
∣∣{j  λm and k  λn: |sjk − s| }∣∣< 116
(
λ − 1
λ + 1
)2
(λm + 1)(λn + 1)
 (λm − m − 1)(λn − n − 1).
This verifies that{
j  λm and k  λn: |sjk − s| < 
}∩ {m < j < λm and n < k < λn} = ∅,
in other words, there exists some pair (j∗, k∗) with the properties: m < j∗ < λm, n < k∗ < λn,
and |sj∗k∗ − s| < . Putting this with (2.2) together, we conclude that
|smn − s| |sj∗k∗ − s| + max
m<j<λm
n<k<λn
|sjk − smn| < 2.
Therefore, smn → s. This completes the proof. 
Now we focus on the weighted means. As in [2,4], we write p ∈ SVA, if Pm = 0 for all m 0
and
lim inf
m→∞
∣∣∣∣PλmPm − 1
∣∣∣∣> 0 for all λ > 0 with λ = 1.
Denote by SVA+ the set of all nonnegative sequences p with p ∈ SVA. It is easy to see that
(2.1) ⇔ (2.4) ⇒ [2, Eq. (3.4)], where
inf
λ>1
{
lim sup
m,n→∞
(
max
m<jλm
n<kλn
|sjk − smn|
)}
= 0. (2.4)
Putting Theorem 2.1 with [2, Theorem 3.2] together, we get the following result.
Corollary 2.2. Let p,q ∈ SVA+ and smn st→ s (N¯,p, q;1,1). If (2.1) or (2.1∗) is satisfied, then
smn → s.
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enough. For example, let smn = sm, pj = ej , and qk = 1, where the weighted mean tm :=∑m
j=0 pj sj /Pm satisfies tm = 2l if m = 2l for some l and tm = 0 otherwise. We find that p,q ∈
SVA+ and smn
st→ 0 (N¯,p, q;1,1). But s2l = 2lP2l /p2l > 2l for l sufficiently large, so smn 0.
We also remark that Corollary 2.2 cannot be relaxed to the case that p or q is slowly varying (cf.
[1, p. 579] for definitions). A counterexample is given by smn = 1/(m+1)2, pj = 1/(j +1)2 and
qk = 1. In this case, (2.1) and (2.1∗) are satisfied and smn st→ π2/15 (N¯,p, q;1,1), but smn → 0.
Next, let {smn}∞m,n=0 be a double real sequence. Replace (2.1) and (2.1∗) by (2.5) and (2.5∗),
where
sup
λ>1
{
lim inf
m,n→∞
(
min
m<j<λm
n<k<λn
(sjk − smn)
)}
 0, (2.5)
sup
0<λ<1
{
lim inf
m,n→∞
(
min
λm<j<m
λn<k<n
(smn − sjk)
)}
 0. (2.5∗)
We know that “supλ>1” in (2.5) and “sup0<λ<1” in (2.5∗) can be replaced by “limλ↓1” and
“limλ↑1,” respectively. It is easy to verify that (2.5) ⇔ (2.5∗). To modify the proof of Theo-
rem 2.1, we get the following result.
Theorem 2.3. Let {smn}∞m,n=0 be a double real sequence with smn
st→ s. If (2.5) or (2.5∗) is
satisfied, then smn → s.
Proof. By (2.5), we can choose λ > 1 and N1  1 such that
min(m,n)N1 ⇒ min
m<j<λm
n<k<λn
(sjk − smn) > −. (2.6)
Let N2 and N0 be defined as in the proof of Theorem 2.1. Consider min(m,n)N0. The proof
of Theorem 2.1 guarantees the existence of some pair (j∗, k∗) with the properties: m < j∗ < λm,
n < k∗ < λn, and |sj∗k∗ − s| < . Putting this with (2.6) together, we conclude that
− < min
m<j<λm
n<k<λn
(sjk − smn) (sj∗k∗ − s) − (smn − s) <  − (smn − s).
This implies supmin(m,n)N0(smn−s) 2. Hence, lim supm,n→∞(smn−s) 0. To replace (2.5)
by (2.5∗), we see that a similar proof to the above will lead us to lim infm,n→∞(smn − s)  0.
Therefore, smn → s. This completes the proof. 
We have (2.7∗) ⇒ (2.7) ⇒ (2.5) and (2.7∗) ⇒ (2.5∗), where
sup
λ>1
{
lim inf
m,n→∞
(
min
m<jλm
n<kλn
(sjk − smn)
)}
 0, (2.7)
sup
0<λ<1
{
lim inf
m,n→∞
(
min
λm<jm
λn<kn
(smn − sjk)
)}
 0. (2.7∗)
Moreover, (2.7) ⇒ [2, Eq. (4.1)] and (2.7∗) ⇒ [2, Eq. (4.2)]. Putting Theorem 2.3 with [2,
Theorem 4.1] together yields the following consequence.
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st→
s (N¯,p, q;1,1). If (2.7∗) is satisfied, then smn → s.
We remark that any of (2.5), (2.5∗), and (2.7) does not imply (2.7∗) (cf. the example:
smm = m and smn = min(m,n) − 1 for m = n). Unfortunately, we are unable to determine
whether (2.7∗) in Corollary 2.4 can be replaced by one of (2.5), (2.5∗), and (2.7).
3. Other Tauberian conditions
Now we shall exhibit several variants of those conditions involved in Section 2. The first two
are the following analogues of Schmidt’s slow oscillation condition:
inf
λ>1
{
lim sup
m,n→∞
(
max
m<j<λm
|sjn − smn|
)}
= 0, (3.1)
inf
λ>1
{
lim sup
m,n→∞
(
max
n<k<λn
|smk − smn|
)}
= 0. (3.2)
They are weaker than (3.11)–(3.12) given in [4, p. 250], respectively. We know that (3.1)–(3.2)
together imply (2.1) and that (3.1∗)–(3.2∗) together imply (2.1∗), where
inf
0<λ<1
{
lim sup
m,n→∞
(
max
λm<j<m
|smn − sjn|
)}
= 0, (3.1∗)
inf
0<λ<1
{
lim sup
m,n→∞
(
max
λn<k<n
|smn − smk|
)}
= 0. (3.2∗)
In addition, (3.3) ⇒ (3.1) and (3.4) ⇒ (3.2), where
j |sjn − sj−1,n|H (j,n > n0), (3.3)
k|smk − sm,k−1|H (m,k > n0), (3.4)
where n0 > 0 and H > 0 are two suitable constants. By Theorem 2.1 and Corollary 2.2, we get
the following two consequences.
Corollary 3.1. Let smn
st→ s. If (3.1)–(3.2) or (3.1∗)–(3.2∗) or (3.3)–(3.4) are satisfied, then
smn → s.
Corollary 3.2. Let p,q ∈ SVA+ and smn st→ s (N¯,p, q;1,1). If (3.1)–(3.2) or (3.1∗)–(3.2∗) or
(3.3)–(3.4) are satisfied, then smn → s.
Conditions (3.3)–(3.4) are known as Hardy’s two-sided conditions. Corollary 3.2 generalizes
[4, Corollaries 3.3–3.4], [6, Theorem 2.1] and [10, Theorem 2]. The results of Móricz and of
Fridy–Khan correspond to the case: smn = sm and pj = qk = 1.
In [4, p. 251], it has been proved that (3.5)–(3.6) imply (3.1)–(3.2):
|sjn − sj−1,n|H pj
Pj
(j, n > n˜), (3.5)
|smk − sm,k−1|H qk (m,k > n˜), (3.6)
Qk
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has the following consequence, which generalizes [4, Corollary 3.5] and gives a partial extension
of [1, Theorem 4].
Corollary 3.3. Let p := {pj }∞j=0 and q := {qk}∞k=0 be two nonnegative sequences with p0 > 0
and q0 > 0. Assume that both of {Pm}∞m=0 and {Qn}∞n=0 are regularly varying of positive in-
dices. If smn st→ s (N¯,p, q;1,1) and (3.5)–(3.6) are satisfied for some n˜ > 0 and some H , then
smn → s.
Next, let {smn}∞m,n=0 be a double real sequence. We consider the following conditions:
sup
λ>1
{
lim inf
m,n→∞
(
min
m<j<λm
(sjn − smn)
)}
 0, (3.7)
sup
λ>1
{
lim inf
m,n→∞
(
min
n<k<λn
(smk − smn)
)}
 0. (3.8)
We also consider their analogues:
sup
0<λ<1
{
lim inf
m,n→∞
(
min
λm<j<m
(smn − sjn)
)}
 0, (3.7∗)
sup
0<λ<1
{
lim inf
m,n→∞
(
min
λn<k<n
(smn − smk)
)}
 0. (3.8∗)
It is not difficult to verify that (3.7)–(3.8) ⇒ (2.5) and (3.7∗)–(3.8∗) ⇒ (2.5∗). In addition,
(3.9) ⇒ (3.7) and (3.10) ⇒ (3.8):
j (sjn − sj−1,n)−H (j,n > n0), (3.9)
k(smk − sm,k−1)−H (m,k > n0), (3.10)
where n0 > 0 and H > 0 are two suitable constants. By Theorem 2.3, we get the following
consequence.
Corollary 3.4. Let {smn}∞m,n=0 be a double real sequence with smn
st→ s. If (3.7)–(3.8) or (3.7∗)–
(3.8∗) or (3.9)–(3.10) are satisfied, then smn → s.
Conditions (3.7) and (3.8) are weaker than the concepts of slow decrease in sense (1,0) and
(0,1) defined in [4, p. 254]. As for (3.9) and (3.10), they are known as Landau’s conditions in
senses (1,0) and (0,1), respectively (cf. [4, p. 255] and [8]).
The conclusion of Corollary 3.4 remains true, if we replace smn
st→ s by smn st→ s (N¯,p, q;1,1).
We prove it below.
Corollary 3.5. Let p,q ∈ SVA+ and {smn}∞m,n=0 be a double real sequence with smn
st→
s (N¯,p, q;1,1). If (3.7)–(3.8) or (3.7∗)–(3.8∗) or (3.9)–(3.10) are satisfied, then smn → s.
Proof. We have (3.9) ⇒ (3.7) ⇔ (3.7∗) and (3.10) ⇒ (3.8) ⇔ (3.8∗). If we can prove that
(3.7∗)–(3.8∗) ⇒ (2.7∗), then the desired result follows from Corollary 2.4. We have
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λm<jm
λn<kn
(smn − sjk)
= min
(
min
λm<j<m
λn<k<n
(smn − sjk), min
λm<j<m
(smn − sjn), min
λn<k<n
(smn − smk),0
)
.
The terms minλm<j<m(smn−sjn) and minλn<k<n(smn−smk) are controlled by (3.7∗) and (3.8∗),
respectively. On the other hand, (3.7∗)–(3.8∗) together imply (2.5∗) and (2.5∗) controls the
magnitude of minλm<j<m,λn<k<n(smn − sjk). Hence, by (3.7∗)–(3.8∗), (2.7∗) follows. This
completes the proof. 
Corollary 3.5 generalizes [4, Corollaries 4.4–4.5], [6, Theorem 2.3] and [10, Theorem 1]. The
results of Móricz and of Fridy–Khan correspond to the case smn = sm and pj = qk = 1. The
choice pj = qk = 1 of Corollary 3.5 solves the conjecture of Móricz posed in [9, p. 344].
We remark here that a parallel theory to the above can be worked out for the (N¯,p,∗;1,0)
summability (cf. [4]). Moreover, the above theory can be easily extended to any multiple se-
quence and any sequence in ordered linear spaces or Banach spaces. We leave their discussions
to the readers.
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