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Abstract
Let K be a smooth convex set with volume one in Rd . Choose n random points in K independently
according to the uniform distribution. The convex hull of these points, denoted by Kn, is called a random
polytope. We prove that several key functionals of Kn satisfy the central limit theorem as n tends to infinity.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Let K be a convex set with volume one in Rd . Choose n random points in K independently
according to the uniform distribution. The convex hull of these points, denoted by Kn, is called
a random polytope. The study of the key functionals (such as the volume, the number of vertices
etc.) of Kn, started by Efron [4] and Rényi and Sulanke [7], is a classical topic in convex geometry
(e.g., see [14] for a survey).
Let Vol(Kn) denote the volume of Kn. An essential, and natural, conjecture in the field is that
this random variable satisfies the central limit theorem as n tends to infinity.
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222 V. Vu / Advances in Mathematics 207 (2006) 221–243Conjecture 1.1. There is a function (n) tending to zero with n such that for every x
∣∣∣∣P
(
Vol(Kn) − E(Vol(Kn))√
Var(Vol(Kn))
 x
)
− Φ(x)
∣∣∣∣ (n),
where Φ denotes the distribution function of the normal distribution.
The conjecture has been verified only for the case when K is a ball in R2 [5].
In the study of random polytopes in a convex body K , the surface of K plays a critical role.
A significant part of the literature focus on the following two cases:
• K is smooth, i.e., the boundary of K is twice differentiable with positive curvature bounded
away from zero and infinity.
• K is a polytope.
In this paper, we are going to prove the conjecture for the case when K is a smooth convex
set.
Theorem 1.2. Let K be a smooth convex body with volume one in Rd . There is a function (n)
tending to zero with n such that for every x
∣∣∣∣P
(
Vol(Kn) − E(Vol(Kn))√
Var(Vol(Kn))
 x
)
− Φ(x)
∣∣∣∣ (n),
where Φ denotes the distribution function of the normal distribution.
Using the same method we can prove similar results for other functionals of Kn. Let fi(Kn)
be the number of i-dimensional faces of Kn, where 0  i  d − 1. For i = 0, f0(Kn) is the
number of vertices of Kn.
Theorem 1.3. Let K be a smooth convex body with volume one in Rd . There is a function (n)
tending to zero with n such that for every x and every 0 i  d − 1
∣∣∣∣P
(
fi(Kn) − E(fi(Kn))√
Var(fi(Kn))
 x
)
− Φ(x)
∣∣∣∣ (n),
where Φ denotes the distribution function of the normal distribution.
Remark 1.4. In both theorems one can take (n) = n−δ+o(1) for some positive constant δ. By
following the proof closely, it turns out that one can take δ = 1/(d + 1) for d  3 and δ =
1/2 − 1/(d + 1) = 1/6 for d = 2 (see Remark 3.3). In this paper, the rate of convergence is not
the main goal, thus we do not attempt to optimize (n).
Our approach is also applicable for the case when K is a polytope (pending on the availabil-
ity of certain results). In fact, it can also be applied to other models of random polytopes. In
Section 11 we will discuss this point in more details.
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itzner [8] which established central limit theorems for Poisson point processes. The second is
(also recent) tail estimates by the author [12].
The paper is organized as follows. In the next section, we introduce the results from [8]. In
Sections 3 and 4, we describe our general approach. In Section 5, we present the above men-
tioned tail estimates and a few corollaries. In Section 6, we prove a tail estimate on the difference
Vol(Kn′) − Vol(Kn), where n′ and n are two large numbers which are relatively close to each
other. As a corollary, we obtain a new estimate about E(Vol(Kn′)− Vol(Kn)). The proof of The-
orem 1.2 comes in Section 7. The proof of Theorem 1.3 appears in Sections 8 and 9. This latter
proof is somewhat more complex due to a subtle geometrical fact (see the paragraph following
Theorem 8.3). In Section 10, we summarize recent progresses on the distribution of Vol(Kn) and
fi(Kn). In Section 11, we discuss further applications of our method (for instance, the case when
K is a polytope).
We would like to emphasize methodology in this paper. Thus, we sometime omit technical
details in order to maintain the flow of ideas. These details will be presented in the appendix at
the end of the paper or are left as exercises.
Notations. In the whole paper, we assume that n is large, whenever needed. The asymptotic
notations are used under the assumption that n → ∞. Given non-negative functions f (n) and
g(n), we write f (n) = O(g(n)) (f (n) = Ω(g(n))) if there is a positive constant C, independent
of n, such that f (n) Cg(n) (f (n) Cg(n), respectively) for all sufficiently large value of n.
We write f (n) = Θ(g(n)) if f (n) = O(g(n)) and f (n) = Ω(g(n)). In this case, we say that
f (n) and g(n) have the same order of magnitude. Finally f (n) = o(g(n)) if f (n)/g(n) tends to
zero as n tends to infinity.
The hidden constants in O,Ω and Θ will depend on the fixed convex body K , but their actual
values have no important role. Vol and P denote volume and probability, respectively. Consider
a (measurable) subset S of K and a random point x, then
Vol(S) = P(x ∈ S).
E and Var denote expectation and variance, respectively; log denotes the logarithmic with natural
base. For a point set P , Conv(P ) is the convex hull of P .
2. Central limit theorems for Poisson point processes
Let X(n) be a Poisson point process in Rd of intensity n. Define the random polytope Πn
as the convex hull of the intersection of K with X(n) (a precise definition is given in the next
section). In a recent remarkable paper [8], Reitzner proved
Theorem 2.1. Let K be a smooth convex body with volume one in Rd . There is a function (n)
tending to zero with n such that for every x
∣∣∣∣P
(
Vol(Πn) − E(Vol(Πn))√
Var(Vol(Πn))
 x
)
− Φ(x)
∣∣∣∣ (n).
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there is a function i(n) tending to zero with n such that for every x∣∣∣∣P
(
fi(Πn) − E(fi(Πn))√
Var(fi(Πn))
 x
)
− Φ(x)
∣∣∣∣ i(n).
Remark 2.3. In Theorems 2.1 and 2.2, one can take
(n) = cn−1/2+1/(d+1) log2+2/(d+1) n
and
i(n) = cn−1/2+1/(d+1) log2+3i+2/(d+1) n,
respectively [8].
In the same paper, Reitzner also determined the right order of magnitude of the variance of
Vol(Kn) and fi(Kn).
Theorem 2.4. Let K be a smooth convex body with volume one in Rd . Then Var(Vol(Kn)) =
Θ(n−(d+3)/(d+1)) and Var(fi(Kn)) = Θ(n(d−1)/(d+1)). The same estimates hold for Πn.
The upper bound for the variance was actually proved in an earlier paper [9]. A different proof
was given by the current author in [12]. In [8], Reitzner proved a matching lower bound.
The proof in [12] also gives an upper bound for the moment of any fixed order. A matching
lower bound follows from Theorems 1.2 and 1.3. For details see Section 10.
To conclude this section, let us recall the well known estimates on the expectations of Vol(Kn)
and fi(Kn) [14].
Theorem 2.5. E(Vol(Kn)) = 1 − Θ(n−2/(d+1)) and E(fi(Kn)) = Θ(n(d−1)/(d+1)) for all 0 
i  d − 1.
3. Passing from the Poisson model to the uniform model
The heart of this paper is a technique which enables one to pass a statement for the Poisson
model Πn to a similar statement for the uniform model Kn. We will first focus on Theorem 1.2
concerning the volume.
In order to prove Theorem 1.2, given the results in the previous section, it suffices to show that
Vol(Πn) and Vol(Kn) have (approximately) the same expectation and variance. That is exactly
what we are going to do. Let us define a quantity δ(d) as follows: δ(d) = 1/(d + 1) if d  3 and
δ(d) = 1/6 if d = 2.
Proposition 3.1. Let K be a smooth convex body with volume one in Rd . Then there is a number
δ = δ(d) + o(1) such that the following holds.
E
(
Vol(Πn)
)− E(Vol(Kn))= O(n−δ√Var Vol(Πn)),
where Πn = K\Πn and Kn = K\Kn.
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δ = 1/(d + 1)+ o(1) such that the following holds.
Var
(
Vol(Πn)
)= Var(Vol(Kn))(1 + O(n−δ)).
Remark 3.3. With a routine calculation, Theorem 1.2 follows from these propositions, The-
orem 2.1 and the following lemma from [8]. Each of these results has an error term. The
dominating one leads to Remark 1.4. We provide the details in the appendix.
Lemma 3.4. Let K be a smooth convex body with volume one in Rd . Then∣∣P(Vol(Kn) x)− P(Vol(Πn) x)∣∣= O(n−2/(d+1) log2/(d+1) n).
Remark 3.5. Proposition 3.1 has already been verified in [8]. Our proof here is different and
works for every convex body K , without the smoothness assumption. It is mentioned in [8] that
it has been conjectured that the variance of Vol(Πn) and that of Vol(Kn) are asymptotically the
same, but no proof is known. Proposition 3.2 verifies this conjecture in a strong form.
In the following, we are going to focus on Proposition 3.2. Proposition 3.1 follows easily from
the proof of Proposition 3.2.
Let us now give a better definition for the Poisson random polytope Πn, mentioned in the
previous section. In order to generate Πn, one first generates a random number n′ with respect
to the Poisson distribution with mean n. Next, one generates a set P ′ of n′ random points in K
with respect to the uniform distribution. The convex hull of P ′ is Πn.
It is well known from properties of the Poisson distribution that with high probability n′ is
close to n. To be precise,
P
(
|n′ − n|A√n logn) n−A/4
for any constant A (4 can be replaced by a better constant but this is not essential) [6]. Thus one
may think about the distribution of Πn as a distribution over Kn′ , where n′ ∈ [n − A√n logn,
n + A√n logn], for some large A.
Remark 3.6. We will prove rigorously that the contribution of those n′ outside this interval is
negligible. However, the reader can convince himself (herself) quickly on this point by observing
that every quantity under investigation (such as the expectation or variance) is of order Ω(n−c)
for some fixed c. Thus by setting A sufficiently large, omitting the n′ outside the interval should
not change our analysis significantly. We will use the phrase “with very high probability” to mean
an event which holds with probability 1 − n−C where we can set C arbitrarily large.
Our plan is to show that for any n′ in the interval, the variance of Vol(Kn′) and that of Vol(Kn)
is very close to each other.
Lemma 3.7. There is a number δ = 1/(d + 1) + o(1) such that for any pair (n,n′) where
n′ = n + O(√n logn) and n is sufficiently large
Var
(
Vol(Kn′)
)= Var(Vol(Kn))(1 + O(n−δ)).
This, together with some simple arguments, implies Proposition 3.2.
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We now describe the main idea of how to verify Lemma 3.7. This idea is quite general and
works for other functionals (such as the number of vertices) as well.
Let us consider a number n′ in the interval [n − A√n logn,A + √n logn] for some large
constant A. Assume (without loss of generality) that n′ > n. Let Ω denote the product space Kn
(equipped with the natural product measure). A point P in Ω is an ordered set (x1, . . . , xn) of
n random points (we generate the points one by one). The xi are the coordinates of P . We use
Y(P ) to denote the volume of the convex hull of P and μ to denote the expectation of Y(P ).
Remark 4.1. Y(P ) is, of course, just another way to express Vol(Kn). It is however more con-
venient to use this notation in the proof below as it emphasizes the fact that Y is a function from
Ω to R.
Define Ω ′,P ′,μ′ similarly (with respect to n′). The variance of Vol(Kn) is
s =
∫
Ω
∣∣Y(P ) − μ∣∣2 ∂P
and the variance of Vol(Kn′) is
s′ =
∫
Ω ′
∣∣Y(P ′) − μ′∣∣2 ∂P ′.
Our goal is to show that
|s′ − s| n−δs,
for some positive constant δ as claimed. We are going to use a coupling argument. Consider a
point P ′ = (x1, . . . , xn′) in Ω ′ and the canonical decomposition
P ′ = P ∪ Q,
where P = (x1, . . . , xn) and Q = (xn+1, . . . , xn′). In order to compare s and s′, we rewrite s as
s =
∫
Ω ′
(
Y(P ) − μ)2 ∂P ′,
where Y(P ) is understood as a function of P ′ which depends on the first n coordinates of P ′.
We now can write s′ − s as
s′ − s =
∫
Ω ′
((
Y(P ′) − μ′)2 − (Y(P ) − μ)2) ∂P ′. (1)
Next, we observe that
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Y(P ′) − μ′)2 − (Y(P ) − μ)2 = ((Y(P ′) − μ′)+ (Y(P ) − μ))
× ((Y(P ′) − μ′)− (Y(P ) − μ)).
Using a recent tail estimate in [12], we can prove that with very high probability, the quantities
|Y(P ′)−μ′| and |Y(P )−μ| are small, of order O(√s logO(1) n) in particular. This implies that
typically
(
Y(P ′) − μ′)+ (Y(P ) − μ)= O(√s logO(1) n) (2)
and
(
Y(P ′) − μ′)− (Y(P ) − μ)= O(√s logO(1) n). (3)
These two inequalities, however, are not enough for our purpose. They only imply that the prod-
uct of the left hand sides is of order O(s logO(1) n), while we want something significantly small
than s (the exponent in the logarithmic term is, unfortunately, positive). While the estimate for
the sum (Y (P ′) − μ′) + (Y (P ) − μ) seems to be near optimal, we can prove that a much better
estimate holds for the difference (Y (P ′)−μ′)− (Y (P )−μ). In order to achieve this, we rewrite
this difference as follows
(
Y(P ′) − Y(P ))− (μ′ − μ).
We are going to show that with very high probability
Y(P ′) − Y(P ) = O(√sn−δ). (4)
This will imply that μ′ − μ is of the same order. Thus, we gain a significant extra term n−δ as
claimed. In this part of the proof, the facts that P ′ contains P and n′ − n = O(√n logn) will
play essential roles.
5. Concentration of the volume
Again we use short hand Y to denote the random variable Vol(Kn). Recall that the variance
of Y is Θ(n−(d+3)/(d+1)). One expects that Y has sub-Gaussian tail, namely
P
(∣∣Y − E(Y )∣∣√λn−(d+3)/(d+1) ) exp(−cλ)
for some constant c and a large range of λ. This intuition was confirmed in [12]. The following
theorem is equivalent to Corollary 2.8 from that paper.
Theorem 5.1. Let K be a smooth convex body with volume one in Rd . There are positive con-
stants c and α such that the following holds. For any 0 < λ αn(d−1)(d+3)/((d+1)(3d+5))
P
(∣∣Y − E(Y )∣∣√λn−(d+3)/(d+1) ) 2 exp(−cλ) + exp(−cn(d−1)/(3d+5)). (5)
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we have, for sufficiently large λ
P
(∣∣Y − E(Y )∣∣√λVar(Y ))≈ 2
λ
exp
(
−λ
2
)
. (6)
Since Var(Y ) = Θ(n−(d+3)/(d+1)), the two bounds are comparable. The key difference here is
that in the central limit theorem, λ has to be fixed and one takes n to infinity, while (5) also works
for λ depending on n.
Remark 5.2. For the purpose of proving Theorem 1.2, it actually suffices to use a weaker the-
orem [12, Theorem 2.1] whose proof is significantly simpler. In this weaker theorem instead of√
λn−(d+3)/(d+1) one has
√
λn−(d+3)/(d+1) logn (an extra logarithmic term). We state the above
more precise theorem because we will discuss its analogue for fi(Kn) later.
We are also going to use the following standard fact, which can be routinely verified using the
Laplace transform or properties of binomial coefficient (see [6, Chapter 2]).
Lemma 5.3. Let X be the sum of m i.i.d. indicator random variables. Then for any t  0
P
(
X  E(X) + t) exp(− t2
2(E(X) + t/3)
)
.
6. Differences of volumes
Consider two integers n > n′. We generate a set P ′ of n′ random points as follows. First we
generate a set P of n random points and next generate a set Q of m = n − n′ random points and
then define P ′ = P ∪Q. Our goal is to show that if n′ −n is small compared to n, then with very
high probability, Y(P ′) − Y(P ) is small. The argument in this section works for every convex
body K , without the smoothness assumption.
For a convex body K and a half space H , we call the intersection H ∩ K an -cap if
Vol(H ∩ K) = . The union of all -caps is the -wet part of K . The complement of the -
wet part is called the -floating body of K . We denote the -floating body and the -wet part by
F and F , respectively. The volume of the -wet part plays an important role and we denote it
by ρ .
Consider two points x and y in F . We say that x sees y (with respect to F ) if the segment
xy does not intersect the floating body F . Let Sx, denote the set of those y that x sees. Define
g() = sup
x∈F
Vol(Sx,).
The set Sx, is the union of all -caps containing x. The quantity which is important to us is
∗ := ν logn/n,
where ν is a sufficiently large constant.
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constants γ and ν such that for ∗ = νlogn/n, the following holds
P
(
Y(P ′) − Y(P ) (γ + 1)mρ(∗)g(∗) + γg(∗) logn) n−β.
Corollary 6.2. Let K be a convex body of volume one in Rd and μ(n) the expectation of the
volume of Kn. Then
μ(n + m) − μ(n) = O(g(∗)mρ(∗) + g(∗) logn). (7)
If K is smooth, then
μ(m + n) − μ(n) = O((mn−2/(d+1) + 1)n−1 logO(1) n). (8)
If K is a polytope, then
μ(m + n) − μ(n) = O((mn−1 + 1)n−1 logO(1) n). (9)
Proof of Corollary 6.2. Let us mention few facts about the quantities g() and ρ() from [3]
(see also Section 2 of [12]). For any sufficiently small  > 0
• If K is smooth, then ρ = Θ(2/(d+1)) and g() = Θ().
• If K is a polytope, then ρ() = Θ( logd−1 1/) and g() = O( logd−1 1/).
By setting β sufficiently large in Lemma 6.1, (7) is straightforward. The other two estimates
follow easily from the estimates on ρ() and g() and the definition of ∗. 
Remark 6.3. Using a stronger definition of smoothness, one can slightly improve (8). Indeed, if
one assumes that K ∈K+k , then it is known that [14]
μn =
k∑
i=1
cin
−(i+1)/(d+1) + o(n−(k+1)/(d+1)),
where ci are constants depending on K . Thus by taking k sufficiently large and using Taylor’s
expansion, one can prove (8) without the logarithmic term. Here K+k consists of convex body
whose boundary is k time differentiable.
Proof. In order to prove Lemma 6.1, we are going to need the following lemma from [2]. (For a
different proof of this lemma using the VC dimension, see Section 4 of [12].)
Lemma 6.4. There are positive constants c and c′ such that the following holds for every suf-
ficiently large n. For any   c′ logn/n, the probability that Kn does not contain F is at most
exp(−cn).
Let E be the event that F∗ is not contained in Conv(P ); E denotes the complement of E. For
any T
P
(
Y(P ′) − Y(P ) T ) P(E)+ P(Y(P ′) − Y(P ) T |E).
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6.4 and the probability exp(−c∗n) we get from this lemma is at most n−β−1. Thus we have
P
(
Y(P ′) − Y(P ) T ) n−β−1 + P(Y(P ′) − Y(P ) T |E). (10)
Observe that when E holds (namely, F∗ ⊂ Conv(P )), the volume of Conv(P ) increases by
at most g(∗) when we add to P a new point from K\Conv(P ). Since F∗ ⊂ Conv(P ),
K\Conv(P ) ⊂ F∗ and then
P
(
Y(P ′) − Y(P ) T |E) P(|Q ∩ F∗ | T/g(∗)).
By substituting
T = g(∗)((γ + 1)mρ∗ + γ logn),
we have
P
(|Q ∩ F∗ | T/g(∗))= P(|Q ∩ F∗ | (γ + 1)mρ∗ + γ logn).
The quantity |Q ∩ F∗ | is a sum of m i.i.d. indicator random variables (each of which indicates
the event that a random point belongs to the wet-part F∗ or not) with expectation
Vol(F ∗) = ρ∗ .
Thus, the expectation of |Q ∩ F∗ | is mρ∗ . By applying Lemma 5.3 with
t = γ (mρ∗ + logn),
we conclude that the probability in question is bounded from above by
exp
(
− γ
2(mρ∗ + logn)2
2(mρ∗ + 13γ (mρ∗ + logn))
)
.
It is simple to prove that for any γ  3, the exponent
γ 2(mρ∗ + logn)2
2(mρ∗ + 13γ (mρ∗ + logn))
is bounded from above (with room to spare) by γ /2. Set γ large enough so that γ /2 > β + 1.
We have
exp
(
− γ
2(mρ∗ + logn)2
2(mρ∗ + 13γ (mρ∗ + logn))
)
 n−γ /2  n−β−1. (11)
Since 2n−β−1 < n−β , (10) and (11) conclude the proof. 
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We first prove that there is a constant δ > 0 such that for any n′ where |n′ −n| = O(√n logn),
Var
(
Vol(Kn′)
)= Var(Vol(Kn))(1 + O(n−δ)).
Without loss of generality, we can assume that n′ > n. Let C be a large constant. We call a point
P ′ = (x1, . . . , xn′) ∈ Ω ′ C-typical if the following hold
• |Y(P ′) − μ′| C√n−(d+3)/(d+1) logn,
• |Y(P ) − μ|C√n−(d+3)/(d+1) logn,
• Y(P ′) − Y(P )Cg(∗)(mρ∗ + logn).
The results in the previous two sections show that there is a positive constant α independent
of C such that P ′ is C-typical with probability at least 1 − n−αC . Since K is smooth, g() =
O() and ρ() = Θ(2/(d+1)) for all sufficiently small . Substituting ∗ = Θ(logn/n) and
m = O(√n logn), we obtain
Cg(∗)(mρ∗ + logn) = O
(
n−(d+5)/2(d+1) logO(1) n
)
.
This implies that if P ′ is C-typical then
∣∣(Y(P ′) − μ′)2 − (Y(P ) − μ)2∣∣= O(√n−(d+3)/(d+1) logn × n−(d+5)/2(d+1) logO(1) n)
= O(n−(d+4)/(d+1) logO(1) n).
On the other hand, the variance s is of order Θ(n−(d+3)/(d+1)). Thus, we obtain the claim of
Lemma 3.7 with δ = 1/(d + 1) − o(1).
Now we are going to conclude the proof of Proposition 3.2. We are going to apply the fol-
lowing general formula for computing the variance. Let X be a random variable on an abstract
space Ω . Let Ω1, . . . ,Ωk be a partition of Ω . Then
Var(X) = E(Var(X|Ωi))+ Var(E(X|Ωi)).
A similar formula was used in [8].
Consider the interval I = [n − A√n logn,n + A√n logn]. For every number n′ in this in-
terval, let En′ denote the events that n′ is sampled (according to the Poisson distribution with
mean n) and E0 denote the event that the sampled number does not belong to the interval. The
events En′ (with n′ ∈ I or n′ = 0) form a partition of the space. Thus,
Var(Πn) = En′
(
Var
(
Vol(Πn)|En′
))+ Var(E(Vol(Πn|En′))),
where n′ ∈ I or n′ = 0. By increasing A, we can assume that P(E0)  n−B for a sufficiently
large B . Thus, the contribution of Vol(Πn|E0) is negligible, as it can be bounded from above by
an arbitrary negative power of n. (Recall that Var(Πn) is of order n−(d+3)/(d+1).)
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Vol(Πn)|En′ = Vol(Kn′).
Thus,
Var
(
Vol(Πn)|En′
)= Var(Vol(Kn′))= Var(Vol(Kn))(1 + O(n−δ)),
with δ = 1/(d + 1) + o(1). This implies
En′
(
Var
(
Vol(Πn)|En′
))= Var(Vol(Kn))(1 + O(n−δ)).
To conclude the proof, we next show that
Var
(
E
(
Vol(Πn|En′)
))= O(n−δ′+o(1)n−(d+3)/(d+1))= O(n−δ′+o(1))Var(Vol(Kn))
for some constant δ′  1/(d + 1). To see this, observe that from Corollary 6.2 we have
E
(
Vol(Πn|En′)
)= E(Vol(Kn′))
= E(Vol(Kn))+ O(((n′ − n)n−2/(d+1) + 1)n−1 logO(1) n).
This implies that
Var
(
E(Vol(Πn|En′))
)= O([((n′ − n)n−2/(d+1) + 1)n−1 logO(1) n]2).
Since n′ − n = O(√n logn), the right hand side is O(n−(d+3)/(d+1)n−2/(d+1) logO(1) n) for
d  3 and O(n−(d+3)/(d+1)n−1/3 logO(1) n) for d = 2. In the first case of d  3, we can set δ′ =
2/(d + 1) > 1/(d + 1). In the second case of d = 2, we can set δ′ = 1/(d + 1). The proof of
Proposition 3.2 is complete.
8. Proof of Theorem 1.3
We first prove this theorem for the case i = 0 (f0(Kn) counts the number of vertices of Kn).
The (slightly more technical) proof for a general i follows in the next section. We need to prove
the following proposition. Recall that δ(d) = 1/(d + 1) for d  3 and 1/6 for d = 2.
Proposition 8.1. Let K be a smooth convex body with volume one in Rd . Then there is a number
δ = δ(d) + o(1) such that the following holds
Var
(
f0(Πn)
)= Var(f0(Kn))(1 + O(n−δ)).
Once the proposition is available, one can use Theorem 2.2 to conclude the proof (the analogue
of Proposition 3.1 concerning expectation can be deduced from the proof of Proposition 8.1). The
above proposition follows from a variant of Lemma 3.7.
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n + O(√n logn ) and n is sufficiently large
Var
(
f0(Kn′)
)= Var(f0(Kn))(1 + O(n−δ)).
In order to prove this lemma, we use the ideas described in Section 4. We are going to use
short hand Z to denote f0(Kn). Theorem 5.1 is replaced by the following result, which is a
corollary of Theorem 2.11 from [12].
Theorem 8.3. Let K be a smooth convex body with volume one in Rd . There are positive con-
stants c and α such that the following holds. For any 0 < λ < αn(d−1)/(3(d+1)), we have
P
(∣∣Z − E(Z)∣∣√λn(d−1)/(d+1) ) 2 exp(−cλ) + exp(−cn(d−1)/(3d+5)).
While it seems that we have all necessary tools in hand, the proof of Lemma 8.2 is still
not a straightforward modification of the proof of Lemma 3.7. In fact this proof is much more
delicate due to the following subtle obstruction: Z is not a monotone random variable. Recall that
when we bound the difference between the volumes Y(P ′) and Y(P ), we relied on the following
observation: Adding a point from P ′\P to P cannot increase Y(P ) by too much, unless P itself
is very distorted, which happens with a negligible probability. When we repeat this argument
for the number of vertices instead of the volume, we have to take into account the fact that the
number of vertices of Conv(P ) can actually decrease when we add a new point to P . Therefore,
we have to give a upper bound for both Z(P ′) − Z(P ) and Z(P ) − Z(P ′).
The handling of Z(P ′) − Z(P ) is similar to that of Y(P ′) − Y(P ). If Conv(P ) contains the
floating body F∗ , then a point from Q = P ′\P would increase Z(P ) by at most one if it falls in
the wet part F∗ . Thus, Z(P ′) − Z(P ) (conditioned on P contains F∗ ) is bounded from above
by the sum of m = |Q| i.i.d. indicator random variables with expectation ρ∗ = Vol(F ∗). Using
Lemma 5.3, it is easy to show that this sum is
O(mρ∗ + logn) = n1/2−2/(d+1)+o(1) + O(logn) (12)
with probability 1 − n−C where one can have the constant C arbitrarily large.
The handling of Z(P ) − Z(P ′) is more delicate, as a point from Q = P ′\P can decrease
Z(P ) by an arbitrary amount. For k  2, we say that a point x is k-wide with respect to P if x
lies outside the convex hull of P and sees k vertices of this convex hull.
Define
Uk,P = {x | x is k-wide with respect to P }.
The key new ingredient is the following lemma which asserts that with high probability, Uk,P
has small volume.
Lemma 8.4. There are positive constants c1, c2, c3, c4 such that the following holds. For any
k  c3 and T  c3 max{k/(c4n),ρk/(c4n) exp(−c2k)} we have
P
(
Vol(Uk,P ) T
)
 exp(−c1nT ),
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that with probability at least 1 − n−C , there is no point in K which is c5 logn-wide with respect
to P .
The first half of the lemma is Lemma 7.1 from [12]. In order to maintain the flow of the
presentation, we defer the proof of the second half to the appendix.
Let c6 be a large positive constant. For each c3  k  c5 logn, define
Tk = max
{
c3 max
{
k
c4n
,ρk/(c4n) exp(−c2k)
}
,
c6 logn
n
}
.
The first statement of Lemma 8.4 implies that with probability at least
1 −
c5 logn∑
k=c3
exp(−c1c6 logn)
we have
Vol(Uk,P ) Tk
for all c3  k  c5 logn.
We call the random set P perfect if the following three conditions hold:
• Vol(Uk,P ) Tk for all c3  k  c5 logn,
• Vol(Uk,P ) = 0 for any k > c5 logn,
• Vol(K\P) c7ρ1/n.
The above argument and the second part of Lemma 8.4 and Theorem 5.1 together imply that
for any given constant C, we can choose the constants c3, c5 and c7 such that P is perfect with
probability at least 1−n−C . (The values of these constants do not play any role in what follows.)
Now consider a perfect set P . We are going to expose a set Q of m random points and see
how it changes the number of vertices of Conv(P ). Let x be a random point and S be the number
of vertices of Conv(P ) seen by x. The distribution of S, due to the fact that P is perfect, satisfies
P(S  k) Tk
for c3  k  c5 logn and
P(S  k) = 0
for k > c5 logn. Furthermore, for any 1 k < c3,
P(S = k)Vol(K\P) c7ρ1/n.
The difference X = Z(P ) − Z(P ′), conditioned on a perfect set P , is bounded from above by
the sum of m independent copies of S. A routine Laplace transform argument gives
P(X D) = P(eX0  eD0 ) E(eX0 )e−D = E(eS0 )me−D (13)0 0
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E
(
eS0
)
 1 +
∞∑
k=1
ek0P(S = k). (14)
The information about the distribution of S enables us to bound this from above by
1 + O(ρ1/n) +
c5 logn∑
k=c3
ek0Tk. (15)
By the definition of Tk , there is a constant c8 such that
c5 logn∑
k=c3
ek0Tk  c8
c5 logn∑
k=c3
ek0
(
k
c4n
+ ρk/(c4n) exp(−c2k) +
logn
n
)
. (16)
Set e0 sufficiently close to one, we have
c5 logn∑
k=c3
ek0
k
c4n
 n−.9 and
c5 logn∑
k=c3
ek0
logn
n
< n−.9. (17)
Again by setting e0 close to one, we can assume that ek0 exp(−c2k) exp(−c2k/2). Thus,
c5 logn∑
k=c3
ek0Tk = O
(
c5 logn∑
k=c3
ρk/(c4n) exp(−c2k/2) + n−.9
)
.
Using the facts that
ρ = Θ
(
2/(d+1)
)
and
∞∫
c3
x2/(d+1) exp(−c2x/2) ∂x converges,
one can easily see that
c5 logn∑
k=c3
ρk/(c4n) exp(−c2k/2) = O
(
n−2/(d+1)
)= O(ρ1/n). (18)
The error term n−.9 is negligible. Thus we can conclude that there is a positive constant γ such
that for any 1 < e0 < 1 + γ
E
(
eS0
)= 1 + O(ρ1/n).
By (13), the probability P(X D) is bounded from above by
E
(
eS0
)m
e−D = exp(O(mρ1/n) − D log e0) exp(c9mρ1/n − D log e0) (19)0
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D = 1
log e0
(c9mρ1/n + C logn)
(where C is a large constant) we conclude that
P(X D) n−C.
The rest of the proof is the same as in the proof for volume. The value of D is negligible compared
to σ , the standard deviation of Z. Indeed, recall that the latter is Ω(n(d−1)/2(d+1)) (see [8]) and
m = O(√n logn). Thus,
D = O(σn−1/(d+1)√logn ).
For the case d  3, both the right-hand side of (12) and the right-hand side of the above formula
are O(σn−1/(d+1)+o(1)) and thus we can set δ = 1/(d +1)+o(1) as claimed. For the case d = 2,
the right-hand side of (12) is dominant and is of order O(logn) = no(1). Since in this case the
standard deviation is n1/6, we can set δ = 1/6 + o(1). The reader is invited to fill in the details.
9. Proof of Theorem 1.3 (general case)
In order to obtain Theorem 1.3 in full generality, we need to make a few technical modifica-
tions. Let us denote by Zi the number of faces of dimension i of Kn (thus Z = Z0). Similarly,
we define Si and Xi as the analogues of S and X, respectively. The main reason for modification
is that Si can be significantly larger than S0 = S.
In order to bound Zi(P ′) − Zi(P ) from above, we have the following analogue of (12).
Lemma 9.1. For any positive constant C, there is a constant C′ such that the following hold.
With probability at least 1 − n−C , Zi(P ′) − Zi(P ) is at most
(mρ + 1) logC′ n.
Compared to (12), the estimate in this lemma has an extra logarithmic factor. This factor plays
no role and will be covered in by an no(1) error term, as usual.
The proof of this lemma is deferred to the appendix. Let us now bound Zi(P ′) = Zi(P ) from
below. We have the following generalization of Theorem 9.2, which we can prove by slightly
modifying the proof of Theorem 9.2 from [12].
Theorem 9.2. Let K be a smooth convex body with volume one in Rd . For any 0 i  d − 1,
there are positive constants ci and γi and βi such that the following holds. For any 0 < λ < γinβi ,
P
(∣∣Zi − E(Zi)∣∣√λn(d−1)/(d+1) ) 2 exp(−ciλ).
We are going to use the following lemma, which is a corollary of the classical Upper Bound
theorem.
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|Si | = O
(|S0|αi ).
We are going to consider the following analogue of (13)
P(Xi Di) = P
(
e
Xi
i  e
Di
i
)
 E
(
e
Xi
i
)
e
−Di
i = E
(
e
Si
i
)m
e
−Di
i , (20)
where ei and Di are going to be defined. Similar to (14), we have
E
(
e
Si
i
)
 1 +
∞∑
k=1
eki P(Si = k). (21)
Using the information about the distribution of S0 = S and Lemma 9.3, we can bound the right-
hand side from above by
1 + O(ρ1/n) + O
(
c5 logn∑
k=c3
e
βkαi
i Tkk
αi−1
)
(22)
for some constants β , c3 and c5. The key difference (compared to the case i = 0) here is that
the exponent of ei is now a polynomial in k. Thus, we need to find some suitable values for ei
and Di . We set
ei = 1 + ilogαi n
for some sufficiently small positive constant i . By the definition of Tk , there is a constant c8
such that
c5 logn∑
k=c3
e
βkαi
i Tkk
αi−1  c8
c5 logn∑
k=c3
e
βkαi
i
(
k
c4n
+ ρk/(c4n) exp(−c2k) +
logn
n
)
kαi−1. (23)
Set the constant i in the definition of ei = i/(logαi n) sufficiently small, we have
c5 logn∑
k=c3
e
βkαi
i
kαi
c4n
 n−.9 and
c5 logαi n∑
k=c3
e
βkαi
i k
αi−1 logn
n
< n−.9 (24)
and also eβk
αi
i exp(−c2k) exp(−c2k/2). Thus,
c5n∑
e
βkαi
i Tkk
αi−1 = O
(
c5 logn∑
ρk/(c4n) exp(−c2k/2)kαi−1 + n−.9
)
.k=c3 k=c3
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ρ = Θ
(
2/(d+1)
)
and
∞∫
c3
xαi−1+2/(d+1) exp(−c2x/2) ∂x converges,
we obtain the following analogue of (18)
c5 logn∑
k=c3
ρk/(c4n) exp(−c2k/2)kαi−1 = O
(
n−2/(d+1)
)= O(ρ1/n). (25)
Thus we have the following analogue of (19)
P(Xi Di) E
(
e
Si
i
)m
e
−Di
i e
−Di
i = exp(−c9mρ1/n − Di log ei). (26)
In order to make the right hand side at most n−C , for a sufficiently large constant C, we need to
set
D = 1
log ei
(c9mρ1/n + C logn).
Recall that ei = 1 + Ω(1/(logαi n)). Thus,
D = O(mρ1/n + logn) logαi n = O
(
σin
−1/(d+1) log1/2+αi n
)
,
where σi = Θ(n(d−1)/2(d+1)) is the standard deviation of Zi . The proof can be concluded the
same way as in the previous section.
10. A summary
In this section we give a brief summary about the volume and the number of faces of a random
polytope in a smooth convex body. Most of these results (except those concerning expectation)
have been obtained in the last three years or so, using tools from modern probability. In this
theorem, we use the notation
Mk
(
g(Kn)
)= ∫ ∣∣g(Kn) − E(g(Kn))∣∣k
for general function g. For k even, Mk is the kth moment.
Volume
Theorem 10.1. Let K be a smooth convex body of volume one in Rd .
• (Expectation) There is a positive constant cK such that
E
(
Vol(Kn)
)= 1 − (cK + o(1))n−2/(d+1).
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• (Higher moments) For any fixed k, Mk(Vol(Kn)) = Θ(n−k+(d−1)/(d+1)). For any fixed
odd k, absolute value of the kth moment of Vol(Kn) is
O
(
n−k+(d−2+o(1))/(d+1)
)= O(Mk(Vol(Kn))n−1/(d+1)+o(1)).
• (Speed of convergence) Almost surely,
lim
n→∞
∣∣∣∣ Vol(Kn)nE(Vol(Kn)n) − 1
∣∣∣∣δ(n)n(d+3)/(d+1) ln−1/2 n = 0
for any function δ(n) tending to zero with n.
• (Central limit theorem) Vol(Kn) satisfies the central limit theorem.
• (Exponential tail) There is a positive constant c such that for any
0 < λ αn(d−1)(d+3)/((d+1)(3d+5))
we have
P
(∣∣Vol(Kn) − E(Vol(Kn))∣∣√λVar(Vol(Kn)))
 2 exp(−cλ)+ exp(−cn(d−1)/(3d+5)).
Remark 10.2. The statement on the expectation is due to Bárány [1], and for general convex sets
K Schütt [11]. The statement on the variance is due to Reitzner [8,9]. For the upper bound on
the variance, Vu [12] has a different proof, which also extends to Mk for any fixed k. The lower
bound for Mk follows from the central limit theorem. The estimate for odd moments follows the
bound on Mk and the error term n in Theorem 1.2. The statement concerning the central limit
theorem is Theorem 1.2. The statement concerning exponential tail follows from Theorem 5.1.
The statement on the speed of convergence is a corollary of this theorem.
Faces
Theorem 10.3. Let K be a smooth convex body of volume one in Rd and 0 i < d be an integer.
• (Expectation) There is a positive constant ci such that
E(fi) =
(
ci + o(1)
)
n(d−1)/(d+1).
• (Variance) Var(fi) = Θ(n(d−1)/(d+1)).
• (Higher moments) For any fixed k, Mk(fi) = Θ(nk(d−1)/2(d+1)). For any fixed odd k, the
absolute value of the kth moment of fi is
O
(
n(k(d−1)−2)/2(d+1)+o(1)
)= O(Mkn−1/(d+1)+o(1)).
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lim
n→∞
∣∣∣∣ fiE(fi) − 1
∣∣∣∣δ(n)n−(d−1)/(d+1) ln−1/2 n = 0
for any function δ(n) tending to zero with n.
• (Central limit theorem) fi satisfies the central limit theorem.
• (Exponential tail) There are positive constants ci, γi, βi such that for any
0 < λ γinβi
we have
P
(∣∣fi − E(fi)∣∣√λVar(fi)) 2 exp(−ciλ).
Remark 10.4. The asymptotic of the expectation is from Reitzner [10]. Two special cases i = 0
and i = d −1 were established earlier by Bárány [1] and Weieacker [13], respectively. The origin
of the remaining statements is the same as in the previous remark.
11. More central limit theorems
As the reader has possibly noticed, the key ingredients in our approach are: the results in Sec-
tion 2 concerning the Poisson model, the concentration results and the bounds on the differences.
Once these ingredients are available, we are ready to prove a central limit theorem.
A nice thing about the current method is that the proofs involving in these ingredients are
quite robust, at least in spirit. They involve very abstract tools which have little to do with the
specific model of the random polytope one deals with. Representative examples are the Baldi–
Rinott theorem used in [8] and the Divide and Conquer Martingale technique used in [12]. Thus,
typically we can extend the results obtained here for many other models of random polytopes
(the actual argument may get complicated in some occasions). For instance, analogues of the
results in Section 2 are now available for the case when the body K is a polytope, due to a recent
result of Bárány and Reitzner (private communication from Bárány). Furthermore, concentration
results are ready for this model as well (see [12]). Thus one can prove the corresponding central
limit theorems.
Theorem 11.1. There is a constant d0 such that the following holds for all d  d0. Let K be a
polytope with volume one in Rd . There is a function (n) tending to zero with n such that for
every x ∣∣∣∣P
(
Vol(Kn) − E(Vol(Kn))√
Var(Vol(Kn))
 x
)
− Φ(x)
∣∣∣∣ (n),
where Φ denotes the distribution function of the normal distribution.
We need the condition d  d0 because the sharp concentration result for Vol(Kn) (in the case
K is a potytope) is not totally sharp. It has an extra logarithmic factor (see [12]), which turn out
to be of importance. The value of d0, is however, small. In an discussion with Bárány, we agreed
V. Vu / Advances in Mathematics 207 (2006) 221–243 241that it can be set to be something like 5, with a trivial calculation (merely repeating the proof
in this paper combining with the result of Bárány and Reitzner mentioned above), and could be
reduced with a more delicate argument. To give the reader a rough idea about the reduction, let us
recall the notion of Sx, and g() from Section 6. If K is smooth, Sx, does not really depend on
the position of x. However, when K is a polytope, it does. For instance, if x is in a corner of the
polytope, it will see much more than from a typical location. The forthcoming paper of Bárány
and Reitzner contains a lemma which gives an estimate on the measure of the set of points x
where Sx, is relatively large. This lemma is useful in the reduction of d0.
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Appendix
Proof of the rate of convergence (Remark 3.3). For simplicity, let us use X and Y to denote
Vol(Kn) and Vol(Πn), respectively. The argument we is about to perform uses information about
the distributions of X and Y , provided in Sections 2 and 3, and have nothing to do with the
geometric meaning and volume in particular.
Let μX and σX (μY and σY ) denote the mean and standard deviation of X (Y ). By symmetry,
it suffices to show that for any x
P
(
X − μX
σX
 x
)
Φ(x) + O(n−δ(d)+o(1)),
where δ(d) = 1/(d + 1) for d  3 and δ(2) = 1/6 (as defined in Section 3).
By Lemma 3.4,
P
(
X − μX
σX
 x
)
= P(X  μX + xσX) P(Y  μX + xσX) + O
(
n−2/(d+1)+o(1)
)
.
Next, we compare P(Y  μX +xσX) with Φ(x), using the estimates about μX and σX . It is clear
that
P(Y  μX + xσX) = P(Y  μY + x′σY ),
where x′ = (μX − μY )/σY + xσX/σY . Propositions 3.1 and 3.2 show that (note that δ(d) 
1/(d + 1) for all d)
x′ = O(n−δ(d)+o(1))+ x(1 + O(n−δ(d)+o(1))).
By Theorem 2.1
P(Y  μY + x′σY ) = Φ(x′) + O
(
n−1/2+1/(d+1)+o(1)
)
.
Moreover,
Φ(x′)Φ(x) + |x − x′|Φ ′(x0)
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decays exponentially, it is easy to see that (x + 1)Φ ′(x0) = O(1) and thus
Φ(x′)Φ(x) + O(n−δ(d)+o(1)).
It now follows by the triangle inequality that
P
(
X − μX
σX
 x
)
Φ(x) + O(n−δ(d)+o(1))
+ O(n−1/2+1/(d+1)+o(1))+ O(n−2/(d+1)+o(1))
= Φ(x) + O(n−δ(d)+o(1))
completing the proof. 
Proof of the second half of Lemma 8.4. Consider a floating body F = Fc0 logn/n for some
constant c0. An observation from [12] shows that there is a collection of m = O(nc1) caps
C1, . . . ,Cm, each of volume c2 logn/n, where both c1 and c2 are constants, such that the fol-
lowing holds: Let x be a point in K\F . Then the region seen by x is contained in one of the Ci .
Now let us fix a constant C as in Lemma 8.4. Choose c0 sufficiently large so that the proba-
bility that Fc0 logn/n ⊂ Kn is at least 1−n−C−1. The choice of c0 determines c1 and c2. Next, we
choose c5 sufficiently large so that the probability that each of the Ci contains at least c5 logn
points is at most n−C−c1−1.
We say that a set P of n random points is regular if Fc0 logn/n ⊂ Conv(P ) and each Ci contains
less than c5 logn points from P .
It is clear that the probability that there is no point which is c5 logn-wide with respect to P is
at least the probability that P is regular, which is bounded from below by
1 − n−C−1 − mn−C−c1−1 = 1 − n−C−1 − nc1n−C−c1−1  1 − n−C,
completing the proof. 
Proof of Lemma 9.1. Using Lemma 9.3, it suffices to show that for any constant C there is a
constant C′ such that with probability 1 − n−C each of the new points sees at most logC′ n of
other points. This follows almost immediately from the above observation about the existence of
the caps C1, . . . ,Cm. Indeed, one can prove that with probability at least 1 − n−C , Kn contains
Fc0 logn/n (for some appropriate c0) and every new point x (among the n′ − n points) is either
inside Fc0 logn/n (and hence make no effect on the number of faces) or is outside Fc0 logn/n but
sees at most c3 logn points (old and new included), where c3 is an appropriate constant which
depend on the constant c2 (in the magnitude of the Ci ). 
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