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Abstract
Let X, Y be Banach spaces and {T (t) : t0} be a consistent, equibounded semigroup of linear operators
on X as well as on Y ; it is assumed that {T (t)} satisfies a Nikolskii type inequality with respect to X and Y :
‖T (2t) f ‖Y(t)‖T (t) f ‖X . Then an abstract Ulyanov type inequality is derived between the (modified)
K -functionals with respect to (X, DX ((−A))) and (Y, DY ((−A))), > 0, where A is the infinitesimal
generator of {T (t)}. Particular choices of X, Y are Lorentz–Zygmund spaces, of {T (t)} are those connected
with orthogonal expansions such as Fourier, spherical harmonics, Jacobi, Laguerre, Hermite series. Known
characterizations of the K -functionals lead to concrete Ulyanov type inequalities. In particular, results of
Ditzian and Tikhonov in the case X = L p, Y = Lq , 1 p< q∞, are partly covered.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Let (X, ‖·‖X ) be a Banach space, {T (t) : t0} be a semigroup of class (C0) of linear operators
from X into itself, that is,
T (t1)T (t2) = T (t1 + t2) for t1, t20, T (0) = I,
lim
t→0+
‖T (t) f − f ‖X = 0 for each f ∈ X ((C0) − property).
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Mainly, we will deal with so called equibounded semigroups:
‖T (t)‖L(X )M for t0, M being a constant. (1.1)
Define the infinitesimal generator A of the semigroup {T (t)} formally via the strong limit
AT f ≡ A f := s − lim
t→0+
At f, At f := T (t) − I
t
f, Ak = A(Ak−1). (1.2)
The set of all elements f ∈ X, for which this limit exists, is the domain DX (A) of A; it is dense
in X. As in [28,30] introduce the fractional power (−A),  > 0, of A by (r ∈ N)
(−A) f = s − lim
→0+
C,r
∫ ∞

u−−1(I − T (u))r f du, 0 <  < r,
for any f in the domain of (−A), f ∈ DX ((−A)), and define an associated K -functional by
(cf. [25,27])
K (t, f ; X, DX ((−A))) := inf
g∈DX ((−A))
{‖ f − g‖X + t‖(−A)g‖X }.
Let (Y, ‖·‖Y ) be a further Banach space which is compatible with X , i.e., X and Y are continuously
embedded in some Hausdorff topological vector space. Furthermore, assume that there exists a
semigroup {TY (t) : t0} which is consistent with the given semigroup on (X, ‖ · ‖X ), say
{TX (t) : t0}, i.e., TX (t) f = TY (t) f if f ∈ X ∩Y. For convenience, we shall omit the subscripts
X and Y in the notation of the semigroup operators and their generators.
Our object is to relate the K -functionals on X and Y to each other and then use known charac-
terizations of the K -functionals [25,27] to arrive at abstract Ulyanov inequalities. To this end, we
assume (i) that for each positive t the operator T (t) maps X into Y continuously and (ii) that the
semigroup operators on X and Y are connected via some Nikolskii type inequality. To introduce
a suitable one, look at the classical situation:
Let f ∈ L p2, p1, with Fourier expansion f ∼
∑
k∈Z f̂keikx and partial sum operator
Sn f (x) =
∑n
k=−n f̂keikx . Then the Nikolskii inequality reads as follows:
‖Sn(Sn f )‖Lq2c (n + 1)
1/p−1/q‖Sn f ‖L p2, 1 p < q∞, (1.3)
with constant c independent of f and n. This is the motivation for the following definition.
Condition (N). Let (X, Y ) be a compatible pair of Banach spaces, let {T (t)} be an equibounded
semigroup of linear operators of class (C0) with respect to (X, Y ) as described above. Let  :
(0,∞) → (0,∞) be essentially monotone decreasing (i.e. (t)c(s) for all s > t > 0). The
triple (X, Y ; {T (t)}) satisfies a Nikolskii type condition (N) if
‖T (t)(T (t) f )‖Y c(t)‖T (t) f ‖X for all f ∈ X, t > 0, (1.4)
where c > 0 is independent of f ∈ X, t > 0.
In the following we use the notation AB which means that for some constant c > 0 we have
AcB with c > 0 being independent of appropriate quantities involved in A and B, A ≈ B for
AB and AB.
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Remark 1.1. (a) For the inequality (1.4) to be true it is obviously sufficient that
‖T (t) f ‖Y c(t)‖ f ‖X for all f ∈ X, t > 0.
(b) If the (C0)-semigroup is not equibounded, say ‖T (t) f ‖et‖ f ‖ one follows the standard
procedure and discusses the related (C0)-semigroup T˜ (t) := e−t T (t).
Remark 1.2. We mention that in the applications inequalities of type (1.4) imply those of type
(1.3). This is the case in the setting of Fourier series, of expansions into spherical harmonics, into
Jacobi polynomials, into Laguerre and Hermite functions (analogously for the Fourier integral
setting, etc.). All these expansions have in common that for f ∈ X one has f ∼ ∑∞k=0 Pk f in X.
Here the projections {Pk : k ∈ N0} can be defined to be mutually orthogonal, total, fundamental
with the property that Pk f ∈ X ∩ Y. Furthermore, in the applications we have that the analogous
construction (with the same Pk’s on X ∩ Y ) holds in Y and that the corresponding expansions are
(C, )-bounded in Y (cf. [23, Section 2]). This allows to apply an abstract multiplier argument:
Consider semigroups of the form T (t) f = ∑∞k=0 e−t(k) Pk f, f ∈ X , with (t) to be monotone
increasing to infinity and sufficiently regular (cf. [23, Theorem 3.22]); let  ∈ C∞[0,∞) be a
cut-off function such that (t) = 1 for 0 t1 and = 0 for t2.Observe that for a “polynomial”
f = ∑nk=0 Pk f ∈ X ∩ Y
f =
n∑
k=0
Pk f =
∞∑
k=0
{e(k)/(n)((k)/(n))}e−(k)/(n) Pk f.
Now apply in Y the multiplier criterion [23, Theorem 3.22] to the factor sequence ({. . .})k∈N0 to
obtain that ({. . .})k∈N0 is the symbol of an operator family in Y , uniformly bounded with respect
to n. Hence,∥∥∥∥∥
n∑
k=0
Pk f
∥∥∥∥∥
Y

∥∥∥∥∥
∞∑
k=0
e−(k)/(n) Pk f
∥∥∥∥∥
Y
(1/(n))
∥∥∥∥∥
n∑
k=0
Pk f
∥∥∥∥∥
X
.
Let us formulate our main results.
Theorem 1.1. Let (X, Y ) be a compatible pair of Banach spaces, let {T (t)} be an equibounded
semigroup of linear operators with respect to (X, Y ) so that (X, Y ; {T (t)}) satisfies the Nikolskii
condition (N). If for some f ∈ X and some  > 0∫ t
0
(u)K (u, f ; X, DX ((−A))) du
u
< ∞, t > 0, (1.5)
then f ∈ Y and, for some constant c independent of f and t > 0,
K (t, f ; Y, DY ((−A)))c
∫ t
0
(u)K (u, f ; X, DX ((−A)))du
u
. (1.6)
If  ∈ N and if we restrict the parameter t, t1, then the assumption of the equiboundedness of
the semigroup can be given up.
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We can generalize this result in the sense that the parameter  in (1.5) and on the right-hand
side of (1.6) can be replaced by some 	 if∫ ∞
t
u	−(u)du
u
≈
∫ 2t
t
u	−(u)du
u
for all t > 0. (1.7)
Remark 1.3. (a) Condition (1.7) for  < 	 implies∫ ∞
t
(u)du
u
≈
∫ 2t
t
(u)du
u
for all t > 0. (1.8)
(b) Examples of decreasing functions  fulfilling (1.7) are t−1e1/t , 	 <  + 1, and t−
b(t),

 > 0, 	 <  + 
, where b(t) is a slowly varying function (see [14, Prop. 2.2]); in particular,
b(t) = log(e + t),  ∈ R is admitted. The function (t) = log(1 + 1/t) does not satisfy (1.8).
Theorem 1.2. Let (X, Y ; {T (t)}) satisfy the Nikolskii condition (N) and assume, in addition,
that for some , 	, 0 < 	, and all t > 0 the function  fulfills (1.7). Further, if for some f ∈ X∫ t
0
(u)K (u	, f ; X, DX ((−A)	))du
u
< ∞, t > 0, (1.9)
then f ∈ Y and, for some constant c independent of f and t > 0,
K (t, f ; Y, DY ((−A)))c
∫ t
0
(u)K (u	, f ; X, DX ((−A)	))du
u
.
Now characterizations of the K -functional lead to abstract Ulyanov inequalities. E.g., define a
modulus of continuity related to the semigroup {T (t) : t0} via
(t, f ; {T (·)})X := sup
0<s<t
‖[I − T (s)] f ‖X ,  > 0, (1.10)
and analogously (t, f ; {T (·)})Y ; here (cf. [29])
[I − T (s)] =
∞∑
j=0
(−1) j
(

j
)
T ( js),
(

j
)
=
j∏
k=1
− k + 1
k
,  ∈ R.
Since by [25, Theorem 1.1]
(t, f ; {T (·)})X ≈ K (t, f ; X, DX ((−A))) (1.11)
for  > 0, one immediately arrives at the following result.
Corollary 1.3. We have
(t, f ; {T (·)})Y
∫ t
0
(u)	∗ (u, f ; {T (·)})X du
u
.
with 	∗ =  in the case of Theorem 1.1 and 	∗ = 	 under the hypotheses of Theorem 1.2.
Having the translation semigroup on L p(R) in mind it is clear that one cannot expect that every
given equibounded semigroup {T (t) : t0} of class (C0) with generator A will satisfy a condition
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of type (N). The following idea may help in the situation that (N) cannot be established—see
Example (B) in Section 3.1.
Observe that A := −(−A), 0 <  < 1, generates an equibounded, holomorphic semigroup
{S(t) : t0} of class (C0) where S can be represented as an average over {T (t)} with the help
of the Levy density functions f,t , t > 0. We restrict ourselves in the following to the case  = 12
when we have
S1/2(t) f =
∫ ∞
0
f1/2,t (u) T (u) f du, f1/2,t (u) =
t
2
√

u−3/2e−t
2/(4u).
Corollary 1.4. Let (X, Y, {S1/2(t)}) satisfy the Nikolskii condition (N), where additionally (1.7)
holds for this  (replace 	−  by 2(	− )). If for some f ∈ X∫ t
0
(√u)K (u	, f ; X, DX ((−A)	))du
u
< ∞, t > 0,
then f ∈ Y and for 0 < 	
K (t, f ; Y, DY ((−A)))
∫ t
0
(√u)K (u	, f ; X, DX ((−A)	))du
u
.
To verify this, observe that (−A) = ((−A)1/2)2 = (−A1/2)2 and apply Theorem 1.2 with
respect to the semigroup generated by A1/2 where one has to replace (−A) by (−A1/2)2 and
(−A)	 by (−A1/2)2	.
Remark 1.4. For related results when Y is a subspace of X , see Butzer and Scherer [7,20], where
corresponding K -functionals are discussed and applications to equibounded semigroup operators
deduced. It is well known that in this case Bernstein type inequalities replace the Nikolskii type
inequalities.
Remark 1.5. Boman and Shapiro [5] derive an Ulyanov-type inequality relating (, q)-moduli
to (, p)-moduli, 1 < p < q < ∞, via general embedding theorems. The approach, employed
in [8] and here, uses a Nikolskii-type inequality; the resulting Ulyanov-type inequalities allow
embedding theorems.
The plan of the paper is as follows. In Section 2 we prove our main results. The proofs of
Theorems 1.1 and 1.2 turn out to be simple and short. Section 3 is devoted to applications: As
semigroups we choose solutions of heat equations as well as (generalized) translations. That it is
reasonable to consider functions (t) /≈ t−,  > 0, is illustrated in the framework of Lorentz–
Zygmund spaces.
2. Proofs
Proof of Theorem 1.1. We start with a convenient approximation ‖Bt, f ‖ of the K -functional,
where Bt, f ≡ Bt f := [I − T (t)] f ; then limt→0+ ‖Bt f ‖X = 0. We first show that (Bt f −
B2−k t f )k is a Cauchy sequence in Y. To this end, we begin with estimating Bt f − B2t f in the
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Y -norm. Observe that
Bt f − B2t f = [I − T (t)] f − [I + T (t)][I − T (t)] f
= −
∞∑
j=1
(

j
)
T ( j t)[I − T (t)] f (2.1)
so that on account of condition (N) it is ensured that Bt f − B2t f ∈ Y for all f ∈ X , t > 0.Using
that  is essentially monotone decreasing and that the K -functional is monotone increasing, we
obtain by (1.1), (1.11), and the assumption (N)
‖Bt f − B2t f ‖Y 
∞∑
j=1
∣∣∣∣(j
)∣∣∣∣( j t/2)‖T ( j t/2)[I − T (t)] f ‖X
 (t/2)K (t, f ; X, DX ((−A)))
∫ t/2
t/4
(u)K (u, f )du
u
.
Obviously, B2−m t f − B2−k t f =
∑m
=k+1[B2−t f − B21−t f ] for m, k ∈ N0,m > k. Therefore,
by the previous estimate,
‖B2−m t f − B2−k t f ‖Y 
m∑
=k+1
‖B2−t f − B21−t f ‖Y

m∑
=k+1
∫ 2−−1t
2−−2t
(u)K (u, f ; X, DX ((−A)))du
u
=
∫ 2−k−2t
2−m−2t
(u)K (u, f ; X, DX ((−A)))du
u
,
which tends to 0 for m > k → ∞ by (1.5). Hence, (Bt f − B2−k t f )k is a Cauchy sequence in Y.
Since X and Y are compatible, this limit has to be Bt f. With k = 0 in the last estimates we have
‖B2−m t f − Bt f ‖Y
∫ t/4
2−m−2t
(u)K (u, f ; X, DX ((−A)))du
u
which implies for m → ∞
‖Bt f ‖Y
∫ t/4
0
(u)K (u, f ; X, DX ((−A)))du
u
.
Observe that K (t, f ; Y, DY ((−A))) ≈ sup0<s<t ‖Bs f ‖Y and the proof is complete. 
Proof of Theorem 1.2. While the proof of Theorem 1.1 is motivated by the statement of [25,
Theorem 1.1], the present proof is inspired by [25, Theorem 1.2]. We set for t > 0, f ∈ X, 0 <
	 < r ∈ N,
B∗t f := t
∫ ∞
t
u−−1 Bu,r f du =
∫ ∞
1
u−−1[I − T (tu)]r f du,
where Bu,r is taken from the proof of Theorem 1.1, and follow the pattern of the proof of
Theorem 1.1. Again limt→0+ ‖B∗t f ‖X = 0 for all f ∈ X and, by (2.1) (observe that the binomial
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coefficients vanish for j > r ∈ N),
B∗t f − B∗2t f = −
r∑
j=1
(
r
j
)∫ ∞
1
u−−1T ( j tu)[I − T (tu)]r f du.
Hence, by hypothesis (N), B∗t f − B∗2t f ∈ Y for each t > 0 and, using the abbreviation
K X (t	, f ) := K (t	, f ; X, DX ((−A)	)), we get
‖B∗t f − B∗2t f ‖Y 
r∑
j=1
∫ ∞
1
u−−1( j tu/2)‖T ( j tu/2)[I − T (tu)]r f ‖X du

∫ ∞
1
u−−1(tu/2)K X ((tu)	, f ) du
 K X (t	, f )
∫ ∞
1
u	−(tu/2)du
u
≈ K X (t	, f )
∫ t
t/2
(u)du
u

∫ t
t/2
(u)K (u	, f ; X, DX ((−A)	))du
u
.
Here we used for the second inequality, that  is essentially decreasing as well as (1.11) and (see
[25, 1.4])
K (tr , f ; X, DX ((−A)r ))K (t	, f ; X, DX ((−A)	)), 0 < 	 < r,
for the third that t−	K X (t	, f ) is monotone decreasing and (1.7), for the fourth that K X (t	, f )
2	K X (u	, f ), t/2 < u < t.
Thus we obtain for m, k ∈ N0, m > k, as in the proof of Theorem 1.1,
‖B∗2−m t f − B∗2−k t f ‖Y
∫ 2−k−1t
2−m−1t
(u)K (u	, f ; X, DX ((−A)	))du
u
. (2.2)
By hypothesis (1.9), the right-hand side tends to 0 as m > k → ∞, which means that (B∗t f −
B∗2−k t f )k is a Cauchy sequence in Y. The limit is B∗t f since B∗s f → 0 for s → 0+ in X and
X, Y are compatible. Now choose in (2.2) k = 0 and let m → ∞ to arrive at
‖B∗t f ‖Y
∫ t/2
0
(u)K (u	, f ; X, DX ((−A)	))du
u
.
Since [27, Theorem 1.2] says that K (t, f ; Y, DY ((−A))) ≈ sup0<s<t ‖B∗s f ‖Y , the proof is
complete. 
3. Applications
From the above it is clear that we need only one convenient semigroup satisfying condition
(N) to obtain estimates for a series of K-functionals (via fractional powers of its generator). Then
we can use characterizations of the K-functional which are even independent of semigroups. This
is the reason why we restrict ourselves in the following examples to suitable Gauss–Weierstrass
semigroups for deriving Nikolskii type inequalities (N).
Since our general theory is developed in Banach spaces, we cannot expect to get (i) applications
with respect to pairs (L p, Lq ), 0 < p, q < 1, (ii) estimates where the special nature of the Lq -
spaces comes into play—in contrast to the results in Ditzian and Tikhonov [8]. In particular, we
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cannot hope for sharp embeddings within the framework of Besov spaces. The advantage of the
above approach lies in its generality, e.g., appropriate Lorentz–Zygmund spaces are admitted, and
in its clear structure and simplicity.
3.1. Lorentz–Zygmund spaces on Rn
(A) First, let us start with the standard Lebesgue spaces L p(Rn), 1 p∞. Consider on
L p(Rn) the Gauss–Weierstrass semigroup
Wt ( f ; x) = 1(4t)n/2
∫
Rn
f (x − y) e−|y|2/4t dy, t > 0, (3.1)
with the Laplace operator as infinitesimal generator, AW =  =
∑n
k=1(/xk)2, and domain
Dp(). It is well known that Wt : L p → L p, 1 p∞, is an equibounded semigroup (by the
convolution theorem) and that it is of class (C0) (in the case p = ∞ one has to restrict Wt to the
subspace of uniformly continuous functions in L∞). Also the following condition (N) holds
‖W2t ( f )‖Lq (Rn )t−n(1/p−1/q)/2‖Wt ( f )‖L p(Rn ), 1 p < q∞, (3.2)
(e.g., estimate ‖t−n/2e−|y|2/4t‖Lr (Rn ) and use the Young inequality ‖ f ∗ g‖q‖g‖r‖ f ‖p, 1/q =
1/p + 1/r − 10). We apply Theorem 1.2 to obtain
K (t, f ; Lq (Rn), Dq (−))
∫ t
0
s
− n2 ( 1p − 1q ) K (s	, f ; L p(Rn), Dp(−)	)ds
s
, (3.3)
0 < 	 < + n2 ( 1p − 1q ). Now use characterizations of the occurring K -functionals:
(i) In the case 1 < q < ∞ and  being a half-integer, hence 2 ∈ N, one has on account of
the boundedness of the Riesz transform ‖(−) f ‖q ≈
∑
||=2 ‖D f ‖q ,  ∈ Nn0, || =
1 + · · · + n . Therefore, the K -functional on the left-hand side of (3.3) is equivalent to [3,
p. 341] (set 2 = j)
 j (
√
t, f )q = sup
|h|<√t
‖ jh f ‖Lq (Rn ), h f (x) = f (x + h) − f (x), jh = h j−1h .
Concerning the right-hand side, choose k ∈ N so that k < 2	 < 2+ n( 1p − 1q ), use [27, Cor.
3.2] with G(u), an equibounded n-parameter group there, to be the n-parameter translation
group here to obtain for k < 2	 < 2m,m ∈ N,
K (s	, f ; L p(Rn), Dp(−)	)  s	
∫
|u|√s
2m(|u|, f )p du|u|2	+n
 k(
√
s, f )p
∫ ∞
1
(1 + v)k dv
v2	+1
≈ k(
√
s, f )p.
Thus (3.3) yields for j, k ∈ N satisfying k < j + n
(
1
p − 1q
)
 j (t, f )q
∫ t
0
s
−n( 1p − 1q )k(s, f )p ds
s
, 1 p < q < ∞. (3.4)
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(ii) To give an application of (3.3) in the case q = ∞,  ∈ N, introduce the central difference
operator2h f = f (·+h)−2 f (·)+ f (·−h).By [26, Lemma 4] one obtains in a straightforward
way (k ∈ N)
sup
||<t
∥∥∥∥∥∥
⎛⎝ n∑
j=1

2
e j
⎞⎠ f
∥∥∥∥∥∥
L∞(Rn )

∫ t
0
s−n/pk(s, f )p ds
s
, k < 2+ n/p, (3.5)
where  ∈ R and the e j ∈ Rn, j = 1, . . . , n, are the standard basis vectors.
(B) Next let us apply Corollary 1.4 to the translation semigroup {T (u) : u0}, [T (u) f ](x) =
f (x + u), on L p(R), 1 p∞. We have
[S1/2(t) f ](x) =
∫ ∞
0
f 1
2 ,t
(u) f (x + u) du,
∥∥∥f 1
2 ,t
∥∥∥
Lr (0,∞)
cr t
−2(1−1/r ),
where 1r∞. Thus, by Young’s inequality,
‖S1/2(t) f ‖Lq (R)t−2(1/p−1/q)‖ f ‖L p(R), 1q =
1
p
+ 1
r
− 10,
which implies(√u) = u−(1/p−1/q).Hence the assertion of Corollary 1.4 holds if 	 < +(1/p−
1/q). Using the characterization of the occurring K -functionals [25, Theorem 1.1] we obtain
(t, f )Lq (R)
∫ t
0
u−(1/p−1/q)	(u, f )L p(R) du
u
, 0 < 	 < + (1/p − 1/q),
for fractional , 	 > 0; here (t, f ) := sup0<u<t ‖u f ‖,
u f (x) =
∞∑
j=0
(−1) j
(

j
)
f (x + ju),
(

j
)
=
j∏
k=1
− k + 1
k
.
(C) Let us now discuss the case of Lorentz–Zygmund spaces. Define
(a) M0(Rn) as the set of all Lebesgue measurable functions on Rn which are finite a.e.,
(b) the distribution function 
 f of f ∈M0(Rn) by

 f () = |{x ∈ Rn : | f (x)| > }|(n), 0,
where |E |(n) is the Lebesgue measure of the measurable set E ⊂ Rn ,
(c) the nonincreasing rearrangement f ∗ and the maximal rearrangement f ∗∗ of f ∈M0(Rn) by
f ∗(u) = inf{0 : 
 f ()u} (u0), f ∗∗(u) =
1
u
∫ u
0
f ∗(v) dv (u > 0).
(d) the logarithmic function (u) = 1 + | log u|.
Then the Lorentz–Zygmund spaces L p,r (log L)(Rn), 1 p, r∞,  ∈ R, are given by
L p,r (log L)(Rn) =
{
f ∈M0 : ‖ f ‖p,r; =
(∫ ∞
0
|u1/p(u) f ∗(u)|r du
u
)1/r
< ∞
}
.
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For r = p one arrives at the Zygmund spaces, for  = 0 at the Lorentz spaces, for r = p and
 = 0 at the standard L p-spaces. The quasi-norm ‖·‖p,r; is equivalent to a norm if 1 < p, r < ∞
(cf. [9, Cor. 3.11]) and for the subsequent discussion we restrict ourselves to the norm case.
First assume that 1 < p, r < ∞ and 1 < q, s < ∞. By [9, Cor. 3.15], the above Gauss–
Weierstrass semigroup is equibounded in this case. What is left to do is the calculation of (t) in
the condition (N). With the notation wt (y) = (4t)−n/2e−|y|2/4t one obtains for its decreasing
rearrangement w∗t and its maximal rearrangement w∗∗t ,
w∗t (u)t−n/2e−u
2/n/(cnt), w∗∗t (u)
{
t−n/2 : u tn/2,
u−1 : u tn/2,
resp. To estimate ‖Wt f ‖q,s; = ‖wt ∗ f ‖q,s; we apply O’Neil’s inequality
( f ∗ g)∗(u)ug∗∗(u) f ∗∗(u) +
∫ ∞
u
g∗(v) f ∗(v) dv. (3.6)
Hence, for the case s < ∞, 1/q = 1/p + 1/− 1, 1 <  < ∞,
‖Wt f ‖q,s; =
(∫ ∞
0
|u1/q(u)(wt ∗ f )∗(u)|s du
u
)1/s

(∫ tn/2
0
∣∣∣∣u1/p+1/−1(−)+(u)t−n/2 ∫ u
0
f ∗(v) dv
∣∣∣∣s duu
+
∫ ∞
tn/2
∣∣∣∣u1/p+1/−2(−)+(u) ∫ u
0
f ∗(v) dv
∣∣∣∣s duu
)1/s
+
(∫ ∞
0
∣∣∣∣u1/q(u) ∫ ∞
u
t−
n
2 e−v
2/n/(cnt) f ∗(v) dv
∣∣∣∣s duu
)1/s
.
Observing that for  > 0 and all ,  ∈ R the function t−(t) is essentially increasing,
t−−(t) is essentially decreasing, an application of the Hardy inequalities [9, Lemma 3.1]
yields the following Nikolskii type inequality
‖Wt f ‖q,s;t−
n
2 ( 1p − 1q )−(t)‖ f ‖p,r;, rs, q < ∞, p < q. (3.7)
This inequality remains valid, if L∞ is the target space and r < ∞,  = 0. Just observe T (t) =
T (t/2)T (t/2), use one T (t/2) in (3.7) to go to some Lq1 ,max(p, r ) < q1 < ∞, s1 = q1, 1 = 0,
and the second T (t/2) in (3.2) to go from Lq1 to L∞. Analogously, (3.7) holds for p = r = 1,
 = 0, if s > 1.
As application, let us give two Ulyanov inequalities in the situation of Lorentz–Zygmund
spaces. First observe that in the case 1 < p, r < ∞, 2 ∈ N, the characterization
K (t2, f ; L p,r (log L), Dp,r;(−)) ≈ 2(t, f )p,r; := sup
|h| t
‖2h f ‖L p,r (log L) ,
also holds: for one can repeat the proof given in [3, p. 339], since f (x) and its translate f (x + h)
are equimeasurable and the Lorentz–Zygmund spaces are normable in the admitted parameter
range. Hence, by (3.7), for all j, k ∈ N, k < j + n( 1p − 1q ), ,  ∈ R,
 j (t, f )q,s;
∫ t
0
s
−n( 1p − 1q )−(s)k(s, f )p,r; ds
s
if
{
1 < p < q < ∞,
1 < rs < ∞. (3.8)
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In the case p = r = 1,  = 0, 2 = j ∈ N we obtain for k ∈ N, k < j + n/q ′,
 j (t, f )q,s;
∫ t
0
s−n/q
′
(s)k(s, f )1 ds
s
, 1 < q, s < ∞,  ∈ R. (3.9)
Remark 3.1. Nikolskii inequalities for semigroups arising as solutions of differential equations
on domains connected with the heat, the Stokes, the Ornstein-Uhlenbeck operator, etc. are well
known; we mention only [17, Chap. 6], [12], [13] and the literature cited there.
Remark 3.2. Concerning Fourier series, for the sake of simplicity, we restrict ourselves to the
one-dimensional case and consider the standard L p(T)-spaces or the periodic Lorentz–Zygmund
spaces L p,r (log L)(T)—see [2]. For the Gauss–Weierstrass integral
Wt ( f ; x) =
∞∑
k=−∞
e−tk
2 f̂k eikx , t > 0, f̂k = 12
∫
T
f (x) e−ikx dx,
the periodic analogs of (3.2) and (3.7) hold. Thus, e.g., the one-dimensional periodic analog of
(3.8) is valid. But here we are mainly interested in an analog of (3.7) in the limit case 1 < p =
r = q = s < ∞,  = 0,  > 0, i.e., we want to derive for  > 0 the inequality
‖Wt f ‖L p(log L)‖ f ‖L p
{ (1 + | log t |) : 0 < t1
1 : t1, 1 < p < ∞, (3.10)
where we recall
‖ f ‖L p(log L) =
(∫ 1
0
|(u) f ∗(u)|p du
)1/p
, (u) = 1 − log u, 0 < u1.
Let us sketch the proof in the case 0 < t1. One has to compute the rearrangements of the
periodic Gauss–Weierstrass kernel 3(x, t). The Poisson summation formula gives
3(x, t) =
∞∑
k=−∞
e−tk
2
eikx ≈ t−1/2
∞∑
k=−∞
e−(x+2k)
2/4t , − < x < ,
and hence, for 0 < t1,3(x, t) ≈ t−1/2e−x2/4t . Taking the normalized Lebesgue measure
dx/2 and dropping the factor 4 in the exponent one gets
∗3(u, t)
{
t−1/2e−u2/t : 0 < u < 1
0 : u1, 
∗∗
3 (u, t)min{t−1/2, u−1}.
O’Neil’s inequality (3.6) with g = 3 gives
‖ f ∗3(·, t)‖L p(log L) 
(∫ 1
0
|(u) min{t−1/2, u−1}
∫ u
0
f ∗(v) dv|p du
)1/p
+
(∫ 1
0
|(u)
∫ 1
u
t−1/2e−v
2/t f ∗(v) dv|p du
)1/p
.
Now decompose f ∗(v) = f ∗(v)(0,√t)(v)+ f ∗(v)(√t,1)(v), where (a,b)(v) = 1 if v ∈ (a, b) and
0 otherwise. Noting that e−v2/t ≈ 1 if v ∈ (0,√t) one can estimate the resulting eight integrals
as desired by a direct application of the Hardy inequalities deduced in [2, Theorem 6.4]. Thus the
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first case of (3.10) is established, the second simply follows since |3(x, t)|3 for all t1; thus
we can apply Theorem 1.1.
If 2 ∈ N we can argue as in the n-dimensional situation: The periodic Hilbert transform is
bounded on L p(log L)(T), 1 < p < ∞, 0—see [9]—and hence the K -functional can be
characterized by the corresponding modulus of smoothness. This leads to (k ∈ N)
k(t, f )L p(log L)
∫ t
0
(1 − log s)k(s, f )L p ds
s
, 1 < p < ∞,  > 0, t1.
3.2. Spherical harmonics expansions
Let Sn be the unit sphere in Rn+1, n ∈ N, with the origin as center and elements , , . . . ,
where  = (1, . . . , n+1), || = 1. We denote by L p(Sn), 1 p < ∞, the Banach space of all
functions f () which are p-th power integrable on Sn , i.e., for which
‖ f ‖p =
(
1
|Sn|
∫
Sn
| f ()|p d
)1/p
< ∞, |Sn| = 2
(n+1)/2
((n + 1)/2) ,
where d is the surface element of Sn . In abuse of notation, we understand that f ∈ L∞(Sn) is
a continuous function. Let
f () ∼
∞∑
k=0
Yk( f ; ), Yk( f ; ) =
H (k,n)∑
m=1
ak,mYk,m(), f ∈ L p(Sn),
be the expansion in a series of spherical harmonics. Here H (k, n) is the number of linear indepen-
dent spherical harmonics of degree k onSn, H (k, n) = (2k +n −1)(k +n −2)!/(k!(n −1)!). For
the Beltrami–Laplace operator  we have Yk,m = −k(k + n − 1)Yk,m—for this setting see, e.g.,
[4]. We call a sequence {mk}k∈N0 of scalars a (zonal) multiplier of type (p, q), 1 pq∞, in
notation m ∈ Mqp(Sn), if there exists a linear operator Tm : L p(Sn) → Lq (Sn) with
‖Tm f ‖qc‖ f ‖p, Tm f ∼
∞∑
k=0
mkYk( f ) for all f ∈ L p(Sn).
As semigroup choose that of Weierstrass with the Beltrami–Laplace operator as generator,
Wt ( f ; ) =
∞∑
k=0
e−tk(k+n−1)Yk( f ; ), f ∈ L p(Sn),
which is equibounded (cf. [4, p. 226]). This as well as the required Nikolskii type condition (N)
can be shown directly via a simple multiplier criterion. To this end observe that the Cesàro means
of order  of f ∈ L p(Sn), p1,
(C, )N f () := 1AN
N∑
k=0
AN−kYk( f ; ),
can be interpreted (cf. [4, (2.1.5)]) as a convolution of f ∈ L p(Sn) with the zonal Cesàro kernel
K N (t) =
1
AN
N∑
k=0
AN−k
k + 

Pk (t), 2 = n − 1;
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here Pk denote the Gegenbauer polynomials. Young’s inequality (cf. [4, (1.14)]) says for zonal
g ∈ Lr , 1r∞, 1/r + 1/r ′ = 1,
‖ f ∗ g‖Lq (Sn )c
(∫ 1
−1
|g(t)|r (1 − t2)−1/2 dt
)1/r
‖ f ‖L p(Sn ),
1
q
= 1
p
− 1
r ′
0.
By [21, Chap. 9] and [1] one has for  > (n − 1)/2 that
‖(C, )N f ‖Lq (Sn )(N + 1)n(1/p−1/q)‖ f ‖L p(Sn ), 1 pq∞. (3.11)
In view of the definition of the K -functional (note that (−)Y0( f ) = 0) we can assume in our
context without loss of generality that Y0( f ; ) = 0. Then (3.11) implies, in particular for integer
 > (n − 1)/2 (cf. [1, Theorem 2]):
If m : (0,∞) → (0,∞) is sufficiently smooth and satisfies lims→∞ m(s) = 0,∫∞
0 s
+n(1/p−1/q)|m(+1)(s)| ds < B(m), then the sequence {m(k)}k∈N is the symbol of a
bounded operator Tm ,
Tm : L p(Sn) → Lq (Sn), Tm f () ∼
∞∑
k=1
m(k)Yk( f ; ), 1 pq∞,
with operator norm B(m). Here, choose the family mt (s) = e−ts(s+n−1) and obtain
B(mt )O(t−n(1/p−1/q)/2), hence the Nikolskii type inequality
‖W2t f ‖Lq (Sn )t−
n
2 ( 1p − 1q )‖Wt f ‖L p(Sn ), 1 p < q∞ (3.12)
is valid. With the notation DLq (Sn )((−)/2) =: W q (Sn) we have by Theorem 1.2
K (t, f ; Lq ,W q )
∫ t
0
s
−n( 1p − 1q ) K (s	, f ; L p,W p	 )ds
s
, 	 < + n
(
1
p
− 1
q
)
. (3.13)
If  = 	 is an even natural number, Ditzian and Tikhonov [8, (10.8)] deduced a similar estimate
(by a different method) which is stronger than (3.13) in the case q < ∞ and coincides with (3.13)
if q = ∞.
We recall Rustamov’s [18] characterization of this K -functional: Introduce the shift operator
sht ,
(sht f )() = (n/2)2n/2(sin t)n−1
∫
·=cos t
f () dt(), 0 < t < ,
where dt() is the element of the section { :  · = cos t}. The shift operator may equivalently be
defined by the generalized translation operator for ultraspherical expansions, since Yk((sht f ); )
= (Pk (cos t)/Pk (1))Yk( f ; ). If I is the identity operator, introduce a difference operator t by
t = (I − sht )/2 and an th-order modulus of smoothness by (cf. (1.10))
(t, f )p = sup
0<s t
‖t f ‖L p(Sn ).
Then, see the proof of Rustamov’s Theorem 2.1,
(t, f )p ≈ K (t, f ; L p,W p ), f ∈ L p(Sn), 1 p∞, 0 < t < ,  > 0.
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Hence an implication of (3.13) reads as follows
(t, f )q
∫ t
0
s
−n( 1p − 1q )	(s, f )p ds
s
, 0 < t < , 	 < + n
(
1
p
− 1
q
)
.
3.3. Jacobi, Laguerre and Hermite expansions
The above considerations carry over to the situation of Jacobi, Laguerre and Hermite expansions
which are seen as special cases of the general framework given in Remark 1.2.
3.3.1. Jacobi expansions
Set X = L p(
,), Y = Lq(
,), 1 pq∞, 
 > −1, where
L p(
,) = { f ∈M0(−1, 1) : ‖ f ‖L p(
,) < ∞},
‖ f ‖L p(
,) =
(∫ 1
−1
| f (x)|pdm
,(x)
)1/p
, dm
, = (1 − x)
(1 + x) dx,
if 1 p < ∞, and L∞(
,) is the set of essentially bounded functions on (−1, 1) with the standard
norm. Choose
Pk f = f̂ (k)hk Rk, f̂ (k) =
∫ 1
−1
f (x)Rk(x) dm
,(x),
where Rk(x) = R(
,)k (x) = P (
,)k (x)/P (
,)k (1)—see [21, Chap. 4] and the hk are normalizing
constants. Since the Jacobi polynomials P (
,)k are eigenfunctions of the second order differential
operator
A
, = (1 − x2) d
2
dx2
+ [− 
− (
+ + 2)x] d
dx
with the eigenvalues −k(k + 
+ + 1), it is natural to define a semigroup
Wt f (x) =
∞∑
k=0
e−tk(k+
++1) f̂ (k)hk Rk(x), f ∈ L p(
,).
If
+ > −1, then Wt has the generator A
, and is equibounded on all L p(
,)-spaces. Analogously
to the spherical harmonics case, we can assume without loss of generality that f̂ (0) = 0. By the
use of the multiplier criterion [1, Theorem 2], one gets the Nikolskii type inequality
‖W2t f ‖Lq(
,)t
−(
+1)(1/p−1/q)‖Wt f ‖L p(
,), 1 p < q∞,
and can apply the general theory. In [19] a characterization of the corresponding K -functional,
based on generalized translations, is formulated.
3.3.2. Laguerre expansions
Set X = L pw(), Y = Lqw(), 1 pq∞,  > −1, where
L pw() =
{
f : ‖ f ‖L pw() =
(∫ ∞
0
| f (x)e−x/2|px dx
)1/p
< ∞
}
, 1 p < ∞,
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and L∞w() consists of the measurable functions f for which f (x)e−x/2 is essentially bounded on
(0,∞). Denote by Lk ,  > −1, k ∈ N0, the classical Laguerre polynomials (see [21, p. 100]),
set
Rk (x) = Lk (x)/Lk (0), Lk (0) =
(k + + 1)
(k + 1)(+ 1) ,
and choose
Pk f = −1(+ 1) f̂(k)Lk , f̂(k) =
∫ ∞
0
f (x)Rk (x)xe−x dx .
Since the Laguerre polynomials are eigenfunctions of the differential operator
P
(
d
dx
)
= x−ex d
dx
[
e−x x+1
d
dx
]
, P
(
d
dx
)
Rk (x) = −k Rk (x), k ∈ N0.
(see [21, (5.1.2)]), it is reasonable (see [6, Section 1.5.3]) to define the semigroup
Wt f = 1
(+ 1)
∞∑
k=0
e−tk f̂(k)Lk , f ∈ L pw(), t > 0.
In view of the differential operator P( ddx ) we can again assume without loss of generality that
f̂(0) = 0. If 0, Görlich and Markett [15] introduce a convolution structure on L pw() with the
standard properties (1/r + 1/r ′ = 1)
[ f ∗ g]ˆ (k) = f̂(k )̂g(k), ‖ f ∗ g‖Lqw()‖ f ‖L pw()‖g‖Lrw() ,
1
q
= 1
p
− 1
r ′
.
The generalized translation operator y : L pw() → L pw(), y Rk (x) = Rk (y)Rk (x), is the basic
tool in this context. It is pointwise bounded: ‖y f ‖L pw()e
y/2‖ f ‖L pw() .
Since by [10,11]
‖gt‖Lrw()t−(+1)(1/p−1/q), gt =
1
(+ 1)
∞∑
k=1
e−tk Lk , 1 pq∞,
it follows by the above convolution inequality that Wt is an equibounded semigroup of class (C0)
on L pw(), 1 p < ∞, and on the closure in L∞w() of
P = { f (x) = p(x)e−x/2 : 0x < ∞, p(x) a polynomial}.
OnP we have A f = −1(+1)
∑∞
k=1 k f̂(k)Lk . Furthermore, a Nikolskii type inequality is satisfied,
since by the above Young inequality
‖Wt f ‖Lqw()t
−(+1)(1/p−1/q)‖ f ‖L pw() .
By Theorem 1.1 it follows, e.g., that
K (tr , f ; Lqw(), Dq ((−A)r ))
∫ t
0
u
−(+1)( 1p − 1q ) K (ur , f ; L pw(), Dp((−A)r ))
du
u
.
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Characterizations of the K -functional by the approximation behavior of linear means can be found
in [24]. In the case r = 1 the characterization
sup
0<y<t
‖ f − y f ‖L pw() ≈ K (t, f ; L
p
w(), D(A)), 0 < t1, (3.14)
via generalized translations can be shown if one follows the method in Löfström and Peetre [16].
3.3.3. Hermite expansions
Define the Hermite polynomials Hk(x) by Hk(x) = (−1)kex2 (d/dx)ke−x2 , by
hk(x) = (2k
√
k!)−1/2e−x2/2 Hk(x)
the orthonormalized Hermite functions; these are the eigenfunctions of the differential operator
(−d2/dx2 + x2) with eigenvalues (2k + 1) (see [21, Section 5.5]). Thus, formally consider the
semigroup {Wt : t0} on L p(R), 1 p∞,
Wt f (x) =
∞∑
k=0
e−t(2k+1) f̂H (k)hk(x), f̂H (k) =
∫
R
f (x)hk(x) dx .
It follows from the results in Thangavelu [22, Section 5] that the Riesz means of f of order 1 can
be estimated by
|SR(1) f (x)| ≡
∣∣∣∣∣∣
∑
2k+1 R
(
1 − 2k + 1
R
)
f̂H (k)hk(x)
∣∣∣∣∣∣

∫
R
| f (y)|{ER(x − y) + ER(x + y)} dy,
where ER(x) = R1/2(1 + R1/2|x |)−11/6. Then Young’s inequality yields for all 1 pq∞,
1/q = 1/p + 1/r − 1, 1r∞,
‖SR(1) f ‖Lq (R)R1/2r ′ ‖ f ‖L p(R), f ∈ L p(R).
By the calculus in [23] this implies for multiplier operators, if 1 pq∞,
‖Tm f ‖Lq (R)
∫ ∞
0
R1+
1
2 ( 1p − 1q )|m′′(R)| d R‖ f ‖L p(R), [Tm f ]̂H = m(k) f̂H (k).
If m(R) = e−t(2R+1) this estimate shows for 1 pq∞ that
‖Wt f ‖Lq (R)t−
1
2 ( 1p − 1q )‖ f ‖L p(R), f ∈ L p(R).
Hence, the hypotheses of Theorem 1.1 are satisfied which yields abstract Ulyanov inequalities in
terms of the corresponding K -functional.
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