To obtain the best estimates of the unknown population parameters have been the key theme of the statisticians. In the present paper we have suggested some estimators which estimate the population parameters efficiently. In short we propose a ratio, product, and regression estimators using two auxiliary variables, when there are some maximum and minimum values of the study and auxiliary variables, respectively. The properties of the proposed strategies in terms of mean square errors (variances) are derived up to first order of approximation. Also the performance of the proposed estimators have shown theoretically and these theoretical conditions are verified numerically by taking four real data sets under which the proposed class of estimators performed better than the other previous works.
Introduction
In the literature of survey sampling, the use of ancillary information provided by auxiliary variables was discussed by various statisticians in order to improve the efficiency of their constructed estimators or to obtain improved estimators for estimating some most common population parameters, such as population mean, population total, population variance, and population coefficient of variation. In such a situation, ratio, product, and regression estimators provide better estimates of the population parameters. The work of Neyman [1] is considered as the early works where auxiliary information has been used. After that a lot of work has been done for estimating finite population mean and other population parameters using auxiliary information and for improving their efficiency. For a more related work one can go through Das and Tripathi [2, 3] , Upadhyaya and Singh [4] , Singh [5] , and so forth. Sisodia and Dwivedi [6] have proposed ratio estimator using coefficient of variation of an auxiliary variable. Kadilar and Cingi [7] have suggested an estimator for population mean using two auxiliary variables. Khan and Shabbir [8] have introduced the idea of ratio type estimator or the estimation of population variance using quartiles of an auxiliary variable. Mouatasim and Al-Hossain [9] have studied reduced gradient method for minimax estimation of a bounded poisson mean in which concept of auxiliary variables can be easily placed and study. Further Al-Hossain [10] has studied inference on compound Rayleigh parameters with progressively type II censored samples wherein censored samples can be chosen as to auxiliary variables. Recently Khan and Shabbir [11] suggested different estimators of finite population mean using maximum and minimum values.
Let us consider a finite population of size of different units = { 1 , 2 , 3 , . . . , }. Let , 1 , and 2 be the study and the auxiliary variables with corresponding values , 1 , and 2 , respectively, for the th unit = {1, 2, 3, . . . , } defined on a finite population . Let = (1/ ) ∑ =1 , 1 = (1/ )∑ =1 1 , and 2 = (1/ )∑ =1 2 be the population means of the study as well as auxiliary variables, respectively, let
be the corresponding population variances of the study as well as auxiliary variables, respectively, let ,
1
, and be the population correlation coefficient among , 1 , 2 and between 1 and 2 , respectively. In order to estimate the unknown population mean, we take a random sample of size units from the finite population by using simple random sample without replacement. Let , 1 , and 2 be the study and the auxiliary variables with corresponding values , 1 , and 2 , respectively, for the th unit = {1, 2, 3, . . . , } in the sample. Let = (1/ ) ∑ =1 , 1 = (1/ ) ∑ =1 1 , and 2 = (1/ ) ∑ =1 2 be the sample means of the study as well as auxiliary variables, respectively, and let̂2
be the corresponding sample variances of the study as well as auxiliary variables, respectively. Also let̂,̂1 , and̂2 be the sample coefficient of variation of the study variable as well as auxiliary variables 1 and 2 , respectively, and let̂1 ,
2 be the sample covariances between , 1 , and 2 and between 1 and 2 , respectively. The usual unbiased estimator to estimate the population mean of the study variable is
The variance of the estimator up to first order of approximation is given as follows:
where = 1/ − 1/ . In many real data sets there exist some large ( max ) or small values ( min ) and to estimate the unknown population parameters without considering this information is very sensitive in case the result will be either overestimated or underestimated. In order to handle this situation Sarndal [12] suggested the following unbiased estimator for the estimation of finite population mean using maximum and minimum values:
where is a constant, which is to be found for minimum variance.
The minimum variance of the estimator up to first order of approximation is given as
where the optimum value of opt is opt =
The ratio estimator for estimating the unknown population mean of the study variable using two auxiliary variables is given bŷ2
The mean square error of the estimator̂2 up to first order of approximation is given by
The product estimator for estimating the unknown population mean of the study variable using two auxiliary variables is given bŷ2
When there are two auxiliary variables, then the regression estimator to estimate the finite population mean is given bŷ2
are the sample regression coefficients between and 1 and between and 2 , respectively.
The variance of the estimator̂2 up to first order of approximation is given as
Proposed Estimators
On the lines of Sarndal [12] , we propose a ratio, product, and regression estimators using two auxiliary variables when there are some maximum and minimum values of the study variables and the auxiliary variables, respectively.
Case 1.
When the correlation between the study variable and the auxiliary variable is positive, the selection of the larger value of the auxiliary variable the larger the value of study variable is to be expected, and the smaller the value of auxiliary variable the smaller the value of study variable is to be expected, and using such type of information the ratio estimator using two auxiliary variables becomeŝ
if sample contains max and ( 1 max , 2 max ) , for all other samples, (12) (13) where
for all other samples.
Case 2.
Similarly when the correlation is negative the selection of the larger value of the auxiliary variable the smaller the value of study variable is to be expected, and the smaller the value of auxiliary variable the larger the value of study variable is to be expected, and using such type of information the product estimator using two auxiliary variables becomeŝ
if sample contains min and ( 1 max , 2 max ) ,
if sample contains max and ( 1 min , 2 min ) , for all other samples,
where ( To obtain the properties of the proposed estimators in terms of bias and mean square error, we define the following relative error terms and their expectations.
Rewriting (12),̂2 in terms of 's, we havê
Expanding the right hand side of above equation and including terms up to second powers of 's, that is, up to first order of approximation, we havê
On squaring both sides of (17) and keeping 's powers up to first order of approximation, we have 
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Taking expectation on both sides of (18), we get mean square error up to first order of approximation, given as
To find the minimum mean squared error of̂2, we differentiate (19) with respect to 1 , 2 , and 3 , respectively; that is,
On differentiating (19), with respect to 1 , 2 , and 3 , respectively, we get one equation with three unknowns and so unique solution is not possible; so let
On substituting the optimum value of 1 , 2 , and 3 from (21) in (19), we get the minimum mean square error of the proposed estimator, given as
where
Similarly the mean square error of the product estimator, up to first order of approximation, is given by
Now the minimum variance of the regression estimator in the case of positive correlation, up to first order of approximation, is given by
]. Similarly for the case of negative correlation, the minimum variance of the regression estimator, up to first order of approximation, is given by
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Comparison of Estimators
In this section, we have compared the proposed estimators with the ratio, product, and regression estimators and some of their efficiency comparison condition has been carried out under which the proposed estimators perform better.
(i) By (7) and (22),
(ii) By (9) and (23),
(iii) By (11) and (26),
From (i), (ii), and (iii) we have observed that the proposed estimators performed better than the other existing estimators because the conditions are in the form of a square and greater than zero which is always true.
Numerical Illustration
In this section we demonstrate the performance of the suggested estimators over various other estimators, through four real data sets. The description and the necessary data statistics of the populations are given as follows. The mean squared error of the proposed and the existing estimators is shown in Table 1 .
Conclusion and Future Work
We have developed some ratio, product, and regression estimators under maximum and minimum values using two auxiliary variables. The proposed estimators under certain efficiency conditions are shown to be more efficient than the ratio, product, and regression estimators using two auxiliary variables. The results are shown numerically in Table 1 where we observed that the performance of the proposed estimators is better than the usual ratio, product, and the regression estimators using two auxiliary variables. We can easily implement the concept of auxiliary variables minimax or maximin estimation of a bounded Poisson (respectively some other distribution) mean and censors samples. Thus the proposed estimators may be preferred over the existing estimators for the use of practical applications.
