Abstract-Virtually all biomedical applications of positron emission tomography (PET) use images to represent the distribution of a radiotracer. However, PET is increasingly used in cell tracking applications, for which the "imaging" paradigm may not be optimal. Here, we investigate an alternative approach, which consists in reconstructing the time-varying position of individual radiolabeled cells directly from PET measurements. As a proof of concept, we formulate a new algorithm for reconstructing the trajectory of one single moving cell directly from list-mode PET data. We model the trajectory as a 3-D B-spline function of the temporal variable and use nonlinear optimization to minimize the mean-square distance between the trajectory and the recorded list-mode coincidence events. Using Monte Carlo simulations (GATE), we show that this new algorithm can track a single source moving within a small-animal PET system with 3 mm accuracy provided that the activity of the cell [Bq] is greater than four times its velocity [mm/s]. The algorithm outperforms conventional ML-EM as well as the "minimum distance" method used for positron emission particle tracking (PEPT). The new method was also successfully validated using experimentally acquired PET data. In conclusion, we demonstrated the feasibility of a new method for tracking a single moving cell directly from PET list-mode data, at the whole-body level, for physiologically relevant activities and velocities.
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I. INTRODUCTION
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cally relevant parameters such as standardized uptake value. Increasingly, however, PET is used in "tracking" applications, for which the "imaging" paradigm may not be optimal.
In this paper, we investigate the feasibility of tracking a single cell with PET. Cell tracking is a method that involves labeling cells ex vivo using a contrast agent and imaging their time-varying distribution in vivo [4] - [7] . Clinically, the most common use of cell tracking is for tracking white blood cells to identify occult sites of infection or inflammation [8] . More recently, advances in stem cell science and immunology have led to new cell-based therapies for cardiac, neural, and pancreatic tissue regeneration and cancer immunotherapy [9] - [11] . Cell tracking is also widely used as a preclinical research tool to study biological processes such as cancer metastasis. Transplanted cells can be labeled and imaged noninvasively using magnetic resonance imaging (MRI) [12] - [14] , positron emission tomography (PET) [15] - [17] , single-photon emission computed tomography (SPECT) [18] , [19] , and optical imaging [20] , [21] . So far, no consensus has been reached on which imaging modality is best suited for cell tracking. MRI is the only imaging modality that has shown the capability to image single cells in vivo [22] , [23] , but only for a few anatomical sites such as the brain and the liver; furthermore, MRI lacks sufficient temporal resolution to track single cells circulating in the bloodstream and homing to sites of infection or injury.
Of all the existing imaging modalities, PET has the highest molecular sensitivity and thus offers the most promising path towards tracking single cells in vivo and at the whole-body level. However, conventional algorithms used for reconstructing PET images are not optimal for tracking the trajectory of a single cell. The output of a conventional PET scan-large 3-D images with millions of elements-is poorly suited for representing a single moving point source with high temporal resolution. This inefficient representation leads to an ill-posed reconstruction problem, meaning that millions of image elements must be computed from a small number of recorded PET coincidence measurements. Furthermore, a sequence of tomographic images is inefficient at representing the continuous motion of a sparse set of sources because it implies a discretization of space and time. As a result, PET images reconstructed from low-activity point sources are noisy and not suitable for tracking a moving source. A few strategies have been proposed to reconstruct dynamic PET images that are continuous along the temporal dimension [24] - [27] , but these methods still represent the spatial dimension as a matrix of discrete elements.
Alternatives to conventional image reconstruction for tracking single positron-emitting sources using PET have been proposed and investigated, especially in the field of chemical engineering. Early studies at the University of Birmingham (U.K.) have shown that single particles labeled with a positron-emitting radionuclide can be used as tracers to analyze complex patterns of fluid and powder flows in chemical processes [28] . The technique was later refined and became known as positron emission particle tracking (PEPT). Unlike PET, PEPT uses a minimum-distance algorithm to localize a single moving source directly from PET measurements, that is, without reconstructing a tomographic image. Because the radiotracer is confined to a single particle, the reconstruction problem can be reformulated as a localization task and the position of the particle can be estimated directly from raw PET measurements, by finding the point in space that minimizes the average distance to the recorded coincidence lines [29] . PEPT further uses an iterative algorithm to reject scattered and random coincidences. By splitting coincidence events into temporal frames, PEPT makes it possible to estimate the time-varying position and velocity of a single moving particle. PEPT has been applied to a variety of problems in the chemical engineering world, including mapping the dynamic behavior of opaque fluids, and the flow structure in fluidized beds and in canned foodstuffs [30] . A variation of PEPT has also been developed to simultaneously track two independent particles [31] .
In most PEPT studies, single particles are labeled with 1-30 MBq of and tracked using a dual-panel PET camera. However, it is likely impossible to label single cells with such high levels of activity. Using a new method called radioluminescence microscopy [32] , [33] , we have shown that single cells can be labeled with 1-10 Bq of radioactive -fluorodeoxyglucose (FDG) (Fig. 1) . Tracking single cells in vivo therefore requires novel reconstruction methods that can provide robust positioning information using fewer detected counts.
The goals and contributions of this paper are multiple. First, we investigate whether a tracking scheme similar to PEPT could be applied in the context of biomedical imaging for tracking a single cell moving within a mouse. Second, to address the issue of the low radioactivity, we propose an improved localization scheme that uses a spline function to represent the time-varying position of a cell as a function of time. This model is advantageous because it represents space and time as two continuous quantities, and it models the trajectory of a cell as a smooth function. Third and last, we answer the question: For what combination of activity and velocity is single-cell tracking possible? Because this study focuses on feasibility, it does not address whether and how multiple cells could be tracked. These questions will be answered in future work.
II. THEORY
A. Trajectory Representation
This section describes a new algorithm for tracking the position of a single moving point source directly from raw PET data. We represent the trajectory of the moving source as a 3-D B-spline function of the temporal variable. A spline is simply a piecewise polynomial, where the intervals are delineated by spline "knots." The spline function and its derivatives remain continuous at the spline knots. Splines can be represented in several ways. This work uses the convenient B-spline representation, which decomposes the spline as a weighted sum of basis functions [ Fig. 2(a) ]. Thus, the trajectory of a moving point source can be represented as (1) where are 1-D spline basis functions, are spline coefficients and is the number of basis functions used in the model. This model naturally incorporates the knowledge that the trajectory is a smooth and continuous function, and requires no discretization of the spatial or temporal variable. Furthermore, a complete trajectory can be described using only variables, far fewer than the size of a 4-D PET image. The parameter , which controls the number of basis functions, allows the model to be adjusted as needed.
B. Objective Function
PET forms images by acquiring coinciding pairs of annihilation photons, which are emitted in opposing directions. When two events are detected nearly simultaneously, one can infer that a radioactive decay event occurred somewhere along the line than joins the two detectors. We note that, in principle, only two intersecting lines are required to localize a single static source in 3-D. Intuitively, this concept can be transposed to a moving source by using the continuous stream of lines provided by a list-mode PET acquisition. Each element of a list-mode dataset contains the time and coordinates of each coincidence event. This format is thus ideal for locating a moving source because it preserves the full spatial and temporal resolution of the measurements. The advantages of reconstructing tomographic images directly from list-mode data have long been recognized [34] - [36] .
We propose an algorithm for estimating the spatiotemporal trajectory of a moving point source given a set of listmode coincidence events. In an ideal PET system with perfect spatial, temporal and spectral resolution, the trajectory of the moving source and the coincidence lines would intersect. Therefore, our approach, which is illustrated in Fig. 2(b) , selects the source trajectory that minimizes the mean-square distance between the time-varying source position and the measured coincidence lines. By representing the trajectory as a spline function, we limit the search space to a small subset of smooth and continuous trajectories, the size of which is determined by the number of intervals used to define the spline trajectory.
A list-mode data file contains spatial and temporal information for all recorded coincidence events. Here, we mathematically represent this information as follows. The line of response corresponding to event shall be defined as the position of one of the detectors, which will be noted as , and the unit-length direction of the line, which will be noted as . The timestamp of the event will be noted as . We then calculate the Euclidian distance between line and the corresponding point that lies on the spline trajectory using the following relationship:
The mean-square distance between a given source trajectory and a set of coincidence lines is given by
This objective function is a quadratic function of the spline coefficients and can be minimized using standard convex optimization methods to yield the optimal estimate of the source trajectory.
C. Uniqueness of Solution and Regularization
For low-activity sources, it should be noted that the trajectory that minimizes may not be unique. As shown in Fig. 2 (a), the th spline basis function is nonzero only within the interval , thus if no count is recorded within that interval, is entirely decoupled from the objective function . In that situation, it is impossible to objectively determine the value of and the algorithm may grossly misestimate the source trajectory. To circumvent this problem, we add a regularization term to the objective function. This term, which is defined as (4) favors trajectory for which the spline coefficients vary the least in the sense. In other words, if no coincidence events are detected over a prolonged time interval, the reconstruction algorithm extrapolates from surrounding events, implicitly favoring shorter trajectories (less variation in the position of the source) over longer ones. The strength of the regularization is adjustable using a parameter and was set to 0.005 in our experiments.
Another solution, which was not investigated in this work, would be to space the spline knots nonuniformly such that coincidence events are equally distributed among spline intervals, thus ensuring that there are always enough counts within each spline interval.
D. Random and Scattered Coincidence
In addition to the aforementioned effects, PET measurements are invariably corrupted by erroneous events that are indistinguishable from true coincidence events. These events are caused by accidental coincidences and scattered photons, and yield lines that do not pass near the true position of the source. Due to the strong quadratic penalty, these distant events would distort the reconstructed trajectory. To remediate this problem, we keep constant beyond a distance . This strategy aims at reducing the impact of distant outliers, here scattered and random counts, and is thus an example of robust statistical estimation [37] . Using this principle, the objective function can be rewritten as (5) This new objective is a nonconvex function of the spline coefficients. Therefore, a conventional optimization method may converge to a different local minimum depending on the initial conditions. In this work, we used the trajectory that minimizes as the starting point for minimizing . While not guaranteed to converge to the global minimum, we found that, in practice, this method yields satisfactory trajectories for a wide range of physical conditions, as seen in the next section. In the experiments described later, the parameter was set to 3 mm, which is approximately twice the crystal size for the Inveon, but any value between 2 and 6 mm resulted in suitable performance. 
III. METHODS
A. Monte Carlo Simulation
To validate the trajectory reconstruction algorithm, we used the GATE Monte Carlo package [38] to simulate the acquisition of list-mode data from the Siemens Inveon microPET scanner (Fig. 3) . The system geometry was implemented as previously described, using LSO as the detector material [39] . The energy and time windows were set to 250-750 keV and 3.4 ns, respectively. Single events were positioned at the center of the crystal, at a depth of 3 mm. The simulation time was set to 100 s and divided into time slices, thus providing a simulated temporal resolution of 10 ms. A single point source was placed in a static water phantom which approximated the body of a mouse (a cylinder with a diameter of 2.5 cm and a height of 5 cm) and moved according to various predefined motion patterns, which are detailed in the Results section. Coincidence events generated by GATE were processed using Root and converted into a list-mode data file. With these simulation settings, we achieve a sensitivity of 8.4% for a 1000 Bq static point source placed at the center of the system.
In performing the aforementioned simulations, we became aware of a limitation within GATE, which yielded incorrect results for very low activities and very short time slices. The issue becomes more apparent when the simulation has many more time slices than positron decays. We observed that the number of counts produced by GATE was several fold higher than expected based on the known activity and sensitivity. This apparent bias disappeared with longer time slices, but temporal resolution then became too poor for accurate tracking. Thus, as a temporary fix, we implemented a method that randomly discards excess counts based on a Bernoulli random process. The method was optimized to yield a number of counts consistent on average with the sensitivity of the Inveon measured at higher activity levels. The counts obtained with this method remain Poisson-distributed.
B. Optimization
Unconstrained nonlinear optimization of the objective function was implemented in MATLAB using the fminunc function, which is an implementation of the quasi-Newton line search method. We chose this optimization method for its availability, although it is relatively slow. The maximum number of iterations was set to 2000, and the minimum step length to 0.01 mm.
The spatiotemporal trajectory of the source was represented using a 3-D B-spline function of order 3. The number of spline intervals was chosen so that each interval contained an average of five counts. Spline knots were uniformly spaced and had single multiplicity except for the two knots at the extremities of the trajectory, which had triple multiplicity to allow for a discontinuity.
C. ML-EM Image Reconstruction
As a reference, we reconstructed PET images from simulated point sources (1, 10, 100, 1000 Bq) using standard maximum-likelihood expectation-maximization (MLEM), a popular reconstruction algorithm. Tomographic images (pixel size: mm mm mm) were reconstructed directly from raw list-mode data using a previously developed GPU-accelerated package [34] . Due to the low count statistics, ordered subsets were not used. The reconstruction procedure was carried out for 100 iterations, which was deemed sufficient for convergence purposes.
D. Frame-Based Trajectory Reconstruction
We also implemented the "minimum-distance" method that is currently used in PEPT for tracking moving particles in fluid and powder systems. This method models the trajectory as a sequence of discrete frames, which are reconstructed independently. For each frame, the method aims to find the point in space that minimizes the average perpendicular distance to the coincidence lines within that frame. Thus, the minimum-distance method can be formulated as a special case of spline trajectory reconstruction, but with piecewise-constant basis functions (i.e., first-order B spline). Thus, after optimization, the coefficients of the first-order B-spline correspond to the point in space that is closest to the lines recorded within the corresponding frames. We thus implemented the minimum-distance method simply by decreasing the order of the spline trajectory from 3 to 1. For comparison with third-order B-splines, the number of knots was kept the same and scatter and randoms rejection was implemented in the same manner.
E. Tracking Accuracy
We evaluated the performance of the trajectory reconstruction algorithm by computing the tracking accuracy, which we define as (6) where is a uniform subdivision of the time domain, , and is the known simulated trajectory. 2) Same data, processed using a single backprojection. 3) Source trajectory estimated directly from list-mode data using the minimum-distance method used in PEPT, which splits the events into independent frames. 4) Same data, reconstructed using a third-order B-spline. Spline parameters were optimized for each activity level.
F. Experimental Validation
As a final validation, we acquired list-mode data of a moving point source (130 kBq) using an Inveon PET scanner (energy window of 350-650 keV, timing window of 3.4 ns). The point source was mounted onto a turntable powered by a stepper motor and scanned for 3 min. The rotation speed was initially set to 123 2 mm/s and was decreased halfway through the acquisition to 43 1 mm/s. List-mode data were retrieved from the Inveon workstation and imported into MATLAB for reconstruction. The reconstruction parameters were kept the same as in the Monte Carlo simulation study (5 counts/spline interval, mm, and ). To simulate an even lower activity source, we randomly discarded 97.8% of the acquired counts, thus achieving count statistics equivalent to the previously simulated 1000 Bq source.
IV. RESULTS
A. Comparison With ML-EM and Frame-Based Reconstruction
We first compare the proposed trajectory reconstruction algorithm against standard list-mode MLEM (Fig. 4) . A point source (1, 10, 100, and 1000 Bq) following an S-like trajectory (0.5 mm/s) was simulated in GATE. List-mode data were generated and reconstructed using both MLEM and the novel trajectory reconstruction algorithm. For the 1000 Bq source, the pattern of the S trajectory was clearly visible in the MLEM image. However, with decreasing amounts of radioactivity, the MLEM images became noisier and no longer represented the accurate spatiotemporal trajectory of the moving point source, especially for physiologically achievable cell activities (i.e., less than 10 Bq). The first iteration of the reconstruction is a backprojection of all the recorded counts and provides a lower noise image.
In contrast to tomographic image reconstruction, direct reconstruction of the source position from raw list-mode data was possible for activities as low as 10 Bq. Furthermore, with increasing amounts of radioactivity, tracking accuracy improved dramatically. We note that all methods failed to suitably track the 1 Bq source because of unsufficient count statistics.
A visual comparison of the trajectories reconstructed using the frame-based method used in PEPT and the spline-based method introduced in this paper shows that the spline-based method can more accurately estimate the trajectory of the moving source. This is likely due to the fact that the frame-based method does not account for the motion of the source within each temporal frame.
B. Velocity and Activity
To better understand the capabilities and limitations of singlecell tracking with PET, we simulated a variety of point-source trajectories. Anticipating that the ability to track a moving point source would be determined both by the activity and velocity of the source, we simulated a single source (activity ranging from 1 to 1000 Bq) moving in a helical fashion (velocity ranging from 0.4 to 185 mm/s) inside a static water phantom. The range of velocities chosen in this experiment was meant to mimic the average blood flow velocity in humans, which ranges from 0.7 mm/s in capillaries to 400 mm/s in the aorta [40] . Each Monte Carlo simulation was repeated 10 times (with different random seeds) to assess statistical significance.
Our simulations show that the spline reconstruction algorithm can track a single source over a wide range of velocities and activities. For instance, both a 10 Bq source moving 2.5 mm/s and a 100 Bq source moving 16 mm/s were tracked with average localization error better than 3 mm (Fig. 5) . Videos of these trajectories are included online as supplemental information. The general pattern we observed was that source tracking could lead to three possible outcomes, namely success, failure, or an intermediate state. For sufficiently low velocity [ Fig. 6(a) ] or sufficiently high activity [ Fig. 6(b) ], tracking was successful and achieved a constant localization error of 1.3 mm, independent of activity and velocity. In contrast, for certain combinations of low activities and high velocities, tracking simply failed, leading to poor tracking accuracy (i.e., 10 mm). Last, we observed an intermediate outcome for which tracking was partially successful, meaning that the shape of the reconstructed trajectory could be recognized but it significantly deviated from the reference trajectory. Additionally, for low activity sources, we noticed that individual simulations of the same experiment showed a greater level of variability, compared to higher levels of activity.
We then sought to establish an empirical rule governing the feasibility of single-cell tracking, especially with regards to source velocity and activity. We consider a source to be successfully tracked if tracking accuracy is better than 3 mm. Based on this criteria, a source can be tracked if its activity [Bq] is greater than four times its velocity [mm/s] (Fig. 6(c) , dashed line). For example, a single cell moving 2.5 mm/s must be labeled with at least 10 Bq (4 2.5) of activity to be successfully tracked (e.g., Fig. 5 ). This trend was observed over a wide range of velocities and activities.
C. Spline Intervals
We also investigated how the number of intervals used in the B-spline model influenced the quality of the reconstructed trajectory. We used the same simulated helical motion to compare localization error when the number of spline intervals was varied. In general, tracking accuracy depends both on the absolute number of recorded counts and on the absolute number of spline intervals used in the reconstruction. However, a more thorough investigation revealed that tracking accuracy is really only a function of the ratio of these two quantities. In other word, as long as each spline interval contains, on average, a fixed number of counts, tracking accuracy is independent of source activity and velocity. Fig. 6 (a) and (b) illustrates this point very clearly and show that the same tracking accuracy (1.3 mm) is achieved irrespective of source activity and velocity. Now that it has been established that tracking accuracy only depends on one parameter, that is the number of counts per spline intervals, we investigate how tracking accuracy is related to this parameter. First, we vary the number of spline intervals used in the spline model, thus varying the number of counts per spline interval from 5 to 100. We observe that as more counts are available within each spline interval, the tracking accuracy of a static point source improves [ Fig. 7(a) ]. This result is expected since more independent measurements are combined to estimate the individual spline coefficients. We also observe that the tracking accuracy is approximately proportional to , which is consistent with the averaging of independent and identically distributed measurements.
For a moving point source (1000 Bq; 9 and 16 mm/s), we observe that a similar pattern holds [ Fig. 7(b) ]. With larger spline intervals, more counts are available for estimating individual spline coefficients and, therefore, the tracking accuracy improves. However, if the spline intervals are too large, the spline is too rigid and cannot represent the complex motion of the source. This highlights the need for tailoring the spline model to each application. 
D. Crystal Size
To evaluate the performance of the trajectory reconstruction algorithm, we simulated hypothetical variations of the Inveon scanner that were equipped with detector crystals of various sizes, including the standard size (1.59 mm), as well as larger crystals (3.10 and 6.28 mm, respectively). As a thought experiment, we also simulated perfect detector resolution (positron range and acolinearity effects were still included). We acquired and reconstructed list-mode data from a 100 Bq point source, which was either static or moved at 9 mm/s. Unsurprisingly, these studies showed that larger crystals lead to less accurate tracking of the point source (Fig. 8) . However, we also found that the loss of tracking accuracy was quite moderate compared to the change in crystal size. Linear regression analysis show than a 1 mm increase in crystal size results in a modest 0.1 mm increase in localization error, independently of velocity.
E. Experimental Validation
The spline reconstruction method was experimentally validated by reconstructing list-mode data from a moving point source scanned on an Inveon PET/CT scanner. The circular trajectory of the source can be easily recognized (Fig. 9) . Notice that the rotation axis was not perfectly vertical, therefore some motion is seen along the X axis. Using Fourier analysis, we measured the rotation frequency and found it to be 0.94 and 0.31 Hz, respectively, which matches the true rotation speed (0.95 and 0.33 Hz). The average rotation radius was measured (20.1 mm) and found to be consistent with the true radius (20.8 mm). Overall, these results confirm the validity of our computer simulations.
V. DISCUSSION
In this study, we found that PET can potentially be used to track and reconstruct the trajectory of a single moving cell at the whole-body level, in a mouse. Such trajectory reconstruction methods have thus far only been used for 3-D particle velocimetry in chemical engineering. Due to the unique constraints of live-cell tracking, we developed an improved tracking method that fully utilizes the fine temporal resolution of the list-mode format. Similar to PEPT, our new method performs trajectory reconstruction directly from raw list-mode measurements. Rather than an image, our method uses a B-spline to model the trajectory of a single source. This model is advantageous because it incorporates the continuous nature of spatiotemporal motion, which allowed us to achieve higher tracking accuracy.
One of the main finding of this paper is that within a "feasible range," tracking accuracy [as defined in (6)] depends primarily on a single parameter, the average number of counts per spline interval. As long as this ratio remains constant, tracking accuracy is independent of activity and velocity. In this paper, we performed most of the reconstructions using five counts per spline interval, but larger spline intervals can be used as well (Fig. 7) .
We also found that tracking accuracy is not simply equal to the spatial resolution of the PET system used for tracking (Fig. 8) . For small-animal PET imaging, spatial resolution is primarily determined by the size and configuration of the detectors. Other factors such as acolinearity and positron range are negligible due to the small bore of small-animal imaging systems and the short range of positrons [41] . Perhaps counter-intuitively, a given PET system can track a point source with far better accuracy than its spatial resolution would suggest. This is because the position of a source, when estimated from many independent measurements, can be known with a variance inversely proportional to the number of measurements, as clearly shown by Fig. 7 . Conceptually, the 3-D position of a static point source can also be estimated from a tomographic PET image with accuracy better than the spatial resolution of PET-for instance, by computing the center of mass of the image.
This concept of tracking a moving point source with high resolution using multiple low-resolution measurements has been successfully applied for localization of single molecules using fluorescence microscopy [42] , [43] . Work in this area has shown that a single fluorescence molecule can be localized with spatial resolution better than the optical diffraction limit. Using this approach, the dynamic trafficking of single fluorescent molecules in live cells has been tracked with 25 nm spatial resolution [44] . The approach proposed here relies on the same fundamental principles, albeit at a different scale.
The performance of a tracking algorithm is also defined by its ability to track a fast-moving source using as few counts as possible. Empirically, we found that the feasibility of source tracking is determined by a linear relationship between the activity and velocity of the source [ Fig. 6(c) ]. This relationship can be generalized to yield the range of point sources that can be tracked (7) where is the source activity, the source velocity, the sensitivity of the PET system, and a parameter. The parameter has units of distance and can be physically interpreted as the average distance traveled by the point source between two detected counts. Thus, a tracking algorithm that achieves a higher requires fewer counts to successfully track a moving source. We call this parameter the tracking efficiency. This metric is largely independent of the scanner characteristics and depends only on the reconstruction parameters, that is, the number of counts per spline interval.
It follows from this discussion that the performance of a tracking algorithm can be fully characterized by two global metrics, the tracking accuracy and the tracking efficiency. The two metrics relate however to competing objectives, which can be balanced by adjusting the length of the spline intervals. Longer spline intervals increase tracking accuracy but hinder tracking efficiency. To better understand how these two metrics relate to each other, we reran the analysis of Fig. 6 (c) using different spline parameters, ranging from 5 to 100 counts per spline intervals. We then computed tracking accuracy and efficiency for each spline parameterization. The results of this analysis, which are summarized in Fig. 10 , show that tracking efficiency and accuracy are linearly related. An increase in tracking efficiency (beneficial) implies a linear increase in tracking accuracy (detrimental).
The concept of tracking accuracy and tracking efficiency can be applied to estimate how the tracking method used in PEPT would compare to spline tracking. PEPT can track a point source moving 2 m/s with accuracy as low as 0.5 mm, using counts/s [45] . Based on these numbers, the tracking efficiency of PEPT is approximately 0.02 mm. As shown on Fig. 10 , the spline tracking method can achieve similar accuracy but 20-fold better efficiency, meaning that a fast-moving source can be tracked using 20 times fewer counts. This finding is significant, given that radiolabeling efficiency is the limiting factor for tracking single cells. The better tracking efficiency is achieved by representing the motion of the source using a smooth spline function rather than a discrete number of static positions. On the other hand, it should also be mentioned that PEPT acquisitions tend to suffer from a higher rate of scatter and randoms, which could also be a factor contributing to the lower tracking efficiency.
Having established the requirements for tracking a single point source in silico, we would like to comment on how this method translates into the real world. As shown in Fig. 9 , at high activity levels, our experimental findings are fully consistent with our simulation results. However, at low activity levels, a discrepancy arises due to the fact that our computer simulations do not account for the natural radioactivity of , which is present in LSO detectors (natural abundance, 2.6%). This isotope decays with a half-life of years by emitting a beta particle (endpoint energy of 596 keV) and a cascade of prompt gamma photons (primarily 202 and 307 keV). This intrinsic radioactivity yields a background coincidence rate that may overshadow the weak signal from a single radiolabeled cell. A study of the Inveon found that the count rate from intrinsic decay was equivalent to a 100 Bq source (lower-level discriminator of 400 keV) [46] . Therefore, our opinion is that single-cell tracking will ultimately be limited to PET systems built from nonlutecium scintillator materials, such as bismuth germinate (BGO) or lanthanum bromide (LaBr3). As found in a recent comparison study, the background rate in a clinical BGO PET scanner is 1000 times lower than in an equivalent LSO scanner [47] . This suggests that 1 Bq equivalent background rate could be achieved for a small-animal scanner equipped with BGO detectors. Although most pre-clinical PET systems use LSO scintillators, we are aware of at least one system that uses BGO detectors [48] .
This paper studied the feasibility of tracking a single moving source in the context of in vivo cell tracking. However, we are also contemplating using this method for other applications. For instance, the trajectory reconstruction algorithm may be a useful tool for estimating breathing motion during 4-D PET/CT imaging. This approach could provide a data-driven method for gating the reconstruction of the emission images [49] . Another application where tracking may be useful is in emission-guided radiation therapy, a recently proposed technique in which radiotracer uptake is used to estimate tumor position in real time during delivery of radiation therapy [50] , [51] .
Reconstructing the trajectory of a single cell may also have clinical applications. A growing number of clinical studies are using PET imaging to track cells during cell-based therapies [52] - [55] . The ability to track and reconstruct the trajectory of single cells may reveal new dynamic behaviors of cells following their transplantation in vivo. From a conceptual standpoint, the proposed trajectory reconstruction algorithm could be applied to whole-body clinical PET scanners. However, the configuration of these scanners is less amenable to single-cell tracking. Clinical PET scanners have lower sensitivity and higher scatter fraction than preclinical systems. This may hinder the precise localization of a weakly emitting cell [56] . Furthermore, a clinical scanner has limited axial coverage and cannot follow the circulation of a cell at the whole-body level. Despites these drawbacks, tracking single sources may be possible with clinical scanners but it will likely require labeling the cells with higher activity. Time-of-flight information could also be used within this framework to increase the accuracy of the localization.
VI. CONCLUSION
Using computer simulations, we tested the performance of a novel algorithm designed to estimate the spatiotemporal trajectory of a moving source directly from list-mode PET data.
The algorithm was also successfully tested using experimentally acquired PET data. This algorithm models the trajectory of the source as a 3-D spline of the temporal variable and does not require tomographic images to be reconstructed in the conventional sense. The main finding of our study can be summarized by the following equation, which relates the best achievable tracking accuracy to the activity and velocity of the source, and to the sensitivity of the PET system mm (8) Our future investigations will focus on developing new approaches for tracking multiple moving sources simultaneously.
