), Lord's ( 1980) x2 test, and Thissen, Steinberg, & Wainer's (1988) likelihood ratio tests are based on item response theory (IRT) , whereas the Mantel-Haenszel (MH) technique (Holland & Thayer, 1988) and the delta method (Angoff & Ford, 1973) do not use IRT. These and other currently available DIF techniques (e.g., Dorans, 1986; Mellenbergh, 1982; Scheuneman, 1979; Shepard, Camilli, & Averill, 1981; Swaminathan & Rogers, 1990) function at the item level; that is, they identify items that have significant DIF or function differently in two groups. A comprehensive review of DIF methods can be found in Millsap & Everson (1993) .
In practice, test developers typically either exclude an item with significant DIF (also referred to as &dquo;bias&dquo;) from the final test or modify it so that it no longer exhibits significant DIF and include it in the final test. Although the removal of items with significant DIF is expected to result in a test that is fair to (or unbiased for) various racial, ethnic, and gender subgroups, until recently (Shealy & Stout, 1993) (Lord, 1980, pp. 12-13), with item parameters a (discrimination), b (difficulty), and c (pseudoguessing (Raju, 1990 (Baker, 1990; Cohen & Kim, 1993; Kim & Cohen, 1992; Lim & Drasgow, 1990 ).
Generation of DIF
The data were generated to simulate four proportions of test-wide DIF (0%, 5%,10%, and 20% In addition, items were generated to simulate uniform DIF (a,R = a,p and b,R ~ b,.~) and nonuniform DIF (aiR a,F and either b,R = b¡F or b,R ~ b,~z). Only the 20% proportion of DIF condition included nonuniform DIF items because it contained the largest possible number of items (i.e., 8 items) with DIF and thus allowed for a more reasonable intracondition comparison of the effects of DIF uniformity on the detection of differentially functioning items. Under the bidirectional DIF condition, the nonuniformly biased items were designed so that the generating bs were equal in both the reference and focal groups. The intention was to produce, at once, offsetting areas inscribed by ~s for each item (i.e., a signed area of 0.0) and (mostly) off-setting areas across specific pairs of items. (i.e., the CDIF indexes for the two items in the pair were equal in magnitude but opposite in sign).
The generating item parameter values for the unidirectional DIF condition (see Table 1 ) replicated those used by Cohen & Kim (1993) . Four focal group datasets were generated: Focal 0 is not listed in Table 1 because it contained the same item parameters as the reference group; Focal 1 contained two uniform DIF items (Items 5 and 10); Focal 2 contained four uniform DIF items (Items 5, 10, 15, 20) ; Focal 3 contained four uniform DIF items (Items 5, 10, 25, and 30) and four nonuniform DIF items (Items 15, 20, 35, and 40) . In this condition, uniform and nonuniform DIF items favored the reference group.
Values used for the bidirectional D~ condition (see Table 2 ) were based on a modified version of the unidirectional set. Again, four focal group datasets were generated: Focal 0 is not listed in (Baker, Al-Karni, & Al-Dosary, 1991) . In this study, all parameter estimates for the reference group were equated to the underlying metric of the focal group. The EQUATE program was applied iteratively to determine the final linking coefficients using the procedure reported by Candell & Drasgow (1988 Raju's (1990) 
Results

Recovery of Item and 0 Parameters
Correlations and RMSDs between generating parameters and parameter estimates were examined. In general, the results of the recovery analysis suggested acceptable recapturing of the underlying 0 and item parameters. These results were consistent with the findings of previous studies (e.g., Cohen & Kim, 1993; Kim & Cohen, 1992) Table 4 ). Only the frequency counts are reported in Tables 3 and 4 (information about the specific items identified as biased or unbiased can be obtained from the authors). Table 3 ). The largest number of FPs was found for the N = 500, 5 % DIF condition. These resulted from NCDIF (2 FPS), CDIF ( 1 FP), and r.c ( 1 FP). The single FP identification for the N = 1,000 condition resulted from ESA and occurred under the 20% DIF condition.
The number of FNs under the unidirectional DIF condition tended to decrease as N increased and to increase as the proportion of test-wide DIF increased. The latter trend was most evident for N = 500; the largest total number of FN identifications was for CDIF (6 total; I at the 10% DIF condition and 5 at the 20% DIF condition). The fewest total numbers of FNs occurred with NCDIF (3) and LC (4).
The number of equating iterations required to reach a final solution tended to decrease across methods with an increase in N. For both N = 500 and N = 1,000, the number of iterations remained relatively consistent across the proportion of test-wide DIF conditions. The largest single number of iterations (3) across all conditions was required by EUA under the N= 500, 20% DIF condition. Furthermore, underN= 500 and across the test-wide DIF conditions, the fewest total number (3) of iterations was required by LC. For N = 1,000 and across the proportion of test-wide DIF conditions, the largest total number (4) of iterations was required by NCDIF. Bidirectional DIF. As described above, simulation of DIF under this condition was done so as to produce bidirectional, but balanced, differential functioning at the test level. At the item level, item parameters were selected to create adjacent pairs of differentially functioning items with (mostly) off-setting bias.
Therefore, such items would not be considered biased within the CDIF definition of bias. Hence, all items in the bidirectional condition are considered unbiased within the context of CDIF. Results across the bidirectional DIF condition should be considered within this framework.
In addition, items were constructed to reflect only uniform DIF for the 5% and 10% proportion of DIF conditions, and uniform and nonuniform DIF under the 20% proportion of DIF condition. The nonuniformly biased items for the bidirectional DIF condition were designed so that the generating bs were equal in both the reference and focal groups (i.e., aR ~ aF, bR = bF). The intention was to produce both offsetting areas inscribed by the IRFS, for each biased pair element and (mostly) offsetting areas across a biased pair. The desired net effect, again, was to produce compensated differential functioning at the test level with differentially functioning items.
Under the bidirectional DIF condition, the number of FPs was markedly smaller than the number of FNs across sample sizes (see Table 3 ). BothN= 500 and N = 1,000 had a total of 6 FPs across all methods. For both N = 500 and N = 1,000, FPs were observed under the null DIF condition (no FPs were observed under the null DIF condition for unidirectional DIF). For N = 500 and null DIF, NCDIF and CDIF identified the same, single item (Item 26). For N = 1,000 and null DIF, EUA identified a single item (Item 24 (Raju, 1988 Raju, 1988) but contradicts the results of a previous study reported by Cohen & Kim (1993 (Cohen & Kim, 1993; Kim & Cohen, 1992) (Thissen et al., 1988) .
