Abstract: In this paper we present a multi-agent architecture based on wind power prediction using neural network (NN), this process aims to implement smart micro-grid with different generation units like wind turbines and fuel generators. In the proposed architecture this micro-grid can exchange electricity with the main grid therefore it can buy or sell electricity. The main objective is to find the optimal policy using average wind speed prediction for the next hour in order to maximise the benefit and minimise the cost. To forecast the wind speed and taking into account the convergent speed and convergent accuracy, we propose in this paper an NN based on hybrid weighted algorithm combining back-propagation (BP) algorithm with particle swarm optimisation (PSO) algorithm referred to as W-BP-PSO. Finally, for the simulation the Java Agent Development Framework (JADE) platform is used to implement the approach and analyse the results.
Introduction
Given the high rate of air pollution, currently many countries encourage the use and integration of sources of renewable and clean energy especially with the appearance of smart grid notion. The latter allows coordination for the different operations between producer, buyer and the main network in order to reduce the total energy produced by non-clean generators, regulate demand during peak consumption and encourage the integration of the clean energy generators (El-Khattam and Salama, 2004) . In the same context we can find that the micro-grid represents the local implementation of the smart grid which constitutes an ideal way to integrate renewable resources in electricity production and allows the customer to participate in the electricity enterprise (Hatziargyriou, 2004) . Taking into account the flexibility of the smart micro-grid classical control methods are not efficient to manage and control the different operations for a such system, for this reason, in the past few years the paradigm of multi-agent system has been invented and used in power systems. This concept allows large and flexible solutions to manage and control different operations in power systems There are a lot of proposed works based on the concept of multi-agent system for the control of the micro-grid. In general there are two principal ways to use multi-agent system in smart grid and smart micro-grid. The first is interested in the economic aside, and in the innovation of different strategies to buy and sell the electricity depending on the price (Fu-Dong et al., 2012; Hommelberg, 2007; Qiu, 2008) . In the same context the predictive dispatch model is proposed in Le and IlicÌ' (2008) to minimise the total production cost. The second is interested in the efficient method for energy resource scheduling of integrated micro-grid with various distributed generators and storage devices (Logenthiran et al., 2010 (Logenthiran et al., , 2011 Xiong et al., 2012) . Besides multi-agent system can also be used to power generation control or restore the power system after a fault (Arai et al., 2009; Solanki et al., 2007) . In the smart micro-grid the main energy sources are the renewable energy sources like wind energy, solar energy and biomass but the wind energy is the one with the lowest cost, however the challenge is to integrate this energy in flexible structure like microgrid because this energy depend directly on wind speed that cannot be controlled by any human intervention, in order to guarantee the good performance of different operations the integration of the forecast of wind speed and output power is necessary for this reason there are many proposed works to predict the wind power. In general there are two approaches to predict the wind power, the first approach is based on the prediction of wind energy directly; the second relies on the estimation of energy using predicted wind speed and some power curves. The latter is the best one for the power system operations (Xinxin and Marc, 2012) and the chosen for our work. There are many methods for the prediction of wind speed. Some work using time series to model the characteristic and behaviour of the wind speed as the autoregressive moving-average (ARMA) (Juan et al., 2010; Torres et al., 2005) . Taking into account the non-stationary and nonlinearity of the wind speed time series ARMA model has limitations to remove the non-stationary, to sort this problem out some works have applied autoregressive integrated moving-average (ARIMA) models the generalised forms of ARMA models. In Ding et al. (2008) , the used technique is based on Weibull distribution. Pan et al. (2008) used the Kalman filter as a way to predict the wind speed. On the other hand, some other works use the artificial intelligence techniques to predict wind speed like artificial neural network (ANN) in Di Piazza et al. (2014) , Chao and Wenjun (2010) and support vector machine (SVM) in Ji et al. (2007) . These techniques are based on supervised learning, the inputs and outputs are the meteorological observations. The NN has some problems when using the algorithm back-propagation (BP) as convergence time is slow, and also the weakness to find the global optimistic result. For the SVM algorithm its hard to calculate the quadratic convex programming modelling the real problem. And these techniques are unable to cope with the strong fluctuation of observations. Taking into account the problems mentioned above a weighted neural network (NN) using hybrid algorithm combining BP algorithm with particle swarm optimisation (PSO) algorithm is proposed, also referred to as W-BP-PSO algorithm and multi-agent architecture to implement our micro-grid grid-connected mode in order to combine The paper is organised as follows: in Section 2 a problem statement is defined, where we analyse the problem and we determine the objectives. In Section 3 we propose a method of prediction of wind speed, it is necessary to estimate the amount of energy that will be produced for the next hour. In Section 4 we present our multi-agent architecture reflecting dynamic characteristic of different units in the micro-grid and we present also the impact of wind power prediction in decision making. In Section 5 simulation study is presented. Finally, the conclusion is made in Section 6.
Problem statement
Because wind energy varies during day time depending on the wind speed, and given its uncertain fluctuation taking a decision becomes a more complex problem, for any structure which benefits from the production of wind energy, especially when this structure can participate in the electricity market. Our study in this paper focuses on the application of artificial intelligence technique to forecast the average wind speed for the following hour. This prediction is necessary to estimate the next hour average power and the decision making for different operations. On the other side an optimal economic control is targeted in the use for our smart micro-grid where we treat the question how it can participate in electricity market not just like consumer but also like producer? So a rational management for the different generation units like turbines, fuel generators, and storage devices based on the prediction mentioned above is necessary in order to have a benefit. In general we can find our micro-grid in one of three positions: When the internal energy produced for the next hour equal demand but this is rare. When we have a surplus of production and in this case we can sell to the main grid or store electricity in accordance with electricity price. When the internal production is not sufficient and supply from the main grid or fuel generators is necessary. Then buying or selling is dependent on the amount of energy produced for the next hour so we are obliged to answer to the question: how much wind energy will be produced for the following period? To answer this question we have used a technique based on ANNs where we will introduce the average speed of the next hour. After estimating the average speed the energy can be calculated using the Gamesa G52-850 kW turbine, which has the characteristics as shown on Figure 1 . The previous curve is similar to the curve in Figure 2 , which is more accurate and present the different speed ranges for production. The relationship between the wind turbines output power p w and wind speed v in the height of hub can be Approximately expressed by the power curve of wind turbines (Lingling et al., 2009) Figure 2 or the sub-function (1):
where P r is the rated output power of fan, kW v is the wind speed, m/s v min is the cut in wind speed v max is the cut out wind speed v r is the rated wind speed.
As already mentioned at the beginning of this section, the wind speed is difficult to forecast. But if we can solve this problem we can make this prediction as a criterion to achieve good results and make good decisions. So in this sense we will present in the next section our method for the prediction of wind speed.
Proposed wind speed prediction algorithm
In general there are many factors involved in the fluctuation of meteorological phenomenon like wind speed, for example:
• seasonal variations
• climatic variations.
So the goal of our research in this section focuses on the creation of an algorithm that capable of adapting to continuously changing environments, for this reason a weighted NN using hybrid algorithm combining BP algorithm with PSO algorithm is proposed, also referred to as W-BP-PSO algorithm.
Back-propagation (BP)
The ANN is an interconnected group of artificial neurons using a mathematical model to solving complex problems such as pattern recognition or natural language processing, prediction, by adjusting weights in a learning phase. A neural network is inspired from the functioning of biological neurons. The NN can change itself according to the results of its actions, which allows learning and problem solving without traditional program. There are many existing methods to train the ANNs as BP algorithm and its variations such as RProp, QuickProp the strength of these methods is that they can easily converge to the local minima, however, these methods require parameters learning initialisation. The BP is currently the most used tool in the field of NNs. This is a computational technique that can be applied to any structure that is differentiable functions. The objective of the backpropagation method is adapting synaptic weights in order to minimise an error function. The approach most commonly used for the minimisation of the error function is based on the gradient method. We show the first input vector, once we have the output of the network and the corresponding error, the gradient of the error with respect to all the weights is calculated and the weights are adjusted as following:
where α is the usual learning rate and E is the error. The same procedure is repeated for all the training examples. This process is repeated until the outputs of the network are close enough to desired outputs.
Particle swarm optimisation (PSO)
The PSO algorithm is a stochastically global optimisation method which based on the origin of the living world belonging to the family of Swarm Intelligence, this algorithm was developed by Kennedy and Eberhart (1995) . In this technique there are two parameters that characterise a particle, velocity (3) and position (4):
where c 1 , c 2 are the acceleration constants with positive values; r is a random number between 0 and 1, g ib is the best position of the neighbours, p ib the best position of the ith particle, D is the dimension for a searching space and n the total number of particles. Shi and Eberhart (1998) proposed a adaptive particle swarm optimisation (APSO) algorithm is based on the original PSO algorithm where they have integrated a new inertial weight this APSO can be described as :
where w is a new inertia weight, the are many works cited in Bansal et al. (2011) to find the best strategy to define the w, in this paper we use the Global-Local Best Inertia Weight defined in equation (7):
Proposed hybrid W-BP-PSO algorithm for wind speed prediction
Having regard to the fluctuation of wind phenomena mentioned before, an algorithm has been proposed. This algorithm is hybridisation between PSO and BP. The advantage of BP that can achieve faster convergence speed around local optimum on the contrary, for the global optimum the search process is very slow. In this sense the PSO is integrated. The PSO algorithm has a strong ability to find global optimistic result. The idea for this hybrid algorithm is the switching between the PSO for the search process of global optimum and BP for search process of local optimum. The fundamental idea for our method is to predict the average wind speed for the next hour using average wind speed of the past hours Figure 3 ; so we try to create a function (8) able to describe the correlation between the past observations and the next one.
Then in the phase of offline learning our network learns the relationship between past observations and the next one. Based on some correlation analysis, just 8 past values of wind speed are sufficient to have correlation with the next value of wind speed, hence we take m equal to 8 in equation (8), so we have 8 inputs for the network and one output and in Figure 4 we show the structure of our network. The idea of our method is to promote the impact of modern observations in learning phase for this reason we calculate a weighting coefficient for each input according to its obsolescence, this coefficient can be calculated as following (9) :
After finishing the offline learning phase, our network starts the online learning phase, this phase is necessary to make our network able to adapt with the already mentioned fluctuation factors. So from one instance at a time, our network, learns and adjusts its parameters. in our work the online learning is divided into three steps: first, the algorithm receive the entries that are average wind speed of previous hours and calculates its weight with the weighting method mentioned before, it also calculates the estimated output that will be the average wind speed for the next hour, in the second the algorithm receives the real value, in the last the algorithm adjusts its parameters based on received value. The objective of the algorithm is reducing the error between the prediction value and true label. The proposed algorithm can be described as the following steps:
Step 1: Determine the NN structure (set the number of hidden neurons).
Step 2: Determine the dimension and encode each particle based on the NN structure.
Step 3: Initialise the population parameters (the position and the velocity) randomly in range[0,1].
Step 4: Prepare the dataset and calculate the weighting coefficient for each input according to its obsolescence using equation(9).
Step 5: For each particle Calculate fitness value, if the fitness value is better than the best fitness value (p ib ) in history Set current value as the new p ib .
Step 6: Choose the particle with the best fitness value of all the particles as g ib and for each particle update the velocity according equation (5) and the position according equation(6).
Step 7: Update the inertia weights w according equation (7).
Step 8: If the maximum number of iterations is arrived go to Step 9 else repeat Step 6.
Step 9: Switching to the BP algorithm using the NN parameters of the last iteration, if the search result is better than g ib , output the current search result; or else, output g ib . 
Micro-grid architecture
To ensure proper control of our microarray and maximise the benefits, and knowing that our micro-grid is a connected mode, a hierarchical control is necessary, so for this reason we use hierarchical control architecture Figure 5 . Where market operator (MO) and distribution network operator (DNO) are two operators interested in operations between micro-grid and main grid as operations markets and energy supply operations. DNO and MO are not parts of micro-grid. For the local control of our micro-grid we have micro-grid central controller (MCC) which is responsible for the coordination between the different units of our microgrid and the operations of optimisation. For the source we have micro source controller (MCS) and load controller (LC) for the load, the control level of hierarchical systems can be classified as follows:
• market operator (MO) and distribution network operator (DNO)
• micro-grid central controller (MCC)
• micro source controller (MCS) and load controller (LC). 
Proposed multi-agent based modelling for the micro-grid
The MAS is an architecture composed of several software entities called 'agent', this latter is characterised by the following characteristics:
• autonomy
• social ability
• reactivity
• pro-activeness.
Using the agent is the best way to model the flexible entities as batteries bank fuel generators, wind farm sites, so to model our micro-grid we use the MAS where we can represent each important entity by an autonomous agent. The proposed distributed MAS architecture is presented in Figure 6 , with the illustrated communication between the agents, the description of agents are as follows:
• Controller agent: This agent is the responsible for the coordination between the other agents, and also it is interested in the optimisation of exchange operations.
• Battery bank agent: It is the agent who is responsible for the storage of energy, among its roles: give information on the state of storage and provide power to the network when the internal production of micro-grid is not sufficient.
• Load agent: This is capable of monitoring and estimating, level of loads and its status of our micro-grid for the next hour.
• Main grid agent: This agent is offers the different selling or purchase price of electricity over the time.
• Wind farm agent: This agent is responsible for the wind farm, it uses the mentioned prediction method to predict the average wind speed for the next hour and estimate the energy that will be produced in the farm.
• F.U.E.L generators agent: It feeds the micro-grid when demand to triggering cames from the controller agent. 
The objective of the optimal control for micro-grid
As mentioned before our micro-grid is in connected-grid mode and able to do an exchange of electricity with the main grid. So our micro grid can use the already seen prediction technique to take decision in producing electricity from diesel or purchasing from the main grid when an insufficient internal production of the energy is provided to feed the internal demand for our micro-grid. On the other side when the surplus energy is provided, in this case we can sell electricity to the main grid. Then our main goal is to maximise the benefits and minimise the cost. When demand is greater than the expected energy and the available charge in the battery, we are forced to expend to have the energy, either from diesel generators or the main grid, depending on the price of electricity determined through the main grid, the cost of diesel and the maximum energy of generators, so we can deal with the problem as an optimisation problem in the following form: Soc is the state of battery charge. p r is the electricity price for the period k.
Beside, When the energy provided for the next hour is greater than the demand, we can sell it, in this case we are interested in the sale price, the higher the price the bigger is our benefit. For this reason we compare the current electricity price with the history electricity price for the last week. So the amount of energy that will be sell is dependent on price as follows:
where p dis is the amount of energy available for the period k.
p sell is the amount of energy sold according to the report pr(k) prmax . p rmax is the maximum energy prices recorded for a peak period for a 7 days period.
We can see in Figure 7 the different stages of treating the problem: Figure 7 The different stages of treating the problem
Simulation and results
To test the proposed prediction algorithm we used the observations of wind speed for three months, the wind speed for these three months can be calculated with equation (13):
For instance the process will be as follows: the first month will be with observations of very high wind speed, the second will be observations of medium wind speed, the last month is a month with observations of a relatively slow speed. The training process is developed after preparing learning dataset, see Figure 8 , and the results obtained have to be analysed in the verification process, see Figure 9 . Finally, after the analysis, the obtained results are quite acceptable, and then the proposed algorithm can predict the average wind speed for the next hour, taking into account the last 8 h data for wind. From the comparison of our algorithm with other methods Table 1 , we can see that the proposed algorithm is more accurate and that the rate of convergence is very fast, showing that the proposed algorithm is able to adapt with different fluctuations. For the architecture, we used the JADE platform to implement the different units of the micro-grid. The JADE is middleware complies with FIPA specifications, for the development and run time execution of applications based on the concept of agent. Its implemented in JAVA language. As we can see in Figure 10 , the use of the prediction gives more capability to control the different operations as storage or selling, in order to have the maximum benefit and minimum cost, The cost appears in the blue and the benefit appear in the red. Figure 10 Comparison between benefit and cost (see online version for colours)
Conclusion
In this paper, we have proposed the hybrid W-BP-PSO algorithm where we have evaluated and demonstrated a correct dynamic performance in all evaluation tests. The proposed algorithm shows that it is able to predict the wind speed with good accuracy in the typical situations found in a dynamical electricity market. For this reason we have used the proposed multi-agent architecture using the algorithm mentioned to model our micro-grid, this multiagent architecture treat and control the different operations in our micro-grid in order to release our goals.
