Abstract--The simulation of power system behavior, especially transient behavior, helps in the analysis and planning of various power systems phenomenon. However, power systems are usually highly complex and distributed, thus system partitioning has to be used to allow for sharing resources in simulation. At Mississippi State University, researchers are developing distributed simulations of power system models using an electromagnetic transient simulator, namely RTDS. The goal is to demonstrate and assess the feasibility of both non-real-time and real-time simulations using the RTDS in a geographically distributed scenario. RTDS has the capability of sending and receiving digital data in a local area network using a special interface known as GTNET. In this work the RTDS is used in a wide area network for sending and receiving data. The different protocols and options used in the RTDS communication between power system models will be studied and analyzed.
I. INTRODUCTION
Due to the large size of power systems, the computational time required to solve and simulate the power system is very high and generally difficult. Since the transient analysis and steady state analysis of a power system are expressed in differential algebraic equations, it takes a lot of time to solve these equations and they require vast computational resources. Sometimes we get convergence errors during the simulation due to the large size of the power system. So we need to find a way to reduce the computational time and increase the computational efficiency. This research works adopt the concept of distributed simulation of power systems in which the power system is partitioned into groups and processed simultaneously. The main idea behind distributed simulation is to share resources over a network like internet or intranet. The three major things influencing distributed simulation are partitioning of network, synchronization of the solutions and data exchange between the two partitioned systems. This work is focused on performing distributed simulation in real-time using the RTDS. The power system is
II. OVERVIEW OF DISTRIBUTED SIMULATION AND RTDS
This section provides an overview of the distributed simulation and discusses some details about the RTDS and its GTNET firmware.
A. Distributed Simulation
As discussed before distributed simulation is the concept of sharing resources over a network and the network here is the internet with two real time simulators on either side containing a part of a power system which is being simulated. As it can be seen in Figure 1 , the load or source can be on either side of the simulators and the speed of communication over the internet depends upon the delay and the rate of data transfer. For our research purpose Internet2 will be used. Internet2 is a high performance network compared to the normal internet providing a wide range of integrated services. Figure 2 ). These two racks consist of eight Triple Processor Cards and two Giga Processor Cards. RTDS can be used to perform closed loop experiments such as Hardware in the loop (HIL) testing of protective devices using real-time relays. RTDS is a high end simulator which has increased speed and accuracy compared to the old analogue simulators. On the software side, RTDS mainly consists of GUI and a library of power system and control system components. The RSCAD is mainly used for creating, simulating, modifying and running the power system models. It also performs result analysis and data acquisition. The library gives access to the pre defined power system models and control system models where the user can even edit the existing models. The user has an option of creating their own models using the features such as User Defined Components (UDC) and C Builder. So this adds more flexibility to the existing features of RTDS. One of the latest features of RTDS is the development of Giga-Transceiver Network communication Card (GTNET). This card provides real-time communications for the simulator through Ethernet. It has different firmware options such as GSE, SV (Sampled Values), PLAYBACK and DNP (Distributed Network Protocol). Each firmware performs a unique role in power system communications. The GTNET_SV firmware represents power system voltages and currents in the format of IEC 61850-9-2 sampled value messages. So these messages can be detected and received by any device which understands the IEC 61850 protocol which is the communication standard for the design of substation automation. This standard is used for communication networks and systems in substations. Examples of such devices are relays and IED's (Intelligent Electronic Devices).
III. INTERFACE AND NUMERICAL SOLUTIONS

A. Interface Issues
An interface model is required to deal with the issues of delay and data transfer in the RTDS to RTDS communication. This interface model can be built using the RSCAD which has a special feature for building user defined components known as C Builder. C Builder is very user friendly and it can be used to build user defined custom models on GPC cards. The GPC cards can be efficiently used as the GTNET is also connected to it. In C Builder, the component can be drawn in different modes such as single line and three phase and initialize the parameters with user defined inputs and outputs. C coding is used to define the new model and it is converted to an executable code by the special compiler present in C Builder. It provides a faster way of compilation. The main advantage of the C Builder is modification and enhancement of the component model for future developments until a final version is achieved. An example of a power system before and after decoupling is shown in Figures 3 and 4 . Figure 3 shows the power system model before it is distributed having a common transmission line. Figure 4 shows the decoupling pattern proposed by Mississippi State University where this scheme was implemented before on Virtual Test Bed software (VTB) [5] . This scheme was tested on different terrestrial power systems and also on a shipboard power system [5] . The interface model built using C Builder requires an algorithm for estimating the data if there is a data loss during the communication. The proposed algorithm for the distributed simulation is shown below in the form of a flow chart in Figure 5 . It represents the calculation and exchange of values between the two systems shown in Figure 4 . 
B. Numerical Solutions
Efforts are under way to build the interface model to deal with the issues of data loss and delay during the communication. The most important one of these two is the data loss. If data loss occurs during the communication, then the models cannot be run on either side as they are running in real-time. So to prevent the data loss we need to find a way of providing estimated data for some time until the real data is available. The old data will be corrected after getting the real data.
One of the methods used in literature is extrapolation method. Here the basic approach is to solve the differential algebraic equations with an elementary technique using different step sizes and then use Richardson extrapolation to estimate the solution in limit as the step size approaches zero. Since extrapolation requires multiple solutions of the differential equations, computationally efficient techniques can be used for calculating the initial solutions. The modified midpoint method has been used for the initial estimates and then the Richardson extrapolation method for more accurate results. The main advantage of this method is that it requires less computational effort when the solution is not needed at several points. Here the interval is given by and h represents the length of the interval.
represents the initial state and the number of steps is given by m. We partition the interval into m steps of equal length given by h = (β -α ) / m. Euler's method for the first step gives:
So with an estimate of , midpoint method is used to obtain estimated solutions at the remaining points. Now we obtain an equation using two past solutions which is:
It is integral over an interval of length of 2h using the slope of x(t) at the midpoint . At last, we do an end point correction given by using the last two points. It represents the truncation error of the estimate. This method requires m+1 function evaluations to compute the truncation error. The truncation error can be shown to be of order . The truncation error can be represented by an even power series given by:
Here is the safety factor considered to be conservative regarding the error and it doesn't depend upon h. The advantage of this technique is that it converges very rapidly missing the odd terms in the truncation error. The modified midpoint method calculations described above is incorporated with the extrapolation method. Midpoint method produces an estimate . This estimate is based on m steps of h length.
denotes the midpoint estimate of using steps. The truncation error estimate of is given by . It is given by: The relationship between successive truncation errors is given by . We get the truncation error as:
We use that to construct the new extrapolated estimate given by
The linear combination of and increase the order of new estimate to . The generalized formula for relationship between successive truncation errors is given by Here is the desired upper bound on the size of local truncation error and r is the maximum extrapolation level.
IV. RTDS TO RTDS COMMUNICATION
The objective is to see how two real time simulators are connected and how the data is passed between them. Basically the RTDS is connected to the workstation through Ethernet. The TCP/IP feature of LabVIEW is used to connect the simulators. Generally LabVIEW has a predefined client server communication. For this type of TCP/IP communication in LabVIEW, we will have LabVIEW sniffer on the server side and LabVIEW client on the client side. The data from GTNET_SV is received by another workstation where the LabVIEW is installed. The LabVIEW receives the data from GTNET in the form of IEC61850 data packets and sends it to the workstation which is connected to the RTDS on the other side. The IEC61850 data packets from the GTNET can be captured and analyzed using few network sniffer softwares such as Wireshark. Wireshark gives a detailed explanation of the data packets which include some important features like destination address, source address, kind of protocol, data bytes, data format and the roundtrip time. A sample TCP/IP data packet captured by Wireshark is shown in Figure 6 . Access control) address of destination and source with the type of packet. The main frame shows us the arrival time of the packet with frame number, frame length and capture length. The frame also represents the different protocols available in the packet. The internet protocol is shown below in Figure 7 . Figure 6 . This contains the important features of the packet such as version, header length which is 20 bytes, total length which is 1420 bytes and the Header checksum which should be correct to ensure that there are no errors in the data transferred. Here the source and destination IP addresses will be specified along with the time to live. In a similar way Figure 8 represents the transmission control protocol fields. In figure 8 we can see the source and destination port numbers with the acknowledgement and sequence numbers. These numbers ensure the proper delivery of data packets to the other side. Here also we have the header length which is 20 bytes and the checksum which is correct. The main data that we need is shown at the bottom below the blue line in Figure 6 . That is the power system data in Hexadecimal format which is sent by the GTNET from RTDS. An experiment has been performed at Mississippi State University where signals from one rack are captured and sent over TCP/IP using LabVIEW to another rack. This experiment has been performed between two racks in the same simulator. These signals are received, analyzed and transferred by the LabVIEW. A small power system test case is used to send few signals. Using the GTNET_SV, four current and four voltage signals are sent out of the simulator from rack 1. These signals are captured by the LabVIEW sniffer in the local network and are sent to the other rack using TCP/IP function available in LabVIEW. Here there is no need of TCP/IP, but we are using it to test the feasibility in Wide Area Networks (WAN). The LabVIEW sniffer basically detects the IEC 61850 packets and separates the main data from the total packet. The main data will be encapsulated by so many protocols. The extracted data will be displayed by the LabVIEW using graphs and tables. The data captured from a GTNET by the LabVIEW client file is shown in This paper explains the basic concept of distributed simulation and the theory of using RTDS for distributed simulation. It first explains the algorithm for any missing data and the numerical approaches such as extrapolation method for predicting the data. The RTDS GTNET_SV signals over the internet have been shown. Here the IEC data packets are captured and displayed using a LabVIEW sniffer and the TCP/IP client server communication is used between the LabVIEW files on either side.
Future work includes the development of interface model which deals with the data loss and delay issues. The delay which exists between the simulators can be reduced by an interface model due to which the proper communication can be ensured. Also a better algorithm can be found for interface model which reduces the computational time and increases the computational efficiency. Future work also includes synchronization between the workstations in the network and resolving few other issues regarding the interface model and the communication between RTDS.
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